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Abstrakt
Predmetom diplomovej pra´ce je problematika konfigurovania siet’ovy´ch zariaden´ı. Riesˇi
ota´zku ako zjednodusˇit’ urcˇite´ cˇasti konfigura´cie a za´rovenˇ eliminovat’ cˇaste´ chyby. Predsta-
vuje riesˇenie nastavovania IP adries na rozhraniach siet’ovy´ch zariaden´ı. Dˇalej prezentuje
generovanie konfigura´cie pre urcˇite´ scena´re dynamicke´ho smerovania a jej aplikovanie a
meto´dy na jej verifika´ciu na siet’ovy´ch zariadeniach. Demonsˇtruje tiezˇ vygenerovanie kon-
figura´cie pre nastavenie VPN tunelu medzi dvomi zariadeniami. V za´vere obsahuje na´vrhy
d’alˇs´ıch mozˇny´ch rozsˇ´ıren´ı cˇi vylepsˇen´ı.
Abstract
The subject of this master’s thesis is to address the topic of network devices configuring. It
resolves the problems related to simplifying certain parts of configuration while eliminating
frequent errors or issues. It introduces a solution to setting of IP addresses on router’s
interfaces. Furthermore it presents the generation of configuration for particular dynamic
routing scenarios and its application and methods for its verification on network devices.
It also demonstrates the preparation of configuration of VPN tunnel between two devices.
The conclusion of this thesis contains possibilities for further extensions or improvements.
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Kapitola 1
U´vod
Pocˇ´ıtacˇova´ siet’ je doˆlezˇitou su´cˇast’ou technicke´ho vybavenia organiza´cie. V su´cˇasnosti vel’a
organiza´ci´ı vymienia svoje hardve´rove´ vybavenie za syste´my, na ktore´ sa pripa´ja. Tento
trend prechodu na
”
cloudove´“ riesˇenia sa vsˇak neda´ aplikovat’ na siet’ove´ zariadenia. Skoˆr
naopak, ked’zˇe vel’a doˆlezˇity´ch syste´mov je vzdialeny´ch, sta´va sa stabilna´ siet’ esˇte podstat-
nejˇsou. Mnoho pocˇ´ıtacˇov dnes pln´ı len funkciu termina´lu, no sta´le je potrebne´ pripojit’ ich
a zabezpecˇit’ im pr´ıstup na internet.
Cˇi uzˇ pr´ıstup na internet alebo pripa´janie pocˇ´ıtacˇov vyzˇaduje siet’ove´ zariadenia. Ich
pocˇet sa l´ıˇsi v za´vislosti od vel’kosti organiza´cie, no nie je nezvycˇajne´ hovorit’ o desiatkach
smerovacˇov alebo prep´ınacˇov, pr´ıp. hardve´rovy´ch firewalloch a pod. Vsˇetky tieto zariadenia
vyzˇaduju´ konfigura´ciu. Nastavit’ ju spra´vne by´va zvycˇajne u´lohou siet’ovy´ch administra´to-
rov. Nastavovanie vel’ke´ho mnozˇstva zariaden´ı je na´chylne´ na l’udsku´ chybu, takzˇe moˆzˇe
nastat’ situa´cia, kedy sa nechtiac zmen´ı spra´vanie celej siete. Moˆzˇe ı´st’ o zmeny parametrov
v smerovacom protokole alebo o nespra´vnu adresu na smerovacˇi, ktory´m sa cela´ organiza´cia
pripa´ja k internetu. Pozˇadovane´ zmeny cˇasto vyzˇaduju´ u´pravu konfigura´cie na viacery´ch
zariadeniach, na ktore´ sa pripa´jaju´ postupne a manua´lne zada´vaju´ pr´ıkazy.
Aby bolo mozˇne´ pred´ıst’ podobny´m situa´ciam, jednou z mozˇnost´ı je pouzˇ´ıvat’ softve´-
rove´ riesˇenie umozˇnˇuju´ce automaticku´ konfigura´ciu. Moˆzˇe to byt’ generovanie konfigura´cie
novy´ch zariaden´ı, pricˇom pre vsˇetky nastav´ı spra´vne pocˇiatocˇne´ hodnoty, alebo aplika´cia
zlozˇitejˇs´ıch konfigura´ci´ı na existuju´cu siet’. S ohl’adom na bezpecˇnost’ firemny´ch da´t, ktora´
sa cˇasto povazˇuje za prioritu, je cˇasto nutne´ nastavit’ sˇifrovane´ spojenie medzi pobocˇkami.
Taka´to konfigura´cia je komplexna´ a na´chylna´ chybu. Pokial’ ju vsˇak vygeneruje program
na za´klade vstupny´ch da´t, toto riziko sa zn´ızˇi.
Predmetom tejto pra´ce je riesˇenie, ktore´ nedovol´ı nahrat’ konfigura´ciu, kde su´ vstupne´
hodnoty v konflikte. Ide o program, ktory´ vygeneruje siet’ovu´ konfigura´ciu, nastav´ı ju na
jednotlivy´ch zariadeniach a potom zobraz´ı nastavene´ informa´cie, aby ich bolo mozˇne´ overit’.
Vd’aka tomu moˆzˇe ul’ahcˇit’ pra´cu so siet’ovy´mi zariadeniami.
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Kapitola 2
Jazyky na sˇpecifika´ciu siet’ovy´ch
polit´ık
Politika (policy) [19] je forma´lne definovana´ ako zoskupenie pravidiel politiky (policy rules).
Kazˇde´ pravidlo politiky je tvorene´ mnozˇinou podmienok a zodpovedaju´cou mnozˇinou akci´ı.
Podmienky definuju´, kedy sa pravidlo politiky aplikuje. Ked’ sa pravidlo politiky aktivuje,
moˆzˇe sa vykonat’ jedna alebo viacero akci´ı zahrnuty´ch v tomto pravidle. Tieto akcie su´ aso-
ciovane´ bud’ so splnen´ım, alebo s nesplnen´ım mnozˇiny podmienok sˇpecifikovany´ch pravidlom
politiky.
Politika [19] je tiezˇ vzt’ah medzi atribu´tmi objektov, ktore´ su´ spravovane´ politikovou
aplika´ciou, ktora´ riadi a ovla´da jeden alebo viac aspektov bodov uplatnˇovania polit´ık (po-
licy enforcement point – PEP). Tieto PEP, teda miesta, kde sa uplanˇuju´ politiky, poskytuju´
sluzˇby regulovane´ jednou alebo viacery´mi politikami. Kl’u´cˇovou vlastnost’ou tejto defin´ıcie
je schopnost’ oddelit’ sˇpecifika´ciu mnozˇiny sluzˇieb, ktora´ je neza´visla´ na platforme, od jej
implementa´cie, ktora´ sa l´ıˇsi v za´vislosti od doda´vatel’a. Politika vytva´ra spojenie medzi
vysokou´rovnˇovou sˇpecifika´ciou pozˇadovany´ch sluzˇieb a n´ızkou´rovnˇovou konfigura´ciou sie-
t’ovy´ch zariaden´ı, ktora´ ma´ tieto sluzˇby zabezpecˇit’ [20].
Podl’a defin´ıcie v [19], politika moˆzˇe obsahovat’ politiky. Tento hierarchicky´ pr´ıstup
umozˇnˇuje vytva´ranie komplexnejˇs´ıch polit´ık z jednoduchsˇ´ıch. Takisto povol’uje znovupou-
zˇitie stavebny´ch blokov ako su´ pravidla´, podmienky cˇi akcie.
Politiky musia sp´lnˇat’ viacere´ doˆlezˇite´ pozˇiadavky [19]:
∙ pouzˇitel’nost’ pre vel’ke´ distribuovane´ syste´my rovnako ako pre mensˇie riesˇenia,
∙ dostupnost’ pre entity, ktore´ potrebuju´ pr´ıstup,
∙ bezpecˇnost’,
∙ jednoducha´ detekcia konfliktov.
2.1 Termy
V roku 1989 predlozˇil D. Clark RFC 1102 [6], v ktorom rozobera´ mozˇnosti vol’by cesty tak,
aby uzˇ´ıvatelia (l’udia, sluzˇby) mali zabezpecˇeny´ pr´ıstup k siet’ovy´m prostriedkom podl’a
tried, do ktory´ch patria. V Clarkovom RFC 1102 je internet reprezentovany´ ako viac-menej
autono´mne administrat´ıvne regio´ny. Administrat´ıvne regio´ny maju´ unika´tne identifika´tory
a su´ navza´jom prepojene´. Aby bola mozˇna´ komunika´cia, mus´ı existovat’ cesta zo zdrojove´ho
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AR do ciel’ove´ho AR. Clark tu´to cestu, precha´dzaju´cu cez viacero AR, nazy´va politikami
riadena´ cesta (policy route). Na urcˇitej u´rovni abstrakcie ide o postupnost’ AR. Pred ty´m,
nezˇ sa tieto politikami riadene´ cesty moˆzˇu zacˇat’ pouzˇ´ıvat’, je potrebne´ zaviest’ politikove´
bra´ny (policy gateways). Politikove´ bra´ny overuju´ platnost’ polit´ık a to nasledovne: pozru´
sa na zdrojovy´ a ciel’ovy´ AR a tiezˇ na priamych susedov overovane´ho AR, ktor´ı sa nazy´vaju´
vstupny´ a vy´stupny´ AR.
2.1.1 Podmienky
Aby mohli termy, ako Clark oznacˇuje pravidla´ upravuju´ce siet’ovu´ preva´dzku, popisovat’
rea´lne politiky, je nutne´ zahrnu´t’ do za´pisu podmienky. Tie urcˇuju´, za aky´ch okolnost´ı
je term platny´. Moˆzˇu obsahovat’ typ sluzˇby cˇi menit’ platnost’ termu podl’a hod´ın pocˇas
dnˇa. Za´kladny´m predpokladom pre funkcˇnost’ polit´ık je ich pochopenie koncovy´m bodom,
ktory´ potom doka´zˇe generovat’ politikou riadenu´ cestu, ktora´ danu´ podmienku sp´lnˇa. Pri
definovan´ı podmienok sa AR povazˇuju´ za stabilne´ entity, ktory´ch stav sa nemen´ı vel’mi
cˇasto. Umozˇnˇuje to dosiahnut’ globa´lnu konzistenciu podmienok.
2.1.2 Pr´ıklady termu
V [6] je uvedena´ nota´cia, ktora´ bola pouzˇita´ na popis pr´ıkladov
((Hs, ARs, ARent), (Hd, Ad, ARexit), UCI, Cg)
kde
Hs, Hd – adresa zdrojove´ho uzˇ´ıvatel’a, resp. ciel’ove´ho uzˇ´ıvatel’a,
ARs, ARd – zdrojovy´, resp. ciel’ovy´ AR,
ARent, ARexit – vstupny´, resp. vy´stupny´ AR,
UCI – ID uzˇ´ıvatel’skej triedy (User Class ID),
Cg – globa´lna podmienka.
Vo viacery´ch pr´ıpadoch sa pouzˇ´ıva * ako
”
zˇol´ık“ (wild card), umozˇnˇuje teda sˇpecifikovat’
viacero uzˇ´ıvatel’ov alebo AR, ktore´ sp´lnˇaju´ podmienku. Znak
”
-“ znamena´, zˇe vstupny´ AR
je rovnaky´ ako zdrojovy´ AR, resp. vy´stupny´ AR je rovnaky´ ako ciel’ovy´.
Term
((*, *, *), (*, *, *))
popisuje siet’ bez aky´chkol’vek obmedzen´ı. V sieti na obr. 2.1 by toto pravidlo povolilo
komunika´ciu medzi vsˇetky´mi AR a takisto medzi vsˇetky´mi uzˇ´ıvatel’mi. Pravidlo
((*, 1,−), (206.107.12.8, 2,−))
dovol´ı uzˇ´ıvatel’om pripojeny´m v AR 1 pristupovat’ na server s IP adresou 206.107.12.8 v
AR 2 a pravidlo
((*, 54,−), (*, 3, *))
povol´ı siet’ovu´ komunika´ciu z AR 54, ktora´ precha´dza cez AR 3.
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Obra´zek 2.1: Pr´ıklad siet’ovej topolo´gie
2.2 PFDL
Policy Framework Definition Language (PFDL, framework pre jazyk na defin´ıciu polit´ık)
[20] je zalozˇeny´ na tom, zˇe heteroge´nne zariadenia potrebuju´ obecnu´ defin´ıciu polit´ık. Dˇa-
lej mus´ı byt’ politika reprezentovatel’na´, spravovatel’na´ jednoznacˇny´m spoˆsobom a schopna´
spolupracovat’, to vsˇetko v ra´mci jednej administrat´ıvnej siet’ovej dome´ny. Schopnost’ spo-
lupracovat’ znamena´ v tomto kontexte poskytovanie sˇpecifika´cie neza´vislej od doda´vatel’a
cˇi zariadenia. Ciel’om tohoto jazyku je prekladanie obchodnej sˇpecifika´cie do neza´vislej
intermedia´rnej formy.
2.2.1 Sˇtruktu´ra polit´ık v PFDL
Okrem pozˇiadaviek uvedeny´ch v 2.2, PFDL mus´ı byt’ sˇka´lovatel’ny´ a znovupouzˇitel’ny´. To
vyzˇaduje vsˇeobecnu´ defin´ıciu sˇtruktu´ry polit´ık (obr. 2.2) [20].
Trieda ComplexPolicy
Trieda ComplexPolicy [20] (komplexna´ politika) moˆzˇe obsahovat’ jednu alebo viacero Sim-
plePolicy. Toto umozˇnˇuje znovupouzˇitel’nost’ na u´rovn´ı polit´ık. [20] uva´dza ako pr´ıklad
vyuzˇitia situa´ciu, kedy sa uzˇ´ıvatel’ prihla´si do siete. V tom okamihu sa musia vykonat’
viacere´ roˆzne politiky. ComplexPolicy sa modeluje ako zoskupenie SimplePolicies.
Trieda SimplePolicy
Trieda SimplePolicy [20] (jednoducha´ politika) obsahuje jedno alebo viacero PolicyRule,
pravidiel politiky. Kazˇda´ SimplePolicy, teda trieda PolicyRule, obsahuje mnozˇinu PolicyCon-
ditions (podmienky polit´ık) a mnozˇinu PolicyActions (akcie). Doˆvodom je, zˇe kazˇde´ Po-
licyRule je dome´novo sˇpecificke´. Existuju´ roˆzne PolicyRules, ktore´ definuju´ urcˇite´ mecha-
nizmy, napr. nastavenia bezpecˇnosti. Kazˇdy´ z nich ma´ svoju vlastnu´ defin´ıciu, ktora´ je
sˇpecificka´ pre jeho dome´nu znalost´ı a ktora´ pozˇaduje mnozˇinu dome´novo sˇpecificky´ch pod-
mienok a akci´ı. Avsˇak na abstraktnejˇsej u´rovni urcˇite´ politiky potrebuju´ na poskytnutie
pozˇadovanej sluzˇby viacero agregovany´ch pravidiel politiky. Na PFDL boli kladene´ d’alˇsie
pozˇiadavky, a teda mozˇnost’ zoskupit’ roˆzne politiky do jednej konzistentnej, ktoru´ je mozˇne´
zasociovat’ s uzˇ´ıvatel’om, a tiezˇ koncept poradia a priority pravidiel politiky. [20]
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Obra´zek 2.2: Sˇtruktu´ra polit´ık v PFDL
Trieda PolicyRule
Ta´to trieda [20] (pravidlo politiky) vyjadruje mnozˇinu podmienok politiky, ktore´, ked’ su´
splnene´, spu´sˇt’aju´ mnozˇinu akci´ı, ktore´ sa maju´ vykonat’. Mnozˇina podmienok je pouzˇita´
ako cˇast’ zovsˇeobecnenej sˇablo´ny v ra´mci kazˇdej dome´ny znalost´ı. Tj. zabezpecˇenie cˇi DHCP
1 maju´ vo vsˇeobecnosti svoje vlastne´ sˇpecificke´ sˇablo´ny, ktore´ definuju´ konkre´tne mnozˇiny
podmienok a k nim prislu´chaju´cich akci´ı, ktore´ sa musia vykonat’, ked’ su´ podmienky spl-
nene´.
Hierarchia triedy PolicyCondition
Podmienka politiky [20] je definovana´ ako testovanie jedne´ho alebo viacery´ch hl’ad´ısk uzˇ´ı-
vatel’ov siete a/alebo siet’ovej preva´dzky za u´cˇelom urcˇenia, cˇi sa moˆzˇe zachovat’ su´cˇasny´
stav polit´ık alebo je mozˇne´ dosiahnut’ novy´ stav. PolicyRule je tvorene´ jednou alebo vi-
acery´mi podmienkami. Kazˇdu´ podmienku reprezentuje PolicyConditionList (zoznam pod-
mienok polit´ık). PolicyConditionList zoskupuje jeden alebo viacero PolicyConditionSta-
tement (pr´ıkazy podmienok polit´ık) a PolicyConditionStatement pozosta´va z dvoch cˇast´ı:
PolicyConditionCategory (katego´ria podmienky politiky) a PolicyConditionValue (hodnota
podmienky politiky). PolicyConditionCategories su´ preddefinovane´ prvky, ktore´ su´ sˇpeci-
ficke´ pre urcˇitu´ dome´nu znalost´ı. Utva´raju´ sˇtruktu´ru cˇasti sˇablo´ny pravidla politiky tvorenej
podmienkou politiky. PolicyConditionValues predstavuju´ hodnoty, ktore´ mozˇe PolicyCon-
ditionCategory nadobudnu´t’. Aby bolo mozˇne´ uplatnˇovat’ kontrolu platnosti konkre´tnej
hodnoty, existuju´ preddefinovane´ limity a d’alˇsie parametre. PolicyConditionValues su´ pro-
striedky na reprezentovanie hodnoˆt sˇpecificky´ch pre uzˇ´ıvatel’ov alebo aplika´cie.
1Dynamic Host Configuration Protocol – protokol na dynamicke´ odovzda´vanie informa´ci´ı o konfigura´ci´ı
klientom https://www.ietf.org/rfc/rfc2131.txt
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Hierarchia triedy PolicyAction
Trieda PolicyAction [20] (trieda akci´ı politiky) je zoznamom jedne´ho alebo viacery´ch Po-
licyConditionStatement. Tieto sa moˆzˇu vykona´vat’ bud’ v l’ubovol’nom porad´ı alebo v pred-
p´ısanom porad´ı, s vyuzˇit´ım sˇpecia´lne definovany´ch atribu´tov. Akcia politiky [20] je defino-
vana´ ako zmena konfigura´cie jedne´ho alebo viacery´ch siet’ovy´ch prvkov s ciel’om dosiahnut’
pozˇadovany´ stav polit´ık. Jedna alebo viacero akci´ı tvoria pravidlo politiky. Kazˇdu´ akciu
tvor´ı PolicyActionList (zoznam akci´ı politiky). Ak ty´chto zoznamov existuje viac, zvycˇajne
sa vykona´vaju´ v l’ubovol’nom porad´ı. PolicyActionList zoskupuje jeden alebo viacere´ Po-
licyActionStatement (pr´ıkaz akcie politiky). Podobne ako pr´ıkaz podmienky politiky, aj
PolicyActionStatement pozosta´va z PolicyActionCategory (katego´ria akcie politiky) a Po-
licyActionValue (hodnota akcie politiky).
Detekcia konfliktov
Detekcia konfliktov je kl’u´cˇova´ pri dizajnovan´ı sˇka´l’ovatel’ne´ho a pouzˇitel’ne´ho frameworku.
[20] rozdel’uje konflikty na dva typy: tie, ktore´ moˆzˇu vzniknu´t’ v ra´mci polit´ık a tie, ktore´
spoˆsobuju´ konflikty medzi akciami, ktore´ maju´ prebehnu´t’ na sieti. Oznacˇuju´ sa ako intra-
politikove´ a inter-politikove´.
Intra-politikove´ konflikty sa vyskytnu´, ked’ podmienky dvoch alebo viacery´ch polit´ık
moˆzˇu byt’ za´rovenˇ splnene´, ale akcie minima´lne jednej z polit´ık nemoˆzˇu byt’ vykonane´
za´rovenˇ. Z toho vyply´va niekol’ko vec´ı: jedno alebo viacero pravidiel polit´ık je splneny´ch
rovnakou pozˇiadavkou, kazˇda´ podmienka kazˇde´ho konfliktne´ho pravidla je splnena´ tou is-
tou pozˇiadavkou, jedna alebo viacero akci´ı sˇpecifikovany´ch jednou politikou je v konflikte
s jednou alebo viacery´mi akciami sˇpecifikovany´mi inou politikou.[20] Intra-politikove´ kon-
flikty moˆzˇu byt’ vyriesˇene´ roˆznymi spoˆsobmi. Najjednoduchsˇ´ım je zmenit’ podmienku alebo
akciu jednej z konfliktny´ch polit´ık tak, aby uzˇ nebola v konflikte s ostatny´mi podmienkami.
Ak vsˇak politiky musia zostat’ neodstra´nitel’ne konfliktne´, konflikty je mozˇne´ odstra´nit’
aplikovan´ım prvej politiky, ktora´ vyhovuje, alebo na´jden´ım vsˇetky´ch pravidiel, ktore´ vyho-
vuju´ a pouzˇit´ım pravidla s najvysˇsˇou prioritou, alebo pouzˇit´ım d’alˇs´ıch metada´t na urcˇenie
pravidla, ktore´ sa ma´ pouzˇit’.[20]
Inter-politikove´ konflikty [20] su´ tie, ktore´ vzniknu´ pri aplikovan´ı dvoch alebo viacery´ch
polit´ık, pricˇom ale vy´sledkom su´ konfliktne´ konfiguracˇne´ pr´ıkazy alebo mechanizmy, urcˇene´
pre jedno alebo viacero zariaden´ı. Politiky ale v tomto pr´ıpade nie su´ v konflikte, ten vznika´
azˇ pri ich aplikovan´ı na sˇpecificke´ zariadenie alebo zariadenia.
2.2.2 Politiky sluzˇieb a politiky pouzˇitia
Politiky sluzˇieb [20] popisuju´ vytva´ranie sluzˇieb na sieti. Organizuju´ siet’ove´ prostriedky
tak, aby poskytli pozˇadovane´ sluzˇby, ktore´ neskoˆr moˆzˇu pokryt’ potreby uzˇ´ıvatel’ov. Apli-
kovan´ım ty´chto polit´ık sluzˇieb vznikne jeden alebo viacero pomenovany´ch objektov, ktore´
reprezentuju´ siet’ove´ sluzˇby a moˆzˇu sa aplikovat’ na politiky pouzˇitia. Politiky pouzˇitia
[20] popisuju´, ako alokovat’ sluzˇby vytvorene´ politikami sluzˇieb. Politiky pouzˇitia popisuju´
konkre´tny mechanizmus, ktory´ sa pouzˇ´ıva na udrzˇanie su´cˇasne´ho stavu objektu alebo na
prechod objektu zo su´cˇasne´ho stavu do nove´ho stavu za u´cˇelom vyuzˇitia sluzˇby.
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2.3 YANG
Network Configuration Protocol
Network Configuration Protocol (Siet’ovy´ konfiguracˇny´ protokol, NETCONF) [7] je me-
chanizmus, ktory´ umozˇnˇuje spravovat’ siet’ove´ zariadenia, z´ıskavat’ konfiguracˇne´ da´ta a
nahra´vat’, cˇi upravovat’ novu´ konfigura´ciu. Tento protokol umozˇnˇuje pristupovat’ k u´pl-
ne´mu rozhraniu pre programovanie aplika´cie (API). Aplika´cia moˆzˇe pouzˇ´ıvat’ toto API na
cˇiastocˇny´ alebo u´plny´ pr´ıstup ku konfiguracˇny´m da´tam. NETCONF pouzˇ´ıva ako spoˆsob
komunika´cie medzi klientom a serverom vzdialene´ volanie procedu´r (RPC). Klient zako´-
duje RPC do XML2 a posˇle ho serveru. Klientom moˆzˇe byt’ skript alebo aplika´cia, server
je zvycˇajne siet’ove´ zariadenie. NETCONF rela´cia [7] je logicke´ spojenie medzi siet’ovy´m
administra´torom alebo aplika´ciou na spra´vu siete a siet’ovy´m zariaden´ım.
Oddelenie konfigura´cie a stavovy´ch da´t
Informa´cie, ktore´ sa daju´ z´ıskat’ zo syste´mu v preva´dzke, sa daju´ rozdelit’ do dvoch tried,
konfiguracˇne´ da´ta a stavove´ da´ta. Konfiguracˇne´ da´ta su´ mnozˇina zapisovatel’ny´ch da´t, ktora´
je potrebna´ na tranforma´ciu syste´mu z jeho vy´chodiskove´ho stavu do su´cˇasne´ho stavu.
Stavove´ da´ta su´ doplnkove´ da´ta syste´mu, ktore´ nie su´ konfiguracˇne´ da´ta, napr. sˇtatistiky
alebo stavove´ informa´cie urcˇene´ len na cˇ´ıtanie. NETCONF rozliˇsuje medzi ty´mito typmi
da´t a poskytuje opera´cie pre kazˇdy´ z nich: <get-config> na z´ıskanie len konfiguracˇny´ch
da´t a <get> na z´ıskanie konfiguracˇny´ch aj stavovy´ch da´t. [7]
Pozˇiadavky na transportny´ protokol
NETCONF pouzˇ´ıva komunika´ciu zalozˇenu´ na RPC. Klient posˇle postupnost’ RPC spra´v,
na ktore´ server odpoveda´ zodpovedaju´cou postupnost’ RPC spra´v. NETCONF moˆzˇe vy-
uzˇ´ıvat’ l’ubovol’ny´ protokol, ktory´ poskytuje pozˇadovanu´ funkcionalitu. Nie je naviazany´
na zˇiadny konkre´tny transportny´ protokol, ale je mozˇne´ namapovat’ ho. Transportny´ pro-
tokol ale mus´ı poskytovat’ spoˆsob, aky´m indikovat’ typ rela´cie (klient alebo server) vrstve
NETCONF protokolu. Okrem orienta´cie na spojenie, mus´ı transportny´ protokol poskyto-
vat’ autentifika´ciu, da´tovu´ integritu, doˆveryhodnost’ a ochranu proti u´toku prehra´van´ım.
[7]
Jazyk YANG
YANG [5] je jazyk na modelovanie da´t, ktory´ sa pouzˇ´ıva na modelovanie konfiguracˇny´ch a
stavovy´ch da´t, ktore´ su´ spracova´vane´ NETCONF protokolom. YANG sa pouzˇ´ıva na mode-
lovanie opera´ci´ı a obsahu NETCONFu.
Funkcˇny´ popis
YANG je jazyk na modelovanie da´t pre NETCONF protokol. YANG modeluje hierarchicku´
organiza´ciu da´t ako strom, v ktorom ma kazˇdy´ uzol meno a bud’ hodnotu alebo mnozˇinu
potomkov. YANG poskytuje jasny´ a strucˇny´ popis uzlov, rovnako ako aj interakci´ı medzi
nimi.[5]
YANG sˇtrukturuje da´tove´ modely do modulov a podmodulov. Modul obsahuje tri typy
pr´ıkazov: hlavicˇka modulu, rev´ızia a defin´ıcia. Pr´ıkaz hlavicˇka modulu popisuje modul a
2Extensible Markup Language [http://www.w3.org/TR/2000/REC-xml-20001006]
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poskytuje informa´cie o module, pr´ıkaz rev´ızia poskytuje informa´cie o histo´rii modulu a
pr´ıkazy defin´ıcia su´ telom modulu, definuju´ da´tovy´ model. NETCONF server moˆzˇe mat’
implementovany´ch niekol’ko modulov, ktore´ umozˇnˇuju´ roˆzne pohl’ady na rovnake´ da´ta alebo
pohl’ady na disjunktne´ podsekcie da´t zariadenia. No takisto moˆzˇe server implementovat’ len
jeden modul, ktory´ definuje vsˇetky dostupne´ da´ta. Samotny´ modul moˆzˇe byt’ rozdeleny´ do
podmodulov, no navonok sa bude javit’ ako celok. Dˇalej moˆzˇe importovat’ da´ta z externy´ch
modulov a vkladat’ da´ta z podmodulov.[5]
YANG je jazyk na rozhran´ı medzi vysokou´rovnˇovy´m a n´ızkou´rovnˇovy´m popisom. Pri
cˇ´ıtan´ı modulu nap´ısane´ho v jazyku YANG je vidiet’, ako su´ da´ta ko´dovane´ na NETCONF
opera´cie.[5]
Ide o rozsˇ´ıritel’ny´ jazyk, rozsˇ´ırenia moˆzˇu byt’ definovane´ vy´robcami ako aj jednotlivcami.
Syntax pr´ıkazov jazyku YANG umozˇnˇuje koexistenciu rozsˇ´ıren´ı so sˇtandardny´mi pr´ıkazmi,
no za´rovenˇ je mozˇne´ postrehnu´t’ rozsˇ´ırenia v module.[5]
YANG obmedzuje rozsah proble´mov, ktore´ riesˇi, na da´tove´ modely protokolu NET-
CONF, nie na l’ubovol’ne´ XML dokumenty. Aby rozsˇ´ıril uzˇ existuju´ce riesˇenia, udrzˇiava
kompatibilitu s protokolom SMNP3, SMIv24.[5]
Za´kladne´ modelovanie da´t
V jazyku YANG su´ definovane´ sˇtyri typy uzlov na modelovanie da´t. [5]
Listove´ uzly [5], ktore´ obsahuju´ jednoduche´ da´ta, ako celocˇ´ıselne´ hodnoty alebo ret’azce.
Tento typ uzlu ma´ pra´ve jednu hodnotu a zˇiadnych potomkov. Pr´ıkladom je uzol definuju´ci
meno hostitel’a [5]:
leaf host-name {
type string;
description "Hostname of this device";
}
Zoznamy listov [5] su´ sekvencie listovy´ch uzlov pra´ve jedne´ho konkre´tneho typu, napr´ıklad
[5]
leaf-list domainsearch
type string;
description "List of domain names";
Kontajnery [5] sa pouzˇ´ıvaju´ na zoskupenie su´visiacich uzlov do podstromu. Kontajner ma´
len potomkov a nema´ zˇiadnu hodnotu. Moˆzˇu obsahovat’ potomkov ake´hokol’vek typu. Na-
pr´ıklad [5]
container system {
containter login {
leaf message {
type string;
description "Message on the startup";
}
}
3Simple Network Management Protocol – https://www.ietf.org/rfc/rfc1157.txt
4Structure od Management Information version 2 – https://tools.ietf.org/html/rfc2578
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}}
Zoznamy [5] su´ uzly, ktore´ definuju´ postupnosti zoznamov. Kazˇda´ polozˇka je ako sˇtruktu´ra
a je unika´tne identifikovana´ hodnotami listovy´ch uzlov. Zoznam moˆzˇe definovat’ viacere´
kl’u´cˇove´ listy a moˆzˇe obsahovat’ l’ubovol’ny´ pocˇet potomkov ake´hokol’vek typu. Pr´ıkladom
je [5]
list user {
key "name";
leaf name {
type string;
}
leaf full-name {
type string;
}
leaf class {
type string;
}
}
Stavove´ da´ta
YANG [5] doka´zˇe modelovat’ tiezˇ stavove´ da´ta. Ked’ je uzol oznacˇeny´ ako config false,
jeho podhierarchia je oznacˇena´ ako stavove´ da´ta.
Vstavane´ typy
Jazyk YANG obsahuje vstavane´ typy [5], podobne´ k ty´m z programovac´ıch jazykov, ale
s urcˇity´mi rozdielmi vzhl’adom na potreby manazˇovania konfigura´cie. Tabul’ka 2.1 ich su-
marizuje.
Odvodene´ typy
YANG umozˇnˇuje definovat’ odvodene´ typy [5] zo za´kladny´ch typov pouzˇit´ım pr´ıkazu typedef.
Za´kladny´ typ moˆzˇe byt’ bud’ vstavany´ typ, alebo odvodeny´ typ, podl’a hierarchie odvode-
ny´ch typov. Napr´ıklad [5]:
typedef percent {
type uint8 {
range "0 .. 100";
}
description "Percentage";
}
leaf completed {
type percent;
}
Jazyk YANG okrem ty´chto za´kladny´ch funkci´ı umozˇnˇuje vytva´rat’ znovupouzˇitel’ne´ sku-
piny uzlov (napr´ıklad zoskupenie ciel’ovej IP adresy a ciel’ove´ho portu), vylu´cˇenie nekom-
patibilny´ch uzlov na za´klade pr´ıpadov uvedeny´ch pre roˆzne mozˇnosti, rozsˇ´ırenie da´tove´ho
modelu, definovanie novy´ch vzdialene volany´ch procedu´r a notifika´ci´ı.[5]
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Tabulka 2.1: Vstavane´ typy v jazyku YANG
Meno Popis
binary ake´kol’vek bina´rne da´ta
bits mnozˇina bitov alebo pr´ıznakov
boolean
”
true“ alebo
”
false“
decimal64 64-bitove´ znamienkove´ dekadicke´ cˇ´ıslo
empty list bez hodnoty
enumeration vymenovane´ ret’azce
identityref referencia na abstraktnu´ identitu
instance-identifier referencie na da´tovy´ uzol stromu
int8 8-bitove´ znamienkove´ cele´ cˇ´ıslo
int16 16-bitove´ znamienkove´ cele´ cˇ´ıslo
int32 32-bitove´ znamienkove´ cele´ cˇ´ıslo
int64 64-bitove´ znamienkove´ cele´ cˇ´ıslo
leafref referencia na insˇtanciu listu
string l’ud’mi cˇitatel’ny´ ret’azec
uint8 8-bitove´ bezznamienkove´ cele´ cˇ´ıslo
uint16 16-bitove´ bezznamienkove´ cele´ cˇ´ıslo
uint32 32-bitove´ bezznamienkove´ cele´ cˇ´ıslo
uint64 64-bitove´ bezznamienkove´ cele´ cˇ´ıslo
union vy´ber z pr´ıslusˇny´ch typov
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Kapitola 3
Jazyk na defin´ıciu siet’ovy´ch polit´ık
Va¨cˇsˇina konfigura´ci´ı siet’ovy´ch zariaden´ı je urcˇity´m spoˆsobom hierarchicky sˇtrukturovana´.
Zariadenia firmy Cisco [26] cˇi Juniper [27] pouzˇ´ıvaju´ stromovu´ sˇtruktu´ru. Podobny´ pr´ıstup
pouzˇ´ıva aj modelovac´ı jazyk YANG, ktory´ popisuje da´tovy´ model vyuzˇ´ıvany´ protokolom
NETCONF. Preto bola zvolena´ sche´ma jazyka reflektuju´ca stromovu´ sˇtruktu´ru.
Kazˇda´ politika obsahuje informa´cie o tom, ktore´ vlastnosti sa budu´ konfigurovat’, na
ktory´ch zariadeniach sa maju´ konfigurovat’ a ake´ podmienky musia byt’ dodrzˇane´, aby
bola konfigura´cia validna´. Jazyk, ktory´ to popisuje, pozosta´va z dvoch cˇast´ı. Da´ta vo for-
ma´te JSON1 obsahuju´ informa´cie potrebne´ pre nakonfigurovanie pozˇadovany´ch vlastnost´ı
a zoznam zariaden´ı, kde sa tieto nastavenia maju´ aplikovat’. Cˇi je to mozˇne´, vyhodnotia
podmienky v zdrojovom ko´de programu.
3.1 Cˇast’ vo forma´te JSON
Politiku pop´ısanu´ vo forma´te JSON je mozˇne´ vo vsˇeobecnosti pop´ısat’ nasledovne:
{
<meno>: <názov politiky>,
<zoznam zariadení>: {
<zariadenie 1>: {
<parameter 1>: <hodnota 1>,
<parameter 2>: <hodnota 2>
...
},
<zariadenie 2>: {
<parameter 1>: <hodnota 3>,
<parameter 2>: <hodnota 4>
...
}
},
<parameter 3>: <hodnota 5>
...
}
1http://www.json.org/
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Polozˇka názov politiky je meno politiky, ktore´ urcˇuje za´kladne´ spra´vanie programu na
konfigura´ciu. Dˇalˇsou polozˇkou su´ na´zvy zariaden´ı, teda zariadenie 1 , zariadenie 1,
atd’. Na za´klade nich sa vyberu´ zariadenia, na ktory´ch sa ta´to politika aplikuje. Kom-
bina´cia parameter x a hodnota y urcˇuju´, ake´ hodnoty budu´ na ovplyvneny´ch zariadeni-
ach nastavene´. V za´vislosti od typu politiky moˆzˇu byt’ nastavovane´ pre kazˇde´ zariadenie
zvla´sˇt’ (parameter 1 a parameter 2) alebo pre vsˇetky zariadenia vymenovane´ v politike
(parameter 3).
3.2 Podmienky politiky pop´ısane´ v ko´de
Ta´to cˇast’ popisuje obmedzenia politiky, teda podmienky, ktore´ musia byt’ splnene´, aby
bolo mozˇne´ aplikovat’ tu´to politiku. Ide o overenie, cˇi su´ pre parametre nastavene´ validne´
hodnoty, alebo cˇi sa jednotlive´ parametre, resp. ich hodnoty vza´jomne nevylucˇuju´. Ty´mto
spoˆsobom sa over´ı, cˇi pri nastavovan´ı IP adries na dvoch rozhraniach su´ IP adresy pre
obe rozhrania z rovnakej siete, alebo cˇi sa pri smerovacom protokole RIP [26] nenastavuje
autentifika´cia pre verziu 1.
Ide o obmedzenia polit´ık pop´ısane´ ako podmienky v jazyku Python. Nakol’ko kazˇda´
politika vyzˇaduje ine´ krite´ria, existuju´ roˆzne mnozˇiny obmedzen´ı, teda roˆzne podmienky v
ko´de. Napr.:
ipsOK = False
netOK = False
maskOK = False
ipNotSame = False
unique = False
setInterfaces(ipadd1, int1, hostname1, ipadd2, int2, hostname2)
ipNotSame = checkSameIP(str(ipint1), str(ipint2))
ipsOK = checkIPs()
maskOK = checkMask()
unique = checkIfUnique()
netOK = checkNetwork()
if (ipsOK and netOK and maskOK and ipNotSame and unique):
print "EVERYTHING OK"
else:
print "There was an error in configuration."
print "Please correct it and try again."
return False
Vysˇsˇie je zobrazena´ cˇast’ ko´du overuju´ca niekol’ko podmienok, ktore´ musia byt’ splnene´, aby
sa mohlo vytvorit’ spojenie medzi zariadeniami. V tomto pr´ıpade su´ pre jednotlive´ podmi-
enky volane´ separa´tne funkcie, v ktory´ch sa jednotlive´ podmienky vyhodnotia. V inom
pr´ıpade, ako je napr. konfigura´cia smerovacieho protokolu RIP, sa tok programu riadi pra´ve
podl’a odmedzen´ı. Nasleduju´ci ko´d popisuje za´vislost’ mozˇnosti nastavit’ autentifika´ciu od
pouzˇitej verzie protokolu:
authentication = False
if "key" in configuration:
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if version == "1":
print "RIPv1 does not support authentication."
print "Please correct your config and try again."
return False
else:
authentication = True
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Kapitola 4
Na´stroje na synte´zu a siet’ove´
modely na reprezenta´ciu siet’ovej
konfigura´cie
4.1 Na´stroje na synte´zu konfigura´cie
4.1.1 ConfigAssure
ConfigAssure [15] je na´stroj, ktory´ umozˇnˇuje preklenu´t’ medzru medzi pozˇiadavkami in-
frasˇtruktu´ry a detailnou konfigura´ciou, ktora´ implementuje tieto pozˇiadavky. Za´kladom
na´stroja ConfigAssure je Requirement Solver. Vstupmi prenˇ su´ pozˇiadavky a konfiguracˇna´
databa´za. Mnozˇiny v konfiguracˇnej databa´ze moˆzˇu obsahovat’ konfiguracˇne´ premenne´. Sol-
ver sa poku´sˇa vypocˇ´ıtat’ hodnoty pre tieto premenne´, take´, aby po nahraden´ı v databa´ze
sp´lnˇala databa´za pozˇiadavky. Ak neuspeje, dokazuje nesplnitel’nost’ pozˇiadaviek. Require-
ment Solver riesˇi nasleduju´ce fundamenta´lne proble´my [15]:
∙ Sˇpecifika´cia – vsˇetky pozˇiadavky su´ vyjadrene´ ako obmedzenia konfigura´cie. Obmed-
zenie je zjednocuju´ci koncept, kde unifika´rotom je dane´ obmedzenie, ktore´ predsta-
vuje pozˇiadavky na konfigura´ciu. Pozˇiadavky na bezpecˇnost’, funkcionalitu, vy´kon
a spol’ahlivost’ moˆzˇu byt’ povazˇovane´ za obmedzenia. Konfiguracˇne´ informa´cie su´
zvycˇajne reprezentovane´ databa´zou. Vy´znam pozˇiadaviek je definovany´ cˇiastkovy´m
vyhodnoten´ım, ktore´ spocˇ´ıta ekvivalent ako formulu bez kvantifika´torov.
∙ Synte´za konfigura´cie – deklarat´ıvna povaha na´stroja Requirement Solver poskytuje
vy´hodu kompozicˇnosti. Ak existuju´ pozˇiadavky A a B, Requirement Solver spocˇ´ıta
A ∧ B, teda riesˇenie vyhovuje podmienkam A aj B.
∙ Diagnostika konfiguracˇnej chyby – pokial’ je pozˇiadavka nesplnitel’na´, Solver vypo-
cˇ´ıta doˆkaz nesplnitel’nosti ako mnozˇinu jednoduchy´ch obmedzen´ı, ktore´ su´ takisto
neriesˇitel’ne´. Ak ta´to mnozˇina obsahuje obmedzenie vo forme x = c, kde x je konfi-
guracˇny´ parameter a c je konsˇtanta, potom x = c je platna´ hlavna´ pr´ıcˇina. Urcˇuje,
ktory´ konfiguracˇny´ parameter prispieva k neriesˇitel’nosti.
∙ Opravenie konfiguracˇnej chyby – Ak sa obmedzenie x = c objav´ı v doˆkaze neriesˇitel’-
nosti a takisto aj v poˆvodny´ch pozˇiadavka´ch, odstra´nenie tohoto obmedzenia je dobra´
heuristika pre obnovenie riesˇitel’nosti. Oprava proble´mu vsˇak moˆzˇe narusˇit’ ostatne´
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pozˇiadavky, preto je nutne´, aby zmena vyhovovala vsˇetky´m pozˇiadavkam, nielen tej
problematickej.
Requirement Solver je implemenovany´ ako Kodkod1, na´stroj na hl’adanie modelov. Tento
na´stroj umozˇnˇuje sˇpecifikovat’ obmedzenia logiky prve´ho ra´du v konecˇnej mnozˇine, transfor-
movat’ ich na boolean formuly, tieto riesˇit’ pomocou na´strojov na riesˇenie SAT2 a na´sledne
reflektovat’ vy´sledky naspa¨t’ do modelu logiky prve´ho ra´du. Pokial’ to nie je mozˇne´, doka´zˇe
neriesˇitel’nost’. Kodkod hra´ kl’u´cˇovu´ u´lohu ako efekt´ıvny a sˇka´l’ovatel’ny´ na´stroj na riesˇenie
SAT proble´mu. Akceptuje QFF3 priamo na vstupe, poskytuje riesˇenia pre doˆkaz neriesˇitel’-
nosti a vd’aka optimaliza´ciam redukuje mnozˇstvo generovany´ch boolean obmedzen´ı. Napriek
sile na´stroja Kodkod, vel’a cˇast´ı pozˇiadaviek moˆzˇe byt’ vyriesˇeny´ch efekt´ıvnejˇsie sˇpecializo-
vany´mi na´strojmi na riesˇenie obmedzen´ı, databa´zovy´mi jadrami (engine) alebo algoritmami,
ktore´ vyuzˇ´ıvaju´ cˇiastkove´ informa´cie dostupne´ v konfiguracˇnej databa´ze. Vyriesˇenie ty´chto
cˇast´ı moˆzˇe zredukovat’ pocˇet obmedzen´ı, ktore´ na vyriesˇenie potrebuju´ mozˇnosti na´stroja
na hl’adanie modelu. [15]
ConfigAssure [15] pln´ı tento pla´n implemenovan´ım formuly bez kvantifika´torov, QFF, ktora´
pozosta´va z booleanovsky´ch kombina´ci´ı jednoduchy´ch aritmeticky´ch obmedzen´ı nad cely´mi
cˇ´ıslami. Pozˇiadavka je sˇpecifikovana´ definovan´ım cˇiastkove´ho vyhodnotenia, ktore´ ju trans-
formuje na ekvivalentnu´ QFF. Doˆlezˇite´ je vynechat’ z QFF obmedzenia, ktore´ moˆzˇu byt’
vyriesˇene´ inak ako hl’adan´ım modelu. Potom sa QFF posˇle do Kodkodu na vyriesˇenie.
Na´stroj na cˇiastkove´ vyhodnocovanie (partial evaluator) pokry´va vsˇetky ostatne´ oblasti
za´ujmu v danej dome´ne. QFF maju´ viacere´ vy´hody [15]:
∙ ich vysokou´rovnˇova´ povaha zjednodusˇuje dizajn na´stroja na cˇiastkove´ vyhodnocova-
nie,
∙ moˆzˇu byt’ efekt´ıvne riesˇene´ Kodkodom,
∙ doˆkazy ich neriesˇitel’nosti zjednodusˇuju´ algoritmy na diagnostiku a opravenie chy´b.
Requirement Solver – na´stroj na riesˇenie pozˇiadaviek
Primit´ıva
Predpoklada´me, zˇe existuje nespocˇetna´, nekonecˇna´ mnozˇina konfiguracˇny´ch premenny´ch,
funkcˇny´ch symbolov, predika´tovy´ch symbolov a symbolov konfiguracˇnej databa´zy so zˇiad-
nym alebo viacery´mi parametrami. Funkcie bez argumentov sa nazy´vaju´ skala´ry. Mnozˇina
skala´rov zahr´nˇa aj cele´ cˇ´ısla. Requirement Solver pracuje pre konkre´tnu sˇpecifika´ciu s ko-
necˇny´m pocˇtom premenny´ch a symbolov z vysˇsˇie uvedenej mnozˇiny. Pr´ıkladom je zoznam
hostitel’sky´ch mien. [15]
Termy
Kazˇda´ konfiguracˇna´ premenna´ a kazˇdy´ skala´r je term. Ak x1, ..., xk je term a F je funkcˇny´
symbol s k parametrami, potom F(x1, ..., xk) je term. [15]
1http://alloy.mit.edu/kodkod/
2satisfiability – splnitel’nost’
3Quantifier-free form – formula bez kvantifika´torov
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Konfiguracˇna´ databa´za
Ak P je databa´zovy´ symbol s k parametrami a x1, ..., xk je bud’ skala´r aleob konfiguracˇna´
premenna´, potom P(x1, ..., xk) je databa´zova´ n-tica. [15]
Pozˇiadavky
Ak x1, ..., xk su´ termy a R je predika´tovy´ symbol s k parametrami, potom R(x1, ..., xk)
je pozˇiadavka. Ak R1 a R2 su´ pozˇiadavky, potom aj not(R1), and(R1, R2), or(R1, R2) a
implies(R1, R2) su´ pozˇiadavky. Pozˇiadavky nemaju´ expolicitny´ kvantifika´tor, ale moˆzˇu
nadobudnu´t’ vy´znam zhodny´ s formulou predika´tovej logiky prve´ho ra´du. Pozˇiadavka bez
konfiguracˇnej premennej je bud’ platna´ alebo neplatna´ nad databa´zou bez konfiguracˇny´ch
premenny´ch. [15]
Formula bez kvantifika´torov – QFF
QFF je obmedzenie vytvorene´ z konfiguracˇny´ch premenny´ch , cely´ch cˇ´ısel, funkcˇny´ch sym-
bolov pre sˇc´ıtanie, odcˇ´ıtanie a bitove´ opera´cie a z predika´tovy´ch symbolov =, <, >, >=,
<=. [15]
Partial Evaluator – na´stroj na cˇiastkove´ vyhodnocovanie
Tento na´stroj definuje vy´znam pozˇiadaviek v kontexte databa´zy. Transformuje pozˇiadavky
na ekvivalentne´ QFF. Nech 𝜎 je priradenie premenny´ch k cely´m cˇ´ıslam {< x1 = v1 >, ..., < xk = vk >},
kazˇde´ xi je konfiguracˇna´ premenna´ a kazˇde´ vi je cele´ cˇ´ıslo. Nech Req je pozˇiadavka, DB da-
taba´za a C QFF. Nech Req𝜎 je vy´sledok nahradenia kazˇdej premennej v Req jej hodnotou
v 𝜎. Podobne pre DB𝜎 a C𝜎. Teraz eval(Req, DB, C) znamena´, zˇe pre kazˇde´ priradenie 𝜎,
Req𝜎 je pravdive´ al DB𝜎 je ekvivalentne´ s C𝜎. Partial Evaluator pre konfiguracˇnu´ aplika´ciu
je defin´ıcia eval predika´tu pre vsˇetky pozˇiadavky a databa´zy, ktore´ su´ podstatne´ pre danu´
aplika´ciu. Podstatny´m princ´ıpom v implementa´cii eval(Req, DB, C) je, zˇe C nema´ obsahovat’
obmedzenie, ktore´ je mozˇne´ vyhodnotit’ inak ako hl’adan´ım modelu. [15]
Rozhranie Kodkodu
Toto rozhranie je definovane´ predika´tom Prologu4 solve(Q, Result), kde Q je QFF. Ak je
Q riesˇitel’na´, Result je term solvable : 𝜎, kde 𝜎 je priradenie konfiguracˇny´ch premenny´ch
k cely´m cˇ´ıslam tak, aby splnili Q. Ak je Q nesplnitel’ne´, Result je term unsolvable : P,
kde P je doˆkaz neriesˇitel’nosti. Tento doˆkaz je zoznam formu´l bez kvantifika´torov, ktory´ch
konjunkcia je neriesˇitel’na´. [15]
Riesˇenie za´kladny´ch konfiguracˇny´ch proble´mov
Pozˇiadavku je mozˇne´ sˇpecifikovat’ definovan´ım jej cˇiastkove´ho vyhodnotenie (eval). Nie je
nutne´ definovat’ eval pre kazˇdu´ pozˇiadavku, je mozˇne´ pouzˇit’ sˇablo´ny. Pre urcˇitu´ aplikacˇnu´
dome´nu existuje Requirement Library (knizˇnica), ktora´ obsahuje procedu´ry na efekt´ıvne
riesˇenie za´kladny´ch typov pozˇiadaviek v danej dome´ne. Ich kombina´cia umozˇnˇuje defino-
vat’ komplexne´ pozˇiadavky.
Pri synte´ze konfigura´cie pre danu´ pozˇiadavku R a konfiguracˇnu´ databa´zu DB, aby sa nasˇla
4Programming in Logic – napr. http://www.swi-prolog.org/
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premenna´ 𝜎 taka´, zˇe R𝜎 plat´ı nad DB𝜎, sa pouzˇije nasledovna´ ota´zka v Prologu: eval(R, DB, Q),
solve(Q, solvable : X). Ak ota´zka uspeje, bude premenna´ X zviazana´ s 𝜎.[15]
Pre diagnostiku konfiguracˇny´ch chy´b, nech DB je konfiguracˇna´ databa´za obsahuju´ca pre-
menne´ x1, ..., xk. Nech Relaxable je konjunkcia primit´ıvnych obmedzen´ı x1 = v1, ..., xk = vk,
kde kazˇde´ xi je konfiguracˇna´ premenna´ a kazˇde´ vi je celocˇ´ıselna´ hodnota. Relaxable sa
okrem sˇpecifikovania pocˇiatocˇny´ch hodnoˆt mnozˇiny premenny´ch pouzˇ´ıva aj na indikova-
nie, zˇe tieto hodnoty moˆzˇu byt’ v pr´ıpade potreby uvol’nene´. Predpokladajme, zˇe pre
nejake´ Req, DB a Q, eval(Req, DB, Q) je and(Q, Relaxable) neriesˇitel’ne´. Potom ota´zka na
Prolog eval(Req, DB, Q), solve(and(Q, Relaxable), unsolvable : Proof) uspeje, zviazˇe pre-
mennu´ Prologu Proof so zoznamom QFF, ktory´ch konjunkcia je takisto neriesˇitel’na´. Pokial’
obmedzenie xi = vi je su´cˇast’ou zoznamu Proof, stane sa doˆvodom neriesˇitel’nosti danej
pozˇiadavky. Ak take´to obmedzenie neexistuje, algoritmus zastav´ı.[15]
Ciel’om pri opravovan´ı konfiguracˇnej chyby je na´jst’ alternat´ıvne xi, odstra´nit’ xi = vi z
Relaxable a vytvorit’ tak Relaxable′ a poku´sit’ sa vyriesˇit’ pozˇiadavku pre novu´ hodnotu:
and(Q, Relaxable′). Ak solve uspeje, na´jde novu´ hodnotu xi a uprav´ı hodnotu vi. Pokial’
neuspeje, znovu vypocˇ´ıta doˆkaz neriesˇitel’nosti a postup opakuje. Ak ale take´to obmedzenie
neexistuje, algoritmus zastav´ı.[15]
4.2 Siet’ove´ modely
Siet’ova´ konfigura´cia je konecˇna´ mnozˇina pr´ıkazov. Moˆzˇe byt’ uzˇ existuju´ca, teda ta´, ktora´
je v danom momente akt´ıvna na siet’ovom zariaden´ı, alebo nova´, ktora´ vytva´ra alebo modi-
fikuje existuju´cu. Ak nema´ byt’ vytva´ranie siet’ovej konfigura´cie zariadenia alebo jej zmena
manua´lnou pra´cou siet’ove´ho administra´tora, ale ma´ byt’ vy´stupom na´stroja na spra´vu si-
ete, je potrebne´ previest’ konfigura´ciu siet’ove´ho zariadenia do abstraktnejˇsej formy, ktora´
vyhovuje spra´vcovske´mu na´stroju. Teda vytvorit’ jej model.
4.2.1 Existuju´ce modely
Vzhl’adom na povahu na´stroja na spra´vu cˇi generovanie siel’ovej konfigura´cie, existuju´ via-
cere´ modely. Moˆzˇe ı´st’ o abstraktne´ da´tove´ sˇtruktu´ry, alebo viac forma´lne riesˇenia ako napr.
predika´tova´ logika cˇi graf. Jazyk na popis siet’ovej konfigura´cie YANG [5] pouzˇ´ıva ako model
strom. Jeho hierarchia rovnako ako aj za´kladne´ konsˇtrukcie a opera´cie su´ su´cˇast’ou popisu
jazyka v 2.3. Na druhu´ stranu, predika´tova´ logika sa pouzˇ´ıva v na´stroji ConfigAssure [15],
ktory´ je schopny´ syntetizovat’ siet’ovu´ konfigura´ciu. Transformuje konfiguracˇne´ pr´ıkazy na
formuly logiky prve´ho ra´du, cˇo mu umozˇnˇuje detegovat’ a pr´ıp. opravovat’ konfiguracˇne´ kon-
flikty. Tento model je pop´ısany´ v 4.1.1. Rovnaky´ pr´ıstup, avsˇak s pouzˇit´ım ine´ho jazyku,
bol pouzˇity´ aj v [14]. Dˇalˇsie pouzˇite´ modely su´ graf a stavovy´ automat.
Graf
V [17], kde autori popisuju´ na´stroj na automaticku´ synte´zu konfigura´cie siet’ovej bezpecˇ-
nosti, je ako model siete pouzˇity´ graf. Tento model je definovany´ ako ⟨N,L⟩, kde N definuje
konecˇnu´ mnozˇinu siet’ovy´ch uzlov, vra´tane smerovacˇov a hostitel’ov. Hostitel’ moˆzˇe poskyto-
vat’ jednu alebo viacero sluzˇieb, ku ktory´m pristupuju´ ostatn´ı hostitelia. Sluzˇba je oznacˇna´
ako 𝑔 ∈ G, kde G je mnozˇina vsˇetky´ch sluzˇieb. Oznacˇenie 𝑔(𝑖, 𝑗) definuje da´tovy´ tok medzi
dvojicou hostitel’ov {𝑖, 𝑗}, kde 𝑖 je zdrojom a 𝑗 ciel’om v ra´mci sluzˇby 𝑔. L ⊆ N × N je
konecˇna´ mnozˇina liniek, ktore´ definuju´ prepojenia medzi siet’ovy´mi hostitel’mi.
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Stavovy´ automat
Autori [1] popisuju´ model siete prostredn´ıctvom obrovske´ho konecˇne´ho stavove´ho automatu.
Stav siete urcˇuju´ pakety. Informa´cie relevantne´ pre tento stavovy´ automat sa nacha´dzaju´
v hlavicˇke paketu. Dˇalˇsou podstatnou informa´ciou je lokalita, kde sa paket nacha´dza. V
zjednodusˇenom modeli sa neberie do u´vahy obsah da´tovej cˇasti paketu.
Jedine´ informa´cie, ktore´ su´ potrebne´ v zjednodusˇenom modeli su´ zdrojova´ a ciel’ova´
adresa, zdrojovy´ a ciel’ovy´ port a aktua´lna lokalita, kde sa paket nacha´dza. Stav siete je
mozˇne´ zako´dovat’ nasleduju´cou charakteristickou funkciou:
𝜎 : IPs × ports × IPd × portd × loc→ {true, false}
IP𝑠 32-bitova´ zdrojova´ IP adresa
port𝑠 16-bitovy´ zdrojovy´ port
IP𝑑 32-bitova´ ciel’ova´ IP adresa
port𝑑 16-bitovy´ ciel’ovy´ port
loc 32-bitova´ IP adresa zariadenia, ktore´ spracova´va
paket v danom momente
Funkcia 𝜎 sa vyhodnot´ı ako pravdiva´, pokial’ vstupne´ parametre zodpovedaju´ paketu,
ktory´ je na sieti, v opacˇnom pr´ıpade sa vyhodnot´ı ako nepravdiva´. Kazˇde´ zariadenie moˆzˇe
byt’ modelovane´ na za´klade toho, ako pristupuje k paketu. Napr´ıklad firewall moˆzˇe prepus-
tit’ paket, no takisto ho moˆzˇe zo siete odstra´nit’, smerovacˇ moˆzˇe zmenit’ lokalitu paketu a
zariadenie na prekladanie siet’ovy´ch adries moˆzˇe zmenit’ tieto informa´cie v hlavicˇke. Spra´-
vanie ty´chto zariaden´ı je pop´ısane´ zoznamom pravidiel, pricˇom kazˇde´ pravidlo pozosta´va z
podmienky a akcie. Podmienky moˆzˇu byt’ pop´ısane´ booleansky´mi formulami nad stavovy´mi
bitmi. Ak paket v zariaden´ı spln´ı podmienku pravidla, vykona´ sa zodpovedaju´ca akcia.[1]
V rozsˇ´ırenom modeli sa berie do u´vahy takisto obsah da´tovej cˇasti paketu, teda je
potrebne´ rozsˇ´ırit’ stavovy´ priestor. Je potrebne´ vyhodnocovat’ aj informa´cie z hlavicˇky IP,
ktore´ sa moˆzˇu nacha´dzat’ v tele paketu. V tom pr´ıpade sa pridaju´ d’alˇsie ko´pie ty´chto pol´ı
a tiezˇ ko´pia pre kazˇdu´ u´rovenˇ zapu´zdrenia.[1]
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Kapitola 5
Reprezenta´cia topolo´gie
5.1 Graf
Model siete je abstrakciou nad existuju´cimi spojeniami na vrstve L31 (alebo aj L2 v pr´ı-
pade siet’ovy´ch prep´ınacˇov) vo fyzickej siet’ovej topolo´gi´ı. Za´kladne´ informa´cie, ktore´ mus´ı
obsahovat’, su´ informa´cie o zariadeniach a o spojeniach medzi ty´mito zariadeniami. Jednou
z vhodny´ch sˇtruktu´r na reprezenta´ciu pozˇadovany´ch informa´ci´ı je graf.
Z matematicke´ho hl’adiska existuju´ neorientovane´ a orientovane´ grafy. Neorientovany´
graf G sa sklada´ z mnozˇiny vrcholov V a mnozˇiny hra´n H tak, zˇe kazˇda´ hrana je prira-
dena´ neusporiadanej dvojici vrcholov u, v ∈ V. Ak existuje jedina´ hrana h ∈ H priradena´
dvojici vrcholov u, v ∈ V, p´ıˇseme h ≡ {u, v}. Vo vsˇeobecnosti moˆzˇe byt’ jednej dvojici vrcho-
lov priradny´ch viacero hra´n, tieto hrany sa nazy´vaju´ na´sobne´. Podobne orientovany´ graf G
sa sklada´ z mnozˇiny vrcholov V a mnozˇiny hra´n H tak, zˇe kazˇdej hrane h ∈ H je priradena´
usporiadana´ dvojica u, v ∈ V× V vrcholov u, v ∈ V. Ak existuje jedina´ hrana h ∈ H priradena´
dvojici vrcholov u, v ∈ V, p´ıˇseme h ≡ {u, v}.
V pr´ıpade siet’ovej topolo´gie zariadenia tvoria mnozˇinu vrcholov V a spojenia medzi
nimi mnozˇinu hra´n H. Ked’zˇe ide o spojenia na vrstve L3, pouzˇ´ıva sa v tejto implementa´cii
neorientovany´ graf.
5.2 Implementa´cia
V jazyku Python existuje da´tova´ sˇtruktu´ra slovn´ık (dictionary), nazy´vana´ aj asociat´ıvne
pole, ktora´ je indexovana´ pomocou kl’u´cˇov [28]. Vd’aka tomu je vel’mi vhodna´ na reprezen-
ta´ciu grafu, teda siet’ovej topolo´gie. Pr´ıklad takejto reprezenta´cie je zobrazeny´ nizˇsˇie.
{
’A’: [’B’, ’C’],
’B’: [’A’, ’C’],
’C’: [’A’, ’B’]
}
Graf je reprezentovany´ ako slovn´ık, kde kl’u´cˇom je na´zov zariadenia a hodnotou je pole
obsahuju´ce na´zvy zariaden´ı, ktore´ su´ spojene´ zo zariaden´ım, ktore´ bolo kl’u´cˇom. Aby bolo
mozˇne´ dohl’adat’ pouzˇite´ rozhrania na ty´chto spojeniach, existuje pole pol´ı dvoj´ıc, kde
1http://www.itu.int/rec/T-REC-X.200-199407-I
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dvojicu tvor´ı na´zov zariadenia a rozhranie na tomto zariaden´ı a spojenie medzi dvomi
zariadeniami reprezentuje pra´ve pole:
[
[
[’A’, ’GigabitEthernet0/3’],
[’B’, ’GigabitEthernet0/2’]
],
[
[’A’, ’GigabitEthernet0/2’],
[’C’, ’GigabitEthernet0/3’]
],
[
[’B’, ’GigabitEthernet0/3’],
[’C’, ’GigabitEthernet0/2’]
]
]
Pre potreby programu na vygenerovanie a aplikovanie siet’ovej konfigura´cie je potrebne´
uchova´vat’ informa´cie o na´zve zariadanie a jeho IP adrese. Pre realiza´ciu tejto pozˇiadavky
bol pouzˇity´ taktiezˇ slovn´ık, pricˇom kl’u´cˇom su´ na´zvy zariaden´ı a hodnotou IP adresa.
{
’A’: ’172.16.0.88’,
’B’: ’172.16.0.89’,
’C’: ’172.16.0.90’,
}
5.3 Inicializa´cia
Aby bolo mozˇne´ vyuzˇ´ıvat’ da´tove´ sˇtruktu´ry pop´ısane´ v 5.2, je nutne´ ich najprv inicializovat’.
U´daje popisuju´ce zariadenia a prepojenia medzi nimi sa pri sˇtarte programu nacˇ´ıtaju´ do
pama¨te. Su´ ulozˇene´ v su´bore vo forma´te JSON.
22
Kapitola 6
Architektu´ra a pouzˇite´ syste´my
Na komunika´ciu so siet’ovy´mi zariadeniami bol vybrany´ protokol NETCONF, ktore´ho
strucˇna´ charakteristika je uvedena´ v kapitole 2.3. Podl’a [8] je mozˇne´ vytvorit’ SSH1 spojenie
medzi pocˇ´ıtacˇom a zariaden´ım a ty´mto spojen´ım zasielat’ a prij´ımat’ spra´vy protokolu NET-
CONF. Tu´to komunika´ciu zabezpecˇuje utilita ncclient [3] a program, ktory´ je predmetom
tejto pra´ce.
Ked’zˇe program na konfigura´ciu zariaden´ı vyuzˇ´ıva pripojenie cez SSH (prostredn´ıctvom
programu ncclient), potrebuje poznat’ pr´ıstupove´ u´daje k zariadeniam. Tieto informa´cie
berie zo su´boru access.json, kde moˆzˇu byt’ nastavene´ rovnake´ pr´ıstupove´ u´daje (meno a
heslo) pre vsˇetky zariadenia alebo pre kazˇde´ zariadenie zvla´st’.
Program po spusten´ı nacˇ´ıta konfigura´ciu topolo´gie zo vstupne´ho su´boru, ktory´ sa mu
zada´ ako argument. Tento su´bor obsahuje informa´cie o siet’ovy´ch zariadeniach v pouzˇitej
topolo´gii a o existuju´cich spojeniach medzi ty´mito zariadeniami. Na za´klade ty´chto infor-
ma´ci´ı sa vygeneruje graf reprezentuju´ci siet’ovu´ topolo´giu, tak ako je pop´ısane´ v kapitole
5
Tento program d’alej nacˇ´ıta zo su´boru vstupnu´ konfigura´ciu, ktora´ obsahuje informa´cie
o siet’ovy´ch zariadeniach v aktua´lnej topolo´gii. Na´sledne sa pomocou utility ncclient stiahnu
aktua´lne konfigura´cie zo zariaden´ı. Dˇalej su´ spracovane´ a ulozˇene´ v programe. Konfigura´cie
zo zariaden´ı su´ ukladane´ v priecˇinku config a v pr´ıpade, zˇe uzˇ´ıvatel’ chce vra´tit’ vykonane´
zmeny, moˆzˇe tu´to konfigura´ciu nahrat’ manua´lne.
Dˇalˇs´ı beh programu za´vis´ı od politiky, ktora´ sa aplikuje. Kazˇdy´ z nich zahr´nˇa z´ıskanie
vstupny´ch informa´ci´ı, volanie urcˇitej postupnosti pr´ıkazov utility ncclient, volanie meto´d
z tried alebo funkci´ı z modulov, ktore´ vytva´raju´ pr´ıkazy pre ncclient alebo spracova´vaju´
spra´vy protokolu NETCONF z´ıskane´ touto utilitou, a ktore´ obsahuju´ urcˇite´ mechanizmy
na overenie spra´vnosti konfigura´cie.
Po u´spesˇnom skoncˇen´ı, program ulozˇ´ı aktua´lny stav topolo´gie, teda zoznam zariaden´ı a
spojenia medzi nimi do vy´stupne´ho su´boru topology_out.json.
6.1 Architektu´ra
Program spracova´vaju´ci a generuju´ci siet’ovu´ konfigura´ciu je nap´ısany´ v programovacom
jazyku Python 2.7. Nosnou konsˇtrukciou su´ moduly Topology, Device, konkre´tne trieda
Device a Connection, ktore´ popisuju´ a udrzˇuju´ informa´cie o siet’ovej topolo´gii, zariadeniach,
1Secure Shell
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resp. spojeniami medzi nimi. Tie su´ doplnene´ pomocny´mi triedami IpAddress a Interface,
ktore´ obsahuju´ meto´dy na spracovanie informa´ci´ı o IP adresa´ch a portoch na zariadeniach.
Obra´zek 6.1: Diagram tried a modulov
Na obr. 6.1 su´ zobrazene´ triedy a moduly konfiguracˇne´ho programu a za´kladne´ vzt’ahy
medzi nimi. Mmoduly ako RoutingRip, RoutingOSPF, ConfigureConnection, ConfigureCon-
nectionNetwork a ConfigVPN pouzˇ´ıvaju´ niektore´ funkcie z triedy Topology a z modulu
Configuration. Takisto pouzˇ´ıvaju´ funkcie z pomocny´ch modulov Utils, RePatterns a De-
vice.
6.2 VIRL
VIRL [29] (Virtual Internet Routing Lab) je virtualizacˇne´ prostredie vyvinute´ spolocˇnost’ou
Cisco. Umozˇnˇuje simulovat’ siet’ove´ topolo´gie zlozˇene´ zo smerovacˇov a prep´ınacˇov, ktore´
pouzˇ´ıvaju´ IOS, rovnaky´ operacˇny´ syste´m firmy Cisco, aky´ sa pouzˇ´ıva na rea´lnych siet’ovy´ch
zariadeniach. V tomto prostred´ı som vytvorila topolo´gie pre simulovanie spra´vania zariaden´ı
v jednotlivy´ch scena´roch.
Prostredie VIRL bezˇ´ı na virtua´lnom pocˇ´ıtacˇi. Vyuzˇ´ıva graficke´ rozhranie VM Maestro,
v ktorom sa navrhne siet’ova´ topolo´gia a spust´ı sa simula´cia. VM Maestro vyuzˇ´ıva na´stroj
AutoNetkit na vygenerovanie pocˇiatocˇnej konfigura´cie zariaden´ı. VIRL umozˇnˇuje prepoje-
nie simulovanej topolo´gie s existuju´cou topolo´giou pomocou rozhran´ı flat, flat1 a SNAT.
Rozhrania flat a flat1 vytva´raju´ spojenie na vrstve L2, zatial’ cˇo SNAT sa pripa´ja na
vrstve L3.V prostred´ı VIRL existuju´ tri mo´dy, ktore´ rozliˇsuju´ spoˆsob, aky´m su´ simulovane´
zariadenia pripojene´ k externe´mu prostrediu:
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∙ priva´tna siet’ pre projekt,
∙ priva´tna siet’ pre simula´ciu,
∙ zdiel’ana´ flat siet’.
Pre priva´tnu siet’ pre projekt alebo pre simula´ciu sa vytvor´ı LXC (Linux container), ktory´
”
premost’uje“ flat siet’ a siet’ urcˇenu´ na riadenie zariaden´ı (management network). Rozdiel
medzi priva´tnou siet’ou pre projekt a priva´tnou siet’ou pre simula´ciou je v tom, zˇe pre
prvu´ sa vytvor´ı LXC, ktore´ ma´ pr´ıstup ku vsˇetky´m zariadeniam v projekte, a v druhom
pr´ıpade sa vytvor´ı separa´tne LXC pre kazˇdu´ simula´ciu, teda ma´ pr´ıstup len k zariadeniam
v danej simula´cii. A v pr´ıpade zdiel’anej flat siete sa nevytvor´ı zˇiadny LXC a rozhrania na
ovla´danie zariaden´ı (management porty) su´ umiestnene´ priamo vo flat sieti, teda je mozˇne´
pristupovat’ k nim cez toto rozhranie aj mimo prostredia VM Maestro [29]. Tento pr´ıstup
bol pouzˇity´ pre pr´ıstup konfiguracˇne´ho programu k siet’ovy´m zariadeniam v tejto pra´ci. V
priva´tnej sieti pre projekt sa vytvor´ı LXC (Linux )
6.3 ncclient
ncclient [3] je knizˇnica pre Python, urcˇena´ pre klientsku´ stranu protokolu NETCONF. Vo
verzii 0.5.0 obsahuje uzˇ aj podporu pre Python 3, no v tejto pra´ci bola pouzˇita´ stabilna´
verzia 0.4.7 pre Python 2.7. ncclient poskytuje API, ktore´ mapuje XML za´pis na prostriedky
jazyku Python. Za´rovenˇ umozˇnˇuje relat´ıvne jednoduchu´ komunika´ciu so zariadeniami pra´ve
cez protokol NETCONF. Podl’a [4] forma´t spra´vy na z´ıskanie konfigura´cie zo zariadenia je
nasleduju´ci:
def demo(host, user, expr):
with manager.connect(host=host, port=22, username=user) as m:
assert(":xpath" in m.server_capabilities)
c = m.get_config(source=’running’, filter=(’xpath’, expr)).data_xml
with open("%s.xml" % host, ’w’) as f:
f.write(c)
V programe na aplikovanie polit´ık sa vyuzˇ´ıva v urcˇity´ch obmena´ch v za´vislosti na type
politiky. Na z´ıskanie konfigura´cie zo zariaden´ı sa pouzˇ´ıva funkcia get config, na nastavenie
novej konfigura´cie edit config a z´ıskat’ konfigura´ciu a preva´dzkove´ da´ta je mozˇne´ funkciou
get.
Pri verifika´cii konfigura´cie sa na z´ıskanie preva´dzkovy´ch da´t pouzˇ´ıva funkcia get. Ta´to
funkcia vsˇak okrem preva´dzkovy´ch da´t zobraz´ı aj aktua´lnu konfigura´ciu, vsˇetko vo for-
ma´te XML. Z toho doˆvodu je pred zobrazen´ım vy´stupov jednotlivy´ch pr´ıkazov potrebne´
spracovat’ tieto da´ta a uzˇ´ıvatel’ovi zobrazit’ len relevantne´ cˇasti.
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Kapitola 7
Realiza´cia
7.1 Inicializa´cia
A
B C
Gi0/2Gi0/3
Gi0/2
Gi0/2
Gi0/3
Gi0/3
172.16.0.88
172.16.0.89 172.16.0.90
Obra´zek 7.1: Pr´ıklad siet’ovej topolo´gie
Su´bor, ktory´ obsahuje popis topolo´gie vo forma´te JSON, sa zada´ programu vo forme
argumentu na pr´ıkazovom riadku (detaily su´ v pr´ılohe D. Na obra´zku 7.1 je zobrazeny´
pr´ıklad topolo´gie a nizˇsie konfiguracˇny´ su´bor tejto vstupnej konfigura´cie.
{
"devices":[
{"hostname":"A", "ipaddr":"172.16.0.88"},
{"hostname":"B", "ipaddr":"172.16.0.89"},
{"hostname":"C", "ipaddr":"172.16.0.90"}
],
"connections":[
[
["A", "GigabitEthernet0/3"],
["B", "GigabitEthernet0/2"]
],
[
["A", "GigabitEthernet0/2"],
["C", "GigabitEthernet0/3"]
],
[
["B", "GigabitEthernet0/3"],
["C", "GigabitEthernet0/2"]
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]]
}
Tento su´bor obsahuje na´zov zariadenia (hostname), IP adresu, cez ktoru´ je mozˇne´ vytvo-
rit’ SSH spojenie s dany´m zariaden´ım, a popis spojen´ı medzi zariadeniami. V pr´ıpade, zˇe
zariadenia existuju´ v simula´ci´ı prostredia VIRL a pripa´ja sa na ne z virtua´lneho pocˇ´ıtacˇa,
na ktorom bezˇ´ı VIRL, pouzˇ´ıva sa zdiel’ana´ flat siet’, pop´ısana´ v 6.2, IP adresy by mali
byt’ zo siete nastavenej pre rozhranie flat. Program sa na za´klade u´dajov v su´bore pripoj´ı
k jednotlivy´m zariadeniam a nacˇ´ıta ich konfigura´cie. Tie na´sledne ulozˇ´ı do tried a d’alˇs´ıch
sˇtruktu´r, ktore´ boli pop´ısane´ v 5.2, aby sa dali opa¨tovne pouzˇ´ıvat’.
Okrem inicializovania programu je potrebne´ nastavit’ za´kladnu´ konfigura´ciu na zariade-
niach. Ta´to zahr´nˇa nastavenie SSH pripojenia a podporu protokolu NETCONF cez SSH.
Ak sa vyuzˇ´ıva konfigura´cia vygenerovana´ na´strojom AutoNetkit, na nastavenie SSH a pro-
tokolu NETCONF sa pouzˇiju´ nasleduju´ce pr´ıkazy [26]:
R#configure terminal
R(config)#username cisco privilege 15 secret cisco
R(config)#ip domain-name dp.com
R(config)#crypto key generate rsa
R(config)#ip ssh version 2
R(config)#line vty 0 4
R(config-line)#transport input ssh telnet
R(config-line)#login local
R(config-line)#exit
R(config)#netconf ssh
Pri konfigura´cii RSA kl’u´cˇov je potrebne´ zvolit’ d´lzˇku najmenej 768 bitov, kvoˆli podpore
SSH verzie 2 [26].
7.2 Scena´r 1: nastavenie spojenia
Jedna z pr´ılezˇitosti´ı, kedy pri bezˇnej konfigura´cii moˆzˇe nastat’ chyba, je nastavovanie spo-
jenia medzi dvomi zariadeniami. Je to situa´cia, kedy moˆzˇe doˆjst’ k zadaniu adries z roˆznych
siet´ı alebo podsiet´ı, moˆzˇe sa stat’, zˇe uzˇ´ıvatel’ zada´ nespra´vne masky siete alebo zabudne
zapnu´t’ port na zariaden´ı.
Prvy´ pr´ıpad (A) pocˇ´ıta s mozˇnost’ou, zˇe uzˇ´ıvatel’ poskytne nasleduju´ce informa´cie: mena´
zariaden´ı, ktore´ chce prepojit’, cˇ´ısla portov na dany´ch zariadeniach a IP adresy s maskami,
ktore´ chce pre vytva´rane´ spojenie pouzˇ´ıvat’. V druhej mozˇnosti (B) uzˇ´ıvatel’ poskytne na´zvy
zariaden´ı, cˇ´ısla portov a IP adresu siete s maskou pre toto spojenie. Tretia mozˇnost’ (C)
pocˇ´ıta s variantom, kedy su´ zadane´ na´zvy zariaden´ı a IP adresa siet’e s maskou. Vsˇetky tri
scena´re su´ podrobnejˇsie pop´ısane´ v nasleduju´cich cˇastiach tejto kapitoly.
7.2.1 Topolo´gia
Na demonsˇtra´ciu take´ho pr´ıpadu bola zvolena´ jednoducha´ topolo´gia pozosta´vaju´ca z dvoch
smerovacˇov a jedne´ho serveru, na ktorom bezˇ´ı konfiguracˇny´ program. Zariadenia su´ prepo-
jene´ tak, ako je zobrazene´ na obra´zku 7.2. Medzi zariadeniami existuje fyzicke´ spojenie a
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R1 R2
172.16.0.77 172.16.0.78
MGMT Server
Obra´zek 7.2: Pr´ıklad siet’ovej topolo´gie
za´rovenˇ su´ oba smerovacˇe pripojene´ k serveru. Server je v tomto pr´ıpade reprezentovany´
virtua´lnym pocˇ´ıtacˇom prostredia VIRL. Do forma´tu JSON, ktory´ slu´zˇi ako inicializacˇny´
vstup pre program, sa to zap´ıˇse nasledovne:
{
"devices":[
{
"hostname":"R1",
"ipaddr":"172.16.0.77"
},
{
"hostname":"R2",
"ipaddr":"172.16.0.78"
}
],
"connections":[
]
}
7.2.2 Konfigura´cia podl’a politiky
Pr´ıpad A
V tomto pr´ıpade program ocˇaka´va, zˇe na´zov politiky, informa´cie o mena´ch zariaden´ı, cˇ´ıslach
portov na ty´chto zariadeniach a IP adresa´ch s maskami budu´ v su´bore vo forma´te JSON,
ktore´ho meno sa zada´ ako argument pri spusten´ı programu. Sˇablo´na pre tu´to politiku je
v pr´ılohe A.1. Potom sa zavola´ meto´da connectTwoKnownPortsKnownNetwork z modulu
ConfigureConnection. Meto´da connectTwoKnownPortsKnownNetwork vykona´ nasleduju´ce
kroky:
1. over´ı existenciu zariaden´ı v topolo´gii, tj. zavola´ pre kazˇde´ zariadenie meto´du Topo-
logy.deviceExists
2. pomocou programu ncclient vytvor´ı SSH spojenie zo zariadeniami a z´ıska aktua´lne
konfigura´cie,
3. over´ı, cˇi pre zadane´ porty neexistuje uzˇ ina´ konfigura´cia – v pr´ıpade, zˇe a´no, vyzˇiada
si potvrdenie od uzˇ´ıvatel’a, cˇi ma´ pokracˇovat’,
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4. over´ı, cˇi su´ porty zapnute´ – ak nie, vygeneruje pr´ıkaz na ich zapnutie,
5. over´ı, cˇi sa zadane´ IP adresy nepouzˇ´ıvaju´ niekde inde v topolo´gi´ı (vyuzˇije ulozˇene´
konfigura´cie)
6. over´ı, cˇi su´ obe IP adresy z rovnakej siete,
7. over´ı, zˇe maju´ zhodne´ siet’ove´ masky, nakol’ko ide o priame spojenie.
Pokial’ vsˇetky hodnoty nesp´lnˇaju´ obmedzenia politiky, vyzˇaduje sa od uzˇ´ıvatel’a, aby upravil
hodnoty a opa¨tovne spustil program s novou konfigura´ciou. Pokial’ vstupne´ hodnoty vyho-
vuju´ vsˇetky´m podmienkam, pouzˇije sa sendConfig, ktora´ vygeneruje pr´ıkazy pre ncclient a
zasˇle RCP spra´vy protokolu NETCONF pre:
1. nastavenie IP adresy a masky na portoch
2. zapnutie portov
Pr´ıpad B
Rovnako ako v predcha´dzaju´com pr´ıpade, aj teraz je vstupna´ konfigura´cia zadana´ ako
argument programu ako meno su´boru obsahuju´ceho informa´cie vo forma´te JSON, tentokra´t
su´ to vsˇak: mena´ zariaden´ı, cˇ´ısla portov a IP adresa siete, ktora´ sa pouzˇije pre toto spojenie.
Pr´ıklad takejto konfigura´cie je v pr´ılohe A.2 Za´sadny´m rozdielom oproti spra´vaniu v pr´ıpade
A je nutnost’ vygenerovat’ IP adresy, ktore´ sa pouzˇiju´ pre vytva´rane´ spojenie. Na tento u´cˇel
sa pouzˇije meto´da getIPsFromThisNetwork z modulu ConfigureConnectionNetwork, ktora´
urcˇ´ı rozsah pouzˇitel’ny´ch IP adries. Adresy prirad´ı portom postupne, zacˇ´ınaju´c najnizˇsou
mozˇnou. Ty´m pa´dom nebude nutne´ vykonat’ body cˇ. 6 a cˇ. 7 z pr´ıkladu A.
Pr´ıpad C
Ak program dostane ako vstupne´ hodnoty na´zvy zariaden´ı a siet’ovu´ IP adresu a masku
(pr´ıklad je uvedeny´ v pr´ılohe A.3), mus´ı vygenerovat’ IP adresy, ktore´ pouzˇije, a taktiezˇ
urcˇit’ porty, ktore´ prepoj´ı. V tomto scena´ri sa predpoklada´, zˇe porty nie su´ vypnute´ (je na
nich nastavene´ no shutdown). IP adresy, ktore´ budu´ pouzˇite´, sa urcˇia rovnaky´m spoˆsobom
ako v pr´ıpade B. Na detegovanie prepojitel’ny´ch portov sa vyuzˇiju´ informa´cie protokolu
CDP (Cisco Discovery Protocol [26]). Tento protokol poskytne informa´cie o pripojeny´ch
zariadeniach, aj ked’ medzi nimi neexistuje nakonfigurovane´ spojenie na L3 vrstve. Tieto
informa´cie sa v pr´ıkazovom riadku syste´mu IOS z´ıskavaju´ pr´ıkazom show cdp neighbors.
Meto´da getCDPConfig vygeneruje pr´ıkazy pre ncclient, ktory´ vytvor´ı RPC protokolu NET-
CONF s ty´mto pr´ıkazom pre obe zariadenia. Dˇalej su´ doˆlezˇite´ informa´cie o existencii cˇi
neexistencii spojenia na vysˇsˇej vrstve L3. Tie je mozˇne´ zobrazit’ pomocou pr´ıkazu show ip
interface brief. Pre tento pr´ıkaz sa opa¨t’ pouzˇije ncclient, ktory´ posˇle RPC spra´vy cez
NETCONF zariadeniam a zobraz´ı ich odpovede. Analyzovan´ım z´ıskany´ch da´t urcˇ´ı meto´da
getPortOnDev porty, medzi ktory´mi je mozˇne´ vytvorit’ spojenie a vytvor´ı ho podobne ako
v pr´ıklade A. Pokial’ taka´ mozˇnost’ neexistuje, ozna´mi to uzˇ´ıvatel’ovi.
7.2.3 Testovanie
Cˇi boli vhodne nastavene´ IP adresy a cˇi sa vytvorilo spojenie medzi zariadeniami je mozˇne´
otestovat’ viacery´mi mozˇnost’ami, napr.:
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∙ zobrazenie konfigura´cie zariaden´ı a overenie, zˇe pouzˇite´ IP adresy su´ nastavene´ a zˇe
su´ nastavene´ pre spra´vne porty,
∙ zobrazenie stavu portov pomocou pr´ıkazu show ip interface brief,
∙ spustit’ pr´ıkaz ping medzi zariadeniami a sledovat’ jeho u´spesˇnost’.
Vsˇetky vysˇsˇie vymenovane´ mozˇnosti moˆzˇe manua´lne spustit’ na zariadeniach a overit’, no
takisto je mozˇne´ vyuzˇit’ protokol NETCONF a overenie zautomatizovat’. V tejto implemen-
ta´ci´ı program zobraz´ı ovplyvnene´ cˇasti konfigura´cie, v tom pr´ıpade konfigura´ciu rozhran´ı.
Dˇalej zobraz´ı konfigura´ciu rozhran´ı zobrazen´ım vy´stupu show ip interface brief a over´ı
existenciu spojenia pr´ıkazom ping
7.3 Scena´r 2: dynamicke´ smerovanie
Smerovanie [11] je preposielanie paketov zo zdrojovej siete do ciel’ovej siete, pricˇom sa
berie do u´vahy viacero faktorov, napr. ktora´ cesta je najlepsˇia, cˇo sa stane, ked’ sa topolo´-
gia zmen´ı, . . . . Dynamicky´ protokol poskytuje pra´ve automatizovanost’ a flexibilitu, cˇo su´
kl’u´cˇove´ vlastnosti tejto smerovacej meto´dy. Pri pouzˇ´ıvan´ı dynamicke´ho smerovacieho pro-
tokolu vedia smerovacˇe o stave siete a upravuju´ smerovacie tabul’ky na za´klade toho. Pra´ve
smerovanie je d’alˇs´ım typom siet’ovej politiky, ktory´ je podporovany´ ty´mto programom.
Implementovana´ je urcˇita´ cˇast’ konfigura´cie smerovacieho protokolu RIP a cˇast’ nastaven´ı
smerovacieho protokolu OSPF.
7.3.1 RIP
RIP [11], teda Routing Information Protocol, je smerovac´ı protokol. Je podporovany´ na
roˆznych platforma´ch, vhodny´ pre mensˇie siete bez redundantny´ch spojen´ı a s priblizˇne
rovnako ry´chlymi siet’ovy´mi linkami. Aby bolo mozˇne´ pouzˇ´ıvat’ smerovac´ı protokol RIP,
podl’a [24] je nutne´
∙ povolit’ smerovac´ı protokol RIP,
∙ zasociovat’ siete s protokolom RIP.
Ako sa d’alej uva´dza v [24], podporovane´ su´cˇasti smerovacieho protokolu RIP za´visia od
jeho verzie, ktora´ sa pouzˇije. S ty´m su´vis´ı aj automaticke´ sumarizovanie IP adries, ktore´
sa dostanu´ do smerovacej tabul’ky. Doˆlezˇity´m prvkom konfigura´cie smerovania je autentifi-
ka´cia, ktora´ vyzˇaduje rovnake´ nastavenie na vsˇetky´ch smerovacˇoch, a teda je na´chylna´ na
chyby pocˇas konfigura´cie. Vysˇsˇie uvedene´ nastavenia protokolu RIP je mozˇne´ nakonfigu-
rovat’ pomocou politiky rip. Podobne ako pre nastavovanie IP adries na rozhraniach (7.2)
existuje viacero mozˇnost´ı ako nakonfigurovat’ protokol RIP.
Topolo´gia
Na demonsˇtrovanie konfigura´cie protokolu RIP bola vytvorena´ topolo´gia zobrazena´ na obr.
7.3. Ide o tri smerovacˇe zapojene´ za sebou. Kazˇde´ spojenie medzi zariadeniami ma´ nakonfi-
gurovane´ IP adresy z inej siete. Vstup na inicializa´ciu topolo´gie pre konfiguracˇny´ program
vyzera´ nasledovne:
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Obra´zek 7.3: Pr´ıklad siet’ovej topolo´gie pre RIP
{
"devices": [
{
"hostname": "A",
"ipaddr": "172.16.0.88"
}, {
"hostname": "B",
"ipaddr": "172.16.0.89"
}, {
"hostname": "C",
"ipaddr": "172.16.0.90"
}
],
"connections": [
[
["A", "GigabitEthernet0/2"],
["B", "GigabitEthernet0/3"]
],
[
["B", "GigabitEthernet0/2"],
["C", "GigabitEthernet0/3"]
]
]
}
Konfigura´cia podl’a politiky
Podobne ako pri nastavovan´ı IP adries (7.2), aj vstupny´ su´bor pre konfigura´ciu smerova-
cieho protokolu RIP obsahuje minima´lne meno politiky, mena´ zariaden´ı, na ktory´ch pre-
behne konfigura´cia, siete, ktore´ maju´ byt’ zasociovane´ s RIP. Dˇalej tam moˆzˇe byt’ uvedena´
verzia protokolu RIP a v za´vislosti od nej d’alˇsie vlastnosti (autentifika´cia a automaticka´
sumariza´cia). Zatial’ cˇo meno politiky a na´zvy zariaden´ı su´ nacˇ´ıtane´ a spracovane´ automa-
ticky, ostatne´ informa´cie sa spracova´vaju´ postupne podl’a ostatny´ch nastaveny´ch hodnoˆt.
Na za´klade mena politiky rip sa zavola´ funkcia rip z modulu RoutingRip na spracova-
nie politiky nastavuju´cej smerovanie protokolom RIP. V tejto funkcii su´ spracovane´ d’alˇsie
parametre, cˇi uzˇ priamo alebo pomocou volan´ı d’alˇs´ıch funkci´ı.
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Verzia RIP
Rozhoduju´cim faktorom pre riadenie toku programu je verzia protokolu RIP. Ako sa uva´-
dza v [11], protokol RIP vo verzii 1 pouzˇ´ıva triedy adries, teda automaticku´ sumariza´ciu
a nepodporuje autentifika´ciu. Urcˇenie verzie, ktora´ sa pouzˇije, je teda doˆlezˇita´ informa´cia,
ktora´ je vyhodnotena´ ako prva´.
Podl’a [11] moˆzˇe nadobu´dat’ len dve hodnoty:
”
1“ alebo
”
2“ (d’alej RIPv1 a RIPv2).
Pokial’ je vo vstupnom su´bore nastavena´ ina´ hodnota, program ozna´mi uzˇ´ıvatel’ovi, zˇe
existuje chyba v konfigura´cii verzie, a skoncˇ´ı. Ak parameter version nastaveny´ nie je voˆbec,
pouzˇije sa predvolene´ spra´vanie syste´mu Cisco IOS ([26]) a nastav´ı sa jej hodnota na
”
1“.
Automaticka´ sumariza´cia
Dˇalˇs´ım parameterom, ktory´ sa spracuje, je automaticka´ sumariza´cia. Tento parameter re-
flektuje pr´ıkaz syste´mu IOS no auto-summary [11] moˆzˇe nadobu´dat’ tiezˇ len dve hodnoty:
”
on“ alebo
”
off“. Pokial’ je nastavena´ ina´ hodnota, program opa¨t’ ozna´mi uzˇ´ıvatel’ovi chybu
v konfigura´cii na danom mieste a skoncˇ´ı. Pre RIPv1 sa hodnota automatickej sumariza´cie
nastav´ı na
”
on“, pretozˇe RIPv1 neumozˇnˇuje ine´ nastavenie automatickej sumariza´cie.
Siete
Za´kladom nastavovania smerovacieho protokolu je priradenie siet´ı. Podl’a [11] pr´ıkaz network
x.x.x.x jednak nastav´ı zverejnenie siete smerovac´ım protokolom a za´rovenˇ povol´ı zverejne-
nie cesty cez l’ubovol’ne´ rozhranie s adresou v ra´mci rozsahu danej siete. Program umozˇnˇuje
nakonfigurovat’ siete pre smerovac´ı protokol RIP niekol’ky´mi spoˆsobmi:
∙ vsˇetky siete na zariadeniach uvedeny´ch v konfiguracˇnom su´bore politiky,
∙ vsˇetky siete sˇpecifikovne´ v konfiguracˇnom su´bore,
∙ siete sˇpecifikovane´ len pre konkre´tne zariadenia.
V prvom pr´ıpade je v konfigura´cii politiky nastaveny´ parameter
”
network“ na hodnotu
”
all“. Pr´ıklad tejto konfigura´cie sa nacha´dza v pr´ılohe A.4. Na´sledne sa pre kazˇde´ zariadenie
zavola´ funkcia getAllInterfaceConfig, ktora´ zo zariaden´ı z´ıska konfigura´cie vsˇetky´ch rozhran´ı.
V nich su´ na´sledne vyhl’adane´ nakonfigurovane´ IP adresy a masky. V za´vislosti od pouzˇitej
verzie RIP sa upravia do forma´tu podl’a tried IP adries pre RIPv1 alebo do forma´tu bez
ohl’adu na triedu IP adresy. Takto upravene´ adresy su´ ulozˇene´ v poli a neskoˆr je pre ne
vygenerovana´ RPC spra´va pre NETCONF.
V druhom pr´ıpade sa zoznam siet´ı, ktore´ sa maju´ nastavit’ v protokole RIP, uvedie pri-
amo v konfigura´cii politiky. Znamena´ to, zˇe parameter
”
network“ obsahuje zoznam IP adries.
Pr´ıklad takejto konfigura´cie je uvedeny´ v pr´ılohe A.5. Podobne ako v predcha´dzaju´com pr´ı-
pade, aj teraz sa upravia IP adresy do spra´vneho forma´tu podl’a pouzˇitej verzie protokolu
RIP vo funkcii prepareNetworkIPs a ulozˇia sa na neskorsˇie spracovanie pri generovan´ı RPC
pre NETCONF.
V poslednom pr´ıpade je pre kazˇde´ ovplyvnene´ zariadenie uvedeny´ zoznam sieti (pr´ı-
klad je zobrazeny´ v pr´ılohe A.6). Toto nastavenie je indikovane´ nepr´ıtomnost’ou parametru
”
network“ v konfigura´cii politiky. Rovnako ako v predcha´dzaju´com pr´ıpade sa funkciou
prepareNetworkIPs upravia IP adresy do spra´vneho forma´tu podl’a verzie protokolu a su´
ulozˇene´ pre neskorsˇie vygenerovanie spra´vy pre NETCONF.
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Autentifika´cia
Pre protokol RIP sa autentifika´cia nastavuje pomocou kl’u´cˇenky a kl’u´cˇa [24]. Hodnota
kl’u´cˇa a autentifikacˇny´ mo´d musia byt’ rovnake´ pre vsˇetky zariadenia [24], preto sa v konfi-
gura´cii politiky (pr´ıklad je uvedeny´ v pr´ılohe A.7) nastavuje spolocˇne pre vsˇetky zariadenia.
Pokial’ tieto da´ta v konfigura´cii politiky existuju´, urcˇ´ı sa d’alˇs´ı postup.
Podl’a [24] RIPv1 nepodporuje smerovanie. To znamena´, zˇe pokial’ nebude v konfigura´cii
politiky nastavena´ verzia smerovacieho protokolu na hodnotu
”
2“, program skoncˇ´ı po ozna´-
men´ı chyby v konfigura´cii politiky. V opacˇnom pr´ıpade sa over´ı, cˇi v konfigura´cii existuju´
vsˇetky informa´cie potrebne´ na nastavenie autentifika´cie. Ide o nasleduju´ce parametre:
∙ keychainname – meno kl’u´cˇenky,
∙ key – cˇ´ıslo kl’u´cˇa,
∙ keystring – kl’u´cˇ,
∙ mode – mo´d (text alebo md5), nepovinny´,
∙ privilege – u´rovenˇ pr´ıstupu (0 – 7), nepovinny´.
Ako prve´ sa nacˇ´ıtaju´ da´ta su´visiace s autentifika´ciou pomocou funkcie getAuthentication-
Data z modulu KeyChainManagement. Ta´to funkcia za´rovenˇ skontroluje, cˇi su´ hodnoty
validne´, teda cˇi cˇ´ıslo kl’u´cˇa spada´ do povolene´ho rozsahu hodnoˆt (0 – 65535, vra´tane) alebo
cˇi hodnota parametru
”
mode“, ak je nastaveny´, je bud’
”
text“ alebo
”
md5“. Pokial’ su´ nasta-
vene´ vsˇetky povinne´ paramatre potrebne´ na nastavenie autentifika´cie, vra´ti autentifikacˇne´
da´ta funkcii rip, kde je z nich vygenerovana´ RPC spra´va pre NETCONF na nastavenie au-
tentifika´cie. Pred aplikovan´ım sa vsˇak over´ı, cˇi v konfigura´cii zariaden´ı neexistuje kl’u´cˇenka
a kl’u´cˇ s rovnaky´m na´zvom ako novo nastavovane´ hodnoty. Je to bezpecˇnostne´ overenie,
aby nedosˇlo k prep´ısaniu kl’u´cˇu bez vedomia uzˇ´ıvatel’a.
Autentifika´cia sa nastavuje pre rozhrania zu´cˇasnene´ v smerovan´ı protokolom RIP. V
tejto implementa´cii sa pomocou funkcie getListofAffectedInterfaces z Topology z´ıska zoznam
rozhran´ı, na ktory´ch sa nastav´ı autentifika´cia.
Konfigura´cia zariaden´ı
Po spracovan´ı vsˇetky´ch vstupny´ch hodnoˆt sa pomocou funkcie prepareCommandRip vytvor´ı
cˇast’ spra´vy RCP pre protokol NETCONF. Ta´to cˇast’ je na´sledne v programe ncclient
obalena´ informa´ciami, ktore´ su´ potrebne´ pre NETCONF, a odoslana´ zariadeniu. Pr´ıklad
cˇasti takejto spra´vy generovanej konfiguracˇny´m programom je zobrazeny´ nizˇsˇie:
<config>
<cli-config-data>
<cmd>router rip</cmd>
<cmd>version 1</cmd>
<cmd>network 10.0.0.0</cmd>
</cli-config-data>
</config>
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7.3.2 Verifika´cia
Podl’a [16] okrem zobrazenia aktua´lne konfigura´cie zariadenia, existuje viacero pr´ıkazov na
overenie nastavenia smerovacieho protokolu RIP. Medzi iny´mi aj:
∙ show ip protokols, ktory´ zobraz´ı smerovacie protokoly,
∙ show ip route, ktory´ zobraz´ı smerovaciu tabul’ku zariadenia.
Oba tieto pr´ıkazy su´ zaslane´ zariadeniu protokolom NETCONF ako pr´ıkazy cez program
ncclient. Zariadenie vra´ti ako odpoved’ informa´cie z´ıskane´ ty´mito pr´ıkazmi a zobraz´ı ich
uzˇ´ıvatel’ovi.
Okrem pr´ıkazov, ktore´ zobrazia smerovacie informa´cie, je mozˇne´ na overenie konektivity
pouzˇit’ pr´ıkaz ping.
7.3.3 OSPF
OSPF alebo Open Shortest Path First [11] je smerovac´ı protokol pre va¨cˇsˇie siete. Ide o
protokol podporuju´ci adresovanie, a teda aj smerovanie bez ohl’adu na triedu IP adresy.
Medzi jeho d’alˇsie vlastnosti patr´ı sˇka´lovatel’nost’, ry´chla konvergencia, nie je na´chylny´ k
smerovac´ım slucˇka´m a umozˇnˇuje autentifika´ciu. Na druhu´ stranu medzi jeho ney´vhody patr´ı
v niektory´ch pr´ıpadoch komplexna´ konfigura´cia. V tejto pra´ci budu´ teda implementovane´
len niektore´ pr´ıkazy v sieti s jednou areou.
Topolo´gia
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Obra´zek 7.4: Pr´ıklad siet’ovej topolo´gie pre OSPF
Topolo´gia pre demonsˇtrovanie smerovacieho protokolu OSPF je zobrazena´ na obr. 7.4.
Forma´t vstupne´ho su´boru na nakonfigurovanie topolo´gie v programe je v pr´ılohe B.1.
Konfigura´cia podl’a politiky
V pr´ıpade konfigurovania protokolu OSPF, vo vstupnom su´bore nesmu´ chy´bat’ nasleduju´ce
da´ta:
∙ meno politiky,
∙ cˇ´ıslo procesu OSPF,
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∙ cˇ´ıslo arey,
∙ na´zvy zariaden´ı,
∙ v urcˇitej forme siete, ktore´ sa budu´ konfigurovat’.
Na za´klade mena politiky sa zavola´ funkcia ospf z modulu RoutingOSPF, obsluhuju´ca
nastavovanie parametrov pre OSPF protokol. V nej su´ postupne spracova´vane´ d’alˇsie para-
metre, na za´klade ktory´ch sa urcˇ´ı d’alˇsie spra´vanie programu. Pr´ıklady roˆznych vstupny´ch
konfigura´ci´ı su´ v pr´ılohe A.8
Cˇ´ıslo procesu
Ako sa uva´dza v [11], v pr´ıpade OSPF sa cˇ´ıslo procesu (process ID) pouzˇ´ıva na povolenia
viacery´ch insˇtanci´ı protokolu OSPF na smerovacˇi. Ta´to hodnota ma´ vy´znam len v ra´mci
smerovacˇa, na ktorom sa pouzˇ´ıva, tj. moˆzˇe sa l´ıˇsit’ na smerovacˇoch v sieti.
Pre potreby tejto pra´ce sa pri konfigura´cii pouzˇ´ıva rovnake´ ID procesu. Ide o hodnotu
nastavenu´ v parametri
”
processID“, ktora´ mus´ı spadat’ do rozsahu 1 – 65535, vra´tane. Po-
kial’ je v konfigura´cii politiky nastavena´ hodnota mimo tohoto rozsahu, program ozna´mi
uzˇ´ıvatel’ovi chybu a skoncˇ´ı. Podobne sa spra´va v pr´ıpade, ak v konfigura´cii ta´to hodnota
neexistuje.
Cˇ´ıslo arey
Area je logicky´ su´bor siet´ı OSPF, smerovacˇov a spojen´ı, ktore´ zdiel’aju´ urcˇity´ identifikacˇny´
atribu´t. Tento atribu´t sa nazy´va area ID [11]. V sieti s jednou areou (single area network),
su´ vsˇetky smerovacˇe pouzˇ´ıvaju´ce OSPF pripojene´ k chrbtovej (backbone) arei 0.
Area ID je 32-bitove´ cˇ´ıslo, ktore´ moˆzˇe byt’ vyjadrene´ ako jedno cˇ´ıslo alebo vo bodkova-
nom decima´lnom forma´te (dotted decimal format), podobne ako IP adresa [11]. Program,
ktory´ je predmetom tejto pra´ce, ocˇaka´va ako vstup cˇ´ıslo arey vo forme jedne´ho cˇ´ısla. V pr´ı-
padnom d’alˇsom rozsˇ´ıren´ı bude mozˇne´ pridat’ podmienku, ktora´ spracuje vstup vo forma´te
”
dotted decimal“.
Ked’zˇe program predpoklada´ siet’ len s jednou areou, vhodne´ pouzˇitie je nastvenie para-
metru
”
areaId“ na hodnotu
”
0“. Pokial’ sa program pouzˇije na vytvorenie su´cˇasti konfigura´cie
va¨cˇsˇej siete s iny´m cˇ´ıslom arey, nie je zarucˇene´ vytvorenie kontektivity medzi zariadeniami.
Autentifika´cia
Protokol OSPF podporuje autentifika´ciu [23]. Je to cˇast’ konfigura´cie, ktora´ mus´ı byt’
zhodna´ pre vsˇetky zariadenia, ktore´ maju´ medzi sebou nadviazat’ susedske´ vzt’ahy [23].
Na rozdiel od smerovacieho protokolu RIP, autentifika´cia pre OSPF sa konfiguruje bez po-
uzˇitia kl’u´cˇenky a konfigura´cia pozosta´va z dvoch cˇast´ı: nastavenie autentifika´cie v ra´mci
procesu OSPF a nastavenie autentifika´cie pre rozhranie. Takisto existuju´ dva mo´dy: textova´
alebo md5. Md5 je povazˇovana´ za najlepsˇie existuju´ce zabezpecˇenie protokolu OSPF [23].
Vo vstupnej konfigura´cii politiky sa moˆzˇe, ale nemus´ı nacha´dzat’ cˇast’ popisuju´ca au-
tentifika´ciu:
"authentication": [
{"mode": "text"},
{"key": "cisco"}
]
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Ty´m, zˇe sa hodnoty parametrov
”
mode“ a
”
text“ zada´vaju´ len na jednom mieste, a to v
konfigura´cii politiky, vylu´cˇi sa mozˇnost’, zˇe by na niektorom zo zadany´ch zariaden´ı mohli
byt’ nastavene´ ine´ hodnoty ako na ostatny´ch.
Autentifikacˇne´ parametre sa z´ıskaju´ zo vstupnej konfigura´cie funkciou getAuthenticati-
onData. Pri ich spracovan´ı sa over´ı, cˇi je nastaveny´ spra´vny mo´d (text alebl md5) a ak nie,
uzˇ´ıvatel’ovi sa ozna´mi chyba a program skoncˇ´ı. V d’alˇsom kroku sa z´ıska zo vstupny´ch da´t
kl’u´cˇ, ktory´ je spolocˇne s mo´dom pripraveny´ na d’alˇsie spracovanie.
Siete
Podobne ako pre RIP (7.3.1), aj pre OSPF je mozˇne´ povolit’ OSPF pre roˆzne siete viacer-
ny´mi spoˆsobmi:
∙ vsˇetky existuju´ce siete v pouzˇitej topolo´gii,
∙ vsˇetky siete uvedene´ v zozname v konfiguracˇnom su´bore,
∙ siete uvedene´ pre jednotlive´ zariadenia,
∙ povolit’ OSPF na jednotlivy´ch rozhraniach.
Pri konfigurovan´ı OSPF pre vsˇetky existuju´ce siete sa zo zariaden´ı z´ıska konfigura´cia
rozhran´ı a z nej IP adresy, ktore´ sa pripravia do spra´vneho forma´tu pre OSPF (IP adresa
siete a
”
wildcard“). Pokial’ su´ siete zadane´ v konfiguracˇnom su´bore, pouzˇiju´ sa hodnoty
odtial’ pre vsˇetky zariadenia. Ak v konfiguracˇnom su´bore politiky neexistuje parameter
”
networks“, zoznam pozˇadovany´ch siet´ı sa hl’ada´ pre jednotlive´ zariadenia. V pr´ıpade, zˇe
ani jedna mozˇnost’ z vysˇsˇie uvedeny´ch nie je nakonfigurovana´, program pozˇiada uzˇ´ıvatel’a,
aby upravil nastavenia, a skoncˇ´ı.
Konfigura´cia na zariadeniach
Nacˇ´ıtane´ a spracovane´ vstupne´ parametre sa pouzˇiju´ pri vytva´rani RPC spra´vy protokolu
NETCONF, ktorou sa nastavia dane´ hodnoty na zariadeniach. Pri vytva´ran´ı tejto spra´vy
sa zohl’adnˇuje, ako boli nastavene´ siete (cˇi globa´lne pre zariadenia alebo cˇi pre jednotlive´
rozhrania na nich) a cˇi je nakonfigurovana´ autentifika´cia. Na´sledne sa tieto spra´vy posˇlu´
pomocou programu ncclient na zariadenia.
Pr´ıklad takejto spra´vy pre nastavenie siet´ı v procese OSPF je uvedeny´ tu:
<config>
<cli-config-data>
<cmd>router ospf 1</cmd>
<cmd>network 172.16.0.0 0.0.0.255 area 0</cmd>
<cmd>network 172.16.1.0 0.0.0.255 area 0</cmd>
</cli-config-data>
</config>
Verifika´cia
Na overenie konfigura´cie protokolu OSPF existuje mnozˇstvo roˆznych pr´ıkazov [25]. Na ove-
renie za´kladnej funkcionality je podl’a [21] mozˇne´ pouzˇit’ nasleduju´ce:
∙ show ip protocol – zobraz´ı smerovac´ı protokol a siete nastavene´ pre tento protokol,
36
∙ show ip ospf neighbor – zobraz´ı nadviazane´ susedske´ vzt’ahy,
∙ show ip ospf interface – zobraz´ı konfigura´ciu OSPF na rozhraniach,
∙ show ip route – zobraz´ı cesty v smerovacej tabul’ke zariadenia.
Pomocou protokolu NETCONF a programu ncclient sa tieto pr´ıkazy spustia na zaria-
deniach a uzˇ´ıvatel’ovi sa zobraz´ı ich vy´stup, podl’a ktore´ho moˆzˇe overit’, cˇi boli nastavene´
spra´vne hodnoty. Vstup pre ncclient vyzera´ takto:
<oper-data-format-text-block>
<exec>show ip protocol</exec>
<exec>show ip ospf neighbor</exec>,
<exec>show ip ospf interface</exec>
<exec>show ip route</exec>
</oper-data-format-text-block>
Element oper-data-format-text-block urcˇuje, zˇe sa budu´ pozˇadovat’ preva´dzkove´ da´ta
[2].
7.4 Scena´r 3: VPN
Podl’a [22] a [18], konfigura´cia VPN1 pripojenia je relat´ıvne komplexny´ proces pozosta´vaju´ci
z viacery´ch krokov. Automaticke´ vygenerovanie pr´ıkazov na za´klade vstupny´ch da´t moˆzˇe
tento proces zjednodusˇit’.
Vytva´ranie zabezpecˇene´ho IPSec VPN tunelu pozosta´va z dvoch fa´z: ISAKMP a IPSec
(IP Security protocol [9]) [18]. Pocˇas prvej z nich protokol ISAKMP (Internet Security
Association and Key Management Protocol [13]), niekedy nazy´vany´ aj IKE (Internet Key
Exchange) vytvor´ı zabezpecˇeny´ tunel, ktory´m sa vyjedna´, ako sa medzi smerovacˇmi vytvor´ı
bezpecˇnostna´ asocia´cia (security association) pre IPSec. Na nakonfigurovanie tejto cˇasti je
nutne´ nastavit’ nasleduju´ce [18]:
∙ politiku pre ISAKMP,
∙ autentifika´ciu vocˇi druhe´mu smerovacˇu pre ISAKMP.
Pocˇas druhej fa´zy sa vytvor´ı samotny´ IPSec tunel, ktory´ sˇifruje da´ta. Konfigura´cia tohoto
tunelu pozosta´va z ty´chto cˇast´ı [18]:
∙ vytvorenie rozsˇ´ırene´ho ACL (Access Control List – zoznam s podmienkami, podl’a
ktory´ch sa riadi pr´ıstup [26]),
∙ vytvorenie transform setu2,
∙ vytvorenie krypto-mapy (crypto map),
∙ aplikovanie krypto-mapy na verejne´ rozhranie.
1Virtual Private Network – zabezpecˇene´ pripojenie medzi dvomi siet’ami [22]
2Transfom set je kombina´cia samostatny´ch IPSec transforma´cii, ktora´ rozhoduje o sˇpecificky´ch bezpecˇ-
nostny´ch politika´ch pre prenos da´t [12].
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7.4.1 Topolo´gia
Na reprezentovanie siete, v ktorej by bolo mozˇne´ vyuzˇit’ VPN pripojenie, je mozˇne´ pouzˇit’
dva smerovacˇe, medzi ktory´mi bude vytvoreny´ tunel a za ktory´mi sa nacha´dzaju´ siete, ktore´
maju´ medzi sebou komunikovat’ zabezpecˇene. Ta´to topolo´gia je zobrazena´ na obra´zku 7.5.
Pre tento konfiguracˇny´ pr´ıpad sa neuvazˇuje, zˇe medzi smerovacˇmi je nastavene´ prekladanie
siet’ovy´ch adries (NAT) z priva´tnych siet´ı. Pokial’ by vsˇak nastavene´ bolo, podl’a [18] by
ho bolo nutne´ zaka´zat’ pre adresy zo siete, ktora´ ma komunikovat’ cez zabezpecˇeny´ tunel.
A B
10.10.10.0 20.20.20.0
Obra´zek 7.5: Pr´ıklad siet’ovej topolo´gie pre VPN tunel
7.4.2 Konfigura´cia podla politiky
Su´bor obsahuju´ci vstupnu´ konfigura´ciu pre nastavenie bezpecˇne´ho pripojenia vyzera´ takto:
{
"name": "vpn",
"devices": {
"A": {
"interface": "GigabitEthernet0/1",
"network": "10.10.10.0/24"
},
"B": {
"interface": "GigabitEthernet0/1",
"network": "20.20.20.0/24"
}
},
"tunnel-mode": "IPSec",
"IPSec": {
"policy": {
"priority": "2",
"encryption": "3des",
"hash": "md5",
"authentication": {
"mode": "pre-share",
"key": "mykey"
},
"diffieHellmanGroup": "2",
"lifetime": "84600"
},
"accessListName": "TUNN",
"transportSetName": "VPNTS",
"cryptoMapName": "VPNCMAP",
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"cryptoMapSeq" : "4"
}
}
Okrem parametrov
”
accessListName“,
”
transportSetName“ a
”
cryptoMapName“ su´ vsˇetky
parametre povinne´ a ich absencia v konfigura´cii alebo nespra´vne nastavenie neumozˇn´ı po-
kracˇovat’ d’alej.
Prvy´m z nich je na´zov politiky. Po jej spracovan´ı sa zavola´ funkcia vpn, v ktorej sa
spracuju´ ostatne´ parametre. Vsˇetky su´ v ra´mci nej ulozˇene´ a pouzˇiju´ sa d’alej pri generovan´ı
spra´v pre NETCONF.
Zariadenia
Konfigura´cia tejto cˇasti obsahuje informa´cie o zariadeniach, medzi ktory´mi sa ma´ vytvorit’
zabezpecˇeny´ tunel. Dˇalej obsahuje na´zvy vonkajˇs´ıch rozhran´ı na zariadeniach, ktore´ budu´
vytvoreny´m tunelom prepojene´. Ich IP adresy, ktore´ su´ doˆlezˇite´ v d’alˇsej cˇasti generovania
konfigura´cie VPN tunelu, sa z´ıskaju´ z aktua´lnych konfigura´ci´ı zariaden´ı.
Okrem na´zvov zariaden´ı a rozhran´ı su´ v tejto cˇasti konfigura´cie uvedene´ IP adresy siet´ı,
ktore´ maju´ spolu komunikovat’ cez zabezpecˇene´ pripojenie. Pred ty´m, nezˇ sa pouzˇiju´ v
d’alˇsej konfigura´cii, program over´ı, cˇi su´ validne´.
Mo´d tunelu
Zabezpecˇeny´ tunel moˆzˇe byt’ nakonfigurovany´ ako GRE tunel alebo ako IPSec tunel [22].
Od toho sa odv´ıja d’alˇsia cˇast’ konfigura´cie. V tejto implementa´cii je podporovany´ len mo´d
IPSec, ale kvoˆli jednoduchsˇej pr´ıp. rozsˇ´ıritel’nosti bol tento paramter zaradeny´ do vstupnej
konfigura´cie politiky.
Program nacˇ´ıta z konfigura´cie hodnotu tohoto parametru a over´ı, cˇi je nastavena´ spra´vne.
Pokial’ nie, ozna´mi uzˇ´ıvatel’ovi, zˇe konfigura´cia v tomto mieste je chybna´, a skoncˇ´ı.
IPSec: Politika
Ta´to cˇast’ konfigura´cie obsahuje informa´cie potrebne´ pre fa´zu 1, teda na vytvorenie bezpecˇ-
ne´ho spojenia na vyjednanie podmienok vytva´rania IPSec tunelu [18].
Prvy´m z nich je priorita, je to cˇ´ıslo z rozsahu 1 azˇ 10000, ktore´ uda´va prioritu danej
politiky, pricˇom 1 znamena´ najvysˇsˇiu prioritu. Ta´to hodnota je doˆlezˇita´, ak na zariaden´ı
existuje viac zabezpecˇeny´ch tunelov, vyberie sa prva´, ktora´ vyhovuje [18].
Dˇalˇs´ım je typ sˇifrovania. Tento parameter moˆzˇe nadobu´dat’ tri hodnoty: des, 3des alebo
aes [22]. Program nacˇ´ıta hodnotu tohoto parametru a over´ı, cˇi je to jedna z troch uvedeny´ch
vysˇsˇie. Pokial’ je zadana´ ina´ hodnota, ozna´mi chybu a skoncˇ´ı.
Podobne sa program spra´va aj pre parameter
”
hash“, pre ktory´ v tejto implementa´cii
ocˇaka´va hodnoty
”
sha“ alebo
”
md5“.
V cˇasti
”
autentication“ je ulozˇene´ nastavenie mo´du autentifika´cie, ktory´ sa pouzˇije. V
su´cˇasnosti implementa´cia podporuje len hodnotu
”
pre-share“, teda zdiel’any´ kl’u´cˇ. Hodnota
kl’u´cˇa sa tiezˇ nastav´ı v tejto cˇasti. Hoci nejde o parameter nutny´ pre nastavenie ISAKMP
politiky, v tomto mieste sa nastavuje z doˆvodu lepsˇej prehl’adnosti.
Parameter
”
diffieHellmanGroup“ nastavuje hodnotu Diffie-Hellman grupy potrebnej pre
sˇifrovacie algoritmy [10].
Posledny´m parametrom v tejto cˇasti je
”
lifetime“, teda doba platnosti politiky v sekun-
da´ch [22]
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Ostatne´ parametre
Z tejto skupiny parametrov je povinny´ len
”
cryptoMapSeq“, cˇo je sekvencˇne´ cˇ´ıslo krypto-
mapy, ktore´ sa pouzˇije pri jej vytva´ran´ı.
Parametre
”
accessListName“,
”
transportSetName“ a
”
cryptoMapName“ su´ nepovinne´ a
ich u´cˇel je umozˇnit’ pomenovat’ ACL, transport set, resp. krypto-mapu. Pokial’ sa nepouzˇiju´,
alebo v nich nebudu´ nastavene´ zˇiadne hodnoty, pouzˇiju´ sa prednastavene´, postupne
Konfigura´cia na zariadeniach
Pre kazˇdy´ bod konfigura´cie z fa´zy 1 alebo z fa´zy 2, ktore´ su´ pop´ısane´ na zacˇiatku tejto
podkapitoly (7.4), je potrebne´ vygenerovat’ samostatnu´ RPC spra´vu, ktorou sa nastav´ı po-
zˇadovana´ konfigura´cia na zariaden´ı pomocou na´stroja ncclient. Ty´mto na´strojom sa potom
nastav´ı nova´ konfigura´cia najprv pre fa´zu 1, a potom pre fa´zu 2. Pr´ıklady ty´chto spra´v su´
uvedene´ v pr´ılohe C.
7.4.3 Verifika´cia
Podl’a [22] existuje mnozˇina pr´ıkazov, ktore´ sa pouzˇ´ıvaju´ na verifika´ciu konfigura´cie VPN
tunelu. V tomto pr´ıpade zobraz´ı konfiguracˇny´ program vy´stupy z ty´chto pr´ıkazov dvakra´t.
Prvy´kra´t pomocou programu ncclient pozˇiada zariadenia o zobrazenie konfigura´cie po
fa´ze 1. V tomto pr´ıpade poˆjde o vy´stup pr´ıkazu show crypto isakmp policy, ktory´m zob-
raz´ı nastavenia politiky pre ISAMKP. Cˇast’ RPC spra´vy pre NETCONF s ty´mto pr´ıkazom
bude vyzerat’ nasledovne:
<oper-data-format-text-block>
<exec>show crypto isakmp policy</exec>
</oper-data-format-text-block>
Druhy´ raz sa nastavena´ konfigura´cia zobraz´ı po ukoncˇen´ı fa´zy 2. V tomto bode sa over´ı
nastavenie ACL, krypto-mapy a transtport setu spolu s nastaven´ım tunelu. Na tento u´cˇel
sa pouzˇiju´ nasleduju´ce pr´ıkazy:
∙ show access-list <name>
∙ show crypto map
∙ show crypto ipsec transform-set
Rovnako ako predcha´dzaju´ci pr´ıkaz, aj tieto sa posˇlu´ na zariadenia pomocou programu
ncclient a odpoved’ od zariadenia sa zobraz´ı ako vy´stup programu.
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Kapitola 8
Mozˇne´ rozsˇ´ırenia
Konfiguracˇny´ program, ktory´ je predmetom tejto pra´ce, pokry´va len urcˇite´ aspekty konfigu-
ra´cie siet’ovy´ch zariaden´ı. Nastavenie pripojen´ı, smerovania, pr´ıstupu a d’alˇs´ıch siet’ovy´ch
sluzˇieb je komplexna´ problematika.
Z hl’adiska va¨cˇsˇieho uzˇ´ıvatel’ske´ho komfortu by bolo mozˇne´ v ra´mci rozsˇ´ıren´ı implemen-
tovat’ graficke´ uzˇ´ıvatel’ske´ rozhranie. Ta´to mozˇnost’ by v urcˇity´ch aspektoch zjednodusˇila
konfigura´ciu. Uzˇ´ıvatel’ by priamo videl, ake´ mozˇnosti ma´ k dispoz´ıcii. Za´rovenˇ by bolo mozˇne´
dynamicky kontrolovat’ ich kombina´ciu s ostatny´mi zvoleny´mi hodnotami, pr´ıp. zobrazovat’
len mozˇnosti, ktore´ nie su´ v konflikte s uzˇ vybrany´mi.
Spravovanie konfigura´cie a mozˇnost’ vra´tit’ zmeny naspa¨t’ by mohla byt’ uskutocˇniel’na´
zmena. Uzˇ v su´cˇasnej verzii poskytuje program ukladanie konfigura´ci´ı pred ich zmenou, ale
uzˇ´ıvatel’ ich v pr´ıpade potreby mus´ı nahrat’ manua´lne.
Dˇalˇs´ım mozˇny´m rozsˇ´ıren´ım by mohlo byt’ doplnenie vlastnost´ı smerovac´ıch protokolov.
Mohlo by ı´st’ o d’alˇsie parametre pre uzˇ existuju´ci RIP alebo OSPF, alebo o pridanie d’alˇs´ıch
smerovac´ıch protokolov, alebo o implementa´ciu redistribu´cie smerovac´ıch informa´ci´ı medzi
roˆznymi protokolmi.
Tunely a zabezpecˇene´ pripojenie poskytuju´ d’alˇsie mozˇnosti, ktore´ sa v su´cˇasnej imple-
menta´cii nenacha´dzaju´. Bolo by mozˇne´ doplnit’ generovanie konfigura´cie napr. pre GRE
tunel.
Taktiezˇ by bolo mozˇne´ doplnit’ u´plne nove´ moduly, cˇi uzˇ urcˇitu´ formu implementa´cie
pr´ıstupovy´ch zoznamov (ACL), dohoˆd o kvalite sluzˇieb (SLA – Service Level Agreement)
alebo multimedia´lne sluzˇby, ako napr. VoIP (Voice over IP, hlasove´ sluzˇby).
Prakticky´m rozsˇ´ıren´ım by mohlo byt’ takisto odtienenie rozdielnych forma´tov konfigu-
racˇny´ch pr´ıkazov pre roˆzne architektu´ry, cˇo by ul’ahcˇilo konfigura´ciu siet´ı so zariadeniami
od roˆznych vy´robcov.
Su´cˇasny´ dizajn programu pouzˇ´ıva triedy a moduly na manipulovanie so vstupnou kon-
figura´ciou spolocˇne´ pre vsˇetky politiky, no politiky samotne´ pouzˇ´ıvaju´ separa´tne moduly.
Z toho hl’adika by mohlo byt’ pridanie nove´ho modulu alebo doplnenie funkcionality k uzˇ
existuju´cej politiky realizovatel’ne´ bez vy´raznejˇs´ıch proble´mov.
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Kapitola 9
Za´ver
Predmetom tejto pra´ce bolo zozna´mit’ sa s prostriedkami na konfigura´ciu siet’ovy´ch zari-
aden´ı a s prostriedkami na popis siet’ovej konfigura´cie a polit´ık, vytvorit’ jazyk, ktory´ je
schopny´ tieto politiky pop´ısat’, vytvorit’ model siete, nad ktory´m sa tieto politiky aplikuju´
a implementovat’ generovanie a nastavenie konfigura´cie na zariadeniach.
Vy´sledkom pra´ce je konfiguracˇny´ program, ktory´ umozˇnˇuje aplikovat’ urcˇite´ politiky na
siet’ a tento text, ktory´ popisuje program a su´visiace prostriedky.
Kapitola 2 sa venuje popisu existuju´cich prostriedkov na popis polit´ık a prostriedkov na
ich aplika´ciu. Kapitola 3 potom prezentuje spoˆsob pop´ısania polit´ık pre u´cˇely tejto pra´ce.
Siet’ovy´ model navrhnuty´ v kapitole 5 je graf, a hoci sa v su´cˇasnej implementa´cii vyuzˇ´ıva
minima´lne, pre pr´ıpadne d’alˇsie rozsˇ´ırenia je kl’u´cˇovy´m prvkom. V kapitole 4 je spomenuty´
na´stroj ConfigAssure, ktory´ overuje politiky a nastavenia konfigura´cie forma´lne. V tejto
pra´ci boli na verifika´ciu polit´ık pouzˇite´ dva pr´ıstupy: kontrola da´t pred ich aplika´ciou na
zariadenie a zobrazenie kontrolny´ch informa´ci´ı zo zariaden´ı po aplika´ci´ı polit´ık.
Druha´ cˇast’ pra´ce sa venuje pr´ıkladom generovania siet’ovej konfigura´cie a jej nastaveniu
na zariadeniach. Boli vybrate´ pr´ıklady, na ktory´ch je mozˇne´ demonsˇtrovat’ zjednodusˇenie,
ktore´ poskytne automaticke´ generovanie konfigura´cie. Cˇi uzˇ ide o nespra´vne zadane´ siet’ove´
masky alebo rozdielne heslo pre autentifika´ciu alebo typograficku´ chybu pri nastavovan´ı
VPN tunelu.
V za´vere pra´ce su´ pop´ısane´ rozlicˇne´ mozˇne´ rozsˇ´ırenia, ktory´ch je vzhl’adom na povahu
siet’ovej konfigura´cie vel’ke´ mnozˇstvo.
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Prˇ´ıloha A
Sˇablo´ny
A.1 Konfigura´cia spojenia: pr´ıpad A
{
"name": "connectTwoKnownPortsKnownNetwork",
"devices": {
"R1" : {
"interface":"GigabitEthernet0/1",
"ipaddr":"10.0.11.2/24"
},
"R2" : {
"interface":"GigabitEthernet0/1",
"ipaddr":"10.0.11.3/24"
}
}
}
A.2 Konfigura´cia spojenia: pr´ıpad B
{
"name": "connectTwoKnownNetwork",
"devices": {
"R1" : {
"interface":"GigabitEthernet0/1",
"network":"10.0.11.0/24"
},
"R2" : {
"interface":"GigabitEthernet0/1",
"network":"10.0.11.0/24"
}
}
}
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A.3 Konfigura´cia spojenia: pr´ıpad C
{
"name": "connectTwo",
"devices" : {
"R1" : {
"network":"10.0.11.0/24"
},
"R2" : {
"network":"10.0.11.0/24"
}
}
}
A.4 Routing RIP: pr´ıpad A
{
"name": "rip",
"devices": [
"A",
"B",
"C"
],
"networks": "all",
"version": "1"
}
A.5 Routing RIP: pr´ıpad B
{
"name": "rip",
"devices": [
"A",
"B",
"C"
],
"networks": [
"10.0.0.0",
"11.0.0.8/12",
"12.0.8.0/24"
],
"version": "1"
}
A.6 Routing RIP: pr´ıpad C
{
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"name": "rip",
"devices": {
"A": [
"11.0.0.0",
"12.0.0.0"
],
"B": [
"12.0.0.0",
"13.0.0.0"
],
"C": [
"11.0.0.0",
"13.0.0.0"
]
},
"version": "2",
"auto-summary": "off"
}
A.7 Routing RIP: pr´ıpad D
{
"name": "rip",
"devices": [
"A",
"B",
"C"
],
"networks": "all",
"version": "2",
"autoSummary": "off",
"key": [
{
"keychainname": "routingchain"
},
{
"key": "2"
},
{
"keystring": "router"
},
{
"mode": "text"
}
]
}
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A.8 Routing OSPF: Vsˇetky siete
{
"name": "ospf",
"processId" : "1",
"area" : "0",
"devices": [
"A",
"B",
"C",
"D"
],
"networks":"all",
"authentication": [
{"mode": "text"},
{"key": "nieco"}
]
}
A.9 Routing OSPF: Sˇpecifikovane´ siete
{
"name": "ospf",
"processId" : "1",
"area" : "0",
"devices": [
"A",
"B",
"C",
"D"
],
"networks": [
"10.0.0.0/24",
"11.0.0.8/12",
"12.0.8.0/24"
]
}
A.10 Routing OSPF: Siete sˇpecifikovane´ pre zariadenia
{
"name": "ospf",
"processId" : "1",
"area" : "0",
"devices": {
"A": [
"12.0.0.0/24",
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"13.0.0.0/24"
],
"B": [
"12.0.0.0/24",
"11.0.0.0/12"
],
"C": [
"11.0.0.0/12",
"13.0.0.0/24"
],
"D": [
"11.0.0.0/12"
]
},
"authentication": [
{"mode": "text"},
{"key": "nieco"}
]
}
A.11 Routing OSPF: OSPF povolene´ na rozhraniach
{
"name": "ospf",
"processId" : "1",
"area" : "0",
"devices": {
"A": {
"interfaces" : [
"GigabitEthernet0/2",
"GigabitEthernet0/3"
]
},
"B": {
"interfaces" : [
"GigabitEthernet0/2",
"GigabitEthernet0/3"
]
},
"C": {
"interfaces" : [
"GigabitEthernet0/2",
"GigabitEthernet0/3"
]
},
"D": {
"interfaces" : [
"GigabitEthernet0/2",
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"GigabitEthernet0/3"
]
}
},
"authentication": [
{"mode": "text"},
{"key": "nieco"}
]
}
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Prˇ´ıloha B
Topolo´gia
B.1 OSPF
{
"devices": [{
"hostname": "A",
"ipaddr": "172.16.0.50"
}, {
"hostname": "B",
"ipaddr": "172.16.0.51"
}, {
"hostname": "C",
"ipaddr": "172.16.0.52"
}, {
"hostname": "D",
"ipaddr": "172.16.0.53"
}],
"connections": [
[
["A", "GigabitEthernet0/2"],
["B", "GigabitEthernet0/3"]
],
[
["B", "GigabitEthernet0/2"],
["C", "GigabitEthernet0/3"]
],
[
["D", "GigabitEthernet0/3"],
["C", "GigabitEthernet0/2"]
],
[
["A", "GigabitEthernet0/3"],
["D", "GigabitEthernet0/2"]
]
]
}
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Prˇ´ıloha C
Konfiguracˇne´ spra´vy pre VPN
C.1 Fa´za 1: ISAKMP
<cmd>crypto isakmp policy 2</cmd>
<cmd>encryption 3des</cmd>
<cmd>hash md5</cmd>
<cmd>authentication pre-share</cmd>
<cmd>group 2</cmd>
<cmd>lifetime 86400</cmd>
C.2 Fa´za 2: IPSec
C.2.1 ACL
<cmd>ip access-list extended TUNN</cmd>
<cmd>permit ip 10.10.10.0 0.0.0.255 20.20.20.0 0.0.0.255</cmd>
C.2.2 Transport Set
<cmd>crypto ipsec transform-set VPNTS esp-3des esp-md5-hmac</cmd>
C.2.3 Crypto Map
<cmd>crypto map VPNCM 4 ipsec-isakmp</cmd>
<cmd>set peer 2.2.2.3</cmd>
<cmd>set transform-set VPNTS</cmd>
<cmd>match address TUNN</cmd>
C.2.4 Aplika´cia crypto mapy na rozhranie
<cmd>interface GigabitEthernet0/1</cmd>
<cmd>crypto map VPNCM</cmd>
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Prˇ´ıloha D
Readme.txt
README
-----------------------------------------------------------------
Prosím, prečítajte si tieto inštrukcie pre spustením programu
-----------------------------------------------------------------
Pred spustením:
prosím, nainštalujte:
- netaddr
- ipaddress vo verzii pre python2
- ncclient 0.4.7
Kód je kompatibilný s Python 2.7
Na sieťových zariadeniach je nutné mať povolený prístup cez SSHv2 a nastavený
NETCONF cez SSH ((config)#netconf ssh).
Prístupové údaje k zariadeniu sa umiestňujú do súboru access.json buď pre
všetky zariadenia, alebo pre každé zariadenie zvlášť.
Program sa spúšťa z priečinku, v ktorom sa nachádza, nasledovne:
./configure_connection.py -t <topology file> -p <policy file>
Topology file je súbor obsahujúci popis topológie, policy file obsahuje popis
politiky, ktorá sa má konfigurovať. Príklady týchto súborov sú umiestnené
v priečinkoch Topologies a Policies.
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