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Abstract
There is a high demand for fully automated methods for the analysis of particle size distributions of agglomerated, sintered or
occluded primary particles. Therefore, a novel, deep learning-based, method for the pixel-perfect detection and sizing of agglom-
erated, aggregated or occluded primary particles was proposed and tested.
As a specialty, the training of the utilized convolutional neural networks was carried out using only synthetic images, to avoid
the laborious task of manual annotation and to increase the quality of the ground truth. Despite the training on synthetic images,
the proposed method performs excellent on real world samples of sintered silica nanoparticles with various sintering degrees and
varying image conditions.
In a direct comparison, the proposed method clearly outperforms two state-of-the-art methods for automated image-based
particle size analysis (Hough transformation and the ImageJ ParticleSizer plug-in), with respect to precision and speed, thereby
advancing into regions of human-like performance and reliability.
Keywords: imaging particle size analysis, agglomerate, convolutional neural network (CNN), Mask R-CNN, Hough
transformation, ImageJ ParticleSizer
1. Introduction
Powders play an important role in chemical industry. In
Europe, approximately 60 % of the products of this branch of
industry are powders themselves and another 20 % of the prod-
ucts require powders during their production [1]. Accordingly,
particle measurement technologies, e.g. for the determination
of particle size distributions (PSDs), are of vital importance for
the chemical industry.
The distinction of objects on images and the image back-
ground, a process referred to as image segmentation, is an im-
portant requirement for imaging particle analysis techniques.
The simplest way to do so is to create a binary image, where
black pixels represent the image background, while white pix-
els represent the sought-after objects.
Subsequently, the sizes of the objects can be attained by de-
termining the numbers of pixels of connected white regions. It
is plain to see that overlapping or occluded objects, for instance
caused by agglomeration, are a major source of error for this
approach, because they impede the detection of the individual
objects.
This is a severe problem, because the detection of overlap-
ping and occluded objects plays an important role in many ap-
plications, such as the determination of the primary PSD of
agglomerated particles on microscopic images [2] as well as
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bubbles in multi-phase reactors [3] or the detection and charac-
terization of fibers [4].
Often, the solutions for such problems are either highly cus-
tomized and thus difficult to reuse and adapt or extremely labo-
rious (e.g. manual analysis) and therefore expensive.
While humans are very good at recognizing overlapping ob-
jects as individual objects, this task is usually much harder for
algorithms, because they lack the flexibility to adapt to the spe-
cific image conditions. Therefore, we propose the utilization of
artificial neural networks (ANNs) and more specifically a con-
volutional neural network (CNN), we named DeepParticleNet
(DPN), which can autonomously learn to detect individual ob-
jects based on a large number (usually a few dozens or hun-
dreds) of already annotated images via supervised learning. In
case of a necessary adaption to new imaging conditions it suf-
fices to adjust the training data and to retrain the DPN.
The fact that the DPN heavily depends on training data is
one of its major advantages, because it minimizes the amount
of a priori knowledge which is necessary to achieve a reliable
object detection. However, at the same time, it is also its largest
disadvantage because already evaluated training data is often
not available and has to be created manually, which is a very
laborious task. Therefore, we propose the synthesis of the im-
ages and ground truths needed for the training. Prior to the
image synthesis, the characteristics of real images are analyzed
and used to yield lifelike synthetic images with known ground
truths, thereby making a manual annotation of images obsolete.
A certain degree of realism of the synthesized images is very
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important to guarantee a realistic training of the DPN. Other-
wise, the application to real images might yield insufficient re-
sults.
The combination of a self-learning method and a custom-
ized synthesis of its training data allow a high degree of spe-
cialization, while still maintaining high levels of adaptability
and robustness.
2. Automated Image-Based Particle Sizing Methods
In the context of this work, it is sensible to categorize es-
tablished and innovative methods for the determination of the
PSDs of agglomerated and occluded particles into three groups:
conventional, ANN-based and CNN-based methods.
Conventional Methods. Conventional methods utilize classic
image processing techniques for the identification of the in-
dividual primary particles. Among the most popular of these
methods are the watershed transformation (WST) [5–7], ulti-
mate erosion (UE) [8, 9] and the Hough transformation (HT)
[10–13]. WST- and UE-based methods are usually fast and
feature a small memory footprint. However, they often tend
to over-segment images, due to their noise susceptibility. In
contrast, HT-based methods are considerably slower and con-
sume much more memory but in return are more robust towards
noise and other image distortions. One major disadvantage that
the conventional methods share is the fact that they usually fea-
ture one or more parameters, which need to be set by the user
according to the imaging conditions, to achieve a high preci-
sion. Therefore, a change in the imaging conditions, e.g. due to
an operator change, may result in faulty analysis results and the
necessity to retune the parameters.
ANN-based Methods. In contrast to conventional methods, ANN-
based methods [14–16] can help to avoid image specific param-
eters and are therefore usually fully automatic and more robust
to changes of the imaging conditions. However, they often use
shape descriptors as inputs, which have to be identified and im-
plemented during the design of the ANNs. Apart from the in-
creased design-effort, the use of shape descriptors also leads to
a severe loss of information. While, on the one hand, this re-
duction is necessary to make the use of ANNs feasible in the
first place, it can also severely impede the detection accuracy.
CNN-based Methods. The main advantage of CNNs for image-
based particle analysis is the fact that, unlike ANNs, they can
not only be trained on feature interpretation but also feature
extraction. CNNs-based methods are therefore often referred
to as end-to-end methods, because they take the raw data, i.e.
images, as input and output the sought-after measurands [17].
Current CNN-based particle analysis methods focus either on
the shape-discrimination of particles, e.g. agglomerate/non-
agglomerate [18] or on the identification and subsequent PSD
measurement of single particles [19]. In contrast, within this
publication, a method for the CNN-based PSD measurement of
agglomerated and even partially sintered primary particles will
be presented.
3. Theory of Artificial and Convolutional Neural Networks
The proposed method is based on CNNs, which are a spe-
cial form of ANNs. Therefore, the fundamental principles of
ANNs and CNNs shall be explained briefly within the follow-
ing sections. For a comprehensive introduction to ANNs and
CNNs, please refer to Kriesel [20] and Goodfellow et al. [17],
respectively. Last but not least, a very sophisticated CNN ar-
chitecture, the Mask R-CNN, which was first introduced by He
et al. [21], will be elaborated upon, as it is the basis for the
proposed method.
3.1. Artificial Neural Networks
ANNs consist of multiple layers of neurons, where the neu-
rons of each layer are connected to the neurons of the following
layer by weighted connections. The output signal xl,k of a neu-
ron k in the layer l usually depends on the weighted sum of its
input signals ~xl−1, a bias term bl,k and an activation function fact
(condensed from [20]):
xl,k = fact(~wl,k · ~xl + bl,k), (1)
where ~wl,k is the weight vector, storing the weights of the con-
nections between the neurons of the layer l − 1 and the neuron
k. [20]
For conventional ANNs, the elements of the weight vector
are scalars and the transfer function is usually some kind of
nonlinear, e.g. sigmoid or rectified linear unit (ReLU), function.
[17]
3.1.1. Learning
During a supervised learning process of an ANN, the weights
of its connections are iteratively adjusted, so that its perfor-
mance improves for a given task, e.g. the estimation of a rea-
sonable price for a house (output), based on certain features of
the house (input). To measure the improvement of the ANN
during the training, it is necessary to quantify its output error
(also referred to as loss). This is only possible, if the correct
output (also called ground truth) for a given input is already
known. Subsequently, the error is propagated back through the
ANN, i.e. its weights are adjusted proportionally to their con-
tribution to the total output error. By repeating this process for
numerous samples, the error of the ANN can be decreased until
it reaches an asymptotic threshold and does no longer improve.
Generally speaking, the training of an ANN is an optimization
problem, which is usually solved via gradient descent methods.
[20]
If the ANN was trained on a large enough number of sam-
ples and the training conditions were chosen carefully, then af-
ter the training, the network is able to generalize, i.e. to make
predictions with a small error, for samples that were not in-
cluded in its training data. If, however, the ANN performs well
on its training data but fails on new, unknown data, the ANN
was overfit. [17]
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Figure 1: Examples of image convolutions with filters for the extraction of
vertical (top) and horizontal (bottom) edges.
3.2. Convolutional Neural Networks
CNNs introduce a new kind of layer, the eponymous con-
volutional layer, which uses a convolution as activation func-
tion and matrices (also referred to as filter kernels) as weights.
These properties make CNNs very effective for image process-
ing, because they can learn complicated image filtering sequences
to solve a given task by adjusting their filter kernels during the
training [17].
Image filtering, i.e. convolving an image with a filter to
extract a feature map (see Figure 1), is a standard procedure in
conventional image processing. However, usually the utilized
filters have to be optimized manually for a certain application
(e.g. edge detection). [22] This optimization can be automated
very effectively using CNNs. Another advantage of CNNs is
the fact that they learn multiple filters per layer and combine
very simple filters (e.g. for oriented edges) of lower layers to
filters of increasing complexity in higher layers, so that they
can extract very complicated features (e.g. letters or faces) [23].
Due to this strategy, CNNs usually apply a drastically increased
number of layers in comparison to conventional ANNs, which
inspired the term deep learning [24].
3.3. Mask R-CNN
The Mask R-CNN [21] architecture is a very sophisticated
example of a CNN, which consists of six components (see Fig-
ure 2).
Feature Extraction Network (Backbone). The feature extrac-
tion network, also referred to as backbone, of a Mask R-CNN is
a CNN, used to extract prominent features over the entirety of
an input image [21]. One advantage of the Mask R-CNN archi-
tecture is the fact that the backbone is easily interchangeable,
Region of Interest 
Alignment
Feature Extraction 
Network (Backbone)
Region Proposal 
Network
Bounding Box 
Regression
Instance 
Classification
Instance 
Segmentation
sphere
sphere
sphere
Figure 2: Mask R-CNN structure (inspired by [25])
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which substantially facilitates transfer learning1.
Region Proposal Network. The region proposal network (RPN)
is a CNN that proposes bounding boxes of regions of interest
(ROI), by evaluating the feature map, which was output by the
feature extraction network, preceding the RPN. Subsequently,
the extracted regions of the feature map are used for all tasks
involved in the instance segmentation, i.e. the segmentation,
classification and bounding box regression of each instance, af-
ter the extracted regions have been refined by ROI alignment.
The fact that a single feature map is used for all tasks of the in-
stance segmentation greatly improves the training and inference
speed of the Mask R-CNN architecture. [21]
Region of Interest Alignment. The resolution of the feature map
is usually significantly smaller than the one of the input image,
due to one or more downsampling steps in the backbone. Masks
generated based on the low resolution features can therefore be
misaligned with the objects on the input image. This issue was
fixed by the authors of the Mask R-CNN architecture by intro-
ducing ROI alignment, which means that before the extraction
of the ROI, the feature map is bilinearly interpolated to improve
the alignment of the utilized ROI of the feature map with the ac-
tual objects on the input image. [21]
Bounding Box Regression Block. The bounding boxes of the
proposed ROI usually do not fit the objects on the original im-
age perfectly. Therefore, a small ANN consisting of fully-
connected layers is used for the regression of the bounding
boxes, based on the previously extracted feature map, thereby
improving their accuracy. [21]
Instance Classification Block. In the instance classification block,
each instance is classified, again using a small ANN of fully-
connected layers with the respective ROI of the feature map as
input. [21]
Instance Segmentation Block. The segmentation of the instances
featured in the ROI is realized by performing a pixel-based bi-
nary classification, based on the previously extracted feature
map, with help of a small CNN. During the classification, each
pixel is assigned one of the classes object or background. [21]
4. Method
The workflow of the proposed method, where the Mask R-
CNN is applied to synthetic and real particle images, consists
of two phases: the training and the application phase.
1Transfer learning means that, at the beginning of the training, the weights
of an ANN are not initialized randomly but with weights that resulted from a
training on a different task (e.g. the classification of everyday objects). Like
that, knowledge gathered during the training on one task is transferred to an-
other task.
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Figure 3: Workflow of the DPN training phase
Training Phase. During the training phase (see Figure 3), real
images – e.g. scanning electron microscopy (SEM) or transmis-
sion electron microscopy (TEM) images – are surveyed for their
characteristic properties (e.g. imaging method, particle shape,
agglomerate size, noise and blur levels, contrast, etc.). Op-
tionally, these observations can be supplemented with a priori
knowledge about the sample at hand (e.g. approximate range
of the geometric mean diameter and geometric standard devia-
tion), to specialize the DPN during the training and yield better
analysis results in the application phase. The gathered informa-
tion is used to set the parameters of the image synthesis, after
which the synthetic images are used for the training of the DPN.
After the DPN has been trained on the synthetic images, it is
tested based on a small set of already evaluated real images,
to prove that it can be applied to new and therefore unknown
samples in the application phase.
Application Phase. During the application phase (see Figure 4),
the DPN outputs three kinds of information for each detected
primary particle: a bounding box, a mask and a class. These at-
tributes allow the determination of a huge variety of properties
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Figure 4: Workflow of the DPN application phase
of the particle ensemble, e.g. PSD, fractal structure, degree of
sintering, mixture composition and many more.
While the training of the DPN usually takes a longer time (in
the range of hours) and requires one or more graphics process-
ing units (GPUs), the application to images can be done on a
central processing unit (CPU) within seconds (see Section 5.3).
4.1. Training, Validation and Test Data
For the training of an ANN, usually three kinds of data sets
are needed: an actual training set, a validation set, to verify
that the ANN is not being overfit during the training and a test
set, to check the generalization abilities of the ANN on previ-
ously unseen data after the training. For the proposed method,
the training set as well as the validation set are synthetically
generated to avoid the laborious manual annotation of the large
number of images needed for the training and validation. How-
ever, for the test set, it is essential to use real images, to prove
that the ANN is able to make correct predictions for the data,
which the ANN is actually going to be used on. For the pub-
lication at hand, SEM images were used for the testing of the
(a) (b) (c) (d)
Figure 4: Synthetic image of an agglomerate (a) and associated ground truth,
i.e. convex occlusion masks of the primary particles (b-d).
proposed method. However, also images from TEM or other
imaging methods could be used.
Training and Validation Data – Image Synthesis. A key feature
of the proposed method is the fact that only synthetic images
are used for the training of the DPN, so that there is no need for
a laborious manual evaluation of real images, to get a ground
truth, which is essential for supervised learning.
Another advantage of the image synthesis is the perfect knowl-
edge about key features of the training data, such as the three-
dimensional agglomerate geometry. This knowledge can then
be used to improve the quality of the ground truth and thereby
the training of the DPN. In the studies at hand, the quality of
the ground truth was improved drastically by the incorporation
of occlusion (see Figure 4), a very important phenomenon for
nontransparent materials, which is often ignored during manual
evaluations.
To facilitate the large scale image synthesis, a toolbox – the
synthetic particle image creator (synthPIC)2 – was especially
implemented. With help of the synthPIC toolbox, a mixture
of synthetic SEM images, with varying degrees of sintering as
well as agglomerate and primary particle sizes was generated
(see Figure 5a), to mimic the diversity of the real SEM images
of the test set (see Figure 5b).
Test Data – Scanning Electron Microscopy. As test data, real
SEM images of agglomerated and partially sintered silica nanopar-
ticles were used (see Figure 5b). The images resulted from a
sintering study, performed by Babick et al. [26].
During the sintering study, particles of a certain size were
generated and subsequently sintered at different temperatures
in the range of 1000 to 1500 ◦C (see Supplementary Materials
Table SM.1). As a result, 10 samples which exhibit increasing
degrees of sintering were produced and subsequently analyzed
with SEM3. For the samples with sintering temperatures in the
range of 1000 to 1300 ◦C and 1350 to 1500 ◦C magnifications
of 100 k× and 50 k× were used respectively, due to the primary
particle size increasing with the sintering temperature. In total,
the test data consists of 10 data sets, with a total of 99 images,
featuring 6126 primary particles in 699 agglomerates (accord-
ing to a manual evaluation).
A very important feature of the test data is its high level of
heterogeneity with respect to the image conditions (e.g. bright-
2The synthPIC toolbox will be made available on the following website in
the near future: https://github.com/maxfrei750/synthPIC4Matlab
3JEOL JSM-7500F Field Emission Scanning Electron Microscope
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(a) (b)
Figure 5: Examples of synthetic images used for the training and validation (a) and real images from the 10 data sets used for the testing (b) of the DPN. For a
complete overview of the 10 test sets please refer to the Supplementary Materials (Figure SM.1).
ness, contrast, noise, blur and background texture), due to vary-
ing sample and instrument conditions as well as varying SEM
operators. Usually these factors severely impede the reliabil-
ity of imaging particle size analysis methods. Therefore, good
results on heterogeneous test data would indicate a high robust-
ness and flexibility of the proposed method.
Similarity of Training and Test Data. There are two levels of
similarity with respect to the training and the test data: On the
one hand, there is the visual likeness of the synthetic and real
images and on the other hand, there is the possible similarity
of the distributions of the target measurand, i.e. the primary
particle size of the depicted particles.
Concerning the two kinds of possible similarity of the uti-
lized training and test data, we face a dilemma. The synthesized
images must exhibit a certain life-likeness, so that the DPN can
pick up characteristic features of the training data, which also
apply to the test data. This includes, at least to a certain extent,
also the primary particle sizes. However, the training and test
data may not be too similar, so that the DPN learns to generalize
and does not suffer from a data bias.
To study the similarities of the training set and the 10 test
sets with regard to the measurand, the primary PSD P of the
training set was compared to the primary PSDs Qi of the test
sets (see Figure 6). As equivalent diameter, the maximum Feret
diameter4 max(dFeret) of the primary particle masks was used,
to account for the occlusions in case of the training set (see
respective paragraph).
The comparison yielded two important qualitative insights:
• The PSD of the training set covers the full range of all
individual test set PSDs and is therefore much broader.
4The Feret diameter dFeret of a non-circular object depends on the direction
of the measurement. Therefore, the maximum Feret diameter is the maximum
of all the Feret diameters of an object. It equals the largest possible euclidean
distance of two points on the outline of an object.
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Figure 6: Comparison of the distributions P and Qi of the maximum Feret
diameter max(dFeret) of the primary particles of the training set and the 10 test
sets, respectively. N is the number of primary particles.
• The similarity of the training set PSD and the individual
test set PSDs is rather low.
For a better, quantitative, comparability of the similarities
of the PSDs of the training and the test sets, it is helpful to in-
troduce a similarity or inversely a divergence measure. A com-
mon measure for the divergence of two probability distributions
P and Qi is the Kullback-Leibler divergence [27]:
DKL(P ‖ Qi) =
∑
x
P(x) log
(
P(x)
Qi(x)
)
, (2)
where, for the case at hand, P and Qi are the primary PSDs
of the training set and one of the test sets respectively.5 The
5For the calculation, bins where either P(d) = 0 or Qi(d) = 0 were excluded.
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Kullback-Leibler divergence yields values which range from 0
for identical to 1 for completely different probability distribu-
tions.
The comparisons of the PSDs of the training with the test
sets yield Kullback-Leibler divergences in the range from 0.432
to 0.870 (see Supplementary Materials Table SM.2), which in-
dicate low levels of similarity. It can therefore be concluded
that the risk of a data bias is low.
4.2. DeepParticleNet
The DPN is the CNN at the core of the proposed method,
which is trained on the detection of individual primary particles.
Its architecture was inspired by the Mask R-CNN architecture,
developed by He et al. [21] and based on an implementation
of Abdulla [28], realized with Keras [29] and TensorFlow [30],
controlled by Python [31].
4.2.1. Architecture
As backbone for the DPN, a ResNet architecture [32] was
chosen, because it offers several benefits for the task at hand:
Firstly, it allows the use of very deep networks, without facing
problems concerning vanishing gradients (see Section 3.1.1),
i.e. that the training stagnates, due to the involved gradients
becoming very small [32]. Secondly, the ResNet architecture
offers high accuracies at comparably low computational costs
[33]. Thirdly, there are multiple variants of the ResNet architec-
ture with increasing numbers of layers, which allows a choice
between higher accuracies and lower computational costs. Last
but not least, due to its popularity, there are numerous sets of
weights available for the various ResNet models, which result
from extensive trainings on large data sets of everyday objects
(e.g. ImageNet [34] and common objects in context (COCO)
[35]) and can therefore be used for transfer learning.
Choice of a ResNet Variant as Backbone. As mentioned before,
there are multiple variants of the ResNet architecture (see Fig-
ure 7). The top-1-accuracy6 of the models, when being trained
on the ImageNet data set, increases with an increasing num-
ber of layers. However, this also increases their computational
costs. For the proposed method, ResNet-50 and ResNet-101
were chosen as possible candidates for the backbone of the
DPN, due to their high accuracies at reasonable computational
costs.
For the final decision concerning the backbone of the DPN,
the losses Lvalidation (see Section 3.1.1) of the two candidate
models on the validation data set were compared (training con-
ditions: see Supplementary Materials Table SM.3; see also Sec-
tion 4.2.2). On the one hand for randomly initialized weights
and on the other hand for initializations with weights resulting
from previous trainings on the ImageNet and the COCO data
set (see Figure 8).
The comparison yielded three important insights:
6The top-1-accuracy is a common measure for classification tasks (such as
the ImageNet competition). It is calculated as the percentage of correctly clas-
sified images, under the condition that the method is only allowed to make a
single prediction per image.
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Figure 7: Top-1-accuracies of different ResNet variants, when being trained
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Figure 8: Comparison of the minimum validation losses Lvalidation of DPNs
on the validation data set, with ResNet-50 and -101 models, initialized with
different weights, as backbones (3 repetitions, error bars represent ±σ).
• Transfer learning is a very effective mean to yield lower
validation losses.
• Weights resulting from a previous training on the COCO
data set yield lower validation losses than weights result-
ing from a previous training on the ImageNet data set.
• DPNs with ResNet-50 backbones offer slightly lower min-
imum validation losses, compared to DPNs with ResNet-
101 backbones. However, the differences are negligible.
The last of the three insights is rather counterintuitive, con-
sidering the higher performance of the ResNet-101 backbone
on the ImageNet data set (see Figure 7). However, a possi-
ble explanation might be the fact that the additional layers of
the ResNet-101 backbone extract increasingly intricate image
features. While this might be beneficial for the classification
of very complex objects like animals, it might be superfluous
for the detection of rather simple objects like primary particles,
which mainly consist of basal features like straight and curved
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edges. Therefore, additional layers might rather increase the
noise than extract helpful image features.
Ultimately, the ResNet-50 model initialized with weights
resulting from a previous training on the COCO data set was
used as backbone for the DPN, due to it exhibiting the highest
performance at the lowest computational cost.
4.2.2. Training
From an application-oriented point of view, the training of
ANNs is the most intricate task for the application of deep
learning methods to new problems, because an architecture that
is in principle suitable for the solution of a given task, might
yield insufficient results, when being applied to new kinds of
data. Therefore, this section will present state-of-the-art con-
cepts and strategies for the training of ANNs, as a guide line,
to enable the reader to apply the proposed method to his or her
own data.
Early Stopping. Early stopping is a very simple, yet effective
regularization method, i.e. a mean to avoid overfitting [17].
During the training of ANNs, it is a very common phenomenon
that the validation loss reaches a minimum while the training
loss still decreases. Therefore, by stopping the training early,
i.e. as soon as the validation loss starts to increase again, we
can not only save on training time but also reach a higher level
of generalization and thus a better performance during the de-
ployment of the ANN. However, due to the noisy nature of the
validation loss, especially for the small batch sizes7 often used
in deep learning, it is sensible not to stop the training immedi-
ately when encountering a potentially merely local minimum of
the validation loss, but instead to wait for a predefined number
of epochs, to ensure that the validation loss really does not de-
crease any further. The number of epochs to be waited is called
early stopping patience. For the publication at hand, multiple
early stopping patiences were tested (see Supplementary Mate-
rials Figure SM.2 and Table SM.4) and an early stopping pa-
tience of 10 epochs was used, as a compromise between train-
ing time and minimum validation loss.
Optimization of the Learning Rate. The learning rate α is the
most important hyperparameter for the training of CNNs [36].
Often, the optimal value for the learning rate is determined by
rather brute force, using grid or random search. However, these
simple approaches are very time consuming. Therefore, for the
proposed method, a cyclical learning rate strategy was tested,
as described by Smith [36], using code of Kenstler [37]. This
means that during the training, the learning rate was not held
constant but varied cyclically within an optimal learning rate
range.
According to Smith [36], a simple test can be utilized to
find the optimal learning rate range. The learning rate is linearly
increased and the training loss of the trained CNN is monitored.
The optimal learning rate ranges from αmin, the point of the
7The batch size is the number of samples (in the case at hand images) that
is processed simultaneously by an ANN. It is therefore a very important hyper-
parameter to control the memory consumption.
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initial training loss maximum, to αmax, where the training loss
no longer decreases (see Figure 9).
To obtain a reproducible measure for αmax, the data from
the learning rate range test was fit with a function of the form
f (α) = max (mα + b, c) (3)
where data points with learning rates below αmin were excluded
from the fit. Subsequently, the crossover of the two line seg-
ments of f (α) at
αmax =
c − b
m
(4)
was used as upper boundary αmax of the optimal learning rate
range.
Using the learning rate range determined in this way and
the recommendation of Smith [36] concerning the optimal cy-
cle length (see Supplementary Materials Table SM.5), a training
utilizing a cyclical learning rate policy was carried out. The re-
sulting minimum validation loss was compared to that achieved
using a random learning rate search (see Supplementary Mate-
rials Table SM.3) and the default learning rate (0.001, according
to [28]), respectively (see Figure 10).
The comparison shows that the default learning rate does
not yield optimal results. Both the cyclical learning rate strat-
egy as well as the random learning rate search can improve the
minimum validation loss, with the latter performing slightly
better. However, the random learning rate search consumes a
substantially larger amount of training time and is very suscep-
tible to small changes concerning the randomly chosen learning
rate (see Supplementary Materials Figure SM.3). Therefore, the
cyclical learning rate strategy was utilized for the further exper-
iments.
Optimal Number of Training Images. The fact that the pro-
posed method utilizes synthetic images for the training of the
DPN allows us to be very generous with respect to the number
of utilized training images. However, if the training was to be
performed on real images, e.g. to further improve the perfor-
mance of the proposed method, the training data would have to
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error bars represent ±σ).
be annotated manually, which is a very laborious task. There-
fore, to give an orientation on how many training images are
actually necessary, the influence of the number of training im-
ages on the minimum validation loss of the DPN was examined
(see Figure 11; training conditions: see Supplementary Materi-
als Table SM.7).
The minimum validation loss decreases with an increase of
the training set size up to a number of 300 images. However,
beyond this point additional images do not further improve the
performance of the DPN, so that it reaches a validation loss
threshold.
Image Augmentation. A probate mean to decrease the neces-
sary number of training images is image augmentation, i.e. that
training images are being reused after they have been trans-
formed (e.g. rotated) or distorted (e.g. blurred). Like that,
the number of training images can effectively be increased and
the generalization capabilities of the model are enhanced, due
to the training being more versatile. [17]
For an evaluation of the potential benefits of image aug-
mentation for the given use case, the influence of the number
of training images on the minimum validation loss of the DPN
was reexamined, using a selection of up to two, from a list of
five, image augmentations (see Appendix Table A.3; training
conditions: see Supplementary Materials Table SM.8).
The results of the investigation (see Figure 11) clearly show
that image augmentation can reduce the required number of
training images. If image augmentation is used, the original
validation loss threshold of the DPN (at 300 training images)
is already reached at 150 training images and the new valida-
tion loss threshold is encountered already at 200 images and is
approximately 8 % lower. Therefore, image augmentation was
used for all further experiments.
Final Training. The final DPN, which was used to generate the
results presented in Section 5, was designed and trained based
on the insights of Section 4.2. However, the early stopping pa-
tience was increased to 20, to further improve the minimum
validation loss of the model. Additionally, three training runs
were carried out and the model featuring the absolute minimum
validation loss (Lvalidation = 0.955) was selected. Overall, the
minimum validation loss was reduced by approximately 46 %,
in comparison to the worst-case scenario8, by careful choice of
the backbone and the application of the training strategies pre-
sented within this section.
5. Results
To asses the eligibility of the proposed method for image-
based particle size measurements, the final DPN9 (training codi-
tions: see Appendix Table A.4) was tested on 10 different test
sets, consisting of real SEM images (see Section 4.1) and the
detection quality, the accuracy of the PSD measurement as well
as the analysis speed was surveyed. Additionally, the perfor-
mance of the proposed method was compared to those of two
prominent, already established methods – the MATLAB ver-
sion of the HT [38] and the ImageJ ParticleSizer (PS) plug-in
[39, 40] – in the aforementioned disciplines.
The non-default parameters of the HT and the ImageJ PS
that were used during the comparison are given in the Supple-
mentary Materials, Tables SM.10 and SM.11, respectively.
5.1. Detection
Figure 12 depicts a comparison of original images from the
10 test sets and the corresponding detections by the proposed
method, the HT and the ImageJ PS. Although a comparison
based on images can only be qualitative, there are already some
important insights to be gained.
8ResNet-101 backbone with randomly initialized weights, constant default
learning rate, 400 training samples and no image augmentation (see Figure 8).
9The source code of the specific version of the DPN toolbox, the final
model and the training, validation and test data sets, used for the training of
the DPN as well as the generation of the results presented in this section are
available via the following link:
https://github.com/maxfrei750/DeepParticleNet/releases/v1.0
Additionally, the training, validation and test data sets are part of the
BigParticle.Cloud (https://bigparticle.cloud).
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Human Perspective. Even as a human, it is difficult to decide
where individual primary particles begin and end, especially
for the samples 1 to 7, which feature a lot of sintering necks.
This is a very important insight to keep in mind for the later
comparison of the tested methods, when the manual evaluation
is used as a reference: For some samples, there is no such thing
as a definitive ground truth.
Proposed Method. The proposed method marks only the visi-
ble parts of primary particles and yields very plausible results
for all the samples. A few primary particles that feature a strong
blur or a very low contrast are omitted by the analysis. The
detected primary particles feature a medium to high amount of
circularity, which is plausible, considering the nature of the sin-
tering process.
Hough Transformation. The HT omits many primary particles
when being confronted with rather fractal agglomerates (see
samples 1 to 6). Due to the underlying measuring principle,
it only yields perfectly circular detections, which often feature
a high degree of overlap.
ParticleSizer. The most apparent difference of the detections of
the ImageJ PS to those of the other two tested methods is the
fact that particles touching the border of the image are ignored
during the analysis. Unfortunately, this feature cannot be dis-
abled in the options. Apart from that, the ImageJ PS plausibly
fills the area of the agglomerates with detections and exhibits
very few omittances and no overlap. However, the detections
are often quite bulky, non-circular and concave, which is im-
plausible, considering the nature of the sintering process.
Intermediate Result. All three methods offer a reliable detec-
tion of primary particles for the samples 8 to 10, which are
already highly sintered and therefore very circular. For sam-
ples 1 to 7, based on the first impression, the proposed method
seems to offer the most reliable, intuitive and physically plausi-
ble detection, followed by the ImageJ PS and the HT. Due to the
fact that these impressions can only be qualitative, the detection
quality will be quantified within the next section.
5.2. Primary Particle Size Distribution Measurement
Depending on the application, the capability of the three
tested methods to correctly reproduce the underlying primary
PSDs of the test samples is more important than the perfect de-
tection of every primary particle. Therefore, the primary PSDs,
as measured by each of the three methods were compared to
the manually determined primary PSD, for each of the 10 test
samples (see Supplementary Materials Figure SM.5).
As equivalent diameter, the maximum Feret diameter was
used as a compromise between the perfectly circular detections
of the manual analysis and the HT on the one hand and the
irregularly shaped detections of the proposed method and the
ImageJ PS on the other hand.
Proposed Method. The PSDs retrieved via the proposed method
agree very well with the manually determined PSDs for all the
samples except for sample 6. However, this sample is very
challenging for the HT and the ImageJ PS as well and of the
three tested methods, the proposed method still shows the high-
est agreement with the manual analysis results.
Hough Transformation. The HT is clearly biased towards a pri-
mary particle size of approximately 25 to 30 px, which results
in rather strong deviations from the manual analysis. Unfortu-
nately, the reasons for this behavior remain unclear.
ParticleSizer. The ImageJ PS shows a good agreement with the
manual analysis for the samples 8 to 10, i.e. samples which
mainly feature agglomerates with small numbers of rather cir-
cular primary particles. For the other samples, the PSDs re-
trieved via the ImageJ PS differ from the manually determined
PSDs, especially with respect to the geometric standard devia-
tion.
Intermediate Result. The proposed method clearly outperforms
the ImageJ PS and the HT. Particularly its consistently high re-
liability across nearly all the test samples is remarkable.
5.2.1. Solidity as a Measure for the Sintering Degree
It is necessary to quantify the sintering degree to study its
influence on the precision of the primary PSD measurements
via the three tested methods. Therefore, the solidity S was uti-
lized as an easily obtainable measure for the sintering degree.
It is defined as the ratio of the area A, i.e. the number of pixels,
of an object to the area of its convex hull Aconvex [41]:
S =
A
Aconvex
=
∑
∑ (5)
Figure 13 depicts the mean solidities of the agglomerates of
the 10 test sets versus the respective sintering temperatures. As
expected, the solidity increases with rising temperatures until
it cannot increase any further because all primary particles are
already sintered.
5.2.2. Accuracy versus Sintering Degree
To survey the impact of the sintering degree on the accu-
racy of the three tested methods, the geometric mean diameter
dg, the geometric standard deviationσg and the primary particle
number N were determined for the PSDs of the 10 test samples,
retrieved via the three tested methods. Subsequently, the per-
centage errors ∆dg,%, ∆σg,% and ∆N% of these three parameters
were determined according to the following equation:
∆X%,i =
Xi − Ti
Ti
· 100%, (6)
where i is the sample index, Ti is the desired value, as deter-
mined via manual analysis, and Xi is the actual value, retrieved
via one of the tested methods.
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Figure 13: Mean solidities S of the agglomerates of the samples of the test set
versus the respective sintering temperatures Tsinter. n is the number of dates, i.e.
the number of agglomerates in the respective sample, used for the calculation
of the mean value. Error bars represent ±σ.
Finally, the percentage errors ∆dg,%, ∆σg,% and ∆N% of
each of the three tested methods for each of the 10 test sam-
ples, were plotted versus the corresponding mean solidities S
(see Figure 14).
Geometric Mean Diameter. The geometric mean diameters de-
termined via the proposed method (see Figure 14a) exhibit only
small deviations from the manual analysis (−4 to 13 %), thereby
outperforming the HT (−33 to −2 %) and the ImageJ PS (−12
to 20 %) by a large margin. While the errors of the proposed
method and the ImageJ PS are symmetrical and mostly inde-
pendent from the mean solidity, the HT has a tendency to un-
derestimate the geometric mean diameter, especially for sam-
ples of high mean solidity.
Geometric Standard Deviation. The percentage errors of the
proposed method regarding the geometric standard deviation
(−10 to 5 %, see Figure 14b) are similar to those of the geo-
metric mean diameter and thereby again clearly outperform the
HT (1 to 25 %) and the ImageJ PS (−2 to 62 %). While the
proposed method again exhibits rather symmetrical errors, the
ImageJ PS and the HT both have a tendency to overestimate the
geometric standard deviation. Furthermore, the impact of the
mean solidity is small for the proposed method and the HT but
clearly noticeable for the ImageJ PS.
Primary Particle Number. Also with respect to the determina-
tion of the number of primary particles (see Figure 14c), the
proposed method exhibits smaller errors (−44 to 39 %) than the
HT (−49 to 46 %) and the ImageJ PS (−58 to 64 %). In general,
the errors of all three tested methods are significantly larger for
the determination of the primary particle number, than they are
for the determination of the geometric mean diameter and the
geometric standard deviation. Independent of the solidity, all
three tested methods have a tendency to underestimate the pri-
mary particle number, except for the HT, which overestimates
the primary particle number for samples of large solidity.
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Figure 14: Percentage errors of the geometric mean diameters ∆dg,% (a), the
geometric standard deviations ∆σg,% (b) and the numbers of primary particles
∆N% (c) retrieved via the proposed method, the HT and the ImageJ PS versus
the mean solidities S of the 10 test samples.
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Figure 15: Mean absolute percentage errors MAPE of the PSD parameters dg,
σg and N across the 10 test sets, as retrieved via the proposed method, the HT
and the ImageJ PS (error bars represent ±σ of the absolute percentage errors).
Intermediate Result. The survey of the impact of the solidity on
the PSD measurement capabilities of the three tested methods
demonstrates that the proposed method clearly outperforms the
ImageJ PS as well as the HT and is very robust towards the
sintering degree of the analyzed samples.
5.2.3. Overall Accuracy
To allow for a better comparison of the accuracies of the
three tested methods, it is useful to describe the error of each
method with help of a single characteristic number per sought-
after PSD parameter (geometric mean diameter, geometric stan-
dard deviation and primary particle number) that gives an intu-
ition of the performance of the tested methods across all 10 test
sets. A suitable characteristic number for the given use case is
the mean absolute percentage error (MAPE), which is defined
as [42]:
MAPE =
1
n
·
n∑
i=1
|∆X%,i|, (7)
where i is the sample index and n is the number of dates, i.e.
the number of test sets.
Advantageous properties of the MAPE are its easy inter-
pretability and the fact that negative and positive errors do not
mutually compensate.
Figure 15 depicts a comparison of the MAPEs of the geo-
metric mean diameter, the geometric standard deviation and the
primary particle number, across all 10 test samples for the three
tested methods. It can be clearly seen that the proposed method
is not only superior to the HT and the ImageJ PS for each of the
PSD parameters, but also that it is the only tested method that is
capable of a reliable determination of both the geometric mean
diameter and the geometric standard deviation.
5.3. Analysis Speed
The analysis speed of the tested methods is a very important
property, especially for the use in on-line measurement setups.
Therefore, the analysis speed was surveyed by a tenfold mea-
surement of the analysis times of each of the tested methods for
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Figure 16: Analysis speeds of the proposed method, the HT and the ImageJ PS,
on the one hand based on the number of analyzed images and on the other hand
based on the number of analyzed particles (10 repetitions for each of the 10 test
sets, error bars represent ±σ).
each of the 10 test sets. Subsequently, the analysis speeds of the
tested methods were calculated, on the one hand based on the
number of images and on the other hand based on the number
of primary particles in the respective test sets. Ultimately, the
mean and the standard deviation of all measurements of each
method were calculated and compared (see Figure 16). As a
specialty, the analysis speed of the proposed methods was mea-
sured twice, once when being run on the CPU and once when
being run on a single GPU.10
Both, the analysis speed measurement based on the num-
ber of images as well as the analysis speed measurement based
on the number of primary particles yield very similar results
(see Figure 16). The proposed method clearly outperforms the
other tested methods when being run on a GPU, the reason for
its dominance being its extremely high degree of parallelism.
When being run on a CPU, the proposed method is still slightly
faster than the ImageJ PS. However, on a CPU, both methods
are clearly outperformed by the HT.
6. Conclusion and Outlook
Within this work, a novel, deep learning-based, method for
the pixel-perfect detection and sizing of agglomerated, aggre-
gated or occluded primary particles was proposed and validated.
Therefore, the very powerful Mask R-CNN architecture was
carefully adapted to and trained on SEM images of nanopar-
ticles, using state-of-the-art training strategies, such as early
stopping, transfer learning, a cyclical learning rate schedule and
image augmentation.
As a specialty, the training was carried out using only syn-
thetic SEM images, which were produced by the specially im-
plemented synthPIC toolbox, to avoid the laborious task of man-
ual annotation and to increase the quality of the ground truth.
Despite the training on synthetic images, the proposed method
10For the specifications of the test system, please refer to Appendix Ta-
bles A.1 and A.2.
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performed excellent on real world samples, belonging to 10 test
sets, which resulted from a sintering study of silica nanoparti-
cles and exhibited various sintering degrees and image char-
acteristics, due to varying SEM operators as well as changing
sample and instrument conditions.
To evaluate the performance of the proposed method, it was
compared to two established methods for the determination of
primary PSDs, the HT and the ImageJ PS plug-in. The pro-
posed method clearly outperformed both of the other tested
methods, exhibiting a MAPE as low as 4 % across all test sets,
for both the geometric mean diameter and the geometric stan-
dard deviation, thereby advancing into regions of human-like
performance and reliability.
Also the analysis speed of the proposed method was com-
pared to those of the HT and the ImageJ PS. Once again, the
proposed method clearly outperformed the other tested meth-
ods by a large margin, as long as it was run on a GPU. However,
it might not be fast enough for some image-based on-line mea-
surement applications. Fortunately, the speed of the method
can be increased nearly linearly by using multiple GPUs in par-
allel. Nevertheless, future studies will concentrate on achiev-
ing higher analysis speeds. Last but not least, the develop-
ment of unsupervised deep learning strategies for the reliable
and fast measurement of PSDs are of utmost interest, because
they would lift the requirement of a known ground truth and
thereby the necessity of manual annotation or image synthesis.
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Acronyms
ANN artificial neural network
CNN convolutional neural network
COCO common objects in context
CPU central processing unit
DPN DeepParticleNet
GPU graphics processing unit
HT Hough transformation
MAPE mean absolute percentage error
PS ParticleSizer
PSD particle size distribution
ReLU rectified linear unit
ROI region of interest
RPN region proposal network
SEM scanning electron microscopy
SGDM stochastic gradient descent with momentum
synthPIC synthetic particle image creator
TEM transmission electron microscopy
UE ultimate erosion
WST watershed transformation
Symbols
A area
α learning rate
Aconvex convex area
αmax maximum optimal learning rate
αmin minimum optimal learning rate
∆dg,% percentage error of the geometric mean diameter
∆N% percentage error of the number of primary particles
∆σg,% percentage error of the geometric standard deviation
∆X%,i percentage error
dFeret Feret diameter
dg geometric mean diameter
DKL Kullback-Leibler divergence
i index
Ltraining training loss
Lvalidation validation loss
MAPE mean absolute percentage error
N number of primary particles
n number of dates
ntraining number of training samples
P probability distribution
Qi probability distribution
S solidity
σ standard deviation
σg geometric standard deviation
Ti desired value
Tsinter sintering temperature
Xi actual value
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Appendix
Table A.1: Relevant hardware of the utilized GPU server
Mainboard Supermicro X11DPG-QT
CPU 2 x Intel Xeon Gold 5118
GPU 4 x NVIDIA GeForce RTX 2080 Ti
RAM 12 x 8 GB DDR4 PC2666 ECC reg.
SSD (OS) Micron SSD 5100 PRO 960 GB, SATA
SSD (data) Samsung SSD 960 EVO 1 TB, M.2
Table A.2: Relevant software of the utilized GPU server
OS (host) Ubuntu 18.04.2 LTS
OS (docker) Ubuntu 16.04.5 LTS
Python (docker) 3.5.2
Tensorflow (docker) 1.13.1
Table A.3: Possible image augmentations
Flip: left-right 50 %
Flip: up-down 50 %
Rotation 90◦, 180◦ or 270◦
Multiplication 0.8 to 1.5
Gaussian Blur σ = 0 to 0.5
Table A.4: Final training conditions
Backbone ResNet-50
Initial Weights COCO
Number of Training Samples 400
Number of Validation Samples 100
Image Augmentation 0 to 2 of Table A.3
Batch Size 4
Iterations per Epoch 100
Optimizer SGDM [43]
Learning Rate Cycle Policy triangular
Minimum Learning Rate 0.0005
Maximum Learning Rate 0.0037
Learning Rate Cycle Length 4 epochs
Momentum 0.9
Weight Decay 10−4
Early Stopping Patience 20 epochs
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