Abstract. This paper describes an intelligent information system for effectively managing huge amounts of online text documents (such as Web documents) in a hierarchical manner. The organizational capabilities of this system are able to evolve semi-automatically with minimal human input. The system starts with an initial taxonomy in which documents are automatically categorized, and then evolves so as to provide a good indexing service as the document collection grows or its usage changes. To this end, we propose a series of algorithms that utilize text-mining technologies such as document clustering, document categorization, and hierarchy reorganization. In particular, clustering and categorization algorithms have been intensively studied in order to provide evolving facilities for hierarchical structures and categorization criteria. Through experiments using the Reuters-21578 document collection, we evaluate the performance of the proposed clustering and categorization methods by comparing them to those of well-known conventional methods.
Introduction
We have recently seen a tremendous growth in the volume of online text documents from networked resources such as the Internet, digital libraries, news sources and company-wide intranets. One of the most common and successful methods of organizing (indexing) such huge amounts of documents is to hierarchically categorize documents according to topic. The documents indexed according to a hierarchical structure (termed 'topic hierarchy' or 'taxonomy') are kept in internal categories as well as in leaf categories, in the sense that documents at a lower category have increasing specificity. Through the use of a topic hierarchy, users can quickly navigate to any portion of a document collection without being overwhelmed by a large document space. As is evident from the popularity of Web directories such as Yahoo (http://www.yahoo.com/), Lycos (http://www.lycos.com/), and Open Directory Project (http://dmoz.org/), topic hierarchies have increased in importance as a tool for organizing or browsing a large volume of online text documents.
Currently, the topic hierarchies maintained by most information systems are manually constructed and maintained by human editors. For example, the topic hierarchy of the Open Directory Project that has now reached about 150,000 categories (topics) has been maintained by about 40,000 human editors (ODP, 2001) . Based on this hierarchy, the editors read all of the incoming materials and correctly assign them to topics. Furthermore, the topic hierarchy should be continuously subdivided to cope with the high rate of increase in the number of online documents. However, manually maintaining the hierarchical structure incurs several problems. First, such a task is prohibitively costly as well as time-consuming. Until now, large search portals such as Yahoo have invested significant time and money into maintaining their taxonomy, but obviously they will not be able to keep up with the pace of growth and change in the networked resources through such manual activity. In particular, when the subject matter is highly specialized or technical in nature, manually generated hierarchies are much more expensive to build and to maintain. Moreover, for a dynamic networked resource (e.g., World Wide Web) that contains highly heterogeneous documents accompanied by frequent content changes, maintaining a 'good' hierarchy is fraught with difficulty, and oftentimes is beyond the human experts' capabilities. Lastly, since human editors' categorization decision is not only highly subjective but their subjectivity is also variable over time, it is difficult to maintain a reliable and consistent hierarchical structure.
The above limitations require information systems that can provide intelligent organization capabilities with topical hierarchies. In future systems, it wilt be necessary for users to be able to easily manipulate the hierarchical structure and the placement of documents within it (Aggarwal et al, 1999; Aggarwal et al, 2000; Sahami et al, 1998) . These systems should not only assist users to easily develop new organizational schemes, but they should also help them maintain extensible hierarchies of categories. Such information systems present the following challenges:
9 Automatic categorization. It is essential to automatically assign incoming documents to an appropriate location on a predefined topic hierarchy. In order to enable such an automatic categorization, some categorization models need to be constructed. Categorization models are required to support fast categorization since a huge number of documents may be fed into the system, and they should be continuously updated so that its accuracy can be maintained at a high level. 9 Evolving topic hierarchy. The topic hierarchy initially constructed should change and adapt as its document collection continuously grows or users' needs change. For example, when an excessively large number of documents are assigned to a category, it should be possible for the category to be split into several categories, which are then appropriately integrated with the current hierarchy. Most previous related works have focused mainly on building a 'static' topic hierarchy.
This paper describes an intelligent information system that can maintain an extensible topic hierarchy with automatic placement of an infinite stream of online documents within it. In order to develop its core modules, a series of algorithms that utilize text-mining technologies such as document clustering, document categorization, and hierarchy reorganization are proposed. One of the most challenging issues in building such a system is how to combine manual and automatic organization facilities that enable a user to flexibly organize documents by the hierarchical structure over time while meeting specific needs. In this context, as a primitive function for reorganizing a hierarchical structure, we propose a new type of clustering technique which effectively incorporates human knowledge with the the clustering process. Another primitive function for hierarchy reorganization is necessary for positioning of newly generated categories in the main hierarchy. For this, we propose an algorithm employing fuzzy relations which can generate a hierarchical structure out of a set of categories. As for categorization, we adopt the naive Bayes statistical learning method, and the nai've Bayes categorizer is enhanced by optimal selection of training examples. The remainder of this paper is organized as follows. Section 2 covers a scenario that motivated our work. Section 3 presents the details of our solution in support of the scenario, and its experimental results, comparing them with those of well-known approaches. Section 4 discusses previous researches on information organization, and Section 5 summarizes the features of our work and presents a few points regarding future work.
Scenario for Organizing Online Text Documents
Figure l briefly illustrates our scenario for organizing online documents. The system begins with an initial topic hierarchy in which documents are assigned to a topic (or category) by an automatic document categorizer. The topic hierarchy is made to evolve so as to reflect the current contents and usage of retrieved documents. Then, the categorization process repeats based on the more refined hierarchy. A detailed scenario for our system is as follows.
I. Initial construction of topic hierarchy. Before the extracted documents are indexed on topic hierarchies, the user manually defines some coarse-grained 'core' categories, or imports existing high-level taxonomies (such as those of Yahoo). We refer to the initial hierarchy as the 'canonical' hierarchy. The automatic document categorizer is then pre-trained with the canonical hierarchy and the corresponding set of training examples; the users manually choose representative documents that best reflect the concept of each category and train the categorizer. For accurate categorization, it is necessary to obtain good-quality training examples or to modify selected documents so as to fit relevant categories. As a result of training, the categorizer takes the form of mathematical (or probabilistic) equations that can describe the defined categories. If necessary, the initial construction of the topic hierarchy can be improved based on the feedback obtained from the following two phases, which is denoted by the dotted line in Fig. 1. 2. Document categorization. An information retrieval agent (such as WebBot (WebBot, 2001) ) then extracts documents of interest while navigating the networked resources. Once topic categories have been developed, the retrieved documents are then automatically classified into the predefined categories according to the model that is established through training. At this time, if some documents do not have a membership value large enough to be indexed by a category (that is, their categorization is very uncertain over all categories), they are kept in a temporary space called the 'uncategorized area'. If the categorizer is found to classify a document incorrectly, the users can drag the document to a more appropriate category within the hierarchy. At times, for more precise categorization, the automatic categorizer is retrained by adding more informative training documents.
Evolution of topic hierarchy.
The topic hierarchy established is updated at some later time to organize increasing volumes of information more precisely. In the early stages, the topic hierarchy will probably experience frequent updates. The following three reasons explains why the topic hierarchy should be refined.
(a) Concept drift. Over time, as a large volume of documents become indexed into a single category, the general subject matter of documents within the category may no longer suit the subject that best explained those documents when it was originally created; this is called 'concept drift'. Thus, the system proactively keeps track of all categories, and periodically checks to see whether there has been any concept drift. If the degree of change exceeds a given threshold, then the system attempts to isolate the group of documents with new common topics describing the changes. In Fig. 2A , the category 'Movie & Film' has documents of a concept more specific than its original documents, and the child categories 'Film Festivals' and 'Screen Plays' are thus generated. (b) Changes in the criterion for document categorization. The established criterion for categorization can alter with time as the content of a document collection changes; users desire to customize and tailor topic hierarchies to their own needs. That is, documents in a particular sub-hierarchy will be reorganized from another viewpoint. For example, in Fig. 2B , a specified sub-hierarchy consisting of the categories 'Movie & Film', 'Film Festival', 'Screen Plays', and 'Plays' is reorganized into another new sub-hierarchy consisting of the categories 'Movies', 'Film Festival', 'Genres', 'Horror', and 'Science Fiction'. At this time, in order for the system to integrate the user's viewpoint into the main hierarchy, the system needs to be provided with sufficient training information on the reorganized categories. (c) Formation of a new concept. When the number of unindexed documents within the uncategorized area becomes sufficiently large, the system checks the uncategorized area and determines whether there exists a set of documents that is sufficiently consistent to form a certain concept. If desired, the system then clusters any relevant documents in the uncategorized area into new categories, and then locates those newly generated categories around the most relevant categories within the existing hierarchy. As seen in Fig. 2C In considering concept drift of case (a), it is necessary to recover the purity of the given category and discover new topics that describe (or categorize) other 'noise-related' documents. Similarly, in cases (b) and (c), while dealing with the documents included in a given sub-hierarchy or the uncategorized area, it must be possible for new topics to be found and relevant documents isolated. The clustering method used for achieving such an objective should be able to more closely reflect the preferences of individual users rather than the fixed viewpoints provided by conventional (unsupervised) clustering methods.
After partitioning documents within a given reorganization area, each of the resulting clusters defines a new category in the current hierarchy. This means that it is necessary to retrain the current categorizer so as to enable a categorization task for the newly generated categories. At this time, all the documents in each of those clusters are used as the training examples for its corresponding category.
The procedure implementing the above scenario is as follows.
1. Initial construction of topic hierarchy. 4. If the canonical topic hierarchy needs to be improved, go to step (I), or go to step (2).
System Architecture and Components
The goal of our work is to provide complete solutions that can support the above scenario. Figure 3 presents the overall architecture of the system. The system is composed of six major modules. We first present an overview of each module:
9 The Document Retrieval module gathers documents of interest from the networked resources and saves them on the system archival disks. termines which category the document should be placed in. As a result, the module returns a ranked list of the categories that apply to that document, then categorizes it into one or more top-ranked categories.
In this paper, we focus on the last four mandatory components for an evolving hierarchical organization: Document Clustering, Taxonomy Management, Taxonomy Learning, and Document Categorization. We omit the details of the first two modules here because their related issues are not significantly dependent upon the system.
User-Constrained Document Clustering (Document Clustering Module)
The objective of the Document Clustering module is to partition documents within categories into a set of more coherent clusters and to incorporate this clustering into the reorganization of the topic hierarchy. Here, the most important and challenging issue is to effectively reflect a user's knowledge or preferences in the clustering process. A few strategies for incorporating external human knowledge into the clustering process have already been proposed (Labzour et al, 1998; Talavera and Bejar, 1999) . Our strategy is to vary the distance metrics by weighting dependencies between different components of feature vectors with the quadratic form distance for ~milarity scoring.
The distance between two document vectors aZx and dy regarding weights W is given
where each document is represented as a vector of the form aTx ---
where n is the total number of index terms I in the system and dxi (| < i < n) denotes 1 Throughout the paper, 'word' is used interchangeably with 'term'. 132 H.J. Kim and S. G. Lee the weighted frequency that term ti occurs in document dx, T denotes the transpose of vectors, and W is an n x n symmetrical weight matrix whose entry l13ij denotes the similarity between the components i and j of the vectors.
To represent documents, we use the normalized g f weighting scheme, where each component reflects the frequency of term associated with a given document and the size of a document vector is scaled to one. Thus, documents are represented on the multidimensional circle of unit size. In an un-normalized t f weighting scheme, a longer document may contain components that cause it to be located too far from a given document when computing the distance between vectors (Grossman and Frieder, 1998) .
In order for the distance function to produce a non-negative distance value, W is only required to be 'semi-positive definite'; that is, Z q-9 W. Z is greater than or equal to zero for all Z 6 ~n, Z # 0. In other special cases, ifW is an identity matrix or a diagonal one, this distance function represents the 'unweighted' or the 'weighted' Euclidean distance function, respectively. When the weight matrix is the identity matrix, the distance function can be used interchangeably with the cosine distance function since each document vector is normalized. 2 Such distance functions are not adequate for identifying new topics hidden within a given document collection due to the fundamental assumption that all dimensions are independent of each other.
The most attractive feature of quadratic form distance is its ability to represent the interrelationship of the indexing terms. Each entry toij in W reveals how closely term ti is associated with term tj. If the entry is close to 1, its corresponding two terms are closely correlated. In this case, the terms are used similarly across the collection of documents, and have similar functions for describing the semantics of those documents. This type of distance function will overcome the word mismatch problem that occurs when different words are used to describe the same concept. The quadratic form distance functions were successfully used for measuring color histogram similarity (Seidl and Kriegel, 1997) .
As a basic clustering strategy, we use the hierarchical agglomerative clustering (HAC) method. Specifically, we adopt the complete-linkage HAC method, which is known to produce tightly bound and compact clusters (Burgin, 1995) even though other types of HAC clustering algorithms such as Ward's method (El-Hamdouchi and Willett, 1986 ) and average-group method (Voorhees, 1986) can also be used. Another common way of clustering, namely partitional clustering, is possible. However, this partitional strategy has a number of limitations that are incompatible with document clustering: the number of clusters must be specified prior to the clustering process, and the clustering process breaks down as the number of clusters increases (Vaithyanathan and Dom, 1999) . As for implementation of the Document Clustering module, the problem is to build a user-constrained weight matrix that can be adapted to user preferences. For this, it is necessary to learn the appropriate cross-similarity weights for the dimensions of the document vector. The overall clustering algorithm proceeds in three phases: (1) the supervising phase, (2) the learning phase, and (3) the clustering phase.
In the supervising phase, to represent user-specified constraints or knowledge, the proposed method introduces one or more groups of relevant (or irrelevant) document examples to the clustering system, depending on the user's judgment of the selected documents from a given document collection. We refer to each of these document groups as a 'document bundle' (or simply 'bundle'). Here, we specify two types of document bundles: positive and negative ones. Documents within positive bundles (i.e., documents 2 distl(c~, 4) = ~/(dxf 2 + Jyl 2 -2. ~. dy = ,,/2 -2. cos0, where I is the identity matrix and 0 is an angle between dx and dy.
An Intelligent Information System for Organizing Online Text Documents 133 judged jointly relevant by users) must be placed in the same cluster, while documents within negative bundles must be located in different clusters. In generating document bundles, some option may be needed that allows a user to better judge the (ir-)relevance of a document to a concept. For example, the document bundles can be developed by exploiting the fuzzy relevance feedback technique proposed in our previous work (Kim and Lee, 2000) . In this approach, documents relevant to a submitted document are retrieved by using the fuzzy information retrieval method proposed in Ogawa et al (1991) , and then the user can interactively develop a positive (or negative) bundle relevant to the query document while performing the relevance feedback interview.
In the learning phase, with a given set of document bundles, the clustering module learns the distance metric parameters in order to satisfy the given bundle constraints. The problem is how to find the weights that best fit the training examples (bundles). The distance metric must be adjusted by minimizing the distance between documents within positive bundles that belong to the same cluster, while maximizing the distance between documents within negative bundles. This dual optimization problem can be solved using the objective function Q(W) as shown in equation (2). We must find a weight matrix that minimizes the objective function. To search for an optimal matrix, we adopt the gradient descent search method. As a result of learning, terms involved with document bundles are assumed to be relevant in proportion to their weight, while terms not related to document bundles are assumed to be orthogonal.
<dx,dy>ERB+kJR B- where document bundle set B + (or B-) is defined to be a collection of positive (or negative) bundles, and (dx, dy) E Re+ or (dx, dy) ~ Re-denote that a pair of documents dx and dy is found in positive bundles or negative bundles, respectively. Each document pair within the document bundles is processed as a training example for learning the weighted distance measure. The final phase of the clustering process involves the formation of genuine clusters throughout the entire document collection. In this phase, we use a variant of the complete-linkage HAC algorithm. Basically, the conventional complete-linkage HAC algorithm starts with each document as a separate cluster, and then successively merges the two clusters whose merger produces the smallest increase in diameter (or radius) 3 until only a single cluster remains. Consequently, the algorithm generates a hierarchy tree of clusters (called a dendogram) whose leaves are individual points; the internal nodes correspond to clusters formed by clusters merging at their children. Then, the user cuts the dendogram at an appropriate level and obtains a set of clusters.
The difference between the proposed algorithm and the conventional one is that the former uses the previously defined bundle constraints. Firstly, the proposed algorithm starts with each 'positive bundle' and each residual document, not with each document separately, as a separate cluster. Also, it partitions them into a number of clusters based H. J. Kim and S. G. Lee (150) on the clustering criterion (i.e., distance function) learned in the learning phase, not the standard Euclidean distance function. Lastly, in each of the subsequent steps, the two clusters to be merged are examined to determine whether or not they include both elements (documents) of a certain pair in RB (which denotes all the pairs of documents within the negative bundle set). If so, those clusters are ignored and the second closest pair of clusters are iteratively checked to merge. This is because pairwise documents occurring at each pair of R 8-should not be placed in the same cluster. This complementary step helps avoid clustering errors produced by distance functions that may not be sufficiently learned in the learning phase.
Evaluation
In order to evaluate our clustering method, we used the Reuters-21578 SGML document collection (Lewis, 1997) , which has been most commonly used in the text categorization literature. Since the proposed method is performed on a small portion of document collection for taxonomy reorganization, we generated five controlled test sets instead of using total documents. These test sets are shown in Table I . The size of these data sets is chosen to reflect the number of documents within a reorganization area. As a feature selection method, we used a document frequency (DF)-based method. According to DF-based feature selection, the lowest frequency of occurrence in a corpus is not helpful to document clustering (or classification) (Yang and Pedersen, 1997; Sahami et al, 1998) . Thus, after removing the stopwords suggested in Fox (I 992), we chose the 3000 4 top-ranked most frequent words, to favor words with a higher DF value, as shown in Table I .
For performance evaluation, we should measure how much the purity of the resulting clusters based on the category topics has been recovered. As for clustering, a subset of documents corresponding to a selected topic should be made to appear as a cluster. Therefore, we compare how closely each cluster generated by the clustering algorithm matches the set of categories previously assigned to the documents by human judges. 4 The number of selected features was determined based on experimental results reported in Yang and Pedersen (1997 To measure it, we used the Shannon entropy measure (Cover and Thomas, 1991) with respect to the topics of the contained documents. The entropy of a cluster i is defined as
cfi (t) . log cfi (t)
where c f/(t) is the number of times that the topic label t occurs in cluster i and Icil is the number of documents in cluster i. The entropy for a cluster is zero if the topic labels of all the documents are the same; otherwise it is positive. The total entropy etotal can be computed as the weighted average of the individual cluster entropies, as shown ine equation (6). Thus, lower etotal means better clustering on the whole. As the baseline for performance measurement, we used the complete-linkage clustering algorithm, which performs best among various HAC algorithms. Note that our approach is not aimed at proposing a new clustering method, but at allowing user supervision to guide the clustering process in the supervising phase. Thus, we focus on evaluating the contribution of user knowledge to the clustering quality. To evaluate its contribution, we first need to define the amount of knowledge provided by the user in the supervising phase, which we call the 'supervision degree'. Since the user knowledge in our work is represented as document bundles (see Section 3.1), we define the supervision degree as the ratio of the number of documents occurring in all of the document bundles to the total number of documents, in that the measure is supposed to be proportional to the user's effort.
As might be expected, the clustering algorithm yields better-quality clusters when external knowledge is incorporated into the clustering process. Figure 4 plots the total entropy (i.e., quality of resulting clusters) while varying the supervision degree for each of the five test sets. Note that the performance of the complete-linkage algorithm corresponds to when supervision degree is zero. This figure indicates that even a little external knowledge provides the clustering process with valuable leads to topical structures in the test sets; a small amount of supervision, covering less than approximately 5% of all the documents, is enough to improve the performance of the clustering system.
Detection of Concept Drift (Taxonomy Management Module)
One of the tasks of the Taxonomy Management module is to recognize a concept drift when it occurs in the categories of a taxonomy. In this task, one of the most important issues is how to reliably recognize concept drift. In general, there are two approaches to detecting concept drift: one is to use a performance measure such as categorization accuracy, and the other is to use the properties of training data such as the distribution of training documents with a given category. The former approach is not applicable to our work as it requires user feedback about the true category of assigned documents. Thus, following the latter approach, we propose an indicator of concept drift.
Concept drift in a category implies changes in the coherence of the documents within the category. In the context of clustering, the coherence of a category can be regarded as the quality of a cluster that would contain the documents belonging to that category. This is because each category includes a set of similar documents with its corresponding theme. Therefore, one of the ways to detect the concept changes is to measure the heterogeneity (or coherence) of the documents in a category. A common measure of the within-cluster heterogeneity is the sum of the differences of each representative document from its documents (Kaufman and Rousseeuw, 1990) , that is,
where k is the total number of clusters and P~i denotes a centroid (or a medoid) 5 of the cluster ci. This measure can also be used to measure the heterogeneity of the documents in a category since documents within a category are regarded as a group of documents sharing the same concept.
However, such an approach based on a single centroid (or medoid) is not suitable for specifying clusters of arbitrary shapes and densities, although it is suitable for specifying hyper-ellipsoidal clusters. Therefore, we attempt to measure the degree to which the training documents within the category are distributed from multiple representative points of the category. At this time, multiple representative points of a category are determined by selecting well-scattered documents among initial (training) documents with the category as in the CURE clustering algorithm (Guha et al, 1998 ). Consequently, the heterogeneity H(c) of the given category c is defined as follows:
cdist(d, c) cdist(d, c) : min~cp~.distw(d, ~) (7)
V"
where Icl is the number of documents within the category c. In the function cdist, P,: is a set of multiple representative points existing in the category c, and cdist (~l, c) represents the distance between the document d and its nearest representative point of the category c. Note that the distance function has the weight matrix W that has been learned from the document bundle constraints by the Document Clustering module. With this measure, the Taxonomy Management module regularly inspects the topic hierarchy to determine which part of the topic hierarchy has experienced a concept drift. That is, if the current value of H(c) of the category c is sufficiently larger than the previous value (i.e., an increase of 50%), a concept drift is suspected and is then reported to the user for hierarchy reorganization.
Intelligent Reorganization of Sub-hierarchy (Taxonomy Management Module)
Another role of the Taxonomy Management module is to reorganize part of a topic hierarchy. The newly generated categories must be combined with the main hierarchy while retaining the semantics of the topic hierarchy. For example, in Fig. 2 , the category 'Movio & Films' is partitioned into four categories. One category, named 'Plays', is placed on the same level as the split category, and the other two categories are inserted as children of the partitioned category. To do such an operation, we have to determine whether a particular category is relatively more general (or specific) than other categories. For this, we note that a category can be represented by topical terms reflecting its concept. This suggests that the relations between categories can be determined by describing the relations between their terms. In this regard, we find that it is difficult to dichotomize the relations between categories into groups, representing the presence or absence of association, since term associations are generally represented not as crisp relations but probabilistic equations (Sanderson and Croft, 1999) . In this section, we introduce a solution to the problem by means of (binary) fuzzy relations. Degrees of association between two categories can be represented by membership grade in a fuzzy relation in the same manner as degrees of set membership are represented in a fuzzy set. Based on the above discussion, the generality and specificity of categories are expressed by aggregating the relations among their terms. Thus, we must first define term relations. They can be determined by the following hypothesis: The more documents a term occurs in, the more general the term is assumed to be, which is used for generating a hierarchy of the terms themselves from text databases (Sanderson and Croft, 1999) . This hypothesis means that the generality and specificity of terms are determined by the number of documents that contain the terms. We call the relations among terms the 'term subsumption relation' (TSR). Let V be a set of topical terms selected from a document collection. For ti, tj E V, the relation 'ti subsumes tj' is a fuzzy relation TSR and can be characterized by the following membership function:
where Dt denotes a set of documents in which a topical term t occurs, and P (Dtj C Dti) is the probability that Dtj is contained in Dti. Now, we can define the fuzzy relation between two categories ci and c j, which represents the relational concept 'ci subsumes cj' (which means that ci is the parent of cj in a topic hierarchy). We call this fuzzy relation the 'category subsumption relation' (CSR). Let C be a set of categories within a given topic hierarchy. For ci, cj E C, the fuzzy relation CSR can be characterized by the following membership function:
Y~tiEci,tjEcj Tci (ti) " rc.j (t j) 9 IZTSR(ti, t j) lZCSR(Ci, C.j) = Ztirci,tj~cj rci(ti) " rcj(tJ )
where rc (t) denotes the degree to which the term t represents the concept corresponding to the category c. IZTSR(ti, t j) is weighted by the degree of significance of the terms ti and tj in their categories, and thus the membership function #csn for categories is calculated as the weighted average of the values of IXTSR for terms. The membership value is represented by a real number in the closed interval [0, 1] and indicates the strength of the relation present between two categories. Here, rc (t) can be estimated by calculating mutual information 6 of term t in category c as follows:
P (c A t) re(t) = log (10)
P(c). P(t)
where P(c) is the probability that any document randomly selected from the current document collection belongs to the category c, P(t) is the probability that the term t occurs in any randomly selected document, and P(c A t) is the probability that these two events coincide. If c and t are independent of each other, re(t) has a value of zero, otherwise it is positive. In general, the problem of determining subsumption is related to partial ordering. As we utilize fuzzy relations to represent the subsumption relation among categories, a sub-hierarchy is (re-)constructed so that its categories show a 'fuzzy partial ordering'.7 Finally, to generate a 'crisp' sub-hierarchy, we apply the following property of fuzzy relations: 'Let CSR be a fuzzy partial order relation on a set of categories C, then et level-set C S R~ is a (crisp)partial order relation on C',8 where a level-set C S Re~ is the crisp relation that contains the elements with membership grades in CSR that are greater than the specified value of c~. Based on this property, we can construct a sub-hierarchy while adjusting the value of a.
A procedure for reorganizing a sub-hierarchy is as follows.
1. Perform the proposed user-constrained clustering on a given reorganization area (see Section 3.1).
2. Calculate the CSR matrix with entries representing the degree of membership in a fuzzy relation CSR for the resulting clusters (categories) (see equation (9)). 3. Generate the or-cut matrix of the C SR matrix (denoted by CSR~) by determining an appropriate value of or.
4. Create a partial sub-hierarchy of the partitioned categories from the CSR~ matrix. 5. Calculate another CSR (and CSR~) matrix between the sub-hierarchy and its previous connected categories in the main hierarchy (see equation (9)).
6. Integrate the resulting sub-hierarchy into the main hierarchy in accordance with the C S R~ matrix. Figure 5 shows an illustrative example of hierarchy reorganization using the above procedure. Here, the value of ot is set to 0.8. First, (a) the user determines a particular reorganization area 'A' in the main hierarchy for reorganization, then (b) using the clustering method proposed in Section 2, the documents within this area are decomposed into several groups under user intervention. Next, (c) a fuzzy subsumption matrix which represents the fuzzy relation CSR among the resulting clusters is calculated, and (d) an a-cut matrix for partial ordering is generated by choosing an appropriate ~ value. As a result, (e) the matrix is represented as a partial hierarchy. Finally, (f) the partial hierarchy is integrated into the main topic hierarchy. For this, the CSR matrix between the highest (or lowest) nodes in the partial hierarchy and their mergible nodes is calculated. Similarly, this procedure is also applied when combining clusters newly generated from the uncategorized area into the main hierarchy.
6 Mutual information is generally used in statistical language modeling of term associations (Yang and Pedersen, 1997) . 7 The detailed proof on fuzzy partial ordering is beyond the scope of this paper. 8 The detailed proof is given in Klir and Yuan (1995) . proaches towards document categorization have used machine learning approaches to inductively build a categorization model of a given set of categories from a training set of labeled (pre-categorized) documents. Popular learning methods include naive Bayes (Mitchell, 1997) , K-nearest neighbor (Han et al, 1991) , and support vector machine (Joachims, 1997). For our categorizer, we adopted a na'l"ve Bayes (NB) learning method because this method has a number of advantages (which wilt be explained later). This learning method is a simple yet surprisingly accurate technique, which has consequently been used in many document categorization projects (Aggarwal et al, 2000) . This subsection presents the basic notion and good features of the NB learning framework, and introduces a practically important issue in the operational document categorization. For classifying a given document, the NB learning method estimates the posterior probability of a category via Bayes' rule as shown in equation (11). The document di is then assigned to a class argmaxcj P(cj Idi) with the most posterior. Here, the document di is represented by a bag of words (wil, wi2 ..... wilail) where multiple occurrences of words are preserved.
where P(ci ) is the category prior probability that any random document from the document collection belongs to the category c j, P(di [c j) is the probability that a randomly chosen document from documents in the category Cj is the document di, and P (di)
is the probability that a randomly chosen document from the whole collection is the document di.
We can simplify the above formula in two respects. First, since the denominator P (di) is the same for all categories, it does not need to be calculated. Second, the naive Bayes categorizer is based on the simplifying assumption that the terms in a document are mutually independent and the probability of term occurrence is independent of position within the document. This assumption results in P(di Icj) = l-I Idil k=l e(wiklCj) where P(wik Icj) is the probability that a randomly chosen word from a document in category cj is the word wik. Substituting this simplification into equation (11) gives the following formula:
Idil argmaxcjec P(cjldi) = argmaxcjcc P(cj) 9 H P(wiklcj) (12) k=l In order to calculate the above formula, it is necessary to estimate P(cj) and P (wiklcj). First, P (c j) can be simply estimated by counting the frequency with which each category value cj occurs in a set of the training documents D t, as follows:
where Next, as for P(wiklCj), its maximum likelihood estimate is ~,~v tf, j(w) tfcj (w) is the number of occurrences of the word w in the category cj and V denotes the set of significant words extracted from the training documents by the Feature Selection module. However, this estimation produces a biased underestimate of the probability, or it gives a probability of zero for any word that does not occur in some categories. A common way of avoiding this problem is to smooth the maximum likelihood estimate using Laplace's law of succession (Mitchell, 1997) , which suggests that prior occurrences of all words are equally probable. Consequently, the estimate for P(Wik [c j) will be tfcj (Wik) + 1 e(wiklcj) = Y~w~V tfcj(W) + IVl (14) where I V I is the total number of distinct words in V.
From the above learning framework, we can see a number of features that serve our purpose. First, since a model can be developed with a single pass over the documents, a naive Bayes learning process is faster than that of other methods. Secondly, it is very easy to incrementally update the categorization model of a given topic hierarchy as learning an NB eategorizer simply involves estimating the values of model parameters P(c) and P(wlc) (see equations (13) and (14)). This feature is essential in the case where the document collection is highly evolutionary. Lastly, the NB learning method can easily accommodate information of important tags used in electronic documents, such as title and bold in HTML (or SGML) documents. This is simply achieved by giving words occurring in such tags more weight than otherwise. In our work, for example, one occurrence of significant words occurring in title tag is handled as if it were three occurrences.
Most categorization methods including naive Bayes assume the existence of goodquality documents for training. However, this assumption is not effective in real-world operational environments. Thus, how to obtain training examples has become an im-portant issue in practically developing a text categorizer. Furthermore, since the naive Bayes method is based on a probabilistic model, it is sensitive to the quality of training examples (Mitchell, 1997) . Therefore, we focus on the effective selection of good-quality training documents that accurately reflect a concept in a given category, rather than the categorization algorithm itself.
Selective Sampling of Training Documents
The problem of which documents should be selected for training has frequently been considered in the field of 'selective sampling' (Argamon-Engelson and Dagan, 1999; Friedman, 1997; Lewis and Gale, 1994; Lindenbaum et al, 1999) , in which the learning module examines a set of unlabeled (or uncategorized) documents and selects only the most informative ones for humans to label for training. One of the most challenging issues in the problem is how to measure the informativeness of a training example. One possible measurement is the degree of uncertainty in the categorization of the example with respect to the current model derived from given training examples. After assigning an uncertainty to each unlabeled example, we use the unlabeled examples with the highest uncertainty to update the current model. This subsection discusses such an uncertainty measure.
As we have already seen, the naive Bayes learning method develops the probability distribution over words W for each given category c (i.e., P (W Ic)) that accounts for the concept of that category (see equation (11)). In this regard, if a document's categorization is uncertain under the current model, we can say that the word distribution for its correct category is still not well developed for categorization. In such a case, the probability distribution over words occurring in the input document for its correct category is similar (or near) to those of other categories. Conversely, if a document's categorization is certain under the current model, its corresponding word distribution is different (or far) from those of the other categories. Here, we find that the categorization uncertainty can be determined by measuring the distances between the word distributions learned. Now, we propose an uncertainty measure based on the Kullback-Leibler (KL) divergence, which is a standard information-theoretic measure of distance between two probability mass functions (Cover and Thomas, 1991) . For a document d, its KL divergence between the word distributions induced by the two categories ci and c j, KLdistd (P(Wlci), P(WIcj)) and its categorization uncertainty CU(d) are defined as follows:
KLdistd (P(Wlci), P(Wlcj)) ----~_, P(wklci)
. log e(wklci) (15) wkcd P(wk[cj)
where ICL denotes the total number of the existing categories. Note that the value of KLdistd(.) is measured, not over all words but over only those words belonging to a categorized document d. For computing CU(.) , the values of KLdistd(.) for all the categories are averaged, and then the average value is subtracted from 1 because the categorization with the smaller average value should have a larger uncertainty value. Another issue of selective sampling is how to acquire unlabeled documents used for training examples. Generally, selective sampling methods assume that a stream of unlabeled documents is provided from some external sources. In our work, rather than acquiring the extra unlabeled documents, we use the entire set of documents indexed on the current populated hierarchy as a pool of unlabeled documents. By doing so, not only can we easily obtain the unlabeled documents without extra effort, but also some of the mistakenly categorized documents are correctly categorized. This strategy is very effective in that it can significantly reduce the number of mis-categorized documents. This is because the documents with high uncertainty of categorization are very likely to be incorrectly categorized (see Fig. 6 ). In Fig. 6 , the horizontal axis has ticks for the values of CU(.) in ascending order and the bars denote the ratio of correctly categorized documents to incorrectly categorized documents. Through this figure, we can see that, as the value of CU(.) becomes larger, incorrectly categorized documents become more common than correctly categorized documents. Accordingly, using the currently categorized documents as a pool of unlabeled documents contributes to the increase in categorization accuracy for the already indexed documents and future incoming ones.
The learning module selects the unlabeled documents on which the learned categorizer is the least confident, and modifies the current categorization model with those documents. As the current model is updated with the selected training examples, it will gradually develop the word distributions to account exactly for the concept of each category. The following procedure is used to incrementally update the current model using the proposed measure. Initially, prior to the commencement of the procedure, a small number of labeled training examples are provided to develop the initial categorization model.
For each unknown input document d:
1. Categorize the document d under the current categorization model (see equation (12)).
2. Measure the uncertainty value of d, CU(d) (see equation (16) (I 3) and (14)).
4. Go to step (1).
Evaluation
To evaluate the proposed method, we used the Reuters-21578 collection (Lewis, 1997) , which was used for evaluating the clustering methods. However, the Reuters collection has a very skewed distribution of documents over 135 topics (categories), and thus it has often been criticized as a poor collection for categorization. For a more reliable evaluation, we generated a subset of the Reuters collection in which documents are not skewed over topics. First, we selected the documents belonging to the 27 most frequent topics including ' Earn', 'Acq', ' Money-fx', 'G rain', 'C rude', 'Trade', '1 nte rest', 'Ship', etc. From among these selected documents, we again chose 8407 documents that had a single topic in order to avoid the ambiguity of documents with multiple topics. As for feature selection, we used the same method as in the Document Clustering module (see Section 3.1.1).
As a measure for estimating the categorization performance, we simply use the categorization accuracy, which is the proportion of categorizations that are correct.
For comparison with our method, we used two variants of the NB categorizer. One is the NB categorizer with random sampling, and the other is the NB categorizer with 'confidence value'-based selective sampling. The former randomly selects training documents among the documents assigned to categories, and the latter selects training documents based on a form of uncertainty measure called 'confidence value' proposed in Tresch et al (1995) . The confidence value (CV) of the document d is defined as cv (d) : sim(d.co)-sim(d,cl) sim(d,co) , where co (or cl) is the category that is the closest (or the second closest) to the document d, and sim (d, c) denotes the similarity between the document d and the category c. Figure 7 shows the changes in categorization accuracy as a retraining step is performed periodically. To plot the graph in the figure, a categorization model is initially developed with training examples numbering as many as one fifth of the controlled documents, and then whenever 500 randomly incoming documents are categorized, 50 documents selected according to a proper criterion are used to rebuild the new categorizer. The graph takes an average of five test results. In this figure, we observe that in the case where the initial categorization model is not further learned (NoTrain), the categorization performance degrades or remains stable below the initial one, whereas when different sampling methods are applied, the categorization accuracy increases. In the case of the proposed sampling (CU), its performance rapidly increases after the first retraining and remains stable near to 90% after about 10 instances of retraining. In the case of random sampling (RANDOM), the performance is enhanced a little in comparison with NoTrain, but not enough. The random sampling method is ineffective when documents are not uniformly distributed over categories. The CV-based method (CV) is more effective than the random sampling, but it is less effective than the proposed CU-based sampling. This is probably because the CV value does not represent the uncertainty of categorization better than the CU value. In short, even though we cannot obtain sufficient training examples at first, we can easily achieve acceptable categorization accuracy by carefully choosing informative training examples from a pool of categorized documents under the CU-based sampling.
In addition, we need to consider how many additional examples are needed to rebuild the current categorizer. Figure 8 provides us with the leads to solve this problem.
H. L Kim and S. G. Lee This figure, under the CU-based sampling, shows overall categorization performance over all test documents while varying the retraining size in the horizontal axis. In this figure, we observe that the accuracy first increases sharply, but after a certain number of retraining examples are provided it increases very slowly or stays almost constant. This is because after this bending point a sufficient number of informative examples among a pool of categorized documents are already selected through the selective sampling process. Therefore, the optimal or near-optimal number of retraining examples can be empirically found near to that point.
Related Work
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This section describes previous research on document clustering, document categorization and detection of concept drift that are primitive functions of the system, and solutions for information organization.
Clustering
Document clustering algorithms can be broadly categorized into hierarchical and partitional strategies. The former method creates a hierarchical decomposition of the given document collection in either agglomerative or divisive manner such as HAC. The latter method defines a flat decomposition of the collection rather than a hierarchy of nested partitions such as K-means clustering. (A detailed review of these clustering algorithms is given in Guha et al, 1998 , Willet, 1988 .) However, such conventional clustering algorithms cannot solve the word mismatch problem for topic discovery. A feasible way to overcome these limitations is to make use of prior or external knowledge in the clustering process. Such supervised clustering methods have not been extensively studied. Talavera and Bejar (1999) proposed a way to provide declarative external knowledge (which is represented as classification rules expressed in first-order logic) to a hierarchical clustering algorithm. However, this approach is unsuitable for text data that has a large number of attributes (index terms), since it is almost impossible for users to express sufficient classification knowledge of such index terms so as to help the clustering process.
Another related approach is a semi-supervised learning, which combines the benefits of supervised and unsupervised learning methods (Bensaid et al, 1996; Demiriz and Bennett, 2000; Labzour et al, 1998) . The basic idea behind this approach is that for more user-specific clustering, labeled training data is augmented with a large set of unlabeled data. Basically, this is a solution to the classification problem whereby supervising humans should define a set of classification labels. That is, semi-supervised learning assumes that the class label structure is already known, as in the supervised learning. In contrast, our approach is a solution to the unsupervised clustering problem. Although our approach is similar to semi-supervised learning, it does not require classification labeling. Rather, it simply requires 'document bundling', which isolates a small set of documents to be (or not to be) in the same cluster. In our framework, a set of document bundles is given to a clustering mechanism as external knowledge, which can be represented as a weight matrix expressing the interrelationship of the indexing terms.
Categorization
Document categorization, prompted by the machine learning paradigm, has been extensively studied in recent years. For stable categorization accuracy, we focus on selection of the most informative training examples in the context of online learning where there is no division of training documents and testing documents. The selective sampling method includes two approaches: uncertainty-based (Lewis and Gale, 1994; Tresch et al, 1995) and committee-based sampling (Argamon-Engelson and Dagan, 1999; Friedman, 1997) . The uncertainty-based sampling (we adopted) selects only the most informative examples according to a certain uncertainty criterion. Lewis and Gale (1994) proposed an uncertainty measure used for training a binary classifier where the status of documents categorized becomes more uncertain as their membership approaches 0.5. However, this measure is not applicable to document categorization with multiple class labels. Another possible measure known as 'confidence value', proposed in Tresch et al (1995) , was empirically proven to be less expressive than our KL distance-based measure described in Section 3.4.2 in evaluating how uncertain categorization of each document is. In constrast, the committee-based technique generates a committee of several categorizers and selects the unlabeled examples on which the committee members disagree the most. However, this method assumes that the data is noise free and that it is possible to draw categorizers randomly from the version space. Moreover, the committee-based approach is not fast enough to support continuous updating of the learning model in comparison with the uncertainty-based approach (Argamon-Engelson and Dagan, 1999) . These contraints become problematic in practical applications.
Concept Drift
Most studies on concept drift have been carried out in the field of information filtering 9 (Harries and Horn, 1995; Klingenberg and Renz, 1998; Klinkenberg and Thorsten, 2000; Schlimmer, 1986) , while there are few studies on concept drift in the field of document categorization as far as our survey reveals. Dealing with concept drift in document categorization is different from in information filtering. In information filtering, some representative training examples are dropped (forgotten) from the current training set since information filtering considers only training examples that are relevant to the current users' interest. For this, in general, a time window, which represents the size of the training documents for the current filtering task, is maintained, and its size adapts to the current extent of concept drift. In contrast, in document categorization, training examples of drifted categories are not forgotten but accumulated within each category. Hence, the time window-based method cannot be applied directly to document categorization. The category property-based approaches such as the centroid approach proposed in Section 3.2 are required.
Solutions for Information Organization
In terms of solutions for information organization, a related system is SONIA (Sahami et al, 1998) , which provides the ability to organize the results of queries to networked information sources while integrating with the Stanford Digital Libraries InfoBus (Roscheisen et al, 1998) . As in our system, SONIA used the HAC clustering and the NB categorization method, but it provides not a hierarchical but a flat indexing structure. Another related system is Athena (Aggarwal et al, 2000) which supports management of a hierarchical arrangement of e-mail documents. For document categorization, a variant of the NB categorizer was proposed which used Lidstone's law of succession instead of Laplace's law for smoothing of P (W I c) (see equation (14)). For document clustering, a form of semi-supervised clustering algorithm was proposed that first generates incomplete clusters and then completes them by use of the categorizer. Other related commercial systems include Northern Light Search Engine (Northern Light, 2001 ), Inktomi Directory Engine (Inktomi, 2001 ) , and Semio Taxonomy (Semio, 2001) , which enables a browsable web directory to be automatically built. However, these systems did not address the (semi-)automatic evolving capabilities of organizational schemes and the categorization model at all. This is one of the reasons why the commercial taxonomy-based services do not tend to be as popular as their manually constructed counterparts, such as Yahoo.
9 Information filtering is a process through which texts from a stream of documents are classified into relevant and non-relevant, with respect to users' interest.
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Summary and Future Work
We have presented several essential algorithms for automatically organizing an online electronic document collection. One of its most important features is that its hierarchical structure is able to evolve with minimal human effort. The system can semi-automatically manage the hierarchical topical organization of an information system where the document collection is highly evolutionary. As a primitive function for reorganizing a hierarchical structure, we proposed a new type of supervised clustering technique which enables seamless integration of user-specific properties. Its good performance has been achieved by using quadratic form distance and a variant of hierarchical agglomerative clustering that accommodates document bundle contraints. This method can effectively isolate a fine-grained topic at a lower node of the current hierarchy. For intelligent positioning of newly generated categories, we employ fuzzy relations which can represent the degree of subsumption among categories. In addition, for more accurate categorization, the NB categorizer employed is enhanced by selecting optimal training examples, based on the Kullback-Leibler divergence-based uncertainty measure fit for the nai've Bayes learning method. Owing to its various intelligent capabilities, notwithstanding the need for user intervention, we believe that the system facilitates a dramatic increase in control over the information overload problem.
We are currently developing a prototype system that implements the design presented in this manuscript. Three other issues we are currently exploring are:
