Let r, s > 0. For a given probability measure P on R d , let (α n ) n≥1 be a sequence of (asymptotically) L r (P )-optimal quantizers. For all µ ∈ R d and for every θ > 0, one defines the sequence
Introduction
Let (Ω, A, P) be a probability space and let X : (Ω, A, P) −→ R d be a random variable with distribution P X = P . Let α ⊂ R d be a subset (a codebook) of size n. A Borel partition C a (α) a∈α of R The random variable X α taking values in the codebook α defined by
is called a Voronoi quantization of X. In other words, it is the nearest neighbour projection of X onto the codebook (also called grid) α.
The n-L r (P )-optimal quantization problem for P (or X) consists in the study of the best approximation of X by a Borel function taking at most n values. For X ∈ L r (P) this leads to the following optimization problem: e n,r (X) = inf { X − X Then we can write e n,r (X) = e n,r (P ) = inf
We remind in what follows some definitions and results that will be used throughout the paper.
• For all n ≥ 1, the infimum in (1.1) is reached at one (at least) grid α ⋆ ; α ⋆ is then called a L r -optimal n-quantizer. In addition, if card(supp(P )) ≥ n then card(α ⋆ ) = n (see [3] or [6] ). Moreover the quantization error, e n,r (X), decreases to zero as n goes to infinity and the so-called Zador's Theorem mentionned below gives its convergence rate provided a moment assumption on X.
• Let X ∼ P and let P = P a + P s be the Lebesgue decomposition of P with respect to the Lebesgue measure λ d , where P a denotes the absolutely continuous part and P s the singular part of P .
Zador Theorem (see [3] ) : Suppose E|X| r+η < +∞ for some η > 0. Then lim n→+∞ n r/d (e n,r (P )) r = Q r (P ).
with Q r (P ) = J r,d . Note that the moment assumption : E|X| r+η < +∞ ensure that f d d+r is finite. Furthermore, Q r (P ) > 0 if and only if P a does not vanish.
• A sequence of n-quantizers (α n ) n≥1 is -L r (P )-rate-optimal (or rate-optimal for X, X ∼ P ) if
-asymptotically L r (P )-optimal if
-L r (P )-optimal if for all n ≥ 1, e r n,r (P ) = R d
d(x, α n ) r dP (x).
• Empirical measure theorem (see [3] ) : Let X ∼ P . Suppose P is absolutely continuous with respect to λ d and E|X| r+η < +∞ for some η > 0. Let (α n ) n≥1 be an asymptotically L r (P )-optimal sequence of quantizers. Then • In [4] is established the following proposition.
Proposition : Let X ∼ P, with P a = 0, such that E|X| r+η < ∞, for some η > 0 . Let (α n ) be an L r (P )-optimal sequence of quantizers, b ∈ 0, 1/2 and let ψ b : R d −→ R + ∪ {+∞} be the maximal function defined by
λ d (B(x, bd(x, α n ))) P (B(x, bd(x, α n ))) .
(1.4)
Then for every x ∈ R d ,
1/(d+r) (1.5) where C(b) denotes a real constant not depending on n.
• The next proposition is established in [2] . It is used to compute the L r -optimal quantizers for the exponential distribution.
Proposition Let r > 0 and let X be an exponentially distributed random variable with scale parameter λ > 0. Then for every n ≥ 1, the L r -optimal quantizer α n = (α n1 , · · · , α nn ) is unique and given by α nk = a n 2 + 6) where (a k ) k≥1 is a R + -valued sequence defined by the following implicit recursive equation:
Furthermore, the sequence (a k ) k≥1 decreases to zero and for every k ≥ 1,
for some real constant c r .
NOTATIONS
• Let α n be a set of n points of R d . For every µ ∈ R d and every θ > 0 we denote α
• If X ∼ P , P θ,µ will stand for the probability measure of the random variable
• If A is a matrix A ′ stands for its transpose.
•
Definition 1.1. A sequence of quantizers (β n ) n≥1 is called a dilatation of the sequence (α n ) n≥1 with scaling number θ and translating number µ if, for every n ≥ 1, β n = α θ,µ n , with θ > 1. If θ < 1, one defines likewise the contraction of the sequence (α n ) n≥1 with scaling number θ and translating number µ.
Lower estimate
Let r, s > 0. Consider an asymptotically L r (P )-optimal sequence of quantizers (α n ) n≥1 . For every µ ∈ R d and every θ > 0, we construct the sequence (α θ,µ n ) n≥1 and try to lower bound asymptotically the L s -quantization error induced by this sequence. This estimation provides a necessary condition of rate-optimality for the sequence (α θ,µ n ) n≥1 . Obviously, in the particular case where θ = 1 and µ = 0 we get the same result as in [4] , a paper we will essentially draw on. Theorem 2.1. Let r, s ∈ (0, +∞), and let X be a random variable taking values in R d with distribution P such that P a = f.λ d ≡ 0. Suppose that E|X| r+η < ∞ for some η > 0. Let (α n ) n≥1 be an asymptotically L r (P )-optimal sequence of quantizers. Then, for every θ > 0 and every
Proof. Let m ≥ 1 and
The sequence (f θ,µ m ) m≥1 is non-decreasing and
Consequently,
For every m ≥ 1 and every (k, l) ∈ I m , set
Therefore, for every m ≥ 1,
Moreover, for every n ≥ 1,
Making the change of variable x := (z − µ)/θ + µ yields:
The last inequality is in particular satisfied for all
In the other hand,
where U (A) = 1 A /λ d (A) denotes the uniform distribution in the Borel set A when λ d (A) = 0. Then we can write for every (k, l) ∈ I m ,
Owing to Equation (2.4), one has
However, on the sets A m k,l , the statement
It follows from Equation (2.3) and the super-additivity of the liminf that for every m ≥ 1,
Finally, applying Fatou's Lemma yields
Upper estimate
Let r, s > 0. Let (α n ) n≥1 be an (asymptotically) L r (P ) -optimal sequence of quantizers. In this section we will provide some sufficient conditions of L s (P )-rate-optimality for the sequence (α
Theorem 3.1. Let r, s ∈ (0, +∞), s < r and let X be a random variable taking values in
In this case the theorem is trivial since X − X αn s ≤ X − X αn r .
Proof. Let P θ denotes the distribution of the random variable θX. P θ is absolutely continuous with
Making the change of variable z :
where we used the P -admissibility of (θ, µ) in the first inequality. The second inequality derives from Hölder inequality applied with p = r/s > 1 and q = 1 − s/r.
Owing to the asymptotically L r (P )-optimality of (α n ) and making again the change of variable x := z/θ yields
When s > r, the next theorem provides a less accurate asymptotic upper bound than the previous one since, beyond the restriction on the distribution of X, we need now the sequence (α n ) to be (exactly) L r (P )-optimal. Theorem 3.2. Let r, s ∈ (0, +∞), s > r, θ > 0 and let X be a random variable taking values in R d with distribution P such that P = f · λ d . Suppose that E|X| r+η < ∞ for some η > 0 and P θ,µ ≪ P i.e P θ,µ is absolutely continuous with respect to P for some µ ∈ R d . Let (α n ) n≥1 be an L r (P )-optimal sequence of quantizers and suppose that the maximal function (see (1.4)) satisfies
where C(b) is a positive real constant not depending on θ and n.
Notice that this theorem does not require that (θ, µ) is P -admissible.
Proof. One deduces from differentiation of measures that
Then, under Assumption (3.6),
We make the change of variable x := (z − µ)/θ + µ. Then
Besides, the following inequalities are established in [4] :
Under Assumption (3.6) we can apply the Lebesgues dominated convergence theorem to the above inequalities, which yields
For a given distribution, Assumption (3.6) is not easy to verify. But when s = r + d, the lemma and corollaries below provide a sufficient condition so that Assumption (3.6) is satisfied. The next subject extends the results obtained in ( [4] ). For further details we then refer to ( [4] ).
Let P = f · λ d be an absolutely continous distribution. Let r, s ∈ (0, +∞) and (θ, µ) be a P -admissible couple of parameters. We will need the following hypotheses:
(H3) λ d (· ∩ supp(P )) ≪ P and supp(P ) is a finite union of closed convex sets.
, +∞] and if furthermore (H3) holds then for every
Proof. It follows from the P -admissibility of (θ, µ) that
where 
. Now, coming back to the core of our proof, it follows from (H2) that (for b coming from (H2)),
it remains to show that the first term in the right hand side of this last equality is finite.
(a) If s ∈ (0, r + d) it follows from Lemma 3.1, (a) that the first term in the right hand side of the above equality is finite. As a consequence, ψ s r+d ∈ L 1 (P θ,µ ). (b) If s > r + d, the first term in the right hand side of the above equality still finite owing to Lemma 3.1, (b). Consequently, Assumption (3.6) of Theorem 3.2 holds true provided (H3) holds and f
We next give two useful criterions ensuring that Hypothesis (H2) holds. The first one is useful for distributions with radial tails and the second one for distributions which does not satisfy this last assumption. (1 + 2b) ) .
Assume furthermore that
and that f satisfies the local growth control assumption : there exists real numbers ε ≥ 0, η ∈ (0, 1/2), M, C > 0 such that 
then Hypothesis (H2) holds.
Notice that Hypothesis (3.11) can be relaxed if we suppose that f (x) 
Toward
Before dealing with examples, let us make some comments about inequalities (2.1) and (3.7). Note first that the moment assumption E|X| r+η < +∞ for some η > 0, ensure that
be an L r (P )-optimal sequence of n-quantizers and suppose that Assumption (3.6) of Theorem 3.2 holds true. Then
Remark 4.2. If s < r, the inequality (3.3) provides a sufficient condition so that the sequence
Now, for s = r, is it possible to find a θ = θ ⋆ for which the sequence (α θ,µ n ) n≥1 is asymptotically L s (P )-optimal? (when s < r this is the only question of interest since we know that (α n ) n≥1 is L s (P )-rate-optimal for every s < r).
For a fixed r, b and µ, we can write from inequalities (3.3) and (3.7) :
One knows that for a given s > 0, we have for all n ≥ 1,
r,s (P, θ). Consequently for a fixed s > 0, in order to have the best estimation of Zador's constant in L s , we must minimize over θ, the quantity Q Sup r,s (P, θ). In that way, we may hope to reach the sharp rate of convergence in Zador Theorem and so construct an asymptotically L s -optimal sequence.
For µ well chosen, the examples below show that, for the Gaussian and the exponential distribution, the minimum θ ⋆ exists and the sequence (α θ ⋆ ,µ n ) n≥1 satisfies the empirical measure theorem and is suspected to be asymptotically L s -optimal.
Examples
Let (α n ) n≥1 be an L r (P )-optimal sequence of quantizers for a given probability distribution P , and consider the sequence (α θ,µ n ) n≥1 . For a fixed µ and s, we try to solve the following minimization problem
In all examples, C will denote a generic real constant (not depending on θ) which may change from line to line. The choice of µ depends on the probability measure and it is not clear how to choose it. In practice, we shall set µ = E(X) when X is a symmetric random variable otherwise we will usually set µ = 0.
The multivariate Gaussian distribution

Optimal dilatation and contraction Proposition 5.1. Let r, s > 0 and let
is the unique solution of (5.1) on the set
is the unique solution of (5.1) on the set s/r, +∞ .
Proof.
Since the multivariate Gaussian distribution is symmetric, one sets µ = m. Keep in mind that the probability density function f of P is given for every x ∈ R d by,
Note first that Hypothesis (H1) is obviously satisfied from the continuity of
, with |x| Σ = |Σ In the other hand
Now we are in position to solve the problem (5.1). Let θ ∈ s/(d + r), +∞ ,
, +∞ , we want to minimize the function h defined by
The function h is differentiable on s/(d + r), +∞ with derivative
One easily checks that h reaches its unique minimum on 
.
We proceede as before setting
The sign of h ′ depends on the sign of (α + 2β)θ 2 − What we do expect from the resulting sequence (α θ ⋆ ,m n ) n≥1 ? The proposition below shows that it satisfies the empirical measure theorem (keep in mind that this theorem is satisfied by asymptotically optimal quantizers although the converse is not true in general). In other words, for every a,
Proof. For all n ≥ 1,
Since (α n ) n≥1 is asymptotically L r -optimal; by applying the empirical measure theorem to the sequence (α n ) n≥1 , we obtain:
It remains to verify that
and see(1.3)
Hence, for all r > 0,
By making the change of variable x = m + θ ⋆ (z − m), one gets :
It is easy to check that
and that
The last term is simply equal to
. We then deduce that
We have just built a sequence (α 
Proof. Keep in mind that if P ∼ N (m; Σ) then, for all r > 0,
We have in one hand
and in the other hand
Combining these two results yields
After some elementary calculations, it follows from the proposition above and inequalities (2.1),(4.2), the corollary below :
Numerical experiments
For numerical example, supppose that d = 1 and r ∈ {1, 2, 4}. Let X ∼ N (0, 1) and, for a fixed n, let α n,r = {x 1,r , · · · , x n,r } be the n-L r -optimal grid for X (obtained by a Newton-Raphson zero search). For every n ∈ {20, 50, · · · , 900} and for (s, r) = (1, 2) and (4, 2), we make a linear regression of α n,r onto α n,s : x i,s ≃â sr x i,r +b sr , i = 1, · · · , n. Table 1 provides the regression coefficients we obtain for different values of n. We note that when n increases, the coefficientsâ sr tend to the value (s + 1)/(r + 1) = θ ⋆ whereas the coefficientsb sr almost vanish. For example, for n = 900 and for (r, s) = (2, 1) (resp. (2, 4)) we getâ sr = 0.8170251 (resp. 1.2900417). The expected values are 2/3 = 0.8164966 (resp. 5/3 = 1.2909944). The absolute errors are then 5.285 × 10 −4 resp. 9.527 × 10 −4 . We remark that the error mainly comes from the tail of the distribution. The previous numerical results, in addition to Equation (5.2), strongly suggest that the sequence (α θ ⋆ ,m n ) n≥1 is in fact asymptotically L s (P )-optimal. This leads to the following conjecture.
Conjecture 1.
Let P ∼ N (m; Σ) and let (α n ) n≥1 be an L r (P )-optimal sequence of quantizers. Then, for every s > 0, the sequence (α 
Exponential distribution
is the unique solution of (5.1) on the set s/(r + 1), +∞ .
n ) n≥1 is L s -rate-optimal for all θ ∈ s/r, +∞ and
is the unique solution of (5.1) on s/r, +∞ .
Proof. (a)
Let s ∈ (r, r + 1). For all θ > 0, µ ∈ R d , the couple (θ, µ) is P -admissible and the function f is decreasing on (0, +∞). For θ > s/(r + 1), Assumption (3.10) holds true for every c ∈ 1, θ(1 + r)/s . Moreover, Hypothesis (H1) is clearly satisfied. Consequently, if follows from Corollary 3.1, (a) that Assumption (3.6) holds true. If s > r + 1, Assumption (3.6) still holds since the additionnal assumptions (H3) and f
loc (P ) required to apply the corollary 3.1, (b) are satisfied.
In the other hand, one has
Now, let us solve the problem (5.1) For all θ > s/(r + 1),
Hence, h reaches its unique minimun on s/(r + 1), +∞) at θ ⋆ = (s + 1)/(r + 1).
Then, for all θ > s/r, R f We easily check that the function h(θ) = θ s+1 (rθ − s) s−r r reaches its minimum on s/r, +∞) at the unique point θ ⋆ = (s + 1)/(r + 1). 
Elementary computations show that ∀ r > 0,
so that
Is the sequence (α
The remark 5.2 is also valid for the exponential distribution. Our upper bounds in (3.3) and (3.7) do not allow us to show that (θ ⋆ α n ) is asymptotically L s -optimal because of the corollary below. But the numerical results strongly suggest that it is.
Corollary 5.2. Let X ∼ E (λ) and θ ⋆ = (s + 1)/(r + 1). Then,
Proof. We easily prove, like in proposition 5.2, that Q Inf r,s (P, θ ⋆ ) = Q s (P ). The corollary follows then from (2.1) and (4.2) keep in mind that for all r > 0, J r,1 = 1 (r+1)2 r .
Numerical experiments
For numerical examples, Table 2 gives the regression coefficients we obtain by regressing the L 2 grids onto the grids we get with the L 1 and L 4 norms, for different values of n. The notations are the same as in the previous example. We note that for large enough n, the coefficientsâ sr tend to (s + 1)/(r + 1) = θ ⋆ . For example, if n = 900, we getâ 12 = 0.6676880;â 42 = 1.6640023 whereas the expected values are respectively 2/3 = 0.66666667 and 5/3 = 1.6666667. The absolute errors are in the order of 10 −3 . Like the Gaussian case, we remark that the error of the estimation results mainly from the tail of the exponential distribution. Conjecture 2. Let X be an exponentially distributed random variable with rate parameter λ and let (α n ) n≥1 be an L r -optimal sequence of quantizers for X. Then for s > 0 and θ ⋆ = (s + 1)/(r + 1) the sequence (α
These exampless could suggest that a contraction (or a dilatation) parameter θ ⋆ , solution of the minimisation problem (5.1), always leads to a sequence of quantizers satisfying the empirical measure theorem. The following example shows that this can fail.
Gamma distribution
Optimal dilatation and contraction
Proposition 5.6. Let r, s > 0 and let X be a Gamma distribution with parameters a and λ : X ∼ Γ(a, λ), a > 0, λ > 0.
(a) if s ∈ (r, r + 1), the sequence (α θ,0 n ) n≥1 is L s -rate-optimal iff θ ∈ s/(r + 1), +∞ and for all a > 0,
(b) if s > r + 1 and if a ∈ 0, s+r+1 s , the sequence (α θ,0 n ) n≥1 is L s -rate-optimal for every θ ∈ s/(r + 1), +∞ and
is the unique solution of (5.1) on the set s/(r + 1), +∞ (Note that the assumptions imply a ∈ (0, 2)).
(c) if s < r, the sequence (α θ,0 n ) n≥1 is L s -rate-optimal for every θ ∈ s/r, +∞ and for all a > 0,
Proof. We set µ = 0. Keep in mind that the density function is written
(a) and (b). Let s ∈ (r, r + 1) and set R 0 = max(0, (a − 1)/λ). The function f is decreasing on (R 0 , +∞) and for every θ > 0, µ, the couple (θ, µ) is P -admissible. For θ > s/(r + 1), Assumption (3.10) holds true for every c ∈ 1, θ(1 + r)/s . Moreover, Hypothesis (H1) clearly holds. Consequently, it follows from Corollary 3.1, (a) that Assumption (3.6) of Theoreme 3.2 holds true.
When s > r + 1, the additionnal hypothesis f
It follows that (H3) holds. In this case Assumption (3.6) of Theoreme 3.2 holds true.
For all θ > 0,
. with γ = s + a and β = (a − 1)(1 − s/(r + 1)) + 1.
We define on R ⋆ + the function h by
The function h is differentiable for all θ > s/(1 + r) and
Hence, the minimum of h is then unique on s/(r + 1), +∞ and is reached at θ ⋆ .
Notice that the condition required for f n ) n≥1 is a dilatation of (α n ) n≥1 with scaling number θ ⋆ . Moreover there is no constraint on the parameter a as long as s < r + 1. In this case when we set a = 1 (exponential distribution with parameter λ) we retrieve the result of the exponential distribution. Note that θ ⋆ does not depend on the parameter λ. That is expected since Γ(1, λ) = E (λ) and, in the exponential case we know that the scaling number does not depend on λ.
Let θ ⋆ = (s + a)/(r + a) and consider now the sequence (α θ ⋆ ,0 n ) n≥1 defined as previously. Does this sequence verify the empirical measure theorem? If a = 1 we boil down to the exponential distribution. On the other hand, when a = 1, one shows below that there exists a > 1, s > 0 and r > 0 such that the sequence (α Set a = 7, s = 1, r = 2, λ = 1 and u = 1. Then n = 2, m = 3, α = 3/8, β = 1/2 and this lead, after some calculations to :
185 128 e −3/8 − 79 48 e −1/2 = − 511 512 ;
which is clearly not satisfied. We then deduce that for (a, r, s) = (7, 2, 1), the sequence (α θ ⋆ ,0 n ) n≥1 does not satisfy the empirical measure theorem. Hence, we have constructed an L s (P )-rate-optimal sequence which does not satisfy the empirical mesure theorem.
