We propose the configurable rendering of massive quantities of photorealistic images with ground truth for the purposes of training, benchmarking, and diagnosing computer vision models. In contrast to the conventional (crowdsourced) manual labeling of ground truth for a relatively modest number of RGB-D images captured by Kinect-like sensors, we devise a non-trivial configurable pipeline of algorithms capable of generating a potentially infinite variety of indoor scenes using a stochastic grammar, specifically, one represented by an attributed spatial And-Or graph. We employ physics-based rendering to synthesize photorealistic RGB images while automatically synthesizing detailed, per-pixel ground truth data, including visible surface depth and normal, object identity and material information, as well as illumination. Our pipeline is configurable inasmuch as it enables the precise customization and control of important attributes of the generated scenes. We demonstrate that our generated scenes achieve a performance similar to the NYU v2 Dataset on pre-trained deep learning models. By modifying pipeline components in a controllable manner, we furthermore provide diagnostics on common scene understanding tasks; e.g., depth and surface normal prediction, semantic segmentation, etc.
Introduction
Recent advances in recognition and classification through machine learning have yielded similar or even better performance than human abilities (e.g., [30, 18] ) by leveraging large-scale, labeled RGB datasets [15, 46] . By contrast, the challenge of indoor scene understanding remains largely unsolved due in part to the limitations Figure 1 : An example automatically-generated 3D bedroom scene rendered (top left) as a photorealistic RGB image with (top right) per-pixel ground truth of surface depth, surface normal, and object identity. The generated scenes include fine details: object textures (e.g., the duvet and pillow on the bed) are changeable, the materials of each object are sampled from actual physical parameters (reflectance, roughness, glossiness, etc.), and illumination parameters are sampled from continuous spaces of possible positions, intensities, and colors. Two additional room scene examples (bottom). Object models are from ShapeNet [10] and SUNCG [73] .
of structured RGB-D datasets available for training. To address this problem, researchers have started collecting RGB-D imagery using Kinect-like sensors and preparing the associated ground truth data [71, 34] . However, the manual labeling of per-pixel ground truth information is tedious and error-prone, limiting its quantity and accuracy.
In this paper, we propose a pipeline for the automatic synthesis of massive quantities of photorealistic images of indoor scenes. A stochastic grammar model, represented by a spatial attributed And-Or graph, which combines hierarchical compositions and contextual constraints, enables the systematic generation of 3D scenes with high variability. To avoid excessively dense graphs, our graphs utilize address nodes, resulting in a compact and meaningful representation. Using our easily configurable pipeline, we can systematically sample an infinite variety of illumination conditions (intensity, color, positions, etc.), camera parameters (Kinect, fisheye, panorama, depth of field, etc.), and object properties (geometry, color, texture, reflectance, roughness, glossiness, etc.).
As Fig. 1 shows, we employ state-of-the-art physicsbased rendering, resulting in synthesized images with an impressive level of photorealism. Since our synthetic data is generated in a forward manner-by rendering 2D images from 3D scenes of known geometric object modelsground truth information is naturally available without any additional labeling. Hence, not only are our rendered images highly realistic, but they are also accompanied by perpixel ground truth color, depth, surface normals, and object labels.
We demonstrate that our synthesized scenes achieve a performance similar to the NYU v2 Dataset on pre-trained deep learning models. By modifying pipeline components in a controllable manner, we furthermore provide diagnostics on common scene understanding tasks; e.g., depth and surface normal prediction, semantic segmentation, etc.
Related Work
Synthetic image datasets have recently been a source of training data for object detection and correspondence matching [77, 72, 96, 63] , single-view reconstruction [35] , pose estimation [70, 76, 87, 12] , depth prediction [75] , semantic segmentation [67] , scene understanding [27, 37, 26] , and in benchmark datasets [28] . Previously, synthetic imagery, generated on the fly, was used in visual surveillance [64] and active vision [78] . Although prior work demonstrates the potential of synthetic imagery to advance computer vision research, to our knowledge no large synthetic RGB-D dataset of indoor scenes has yet been released.
3D room synthesis algorithms [90, 27] have been developed to optimize furniture arrangements based on predefined constraints, where the number and categories of objects are pre-specified and remain the same. In comparison, we sample indoor scenes from scratch, and objects can be sampled. Some work studied fine-grained room arrangement to address specific problems; e.g., utilizing userprovided examples to arrange small objects [19, 91] , and optimizing the number of objects in scenes using LARJ-MCMC [88] . To enhance realism, Merrell et al. [56] developed an interactive system that provides suggestions according to interior design guidelines.
Image synthesis has been attempted using various deep neural network architectures, including recurrent neural networks (RNN) [23] , generative adversarial networks (GAN) [80, 65] , inverse graphics networks [42] , and generative convolutional networks [53, 86, 85] . However, images of indoor scenes synthesized by these models often suffer from notable artifacts, such as undesirable blurred patches. More recently, some applications of general purpose inverse graphics solutions using probabilistic programming languages have been reported [55, 52, 41] . However, the problem space is enormous, and the quality of inverse graphics "renderings" is disappointingly low and slow.
Stochastic scene grammar models have been used in computer vision to recover 3D structures from single-view images for both indoor [93, 49] and outdoor [49] scene parsing. In this paper, instead of solving inverse (vision) problems, we sample from the grammar model to generate, in a forward manner, large varieties of 3D indoor scenes.
Contributions
This paper makes five major contributions: 1. To our knowledge, this is the first paper that, for the purposes of scene understanding, introduces a configurable pipeline to generate massive quantities of photorealistic images of indoor scenes with perfect per-pixel ground truth, including color, surface depth, surface normal, and object identity. 2. To our knowledge, this is the first paper to utilize a stateof-the-art computer graphics rendering method, specifically physics-based ray tracing, to synthesize photorealistic images of remarkable quality for use in computer vision. 3. By precisely customizing and controlling important attributes of the generated scenes, we provide a set of diagnostics benchmarks of previous work on several common computer vision tasks. To our knowledge, this is the first paper to provide comprehensive diagnostics with respect to algorithm stability and sensitivity to certain scene attributes. 4. We propose a spatial attributed And-Or graph for scene layout generation. Our framework supports arbitrary addition and deletion of objects and modification of their categories, yielding significant variations in the resulting scene collection. A supported object node is combined by an address terminal node and a regular terminal node, indicating that the object is supported by the furniture pointed to by the address node. If the value of the address node is null, the object is situated on the floor. Contextual relations are defined between walls and furniture, among different furniture, between supported objects and supporting furniture, and for functional groups.
5. We demonstrate that the generated scenes achieves similar performance to the NYU v2 Dataset on pre-trained models, which indicates the high quality of our images.
Representation and Formulation

Attributed Spatial And-Or Graph
In this section, we describe the model proposed to represent an indoor scene. A scene model should be capable of: i) representing the compositional/hierarchical structure of indoor scenes, and ii) capturing the rich contextual relationships between different components of the scene.
An indoor scene can be first categorized into different indoor settings (i.e. bedrooms, bathrooms, etc.), each of which has a set of walls, furniture, and supported objects. Furniture can be decomposed into functional groups that are composed of multiple furniture, e.g. a "work" functional group consists of a desk and a chair. We consider four types of contextual relations: i) relations between furniture and walls; ii) relations among furniture; iii) relations between supported objects and their supporting objects (e.g., monitor and desk); and iv) relations between objects of a functional pair (e.g., sofa and TV).
As shown in Fig. 2 , we represent the hierarchical structure of indoor scenes by an attributed Spatial And-Or Graph (S-AOG), which is a Stochastic Context Sensitive Grammar (SCSG) with attributes on the terminal nodes. It combines i) a stochastic context free grammar (SCFG) and ii) contextual relations defined on a Markov random field (MRF); i.e., the horizontal links among the terminal nodes. The S-AOG represents the hierarchical decompositions from scenes (top level) to objects (bottom level) , whereas contextual relations encode the spatial and functional relations through horizontal links between nodes.
An S-AOG is denoted by a 5-tuple: G = S, V, R, P, E , where S is the root node of the grammar, V = V NT ∪ V T is the vertex set including non-terminal nodes V NT and terminal nodes V T , R stands for the production rules, P represents the probability model defined on the attributed S-AOG, and E denotes the contextual relations represented as horizontal links between nodes in the same layer.
The set of non-terminal nodes 
with
where u k i denotes the case that object u i appears k times, and the probability is ρ i,k .
The set of terminal nodes can be divided into two types: i) regular terminal nodes v ∈ V r T representing spatial entities in a scene, with attributes A divided into internal A in (size) and external A ex (position and orientation) attributes. ii) Address terminal nodes v ∈ V a T as pointers to regular terminal nodes and takes values in the set V r T ∪ {nil}. These nodes avoid excessively dense graphs by encoding interactions that occur only in a certain context and are absent in all others [21] .
Contextual Relations E = E w ∪ E f ∪ E o ∪ E g among nodes are represented by horizontal links in the AOG. The relations are divided into four subsets: i) relations between furniture and walls E w ; ii) relations among furniture E f ; iii) relations between supported objects and their supporting objects E o (e.g., monitor and desk); and iv) relations between objects of a functional pair E g (e.g., sofa and TV). Accordingly, the cliques formed in the terminal layer may also be divided into four subsets:
Note that the contextual relations of nodes will be inherited from their parents; hence, the relations at a higher level will eventually collapse into cliques C among the terminal nodes. These contextual relations also form an MRF on the terminal nodes. To encode the contextual relations, we define different types of potential functions for different kinds of cliques.
A hierarchical parse tree pt instantiates the S-AOG by selecting a child node for the Or-nodes as well as determining the state of each child node for the Set-nodes. A parse graph pg consists of a parse tree pt and a number of contextual relations E on the parse tree: pg = (pt, E pt ). Fig. 3 illustrates a simple example of a parse graph and four types of cliques formed in the terminal layer.
Probabilistic Formulation
The purpose of the S-AOG is to generate realistic scene configurations from a learned S-AOG. Here we define the prior probability of a scene configuration generated by an S-AOG with the parameters Θ. A scene configuration is represented by a parse graph pg, including objects in the scene and their attributes. The prior probability of pg generated by an S-AOG parameterized by Θ is formulated as a Gibbs distribution:
where E(pg|Θ) is the energy function of a parse graph, E(pt|Θ) is the energy function of a parse tree, and E(E pt |Θ) is the energy term of the contextual relations.
Here, the energy function of a parse tree is defined as combinations of probability distributions with closed-form expressions, and the energy of the contextual relations E is defined as potential functions relating to the external attributes of the terminal nodes. Energy E(pt|Θ) is further decomposed into energy functions of different types of non-terminal nodes, and energy functions of internal attributes of both regular and address terminal nodes: 
where the choice of child node of an Or-node v ∈ V Or follows a multinomial distribution, and each child branch of a Set-Note v ∈ V Set follows a Bernoulli distribution. Note that the And-nodes are deterministically expanded; hence, (3) lacks an energy term for the And-nodes. The internal attributes A in (size) of terminal nodes follows a nonparametric probability distribution learned via kernel density estimation. The probability distribution
combines the potentials of the four types of cliques formed in the terminal layer, which are computed based on the external attributes of regular terminal nodes:
• Potential function φ w (c) is defined on relations between walls and furniture ( Fig. 3(b) ). A clique c ∈ C w includes a terminal node representing a piece of furniture f and the terminal nodes representing walls {w i }: c = {f, {w i }}.
Assuming pairwise object relations,
constraint between walls and furniture }, (6) where the cost function l con (w i , w j ) defines the consistency between the walls; i.e., adjacent walls should be connected, whereas opposite walls should have the same size. Although this term is repeatedly computed in different cliques, it is usually zero as the walls are enforced to be consistent in practice. The cost function is defined as
is the distance between object x i and x j , and
defines the incompatibility in terms of the relative orientations between two objects. • Potential function φ f (c) is defined on relations between furniture ( Fig. 3(c) ). A clique c ∈ C f includes all the terminal nodes representing a piece of furniture: c = {f i }. Hence,
where the cost function
defines the compatibility of two pieces of furniture in terms of occluding accessible space.
• Potential function φ o (c) is defined on relations between a supported object and the furniture that supports it ( Fig. 3(d) ). A clique c ∈ C o consists of a supported object terminal node o, the address node a connected to the object, and the furniture terminal node f pointed to by the address node: c = {f, a, o}.
where the cost function l pos (f, o) = i l dis (f facei , o) defines the relative position of the supported object o to the four boundaries of the bounding box of the supporting furniture f . The energy term E add (a) is derived from the probability of an address node v ∈ V a T , which is regarded as a certain regular terminal node and follows a multinomial distribution.
• Potential function φ g (c) is defined for furniture in the same functional group (Fig. 3(d) ). A clique c ∈ C g consists of terminal nodes representing furniture in a functional group g: c = {f g i }:
3. Learning, Sampling and Synthesis
In this section, we introduce the learning algorithm for learning parameters of the S-AOG, and the sampling algorithm based on the learned S-AOG for synthesizing realistic scene configurations.
Learning
We introduce how the probability model P of the S-AOG is learned in this section. From a set of annotated parse trees {pt m , m = 1, 2, · · · , M }, we can learn the branching probabilities ρ by maximum likelihood estimation (MLE). The MLE of the branching probabilities of Or-nodes and address terminal nodes is simply the frequency of each alternative choice [97] . However, the samples will not cover all possible terminal nodes to which an address node is pointing. There are many unseen but plausible configurations: e.g., an apple can be put on the chair, even though the examples might not cover this case. Inspired by the Dirichlet process, we address this issue by altering the MLE to include a small probability α for all branches:
Similarly, for each child branch of the Set-nodes, we use the frequency in samples as the probability if it is non-zero, otherwise the probability to be turned on is α. In practice, we choose α to be 1, according to the standard practice of choosing the probability of joining a new table in the Chinese restaurant process [1] .
The distribution of object size among all the furniture and supported objects is learned from the 3D models provided by ShapeNet [9] and SUNCG [73] . We first extracted the size information from the 3D models, and then fitted a non-parametric distribution using kernel density estimation (KDE). Not only is this more accurate than simply fitting a trivariate normal distribution, but it is also easier to sample from.
The parameters of the potential functions are learned from the constructed scenes by computing the statistics of relative distances and relative orientations between different objects. 
Sampling Scene Configurations
Based on the learned S-AOG, we sample scene configurations (parse graphs) based on the prior probability p(pg|Θ) using a Markov Chain Monte Carlo (MCMC) sampler. The sampling process can be divided into two major steps: i) top-down sampling of the parse tree structure pt and internal attributes of objects by selecting a branch for Or-nodes and child branches for Set-nodes, and sampling the internal attributes (sizes) of each regular terminal node. Note that this can be easily done by sampling from closed-form distributions. ii) MCMC sampling of the external attributes (positions and orientations) of objects as well as the values of the address nodes. Samples are proposed by Markov chain dynamics, and are taken after the Markov chain converges to the prior probability. These attributes are constrained by multiple potential functions, hence it is difficult to directly sample from the true underlying probability distribution.
Four types of Markov chain dynamics q i , i = 1, 2, 3, 4 are designed to be chosen randomly with probabilities to propose moves. The dynamics q 1 and q 2 are diffusion, and q 3 and q 4 are reversible jumps:
• Dynamic q 1 (translation of objects) chooses a regular terminal node and samples a new position based on the current position of the object: pos → pos + δpos, where δpos follows a bivariate normal distribution.
• Dynamic q 2 (rotation of objects) chooses a regular terminal node and samples a new orientation based on the current orientation of the object: θ → θ + δθ, where δθ follows a normal distribution. • Dynamic q 3 (swapping of objects) chooses two regular terminal nodes and swaps the positions and orientations of the objects.
• Dynamic q 4 (swapping of supporting objects) chooses an address terminal node and samples a new regular furniture terminal node pointed to. Then, we sample a new location for the supported object: randomly sample x = u x * w p and y = u y * l p , where u x , u y ∼ unif(0, 1), and w p and l p are the width and length of the supporting object. The z value is simply the height of the supporting object. Adopting the Metropolis-Hastings algorithm, the newly proposed parse graph pg is accepted according to the following acceptance probability:
The proposal probabilities are canceled since the proposed moves are symmetric in probability. During the sampling process, a typical state is drawn from the distribution. We can easily control the tidiness of the sampled scenes by adding an extra parameter β to control the landscape of the prior distribution p(pg|Θ) = 1 Z exp{−βE(pg|Θ)}, and simulating a Markov chain under one specific β.
Scene Instantiation from Scene Layout
Given a generated scene layout, the 3D scene is instantiated by assembling objects into it. We use ShapeNet [10] and SUNCG [73] as our 3D model dataset. Scene instantiation comprises five steps: i) Align orientations of the models based on the up vector defined in the dataset. ii) Given an object category defined in the scene layout, search all the 3D object models to find the model that best matches the length/width ratio. iii) Transform the object to the desired positions, orientations and scales according to the generated scene layout. iv) Since we fit only the length and width in
Step ii, an extra step to adjust object position along the gravity direction is needed, resulting in no floating objects. v) Add the floor, walls, and ceiling to complete the instantiated scene.
Configurable scene synthesis
As we generate scenes in a forward fashion, our pipeline enables the precise customization and control of important attributes of the generated scenes. Some configurations are shown in Fig. 5 . The rendered images are determined by combinations of the following three factors: i) Illuminations, including light source positions, intensities, colors, and the number of light sources. ii) Cameras, such as fisheye, panorama, and Kinect cameras, have different focal lengths and apertures, yielding dramatically different rendered images. Thanks to physics-based rendering, our pipeline can even control the F-stop and focal distance, resulting in different depths of field. iii) Different object materials and textures will have various properties, represented by roughness, metallicness, and reflectivity.
Photorealistic Scene Rendering.
Physics-based rendering (PBR) [62] has become the industry standard in computer graphics applications in recent years, and has been widely adopted for both offline and real-time rendering. Unlike traditional rendering techniques where heuristic shaders are used to control how light is scattered by a surface, PBR simulates the physics of real-world light via computing the bidirectional scattering distribution function (BSDF) [5] of the surface.
Following the law of conservation of energy, PBR solves the rendering equation for the total spectral radiance of an outgoing light in direction w from point x on a surface
where L o is the outgoing light, L e is emitted light (from a light source), Ω is the unit hemisphere uniquely determined by x and its normal, f r is the bidirectional reflectance distribution function (BRDF), L i is the incoming light from direction w , w · n accounts for the attenuation of the incoming light.
In path tracing, the rendering equation is often solved with the Monte Carlo methods. Through computing both the reflected and transmitted components of rays in a physically accurate way while conserving energies, PBR allows photorealistic rendering of shadows, reflections and refractions that capture unprecedented levels of detail compared to any other exisiting shading techniques. Note PBR describes a shading process and does not reply on how images are rasterized to the screen space. In this paper we use the Mantra ® PBR engine to render synthetic image data with raytracing for its accurate calculation of lighting and shading, as well as physically intuitive parameter configuration.
Indoor scenes are typically closed rooms. Various reflective and diffusive surfaces may exist throughtout the space. Figure 6 : Benchmark results. (a) Given a set of generated RGB images rendered with different illuminations and object material properties (top to bottom: original settings, with high illumination, with blue illumination, with metallic material properties), we evaluate (b)-(d) three depth prediction algorithms, (e)-(f) two surface normal estimation algorithms, (g) a semantic segmentation algorithm, and (h) an object detection algorithm.
Therefore the effect of secondary rays is particularly important for achiving realistic lighting. PBR robustly samples both direct lighting contribution from light sources and indirect lighting from diffused and reflected rays on surfaces.
The BSDF shader on a surface manages and modifies its color contribution when hit by a secondary ray. Doing so results in more secondary rays being sent out from the surface in evaluation. The reflect limit (number of times a ray can be reflected) and the diffuse limit (number of times diffuse rays bounce on surfaces) need to be chosen wisely for balancing final image quality and render time. We found that a reflect limit of 10 and a diffuse limit of 4 gives visually plausible result with moderate computational cost. 
Evaluation Results
To learn the S-AOG, we annotated parse graphs for part of the SUNCG [73] indoor scenes according to the attributed S-AOG structure shown in Fig. 2 . We obtained object labels from ShapeNetSem [10] (a subset of ShapeNet annotated with physical attributes) and SUNCG [73] . The objects are classified into two classes: furniture and supported objects. We annotated the set of furniture F s and supported objects O s that appear in each scene as well as the functional groups.
To evaluate the generated indoor scenes, we selected common scene understanding tasks with state-of-the-art al- gorithms as a benchmark under various different environments, which evaluates the algorithms' stabilities and sensitivities. Moreover, it also reveals the potentials of training large-scale scene understanding algorithms with the proposed dataset.
Depth Estimation. We evaluated three state-of-the-art algorithms for single-image depth estimation: Eigens et al. [17, 16] and Liu et al. [47] . Table. 1 presents a quantitative comparison. We see that [17, 16] are very sensitive to illumination condition, whereas [47] is robust to illumination intensity, but sensitive to illumination color. In addition, all three algorithms are robust to different object materials. This may be because material changes do not alter the continuity of the surface. Note that [48] exhibits nearly the same performance on both our dataset and the NYU v2 Dataset, which indicates that our synthetic scenes are suitable for algorithm evaluation.
Surface Normal Estimation. We evaluated two surface normal estimation algorithms: Eigens et al. [16] and Bansal et al. [2] . Table. 2 shows the quantitative results. Compared with depth estimation, the surface normal estimation algorithms are stable to different illumination conditions as well as to different material properties. The two algorithms achieve comparable results on the NYU Dataset.
Semantic Segmentation. We applied the semantic segmentation model in [16] . Since we have 129 classes of indoor objects whereas the model only has a maximum of 40 classes, we re-arranged and reduced the number of classes to fit the prediction of the model. The algorithm achieves 60.5 pixel accuracy and 50.4 mIoU on our dataset. 3D Reconstructions. ElasticFusion [81] is evaluated given a set of images generated by our pipeline. A qualitative result is shown in Fig. 5f . Object Detection. We apply the Faster R-CNN Model [66] to detect objects. We again needed to re-arrange and reduce the number of classes for evaluation. Because there are only a few overlapping object classes between our synthetic scenes and the published output of the algorithm, Fig. 6 shows only qualitative results. A model trained on our dataset is needed for further evaluation.
Conclusion and Future Work
The proposed pipeline to generate configurable room layouts can provide detailed ground truth for supervised training. We believe such capability of generating room layouts in a controllable manner can benefit various vision areas, including but not limited to depth prediction [17, 16, 47, 43] , surface normal prediction [79, 16, 2] , semantic segmentation [51, 59, 11] , reasoning about object-supporting relations [20, 71, 94, 45] , material recognition [7, 6, 8, 83] , recovery of illumination conditions [58, 69, 40, 60, 4, 29, 92, 61, 50] , inferring room layout and scene parsing [33, 31, 44, 24, 14, 84, 93, 54, 13] , object functionality and affordance [74, 3, 22, 32, 93, 25, 36, 98, 57, 38, 89, 39, 68] and physics reasoning [95, 94, 100, 83, 99, 82] . In additional, we believe that research on 3D reconstruction in robotics and on the psychophysics of human perception can also benefit from our work.
Our current approach has several limitations that we will address in future research: first, the scene generation process can be improved with a multi-stage sampling process; i.e., sampling large furniture first and smaller objects later, which can potentially improve the scene layout. Second, we shall consider human activity inside the generated scene, especially functionality and affordance. Adding virtual humans into the scenes can provide additional ground truth for human pose recognition, human tracking, etc. 
