Bufferless and single-buffer queueing systems have recently been shown to be effective in coping with escalated Age of Information (AoI) figures arising in systems with large buffers and FCFS scheduling. In this paper, we propose a numerical algorithm for obtaining the exact distribution of both the AoI and the peak AoI (PAoI) in the bufferless P H/P H/1/1 and P H/P H/1/1/P -LCFS queues as well as the single-buffer M/P H/1/2 and M/P H/1/2 * queues, the latter one involving the replacement of the packet in the queue by the new arrival. The proposed exact models are based on the well-established theory of Markov fluid queues and the numerical algorithms rely on numerically stable and efficient vector-matrix operations. Moreover, the obtained exact distributions are in matrix exponential form making it amenable to calculate the tail distributions and the associated moments straightforwardly. We validate the proposed algorithms with simulations and we also comparatively study the AoI performance of the four queueing systems of interest as a function of the system load as well as the squared coefficient of variation (scov) of the service time. A similar study is also pursued for assessing the impact of the scov of the interarrival time for the two bufferless queueing systems.
Introduction
We consider an information update system consisting of information sources equipped with a sensor, server, and a remote monitor (or remote server or destination). The state of the information source is assumed to change in time which is detected by its sensor and the information source occasionally generates packets that contain sensed data along with a time stamp. The server's role is to make decisions on when and which of these packets are to be sent towards the monitor which is responsible of collecting, monitoring, and further processing of these update messages.
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The Age of Information (AoI) of a single information source is defined as the time elapsed since the generation of the last successfully received update packet at the monitor. The AoI concept was first introduced in [1] and later elaborated in [2, 3] as a metric to quantify the freshness of knowledge about the status of a remote information source in a status update system. In these studies, the update system described above is viewed as an abstraction of real-world scenarios and applications in which data freshness is crucial. There has recently been a surge of interest on AoI-related problems in various contexts including development of analytical models for AoI [4, 5, 6, 7] , AoI optimization methods [8, 9, 10, 11] , and AoI scheduling mechanisms [12, 13, 14] . The reference [15] provides a relatively recent survey of the AoI concept and its applications. The focus of the current paper is on the development of the queueing models of the single-source, single-server scenario and the cases of multiple information sources sharing a single server [16] or multiple servers [17] are deliberately left outside the scope of this paper.
The following abstraction gives rise to a continuous-time queueing model of a single source in which information packet arrivals occur randomly in time. Let t i , i ≥ 1 denote the arrival instance of the i th information packet arriving at the system. The interarrival time Λ between information packet arrival instances is assumed to be independent and identically distributed with cumulative distribution function (cdf) F Λ (·), probability density function (pdf) f Λ (·), mean 1/λ, and squared coefficient of variation (scov) c 2 Λ = σ 2 Λ λ 2 where σ 2 Λ denotes the variance of Λ. We assume that there is a single server available to send one information packet at a time. Using certain buffer management and scheduling mechanisms, the server is to send a fraction (not necessarily all) of these packets, either immediately or after a queue wait, towards the monitor whereas others may be dropped at the server. Let τ j , j ≥ 1 denote the arrival instance of the j th information packet that is successfully received by the destination at time instance δ j , j ≥ 1. Also let D j , j ≥ 1 denote the system time of successfully received packet j, which is the sum of two terms: i) the queue wait time W j , and ii) the service time Θ j of the j th received packet. Clearly, D j = δ j − τ j , j ≥ 1. In the current paper, the packet service times (denoted by Θ) are assumed to be independent and identically distributed with common cdf F Θ (·), pdf f Θ (·), mean 1/µ and scov c 2 Θ = σ 2 Θ µ 2 where σ 2 Θ denotes the variance of Θ. The system load ρ is defined as ρ = λ/µ. Let ∆(t), t ≥ 0, denote the continuous-time random process representing the AoI for this source at time t with ∆(0) = ∆ 0 . After t = 0, ∆(t) increases linearly in time with a unit slope until the first packet reception which is to occur at τ 1 which is then set to D 1 at instant τ + 1 . The process ∆(t) subsequently increases linearly in time with unit slope until the next reception and the pattern repeats forever. Let Φ j = ∆(δ − j ), j ≥ 1, denote the discrete-time continuous-valued random process associated with the AoI just before the epoch of packet receptions. Note that Φ j stands for the PAoI process. We are now interested in finding the following steady-state cdfs (when they exist) for the random processes ∆(t), t ≥ 0, and Φ j , j ≥ 1:
for x ≥ 0. Note that F ∆ (0) and F Φ (0) must be zero since there can not be a probability mass at the origin for these two processes. Also let f ∆ (x) and f Φ (x) for x ≥ 0 denote the corresponding steady-state pdfs with the corresponding non-central moments: Fig. 1 shows a sample path of the random process ∆(t) with ∆(0) = 0 with the i th , i = 1, . . . , 5 information packet arriving at epochs 3, 8, 16, 20, and 37, respectively, out of which the second arriving packet is to be dropped at the server before its service commances. The j th , j = 1, . . . , 4 received information packet has a service time of 7, 6, 6, and 2, and a queue wait of 0, 0, 2, and 0, respectively. Each cycle of the AoI process consists of a linear curve that starts at D j for some index j and increases at a unit rate until Φ j+1 and the sample path of the AoI process consists of an ordered concatenation of infinitely many cycles.
Depending on the distribution of the interarrival time Λ, the service time Θ, the buffer size which represents the maximum number of packets that are allowed to reside in the system (queue plus service), the scheduling discipline (First Come First Serve (FCFS), Preemptive Last Come First Serve (P-LCFS), Non-preemptive LCFS (NP-LCFS), etc.), and the buffer management scheme which refers to the specific decision of which packets are to be dropped at the server, there are several variations of the queueing system described above that have been studied in the recent literature. In most previous studies on AoI analysis, the focus has been on obtaining the mean AoI and mean PAoI values but there is also a need to obtain the distributions of the AoI and PAoI processes since their tail behaviors may also be important for the underlying status update system. In [2] , the mean AoI is obtained for the M/M/1, M/D/1, and D/M/1 queues with infinite buffer capacity and FCFS scheduling. The authors of [18] derive expressions for the Laplace-Stieltjes transform of the stationary distributions of the AoI and the PAoI in M/GI/1 and GI/M/1 queues. However, these infinite buffer queueing systems that are quite popular in other contexts tend to perform quite poorly in terms of AoI in moderate to high load regimes. Recognizing this fact, the reference [4] studies the AoI and PAoI distributions in the M/M/1/1 and M/M/1/2 queues in which packets are dropped when the buffer is full at arrival t Figure 1 : Illustration for the sample path for the AoI process ∆(t) and the PAoI process Φ j for ∆(0) = 0.
epochs. The authors of [4] also introduce an alternative model, the so-called M/M/1/2 * queue, for which the packet waiting in the queue is to be replaced by a new packet arrival, i.e., more formally named as M/M/1/2/NP -LCFS queue. This particular system is further studied in [19] as well as the M/M/1/1/P -LCFS preemptive queue where a new arrival preempts the packet in service and the service time distribution is assumed to follow a gamma distribution and mean AoI and mean PAoI results are given. The reference [20] derives exact expressions and upper bounds for the mean AoI for G/G/1/1 and G/G/1/1/P -LCFS queues and they report that the upper bounds are in general close to exact average age expressions. Another buffer management mechanism is to introduce deadlines on packets rather than placing a limit on the buffer size; see for example the work in [6] which studies an M/G/1 + G queue and derives the distribution of the AoI where service times and deadlines are both generally distributed.
A random variable corresponding to the time until absorption of a continuous-time Markov chain with one absorbing state is said to possess a phase-type (PH-type or PH) distribution. A comprehensive study on PH-type distributions and their properties along with their applications to performance modeling is given in [21] . One important property is that the set of PH distributions is dense in the field of all positive-valued distributions and PH distributions can therefore be used to approximate any positive-valued distribution [22] . An Expectation Maximization (EM) algorithm for maximum likelihood estimation from sample data and density, for the purpose of approximation using PH distributions, is presented in [23] and very good fits to densities including Weibull, lognormal, etc. are obtained.
In this paper, we propose to use PH distributions to generalize the existing results on AoI for modeling interarrival and service times. In particular, we propose a numerical algorithm for obtaining the exact distributions of both the AoI and the PAoI as well as their moments for (i) two bufferless queueing systems, namely the P H/P H/1/1 and P H/P H/1/1/P -LCFS queues (the latter will be called P H/P H/1/1 * for convenience throughout the current paper), and (ii) two other single-buffer queueing systems, namely the M/P H/1/2 and M/P H/1/2 * queues. Note that the proposed analysis for single-buffer systems is thus limited to Poisson arrivals only. The proposed algorithms are matrix analytical; the algorithms rely on numerically stable and efficient vector-matrix operations, and the obtained distributions are in matrix exponential form making it amenable to calculate the tail probabilities, moments, etc. quite straightforwardly. The underlying mathematical tool we use is the well-established theory of Markov fluid queues whose mathematical foundation goes back to the works [24, 25, 26] .
The organization of the paper is as follows. In Section 2, preliminaries on PH distributions and Markov fluid queues are presented. Section 3 presents the numerical method for the queueing systems of interest. In Section 4, we provide numerical examples to validate the proposed approach as well as the comparative assessment of the systems of interest under varying traffic parameters. Finally, we conclude.
Preliminaries

Phase-type Distributions
Phase-type (PH-type) distributions are very commonly used for modeling independent and identically distributed nonexponential interarrival and/or service times [21] . To describe a PH-type distribution, a Markov process is defined on the state-space S = {1, 2, . . . , m, m + 1} with one absorbing state m + 1, initial probability vector {α, α 0 }, and an infinitesimal generator of the form
where α is a row vector of size m, α 0 = 1 − αe (e denotes a column vector of ones of appropriate size) is a scalar, the subgenerator S is m×m, and S 0 is a column vector of size m such that S 0 = −Se with 0 denoting a matrix of zeros of appropriate size. When the size needs to be emphasized, we write e k to denote a column vector of ones of size k. The distribution of the time till absorption into the absorbing state m + 1, denoted by the random variable X, is called PHtype characterized with the pair (α, S), i.e., X ∼ P H(α, S). Very commonly, the probability mass at zero vanishes for PH-type distributions used for modeling interarrival times and service times, i.e., α 0 = 0 [21] . The most well-known attribute of PH distributions is that problems arising in various disciplines such as queueing, risk theory, reliability, etc., that have an explicit solution assuming exponential distributions turn out to stay algorithmically tractable in case the exponential distribution is to be replaced with a PH distribution; see [23] and the references therein. Note that {α, α 0 } is a probability vector and the diagonal elements of S are strictly negative, its off-diagonal elements are nonnegative and Se ≤ 0. The cdf and the pdf of X ∼ P H(α, S), denoted by F X (x) and f X (x), respectively, are given as:
where u(x) is the unit step function and δ(x) denotes the Dirac delta function. A generalization of the PH-type distribution is the so-called Matrix Exponential (ME) distribution [27, 28] . We say X ∼ M E(α, S) with order m when the pdf of the random variable X is in the same form (3) as in PH-type distributions, however, for the ME distribution, the parameters α and S do not necessarily have the same stochastic interpretation. Despite the lack of stochastic interpretation of the row vector α and the matrix S, ME distributions can be used in place of PH-type distributions using the same computational techniques and algorithms [29, 30, 31] . We will also carry out a similar approach in this paper and use the more general ME distributions in place of PH-type distributions when necessary.
Let us assume that a random variable X has a pdf f X (x) in the following matrix exponential form
with the square matrix A being of size m but not necessarily in the form (3). However, we will now show that f X (x) can actually be brought to form (3) using the method described below. When b = 0, there exists a nonsingular
To show this, note that the eigenvalues of A need to be in the open left half plane for X to have a legitimate pdf. In particular, A is non-singular and therefore v has at least one non-zero element. Let k be the smallest index k such that v k = 0. We construct the matrix M as follows. We set M k,k = v k and for
All the remaining entries of M are zero. Clearly, the matrix M constructed as above is nonsingular and is satisfies M e = v. Subsequently, one can easily show that f X (x) can be written in the form (3) with the choice of α = cM, S = M −1 AM and therefore X ∼ M E(α, S).
Markov Fluid Queues
A Markov Fluid Queue (MFQ) is described by a joint Markovian process
represents the continuous-valued fluid level in the buffer and the modulating phase process X m (t) is an n-dimensional Continuous Time Markov Chain (CTMC) with state space S and generator Q = {Q i,j }. Finite MFQs in which the fluid level is not allowed to exceed a certain finite level is outside the scope of this paper. In MFQs, the net rate of fluid change (or drift) is r i when the phase of the modulating process X m (t) is i. The drift matrix R is the diagonal matrix of drifts: R = diag{r 1 , r 2 , . . . , r n }. When X f (t) = 0 and X m (t) = i with r i < 0, X f (t) sticks to the boundary at zero. The process X(t) is said to be characterized with the matrix pair (Q, R), i.e., X(t) ∼ M F Q(Q, R). Stationary solution of infinite MFQs are studied in [24, 26] by using the eigendecomposition of a certain matrix. The reference [32] obtains the stationary solution of infinite and finite MFQs without having to find the eigenvectors, a problem which is known to be ill-conditioned [33] .
The MFQ of interest to this paper is slightly different in the sense that X m (t) behaves according to generator Q as before when X f (t) > 0 but it behaves according to another generatorQ when X f (t) = 0. This generalized MFQ, called a GMFQ throughout this paper, is characterized with the ordered triple (Q,Q, R), i.e., X(t) ∼ GM F Q(Q,Q, R).
GMFQs turn out to be a special case of more general multi-regime MFQs studied in [34] . The size of these matrices, n, gives the order of the GMFQ. We now present a numerical algorithm for this GMFQ to find the steady-state joint pdf vector
and the steady-state probability mass accumulation (pma) vector at zero
We assume r i = 0, 1 ≤ i ≤ n which suffices for the AoI models developed in this paper. We further assume without loss of generality that r i < 0, i ≤ a and r i > 0, i > a, since otherwise states can always be reordered for this purpose. Let A = QR −1 and let P be an orthogonal matrix which puts QR −1 into the real Schur form [33] :
with the square matrices F of size n − b and A of size b, having their eigenvalues in the closed right half plane ( (z) ≥ 0) and open left half plane ( (z) < 0), respectively, and the matrices F and A are quasi-upper triangular, that is, they have either 1-by-1 blocks or 2-by-2 blocks on their diagonals corresponding to real and complex eigenvalues of the matrix QR −1 , respectively. On the other hand, the submatrix H is of size b × n. We also partition c = {d, 0}, d = {c 1 , c 2 , . . . , c a }, since there can not be any probability mass at zero for states with positive drifts. It is well known that the steady-state joint pdf vector satisfies the following linear differential equation [26] :
Letting
where the two vectors g (composed of the last b elements of g(0)) and d need to be determined from the boundary conditions. Since GMFQs are special cases of multi-regime MFQs, we use the boundary condition in [34] for the boundary at zero:
to obtain a linear equation for the unknown vectors g and d:
whereQ * denotes the matrix composed of the first a rows ofQ. We also have the following normalization equation:
which is to ensure that the marginal density f (x)e integrates to one. Following [34] , when a = n − b as is shown to hold true for the AoI models developed in this paper, one can solve the linear equations (10) and (11) to solve for the unknown row vectors g and d which then gives rise to an expression for the joint pdf vector in matrix exponential form as given in (8) .
Other than the steady-state joint pdf and pma vectors, we are also interested in the following steady-state conditional density of the fluid level just before a visit from any state in a particular subset S 0 ⊂ S to one particular state j ∈ S \S 0 :
This conditional pdf can be obtained through the steady-state joint pdf vector of the MFQ X(t) provided the fluid level does not have a probability mass at zero in any of the states in S 0 . Assuming so, we can write: Note that the denominator of above can be written as:
On the other hand, the numerator of the same expression is written as
Consequently, the conditional density g S0 j (x) can be written in terms of the joint pdf vector as follows:
3 Queueing Models for the AoI and PAoI Processes
Bufferless Queues
In this subsection, we investigate two bufferless queueing models, i) the P H/P H/1/1 queue in which an arriving packet is to be discarded when another one is already in service, ii) the P H/P H/1/1 * queue for which the information packet in service is to be preempted by the new incoming information packet arrival. For both models, we assume the interrarrival time Λ ∼ P H(τ, T ) with order k with T 0 = −T e, T 0 = {T 0 j }, τ 0 = 1 − τ e = 0, and the service time Θ ∼ P H(σ, S) with order and S 0 = −Se, S 0 = {S 0 j }, σ 0 = 1 − σe = 0. First, we study the P H/P H/1/1 queue. For this purpose, we build a GMFQ model in which we have a single fluid level trajectory of inifinitely many cycles where each cycle begins with the arrival of a successful information packet, say successful packet j, into the system and ends with the reception of the next successful information packet, i.e., packet j + 1. A sample path for the fluid level process X f (t) of the GFMQ X(t) is depicted in Fig. 2 which is constructed as follows. Let us assume that at t = 0, a successful information packet arrival occurs when the server is idle and its service begins. In phase 1 (shown by the solid red curve), the fluid level X f (t) increases at a unit rate until the end of the service time and packet arrivals (if any) in this phase are to be discarded. Following phase 1, phase 2 starts (shown by the dashed blue curve) which lasts until a new information packet arrival and in this phase, the fluid level still increases at a unit rate. In phase 3 (shown by the dotted green curve), the fluid level continues to increase at a unit rate until the service of the new packet arrival is over. When the third phase is over, the system transitions to phase 4 in which the fluid level is brought down to zero with a drift of minus one after which the fluid level stays at level 0 for an exponentially distributed duration of time with arbitrary parameter (we use the unit parameter without loss of generality in this paper). When phase 4 is over, a cycle is completed and a new cycle gets to start again, comprising phases one to four. Related to this fluid level process, we have the following observations:
• The concatenation of the blue-dashed and green-dotted curves in each cycle (with the phases 1 and 4 of each cycle excluded) in Fig. 2 is also a sample cycle of the AoI process, and the fluid level just at the beginning of phase 4 in Fig. 2 is also a sample value of the PAoI process and vice versa. • If one can build a GMFQ model for X f (t), its steady-state solution will enable one to obtain the distributions of the AoI and PAoI processes.
We now present the GMFQ model for X(t) with fluid level process X f (t) whose sample path is given in Fig. 2 . The state-space S of the modulating process X m (t) is written as S = 4 n=1 S n where the set S n refers to the collection of states to be used for phase n and is given as follows:
With the following enumeration of the states (1, 1), . . . , (1, ), (2, 1), . . . , (k, l), 1 a , . . . , k a , 1 s , . . . , s , 0, the proposed GMFQ is characterized with the triple (Q,Q, R) of order 2k + k + 1 where
andQ is the same as Q except for the 1 × k block at the south-west corner of Q which should be set to τ ⊗ σ. Above, I n denotes an identity matrix of size n. Using the method described in subsection 2.2, one can solve for the GM F Q(Q,Q, R) to obtain the joint density f s (x), s ∈ S. Also note that the matrix QR −1 is block-upper triangular, the three top blocks on the main diagonal are sub-generators, and QR −1 has b = kl + k + l states with positive drifts and also b eigenvalues in the open left half plane and a = 1 state with a negative drift and also one eigenvalue at the origin. It is not difficult to show (on the basis of the MFQ results presented in Section 2) that
Next, we present our findings on the P H/P H/1/1 * queue for which a sample path of the fluid level process of the associated GMFQ model is depicted in Fig. 3 which consists of a single trajectory of infinitely many cycles. Slightly different than the P H/P H/1/1 case, a cycle begins with the arrival of an information packet into the system and ends with the reception of not the next but the second next successful information packet. One of the differences in this case from Fig. 2 is that when an information packet arrives during phase 1, we transition into phase 4 without experiencing the second and third phases since the packet whose service had begun should now be preempted. The second difference is that if an information packet arrives during phase 3, this packet will preempt the ongoing service and the service time thus needs to be reset. Similar to the P H/P H/1/1 case, the concatenation of the dashed blue and dotted green curves in each cycle of Fig. 3 is also a sample cycle of the AoI process and the fluid level just at the end of phase 3 in Fig. 3 is also a sample value of the PAoI process for the P H/P H/1/1 * queue and vice versa. 
andQ is the same as Q except for the 1 × k block at the south-west corner of Q which should be set to τ ⊗ σ. Also note that the matrix QR −1 is the generator of an absorbing Markov chain with one absorbing state and therefore QR −1 has b = 2kl + k states with positive drifts and also b eigenvalues in the open left half plane and a = 1 state with a negative drift and also one eigenvalue at the origin. Let f s (x), s ∈ S denote the steady-state joint density for the GM F Q(Q,Q, R). The expression for the pdf of the AoI process is the same as in (15) . On the other hand, the pdf for the PAoI process can be written as:
Single Buffer Queues
In this subsection, we study two single-buffer queueing models with a waiting room for one single packet only: i) the M/P H/1/2 FCFS queue ii) the M/P H/1/2 * queue for which the information packet in the waiting room is to be replaced by the new incoming information packet arrival. For both models, we assume the interrarrival time is exponentially distributed with parameter λ and the service time stage, using standard MFQ techniques, we will derive the ME representation of the queue wait W for both cases which will subsequently be used as input to the first stage. Note that computational techniques and algorithms using PH-type distributions can be extended to ME distributions as well, as shown in various studies [29, 30, 31] , and we will make use of these results in the current paper. For the first stage of the proposed algorithm, a sample path of the fluid level process X f (t) for the GMFQ model for the M/P H/1/2 queue (or the M/P H/1/2 * queue) is depicted in Fig. 4 . Similar to the P H/P H/1/1 case, we have a single fluid level trajectory of infinitely many cycles where each cycle begins with the arrival of a successful information packet into the system and ends with the reception of the next successful information packet. Let us assume that at t = 0, a successful information packet arrival has just occured.
In phase 1 (shown by the solid blue curve), the fluid level X f (t) increases at a unit rate until its queue wait time W is over. Once the first phase is over, the second phase starts (shown by the dashed red curve) which lasts until either a new packet arrival occurs or until the service time of the current packet is over. In the former case, we transition into phase 3 (shown by the solid black curve) during which we wait for the end of the service time before transitioning to phase 5. In the latter case, we transition from phase 2 to directly phase 4 (shown by the dotted green curve) in which case it lasts until a new packet arrival. In phase 5 (shown by the solid brown curve), the fluid level continues to increase at a unit rate until the service time of the new packet arrival is over. Once the fifth phase terminates, the system transitions to phase 6 in which the fluid level is brought down to zero with a drift of minus one after which the fluid level stays at level 0 for an exponentially distributed duration of time with unit parameter. The collection of the curves in each cycle (with phases 1,2,3 and 6 excluded) in Fig. 4 is also a sample cycle of the AoI process for both single buffer queueing systems, and the fluid level just at the beginning of the phase 6 in Fig. 4 is also a sample value of the PAoI process and vice versa. The state-space S of the GFMQ model is S = 6 n=1 S n where the set S n refers to the collection of states to be used for phase n. In particular, With the enumeration of the states from S 1 to S 6 as before, the proposed GMFQ is characterized with the triple (Q,Q, R) of order n + 3 + 2 where
andQ is a matrix of zeros except for the 1 × and PAoI processes are the same for both queueing systems:
However, the queue wait for these two systems are different as will be shown below.
In order to derive the pdf of the queue wait denoted by f W (x), we introduce a fluid level process Y f (t) a sample path of which is given in Fig. 5 that is related to the residual service time. For this purpose, let us assume a packet arrival at t = 0 to an empty queue. Upon the arrival, the fluid process starts to increase at a unit rate for a duration that equals to the service time. This behavior is said to occur in phase 1 (shown by the dashed blue curve). Once the service time is over, a transition to phase 2 (shown by the dotted green curve) occurs in which the fluid level is allowed to decrease with a rate of minus one. If a new arrival occurs in phase 2 when Y f (t) > 0, we transition to phase 3 (shown by the solid red curve) during which Y f (t) is reduced at a unit rate irrespective of new arrivals. If we hit zero without transitioning to phase 3, with a new arrival, a transition from phase 2 to phase 1 occurs. When we hit zero at phase 3, we stay at level 0 for an exponentially distributed duration of time with unit parameter after which we transition to phase 1. If we exclude phase 1 and part of phase 3 corresponding to Y f (t) = 0 in this sample path, what remains is a sample path for the residual service time, i.e., the time needed to drain the packet in service, for both queues. The residual service time is zero if there is no packet in service.
The state-space of this GFMQ is S = 
Let f s (x), s ∈ S denote the steady-state joint density for the GM F Q(Q,Q, R) obtained using the method described in subsection 2.2. Based on this, we have
for a row vector g of size l, a square matrix A of size l, a column vector h i of size l, and two scalars c 0 and c 1 corresponding to the probability masses at the states 0 and 1, respectively. After censoring out the states in S 1 and the probability mass at zero for state 1, we havẽ
wheref i (x), i = 0, 1 denotes the joint density of the residual service time and i information packets in the queue and Γ = −gA −1 (h 0 + h 1 ) + c 0 . For the M/P H/1/2 queue, a successful packet arrival occurs only when there are no information packets in the queue. Therefore, for M/P H/1/2,
On the other hand, for the M/P H/1/2 * queue, let us consider an information packet arrival when the residual service time equals x ≥ 0. This packet will be successful only if no new arrival takes place for a duration of x which occurs with probability e −λx . Therefore, for the M/P H/1/2 * queue, we have
Both of the pdfs given in equations (21) and (22) are in matrix exponential form but can be reduced to ME distributions using the method described in subsection 2.1. Therefore, these ME distributions can be fed into the first stage of the numerical algorithm as inputs so as to obtain the steady-state pdfs of the AoI and PAoI processes.
Numerical Examples
Examples with Poisson Packet Arrivals
In the first example, we validate the numerical algorithms proposed for analytically finding the distribution of both the AoI and PAoI processes by comparing the obtained distributions against simulations when the information packet arrival process is Poisson with rate λ. For the service times, we use a PH-type distribution with mean ρ/λ for a given system load ρ and scov of the service time is to be fixed to a given value c 2 Θ according the following procedure. For c 2 Θ = 1/j ≤ 1 for a positive integer j, Erlang-j distribution is used. If j is not an integer, then we resort to a mixture of two Erlang distributions as given in [35] . When c 2 Θ > 1, then we propose to use a hyper-exponential distribution with balanced means to fit the first two moments [35, 36] . All these distributions are PH-type and the resulting models can be solved using our proposed method. Fig. 6 depicts the cdf of the AoI and PAoI processes obtained with the proposed analytical model as well as simulations, for four different values of the parameter pair (ρ, c 2 Θ ) and for the four proposed queueing models. The numerical results reveal that the analytical models perfectly match the simulation results for all the queueing models of interest.
In the second numerical example, the mean AoI and the mean PAoI figures are depicted in Fig. 7 as a function of the scov of the service time for the four queueing models of interest for three different values of the system load, namely ρ = 0.5, 1, 1.5, representative of light, critical, and high system load scenarios, respectively. We have the following observations:
• The M/P H/1/1 * model outperforms all the other models in terms of minimizing both E[∆] and E [Φ] for larger values of c 2 Θ . However, the M/P H/1/1 * model poors quite poorly for smaller values of c 2 Θ , a situation which is emphasized even more, for larger system loads. This is not surprising since when c 2 Θ < 1, the expected residual service time of the ongoing service time will tend to be smaller than E[Θ] and the benefit of preemption is to diminish in such situations.
• The PAoI metric E[Φ] in the M/P H/1/1 model exhibits insensitivity to the scov of the service time which is resemblant of the blocking probability in an M/G/c/c system which is dependent on the service time only through its mean and not its higher moments. However, this feature is not inherited in the mean AoI which appears to increase with increased c 2 Θ . • Both the AoI and PAoI figures increase with increased values of c 2 Θ for the single-buffer M/P H/1/2 and M/P H/1/2 * queues for three values of the system load that we studied whereas the M/P H/1/2 * system presents consistently better performance since a new information packet is always timelier at the remote server than the one already waiting in the queue.
In the final example of this subsection, the queueing model (out of four) which gives rise to the minimum mean AoI is depicted in Fig. 8(a) system is the M/P H/1/1 * model irrespective of system load. However, for smaller values of c 2 Θ , the M/P H/1/1 model gives the best performance for larger values of the system load whereas it is taken down by the M/P H/1/2 * model for lower values of the system load. In some cases, preemption may not be possible since the information packet in service may not be under the control of the server once the service begins. Consequently, we depict the best queueing model out of three models only (when the preemptive M/P H/1/1 * model is excluded) in Fig. 8(b) which shows that the boundary between the queueing models M/P H/1/2 * and M/P H/1/1 turn out to depend on the particular value of c 2 Θ when c 2 Θ > 1. The M/P H/1/2 model does not give rise to the best mean AoI figure in any of these plots since it is always outperformed by M/P H/1/2 * . 
Examples with PH-type Packet Arrivals
In this subsection, we allow PH-type information packet arrivals for which we have an analytical model for the two bufferless queueing models P H/P H/1/1 and P H/P H/1/1 * . The cdf of the AoI and PAoI processes is plotted in Fig. 9 using both the analytical model and simulations for ρ = 0.75, 1.25, c 2 Λ = 0.25, 4 while fixing c 2 Θ = 0.2 for the two proposed queueing models (a) P H/P H/1/1, (b) P H/P H/1/1 * . As for Poisson arrivals case, the results obtained by the analytical method perfectly match the simulation results.
As a final example, we study the impact of the scov of the interarrival times in the mean AoI. Fig. 10 depicts the mean AoI with respect to varying c 2 Λ for four different values of c 2 Θ for a critically loaded system with ρ = 1. Both queueing models tend to be affected adversely with increased c 2 Λ , but for larger values of c 2 Λ , the P H/P H/1/1 system is penalized more severely.
Conclusions
In this paper, we propose a computationally efficient and stable numerical method for obtaining the exact marginal distribution of both the AoI and the PAoI processes for the bufferless P H/P H/1/1 and P H/P H/1/1 * queues as well as the single-buffer M/P H/1/2 and M/P H/1/2 * queues. For Poisson arrivals, the scov of the service time is shown to play an important role for all the systems on the mean values of AoI and PAoI with the exception that the mean PAoI for the M/P H/1/1 system appears to be insensitive to higher order moments of the service time. We also show that there is no all-time winner (in terms of the mean AoI) among the four queueing schemes we studied, when we varied the system load and the service time scov. Therefore, we believe that there is a need to devise new robust mechanisms that would give rise to reduced AoI and PAoI values while suitably combining the desirable attributes of the studied individual queueing systems. We also show that increased scov of the interarrival time adversely affects the mean AoI for the two bufferless queueing systems we studied. Future work will include extensions to multiple sources and multiple servers as well as the extension to PH-type arrivals for single-buffer queues. 
