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Abstract
The finite element method (FEM) is widely used for the simulation of metal
forming processes and has been successfully used in contact problems which
arise in processes such as deep-drawing, punching, extrusion and rolling. All
these processes involve friction between the contact surfaces: the sheet-metal
workpiece and the toolpieces. The model of friction is thus an important part
of any simulation of metal forming processes. Most FEM codes use a friction
model that assumes that the contact surface is a plane.
Attempts to address this problem have focused on the convective descrip-
tion of deformation, which has the advantage of being naturally extended to
numerical methods like the FEM at the expense of additional computation
and numerical complexity. The convective description is used in this work,
which focuses on the numerical implementation of the objective measure.
The effects of the rotation of the material contact point is taken into ac-
count by including objective time derivatives of the slipping (tangential) di-
rection function. The objective rate of the direction function includes the sur-
face spin induced by the rigid motion of a contact point sliding over the tool
surface, and the material spin occurring during the elastic-plastic deforma-
tion of the blank. This is introduced by adapting the incremental relations of
the friction slip.
This thesis presents the results of numerical experiment to determine the
influence that the rotation and convection of contact points has on the fric-
tional stresses and slipping energy.
Four different friction models are implemented within the finite element
program ABAQUS and applied to simulations of standard metal forming bench-
mark processes: the square-cup and s-rail deep drawing benchmarks of the
Numisheet conferences, for which several experimental and numerical results
are available to compare with the solution of a finite element simulation. The
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results for each metal-forming simulation are calculated for different friction
models, and are compared and a choice made as to which is the “best” fric-
tion model for the process. Further, the reverse problem of determining the
values of friction parameters by comparison of simulation and experimental
results is performed for these benchmark problems. As there is yet no ideal
friction model for all processes that are modelled, finding the most appropri-
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Chapter 1
Introduction
The finite element method (FEM) is widely used for the simulation of metal
forming processes [26, 29]. It has been successfully used in contact prob-
lems which arise in processes such as deep-drawing, punching, extrusion and
rolling. All these processes involve friction between the contact surfaces: the
sheet-metal workpiece and the toolpieces. The toolpieces, being made of stiffer
metal than the more ductile workpiece, are modelled by rigid surfaces and are
considered the master surface in contact imposing a shape the deformable
workpiece must conform to. The model of friction is thus an important part
of any simulation of metal forming processes. Most FEM codes use a friction
model based upon the ‘elastic-plastic’ model of Michalowski and Mroz [37].
This model, and all its variations, however, assumes that the contact surface
is a plane. Usually, the tangent plane at the point of contact is used. This
assumption is made for ease of calculation, especially within the FEM where
contact occurs at discrete points, namely the between the nodes of the ele-
ment mesh and the rigid surface of a toolpiece. Thus, the actual contact sur-
face is not completely modelled, but is replaced by a set of contact points,
with the contact surface used for calculation assumed to be the tangent plane
1
2 Chapter 1: Introduction
at each contact point. However, the contact surfaces are more complicated
than that where the rigid bodies representing the toolpieces contain curved
surfaces. These rigid surfaces are modelled by low order (linear flat) facets to
higher order (cubic) parametric surfaces which retain the curvature to provide
more accurate representation. The solution of the contact problem involves
imposing the contact conditions on the deformable body which is moving
over the tools.
Attempts to solve this problem have focused on the convected descrip-
tion of deformation [29, 31], which has the advantage of being naturally ex-
tended to numerical methods like the FEM. Klarbring [29]develops a formula-
tion with objective measures of nearness (distance to contact) and tangential
slip. Laursen [31] uses the Lie derivative to maintain frame indifference in the
formulation of the contact conditions. A disadvantage of these approaches is
the complications introduced by the formulations make the numerical imple-
mentation difficult and computationally expensive. The convective descrip-
tion is also followed here, but this new formulation uses the Jaumann objec-
tive derivative and focuses on the numerical implementation of the objective
measure. This is similar to the model of Anand [3] which uses a co-rotational
rate to formulate an objective model of friction.
The classical constitutive model of Amontons-Coulomb friction with the
interpretation of Michalowski and Mroz is based on the ‘elastic-plastic’ anal-
ogy, and here is adapted to take into account the rotation of a point in the
contact region.
The effects of the rotation of the material contact point is taken into ac-
count by including objective time derivatives of the slipping (tangential) di-
rection function, (TT /|TT |)(y), where the position vector of a contact point,
y ∈ ΓS , can be measured in the current (Eulerian), y = x, or the reference (La-
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grangian) configuration, y = X. The objective rate of the direction function
includes the surface spin induced by the rigid motion of a contact point slid-
ing over the tool surface, and the material spin occurring during the elastic-
plastic deformation of the blank. This is introduced by adapting the incre-
mental relations of the friction slip. Another approach to introducing a new
time integration method is presented in [2].
This thesis presents the results of numerical experiment to determine the
influence that the rotation and convection of contact points has on the fric-
tional stresses and slipping energy.
1.1 Constitutive model
In most finite element method (FEM) programs friction is implemented by the
classic Amontons-Coulomb model. This has undoubtedly led to low quality
of results for some contact problems, for which the conditions on the contact
surface can be a significant contribution to the solution of the entire problem.
In this dissertation an attempt is made to rectify the situation by considering
the implementation of different friction models in a FEM package.
Three different friction models are implemented using the standard con-
vective formulation and the new corotational formulation within the finite el-
ement program ABAQUS (version 6.x), which allows a user to write a FORTRAN
subroutine describing the frictional stresses, sliding and other properties on
a point of contact between a rigid toolpiece, which defines the contact sur-
face, and the deformable workpiece, which is discretised by finite elements.
The friction subroutine will be called during the analysis of the whole prob-
lem. This feature allows existing simulations to be run with different friction
models by only changing the aforementioned subroutine.
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The simulations chosen were two standard benchmark processes: the square-
cup and s-rail deep drawing benchmarks of the NUMISHEET ’93 and NUMI-
SHEET ’96 conferences, respectively. These metal working processes all in-
volve large plastic deformation over a tool and would thus be dependent on
frictional effects. There has been much work published on these processes
and experimental and numerical results are available ([56, 61]) to compare
with the solution of a finite element simulation. Once results for a particu-
lar simulation are calculated for different friction models and they are com-
pared, to identify which is the “best” friction model for the process. Further,
the reverse problem of determining the values of friction parameters by com-
parison of simulation and experimental results can be performed. Friction
models take into consideration different state variables and discovering which
variables are significant for the forming process that is modelled would help
improve the quality of its simulation.
The chosen problems were modelled within continuum mechanics using
the updated Lagrangian formulation. The resulting equations of motion and
boundary conditions were then cast in variational form and this could be dis-
cretised and solved numerically using the finite element method (FEM). To
simplify the solution the tools were modelled as rigid bodies, and the work
pieces were modelled as elastic-plastic materials.
Simulation of metal working problems requires the accurate modelling of
the material behaviour and the interface conditions. The most difficult part of
solving a contact problem is the determination of the contact surface and the
stresses, forces and displacements on it. It is here that only a few papers have
been published on including more realistic models of friction within the FEM.
Most finite element programs utilise the classic Amontons-Coulomb model of
friction.
1.2 Friction Phenomena 5
1.2 Friction Phenomena
Research has been done in friction, both in physics (seeking the basic mecha-
nisms) [9, 10, 65] and engineering (quantifying the effects on processes), and
on the associated phenomena of abrasion and wear [30, 59]. Work has also
been done on evaluating and describing the real surface of contact. This infor-
mation, particularly mathematical models of friction, can be used to include
new models of friction within the FEM.
By friction we mean the resistance to tangential motion experienced by
two bodies in contact. We are concerned with describing this resistance as
frictional forces or stresses on the contact surface. We also consider how this
affects the relative tangential motion (sliding) on the contact surface. We will
not consider the phenomena of wear.
Friction consists of several phenomena which contribute to the total fric-
tional resistance. These will be mentioned briefly here, and those phenomena
which are incorporated into the friction models studied will be described in
detail in chapter 2.
Real surfaces are not smooth, but consist of asperities and valleys on the
microscopic scale. The asperities are the main contributors to friction. When
two surfaces come into contact this will occur on the peaks of asperities. As
contact appears on isolated points, not over the whole surface, the real contact
area will differ from the nominal contact area [30].
Adhesion takes place owing to the natural molecular attraction from van
der Waals forces or chemical bonding, or from micro-welds as a result of the
high pressures which develop over the small contact area between asperities.
Adhesion depends on the strength of the bond and on the area of bonding.
Friction would then arise from the stress needed to break a bond.
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Asperities can interlock if the peak of one asperity lies in the valley of the
other surface. This means that sliding could only occur if the asperities shear.
Asperities that have bonded could also shear rather than break the bond. Thus,
friction would arise from the shear strength of the materials.
Rather than shear, interlocking asperities could plough into the base ma-
terial, deforming the shape of the surface. Then friction would arise from the
work needed to deform the material plastically. Plowing and shearing would
also result in separate pieces of material being deposited between the contact-
ing surfaces. As this debris is usually much harder than the parent material
owing to oxidation and/or work hardening, the debris contributes by plough-
ing into the main bodies. Friction then arises from surface cutting, plastic
deformation and fracture.
The contacting asperities could deform into flatter shapes, smoothing the
surfaces. This friction would result from elastic and plastic deformation of the
asperities. A consequence of this is that the topology of the surface changes,
affecting the real contact area and material properties.
The Amonton-Coulomb model uses a linear relationship between the con-
tact stress and the frictional traction, up to a maximum value, τmax = µp , de-
termined by the contact pressure (normal component of the contact stress),
p = σN and the parameter µ. See Chapter 2 for details. In effect, µ sum-
marizes the average resistance due to the interacting asperities, debris and
surface properties. Use of a single parameter relies on several reasonable as-
sumptions, but are a first order approximation of experimental observations.
Coulomb made extensive experiments [46] which revealed several second-
order effects but the simplicity of the single parameter is appealing as those
additional dependencies are weaker and it is the most widely used friction
model for metal-metal contact, for which it is a good approximation. In the
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standard AC model µ is a constant but can be extended by including depen-
dence on other state variables as described below.
The Levanov model [33] replaces the linear relationship between contact
shear and frictional traction with a non-linear model avoiding the disconti-





Removing the discontinuity has some attractable numerical properties which
are of benefit for numerical convergence, at the expense of the slower expo-
nential function calculation. Fortunately, modern computers have fast floating-
point processors which can calculate e x quickly in hardware (12 cycles vs 1
cycle for multiplication vs 30 cycles to load a variable from memory).
The first set of extensions of the AC model relate the frictional resistance
to the material properties of the contacting bodies. Siebel’s law [5] uses the
shear strength of the material to determine the maximum frictional traction,
in effect modelling the shearing of the contacting asperities in the thin contact
layer, τ = mσc , where σc is the shear yield limit within the contacting sub-
layer and m is the friction factor (similar to µ) which depends on the contact
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surface condition. The shortcoming is that this ignores frictional resistance
from surface features, e.g., debris particles, that do not have the same shear
properties as the body material.
For example, a more complex model using material properties can be de-
rived from the surface interaction of two metal bodies under quasi-steady-
state sliding [78]. Then, by combining the proportion of material deformation
from asperity adhesion, asperity ploughing, and debris ploughing, the model
is able to determine, assuming the interactions reach a steady-state, the fric-
tional resistance from the material shear strengths, hardness, and the adhe-
sive strength of micro-welded asperities. This has the advantage that µ can
be calculated from known material properties which may make it more accu-
rate. However, the model does rely on average areas of contact which have to
be estimated as they are more difficult to derive from experimental data.
Wriggers, vu Van and Stein have proposed a friction model for use within
finite element analysis with a nonlinear relation between the frictional yield
function and the normal force between surfaces [76]. The WVS model (qv.
Chapter 2) is derived from two empirical relationships: (1) between nominal
and real contact areas; and (2) between shear stress and the contact pressure.
The resultant model has three parameters and one non-linear term. The ad-
vantage of this model is that it accounts for the difference between nominal
and effective contact area, however, the shortcoming is that this parameter
is unknown and harder to estimate as it depends on the degree of polish of
the surface finish. A natural extension of this model would be to account for
dynamic smoothing during sliding, similarly to the WH model presented in
Chapter 2.
The above description of surface interaction assumes that there is no lu-
bricant between surfaces. The presence of a lubricant complicates matters
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as the behaviour of the lubricant must be considered. In the case of a liquid
lubricant we can model it using fluid dynamics provided the lubricant film is
thick enough [13].
When the lubricant is thick enough to completely separate the surfaces so
that there is no contact between asperities, then friction will be due to viscous
shear within the fluid. The case when surface roughness effects are negligible
is known as thick film lubrication. Then the smooth Reynolds equation is
used to model the lubricant and provide a relationship between the thickness
of the film and the contact pressure.
The case when the two surfaces are still completely separated, and the sur-
face roughness effects are no longer small, the friction is due to viscous shear
but this must be modified to account for the contribution of roughness. This
is usually due to the change in fluid velocity near the asperities. This is known
as thin film lubrication. The Reynolds equation can be modified to accom-
modate the average roughness of the surface [43].
The main disadvantage of including the lubricant in the thick and thin film
cases is the need to make a separate computation to solve the Reynolds equa-
tion. This can can considerable complexity and time to the total solution of
the simulation.
Should the lubricant be thin enough to allow asperity contacts, the phe-
nomena described for dry friction will operate, as well as the fluid shear. Lu-
bricant will tend to be trapped in valleys in the surfaces, and so limit the con-
tact area from expanding under increasing pressure as the entrapped pools
of lubricant support the normal load. A very thin boundary layer of lubricant
will exist between some of the asperity contacts, and others will be dry. This
is known as mixed film lubrication. The frictional stress is now composed of
the contributions from viscous shear in the pools of entrapped lubricant, the
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shear strength of the boundary film, and the frictional stress of the areas in dry
contact [71].
When the film is very thin (a few molecules thick) and merely coats the
surface asperities, there will be no pools of entrapped lubricant. Then the dry
frictional phenomena will act along with the effect of the thin boundary film.
This case is known as boundary film lubrication [70].
More advanced friction models, e.g. [72], have been proposed which take
into account the above phenomena. These more realistic models consider the
individual contribution of each separate interaction.
Most implementations of friction within the FEM have used the Coulomb
model. Extensive work was done by Oden and Pires [38, 39, 40]and Kikuchi [26]
within elasticity on nonlinear and non-local dry models of friction. However,
these models have not proved as useful for simulating real contact. Other
models of dry friction have been implemented by Wriggers, et al. [76], Peric
and Owen [44], Rodic and Owen [49] and Buczkowski and Klieber [12]. All
these have used a version of the plasticity formulations described below (sec-
tion 1.3, coupled with empirical or theoretical relations for the frictional stresses
and displacements. In chapter 2 a theoretical model of friction due to Zhang,
et al. [78, 79] is incorporated within the FEM using the plasticity approach. It
is thus possible to easily include new models of friction. For example, a new
friction model which takes accounts the wear of the surface of coated steels
by using a “work-hardening” type of model [45].
More advanced models which account for the change in the surface dur-
ing forming have been recently proposed [24], where the changes to the sur-
face micro-structure are modelled to determine the change to the frictional
macro-state. This resulted in a more accurate physical model with improved
numerical result when stretching occurred but not much change for simple
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flattening of the micro-structure of the surface. The advantage of this model
the smoothing or polishing effect of the sheet metal sliding over the harder
toolpieces is calculated to determine the effective frictional coefficient. It is
not clear that the proposed model has much advantage over the simpler WH
model which also accounts for smoothing. There is a need for more mod-
els that can accurately describe smoothing effects as many products man-
ufactured by deep-drawing require repeated formings (draw reductions) to
achieve the final shape, for example, beverage cans, and the workpiece is pol-
ished by each step altering the friction.
Friction models with lubrication have been implemented within the FEM
by Wilson, et al. [72, 74]. In [15] the Wilson model is described and imple-
mented for two dimensional axisymmetric processes. There it was found that
the increased computational time was not too large (on average 30% to 50%
longer) but the improved accuracy of the simulation for deep-drawing made
it worth while. However, for rolling, the improvement in accuracy was modest
and not worth the additional time spent.
There are other FEM implementations of lubricated friction. Hol, et al.
extended their micro-structure model [24] to include lubrication [25] and this
more advanced friction model accounts for the change in surface topogra-
phy and the evolution of friction in the boundary lubrication regime. The
main weakness of this approach is that the accuracy of the boundary lubri-
cation friction model depends on a proper determination of input parame-
ters for which additional experiments are needed for every new work material
and lubricant combination. The advantage of the extra work is that the work
demonstrated that one can achieve greater predictive accuracy in simulation
with this model.
The advantages of improving the realistic accuracy of the modelling must
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be balanced by the increased computation time. It is for this reason that sim-
pler models that accommodate the dominant effects are preferred as other
effects display a weaker contribution to friction [46].
1.3 Friction and the Finite Element Method
The frictional contact problem is formulated as a minimisation problem, which
is solved numerically by the FEM. Such a simulation of contact requires that
the FEM include procedures and algorithms for determining: when and where
contact occurs, the conditions of contact (stresses, displacements), and fric-
tion and other interface contributions (wear). Two approaches are used to
include the contact constraints: Lagrange multipliers and penalty function
methods. As contact algorithms are not the focus of this research report, it was
decided to use an existing FEM package which can simulate contact problems.
The FEM program ABAQUS [1] was chosen, which uses a Lagrange multiplier
method.
Three models of friction in two formulations will be presented in this dis-
sertation. Each model is coded in FORTRAN and implemented within ABAQUS.
The models are tested by using each to solve a metal forming simulation. The
results are compared in order to seek information on the most appropriate
model for a particular manufacturing process.
The most successful approach to incorporating friction within the FEM is
the “plasticity” theory of friction, which was proposed by Friedriksson, and
also Michalowski and Mroz, and Curnier (see [16, 44]). This theory constructs
an analogy between friction and plasticity from the similarities in Table 1.3.
The stick state of friction is comparable to the elastic state of elasto-plasticity
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Friction Plasticity
Decomposition of sliding Decomposition of strain into
into stick and slip elastic and plastic parts
Laws of stick and wear Laws of elastic, kinematic
and isotropic hardening
A slip criterion A yield criterion
Slip rules Yield rules
Table 1.1: Friction exhibits similar phenomena to plasticity.
as any displacement which occurs during sticking is owing to the elastic defor-
mation of asperities. Similarly the slip state of friction is due partly to plastic
deformation of asperities (and also debris particles, if present) and mostly due
to the breaking of the bonds formed between contacting asperities.
The theory for the plasticity approach to friction will be presented in Chap-
ter 2, along with the algorithms used. The algorithm that results from this
approach is quite general, and can accommodate different models of friction
which consider contact pressure, interface temperature, or work hardening
and wear effects on the frictional stresses. The further advantage of this ap-
proach is that the numerical integration algorithms developed for plasticity
can be used.
14 Chapter 1: Introduction
Chapter 2
Formulation of friction models
Notation
In this report scalars are represented by italic letters, vectors and second-order
tensors are represented by bold letters. For ease of calculation, vectors will be
considered to be column matrices and second-order tensors will be square
matrices. Then the possible products are:
Ax = Ai j x j xtA = xi Ai j x ·y = xi yi
x⊗y = xi yj AB = Ai j B j k A:B = Ai j Bi j
TrA = Ai i
where repeated indices imply summation, and xt denotes the transpose of x.
When necessary tensor relations will be given in index notation for clarity.
15
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2.1 Friction model description
2.1.1 Preliminaries
The initial configuration (material coordinates) of a body is denoted by X, and
the current configuration by x. The displacement is then
u= x−X. (2.1)
Considering the current configuration of a small surface element d At with
normal n subject to Cauchy stress σ, the surface traction is
T=σn (2.2)
which is separated into normal and tangential parts
T = TT +TN n, (2.3)
TN = (n
tσn), (2.4)
TT = T−TN n= (I −n⊗n)σn, (2.5)
where n is the normal vector at the contact point, and I is the unit tensor.
2.1.2 Basic model of friction
The new model of friction presented in this analysis is developed from the
“plasticity” model proposed by Michalowski and Mroz [37] based on the anal-
ogy between friction phenomena and elastic-plastic phenomena (Table 1.3).
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The model for the stick state of friction is similar to the elastic state of elasto-
plasticity as any displacement which occurs during sticking is mainly due to
the elastic deformation of asperities which are micro-welded. Similarly the
model of the slip state of friction is due partly to plastic deformation of asper-
ities (and also debris particles, if present) and mostly due to the breaking of
the bonds formed between contacting asperities.
Consider two bodies, one the main body and the other the secondary body.
All friction measurements occur on the surface boundary of the main body,
and n is the outward unit normal on this surface. If the material point XM on
the main surface is in contact with the material point XS of the secondary sur-










uC =XM −XS , (2.6)
and is separated into the tangential displacement uT , called slide, and the nor-
mal displacement uN :
uC = uT +uN n, uN = uC ·n, uT = (I −n⊗n)uC . (2.7)
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The relationship between the frictional traction, TadT , and the displacement in
the adhesive state, uadT , is assumed to be linear elastic and is given by
TadT = k u
ad
T , (2.9)
where k is the “stiffness in stick” elastic coefficient for the adhesive state. This
is the first parameter of this model, which has two parameters. The second
parameter is described below. The k parameter provides a linear transition
between the sticking and slipping states and can thus be interpreted as a regu-
larization parameter for this transition. Equation (2.9) defines the admissible
displacement during adhesion.
In the slipping state of friction, in analogy to a plastic flow rule, a nonas-





where γ is a real function that gives the magnitude of slip and φ(TT ) is the
slip potential which determines the direction of slip. Further, we define, in
analogy to a plastic yield function, the slip function ψ which determines the
state of friction:
ψ≤ 0 ⇒ adhesive state,
ψ> 0 ⇒ slipping state.
(2.11)
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The slip potential and slip function for isotropic Amontons-Coulomb fric-
tion are given by:
φ(TT ) = |TT |, (2.12)
ψ(TT , TN ) = |TT | −µTN , (2.13)
where µ is the coefficient of friction, which is the second parameter of this
friction model. During slipping the slip conditionψ= 0 is enforced, i.e.
TslT =µTN . (2.14)
The “loading” condition isψ = 0 and γ > 0, and the “unloading” condition is
ψ< 0 and γ= 0.
“loading” −→ transition from sticking to slipping state
“unloading” −→ transition from slipping to sticking state
By keeping µ general it is possible to include more advanced constitutive
models alternative to the Amontons-Coulomb (AC) model.
2.1.3 WVS model
Wriggers, vu Van and Stein [76] used physical arguments to model the fric-
tional interaction based on the properties of the bulk material. In particular
using the shear yield of the bulk material to determine the force needed to
shear asperities and micro-welds.
The frictional slip function becomes
ψ(TT , TN ) = |TT | −αT νN −βTN , (2.15)
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where ν is a parameter estimating the difference between nominal contact
area and actual contact area (at the tips of asperities), and parameters α and
β are derived from the shear strength of the bulk material.
Equation 2.15 implies the non-constant coefficient of friction is
µ(TN ) =β +αT
ν−1
N . (2.16)
2.1.4 Work hardening friction model
The friction model proposed by de Souza-Neto, et al. [63] extends the basic AC
model by including the concept of work hardening (WH) from plasticity. The
frictional slip function becomes
ψ(TT , TN ,ω) = |TT | −µ(ω)TN , (2.17)
where the coefficient of friction, µ(ω), is now a function of the internal state
variableω, which is the density of frictional work,
ω̇=−TT · u̇slT , ∆ω=−TT ·∆u
sl
T . (2.18)
This is also an isotropic model and the slip potential isφ(TT ) = |TT |.
The state variable ω is evaluated at each increment and then the coeffi-
cient of friction µ is calculated from the friction function µ(ω). This model is
successfully used in [63] to describe the change in µ for coated steels, where
surface wear can be significant, and also the change in surface roughness dur-
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Values for the coefficientsαi , calculated from least-square fits to experimental
measurements, are given in [63].
2.1.5 Incremental friction model
The formulations of the co-rotational friction model, Eulerian and Lagrangian,
are given here, with the updated Lagrangian formulation utilised in the FEM
code ABAQUS [1].
In a numerical procedure, the increments, derived from rate equations of
the contact traction and displacement relationships are used. The formula-
tion of the equations should be objective with respect to the imposed rotation
of the reference frame during deformation and this objectivity is preserved
when the local reference frame at the contact surface (or contact point in a
discretised system) is used. The co-rotational rates are expressed with respect
to a reference frame moving with the particle along the contacting surface.
The rotation of the reference frame, when a particle flows along the surface
of a tool, is expressed in terms of the velocity vector and the curvature tensor
of the tool surface. Consider the surface F (x) = 0 for which the normal vector
N= ∂ F /∂ x is a differentiable function.
In the “main-secondary” approach used in contact model, the main sur-
face is the rigid toolpiece and is defined by the function F (x). As we require F
to have the appropriate continuity and be differentiable, these rigid surfaces
are modelled with bi-cubic piece-wise surfaces. Several approaches are avail-
able: Bézier surfaces [22], Hermite patches [21], and NURBS [60].
The model presented here overlaps with the model proposed by Anand [3].
Where the new model differs is in the choice of objective rate as described
below.
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Differentiating the surface equation twice, the following relations are ob-
tained





vk +Nk Lk l

vl (2.21)
where Nk and Lk l are the surface gradient (the normal vector) and the velocity




vk =−Nk Lk l , or Ṅ=−Lt N (2.22)




= (I −n⊗n)Lt n. (2.23)
The spin tensor Ω of the contact reference frame can be expressed as follows
Ω= ṅ⊗n=−(I −n⊗n)Lt n⊗n (2.24)
and is specified by the “external” portion of the velocity gradientLt n.
Consider the transformation from the local reference frame to a global sys-
tem specified by the orthogonal tensorQ. Transforming the traction vector T
to the global frame and differentiating, we obtain the traction rate with respect





(Qt T) =Q(Q̇t T+Qt Ṫ) = Ṫ−ΩT (2.25)
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where
Ω= Q̇Qt −QQ̇t (2.26)
is the spin of the local frame.
Anand uses the co-rotational rate
◦
T= Ṫ−ωT where ω is the twist tensor
defined by the rotation of co-ordinate framesR similarly to equation 2.25.
To simplify notation, we use







to denote the ordinary time derivative.
Another co-rotational rate can be specified by using the material spin gen-
erated by the deformation of the elastic-plastic body, specified by the velocity
gradient,
W = 12 (L−L
t ) (2.28)
and the co-rotational rate is given by Jaumann’s derivative ([8] §3.7.3), which,

























Figure 2.1: Incremental change in direction of surface normal at point of con-
tact.
Using the co-rotational rate, the constitutive equation for the shear stress
rate can be written as
∇




where γ̇ is specified from the consistency condition Ψ(TN , TT ) = 0.
Eulerian frame
In the current configuration the slip function is given by
ψ = |TT | −µTN (2.30)
= [TT ·TT ]1/2−µTN (2.31)
= [(T−TN n) · (T−TN n)]1/2−µTN (2.32)
= [T ·T−2T ·TN n+T 2N ]
1/2−µTN (2.33)
= [T ·T−T 2N ]
1/2−µTN (2.34)
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which, after substituting relations (2.4) and (2.5), becomes
ψ= [(σn)t (σn)− (ntσn)2]1/2−µ(ntσn), (2.35)
and the slip potential becomes
φ = [(σn)t (σn)− (ntσn)2]1/2. (2.36)





The rate-type equations of the friction constitutive model need to be replaced
by incremental equations for the numerical solution procedure. This is done
by a simple backward difference scheme. In plasticity it is necessary to per-
form a similar incremental formulation, and we make use of the analogy be-
tween stick-slip friction and elasto-plasticity to adapt the algorithms from plas-
ticity for friction. This is necessary because friction is too unlike the contin-
uous nature of elasticity where the discontinuous transition between two un-
like states does not occur. Further, the standard use of the backward differ-
ence scheme assumes a linear motion along the tangent plane to the contact
surface. The method presented below improves this by using a more sophis-
ticated objective rate measure in the incremental scheme.
The value of the rate of slipping u̇slT at the current increment n + 1 (time
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which, in incremental (updated) form, consists of the slip measured at the













































































where the objective time increment of the vector functionϕ = TT /|TT | of ten-








ϕ representing the objective Jaumann derivative of the function ϕ(t ).
The superscripts (n ) and (n+1) denote the previous and the current time step
respectively. The key feature of this incremental form is that we are isolating
the rotational terms and can identify the contribution of the normal vector
rotation as illustrated in figure 2.1. The usual formulation of the AC model
does not refine the rotation of the normal vector for the incremental time-
step, where it is assumed that only a linear change takes place, i.e., pure trans-
lational motion.
Substituting the full expressions for TT and |TT | gives for the slipping di-
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σ(n )n(n )− ([n(n )]tσ(n )n(n ))n(n )
p
[n(n )]tσ(n )σ(n )n(n )− ([n(n )]tσ(n )n(n ))2
. (2.44)
















+ (ṅtσσn)TT − (ntσn)(ṅtσn)TT −2|TT |σ̇n
+ (nt σ̇σn)TT −2(ntσn)(nt σ̇n)TT +2|TT |(nt σ̇n)n







The time derivative of the unit surface normal ṅ can be expressed in terms
of n as
ṅ= (ntLn)n−Lt n (2.46)
whereL is the velocity gradient tensor: L=∇u̇. Substitution of this into equa-
















+2|TT |(nLtσn)n+ (TLσσn)TT −2(ntσn)(ntLσn)TT
−2TT (nt σ̇n)n− (nt σ̇σn)TT +2(ntσn)(nt σ̇)TT
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−2TT (ntLn)(ntσn)n− (ntLn)(ntσσn)TT
+2(ntσn)2(ntLn)TT − (nt σ̇σn)TT +2|TT |(ntσLt n)n
− (ntσn)(ntσLt n)TT −2(ntσn)2(ntLn)
+2|TT |(ntσn)Lt n−2|TT |(ntσn)(ntLn)n
+2|TT |(ntσn)Lt n−2|TT |(ntσn)(ntLn)n
+ (ntσn)[(ntσσn)(ntLn)−ntσσLt n]n
+ (ntσσLt n)σn− (ntσσn)(ntLn)σn




An alternative approach is to use a fixed reference frame and replace the Eule-
rian constitutive measures and vector by the Lagrangian measures. The Cauchy
stress tensor and normal vector in terms of the second Piola-Kirchhoff stress
tensor, S, and the normal to the contact surface, N, are given by
σ = J −1F SF t , and n d At = JF
−t N d A0 ⇒ n= JF −t NΛ, (2.48)
where F is the gradient tensor, J = det(F ) is the Jacobian of F , d A0 is the
contact surface in the initial configuration reference frame, andΛ= d A0/d At .
Further, since n is a unit vector, we have
|n|= 1= J |F −t N|Λ ⇒ Λ= 1/J |F −t N|. (2.49)
Then, using the above transformations, the tractions are expressed by
T = σn= J −1F SF t JF −t NΛ=F SNΛ, (2.50)
TT = T−TN n=F SNΛ− (J Nt SNΛ2)JF −t NΛ, (2.51)
TN = n
tσn= J NtF −1Λ J −1F SF t JF −t NΛ= J Nt SNΛ2, (2.52)
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where the scalar TN is the contact pressure, TT is the friction resistance in the
contact plane, and
T ·T= Tt T=Nt SF tFSNΛ2. (2.53)
Using the above relations (2.50)–(2.51), the slip function and slip potential be-
come
Ψ = [Nt SF tFSNΛ2− (J Nt SNΛ2)2]1/2−µJ Nt SNΛ2, (2.54)
Φ = [Nt SF tFSNΛ2− (J Nt SNΛ2)2]1/2. (2.55)





F SNΛ− (J Nt SNΛ2)JF −t NΛ
[Nt SF tFSNΛ2− (J Nt SNΛ2)2]1/2
. (2.56)
In the Lagrangian frame the incremental relationship for the rate of slip
involves the use of the material derivative, denoted by a raised dot: ()•. Then
the value of the rate of slipping, u̇slT , at the current time t +∆t , increment n+1,























































−3 {C1}(n ) , (2.59)
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whereC1 is
C1 = Λ|Λ|(2Λ2 J 2(N tSN )(Ḟ t/F t2N )(N tSF tFSN −Λ2 J 2(N tSN )2)
+ΛJ (F −tN )(ΛJ (N tSN )(N tṠF tFSN )−2ΛJ (N tSF tFSN )(N tṠN )
+ (N tSN )(ΛJ (N tSḞ tFSN ) +ΛJ (N tSF tḞ SN ) +ΛJ (N tSF tF ṠN )
−2(Λ̇J + J̇Λ)(2(N tSF tFSN )−Λ2 J 2(N tSN )2)))
− (FSN ))(N tṠF tFSN )
+2Λ2 J 2(FSN )(N tSN )(N tṠN )− (FSN )(N tSḞ tFSN )
− (FSN )(N tSF tḞ SN )− (FSN )(N tSF tF ṠN )
+2((N tSF tFSN )(Ḟ SN +F ṠN )−ΛJ (N tSN )2(ΛJ (Ḟ SN )
+ΛJ (F ṠN )− (Λ̇J + J̇Λ)(FSN ))))
/(2
p
(N tSF tFSN −Λ2 J 2(N tSN )2)) (2.60)
The formidable expression forC1 was generated by use of the symbolic com-
puter algebra package DERIVE [48].
Updated Lagrangian frame
In the updated Lagrangian formulation the reference configuration is now the
configuration at time t , increment n , with the current configuration being
time t +∆t , increment n + 1. The reference variables are the same as for the
Lagrangian formulation and now are denoted by X(n ), S(n ), N(n ), F (n ), and J (n ).
This is illustrated in Fig. 2.2.
The advantage of the updated Lagrangian formulation is that, since∆t is
small for dynamic-explicit simulations, we have
F =F t = 1, J = 1, Λ= 1 (2.61)









u(n+1)(X(n ), t +∆t )






u(n )(X(0), t )
Figure 2.2: The updated Lagrangian formulation uses the variables at time
step n as the reference configuration.
32 Chapter 2: Formulation of friction models
which is used to simplify the result.
Substituting for the slip potential (2.55) into the slip rule, and taking the
material time derivative for the increment, then making the substitutions in




































where Conv denotes the convectional terms:








tSN )(Ḟ tN )(N tSSN − (N tSN )2)
+ (N tṠSN )(N (N tSN )−SN )−2(N tṠN )(N (N tSSN )
− (SN )(N tSN ))
+ (N tSḞ tSN )(N (N tSN )−SN ) + (N tSḞSN )(N (N tSN )
−SN ) + (N tSṠN )(N (N tSN )−SN )
−2((N tSSN )(2N (Λ̇+ J̇ )(N tSN )− Ḟ SN − ṠN )
− (N tSN )2(N (Λ̇+ J̇ )(N tSN )
− Ḟ (SN )− ṠN + (Λ̇+ J̇ )(SN ))))
/(2
p
(N tSSN − (N tSN )2)) (2.65)
The formidable expression forC2 was generated by use of the symbolic com-
puter algebra package DERIVE [48].
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2.1.6 Algorithm for friction model implementation
The friction model constitutive equations are integrated using a backward dif-
ference method for implementation into the FEM code. Given an increment
in the slide,∆uT , the increment in friction traction,∆TadT , is
∆TadT = k∆uT . (2.66)



















The second order difference∆2γ is small and that term can be neglected, then
∆γ is found by enforcing the slipping condition Ψ = 0. This results in the
predictor-corrector type algorithm shown in Fig. 2.3. The algorithm updates
the frictional variables given at the start of the time increment n to the vari-
ables at the end of the increment n +1. The derivative information ∂ TT /∂ uT
and ∂ TT /∂ TN is also provided as this is needed for the Jacobian matrix used
by the Newton-Raphson method which is used in the FEM program to solve
the resulting nonlinear FEM equations. The slipping displacement, uslT , con-
tributes to the sliding displacement, uT .
2.2 Identification of Friction Parameters
In this chapter non-linear constitutive models for friction have been presented.
All are advancements of the classic Amontons-Coulomb model with its single
parameter. The WVS model has three parameters: α, β and ν. The WH model
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(i) Input: the current increment displacement and pressure
∆u(n+1), TN (n+1)
(ii) Elastic predictor: TelT
(n+1) = T(n )T −k∆u
(n+1)
T
Slip function: Ψ = |TelT
(n+1)| −µT (n+1)N
(iii) If Ψ ≤ 0 then: adhesion
set TT (n+1) = TelT
(n+1)
set ∂ TT /∂ uT (n+1) = kI
set ∂ TT /∂ TN (n+1) = 0
(iv) Else: slipping












(n+1)| + convectional term in (2.64)
set ∂ TT /∂ uT (n+1) = 0
set ∂ TT /∂ TN (n+1) =µ TelT
(n+1)/|TelT
(n+1)|
Figure 2.3: Algorithm for the friction model.
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does not proscribe a specific functional form forµ(ω) but polynomials are the
easiest to fit to experimental data. In practice a linear µ(ω) = α0 +α1ω or a
moderate order (n ≤ 5) fit have been made [63].
Determination of these parameters from direct experimental data is not
easy. The WVS parameters can be calculated from properties of the bulk ma-
terial (shear strength, et al.) but the trickiest is ν the parameter arising from
the difference between nominal and real contact areas.
For the WH model careful and painstaking experimental measurements
can be performed, but care must be taken to measureω, the amount of fric-
tional work done, accurately.
Even for the AC model, values of µ represent an average over a wide range
of experiments so that figures quoted for friction between mild sheet-metal
and harder tool steel vary from 0.14 to 0.16 [4].
Given the paucity of specific measurement data for even AC friction, the
expense of the time consuming WH measurements, and the financial and tem-
poral constraints faced by users of simulations (simulation is mainly chosen
as an alternative to expensive and slow experiment) it is necessary to look for
an alternative approach to finding reliable values for friction parameters.
Fortunately there exist good data sets for metal forming benchmarks, ex-
emplified by the NUMISHEET conference benchmarks.
It thus remains for an approach that will allow friction parameters to be
deduced from the results of the entire process.
The determination of model parameter values from global final results is
a classic inverse problem.
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2.2.1 Inverse problem approaches
An inverse problem is defined simply as the determination of model parame-
ters from results data [62]. There is a set of model parameters αi , a set of ob-
servable data di , and the relation di = di (α1, . . . ,αN ) which solves the forward
problem. This relation is the chosen mathematical model, and its numerical
computation is called the ‘simulation’.
The basic elements of the inverse problem are:
1. initial estimates of the model parameters;
2. experimental information on the observable data, and the results of nu-
merical simulation;
3. the mathematical model underlying the simulation.
A typical deep-drawing simulation will involve several model parameters
including the material model, the process parameters, and the friction model.
The experimental data will include error arising form the variation in re-
sults from several experiments and measurements. A probabilistic model can
be assigned to describe this, usually an assumption of Gaussian distribution
is made and the standard error used.
2.2.2 Objective function choice
The objective function used in the optimisation problem solution is crucial to
a stable and accurate result. The tricky area here is that a good fit to several
curves is required but experimental data only describes those curves at a small
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number of discrete points. It is also desired to accommodate several sets of
such curves to ameliorate experimental error.
Classic measures of error, that is difference between the current simulation



























The latter could be useful in the cases of drawing benchmarks because it elim-
inates the scale which varies significantly for the different cross section paths
along which measurements are taken. However, the range of measured val-
ues include zero, and values near zero result in effective large weighting. The
absolute error is used to avoid numerical issues.






















for m sets of experimental data compared to the result of the current simu-
lation run εsimi , and n is the number of sample points along the cross-section
path of interest.
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Chapter 3
FEM Formulation
3.1 Nonstationary contact problem formulation
In this section index notation will be used to improve the clarity of the tensor
relations.
3.1.1 Energy balance for Lagrangian description
The second Piola-Kirchhoff stress tensorS = SK L and the Green-Lagrange strain
tensor E = EK L are conjugated constitutive variables in the Lagrangian de-
scription of motion of an elastic-plastic material. The reaction of an elastic-
plastic blank is defined by the following relation
(SK LδL I +SK L uL I ),K +ρ0 fI −ρ0 t I = 0 (X,ξ) ∈ tΩ× (tn , tn+1), u I ∈C 2 (3.1)
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with material coordinates X, time t , body forcesρ0t I , inertia forcesρ0 fI . Where
the Green-Lagrange strain is defined by
EK L =
1
2 (uK ,L +uL ,K +uK ,M uM ,L ). (3.2)
which gives the Elastic-plastic constitutive equation
ṠI J = L
E P
I J K L
ĖK L . (3.3)
Boundary conditions can be separated into:
1. Displacement conditions
u I =ϕI (X,ξ) on (X,ξ) ∈ t ΓU × (tn , tn+1)
2. von Neumann homogeneous conditions
u I =ϕI (X,ξ) = 0 and
∂ ϕI
∂ N
= 0 for (P,ξ) ∈ t ΓU × (tn , tn+1)
for at least one point P, where ϕI is a given displacement function
3. Stress and force conditions
(SK LδL I +SK L uL ,I )NK = FI on t ΓF × (tn , tn+1)
4. Subdifferential contact conditions
if Ψ ≤ 0 then TT = k uT on t ΓS × (tn , tn+1)










|TT | on t ΓS × (tn , tn+1)
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5. Initial conditions
u(X, 0) = 0, u̇(X, 0) = 0 in tΩ× (tn , tn+1)
Sets used:
tΩ body at time t
t Γ ≡ ∂ tΩ surface of body at t , t Γ = t ΓT ∪ t ΓU ∪ t ΓS ∪ t Γfr
t ΓT surface under force and stress loads
t ΓU surface with prescribed displacements
t ΓS contact surface
t Γfr unconstrained surface.
Sets t ΓT and t ΓU can be empty.
Following Ronda [51, 55], the weak formulation of the von Neumann prob-
lem for the equation of motion is obtained by taking the scalar product of the
differential operator expressed by the L.H.S. of the equation of motion and the
difference (v− u̇), and applying Green’s integral theorem. The test function is
v and u̇(t ) is an unknown rate of displacement function. The energy princi-
ple, which is the weak differential or the Gateaux differential of a functional
appropriate to the weak formulation of von Neumann’s problem, is expressed
by the following formula:
∫
tΩ
SK L (δL I +uL ,I )(vI ,K − u̇ I ,K )d V −
∫
t ΓT




FI (vI − u̇ I )dγ−
∫
t ΓS




ρ0 fI (vI − u̇ I )d V −
∫
tΩ
ρ0 t I (vI − u̇ I )d V = 0, (3.4)
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FI (vI−u̇ I )dγ equals zero as u̇ I = vI =ϕI on t ΓU ×(tn , tn+1).
The Sobolev space H 1/2(Ω) is the set of all vector elements in L2(Ω) that have
generalized derivatives of the first order in the real Hilbert space, L2(Ω), which
consists of vector functions u= (u1, . . . , uK )with the norm ‖u‖2,Ω = (
∫
Ω
|u (x)|2 d x)1/2.
The reason space H 1/2(Ω) is used is that in order to accommodate the veloci-
ties, u̇, the first derivative of the elements also needs to be L 2-integrable.
The operator expressed by equation (3.4) consists of terms related to stresses,
forces and displacements that are inconvenient for seeking stationary points
of minimisation in respect of displacement. For this purpose an iteration scheme
must be used as only stress variables in the first term can be eliminated by
using material constitutive equations. Such replacement requires a rate type
formulation of the contact problem. The system of rate type equations can be
solved step-by-step using incremental numerical techniques.
Incremental relations valid for finite deformation of an elastic-plastic ma-
terial are constructed for stress:
(n+1)
0 SI J =
(n )
0
SI J + 0SI J
and strain
(n+1)
0 EI J =
(n )
0
EI J + 0EI J
Where the strain is separated into parts
0EI J = 0eI J + 0ηI J









2 (0u I ,J + 0u J ,I +
(n )
0 u I ,K 0uK ,J + 0u I ,K
(n )
0 uK ,J )
The term (n )0 u I ,K 0uK ,J + 0u I ,K
(n )
0 uK ,J , is usually neglected in the FEM implemen-
tation.
0SI J = L
E
I J K L
(0EK L − 0E pK L )
(n )Y ((n )0 SI J ,






∂ (n )0 SK L
(n )qI J L
E
I J K L 0EK L
(n )pI J (n )qI J + (n )qI J L EI J K L (n )qK L
(n )qI J =
∂ (n )Y
∂ (n )SI J
(n )pI J =
∂ (n )Y
∂ (n )E pI J
0SI J =
(n )L EP
I J K L 0EK L
(n )L EP
I J K L
= L E
I J K L
−
L E
I J M N




(n )pM N (n )qM N + (n )qM N L EM N PQ (n )qPQ
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where (n )0 SI J is the second Piola-Kirchhoff stress tensor taken at instant tn
and referred to the initial configuration, 0SI J is the increment of the second
Piola-Kirchhoff stress, 0EK L is the increment of the Green-Lagrange strain, 0E
p
K L
is the increment of plastic strain, (n )Y is the yield surface at time tn ,
(n )κ is
the work-hardening parameter, (n )Λ is a scalar parameter of the elastic-plastic
material flow law, L E
I J K L
is the constitutive modulus of elasticity, (n )L EP
I J K L
is the
elastic-plastic modulus.
Velocity u̇ I is approximated by a finite difference
(n+1)
0 u̇ I ≈
1
∆t
((n+1)0 u I +
(n )
0 u I ). (3.5)




0 SK L (δL I +
(n+1)
0 uL ,I )δ
(n+1)
0 uK ,I d V =
∫
tΩ
(n )L E P









0 SK L δ0eK L d V , (3.6)
where δ(n+1)0 EI J =δ0EI J , and δ
(n+1)
0 uK ,I = vK ,I −uK ,I .




(n )L E P

















0 FI δ0u I dγ+
∫
tΩ




((n )0 TN δ0uN +
(n )
0 TTI δ0uTI )dγ−
∫
tΩ
ρ0 0t I δ0u I d V = 0. (3.7)
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The Lagrangian formulation of a contact problem is reasonable unless body
deformations are small enough to provide uniform transformation from the
reference to the current configuration.
Equation (3.7) can be written in the compact form of variational inequality
a (u, v−u) + j (vT )− j (uT )−〈 f , v−u〉 ≥ 0 (3.8)
with
a (u, v−u) =
∫
tΩ
(n )L E P




0 SK L δ0ηK L d V ,
















ρ0 0t I δ0u I d V +
∫
tΩ
ρ0 0 fI δ0u I d V ,
j (vT ) =
∫
t ΓS
µ|TN ||vT | dγ, j (uT ) =
∫
t ΓS
µ|TN ||uT | dγ.
3.1.2 Solution technique
The nonstationary contact problem is solved by applying the FEM to approx-
imate the function defined by the L.H.S. of equation (3.8)
α(u,λ) = a (u, v−u) +
∫
t ΓS




λµ|TN ||γ̂ ?uT | dγ−〈 f , v−u〉, (3.9)
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and seeking the minimum of α(u,λ) using the Lagrange multiplier method,
where λ is the Lagrange multiplier. The trace operation γ̂ ?w is a mapping
defined by
γ̂ : {w ∈H 1/2(Ω), w|ΓS = 0}
⊥→H 1/2(ΓS )⊂ L 2, (3.10)
where w is u or v and {w ∈ H 1/2(Ω), w|ΓS = 0}
⊥ is the orthogonal complement
of subspace H 1/2 which contains functions w that are not vanishing on the
boundary ΓS .
Algorithm for contact problem solution
The algorithm for the solution of the two-body contact problem consists of
the following steps:
1. FE approximation of the function α(u,λ) given by equation (3.9),
2. minimisation of α(u,λ),
3. determination of contact surface ΓS ,
4. calculation of elastic-plastic body material functions,
5. solution of finite element equations.
3.1.3 Finite Element Discretisation
The contact problem is solved numerically by the finite element method. This
involves the discretisation of the variational equation, which, for a single ele-
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e = 0 (3.11)
[H e ] matrix of volume interpolation functions
[H eS ] matrix of surface interpolation functions
[BeL ] linear strain-displacement transformation matrix
[BeN L ] nonlinear strain-displacement transformation matrix
[S] stress tensor S expressed as a vector
CEP stress-strain elastic-plastic matrix
λ Lagrange multiplier for the frictional contact constraints





















































e = 0 (3.12)
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which can simply be rewritten as








[H e ]>[H e ]d V e














































Using concepts defined in the previous chapter: of a slip ruleΨ and a slip crite-
rionΦ the three friction models considered — the standard classical Amontons-
Coulomb (AC) model, a model proposed by Wriggers, vu Van and Stein [76]
(WVS), and a work-hardening (WH) model proposed by de Souza Neto, et
al. [63]— can be shown to be based on the same rules.
The Lagrangian description is used. In addition, as needed, a coordinate
system local to the contact point is used as shown in Figure 3.1. Then the
friction model rules are the following:
• the decomposition of the surface traction (stress vector) TI = SI J n J into:
– the normal component TN = SI J nI n J ,
– and the tangential component TT I = TI −TNnI ,
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• the decomposition of the relative displacement at the contact surface u I
into:
– the normal component uN = u I nI ,
– and the tangential component uT I = u I −uNnI ,
• the decomposition of the rate of tangential displacement u̇α = u̇ adα + u̇
sl
α
that can be also expressed by increments∆uα =∆u adα +∆u
sl
α













where SI J is the stress at the contact point, and n J is the outward normal to
the contact surface at the contact point, the tangential displacement in local
contact coordinates is denoted by uα, α = T1, T2, kT is the tangential contact
stiffness, γ is an unknown function giving the magnitude of slip.
The slip rule plays a similar role in friction to the flow rule in plasticity.
The slip potential Ψ is a function of the stress vector, and the derivatives of
which give the direction of slipping. In addition a slip criterion Φ is defined to
determine the state of friction:
Φ≤ 0 ⇒ adhesive state,
Φ> 0 ⇒ slipping state.
(3.16)
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Further, there exists the following conditions on the slipping/sticking states:
sticking ⇒ Ψ < 0 a nd γ̇= 0,
slipping ⇒ Ψ = 0 a nd γ̇ > 0.
(3.17)
The following particular forms of Ψ and Φ are proposed for the three models
considered:








where µ is the coefficient of friction, which may depend on internal pa-
rameters such as wear, work-hardening, etc,








where α, ν and β are the parameters of the model, usually constant, but
which may depend on internal parameters such as wear, work-hardening,
etc,








where the coefficient of friction µ(ω) is now a function of the density of
frictional workω, which is the internal variable of this model,
ω̇=−Tαu̇ slα ; ∆ω≈−Tα∆u
sl
α (3.21)
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A predictor-corrector algorithm is used to calculate the frictional stress
and slip over a single time step. The algorithm for the AC model is given in
figure 3.3. Given the current contact pressure TN
(n+1) and contact increment
displacement∆uα
(n+1) at step tn+1, the algorithm provides the frictional stress
Tα
(n+1) and slip ∆u slα
(n+1) at step tn+1 using the values at the previous step tn .
Firstly the elastic predictor stress is found, then the slip criterion is calculated
to determine the state of friction. The frictional stress is exactly the elastic pre-
dictor stress for the adhesive state. The frictional stress is set to the limiting
stress µTN, where the direction is along the elastic predictor, for the slipping
state. Also the slip contribution is calculated. In a FEM program it is also nec-
essary to provide the derivatives of the frictional stress Tα with respect to the
contact pressure TN and the sliding displacement uα needed for the Newton-
Raphson algorithm. Expressions for ∂ Tα/∂ TN and ∂ Tα/∂ uβ can be found from
consistent linearisation of the frictional constitutive equations
Figure 3.4 gives the algorithm for the WVS model. It consists of identical
steps to the AC algorithm except for the change in expressions involving µ.
Figure 3.5 shows the algorithm for the work-hardening friction model. The
only difference between this and the AC model is the use of the frictional work
internal variableω. This is changed only when slipping occurs, and must be
calculated during the slipping stage of step (iii) of the algorithm.






















































Figure 3.2: The predictor-corrector approach to determining the adhesive or
slip region of frictional contact [37] and can be used with a generalised µ.
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(iii) Evaluate contact sub-regions:







































Figure 3.3: Algorithm for AC friction model over the interval [tn , tn+1].
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(iii) Evaluate contact sub-regions:







































Figure 3.4: Algorithm for WVS friction model over the interval [tn , tn+1].
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(iii) Evaluate contact sub-regions:





































Figure 3.5: Algorithm for WH friction model over the interval [tn , tn+1].
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3.2.1 Identification of Friction Parameters
The determination of the parameters for a friction model from experimental
data is a classic inverse problem:
experimental result−→model parameters
The inverse problem can be summarized as:
• unknown model parameters αi
• known observable data di
• there exists a relation di =Ω(α1, . . . ,αN )which is the model
• the numerical computation of Ω is the simulation
• we seek the solution to inverse problem
αi =Ω
−1(d1, . . . , dN )
Using a numerical optimization method we are able to construct the algo-
rithm illustrated by Figure 3.6 to find an approximate solution to the inverse
problem by calculating the difference between experimental and simulation
results for some critical values of the model.
1. Choose initial values for friction parameters
2. Call Abaqus/Explicit to solve FEM simulation
3. Calculate objective function
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4. Is it minimum?
YES End, displaying parameters values found
NO Repeat, using optimization method to choose new parameter val-
ues
The simplex method [47]was chosen for its robustness and simplicity.
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Figure 3.6: Flowchart of parameter identification algorithm
Chapter 4
Results
Different friction models—the classic one proposed by Amontons-Coulomb
(AC) with a constant friction coefficient, a three-parameter model proposed
by Wriggers et. al. [76], and a model based on the concept of ‘work-hardening’
proposed by de Souza Neto, et al. [63]—in the standard conventional and new
corotational formulations are applied to simulate benchmark problems: the
3-D square-cup drawing (NUMISHEET ’93) and S-rail stamping (NUMISHEET ’96).
The results obtained for these three models in both formulations are presented
to illustrate the influence of the friction model on the drawing process.
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4.1 Introduction
The purpose of this chapter is to compare the two formulations with three dif-
ferent constitutive friction models in the finite element method (FEM) sim-
ulation of a complex metal-forming process. The processes chosen are the
prismatic square-cup deep-drawing experiment as proposed for the NUMI-
SHEET ’93 conference, and the S-rail stamping simulation chosen for the NU-
MISHEET ’96 conference. As a result of these conferences data is available
against which to compare the results of the simulations, and also a very de-
tailed standard set of data is available describing the simulations.
Three different friction models are used: the classic Amontons-Coulomb
model with a constant coefficient of friction, a nonlinear model proposed by
Wriggers, vu Van and Stein [76]which uses three constant parameters (WVS),
and a model proposed by de Souza Neto, et al. [63]which is based upon work-
hardening (WH). This model is appropriate for coated sheet metal, and takes
into consideration wear of the surface coating.
The foundation for the friction model is based upon that proposed by Mich-
alowski and Mroz [37] and the work of Curnier [16]. The three models, AC,
WVS, WH, are modifications of the basic model where the relationship be-
tween frictional limit stress and contact pressure is varied taking into account
material behavior and experimental data.
All three friction models presented here are static and do not consider the
kinetics of blank motion around punch and die roundings, where normals ro-
tate through almost 90◦, which affects particle velocity. The kinetic effects of
rotation are considered in a co-rotational formulation [58].
The simulation is implemented in the finite element program Abaqus/Ex-
plicit [1] by using large strain shell elements and user friction routines. The
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shell elements are general purpose linear 4-node shell elements (type S4R [1]
§29.6.2) with finite membrane strains and 5 integration points through the
thickness, and reduced integration with hourglass control. The material model
used is von Mises isotropic elastic-plastic with hardening, with the given re-
lation between yield stress and plastic strain as was provided by the NUMI-
SHEET experimental data. The symmetry of the square-cup deep-drawing
process allows one-quarter of the process to be used in the simulation. The
tools: die, stamp, and blankholder, are modelled using rigid Bézier surfaces.
The blank is modelled using the shell elements described. All tools dimen-
sions, process parameters and material properties are approved by the auto-
motive industries. The S-rail simulation has no symmetry and the entire tool
set has to be used.
The results for major and minor strains, and also contour maps of thick-
ness changes, for the two simulations with various friction models are pre-
sented and discussed.
The two NUMISHEET benchmarks [56] [32] were deliberately chosen for
their similarity and relationship to real-world industrial stamping and draw-
ing. They were specifically selected because these processes involve large fric-
tional movement over curved tool surfaces which include 90 deg angles, and
are large strain problems [58]with large displacements.
There are simpler benchmark simulations which appear often in the liter-
ature when modelling friction. The two most common ones are upsetting and
indentation benchmarks. However, these simpler benchmarks lack the large
rotations, are small strain, and mostly linear displacement, with short linear
slipping at the contact surfaces, and these lack the rotational effects of deep-
drawing or stamping, with large displacements of the workpiece sliding over
curved contact surfaces.
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4.2 Deep-drawing simulation
The simulation of the deep-drawing process is conducted for a three-dimensional
prismatic square-cup. The FE model of prismatic-cup deep-drawing [57] con-
sists of three tools: punch, die and blankholder, shown in figure 4.1, and a sin-
gle workpiece: the blank. The dimensions for the tools and material parame-
ters for this simulation are taken from the benchmark chosen for the NUMI-
SHEET ’93 conference.
The dimensions for the square-cup deep-drawing tools are:
Tool piece Dimensions Rounding radii
internal (mm) external (mm) corner (mm) shoulder (mm)
die 66×66 170×170 12 5
blankholder 84×84 170×170 12 3
punch 70×70 10 8
The clearance between the die and the punch is 2 mm, and between the punch
and the blankholder is 7 mm. The mesh for the three tools are shown in fig-
ure 4.1. The workpiece is 150× 150 mm in size with a thickness of 0.78 mm
and is made of mild sheet steel with the following material properties:
Young’s modulus 206 GPa
Poisson’s ratio 0.30
Yield stress σ= 565.32 (εp +0.007117)
0.2589
εp = plastic strain
Coefficient of friction 0.144
The material values are given for assumed isotropic material.
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Only one quarter of the blank and tools are modelled for this FE simulation
because there exist two axes of symmetry. Two thousand and five hundred
shell elements are used to model the quarter of the blank with a uniform mesh
of 50×50 shell elements. The tools are modelled using rigid Bézier surfaces.
The square-cup deep-drawing process uses a double-action press: the first
step closes the blankholders; the second step moves the punch to its full stroke.
This is illustrated in figure 4.6.
The stepping procedure for this FE simulation is as follows:
(1) Place blank on die; place blankholder above die.
(2) Move punch down by 0.01 mm.
(3) Fix punch in place; apply blankholder force.
(4) Move punch down to full stroke.
Step (1) sets up the tools and blank in the correct positions without the blankholder
force. In step (2) the punch is moved down slightly at a speed of 0.05 mm/s to
establish contact between the punch and blank, and also between the blankholder
and blank. In step (3) the blankholder force of 19.6 kN is applied to the blankholder.
The punch is then moved down to the full stroke at a speed of 5 mm/s in step
(4). Step (2) is necessary to establish contact between the tools and the blank,
before the blankholder force can be applied. The blankholder force can only
be applied once there is contact between the blankholder and blank.
The AC friction coefficient µ is 0.144 as has been given in the benchmark
data.
The values of α and β for WVS model inferred from material data are esti-
mated to be α= 0.03 and β = 0.144, where the second value is chosen so that
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for high pressure the WVS model tends to the AC model. The value for ν for
the case of metal-metal contact is ν= 0.80.
Experimental measurements of µ(ω) for the WH model for aluminium-
killed steel sheet are given in de Souza Neto [63], where the linear fit
µ(ω) =αω+β (4.1)
is made. Forωmeasured in kN/mm, the constants have values and units:
α = −8.757×10−2mm/kN
β = 0.1448
This fit for the function µ(ω) actually represents a “work-softening”, as the
decrease in the value forµ asω increases reflects the smoothing of the surface
of the blank when the asperities are flattened by sliding.
In all the above models, the ‘stiffness-in-stick’ parameter is kT = 100 GPa,
which, while a numerical parameter, should be similar to the elastic coeffi-
cient of the metal.
4.3 S-Rail simulation
The S-rail simulation is taken from the NUMISHEET ’96 conference bench-
mark and consists of a similar set of tools as shown in figure 4.2. There is no
simple symmetry and the entire set is used in the simulation. Two meshes
are used: a medium mesh and a fine mesh shown in figure 4.11 at the full
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displacement. The medium mesh is that provided by the NUMISHEET ’96 or-
ganisers [32] and the fine mesh was an automatic refinement of up to 2 levels.
The S-rail forming process is modelled with a single-action press: the die
moves towards the punch in a single action which closes the blank-holders
before the punch engages. This is illustrated in figure 4.7.
The blank has thickness of 1.0 mm and is made of mild sheet steel with the
following material properties:
Young’s modulus 206 GPa
Poisson’s ratio 0.30
Yield stress σ= 526 (εp +0.015)
0.239
Coefficient of friction 0.11
The AC friction coefficient µ is 0.11 as has been given in the benchmark
data.
The values of α and β for WVS model inferred from material data are esti-
mated to be α = 0.03 and β = 0.11, where the second value is chosen so that
for high pressure the WVS model tends to the AC model. The value for ν for
the case of metal-metal contact is ν= 0.80.
For the WH model, to ensure compatibility with the benchmark data, the
constants are chosen, forωmeasured in kN/mm, to have values and units:
α = −8×10−2mm/kN
β = 0.11
In all the above models, the ‘stiffness-in-stick’ parameter, k , was set to
100 GPa.
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4.4 Results
Results obtained for the square-cup deep-drawing and S-rail stamping bench-
mark problems are shown in the form of plots of principal strains vs. dis-
tance along both the diagonal and the side of the blank, contour maps of thin-
ning, and tables with extremal values of principal strains and thinning. Fig-
ure 4.3 shows the cross-sections used to measure principle strains in the deep-
drawing simulation. For the S-rail simulation figure 4.4 shows the cross-sections
used.
4.4.1 Deep-drawing
Figures 4.8 and 4.9 illustrates that the AC model has the largest strain values,
which is due to this model using a constant value for the coefficient of friction
and not taking into account the variation of µ from pressure and wear as in
the case of the WVS and WH models, respectively. The WH and AC results are
similar because the WH model is a modification of the AC model with work-
hardening included. The WVS results are different in shape from the AC and
WH models as its non-linear term dominates.
The curves for the new formulation are almost indistinguishable from the
curves of the standard formulation. The additional term arising from the new
co-rotational model has clearly had a small overall effect on the results. The
variation between constitutive models is much more pronounced. The results
nevertheless confirm the new formulation has an effect albeit small, and that
the constitutive model is the more important. The remainder of the analysis
will thus focus on the difference between the constitutive model results.
These features are confirmed in the tables 4.1 and 4.2 which show the max-
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ima and minima of the strains. Along the diagonal OD the WVS and WH mod-
els have smaller extrema than the AC model as shown in table 4.1 and fig-
ure 4.8. The WVS model’s maximum is 47% smaller than the AC model, which
indicates that the nonlinear term, αp νN , of the WVS model contributes signifi-
cantly. The lower values of the extrema of the WH model indicate that slipping
work has smoothed the surface and reduced the friction stresses.
Along the side OX it is found that the major strain maxima for the WVS
and WH models differ by a small amount as shown in table 4.2 and figure 4.9.
However, for the WVS model the minor strain extrema near the punch edge
(approximately 27 mm from centre) is a minima compared to the maxima for
the AC and WH models. This can be attributed to the nonlinear term domi-
nating under the high pressure region where the blank bends over the punch.
These observations are confirmed by the Mises stress contours in figure 4.10.
They show the overall higher values for the AC model, and the similar distri-
bution for the WH model. The lower WVS values are also shown with the key
area of peak values at the corner appearing smaller in size, showing lower dis-
tribution of stress.
4.4.2 S-Rail
The medium mesh reveals qualitatively similar results for the principle strains
across cross-section IE in figure 4.12. The peaks are mostly at the same posi-
tion with differences occurring in value. The relatively coarse mesh shown
in figure 4.11 reveals the likely reason: the larger elements tend to smooth out
the results and offer lower resolution. The differences in the finer mesh results
of figure 4.13 are more dramatic. The greatest distinction in the the thinning
curves where larger peaks for the WVS model are a result of its higher friction
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forces for lower pressure regimes. This is clearly seen in the contour maps of
thinning in figure 4.15 were the WVS model has the largest area of thinning
above 5% in the wall of the s-rail.
Table 4.3 shows that the thinning peaks of WVS for both meshes to be some
11% 12% higher than AC. WH is close to AC with the more accurate result for
the fine mesh showing it lower. Here the reduction in µ over larger slipping
areas for the WH model has made a significant contribution to the result.
Globally, the energies for the simulation are clearly affected by the differ-
ent models. Table 4.4 shows the proportion of the total deformation energy
accounted for by frictional work. The total deformation energy consists of
the internal plastic work and the contact sliding work. Table 4.4 shows that
frictional dissipation varies from 20% to 28% of the total deformation. As ex-
pected the WVS model has highest values since the frictional forces are higher
for lower pressure areas. The WH model shows lower values than AC as the
lower µ value requires less frictional work.
4.5 Comments
Three friction models of different characteristics in two formulations were
used in the deep-drawing and S-rail simulations. The AC model has a sin-
gle constant coefficient of friction, the WVS model has three parameters with
a nonlinear pressure-dependent term, and the WH model accounts for wear
proportional to the frictional work. The standard formulation using a convec-
tional description and a new formulation using a corotational were used.
The primary, and somewhat disappointing, discovery is that the difference
in results between the two formulations is small. The additional of the rota-
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tional terms has a mostly minor effect on the results. There is more noticeable
and significant difference in results between different frictional constitutive
models than the different kinematic models.
Using different friction models in the deep-drawing simulation it was found
that the results for major strain along the diagonal differed by 25% to 47%,
and the minor strain from 14% to 16%, compared to the AC model. Along
the side the major strain differed by 21% to 30%, and the minor strain at the
punch edge differed by 150% to 200%, compared to the AC model. These val-
ues have sufficient variation to indicate that more accurate models of friction
are needed for this simulation.
WH generally gives similar results to AC, which is related to the history of
deformation of the blank. This is because the value ofµ for the AC model rep-
resents an ‘average’ of the function µ(ω) for the WH model. The WVS model
uses only the current state of pressure and does not consider the history of the
surface deformation.
In the S-rail simulation results were presented for two mesh sizes. The less
fine mesh showed little difference between the friction models, however, the
finer mesh results showed differences almost a large as for deep-drawing. This
indicates that large element sizes tend to reduce the contribution of friction
and hence are less accurate.
The energy results show that the three friction models contribute signifi-
cantly to the final result. Friction is thus an important part of the simulation
and the need for more accurate friction models is crucial in the S-rail simula-
tion.
The computational performance of the two simulations for different fric-
tion models is summarised in Figure 4.16 for the square-cup and Figure 4.17
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for the S-rail simulations. This computational cost is examined for two mea-
sures: the total simulation time and the number of iterations taken. The total
time is, of course, the more pertinent real-world measure as this impacts an
engineer’s workflow. The number of iterations, however, reveals the internal
cost of convergence.
It can be seen for both simulations that the total time for the simulations
using non-standard models is higher than for the default Abaqus model (la-
bel AC in the figures). This is an unfortunate characteristic of the software that
user subroutines increase computational time. Comparing the AC model with
the the same friction model but using the new formulation (label AC′) we see a
small increase in number of iterations but a larger increase in time. The non-
linear models (WVS and WH) show greater increases in time which is mostly
owing to the greater number of iterations needed. The increased computa-
tional cost needs to be balanced with the improved accuracy from advanced
models.
For the two typical metal forming simulations it has been shown that fric-
tion plays a crucial role and that the different constitutive friction models in-
fluence the result as much as 25%. The accuracy of metal forming simulations
thus depends as much on a more accurate, more realistic, friction model as on
a sufficiently fine mesh. Further, this indicates that the various state variables
used by the friction models—contact pressure, internal energy or effective
contact area—matter in differing degrees. Simulations using advanced fric-
tion models should be selected by which state variables are considered more
important for the type of materials used. See, for example, the recent work
in [24] and [25] where a new model using additional state variables from the
properties, distribution and shape of asperities is formulated.
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DIE
Figure 4.1: The die, punch, and blankholder used in the deep-drawing simu-
lation (only one-quarter shown).









Figure 4.3: Schematic of the deep-drawing simulation showing the cross-
sections OX and OD used for measuring principle strains. As shown, only one-
quarter of the blank is modelled with suitable boundary conditions applied
along OY and OX to accommodate the symmetry.









Figure 4.4: Schematic of the S-rail simulation showing the cross-sections EI





Figure 4.5: Initial mesh for the S-rail simulation workpiece blank.









Figure 4.7: Steps of the single-action press used for the S-rail stamping pro-
cess.
















































Figure 4.8: Graphs showing the principal strains for the diagonal of the deep-

























































Figure 4.9: Graphs showing the principal strains for the side OX of the deep-
drawing blank. The curves labelled AC′, WVS′ and WH′ refer to the new co-
rotational formulation.






















Figure 4.10: Contour plots of Mises stress distribution for the deep-drawing
simulation.
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Figure 4.11: Comparison of the coarse and fine meshes showing the final de-
formed shape of the work piece.

















































































Figure 4.12: Graphs showing the principal strains for the section IE of the S-
rail blank with coarse mesh. The curves labelled AC′, WVS′ and WH′ refer to









































































Figure 4.13: Graphs showing the principal strains for the section IE of the S-
rail blank with fine mesh. The curves labelled AC′, WVS′ and WH′ refer to the
new co-rotational formulation.





















Figure 4.15: Contour plots of thinning for the fine mesh S-rail simulation.
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Along diagonal OD
Friction model major strain minor strain
maxima % resp. to AC minima % resp. to AC
AC 0.263 100 −0.262 100
WVS 0.140 53 −0.225 86
WH 0.197 75 −0.220 84




Friction model major strain minor strain at punch edge
maxima % resp. to AC extrema % resp. to AC
AC 0.1013 100 0.0033 100
WVS 0.0800 79 −0.0100 303
WH 0.0713 70 0.0083 251
Table 4.2: Extreme values for the principal strains along the side of the deep-
drawing workpiece.
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Coarse Mesh
Friction model major strain thinning
maxima % resp. to AC extrema % resp. to AC
AC 0.1278 100 0.07920 100
WVS 0.1379 108 0.08904 112
WH 0.1393 109 0.08156 103
Fine Mesh
Friction model major strain thinning
maxima % resp. to AC extrema % resp. to AC
AC 0.2203 100 0.07502 100
WVS 0.2296 104 0.08300 111
WH 0.2245 102 0.07063 94
Table 4.3: Extreme values for the major principal strain and thinning along the
line EI of the S-rail workpiece.
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Friction model coarse mesh fine mesh




Table 4.4: Proportion of energy devoted to frictional dissipation with respect
to internal energy of the S-rail simulation.













AC AC’ WVS WH
Iterations
Figure 4.16: Computational performance of the square-cup deep-drawing
simulation with the standard Abaqus formulation and friction model (AC), in
comparison with the new formulation (AC′) and the nonlinear models (WVS
and WH) which are implemented using user subroutines. Results for time and
iterations are given scaled relative to the AC results (100%).
4.6 Identification of friction parameters
Experimental results from the NUMISHEET ’96 conference provide measure-
ments of the principal strains for the s-rail stamping benchmark. The values
are provided along the measurement cross-section paths: figure 4.18 shows
the measured values for the path IE for the 6 data sets provided. The average
and standard error were calculated and are presented in figure 4.19, which also
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Iterations
Figure 4.17: Computational performance of the S-rail stamping simulation
with the standard Abaqus formulation and friction model (AC), in compari-
son with the new formulation (AC′) and the nonlinear models (WVS and WH)
which are implemented using user subroutines. Results for time and number
of iterations are given scaled relative to the AC results (100%).
shows the smoothed (interpolation) curve provided by the conference organ-
isers.
The most significant aspect of these results is the large deviation between
experimental sets and the large experimental error. It is thus difficult to say
which is the “best” experimental set.
The results are presented in the table below, which shows the initial and
final parameters values, as well as the percentage change in each parameter.
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Also, the percentage change in the objective function is given. As this is av-
eraged error between the simulation result and the experimental results, it
indicates the degree of improvement.
initial final ∆ ∆E
AC µ= 0.11 0.122 +10.9% −8.1%
WVS µ(TN ) =αT ν−1N +β
α= 0.03 0.091 +203% −21%
β = 0.11 0.27 +145%
ν= 0.80 0.51 −36%
WH µ(ω) =αω+β
α=−8.0 −1.7×10−2 mm/kN −78.8% −17%
β = 0.11 0.187 +70%
There are some surprising results here. Firstly, as expected not much change
for the simple AC model with its single parameter. However, the second and
third results, for the WVS and WH models, differ from the initial values. In par-
ticular the WVS shows a larger difference. Now, this model has a non-linear
component which is expected to be more sensitive to experimental error and
also the three parameters allows for more degrees of freedom for any fit. The
WH model with its two parameters and simple linear model shows a less dra-
matic change, but it does differ enough from the initial to make one suspect
again the large experimental error.
The reduction in the objective function is modest for all three: the AC
shows the least change, while the WVS and WH show larger changes. The lat-
ter two, with more parameters, allowed for more optimisation in the fit. It is
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unsurprising that the objective is not much changed as it represents the aver-
age difference between simulation and experimental.
The change in parameters are more useful as this is a numerical experi-
ment in measuring the sensitivity of these parameters to friction state vari-
ables.
Further work in this area can be undertaken, especially to make use of er-
ror and uncertainty. One approach is to eliminate outliers to “clean-up” the
data by removing extreme results. Another is to include the standard error
for each measurement in the analysis and make use of a more sophisticated
statistical model when constructing the objective function. However, as can
be seen from the experimental results of the NUMISHEET conferences, the
variation between experimental data sets from different laboratories is larger
than the variation between simulation result sets. This despite the latter using
different formulations and models, and is the result of the large number of pa-
rameters and physical conditions that affect experiments. Statistical methods
may have limited improvements to offer.
It is also the case that the rheological and tribological properties of materi-
als are strongly correlated. For example, Knibloe & Wagoner [28] have shown
that the same strain distribution can be obtained with very different friction
coefficients depending on whether a quadratic or non-quadratic yield func-
tion is used in the case of a forming process with a hemispherical punch.
In conclusion, it must be kept in mind that friction is a local phenomenon,
and any parameter fit from this approach is limited to this particular simu-
lation and forming process. It would not be applicable to a different form-
ing process, even with the same workpiece material, as forming is a path-
dependent problem and a different process would undergo different stress
and strain paths. The value of these numerical experiments may only be in
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identifying which parameters are significant.
4.6.1 Sensitivity
An aid to identifying the significance of frictional parameters is a simple nu-
merical sensitivity analysis [27]. Similarly to the inverse problem solution,
in sensitivity analysis the gradient of the objective function is calculated, but
now for the purpose of studying the effects of process parameters in the state
of the final product.
There are three methods [6] usually used for calculating the sensitivities:
(a) finite differences approximation, (b) the adjoint variable method or (c) the
direct differentiation method. In the finite difference method, the numeri-
cal simulation is computed for two different sets of process parameters, with
nearby values, and the difference of the numerical results obtained is used to
calculate the sensitivities. This approach, while the simplest, usually has the
largest computational cost as multiple complete simulations are made. How-
ever, as modern computers are quite powerful, and repeated numerical sim-
ulations have already been completed for the inverse problem solution, the
finite differences were calculated by reusing the inverse problem intermedi-
ate results.
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Model Parameter Sensitivity
AC µ 6.6%







The sensitivity results compliment the inverse problem results. In the lat-
ter, modification of objective to match the experimental data drives the change
in the friction parameters. In the sensitivity analysis, we measure the change
in simulation result compared to a change in the friction parameters. This is
confirmed in the above table: the change in AC parameter has a larger effect
on final result. For WVS model the α and β parameters have a smaller effect
then the exponent ν of the nonlinear term. In the case of the WH model the
slope of the “smoothing” term α has a larger effect then the constant term
β since, of course, for no smoothing, the WH model is equivalent to the AC
model.












































Figure 4.18: Experimental results of principal strains along path IE for the s-
rail stamping benchmark from the NUMISHEET ’96 conference.
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Figure 4.19: The calculated average and standard error of the experimental
principal strains along diagonal IE for the s-rail stamping benchmark from
the NUMISHEET ’96 conference. The ‘smooth’ average curve is as presented
by the organisers [32].
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Chapter 5
Conclusions
In this report a new friction model has been presented whose kinematical
formulation takes into account rotational effects by including surface and ma-
terial spins. This new formulation allows for different constitutive models of
friction that describe the material interaction to be incorporated.
Two benchmark metal forming simulations were simulated using the new
friction model along with various constitutive friction models. Different fric-
tion models—the classic one proposed by Amontons-Coulomb (AC) with a
constant friction coefficient, a three-parameter model proposed by Wriggers
et. al. [76], and a model based on the concept of work-hardening’ proposed by
de Souza Neto, et al. [63]—in the standard convectional and new corotational
formulations are applied to simulate benchmark problems: the 3-D square-
cup drawing (NUMISHEET ’93) and S-rail stamping (NUMISHEET ’96). These
benchmarks were conducted with both the new and standard kinematic for-
mulations using the three constitutive friction models. The benchmark sim-
ulations were implemented in the finite element program Abaqus/Explicit [1]
by using large strain shell elements and user friction routines. The results ob-
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tained for three friction models in both formulations were presented to illus-
trate the influence of the friction model on the drawing process. The results
for major and minor strains, and also contour maps of thickness changes, for
the two simulations with the three friction models in the old and new formu-
lations were presented and discussed.
For the square-cup deep-drawing results it was found that the strain re-
sults showed greatest value for the AC model, and were similar to the WH
model, which is a linear extension of the AC model. In contrast, the WVS
results are different in shape from the AC and WH models as its non-linear
pressure-dependent term contributes additional frictional traction.
The curves for the new co-rotational formulation are almost indistinguish-
able from the curves of the standard formulation. The additional term arising
from the new co-rotational model has a small overall effect on the results. The
variation between constitutive models is much more pronounced. The results
confirm that the new formulation has an effect albeit small, and that the con-
stitutive model is the more important.
The quantitative results in the tables of extrema show the effect of the non-
linear term in the WVS model, which is significant at regions of high contact
pressure, like the edge of the punch. For the WH model the reduced friction for
areas that experience increased sliding over the tool pieces is seen, as expected
because this model accounts for smoothing (“work-softening”) effects.
These observations are confirmed by the Mises stress contours that show
the overall higher values for the AC model, and the similar distribution for the
WH model. The lower WVS values are also shown with the key area of peak
values at the corner appearing smaller in size, showing lower distribution of
stress.
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The s-rail results were presented for both a medium and fine element mesh.
This revealed the importance of increased resolution from finer mesh as the
larger elements tended to smooth out the results. The greatest distinction in
the the thinning curves were larger peaks for the WVS model as a result of its
higher friction forces for lower pressure regimes. This is also seen in the con-
tour maps of thinning where the WVS model has the largest area of thinning
above 5% in the wall of the s-rail.
The quantitative results show that the thinning peaks of WVS for both meshes
to be some 11% 12% higher than AC, while the WH model result is close to
AC but lower as the reduction in µ over larger slipping areas (representing
smoothing of the workpiece surface) for the WH model has made a signifi-
cant contribution to the result. This is confirmed by the table of energies: the
WVS model has the highest values since the frictional forces are overall higher
for lower pressure areas compared to the other two model, and the WH model
shows lower values than AC as the lower µ value from the smoothing effect
requires less frictional work.
The computation time for the models showed the AC model is the most
efficient with shortest runtime and fewest iterations to converge. Comparing
the AC model to the non-linear models (WVS and WH) there are greater in-
creases in runtime which is mostly owing to the greater number of iterations
needed. The increased computational cost needs to be balanced with the im-
proved accuracy from advanced models.
Overall, for both benchmarks, the results show a small but measurable dif-
ference between the formulations, but this was less significant compared to
the larger difference from the constitutive models. This difference illustrates
the dominance of the contact frictional forces over the kinematics. Given the
additional computational cost of the new formulation and the small increase
102 Chapter 5: Conclusions
in accuracy, it can not be recommended as a general replacement.
Using experimental data from the NUMISHEET conference an inverse prob-
lem solution was performed for the three friction models in order to identify
what values the friction model parameters would be in order for the simula-
tion results to better match the experimental results.
The results presented for the inverse problem solution compared the ini-
tial values for these friction parameters, as derived from measurements of fric-
tional contact and material data, to the inverse problem result. The simple AC
model with its single parameter, µ had the smallest change of 11%. The WVS,
which has a non-linear term, had larger change to its three parameters, α, β ,
and µ, from 36% to 206%. While the WH model, with two parameters and
linear relation, deviated by 79% and 70%.
The identification of friction parameters proved to be less feasible than
hoped owing to two main factors. Firstly, the experimental data have large
variation, as was demonstrated by the analysis of the S-rail data. Secondly,
drawing simulations are strongly path dependant computations with internal
factors contributing to the overall result in a not insignificant measure. It can
not be assumed that only surface interaction variation matters.
The results for the WVS and WH models proved to provide some challeng-
ing numbers. While experimental error is large, the initial values chosen for
the friction parameters were based on best available data for these models.
This topic requires further work. However, one promising result is the identi-
fication of which parameters, measured by difference, are more sensitive.
The sensitivity analysis showed that the solution is strongly sensitive to the
AC model constant µ, which is not surprising as this is the only parameter an
adjusting it would directly affect frictional contact. The non-linear pressure
Chapter 5: Conclusions 103
dependent term of the WVS model had the largest sensitivity as expected. The
WH model showed that both its parameters where almost equally significant
in affecting the result, which differs slightly from the inverse problem result
where one term changed more than the other. The latter is most likely due to
the wide range of variation in the experimental data.
This research has made two contributions to the modelling of friction in
metal-forming simulations. Firstly, a new co-rotational kinematic formula-
tion of the friction evolution equations has been proposed and implemented
in the finite element method. Secondly, two benchmark drawing problems
have been simulated using three different friction models in the standard and
new kinematic formulations. This comparison of friction models includes a
numerical inverse problem solution to identify friction parameters from ex-
perimental data, and a sensitivity analysis to identify which parameters of the
friction models are more significant in their effect on the simulated metal-
processing results.
The overall conclusion of this work is that frictional kinematics can be im-
proved, although the effective improvement in accuracy is small relative to the
standard approach.
Future work on this approach to modelling would start with applying the
new formulation to other benchmark problems that are known to depend on
frictional effects. The Numisheet conferences provide a range of benchmarks
to explore.
The one concern is that experimental data has wide variation owing to
many factors and that a definite answer to which model is best will be elusive.
It is also worth exploring the sensitivities [34] of the benchmark simula-
tions to specific parameters. The inverse problem results suggest strongly
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that some parameters are more significant. However, as this varies between
benchmarks this has to be done carefully and the results should be analysed
in detail to determine the friction model specific sensitivities from the overall
work flow sensitivities. Deep-drawing simulations are very path-dependent
problems and bulk effects can influence contact effects non-linearly.
Another area of future work involves simulation of the test and calibra-
tion procedures used to determine frictional parameters. The WH model, for
example, depends on a specific measurement procedure [63](§4) and curve-
fitting is used to determine the appropriate parameters. Instead, as the mea-
surement process is a much simpler problem than the complex drawing pro-
cess, an inverse-problem approach may reveal better fits. The simpler process
is cheaper and easier to perform than drawing and can thus be repeated more
often under controlled laboratory conditions with better experimental data
the result.
An interesting alternative to the classical inverse problem is the use of a
machine learning (ML) models [41]. The ML model is trained using the usual
FEM simulation of the benchmark with the chosen friction model over a wide
range of friction parameters. This set should be large enough to cover the full
range of experimental deviations. Then the ML model is used in inference
mode on the experimental data to derive an estimation for the friction param-
eters. This approach has had success when applied to linear and non-linear
mixed conduction-convection problems in which the boundary conditions
are determined by providing only a few temperature measurements [66].
Appendix A
Case study: Production stamping
defect simulation with finite
element method
Note:
This appendix describes a real-world stamping simulation where frictional ef-
fects contribute in a significant manner to the generation of defects in the
production process. It is the exploration of the role that friction plays that
provides motivation for more accurate friction modelling and this case study
preceded and stimulated the work presented in this thesis. The case study is
included here as an appendix to provide additional background for the inter-
ested reader.
A real production problem is illustrated using the finite element code PAM-
STAMP (version 1999) to simulate and redesign the tool pieces for the stamp-
ing of an inner panel for a light motor vehicle. The design aim is to eliminate
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problems such as splitting and wrinkling associated with the variability in the
steel supply.
A.1 Introduction
The finite element method (FEM) is a successful numerical method for the
solution of partial differential equations (PDEs) associated with the simula-
tion of solid mechanical problems. The FEM has matured to the point where
quality commercial codes are available addressing a wide range of simulation
problems. One of the most popular applications of these codes is to stamp-
ing processes as this is a widespread manufacturing technique, with design
challenges. Problems in stamping arise from the intricate shapes desired, and
variability in material properties of the sheet metal which occurs between
suppliers and batches. However, while such codes allow quick and easy sim-
ulation of stamping processes, analysis by an engineer experienced with the
actual process is necessary.
Stamping can exhibit many problems and defects as competitiveness forces
manufacturing to design more complicated parts at lower production cost, i.e.
with thinner and less material. In the motor industry the panels that make up
the body of vehicles may have elaborate shape and serve the function of hold-
ing other parts in place. Thus channels, grooves, dips and other indentations
are required not for the strength of the panel but to accommodate other parts
of the vehicle. Cost considerations require that each panel be formed in one
stamping operation, if possible.
The more complex the shape the more likely that the defects of tearing and
wrinkling occur as small-sized features on the panel introduce local regions of
high resistance affecting material flow. The traditional method of controlling
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these is to introduce drawbeads [67, 68] and other features to increase resis-
tance in key areas, and to flatten and smooth other areas, increasing radii of
curves, in order to reduce resistance.
Friction plays a key role in the stamping processes [57] and more realistic
models of friction have been implemented to increase the accuracy of metal
working simulations [58].
A.2 Stamping Process
A panel from the inside wall of the engine compartment of a light commer-
cial vehicle is to be manufactured by a single stamping operation on a triple-
action press. The press is fixed, and the parameters that can be varied include
the load on the holders and the speed of the ram moving the punch. The sheet
metal is supplied in bulk but the quality varies over a wider range than antici-
pated. The original design cannot be changed much as it must fit in with other
parts of the vehicle. Figure A.1 shows the shape of the die; this represents the
desired shape for the final panel and cannot be modified to alleviate defects.
However, the blank holders can be changed and their shape and size will in-
fluence the flow of the blank. Figure A.4 shows the initial holder shape.
Triple action press
The triple action press consists of three stages which are performed as part of
a single stamping operation with variations of load and speed over each stage.
Figure A.2 illustrates each stage of the stamping. Initially the tools are at rest
in predetermined positions. The first part of the operation is the closing of the
binders clamping the workpiece between them. The curvature of the holders




Figure A.1: Shape of the die. The complexity of the shape required many ele-
ments to model. The blankholder is also shown in its initial position.




Figure A.2: Schematic showing the steps involved with the triple action press:
(1) close holders; (2) move die into position; (3) form shape against punch.
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induces some deformation in the blank during this step. The second stage of
the press involves the motion of the die downwards until it touches the blank.
Little deformation occurs here. The third stage is the forming step and the die,
holders and blank move together over the punch.
PAM-Stamp is able to set up a triple-action press simulation with little ef-
fort using the basic parameters. Where necessary, the load and velocity curves
were modified to conform to the known conditions.
Loading and boundary conditions
The load on the holders is not constant and is provided by gas springs which
start with a low load and then increase until ‘bottoming out’ at the maximum.
This was simulated by using the curve in figure A.3 which shows the factor
applied to the set load of 400 N as it varies over the time of the stamping.
The punch is fixed, and velocity boundary conditions are applied to the
die and upper blank holder. The speed during the holding stage is 2 m/s, and
during the forming step is 5 m/s.
Draw beads
Two shapes of drawbeads were used with radii of 6 and 8 mm. PAM-Stamp
version 1999 did not model drawbeads directly1 as their small features would
require a very fine FE mesh with an increased computational expense. Instead
special FE bar elements are laid along the path of the drawbeads and these
apply an equivalent force tangential and normal to the surface representing
1More recent versions of PAM-STAMP have improved contact accuracy and this is no
longer necessary [18].
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Figure A.3: Loading factor over time for the blankholder. Load is factor times
400 N.
Drawbead size FT FN
6 mm 0.05 N/mm 0.03 N/mm
8 mm 0.07 N/mm 0.07 N/mm
Table A.1: Equivalent drawbead calibration results for pulling (FT ) and clamp-
ing (FN ) resistances.
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Figure A.4: Initial blankholder showing drawbead shape and position.
the resistance to drawing and closing. A separate application uses the geom-
etry of the drawbead and the properties of the blank to calculate these forces.
Once ‘calibrated’ this way the values can be used and easily modified to re-
flect changes in the drawbeads. This use of equivalent drawbeads is efficient
and accurate [36]. The calibrated values for the two drawbeads are shown in
table A.1.
Drawbeads are the preferred way of adjusting material flow as they can
easily be removed (by grinding) and applied (by welding) whereas any changes
to the holders requires more extensive operations: casting and machining.
Friction
The complexity and large element sets of the simulation preclude more re-
alistic, but more computationally expensive, friction models. The standard
Amontons-Coulomb model was used withµ= 0.1 from measurements of sim-
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Figure A.5: Original drawbead configuration: contour plot of thickness
(above), and FLD (solid line is FLC, dashed line is safety margin).
A.3 Results
Original configuration
Figure A.4 shows the position and lengths of the original drawbead configura-
tion on the lower blank holder. All beads have 6 mm radii. The long beads on
the left and right sections were an attempt to prevent the early separation of
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blank from those edges of the holder.
This was unsuccessful as figure A.5 shows that the short edges of the blank
are wrinkled. Figure A.5 plots the thickness of the formed panel at the end of
the stamping process.
The forming limit diagram (FLD) in figure A.5 shows the lack of tearing
with no points above the forming limit curve (FLC), but here the problem is
wrinkling, as indicated by the many data points in negative minor strain.
Final configuration
In order to reduce the wrinkling the drawbeads on the short edges were in-
creased to 8 mm radii. However, this introduced excessive thinning leading to
cracking and tearing and so the drawbeads along the longer side were reduced
in length to allow more material to flow at the corners as shown in figure A.6.
The increased resistance from the new drawbeads controlled wrinkling as can
be seen in figure A.7.
The distribution of the final thickness shown in figure A.7 an improvement
over the initial results. however, there are some small spots of excessive thin-
ning shown in figure A.7 which could be problematic.
The FLD in figure A.7 shows some dangerous tendencies towards splitting
with a few points above the FLC, however, the overall distribution is reason-
able.
The new drawbeads were implemented and experimental pressings showed
that these areas did not in reality become as thin as suggested by the contour




Figure A.6: Final blankholder showing new drawbead shape and position.
A.4 Comments
An industrial stamping process with production problems has been success-
fully analyzed with the aid of FEM simulation. The entire setup, simulation
and virtual testing took three months of time and was carried out by an expe-
rienced engineer working with the FEM analyst. The engineer used his knowl-
edge of stamping faults and previous cures to guide the redesign of the pro-
cess. Since PAM-Stamp models drawbeads with simple bar elements it was
very easy and quick to change these without having to redo the CAD file and
mesh creation.
The final results of the simulation indicated the preferred configuration of
drawbeads which was confirmed by experiment. After some minor modifica-
tions made on the factory floor, that configuration was implemented in the
production press and proved itself.
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Figure A.7: New drawbead configuration: contour plot of thickness (above),
and FLD (solid line is FLC, dashed line is safety margin).
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nI unit normal at contact point
pI surface traction
pN contact pressure
pTI , pα friction stress vector
SI J 2nd Piola-Kirchoff stress tensor
uI displacement in Lagrangian frame
uN displacement normal to surface
uTI , uα displacement in contact plane = frictional sliding
u̇α rate of frictional sliding
u̇ adα rate of elastic adhesive state sliding
u̇ slα rate of frictional slip (non-recoverable sliding)
kT tangential contact stiffness constant
γ magnitude of slip
Ψ slip potential function
Φ slip yield function
µ coefficient of friction (c.o.f.)
α, β , ν parameters of the WVS model
ω density of frictional work
µ(ω) friction function of WH model
130
δI J identity tensor
ρ0 density of material at t = 0
ρ0tI body forces
ρ0 fI inertia forces
EI J Green-Lagrange strain
LEPK LM N elastic-plastic hyper-operator
tΩ body at time t
t Γ surface of body at time t
t ΓU surface subject to displacement boundary conditions
φ(X, t ) prescribed displacement boundary condition
t ΓF surface subject to force boundary conditions
GI prescribed force boundary condition
t ΓC contact surface subject to friction
TTi frictional stress, also pα
ε strain
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