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Abstract—Compressed Sensing based Terahertz imaging (CS-THz)
is a computational imaging technique. It uses only one THz receiver
to accumulate the random modulated image measurements where
the original THz image is reconstruct from these measurements
using compressed sensing solvers. The advantage of the CS-THz
is its reduced acquisition time compared with the raster scan
mode. However, when it applied to large-scale two-dimensional (2D)
imaging, the increased dimension resulted in both high computational
complexity and excessive memory usage. In this paper, we introduced
a novel CS-based THz imaging system that progressively compressed
the THz image column by column. Therefore, the CS-THz system
could be simplified with a much smaller sized modulator and reduced
dimension. In order to utilize the block structure and the correlation
of adjacent columns of the THz image, a complex-valued block sparse
Bayesian learning algorithm was proposed. We conducted systematic
evaluation of state-of-the-art CS algorithms under the scan based CS-
THz architecture. The compression ratios and the choices of the
sensing matrices were analyzed in detail using both synthetic and real-
life THz images. Simulation results showed that both the scan based
architecture and the proposed recovery algorithm were superior and
efficient for large scale CS-THz applications.
1. INTRODUCTION
The development of Compressed Sensing based Terahertz imaging[1]
follows the path of the single pixel camera[2]. The architecture of the
CS-THz system is given in Fig. 1. A typical CS-THz system consists
of a single Terahertz Receiver (RX) and a switching modulator. The
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Figure 1. The illustration of the Compressed Terahertz Imaging
System.The CS-THz system consists one receivers and a switching
modulator placed in-between the receiver and the object.
modulator is also called a mask device. The object is illuminated by
a Terahertz emitter (TX) and the propagation wave passes through
a randomized masking device placed between the Terahertz receiver
(RX) and the object. The masks are usually implemented using a
metal plate[1], where at a given spatio location a hole that allows the
transmission is denoted by 1 and a block is 0. At each snapshot, a
mask is selected from a set of pre-built patterns. The propagation
wave of the object is modulated and accumulated at the RX and a
measurement is generated with such mask pattern.
A THz image could be viewed as a complex-valued matrix, i.e.,
X ∈ CN×N , where N denotes its spatio dimension in units of
the beam-width of the focused beam. Traditionally with a single
receiver, obtaining a full resolution THz image requiresN2 raster scans,
which is time-consuming. CS-based Terahertz imaging can reduce the
acquisition time by using only a few randomly modulated THz image
measurements. The number of the measurements is denoted by S and
we usually have S ≪ N . The original THz image is reconstruct from
these measurements via Compressed Sensing (CS) solvers[3].
1.1. Problem Formulation
We denote by φi the modulated vector represents the pattern of a
mask and x , vec(X) the vectorized form of the THz image X.
The measurements y = {y1, . . . , yS} are progressively obtained via
a random projection of x, i.e., yi = 〈φi,x〉,∀i. Therefore,
y = Φx. (1)
where Φ is a S ×N2 sized sensing matrix with the ith row given by
φi. The compression ratio (CR) is defined as,
CR =
N2 − S
N2
. (2)
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The acquisition time of a full resolution THz image can be reduced
by a factor of CR. The requirement number of the measurements is
proportional to the sparsity of the THz image. When the image is
sparse or can be sparsely represented in transformed domains, we could
use much smaller measurements to recover the original image with high
fidelity[4, 5, 6].
However, a major drawback of the CS-THz imaging system is
the dimensional curse. When it applied to large-scale two-dimensional
(2D) imaging, the CS recovery algorithm needs to search the whole N2
signal space to find the sparse solution for X. For a typical application
such as biomedical THz imaging[7, 8], the dimension may exceed 100,
i.e., N > 100. This results unrealistic storage and computational
load to recover the original image real-time. The increased dimension
also poses challenges to the design of the sensing matrix Φ. As each
row of the sensing matrix corresponds to a masking device and is
fabricated using either a steel plate[1] or a metamaterial[9, 10] with size
N2. Therefore, a small sized sensing matrix is preferred for practical
applications.
The switching of the masks was usually done in a mechanical way,
e.g, the rotated plate[1]. In practical applications, a fast and electrical
based THz imaging system is preferred. Recently, metamaterial[9, 11]
has been used as a novel masking device. The metamaterial device
switches the masks electronically and it is equivalent to a complex-
valued modulation vector. The CS-THz system can be built upon this
new material. However, the analysis of the CS-THz system utilizing
this new forms of masking devices is lacking. A systematic evaluation of
the complex-valued sensing system using state-of-the-art CS recovery
algorithms is needed to design a successful CS-THz system.
1.2. Summary of Contributions
In this paper we presented a novel scan-based CS-THz imaging system.
In this system, we used a much smaller sized sensing matrix Φ to
compress the Terahertz image progressively in only one dimension.
Each mask can be viewed as one dimensional (1D) random pattern of
size N . The small-sized sensing matrix corresponds to smaller set of
masks, which is easier to fabricate using either the metal plate or the
metamaterial.
We observed that each column of the THz image usually exhibits
a block sparse structure and the adjacent columns of the THz image
are usually highly correlated. In order to exploit these underlying
information, we provided an advanced CS recovery algorithm. The
proposed algorithm was motivated by the Spatio-Temporal Block
Sparse Bayesian Learning framework[12, 13]. We extended the
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algorithm to handle the complex-valued signals and incorporate
the Block Multiple-Measurement Vector (BMMV) model. We also
provided a fast marginalized implementation to boost the speed.
We conducted extensive evaluations of the scan-based CS-THz
architecture using both synthetic and real-life THz images. State-of-
the-art CS algorithms were compared against the proposed algorithm
under different compression ratios and different forms of the sensing
matrices. In these experiments, we valid the use of scan-based CS-THz
systems. We also showed that the proposed algorithm was the most
efficient one and had improved recovery performance over traditional
CS algorithms.
1.3. Outline and Notations
The rest of the paper is organized as follows. Section 2 gives an
overview of the scan based CS-THz framework. Section 3 derives
the complex-valued, fast BMMV modeled sparse Bayesian learning
algorithm. In section 4, we conduct comprehensive experiments using
both synthetic and real-life THz images. Conclusion is drawn in the
last section.
Throughout the paper, bold letters are reserved for vectors x and
matrices X. xi and x
j denote the ith row and jth column vector of X.
1 is a column vector of 1s and IN is an identity matrix with size N .
2. SCAN-BASED COMPRESSIVE TERAHERTZ
IMAGING SYSTEM
2.1. The Architecture of the Scan-based CS-THz System
The architecture of the scan-based CS-THz system is intuitive: we can
sense the THz image progressively in only one dimension. It could be
implemented using either one single receiver or a receiver array with
N receivers lined up, as shown in Fig. 2.
Let xj denotes the jth column pixels of the image X. Under
the scan based CS-THz paradigm, it is compressed by multiplying a
underdetermined matrix Φ with size M ×N . Each row of Φ, denoted
by φi, corresponds to a modulated vector, as shown in Fig. 2 (a). The
ith modulated vector moved along the x-axis of the object X while
at the jth scan, a measurement yji was generated via y
j
i = φix
j. The
compressed measurements Y = {yji } are obtained by iterative all mask
vectors on each columns of the THz image,
Y = {yji }, i = {1, · · · ,M}, j = {1, · · · , N}. (3)
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Figure 2. The scan-based CS-THz Imaging System. The system
could be implemented using either (a) a single receiver and (b) a line
receivers. When using a single receiver, the mask plate φi moves along
x-axis and iteratively senses the columns of the object X. We could
also use line receivers with an equivalent aperture mask pattern 1φTi
to obtain the ith row of the compressed measurements simultaneously.
When using line receivers, as shown in Fig. 2 (b), the system could
simultaneously acquire a row of compressed measurements,
yi = φiX, (4)
and the acquisition time could be further reduced by a factor of N .
2.2. Related to the Traditional CS-THz System
The scan based CS-THz system is mathematically equivalent to the
traditional CS-THz system using the Kronecker sensing scheme,
Φ′ = IN ⊗Φ, (5)
where Φ′ is the sensing matrix used in (1) and ⊗ is the Kronecker
operator. The compression ratio of the proposed architecture is
CR =
N −M
N
. (6)
The compression ratio of the traditional CS-THz was given in (2).
With the same compression ratio, we have M = S/N .
The advantageous of the proposed architecture is therefore
evident. The actual elements of the sensing matrix are reduced by
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a factor of N2, this alleviates the system complexity. Terahertz
images are now reconstructed column by column in dimension N × 1
rather than seek the sparse solution in the whole signal space N2.
However, more advanced algorithms are required to properly utilize
the structures of THz images.
3. THE BMMV MODELED SPARSE BAYESIAN
LEARNING ALGORITHM
In the scan-based CS-THz systems, we could recover the image column-
by-column or take the columns as a whole and recover the image
using multiple columns simultaneously. The latter is also called the
multiple measurement vector (MMV) model. In practice, we observed
that the adjacent columns of the THz image are highly correlated and
each column may also exhibit a block sparse structure, as shown in
Fig. 3. Exploiting such correlation information could bring additional
︸
︷
︷
︸Xi
y
-a
x
is
x-axis
Figure 3. The block multiple measurement vector (BMMV) model
performance improvements[13].
The proposed algorithm was motivated by [12] and it was based
on the Block Sparse Bayesian Learning (BSBL) framework[13]. We
also used the Fast Marginalized Likelihood Maximization (FMLM)
method[14, 15] to find efficient update formulas for the parameters
in the Bayesian model.
3.1. The Empirical Bayesian Model
The signal X is divided into g blocks with the ith (i ∈ {1, . . . , g}) block
denoted by Xi ∈ C
di×N , where di is the block size in the y-axis. The
prior of the ith block Xi is modeled via,
p(Xi; γi) =MN (xi;0, γiIdi , IN ), (7)
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where
MN (Xi;µi,Ui,Vi) =
exp
(
−12Tr
[
V−1i (Xi − µi)
TU−1i (Xi − µi)
])
(2π)diN/2|Vi|di/2|Ui|N/2
is the matrix variate distribution with mean µi. The parameter Ui
and Vi model the covariance of the row (y-axis) and column (x-axis)
vectors of the signal block Xi. In (7), we modeled the variance of the
block Xi by a single parameter γi. It can be viewed as the averaged
variance of all the signals in the ith block, denoted by,
γi ,
1
diN
Tr[Ui ⊗Vi]. (8)
The learning process of γi automatically determines the relevance of the
ith block[14]. We further assume that inter blocks are not correlated,
the prior of the signal X reads,
p(X|{γi}) =MN (X;0,Γ, IN ), (9)
where Γ is a block diagonal matrix with the ith principle diagonal
given by γiIdi .
The measurements Y are modeled as,
p(Y;X, β) =MN (Y;ΦX, β−1IM , IN ), (10)
where we assume that the measurements noise are i.i.d. Gaussian with
the precision parameter given by β.
Given the signal model (9) and the measurements model (10), we
can derive the posterior p(X|Y; {γi}, β) and the likelihood p(Y|{γi}, β)
using the Gaussian Identity[16, Appendix D],
p(X|Y; {γi}, β) =MN (X;µ,Σ, IN ), (11)
p(Y|{γi}, β) =MN (Y;0,C, IN ), (12)
where
µ = βΣΦHY, (13)
Σ = (Γ−1 + βΦHΦ)−1, (14)
C = β−1IM +ΦΓΦ
H . (15)
To estimate the parameters {γi}, β, the Type II Maximum Likelihood
method[17] was used, which leads to the following cost function,
L({γi}, β) , −2 log p(Y; {γi}, β), (16)
= N log |C|+Tr
[
YHC−1Y
]
. (17)
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3.2. Fast Marginalized Implementation
We denoted by Φi ∈ C
N×di the ith column block in Φ. Therefore, C
in (15) can be rewritten as:
C = β−1I+
∑
m6=i
ΦmγmΦ
H
m +ΦiγiΦ
H
i , (18)
= C−i +ΦiγiΦ
H
i , (19)
where C−i , β
−1I +
∑
m6=iΦmγmΦ
H
m. Using the Woodbury Identity,
(17) can be rewritten as:
L =N log |C−i|+Tr
[
YHC−1−iY
]
+N log |Idi + γisi| − Tr
[
qHi (γ
−1
i Idi + si)
−1qi
]
,
=L(−i) + L(i),
where si , Φ
H
i C
−1
−iΦi, qi , Φ
H
i C
−1
−iY and
L(i) , N log |Idi + γisi| − Tr
[
qHi (γ
−1
i Idi + si)
−1qi
]
(20)
which only depends on γi. By optimizing L(i), we could find the greedy
update rule for γi,
γi =
1
diN
Tr
[
s−1i (qiq
H
i − si)s
−1
i
]
. (21)
The proposed algorithm (denoted as BSBL-FM-MMV) is given in
Fig. 4. Within each iteration, it only updates the block signal that
attributes to the deepest descent of L(i). The detailed procedures on
re-calculation of µ,Σ, {si}, {qi} were similar to [14]. The algorithm
terminates when the maximum normalized change of the cost function
is small than a threshold η.
Remark I: The proposed algorithm is a natural multiple measurement
vector (MMV) extension to the BSBL-FM algorithm[15]. The cost
function of BSBL-FM[15] is
L′({γi}, β) = log |C|+ y
TC−1y, (22)
which is equivalent to (17) with the number of measurement vectors
set to 1. The proposed algorithm can also work in the complex-valued
scenarios† by simply replacing all the transpose operator (·)T to the
† This extension can also be derived by imposing the Circulant Symmetric properties[18]
on the prior of the complex-valued signal {Xi} and the measurements Y.
Scan-based Compressed Terahertz Imaging 9
1: procedure BSBL-FM-MMV(Y,Φ,η)
2: Outputs: X,Σ,γ
3: Initialize β−1 = 0.01‖Y‖2F
4: Initialize {si}, {qi}
5: while not converged do
6: Calculate γ˜i =
1
diN
Tr
[
s−1i (qiq
H
i − si)s
−1
i
]
7: Calculate the ∆L(i) = L(γ˜i)− L(γi),∀i
8: Update the iˆth block s.t. ∆L(ˆi) = min{∆L(i)}i
9: Re-calculate µ,Σ, {si}, {qi}
10: Re-calculate the convergence criterion
11: end while
12: end procedure
Figure 4. The Proposed BSBL-FM-MMV Algorithm.
conjugate-transpose operator (·)H as in [19]. The proposed algorithm
could iteratively add relevant blocks into the model. It is most efficient
when the signal is truly block-sparse across multiple measurements.
Remark II: β can be estimated from (17). In practice, people often
treat it as a regularizer[15] and assign some specific values to it. Similar
to [15], We select β−1 = 0.01‖Y‖2F in the experiments.
Remark III: The proposed algorithm can recover the signal in the
transformed domain, i.e.,
Y = (ΦF)A, (23)
where F may be a Discrete Fourier Transform (DFT) Matrix and
A , {α1, . . . ,αN} are the Fourier coefficients. Then we can recover
the original signal Xˆ by Xˆ = FAˆ.
4. EXPERIMENTS
4.1. The Experiments Setup
We compared the proposed algorithm with SPG-L1[3], SL0[20], SPG-
Group[3], BZAP[21] and SPG-MMV[3]. SPG-L1 and SL0 are typical
ℓ1 and smoothed ℓ0 minimization solvers respectively. SPG-Group and
BZAP are block/group based CS algorithms. SPG-MMV is a multiple-
measurement-vector (MMV) extension to SPG-L1[3]. The SPG-L1,
SL0, SPG-Group and BZAP recovered the signal column-by-column,
i.e., yi = (ΦF)ai and xˆi = Faˆi. All the algorithms were tuned to their
optimal performances in the experiments.
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Two performance indexes are used in the experiments. One is the
Signal-to-Noise Ratio (SNR), defined as
SNR , 10 log10
‖X‖2F
‖Xˆ−X‖2F
, (24)
where Xˆ is the recovered signal of the true signal X. The second
index is the average CPU time. The computer used in the experiments
has a 2.9GHz CPU and 16G RAM. The experiments runs over 50
trials and within each trial the sensing matrix was regenerated and the
performance indexes were calculated.
4.2. Validation using Synthetic THz Data
The synthetic THz data are generated from low-pass filtered basic
geometry shapes, as shown in Fig. 5. The THz images are denoted by
(a) THz Image S0 (b) THz Image S1 (c) THz Image S2
Figure 5. The Synthetic THz images. The images are denoted by
(from left to right) s0, s1 and s2 respectively.
S0 (a), S1 (b) and S2 (c) and the size of each image is fixed to N = 64.
We evaluate the recovery performances by varying the compression
ratios and adopting different forms of the sensing matrices.
4.2.1. Performances with Varying Compression Ratios
In this experiment, the sensing matrix was fixed to the complex-valued
Gaussian matrices where the real and the image part of each entry
φij were i.i.d sampled from a standard Gaussian distribution. The
compression ratios were varied from CR = 0.5 to CR = 0.9.
From Fig. 6, we found that the proposed algorithm, BSBL-FM-
MMV, showed the best performance in recovering the synthetic THz
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Figure 6. The recovery performances on the synthetic dataset with
varying compression ratios.
dataset. It is the only algorithm that fidelity recovered the S0 THz
image with compression ratio CR = 0.9.
The CPU speed-up ratios, defined as the normalized average
CPU time with respect to the proposed algorithm, and the SNR
improvements of utilizing the BSBL-FM-MMV algorithm were shown
in Fig. 7. In this experiment we fixed CR = 0.8. The proposed
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Figure 7. The CPU speed-up and the SNR improvements in utilizing
the BSBL-FM-MMV algorithm
algorithm was both superior in recovery performance and efficiency.
It was slower than SL0 but its SNR was 3dB better. The BSBL-FM-
MMV algorithm was 15 times faster than SPG-Group and 20 times
faster than BZAP while still yielded improved SNR performances.
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4.2.2. Performances with Different Forms of the Sensing Matrices
We analyzed the performances of CS recovery by utilizing different
sensing matrices. Besides the complex-valued Gaussian matrix used in
the previous section, we also adopt the Bernoulli sensing matrix whose
entries consisted of either 0 or 1. The number of the non-zero entries
each column was fixed to k where k = 2 and k = 5 were used in this
experiment. We fixed the CR = 0.7 and the results were shown in
Fig. 8. The SNR property of the proposed algorithm was not affected
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Figure 8. The reconstruction performances using different sensing
matrices.
by the choice of the sensing matrix. In practical applications, the
scan based CS-THz system can utilize the metamaterial to build the
complex-valued sensing matrix.
4.3. Validation using Real-Life Terahertz Image
4.3.1. An illustrative Example
The real-life THz data used in this section was the same as in [22, 23].
In this experiment, we resized the image toN = 64 and fixed CR = 0.5.
The sensing matrix Φ was a randomly generated Bernoulli matrix
with exactly k = 5 non-zero entries each column. A reconstruction of
the complex-valued Terahertz image using the proposed algorithm was
given in Fig. 9. The proposed algorithm recovered the original image
in only 1.06s with SNR = 21.08dB. The CS algorithm reported in [22]
applied on the same Terahertz image takes 20min on an Intel Core 2
Duo Processor (3GHz), achieved maximum 11dB SNR with the same
experiment settings (N = 64, CR = 0.5). Both the reconstruction
time and the image quality of the proposed algorithm were superior to
the results in [22].
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Figure 9. Experiment on real-life THz image withN = 64, CR = 0.5.
4.3.2. Performances with Varying N
In this experiment, we fixed CR = 0.7 and assessed the reconstruction
performance with varying N , the results were shown in Fig. 10. The
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Figure 10. The reconstruction performance with varying N .
proposed algorithm showed the best SNR in this simulation. The
proposed algorithm also scaled well with different image sizes. We
should also note that the block size bi can be tuned for practical
applications to achieve better reconstruction results and efficiency.
4.3.3. Performances with Varying Compression Ratio CR
In this experiment, we fixed N = 128 and assessed the reconstruction
performance with varying CR. The results were shown in Fig. 11.
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Figure 11. The reconstruction performance with varying CR.
These algorithms showed similar results when CR = 0.5. However,
the proposed algorithm was more superior especially with larger
compression ratios. Combining together the scan based CS-THz
architecture and the BSBL-FM-MMV algorithm, we could fidelity
recover a 128×128 sized THz image with compression ratio CR = 0.7.
The average SNR was 20dB and the CPU time was only 2.08s.
5. CONCLUSION
We presented a novel CS-THz imaging architecture that compressed
sensing the THz image column by column. The sensing matrix
can be reduced by a factor of N2. Therefore, it alleviated the
system complexity. In order to utilize the structures of the THz
image, an advanced CS recovery algorithm was proposed. It showed
improved performance compared with those traditional CS solvers.
Combining the scan based CS-THz system and the proposed CS
recovery algorithm, we could efficiently and fidelity sense the object
using THz waveforms. These properties are very attractive for
practical Terahertz imaging systems.
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