Abstract. Let I be an ideal of height two in R = k[x0, x1] generated by forms of the same degree, and let K be the ideal of defining equations of the Rees algebra of I. Suppose that the second largest column degree in the syzygy matrix of I is e. We give an algorithm for computing the minimal generators of K whose degree is at least e, as well as a simple formula for the bidegrees of these generators. In the case where I is an almost complete intersection, we give a generating set for each graded piece Ki, * with i ≥ e − 1.
In Section 1, we introduce the setup of the problem and the necessary definitions. In particular, we construct a sequence of modules E m which are successive approximations of I.
In Section 2, we determine the structure of the modules R(E m ) by embedding each E m in a free module. This allows us to embed R(E m ) in a ring of the form R(M ) where M = s i=1 m σ i (σ i ), which we show in Proposition 2.5 is the coordinate ring of a rational normal scroll. This embedding is actually an integral extension, and the two rings are equal in large degree, as we show in Theorem 2.9.
In Section 3, we use the results of Section 2 to compute the ideal of equations of R(E m+1 ) in R(E m ) by first computing it in R(M ) and then contracting to R(E m ). In Theorem 3.9, we give the elements in R(M ) which contract to a minimal generating set of the x-degree ≥ d m part of the ideal of equations of R(E m+1 ). The contraction may be made explicit using the algorithm given in Corollary 3.17. Corollary 3.13 applies this in particular to the case m = n − 2 to obtain the bidegrees of the minimal generators of K with x-degree ≥ d n−2 .
In Section 4, we consider specifically plane curves, that is, the case n = 3. In this case, we can be more explicit about the R(E 1 )-module structure of R(M ), in Proposition 4.7. We use this to give a generating set, in general not minimal, for each graded component K i, * with i ≥ d 1 − 1.
Setup
Throughout this paper, we assume k is a field, R is the two-variable polynomial ring R = k[x 0 , x 1 ], and m is the homogeneous maximal ideal m = (x 0 , x 1 ). We use the convention that N is the set of nonnegative integers.
Although we wish to compute Rees algebras of ideals, it will be helpful to use Rees algebras of more general modules. If E is a finitely generated R-module, then following [29] , we define the Rees algebra R(E) to be the quotient of the symmetric algebra S(E) by its R-torsion. As R is a domain, this is consistent with the other standard definitions of Rees algebras of modules, such as in [13] , and it is also consistent with the usual definition of the Rees algebra of an ideal. Recall that if ϕ is the m × n presentation matrix of E, then S(E) ∼ = R[T 1 , . . . , T n ]/(g 1 , . . . , g m ) where
The Krull dimension of the Rees algebra is dim R(E) = dim R + rank E = 2 + rank E ([29, Proposition 2.2]).
Let S = R[T 1 , . . . , T n ], with deg x i = (1, 0) and deg T i = (0, 1). We refer to the first degree in this bigrading as the x-degree or deg x , and the second degree as the T -degree or deg T . By S i,j we mean the bidegree (i, j) part of S, viewed as a k-vector space. Write S i, * for the k[T 1 , . . . , T n ]-module j S i,j , and S * ,j for the R-module i S i,j . We shall use the same bigrading on any quotient of S, such as R(I). Note that this is not the same as the bigrading induced by the inclusion R(I) = R[It] ⊂ R [t] . For example, the element f i t has bidegree (d, 1) in R[t], however we will think of it as having bidegree (0, 1) since it corresponds to the element T i ∈ S. Thus to be more precise, we consider R(I(d)) rather than R(I), so that the grading induced by S is the natural grading on the Rees algebra.
If I is a height two ideal of R minimally generated by n forms of degree d, then I(d) has a Hilbert-Burch resolution
where I is generated by the maximal minors of ϕ, and thus
We may assume the column degrees of ϕ are nondecreasing, that is, 1 ≤ d 1 ≤ · · · ≤ d n−1 . For 1 ≤ m ≤ n − 1, let ϕ m be the n × m matrix consisting of the first m columns of ϕ and let E m = coker ϕ m , so that ϕ n−1 = ϕ and E n−1 = I(d). There is a sequence of surjections
which induce surjections
We think of the rings R(E m ) as successive approximations of R(I(d)). Instead of directly computing the equations of R(I(d)) in S,
we may compute the equations in R(E n−2 ), where it will be simpler.
We then need to compute the equations of R(E n−2 ) in R(E n−3 ), and so on. That is, we have a sequence of inclusions
where each K m is a prime ideal with ht K m = dim S − dim R(E m ) = (2 + n) − (2 + rank E m ) = m.
We study the modules K m+1 R(E m ) ∼ = K m+1 /K m . A generating set for K may be obtained by combining the lifts of generating sets of all the modules K m+1 /K m .
We summarize the data that we will be assuming. Data 1.3. Let I be a height 2 ideal in R generated by n forms f 1 , . . . , f n of degree d, with presentation matrix ϕ, and resolution as given in (1.2) . Let S = k[T 1 , . . . , T n ], let g 1 , . . . , g n−1 ∈ S be the equations of the symmetric algebra of I as in (1.1), and let K ⊂ S be the ideal of equations of the Rees algebra of I. For 1 ≤ m ≤ n − 1, let ϕ m be the n × m matrix consisting of the first m columns of the presentation matrix ϕ and let E m = coker ϕ m . Let K m ⊂ S be the ideal of equations of the Rees algebra of E m .
By (1.1), the equations of S(E m ) are g 1 , . . . , g m . Thus for each m, there is a short exact sequence
Let us deduce some simple properties of the modules E m .
Lemma 1.5. Assume Data 1.3 and let 1 ≤ m ≤ n − 1. Then E m is torsionfree of rank n − m, and for any w ∈ m, (E m ) w is a free R w -module.
Proof. Because ϕ is injective, and ϕ m is the restriction of ϕ to a submodule, ϕ m is injective. Thus E m has a free resolution
By expanding the determinants along the last n−1−m columns, we see that I = I n−1 (ϕ) ⊂ I m (ϕ m ).
Because ht I = 2, we get ht I m (ϕ m ) = 2. So if we invert w ∈ m, we get I m (ϕ m ) w = R w . This means that after inverting w, (1.6) splits, yielding (E m ) w ∼ = R m−n w .
It remains to show that E m is torsionfree, or equivalently that if p = 0 is a homogeneous prime
and thus p ∈ Ass R (E m ). On the other hand, pd E m ≤ 1 by (1.6), so depth E m ≥ 1 by the Auslander-Buchsbaum formula. Hence m ∈ Ass R (E m ), therefore E m is torsionfree.
As a consequence, we obtain a formula for K m . While this description does not provide any information about the generators of K m , it is the basis upon which we will perform our calculations
Proof. By Lemma 1.5, for any w ∈ m, (E m ) w is a free R w -module. Therefore
The modules R(E m )
Fix m. To determine the Rees algebra of E m , we begin by embedding E m in a free module.
Namely, we show in Lemma 2.1 that F = E * * m is free (where − * = Hom R (−, R)); we have an injection E m ֒→ E * * m since E m is torsionfree by Lemma 1.5. The free module F is generated in nonpositive degrees, while E m is generated in degree 0. Thus E is a submodule of M = F ≥0 . This section is concerned with computing the Rees algebras of F and M and comparing them to the Rees algebra of E m .
The lemma below is the graded version of [18, Proposition 2.1].
Lemma 2.1. Let E be an R-module of rank s generated in degree 0. Then
Proof. Set F = E * * . Then F is reflexive, so it satisfies Serre's condition S 2 . Since F is torsionfree, dim F = dim R = 2, hence F is maximal Cohen-Macaulay. Because R is regular, the AuslanderBuchsbaum formula implies F is free. Thus we may write F = s i=1 R(σ i ). To see that all σ i ≥ 0, choose a surjection R n ։ E and consider the map ξ : R n → F obtained by composing this surjection with the natural map θ : E → E * * = F . Assume by way of contradiction that some σ i , say σ s , is negative. Then, viewing ξ as an s × n matrix, the last row of ξ must be zero.
This means im
By contradiction, all σ i are nonnegative.
Recall from Lemma 1.5 that E m is a torsionfree R-module of rank n − m. Using Lemma 2.1, we extend Data 1.3: Data 2.2. Assume Data 1.3, fix 1 ≤ m ≤ n − 1, and set s = n − m. Let E = E m and let
Because E is generated in degree 0, the inclusion E ֒→ F factors as E ֒→ M ֒→ F . Therefore there are inclusions of Rees algebras R(E) ֒→ R(M ) ֒→ R(F ). This will allow us to do computations in R(E) by extending to R(M ) or R(F ) and then contracting, as in Proposition 3.1. The
Rees algebra of F is easy to understand.
where deg x i = (1, 0) and deg w i = (−σ i , 1). Viewing R(E) as a subset of R(F ), we have
is a free module, the Rees algebra R(F ) is the same as the symmetric algebra S(F ), which is a polynomial ring R[w 1 , . . . , w s ]. Each variable w i corresponds to one generator of F . Since the ith generator of F has degree −σ i , the variable w i has bidegree (−σ i , 1).
The R-module map ξ : R n ։ E ֒→ F induces the R-algebra map R(ξ) : S = R(R n ) ։ R(E) ֒→ R(F ) which lets us view R(E) as a submodule of R(F ). Therefore
The Rees algebra of M is also not difficult to describe. First, will to define the R-algebra Scr(σ), which we will then show is isomorphic to R(M ) in Proposition 2.5. The ring Scr(σ) is the coordinate ring of a rational normal scroll if all the σ i are positive; otherwise, it is a cone over a rational normal scroll. In any case, it is a Cohen-Macaulay normal domain of dimension s + 2 (see [11] or [12] ). Definition 2.4. Let σ 1 , . . . , σ s be nonnegative integers, and let
Let Γ be the matrix with entries in V :
Define the ring Scr(σ) = Scr(σ 1 , . . . , σ s ) = V /I 2 (Γ).
Proposition 2.5. Assume Data 2.2. Then
where deg x i = (1, 0) and deg w i = (−σ i , 1). Thus the monomials in R(F ) of x-degree 0 are x
Now define V and Γ as in Definition 2.4, and define a surjective R-linear map θ :
It is easy to see that I 2 (Γ) ⊂ ker θ, so θ descends to a map θ :
between domains of the same dimension, hence it is an isomorphism.
Because R(F ) and R(M ) have straightforward descriptions, we want to compare R(E) to these rings. The first step is to compare the modules E and F by looking at F/E. In the remark below, we see that F/E is Artinian and is zero in degree ≥ d m − 1. This will be used in Theorem 2.9 to show that R(F ) and R(E) agree in these degrees. As another consequence, the resolution (2.8)
gives an easy way of computing the matrix ξ, as the transpose of the syzygy matrix of ϕ T m . We need to know ξ in order to make the homomorphism R(E) ֒→ R(F ) explicit (Remark 2.3).
Lemma 2.6. Assume Data 2.2.
(e) s = n − m and
Proof. (a) This resolution is obtained by combining the short exact sequence (1.6) with the short exact sequence
(b) If p ⊂ R is a prime ideal with p = m, then E p is free by Lemma 1.5. Therefore
Artinian, this means that (F/E) ≥dm−1 = 0.
(d) Since F/E is Artinian, grade(F/E) = 2. By (2.7), pd(F/E) ≤ 2, therefore F/E is perfect of grade 2. Thus the resolution of Ext 2 R (F/E, R) is dual to the resolution of F/E in (2.7).
(e) From (2.7), we see that the Hilbert polynomial of F/E is
On the other hand, F/E is Artinian, so its Hilbert polynomial must be zero. Therefore s = n − m and
The next theorem relates the Rees algebras R(E), R(M ), and R(F ). It allows us, when looking in large x-degrees, to pass from R(E) to R(M ), where computation is easier due to the structure of R(M ) given in Proposition 2.5.
Proof. (a) The second equality is true because R(M ) = R(F ≥0 ) = R(F ) ≥0, * . For the first equality, 
Equations of Rees algebras
Now that we have some understanding of R(E), we wish to compute the ideal K m+1 R(E), as discussed in Section 1. First, in Proposition 3.1, we use the fact that R(E) ⊂ R(M ) is an integral extension of rings to show that
gives a generating set for ideals of this form. We will put these together to obtain the x-degree ≥ d m part of a minimal generating set of K m+1 R(E) in Theorem 3.9. While these generators are given in terms of the variables w 1 , . . . , w s ∈ R(M ), we desire an expression for the generators as elements of
We cannot give a closed form, but in Corollary 3.17 we give a recursive algorithm for computing
Proof. According to Theorem 2.9(b), R(E) ⊂ R(M ) is an integral extension of rings. Since
is a prime ideal, the first equality is true by the lying over property of integral extensions.
By Proposition 1.7, K m = (g 1 , . . . , g m ) : S m ∞ . Since K m is the ideal of defining equations of R(E), this means g 1 , . . . , g m are zero in R(E), and thus also in R(M ). Proposition 1.7 also gives
The containment "⊃" comes because
which means
For the containment "⊂", first note that
But since R(F ) is a polynomial ring, g m+1 R(F ) is an unmixed ideal of height 1, while mR(F ) is a prime ideal of height 2, so g m+1 R(F ) :
According to Proposition 3.1, there are two steps to computing K m+1 R(E). First, we must com- 1 · · · w αs s ∈ R(F ), and define α · σ = α 1 σ 1 + · · · + α s σ s . Then since deg x x i = 1 and deg x w i = −σ i , we may compute the x-degree of any monomial in R(F ) with the formula
In what follows, it will be convenient to use the following nonstandard notation: For h, h ′ ∈ R(F ), say h divides h ′ (or write h | h ′ ) to mean that there exists ℓ ∈ R(M ) such that h ′ = ℓh. Note that this is different from the standard notion of divisibility in R(F ) because we require ℓ to have nonnegative degree (that is, to be in R(M ) and not just R(F )).
One more definition will make it easier to work with exponent vectors α ∈ N s . Recall that r is the unique integer with 1 ≤ r ≤ s such that σ i > 0 for i ≤ r and σ i = 0 for i > r. In the definition below, we think of α + as the part of the vector corresponding to those σ i which are positive, and α 0 as the part corresponding to those σ i which are zero.
Definition 3.2. Assume Data 2.2, and let
The following properties are clear from the definition. 
The importance of distinguishing α + from α 0 can be seen in the following lemma, which shows that we may ignore w r+1 , . . . , w s for the purpose of computing minimal generators. where I s−r is the (s − r) × (s − r) identity matrix, and A and B are arbitrary matrices of sizes r × (n − s + r) and r × (s − r), respectively. We may perform row operations on ξ that involve subtracting multiples of the last s − r rows from the first r rows to assume that B = 0. Such row operations correspond to automorphisms of k[w 1 , . . . , w s ] fixing w 1 , . . . , w r . Now Remark 2.3 yields
from which we get T n−s+i = w i for all r < i ≤ s. Because all T j ∈ R(E), this means w r+1 , . . . , w s ∈ R(E). Therefore if α ∈ N s has α + = 0, meaning α = (0, . . . , 0, α r+1 , . . . , α s ), we get w α = w α r+1 r+1 · · · w αs s ∈ R(E).
Now we are ready to give minimal generating sets for R(M )-modules of the form R(F ) ≥−c, * .
Definition 3.5. Assume Data 2.2, and fix c ≥ 0. Set
We will see in Theorem 3.7 that A c ∪ B c is a minimal generating set for R(F ) ≥−c, * . Observe that for any monomial h ∈ A c , we have −c < deg x h ≤ 0, while any monomial h ∈ B c has deg x h = −c.
In fact, the set A c consists of all monomials of x-degree > −c which do not involve x 0 , x 1 , or any w i with i > r (which are the i with σ i = 0). The set B c is more complicated, but it may be thought of as the set of all monomials of x-degree −c which do not involve any w i with i > r, and only include just as many other w i as necessary to make the x-degree small enough. This is made precise in the next lemma. This means α r+1 = · · · = α s = 0, therefore i ≤ r. We claim that α ∈ Ω c,i . Suppose not. Then since
. . , 0, 1, 0, . . . , 0) (with the 1 in position i), which is in N s since α i > 0. Moreover, β 0 = 0, and β · σ = α · σ − σ i ≥ c. Therefore β ∈ Λ c . But β < α, contradicting the minimality of α. Hence
Now we must show that every element of Ω c is minimal in Λ c . Take α ∈ Ω c ; then α ∈ Ω c,i
for some 1 ≤ i ≤ r. Consider β ∈ Λ c with β ≤ α. Choose k so that β k > 0 and β j = 0 for all j > k. Since β ≤ α, the largest nonzero index of α must be greater than or equal to the largest nonzero index of β, that is, i ≥ k. This means that for j > i, α j = β j = 0. Further, the inequalities β · σ ≥ c and α
, the latter inequality because the σ j are in non-increasing order. This contradiction means that we must have α j = β j for all j, thus α = β. Hence α is minimal in Λ c . Proof. (a) Let A c be the image of A c in R(F ) ≥−c, * /RR(F ) −c, * . Since R(F ) ≥−c, * is generated by monomials, to show that A c is a generating set, it suffices to show that for any monomial h ∈ R(F )
the R(M )-module generated by A c . On the other hand, suppose c ≤ β
Because A c consists of monomials, to see that it is a minimal generating set, it is enough to show that no element of A c divides another. Suppose there are h, h ′ ∈ A c with h ′ | h, meaning there is ℓ ∈ R(M ) with h = h ′ ℓ. Write h = w α and h ′ = w α ′ . The only way we can have h = h ′ ℓ is if is generated by monomials, to show that B c is a generating set it will suffice to show that any monomial h ∈ R(F ) −c, * is divisible by an element of B c . Write
. By Lemma 3.6, there is α ∈ Ω c such that 
3.2.
Generators of the equations of the Rees algebra. Now we will prove the main theorem.
In Theorem 2.9, we showed the equality R(E) ≥dm−1, * = R(M ) ≥dm−1, * . This allows us to compute the contraction from Proposition 3.1 in x-degree ≥ d m , and thus determine the generators of K m+1 R(E) in these degrees using Theorem 3.7.
It may seem like we should be able to compute the minimal generators in x-degree d m − 1 as well. However, because Theorem 3.7 gives a generating set as an R(M )-module, and we want a generating set as an R(E)-module, the proof of Theorem 3.9 is not as simple as just applying 
But R(E) ≥dm−1, * = R(F ) ≥dm−1, * by Theorem 2.9, therefore (3.11)
We claim that it is enough to show that R(F ) ≥−c, * = A c R(E) + RR(F ) −c, * . Indeed, if we multiply this equation by g m+1 and use (3.11), we obtain J ≥dm−1, * = g m+1 A c R(E) + RJ dm−1, * .
This shows that g m+1 A c is a generating set for J ≥dm−1, * /RJ dm−1, * over R(E). Minimality follows because A c , and therefore g m+1 A c , is minimal over the larger ring R(M ) (Theorem 3.7(a)).
We now prove that R(F ) ≥−c, * = A c R(E) + RR(F ) −c, * . Theorem 3.7(a) says that A c generates
It is clear that A c R(E) + RR(F ) −c, * ⊂ A c R(M ) + RR(F ) −c, * , so we just need to show that and deg x f ≥ 0 (as f ∈ R(M )), we obtain deg
In either case, hf ∈ A c R(E) + RR(F ) −c, * , which proves the claim that R(F ) ≥−c, * = A c R(E) + RR(F ) −c, * . Therefore the image of g m+1 A c minimally generates J ≥dm, * /RJ dm−1, * as an R(E)-module. For every α ∈ N s with α 0 = 0 and α · σ < c, we get a generator g m+1 w α ∈ g m+1 A c having
The bidegrees of the minimal generators given in Theorem 3.9 may be computed:
Corollary 3.12. Assume Data 2.2. Then K m+1 R(E) has a minimal generating set whose elements of
In particular, the only minimal generator of K m+1 R(E) having x-degree d m+1 is g m+1 , and all other minimal generators of K m+1 R(E) have x-degree < d m+1 .
Proof. Since g m+1 has bidegree (d m+1 , 1), for every α ∈ N s with α 0 = 0 and α · σ ≤ d m+1 − d m , the element g m+1 w α has bidegree (d m+1 − α · σ, r i=1 α i + 1), so the first claim follows from Theorem 3.9. The second claim comes from noticing that if α 0 = 0 ad α = 0, then deg x (w α ) < 0,
As a consequence, we get Corollary 3.13, which gives the bidegrees of the minimal generators of K having x-degree at least d n−2 . For example pictures of these bidegrees, see Tables 1, 2 (
and 0 ≤ i ≤ min{j,
Proof. The equalities s = 2 and σ 1 + σ 2 = n−2 i=1 d i come from Lemma 2.6. Since K = K n−1 , a generating set for K consists of the lifts of generating sets of each quotient K m+1 /K m ∼ = K m+1 R(E m ) for 1 ≤ m ≤ n − 2. For m < n − 2, Corollary 3.12 says that besides g m+1 , all the minimal generators of K m+1 R(E m ) have x-degree less than d m+1 . Since d m+1 ≤ d n−2 , the only generator of K m+1 R(E m ) that could possibly have x-degree at least d n−2 is g m+1 . The remaining generators with x-degree at least d n−2 must come from generators of K n−1 R(E n−2 ).
The bidegrees of the minimal generators of K n−1 R(E n−2 ) are given in Corollary 3.12. If σ 2 = 0, then r = 1, so we only consider those pairs (α 1 , α 2 ) with α 2 = 0. Setting j = α 1 , we see that
If σ 2 > 0, then r = 2. Set i = α 1 and j = α 1 + α 2 . Then K n−1 R(E n−2 ) has a minimal generator in
hand, these bidegrees reduce to (d n−1 − jσ 1 , j + 1), and there is one generator in this bidegree for each 0 ≤ i ≤ j, for a total of j + 1 generators.
The condition σ 2 = 0 in Corollary 3.13 has geometric significance, as we see in the next proposition, a consequence of the results in [8] . The proposition only holds if d n−2 < d n−1 , for if d n−2 = d n−1 , then the matrix ϕ n−2 consisting of all but the last column of ϕ is not an invariant. However, if d n−2 = d n−1 , then the only minimal generators of K having x-degree ≥ d n−2 are some of the g m , so there is no difference between the cases in Corollary 3.13. The birationality assumption is also mild, as any rational curve C may be reparametrized so that the morphism Φ : P 1 k → C is birational, as shown in [20] . It is not known whether there is any geometric meaning of the values of σ 1 and σ 2 when they are both positive. Thus there is u ∈ R n such that
This means that u ∈ ker ξ i = im ρ i , so u = a 1 ρ i 1 + · · · + a m+1 ρ i m+1 for some a 1 , . . . , a m+1 ∈ R. Then the i th row of (3.16) yields
Since ρ i j is in the kernel of ξ i (the matrix consisting of all but the i th row of ξ),
with p i j appearing in the ith row. Thus, using Remark 2.3, Proof. Let A = {α ∈ N s | α 0 = 0 and α · σ ≤ d m+1 − d m }. By Theorem 3.9, the x-degree ≥ d m part of a minimal generating set for K m+1 R(E) is given by {g m+1 w α | α ∈ A}. Thus we are done if we can show that h α = g m+1 w α in R(E). We use induction on ℓ := α i . If ℓ = 0, then α = 0, and by definition h 0 = g m+1 = g m+1 w 0 . Now suppose ℓ > 0. By construction, there is i for which α i > 0 and a 1 , . . . , a m+1 ∈ S such that
Therefore h α = g m+1 w α for all α ∈ A.
When m = 1, the process in Corollary 3.17 may be represented in terms of Sylvester forms (or Jacobian duals). In fact, when n = 3 (so that there are only two σs) and σ 2 = 0, the procedure in Corollary 3.17 agrees with the one given in [6, Theorem 2.10]. It is also similar to the iterated Jacobian dual construction in [1, §4] , although we use Sylvester forms with respect to multiple regular sequences p i 1 , p i 2 . Before stating the result, we give the definition of Sylvester forms. Let p 1 , p 2 ∈ R be homogeneous polynomials which form a regular sequence. Consider forms f, g ∈ S such that f, g ∈ (p 1 , p 2 )S. Then we may (non-uniquely) write f = f 1 p 1 + f 2 p 2 and g = g 1 p 1 + g 2 p 2 . We will, by abuse of notation, refer to the determinant
as the Sylvester form of f, g with respect to p 1 , p 2 . The Sylvester form syl p 1 ,p 2 (f, g) is not uniquely determined, but its image in S/(f, g) is unique ([17, Proposition 3.8.
1.6]).
Proposition 3.18. Assume Data 2.2 with m = 1. Define p i 1 , p i 2 as in Proposition 3.15. Then for all i, the polynomials p i 1 , p i 2 form a regular sequence, and for any form h ∈ S with x-degree
is a nonzero scalar multiple of hw i . In particular, the polynomials h α of Corollary 3.17 may be defined, up to scalar
Proof. That p i 1 , p i 2 form a regular sequence is immediate from Proposition 3.15(a). Recall the matrix ρ i from Proposition 3.15. Let δ i 1 , δ i 2 be the degrees of the columns of ρ i . We claim that
First, since ξ i is all but the ith row of ξ, there is a surjection coker ξ ։ coker ξ i . By Lemma 2.6(a,b), coker ξ is Artinian, so coker ξ i is Artinian as well. Since R is a two-dimensional regular ring, there is a free resolution
By computing the Hilbert polynomial and using that coker ξ i is Artinian, we see that
Recall that ρ i generates the kernel of ξ i , the matrix obtained by removing the ith row of ξ. Since ξϕ 1 = 0 from (2.7), ϕ 1 is in the kernel of ξ i , therefore ϕ 1 = ρ i λ for some 2 × 1 column vector λ with entries in R. Then
Since p i 1 , p i 2 are a regular sequence, this means
for some c ∈ R. Thus (3.19)
Now p i j has x-degree σ i + δ j , while q i j has x-degree δ j . Because we have shown that (3.19) , the definition of the Sylvester form yields
But by Proposition 3.15(b),
Because we showed in the proof of Corollary 3.17 that h α = h (α 1 ,...,α i −1,...,αs) w i in R(E), the final claim follows.
Some examples.
Example 3.20 (compare [22, Theorem 3.6] ). Assume I is almost linearly presented, meaning
By Theorem 2.9, the modules E = E n−2 and M = m σ 1 (σ 1 ) ⊕ m σ 2 (σ 2 ) agree in degree ≥ 0, but they are both generated in degree 0, so E ∼ = M . Thus by Proposition 2.5, after an automorphism of S = R[T 1 , . . . , T n ], the ideal of equations of R(E) is generated by the 2 × 2 minors of the matrix
In particular, there are n − 2 generators of bidegree (1, 1) and 1 2 (n − 2)(n − 3) generators of bidegree (0, 2). The ideal K of equations of R(I) is generated by these equations, plus a lift of a minimal generating set of KR(E). By (3.11) with m = n − 2, this ideal is KR(E) = g n−1 R(F ) ≥−c, * where F = R(σ 1 ) ⊕ R(σ 2 ). We may compute the generators of this ideal directly from Theorem 3.7: they are just the elements of g n−1 A c ∪ g n−1 B c . The set g n−1 A c consists of the minimal generators of KR(E) having x-degree > 0, and equals
We can translate from w's to T 's by the equations T j+1 = x We can also compute the minimal generators of x-degree 0, which are the elements of g n−1 B c .
To do this, we must first determine the set Ω c of Definition 3.5. There are two cases. First, suppose σ 2 = 0. Then r = 1, so 
In this case, however, we also have
To have (α 1 , α 2 ) ∈ Ω c,2 , we must have
⌉. Once we have chosen α 1 ,
Therefore the remaining part of g n−1 B c consists of ℓ(i) + 1 generators of Since
where the image of ξ T is the kernel of [γ 1 γ 2 0], meaning
In particular, σ 1 = d 1 , σ 2 = 0, s = 2, and r = 1. Then by Theorem 3.9, the minimal generators
To compute these generators, we will use Corollary 3.17. The matrix ρ 1 defined in Proposition 3.15 is the syzygy matrix of the matrix obtained by deleting the first row of ξ, which is [0 0 1], thus
Following Proposition 3.15, we have
Now Corollary 3.17 says that the generators of K can be computed recursively. Let h (0,0) = g 2 , and for any 1 ≤ α 1 ≤
, together with g 1 , are all the minimal generators of K having x-degree at least d 1 . We will determine the minimal generators of x-degree d 1 − 1 in Example 4.10. 
In particular, σ 1 = σ 2 = 1, s = 2, and r = 0. By Theorem 3.9, the minimal generators of K besides
. Now let us use Corollary 3.17 to compute the precise generating set. Let ρ 1 and ρ 2 be the syzygy matrices of the matrices obtained by deleting the first and second row of ξ, respectively. That is,
Therefore
Now we are ready to apply the algorithm from Corollary 3.17. Let h (0,0) = g 2 . Suppose we have computed h (α 1 ,α 2 ) for some α 1 , α 2 with Observe that
. To accomplish this, we will first determine the k[T 1 , T 2 , T 3 ]-module structure of R(F ) i, * . This is carried out in the next two lemmas and Lemma 4.1. Let ζ be an n × (n − 1) matrix and let η be an (n − 1) × n matrix with coefficients in m, such that ηζ = f I n−1 for some f ∈ R. Assume that grade I n−1 (ζ) = 2. Then f ∈ I n−1 (ζ).
Proof. Let χ be the 1 × n row matrix consisting of the signed minors of ζ. By the Hilbert-Burch theorem, im(χ T ) = ker(ζ T ). By the Hilbert syzygy theorem, coker η has minimal free resolution
where F is a free R-module. We have f ∈ ann R (coker η), so rank(coker η) = 0. Using the additivity of rank, we see that rank F = 1, hence ϑ is an n × 1 column matrix.
Thus there is a row matrix λ : R n → R such that ζη − f I n = ϑλ. Then ϑ(λζ) = ζηζ − f ζ = ζ(ηζ − f I n−1 ) = 0.
Since ϑ is injective, this means λζ = 0. Hence im(λ T ) ⊂ ker(ζ T ) = im(χ T ), so there is g ∈ R such that λ = gχ. We conclude that ζη − gϑχ = f I n .
Set ζ ′ = ζ −gϑ and η ′ = η χ .
These are both n × n matrices, and ζ ′ η ′ = ζη − gϑχ = f I n . It follows that η ′ ζ ′ = f I n . But
so we get f = −gχϑ = χ(−gϑ). Therefore f ∈ im χ = I n−1 (ζ).
In order to compare R(E) = R(E 1 ) and R(F ) in high T -degrees, we first compare them in bidegree (−1, 2). This will be used as the base case in the proof of Proposition 4.4.
Lemma 4.2. Assume Data 2.2 with n = 3 and m = 1.
which we can rewrite as
Then (4.3) gives
By Lemma 4.1, f ∈ I 2 (ξ T ).
Recall the exact sequence (2.8), which in this setting is
By the Hilbert-Burch theorem,
Recall from (2.7) that ker ξ = im ϕ m , which is generated in degree d 1 . However, 
Proof. We first show by induction on j that R(F ) −1,j = U j R(F ) −1,0 + U j−1 R(F ) −1,1 . To compute the Hilbert function of R(F ) i, * , note that a basis for R(F ) i,j consists of monomials is a generating set (not necessarily minimal) for K i, * as a U -module.
Proof. Since R(E) = R(E 1 ) ∼ = S/(g 1 ), and g 1 has x-degree d 1 , we just need to show that Then, as before, we have d 1 = 4, d 2 = 7, and σ 1 = σ 2 = 2. But in this case, K 3, * has only six minimal generators: three in degree 3, and three in degree 4.
