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Summary. Due to improved measuring instruments, an accurate stochastic weather gen-
erator for high-frequency precipitation data is now possible. However, high-frequency pre-
cipitation data are more zero-inflated, skewed, and heavy-tailed than common (hourly or
daily) precipitation data. Therefore, classical methods that either model precipitation oc-
currence independently of their intensity or assume that the precipitation follows a cen-
sored meta-Gaussian process may not be appropriate. In this work, we propose a new
multi-site precipitation generator that uses a censored non-Gaussian vector autoregres-
sion model, where the random errors follow skew-symmetric distributions. The proposed
stochastic precipitation generator not only drives both the occurrence and intensity of the
rainfall events simultaneously using only a single model, but it also provides nice physical
and statistical interpretations. We apply this stochastic generator to 30-second precipita-
tion data obtained from a dense gauge network in Lausanne, Switzerland, and we show
that our proposed model can provide as accurate predictions as the long short-term mem-
ory (LSTM) model but with uncertainties and more interpretable results.
Keywords: Censored vector autoregression model, high-frequency rainfall, non-
Gaussian modeling, spatio-temporal model, stochastic weather generator
1. Introduction
Tremendous efforts have been made to model, forecast, and reproduce local and global
precipitation patterns. Among these efforts, the stochastic weather generator (WG)
makes use of statistical tools to simulate random sequences and reproduce atmospherical
variables efficiently (Wilks and Wilby, 1999). Typically, an ideal stochastic precipitation
generator (PG) should be able to reproduce the statistical properties of occurrence,
intensity, and dry or wet spell length of precipitation.
The benefits of successful PGs are significant. One direct gain is valuable information
for water resource management. In hydrologic and agricultural science, PGs can serve as
an input in further simulations of erosion, flood and crop growth (Mary et al., 2009). In
addition, as the primary atmospheric variable in WGs, precipitation is typically used to
generate other variables due to their close association with rainfall occurrence (Richard-
son, 1981). Techniques in modeling precipitation data can be also beneficial to other
fields of study, such as sociology (Heckman, 1976) and economics (McDonald and Mof-
fitt, 1980), where the data properties are often similar to those of precipitation, e.g.,
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they are zero-inflated, nonnegative, right-skewed, heavy-tailed, and correlated in space
and time.
Due to their wide applicability and the intriguing challenges, PGs studies have drawn
attentions since 1960s (Gabriel and Neumann, 1962) and systematic reviews are avail-
able in Wilks and Wilby (1999), Srikanthan and McMahon (2001), and Ailliot et al.
(2015). Traditional studies mainly focus on the PGs with a low temporal resolution,
usually on a daily scale, due to the data available. For instance, the most popular
chain-dependent model (Katz, 1977; Richardson, 1981) assume that the occurrence pro-
cesses can be modeled independently of intensity by Markov chains, and the intensity
processes can be estimated conditionally on wet events using Gamma or exponential
distributions. However, their assumption of independent occurrence is not appropriate
for high-frequency precipitation, since greater quantities of rainfall in the past may lead
to a significantly higher probability of occurrence (Koch and Naveau, 2015).
Recently, acoustic rain gauges are able to provide more precise and higher resolution
data which are undetectable by other measurement methods, such as satellite-based
radar, terrestrial radar. The high resolution dataset is valuable to many rainfall-related
phenomena, such as rapid surface water runoff, flash flooding, and small river catch-
ments, that are only associated with high-frequency precipitation (Chan et al., 2016).
However, the rainfall model at this scale has been rarely developed and assessed. Only
Benoit et al. (2018) has performed an investigation of the minutely and sub-kilometer
PGs with the same device; in their study, the spatial dependence was the major concern.
Even though broad literatures exist on the development of hourly and daily PGs, we
cannot assume that their results extend to our timescales. Our objective is to use this
single model to reproduce precipitation on a very fine scale both spatially (within one
radar pixel, 10 − 100m) and temporally (less than a minute). The target dataset con-
tains 30-second rainfall that were collected on eight acoustic rain gauges located within
a radius of 1 km in the University of Lausanne campus in Switzerland (see Figure 1).
To handle the high-frequency data, a common practice is to make use of censored
models to drive both the occurrence and the intensity processes. The models are also
called truncated models by Allard (2012), and the Tobit models (McDonald and Moffitt,
1980) from econometrics. With censoring mechanism, the spatio-temporal dependence
can be modeled in different ways.
Latent Gaussian models are the most popular methods(Ailliot et al., 2009; Kleiber
et al., 2012; Baxevani and Lennartsson, 2015). In those models, both the occurrence and
intensity are driven by latent Gaussian processes, where the dry events are zero values
left-censored at a certain threshold, and the wet events are modeled by a transformed
Gaussian distribution with a positive support. Although the latent Gaussian method-
ologies provide high flexibility with regard to the spatio-temporal dependence, at least
two limitations remain. First, to capture the non-Gaussian features of rainfall data,
the choice of transformation is quite ad-hoc, ranging from simple power or logarithm
transformations (Bell, 1987; Glasbey and Nevison, 1997; Durba´n and Glasbey, 2001) to
complex Tukey g-and-h or hybrid Gamma transformations (Baxevani and Lennartsson,
2015; Xu and Genton, 2017). Therefore, the efforts to achieve normality can be tedious.
Second, the latent Gaussian processes make the interpretation difficult, especially when
different transformations are suggested (Ailliot et al., 2015; Koch and Naveau, 2015).
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Fig. 1. The rainfall time series are collected by eight Dryptich Pluvimate acoustic rain gauges
every 30 seconds from April 4th to April 14th, 2016.
We adopt another idea to model the spatio-temporal dependence via a vector au-
toregressive (VAR) model (Hamilton, 1994). Sigrist et al. (2012) first implemented a
censored VAR model in the latent process to study the short-term rainfall, and then
Koch and Naveau (2015) applied the VAR model to the data process directly. Although
the VAR framework is less flexible in spatial domain, its likelihood-based inference is
straightforward. In addition, this VAR model is similar to the frailty-contagion model
from finance (Azizpour et al., 2008), which is suitable for high-frequency data analysis.
Then we consider skew-symmetric families (Azzalini, 1985) as error distribution, as a
popular options in modeling the obviously non-Gaussian features. The skew-symmetric
distributions have been generalized and applied in many fields of study (Azzalini and
Capitanio, 1999; Genton, 2004; Azzalini, 2013), but rarely used in WGs. The only
application to WGs was investigated by Flecher et al. (2010), where the multivariate
skew-normal distribution was adopted to model multiple atmospheric variables.
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The density function of a univariate skew-t random variable is specified as
fST (x; ξ, ω, α, ν) = 2t(u; ν)T (αu
√
(ν + 1)(ν + u2); ν + 1), u =
x− ξ
ω
, (1)
where ξ and ω are the location and scale parameters, α is the skewness parameter, ν, is
the degree of freedom, t(·) is the standard t density function, and T (·) is the standard t
distribution function.
The skew-normal distribution is a special case of the skew-t distribution when ν =∞.
Similar to the normal or student-t distributions, x can take any real value. However,
two extra parameters in the skew-t distribution controls the skewness and tail behavior.
Another attractive feature of the skew-t distribution is the stochastic representation
(Azzalini and Regoli, 2012). A skew-t random variable X can be expressed by hidden
selective mechanism such that X = (X1|X2 > 0), where X1, X2 are correlated t random
variables with the same degree of freedom.
Since the generation mechanism behind the precipitation can be viewed as a hidden
selection process, using a skew-symmetric distribution in modeling precipitation data
indeed produces nice physical interpretations, as will be further explained in Section 2.3.
By incorporating skew-symmetric distributions and a censoring mechanism, we propose
a new stochastic precipitation generator that
1) uses a single spatio-temporal model to simultaneously drive the precipitation oc-
currence and its intensity;
2) has direct interpretation to the precipitation process;
3) allows for flexible and tractable tail behaviors, which is crucial in modeling high-
frequency precipitation data, which are often highly skewed and heavy-tailed;
4) implies parsimonious parametrization and efficient data generation.
For the 30-second precipitation data, we apply the proposed stochastic generator for
stochastic simulations and predictions. Recent studies propose to use the long short-term
memory (LSTM) or other recurrent neural networks (RNN) to model high frequency
rainfall (Xingjian et al., 2015; Shi et al., 2017). We choose multivariate LSTM networks
as our competing methods to show the difference between our stochastic generators and
the deep learning forecasters.
The rest of our paper is organized as follows. In Section 2, we introduce the new class
of PGs, provide model properties, and describe the inference procedure. In Section 3, we
present simulation studies to validate our inference method and compare its performance
with other models. In Section 4, we show the performance of the proposed PGs on
the high-frequency rainfall dataset collected at the University of Lausanne campus. In
Section 5, we summarize our main results and discuss potential limitations.
2. Censored skew-symmetric precipitation generators
2.1. Censored VAR precipitation generators
Let Yt(s) be the precipitation amount observed at a site s and time t, s = 1, . . . , N, t =
1, . . . , T . Collect Yt(s) as an N×1 vector Yt. Then we specify the multi-site precipitation
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generator based on censored VAR as
Yt(s) =
{
β′sYt−1 + εt(s),
0,
β′sYt−1 + εt(s) > ut(s),
β′sYt−1 + εt(s) ≤ ut(s),
(2)
where βs is an N × 1 vector of autoregression coefficients for site s, ut(s) is the space-
time varying cutoff vector representing the censoring threshold associated with the rain
probability, and εt(s) is the random error.
In a classical VAR(1) model (Sims, 1980; Hamilton, 1994), Yt(s) is not censored and
the error term εt(s) is assumed to be white noise with zero mean and constant variance.
We consider a more general case for εt(s) by letting εt(s) = σtzt(s). In this setting, zt(s)
are independent, but the error terms εt(s) are not independent in general.
The censored VAR generator in (2) is originally proposed by Koch and Naveau (2015).
In their model, the independent random variables zt(s) follow a standard normal dis-
tribution and the standard deviations are modeled with other atmospheric explanatory
variables by linear regression. However, these explanatory variables are often either
unavailable or hard to choose in practice. This issue becomes more problematic when
they assume that zt(s) is normally distributed because the right-skewed and heavy-tailed
features of the rainfall data can be only explained by σt. Then the entire dynamics of
the PG will be heavily influenced by the selected explanatory variables. Therefore, we
consider another random error that is flexible with the skewness and tail behavior so
that the explanatory variables are not required.
2.2. New model for the random error
Instead of a normal distribution, we assume that zt(s) follows a family of skew-symmetric
distributions (Azzalini, 2013) with zero mean and unit variance. As we mentioned in (1),
zt(s) itself already describes the skewed and heavy-tailed features, rather than relying
on the other explanatory variables.
For the standard deviations, we borrow the idea in Koch and Naveau (2015) that
allows for heteroscedasticity with a temporally varying standard deviation σt. The idea
of heteroscedasticity is widely used to predict high-frequency data such as wind power
and stock-returns (Engle, 1982; Bollerslev, 1986; Taylor et al., 2009), such as the (gener-
alized) autoregressive conditionally heteroscedastic (ARCH/GARCH) models. However,
we assume that σt = b0 + b1Y¯t−1, where Y¯t−1 =
N∑
s=1
Yt−1(s)/N and b0, b1 ≥ 0 to avoid a
negative variance. This parameterization differs from Koch and Naveau (2015) to avoid
the use of explanatory variables.
To describe the distribution of zt(s), three candidates in the skew-symmetric family
are commonly used: the skew-normal distribution (Azzalini, 1985), the skew-t distri-
bution (Branco and Dey, 2001; Azzalini and Capitanio, 2003), and the skew-Cauchy
distribution (Behboodian et al., 2006). Since the skew-t distribution with the degree of
freedom ν includes the skew-normal and the skew-Cauchy distribution as special cases,
hereafter we mainly discuss the properties of the skew-t distribution. The results from
the skew-normal and skew-Cauchy distributions can be simply obtained by replacing ν
with ∞ and 1, respectively.
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We assume that zt(s)
iid∼ ST (ξ, ω, α, ν) with density function (1). For the skew-t
distribution, ξ is not the mean and ω is not the standard deviation. Instead, E{zt(s)} =
ξ + ωbνδ and var{zt(s)} = ω2
{
ν
ν−2 − (bνδ)2
}
, where bν =
√
νΓ( 1
2
(ν−1))√
piΓ( 1
2
ν)
and δ = α√
1+α2
.
To obtain zero mean and unit variance, we set ω = 1√ ν
ν−2−(bνδ)2
and ξ = − bνδ√ ν
ν−2−(bνδ)2
.
Therefore, the scaled skew-t distribution only depends on the skewness parameter α
and the degree of freedom ν. The corresponding density function and distribution are
denoted by fSST (·) = fSST (x;α, ν) and FSST (·) = FSST (x;α, ν), respectively.
2.3. Model implications and interpretations
The proposed model is very flexible and all the parameters in model (2) have natural
interpretations. For example, a higher ν ∈ R+ and α ∈ R imply a lighter tail and larger
right-skewness, respectively; σt introduces the heteroscedasticity; the autoregression ma-
trix B = (βs)
N
s=1 = (βij)N×N controls the spatio-temporal dependence, and ut(s) is the
threshold that determines the wet or dry probability.
We can derive several important precipitation probabilities conditional on previous
observations. First, the conditional dry probability at site s and time t is
P{Yt(s) = 0|Yt−1 = yt−1} = P{εt(s) ≤ ut(s)− β′syt−1} = FSST
(
ut(s)− β′syt−1
b0 + b1Y¯t−1
)
.
Hence, a higher dry probability can be reached by either decreasing b0, b1 or α, or by
increasing ut(s) or ν. In particular, if Yt−1 = 0, then we have the consecutive dry
probability P(Yt(s) = 0|Yt−1 = 0) = FSST
(
ut(s)
b0
)
.
Since the random variables zt(s) are independent, the simultaneously dry probability
at multiple sites is the product of marginal probabilities. Therefore, once we plug in the
estimated parameters for those probabilities, which are conditional on previous events,
we can immediately obtain the dry/wet probability (rainfall occurrence), consecutive
dry/wet probability (distribution of the dry/wet spell length), and the simultaneous
dry/wet probability for multiple sites (rainfall spatial pattern).
The PG in model (2) possesses both flexible statistical properties and nice physical
interpretations. We illustrate these by representing model (2) as a state-space model,
i.e., a two-layer model where the transition from zero to positive values is driven by the
selection mechanism of the skew-t distribution. The equivalent model can be specified
as:
Yt(s) =
{
Xt(s),
0,
Xt(s) > ut(s),
Xt(s) ≤ ut(s),
(3)
Xt(s) = g(Xt−1) +
{
Zt(s),
−Zt(s),
Wt(s) > 0,
Wt(s) ≤ 0,
(4)
where the threshold ut(s) is deterministic, the latent autoregressive process Xt(s) de-
pends on a function of Xt−1 called g(Xt−1), and the random errors are controlled by
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two processes, Zt(s) and Wt(s). The proof for the equivalence between Equation (2) and
Equations (3) and (4) is given in the Supplements.
In meteorology, it is well known that the precipitation comes from condensed atmo-
spheric water vapor, which is formed at certain temperatures and moisture conditions,
and then falls as observable rainfall due to gravity. Our equations (3) and (4) describe
this physical process. Equation (3) is the measurement equation, which we call the
ground layer model. It describes the amount of condensed atmospheric water vapor
Xt(s) that becomes precipitation Yt(s) at time t and location s. The wet-dry threshold
ut(s) represents the necessary conditions for rainfall, defined as the minimum condensed
water vapor required for observable rainfall, i.e., to reach the detection limit of the mea-
suring instrument. Equation (4) is the transition equation, which we call the atmospheric
layer model. It describes the formation of condensed water vapor in the atmosphere.
The current condensed water vapor Xt(s) is modeled using past observations at all lo-
cations g(Xt−1), with random fluctuations Zt(s) that represent the new formation and
dissolution of condensed water vapor. The fluctuation Zt(s) is not just the symmetric
random noise, but is driven by a hidden selection process Wt(s), which represents certain
meteorological conditions, known as weather fronts such as temperature and moisture.
Although the distributions of their elements, Zt(s) and Wt(s), are both symmetric, when
they are correlated, the distribution of Xt(s) becomes skewed. This representation ex-
plains that our model is suitable for data that are censored and skewed. Therefore, the
proposed PG can potentially simulate realistic precipitation observations.
2.4. Inference and computational issues
Although the PG as a stochastic state-space model shown in Equations (3) and (4) has
attractive properties, its inference is difficult because the model is non-linear and non-
Gaussian. In contrast, the VAR representation in Equation (2) belongs to the generalized
Tobit model (McDonald and Moffitt, 1980); thus, the inference of Equation (2) can be
achieved by maximizing the likelihood function. Unlike Koch and Naveau (2015), who
estimated constant cutoffs, we estimate the autoregression matrix B = (βij)N×N with
space-time varying cutoffs {ut(s)}T×N , the standard deviation parameters b0 and b1, the
skewness α, and the degree of freedom ν.
First, we estimate the cutoffs, i.e., the censoring thresholds, by taking the seasonal-
ity into account. Similar to Sun et al. (2015), the estimated cutoff uˆt(s) is chosen to
be the quantile qt(s), corresponding to the probabilities 1 − Ot(s), where Ot(s) is the
precipitation occurrence that takes a zero or one value and is fitted by logistic regression
at each site s with the binary time series data. The estimated occurrence is denoted
by Oˆt(s). Then, the cutoff is estimated as qˆt(s), the marginal sample quantile of Yt(s)
corresponding to the probability 1 − Oˆt(s). Since Yt(s) is always larger than the real
precision limit ur, the cutoffs are not supposed to be smaller than ur. Therefore, we
have uˆt(s) = max{qˆt(s), ur}. Since we are interested in sub-hourly data, the covariates
have harmonic terms for both hour-of-day and day-of-year seasonality. Here, we assume
that
logit[P{Ot(s) = 1}] =∑H
j=1
{
γ1j(s) + γ2j(s) sin
(
2pij d(t)365
)
+ γ3j(s) sin
(
2pij h(t)24
)}
,
(5)
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where d(t) ∈ {1, . . . , 365} denotes the day within each year, h(t) ∈ {1, . . . , 24} denotes
the hour within each day, and the value of H is chosen by Akaike information criterion
(AIC (Akaike, 1998)).
In our application, the autoregression matrix is 8 × 8 (N = 8), which makes the
estimation of the autoregressive parameters computationally difficult. Hence, we further
parameterize the matrix B using the idea in Sigrist et al. (2012). Since we do not
observe nonstationarity and anisotropy, we consider a simple parametrization of Sigrist
et al. (2012) that models βij by a spatial covariance functions of Whittle-Mate´rn type
i.e., βij(φ, ρ) = (φdij/ρ)K1(dij/ρ), where K(·) is the modified Bessel function of the
second kind, φ, ρ > 0 are scaling parameters, and dij is the distance between locations
i and j. Thus we account for the spatial dependence and assume that faraway sites are
less correlated.
Then, we estimate the vector of parameters θ = (φ, ρ, b0, b1, α, ν)
T by maximizing
the log-likelihood function, `(θ|y1, . . . ,yT ), specified as
`(θ|y1, . . . ,yT ) =∑T
t=2
∑N
s=1 1{yt(s)>0}
[
log
{
fSST
(
yt(s)−β′syt−1
b0+b1Y¯t−1
)}
− log {b0 + b1Y¯t−1}]
+
∑T
t=2
∑N
s=1 1{yt(s)=0} log
{
FSST
(
uˆt(s)−β′syt−1
b0+b1Y¯t−1
)}
,
(6)
where 1{yt(s)>0} is an indicator function that takes a value of 1 when yt(s) > 0 and
0 otherwise, fSST (·;α, ν) is the scaled skew-t density function, and FSST (·;α, ν) is the
distribution function. The proof for Equation (6) is given in the Supplements.
The optimization of the likelihood can only be achieved numerically, thus is poten-
tially not stable. We consider several different numerical optimization methods: two
derivative-free algorithms (COBYLA and Nelder-Mead) and two derivative-based algo-
rithms (BFGS and CG). Since many literatures point out that the optim function in R
is not numerically stable for a large number of mathematical functions, especially when
a re-parameterization exists (Mullen et al., 2014; Nash et al., 2011, 2014), we employ
two recently developed R packages, nloptr(Johnson, 2014) and Rcgmin(Nash, 2014),
as a substitution of optim. The sn packages (Azzalini, 2011) were used to evaluate
fSST (·) and FSST (·). To make sure that the optimization reaches the global maximum,
we use different optimization algorithms with multiple sets of initial values until we get
the same optimized values. We notice that the estimation of the degree of freedom ν
is typically not numerically stable as in other similar problems, one can evaluate the
likelihood over a sequence of values of ν. The best ν can be selected according to the
maximized likelihood function.
3. Simulation studies
We designed a simulation study to validate the inference procedure introduced in Section
2.4. We also compare our PG with other PGs. However, a true comparison is hard to
make. Few researchers have developed toolboxes or packages for replicating their gener-
ators’ results, and most of the models are fundamentally different. Thus, a reasonable
comparison can only be made with censored VAR models, where the independent ran-
dom error zt(s) has different distribution. We consider the case when zt(s) is Gaussian
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Table 1. Summary of the simulation study results. The MRMSEs
are presented as percentages (%). The first row lists the parameter
setups for (ν, α). The second and third rows list MRMSE of the skew-
t and Gaussian (standard normal) models, respectively. The last row
shows the MRMSE ratio of the Gaussian to skew-t models.
Scenarios (ν, α) (3, 0) (3, 5) (7, 0) (7, 5) (20, 0) (20, 5)
Skew-t 32.91 54.85 26.01 49.27 24.23 38.55
Gaussian 35.41 59.32 27.03 52.30 24.58 39.70
Ratio 1.076 1.082 1.039 1.061 1.014 1.030
distributed, as the PG is a variant of Koch and Naveau (2015). We show that when the
true model is highly right-skewed and heavy-tailed, e.g., in the case of high-frequency
rainfall, a Gaussian error is not sufficient to reproduce the true rainfall pattern, even
with a heteroscedastic standard deviation.
We generate simulated datasets from the censored VAR model (2) at the eight lo-
cations shown in Figure 1, where the true error term has a skew-t distribution. We
include the standard normal errors as a special case, when the skewness parameter
α = 0, and the degree of freedom ν goes to infinity but in simulation is set to be
a large value, i.e., ν = 20. In the model comparison, we also choose another skew-
ness parameter, α = 5, and two other different degrees of freedom, ν = 3, 7. We set
(T,N, φ, ρ, b1, b2) = (10000, 3, 1/3, 1, 0.5, 0.5). The sample sizes, T and N , are the same
as the application in Koch and Naveau (2015) for comparison reason. We set the other
parameters similar to the estimated values from the Lausanne precipitation data in order
to mimic a real application.
Figure S1 shows one realization at station CSS with six different model settings. It
gives us a snapshot of the simulated data compared with the real data in Figure 1. We
see that a smaller degree of freedom provides more extreme values, and larger skewness
parameters result in denser heavy rains. Next, we fit the models with skew-t and normal
errors to the synthetic datasets. The summary of estimated value based on 50 simulated
samples is shown in Table S1 of the Supplements. With different errors, the optimized
common factors, such as b0 and b1, are different as well. We find that Gaussian model
tends to overestimate the b0 and b1 so that the overestimated variance will compensate
the light tail of Gaussian distribution.
Then, we generate 50 parametric bootstrap samples from the median of the fitted val-
ues and calculate the mean of the root-mean-squared errors (MRMSE) for the six scenar-
ios. Specifically, the MRMSE is defined as 150
∑50
k=1
√
1
NT
∑T
t=1
∑N
s=1
{
Yt(s)− Y Bkt (s)
}2
,
where Yt(s) and Y
B
kt (s) denote the synthetic data and the k-th bootstrap sample at time
t and location s, respectively. The results are shown in Table 1 .
From Table 1, we see that when ν is large and α = 0, the error is close to standard nor-
mal, causing the two models to produce similar results. Even in this case, the MRMSE
values of our model are slightly smaller than those of the Gaussian (standard normal)
model. In contrast, when α is positive and ν is small, the difference in MRMSEs is more
significant, and the Gaussian model becomes less reliable. To visualize the difference
statistically, we draw quantile-quantile (QQ) plots between the synthetic data and the
parametric bootstrap samples for two scenarios, (ν, α) = (20, 0) and (ν, α) = (3, 5). The
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Fig. 2. Quantile-quantile (QQ) plot between the synthetic (purple curve) and 50 parametric
bootstrap samples using (a) a skew-t error (orange region) and (b) a Gaussian error (green
region). The solid lines are the median curves and the shaded areas are the 95% confidence
intervals.
results are shown in Figure 2. Not surprisingly, the Gaussian model cannot reproduce
the heavy-tailed and right-skewed behavior that results from a large skewness param-
eter and a small degree of freedom. In both cases, our model with the skew-t errors
successfully reproduces these statistical properties.
Incorrectly assuming a Gaussian model for the data also affects the estimation of
other important statistical properties of rainfall. For example, Gaussian models typically
overestimate b0 and b1 of heavy-tailed data, producing a high rainfall intensity. However,
as we explained in Section 2.3, a large b0 and b1 leads to a low dry probability. Therefore,
failing to correctly specify the degree of freedom will underestimate the dry probability,
as shown in Figure S2 of the Supplements, where the distribution of the dry probability
is obtained from the bootstrap samples. Therefore, only relying on the heteroscedastic
standard deviations, without considering a right-skewed and heavy-tailed error term,
is not enough to capture the statistical properties of high-frequency rainfall patterns.
Rather, the stochastic simulations will not be realistic.
4. Application to Lausanne precipitation data
The motivating data, as shown in Figure 1, were collected by GAIA Lab, Institute
of Earth Surface Dynamics (IDYST), the University of Lausanne in 2016 using eight
Pluvimate acoustic rain gauges (Collister and Mattey, 2008). The detailed description
of the Pluvimate rain gauges can be found in Benoit et al. (2018). This new instrument
can measure precipitations at a 0.01mm and 30 second resolution by counting individual
raindrops. Specifically, 1 count per epoch is equal to 0.01 mm rain per 30 seconds, and,
thus, is equivalent to 1.2 mm/hour in terms of a common rain rate measure. From April
4th to April 14th, 2016, a total number of 230,400 observations were recorded by the
network of eight rain gauges located within a radius of 1 km, as shown in Figure S3 in
Multi-Site High-Frequency Precipitation Generator 11
Table 2. Maximum likelihood estimators (MLEs) from the cen-
sored VAR model with skew-t and Gaussian errors.
Parameters Skew-t Error Gaussian Error
Est 95%CI Est 95%CI
φ .146 (.143, .149) .163 (.158, .168)
ρ 1.395 (1.211, 1.610) 0.879 (0.786, 0.984)
b0 .457 (.451, .463) .474 (.470, .478)
b1 .257 (.250, .271) .281 (.273, .290)
α .034 (.022, .053)
ν 4
the Supplements.
Table S2 and Figure S4-5 in the Supplements show the distribution of the collected
rainfall data. Most of the observations (92.4%) were zeros, corresponding to no rain or
dry events. High values were usually around 10 counts/epoch, and the highest number of
rain drops within 30 seconds reached 28 counts. Therefore, these rainfall data show zero-
inflated, right-skewed, and heavy-tailed patterns that completely deviate from normal
distribution.
We fitted the time-varying cutoffs as described in Section 2.4 with ur = 1 using the
glm R package. The results are shown in Figure S6 of the Supplements. When no rain
occurs, e.g., the periods April 7 to April 8 and April 10 to April 12, the corresponding
threshold uˆt(s) is relatively large.
The fitted results are shown in Table 2, along with the results of the Gaussian model
for comparison purposes. We can see that the maximum likelihood estimators (MLEs)
of both the degree of freedom ν and the skewness parameter α are small, similar to
the first scenario in the simulation study (see Section 3), and the values of b0 and b1
estimated from the Gaussian model are slightly larger than those estimated from the
skew-t model.
4.1. Conditional rainfall generation
From the fitted model, we can generate 50 parametric bootstrap samples of the high-
frequency rainfall. Each sample can be viewed as a synthetic realization of the 30-
second rainfall data. To examine the similarity of the simulated samples to the real
data, we use a one-step-ahead conditional simulation, which generates data conditional
on observations one step in the past. The main goal here is to reproduce the statistical
properties of the real data, we use a QQ plot shown in Figure 3, to compare the real
data with the bootstrap samples from the two models. From the results, both models
can reproduce the low-intensity rainfall well statistically. However, in terms of the heavy
rainfall (defined as having an intensity larger than 10 units), the 95% confidence band of
the Gaussian model significantly underestimates the precipitation, whereas the skew-t
model captures the heavy tail very well.
The spatio-temporal patterns of rainfall occurrence are assessed by the rain con-
currences and dry probability. Figure 4 shows the histogram of simultaneously rainy
locations for both the observed and simulated rainfall data, from which we can see the
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Fig. 3. Quantile-quantile (QQ) plot between the observed rainfall (purple curve) and 50 para-
metric bootstrap samples using a skew-t error (orange region) and a Gaussian error (green
region). The solid lines are the median curves and the shaded areas are the 95% confidence
intervals.
spatial dependences among multisite rainfall occurrences. The simulated histograms
combines all of the 50 parametric bootstrap samples. The eight locations are usually all
dry. In this case, the simulated data slightly overestimate the counts. In contrast, when
at least one location is rainy, the simulated data have fewer counts than real observa-
tions, which means the spatial correlation is slightly underestimated. Overall, the rain
concurrences are reproduced reasonably well by our model. The temporal dependence
of rainfall occurrence can be reflected by the conditional dry/wet probability. Table 3
shows the four different conditional probabilities. Overall, the simulated data can re-
produce the conditional dry/wet probability well. However, the simulated data tend to
underestimate the probability of transition between wet and dry. This is an expected
result of the hard thresholding effect. Nevertheless, it does not affect much on the overall
distribution of the rainfall intensity. If it is crucial to accurately reproduce the dry or
wet probability, a separate model for rainfall occurrences might be a better choice.
Compared to the Gaussian model, the major advantage of the skew-t model is that
it can reproduce both dry events and heavy rainfall. However, since the Gaussian and
skew-t models we considered use the same spatio-temporal modeling strategy, i.e., the
VAR model with a time-varying threshold, the spatio-temporal properties of the rainfall
occurrences do not show much difference.
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Fig. 4. Histogram showing the simultaneously rainy locations. Each bar represents how many
corresponding events happen in time. The y-axis is shown in the square root scale.
Table 3. Conditional probabilities from the observed rainfall data and the mean
(±1.96×standard deviation) of the conditional probabilities from 50 parametric boot-
strap samples generated using a skew-t and Gaussian model.
Wet|Wet Dry|Wet Wet|Dry Dry|Dry
Skew-t Simulation .976(±.0045) .024(±.0045) .024(±.0045) .976(±.0045)
Gaussian Simulation .974(±.0062) .026(±.0062) .026(±.0062) .974(±.0062)
Observation .971 .029 .029 .971
4.2. Short-term rainfall prediction
Although the stochastic generator is not designed for prediction, we give an example
here to show our prediction performance, compared to a multivariate LSTM model as
a popular deep learning-based model for time series prediction. We use the last day of
rainfall (5, 760 points) at each location as the testing set and other data as the training
set. We re-fit our model using the training data and fit the LTSM model using one hidden
layer of 100 LSTM units with rectified linear unit (ReLU) activation, Adam optimization
algorithm, and mean squared error (MSE) as the loss function. The LSTM model is run
on Keras functional API with 100 Epoch in Python without GPU acceleration.
Figure 5 shows the predicted values on the entire testing set. As a precipitation
generator, our model can simultaneously generate 50 predictors and we use the mean
predictor as the most representative curve in the comparison. We also compute the
95% prediction band of our model to show the uncertainties. In terms of the MSE, the
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Fig. 5. The performance of predicted rainfall amount. The blue line is the most representative
(mean) prediction from our model with skew-t error. The red line is the prediction from LSTM
model. The green line is the last day of rainfall observation as the truth.
result of LSTM (MSE= 0.126) outperforms our model (MSE= 0.204) based on single
predictor. However, the MSE from our mean predictor performs the best (MSE= 0.099).
As there is no rain most of the time, to better visualize the results, in Figure 6, we only
show one strong rain event in the evening of April 13 and 95% prediction band from
our model. The results show that the 95% prediction band covers the observed rainfall
values. Although the LSTM works better for strong rainfall, our model shows even
better performance than LSTM for smaller rainfall values.
From the results, two main differences between LSTM predictor and our stochastic
precipitation generator are noticed, even though both of the models provide good pre-
diction. Firstly, a PG model has similar prediction performance as a single predictor
of LSTM by generating multiple independent predictors, which can be used to quan-
tify the uncertainties. With regards to a single predictor, LSTM can perform better.
Secondly, as many other deep learning methods, the prediction of LSTM is done via
optimizing certain loss function, e.g. MSE, thus the results are hard to interpret than
our model-based prediction. For example, the predicted values from LSTM model can
be negative values. Although we can treat the negative value as zero, we lose some
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meaningful interpretations of the rainfall properties.
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Fig. 6. The performance of predicted rainfall (with uncertainties) in a large rainfall period. The
blue line and blue band are the mean prediction and 95% prediction band from our model,
respectively. The red line is the prediction from LSTM model. The green line is the last day of
rainfall observation as the truth.
5. Discussion
In this study, we proposed a new PG that is capable of reproducing high-frequency
rainfall with large quantities of zeros and extreme values. This PG utilizes skew-t random
variables with a censoring mechanism to simultaneously drive both the occurrence and
intensity of rainfall. By applying a VAR model, the inference can be achieved simply by
maximizing the likelihood function.
We applied the PG to a rarely assessed fine scale precipitation dataset collected by
an acoustic rain gauges every 30 seconds and spatially around 10 − 100 meters. The
results show that the PG can generate high-intensity rainfall better than the baseline
model with Gaussian errors. We also show that our PG can be used for prediction
purposes and its performance is comparable to LSTM, a modern deep learning method.
Compared to the LSTM, our PG can provide uncertainties and is more interpretable.
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Although we only consider the VAR framework with a linear spatio-temporal depen-
dence, the model can be generalized by considering other spatio-temporal dependences.
One situation was discussed in Tadayon and Khaledi (2015), where a Bayesian hierarchi-
cal model was used with only skew-normal error and purely spatial dependence. Another
possibility is to use a censored multivariate skew-symmetric distribution. However, the
associated inference might be challenging, since likelihood functions do not have a closed
form as in our model. The main reason is that skew-symmetric random variables do not
retain all of the desired properties when they become Gaussian or student-t random
variables, e.g., they are not closed under convolution or conditioning. Thus, some ex-
isting results under certain assumptions, such as additive models, or solutions derived
from conditional distributions, such as the Kriging predictor, would no longer hold in
skew-symmetric cases.
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