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The rate of growth of the maximum stable throughput in large-scale random net-
works as a function of network size is studied in this thesis. The problem is
formulated as one of determining the value of the maximum multicommodity °ow
on the corresponding random unit-disk graph and shown to be equivalent. In this
way, using simple °ow techniques and probability tools, a tight bound is derived on
the rate of growth of the maximum stable throughput with a fairness constraint.
As an application of these techniques, similar bounds are computed for di®erent
cases of highly dense wireless networks when directional antennas are being used
and the results are compared to the omnidirectional case.BIOGRAPHICAL SKETCH
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Introduction
The capacity of large-scale random networks has recently inspired a lot of attention
and there has been a fair amount of e®ort in determining its value under di®erent
network scenarios. For highly dense random networks such as sensor networks the
main interest is what happens when the number of nodes which is concentrated in
a small area becomes very large. In the seminal work of [15] it was concluded that
if n are the nodes of a wireless communication network, then its capacity grows at
the rate of £
µq
n
logn
¶
with network size. This leads to the fact that the per-node
throughput is £
³q
1
nlogn
´
, which goes to 0 as n ! 1.
So, the question that was raised next was whether there is a way to get more
optimistic results by exploiting other characteristics of a wireless network. One
example is taking advantage of the mobility of the nodes of an ad hoc wireless net-
work [12]. Other examples include the construction of a hybrid wireless network
formed by placing base stations that are connected to a high-bandwidth wired net-
work [17], or making use of the correlation of the data collected by nearby nodes
occurring in highly dense networks as sensor networks [3]. Another immediate ex-
ample which is examined here as it was presented in [22], is the use of directional
antennas.
The reason why we choose to study the case of directional antennas is because
we could potentially achieve an increase in throughput due to certain advantages
they provide. First, the use of directional antennas does not require all other
12
nodes in the vicinity of a transmission remain silent. If their beams are assumed
to be arbitrarily narrow, our wireless network approximates a wired one and we
achieve a much higher spatial reuse of the shared medium. What is more, a packet
could require a smaller number of hops to reach its destination [5], since we could
increase the transmission radius without causing more interference as in the om-
nidirectional case.
In this work, an equivalent problem to the capacity of large-scale random net-
works is introduced: the rate of growth of the maximum fair stable throughput, that
is, the total number of packets that all sources can inject into the network, while
keeping the size of the largest queue bounded, provided all sources inject the same
amount of data. Then, the problem is formulated as a multicommodity °ow prob-
lem with a fairness constraint on the corresponding topology graph G = (V;E)
of the initial communication network. In this way, with the use of simple °ow
techniques a general characterization of the maximum fair stable throughput of a
wireless network is given containing as a special case the results of [15]. Then, as
an application of these techniques, the improvement on the rate of growth of the
maximum fair stable throughput is examined with the use of directional antennas.
Chapter 2 establishes the equivalence between the maximum fair stable through-
put and maximum fair multicommodity °ow. Two types of networks are intro-
duced, the °ow and the queueing network, and their characteristics are presented
in detail. In this way, after proving their equivalence, the problem of ¯nding the
rate of growth of the maximum fair stable throughput problem reduces to the
problem of calculating the rate of growth of the maximum fair multicommodity3
°ow on the corresponding graph G = (V;E).
Chapter 3 derives upper and lower bounds for the maximum fair multicommod-
ity °ow of our network. This two bounds coincide, therefore the rate of growth
calculated is tight and equal to £(
p
nlog
3
2(n)). Based on the analysis of chapter
2 this is also the rate of growth of the maximum fair stable throughput. Finally,
chapter 4 includes an application of the techniques used on networks with direc-
tional antennas and it is shown that the throughput is increased only by log n
factors from the omnidirectional case.Chapter 2
Maximum Multicommodity Flow
Formulation
2.1 Introduction
In this chapter the equivalence between maximum fair stable throughput and maxi-
mum fair multicommodity °ow is established. First, the problem setup is described
formally, then the °ow and queueing networks are introduced and in the end follows
the proof of the equivalence between the two network formulations.
2.1.1 Problem Setup
Consider the following network communication problem. n nodes are uniformly
distributed on the closed set [0;1] £ [0;1], forming a random graph G = (V;E),
where V denotes the set of nodes and E the set of edges of the graph. Each node
i 2 V is both a source si injecting data in the network and a destination tj for
some other source sj, j 6= i - so we have n sources s1;:::;sn and n destinations
t1;:::;tn. si can only send and receive messages from nodes within distance dn,
where dn satis¯es:
¼d
2
n =
logn + »n
n
; (2.1)
for some »n ! 1, so that the graph remains connected with probability 1 (as
n ! 1) [14]. All links have the same ¯xed ¯nite capacity c, independent of net-
work size.
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The source-destination pairs are formed as follows. Each node i corresponds
to source si. Let ¾(1;:::;n) be a permutation of the initial set of nodes f1;:::;ng,
such that ¾(i) is a number from f1;:::;ng in position i. Then, the destinations are
assigned as a permutation on the initial set of nodes chosen uniformly at random
from the set of all possible permutations such that ¾(i) 6= i. This scenario is
illustrated in Fig. 2.1.
s1
s2
r1
r2
Figure 2.1: Problem setup.
The goal is to determine the rate of growth of the maximum fair stable through-
put (MFST) of the above network, which is de¯ned as the least upper bound of
arrival rates for which the system is stable, that is, for which the distribution of its
state process converges to a proper distribution that is independent of the initial
condition [30]. In order to calculate it, the maximum fair multicommodity °ow
(MFMF) of the corresponding °ow network is computed, which is de¯ned as the
maximum sum of the commodity °ows of the network, each of which satis¯es the
constraints of capacity, skew symmetry, °ow conservation and fairness.
Intuitively, the problem of ¯nding the maximum fair stable throughput of this
network is an instance of a multicommodity °ow problem because there are n com-
modities, [6, Ch. 29] that is, the packets available for transmission from transmitter
si to receiver ti, and the sum of the packets transmitted by all sources cannot ex-
ceed the capacity of a single link. Subject to these constraints, we want to ¯nd6
the largest number of packets that can be injected simultaneously by all sources.
Let us denote the capacity of an edge e = (u;v) by c(u;v) = c, and let the
optimization variables be fi(u;v), the °ow along edge (u;v) for the i-th commod-
ity. Then, the maximum multicommodity °ow problem above takes the form of
a linear program, as shown in Table 2.1. Note also that we have introduced the
fairness constraint by requiring each individual commodity to inject °ow equal to
¸n.
Table 2.1: Linear programming formulation of the multicommodity °ow
problem.
max ¸n
subject to:
¸n =
P
(si;v)2E fi(si;v); 1 · i · n
Pn
i=1 fi(u;v) · c(u;v) = c; (u;v) 2 E
fi(u;v) = ¡fi(v;u); (u;v) 2 E;1 · i · n
P
v2V fi(u;v) = 0; u 2 V ¡ fsi;tig;1 · i · n
Now, the question is whether a multicommodity formulation is really needed,
or a simpler single commodity °ow case could be considered instead. It should
be emphasized that indeed, this problem is essentially a multicommodity problem.
The key to see why this is true is that, in the single commodity problem with
multiple sources and sinks, units of °ow travel from any source to any sink, but
in this problem, the °ow generated by one source has to reach one and only one
speci¯c sink.7
Another observation is that the maximum multicommodity °ow problem can
be NP-hard [6, Ch. 29]. However, in this setup, the fact that it is not required
for the °ows to remain integral on their way to their destination and so they are
allowed to split along di®erent paths does render the problem computationally
tractable.
2.2 Flow Network Formulation
In this section a more formal proof to the already self-evident fact that MFST is
MFMF is given. To do so, an equivalent multicommodity °ow network is con-
structed to the original MFST one.
2.2.1 MFST Setup
Our original network for which we are trying to determine the MFST is a multiclass
Jackson network of Markovian queues where we require each queue remain stable.
In particular, there are n di®erent customer classes, each one corresponding to a
certain source - destination pair (si;ti), 1 · i · n. Customers are basically indi-
vidual packets injected by a certain source into the network. They do not change
class from one node to another and they eventually leave the network, that is the
network is open.
Each customer class (packets of a particular source) has a probabilistic routing
structure, which is di®erent from other classes. In other words, a customer served
at queue u is routed to queue v with probability pi(u;v);1 · i · n, where i is
his class and the routing is independent of the past depending only on the current8
position of the customer. pi(u;v) is non-zero only if in the graph of the network
G(V;E) there exists an edge e = (u;v) 2 V between nodes u and v, and that
edge e = (u;v) belongs to one of the paths from source si to destination ti car-
rying non-zero °ow for class i. The customer exits the network with probability
1¡
P
v2V pi(u;v), which is non-zero and equal to 1 only if node u is the destination.
Now, the external average arrival rates at each source are independent Poisson
with intensity ¸i;1 · i · n. At node u, we only have external arrivals of customers
of class i, if u = i. The average °ow rate of arrivals of customer class i entering
queue v is ¸i(v);1 · i · n, satisfying the °ow conservation equations [4]:
¸i(v) = ¸i +
X
u2V :(u;v)2E
¸i(u)pi(u;v);
where ¸i =
8
> <
> :
¸n; if v = i
0; otherwise.
According to these equations for customer class i, the °ow entering queue v is
equal to the sum of two components. The ¯rst one is the external arrival rate ¸i
of customer class i, which is ¸n for all customer classes only if v = i, that is, only
if queue v is the source of that particular customer class. The second is the °ow
rate of arrivals of that customer class arriving from adjacent queues of the network
¸i(u;v) = ¸i(u)pi(u;v).
Each node of this network has an in¯nite bu®er, that is there are no restrictions
on waiting capacities. The queueing discipline is First Come First Serve and each
queue has a single server. The service times for all classes are iid exponential and
independent of the arrival process or the queue size, with mean ¹v for queue v.9
The tra±c intensity of queue v is therefore ½v =
Pn
i=1 ¸i(v)
¹v ; and an individual queue
v of the above network is stable if and only if ½v < 1.
Given these details of the queueing network, we wish to de¯ne an equivalent
°ow network so that we determine the rate of growth of the MFST through the
corresponding MFMF.
2.2.2 MFMF Setup
Intuitively, there is a direct correspondence between the queueing network as de-
¯ned above and the °ow network on its topology graph G(V;E):
1. n customer classes Ã! n commodities,
2. ¸n external arrival rate for customer class i at queue i Ã! ¸n units of °ow
for commodity i injected at node i,
3. ¸i(u;v) average °ow rate of arrivals of customer class i at queue v from queue
u Ã! fi(u;v) units of incoming °ow of commodity i at node v from node u,
4. Flow conservation in the queueing network [4]:
¸i(v) = ¸i +
X
u2V :(u;v)2E
¸i(u;v);
where ¸i =
8
> <
> :
¸n; if v = i
0; otherwise.
Ã! Flow conservation in the multicommodity °ow network [6]:
X
u2V :(u;v)2E
fi(u;v) =
8
> > > > <
> > > > :
¸n; if v = ti
0; if v = si
P
q2V :(v;q)2E fi(v;q); otherwise.10
Or, equivalently:
¸n =
P
(si;v)2E fi(si;v); 1 · i · n
P
v2V fi(u;v) = 0; u 2 V ¡ fsi;tig;1 · i · n
5. Stability condition in the queueing network:
½v < 1 ,
Pn
i=1 ¸i(v)
¹v
< 1 ,
n X
i=1
¸i(v) < ¹v:
Ã! Capacity constraint in the multicommodity °ow network:
n X
i=1
fi(u;v) < c(u;v) = c;8(u;v) 2 E:
Combining all the conditions above for the multicommodity °ow network, we
get the linear program introduced in Table 2.1. As can be seen, the values of the
°ows returned by this linear program are equivalent to the expected values of the
arrival rates in the original network. We will be establishing this equivalence only
in terms of average values.
2.3 Equivalence of the two Formulations
In this section, the proof of the equivalence between the two network formulations
is given through the following theorem:
Theorem 1 Let ¸n be the amount of data, each source injects into the network.
Then, the network is stable at input rate ¸n if and only if n commodities of value
¸n are feasible in the multicommodity network.
Proof First, let us note again that the queueing network described in the pre-
vious section is a multiclass Jackson network of Markovian queues. The state
process of the queueing network at a given time is q = (q1;q2;:::qn), where qi is11
the state of queue i given by the total number of customers in the queue, their
class and the relative order of arrival of customers of di®erent classes. It can be
viewed as the state of a Markov chain, where transitions correspond either to an ex-
ternal arrival or departure, or the moving of a customer from one queue to another.
Since we are interested in determining the maximum stable throughput of this
network, the system has to be stable as de¯ned earlier. In order for this to be true,
the markov chain of the system has to be irreducible and positive recurrent, that
is, it has to be described by a unique stationary distribution. This is veri¯ed by
Jackson's theorem for multiple classes of customers [4]:
Let us assume that the °ow balance equations of the total arrival rate at each
queue for each customer class, ¸i(v) = ¸i +
P
u2V :(u;v)2E ¸i(u;v), have a unique
solution and that ½v =
Pn
i=1 ¸i(v)
¹v . Then, the network has a product-form invari-
ant distribution described by the steady-state probability P(s) = P(s1;s2;:::;sn) of
having a total of si customers at queue i irrespective of class. In particular,
P(s) =
n Y
i=1
P(si) =
n Y
i=1
½
si
i (1 ¡ ½i):
The result of this theorem is that each of the queues of the network act like
independent M/M/1 queues, because of the product form of the steady-state prob-
ability distribution. The reason why we say act like is that the total input °ows in
each of the queues of this network are not truly Poisson [30]. In this way, we can
consider each of them separately and prove that if the equivalence of the maximum
stable throughput and the maximum multicommodity °ow problem holds in the
case of the single node, then it can be generalized to the entire network.12
An individual queue v of the above network is stable if and only if ½v < 1. As
shown in Jackson's theorem, if the arrival rates at each queue are such that equi-
librium exists, then the state process of the entire network converges to a proper
distribution, independent of the initial condition. In other words, if each individ-
ual queue of the network is stable, then the entire network is stable as well. The
converse is also true. Let us suppose that there exists a queue that is unstable
even though the entire network is stable and admits the product form invariant
distribution given above. Then, this distribution cannot be proper since one of its
components corresponding to the unstable queue is not either. This result con-
tradicts the initial assumptions. Thus, each queue of this network is stable if and
only if the entire network is stable.
So, now, let us look at an instance of the °ow and the queueing network and
focus on a particular node v of the network as shown in Fig. 2.2:
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node/queue
v
Figure 2.2: An instance of a node v of our network with a certain number of
incoming and outgoing edges.
According to the MFMF and MFST correspondence established in section 2.2.2
we have that the two optimization problems are the same:
² The maximization variable is in both cases ¸n.13
² The conditions of the two optimization problems coincide:
1. Flow conservation. For the MFST setup the average number of customers
that enter the network are equal to the average number of customers that
exit. For a particular queue, the customers of a certain customer class arriv-
ing are equal to the ones leaving unless that queue is the source or destination.
Similarly, for the MFMF setup the units of °ow injected in the network are
equal to the units of °ow exiting. For a particular node, the incoming °ow of
a certain commodity is equal to the outgoing unless that node is the source
or destination.
The variables are ¸i(u;v) rate of arrivals of customer class i on edge (u;v)
for the MFST case:
¸i(v) =
X
u2V :(v;u)2E
¸i(v;u) =
8
> <
> :
P
u2V :(u;v)2E ¸i(u;v); if v 6= fsi;tig
¸n +
P
u2V :(u;v)2E ¸i(u;v); otherwise,
and fi(u;v) units of °ow of commodity i on edge (u;v) for the MFMF case:
X
u2V :(v;u)2E
fi(v;u) =
8
> <
> :
P
u2V :(u;v)2E fi(u;v) if v 6= fsi;tig
¸n +
P
u2V :(u;v)2E fi(u;v) otherwise.
If for each customer class i we set the routing probability on an edge e equal
to the fraction of the corresponding commodity i going along that edge e,
then the last two conditions become the same.
2. Stability for the MFST and capacity constraints for the MFMF setup. These
conditions determine how much data we can inject into the network. In the
¯rst case, we can keep increasing ¸n as long as for every queue in the network,
the service rate is greater than the average number of arrivals. In the second14
case, we can keep increasing ¸n as long as for every edge in the network, °ow
does not exceed capacity c. Therefore, we get for the MFST setup:
½v < 1 ,
Pn
i=1 ¸i(v)
¹v
< 1 ,
n X
i=1
X
u2V :(v;u)2E
¸i(v;u) < ¹v;
and for the MFMF network:
n X
i=1
fi(u;v) < c(u;v) = c ,
n X
i=1
X
u2V :(v;u)2E
fi(v;u) <
X
u2V :(v;u)2E
c:
By setting for each queue v:
¹v =
X
u2V :(v;u)2E
c;
the last two conditions become the same.
2.4 Conclusion
In this chapter, it was shown that in order to compute the rate of growth of the
maximum stable throughput, the rate of growth of the maximum multicommodity
°ow can be calculated instead in the corresponding °ow network. Let us note that
the equivalence proven above is veri¯ed in terms of average external arrival rates
and average °ow rate of arrivals into each node. The impact of a high variance and
in general of higher order moments of these processes is not taken into account. In
this way, when we will try to maximize the multicommodity °ow in our analysis
later on, we will be trying to optimize the average levels of link tra±c alone, and
not any other tra±c statistics as for example packet delay. However, since we are
interested in the rate of growth of the maximum stable throughput of our network,
this fact does not become a major issue.Chapter 3
Formulation of Upper/Lower Bounds for
the Multicommodity Flow Problem
3.1 Introduction
Not much is known about the structure of optimal solutions to the maximum
multicommodity °ow problem introduced in Table 2.1. The techniques for deciding
whether a particular amount of °ow for each commodity can be supported by the
network, after formulating this problem as a linear program, is answering the non-
emptiness question for its polytope of optimization using a standard LP solver [11],
or some of the e±cient algorithms for maximum multi°ow as that of Karger and
Plotkin [16]. With these techniques we are only able to obtain numerical results
for our problem. We are thus motivated to search for an equivalent alternative
formulation. One such possible alternative is to consider only tra±c generated
by sources on the left half of the network with destinations on the right half as
illustrated in Fig. 3.1.
Figure 3.1: Sources are on the left half of the network and sinks on the right.
Using this new formulation, which is equivalent to the original one as shown
later, we can derive upper and lower bounds for the MFMF in G. The upper
1516
bound is obtained by removing the multicommodity constraints in the new linear
program and solving analytically the resulting classical single commodity problem
with the help of the max-°ow min-cut theorem. The lower bound is obtained by
constructing a feasible multicommodity °ow for the new formulation.
In this chapter, these bounds for the rate of growth of the multicommodity
°ow problem are derived. First, a set of tools is introduced that will be used
extensively in the analysis to follow. Then, we justify why the alternative formu-
lation given above is equivalent to the original one. Finally, the upper and lower
bounds are formed and evaluated. Since they coincide, the rate of growth of the
multicommodity °ow computed is tight.
3.1.1 Tools
In order to compute the value of a single commodity max °ow in our network, we
make use of a standard result in °ow networks: the max-°ow min-cut theorem of
Ford and Fulkerson [8].
The Max-Flow Min-Cut Theorem
f is a °ow of maximum value i® jfj = c(V1;V2) (for some cut (V1;V2)).
In our network we choose the following cut:
V1 = f(xi;yi) 2 V \ [0; 1
2) £ [0;1]g;
V2 = f(xi;yi) 2 V \ [1
2;1] £ [0;1]g:
The cut is shown in Fig. 3.2. In this way, in order to compute the maximum
°ow we need to determine how many edges straddle the c(V1;V2) cut. To do17
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R
Figure 3.2:The cut we choose in our network to derive bounds. L and R are
sections of the network on each side of the cut boundary, of width dn,
the transmission range.
that, we proceed in two steps. First, we compute the expected number of edges
that straddle this cut, with this expectation taken as an ensemble average over all
possible network realizations. Then, we derive sharp concentration results: given
an arbitrary network realization, we show that, in this network, the actual number
of edges that straddle the cut has the exact same rate of growth (in the £ sense
of [10]) as the ensemble mean does with probability 1 as n ! 1.
Expected Values
What is the average number of nodes in a subset A µ ([0;1] £ [0;1])? A straight-
forward calculation shows that:
E(Number of nodes in A) = nP(A) = n
Z
A
fX;Y (x;y)dxdy = njAj; (3.1)
where jAj denotes the area of A.
Cherno® bounds
In order to prove sharp concentration results, we bound the probability of devia-
tions from the mean of sums of independent random variables. Suppose X1 :::Xn
are iid and uniformly distributed n points on the [0;1] £ [0;1] plane. Consider
we have a number of subsets Aj ½ [0;1] £ [0;1], for j = 1:::f(n) (the number of18
subsets may depend on the number of points n), and denote the area of any such
subset by jAjj. We de¯ne the random variables:
Nij =
8
> <
> :
1; Xi 2 Aj
0; otherwise.
Since the Xi's are independent, the Nij's are also independent.
Now, let Nj be another random variable de¯ned as the number of points in
Aj, i.e., Nj =
Pn
i=1 Nij. We see in this case that the Nj's, j = 1:::f(n) are
random variables where each is the sum of n iid binary random variables (but
not necessarily independent among the Nj's themselves). The expected number of
points in Aj is E(Nj) = njAjj by (eq. 2.1). For the family of variables Nj, we have
the following standard results, known as the Cherno® bounds (see, e.g., [20, Ch.
4]):
1. For any ± > 0:
P [Nj > (1 + ±)njAjj] <
µ
e±
(1 + ±)1+±
¶njAjj
:
2. For any 0 < ± < 1:
P [Nj < (1 ¡ ±)njAjj] < e
¡ 1
2njAjj±2
:
With a few simple calculations we can rewrite the ¯rst bound as follows:
P [Nj > njAjj + ±njAjj] <
Ã
e±
(eln(1+±))
1+±
!njAjj
)
P [(Nj ¡ njAjj) > ±njAjj] <
µ
e±
e(1+±)ln(1+±)
¶njAjj
)
P [(Nj ¡ njAjj) > ±njAjj] <
¡
e
±¡(1+±)ln(1+±)¢njAjj
)19
P [(Nj ¡ njAjj) > ±njAjj] < e
(±¡(1+±)ln(1+±))njAjj )
P [(Nj ¡ njAjj) > ±njAjj] < e
¡µ1njAjj; where ¡ µ1 = ± ¡ (1 + ±)ln(1 + ±): (3.2)
We can also rewrite the second bound in the following way:
P [(Nj ¡ njAjj) < ¡±njAjj] < e
(¡ 1
2±2)njAjj )
P [(Nj ¡ njAjj) < ¡±njAjj] < e
¡µ2njAjj; where ¡ µ2 = ¡
1
2
±
2 (3.3)
Combining the two last expressions of the bounds, and since the ¯rst is true for
any ± > 0, and the second for any 0 < ± < 1, we can say that for any 0 < ± < 1:
P [ jNj ¡ njAjjj > ±njAjj ] < e
¡µnjAjj: (3.4)
In order for the last equation to hold, both inequalities corresponding to the two
bounds must be satis¯ed for a certain value of ±. To do this, we de¯ne:
µ = max(µ1;µ2); and so µ > 0 always.
We choose Eq.(3.4) in the analysis to follow in order to prove for certain random
variables that as n ! 1, deviations from their mean by more than a constant
factor occur with probability 0. This sharp concentration result is true when both
Cherno® bounds are satis¯ed which can be easily veri¯ed using Eq.(3.4). Note
that for njAjj ! 1 as n ! 1, we get that e¡µnjAjj ! 0, and so
lim
n!1
P [ jNj ¡ njAjjj > ±njAjj ] ! 0 )
lim
n!1
P [ jNj ¡ njAjjj · ±njAjj ] ! 1 )
lim
n!1
P [ 0 · (1 ¡ ±)njAjj · Nj · (1 + ±)njAjj ] ! 1 )
lim
n!1
P [Nj = £(njAjj) ] ! 1;
that is, Nj = £(njAjj) with probability 1 as n ! 1, according to the de¯nition:
£(g(n)) = fh(n) : 9c1 > 0;c2 > 0;n0 : 0 · c1g(n) · h(n) · c2g(n), 8n ¸ n0:g20
3.2 Source-Sink Distribution
In the analysis to follow we are going to consider sources only on the left half of
the network and destinations on the other half. In this section, we prove why this
is a fair assumption which does not have a signi¯cant impact on the ¯nal results.
First of all, considering only sources on the left half of the network, which we
de¯ned earlier as V1 = f(xi;yi) 2 V \[0; 1
2)£[0;1]g and destinations on the right,
de¯ned as V2 = f(xi;yi) 2 V \ [1
2;1] £ [0;1]g, means that we are only looking at
source-destination pairs located at di®erent sides of the c(V1;V2) cut. This means
that in our linear programming formulation in Table 2.1 we are basically adding
one more constraint: We set to 0 the demands of the sources either located in V2
or having destinations in V1. In this way, our linear program takes the form of
Table 3.1.
Table 3.1: Linear programming formulation of the multicommodity °ow
problem where °ow not going from left to right is set to 0.
max ¸0
n
subject to:
¸0
n =
P
(si;v)2E fi(si;v); v 2 V; (si;ti) 2 V1 £ V2; 1 · i · n
Pn
i=1 fi(u;v) · c(u;v) = c; (u;v) 2 E
fi(u;v) = ¡fi(v;u); (u;v) 2 E; 1 · i · n
P
v2V fi(u;v) = 0; u 2 fV ¡ fsi;tigg; 1 · i · n
fi(si;v) = 0; 8(si;ti) = 2 V1 £ V2:21
This constraint changes the result of the linear program at most by a constant
factor and therefore asymptotically we get the same values from Table 2.1 and
Table 3.1. The reason for this is the following: Intuitively, since the nodes of our
network are uniformly distributed, we should have about n=2 nodes in V1 and n=2
nodes in V2. At the same time, since the source/destination pairs are uniformly
distributed, about n=4 of the sources are placed on the left side of the network with
destinations on the right side. Due to the fairness constraint all sources inject the
same amount of data, and so to compute the MFMF, instead of summing over
n the maximum value of a commodity, we sum it over ¼ n
4. What is more, the
underlying topology remains the same, therefore the nodes whose demands are set
to 0 can still act as relays which is why we say that the MFMF °ow is reduced at
most by a factor of 4. Hence, by considering only tra±c generated by sources in V1
for destinations in V2 the value of the linear program remains of the same order.
To see this more formally with respect to the linear programs, let us de¯ne the
following random variables:
Ii =
8
> <
> :
1; (si;ti) 2 V1 £ V2
0; otherwise.
I =
Pn
i=1 Ii is another random variable whose value is equal to the number of pairs
that are located in V1 £ V2. We would like to compute how many are these pairs
in order to calculate the di®erence between the values of the two linear programs.
First, we have:
E(I) = E
Ã
n X
i=1
Ii
!
=
n X
i=1
E(Ii);
due to linearity of expectation. Now,
E(Ii) = 1P((si;ti) 2 V1 £ V2) + 0P((si;ti) = 2 V1 £ V2) = P(si 2 V1;ti 2 V2):22
Since the nodes in our network are uniformly and independently distributed, we
have that [si 2 V1] and [ti 2 V2] are independent events, and therefore:
E(Ii) = P(si 2 V1;ti 2 V2) = P(si 2 V1)P(ti 2 V2) =
1
2
£
1
2
=
1
4
;
which ¯nally gives us:
E(I) =
n X
i=1
E(Ii) =
n X
i=1
1
4
=
n
4
:
This expected number occurs with high probability as n ! 1 because according
to the Cherno® bound,
P [ jI ¡ E(I)j > ±E(I) ] < e
¡µE(I) = e
¡µ n
4 ! 0;
as n ! 1. In this way, with high probability, there are only n
4 sources in V1 with
destinations in V2, so the value of the multicommodity problem decreases at most
by a factor of 4 as claimed earlier, and therefore remains of the same order. The
above was illustrated in Fig. 3.1.
3.3 Construction of the Bounds
3.3.1 Upper Bound
In order to obtain an upper bound we compute the rate of growth of the maximum
°ow on the same network. The max °ow problem can also be formulated as a linear
program shown in Table 3.2. Now, the maximum multicommodity °ow problem is
adding more constraints to the linear program of the maximum °ow and therefore
it reduces the ¯nal value. The extra constraints come from the fact that the °ows
injected by the di®erent sources have to reach a particular destination and not any
of the multiple destinations. In this way, the upper bound is equal to the value of23
a single commodity °ow problem involving only sources on the left and sinks on
the right.
Table 3.2: Linear programming formulation of the single commodity °ow
problem.
max nºn
subject to:
nºn =
P
u2V f(s;u); (s;u) 2 E
f(u;v) · c(u;v) = c; (u;v) 2 E
f(u;v) = ¡f(v;u); (u;v) 2 E
P
v2V f(u;v) = 0; u 2 V ¡ fs;tg
3.3.2 Lower Bound
In order to obtain a lower bound we construct an explicit solution to the linear
program in Table 3.1 that is feasible with probability 1 as n ! 1. To do so, we
de¯ne a particular routing algorithm for each commodity i and then compute the
achievable throughput in our network by following this scheme. The algorithm
makes use of an important property of our graph:
Lemma 1 Let us split the [0;1] £ [0;1] area into square cells of area lnd2
n, with
dn as de¯ned in (2.1) and ln > 0 such that the number of cells 1
lnd2
n is an integer.
Then, the number of nodes contained simultaneously in every cell is £(logn)
with probability going to 1 as n ! 1.24
Proof We will use the tools developed in 3.1.1. First, note that the expected
number of nodes Ni in each cell is E(Ni) = nlnd2
n = £(logn): According to the
Cherno® bounds this number occurs with probability going to 1 as n ! 1, since
the probability of deviating by more than a constant factor of the expected value
is:
P
£
jNi ¡ nlnd
2
nj > ±nlnd
2
n
¤
< e
¡µnlnd2
n ¼ e
¡ µ
¼ln logn ! 0; (3.5)
as n ! 1. Now, de¯ne the event Ei = [ jNi ¡ nlnd2
nj · ±nlnd2
n ] cell i contains
£(logn) nodes. We have for all cells simultaneously that:
P
2
6
4
1
lnd2
n \
i=1
Ei
3
7
5 = 1 ¡ P
2
6
4
1
lnd2
n [
i=1
E
c
i
3
7
5 ¸ 1 ¡
1
lnd2
n X
i=1
P[E
c
i];
due to the union bound. But, P[Ec
i] = P [ jNi ¡ nlnd2
nj > ±nlnd2
n ] < e¡µnlnd2
n, from
eqn. (3.5), therefore:
P
2
6
4
1
lnd2
n \
i=1
Ei
3
7
5 ¸ 1¡
1
lnd2
n X
i=1
e
¡µnlnd2
n ¸ 1¡
e¡µnlnd2
n
lnd2
n
;
and so by replacing dn we get:
P
2
6
4
1
lnd2
n \
i=1
Ei
3
7
5 ¸ 1¡
e¡ µ
¼ln logn
ln logn
n¼
¸ 1¡
1
ln
¼ n
lnµ
¼ ¡1 ! 1;
as n ! 1 for lnµ
¼ > 1. In this way, the number of nodes in every cell simultaneously
is £(logn) as n ! 1.
By splitting the [0;1] £ [0;1] area into cells of area lnd2
n we are forming a grid
structure on our initial graph, as shown in Fig. 3.3. Each cell can be regarded as
a supernode containing £(logn) nodes according to the previous lemma. We will
be using this grid structure in the de¯nition and analysis of our algorithm.25
1
1 0
ln dn *
2
Figure 3.3:The grid construction on our initial graph.
3.4 Upper Bound Evaluation
We follow the steps that where described earlier: ¯rst, we count the expected
number of edges that straddle the c(V1;V2) cut and then prove that this number
occurs with high probability in almost all network realizations.
3.4.1 Counting Edges Across the Cut
Average Number of Edges
Let us ¯x a particular node on the left side of the cut, L. The number of edges
that cross the cut for that one node is exactly the number of nodes in the right
side of the cut, R, that are within distance dn. Therefore, for an arbitrary point
z = (x;y) in L = [1
2 ¡dn; 1
2)£[0;1], we draw a circle of radius dn and center (x;y).
The points w = (x0;y0) in R = [1
2; 1
2 + dn] £ [0;1] that are inside the circle are
equal to the number of edges we want to count. These points z and w for which
an edge exists satisfy the following conditions: (1) 1
2 ¡ dn · x · 1
2; (2) either (a)
0 · y · 1, or (b) dn · y · 1 ¡ dn; (3) 1
2 < x0; and (4) (x0 ¡ x)2 + (y0 ¡ y)2 · d2
n.
The situation is illustrated in Fig. 3.4.26
d
n d
n
(x,y)
L R
ϑ
Qxy
Figure 3.4: To illustrate constraints on edges.
For each z = (x;y), we get the average number of points w = (x0;y0) within the
shaded arc Qxy in Fig. 3.4 using eqn. (3.1): E(Number of points in Qxy) = njQxyj.
To compute the area of Qxy, we let # denote the angle of the arc illustrated in
Fig. 3.4. Then, it follows from elementary trigonometric identities that sin ¼¡#
2 =
1
2¡x
dn , and so cos #
2 =
1
2¡x
dn . Therefore, jQxyj = 1
2#d2
n ¡ 1
2dn cos #
22dn sin #
2 = 1
2#d2
n ¡
1
2d2
n sin# = 1
2d2
n(# ¡ sin#). Plugging this expression into njQxyj, we get njQxyj =
n1
2d2
n(# ¡ sin#). But from the trigonometric identities above, we have that # =
2arccos
1
2¡x
dn and hence, sin# = 2sin #
2 cos #
2, which implies sin2 # = 4sin2 #
2 cos2 #
2,
and so sin2 # = 4(1¡cos2 #
2)cos2 #
2. Now, since 0 · # · ¼, sin# ¸ 0, ¯nally, we get
an expression for njQxyj in terms of n, dn, and the coordinates of the transmitter
z = (x;y):
njQxyj =
1
2
nd
2
n(# ¡ sin#)
=
1
2
nd
2
n
Ã
2arccos
1
2 ¡ x
dn
¡ 2cos
#
2
r
1 ¡ cos2 #
2
!
= nd
2
n
0
@arccos
1
2 ¡ x
dn
¡
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
1
A:
The result above is the average number of edges that cross the cut, starting
at a ¯xed point z = (x;y) in L. To calculate the total number of edges S that
cross the cut on average, we need to add up njQxyj over all nodes z, (i.e., compute
S =
P
z2L njQxyj).27
The value of jQxyj is clearly dependent on the location of z: for z's in L near
the boundary of the cut (x ¼ 1
2), # ¼ ¼ and hence the shaded area is large; for z's
still in L but far from the boundary of the cut (x ¼ 1
2 ¡ dn), # ¼ 0 and hence the
shaded area is small. Furthermore, except near the top and bottom boundaries,
the area of Qxy is independent of y. Therefore, to obtain a simple expression for
the sum, our ¯rst step consists of dividing L into dn
¢ thin strips of height 1 and
width ¢ (for ¢ ¿ dn), and expanding
P
z2L njQxyj in two di®erent ways:
Sa =
dn=¢ X
k=1
njQxyj ¢ jfz = (x;y) 2 L : 0 · y · 1gj
| {z }
sa
;
Sb =
dn=¢ X
k=1
njQxyj ¢ jfz = (x;y) 2 L : dn · y · 1 ¡ dngj
| {z }
sb
;
(in both cases, we take 1
2 ¡ dn + (k ¡ 1)¢ · x · 1
2 ¡ dn + k¢). Sa is an upper
bound on
P
z2L njQxyj, since we may count edges that end up outside the network;
Sb is a lower bound, since we may not count some valid edges close to the network
boundary; but as long as dn ! 0 as n ! 1, both bounds become tight and equal
to
P
z2L njQxyj. The next step is to observe that once again we can approximate
the size estimates sa and sb using eqn. (3.1): sa = n¢ and sb = n(1 ¡ 2dn)¢.
Hence we get:
Sa =
dn=¢ X
k=1
njQxyj ¢ n¢ = n
2¢
dn=¢ X
k=1
jQxyj
¢!0 ! n
2
Z 1
2
x= 1
2¡dn
Z 1
y=0
jQxyjdxdy;
Sb =
dn=¢ X
k=1
njQxyj ¢ n(1 ¡ 2dn)¢ = n
2(1 ¡ 2dn)¢
dn=¢ X
k=1
jQxyj
¢!0 ! n
2
Z 1
2
x= 1
2¡dn
Z 1¡dn
y=dn
jQxyjdxdy;28
since ¢
Pdn=¢
k=1 jQxyj is a Riemann sum that, as we let ¢ ! 0, converges to the
integral over an appropriate region of jQxyj.
And now we are almost done. Since Sb ·
P
z2L njQxyj · Sa, and we have that
for n large, Sa ¼ Sb ¼ n2 R
L jQxyj, we ¯nally get:
X
z2L
njQxyj ¼ n
2
Z
L
jQxyjdp
= n
2
Z 1
2
1
2¡dn
Z 1
0
d
2
n[arccos
1
2 ¡ x
dn
¡
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
]dydx
= n
2d
2
n
Z 1
2
1
2¡dn
Z 1
0
arccos
1
2 ¡ x
dn
dydx
¡n
2d
2
n
Z 1
2
1
2¡dn
Z 1
0
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
dydx
= n
2d
2
n
Z 1
2
1
2¡dn
arccos
1
2 ¡ x
dn
dx
¡n
2d
2
n
Z 1
2
1
2¡dn
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
dx
(a)
= ¡n
2d
3
n
µZ 0
1
arccosudu + n
2
Z 0
1
u
p
1 ¡ u2du
¶
= n
2d
3
n
µZ 1
0
arccosudu ¡ n
2
Z 1
0
u
p
1 ¡ u2du
¶
= n
2d
3
n ¡ 1
3n
2d
3
n
= 2
3n
2d
3
n;
where (a) follows from the change of variable
1
2¡x
dn = u.29
3.4.2 Sharp Concentration Results
Our next goal is to show that the actual number of edges straddling the cut in any
realization of the network is sharply concentrated around its mean. That is, in al-
most all networks, the number of edges across the cut is £(n2d3
n) = £(
p
nlog
3
2(n));
for dn de¯ned in (Eq. 2.1).
Let us de¯ne a binary random variable Nij, which takes the value 1 if the i-th
node is within the transmission range of a node at coordinates (xj;yj) = (x;y) on
the other side of the cut, as illustrated in Fig. 3.4:
Nij =
8
> <
> :
1; Xi 2 Q(xj;yj)
0; otherwise.
Let p denote the probability that Xi is in Q(xj;yj) (i.e., that Nij = 1). Then,
p = jQ(xj;yj)j = 1
2d2
n(# ¡ sin(#)), with 0 · # · ¼ is as in Fig. 3.4. Therefore,
de¯ning ·# as 1
2(# ¡ sin(#)), we have p = jQ(xj;yj)j = ·#d2
n = £(·#
logn
n ) from
(Eq. 2.1).
De¯ne Nj =
Pn
i=1 Nij as the number of points in Q(xj;yj). In this case, we have
E(Nj) = E(
Pn
i=1 Nij) =
Pn
i=1 p ¢ 1 + (1 ¡ p) ¢ 0 = np = £(·# log(n)). Now, by
eqn. (3.4), we have that
P(jNj ¡ ·# log(n)j > ±·# log(n)) < e
¡µ·# log(n) = n
¡µ·#;
As n ! 1 this probability tends to zero, and therefore, in almost all network
realizations, a node on the left side of the cut is connected to £(·# log(n)) nodes
on the right side. Therefore, the actual number of edges across the cut is sharply
concentrated around its mean.30
3.5 Lower Bound Evaluation
In this section, we describe a routing algorithm and compute the maximum mul-
ticommodity °ow according to this scheme. This gives us a lower bound to the
MFMF that can be achieved in our network.
3.5.1 A Routing Algorithm
The algorithm described here is followed between nodes on the grid de¯ned in
3.3.2. It calls the function getpath() introduced next for each source-destination
pair. Suppose source si wants to transmit to destination ti. The input values to
the function are the location points of the source and the destination on the graph.
The output is the path from the source to the destination on the grid.
We start with a formal description of the algorithm and then give an analysis
of its performance. Let us begin with the function getpath(). The input values
are the coordinates (xs;ys) and (xt;yt) of the source (s := si) and sink (t := ti)
respectively. The output is the path P.
getpath():
² Initialization: P = f(xs;ys)g and (xk;yk) = (xs;ys).
² Fixing x-axis coordinate:
while
³
b
xk p
lndnc < b xt p
lndnc
´
do:
1. choose uniformly at random any point on right adjacent cell with coor-31
dinates (xl;yl) such that xl satis¯es:
µ
b
xk p
lndn
c +
p
lndn
¶
· xl ·
µ
b
xk p
lndn
c + 2
p
lndn
¶
;
and yl satis¯es:
b
yk p
lndn
c · yl ·
µ
b
yk p
lndn
c +
p
lndn
¶
:
2. add points to P along the shortest path from (xk;yk) to (xl;yl).
3. P = P
S
(xl;yl); (xk;yk) = (xl;yl).
endwhile.
² Fixing y-axis coordinate:
while
³
b
yk p
lndnc 6= b
yt p
lndnc
´
do:
1. choose uniformly at random any point on vertical adjacent cell with
coordinates (xl;yl) such that xl satis¯es:
b
xk p
lndn
c · xl ·
µ
b
xk p
lndn
c +
p
lndn
¶
and yl satis¯es: if ys < yt,
µ
b
yk p
lndn
c +
p
lndn
¶
· yl ·
µ
b
yk p
lndn
c + 2
p
lndn
¶
;
else
µ
b
yk p
lndn
c ¡
p
lndn
¶
· yl · b
yk p
lndn
c:
2. add points to P along the shortest path from (xk;yk) to (xl;yl).
3. P = P
S
(xl;yl); (xk;yk) = (xl;yl).
endwhile.32
² add points to P along the shortest path from (xk;yk) to (xt;yt).
² P = P
S
(xt;yt).
² return P.
Algorithm: for i = 1;::;n do: Pi := getpath(si;ti).
Analysis: As described earlier, the algorithm computes the paths to be followed
by the n commodities on the grid by calling the function getpath() for each of the
n corresponding source-destination pairs. Now, the function getpath() works as
follows:
Initially, the path i contains only the source i located at (xs;ys). In order to
reach the destination at (xt;yt), °ow i moves horizontally ¯rst along the x-axis
and then vertically along the y-axis until it results in the cell of the destination,
as illustrated in Fig. 3.5.
ti
i s
0
1
1
Figure 3.5: Path i on the grid between the source-destination pair si ¡ ti.
In this way, in the main body of the function there are two parts. In the ¯rst
one, we keep adding points in P from horizontally adjacent cells until we get that33
³
b
xk p
lndnc = b xt p
lndnc
´
. That is, until we reach the cell with same x-axis coordinates
as the one of the destination. To verify the correctness of the ¯rst while loop we
have:
Lemma 2 xs < xt always.
Proof Since the sources are located on the left half of the network and destina-
tions on the right half with respect to the c(V1;V2) cut, it follows that we must
have xs < xt.
Lemma 3 If (xl;yl) is the last node added in the path in each iteration, with
(xl;yl) satisfying
³
b
xk p
lndnc +
p
lndn
´
· xl · (b
xk p
lndnc + 2
p
lndn), and b
yk p
lndnc ·
yl ·
³
b
yk p
lndnc +
p
lndn
´
, then °ow moves along adjacent cells.
Proof Since each cell has area lnd2
n, its dimensions are
p
lndn £
p
lndn. At the
beginning of each iteration, the last node (xk;yk) contained in P is in the cell with
coordinates
·
b
xk p
lndn
c;
µ
b
xk p
lndn
c +
p
lndn
¶¸
£
·
b
yk p
lndn
c;
µ
b
yk p
lndn
c +
p
lndn
¶¸
:
Since we are moving horizontally, the last point (xl;yl) we add to the path in step
3 is located in the adjacent cell on the right. The coordinates of this cell are
·µ
b
xk p
lndn
c +
p
lndn
¶
;
µ
b
xk p
lndn
c + 2
p
lndn
¶¸
£
·
b
yk p
lndn
c;
µ
b
yk p
lndn
c +
p
lndn
¶¸
;
and the statement follows. Note that in step 2 we follow a constant number of
hops from the cell of (xk;yk) to the adjacent one.34
Lemma 4 When
³
b
xk p
lndnc = b xt p
lndnc
´
, °ow no longer needs to move horizontally
along the x-axis.
Proof The dimensions of each cell are
p
lndn £
p
lndn. Therefore, once we get
that
³
b
xk p
lndnc < b xt p
lndnc
´
, (xk;yk) is located at the same horizontal position as
the cell of the destination. This means that after ¯xing the y-axis coordinate the
destination can be reached in a constant number of hops within the cell of the
destination. Hence, °ow does not need to move horizontally anymore.
In the second part of getpath(), we start moving vertically. In this case, the
condition of the while loop is
³
b
yk p
lndnc 6= b
yt p
lndnc
´
, that is, the function stops
when the cell of the destination is reached. From that point, we are only hops
away within the cell of the ¯nal destination and therefore these points and (xt;yt)
can be added to the path P and getpath() returns. Once more, to verify the cor-
rectness of the while loop, we prove the following lemmas:
Lemma 5 If (xl;yl) is the last node added in the path in each iteration, with
(xl;yl) satisfying b
xk p
lndnc · xl ·
³
b
xk p
lndnc +
p
lndn
´
, and
³
b
yk p
lndnc +
p
lndn
´
·
yl ·
³
b
yk p
lndnc + 2
p
lndn
´
if ys < yt, else
³
b
yk p
lndnc ¡
p
lndn
´
· yl · b
yk p
lndnc, then
°ow moves along adjacent cells.
Proof At the beginning of each iteration, the last node (xk;yk) contained in P
is in the cell with coordinates
·
b
xk p
lndn
c;
µ
b
xk p
lndn
c +
p
lndn
¶¸
£
·
b
yk p
lndn
c;
µ
b
yk p
lndn
c +
p
lndn
¶¸
:
Since we are moving vertically, the last point (xl;yl) we add to the path is located
in the adjacent cell upwards or downwards. If ys < yt we need to move upwards35
whereas if ys > yt downwards. Therefore, when ys < yt the coordinates of the
adjacent cell are
·
b
xk p
lndn
c;
µ
b
xk p
lndn
c +
p
lndn
¶¸
£
·µ
b
yk p
lndn
c +
p
lndn
¶
;
µ
b
yk p
lndn
c + 2
p
lndn
¶¸
;
whereas if ys > yt the coordinates of the adjacent cell are
·
b
xk p
lndn
c;
µ
b
xk p
lndn
c +
p
lndn
¶¸
£
·µ
b
yk p
lndn
c ¡
p
lndn
¶
;b
yk p
lndn
c
¸
;
and the statement follows.
Lemma 6 If
³
b
yk p
lndnc = b
yt p
lndnc
´
, the only points that need to be added to P are
within the cell of (xt;yt) and the function terminates.
Proof From the previous while loop we had that
³
b
xk p
lndnc = b xt p
lndnc
´
. There-
fore, once
³
b
yk p
lndnc = b
yt p
lndnc
´
as well, (xk;yk) is located in the cell of the desti-
nation. Hence, the last point in P is only hops away within the cell of (xt;yt) and
so by adding those points to P and (P = P
S
(xt;yt)) we are done.
From Lemmas 2-6 we conclude that getpath() terminates by returning a path
P on the grid for the source-destination pair si ¡ ti. The path follows adjacent
cells ¯rst horizontally and then vertically.
3.5.2 Computation of the Achievable Throughput
We will now compute the throughput that can be achieved in our network through
the routing algorithm developed in the previous section. To do so, let us ¯rst
note that this algorithm returns a single path for each si ¡ ti pair, which means
that °ow is not split along multiple paths but remains integral until it reaches the36
destination. Due to this fact:
Lemma 7 The maximum °ow for each si ¡ ti is determined by the lowest capac-
ity edge along that path, that is, by the edge shared by the maximum number of
commodities.
Proof This is again a direct consequence of the max-°ow min-cut theorem. Con-
sider the source-destination pair si ¡ ti, and the corresponding path Pi computed
by getpath(). Let e be an edge of Pi that is shared by k di®erent commodities,
that is, there are k di®erent paths that go through that edge. We assume that
the capacity of e is split equally among the commodities that share it. In this
way, commodity i is allocated ce
k capacity, where ce = c is the total capacity of e.
According to the max-°ow min-cut theorem,
min
ce
k
= fi;
where fi is the max-°ow that can be sent from the source si to the destination ti.
Now, ce = c is constant, so,
fi = min
ce
k
=
c
maxk
:
In other words, the edge shared by the maximum number of commodities maxk
along Pi is the one that determines the max-°ow fi.
Due to the fairness constraint in our network G, we require that the values
of the n commodities are all the same, so fi = ¸
0
n 8i. In this way, the fi with
the smallest value equals ¸¤
n for all i, where ¸¤
n is the optimal value of Table 3.1.
Therefore, we have just proved:37
Corollary 1 If Mn is the maximum number of commodities going through an edge
in G, then ¸¤
n = c
Mn.
Consequently, once we compute the maximum number of commodities that
share a given link in G, we can derive the maximum achievable throughput in our
network.
Theorem 2 The number of commodities that share a given link in G is · O(
p
n
log
3
2 (n)
).
Proof Let us start with the following lemma:
Lemma 8 The number of commodities mn on an edge crossing the c(V1;V2) cut
is O(
p
n
log
3
2 (n)
):
Proof In our routing algorithm paths from the source to the destination are
generated by ¯rst adding points in adjacent cells horizontally and then vertically.
In this way, °ows start moving vertically on the grid only once they have reached
a cell with the same x-axis coordinates as the one of the sink or an adjacent one.
However, xsi < 1
2 and xti > 1
2, for every si ¡ti pair, that is, sources are located on
the left side of our network with respect to the c(V1;V2) cut and destinations on
the right side. Consequently, no °ow is directed vertically until after it has passed
or is at the c(V1;V2) cut and so, edges crossing the c(V1;V2) cut, will be carrying
all the commodities of cells with the same horizontal coordinates. In this way, all
edges in cell
·
b
1
2 p
lndn
c;
µ
b
1
2 p
lndn
c +
p
lndn
¶¸
£
·
b
y
p
lndn
c;
µ
b
y
p
lndn
c +
p
lndn
¶¸
;
where 0 · y · 1, carry commodities of cells with coordinates
·
b
x
p
lndn
c;
µ
b
x
p
lndn
c +
p
lndn
¶¸
£
·
b
y
p
lndn
c;
µ
b
y
p
lndn
c +
p
lndn
¶¸
;38
where 0 · x · 1
2. How many are these?
As the area of a cell is lnd2
n, its edges have length
p
lndn and so there are 1
2
p
lndn
cells on a horizontal line before the c(V1;V2) cut. Each of them contains with high
probability nlnd2
n nodes as shown earlier. Therefore, for a particular cell at the
cut, the load of its edges all together is
1
2
p
lndn
nlnd
2
n =
n
p
lndn
2
:
Now, following the analysis of the upper bound, the number of edges that cross
the c(V1;V2) cut for the area C with y-axis coordinates [yC;yC +
p
lndn] are
X
z2C
njQxyj ¼ n
2
Z
C
jQxyjdp
= n
2
Z 1
2
1
2¡dn
Z yC+
p
lndn
yC
d
2
n[arccos
1
2 ¡ x
dn
¡
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
]dydx
= n
2d
2
n
Z 1
2
1
2¡dn
Z yC+
p
lndn
yC
arccos
1
2 ¡ x
dn
dydx
¡n
2d
2
n
Z 1
2
1
2¡dn
Z yC+
p
lndn
yC
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
dydx
= n
2d
2
n
p
lndn
Z 1
2
1
2¡dn
arccos
1
2 ¡ x
dn
dx
¡n
2d
2
n
p
lndn
Z 1
2
1
2¡dn
1
2 ¡ x
dn
s
1 ¡
(1
2 ¡ x)2
d2
n
dx
= ¡n
2d
3
n
p
lndn
µZ 0
1
arccosudu +
Z 0
1
u
p
1 ¡ u2du
¶
= n
2d
3
n
p
lndn
µZ 1
0
arccosudu ¡
Z 1
0
u
p
1 ¡ u2du
¶
= n
2d
3
n
p
lndn ¡ 1
3n
2d
3
n
p
lndn
= 2
3n
2d
3
n
p
lndn:39
Note that in the above derivation the di®erence of the limits of the integrals for
the x-axis is dn instead of
p
lndn since
p
lndn > dn and edges have length · dn. As
proven in the upper bound derivation, this result is tight.
In this way, since the points added to a path in the routing algorithm are picked
from adjacent cells uniformly, we have that an edge straddling the cut is shared
by mn commodities, with
mn =
Load of horizontal cells
Number of edges in C
=
n
p
lndn
2
2
3n2d3
n
p
lndn
=
3
4nd3
n
= O
Ã p
n
log
3
2(n)
!
:
This proves the lemma.
Now, the question is whether there are other edges where more than O(
p
n
log
3
2 (n)
)
commodities go through. Horizontally, the answer is no. After the cut, no more
load is added in the network since all sources are located on the left half of G.
Therefore, edges carry either the same number of commodities as when they strad-
dle the cut, or less because paths start heading vertically towards the cell of the
destination and then do not go horizontally again.
So, let us see what happens vertically. Consider a vertical column of the grid
after the cut, that is, all cells with the same x-axis coordinates [xj;xj +
p
lndn],
where xj > 1
2. The sum of all the commodities that links of that vertical column
carry, is the same as with every other vertical column of the grid. The reason for
this, is that °ows move vertically when their destinations are placed in a cell of
that column and each column has the same number of cells, 1 p
lndn. Since each cell
contains with high probability nlnd2
n nodes, which are all destinations, we have40
that the total number of destinations of a vertical column is
1
p
lndn
nlnd
2
n = n
p
lndn;
independent of xj.
Now, the edges of a cell of a particular vertical column are shared in the worst
case by the commodities of all nodes of that column: the ones heading for desti-
nations in cells above it coming from below and the ones heading for destinations
in cells below it coming from those above. In this worst case, the total load of all
links of that cell equals the total load of the corresponding vertical column, that
is, the n
p
lndn commodities.
Suppose that the coordinates of this cell are [xj;xj +
p
lndn]£[yj;yj +
p
lndn].
The number of edges straddling the upper or lower segment of the cell, for y =
yj +
p
lndn or y = yj respectively, is the same as the number of edges straddling
the cut for area C as it was computed earlier for the horizontal case. This is true
due to symmetry of our graph G, and as can be seen from the derivation for C, the
number of links straddling a segment depends only on the length of that segment
and not on its particular location. Therefore, in the worst situation, the number
of commodities an edge can carry for the vertical case is again
Load of vertical column
Number of edges straddling segment
=
n
p
lndn
2
3n2d3
n
p
lndn
=
3
2nd3
n
= O
Ã p
n
log
3
2(n)
!
;
which equals O(mn) as in the horizontal case.41
From Theorem 2, and Corollary 1 we conclude that the maximum achievable
throughput in our network is
MFMF = n¸
¤
n = n
c
Mn
= n
c
O(
p
n
log
3
2 (n)
)
= O(
p
nlog
3
2(n));
coinciding with the upper bound derived in the previous section. Therefore, the
result is tight.
3.6 Conclusion
In this chapter, the upper bound for the maximum multicommodity °ow was com-
puted by counting the number of edges that straddle the c(V1;V2) cut. The result
was of the order of O(
p
nlog
3
2(n)): The lower bound was derived by constructing
an explicit °ow providing a particular solution to the linear program of 3.1. This
last bound coincided with the upper one. Therefore, we were able to solve the
initial multicommodity problem on our graph by reducing it into a single com-
modity one. In this way, by using the equivalent maximum multicommodity °ow
formulation we have reached the conclusion that the maximum stable throughput
of the initial network grows with n at the order of £(
p
nlog
3
2(n)):Chapter 4
Application: Directional Antennas
4.1 Introduction
Let us now look at an application of the techniques that were used so far in the
case of a wireless network with directional antennas. Before we start considering
more general node architectures, we show how, for the case of nodes equipped
with omnidirectional antennas, using our proof techniques we obtain scaling laws
identical to those already known [15]. Then, we examine two cases of directional
antennas: ¯rst, when a single directed beam is generated and second when multiple
directed beams are generated.
4.2 Omnidirectional Antennas
Transmitter/Receiver Model
In [15], transmissions were omnidirectional, and described based on a pure collision
model: for a transmission to be successfully decoded, no other transmission has to
be in progress within the range of the receiver under consideration. This setup is
illustrated in Fig. 4.1.
4.2.1 Average Number of Edges Across the Cut
Our ¯rst task is to determine the average number of edges that can be simul-
taneously supported across the cut, an average taken over all possible network
realizations. Instead of considering all the edges crossing the cut as we did in the
4243
Figure 4.1: A transmission model based on omnidirectional antennas and pure
collisions.
evaluation of the upper bound, we only consider one edge for each tx/rx pair in a
circle of radius dn: To compute the average, we proceed as follows:
For a ¯xed receiver location (x;y) in R, there can only be one active trans-
mitter within distance dn of the receiver, for that transmission to be successfully
received. Since to obtain an upper bound we only need worry about edges strad-
dling the cut, we ¯rst consider all possible locations of one such transmitter in L, by
drawing a circle of radius dn and center (x;y). This region is illustrated in Fig. 4.2.
d
n d
n
L R
(x,y)
T xy
ϑ
Figure 4.2:For a receiver at location (x;y), at most one transmitter in the shaded
region Txy can send a message.
Denoting by jTxyj the area of the shaded region Txy in Fig. 4.2, we use eqn. (3.1)
to estimate the number of transmitters located in Txy as njTxyj. However, since
only one transmitter located within Txy can transmit successfully to a receiver at
(x;y), the number of nodes that are able to transmit at the same time from L to44
R is upper bounded by
E(Number of nodes in L)
E(Number of nodes in Txy)
=
njLj
njTxyj
; jTxyj 6= 0
This is an upper bound, because we are assuming that it is possible to ¯nd a set of
locations (x;y) in R such that no area in L is wasted|showing that this bound is
indeed tight requires proof.
Now, the area of L is dn. To compute the area of Txy, we have to determine
the area of an arc of a circle with angle #, as shown in Fig. 4.2. In this case, we
have that sin(1
2(¼ ¡ #)) =
x¡ 1
2
dn = cos(1
2#), and since 1
2 · x < 1
2 + dn it is clear
that we must have 0 < # · ¼ and also sin# ¸ 0. Then, we get jTxyj = 1
2#d2
n ¡
1
2dn cos(1
2#)2dn sin(1
2#) = 1
2#d2
n ¡ 1
2d2
n sin#, and therefore, jTxyj = 1
2d2
n(# ¡ sin#).
Hence, for each possible value of #, an upper bound on the number of nodes that
are able to transmit at the same time from L to R is
nL
nTxy
=
ndn
n1
2d2
n(# ¡ sin#)
=
2
dn(# ¡ sin#)
:
Since this upper bound depends on the choice of receiver location (through the
angle #), we will make this bound as small as possible by an appropriate choice of
#. As noted above, 0 < # · ¼, and sin# ¸ 0. Hence, the number of transmitters
in L is smallest when # = ¼ and sin# = 0, i.e., when the receivers are located
close to the cut boundary (as it should be, since it is in this case when receivers
\consume" the maximum amount of transmitter area). In this case, we get
min
0<#·¼
·
2
dn(# ¡ sin#)
¸
=
2
¼dn
as the minimum upper bound on the number of edges across the cut. Furthermore,
in this case we see immediately that to maximize capacity we must keep dn as small45
as possible|and we know from eqn. (2.1) that the smallest possible dn that will
still maintain the network connected is £(
p
logn=n). Therefore, replacing for the
optimal dn, we ¯nally get an upper bound of £
³p
n=logn
´
.
To verify that the upper bound is tight, we give an explicit °ow construc-
tion, which gives us a lower bound coinciding with the upper one. Consider the
placement of disks shown in Fig. 4.3.
d
n d
n
2d
n
R
L
Figure 4.3:An explicit °ow construction.
Since the height of the square is 1, and we are placing nodes at distance 2dn
from each other, this guarantees that if there are nodes in each of the circles to
create valid tx/rx pairs, then the number of successful simultaneous transmissions
across the cut is 1
2dn = £
³p
n=logn
´
. Whether all such pairs of nodes can be
created simultaneously or not is the issue addressed next.
4.2.2 Uniform Convergence Issues
Next we prove that when n points are dropped uniformly over the square [0;1] £
[0;1], we have that simultaneously (i.e., uniformly) over all 1
2dn circles from Fig. 4.3,
each one of the circles contains £(log(n)) points in almost all network realizations.
From this, we conclude that the distribution of the number of edges across the cut
is sharply concentrated around its mean, and hence that in a randomly chosen net-
work, with probability approaching 1 as n ! 1, the actual number of straddling46
edges is indeed £
³p
n=log(n)
´
.
Consider we have 1
2dn circles centered along the c(V1;V2) cut as shown in
Fig. 4.3, with centers yj = (2j ¡ 1)dn, j = 1::: 1
2dn and radius dn|and let the
Aj's leading up to eqn. (3.4) be these circles, and the Nj's be the number of points
contained in these circles. Then, we have the following uniform convergence result:
Proposition 1 De¯ne Bj := [jNj ¡ ¼ lognj < ±¼ logn]. Then, as n ! 1, and
for any ± 2 (x;1) (x ¼ 0:6), we have that
lim
n!1
P
2
6
4
p n
log n \
j=1
Bj
3
7
5 = 1:
Essentially what this proposition says is that with very high probability and uni-
formly over j, all Aj's contain £(logn) nodes.
Proof Note that jAjj = ¼d2
n = ¼
logn
n . Then, invoking eqn. (3.4), we have that
for any 0 < ± < 1 we can ¯nd a µ > 0 such that
P[jNj ¡ ¼ lognj > ±¼ logn] < e
¡µ¼ logn = n
¡µ¼: (4.1)
Thus, we can conclude that the probability that the values of the random variable
Nj deviate by a constant factor from the mean tends to zero as n ! 1. This
is a key step in showing that all the events Bj := [jNj ¡ ¼ log(n)j < ±¼ log(n)]
occur simultaneously, i.e., that we have uniform convergence of the Nj's to their
expected values. Now, from the union bound, we have that
P
2
4
1
2dn \
j=1
Bj
3
5 = 1 ¡ P
2
4
1
2dn [
j=1
B
c
j
3
5 ¸ 1 ¡
1
2dn X
j=1
P[B
c
j]:47
But, from eqn. (4.1), P[Bc
j] < n¡µ¼, and therefore,
1
2dn X
j=1
P[B
c
j] <
1
2dn X
j=1
n
¡µ¼ =
n¡µ¼
2dn
=
n
1
2¡¼µ
2
p
logn
Putting everything together, and letting n ! 1, we have
P
2
4
1
2dn \
j=1
Bj
3
5 ¸ 1¡
n
1
2¡¼µ
2
p
logn
¡! 1;
if and only if ¼µ > 1
2. But, according to the de¯nition of µ, we have that:
¼µ >
1
2
) µ >
1
2¼
)
max(µ1;µ2) >
1
2¼
;
where µ1 = (1 + ±)ln(1 + ±) ¡ ± and µ2 = 1
2±2, as de¯ned earlier in the paper. By
plotting these two functions of ± for 0 < ± < 1, we get that the last inequality is
satis¯ed for ± ¼ 0:6 and above, as shown in Fig. 4.4.
4.2.3 Remarks
Let us conclude this section on omnidirectional antennas with a couple of remarks
on the results presented so far. One deals with the simplicity of the above argu-
ments: in this section we ¯rst computed the average number of edges that cross a
cut, then we showed that in any network realization the actual number of nodes is
very close to the ensemble mean. In previous work, [15], similar results had been
obtained based essentially on generalizations of the Glivenko-Cantelli lemma (that
adds uniformity to convergence in the law of large numbers), due to Vapnik and
Chervonenkis [24, Ch. 2], [29]. The proof presented only makes use of simple and
much better known results, such as Cherno® bounds. Another remark is about
the fact that indeed, with omnidirectional antennas the MFST obtained coincides
with that of [15].48
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Figure 4.4: max(µ1;µ2) > 1
2¼ is satis¯ed for ± ¼ 0:6.
4.3 A Single Directed Beam
4.3.1 Transmitter/Receiver Model
In this section we consider the ¯rst model based on directional antennas: trans-
mitters can generate a beam of arbitrarily narrow width aimed at any particular
receiver, and receivers can accept any number of incoming messages, provided the
transmitters are not in the same straight line. This results in a signi¯cant increase
in the complexity of the signal processing algorithms required at each node, and in
this section our goal is to determine if and how much it is possible to increase the
achievable MFST, compared to the omnidirectional case. This model is illustrated
in Fig. 4.5.49
Figure 4.5: A single beam model for communication between nodes.
4.3.2 Average Number of Edges Across the Cut
Once more, we do not consider all the edges crossing the cut as we did in the evalu-
ation of the upper bound, but only the ones of a single transmitter in each circle of
radius dn: To compute this average, we proceed as follows: Since at most one edge
per transmitter can be active at any point in time, the average number of edges
going across the cut can be no larger than ndn, the average number of transmitters
on its left side. Since L and R have the same area, the average number of nodes
on each side of the cut is the same (and equal to ndn), and hence the maximum of
ndn transmissions can actually be received, by \pairing up" every node from one
side of the cut with every node on the other side. The pairing of nodes on each
side of the cut is illustrated in Fig. 4.6.
d
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Figure 4.6:Pairing up one transmitter in L with one receiver in R.
Finally we note that, under the assumption of arbitrarily narrow and perfectly
aligned beams, the only way in which we could have multiple receivers blocked out50
by a single transmission is by having them all lying in a nearly straight line (i.e., a
set of vanishing measure) under the beam of a single transmitter. But then, to have
an actual edge count lower than £(ndn), we would require an increasingly large
number of nodes falling in a decreasingly small area: under our statistical model
for node placement, this event occurs with vanishing probability, and therefore the
average edge count is £(ndn).
4.3.3 Sharp Concentration Results
Again, consider n points X1:::Xn uniformly distributed over the [0;1]£[0;1] plane,
and consider the area L on the left side of the cut, as shown in Fig. 4.6. We de¯ne
variables
Ni =
8
> <
> :
1; Xi 2 L
0; otherwise.
and N =
Pn
i=1 Ni. The probability p of Xi 2 L is p = jLj = 1 ¢ dn. Hence,
E(Ni) = 1 ¢ p + 0 ¢ (1 ¡ p) = p = dn, and E(N) =
Pn
i=1 E(Ni) = ndn. From
eqn. (3.4), we know that
P (jN ¡ ndnj > ±ndn) < e
¡µndn:
Since µ > 0, we have that as n ! 1, deviations of N from its mean by a constant
fraction (independent of n) occur with low probability, provided dn does not decay
too fast. Therefore, we conclude that in almost all realizations of the network, the
number of transmitters in L and the number of receivers in R is £(ndn).
Knowing that we have £(ndn) transmitters and receivers within range of each
other on each side of the cut is not enough to claim that the number of edges that
cross the cut is £(ndn). This is because, in our model for directional antennas, a51
receiver can successfully decode two simultaneous incoming transmissions provided
the angle formed by the receiver and the two transmitters is strictly positive: if
all three are on the same straight line, collisions still occur, and those edges are
destroyed. Therefore, we still need to show that the actual number of edges is
£(ndn). And to do this, we need to say something about the location of points
that end up in L, and not just count how many they are. To proceed, we cut the
area of L into ndn rectangles of height 1
ndn and width dn, as illustrated in Fig. 4.7.
Our goal then becomes to show that in \most" of these rectangles (meaning, in all
but a constant fraction of them) we will have nodes capable of forming straddling
edges.
d
n d
n
1
L
R n nd
Figure 4.7: Cutting L and R into rectangles of size dn £ 1
ndn.
Counting how many of the ndn rectangles in Fig. 4.7 contain at least one of the
£(ndn) nodes that are dropped in L is an instance of a classical occupancy problem,
in which k balls are thrown uniformly onto m bins, in the case where k = m = ndn:
[20, Ch. 4]. Since 1
m is the probability that a ball falls in any particular bin, the
probability p of an empty bin after throwing all m balls is p = (1¡ 1
m)m which, for
m large, becomes approximately 1
e. Therefore, the average number of empty bins
is mp ¼ 1
endn. And by eqn. (3.4) again, we have that
P (Y ¡ ndn=e > ±ndn=e) < e
¡µndn=e;52
where Y is the number of empty bins. So, the probability that the number of
empty bins is a constant factor away from its mean is small (again, provided dn
does not decay too fast), and hence, for n large, almost all network realizations
will have £(ndn) non-empty rectangles. But since transmitter/receiver pairs in
di®erent rectangles are not collinear, the number of edges across the cut is £(ndn).
4.3.4 Remarks
MFST in a Minimally Connected Network
In this section, we found that the MFST achievable by the type of tx/rx pairs
considered here depends on the connectivity radius dn. If we replace dn with
1
¼
q
logn
n (the minimum radius of eqn. (2.1), from [14]), we get:
ndn ¼ n
1
¼
r
logn
n
= £
³p
nlogn
´
:
Comparing this expression with its equivalent from the previous section, we see
that all we gain over the case of omnidirectional antennas is an increase in MFST
by a factor of £(logn).
Minimum Connectivity Radius Resulting in MFST = £(n)
In this tx/rx architecture we are considering the use of arbitrarily narrow and
perfectly aligned directed beams. Therefore, it does make sense to consider the
use of a possibly larger transmission range than the minimum required to keep
the network connected, since in this case a large range does not force other tx/rx
pairs to remain silent while a given transmission is in progress. And since by
increasing the transmission range now we can increase throughput, our next goal
is to determine the minimum range that would be required to achieve MFST =53
£(n). Solving for dn in £(n) = £(ndn), we see that trivially, dn = £(1). That
is, to achieve MFST linear in the number of nodes using a single beam in each
transmission, the radius of each transmission has to be a constant independent of
n.
Minimum Number of Simultaneous Beams
From a practical point of view, does it matter that to achieve linear MFST we need
to keep the transmission radius constant? In this section we argue that yes it does,
very much. To see why this is so, next we count the minimum number ° of narrow
beams that a transmitter would have to generate, if MFST linear in the size of the
network is to be achieved: this number gives a measure of the complexity of the
beamforming transmitter, since 2¼=° is an upper bound on the maximum angle of
dispersion of the beam.
Since a node can generate a beam to any receiver within its transmission range
(see Fig. 4.5), again using eqns. (3.1) and (3.4), we have that for n large, the
number of points within a circle of radius dn is £(n ¢ ¼d2
n). In the case of dn only
satisfying the requirement of keeping the network connected, as in 2.1:
° = n ¢ ¼d
2
n = n
µ
¼ logn
n
¶
= £(logn):
This fact was known already|see [34] for a more complete analysis (constants hid-
den by the £-notation included), including also a number of interesting references
on the history of this problem. But if now we consider a larger dn satisfying the
requirement of achieving linear MFST, then
° = n ¢ £(1)
2 = £(n):54
Therefore, we see ° has an exponential increase relative to the number required to
maintain minimum connectivity|it is on this fact that we base our claim about
directional antennas not being able to provide an e®ective means of overcoming
the issue with per-node vanishing throughputs.
4.4 Multiple Directed Beams
4.4.1 Transmitter/Receiver Model
In this section we consider another model based on directional antennas: trans-
mitters can generate an arbitrary number of beams, of arbitrarily narrow width,
aimed at any particular receiver; and receivers can accept any number of incoming
messages, provided the transmitters are not in the same straight line. This is the
most complex scheme that could be envisioned based on directed beams. Our goal
is to determine if and how much it is possible to increase the achievable MFST,
compared to the previous two cases. This model is illustrated in Fig. 4.8.
Figure 4.8: A non-degraded broadcast channel model for communication between
nodes.
According to this collision model the results coincide with the ones originally
computed in the evaluation for the upper bound of the multicommodity °ow. In
this way, we have that for this case the MFST is £(n2d3
n) = £
³p
nlog
3
2(n)
´
:55
4.4.2 Total Number of Edges
Since we know that there are £(ndn) transmitters on the left side of the cut,
and that each transmitter can reach £(nd2
n) receivers on the other side, it is not
enough to conclude that the total number of edges going across the cut must be
£(n2d3
n). This is because of our requirement that multiple transmitters not be
perfectly aligned with a receiver for this receiver to decode all these messages
simultaneously. Therefore, we still need to show that the actual number of edges
is £(n2d3
n). And to do this, we need to say something about the location of points
in R that can be reached from L, and not just count how many. To proceed then,
we cut the area of Qxy into ·# log(n) slices, each slice of area
jQxyj
·# log(n) = 1
n, as
illustrated in Fig. 4.9.
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Figure 4.9:Cutting the shaded arc Qxy into regions of area 1
n.
This is a standard occupancy problem in which our goal is to show that in
most of these arc slices (most meaning, in all but a constant fraction of them) we
will have nodes capable of forming straddling edges. This is again a problem of
throwing k balls uniformly into m bins, where k = m = ·# log(n). And again, we
have that with probability that tends to 1 as n ! 1, the number of empty bins
is ·# log(n)=e, and hence the number of occupied bins is £(·# log(n)).56
Consider now a ¯xed transmitter located at some coordinates (x;y). Any other
transmitter located at coordinates (x0;y0) 6= (x;y) de¯nes a unique straight line
that goes through (x;y) and (x0;y0). If there is a receiver on the other side of the
cut along this line, within reach of both transmitters, then those two edges will
be lost|and those will be the only lost edges, from among the ·# log(n) that each
transmitter has. This situation is illustrated in Fig. 4.10.
d
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Figure 4.10:To illustrate how we could end up losing edges.
And then we are done. We have established that in almost all network re-
alizations, there are £(ndn) transmitters within each side of the cut, that each
transmitter can reach £(·#d2
n) receivers on the other side of the cut, and that in-
tegrating out ·# we obtain exactly £(n2d3
n) edges going across the cut. Therefore,
the actual number of edges across the cut is sharply concentrated around its mean.
4.4.3 Remarks
MFST in a Minimally Connected Network
Substituting fon dn from eq.2.1, we get that the MFST is:
2
3
n
2(
logn
¼n
)
3
2 =
2
3
p
nlog
3
2 n = £(
p
nlog
3
2 n):
Comparing this expression to the ones obtained before, we see that the MFST
gain due to the use of multiple, simultaneous, arbitrarily narrow beams is, at57
most, £
¡
log
2(n)
¢
.
Minimum Connectivity Radius Resulting in MFST = £(n)
The minimum dn resulting in linear MFST is obtained by solving for dn in £(n2d3
n) =
£(n). Now, for n large enough, there exist real constants c1 < c2 (c1 > 0 and
c2 < 1), such that c1n < 2
3n2d3
n < c2n, or equivalently, c1
3
2n¡ 1
3 < dn < c2
3
2n¡ 1
3.
Therefore,
dn = £(n
¡ 1
3):
Minimum Number of Simultaneous Beams
In the single directed beam case, we said that keeping the transmission range con-
stant resulted in an impractically large number of beams that the receiver needed
to generate, if linear MFST was to be achieved by increasing the complexity of
the signal processing algorithms. But if we generate multiple beams, we have just
shown that this minimum radius now is no longer a constant, but instead tends to
zero as £(n¡ 1
3). However, the situation is not much better compared to the single
beam case, and to see this again we compute the minimum number of simultaneous
beams that a transmitter would have to generate.
If now we consider the larger dn satisfying the requirement of achieving maxi-
mum stable throughput linear in network size, then
° = n ¢ ¼d
2
n = n£(n
¡ 2
3) = £(n
1
3):
Therefore, we see that while ° is smaller than in the case of the single beam, we still
have an exponential increase relative to the number required to maintain minimum58
connectivity|so again, we claim that directional antennas are not able to provide
an e®ective means of overcoming the issue with per-node vanishing throughputs.
4.5 Conclusion
In this chapter, as an application of the results derived in the previous two, we
calculated that the rate of growth of the maximum stable throughput in the case of
directional antennas with a single directed beam is £
¡p
nlogn
¢
; and with multiple
directed beams £(
p
nlog
3
2(n)). As can be seen from these two expressions the use
of directional antennas provides small improvements asymptotically compared to
the omnidirectional case (£
³p
n=logn
´
), that is, only by factors of O(logn).Chapter 5
Conclusion - future work
In this thesis, the rate of growth of the maximum fair stable throughput (MFST)
in large-scale random networks has been derived for the case of omnidirectional
and directional antennas. The ¯rst contribution was to formulate the problem and
show it is equivalent to the maximum fair multicommodity °ow (MFMF) problem
in the corresponding °ow network. In this way, we were able to use simple °ow
techniques and tools from combinatorics and probability theory in order to reach
our ¯nal results.
Another result was the derivation of the upper and lower bounds for the MFMF.
Since these two bounds coincided it was concluded that MFMF, or equivalently
MFST, is of the order of £(
p
nlog
3
2(n)), which is tight. Finally, it was shown
that the use of directional antennas improves the MFST asymptotically only by
logarithmic factors.
One possible extension to the work presented in this thesis would be to com-
pute the rate of growth of the maximum stable throughput on a wireless network
where the nodes are not placed according to the uniform distribution but another
distribution of practical interest. Another possibility for future work is to consider
the case of hypergraphs instead of simple graphs, since hypergraphs can represent
di®erent ways of communication between users. Finally, an extension of great in-
terest would be to establish a connection between network °ow capacity as it was
studied here and information theoretic capacity as de¯ned in [7].
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