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a b s t r a c t
We investigate the structure of finite sets A ⊆ Z where |A +
A| is large. We present a combinatorial construction that serves
as a counterexample to natural conjectures in the pursuit of an
‘‘anti-Freiman’’ theory in additive combinatorics. In particular,
we answer a question along these lines posed by O’Bryant. Our
construction also answers several questions about the nature of
finite unions of B2[g] and B◦2[g] sets, and enables us to construct
aΛ(4) set which does not contain large B2[g] or B◦2[g] sets.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Freiman’s theorem [8] states that if a finite set A ⊆ Z satisfies |A+ A| ≤ δ|A| for some constant δ,
then A is contained in a generalized arithmetic progression of dimension d and size c|A|, where c and
d depend only on δ and not on |A|. One might then ask about the opposite extreme: if |A+ A| ≥ δ|A|2,
what can one say about the structure ofA as a function only of δ? The natural candidate for the building
blocks of such a theory are B2[g] sets (a set S ⊆ Z is a B2[g] set if any integer can be expressed in at
most g ways as a sum of two elements in S). It is clear that finite B2[g] sets are sets of large doubling,
but to what extent can we describe all sets of large doubling in terms of B2[g] sets?
A first attempt at an anti-Freiman theorymight be to guess that if |A+A| ≥ δ|A|2 for some positive
constant δ, then A can be decomposed into a union of k B2[g] sets where k and g depend only on δ. This
is easily shown to be false. For example, one can start with a B2[1] set of n elements, and take its union
with an arithmetic progression with n elements. One then obtains an A such that |A+ A| ≥ δ|A|2 for
some δ (independent of n), but the arithmetic progression contained in A will not be decomposable
into a union of k B2[g] sets with k and g depending only on δ as n tends to infinity.
There are two ways we might try to fix this problem: first, we might ask only that A contains a
B2[g] set of size δ′|A|, where δ′ and g depend only on δ (this question was posed by O’Bryant in [14]).
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Second, wemight ask that |A′+A′| ≥ δ|A′|2 hold for all subsets A′ ⊆ A for the same value of δ. Either of
these changeswould rule out the trivial counterexample given above. However, even applying both of
thesemodifications simultaneously is not enough tomake the statement true.We provide a sequence
of setsWn,k ⊆ Z where |W ′ +W ′| ≥ δ|W ′|2 holds for all of their subsetsW ′ for the same value of δ,
but if we try to express eachWn,k as a union of B2[g] sets for a fixed g , we are forced to let the union
size tend to infinity as k tends to infinity. Our sequence of sets also fails to contain large B2[g] sets.
(The parameter nwill be chosen sufficiently large with respect to k and g for each k. We include n here
for consistency with our later notation.)
Our initial setsWn,k are B◦2[2] sets (a set S ⊆ Z is a B◦2[g] set if any nonzero integer can be expressed
in atmost g ways as a difference of two elements in S). Thismay lead one tomake the followingweaker
anti-Freiman conjecture.
Conjecture 1 (Weak Anti-Freiman). Suppose that A ⊆ Z is a finite set that satisfies |A′+A′| ≥ δ|A′|2 and
|A′ − A′| ≥ δ|A′|2 for all subsets A′ ⊆ A. Then A contains either a B2[g] set or a B◦2[g] set of size ≥ δ′|A|,
where g and δ′ depend only on δ.
We show that even this very weak conjecture is false.
Our approach to obtaining a counterexample starts with constructing a union of k B2[g] sets that
cannot be decomposed as a union of k−1 B2[g ′] sets for any g ′. This is related to a problem previously
studied, with the roles of k and g reversed: Erdős and Newman [5] independently conjectured that for
every g ≥ 2, there exists a B2[g] set that is not a finite union of B2[g − 1] sets. Erdős [5] established
the conjecture for certain values of g using Ramsey theory, and Nešetril and Rödl [13] proved the
conjecture for all values of g using arguments based on Ramsey graphs. Instead of considering B2[g]
sets that are not finite unions of B2[g − 1] sets, we fix g = 1 and for each k, we construct a union
of kB2[1] sets that is not a union of k − 1 B2[g ′] sets for any g ′. The key feature of our construction is
that we can precisely control the form of the repeated sums (elements a, b, c, d in our set such that
a+ b = c + d) and repeated differences (a− b = c − d), which allows us to keep the sum sets large
as we let the union size k tend to infinity.
Our construction is an explicit combinatorial object with many interesting properties, answering
several questions about the nature of finite unions of B2[g] and B◦2[g] sets. In particular, for each
positive integer k ≥ 5, we construct:
1. a B◦2[2] set in Zwhich is a union of k B2[1] sets and cannot be decomposed as a union of k−1 B2[g]
sets for any g
2. a B2[2] set in Zwhich is a union of k B◦2[1] sets and cannot be decomposed as a union of k−1 B◦2[g]
sets for any g
3. a set in Z2 which is a direct product of a B2[2] set in Z and a B◦2[2] set in Z and which cannot be
expressed as a mixed union of k3 − 1 B◦2[g] and B2[g] sets in Z2
(we say mixed union to simply mean that the union can include both B2[g] and B◦2[g] sets).
In [6], Erdős and Sós askedwhether there is a B◦2[g] set which is not a finite union of B2[1] sets. By a
standard argument, our finite B◦2[2] sets for each k can be combined to yield an infinite B◦2[2] set which
is not a finite union of B2[g] sets for any g , which provides an answer to this question. In contrast, note
that any B◦2[1] set is also a B2[1] set.
1.1. Connection toΛ(4) sets
There is a connection between sets of large doubling and Λ(4) sets, as illustrated in Lemma 20.
If S is a Λ(4) set, then |A + A| ≥ δ|A| holds for all finite subsets A of S where δ depends only on S,
and not on the choice of A. In his 1960 paper [16], Rudin asked whether every Λ(2h) set is a finite
union of Bh[g] sets (for definitions of Λ(2h) sets and Bh[g] sets; see Section 1.3). Rudin’s question is
natural because any finite union of Bh[g] sets is aΛ(2h) set, and most known examples ofΛ(2h) sets
are constructed as finite unions of Bh[g] sets.
Meyer [12] demonstrated a negative answer to Rudin’s question by constructing a set E ⊆ Zwhich
is aΛ(p) set for all p > 2 and is not a finite union of B2[g] sets. He let t0, t1, t2, . . . denote a sequence
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such that tn+1 ≥ 3tn for all n and let E := {tn − tm|0 ≤ m < n}. To see that this is not a finite union of
B2[g] sets for any g , Meyer considers sums of the form:
(ti − tj)+ (tj − tℓ) = ti − tℓ,
where ℓ < j < i. Meyer’s argument proceeds via a recurrence argument. Alternatively, one can use
Ramsey theorem. We suppose that E is the union of B2[g] sets G1, . . . ,Gk for some finite values g, k,
and we derive a contradiction. We color the pairs of natural numbers with k colors by giving (i, j) the
color c when ti − tj ∈ Gc (for i > j). A general version of Ramsey Theorem (which can be found in [4],
for example) says that there must be an infinite monochromatic set M ⊆ N (meaning that all pairs
(i, j) for i, j ∈ M have the same color). If we take ℓ, i ∈ M such that there are more than g values j
such that ℓ < j < i and j ∈ M , then we have more than g ways of representing ti − tℓ as sum of two
elements from the set Gc , where c is the color ofM . This contradicts the fact that Gc is a B2[g] set.
Meyer’s set E is not a finite union of B2[g] sets for any g , yet for some fixed δ, |A+A| ≥ δ|A|2 for all
finite A ⊂ E. However, this does not contradict our weak anti-Freiman conjecture, since finite subsets
A ⊆ E may still contain large B2[g] sets. More concretely, if we take tn = 5n for all n, and A is any finite
subset of E = {tn − tm|0 ≤ m < n}, then A must contain a B2[2] set of size at least 14 |A|. To see this,
we partition the values {ti} into two disjoint sets: U and L. We consider the subset A′ of A consisting of
values ti − tj where ti ∈ U and tj ∈ L. A sum of any two such values, e.g. ti − tj + ti′ − tj′ for ti, t ′i ∈ U ,
tj, t ′j ∈ L, will involve no cancellation because {i, i′} ∩ {j, j′} = ∅. Since base 5 expansions of integers
with coefficients in {−2,−1, 0, 1, 2} are unique, we will be able to determine the sets {i, i′} and {j, j′}
from the value of the sum. This leaves only two possible ways of expressing the value as a sum of two
elements in A′ : (ti − tj) + (ti′ − tj′) or (ti − tj′) + (ti′ − tj). Now, if we independently place each ti
in either U or L randomly (probability 1/2 for each), each element ti − tj of A will have probability 14
of ending up in A′. By linearity of expectation, this means the expected size of A′ is 14 |A|. Hence, there
must be a choice of U and L for which |A′| ≥ 14 |A|.
In [1], Alon and Erdős asked whether there exists a set E such that for some fixed δ > 0, every
finite subset A ⊂ E contains a B2[1] set of size at least δ|A|, but E is not a finite union of B2[1] sets.
In [7], Erdős, Nešetril, and Rödl constructed such a set using sophisticated techniques. Meyer’s set is a
simpler constructionwhich has a similar property: we have shown that its subsets contain large B2[2]
sets instead of B2[1] sets.
Our techniques also give aΛ(4) set which is not a finite union of B2[g] sets, and in fact we obtain
a stronger negative result forΛ(4) sets. We note that it is natural to consider not only B2[g] sets, but
also B◦2[g] sets, since these are Λ(4) sets as well. In light of Meyer’s result, one may ask the weaker
question: Does a Λ(4) set at least contain a large B2[g] or B◦2[g] set? A precise version of this question
is stated below (see Theorem 3). This statement is suggested by the following connection with Sidon
sets.
Notice that there is no interesting notion of a Λ(∞) set, since a subset of Z will be a Λ(∞) set
(with the obvious extension of our definition below) if and only if it is finite. However, an often useful
substitute forΛ(∞) sets is Sidon sets (Sidon sets are a name also attached to B2[1] sets, but we do not
use that convention here). These are sets S ⊂ Z satisfying−
ξ∈S
|fˆ (ξ)| ≤ K∞(S)
−
ξ∈S
fˆ (ξ)e(ξx)

L∞
,
where K∞(S) is a constant depending on the set S.
Clarifying our assertion that Sidon sets play the role ofΛ(∞) sets, Pisier [15] has shown that S is a
Sidon subset of Z if and only if supp>2
Kp(S)√
p <∞. This can be used to show that finite unions of Sidon
sets are Sidon sets. We call a set S independent if, for any distinct set of elements, say {s1, s2, . . . , sh},
there is no choice of+’s and−’s for each si such that
±s1 ± s2 ± · · · ± sh = 0.
One can show that an independent set is a Sidon set, and hence finite unions of independent sets
are Sidon sets. One will notice that the definition of independent is somewhat like a limiting case
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of the condition that the number of representations of an integer as a sum of h elements of the set
(and certain generalizations of this) be bounded as h tends to infinity. In the Sidon setting, an obvious
analog of Rudin’s question is: Is every Sidon set a finite union of independent sets? This question is open
(although some progress has been made in other groups), however Pisier has shown that a Sidon set
must contain a large independent set in the following sense.
Theorem 2. If S ⊂ Z is a Sidon set, then there exists a constant δ > 0 so that for every finite subset
A ⊂ S, there is an independent set I ⊆ A satisfying |I| ≥ δ|A|.
In light of Pisier’s theorem, one might ask if it is the case that aΛ(4) set must contain a large B2[g]
or B◦2[g] set. We show that the analog of Pisier’s theorem fails in theΛ(4) setting:
Theorem 3. There exists a Λ(4) set S ⊂ Z such that for any fixed choice of δ > 0 and g, there exists a
finite subset A of S such that no subset A′ of A satisfying |A′| ≥ δ|A| is a B2[g] or B◦2[g] set.
Wenote that this result cannot be obtained fromMeyer’s set E, since any finite subset of E contains
a large B2[2] set, as discussed above.
1.2. Related work
We are aware of two other constructions of Λ(4) sets which are not known to be finite unions of
B2[g] sets. In [2], Bourgain probabilistically proved the existence of aΛ(4) set S such that |[0, n]∩S| ≫
n1/2 for every n ∈ N. A theorem of Erdős (see [9], Theorem 8 on page 89) states that if A is a B2[1] set,
then
|A ∩ [0, n]| ≪ n
1/2
ln1/2(n)
(1)
for infinitely many n. It follows from this that Bourgain’s set is not the finite union of B2[1] sets.
This observation essentially appears in [3]. If one could show (for infinitely many n) that
|A ∩ [0, n]| = o(n1/2)
whenever A is a B2[g] set, it would follow that Bourgain’s set is not a finite union of B2[g] sets. Such
strong estimates are not currently known.
In [11], Klemes constructed an example of aΛ(4) set using an intricate selection algorithm based
on a tree structure. While he was able to establish that his set was a Λ(4) set without deciding if his
set was a finite union of B2[g] sets, he conjectured that the set could in fact be decomposed in this
way.
1.3. Preliminaries
We now give formal definitions of Bh[g] sets, B◦2[g], andΛ(p) sets. We define these for all 2 < p <∞ and all positive integer values of h, although in this paperwewill only be concernedwith h = 2 and
p = 4. Below, d denotes a positive integer, and Zd denotes the additive group of tuples of d integers.
Bh[g] sets. A set S ⊆ Zd is called a Bh[g] set if the number of representations of every ξ ∈ Zd as a
sum ξ = ν1 + · · · + νh for ν1, . . . , νh ∈ S is at most h!g . The h! is a matter of notational convenience
(essentially, we do not wish to count reorderings of summands separately). In particular, a B2[g] set
in Z is a set such that any integer can be expressed as a sum of two elements in the set in at most
g ways (where exchanging the order of the summands does not count as a new representation). We
note that for a B2[1] set, all sums are unique.
B◦2[g] sets. A set S ⊆ Zd is called a B◦2[g] set if every nonzero element of Zd can be expressed as a
difference of twoelements of S in atmost gways. (Wenote that there are alwaysmany representations
of 0 as a− a, b− b, and so on.)
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Λ(p) sets. Let Td denote the d-dimensional torus. For a measurable complex-valued function f on Td,
we define its Lp norm as ‖f ‖Lp = (

Td |f (x)|pdx)1/p. We denote the space of all measurable complex-
valued functions on Td with finite Lp norm as Lp(Td). Defining e(x) := e2π ix, we have that a function
f ∈ L2(Td) can be expressed as a Fourier series
f (x) ≈
−
ξ∈Zd
fˆ (ξ)e(ξ · x).
To avoid issues regarding the convergence of the sum defining the series, one could always take
f such that fˆ (ξ) has finite support (i.e. trigonometric polynomials) in what follows. This restriction
suffices since we are interested in establishing Lp inequalities, and functions with finitely supported
Fourier expansions form a dense subspace of Lp(Td). In [16], Rudin defined a subset of S ⊆ Zd to be a
Λ(p) set, for p > 2, if there exists a constant Kp(S) such that
‖f ‖Lp ≤ Kp(S)‖f ‖L2 (2)
whenever supp(fˆ ) ⊆ S. Whenwewish to emphasize the dimension d of the set S, wewill write K dp (S).
When p is an even integer, say p = 2h, one can expand the left-hand side of (2) and obtain
‖f ‖hL2h = ‖ |f |h‖L2 =
−
ξ∈Zd

−
ξ=ν1+···+νh
ν1,...,νh∈S
fˆ (ν1)fˆ (ν2) . . . fˆ (νh)

2
1/2
≤
−
ξ∈Zd
(Rh(ξ , S))2 sup
|fˆ (ν1)fˆ (ν2)...fˆ (νh)|2
ξ=ν1+···+νh
|fˆ (ν1)fˆ (ν2) . . . fˆ (νh)|2

1/2
≤ sup
ξ∈Zd
Rh(ξ , S)
−
ν∈Zd
|fˆ (ν)|2
h/2
≤ sup
ξ∈Zd
Rh(ξ , S)‖f ‖hL2 , (3)
where Rh(ξ , S) denotes the number of representations of ξ ∈ Zd as a sum ξ = ν1 + · · · + νh for
ν1, . . . , νh ∈ S. Thus any set S with the property that Rh(ξ , S) ≤ h!g <∞ is aΛ(2h) set. In particular,
every finite set is aΛ(p) set for every p > 2.
We have now shown that every Bh[g] set is aΛ(2h) set. One might ask if everyΛ(2h) set is a Bh[g]
set. This is easily seen to be false. Notice that the union of twoΛ(p) sets, say S = S1∪S2, is also aΛ(p)
set. Letting Kp(S1) and Kp(S2) denote the Λ(p) constants of the sets S1 and S2, respectively, for any f
with fˆ supported on S, the triangle inequality gives:
‖f ‖Lp =
−
ν1∈S1
fˆ (ν1)e(ν1 · x)+
−
ν2∈S2\S1
fˆ (ν2)e(ν2 · x)

Lp
≤
−
ν1∈S1
fˆ (ν1)e(ν1 · x)

Lp
+
 −
ν2∈S2\S1
fˆ (ν2)e(ν2 · x)

Lp
≤ (Kp(S1)+ Kp(S2))‖f ‖L2 . (4)
Now we note that S1 = {2i : i ∈ N} and S2 = {−2j : j ∈ N} are each B2[1] sets but S1 ∪ S2 is
not a B2[g] for any finite g . The next natural question is Rudin’s question: is every Λ(2h) set a finite
union of Bh[g] sets? (Rudin asked this only for dimension d = 1, but it follows from the methods
described below and a standard compactness argument that a counterexample in any dimension can
be transformed into a counterexample in every other dimension.)Meyer’s counterexample [12] shows
that the answer to this question is no for all h ≥ 2.
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2. A first attempt at a combinatorial construction
In [5], Erdős constructed a B2[3] set that is not a finite union of B2[g] sets for g < 3, which he
proved by applying Ramsey theory. He conjectured that for any g , there exists a B2[g] set A that is not
a finite union of B2[g − 1] sets. This was later proven for all g by Nešetril and Rödl [13]. Informally,
this result means that one cannot always tradeoff a larger union size to obtain a lower value of g when
representing a set as a finite union of B2[g] sets.
Our approach to the anti-Freiman problem is to begin by solving a variant of Erdős’ problemwhere
the roles of g and the union size are switched. Informally put, we seek to prove that one cannot always
tradeoff a higher value of g to obtain a smaller union size when representing a set as a finite union of
B2[g] sets.
As a first attempt, we consider a Ramsey-theoretic approach, much like Erdős and somewhat
reminiscent of Meyer’s set E. For each positive integer k, we will construct an infinite S ⊆ Z such
that S is a union of 2k B2[2k−1] sets, but not a union of 2k − 1 B2[g ′] sets for any constant g ′. The
undesirable feature of this construction is that the value of g is a function of k. This dependence of g
on k is removed from our main construction in the next section, where we are able to fix g = 1, but it
is instructive to consider this simpler construction first.
Proposition 4. For every positive integer k, there exists a set S ⊆ Z such that S is a union of 2k B2[2k−1]
sets, and S cannot be decomposed as a union of 2k − 1 B2[g ′] sets for any finite g ′.
Proof. We first define k disjoint sequences of positive integers, X1 = {x1i }∞i=1, X2 = {x2i }∞i=1, . . . , Xk =
{xki }∞i=1, where each consists of powers of 5. For concreteness, we can take Xj to be the sequence
{5ik+j}∞i=1 for each j. We note that base 5 expansions of integers with coefficients in {−2,−1, 0, 1, 2}
are unique.
We let v1, . . . , v2k ∈ {1,−1}k denote all of the distinct vectors of length kwith entries in {1,−1}.
For j from 1 to k, we define the set
Sj := {(x1, x2, . . . , xk) · vj | x1 ∈ X1, . . . , xk ∈ Xk}.
We set S := kj=1 Sj. We note that each element of S has a unique representation as (x1, . . . , xk) · vj
for x1 ∈ X1, . . . , xk ∈ Xk and 1 ≤ j ≤ 2k.
We claim that each Sj is a B2[g] set, for g = 2k−1. To see why, we consider adding two elements
of Sj:
(x1, x2, . . . , xk) · vj + (y1, y2, . . . , yk) · vj = (x1 + y1, x2 + y2, . . . , xk + yk) · vj.
Here, x1, y1 ∈ X1, x2, y2 ∈ X2, . . . , xk, yk ∈ Xk. Recalling that the sequences X1, . . . , Xk are disjoint
sequences of powers of 5, we see that this is a base 5 expansion of an integer with coefficients in
[−2, 2] (coefficients of 2 or −2 will appear only where xi = yi). Since these expansions are unique,
this sum uniquely determines the values of x1, y1, x2, y2, . . . , xk, yk, up to exchanges of xi and yi. In
other words, it determines the unordered sets {xi, yi} for i from 1 to k. There are 2k ways to choose
two elements of Sj which match these sets: for each set {xi, yi}, we must decide whether xi will be
included in the first or the second element. Thus, each Sj is a B2[2k−1] set.
Now we prove that S cannot be decomposed into 2k − 1 B2[g ′] sets for any g ′. We suppose that S
can be decomposed into 2k − 1 B2[g ′] sets, A1, . . . , A2k−1, and proceed to derive a contradiction. We
will use this decomposition to give a

2k
2

-coloring of all k-element subsets of N.
To color the set (i1, . . . , ik) for i1 < i2 < · · · < ik, we consider the following 2k elements of S:
(x1i1 , x
2
i2 , . . . , x
k
ik) · v1 ∈ S1,
...
(x1i1 , x
2
i2 , . . . , x
k
ik) · v2k ∈ S2k .
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Since we have decomposed S into 2k − 1 sets, some pair of these elements must belong in the same
An. We color (i1, . . . , ik) according to which pair this is (if several pairs are in the same An, we choose
one arbitrarily). For example, if the element of S1 and the element of S2 are placed in the same An, we
may assign the color corresponding to the pair (1, 2).
Sincewe are coloring k-element subsets ofNwith finitelymany colors, a general version of Ramsey
Theorem (again, this can be found in e.g. [4]) tells us that there exists an infinite monochromatic set
M ⊆ N. This means that for any two k-element subsets ofM , the color assigned to them is the same.
We call this single color c(M).
Now, c(M) corresponds to a pair (i, j) of indices between 1 and 2k. We note that the corresponding
vectors vi and vj differ in some coordinate ℓ (i.e. vi + vj = 0 in the ℓth coordinate). We consider
k-element subsets ofM : (m1 < m2 < · · · < mk).
We consider fixing elements ofM in the indices ≠ ℓ and letting the elementmℓ vary overM (while
satisfying the ordering condition). For each value ofmℓ, we get two corresponding elements of some
An whose sum is equal to
(x1m1 , . . . , x
k
mk) · (vi + vj),
which does not depend on mℓ. SinceM is infinite, the number of values of mℓ satisfying the ordering
relation m1 < · · · < mk can be made arbitrarily large. This means that one of A1, . . . , A2k−1 must
contain arbitrarily many pairs of elements with the same sum, which contradicts the fact that it is a
B2[g ′] set for some fixed g ′. 
3. Our main construction
We now give our main construction, which improves upon our initial construction as described
in the last section. Our previous construction had the undesirable feature that our value of g grew as
function of our union size. This was due to the fact that a sum of two elements both from the same Sj
uniquely determined the pairs of values from each of the sequences X1, . . . , Xk going into it, but these
could be recombined arbitrarily to get another occurrence of the same sum. We will overcome this
problem by introducing an error correcting code, which will enforce that the occurrence of the sum is
unique. We do not need to adapt our Ramsey theory argument to this more complex situation, since
an alternative counting argument replaces it.
We construct, for each positive integer k, a union of k B2[1] sets which is not a union of k− 1 B2[g]
sets for any finite g . This resolves the variant of Erdős’ problem mentioned above, showing that one
cannot always reduce the union size of a finite union of B2[1] sets, even if one is willing to use B2[g]
sets for an arbitrarily high g . Extending this result to Bh[g] sets for values of h > 2 is an interesting
problem which we do not address.
We begin by defining k vectors v1, . . . , vk ∈ {+1,−1}d with two key properties. First, we require
that for each i ≠ j, vi + vj has> d2 coordinates equal to 0 (in other words, these vectors form an error
correcting code with relative distance strictly greater than 12 ). Second, we require the values vi+ vj to
be distinct (i.e. vi + vj = vh + vℓ holds if and only if the sets {i, j} and {h, ℓ} are equal). Such vectors
can be easily constructed from Hadamard matrices when d = 2j − 1 for some j such that 2j ≥ k.
Lemma 5. For any fixed positive integer k and for d = 2j − 1 such that 2j ≥ k, there exist vectors
v1, . . . , vk ∈ {1,−1}d such that the pairwise vector sums vi + vj are distinct, and have > d2 0’s when
i ≠ j.
Proof. We let H be a 2j× 2j Hadamard matrix with all 1’s in its first column (these can be recursively
constructed, and are also known as Walsh matrices). This matrix has entries in {1,−1}, and any two
distinct rows are orthogonal. We take v1, . . . , vk to be the first k rows of H , where we omit from each
the first column’s entry, which is always equal to 1. These are distinct vectors of length d = 2j − 1,
and we claim that each vi+vj for i ≠ j has> d2 0’s. To see why, we note that vi ·vj = −1 (because the
rows ofH are orthogonal andwe have omitted the initial 1’s), and each coordinate of vi, vj contributes
1 to vi · vj if vi and vj are equal in this coordinate, and contributes −1 if they are unequal. Hence, vi
and vj must be unequal in strictly more than half the coordinates, so vi + vj has> d2 0’s.
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We now suppose that vi + vj = vh + vℓ and that i ∉ {h, ℓ}. Then we have:
vi · (vh + vℓ) = vi · vh + vi · vℓ = −1− 1 = −2.
However,
vi · (vi + vj) = vi · vi + vi · vj = d− 1 > −2,
so we have a contradiction. Thus, i ∈ {h, ℓ}. It follows that {i, j} = {h, ℓ}. 
We now define d disjoint sequences of positive integers, X1 = {x1i }∞i=1, X2 = {x2i }∞i=1, . . . , Xd =
{xdi }∞i=1, where each consists of powers of 5. For concreteness, we take Xj to be the sequence {5id+j}∞i=1
for each j. We additionally define an infinite set S ⊂ Nd as follows. We let M be the d × ⌈ d2⌉
Vandermonde matrix:
M =

1 1 1 . . . 1
1 2 22 . . . 2⌈
d
2 ⌉−1
...
...
...
. . .
...
1 d d2 . . . d⌈
d
2 ⌉−1
 .
We note that any ⌈ d2⌉ rows of the matrix form an invertible ⌈ d2⌉× ⌈ d2⌉ Vandermonde matrix. We also
note that invertibility remains even if we reduce the entries modulo any prime which is> d (because
1, . . . , d will have distinct modular reductions). By Bertrand’s Postulate, we know that such a prime
exists which is ≤ 2d. Hence, we obtain a reduced matrixM with positive entries< 2d such that any
⌈ d2⌉ rows form an invertible matrix (invertible over R).
We now define S as:
S := {M · (i′1, . . . , i′⌈ d2 ⌉)
t : (i′1, . . . , i′⌈ d2 ⌉) ∈ N
⌈ d2 ⌉}.
(We use the notation (i′1, . . . , i
′
⌈ d2 ⌉
)t to denote the transpose, i.e. (i′1, . . . , i
′
⌈ d2 ⌉
)t denotes a column
vector whose first entry is i′1, etc.) The key property of S that we will use is that if we are given at
least half of the coordinates of some tuple (i1, . . . , id) ∈ S, we can uniquely solve for the remaining
coordinates (by solving a linear system of ⌈ d2⌉ linearly independent equations in ⌈ d2⌉ unknowns). In
other words, S is an error correcting code. (More precisely, a Vandermonde matrix modulo a prime p
is the generating matrix for a Reed–Solomon code over Fp.)
For each j from 1 to k, we defineWj ⊂ Z as:
Wj := {(x1i1 , . . . , xdid) · vj : (i1, . . . , id) ∈ S}.
In other words, an element of Wj is formed by taking a d-tuple in S, using the coordinates as indices
into the ddisjoint sequencesX1, . . . , Xd, and taking the linear combination of the corresponding values
with coefficients equal to the coordinates of vj.
We will prove that eachWj is a B2[1] set, and thatW := W1 ∪W2 ∪ · · · ∪Wk is a union of k B2[1]
sets that cannot be decomposed as a union of k− 1 B2[g] sets for any finite value of g . (We note that
W and S are defined with respect to a fixed k, and we leave this dependence implicit. In other words,
W and S actually represent a family of constructions, parameterized by k.) We start by proving some
useful lemmas.
Lemma 6. Each element of W has a unique expression as (x1i1 , . . . , x
d
id
) · vj for (i1, . . . , id) ∈ S and
1 ≤ j ≤ k. In particular, the sets Wj are disjoint.
Proof. This simply follows from the fact that base 5 expansions of integers with coefficients in
{−2,−1, 0, 1, 2} are unique. Any value of the form (x1i1 , . . . , xdid) · vj has a base 5 expansion with
coefficients in {−1, 0, 1}. From this expansion, we can uniquely determine the values of x1i1 , . . . , xdid
and the coordinates of vj. 
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Next, wewill obtain a precise characterization of the repeated sums and differences inW . We start
with the following lemma.
Lemma 7. The sets Wi +Wj (1 ≤ i, j ≤ k) are disjoint. In other words, Wi +Wj intersects Wh +Wℓ if
and only if {i, j} and {h, ℓ} are equal.
Proof. Again, this follows from the fact that base 5 expansions of integers with coefficients in
{−2,−1, 0, 1, 2} are unique. We suppose that {i, j} ≠ {h, ℓ}, so (from Lemma 5) we have that
vi + vj ≠ vh + vℓ. Without loss of generality, we suppose that vi + vj and vh + vℓ differ in the
first coordinate. We suppose that Wi + Wj intersects Wh + Wℓ. This means that there exist tuples
(i1, . . . , id), (j1, . . . , jd), (h1, . . . , hd), (ℓ1, . . . , ℓd) ∈ S such that:
(x1i1 , . . . , x
d
id) · vi + (x1j1 , . . . , xdjd) · vj = (x1h1 , . . . , xdhd) · vh + (x1ℓ1 , . . . , xdℓd) · vℓ.
Since base 5 expansions with coefficients in [−2, 2] are unique, we must have the same
contribution of terms from sequence X1 on both sides. This can only occur when the set of the first
coordinates of vi, vj and the set of the first coordinates of vh, vℓ contain the same number of+1’s and
−1’s, i.e. when vi + vj and vh + vℓ agree in the first coordinate. This contradicts our assumption that
vi + vj and vh + vℓ differ in the first coordinate, so we have shown that Wi + Wj and Wh + Wℓ are
disjoint when vi + vj ≠ vh + vℓ, i.e. when {i, j} ≠ {h, ℓ}. 
We now prove a very helpful general lemma. We let φ : S → Zd denote the map which takes a
d-tuple (i1, . . . , id) in S to the vector (x1i1 , . . . , x
d
id
) ∈ Zd. We note that each element of our setW can
be expressed as φ(M · y) · vi for some i and some vector y ∈ Z⌈ d2 ⌉, where M is the matrix described
above.
Lemma 8. We let v′i and v
′
j denote any two vectors in {+1,−1}d. We suppose that y, z, y′, z ′ ∈ Z⌈
d
2 ⌉
satisfy:
φ(M · y) · v′i + φ(M · z) · v′j = φ(M · y′) · v′i + φ(M · z ′) · v′j .
If v′i + v′j is equal to 0 in≥ d2 coordinates, then either y = y′ and z = z ′ or y = z and y′ = z ′. If v′i + v′j
is nonzero in≥ d2 coordinates, then either y = y′ and z = z ′ or y = z ′ and z = y′.
Proof. We let C denote the valueφ(M ·y)·v′i+φ(M ·z)·v′j , which is equal toφ(M ·y′)·v′i+φ(M ·z ′)·v′j .
We consider the base 5 expansion of C with coefficients in [−2, 2]. We let n ∈ [d] denote a coordinate
where v′i + v′j is equal to 0. If the base 5 expansion of C includes no terms from the sequence Xn, we
may conclude that the nth coordinate ofM ·y and the nth coordinate ofM ·z are equal. In other words,
if we letMn denote the nth row ofM , we have that y− z is orthogonal toMn, as is y′− z ′. We let EQUAL
denote the set of coordinates nwhere v′i + v′j is equal to 0 and no terms from Xn appear in our base 5
expansion of C . We let Null(EQUAL) denote the space in R⌈
d
2 ⌉ of vectors orthogonal to all the rowsMn
ofM for n ∈ EQUAL. Then we have shown so far that y− z and y′ − z ′ are in Null(EQUAL).
We now consider a coordinate n ∈ [d]where v′i + v′j = 0 but we see two terms (of opposite sign)
from the sequence Xn in the base 5 expansion of C . Since these terms have different signs, we can tell
which came from dotting with v′i and which came from dotting with v
′
j . Thus, we must have that the
nth coordinate of M · y and the nth coordinate of M · y′ are equal, and similarly, the nth coordinates
of M · z and M · z ′ must be equal. Thus, y − y′ and z − z ′ are both orthogonal to Mn. We define the
set SAME to include all such coordinates n, and we let Null(SAME) denote the space in R⌈
d
2 ⌉ of vectors
orthogonal to all the rowsMn ofM for n ∈ SAME. We have shown that y− y′, z − z ′ ∈ Null(SAME).
Next, we consider a coordinate n ∈ [d] where v′i + v′j ≠ 0. In such coordinates, we see two terms
of the same sign from the sequence Xn in the base 5 expansion of C . There are then two possibilities:
either y − y′ and z − z ′ are both orthogonal to Mn, or y − z ′ and z − y′ are both orthogonal to Mn.
If y − y′ and z − z ′ are both orthogonal to Mn, we add n to the set SAME. If this does not hold, then
we must have y− z ′ and z − y′ both orthogonal toMn, and we define a new set DIFF to include such
coordinates n. We let Null(DIFF) denote the space in R⌈
d
2 ⌉ of vectors orthogonal to all the rowsMn of
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M for n ∈ DIFF . Then we have that y− z ′, z − y′ ∈ Null(DIFF). We note that we have defined the sets
EQUAL, SAME, and DIFF so that they are disjoint, and their union is [d] (all of the d coordinates).
We now examine four possible cases:
1. |EQUAL| ≥ d2 .
2. |SAME| ≥ d2 .
3. |DIFF | ≥ d2 .
4. |EQUAL|, |SAME|, |DIFF | ≤ d2 .
In case 1., y − z and y′ − z ′ are each orthogonal to at least d2 rows of M , so we must have y = z
and y′ = z ′. In case 2., y− y′ and z − z ′ are each orthogonal to at least d2 rows ofM , so we must have
y = y′ and z = z ′. In case 3., y− z ′ and z − y′ are each orthogonal to at least d2 rows ofM , so we must
have y = z ′ and z = y′.
In case 4., we note that y− y′+ z− z ′ ∈ Null(SAME)∪Null(DIFF), y− z+ y′− z ′ ∈ Null(EQUAL)∪
Null(DIFF), and y − y′ − z + z ′ ∈ Null(SAME) ∪ Null(EQUAL). Since |EQUAL|, |SAME|, |DIFF | ≤ d2 ,
we have that |SAME ∪ DIFF |, |EQUAL ∪ DIFF |, |SAME ∪ EQUAL| are all ≥ d2 . Hence, we have that:
y− y′ + z − z ′ = 0 = y− z + y′ − z ′ = y− y′ − z + z ′, which implies that y = y′ = z = z ′.
Now, if v′i+v′j is equal to 0 in≥ d2 coordinates, then being exclusively in case 3. is impossible. Thus,
we may conclude that either y = y′ and z = z ′ or y = z and y′ = z ′. If v′i + v′j is nonzero in≥ d2 of the
coordinates, then being exclusively in case 1. is impossible, so either y = y′ and z = z ′ or y = z ′ and
z = y′. 
This lemma has a few useful corollaries.
Corollary 9. Each Wi is a B2[1] set.
Proof. We apply Lemma 8 with v′i = vi and v′j = vi. Since 2vi is nonzero in all d coordinates, we can
conclude that either y = y′ and z = z ′ or y = z ′ and z = y′. This means that if a + b is a sum of two
elements ofWi, the only other way to express it as a sum of two elements ofWi is as b+ a. HenceWi
is a B2[1] set. 
Corollary 10. W is a B◦2[2] set.
Proof. We suppose that we have y, z, y′, z ′ such that
φ(M · y) · vi − φ(M · z) · vj = φ(M · y′) · vh − φ(M · z ′) · vℓ.
By the same argument employed in the proof of Lemma 7, this can only occur when vi− vj = vh− vℓ,
i.e. when vi + vℓ = vh + vj. Since the sums of these vectors are unique, we must have either:
1. vi = vh and vj = vℓ (and i ≠ j) or
2. vj = vi and vh = vℓ.
In case 1., we have: φ(M · y) · vi−φ(M · z) · vj = φ(M · y′) · vi−φ(M · z ′) · vj. We then apply Lemma 8
with v′i = vi and v′j = −vj. Then v′i + v′j is nonzero in more than half of the coordinates (since i ≠ j),
so either y = y′ and z = z ′ or y = z ′ and z = y′. This gives us at most two ways of representing this
value as a difference of two elements ofW .
In case 2., we have: φ(M · y) · vi − φ(M · z) · vi = φ(M · y′) · vh − φ(M · z ′) · vh. We can rearrange
this to be:
φ(M · y) · vi + φ(M · z ′) · vh = φ(M · z) · vi + φ(M · y′) · vh.
We then apply Lemma 8with v′i = vi, and v′j = vh and the roles of y, z, y′, z ′ appropriately exchanged.
If i = h, then vi + vh is nonzero in all of the coordinates. In this case, we conclude that either y = z
and y′ = z ′ (in which case, the difference φ(M · y) · vi − φ(M · z) · vi is 0), or y = y′ and z = z ′
(in which case, we are looking at the very same representation of the difference). Neither of these
cases results in an alternate way of expressing a nonzero element as a difference of elements inW .
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If i ≠ h, then vi + vh is 0 in more than half of the coordinates. We conclude that either y = z and
y′ = z ′ (again, the difference being represented is then equal to 0), or y = z ′ and z = y′. In this case,
we see that we may have two ways of representing a nonzero value as a difference of two elements
ofW . We then ask, could we have more? In other words, could we have distinct representations
φ(M · y) · vi − φ(M · z) · vi = φ(M · z) · vh − φ(M · y) · vh
= φ(M · u) · vℓ − φ(M · w) · vm
for some u, w, vℓ, vm where y ≠ z?We first note that vm = vℓ must then hold, again by the argument
employed in Lemma 7.
This gives us:
φ(M · y) · vi − φ(M · z) · vi = φ(M · z) · vh − φ(M · y) · vh
= φ(M · u) · vℓ − φ(M · w) · vℓ.
Applying the argument above with vi and vℓ instead of vh, we conclude that if y ≠ z, we must have
u = z and w = y. However, if we apply the above argument to vh and vℓ instead, we conclude that
u = y and w = z. Since these must simultaneously hold, we get that y = z, which is a contradiction.
Putting it all together, we have now proven that only 0 can be represented as a difference of two
elements ofW in more than 2 ways, soW is a B◦2[2] set. 
We now have a rather complete understanding of the sums and differences ofW . We have shown
that W is a B◦2[2] set and is a union of k B2[1] sets. We also know that W is not a B2[g] set for any g ,
since Lemma 8 does reveal some repeated sums inW . For each i ≠ j, we can getmany representations
of a single integer as a sum of an element inWi and an element ofWj by examining sums of the form
φ(M ·y) ·vi+φ(M ·y) ·vj. The value of this sumwill only depend on the coordinates ofM ·y for which
vi + vj is nonzero, and this is less than half of the coordinates. This means that the sum does not fully
determine y: in fact, there are infinitely many values y′ such thatM · y′ will agree withM · y in these
coordinates where vi+ vj ≠ 0. This shows that for i ≠ j,Wi ∪Wj is not a B2[g] set for any g . Lemma 8
also tells us that these repeated sums of the formφ(M ·y)·vi+φ(M ·y)·vj = φ(M ·y′)·vi+φ(M ·y′)·vj
are the only repeated sums inW +W . Essentially, this means thatW ′ +W ′ will still be large for any
subsetW ′ ofW , even thoughW is not a B2[g] set for any g . In fact,W is not a union of k− 1 B2[g] sets
for any g , which we prove next.
Lemma 11. W := W1 ∪W2 ∪ · · · ∪Wk is not a union of k− 1 B2[g] sets, for any finite g.
Proof. We suppose that this is not true, i.e. there exist sets A1, . . . , Ak−1 such that W = A1 ∪ A2 ∪
· · ·∪Ak−1, where each Ai is a B2[g] set for some fixed g . We consider each d-tuple (i1, . . . , id) in S. This
corresponds to k elements of W , namely (x1i1 , . . . , x
d
id
) · v1, . . . , (x1i1 , . . . , xdid) · vk. By the pigeonhole
principle, some pair of these must belong to the same set Aℓ. This means we have a distinct way of
achieving a sum of the form (x1i1 , . . . , x
d
id
) · vi + (x1i1 , . . . , xdid) · vj in Aℓ + Aℓ (this is a distinct way
of achieving this sum because elements of W have unique representations as (x1i1 , . . . , x
d
id
) · vi by
Lemma 6). We note that:
(x1i1 , . . . , x
d
id) · vi + (x1i1 , . . . , xdid) · vj = (x1i1 , . . . , xdid) · (vi + vj),
and that (vi + vj) is 0 in> d2 of the coordinates.
We consider tuples (i1, . . . , id) ∈ S such that all of i1, . . . , id are≤ n, for some fixed positive integer
n. We first count howmany of these tuples there are. We note that (i1, . . . , id) = M · (i′1, . . . , i′⌈ d2 ⌉) for
some (i′1, . . . , i
′
⌈ d2 ⌉
) ∈ N⌈ d2 ⌉. Thus, each of i1, . . . , id is a linear combination of the values i′1, . . . , i′⌈ d2 ⌉,
with positive coefficients all≤ 2d. Thus, if we choose any i′1, . . . , i′⌈ d2 ⌉ values such that each is≤
n
2d⌈ d2 ⌉
,
we will have i1, . . . , id ≤ n. This shows that there are at least ( n2d⌈ d2 ⌉ )
⌈ d2 ⌉ tuples (i1, . . . , id) ∈ S such
that all of i1, . . . , id are≤ n.
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As discussed above, each of these d-tuples in S contributes a unique way of forming a sum
(x1i1 , . . . , x
d
id
) · (vi + vj) in Aℓ + Aℓ for some Aℓ. When all of i1, . . . , id are ≤ n, there are at most
k
2

n⌈
d
2 ⌉−1 possibilities for the value of (x1i1 , . . . , x
d
id
) · (vi + vj). We can see this by noting that there
are

k
2

possibilities for vi + vj, and each of them only has at most ⌈ d2⌉ − 1 nonzero coordinates. In
each such coordinate, we know our index value is at most n.
We note that d is a fixed function of k, and we consider letting n grow to infinity. Since ( n
2d⌈ d2 ⌉
)⌈
d
2 ⌉
grows faster as a function of n than

k
2

n⌈
d
2 ⌉−1, and there are only k possibilities for Aℓ, we must have
that for any fixed g , there is some Aℓ such that some element of Aℓ+Aℓ can be expressed in> g ways
as a sum of two elements of Aℓ. This contradicts the fact that Aℓ is a B2[g] set. Hence we have proven
thatW is not a union of k− 1 B2[g] sets for any finite g . 
We have now shown:
Theorem 12. W ⊆ Z is a union of k B2[1] sets that cannot be decomposed as a union of k− 1 B2[g] sets
for any g. W is also a B◦2[2] set.
By employing the same counting argument as above for a fixed n (sufficiently large with respect
to k and g), we can restate our result in the context of finite sets. We letWn,k denote the finite subset
of W formed by restricting to tuples (i1, . . . , id) ∈ S such that i1, . . . , id ≤ n. (Here we make the
dependence on k explicit.)
Theorem 13. For any positive integers g and k, we can choose n sufficiently large so that the finite set
Wn,k ⊆ Z is a B◦2[2] set that is a union of k B2[1] sets, but cannot be decomposed as a union of k−1 B2[g]
sets.
4. Adapting our construction for mixed unions
In the previous section, we constructed a set W ⊂ Z for each k such that W could not be
decomposed as a union of k− 1 B2[g] sets for any g . However, ourW is a B◦2[2] set, and we would like
to arrive at a set in Zwhich cannot be decomposed as a mixed union of k B2[g] and B◦2[g] sets for each
k. Constructing such a set will put us well on our way toward obtaining an explicit counterexample
to the weak anti-Freiman conjecture. To accomplish this, we will first adjust our techniques to obtain
a B2[2] set W ◦ ⊆ Z for each k that cannot be decomposed as a union of k − 1 B◦2[g] sets for any g .
We will then considerW ◦×W in Z2 for each k, and show that this cannot be decomposed as a mixed
union of k3 − 1 B2[g] and B◦2[g] sets for any g .
For each positive integer k, we set d = k and we let vj be the vector in {1,−1}d with a −1 in the
jth coordinate and 1’s in all other coordinates. We note that for k ≥ 5, vj and vh will agree in > d2
coordinates for all 1 ≤ j, h ≤ k. We define the sequences X1, . . . , Xd and the set S ⊂ Zd as in the
previous section. For each i from 1 to k, we define:
W ◦j := {(x1i1 , . . . , xdid) · vj : (i1, . . . , id) ∈ S}.
We defineW ◦ := W ◦1 ∪W ◦2 · · · ∪W ◦k . We now prove the relevant properties ofW ◦. The dependence
ofW ◦ on k is implicit.
Lemma 14. Each element of W ◦ has a unique expression as (x1i1 , . . . , x
d
id
) · vj for (i1, . . . , id) ∈ S and
1 ≤ j ≤ k. In particular, the sets W ◦j are disjoint.
Proof. This is the same as the proof of Lemma 6. 
Lemma 15. For each j, W ◦j is a B
◦
2[1] set.
Proof. We can represent any element of W ◦j as φ(M · y) · vj for some vector y ∈ Z⌈
d
2 ⌉. We suppose
that there are vectors y, z, y′, z ′ such that:
φ(M · y) · vj − φ(M · z) · vj = φ(M · y′) · vj − φ(M · z ′) · vj.
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We now apply Lemma 8 with v′i = vj and v′j = −vj. Since vj − vj is 0 in all of the coordinates, we
conclude that either y = y′ and z = z ′ (so we do not get a new way of representing the value as a
difference) or y = z and y′ = z ′ (in which case, we are representing 0). Therefore, every nonzero value
can be represented in at most one way as a difference of two elements ofW ◦j . 
Lemma 16. For k ≥ 5, W ◦ is a B2[2] set.
Proof. We note that the sums vi + vj are distinct (e.g. i and j can be determined from the sum as
the two coordinates where the sum is 0 for i ≠ j). As shown in Lemma 7, this implies that the sets
W ◦i +W ◦j are disjoint. Therefore, it suffices to consider vectors y, z, y′, z ′ ∈ Z⌈
d
2 ⌉ such that:
φ(M · y) · vi + φ(M · z) · vj = φ(M · y′) · vi + φ(M · z ′) · vj.
Now we can apply Lemma 8 with v′i = vi and v′j = vj. Since k ≥ 5, vi + vj will be nonzero in more
than half the coordinates, so either y = y′ and z = z ′ or y = z ′ and z = y′. This gives us at most two
ways of representing any value as a sum of two elements ofW ◦, soW ◦ is a B2[2] set. 
Lemma 17. For k ≥ 5, W ◦ cannot be decomposed as a union of k− 1 B◦2[g] sets for any g.
Proof. We suppose that this is not true, i.e. there exist sets A◦1, . . . , A
◦
k−1 such that W ◦ = A◦1 ∪ A◦2 ∪· · ·∪A◦k−1, where each A◦i is a B◦2[g] set for some fixed g . We consider each d-tuple (i1, . . . , id) in S. This
corresponds to k elements ofW ◦, namely (x1i1 , . . . , x
d
id
) · v1, . . . , (x1i1 , . . . , xdid) · vk. By the pigeonhole
principle, some pair of these must belong to the same set A◦ℓ . This means we have a distinct way of
achieving a difference of the form (x1i1 , . . . , x
d
id
) · vi− (x1i1 , . . . , xdid) · vj in A◦ℓ−A◦ℓ (this is a distinct way
of achieving this difference because elements ofW ◦ have unique representations as (x1i1 , . . . , x
d
id
) · vi
by Lemma 14). We note that:
(x1i1 , . . . , x
d
id) · vi − (x1i1 , . . . , xdid) · vj = (x1i1 , . . . , xdid) · (vi − vj),
and that vi − vj is 0 in all but two of the coordinates.
We consider tuples (i1, . . . , id) ∈ S such that each of i1, . . . , id ≤ n, for some fixed positive integer
n. From the proof of Lemma 11, we know that there are at least ( n
2d⌈ d2 ⌉
)⌈
d
2 ⌉ of these tuples.
As discussed above, each of these d-tuples in S contributes a unique way of forming a difference
(x1i1 , . . . , x
d
id
) · (vi− vj) in A◦ℓ − A◦ℓ for some A◦ℓ . When all of i1, . . . , id are≤ n, there are at most

k
2

n2
possibilities for the value of (x1i1 , . . . , x
d
id
) · (vi − vj). We can see this by noting that there are

k
2

possibilities for vi − vj, and each of them only has two nonzero coordinates. In each such coordinate,
we know that our index value is at most n.
We note that d is a fixed function of k, and we consider letting n grow to infinity. Since ( n
2d⌈ d2 ⌉
)⌈
d
2 ⌉
grows faster as a function of n than

k
2

n2, and there are only k possibilities for A◦ℓ , wemust have that
for any fixed g , there is some A◦ℓ such that some element of A
◦
ℓ + A◦ℓ can be expressed in> g ways as a
difference of two elements of A◦ℓ . This contradicts the fact that A
◦
ℓ is a B
◦
2[g] set. Hence we have proven
thatW ◦ is not a union of k− 1 B◦2[g] sets for any finite g . 
By employing the same counting argument as above with a fixed n (sufficiently large with respect
to k and g), we can state our result in the context of finite sets.
Theorem 18. For any positive integers g and k ≥ 5, there exists a finite B2[2] set W ◦n,k ⊆ Z such that
W ◦n,k is a union of k B
◦
2[1] sets but cannot be decomposed as a union of k− 1 B◦2[g] sets.
Here, W ◦n,k is the finite subset of W ◦ formed by restricting to tuples (i1, . . . , id) ∈ S such that
i1, . . . , id ≤ n.
We now fix k and g and consider the set W ◦n,k × Wn,k ⊆ Z2, where n is chosen to be sufficiently
large with respect to k and g , andWn,k is defined as in Theorem 13.
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Theorem 19. For each fixed g and k ≥ 5, there exists a sufficiently large n such that W ◦n,k ×Wn,k ⊆ Z2
cannot be expressed as a union of ≤ k3 − 1 B◦2[g] and B2[g] sets.
Proof. We let k′ := k3 − 1. We suppose that
W ◦n,k ×Wn,k =

j
i=1
Ai
 k′
i=j+1
A◦i

,
where each Ai is a B2[g] set and each A◦i is a B◦2[g] set. We note that at least half of the elements of
W ◦n,k×Wn,k must be contained in either the union of the Ai’s or the union of the A◦i ’s. We suppose that
≥ 12 the elements are contained in the Ai’s. This implies that there must exist some a ∈ W ◦n,k such that
at least half of the elements a× b for b ∈ Wn,k are contained in the union of the Ai’s.
We let Sn denote the set of d-tuples (i1, . . . , id) ∈ S such that i1, . . . , id ≤ n. We define N := |Sn|,
and we number these tuples from 1 to N . For each j from 1 to N , we let Ij denote the set of k elements
ofWn,k corresponding to the tuple j. We suppose that for (1− α)N of these sets Ij, we have less than
k
3 elements of a× Ij in the union of the Ai’s. Then α must satisfy:
(1− α)N

k
3

+ αNk ≥ 1
2
Nk ⇔ (1− α)

1
3

+ α ≥ 1
2
⇔ 1
3
− α
3
+ α ≥ 1
2
⇔ α ≥ 1
4
.
This means that for at least 14N values of j, we have at least
k
3 elements of a× Ij in the union of the
Ai’s. Now, there are at most k′ < k3 of the Ai’s, so for these tuples j, we must have that two distinct
elements of a × Ij will be in the same Ai. Each of these will correspond to a distinct representation
of one of

k
2

n⌈
d
2 ⌉−1 possible sum values in Z2 (note that all of these will be equal to 2a in the first
coordinate). Since this will occur at least
1
4
N ≥ 1
4

n
2d
 d
2
⌈ d2 ⌉
times, and there are only k′ Ai’s, we can choose n large enough to contradict the fact that each Ai is a
B2[g] set (note that k, d, g are all fixed).
Similarly, if at least half of the elements ofW ◦n,k ×Wn,k are contained in the union of the A◦i ’s, then
there must be some fixed b ∈ Wn,k such that at least half of the elements ofW ◦n,k × b are contained in
the A◦i ’s. Then for at least
1
4 of theNd-tuples in Sn, wewill get a distinct representation of one of

k
2

n2
values as a difference of two elements of some A◦i . We can then choose n large enough to contradict
the fact that each A◦i is a B
◦
2[g] set. 
5. A counterexample to the weak anti-Freiman conjecture
We now use our setsW ◦n,k×Wn,k to disprove the weak anti-Freiman conjecture (Conjecture 1). We
first prove a lemma aboutΛ(4) sets. This is essentially Lemma 4.30 from [18].
Lemma 20. Let S ⊂ Zd such that K4(S) <∞. (Recall the definition of K4(S) from Eq. (2) in Section 1.3.)
Furthermore if (h1, h2) ∈ {(2, 0), (1, 1)}, then for any finite S ′ ⊆ S,
|h1S ′ − h2S ′| ≥ |S
′|2
(K4(S))4
.
Proof. First, from the definition of K4(S)we have−
ξ∈S′
e(ξ · x)

4
L4
≤ (K4(S))4|S ′|2. (5)
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Now we also have that−
ξ∈S′
e(ξ · x)

4
L4
=

−
ξ∈S′
e(ξ · x)
h1 −
ξ∈S′
e(−ξ · x)
h2
2
L2
.
We let
R2,0(ν) = |{(ξ1, ξ2) ∈ S ′ × S ′ : ξ1 + ξ2 = ν}|
and we also let
R1,1(ν) = |{(ξ1, ξ2) ∈ S ′ × S ′ : ξ1 − ξ2 = ν}|.
We then have:−
ν∈Zd
R2h1,h2(ν) ≤ (K4(S))4|S ′|2.
We also note that:−
ν∈Zd
Rh1,h2(ν) = |S ′|2. (6)
Finally, by Cauchy–Schwarz, (5), and the fact that Rh1,h2(ν) is supported on the set h1S
′ − h2S ′, we
have −
ν∈Zd
1{h1S′−h2S′}(ν)Rh1,h2(ν) ≤ ‖1{h1S′−h2S′}‖L2(Zd)‖Rh1,h2‖L2(Zd)
≤ |h1S ′ − h2S ′|1/2(K4(S))2|S ′|. (7)
From (6) and (7), we have that
|S ′|2 ≤ |h1S ′ − h2S ′|1/2(K4(S))2|S ′|,
which completes the proof. 
Lemma 21. There is a universal constant δ > 0 such that for any k ≥ 5, for any finite subset W ′ of
W ◦×W (recall that W ◦×W is defined with respect to k), |W ′+W ′| ≥ δ|W ′|2 and |W ′−W ′| ≥ δ|W ′|2.
Proof. We fix a value of k ≥ 5. We note that W ◦ is a B2[2] set, and hence it is a Λ(4) set, with its
Λ(4) constant bounded independently of k. Similarly, W is B◦2[2], so it is also a Λ(4) set, with its
Λ(4) constant bounded independently of k. Thus, by Lemma 25, we conclude that W ◦ × W is also
a Λ(4) set, with its Λ(4) constant bounded independently of k. By the lemma above, there exists
δ > 0 independent of k such that |W ′ +W ′| ≥ δ|W ′|2 and |W ′ −W ′| ≥ δ|W ′|2 for any finite subset
W ′ of W ◦ × W . (We note that this can be proved directly from the combinatorial properties of our
construction, but we prefer this proof because it highlights the connection between the anti-Freiman
problem andΛ(4) sets.) 
Theorem 22. We let δ be as above, so for every n and k ≥ 5, we have that |W ′ + W ′| ≥ δ|W ′|2
and |W ′ − W ′| ≥ δ|W ′|2 for all finite subsets W ′ of W ◦n,k × Wn,k. For every g and δ′, there exist k
and n sufficiently large such that W ◦n,k × Wn,k does not contain either a B2[g] set or a B◦2[g] set of size
≥ δ′|W ◦n,k ×Wn,k|.
Proof. We again let N denote the size of Sn, so |Wn,k| = |W ◦n,k| = kN . We suppose we have A ⊆
W ◦n,k ×Wn,k such that |A| ≥ δ′|W ◦n,k ×Wn,k| = δ′k2N2. We again number the tuples of Sn as 1 to N .
We let Ij denote the set of k elements ofWn,k corresponding to tuple j and we let I◦j denote the set of
k elements ofW ◦n,k corresponding to tuple j. We note that for some fixed a ∈ W ◦n,k, Amust contain at
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least δ′kN elements of a×Wn,k. We consider the sets a× Ij. We suppose that 1−γ of them have< δ′2 k
elements in A. Then γ must satisfy:
(1− γ )δ
′
2
+ γ ≥ δ′ ⇔ γ ≥
δ′
2
1− δ′2
.
We can then set γ = δ
′
2
1− δ′2
, and we have that at least a γ -fraction of the Ij’s have at least δ
′
2 k
elements of a× Ij in A. As long as we choose k such that δ′ k2 ≥ 2, these will lead to repeated sums in
A. More precisely, each pair of distinct elements in a × Ij will sum to one of

k
2

n⌈
d
2 ⌉−1 values, and
there are at least

δ′ k2
2

γN such pairs in A. Since N is a faster growing function of n than n⌈
d
2 ⌉−1, we
can choose n sufficiently large to contradict the fact that A is a B2[g] set.
Similarly, there is some fixed b ∈ Wn,k such that at least δ′kN elements ofW ◦n,k × b are contained
in A. We then have that at least a γ -fraction of the sets I◦j × b have at least δ
′
2 k elements in A. This will
lead to repeated differences in A: each pair of distinct elements in I◦j × bwill have a difference equal
to one of

k
2

n2 values, and there are at least

δ′ k2
2

γN such pairs in A. Since N is a faster growing
function of n than n2, we can choose n sufficiently large to contradict the fact that A is a B◦2[g] set.
Thus, if we choose k such that δ′ k2 ≥ 2 and n sufficiently large with respect to k, g , d, δ′, we have that
A cannot be a B2[g] set or a B◦2[g] set. 
This is a counterexample to Conjecture 1 in Z2. To obtain a counterexample in Z, we can use
F2-isomorphisms, which are discussed in the next section. We note that each W ◦n,k ×Wn,k is a finite
set, and thus there is a F2-isomorphic copy of this set inside Z by Lemma 27 (which we prove in the
next section). If this image in Z contained a large B2[g] or B◦2[g] set, then this would correspond to a
B2[g] or B◦2[g] set inW ◦n,k ×Wn,k, which we know does not exist. (If two finite sets are F2-isomorphic,
then one is a B2[g] or B◦2[g] set if and only if the other one is aswell, by Lemma 29, which is also proved
in the next section.)
6. Λ(4) sets
We provide an alternate counterexample to Rudin’s question forΛ(4) sets: we give an explicit set
in Z that is a Λ(4) set, but cannot be expressed as finite union of B2[g] sets for any g . However, one
might also ask about B◦2[g] sets, since all B◦2[g] sets areΛ(4) sets as well.
Lemma 23. Let S ⊂ Zd be a B◦2[g] set. Then for any function f ∈ L2(Td) such that fˆ is supported on S, we
have: −
ξ∈S
fˆ (ξ)e(ξ · x)

L4
≤ (1+ g2)1/4‖f ‖L2 .
Proof. We note:−
ξ∈S
fˆ (ξ)e(ξ · x)

4
L4
=
−
ξ1∈S
fˆ (ξ1)e(ξ1 · x)
−
ξ2∈S
fˆ (ξ2)e(−ξ2 · x)

2
L2
=
−
ν∈Zd
 −
ξ1−ξ2=ν
fˆ (ξ1)fˆ (ξ2)

2
=
−
ξ∈S
|fˆ (ξ)|2
2
+
−
ν≠0
 −
ξ1−ξ2=ν
fˆ (ξ1)fˆ (ξ2)

2
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≤
−
ξ∈S
|fˆ (ξ)|2
2
+ g2
−
ν≠0
max
|fˆ (ξ1)fˆ (ξ2)|2
ξ1−ξ2=ν
|fˆ (ξ1)fˆ (ξ2)|2
≤
−
ξ∈S
|fˆ (ξ)|2
2
+ g2
−
ξ∈S
|fˆ (ξ)|2
2
= (1+ g2)
−
ξ∈S
|fˆ (ξ)|2
2
. 
This shows that every B◦2[g] set is also a Λ(4) set, so any finite union of B2[g] sets and B◦2[g] sets
is also a Λ(4) set. This raises a variant of Rudin’s question: is every Λ(4) set a finite union of B2[g]
and B◦2[g] sets? The answer to this question is also no, and we give a Λ(4) set in Z which cannot be
decomposed as a finite mixed union of B2[g] and B◦2[g] sets. In this section, we describe how to obtain
this from our combinatorial construction above and we prove the following stronger result.
Theorem 3. There exists a Λ(4) set S such that for any fixed choice of δ > 0 and g, there exists a finite
subset A of S such that no subset A′ of A satisfying |A′| ≥ δ|A| is a B2[g] or a B◦2[g] set.
We will need the following integral form of Minkowski’s inequality (see [10], Theorem 202).
Lemma 24. Let f (x, y) ∈ Lp(Td1 × Td2) be a complex-valued function. For p > 1, we have that∫
Td1
∫
Td2
f (x, y)dy
p dx1/p ≤ ∫
Td2
∫
Td1
|f (x, y)|pdx
1/p
dy.
Lemma 25. Let S1 and S2 be Λ(p) sets in Zd1 and Zd2 , respectively (p > 2). The direct product S =
S1 × S2 ⊆ Zd1+d2 is aΛ(p) subset of Zd1+d2 withΛ(p) constant equal to K d1+d2p (S) = K d1p (S1)K d2p (S2).
Proof. We let f (x, y) ∈ L2(Td1+d2), with fˆ supported on S1 × S2 ⊆ Zd1+d2 . First we notice that if we
fix x0 ∈ Td1 , then the Fourier transform of the function f (x0, y) is supported on S2. Similarly, if we fix
y0 ∈ Td2 , then f (x, y0) is a function with Fourier transform supported on S1. We have:∫
Td1+d2
|f (x, y)|pdydx
1/p
=
∫
Td1
∫
Td2
|f (x, y)|pdydx
1/p
≤ K d2p (S2)
∫
Td1
∫
Td2
|f (x, y)|2dy
p/2
dx
1/p
≤ K d2p (S2)
∫
Td2
∫
Td1
|f (x, y)|pdx
2/p
dy
1/2
≤ K d1p (S1)K d2p (S2)
∫
Td2
∫
Td1
|f (x, y)|2dxdy
1/2
.
This establishes that K d1+d2p (S) ≤ K d1p (S1)K d2p (S2). To see that K d1+d2p (S) ≥ K d1p (S1)K d2p (S2), we
can consider a sequence of functions {gn} with Fourier coefficients supported on S1 with ‖gn‖Lp‖gn‖L2
approaching K d1p (S1) and a sequence of functions {hn} with Fourier coefficients supported on S2 with
‖hn‖Lp
‖hn‖L2
approaching K d2p (S2). If we then consider the functions fn(x, y) := gn(x)hn(y), we see that
K d1+d2p (S) ≥ K d1p (S1)K d2p (S2). 
Let G1 and G2 be abelian groups, and S a finite subset of G1. We say that a map τ : S → G2 is a
F2-isomorphism if τ is injective and
τ(a)+ τ(b) = τ(c)+ τ(d)⇔ a+ b = c + d
τ(a)− τ(b) = τ(c)− τ(d)⇔ a− b = c − d
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for a, b, c, d ∈ S. We say that S and τ(S) are F2-isomorphic. We note that τ−1 is a F2-isomorphism
from τ(S) to S. However, τ is not an isomorphism in the full sense of group theory, since S and τ(S)
may not be groups. We will need the following lemmas concerning F2-isomorphisms.
Lemma 26. If S is a finite subset of Zd, then translation of S by α ∈ Zd is an F2-isomorphism.
Proof. We define τ(a) := a+ α for all a ∈ S. Then, for any a, b, c, d ∈ S, we have:
τ(a)+ τ(b) = τ(c)+ τ(d)⇔ a+ b+ 2α = c + d+ 2α ⇔ a+ b = c + d,
τ (a)− τ(b) = τ(c)− τ(d)⇔ a− b+ α − α = c − d+ α − α ⇔ a− b = c − d.
Hence, translation by a constant α is an F2-isomorphism. 
Lemma 27. Let S ⊂ Zd be a finite set. Then there exists an F2-isomorphism of S into Z.
Proof. We let
M = 5max
s⃗∈S

max
1≤i≤d
|⃗si|

.
We then define our F2-isomorphism τ by:
τ(s⃗) =
d−
i=1
s⃗iM i.
For any s⃗, t⃗ ∈ S, we have:
τ(s⃗)+ τ(t⃗) =
d−
i=1
s⃗iM i +
d−
i=1
t⃗iM i =
d−
i=1
(s⃗i + t⃗i)M i.
Now, the range of possible values taken by s⃗i+ t⃗i falls within [−2max1≤i≤d |⃗si|, 2max1≤i≤d |⃗si|]. By
definition ofM , this range is contained in (−M2 , M2 ), so baseM expansions of integers with coefficients
in this range are unique.
Hence, for other vectors u⃗, v⃗ ∈ S, wewill have τ(u⃗)+τ(v⃗) = τ(s⃗)+τ(t⃗) if and only if u⃗+ v⃗ = s⃗+ t⃗
in Zd. Similarly,
τ(s⃗)− τ(t⃗) =
d−
i=1
(s⃗i − t⃗i)M i,
and τ(u⃗)− τ(v⃗) = τ(s⃗)− τ(t⃗) if and only if u⃗− v⃗ = s⃗− t⃗ . 
Lemma 28. If U ⊂ Zd1 and V ⊂ Zd2 are F2-isomorphic, then K d14 (U) = K d24 (V ).
Proof. We consider f ∈ L2(Td1) such that fˆ is supported on U . As in Eq. (3) above, we have:
‖f ‖2L4 =
−
ξ∈Zd1

−
ν1+ν2=ξ
ν1,ν2∈U
fˆ (ν1)fˆ (ν2)

2
1
2
.
We define g ∈ L2(Td2), a function such that gˆ is supported on V , by gˆ(ξ) = fˆ (τ (ξ)), where τ is an
F2-isomorphism from V to U (we let gˆ(ξ) be 0 for ξ ∉ V ). Now we have:
‖g‖2L4 =
−
ξ∈Zd2

−
µ1+µ2=ξ
µ1,µ2∈V
gˆ(µ1)gˆ(µ2)

2
1
2
=
−
ξ∈Zd2

−
µ1+µ2=ξ
µ1,µ2∈V
fˆ (τ (µ1))fˆ (τ (µ2))

2
1
2
.
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We can let ν1 denote τ(µ1) and ν2 denote τ(µ2), and since τ is a bijection between V and U that
preserves sum relations, this can be rewritten as:−
ξ∈Zd1

−
ν1+ν2=ξ
ν1,ν2∈U
fˆ (ν1)fˆ (ν2)

2
1
2
= ‖f ‖2L4 .
Conversely, we could start with a function f such that fˆ is supported on V and obtain g with
gˆ supported on U via gˆ(ξ) = fˆ (τ−1(ξ)). We would again obtain ‖g‖2L4 = ‖f ‖2L4 . This shows that
K d14 (U) = K d24 (V ). 
Lemma 29. Let U ⊂ Zd1 and V ⊂ Zd2 be F2-isomorphic (U and V are finite sets). For any fixed positive
integer g, the following two statements are equivalent (a) k is the smallest integer such that U is the union
of k B2[g] sets, and (b) k is the smallest integer such that V is the union of k B2[g] sets. The analogous
statement holds for B◦2[g] sets.
Proof. We suppose that τ : U → V is a F2-isomorphism. We suppose that U can be expressed as the
union of k B2[g] sets, say A1, . . . , Ak. We consider each τ(Ai) as a set in V . If this is not a B2[g] set, then
we must have distinct pairs {a1, b1}, . . . , {ag+1, bg+1} in τ(Ai) such that:
a1 + b1 = a2 + b2 = · · · = ag+1 + bg+1.
By the properties of τ , we then have that
τ−1(a1)+ τ−1(b1) = · · · = τ−1(ag+1)+ τ−1(bg+1)
holds in Ai, and the pairs {τ−1(a1), τ−1(b1)}, . . . , {τ−1(ag+1), τ−1(bg+1)} are distinct in Ai, since τ is a
bijection. This contradicts the fact that Ai is a B2[g] set. Hence, τ(Ai)must be a B2[g] set for each i, and
V is the union of the these sets. Thus, V can also be expressed as the union of k B2[g] sets. By reversing
the roles of U and V and considering τ−1 in place of τ , we also see that if V is a union of k B2[g] sets,
then so is U . This proves the equivalence of the statements in the lemma. The same statement for
unions of B◦2[g] holds by noting that τ also preserves difference relations. 
We will use the following inequality of Littlewood and Paley (see [17], for example).
Lemma 30 (Littlewood–Paley). Let f ∈ Lp(T) such that f (x) =∑ξ∈N fˆ (ξ)e(ξx). Define Sn := [2n, 2n+1)
for n ∈ N. There exists, for 1 < p <∞, a positive constant cp such that
c−1p

 ∞−
n=1
−
ξ∈Sn
fˆ (ξ)e(ξx)

2
1/2
Lp(T)
≤
−
ξ∈Z
fˆ (ξ)e(ξx)

Lp(T)
≤ cp

 ∞−
n=1
−
ξ∈Sn
fˆ (ξ)e(ξx)

2
1/2
Lp(T)
.
From Theorem 19 above, we obtain finite sets W ◦n,k ×Wn,k in Z2 for each k ≥ 5 which cannot be
decomposed as a mixed union of k3 − 1 B2[k] and B◦2[k] sets in Z2, where eachW ◦n,k is a B2[2] set in Z
and eachWn,k is a B◦2[2] set in Z. We drop the parameter n from our notation in the lemma statement
below, since n is a function of k, i.e. any n sufficiently large with respect to kwill do.
Lemma 31. There exists aΛ(4) subset of Z that cannot be decomposed as a finite (mixed) union of B2[g]
and B◦2[g] sets.
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Proof. Let us write C ′k := W ◦k ×Wk ⊂ Z2. NowW ◦k is a B2[2] set andWk is a B◦2[2] set. Thus,W ◦k and
Wk areΛ(4) sets withΛ(4) constant bounded by some universal constant D, independent of k. It then
follows from Lemma 25 that C ′k ⊂ Z2 is aΛ(4) set withΛ(4) constant at most D2.
By Lemma 27, we can find a finite subset of Z satisfying the same properties and having a Λ(4)
constant at most D2. Let us denote this set as Ck. Since the translation of Ck by α ∈ Z is a F2-
isomorphism, we may translate Ck without affecting its Λ(4) constant and without destroying the
combinatorial properties established above. We may thus assume that Ck ⊂ [2ψ(k), 2ψ(k)+1) where
ψ(k) : N→ N is injective and Ck hasΛ(4) constant at most D2.
We now appeal to the Littlewood–Paley inequality to show that C = ∪∞k=5 Ck is a Λ(4) set. Let
f (x) =∑ξ∈C fˆ (ξ)e(ξx) such that ‖f ‖L2(T) <∞. Then
‖f ‖L4(T) ≤ c4

 ∞−
n=5
−
ξ∈Cn
fˆ (ξ)e(ξx)

2
1/2
L4(T)
≤ c4
 ∞−
n=5
−
ξ∈Cn
fˆ (ξ)e(ξx)

2
L4(T)
1/2
≤ c4
 ∞−
n=5
D2 −
ξ∈Cn
fˆ (ξ)e(ξx)

L2(T)
21/2 ≤ c4D2‖f ‖L2(T).
Lastly, we note that C is not a finite union of B2[g] and B◦2[g] sets. To see this, notice that a partition
of C as a union of j B2[j] sets and j B◦2[j] sets would imply a partition of Ck as a union of j B2[j] sets and
j B◦2[j] sets, which, by construction is impossible for large enough k. 
Theorem 3 easily follows. The fact that for every δ > 0 and g there exists a finite subset A of our
Λ(4) set such that any subset A′ ⊆ A satisfying |A′| ≥ δ|A| is not a B2[g] or B◦2[g] set follows from the
fact that this holds (by Theorem 22 above) for the sets C ′k := W ◦k × Wk ⊂ Z2 when k is sufficiently
large, and that C contains an F2-isomorphic copy of these sets.
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