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Resumen
El siguiente trabajo se enfoca en el estudio y validación de un sistema de navegación integrado
INS/GPS (Inertial Navigation System / Global Positioning System) mediante simulación. Este sistema
usa fusión sensórica de datos tomados de un sistema de posicionamiento global (GPS) y un Sistema
de Navegación Inercial (INS) de bajo costo y tecnología MEMs1. La fusión sensórica es implementada
usando la arquitectura “loosely coupled” y tres algoritmos: Filtro Extendido de Kalman (EKF), Filtro
de Kalman Unscented Filter (UKF) y Filtro de Partículas (PF). Los algoritmos son evaluados mediante
simulación con datos reales tomados de una Unidad de Medicion Inercial (IMU) ADIS16407 y un
receptor GPS Trimble. Los resultados obtenidos de este sistema de navegación, muestran ser una
buena opción de uso para aplicaciones de control y guianza en plataformas aéreas o terrestres de la
universidad Militar Nueva Granada.
Abstract
This document centers on the study and validation through of a navigation system INS/GPS
(Inertial Navigation System / Global Positioning System). This system uses the fusion data of an INS
based in measurements from low-cost MEMS inertial sensor and a GPS receiver. By Fusing the INS
data with GPS data, the drift error of INS is compensated with GPS’s measurements. The fusion data
has been implemented using the architecture “loosely coupled” and three algorithms of fusion: Extended
Kalman Filter (EKF) and Unscented Kalman filter (UKF). The algorithms have been evaluated by
means of simulation test using real data of an Inertial Measurement Unit ADIS16407 with GPS recivers
Trimble. The simulation result demonstrates that the navigation system INS/GPS has the potential
used in guidance application and control for aerial platforms or land vehicles.
1Microelectromechanical Systems
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Parte I
Marco Teórico
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Capítulo 1
Introducción
La Navegación Inercial es la técnica cuyo objetivo es calcular los estados de posición, velocidad y
orientación de un vehículo por medio de la medición de aceleración y velocidad angular. En general, un
Sistema de Navegación Inercial (INS) se cataloga como un sistema de navegación a estima1 , es decir,
no requiere de fuentes externas para su funcionamiento y ha sido objeto de estudio en aplicaciones
en los ámbitos comerciales y militares (ver [1]). Según Groves [2], la principal ventaja de este tipo de
navegación es la tasa de muestreo, menor a 30ms; además, al usar sensores inerciales de tecnología
MEMS (micro-electromechanical systems) su tamaño y precio son ideales en aplicaciones civiles de
vehículos no tripulados [3]; sin embargo, la precisión de este tipo de navegación se degrada con el tiempo,
debido a los errores acumulativos causados por offsets, biases, factores de escala y no linealidades
presentes en los sensores inerciales [4].
Por otra parte, la posición y velocidad de un vehículo puede ser obtenida mediante un sistema
GPS (Sistema de Posicionamiento Global), el cual requiere de una constelación de satélites en órbita
para su funcionamiento. Esta técnica de navegación permite obtener mediciones aproximadamente
cada 1 segundo y error limitado de 3 a 5 metros para uso civil [5]. Sin embargo, para aplicaciones de
control su baja tasa de actualización no son las más apropiadas; Además, una posible pérdida de señal
prolongada, entre el receptor y los satelites, dejaría al sistema de control inoperante.
La fusión sensórica2 se define como el proceso de combinar observaciones de diferentes sensores,
proporcionando robustez y una descripción completa del entorno o proceso de interés[6]. Para el caso
1Llamada en inglés dead reckoning, representa el proceso mediante el cual, a partir de una posición previa conocida,
y sabiendo el vector velocidad del vehículo y el tiempo transcurrido, se obtiene (por integración en función del tiempo)
la posición actual del vehículo.
2Multisensor Data Fusion
2
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Figura 1.1: Sistema Integrado de Navegación
de navegación, las técnicas de fusión sensórica permiten corregir los errores acumulativos del sistema
INS, mediante las mediciones proporcionadas por un receptor GPS; además, este proceso de fusión
tiene periodo de muestreo igual al sistema INS y en caso de perdidas prolongada del receptor GPS, la
fusión sensórica continua estimando los estados de acuerdo a la última actualización, dada por el GPS.
A continuación se presentará en forma general la descripción del Sistema Integrado de Navegación
mediante fusión sensórica INS/GPS y sus respectivas etapas representadas en la figura 1.1 .
El receptor GPS ofrece estimaciones de la posición y velocidad con respecto al sistema de coor-
denadas terrestres ECEF (Earth-Centered Earth-Fixed Frame), éste tiene un rango precisión del
orden de 3-5 metros [7] . Las desventajas de un GPS son: la baja velocidad de actualización de
las mediciones, en la mayoría de los receptores con una frecuancia de muestro de 1Hz; la perdida
de señal por bloqueo, entre el receptor y los satélites en órbita, debido a obstáculos en ambientes
urbanos(edificios, túneles, arboles, etc).
El Sistema de Navegación Inercial INS es una de las técnicas ampliamente usadas en la nave-
gación a estima (dead reckoning) y su funcionamiento se basa en las leyes de movimiento de
Newton. El sistema INS consta de una Unidad de Medición Inercial IMU y un Algoritmo de
Navegación.
El Unidad de Medición Inercial IMU se compone de tres acelerómetros y tres giroscopios dis-
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puestos en configuración ortogonal, proporcionando la aceleración lineal del vehículo para cada
eje x-y-z y las velocidades angulares de la orientación el vehículo respectivamente.
El Algoritmo de Navegación permite obtener la posición, velocidad lineal y posición angular
(orientación), mediante integración numérica de la aceleración y la velocidad angular registradas
por la IMU; el muestreo es del orden de los mili-segundos. La principal desventaja del INS radica
en los errores de medición, los cuales son acumulativos y crecientes con el tiempo, causados por
los offsets, biases, factores de escala, no linealidades de los sensores y al proceso de integración
numérica. De esta forma, a medida que pasa el tiempo la solución de navegación diverge si esta
no es compensada [8].
El Algoritmo de Fusión tiene como proposito estimar los estados del Sistema Navegación Inercial
y corregir los errores, a partir, de las medidas dadas por el GPS. En está etapa se obtiene la
solución de navegación, la cual hace uso de las características complementarias de ambos sistemas
como son: el tiempo de actualización y comportamiento del error. En la figura 1.2, se muestra
que el error de posición de la solución INS crece con el tiempo (línea discontinua) mientras que
el error de posición GPS (cruces) es acotado pero con tiempo de actualización de 1 segundo.
Una integración entre el GPS y los datos del INS es una solución robusta de posición,velocidad
y orientación con un pequeño error (línea continua) [9] y actualizaciones del orden de los mili
segundos .
Figura 1.2: Solución INS GPS.
[9]
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Por lo tanto, el presente trabajo tiene como objetivo principal desarrollar y validar mediante simu-
lación los siguiente algoritmos : Filtro Extendido de Kalman (EKF), Filtro de Kalman Unscented Filter
(UKF) y Filtro de Partículas (PF) para fusión sensórica, aportando técnicas de filtrado y estimación
estocástica de sistemas no lineales, para ser implementadas en etapas posteriores tales como: sistemas
de control, planificación de trayectorias y seguimiento guianza en los vehículos no tripulados terrestres
y aéreos del grupo GIDAM 3 de la Universidad Militar Nueva Granada.
3http://www.umng.edu.co/web/guest/programas-academicos/facultad-ingenieria/pregrados/ingenieria-
mecatronica/gidam
Capítulo 2
Sistema de Navegación Inercial
El presente capítulo tiene el propósito de explicar el Sistema de Navegación Inercial (INS) . En pri-
mer lugar se desarrollan las herramientas matemáticas necesarias para la construcción de este sistema
inercia, con este propósito, se realiza una introducción a los diferentes sistemas coordenados emplea-
dos en navegación y posteriormente se define la matriz de cosenos directores DMC, la cual, permite
la transformación vectorial entre los marcos de referencia del vehículo y navegación; por último, se
definen las ecuaciones del INS implementadas en el desarrollo del presente trabajo.
Para profundizar sobre los temas tratados en este capítulo, el lector puede consultar las siguientes
referencias: [2], [10],[11].
2.1. Definición de Marcos de Referencia para Navegación Iner-
cial
La navegación inercial se basa en el posicionamiento relativo a partir de la integración numérica de
aceleraciones y velocidades angulares registradas por sensores inerciales (ver [11]), con el proposito de
determinar el recorrido y orientación de un vehículo, es importante considerar los diferentes marcos y
ejes de referencia usados en navegación, debido a que, la información de las diversas fuentes de infor-
mación y sensores usados en navegación usualmente proviene de diferentes sistemas de coordenadas;
por ejemplo, los acelerómetros y giroscopios miden su movimiento con respecto a un marco inercial
centrado en el vehiculo, abreviado b-frame; mientras que, el sistema GPS mide la posición y velocidad
con respecto a un marco terrestre, abreviado e-frame; sin embargo, para el Sistema de Navegación
6
CAPÍTULO 2. SISTEMA DE NAVEGACIÓN INERCIAL 7
Integrada INS/GPS se define un marco de navegacion local, abreviado n-frame. A continuación se
definen cada uno de esto sistemas coordenados.
Sistema Centrado en el Vehículo (b-frame): El sistema de coordenadas b-frame tiene como
origen el centro de masa del vehículo y sus ejes permanecen fijos a éste. El eje-x apunta hacia la
dirección de avance del vehículo, el eje-z apunta hacia la parte inferior del vehículo y el eje-y apunta
hacia la derecha del vehículo, conformando un sistema ortogonal. Figura (2.1)
Figura 2.1: Marco del Vehículo
[2]
Sistema Coordenado Terrestre (e-frame): tiene su origen en el centro de masa de la tierra y
sus ejes rotan con esta. El eje-z es paralelo al eje de rotación de la tierra desde el centro de masa hasta
el polo norte. El eje-x se encuentra en el plano ecuatorial, dirigido desde el origen hasta la intersección
de los planos del meridiano de Greenwich y el plano ecuatorial (0º latitud, 0º longitud) y el eje-y es
ortogonal (90º) al eje-x hacia el este.También se pude encontrar con el nombre de sistema coordenado
ECEF (del ingles Earth-Centered Earth-Fixed Frame), ver Figura(2.2)
Figura 2.2: Marco ECEF
[2]
Sistema Coordenado Local(n-frame): también llamado marco de navegación north-east-down
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(NED) o north-east-up (NEU). El eje-x siempre apunta al norte geográfico, el eje-z hacia el origen del
marco terrestre (e-frame) para el caso de NED y el eje-y apunta hacia al este 90º de x y z ver figura
(2.3). Para más información acerca de este marco consultar [2].
Figura 2.3: Marco NED
[2]
Sistema Coordenado Inercial (i-frame): Un marco de referencia inercial es un sistema en el
que las leyes de movimiento de Newton se aplican. No esta acelerado pero puede estar en movimiento
lineal. Es conveniente en navegación definir su origen con el centro de masa de la tierra, ya que los
sensores inerciales efectúa las mediciones respecto a este marco.
2.1.1. Transformaciones entre Marcos de Referencia.
Para el desarrollo de las ecuaciones de navegación inercial, es necesario, definir la matriz de cosenos
directores DMC (ver [10]), esta es una matriz de rotación, que permite realizar la transformación lineal
entre los marcos del vehículo (b-frame) y el marco local NED (n-frame). La matriz DMC determina la
orientación del vehículo y se emplea para proyectar las aceleraciones registradas por el vehículo sobre
el marco de navegación.
En [11] se presenta la definición de la matriz de transformación DCM Rnb (de b-frame a n-frame);
esta matriz relaciona las componentes de el marco del vehículo y el marco de navegación (b); se define
en ecuación 2.1:
Rnb=

cθcψ −cφsψ + sφsθcψ sφsψ + cφsθcψ
cθsψ cφcψ −sφcψ + cφsθsψ
−sθ sφcθ cφcθ
 (2.1)
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donde c(·) y s(·) son el operador coseno y seno respectivamente. φ,θ,ψ corresponde a los ángulos
de Euler (roll, pitch, yaw).
La DCM Rnb sólo tiene tres grados de libertad descritos únicamente con ángulos de Euler φ(roll) ,
θ(pitch), ψ(yaw) ; obtenidos de la matriz de transformación como [12]:
φ = arctan(
r32
r33
) (2.2)
θ = arcsin(−r31) (2.3)
ψ = arctan(
r21
r11
) (2.4)
La Matriz de Cosenos Directores tiene las siguientes propiedades de ortogonalidad [13]..
Rnb R
b
n
T
= Rbn
T
Rnb = I (2.5)
Rnb = (R
b
n)
−1 (2.6)
2.1.2. Dinámica de la Matriz de Transformación Rnb
La dinámica de la matriz de transformación Rnb se define mediante su derivada con respecto al
tiempo como :
R˙nb = lim
δt→0
Rnb (t+ δt)−Rnb (t)
δt
(2.7)
donde la matriz transformación Rnb (t+ δt) define la rotación del marco b al marco n en el tiempo
t seguida de una rotación del marco b en el tiempo t a el marco b en el tiempo t+ δt [14], esto es:
Rnb (t+ δt) = R
b(t+δt)
b(t) R
b
n (2.8)
y
R
b(t+δt)
b(t) = I − Ωbnbδt (2.9)
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Donde la matriz Ωbnb se define como la matriz anti-simétrica de velocidades angulares ω
b
nb =
[ωx, ωy, ωz]
T registradas por los giroscopios entre los dos marcos de referencia.
Ωbnb = [ω
b
nb×] =

0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0
 (2.10)
sustituyendo en la ecuación 2.7 por la ecuación 2.9
R˙nb = lim
δt→0
(I − Ωbnbδt)Rnb (t)−Rnb (t)
δt
(2.11)
por lo tanto la derivada se define como:
R˙nb = R
n
bΩ
b
nb (2.12)
La solución de la ecuación diferencial matricial 2.12, gobierna la evolución de la correspondiente
matriz de transformación.
2.1.3. Solución de R˙nb Mediante Integración Numérica.
Al integrar en ambos lados de la ecuación diferencial 2.12 se obtiene la solución para Rnb
Rnb =
ˆ
R˙nb dt =
ˆ
RnbΩ
b
nbdt (2.13)
de acuerdo a [11], para un periodo de muestreo ∆t = tk+1 − tk , la solución de la ecuación 2.13 se
escribe como:
Rnb (k + 1) = R
n
b (k)exp
tk+1ˆ
tk
Ωbnbdt (2.14)
al solucionar la integral y expandir en series de Taylor
A =
tk+1ˆ
tk
Ωbnbdt = Ω
b
nb∆t (2.15)
eA = I +A+
A2
2!
+
A3
3!
+
A4
4!
+ · · · (2.16)
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Por lo tanto la ecuación 2.14, se reescribe como:
Rnb (k + 1) = R
n
b (k)
(
I +A+
A2
2!
+
A3
3!
+
A4
4!
+ · · ·
)
(2.17)
al ignorar términos de orden superior de la ecuación 2.14 se obtiene una solución aproximada:
Rnb (k + 1) ≈ Rnb (k)Ωbnb∆t (2.18)
si no se ignoran los términos de orden superior, de las ecuaciones 2.15 y 2.17 se obtiene que:
A2 =

−(q2 − r2) pq pr
pq −(p2 + r2) qr
pr qr −(q2 + r2)
∆t
A3 = −(p2 + q2 + r2)A
A4 = −(p2 + q2 + r2)A2
...
(2.19)
y al reescribir 2.16 y definiendo σ =
√
p2 + q2 + r2 tenemos:
eA = I +
[
1− σ23! + σ
4
5! − · · ·
]
A+
[
1
2! − σ
2
4! +
σ4
6! − · · ·
]
A2
= I + sen(σ)σ A+
1−cos(σ)
σ2 A
2
(2.20)
lo que lleva a solución de Rnb (k + 1).
Rnb (k + 1) = R
n
b (k)
(
I + sen(σ)σ A+
1−cos(σ)
σ2 A
2
)
(2.21)
2.1.4. Representación Ángulos de Euler.
La relación entre las velocidades angulares registradas por los giroscopios ωbnb = [ωx, ωy, ωz]
T , los
ángulos de Euler roll, pitch,yaw y sus derivadas
(
φ˙, θ˙, ψ˙
)
, están definidas por la ecuación 2.22, ver
[15, 11].

φ˙
θ˙
ψ˙
=

1 sen(φ)tan(θ) cos(φ)tan(θ)
0 cos(φ) −sen(φ)
0 sin(φ)sec(θ) cos(φ)sec(θ)


ωx
ωy
ωz
 (2.22)
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la solución numérica de la ecuación diferencial, se realiza mediante el algoritmo de integración
numérica de Euler 1, ver ecuación 2.23. En la representación por ángulos de Euler, las velocidades
angulares medidas por la IMU ωbnb actualizan el vector [φ, θ, ψ] para cada periodo de muestreo ∆t, .
Sin embargo cuando θ = 90◦ tenemos singularidades en tan(θ) y sec(θ), en tal caso se limita al angulo
θ a permanece entre ±90◦, para evitar estas singularidades matemáticas [15].

φ
θ
ψ

k+1
≈

φ
θ
ψ

k
+

φ˙
θ˙
ψ˙
∆t (2.23)
La ventaja de este modelo radica en la fácil implementación y rapidez de cálculo.
2.1.5. Solución de Rnb Mediante Cuaternios.
El uso de cuaternios tambien permite solucionar la matriz de transformación Rnb y debido a la
ausencia de funciones trigonométricas, el número pequeño de parámetros y la linealidad de la ecuación
diferencial (ver ecuación 2.25), permite una implementación eficiente, tal como se muestra en [16]; la
representación en cuaternios está dado por cuatro parámetros q1 q2 q3 q4 y deben satisfacer la
propiedad de normalidad q21 + q22 + q23 + q24 = 1 usada para corregir errores computaciones acumulados.
La relación entre las velocidades angulares medidas por la IMU ωx, ωy, ωz y la la razón de cambio de
vector E esta definido por la siguiente ecuación diferencial

q˙1
q˙2
q˙2
q˙4

=
1
2

0 −ωx −ωy −ωz
ωx 0 ωz −ωy
ωy −ωz 0 ωx
ωz ωy −ωx 0


q1
q2
q3
q4

= E˙ = A(ωx, ωy, ωz)E (2.24)
y sus solución numérica está dada por:
1con al fin de reducir el error numérico durante el proceso de integración, es recomendable usar el método de Runge-
kutta de cuarto orden.
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E = Ek + E˙k∆t = (I −A∆t)Ek
q1
q2
q3
q4

k+1
= 12

1 −ωx∆t −ωy∆t −ωz∆t
ωx∆t 1 ωz∆t −ωy∆t
ωy∆t −ωz∆t 1 ωx∆t
ωz∆t ωy∆t −ωx∆t 1


q1
q2
q3
q4

k
(2.25)
por último la matriz DMC se expresa como:
Rnb =

q21 − q22 − q23 − q24 2(q1q2 − q3q4) 2(q1q3 − q2q4)
2(q1q2 + q3q4) q
2
2 − q21 − q23 − q24 2(q2q3 − q1q4)
2(q1q3 − q2q4) 2(q2q3 − q1q4) q23 − q21 − q22 − q24
 (2.26)
.
2.2. Ecuación de Navegación Local
En la figura 2.4 se presenta el Sistema de Navegación Inercial, el cual consta de dos tapas: Central
Inercial y Algoritmo navegación Inercial. El Algoritmo de navegación Inercial es formulado mediante un
modelo de ecuaciones diferenciales, las cuales se establece en base a los trabajos teóricos desarrollados
por Jay Farrell [16, 17, 14] y David Titterton [11], así mismo, las tesis de Christensen [18] en Schultz[19]
Sven Ronnbäck [20]y Kumar [21].
El algoritmo de navegación se representa mediante la figura 2.4, donde el vector de aceleraciones
ab registradas por los acelerómetros en los ejes xyz del sistema coordenado del vehículo (b-frame)
son transformadas a un marco de navegación (n-frame) mediante la matriz de cosenos directores Rnb ;
por lo tanto, se obtiene el vector de an de aceleraciones en los ejes xyz del sistema coordenado de
navegación NED; luego se elimina el vector de gravedad gn y se procede a realizar el proceso de
integración numérica para obtener el vector de velocidad vn y posición rn en el marco de coordenadas
de navegación local NED.
El vector de velocidades angulares ωbnb actualiza la matriz R
n
b como se presento en la sección 2.1.3.
Para este modelo no se tiene en cuenta los efectos de coriolis debido a la rotación de la tierra; dado
que, el sistema de navegación está destinado a trabajar en distancias cortas, menores a 5km, por tal
motivo, la aceleración de corriolis debida a la rotación de la tierra es cero.
El Sistema de Navegación Inercial de la figura 2.4 , es presentado en forma matricial mediante la
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Figura 2.4: Sistema de Navegación Inercial
ecuación 2.27; llamada ecuación de navegación y describe el comportamiento dinámico del sistema de
navegación inercial.

r˙n
v˙n
R˙nb
 =

vn
Rnb a
b + gn
Rnb (Ω
n
nb)
 (2.27)
donde rn =
[
rN rE rD
]T
es el vector de posición y vn =
[
vN vE vD
]T
es el vector
de velocidad y gn =
[
0 0 9,81
]T
. Para obtener un modelo discreto del sistema de navegación
inercial representado por la ecuación 2.27 se recure el método de Euler, donde un modelo representado
por un sistema de ecuaciones diferenciales x˙ = f(x, t) se encuentra un modelo discreto equivalente
x˙k = xk−1 + Tf(xk, k) donde T es el tiempo de muestreo, por lo tanto la ecuación de navegación
discreta esta dada por:

r˙nk
v˙n
Rnb (k)
 =

rnk−1 + Tv
n
k
vnk−1 + T (R
n
b (k)a
b + gn)
Rnb (k − 1)ΩbnbT
 (2.28)
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2.3. Linealización (Modelo de Error)
Las ecuaciones empleadas en el algoritmo del Filtro de Kalman Extendido EKF requiere de modelo
lineal de la dinámica del sistema no lineal; con el propósito de obtener este modelo, el proceso de
linealización se realiza mediante el análisis de perturbaciones, tal como, lo se presenta en [2],[11] y[22].
Considere el modelo no lineal:
x˙ = f(x, t) (2.29)
si x0 satisface la solución del sistema no lineal, examinando la perturbación o error δx alrededor
de la solución, se tiene un nuevo valor de x el cual se define como:
x = x0 + δx (2.30)
si tomamos su derivada y expandimos en series de Taylor, tenemos que:
x˙ = x˙0 + δx˙ = f(x0 + δx, t) (2.31)
f(x0 + δx, t) = x˙0 + δx˙ = f(x0, t) +
∂f(x, t)
∂x
|x=x0 δx+HOT (2.32)
eliminado términos de orden superior y como x˙0 = f(x0, t) , finalmente se obtiene un modelo lineal
de las perturbaciones definido como:
δx˙ =
∂f(x, t)
∂x
|x=x0 δx (2.33)
A continuación se muestra el modelo de error del Sistema de Navegación INS, con el propósito de
ser utilizado en la etapa de estimación e integración sensórica en le filtro EKF, además de describir la
dinámica de propagación del error en las ecuaciones de navegación, definido como un vector de error
de estados : δx = x− xˆ , [14].
2.3.1. Dinámica del error de Orientación.
Suponiendo que Rnb es la matriz DMC que transforma el vector del marco body a navegación,
si embargo, la matriz calculada por el INS representada por Rˆnb difiere de R
n
b debido a los sensores
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inerciales. relacionando ambas matrices por una matriz de error I − P (ver [14])
Rˆnb = (I − P )Rnb (2.34)
donde P es la matriz anti-simétrica de los errores de orientación en cada eje definidos como ρ =
[ N E d ] por lo tanto
[ρ×] = P =

0 −D E
D 0 −N
−E N 0
 (2.35)
para hallar la dinámica del vector ρ = [ N E d ] se reescribe la ecuación 2.34 se deriva e
iguala a con la ecuación 2.12 .
R˙nb =
˙
(I + P ) ˆ
n
bR = R
n
bΩ
b
nb (2.36)
donde Ωbnb = Ωˆ
b
nb + δΩ
b
nb por lo tanto se tiene que
P˙ Rˆnb + (I + P )
˙ˆn
bR = (I + P )Rˆ
n
b (Ωˆ
b
nb + δΩ
b
nb) (2.37)
eliminando términos de orden superior y despejando P˙
P˙ = Rˆnb δΩ
b
nbRˆ
b
n (2.38)
como δΩbnb = [δω
b
nb×] y P˙ = [ρ×] entonces
[ρ˙×] = Rˆnb [δωbnb×]Rˆbn (2.39)
por lo tanto
ρ˙ = Rˆnb δω
b
nb (2.40)
2.3.2. Dinámica del error de Posición
El vector posición del sistema de navegación se escribe como la resta de la posición real menos un
error rˆ = r − δr por lo tanto su derivada esta dada por
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˙ˆr = r˙ − δr˙ (2.41)
despejando el error se obtiene δr˙
δr˙ = r˙ − ˙ˆr
δr˙ = v − vˆ
δr˙ = δv
(2.42)
2.3.3. Dinámica del error de Velocidad
En este caso el vector de velocidad del INS se escribe como
vˆ = Rˆnb a˜
b + gn (2.43)
donde a˜b = ab + δa es el vector de aceleración registrado del marco del vehículo, Rˆnb es la matriz
DMC estimada ecuación y gn es el vector de gravedad en al marco de navegación. La ecuación 2.43 se
iguala a ˙ˆv = v˙ − δv˙ por lo tanto
v˙ − δv˙ = Rˆnb a˜b + gn
v˙ − δv˙ = (I − P )Rnb (ab + δa) + gn
(2.44)
se despeja δv˙ y eliminan términos de orden superior
δv˙ = Pan − Rˆnb δa
δv˙ = [p×]an − Rˆnb δa
δv˙ = −[an×]ρ− Rˆnb δa
(2.45)
las ecuaciones 2.40 ,2.42, 2.45 se reescribe en forma matricial para obtener al modelo de error usado
en el filtro de Kalman Extendido.

δr˙
δv˙
ρ˙
 =

0 I 0
0 0 −[an×]
0 0 0


δr
δv
ρ
+

0 0
−Rˆnb 0
0 Rˆnb

 δa
δωbnb
 (2.46)
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2.4. Conclusiones
El sistema de navegación inercial presentado en este capítulo toma como estrategía la medición
de aceleraciones y velocidades angulares para poder obtener la posición, velocidad y orientación de
un vehículo en el sistema coordenado NED. Para lograr esto, durante el desarrollo del capítulo se
mostraron los bloques fundamentales que intervienen en la construcción del sistema y el cual se definió
mediante una ecuación diferencial llamada ecuación de navegación. Así mismo se presentó el modelo
lineal de esta ecuación.
Capítulo 3
Algoritmos de Fusión Sensórica.
En este capítulo se describen y definen los algoritmos : EKF, UKF y PF empleados en la fusión
sensórica INS/GPS del presente trabajo. Estos algoritmos, basados en la inferencia bayesiana, permiten
realizar la estimación de los estados de la ecuación de navegación definida en el capítulo anterior,
mediante la medición de posición dada por un Sistema de Posicionamiento Global (GPS). Para el
desarrollo del capítulo se tomaron como referencia los siguientes trabajados: Kalman [23], Kirie [10],
Gredal [24, 4] Dan [25] Chumacera [13]. Para un desarrollo a profundidad sobre estimación recursiva
bayesiana se consultaron los trabajos de Rain [26] , Canda [27], Särkkä [28] y Dhital [29]donde se
aborda los filtros EKF, UKF y PF desde una perspectiva de inferencia bayesiana, para aplicaciones de
procesamiento de señal, identificación de sistemas, control automático e integración sensórica.
3.1. Estimación Bayesiana.
El propósito de un filtrado bayesiano, también llamado problema de estimación bayesiana, filtrado
óptimo o filtrado estocástico, es estimar el estado actual xk de un sistema dinámico dadas la obser-
vaciones obtenidas hasta el momento y1:k = {y1, . . . , yk} de este sistema; este problema se describe
mediante la función de densidad de probabilidad (pdf) a posterior dada como [30]:
p(xk | y1:k) (3.1)
la solución de p(xk | y1:k) se calcula recursivamente como se describe a continuación:
Inicialización
19
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Iniciar la recursión con la distribución a priori p(x0 | y0)
Predicción
Calcular la distribución predictiva del estado xk en el tiempo k mediante la solución de la ecuación
de Chapman- Kolmogorov.
p(xk | y1:k−1) =
ˆ
p(xk | xk−1)p(xk−1 | y1:k−1)dxk−1 (3.2)
Actualización
después obtener la medición yk se procede a calcular la distribución de densidad del estado xk
aplicando la regla de Bayes.
p(xk | yk) = 1
zk
p(yk | xk)p(xk | y1:k−1) (3.3)
donde zk es una constante de normalización dada como.
zk =
ˆ
p(yk | xk)p(xk | y1:k−1) (3.4)
y la estimación de estados xk esta dado por el valor esperado de la :
xk =
ˆ
xkp(xk | yk)dxk (3.5)
cuando el modelo dinámico y de medición son gausianos
p(xk | xk−1) = N(xk | f(xk−1), Qk) (3.6)
p(yk | xk) = N(yk | h(xk−1), Rk) (3.7)
estas integrales son solucionadas en forma analítica dado lugar al filtro recursivo de Kalman y sus
variantes (ver [29]) en caso contrario los métodos numérico como el filtro de partículas aproximan la
solución de p(xk | y1:k) .
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3.2. Contextualización Filtro de Kalman
El filtro de Kalman fue propuesto y desarrollado a principios de la década de los sesenta por Kalman
[23]; en la teoría de control lineal, el filtro de Kalman es un conjunto de ecuaciones matemáticas que
proveen una solución re cursiva óptima por el método de mínimos cuadrados bajo la hipótesis de
gaussianidad e independencia mutua de los ruidos [31]. El filtro se desempeña suponiendo que el
sistema puede ser descrito a través de un modelo lineal estocástico (ecuación 3.8) en donde el error
asociado al sistema y a la medición tiene una distribución normal de media cero y varianza determinada
N(0, σ2).
3.2.1. Sistemas Lineales Estocásticos
La teoría de sistemas dinámicos estocásticos tiene como objetivo el estudio de los cambios que
experimentan los sistemas físicos en el transcurso del tiempo, debido a la influencia de factores externos
e internos, si dichos cambios son de naturaleza aleatoria, es decir no se rigen por leyes exactas, estos
sistemas se denominan estocásticos[32]; el filtro de Kalman tiene como objetivo estimar el estado
x ∈ Rn de un sistema controlado en tiempo discreto, el cual es modelado por una ecuación diferencial
estocástica de la siguiente forma [24],[33]:
xk = Φxk−1 + Γuk−1 + qk−1 (3.8)
zk = Hxk + rk (3.9)
Las variables aleatorias qky rk representan el error del sistema y de la medición respectivamente.
Se asume que son independientes entre ellas, que son ruido blanco y con distribución de probabilidad
normal.
p(qk) ∼ N(0, Qk) (3.10)
p(rk) ∼ N(0, Rk) (3.11)
Donde Qk y Rk son la matrices de covarianza de ruido del sistema y de la observación respectiva-
mente.
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3.3. Filtro de Kalman
El proceso iterativo del filtro de Kalman se descompone en dos etapas: (1) la predicción del estado
a partir del estado anterior y las ecuaciones dinámicas y (2) la Actualización de la predicción usando
la observación del estado actual. las etapas se traducen en las siguientes ecuaciones, ver [24]:
Predicción. La predicción xˆ−k de los estados en el instante k y su covarianza p
−
k asociada se calcula
de acuerdo con:
xˆ−k = Φxˆ
−
k−1 + Γuk−1 (3.12)
p−k = Φp
−
k−1Φ
T +Qk (3.13)
Actualización. Se toma una medición zk del instante k, luego se calcula la ganancia de Kalman Kk
, la estimación de los estados xˆ+k y se actualiza la matriz de covarianzas p
+
k
Kk = p
−
k H
T [Hp−k H
T +Rk]
−1 (3.14)
xˆ+k = xˆ
−
k +Kk[zk −Hxˆ−k ] (3.15)
p+k = [I −KkH]p−k (3.16)
donde Sk = [Hp−k H
T +Rk]
−1 es la innovación de covarianza y la diferencia entre la observación y
observaciones estimadas son el residual vk = [zk −Hxˆ−k ]
En el diagrama de bloques de la figura 3.1 se presentan la etapas del algoritmo Filtro del Kalman.
La columna de la izquierda representa un sistema dinámico, en el cual, los estados del sistema xk
están dados por la ecuación 3.8 y su modelo de observación por la ecuación 3.9. La columna del centro
y derecha representa la estimación de los estados xˆ+k y cálculo de covarianza del sistema dinámico
respectivamente. Primero se parte de las condiciones iniciales xˆ−k−1 y p
−
k−1 seguidamente se realiza la
predicción del estado y covarianza, ecuaciones 3.12, 3.13, se calcula la ganancia de Kalman ecuación
3.14 y se actualiza el estado y la covarianza ecuaciones 3.15, 3.16 para se usadas en el próximo muestreo.
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Figura 3.1: Diagrama de Bloques del Filtro de Kalman
3.4. Filtro Extendido de Kalman
La idea esencial del Filtro Extendido de Kalman, (véase [34], [25], [35]) , consiste en una variación
del filtro de Kalman para abordar el problema de estimación no lineal basado en la linealización
de las funciones que describen el sistema dinámico, considerando únicamente los términos de primer
orden del desarrollo en serie de Taylor de tales funciones, se logra una aproximación lineal se sistema
originalmente no lineal, en la que se aplica el filtro de Kalman para obtener la estimación de los estados.
A continuación se describe la metodología del filtro Extendido de Kalman. El sistema dinámico se
describe mediante un modelo de ecuaciones de estado discretas de la siguiente forma.
xk = φk−1(xk−1) + qk−1 (3.17)
yk = hk(xk) + rk (3.18)
Donde {xk; k > 0} y {yk; k > 1} son procesos estocásticos que describen los estados a estimar
y las observaciones o mediciones que han de usarse, respectivamente, φk−1 : Rn+p → Rn, k > 0 y
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hk : Rn → Rm, k > 1 son funciones no lineales, continuas y diferenciales.
Al igual que el filtro de Kalman las variables aleatorias qky rk representan el error del sistema y de
la medición respectivamente. Se asume que son independientes entre ellas, que son ruido blanco y con
distribución de probabilidad normal.
qk−1 ∼ N(0, Qk) (3.19)
rk ∼ N(0, Rk) (3.20)
Donde Qk y Rk son las matrices de covarianza de ruido del sistema y de la observación respectiva-
mente.
3.4.0.1. Linealización de la Ecuación de Estados.
En cada instante k se linealiza la función φk−1 y se aproxima por el primer término de su desarrollo
en serie de Taylor alrededor de xˆ−k
φk−1(xk−1, uk−1) ≈ φk−1(xˆ−k , uk) +
∂φk−1(x, uk−1)
∂x
|x=xˆ−k−1 (xk−1 − xˆ
−
k ), k ≥ 1 (3.21)
pro lo tanto, el sistema dinámico no lineal se puede aproximar por la siguiente ecuación:
xk = Fk−1xk−1 + u˜k−1 + qk−1, k ≥ 1 (3.22)
donde Fk−1 y u˜k−1 están definidas como:
Fk−1 =
∂φk−1(x, uk−1)
∂x
|x=xˆ−k−1 (3.23)
u˜k−1 = φk−1(xˆ−k , uk)− Fk−1xˆ−k
3.4.0.2. Linealización de la ecuación de Medición
Se aplica el desarrollo de la serie de Taylor a a la función hk alrededor de xˆ−k :
hk(xk) ≈ hk(xˆ−k ) +
∂hk(x)
∂x
|x=xˆ−k (xk − xˆ
−
k ), k ≥ 1 (3.24)
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Así definimos
Hk =
∂hk(x)
∂x
|x=xˆ−k (3.25)
3.4.0.3. Filtro Extendido de Kalman de Primer Orden
El algoritmo consta de dos etapas, Predicción y Actualización:
Predicción. se calcula el predicitor xˆ−k de los estados en el instante k y la correspondiente matriz
de covarianza p−k asociada:
xˆ−k = φk−1(xˆk−1) (3.26)
p−k = Fk−1p
−
k−1F
T
k−1 +Qk (3.27)
donde Fk−1esta dada en la ecuación 3.23
Actualización. Se toma una medición zk del instante k, luego se calcula la ganancia de Kalman Kk
, la estimación de los estados xˆ+k y se actualiza la matriz de covarianzas p
+
k
Kk = p
−
k H
T
k [Hkp
−
k H
T
k +Rk]
−1 (3.28)
xˆ+k = xˆ
−
k +Kk[zk − hk(x)] (3.29)
p+k = [I −KkHk]p−k (3.30)
donde Hkesta dada en la ecuación 3.25.
3.5. Filtro “Unscented” de Kalman UKF.
El filtro UKF parte del método de calcular la estadística de una variable aleatoria que ha sido
sometida a una transformación no lineal, llamada transformación “Unscented” . Esté método propuesto
por Rudolph Van Der Merwe y Eric Wan [36] requiere de un algoritmo que utiliza un número finito
de puntos sigma para propagar la distribución de probabilidad del estado a través de la dinámica del
sistema. El conjunto de puntos sigma (sigma points) se eligen de forma que la media y la covarianza
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del conjunto de puntos coincida con la esperanza y covarianza de la variable aleatoria x. luego, la
transformación no lineal se aplica a cada punto sigma y se calcula su esperanza E[y] y covarianza
P(y). En este caso, el filtro “Unscented” de Kalman no requiere de las matrices Jacobiana del modelo
dinámico a prueba, que en algunos casos pueden resultar en un proceso de cálculo tedioso; sin embargo,
el proceso de propagación de puntos sigma requiere de más carga computacional que en el filtro EKF.
A continuación se presenta el algoritmo del filtro UKF para un sistema dinámico no lineal y discreto
representado por:
xk = fk−1(xk−1) + qk−1 (3.31)
yk = hk(xk) + rk (3.32)
Donde {xk; k > 0} y {yk; k > 1} son procesos estocásticos que describen los estados a estimar
y las observaciones o mediciones que han de usarse, respectivamente, fk−1 : Rn+p → Rn, k > 0 y
hk : Rn → Rm, k > 1 son funciones no lineales, continuas y diferenciales.
1. Calcular 2n+ 1 puntos sigma donde n es la dimensión del vector de estados y λ es un parámetro
de escala que determinara la dispersión de los puntos sigma alrededor de la media x¯.
χ0 = x¯
χi = x¯+
√
(n+ λ)Pxx; i = 1, . . . , n
χi = x¯−
√
(n+ λ)Pxx; i = n+ 1, . . . , 2n
(3.33)
2. Calcular los pesos de los puntos sigma mediante:
W0 =
λ
n+λ
Wi =
1
2(n+λ) , i = 1, . . . , 2n
(3.34)
3. Los puntos sigma son propagados a través del sistema no lineal :
yi = f(χi) (3.35)
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4. Se realiza la Predicción de la media y covarianza:
xˆ− =
∑2n
i=0Wiyi
P−xx =
∑2n
i=0Wi(yi − xˆ−)(yi − xˆ−)T +Qk
(3.36)
5. Se calculan nuevamente los puntos sigma y se propagan sobre el modelo de medición:
χ0 = xˆ
−
χi = xˆ
− +
√
(n+ λ)P−xx; i = 1, . . . , n
χi = xˆ
− −
√
(n+ λ)P−xx; i = n+ 1, . . . , 2n
(3.37)
zi = h(χi) (3.38)
6. Se calcula la media , covarianza de innovación y covarianza cruzada.
zˆ− =
∑2n
i=0Wizi
Pyy =
∑2n
i=0Wi(zi − yˆ−)(zi − zˆ−)T +Rk
Pxy =
∑2n
i=0Wi(yi − xˆ−)(zi − zˆ−)T
(3.39)
7. Por último se halla la ganancia Kalman y se actualiza los estados y covarianza para la siguiente
iteración.
K = PxyP
−1
yy
xˆ+ = xˆ− +K(z − zˆ−)
P+xx = P
−
xx −KPyyKT
(3.40)
3.6. Filtro de Partículas
La presente sección se desarrolla en base al trabajos de Arulampalam et al [37], tutorial que ofrece
un estudio sobre las técnicas de estimación bayesiana empleando principalmente el filtro de partículas,
así como, los pseudocodigos de varios algoritmos. De igual manera los artículos de Gustafsson [38] ,
Carpenter [39] y En Berman [40] exponen la implementación del filtro de partículas en aplicaciones de
posicionamiento y navegación.
El Filtro Partículas (PF) fue propuesto por Neil Gordon et al [41] como alternativa de estimación de
estados recursiva en modelos no lineales y con distribución no gaussiana, empleando métodos de Monte
Carlo y estimación bayesiana (ver [42] ). El objetivo de este filtro es estimar recursivamente el estado
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actual de un sistema dinámico estocástico representado por la función de densidad de probabilidad
xk ∼ p(xk | xk−1) dadas la mediciones obtenidas yk ∼ p(yk | xk). para lo cual el algoritmo del filtro de
partículas representa la pdf a posterior p(xk | y1:k) mediante un conjunto de medidas aleatorias:
X =
{
x
(i)
k , w
(i)
k
}Ns
i=1
(3.41)
donde
{
x
(i)
k
}Ns
i=1
son puntos masa “partículas” las cuales se les asigna un peso de acuerdo a las me-
diciones tomadas
{
w
(i)
k
}Ns
i=1
y Ns es la cantidad de partículas empleadas. De esta forma, X representa
recursivamente una aproximación de la distribución a posterior pdf como:
p(xk | y1:k) ≈
Ns∑
i=1
w
(i)
k δ(xk − x(i)k ) (3.42)
El algoritmo esta dado de la siguiente manera:
Inicialización
Generar un número inicial de partículas
{
x
(i)
0
}Ns
i=1
Predicción
Propagar las partículas en el modelo dinámico para obtener
x
(i)
k = fk−1(x
(i)
k−1) (3.43)
Actualización
Actualizar los pesos de cada partícula de acuerdo a cada medición en el instante k como:
w
(i)
k = w
(i)
k−1p(yk − h(x(i)k )) (3.44)
luego se normalizan los pesos
w
(i)
k =
w
(i)
k∑
w
(i)
k
(3.45)
Re muestreo
Es posible agregar un proceso de re muestreo (resampling) quitando las partículas de menor peso y
duplicar las de mayor peso o importancia creando un nuevo conjunto de partículas para ser de nuevo
propagadas en el paso de predicción. Este proceso solo es necesario cuando en número efectivo Neff
de partículas es menor que lumbral Nth = 2Ns/3.
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Neff =
1∑(
w
(i)
k
)2 < Nth (3.46)
la estimación de los estados xˆ+k se aproxima mediante
xˆ+k =
Ns∑
i=1
w
(i)
k x
(i)
k (3.47)
3.7. Arquitectura de Integración EKF
Figura 3.2: Arquitecturas de Integración
[43]
El gráfico 3.2 muestra la arquitectura de integración con filtro EKF compuesta por cuatro bloque
principales: La Unidad de Medición Inercial (IMU) mide las aceleraciones y velocidades angulares del
vehículo, Sistema de Navegación Inercial (INS) calcula la solución de navegación cada 30ms , receptor
GPS se actualiza cada 1 segundo y Filtro Extendido de Kalman (EKF) toma la diferencia entre las
las mediciones y las estimaciones como el error del sistema, las cuales son usadas por el filtro para
estimar el error del sistema inercial esté a su vez se le resta a la solución de navegación posteriormente
se obtiene la posición, velocidad y orientación corregida, la cual es retroalimentada como condición
inicial en el INS.
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3.8. Arquitectura de Integración UKF y PF
Figura 3.3: Arquitectura de Integración UKF y PF
[43]
La arquitectura de Integración con UKF y PF está compuesta por tres bloques: La Unidad de
Medición Inercial (IMU) igual que en el EKF toma las mediciones de aceleración y velocidades angulares
de vehículo, la etapa de predicción del filtro UKF o PF donde propaga los puntos sigma generados o
partículas en el caso del PF y junto las mediciones del IMU, se propagan sobre el sistema INS para
calcular los estados y covarianzas de este bloque; el bloque de actualización toma las mediciones del
GPS directamente y con los estados del bloque de predicción realiza la actualización de la posición,
velocidad y orientación, los cuales, son retroalimentado para corregir al INS como condición inicial del
siguiente muestreo.
3.9. Conclusiones
Se presentaron los algoritmos EKF, UKF y UP, los cuales, son empleados para el proceso de fusión
sensórica o integración sensórica entre el sistema de navegación inercial y las mediciones tomadas de
un GPS. Estos algoritmos permiten la estimación de los estados del sistema dinámico presentado en el
anterior capítulo. Los trabajos consultados muestran que el problema de estimación es abordado desde
la una perspectiva Bayesiana y cuya solución se plantea desde diferentes enfoques lo cual conduce a
una gran variedad de estimadores recursivos entre ellos el filtro de Kalman y sus variantes o méto-
dos numérico como el Filtro de Partículas. Finalmente se describen las arquitecturas de integración
empleadas.
Capítulo 4
Ruido en Acelerómetros y Giroscopios
Inerciales.
La precisión y la exactitud, en el proceso de medición de aceleración y velocidad angular con sensores
inercial de tecnología MEMS (Microelectromechanical Systems), están limitadas. Esta limitación es
debida a que las mediciones físicas realizadas por los sensores siempre contienen errores, tanto errores
determinísticos como errores estocásticos. El conocimiento de estos errores es de gran importancia, para
la convergencia del filtro de Kalman y precisión del Sistema de Navegación Inercial INS. A continuación
se presenta los errores asociados tanto para acelerómetros como para giroscopios inerciales, luego, se
describe la técnica conocida como “Allan Variance”, reconocida por el estándar IEEE std 952-1997 [44]
para determinar las características de los procesos aleatorios e identificar el origen de un término de
ruido presente en los datos de medición.
4.1. Características de Ruido en Giroscopios Inerciales.
En esta sección se analizan los errores que se presentan en los giroscopios inerciales, y los efectos
sobre el proceso de integración numérica.
Offset o desviación de cero.
También conocido como Bias, este es el promedio de la salida del giroscopio cuando no está bajo
ninguna rotación, dado en unidades ◦/s . Cuando el error offset  se integra, causa que el error de posición
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angular crezca con el tiempo linealmente θ(t) =  · t. La forma de hallar este error es promediando una
serie de datos y una vez que se conoce este error simplemente se resta de la salidas del giroscopio para
compensar.
Ruido Blanco Termo-Mecánico/ Angle Randon Walk (ARW).
La salidas de los giroscopios pueden ser perturbados por la presencia de un ruido blanco termo-
mecánico el cual oscila a una velocidad mucho mayor que el tiempo de muestreos de sensor [45]. Este
ruido se caracteriza por tener una media iguala cero E(N) = 0 y una varianza finita V AR(N) = σ2.
Las ecuaciones 4.1 y 4.2 presentan los efectos que tiene este ruido en el proceso de integración numérica
donde δt es el periodo de muestreo, n es el número de muestras recibidas en el tiempo t .
E
 tˆ
0
(t)dτ
 = δt · n · E(N) = 0 (4.1)
V AR
 tˆ
0
(t)dτ
 = δt2 · n · V AR(N) = δt2 · n · σ2 (4.2)
Por lo tanto este ruido introduce un error de media cero con desviación estándar que crece propor-
cionalmente con la raíz cuadrada del tiempo.
σθ(t) = σ ·
√
δt · t (4.3)
Con unidades de ◦/√h. Debido a que nos interesa determinar el ruido que afecta a la señal integrada,
los fabricantes especifican el ruido como Angle Randon Walk , ARW = σθ(t).. Para mayor información
se puede consultar la siguiente referencia [46].
Flicker Noise/ Estabilidad Bias.
El bias del giroscopio puede variar durante un periodo tiempo debido al ruido de parpadeo (Flicker
Noise) causado por la electrónica en el sensor. Estas fluctuaciones del Bias miden como el bias del
sensor cambia en un periodo de tiempo, usualmente de 100 segundos , en condiciones estables de
temperatura [45]. La estabilidad Bias es por lo general especificada como una desviación estándar σ,
en unidades ◦/s.
CAPÍTULO 4. RUIDO EN ACELERÓMETROS Y GIROSCOPIOS INERCIALES. 33
4.2. Características de Ruido en Acelerómetros Inerciales.
En esta sección se analizan los errores que se presentan en los Acelerómetros inerciales. Los tipos de
errores so similares a los presentados en la sección anterior, sin embargo, la gran diferencia se presenta
en cómo estos crecen con el tiempo debido a el proceso de integración numérica el cual se debe realizar
dos veces para obtener la posición.
Offset o desviación de cero.
El bias en un acelerómetro es al igual que en los giroscopios un valor de desviación del valor real
medido, dado en unidades m/s2. Cuando el error se integra dos veces para obtener la posición, este
error causa que el error de posición crezca con el cuadrado del tiempo.
s(t) =  · t
2
2
(4.4)
donde t es el tiempo de integración. Es posible calcular este valor tomando el promedio de los datos
de la aceleración medida por el acelerómetro cuando no está bajo ninguna aceleración. Desafortuna-
damente, este proceso puede ser afectado por la componente de gravedad, ya que esta componente de
aceleración que actúa en el acelerómetro puede aparecer como parte del error Bias. Por lo tanto es
necesario conocer con precisión la orientación del sensor con respecto al campo gravitacional con el
fin de estimar el Bias. Esto se logra con rutinas de calibración en el cual el sensor en montado en una
mesa, cuya orientación puede ser controlada [45].
Ruido Blanco Termo-Mecánico/ Velocity Randon Walk (VRW).
Las salidas de medición de los acelerómetros son perturbadas por ruido blanco termo-mecánico,
generalmente dado en unidades m/s/√h. Al igual que en los giroscopios este ruido se caracteriza por
tener una esperanza E(N) = 0 y una varianza definida V AR(N) = σ2. Sin embargo en el proceso de
integración numérica la esperanza y la varianza del error de posición esta dados por la ecuaciones
E
 tˆ
0
tˆ
0
(τ)dτdτ
 = δt2 n∑
i=1
(n− i+ 1)E(N) = 0 (4.5)
V AR
 tˆ
0
tˆ
0
(τ)dτdτ
 ≈ 1
3
· δt · t3 · σ2 (4.6)
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de tal manera que la desviación estándar crece proporcionalmente at3/2 esta dada por:
σs(t) ≈ σ · t3/2 ·
√
δt
3
(4.7)
Flicker Noise/ Estabilidad Bias.
Los acelerómetros inerciales son propensos a ser afectados por ruido de parpadeo al igual que los
giroscopios inerciales, este ruido puede ser modelado como una caminata aleatoria random walk de
tercer orden el cual crece proporcionalmente a t5/2[45].
4.3. Análisis de Ruido.
En las secciones previas se describieron los procesos de ruido que afectan tanto a las mediciones
de los giroscopios y acelerómetros inerciales. En esta sección se escribe la técnica conocida como Allan
Variance la cual puede ser utiliza para determinar los errores escritos anteriormente (AWR,VWR,
Flicker Noise ).
4.4. Allan Variance.
La técnica de Allan Variance es un análisis en el dominio en el tiempo, que originalmente fue
diseñada para caracterizar el ruido y estabilidad de sistemas osciladores [44]. Sin embargo, esta técnica
puede ser aplicada para cualquier señal con ruido. La varianza de Allan de una serie de datos está
en función de un tiempo promedio t. Para un tiempo promedio la Varianza de Allan se calcula de la
siguiente forma:
1. Tomar una serie de datos y dividirlos en intervalos de longitud t.
2. Promediar los datos de cada intervalo para obtener una serie de promedios (a(t)1, a(t)1, . . . , a(t)n),
donde n es el número de intervalos.
3. La Varianza de Allan está dada por:
AV AR(t) =
1
2 · (n− 1)
∑
i
(a(t)i+1 − a(t)i)2 (4.8)
Con el fin de determinar las características de ruido se gráfica la desviación de Allan AD(t) =√
AV AR(t) en función de t sobre una escala log-log. Los diferentes procesos aleatorios de ruido generan
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diferentes gráficas con pendientes diferentes como se muestra en la figura 4.1. Para los sensores inerciales
los dos procesos que se desean identificar son ruido blanco (Random Walk) y Bias Stability.
Figura 4.1: Desviación Allan
[44]
El valor numérico para Bias Stability aparecen en el valor mínimo de la gráfica de desviación de
Allan [47].
El valor de VRW o ARW se calcula ajustando una recta de pendiente m = −0,5 y leyendo el valor
de esta en t = 1 [44].
4.5. Modelo de los Sensores Inerciales.
El modelo de medición para el giroscopio esta dado por la ecuación 4.9 como se expone en [14].
ω˜bib = ω
b
ib +Xg + Vg (4.9)
donde Vg es ruido ARW gausiano con densidad espectral de potencia PSD σ2vgy Xg es ruido aditivo
el cual se modela como un proceso Gauss-Markov de primer orden, ecuación.
X˙g = FgXg + ωg (4.10)
donde Fg = −λgI y ωg un proceso de ruido gaussiano con PSD σ2ωgo Flicker Noise. El modelo de
medición de los acelerómetros esta dado por la ecuación.
a˜bib = a
b
ib − gb +Xa + Va (4.11)
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donde Va es ruido ARW gaussiano con densidad espectral de potencia PSD σ2vay Xa es ruido aditivo
el cual se modela como un proceso Gauss-Markov de primer orden, ecuación.
X˙a = FaXa + ωa (4.12)
donde Fg = −λgI y ωg un proceso de ruido gaussiano con PSD σ2ωgo Flicker Noise.
4.6. Conclusiones
Para la caracterización de los sensores inerciales se optó por los modelos presentados en farrell [14]
los cuales son modelos reducidos y que pueden ser determinados de manera simple y experimental
mediante la técnica de Allan Variance.
Parte II
Test y Resultados
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Capítulo 5
Caracterización Acelerómetros y
Giroscopios Inerciales.
En este capítulo se presentan los resultados de las pruebas y experimentos realizados acabo y cuyo
objetivo es obtener las características de ruido de acelerómetros y giroscopios inerciales empleados
en el sistema de fusión sensórica INS/GPS. Por medio de la técnica y curva de la Allan Variance se
obtienen las características del ruido asociado a la Unidad de Medición Inercial ADIS16407 .
5.1. Caracterización Central Inercial ADIS16407 de Analog De-
vices.
La técnica de análisis de Allan Variance presentada en el capítulo anterior se empleó a los datos
generados por la central inercial ADIS16407 de Analog Devices en estado estacionario, durante un
periodo de 18 horas y 50 minutos y un tiempo de muestro de 30ms. En las gráficas 5.1 y 5.2 se
presentan las curvas obtenidas mediante al análisis de “Allan Variance” para cada acelerómetro y
giroscopio respectivamente. Las tablas 5.1 y 5.2 se presentan los resultados numéricos y comparaciones
con los datos proporcionados por el fabricante.
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Figura 5.1: Gráfica desviación allan para Giroscopios
Angle Random Walk
(ARW)
Angle Random Walk
(ARW) Fabricante
Bias Stability Bias Stability
Fabricante
Eje-x 7,0 ◦/√h 1,9 ◦/√h 0, 0074 ◦/s 0, 007 ◦/s
Eje-y 6,8 ◦/√h 1,9 ◦/√h 0, 0071 ◦/s 0, 007 ◦/s
Eje-z 6,8 ◦/√h 1,9 ◦/√h 0, 0078 ◦/s 0, 007 ◦/s
Tabla 5.1: Medición de Ruido en Giroscopios
Figura 5.2: Gráfica desviación allan para Acelerómetros
CAPÍTULO 5. CARACTERIZACIÓN ACELERÓMETROS Y GIROSCOPIOS INERCIALES. 40
Velocity Random
Walk (VRW)
Velocity Random
Walk (VRW)
Fabricante
Bias Instability Bias Instability
Fabricante
Eje-x 1,1m/s/√h 0,2m/s/√h 0,0017m/s 0,0019m/s
Eje-y 1,2m/s/√h 0,2m/s/√h 0,0025m/s 0,0019m/s
Eje-z 1,2m/s/√h 0,2m/s/√h 0,0033m/s 0,0019m/s
Tabla 5.2: Medición de Ruido en Acelerómetros
5.2. Conclusiones
Los resultados obtenidos mediante la técnica de análisis de Varianza de Allan permitieron carac-
terizar los ruidos (Random Walk y Bias Stability) de unidad de medición inercial ADIS16407 estos
resultados se compararon con los suministrados por el fabricante, encontrándose que le bias stability
están dentro del rango proporcionado por el fabricante, sin embargo se encuentra que el ARW y VRW
obtenido es mucho mayor al dado por la hoja de datos, este incremento de ruido se debe a la electrónica
empleada en el proceso de adquisición de datos y se representa como ruido aditivo. Esta caracterización
de ruido es de vital importancia en los algoritmos de filtrado ya que determina la matriz de covarianza
Qk del proceso en las ecuaciones 3.27,3.36.
Capítulo 6
Simulación y Resultados de
Algoritmos de Fusión
El siguiente capítulo presenta los experimentos y pruebas realizadas a los sistemas de fusión sensó-
rica INS/GPS propuestos en este trabajo. Los resultados se dividen en el seguimiento de trayectorias
con y sin dinámica; las primeras pretende verificar la convergencia de la estimación de estados de los
filtros EKF, UKF, PF y cuyo objetivo es seguir trayectorias angulares y de posición con referencia de
cero. Posteriormente se pone a prueba el sistema de fusión sensórica con datos de GPS, acelerómetro
y giroscopios sobre la trayectoria de una ruta, en ambos casos los algoritmos son probados en Matlab
con datos off-line tomados con anterioridad.
6.1. Sistema de Navegación Inercial
El sistema de Navegación Inercial INS presentado en el capítulo 2 y representado por la ecuación
de navegación discreta 2.28 la cual es simulada con datos tomados de la unidad inercial ADIS16407
en estado estacionario, con un tiempo de muestreo de 30ms durante un tiempo de simulación de
3 minutos. Las figuras 6.4 ,6.5 y 6.6 muestran los resultados de la solución de navegación para los
estados de posición y velocidad en las coordenadas NED y los ángulos de orientación del sistema.
41
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Figura 6.1: Posición North East Down de la solución del sistema de Navegación Inercial sin corrección
de GPS
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Figura 6.2: Velocidad North East Down de la solución del sistema de Navegación Inercial sin corrección
de GPS
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Figura 6.3: Ángulos Pitch Roll Yaw de la solución del sistema de Navegación Inercial sin corrección de
GPS
Tal como se esperaba, el sistema presenta divergencia con el tiempo para los 9 estados de la solución
de navegación dados por el sistema INS debido al ruido asociado a los sensores inerciales y al proceso
de integración numérica explicado en capítulos anteriores.
6.2. Convergencia de los Filtros de Fusión
Con el propósito de comprobar los algoritmos EKF, UKF, PF y el Sistema de Navegación Inercial,
se realiza una prueba experimental en la cual la central inercial permanece en estado estático durante
19 horas continúas y se toman datos de aceleración y velocidad angular cada 30ms. El objetivo esta
prueba es determinar la convergencia y precisión de los estados estimados en cada uno de los filtros
empleados. Los datos obtenidos son procesados por los algoritmos INS, EKF , UKF y PF como se
presentó en las secciones 3.7, 3.8. Los resultados de esta prueba son presentados en las figuras 6.4, 6.5
,6.6 donde las gráficas de color rojo representan la solución con EKF, azul con UKF y verde PF.
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Figura 6.4: Posición NED Filtro EKF UKF Y PF
A partir de los datos obtenidos de la prueba se procede a realizar una caracterización mediante la
estadística de los resultados empleado el cálculo de media, varianza y desviación estándar de cada uno
de los estados con el objetivo de determinar la cualidades de cada filtro en precisión y exactitud. Los
resultados son presentados en la tablas 6.1 y 6.2.
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Figura 6.5: Velocidad NED Filtro EKF UKF Y PF
En las figuras 6.4, 6.5 y sus distribuciones de densidad para cada uno de los estados estimados en
posición y velocidad,se muestran que, hay mayor dispersión por parte del filtro EKF, situación que se
puede medir mediante el cálculo de varianza de la serie de datos obtenidos y registrado en la tabla
6.2 ; por lo tanto, se establecer que el nivel de precisión por parte de los filtro EKF y UP es mayor
a las estimaciones dada por el EKF. Sin embargo, los tres filtros logran que el sistema no presente
divergencia en su solución y la estimación se mantenga en promedio sobre la referencia de cero.
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Figura 6.6: Ángulos Pitch Roll Yaw Filtro EKF UKF Y PF
En el caso orientación, figura, las desviación estándar de las distribuciones de densidad de los
estados estimados es menor para los filtros UKF y PF, por consiguiente, los métodos basados en la
propagación de puntos sigma y partículas, son de mayor precisión; sin embargo, un mayor grado de
precisión, requiere de un incremento en el costos computacional, como se muestra en la tabla 6.3.
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Estado X¯ EKF X¯ UKF X¯ PF
Posición
North
4,67× 10−3 1,61 × 10−5 1,53× 10−4
Posición East −4,13× 10−3 −4,94× 10−5 −5,22 × 10−4
Posición
Down
1,88× 10−2 6,90 × 10−3 2,17× 10−4
Velocidad
North
4,38× 10−3 3,01 × 10−5 2,66× 10−3
Velocidad East −3,88× 10−3 −9,29× 10−5 −9,02 × 10−4
Velocidad
Down
5,92× 10−3 5,51 × 10−3 4,38× 10−5
Pitch θ◦ 7,32× 10−4 8,42 × 10−5 −4,34 × 10−5
Roll φ◦ −2,56× 10−3 −1,63× 10−4 −1,20 × 10−6
Yaw ψ◦ −59,2324 −59,2334 −59,2334
X¯ : Media.
Tabla 6.1: Medias
Estado σ2 EKF σ2 UKF σ2PF σ EKF σ UKF σ PF
Posición
North
6,69×10−3 3,67×10−4 3,78×10−4 8,18×10−2 1,92×10−2 1,94×10−2
Posición
East
6,83×10−3 3,70×10−4 3,78×10−4 8,26×10−2 1,92×10−2 1,94×10−2
Posición
Down
5,88×10−2 6,86×10−4 7,16×10−4 2,42×10−1 2,61×10−2 8,18×10−2
Velocidad
North
6,28×10−3 1,51×10−3 1,29×10−3 7,92×10−2 3,88×10−2 8,46×10−2
Velocidad
East
6,42×10−3 1,51×10−3 1,28×10−3 8,01×10−2 3,88×10−2 3,58×10−2
Velocidad
Down
7,05×10−3 6,15×10−4 2,45×10−3 8,39×10−2 2,48×10−2 4,94×10−2
Pitch θ◦ 4,82×10−2 4,38×10−2 2,99×10−2 2,19×10−1 2,09×10−1 1,72×10−1
Roll φ◦ 6,31×10−2 4,86×10−2 3,87×10−2 2,51×10−1 2,20×10−1 1,96×10−1
Yaw ψ◦ 1,99×10−2 1,53×10−2 1,21×10−2 1,41×10−1 1,23×10−1 1,10×10−1
σ2: Varianza.
σ: Desviación Estandar.
Tabla 6.2: Varianza y Desviación Estandar
CAPÍTULO 6. SIMULACIÓN Y RESULTADOS DE ALGORITMOS DE FUSIÓN 48
EKF UKF UP
Tiempo 0.3ms 3.5ms 20ms
Tabla 6.3: Tiempo de cómputo
A continuación se presenta el tiempo promedio de cómputo en las etapas de predicción y actuali-
zación para cada uno de los filtros.
6.3. Prueba del Sistema de Orientación.
El objetivo de esta prueba es validar el sistema de orientación, para esto, se dispone de una plata-
forma (ver figura 6.7) con tres grados de libertad, en donde se colocan el sensor inercial ADIS16407 y
el sistema AHRS (Attitude and Heading Reference Systems) 3DM-GX3-25 de la marca MicroStrain,
como sistema patrón o sistema de referencia, luego se realizan movimientos de rotación en los tres
ángulos.
Figura 6.7: Plataforma de Orientación
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En esta prueba se dispone de una tarjeta de adquisición de datos, desarrollo propio del grupo de
investigación GIDAM, su función es leer las mediciones registradas por los acelerómetros y giroscopios,
y enviarlos a una PC , el cual, guarda y almacena los datos obtenidos.
Los resultados de esta prueba se grafican en la figura 6.8.
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Figura 6.8: Comparación con sistema AHRS
En la grafica 6.8, se muestran las las estimaciones de orientación para cada filtro y los medidos por
por el sistema de referencia 3DM-GX3-25. Para validar el nivel de exatitud de cada filtro, se calcula
el el error medio cuadratico 6.1, entre los resultados estimados y los medidos.
RMSE =
√∑n
i=1 (yi − yˆi)2
n
(6.1)
yi Valor 3DM-GX3-25.
yˆi Valor estimado por el sistema de navegación.
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RMSE EKF RMSE UKF RMSE PF
Pitch 0,1064 0,0546 0,0339
Roll 0,1646 0,0924 0,0849
Yaw 0,3572 0,1992 0,1954
Tabla 6.4: RMSE
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Figura 6.9: Error Medio Cudrático RMSE
la figura 6.9, muestra los resultados obtenidos, donde se aprecia que que las estimaciones dadas por
los algoritmos son de mayor exactitud en comparación al fitro EKF.
6.4. Prueba de Ruta
Este experimento tiene como propósito determinar comportamiento del sistema INS/GPS sobre
el recorrido en un tramo de ruta, la prueba de ruta consiste en la toma de datos de la Unidad de
Medición Inercial ADIS16407 y el sistema GPS montados sobre un automóvil, luego se realiza el
recorrido de la ruta propuesta que se muestra figura 6.10 cuyas coordenadas de inicio son : 4.666142
latitud , -74.044830 longitud y llegada 4.664109 latitud, -74.010899 longitud. los datos obtenido son
almacenados para luego procesados por cada filtro.
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Figura 6.10: Mapa Ruta de Prueba (tomado de google maps)
Las estimaciones del trayecto estimado para cada filtro se muestran en la figura 6.11, donde se
aprecia que, para los tres algoritmos de fusión propuestos ninguno presenta divergencia frente a la ruta
propuesta; no obstante, a continuación se realiza comparaciones puntuales de las rutas obtenidas por
los tres filtros, figuras 6.12 a 6.15 .
0 500 1000 1500 2000 2500 3000 3500
0
200
400
600
800
1000
1200
Posición East
[m]
Po
si
ci
ón
 N
or
th
[m
]
EKF
 
 
EKF
UKF
PF
Figura 6.11: Ruta obtenida por los sistema de Navegación Integrada INS-GPS
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Figura 6.12: Comparación Plano Norte Este
En la figura 6.12 muestra parte de trayectoria estimada por cada uno de los filtro (líneas rojas,azules
y verdes) y las mediciones de GPS (puntos negros) durante este trayecto el número de satélites visibles
fue de 5 y las mediciones de GPS son actualizadas cada 1 segundo , sin embargo , se muestra que el
sistema tiene la capacidad estimar los estados de posición a partir del INS cada 30 ms hasta la próxima
actualización de GPS y hay gran similitud entre las estimaciones dadas por cada filtro.
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Figura 6.13: Comparación Plano Norte Este
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Figura 6.14: Comparación Plano Norte Este
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Figura 6.15: Comparación Plano Norte Este
En las figuras 6.13,6.14,6.15, se aprecian trayectos con curvas y dinámicas fuertes. Para los tres
filtros no se tiene divergencia en la solución; sin embargo, se observa menor degradación de la estimación
dada por el filtro UKF, presentado mayor robustez y por lo tanto precisión en este tipo de trayectos.
Esto se corrobora al hallar la raíz del error medio cuadrático,ecuación 6.2 , entre la posición medias
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por el GPS.
RMSE =
√∑n
i=1 (yi − yˆi)2
n
(6.2)
yi Valor GPS.
yˆi Valor estimado por el sistema de navegación.
RMSE EKF RMSE UKF RMSE PF
Posición North 10,0 8,9 6,6
Posición East 5,5 5,1 4,2
Posición Down 7,0 5,5 4,6
Tabla 6.5: Raiz Error Medio Cuadratico
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Figura 6.16: Error Medio Cudrático RMSE
6.5. Conclusiones
Durante el desarrollo del capítulo se han presentado los resultados obtenidos mediante fusión sen-
sórica de datos del sistema INS y mediciones de un sistema de posicionamiento global GPS, empleando
los filtros EKF, UKF y PF. Los datos obtenidos muestran que los tres filtros permiten obtener la esti-
mación de los estados del sistema de navegación para las diferentes pruebas y trayectorias propuestas,
sin embargo los filtro UKF y PF son estimadores con menor desviación estándar en comparación al
filtro EKF (ver 6.1 ); por lo tanto, se tiene mayor precisión en las estimaciones. Durante la prueba
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de ruta se pudo establecer que al filrto UKF presenta mayor robustes y menor degradación en las
estimaciones con dinamicas fuertes; aunque, se observa que el sistema de navegación con filtro EKF
presenta el menor tiempo de procesamiento computacional en comparación a los sistemas con base en
los filtros UKF y PF (ver tabla 6.3) .
Capítulo 7
Conclusión Final
Sistema de Navegación Integrado INS/GPS
Los algoritmos EKF, UKF Y PF empleados en el desarrollo, permitieron la fusión sensórica de datos
entre un Sistema de Navegación Inercial (INS) con tecnología MEMs y un sistema de posicionamiento
global (GPS), de esta manera se logró estimar los estados de posición velocidad y orientación. En
consecuencia, se obtiene un sistema integrado de navegación INS/GPS de bajo costo y peso ligero,
con posibles usos en vehículos no tripulados o navegación autónoma, dando cumplimiento al objetivo
propuesto por el presente trabajo.
Precisión y Robustez
Los sistemas de navegación que tiene como núcleo los filtros UKF y PF presentan mayor precisión,
dado que, las variables de estado estimadas tiene una menor desviación estándar, en comparación con
el sistema basado en el filtro EKF, como se muestra en las figuras 6.4,6.5, 6.6 y tablas 6.1,6.2.
Validación
En cuanto a la validación del sistema de orientación, se logró determinar que el RMSE (la raíz del
error medio cuadrático) calculado entre las estimaciones de los sistemas de orientación y el sistema de
referencia Microstrain muestra ser entre 2 a 3 veces menor para el UKF y PF en relación al EKF. Al
igual que en la prueba de ruta el RMSE entre las estimaciones de posición y mediciones de GPS son
menores para el UKF y PF en comparación con el sistema de navegación basado en EKF.
Exactitud
La exactitud del sistema GPS es alterada por la cantidad de satélites vistos por el receptor, donde
mínimo se requiere de 3 satélites para que el sistema funcione, esta condición el alterada cuando
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hay perdida de señal debido edificios o árboles que bloquean la señal, causando cambios brusco en
el sistema de navegación integrado INS/GPS; por lo tanto, la exactitud del sistema de navegación
diseñado presenta un alto grado de dependencia del GPS.
Costo Computacional
En cuanto al rendimiento computacional el filtro EKF es bajo, lo cual requiere menos tiempo de
CPU para estimar la solución en comparación a los filtro UKF y PF como se presenta en la tabla 6.3.
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