The increasing use of digital equipment in control in the last half century made a tremendous impact on controller design methodology. On the other hand, it had little affect on the control problem formulation: the control goals to a large extent still remain those of the analog world. The goal of this paper is to introduce and justify a new approach to sampled-data control system design, which enables one to account for the special opportunities, introduced by the employment of digital equipment. The essence of this approach is the simultaneous treatment of both continuous-and discrete-time performance requirements; hence, mixed discrete/continuous specifications (MDCS). In the paper, the sampled-data H 2 MDCS problem is formulated and solved. As a by-product of the MDCS treatment several novel technical results are obtained. Illustrative examples, demonstrating the potential benefits of the proposed approach are presented.
Introduction and motivation
Conventionally, the design of digital controllers for continuous-time processes is based on either pure discrete-time or pure continuous-time performance specifications (PDTS and PCTS in the sequel). The PDTS approach was basically motivated by the difficulties in dealing with the continuous-time behavior of sampled-data systems and is based on a discretization of both the plant and control goals (Åström and Wittenmark, 1989) . Although this approach simplifies the treatment, it might fall short of reflecting requirements on the system performance in an adequate manner, since the intersample behavior can be taken into account only in an indirect fashion. This fact has motivated researchers to treat sampled-data problems from the continuous-time behavior point of view. Since the early 90s a wide spectrum of sampled-data problems has been treated in the PCTS framework, see the book by Chen and Francis (1995) and the references therein.
The PCTS approach, however, might also fall short of providing an adequate framework for the analysis and design of sampled-data control systems. The reason is that the increasing use of digital hardware for control and information processing impacts not only the design methods, but also the control goals. First, digital equipment is the source of various discrete-time disturbances, like sensor noise, roundoff errors and so on. Such disturbances cannot always be modeled in continuous time. For example, due to instability of the sampling operations (Chen and Francis, 1995) sensor noise can be modeled in continuous time only as a signal pre-filtered by a strictly proper filter. Hence the class of noises that can be treated in the PCTS approach is limited. On the other hand, hardware constraints may lead to situations when some of the continuous-time regulated signals are of interest mainly at discrete time instances. For example, the control objective in the active vision problem (Rotstein and Rivlin, 1995) is to track an object by a camera so that the image of the object can be processed. Since the image processing is performed by means of digital hardware, it is inherently a discrete (and time consuming) operation. Therefore, for such a problem discrete-time tracking characteristics are, in a sense, more important than continuous-time ones. This observation leads to discrete specifications on an analog signal.
The reasoning above suggests that a framework with mixed discrete/continuous specifications (MDCS in the sequel) may be the natural one in many practical situations. The question arising then is whether one can benefit from treating sampled-data problems as mixed ones. Indeed, it seems that the discrete-time specifications may always be embedded into continuous-time ones. Yet, loosely speaking, the problem is that discrete requirements "dissolve" in continuous-time specifications; they are absorbed into the continuous-time criterion with a negligible weight. Thus the PCTS approach might lead to a conservative design from the discrete performance point of view. It is worth mentioning in this respect the approaches based on the generalized hold functions (Kabamba, 1987; Araki, 1993) by means of which an almost arbitrarily good performance at the sampling time instances (though frequently at the expense of a poor continuous-time performance) can be achieved. Consequently, the gap between discrete performance obtained by the PCTS approach and that obtained by the PDTS approach might be very large. In many practical situations neither of these extremes might give a satisfactory design. Hence, the goal of this paper is to present a framework within which the tradeoffs between discrete and continuous system performance can be accounted for.
In this paper we will investigate the MDCS sampled-data H 2 problem. We start by extending the definition of the H 2 system norm to systems with hybrid (continuous/discrete) multi-rate input and output signals. We show that in this case the deterministic and the stochastic interpretations of the H 2 norm require different scaling for different components of systems, which is in contrast to the PCTS treatment by Bamieh and Pearson (1992a) . Using the proposed definition of the H 2 system norm we formulate the sampled-data MDCS H 2 problem in a general setting. By applying the lifting transformations we convert the problem to a pure discrete-time time-invariant setting. The resulting problem, however, is quite complicated since it is inherently multi-rate and of hybrid nature. It appears that the known approaches to the solution of the multi-rate sampled-data H 2 problems (Voulgaris and Bamieh, 1993; Voulgaris et al., 1994; Qiu and Chen, 1994) are not appropriate for treating such a problem.
In this paper we propose a new approach to the solution of the MDCS H 2 problem, which considerably simplifies both the procedure of the solution and the final formulae for the controller. In our approach the sampled-data H 2 problem is treated directly in the lifted domain in terms of infinite dimensional parameters of the lifted plant. The advantage of such a treatment lies in avoiding involved intermediate steps, which are inherently required in the conventional solutions to the H 2 multi-rate problems (Voulgaris and Bamieh, 1993) . At the same time all computations required in our treatment are finite dimensional. Further, we propose a new method for handling the so-called causality constraints (Meyer, 1990) , which arise in periodic and multi-rate control problems. We derive a closed-form state-space solution to the constrained H 2 problem and show that it is not more complicated then in the unconstrained case, which is in contrast to (Voulgaris et al., 1994; Qiu and Chen, 1994) . In addition we introduce a new method for the computation of matrices involving infinite dimensional integral operators. The need for computing such matrices arises in numerous sampled-data control problems. We show that by the aid of this method all the computations needed in the solution of the MDCS H 2 problem involve computations of just two matrix exponentials.
The paper is organized as follows. Section 2 contains preliminary materials: in Subsection 2.1 we review the lifting techniques in discrete and continuous time, while in Subsection 2.2 some properties of the Hilbert-Schmidt operators are discussed. In Section 3 we introduce the notion of the H 2 norm for hybrid systems and give its deterministic and stochastic interpretations. Then the MDCS H 2 problem is formulated and discussed in Section 4. The state-space solution to this problem is the subject matter of Section 5; Subsection 5.1 contains the formulation of the main result, while Subsection 5.2 is devoted to its proof. The related computational issues are discussed in Section 6 and illustrative examples demonstrating the potential benefits of the proposed approach are considered in Section 7. Concluding remarks are given in Section 8.
A preliminary version of this paper, (Mirkin and Palmor, 1995b) , was presented at the 3rd IEEE Mediterranean Symposium on New Directions in Control and Automation.
Notation
The notation used throughout the paper is fairly standard. The space of n-dimensional real valued vectors is denoted as R n , while the Hilbert space of all R n -valued functions square integrable on the interval
When the dimensions will be irrelevant or clear from the context we will write simply R and L 2 [0, T ]. Also, the notation L 2 is the shortcut for L 2 [0, ∞). The notation M is adopted for the transpose of a matrix M, while O * -for the adjoint of a Hilbert space operator O. As usual, e i denotes the i-th standard basis in R n and ⊗ denotes the Kronecker product.
For signals, parentheses (·) enclosing an independent variable indicate a continuous-time signal, whereas square brackets [·] indicate a discrete sequence. Discrete-time signals in the time domain are highlighted by a bar (likeζ), while in the lifted domain -by a breve (likeζ). By δ(t) andδ [k] we denote the Dirac δ-impulse and the Kronecker delta, respectively. In order to distinguish linear systems in the time domain from their transfer functions, the formers are denoted by script capital letters (for example, G may be an LTI continuous-time system with transfer function G(s)). Transfer functions in both the s-and the z-domains are denoted in terms of their state-space realizations as
. The linear fractional transformation of K on P is denoted as F P, K . Finally, the following operators will be used throughout the paper:
Preliminaries
The goal of this section is to assemble some technical background needed in the sequel. We briefly review the lifting techniques and collect some material on the Hilbert-Schmidt operators.
Lifting techniques for periodic systems
The notion of lifting consists on the transformation of a periodic system to an equivalent (in some sense) discrete-time shift invariant one. That in turn enables the use of the tools of linear time-invariant systems theory for the analysis of periodic systems. We start with lifting in discrete time (Khargonekar et al., 1985; Francis and Georgiou, 1988) . Define the discrete-time lifting operatorW L , which transforms R n valued sequences to R Ln valued ones, as follows:
The usefulness of this operator stems from the fact that for an L-periodic systemḠ, its liftinḡ
L is shift-invariant. Also, sinceW L is an isomorphism, the stability properties are preserved under lifting, and since the restriction ofW L to p is an isometry, (induced) norms of the original system are equivalent to norms of the lifted one. Now consider the lifting technique for periodic systems operating in continuous time. The idea here is essentially the same as for the discrete-time systems: we have to state an one-to-one norm preserving correspondence between an original signal space and the new space in such a way that the system behavior with respect to the transformed signals is shift invariant. The main problem in this case is that we should state a correspondence not between two sequences, but rather between a signal with an uncountable support (i. e., a continuous-time signal) and a signal with a countable support (a sequence). An elegant solution to this problem was given in (Yamamoto, 1994; Bamieh et al., 1991; Bamieh and Pearson, 1992b ) (see also (Toivonen, 1992; Tadmor, 1992) ). The central idea of these approaches is the use of the notion of function space valued sequences, that is, sequences taking values not in R, but rather in some abstract Banach space. More specifically, given a Banach space X, let us define the following space of sequences:
In this paper we will be particularly concerned with the space L 2 [0,T] for some T >, which naturally leads to the following Hilbert space:
is defined as follows:
It is easy to see now that the above transformation is an isomorphism and if we restrict its domain to L 2 , then W T is an isometry between L 2 and 2
. As for the operatorW L , the introduction of W T is justified by the property that for a linear
Hilbert-Schmidt operators
This subsection is devoted to the Hilbert-Schmidt operator norm, which is the infinite dimensional counterpart of the Frobenius matrix norm. For more details on this subject see, e.g., (Gohberg et al., 1990, Chapter VIII 
The quantity on the right hand side of (1) 
As for the Frobenius matrix norm, it is convenient to express the Hilbert-Schmidt operator norm in terms of the operator trace. Given an operator O = O 1 O 2 : H → H for any HilbertSchmidt operators O 1 and O 2 , then the trace of O is defined as follows:
where η i is an orthonormal basis for H. It is straightforward to show that similarly to the matrix case the following equalities hold for any operators O 1 and O 2 with compatible input and output spaces:
Figure 1: General hybrid analysis setup.
Then the Hilbert-Schmidt norm of an operator O can be expressed in terms of the operator trace as follows:
3 The H 2 norm for hybrid multi-rate systems
In this section the definition of the H 2 norm is extended to hybrid periodic systems, that is systems which have both continuous-time and discrete-time input and output signals. This is complicated due to the fact that the H 2 norm is not an induced norm. Hence, a direct extension to the periodic case (as in the case of the H ∞ and 1 norms) appears to be impossible. In this respect we will follow the logic of Bamieh and Pearson (1992a) , who defined the H 2 norm for a periodic system in terms of its time-invariant representation in the lifted domain. Our problem, however, is a more general one. Hence a different definition is required. A general hybrid setup is depicted in Fig. 1 . The system G has both continuous-time (ω c and ζ c ) and discrete-time (ω d andζ d ) input and output signals. The time scales of the discrete-time signals are assumed to be synchronized with the continuous time scale as follows: the k-th step forω d corresponds to the time instance k N ω h and the k-th step forζ d -the time instance k N ζ h for some relatively prime N ω and N ζ and h > 0. Thus the system in Fig. 1 is multi-rate. Also we assume that G satisfies the following condition:
(here N . = N ω N ζ and the partitioning of G is compatible with that in Fig. 1 ), which may be thought of as a hybrid counterpart of the periodicity property 1 .
Property (3) enables us to convert the system in Fig. 1 to a pure discrete-time time-invariant one by the use of the lifting techniques described in Subsection 2.1. To this end lift the input and output signals as follows:
and look at the system as a mappingω →ζ, that is
It follows from the properties of the lifting operators thatG is shift invariant and equivalent to G from the stability and induced norms points of view. Hence it may also be natural to define the H 2 norm of the hybrid system in Fig. 1 in terms of its lifted equivalentG. To this end one just needs to extend the definition of the H 2 norm for discrete systems to the case of systems with infinite dimensional input and output spaces.
Recall that for a discrete-time LTI systemḠ : 2 R n i → 2 R no with the (matrix valued) transfer functionḠ(z), its H 2 norm is defined as
Then the natural extension of this definition to the case of infinite dimensional operators is to replace the Frobenius matrix norm with the Hilbert-Schmidt operator norm. More precisely, given two Hilbert spaces H i and H o and an LTI systemG : 2
Ho with the operator-valued transfer functionG(z), define the H 2 norm ofG as follows:
whereȂ,B,C, andD are the (operator-valued) parameters of the state-space realization ofG. With this definition, the space H 2 of all LTI operatorsG for which G 2 H 2 is finite is Hilbert with the scalar product
It is clear that if H i = R n i and H o = R no then (5) is reduced to (4). But on the other hand, it can be shown that given an LTI continuous-time G : L 2 → L 2 , then for any T > 0
H 2 rather then G 2 H 2 as would have been expected. The latter equality 2 indicates that the definition for the H 2 norm in the case when both H 1 and H 2 are taken to be L 2 [0, T ] should be scaled by the factor 1 T . Indeed, it turns out (Bamieh and Pearson, 1992a ) that with such a scaling the definition of the H 2 norm for sampled-data systems is consistent with both deterministic and stochastic interpretations of the H 2 norm.
For hybrid systems, however, like the one shown in Fig. 1 where H 1 and H 2 are both taken to be L 2 [0, Nh] ⊕ R, the situation is less straightforward. To see this let us expand the H 2 norm ofG as follows using (2):
The following two lemmas, which can be proved by similar reasoning as in (Bamieh and Pearson, 1992a) , give the deterministic and stochastic interpretations of each of the four terms in the expansion above:
Lemma 2 (Stochastic interpretation). Let ω c andω d be uncorrelated zero-mean continuous-time and discrete-time white Gaussian processes with covariance matrices R c and R d , respectively. Then for the system in Fig. 1
subject to R c = I and R d = 0, and
Now one can see that there is no single justification for the scaling of different components in the definition of the H 2 norm for hybrid multi-rate systems. If from the deterministic point of view it might be natural (Khargonekar and Sivashankar, 1991; Bamieh and Pearson, 1992a) to define the H 2 norm as follows:
then from the stochastic point of view (Meyer, 1992; Bamieh and Pearson, 1992a ) a natural scaling is:
Moreover, with both of these definitions different inputs or outputs are scaled in a different manner. This might give rise to such problems as the lack of duality, i.e., in general Figure 2 : MDCS sampled-data control system setup.
that, in turn, makes H 2 analysis and design somewhat more cumbersome. Taking into account the reasoning above, it is more convenient to use definition (5) as the definition of the H 2 norm of the hybrid multi-rate system in Fig. 1 . Then depending on which interpretation of the H 2 norm is more suitable for the problem under consideration, an appropriate scaling can be provided by scaling the parameters of G (see Remarks 4.2 and 4.3).
Problem formulation
The sampled-data MDCS H 2 problem will be defined in terms of the feedback setup in Fig. 2 , where P is a continuous-time LTI generalized plant,K is a digital controller, w c and z c are a continuous-time exogenous input and a regulated output, respectively,w c andz c are discretetime ones, y is the measured plant output, and u is the control input.
Remark 4.1. As seen in Fig. 2 , we assume thatw d is connected with P by a hold device H hw and z d is the sampled (by a sampler S hz ) version of a continuous-time signal z d . This assumption actually means that all the discrete-time system dynamics, like dynamics of a discrete sensor noise, are modeled as discretized continuous-time ones. Thus, in order to pose an MDCS problem in the form shown in Fig. 2 , any discrete-time dynamics, sayḠ, have to be presented as G = S h GH h for some continuous-time G. To this end we can no longer assume that the parameters of P operate over R. Indeed, some discrete dynamics (such as FIR ones) cannot be modeled as sampling of any continuous-time real-valued process. Yet this obstacle can easily be circumvented by allowing parameters of P to belong to C ∪ {−∞} (like ln 0). This "trick" does not complicate the solution since the treatment is carried out in the lifted domain where plant dynamics is discretized back and hence S h GH h becomesḠ again.
The generalized plant P is described in terms of its state-space realization:
where the partitioning is compatible with that in Fig. 2 . To assure that the H 2 norm of the closed-loop system is finite it is assumed in (7) that D 11cc = 0. D 11dc and D 21c are both taken to be zero to guarantee the L 2 stability of the sampling operations, and D 22 = 0 to make the closed-loop operator well defined. Finally, we will assume that the sampling periods h w and h z for the discrete-time exogenous signalw d and the regulated outputz d , respectively, are chosen as follows:
h w = h and h z = Nh for some N ∈ Z + . This assumption simplifies the treatment, but at the same time captures all the essential features of the problem. The MDCS H 2 problem to be considered in the paper is as follows:
Find an N-periodic 3 controllerK, which internally stabilizes the plant P and minimizes the H 2 norm of the closed-loop mapping from w c andw d to z c andz d .
The following remarks are in order:
Remark 4.2. According to Lemma 1 the deterministic interpretation of the MDCS H 2 problem is the minimization of
where the integral is taken over the response to w c = δ(t − τ) and the summation is taken over the response tow d =δ[k − i]. As was argued by Bamieh and Pearson (1992a) , it is natural to average the response to δ(t − τ) over τ ∈ [0, Nh) and, similarly, the response toδ[k − i] over 0 ≤ i ≤ N − 1. Hence, if the MDCS H 2 problem is motivated deterministically, then it is natural to scale w c by the factor
Remark 4.3. From the stochastic point of view (Lemma 2) the MDCS H 2 problem can be viewed as the minimization of
when w c andw d are zero-mean white Gaussian processes on R + and Z + , respectively, with unitary covariance matrices. Hence, if the MDCS H 2 problem is motivated stochastically, then it is natural to scale z c by the factor
Remark 4.4. Note that the MDCS H 2 problem is more general than those that have been considered in the literature. First, we treat both continuous-and discrete-time performance specifications simultaneously. Next, the shift included in the operator S τ hz allows one to "a-synchronize" the control loop operations and the signals whose performance we are concerned with, which may be useful in many applications. Finally, although the consideration of both continuous-and discrete-time exogenous inputs is not new, our setup is more general than those considered previously. The sampled-data H 2 problem treated by Chen and Francis (1991) is actually a problem with pure discrete-time exogenous input, while that treated by Bamieh and Pearson (1992a) deals only with pure continuous-time exogenous input. Khargonekar and Sivashankar (1991) incorporated discrete sensor noise by a nonzero matrix D 21d . Yet since it was assumed that B 1d = 0, their treatment allowed neither sensor noise to be correlated with plant disturbances nor other sources of discrete-time disturbance, like roundoff errors, to be incorporated into the design. Finally, Hara et al. (1994) considered the sampled-data H 2 problem with B 1d = B 2 , thus enabling roundoff errors to be modeled as a white noise process only. The next step is to apply the lifting techniques described in Subsection 2.1 and then reformulate the MDCS H 2 problem in the lifted domain where the problem will be pure discrete-time time-invariant. The "minimal" lifting needed to make the plant time invariant can be described by the following two operators:
for the input, and
for the output, where partitioning is compatible with that of the plant P. We then get the following shift-invariant generalized plant
SinceP is pure discrete-time we no longer need to separate w c from w d and z c from z d . Hence we can form an exogenous inputw and a regulated outputz and represent the resulting system in the "standard setup" shown in Fig. 3 , where the lifted controller is defined as
From the new partitioning in Fig. 3 , the state space realization for the lifted plant is:
Formulae for the coefficients ofP(z) can be obtained by using standard lifting arguments (Francis and Georgiou, 1988; Bamieh et al., 1991) and are quite involved. For that reason, they are given in the Appendix. Suffices to define at this point the following notation for the parameters ofP in (8) which is aimed to simplify the readability of the expressions involving infinite dimensional operators: bar above a variable denotes an operatorŌ both from and to finite dimensional spaces (like R n 1 → R n 2 ); acute accent -Ó, from an infinite dimensional space to a finite dimensional one (like L 2 [0, T ] ⊕ R n 1 → R n 2 ); grave accent -Ò, from a finite dimensional space to an infinite dimensional one (like R n 1 → L 2 [0, T ] ⊕ R n 2 ); and breve -Ȏ, both from and to infinite dimensional spaces (like
Since the lifted plantP is shift invariant, it is natural to seek K also among the class of shift invariant operators. Due to the isomorphism property of the lifting operatorW N , this class in the lifted domain covers all N-periodic controllers in the original domain. This is the reason for our choice of the class of controllers in the MDCS H 2 problem formulation. Since K should correspond to a causal discrete-time controllerK, K can no longer be considered as arbitrary. Rather, its feedthrough part, K(∞), must satisfy the so-called causality constraint (Meyer, 1990) , namely K(∞) ∈ T N , where the set
for appropriate n and m is a closed subset of R Nn×Nm . Thus, in the lifted domain the MDCS H 2 problem should be reformulated as follows:
OP H 2 : Find a discrete-time controller K satisfying the constraint K(∞) ∈ T N , which internally stabilizes the plantP and minimizes the performance index
Problem solution
Although the OP H 2 is the time invariant discrete-time H 2 problem, it is far from being a standard one. This is basically because the generalized plantP has infinite dimensional input and output spaces (L 2 [0, Nh] ⊕ R). Conventionally, such problems are treated via two intermediate stages (Khargonekar and Sivashankar, 1991; Bamieh and Pearson, 1992a) : first extracting the infinite rankD 11 operator from the plant model and then reducing an infinite-dimensional but finite rank H 2 problem to an equivalent finite-dimensional one, whose solution, in turn, can be found by using the well known machinery of H 2 (LQG) optimization (see (Trentelman and Stoorvogel, 1995) for a comprehensive treatment of the latter problem). While that approach can be justified in cases where the final finite dimensional problem is a standard one, it seems to be unnecessarily involved for periodic (or multi-rate) problems. This is because the extraction ofD 11 turns out to be much more cumbersome (Voulgaris and Bamieh, 1993) and the final problem is again a nonstandard one due to the constraint on the feedthrough matrix of the controller and the inherently nonzero matricesD 11 andD 22 in the finite-dimensional generalized plant model (Mirkin and Palmor, 1995b) . In this respect we will solve OP H 2 directly in terms of the operator valued parameters ofP in (8). Such a treatment seems to be complicated since (a) the input and output spaces ofP are infinite dimensional; (b) the infinite rank operatorD 11 is inherently nonzero; and (c) the controller K is constrained. Nevertheless, we will demonstrate that the approach we propose leads to a conceptually apparent design procedure and to closed-form formulae for the controller parameters. To this end the time domain approach of Trentelman and Stoorvogel (1995) is adopted to overcome all the above three obstacles.
In this section we present the analytic solution to OP H 2 in terms of the infinite dimensional parameters of the lifted plantP. Then the computational issues will be discussed in the next section.
Main result
We start with the assumptions imposed upon the lifted plantP. These assumptions are the lifted counterparts of the assumptions imposed upon a standard finite dimensional H 2 problem in order to guarantee the solvability and nonsingularity of the problem.
(A1): The triple C 2 ,Ā,B 2 is stabilizable and detectable;
Assumption (A1) is fairly standard. It is necessary and sufficient for the existence of a stabilizing sampled-data controller. It can be easily shown that (A1) holds if the triple (C 2 , A, B 2 ) is stabilizable and detectable and the sampling period h is non-pathological with respect to A (Chen and Francis, 1995) .
Assumptions (A2) and (A3) guarantee the nonsingularity of OP H 2 . Although these assumptions are formulated in terms of infinite dimensional operators, it is obvious that the lower block row of the operator in (A2) and the right block column of the operator in (A3) can be replaced with the following finite dimensional matrices:
respectively. In the following section we will show how to compute matrices involving infinite dimensional operators, like the two matrices above. Also, following Trentelman and Stoorvogel (1995, Section 5) conditions for (A2) and (A3) to hold can be derived in terms of the parameters of the continuous-time plant P. Now consider the following two discrete-time algebraic Riccati equations 4 :
and
Due to the assumptions (A1)-(A3) these equations have the stabilizing solutions X = X ≥ 0 and Y = Y ≥ 0 such that the matricesD * 12D 12 +B 2 XB 2 andD 21D * 21 +C 2 YC 2 are nonsingular. Then it is obvious that (nonsingular) matricesD X andD Y can be formed such that
With these definitions we are now in the position to establish the main result of this paper:
Theorem 1. Given the plantP such that (A1)-(A3) hold, then the problem OP H 2 has the following unique solution
where
The optimal value of the performance index is then
Remark 5.1. Since the matrixD 22 ∈ T N and has zero diagonal entries (see Appendix), so do the matricesD 22DK andD KD22 . Hence, the matrices R D andR D are always well defined, R D ∈ T N , and K(∞) ∈ T N .
Remark 5.2. Note that without the causality constraints onD K the only modification required in Theorem 1 is to drop the projection operator Π T . Hence, the solution to the constrained problem is not more complicated then the solution to the non-constrained one (this is in contrast to (Voulgaris et al., 1994; Qiu and Chen, 1994) , where the causality constraints give rise to a considerable complication of the solution). The deterioration of the performance index due to the constraint is equal to the quantity Π T ⊥ M 0 2 F , where T ⊥ denotes the orthogonal complement of T N in R.
The proof
In the proof of Theorem 1 we will assume for the sake of simplicity thatD 22 = 0. This can always be assumed since
, K . Thus, in this section we will actually prove the result for the controller K α , which has the following transfer function:
To this end form the finite dimensional matrices:
Then the following lemma provides the reduction of OP H 2 to a special finite-dimensional discrete H 2 problem:
Lemma 3. Given the plantP with the state-space realization (8) andD 22 = 0, form the plant:
Then an LTI K internally stabilizesP iff it internally stabilizesP a and for any stabilizing K
Proof. First, the stability of F P a , K is equivalent to the stability of F P , K because these two LTI operators have the same "A" matrices. The proof of the second part of the Lemma will be based on the following sequence of transformations:
According to (6) and since the feedthrough term of F P , K isD 11 +D 12DKD21
(P α ⇒Ṕ β ): Letx,z α ,w andū denote the state vector, the regulated output, the external input and the control input ofP α , respectively. Then the norm ofz α [k] in L 2 [0, Nh] ⊕ R can be expressed as follows:
wherez β is the regulated output ofṔ β (the latter equality is true since both the state vectors and the control signals ofP α andṔ β coincide). In order to characterize the H 2 norm ofP α in terms of the above relation assume that 
Now taking into account the definition of the Hilbert-Schmidt norm (1) and the interpretation of the H 2 system norm in terms of the Hilbert-Schmidt norm of its operator-valued impulse response (6), we get that
(Ṕ β ⇒P a ): This step follows directly from the previous one by duality arguments.
The generalized plantP a is already finite dimensional. Furthermore, for this plant the following result, which is essentially due to Trentelman and Stoorvogel (1995) , holds true:
, with equality iff K is of the form (13). Now, combining Lemmas 3 and 4 one can get that
and the equality in (14) is achieved for anyD K by the controller (13) only. Hence, OP H 2 is reduced to a matrix optimization problem of minimizing (overD K ) the right hand side of (14). Note, that so far the fact that the matrixD K is constrained has not been addressed; (14) holds for anyD K . Now, we have to take the causality constraint into account. Under this circumstance, the optimization problem to be solved forD K is as follows:
The OP r is a constrained optimization problem over a Hilbert space and since the set T N is closed we can use for its solution the Projection Theorem. To this end, note that the standard completing to square arguments yield that
where M 0 is defined by (12) and does not depend onD
It is clear now that the solution of the OP r is given by (11), which completes the proof of Theorem 1.
Computational issues
The calculation of the controller parameters in the previous section is not straightforward since some matrices involve infinite dimensional operators. The purpose of this section is to show how the computation of such matrices can be performed efficiently. Referring to the Appendix, it can be seen that the matrices involving infinite dimensional operators are:
All of these matrices are finite dimensional, though they have a quite complicated structure. By direct manipulations it is possible to get closed-form expressions for these matrices via double, triple and even quadruple integrals involving matrix exponentials (see (Qiu and Chen, 1994) , where similar formulae are given for the multi-rate case, but with pure continuous-time performance specifications). Such an approach, however, is inefficient from a computational point of view. For the single rate sampled-data H 2 problem, the formulae by Van Loan (1978) can be used to transform the integral relations to a couple of composite matrix exponentials (Bamieh and Pearson, 1992a) . Unfortunately, a direct use of the Van Loan's formulae appears to be impossible for the multi-rate case. We will exploit an idea of Gohberg and Kaashoek (1984) concerning the representation of linear operators over L 2 [0, Nh] by associated systems of differential equations over the finitetime horizon [0, Nh] instead of integral relations. In (Bamieh and Pearson, 1992b ) such a representation was used to describe an operator from L 2 [0, Nh] to L 2 [0, Nh] (the operatorD 11cc in our notation). In our case, we need to deal with operators either from L 2 [0, Nh] to R or from R to L 2 [0, Nh]. We will show that such operators can also be represented by LTI systems over [0, Nh] : the former operators as continuous-time systems with sampled outputs, while the latter as continuous-time systems with discrete signals modulated by δ-impulses as inputs. As a result, we will be able to express all of the matrices M i above just as the impulse response of LTI systems. This, in turn, reduces the parameter computations to the calculation of matrix exponentials only.
OperatorsÓ
In this subsection we will deal with operators of the forḿ
where G is a strictly causal continuous-time LTI system operating on the interval [0, T ] and the time shift θ ∈ [0, T ]. We will treatÓ as an operator from L 2 [0, T ] into R and seek a representation of the adjoint operatorÓ * : R → L 2 [0, T ] in a form similar toÓ * = G I θ T for some continuoustime LTI operator G operating on [0, T ]. To this end recall that according to the definition, the operatorÓ * must satisfy the equality
Then it is not difficult to verify that if the system G has the realization
where the LTI system G has the realization
Finally, we should present the operators 5B 1c ,D 21c andD 11dc in (A.1) in the form (15). This can easily be done and the result is as follows:
were the notation G α is adopted for the system
and all the LTI systems in the right-hand sides of the expressions above are understood as operating on the interval [0, Nh].
OperatorsÒ
Now consider a "dual" operator toÓ, namely the operator
where G is a strictly causal continuous-time LTI system operating on the interval [0, T ] and the time shift θ ∈ [0, T ]. We will treatÒ as an operator from R into L 2 [0, T ] and seek a representation of the adjoint operatorÒ * : L 2 [0, T ] → R in the form similar toÒ * = S θ T G • for some continuoustime LTI operator G • . Again, from the definition of the adjoint operator in Hilbert spaces it can easily be shown that if the system G has the realization
where the LTI system G • has the realization
As in the previous subsection, we should now express those operators in (A.1) which map R into L 2 [0, Nh] in the form of the right hand side of (16). For the operatorC 1c this representation is natural:
where A G β = A and C G β = C 1c . ForD 12c a natural representation is via a zero-order hold rather than via an impulse element. To overcome this difficulty we augment the state space with the dynamics of the zero-order hold. We get:
, and
Similarly,
As in the previous subsection, all the LTI continuous-time systems in the expressions above, that is G β , G γ , and G δ , are supposed to operate on the interval [0, Nh].
Computational formulae
In Subsections 6.1 and 6.2 it has been shown that all interconnections of the infinite-dimensional operators in (A.1) are reduced to the serial interconnections of LTI finite dimensional systems with sampled outputs and discrete-time inputs modulated by δ-impulses. Using these results, we are now in the position to give formulae for the matrices M i of interest. To this end form the following discrete-time finite-dimensional LTI systems (below, G α , G β , G γ , and G δ are understood as standard LTI continuous-time systems operating on the whole time axis):
Then, using the formulae from Subsections 6.1 and 6.2, one can get:
Hence, to compute the matrices M i one needs just to compute several matrix exponentials rather than multiple integrals involving matrix exponentials.
Remark 6.1. Note, that for the computations in (17) one actually needs to compute only two matrix exponentials. It can be shown that all exponentials, which are required for the computation of the controller parameter, are available as subblocks of the matrices e Φ 1 h , where
, and e Φ 2 (τ−lh) , where l is the lagest integer such that lh ≤ τ and
Moreover, if τ = lh then the computations are reduced to the computation of e Φ 1 h only.
Remark 6.2. It is worth stressing that the proposed approach to the representation of parameters of lifted models may be useful for the treatment of various sampled-data problems. For instance, it is shown in (Mirkin and Palmor, 1995a ) that such a representation allows to handle computations for a general class of H 2 and H ∞ sampled-data problems involving generalized sampler and hold functions in an elegant and efficient manner.
Numerical examples
Denote by T zcw the closed loop mapping from w c andw d to z c and by T z d w the closed loop mapping from w c andw d toz d in the setup in Fig. 2 . Then the continuous-time system performance can be expressed by the quantity
while the discrete-time performance by the quantity
The purpose of this section is to demonstrate by means of numerical examples that the minimization of J c only (the PCTS approach) might lead to poor discrete-time performance, while the minimization of J d only (the PDTS approach) -to poor continuous-time performance. We will also show that the use of the MDCS approach introduced in this paper may provide a reasonable tradeoff between J c and J d . To this end we will minimize the following mixed performance index 6 :
where the weight parameter λ runs through the interval [0, 1]. The cases λ = 1 and λ = 0 correspond to the PCTS and the PDTS approaches, respectively. By letting λ ∈ (0, 1) we can change the penalties on J c and J d and thus balance losses of the continuous and discrete-time performances. For the sake of a fair comparison, we will use as a measure of the performance deterioration the relative quantities:
Remark 7.1. It is worth stressing that the examples which we consider below are especially constructed in order to emphasize our points. Hence, the numerical values of ∆J c and ∆J d obtained would not necessarily reflect realistic situations. This remark is particularly true for the discrete-time performance in Examples 2 and 3, which is overemphasized from any practical point of view. Nevertheless, it is believed that the examples given below demonstrate that the MDCS approach leads to a design, which provides a reasonable tradeoff between continuous-time and discrete-time requirements in a direct fashion.
Example 1. This example demonstrates the well known fact that a design based on PDTS might lead to a poor continuous-time performance. Let the generalized plant be described as follows: and the sampling period be h = 10 −2 . For this example J c and J d could be interpreted as the steady-state variances of the output signal y(t) and the sampled output signal y(kh), respectively, if the disturbance signal w c is a white noise process.
By minimizing the performance index (18) for different values of λ, we get the plot "∆J d versus ∆J c " depicted in Fig. 4 . It is seen that the continuous-time performance, obtained with the PDTS approach, is of the order 10 5 % worse than the optimal J c ! Certainly, if one worries about the continuous-time performance, one should avoid using the PDTS approach for this system. This result is not surprising and in fact reflects the "hidden oscillations" effect (Åström and Wittenmark, 1989) due to a lightly damped zero (≈ −0.999) of the discretized plant S h PH h .
On the other hand, it can also be seen from Fig. 4 that by applying the MDCS approach one can get ∆J c < 1.5 keeping ∆J d < 1.05 (that is about five times better than J d for the PCTS approach where ∆J d ≈ 1.25).
Example 2. The second example demonstrates that designs based on PCTS might lead to poor discrete-time performance. Let the generalized plant be described as follows:
and the sampling period h = 10 −2 . Note that for this case the stochastic interpretation of the discrete-time performance measure is the steady-state variance of the sampled output signal y(3hk) rather than the measured signal y(hk).
The simulation results are shown in Fig. 5 . One can see that the deterioration of J d under the PCTS approach with respect to the optimal discrete-time performance is about 6 ×10 6 %. This is due to the presence of a non-minimum phase zero in the discretized plant S h PH h . Such a zero imposes hard constraints on the achievable discrete performance with a shift invariant controller but does not impose any constraints when the controller is a periodic one (Francis and Georgiou, 1988) . Since under the PCTS approach the optimal controller is actually shift invariant, the penalty J c tends to make the optimal controller more "shift invariant" and thus makes J d more sensitive to the presence of unstable zeros.
Of course, the 6 ×10 6 % ratio in this example is achieved at the expense of the continuoustime performance (70% deterioration with respect to the optimal level). On the other hand, the deterioration of the continuous-time performance is the only way to improve the discretetime performance. Hence, if one is basically interested in the system behavior at discrete time instances, then the natural strategy is to relax the continuous-time performance requirements as much as possible in order to achieve maximum improvement in the discrete-time one. Therefore the MDCS approach is the framework within which such a tradeoff can be accounted for in a straightforward manner. Concerning the example, the 70% deterioration of J c in the PDTS approach might not be acceptable, indicating that the discrete performance is overemphasized. Yet it follows from the plot in Fig. 5 that using the MDCS approach the discrete performance can be improved almost by a factor of 3 while keeping J c within 10% of its optimal level.
Example 3. Finally, consider another example that shows the case when both the PDTS and the PCTS approaches give an extremely poor continuous-time and discrete-time performance, respectively. Take the following generalized plant:
and the sampling period is h = 5 · 10 −3 . This system could be interpreted as a sampled-data system, which involves the plant 
Concluding remarks
In this paper we have proposed and justified a new approach to sampled-data control systems design, which allows one to account for various affects of the use of digital hardware in a natural manner. The essence of this approach is the simultaneous treatment of both continuous-time and discrete-time (hence mixed ) performance specifications. Such a mixed performance specifications may be important in numerous applications. In the framework of this approach the sampled-data H 2 control problem has been formulated and solved.
The main technical contributions of this paper can be briefly summarized as follows:
• The notion of the H 2 system norm has been extended to hybrid continuous/discrete multirate systems.
• Direct state-space treatment of the multi-rate sampled-data H 2 problem in terms of infinite-dimensional data of the lifted plant model has been proposed. As a consequence, involved intermediate steps have been avoided and calculations have been simplified.
• The causality constraint has been handled directly in terms of controller parameters. Consequently, the computational complexity of the solution of the constrained problem is the same as for the unconstrained one.
• A novel method for the computation of controller parameters that involve infinite dimensional operators has been presented. This method enables to treat the computations in terms of the impulse response of some linear multi-rate systems over a finite time interval.
As a consequence, computations have been reduced to matrix exponentials computations and algebraic matrix manipulations.
The method developed in this paper enables one to deal with general sampled-data problems with mixed specifications. One possible application of this method is the investigation of the achievable tradeoff between discrete-time and continuous-time performance. This and some other issues are the subjects of current research.
After this paper was submitted, the paper (Hagiwara and Araki, 1995) has been published where the sampled-data H 2 problem with hybrid (i.e. both continuous-and discrete-time) input and output signals is considered. Both the formulation and the solution of the problem in (Hagiwara and Araki, 1995) , however, are different from those presented in this paper. Moreover, as in previous works (see Remark 4.4), the treatment of the discrete specifications in (Hagiwara and Araki, 1995) is motivated by the presence of the discrete measurement noise and the roundoff errors only, while one of the central points of our motivation is the benefits of imposing discretetime specifications on continuous-time signals.
A Formulae for the coefficients ofP
Here we present formulae for the coefficients of the state-space representation (8). Their derivation is rather routine and is based on using the standard lifting techniques of (Khargonekar et al., 1985; Francis and Georgiou, 1988) and (Bamieh et al., 1991; Bamieh and Pearson, 1992b) .
First, introduce the following operators, operating on R: 
