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Abstract. O-categories [23, 25] generalize categories of domains to pro-
vide just the structure required to compute fixed points of locally con-
tinuous functors. Parametrized fixed points are of particular interest to
denotational semantics and are often given by “dagger operations” [5–7].
We generalize existing techniques to define a functorial dagger operation
on locally continuous functors between O-categories. We show that this
dagger operation satisfies the Conway identities [5], a collection of identi-
ties used to axiomatize iteration theories. We study the behaviour of this
dagger operation on natural transformations and consider applications
to semantics of session-typed languages.
Keywords: O-categories · fixed points · dagger operations · Conway
identities.
1 Introduction
Recursive types are ubiquitous in functional languages. For example, in Standard
ML we can define the type of (unary) natural numbers as:
datatype nat = Zero | Succ of nat
This declaration specifies that a nat is either zero or the successor of some
natural number. Semantically, we can think of nat as a domain D satisfying the
domain equation D ∼= (Zero : {⊥}) ⊎ (Succ : D), where ⊎ forms the labelled
disjoint union of domains. Equivalently, we can think of D as a fixed point of
the functor Fnat(X) = (Zero : {⊥}) ⊎ (Succ : X) on a category of domains.
Mutually-recursive data types give rise to a similar interpretation. Consider,
for example, the types of even and odd natural numbers:
datatype even = Zero | E of odd
and odd = O of even
This declaration specifies that an even number is either zero or the successor of
an odd number, and that an odd number is the successor of an even one. The
types even and odd respectively denote solutions De and Do to the system of
domain equations:
De ∼= (Zero : {⊥}) ⊎ (E : Do) and Do ∼= (O : De).
2 R. Kavanagh
These are solutions to the system of equations:
Xe ∼= Feven(Xe, Xo) (1)
Xo ∼= Fodd(Xe, Xo) (2)
where Feven and Fodd are the functors Feven(Xe, Xo) = (Zero : {⊥}) ⊎ (E : Xo)
and Fodd(Xe, Xo) = (O : Xe). We can use Bekicˇ’s rule [2, § 2] to solve this system
of equations. To do so, we think of eq. (1) as a family of equations parametrized
by Xo. If we could solve for Xe, then we would get a parametrized family of
solutions F †
even
(Xo) such that:
F †
even
(Xo) ∼= Feven(F
†
even
(Xo), Xo) (3)
for all domains Xo. Substituting this for Xe in eq. (2) gives the domain equation
Xo ∼= Fodd(F
†
even
(Xo), Xo).
Solving for Xo gives the solution Do. Substituting Do for Xo in eq. (3), we see
that De = F
†
even
(Do) is the other part of the solution.
The above example motivates techniques for solving parametrized domain
equations. These are well understood. For example, given a suitable functor F :
D×E→ E on suitable categories of domains, [1, Proposition 5.2.7] gives a recipe
for constructing a functor F † : D→ E such that for all objects D of D, F †D ∼=
F (D,F †D). Is the mapping F 7→ F † functorial? Semantically, substitution is
typically interpreted as composition [9, § 3.4]. If the interpretations of recursive
types are to respect substitution, then the mapping F 7→ F † must be natural in
D. Is it? What other properties does it satisfy?
Families of parametric fixed points arise elsewhere in mathematics. An exter-
nal dagger operation [7, Definition 2.6, 5, p. 7] on a cartesian closed category C
is a family †A,B : C(A×B,B)→ C(A,B) of set theoretic functions for each pair
of objects A and B in C. Of particular interest are dagger operations that sat-
isfy the (cartesian) Conway identities. These identities imply many identities [5,
§ 3.3] useful for semantic reasoning, such as Bekicˇ’s rule. They also axiomatize a
decidable theory [4], and dagger operations that satisfy them are closely related
to the trace operator [14, 12, Theorem 7.1, 3, p. 281]. Does the above dagger
operation satisfy the Conway identities?
O-categories [23] generalize categories of domains to provide just the struc-
ture required to compute fixed points of functors. In this paper, we present a lo-
cally continuous dagger operation acting on locally continuous functors between
O-categories (section 3). In section 4, we show that these parametrized families
of solutions are canonical, i.e., that they determine initial algebras and terminal
coalgebras. We show that the dagger operation satisfies the Conway identities
and the power identities up to isomorphism in section 5. As an application, in
section 6 we see that properties of our dagger operation are essential for defining
and reasoning about semantics of session-typed languages with recursion.
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2 Background and Notation
We review some standard definitions and fix our notation. For more details, see
[1, 11, Chapter 10, 23].
We write
⊔
↑A for the directed supremum of a directed set A.
We use the arrow → when describing single morphisms, and ⇒ for natural
transformations or families of morphisms. In 2-categories, we use → and ∗ for
horizontal morphisms and composition, and⇒ and ◦ for vertical morphisms and
composition. Given two objects A and B of a category C, we write C(A,B) for
the homset of morphisms A→ B when C is locally small. We write [A→ B] for
the internal hom in C if it exists. We write ⊥C or just ⊥ for the initial object
of a category C. We also write ⊥ for the unique cone ⊥C ⇒ idC witnessing
the initiality of ⊥C. If C has a terminal object isomorphic to its initial object,
we call the initial object the zero object 0C. C has zero morphisms if for all
objects A and D there exists a fixed morphism 0AD : A → D, and if this
family of morphisms satisfies 0BD ◦ f = 0AD = g ◦ 0AC for all morphisms
f : A→ B and g : C → D. C has zero morphisms whenever it has a zero object:
0AB = A→ 0→ B.
Given functors F,G : C→ D and H, I : D→ E, the horizontal composition
η ∗ ǫ : HF ⇒ IG of natural transformations η : H ⇒ I and ǫ : F ⇒ G is given
by the equal natural transformations Iǫ ◦ ηF = ηG ◦ Hǫ. Given a morphism
f : K → L in C, we abuse notation and write η ∗ f : FK → GL for the
naturality square FK
Ff
−−→ FL
ηL
−−→ GL = FK
ǫK−−→ GK
Gf
−−→ GK.
AnO-category [23, Definition 5] is a categoryK where every hom-setK(C,D)
is a dcpo, and where composition of morphisms is continuous with respect to
the partial ordering on morphisms. A functor F : D→ E between O-categories
is locally continuous if the maps f 7→ F (f) : D(D1, D2) → D(F (D1), F (D2))
are continuous for all objects D1, D2 of D. We write [D
l.c.
−−→ E] for the cat-
egory of locally continuous functors D → E, with natural transformations as
morphisms. Examples of O-categories include DCPO and functor categories
[C→ D] whenever D is an O-category.
Small O-categories form a 2-cartesian closed category O. Horizontal mor-
phisms are locally continuous functors and vertical morphisms are natural trans-
formations. Many interesting O-categories, e.g., DCPO, are not small. We can
use a hierarchy of universes [20, § 3] to make categories of interest small.
An embedding-projection pair (e-p-pair) [23, Definition 6] (e, p) is a pair of
morphisms e : D → E and p : E → D such that p ◦ e = idD and e ◦ p ⊑ idE . We
call e an embedding and p a projection. Given an embedding e : D → E, we
write ep : E → D for its associated projection. Given a projection p : E → D,
we write pe : D → E for its associated embedding. When K is an O-category,
we write Ke for the subcategory of K whose morphisms are embeddings.
An ω-chain in K is a diagram J : ω → K. A cocone κ : J ⇒ A in Ke is
an O-colimit [23, Definition 7] if (κn ◦ κ
p
n)n is an ascending chain in K(A,A)
and
⊔
↑
n∈N κn ◦ κ
p
n = idA. K is O-cocomplete if every ω-chain in K
e has an O-
colimit inK. Our interest in O-colimits is due to proposition 1, which appears as
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[23, Propositions A and D] and as part of the proof of [23, Proposition A]. Parts
can also be found in the proof of [11, Theorem 10.4] or specialized to DCPO as
[1, Theorem 3.3.7].
Proposition 1 ([23, Propositions A and D]). Let K be an O-category, Φ
an ω-chain in Ke, and α : Φ⇒ A a cocone in K.
1. If β : Φ⇒ B is a cocone in Ke, then (αn ◦ β
p
n)n∈N is an ascending chain in
K(B,A) and the morphism θ =
⊔
↑
n∈N αn ◦ β
p
n is mediating from β to α.
2. If β : Φ⇒ B is an O-colimit, then θ is an embedding.
3. If α is an O-colimit, then α is colimiting in both K and Ke.
4. If α is colimiting in K, then α lies in Ke and is an O-colimit.
3 Functoriality of Fixed Points
We show that constructing fixed points of locally continuous functors is a func-
torial operation. Typically, the “canonical” fixed point of a locally continuous
functor F on an O-category is given by the colimit of the ω-chain ⊥ → F⊥ →
F 2⊥ → · · · . Other fixed points can be constructed using a different “first link”,
i.e., by taking the colimit of a chain K → FK → F 2K → · · · generated by a
link k : K → FK.
Fix an O-category K. Links form a category LinksK where
– objects are triples (K, k, F ) called “links”, where K is an object of K, F :
K→ K is locally continuous, and k : K → FK is an embedding;
– morphisms (K, k, F ) → (L, l, G) are pairs (f, η) where f : K → L is a
morphism of K, η : F ⇒ G is a natural transformation in K, and f and η
satisfy l ◦ f = (η ∗ f) ◦ k : K → GL;
– composition is given component-wise: (g, ρ) ◦ (f, η) = (g ◦ f, ρ ◦ η).
There exists a locally continuous functor Ω : LinksK → [ω → K
e] that, given
a link (K, k, F ), generates the ω-chain Ω(K, k, F ) : K
k
−→ FK
Fk
−−→ F 2K
F 2k
−−→ · · ·.
The action ofΩ on morphisms uses the horizontal iteration of natural transforma-
tions. Consider functors H,G : C→ C and a natural transformation η : H ⇒ G.
We define the family of horizontal iterates η(i) : Hi ⇒ Gi, i ∈ N, by recursion
on i. When i = 0, H0 = G0 = idC and we define η
(0) to be the identity natural
transformation on idC. Given η
(i), we set η(i+1) = η ∗ η(i).
We define the functor Ω : LinksK → [ω → K]. The action of Ω(K, k, F ) on
morphisms n→ n+ k is defined by induction on k.
Ω(K, k, F )(n) = FnK (4)
Ω(K, k, F )(n→ n) = idFnK (5)
Ω(K, k, F )(n→ n+ k + 1) = Fn+kk ◦Ω(K, k, F )(n→ n+ k) (6)
Ω(f : K → L, η : F ⇒ G)n = η
(n) ∗ f : FnK → GnL (7)
Proposition 2 generalizes the functor S : [C → C] → [ω → C] of [17, § 3,
16, Lemma 2 (p. 118)] to form chains with an arbitrary initial link in a locally
continuous manner.
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Proposition 2. Equations (4) to (7) define a locally continuous functor Ω :
LinksK → [ω → K]. For all links (K, k, F ), Ω(K, k, F ) : ω → K
e. The natural
transformation Ω(f, η) lies in Ke whenever f and η do.
3.1 General Fixed Points
We can use Ω to show that taking fixed points of locally continuous functors is
itself functorial and locally continuous. To do so, we use an ω-colimit functor
(proposition 3). Let [ω → Ke →֒ K] be the subcategory of [ω → K] whose
objects are functors ω → Ke and whose morphisms are natural transformations
in K.
Proposition 3. Let K be an O-cocomplete O-category. A choice of O-colimit
in K for each diagram ω → Ke →֒ K defines the action on objects of a locally
continuous functor colimω : [ω → K
e →֒ K] → Ke. Where φ : Φ ⇒ colimω Φ
and γ : Γ ⇒ colimω Γ are the chosen O-colimits in K, its action on morphisms
η : Φ⇒ Γ is given by
colimω(η : Φ⇒ Γ ) =
⊔
↑
n∈N
γn ◦ ηn ◦ φ
p
n.
We assume below that, whenever K is O-cocomplete, a suitable choice of O-
colimits has been made so that the functor colimω given by proposition 3 exists.
Proposition 4. Let K be an O-cocomplete O-category. There exists a locally
continuous functor GFIX = colimω ◦Ω : LinksK → K
e. Its action on morphisms
(f, η) : (K, k, F )→ (L, l, G) is given by
GFIX(f, η) =
⊔
↑
n∈N
γn ◦Ω(f, η)n ◦ φ
p
n
where φ : Ω(K, k, F ) ⇒ GFIX(K, k, F ) and γ : Ω(L, l, G) ⇒ GFIX(L, l, G) are
the chosen O-colimits in K.
To show that this indeed gives fixed points, we define the “unfolding” functor:
Proposition 5. Let K be an O-cocomplete O-category. The following defines a
locally continuous functor UNF : LinksK → K
e.
– On objects: UNF(K, k, F ) = F (GFIX(K, k, F )),
– on morphisms: UNF(f, η) =
⊔
↑
n∈NGγn ◦Ω(f, η)n+1 ◦Fφ
p
n : UNF(K, k, F )→
UNF(L, l, G), where φ : Ω(K, k, F ) ⇒ GFIX(K, k, F ) and γ : Ω(L, l, G) ⇒
GFIX(L, l, G) are the chosen O-colimits in K.
Proposition 6 then tells us that GFIX produces fixed points. To the best of
our knowledge, the naturality result is new.
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Proposition 6. Let K be an O-cocomplete O-category. There exists a natural
isomorphism fold : UNF ⇒ GFIX with inverse unfold : GFIX ⇒ UNF. They
are explicitly given as follows. Let (K, k, F ) be an object of LinksK and let
κ : Ω(K, k, F )⇒ GFIX(K, k, F ) be the chosen O-colimit. The components are:
fold(K,k,F ) =
⊔
↑
n∈N
κn+1 ◦ Fκ
p
n : F (GFIX(K, k, F ))→ GFIX(K, k, F )
unfold(K,k,F ) =
⊔
↑
n∈N
Fκn ◦ κ
p
n+1 : GFIX(K, k, F )→ F (GFIX(K, k, F )).
Naturality means that for every (f, η) : (K, k, F ) → (L, l, G), the following dia-
gram commutes:
F (GFIX(K, k, F )) GFIX(K, k, F )
G(GFIX(L, l, G)) GFIX(L, l, G).
fold(K,k,F )
UNF(f,η)
unfold(K,k,F )
GFIX(f,η)
fold(L,l,G)
unfold(L,l,G)
(8)
We can specialize these constructions to produce fixed points that are, in a
sense made clear in section 4, canonical. Assume Ke has an initial object. We
first observe that [K
l.c.
−−→ K] embeds fully and faithfully into LinksK via the
locally continuous functor that maps objects F : K
l.c.
−−→ K to the link (⊥,⊥, F )
and natural transformations η : F ⇒ G to the morphism (id⊥, η).
We say that an O-categoryK has strict morphisms if it has zero morphisms
and 0AB is the least element of K(A,B) for all object objects A and B. We
say that K supports canonical fixed points if it has an initial object, strict
morphisms, and is O-cocomplete. Assume K supports canonical fixed points.
Then ⊥ is also the initial object of Ke. We define the canonical-fixed-point
functor FIX : [K
l.c.
−−→ K] → Ke as the composition [K
l.c.
−−→ K] →֒ LinksK
GFIX
−−−→
Ke. This functor is locally continuous by proposition 4.
3.2 Parametrized Fixed Points
In this section, we show that taking parametrized fixed points of functors is func-
torial. In particular, we show in proposition 7 that for appropriate O-categories
D and E, there exists a locally continuous functor [D×E
l.c.
−−→ E]→ [D
l.c.
−−→ Ee]
that induces an external dagger operation. This proposition generalizes the map-
ping F 7→ F † of [1, Proposition 5.2.7] from functors on categories of pointed
domains closed under bilimits to locally continuous functors on O-categories.
By also defining the action on natural transformation, it makes the mapping’s
functorial structure evident. It specializes the construction of [17, § 3] to O-
categories.
Given a functor F : D×E→ E and an object D of D, we write FD for the
partial application ΛFD = F (D,−) : E→ E.
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Proposition 7. Let D and E be O-categories. Assume E supports canonical
fixed points. The following defines a locally continuous functor:
(·)† = [idD → FIX] ◦ Λ : [D×E
l.c.
−−→ E]→ [D
l.c.
−−→ Ee].
Explicitly, F †D = FIX(FD) is the canonical fixed point of F (D,−). Given a
natural transformation η : F ⇒ G,
(
η†
)
D
= FIX ((Λη)D).
Let CFP be the full subcategory of O whose objects are O-categories that
support canonical fixed points. It is 2-cartesian closed [10, Theorem 7.3.11].
Corollary 1. Proposition 7 defines an external dagger operator on CFP.
The weak fixed-point identity gives us an analog of proposition 6 for solutions
to parametrized equations, i.e., to equations of the form E ∼= F (D,E). The fixed
point identity F †D = F (D,F †D) typically does not hold for daggers of functors
because the two functors are not equal on the nose. However, it holds up to
natural isomorphism, giving the weak fixed-point identity:
Proposition 8 (Weak fixed-point identity). Let E and D be O-categories.
Assume E supports canonical fixed points. Let F : D × E → E be a locally
continuous functor. There exist natural transformations
Unfold
F : F † ⇒ F ◦ 〈idD, F
†〉
Fold
F : F ◦ 〈idD, F
†〉 ⇒ F †
that form a natural isomorphism F † ∼= F ◦ 〈idD, F
†〉. Let D be an object of D.
The D-components for these natural transformations are given by
Unfold
F
D = unfold(⊥,⊥,FD) : GFIX(⊥,⊥, FD)→ UNF(⊥,⊥, FD)
Fold
F
D = fold(⊥,⊥,FD) : UNF(⊥,⊥, FD)→ GFIX(⊥,⊥, FD)
where unfold and fold are the natural isomorphisms given by proposition 6. The
definitions of FoldF and UnfoldF are natural in F . Given any natural transfor-
mation η : F ⇒ G, the following two squares commute:
F † F ◦ 〈id, F †〉 F ◦ 〈id, F †〉 F †
G† G ◦ 〈id, G†〉 G ◦ 〈id, G†〉 G†
Unfold
F
η† η∗〈id,η†〉
Fold
F
η∗〈id,η†〉 η
†
Unfold
G
Fold
G
To the best of our knowledge, the fact that FoldF and UnfoldF are natural in
F is new. It will be key to defining the interpretations of recursive session types
in section 6.
Proposition 9 follows easily from propositions 7 and 8. It illustrates the action
of (·)† on natural transformations and gives identities that will be useful in
section 6. It affirmatively answers the first question of the introduction: the
definition of (·)† : [D×E
l.c.
−−→ E]→ [D
l.c.
−−→ Ee] is natural in D.
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Proposition 9 (Parameter Identity). Let C, D and E be O-categories and
assume E supports canonical fixed points. Let F,H : D×E→ E and G, I : C→
D be locally continuous. Set FG = F ◦ (G× idE) : C×E→ E, and analogously
for HI . Let φ : F ⇒ H and γ : G⇒ I be natural transformations. Then
F †G = F
† ◦G : C→ E, (9)
FG ◦ 〈idC, F
†
G〉 = F ◦ 〈idD, F
†〉 ◦G : C→ E, (10)
(φ ∗ (γ × id))
†
= φ† ∗ γ : F †G ⇒ H
†
I , (11)
Fold
FG = FoldFG : FG ◦ 〈idC, F
†
G〉 ⇒ F
†
G, (12)
Unfold
FG = UnfoldFG : F †G ⇒ FG ◦ 〈idC, F
†
G〉. (13)
4 Canonicity of Fixed Points
It is well-known that the fixed points FIX(F ) of section 3 are canonical in the
sense that (FIX(F ), fold) is the initial F -algebra. Given a functor F : C → C,
an F -algebra is a pair (A, a) where A and a are respectively an object and a
morphism FA → A in C. A morphism f : (A, a) → (B, b) of F -algebras is a
morphism f : A→ B in C such that f ◦a = b◦Ff . Such a morphism is called an
F -algebra homomorphism. These objects and morphisms form a category CF
of F -algebras. The category CF of F -coalgebras is symmetrically defined. An
F -coalgebra is a pair (A, a) where a : A→ FA. An F -coalgebra homomorphism
(A, a)→ (B, b) is a morphism f : A→ B in C such that Ff ◦ a = b ◦ f .
Proposition 10 ([23, Lemma 2, 11, Theorem 10.3]). Let K be an O-
cocomplete O-category and let F be a locally continuous functor on K. Let κ :
Ω(⊥,⊥, F )⇒ FIX(F ) be the chosen O-colimit.
1. The initial F -algebra is (FIX(F ), fold). Given any other F -algebra (A, a), the
unique F -algebra homomorphism (FIX(F ), fold) → (A,α) is the embedding
φ =
⊔
↑
n∈N αn ◦ κ
p
n, where α : Ω(⊥,⊥, F ) ⇒ A is the cocone inductively
defined by α0 = ⊥A and αn+1 = a ◦ Fαn.
2. The terminal F -coalgebra is (FIX(F ), unfold). Given any other F -coalgebra
(B, b), the unique F -coalgebra homomorphism (B, b) → (FIX(F ), unfold) is
the projection ρ =
⊔
↑
n∈N κn ◦ βn, where β : B ⇒ Ω(⊥,⊥, F ) is the cone
inductively defined by β : β0 = ⊥
p
B and βn+1 = Fβn ◦ b.
3. Given an F -algebra (C, c) where c is an embedding, then (C, cp) is an F -
coalgebra and (φ, ρ) form an e-p-pair.
Proposition 11 generalizes proposition 10 to parametrized fixed points. Given
a horizontal morphism f : A×B → B in a 2-cartesian category, an f -algebra [7,
Definition 2.3] is a pair (g, u) where g : A → B is a horizontal morphism and
u : f ◦ 〈idA, g〉 ⇒ g is vertical. An f -algebra homomorphism (g, u)→ (h, v) is a
vertical morphism w : g ⇒ h such that w◦u = v◦(f ∗〈idA, w〉). These f -algebras
and f -algebra homomorphisms form a category.
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Proposition 11. Let E and D be O-categories, and assume E supports canon-
ical fixed points. Let F : D × E → E be a locally continuous functor. Let
F † : D → E be given by proposition 7, and Fold and Unfold by proposition 8.
Then (F †,Fold) and (F †,Unfold) are respectively the initial F -algebra and termi-
nal F -coalgebra.
1. Given any other F -algebra (G, γ), the mediating morphism φ : F † → G is a
natural family of embeddings. The component φD is the unique FD-algebra
homomorphism (F †D,FoldD)→ (GD, γD) given by proposition 10.
2. Given any other F -coalgebra (Γ, γ), the mediating morphism ρ : Γ → F †
is a natural family of projections. The component ρD is the unique FD-
coalgebra homomorphism (GD, γD) → (F
†D,UnfoldD) given by dualizing
proposition 10.
3. Given an F -algebra (A,α) where α is an embedding in [D
l.c.
−−→ E], then
(A,αp) is an F -coalgebra and (φ, ρ) form an e-p-pair in [D
l.c.
−−→ E].
Proposition 11 presents the converse of a class of external daggers on horizon-
tal morphisms considered in [7, § 2.2]. Given a horizontal morphism f : A×B →
B in a cartesian 2-category, they define f † = g where (g, v) is the initial f -algebra.
They do not consider the action of this dagger on vertical morphisms. In con-
trast, we give a dagger operation that determines initial f -algebras. It induces an
action on both horizontal and vertical morphisms. By propositions 8 and 9, its
action on vertical morphisms coheres with its action on horizontal morphisms.
5 Conway Identities
The dagger operator of proposition 7 satisfies the Conway identities [5, 7] up
to isomorphism. Our interest in the Conway identities stems from the fact that
they imply a class of identities useful in the semantics of programming language.
We begin by presenting the Conway identities [5, 7]. Given an external dagger
operation †A,B : C(A × B,B) → C(A,B) and a morphism f : A × B → B, we
write f † for †A,B(f). An external dagger † satisfies:
1. the parameter identity or naturality if for all f : B×C → C and g : A→ B,
(f ◦ (g × idC))
† = f † ◦ g.
2. the composition identity or parametrized dinaturality if for all f : P ×A→
B and g : P ×B → A, (g ◦ 〈πP×AP , f〉)
† = g ◦ 〈idP , (f ◦ 〈π
P×B
P , g〉)
†〉.
3. the double dagger identity or diagonal property if for all f : A×B×B → B,
(f †)† = (f ◦ (idA × 〈idB, idB〉))
†.
4. the abstraction identity if the following diagram commutes:
[A×B × C → C] [A× [B → C]×B → C]
[A×B → C] [A→ [B → C]] [A× [B → C]→ [B → C]]
[idA×〈πB ,evB,C〉→idC ]
†A×B,C Λ
Λ †A,[B→C]
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5. the power identities if for all f : A × B → B and n > 1, (fn)† = f †,
where fn : A × B → B is inductively defined by f0 = πA×BB and f
n+1 =
f ◦ 〈πA×BA , f
n〉.
An external dagger satisfies the Conway identities if it satisfies properties 1
to 4. Theorem 1 answers the last question of section 1. It is immediate from
[7, Theorem 7.1], propositions 9 and 11, and the fact that CFP is 2-cartesian
closed.
Theorem 1. The dagger operation of proposition 7 satisfies the Conway iden-
tities and the power identities up to isomorphism.
The Conway identities imply the pairing identity, sometimes called Bekicˇ’s
identity [5, p. 10]. It is useful for solving systems of parametrized equations, e.g.,
as we did in section 1 for the functors defining data types even and odd.
Proposition 12 (Pairing Identity). Let A, B, and C be small O-categories,
and assume B and C support canonical fixed points. Let F : A × B × C → B
and G : A×B×C→ C be locally continuous functors. Set H = A×B
〈idA,G
†〉
−−−−−→
A×B×C
F
−→ B. Then 〈F,G〉† = 〈G† ◦ 〈idA, H
†〉, H†〉 : A→ B×C.
6 Applications to Semantics of Session Types
We illustrate our results by applying them to denotational semantics for session-
typed languages. In particular, we show that they are essential both for defining
and reasoning about the denotations of recursive session types. Session types
specify communication protocols between processes. We consider the restricted
setting of two processes S (the server) and C (the client). They independently
perform computation and communicate with each other over a wire c (a channel).
This bidirectional communication on c is specified by a session type A that
evolves over the course of execution. We can think of S as a function from its
input on c to its output on c, and of C as a function from its input on c to its
output on c. To accomplish this we imagine c as a pair (c−, c+) of wires carrying
unidirectional communications: a wire c− that carries communications from C
to S, and a wire c+ that carries communication from S to C. This gives rise to
the picture S C
c+
c−
.
We interpret a session type A as a Scott domain JAK whose elements are
the bidirectional communications permitted by the protocol A. To interpret the
picture, we decompose JAK into a pair of Scott domains JAK
−
and JAK
+
. The
domain JAK
+
contains the left-to-right unidirectional communications on c+ that
A permits, and symmetrically for JAK
−
. We then interpret S and C as continuous
functions JSK : JAK− → JAK+ and JCK : JAK+ → JAK−.
The decomposition of JAK into JAK
−
× JAK
+
introduces “semantic junk”.
Indeed, JAK
−
× JAK
+
contains many pairs (a−, a+) of unidirectional communica-
tions that do not correspond to bidirectional communications a ∈ JAK. We use
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an embedding LA M : JAK → JAK− × JAK+ to pick out the pairs (a−, a+) that
correspond to genuine bidirectional communications.
We illustrate this semantic approach by giving interpretations to recursive ses-
sion types. We note that this approach is also applicable to a rich class of session
types including internal and external choice, channel transmission, synchroniza-
tion, etc. Due to space constraints, we do not consider their interpretations here.
Assume recursive session types ρα.A are formed using the following rules. The
judgment Ξ ⊢ A means that A is a session type in the presence type variables
Ξ = α1, . . . , αn (n ≥ 0).
Ξ,α ⊢ α
(CVar)
Ξ,α ⊢ A
Ξ ⊢ ρα.A
(Cρ)
To handle open types, we generalize from triples of domains and a single em-
bedding to a 2-cell whose components are embeddings. LetM be the O-category
of Scott domains where morphisms are strict continuous meet-preserving func-
tions. It supports canonical fixed points. Let Jα1, . . . , αnK be the category
∏n
i=1M.
Then Ξ ⊢ A denotes a 2-cell LΞ ⊢ A M : JΞ ⊢ AK ⇒ JΞ ⊢ AK
−
× JΞ ⊢ AK
+
:
JΞK → M where each component of the natural transformation LΞ ⊢ A M is an
embedding in M. The interpretation of Ξ ⊢ A is defined by induction on its
derivation.
The functors interpreting (CVar) are projection of the α component:
JΞ,α ⊢ αK = JΞ,α ⊢ αK
−
= JΞ,α ⊢ αK
+
= πn+1, LΞ,α ⊢ α M = 〈id, id〉.
The functors interpreting Ξ ⊢ ρα.A are defined using proposition 7:
JΞ ⊢ ρα.AK = JΞ,α ⊢ AK
†
, JΞ ⊢ ρα.AK
p
= (JΞ,α ⊢ AK
p
)
†
(p ∈ {−,+}.
Abbreviate Ξ ⊢ ρα.A by ⊢ ρα.A and Ξ,α ⊢ A by α ⊢ A. Set Lα ⊢ A M− =
π1 ◦ Lα ⊢ A M and Lα ⊢ A M
+ = π2 ◦ Lα ⊢ A M. Instantiating η in the right diagram
of proposition 8 by Lα ⊢ A Mp for p ∈ {−,+} and expanding the definition of the
horizontal composition η ∗ 〈id, η†〉 gives:
Jα ⊢ AK ◦ 〈idJΞK, J⊢ ρα.AK〉 J⊢ ρα.AK
Jα ⊢ AK ◦ 〈idJΞK, J⊢ ρα.AK
p
〉 J⊢ ρα.AK
p
Fold
Jα⊢AK
Jα⊢AK〈id,(Lα⊢A Mp)†〉 (Lα⊢A M
p)†
Fold
J⊢ρα.AKp◦Lα⊢A Mp〈id,J⊢ρα.AKp〉
The category of Jα ⊢ AK-algebras has products, so there exists a mediating mor-
phism 〈(Lα ⊢ A M−)†, (Lα ⊢ A M+)†〉 : J⊢ ρα.AK ⇒ J⊢ ρα.AK− × J⊢ ρα.AK+. It is
a natural family of embeddings by proposition 11, so we define:
L⊢ ρα.A M = 〈(Lα ⊢ A M−)†, (Lα ⊢ A M+)†〉.
Proposition 9 implies that these denotations respect substitution (cf. [15,
Proposition 36]):
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Proposition 13. If α1, . . . , αn ⊢ A and Θ ⊢ Bi for 1 ≤ i ≤ n, then for {| · |}
ranging in J·K, J·K
−
and J·K
+
, {|Θ ⊢ [B/α]A|} = {|Ξ ⊢ A|} ◦ 〈{|Θ ⊢ Ai|}〉1≤i≤n.
Moreover, LΘ ⊢ [B/α]A M = LΞ ⊢ A M ∗ 〈LΘ ⊢ Ai M〉1≤i≤n.
Propositions 8 and 13 imply that the above denotations respect syntactic
folding and unfolding of recursive up-to-isomorphism, i.e.,
JΞ ⊢ ρα.AK ∼= JΞ,α ⊢ AK ◦ 〈idJΞK, LΞ ⊢ ρα.A M〉 = JΞ ⊢ [ρα.A/α]AK .
7 Related Work
Lehmann and Smyth [16, 17] introduced the idea of interpreting datatypes as
initial fixed points of ω-cocontinuous functors on ω-cocomplete categories with
initial objects. Their constructions for initial and parametrized fixed points of
functors generalize FIX and proposition 7 to their setting. By specializing their
construction to O-categories, we give an explicit recipe for constructing these
fixed points and their associated initial algebras.
Wand [25] introduced the definitions of O-categories and locally continuous
functors. Smyth and Plotkin [22, 23] introduced O-(co)limits and generalized
Scott’s limit-colimit coincidence theorem to O-categories.
Iteration theories [6] were introduced to study the syntax and semantics of
flowchart algorithms. Iteration theories are defined in terms of a dagger opera-
tion. Bloom and sik [5] studied external dagger operations on cartesian closed
categories and showed that many of the categories used in semantics, the least
fixed point operator induces a dagger operation satisfying the Conway identities.
They generalized this work to cartesian closed 2-categories in [7] and gave suf-
ficient conditions for a dagger on horizontal morphisms to satisfy the Conway
identities. They did not consider the action of daggers on vertical morphisms.
Simpson and Plotkin [21] gave an axiomatic treatment of dagger operations
satisfying Conway identities. They gave a purely syntactic account of free it-
eration theories. They give a precise characterization of the circumstances in
which the iteration theory axioms are complete for categories with an iteration
operator.
Fiore [10] investigated axiomatic categorical domain theory for application to
the denotational semantics of deterministic programming languages. Chapter 6
defines a dagger operation on functors between certain algebraically complete
O-categories. This dagger satisfies the parameter identity on functors, i.e., it
satisfies eq. (9) above. Under certain conditions, this dagger operation extends
to the functor given by proposition 7 (cf. [10, pp. 130–131]). Our category CFP
appears as the category Kind [10, Definition 7.3.11].
Honda [13] and Takeuchi, Honda, and Kubo [24] introduced session types
to describe sessions of interaction. Caires and Pfenning [8] observed a proofs-as-
programs correspondence between the session-typed π-calculus and intuitionistic
linear logic. Kavanagh [15] gave the first denotational semantics for a language
with session-typed concurrency and general recursion.
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8 Conclusion and Acknowledgments
We gave a functorial dagger operation that satisfies the Conway identities and
that is defined both on functors and natural transformations. We also proved var-
ious order-theoretic properties about the dagger operation. In section 6, we saw
that the Conway identities and the dagger operation’s order-theoretic properties
were essential for defining the semantics of recursive session types.
This work is funded in part by a Natural Sciences and Engineering Re-
search Council of Canada Postgraduate Scholarship. The author thanks Stephen
Brookes and Frank Pfenning for their comments.
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A General Results on O-categories
In this section, we present various results concerning e-p-pairs, locally continuous
functors, and colimits in O-categories. Many of these results are standard and
we present them only for ease of reference.
An O-category K has locally determined ω-colimits of embeddings [23,
Definition 7] if for all ω-chains ∆ in Ke and cocones κ : ∆ ⇒ A in Ke, κ is
colimiting in Ke if and only if κ is an O-colimit.
We frequently need to deal with cocones, morphisms of cocones, and colimits.
It is useful to introduce some terminology to make their structure explicit.
There exists [19, Definition 3.1.5] a functor Cone(F,−) : C→ Set taking an
object C of C to the set of cocones under F with nadir C. Given a morphism
f : C → C′ and a cocone (λ : F ⇒ C) ∈ Cone(F,C), Cone(F, f)(λ) = f ◦ λ.
Given a functor F : C→ Set, the category of elements
∫
F has as objects
pairs (c, C) where C is an object of C and c ∈ FC. A morphism f : (c, C) →
(c′, C′) is a morphism f : C → C′ in C such that F (f)(c) = c′.
Given a diagram F : J → C, the category of cocones on F is the category
of elements
∫
Cone(F,−). The colimit of F is defined to be the initial object of∫
Cone(F,−) [19, Definition 3.1.6].
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A.1 Locally Continuous Functors
Lemma 1 ([1, Proposition 5.2.4, 23, Lemma 4 and Theorem 3]). Let
F : K → L be a locally continuous functor on O-categories K and L. Then F
preserves embeddings and projections, i.e., F restricts to functors F e : Ke →
Le and F p : Kp → Lp. Moreover, F (e)p = F (ep) and F (p)e = F (pe). The
restriction F e is ω-cocontinuous when both K and L have locally determined
ω-colimits of embeddings.
Proof. We begin by showing that F preserves embeddings and projections. Let C
and D be arbitrary objects and let e : C → D be an embedding with associated
projection p : D → C. Then p ◦ e = idC , so by functoriality,
F (p) ◦ F (e) = F (p ◦ e) = F (idC) = idFC .
By definition, F induces a continuous map [D → C] → [FD → FC], and
continuous maps are monotone. Because e ◦ p ⊑ idD, we get by monotonicity
F (e) ◦ F (p) = F (e ◦ p) ⊑ F (idD) = idFD.
We conclude that F (e) is an embedding with associated projection F (p). Because
embeddings and projections uniquely determine each other, F (e)p = F (p) =
F (ep) and F (p)e = F (e) = F (pe). If K and L have locally determined ω-colimits
of embeddings, then the restriction F e is ω-cocontinuous by [23, Theorem 3]. ⊓⊔
A.2 Cartesian Closure of O
Proposition 14. The category O is a cartesian 2-category [7, p. 96] and this
structure is inherited from Cat. Explicitly, its terminal object 1 is the one-object
category. The categorical product is given by the product of categories [19, Defi-
nition 1.3.12].
Proof. Its terminal 1 is the one-object category. The homset 1(•, •) is the dcpo
{id•}. So 1 is an O-category.
The product structure on O is given by the product of categories [19, Def-
inition 1.3.12]. Let A and B be arbitrary small O categories. The product
of small categories is again small, so A × B is small. We claim that it is
an O-category. Every homset is a dcpo. By definition of product categories,
(A × B)((A,B), (A′, B′)) = A(A,A′) ×B(B,B′). The dcpo structure on (A ×
B)((A,B), (A′, B′)) is given by the product of dcpos A(A,A′)×B(B,B′). Com-
position of morphisms in A × B is given component-wise, and so is again con-
tinuous. So A×B is an O-category.
To show that this product is the categorical product in O, we must show that
the projection morphisms and that the mediating 2-cell exists in O. Consider
the projection functor πA : A × B → A. Its action on morphisms (A,B) →
(A′, B′) is given by the projection A(A,A′) ×B(B,B′) → A(A,A′) in DCPO.
This projection is continuous, so we conclude that πA is locally continuous. A
symmetric argument gives that πB : A×B→ B is locally continuous.
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Now let C be a small O-category and consider 2-cells α : A1 ⇒ A2 : C→ A
and β : B1 ⇒ B2 : C → B. We must show that there exists a unique 2-cell
〈α, β〉 : C→ A×B such that πA ◦ 〈α, β〉 = α and πB ◦ 〈α, β〉 = β. We first show
that the horizontal morphisms 〈Ai, Bi〉 : C→ A×B exist for i = 1, 2. They are
given by 〈Ai, Bi〉C = (AiC,BiC) for objects C of C, and 〈Ai, Bi〉f = (Aif,Bif)
for morphisms f : C → C′ of C. The map
f 7→ (Aif,Bif) : C(C,C
′)→ A(AiC,AiC
′)×B(BiC,BiC
′)
is exactly the mediating morphism given by the product of homsets in DCPO,
so it is continuous. We conclude that 〈Ai, Bi〉 is locally continuous, so exists
in O. The 2-cell 〈α, β〉 is then the natural transformation 〈α, β〉C = 〈αC , βC〉 :
(A1C,B1C) → (A2C,B2C). Its uniqueness is inherited from Cat. We conclude
that O is a cartesian 2-category. ⊓⊔
Proposition 15. If A and B are O-categories and B is small, then [A
l.c.
−−→ B]
is a small O-category.
Proof. The functor category [A→ B] is small whenever B is small. The category
[A
l.c.
−−→ B] is a subcategory of [A → B], so it too is small. Let F,G : A → B
be two locally continuous functors. Then the homset [A
l.c.
−−→ B](F,G) is again
a dcpo. Indeed, given two natural transformations η, ρ : F ⇒ G, η ⊑ ρ if
ηA ⊑ ρA in B(FA,GA) for all objects A of A. Directed suprema of directed
sets in [A
l.c.
−−→ B](F,G) are given component-wise, i.e., if Γ is a directed set in
[A
l.c.
−−→ B](F,G), then (
⊔
↑Γ )A =
⊔
↑
γ∈Γ γA. So [A
l.c.
−−→ B] is an O-category. ⊓⊔
Lemma 2. Let A, B, and C be O-categories and assume B and C are small.
The composition functor ◦ : [B
l.c.
−−→ C] × [A
l.c.
−−→ B] → [A
l.c.
−−→ C] given by
◦(F,G) = FG on objects and ◦(η, ρ) = η ∗ ρ on morphisms is locally continuous.
Proof. Let F1, F2 : B→ C and G1, G2 : A→ B be functors. Let Φ and Γ respec-
tively be directed sets of natural transformations in the dcpos [B
l.c.
−−→ C](F1, F2)
and [A
l.c.
−−→ B](G1, G2). We must show that
⊔
↑◦(Φ, Γ ) = ◦(
⊔
↑Φ,
⊔
↑Γ ). Because
C is an O-category, composition in C is continuous. We use the fact that F1 is
locally continuous to compute that:⊔
↑◦(Φ, Γ )
=
⊔
↑
(φ,γ)∈Φ×Γ
◦(φ, γ)
=
⊔
↑
φ∈Φ
⊔
↑
γ∈Γ
◦(φ, γ)
=
⊔
↑
φ∈Φ
⊔
↑
γ∈Γ
φ ∗ γ
=
⊔
↑
φ∈Φ
⊔
↑
γ∈Γ
γG2 ◦ F1φ
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=

⊔↑
γ∈Γ
γG2

 ◦

⊔↑
φ∈Φ
F1φ


=

⊔↑
γ∈Γ
γ

G2 ◦ F1

⊔↑
φ∈Φ
φ


=

⊔↑
γ∈Γ
γ

 ∗

⊔↑
φ∈Φ
φ


= ◦(
⊔
↑Φ,
⊔
↑Γ ).
This is what we wanted to show. ⊓⊔
Lemma 3. Let A and B be O-categories and assume B is small. The evaluation
functor evA,B : [A
l.c.
−−→ B]×A→ B is locally continuous. It is given by (F,A) 7→
FA on objects and (η, f) 7→ η ∗ f on morphisms.
Proof. Let (F,A) and (G,B) be two objects in [A → B] × A. A morphism
(F,A) → (G,B) is a pair (η, f) where η : F ⇒ G and f : A → B. Then
evA,B(η, f) : FA → GB is given by η ∗ f = ηB ◦ Ff . The functor F is locally
continuous, and composition in B is continuous, so we conclude that this map-
ping of morphisms is continuous. So evA,B is locally continuous. ⊓⊔
Lemma 4. Let A, B, and C be O-categories and assume C is small. The func-
tor Λ : [A×B
l.c.
−−→ C]→ [A
l.c.
−−→ [B
l.c.
−−→ C]] is locally continuous, where
ΛFAB = F (A,B)
ΛFA(f : B → B′) = F (idA, f) : F (A,B)→ F (A,B
′)
ΛF (f : A→ A′)B = F (f, idB) : F (A,B)→ F (A
′, B)
((Λ(η : F ⇒ G))A)B = η(A,B) : ΛFAB → ΛGAB.
Proof. We begin by checking that Λ is well-defined on objects. Let F : A×B→
C be locally continuous and A be an object ofA. Then ΛFA = F (A,−) : B→ C
is clearly a functor. We must show that ΛFA : B→ C it is locally continuous. Let
D ⊆ B(B,B′) be a directed set. We must show that ΛFA(
⊔
↑D) =
⊔
↑
d∈D ΛFAd.
But this is obvious because F is locally continuous:
ΛFA(
⊔
↑D) = F (id,
⊔
↑D) =
⊔
↑
d∈D
F (id, d)
⊔
↑
d∈D
ΛFAd.
So ΛFA : B→ C is a locally continuous functor.
Next we show that ΛF : A → [B
l.c.
−−→ C] is a locally continuous functor.
It is well-defined on objects by the above. We check that it is well-defined on
morphisms. Let f : A→ A′ be arbitrary inA. We must show that ΛFf : ΛFA⇒
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ΛFA′ is a natural transformation. Let g : B → B′ be arbitrary in B. We must
show that the following diagram commutes:
ΛFAB ΛFA′B
ΛFAB′ ΛFA′B′
(ΛFf)B
ΛFAg ΛFA′g
(ΛFf)′B
We recognize this as the following diagram, which commutes by the functoriality
of F :
F (A,B) F (A′, B)
F (A,B′) F (A′, B′).
F (f,idB)
F (idA,g) F (idA′ ,g)
F (f,idB′ )
So ΛFf is natural. We must now show that ΛF is locally continuous. Let D ⊆
A(A,A′) be a directed set. We must show that ΛF (
⊔
↑D) =
⊔
↑
d∈D ΛFd. Again,
this is obvious because F is locally continuous. Let B be an arbitrary object of
B, then:
(
ΛF (
⊔
↑D)
)
B
= F (
⊔
↑D, idB) =
⊔
↑
d∈D
F (d, idB) =
⊔
↑
d∈D
(ΛFd)B =
(⊔
↑
d∈D
ΛFd
)
B
Because B was an arbitrary component, we conclude ΛF (
⊔
↑D) =
⊔
↑
d∈D ΛFd,
i.e., that ΛF is locally continuous.
It follows that Λ is well-defined on objects: if F : A × B → C is locally
continuous, then ΛF is an object of [A
l.c.
−−→ [B
l.c.
−−→ C]].
Next, we show that Λ is well-defined on morphisms. Let η : F ⇒ G be a
natural transformation between two functors F,G : A × B → C. We want to
show that Λη : ΛF ⇒ ΛG is a natural transformation. Let A be an object of
A, then must first check that the component (Λη)A : ΛFA⇒ ΛGA is a natural
transformation. Let B be an object of B, then ((Λη)A)B : ΛFAB → ΛGAB
is a morphism in C. Indeed, ((Λη)A)B = η(A,B) : F (A,B) → G(A,B), and
ΛFAB = F (A,B) and ΛGAB = G(A,B). We show that (Λη)A is natural. Let
g : B → B′ be an arbitrary morphism in B. We show that the following square
commutes:
ΛFAB ΛGAB
ΛFAB′ ΛGAB′
((Λη)A)B
ΛFAg ΛFAg
((Λη)A)B′
This is exactly the following square, which commutes by the naturality of η:
F (A,B) F (A′, B)
F (A,B′) F (A′, B′).
η(A,B)
F (idA,g) F (idA′ ,g)
η(A,B′)
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So (Λη)A : ΛFA ⇒ ΛGA is a natural transformation. Now we must show that
Λη : ΛF ⇒ ΛG is natural. Let f : A → A′ be arbitrary in A. We must show
that the following square commutes:
ΛFA ΛGA
ΛFA′ ΛGA′
(Λη)A
ΛFf ΛGf
(Λη)A′
Natural transformations are equal if and only if they agree in all components, so
the above square commutes if and only if the following square commutes for all
objects B of B:
ΛFAB ΛGAB
ΛFA′B ΛGA′B
((Λη)A)B
(ΛFf)B (ΛGf)B
((Λη)A′ )B
We recognize this square as the following square, which commutes by naturality
of η:
F (A,B) G(A,B)
F (A′, B) G(A′, B)
η(A,B)
F (f,idB) G(f,idB)
η(A′,B)
We conclude that Λη : ΛF ⇒ ΛG is natural.
The mapping Λ clearly preserves identities and respects composition, so we
conclude that Λ is a functor.
We now show that Λ is locally continuous. Let H ⊆ [A×B
l.c.
−−→ C](F,G) be a
directed set of natural transformations. We must show that Λ(
⊔
↑H) =
⊔
↑
η∈H Λη.
The ordering on natural transformations is determined component-wise, it is
sufficient to check for all objects A in A that
(
Λ
⊔
↑H
)
A
=
(⊔
↑
η∈H Λη
)
A
. To
show this, it is sufficient to show for all objects B in B that
((
Λ
⊔
↑H
)
A
)
B
=((⊔
↑
η∈H Λη
)
A
)
B
. But this is obvious:
((
Λ
⊔
↑H
)
A
)
B
=
(⊔
↑H
)
(A,B)
=
⊔
↑
η∈H
η(A,B) =



⊔↑
η∈H
Λη


A


B
.
We conclude that Λ is a locally continuous functor. ⊓⊔
Lemma 5. Finally, we must show that for each 2-cell α : F ⇒ G : A×B→ C,
there exists a unique 2-cell Λα : A→ [B
l.c.
−−→ C] such that the following diagram
commutes:
A×B
[B
l.c.
−−→ C]×B C
(Λα)×idB α
evB,C
(14)
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Proof. This requires showing that ΛF and ΛG are both locally locally continuous
functors A→ [B
l.c.
−−→ C] and that:
evB,C ◦ ((ΛF )× idB) = F (15)
evB,C ◦ ((ΛG)× idB) = G (16)
evB,C ◦ ((Λα) × idB) = α. (17)
The functors ΛF and ΛG are locally continuous and have the right type by
lemma 4. By lemma 4, we also have that α : ΛF ⇒ ΛG is a natural transforma-
tion. So Λα : ΛF ⇒ ΛG is a 2-cell in O. We check eq. (15). Let (A,B) be an
arbitrary object of A×B, then
(evB,C ◦ ((ΛF )× idB)) (A,B) = evB,C(ΛFA,B) = ΛFAB = F (A,B).
Let (a, b) : (A,B)→ (A′, B′) be an arbitrary morphism. Then
(evB,C ◦ ((ΛF )× idB)) (a, b)
= evB,C(ΛFa, b)
= ΛFa ∗ b
= (ΛFa)B′ ◦ (ΛFAb)
= F (a, idB′) ◦ F (idA, b)
= F (a, b).
Both sides of eq. (15) are equal on objects and morphisms, so define equal
functors. We conclude eq. (15). Equation (16) follows identically.
We check eq. (17). Let (A,B) be an arbitrary object of A×B. We must show
that (evB,C ◦ ((Λα)× idB))(A,B) = α(A,B). We compute:
(evB,C ◦ ((Λα)× idB))(A,B)
= evB,C((Λα)A, idB)
= (Λα)A ∗ idB
= ((Λα)A)B ◦ (ΛAidB)
= ((Λα)A)B
= α(A,B).
We conclude eq. (17).
Uniqueness of the 2-cell Λα is inherited from Cat. Indeed, suppose there
were some other 2-cell β : F ⇒ G : A × B → C making diagram 14 commute.
Observe that O is a subcategory of Cat, Λα defines the same 2-cell in O as it
does in Cat, and evB,C in O is a restriction of its counterpart in Cat. So β
also makes diagram 14 commute in Cat. We use the fact that Cat is a cartesian
closed 2-category to conclude β = Λα. This completes the proof. ⊓⊔
Proposition 16. The category O is a cartesian closed 2-category.
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Proof. The category O inherits its 2-categorical structure from Cat. Objects
are small O categories, horizontal morphisms are locally continuous functors,
and vertical morphisms are natural transformations between locally continuous
functors. O is a cartesian 2-category by proposition 14. Whenever A and B are
small O-categories, [A
l.c.
−−→ B] is a small O-category by proposition 15. The
evaluation functor evA,B : [A
l.c.
−−→ B]×A→ B is locally continuous by lemma 3.
The locally continuous abstraction functor Λ : [A×B
l.c.
−−→ C]→ [A
l.c.
−−→ [B
l.c.
−−→
C]] of has the requisite structure by lemma 5. We conclude that O is cartesian
closed 2-category. ⊓⊔
A.3 Horizontal Composition and Iterates
Proposition 17. Let K1, K2, and K3 be O-categories. Let Fi, Gi : Ki+1 → Ki
be locally continuous functors and ei : Fi → Gi natural embeddings for i =
1, 2. Then e1 ∗ e2 : F1F2 → G1G2 is again a natural embedding with associated
projection ep1 ∗ e
p
2.
Proof. This is an immediate consequence of lemmas 1 and 3. ⊓⊔
Lemma 6. Let K be an O-category. For all n ∈ N, the iteration functor (−)n :
[K
l.c.
−−→ K] → [K
l.c.
−−→ K] given by F 7→ Fn on objects and η 7→ η(n) on mor-
phisms is locally continuous. It preserves the local continuity of functors. Hor-
izontal iteration of natural transformations between locally continuous functors
is continuous.
Proof. The result follows by induction on n, lemma 2, and the fact that locally
continuous functors are closed under composition. ⊓⊔
Lemma 7. Let K be an O-category and F,G,H : K→ K functors. Let η : F ⇒
G and ρ : G ⇒ H be natural transformations. Then for all n ≥ 0, (ρ ◦ η)(n) =
ρ(n) ◦ η(n) : Fn ⇒ Hn.
Proof. Let K be an object of K. We proceed by induction on n to show that
(ρ ◦ η)
(n)
K = (ρ
(n) ◦ η(n))K : F
nK → HnK. When n = 0, F 0K = K = H0K and
(ρ ◦ η)
(0)
K = idK = (ρ
(0) ◦ η(0))K . Assume the result for some n, and consider the
case n+1. By the induction hypothesis and the middle four interchange law [19,
Lemma 1.7.7, 18, p. 43],
(ρ ◦ η)(n+1)
= (ρ ◦ η) ∗ (ρ ◦ η)(n)
= (ρ ◦ η) ∗
(
ρ(n) ◦ η(n)
)
=
(
ρ ∗ ρ(n)
)
◦
(
η ∗ η(n)
)
= ρ(n+1) ◦ η(n+1).
We conclude the result by induction. ⊓⊔
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B Proofs for section 2
Proposition 1 ([23, Propositions A and D]). Let K be an O-category, Φ
an ω-chain in Ke, and α : Φ⇒ A a cocone in K.
1. If β : Φ⇒ B is a cocone in Ke, then (αn ◦ β
p
n)n∈N is an ascending chain in
K(B,A) and the morphism θ =
⊔
↑
n∈N αn ◦ β
p
n is mediating from β to α.
2. If β : Φ⇒ B is an O-colimit, then θ is an embedding.
3. If α is an O-colimit, then α is colimiting in both K and Ke.
4. If α is colimiting in K, then α lies in Ke and is an O-colimit.
Proof. The proof of the first property is as in [23, Proposition A]. Assume that
β : Φ⇒ B is a cocone in Ke. We show that (αn ◦ β
p
n)n∈N is an ascending chain
in K(A,B). Recall that, by definition of cocone, βn = βm ◦ Φ(n → m) for all
m ≥ n. For all n ∈ N, we then have:
αn ◦ β
p
n
= (αn+1 ◦ Φ(n→ n+ 1)) ◦ (βn+1 ◦ Φ(n→ n+ 1))
p
= αn+1 ◦ (Φ(n→ n+ 1) ◦ Φ(n→ n+ 1)
p) ◦ βpn+1
⊑ αn+1 ◦ β
p
n+1.
So its directed supremum θ exists.
Set θ =
⊔
↑
n∈N αn ◦ β
p
n. We show that θ : (β,B) → (α,A) is a morphism in∫
ConeK(Φ,−). This means that for all n, αn = θ ◦ βn. Observe that for all n,
θ ◦ βn
=
(⊔
↑
m∈N
αm ◦ β
p
m
)
◦ βn
=
⊔
↑
m≥n
αm ◦ β
p
m ◦ βn
=
⊔
↑
m≥n
αm ◦ β
p
m ◦ βm ◦ Φ(n→ m)
=
⊔
↑
m≥n
αm ◦ Φ(n→ m)
=
⊔
↑
m≥n
αn
= αn.
This completes the proof of the first property.
The proof of the second property is as in [23, Proposition A]. Assume that
β : Φ ⇒ B is an O-colimit. We must show that θ is an embedding, i.e., that
θp ◦ θ = idB and θ ◦ θ
p ⊑ idA. In the first case, we use the assumption that β is
an O-colimit to get:
θp ◦ θ
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=
(⊔
↑
n∈N
αn ◦ β
p
n
)p
◦
(⊔
↑
n∈N
αn ◦ β
p
n
)
=
⊔
↑
n∈N
(αn ◦ β
p
n)
p
◦
(⊔
↑
n∈N
αn ◦ β
p
n
)
=
⊔
↑
n∈N
(αn ◦ β
p
n)
p ◦ αn ◦ β
p
n
=
⊔
↑
n∈N
βn ◦ α
p
n ◦ αn ◦ β
p
n
=
⊔
↑
n∈N
βn ◦ β
p
n
= idB.
In the second case,
θ ◦ θp
=
(⊔
↑
n∈N
αn ◦ β
p
n
)
◦
(⊔
↑
n∈N
αn ◦ β
p
n
)p
=
(⊔
↑
n∈N
αn ◦ β
p
n
)
◦
⊔
↑
n∈N
(αn ◦ β
p
n)
p
=
⊔
↑
n∈N
αn ◦ β
p
n ◦ (αn ◦ β
p
n)
p
=
⊔
↑
n∈N
αn ◦ β
p
n ◦ βn ◦ α
p
n
=
⊔
↑
n∈N
αn ◦ α
p
n
⊑ idA.
This completes the proof of the second property.
The proof of the third property is as in [23, Proposition A]. Assume that α is
anO-colimit. By definition, this means α lies inKe. We show that α is colimiting
inK andKe. Consider some other cocone δ : Φ⇒ D in K. There exists a cocone
morphism θ =
⊔
↑
n∈N δn ◦ α
p
n : (α,A) → (δ,D) by the first property. We show
that it is unique. Let γ : (α,A)→ (δ,D) be any other cocone morphism. Then
γ = γ ◦ idA = γ ◦
(⊔
↑
n∈N
αn ◦ α
p
n
)
=
⊔
↑
n∈N
(γ ◦ αn) ◦ α
p
n =
⊔
↑
n∈N
δn ◦ α
p
n = θ.
We conclude that α is colimiting in K. The category Ke is a subcategory of
K and the mediating morphism θ is an embedding by the second property. It
follows that α is also colimiting in Ke This completes the proof of the third
property.
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The fourth property is exactly [23, Proposition D] and is not reproduced
here. ⊓⊔
C Proofs for section 3
Proposition 2. Equations (4) to (7) define a locally continuous functor Ω :
LinksK → [ω → K]. For all links (K, k, F ), Ω(K, k, F ) : ω → K
e. The natural
transformation Ω(f, η) lies in Ke whenever f and η do.
Proof. In this proof we show that:
1. Ω(K, k, F ) is a well-defined functor ω → Ke for all links (K, k, F );
2. Ω(f, η) is natural;
3. Ω respects composition;
4. Ω is locally continuous;
5. Ω(f, η) lies in Ke whenever f and η do.
Let (K, k, F ) be an arbitrary link and abbreviate Ω(K, k, F ) by J . We must
show that J is a well-defined functor ω → Ke. It preserves identities by eq. (5).
We must show that it respects composition. Let l→ l+m and l+m→ l+m+n
be arbitrary, and note that l → l +m+ n = (l +m→ l +m+ n) ◦ (l → l +m).
We must show that J(l → l+m+n) = J(l+m→ l+m+n)◦J(l→ l+m). We
proceed by nested strong induction on n. Assume first n = 0, then by eq. (5),
J(l → l +m+ n)
= J(l → l +m)
= idF l+mK ◦ J(l → l+m)
= J(l +m→ l +m) ◦ J(l→ l +m)
= J(l +m→ l +m+ n) ◦ J(l → l +m).
Now assume the result for some n, then by eq. (6),
J(l → l +m+ (n+ 1))
= F l+m+nk ◦ J(l → l +m+ n)
= F l+m+nk ◦ (J(l +m→ l +m+ n) ◦ J(l→ l +m))
= (F l+m+nk ◦ J(l +m→ l +m+ n)) ◦ J(l → l +m)
= J(l +m→ l +m+ (n+ 1)) ◦ J(l → l +m).
We conclude the result by induction.
Next, we must show thatΩ is well-defined on morphisms. Let (f, η) : (K, k, F )→
(L, l, G) be arbitrary. We must show that Ω(f, η) : Ω(K, k, F ) ⇒ Ω(L, l, G) is
a natural transformation. Let n → n +m be an arbitrary morphism of ω. We
must show that the following diagram commutes:
FnK GnL
Fn+mK Gn+mL
Ω(f,η)n
Ω(K,F,k)(n→n+m) Ω(L,G,l)(n→n+m)
Ω(f,η)n+m
(18)
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We proceed by induction on m. Assume first that m = 0, then diagram 18
becomes
FnK GnL
FnK GnL
Ω(f,η)n
id id
Ω(f,η)n
and clearly commutes. Assume the result for some m, and consider the case
m+ 1. We must show that the following diagram commutes:
FnK GnL
Fn+m+1K Gn+m+1L
Ω(f,η)n
Ω(K,F,k)(n→n+m+1) Ω(L,G,l)(n→n+m+1)
Ω(f,η)n+m+1
By eq. (6), this diagram is equal to the outer rectangle of the following diagram:
FnK GnL
Fn+mK Gn+mL
Fn+m+1K Gn+m+1L
Ω(f,η)n
Ω(K,F,k)(n→n+m) Ω(L,G,l)(n→n+m)
Ω(f,η)n+m
Fn+mk Gn+ml
Ω(f,η)n+m+1
(19)
The top square commutes by the induction hypothesis. The middle horizontal
morphism is Ω(f, η)n+m = η
(n+m)∗f = Gn+mf◦η
(n+m)
K . Horizontal composition
is associative, and the bottom morphism is Ω(f, η)n+m+1 = η
(n+m+1) ∗ f =
η ∗ η(n+m) ∗ f = η(n+m) ∗ η ∗ f . The bottom square of diagram 19 is equal to the
outer rectangle of the following diagram:
Fn+mK Gn+mK Gn+mL
Fn+m+1K Gn+mFK Gn+m+1L
η
(n+m)
K
Fn+mk
Gn+mf
Gn+mk Gn+ml
η
(n+m)
FK G
n+m(η∗f)
(20)
The left square of diagram 20 commutes by naturality of η(n+m). The right
square commutes because l ◦ f = (η ∗ f) ◦ k, which holds because (f, η) is a
morphism. So diagram 20 commutes. We conclude that diagram 19 commutes.
Next, we must show that Ω respects composition. Let (f, η) : (K, k, F ) →
(L, l, G) and (g, ρ) : (L, l, G) → (M,m,H) be arbitrary morphisms. We must
show that Ω(g ◦ f, ρ ◦ η) = Ω(g, ρ) ◦Ω(f, η). This entails showing for all n ∈ N
that Ω(g ◦ f, ρ ◦ η)n = Ω(g, ρ)n ◦Ω(f, η)n. We proceed by induction on n. When
n = 0, Ω(g ◦ f, ρ ◦ η)0 = g ◦ f = Ω(g, ρ)0 ◦Ω(f, η)0. Assume the result for some
n, and consider the case n+ 1. Then Ω(g ◦ f, ρ ◦ η)n+1 = (ρ ◦ η)
n+1 ∗ (g ◦ f) is
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the diagonal of the following commuting square:
Fn+1K Hn+1K
Fn+1M Hn+1M.
(ρ◦η)
(n+1)
K
Fn+1(g◦f) Ω(g◦f,ρ◦η)n+1 H
n+1(g◦f)
(ρ◦η)
(n+1)
M
By lemma 7, (ρ ◦ η)(n+1) = ρ(n+1) ◦ η(n+1). We recognize the above diagram as
the perimeter and diagonal of the following commuting diagram:
Fn+1K Gn+1K Hn+1K
Fn+1L Gn+1L Hn+1L
Fn+1M Gn+1M Hn+1M
η
(n+1)
K
Fn+1f Ω(f,η)n+1
ρ
(n+1)
K
Ω(f,ρ)n+1G
n+1f Hn+1f
η
(n+1)
L
Fn+1g Ω(g,η)n+1
ρ
(n+1)
L
Ω(g,ρ)n+1G
n+1g Hn+1f
η
(n+1)
M ρ
(n+1)
M
That is, we have Ω(g ◦ f, ρ ◦ η)n+1 = (Ω(g, ρ) ◦ Ω(f, η))n+1. We conclude by
induction that Ω(g ◦ f, ρ ◦ η) = Ω(g, ρ) ◦Ω(f, η).
We show that Ω is locally continuous. Now consider a directed set A of mor-
phisms (K, k, F )→ (L, l, G). We must show that
⊔
↑
(f,η)∈AΩ(f, η) = Ω
(⊔
↑
(f,η)∈A(f, η)
)
.
We have for all n ∈ N:
 ⊔↑
(f,η)∈A
Ω(f, η)


n
=
⊔
↑
(f,η)∈A
Ω(f, η)n
=
⊔
↑
(f,η)∈A
η(n) ∗ f
=
⊔
↑
(f,η)∈A
Gnf ◦ η
(n)
K
=

 ⊔↑
(f,η)∈A
Gnf

 ◦

 ⊔↑
(f,η)∈A
η
(n)
K


which by local continuity of Gn,
= Gn

 ⊔↑
(f,η)∈A
f

 ◦

 ⊔↑
(f,η)∈A
η
(n)
K


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which by lemma 6,
= Gn

 ⊔↑
(f,η)∈A
f

 ◦

 ⊔↑
(f,η)∈A
ηK


(n)
= Gn

 ⊔↑
(f,η)∈A
f

 ◦

 ⊔↑
(f,η)∈A
η


(n)
K
=

 ⊔↑
(f,η)∈A
η

 ∗

 ⊔↑
(f,η)∈A
f


= Ω

 ⊔↑
(f,η)∈A
(f, η)

 .
We conclude local continuity.
Finally, let (f, η) : (K, k, F )→ (L, l, G) be arbitrary, and assume f and η lie
inKe. We show that Ω(f, η) lies inKe. To do so, we must show that Ω(f, η)n lies
inKe for all n ∈ N. Let n ∈ N be arbitrary. Then Ω(f, η)n = η
(n)∗f = Gnf ◦η
(n)
K .
By induction on n and proposition 17, η
(n)
K is an embedding. Locally continuous
functors preserve embeddings by lemma 1, so Gnf is an embedding. Embeddings
are closed under composition, so we conclude that Ω(f, η)n is an embedding. ⊓⊔
Proposition 3 is a corollary of proposition 1.
Proposition 3. Let K be an O-cocomplete O-category. A choice of O-colimit
in K for each diagram ω → Ke →֒ K defines the action on objects of a locally
continuous functor colimω : [ω → K
e →֒ K] → Ke. Where φ : Φ ⇒ colimω Φ
and γ : Γ ⇒ colimω Γ are the chosen O-colimits in K, its action on morphisms
η : Φ⇒ Γ is given by
colimω(η : Φ⇒ Γ ) =
⊔
↑
n∈N
γn ◦ ηn ◦ φ
p
n.
Proof. The first part of this corollary is a special case of [19, Proposition 3.6.1].
Consider two ω-chains Φ and Γ in Ke. Let φ : Φ ⇒ colimω Φ and γ : Γ ⇒
colimω Γ be the chosen O-colimits. Then γ ◦ η : Φ⇒ colimω Γ is again a cocone
by naturality of η. By proposition 1, the unique mediating morphism from φ
to γ ◦ η is exactly colimω η =
⊔
↑
n∈N γn ◦ ηn ◦ φ
p
n. Because φ is an O-colimit,
colimω η is an embedding, again by proposition 1. This mapping on morphisms
is functorial by uniqueness of mediating morphisms.
Next, we show that colimω is locally continuous. Let Φ and Γ be arbitrary ω-
chains inKe and let φ and γ be their respective chosenO-colimits. By the above,
both are O-colimits. Let A by a directed set of natural transformations from Φ
to Γ in K (or in Ke if K has locally determined ω-colimits of embeddings). We
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must show that colimω
(⊔
↑A
)
=
⊔
↑(colimω A). By the above, we have
colimω
(⊔
↑A
)
=
⊔
↑
n∈N
γn ◦
(⊔
↑A
)
n
◦ φpn
=
⊔
↑
n∈N
γn ◦
(⊔
↑
α∈A
αn
)
◦ φpn
=
⊔
↑
n∈N
⊔
↑
α∈A
γn ◦ αn ◦ φ
p
n
=
⊔
↑
α∈A
⊔
↑
n∈N
γn ◦ αn ◦ φ
p
n
=
⊔
↑
α∈A
(colimω α)
=
⊔
↑(colimω A) .
We conclude that colimω is locally continuous. ⊓⊔
Proposition 4. Let K be an O-cocomplete O-category. There exists a locally
continuous functor GFIX = colimω ◦Ω : LinksK → K
e. Its action on morphisms
(f, η) : (K, k, F )→ (L, l, G) is given by
GFIX(f, η) =
⊔
↑
n∈N
γn ◦Ω(f, η)n ◦ φ
p
n
where φ : Ω(K, k, F ) ⇒ GFIX(K, k, F ) and γ : Ω(L, l, G) ⇒ GFIX(L, l, G) are
the chosen O-colimits in K.
Proof. The composition is clearly well defined. AssumeK has locally determined
ω-colimits of embeddings. The functor Ω is locally continuous by proposition 2.
The ω-colimit functor is locally continuous by proposition 3. Locally continuous
functors are closed under composition, so we conclude GFIX is locally continuous.
The action of GFIX on morphisms is given by proposition 3.
Proposition 5. Let K be an O-cocomplete O-category. The following defines a
locally continuous functor UNF : LinksK → K
e.
– On objects: UNF(K, k, F ) = F (GFIX(K, k, F )),
– on morphisms: UNF(f, η) =
⊔
↑
n∈NGγn ◦Ω(f, η)n+1 ◦Fφ
p
n : UNF(K, k, F )→
UNF(L, l, G), where φ : Ω(K, k, F ) ⇒ GFIX(K, k, F ) and γ : Ω(L, l, G) ⇒
GFIX(L, l, G) are the chosen O-colimits in K.
Proof. We begin by showing that UNF is well-defined on morphisms. Let (f, η) :
(K, k, F ) → (L, l, G) be arbitrary. We show that UNF(f, η) : UNF(K, k, F ) →
UNF(L, l, G) is a morphism of Ke. Let φ : Ω(K, k, F ) ⇒ GFIX(K, k, F ) and
γ : Ω(L, l, G) ⇒ GFIX(L, l, G) be the chosen O-colimits in K. Observe that
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FΩ(K, k, F )(n) = Ω(K, k, F )(n+1) and FΩ(K, k, F )(n→ m) = Ω(K, k, F )(n+
1→ m+1), and analogously forGΩ(L, l, G). Observe thatΩ(f, η) : Ω(K, k, F )⇒
Ω(L, l, G) is a natural transformation and that reindexing gives a natural trans-
formation (Ω(f, η)n+1)n : FΩ(K, k, F )⇒ GΩ(L, l, G). Note that Gγ is a cocone
onGΩ(L, l, G). It follows thatGγ◦(Ω(f, η)n+1)n : FΩ(K, k, F )⇒ G(GFIX(L, l, G))
is also a cocone on FΩ(K, k, F ). But Fφ is also a cocone on FΩ(K, k, F ). By
proposition 1, it follows that⊔
↑
n∈N
(Gγ ◦ (Ω(f, η)m+1)m)n ◦ (Fφ)
p
n (21)
is a morphism (Fφ, FGFIX(K, k, F )) → (Gγ ◦ (Ω(f, η)n+1)n, G(GFIX(L, l, G)))
in
∫
Cone(FΩ(K, k, F ),−). We observe that eq. (21) is UNF(f, η):⊔
↑
n∈N
(Gγ ◦ (Ω(f, η)m+1)m)n ◦ (Fφ)
p
n
=
⊔
↑
n∈N
Gγn ◦Ω(f, η)n+1 ◦ Fφ
p
n
= UNF(f, η).
Locally continuous functors preserve O-colimits, so Fφ is again an O-colimit.
In this case, eq. (21) is an embedding by proposition 1. It follows that UNF :
LinksK → K
e whenever K has locally determined ω-colimits of embeddings.
Next we show that UNF is locally continuous. Let A be a directed set of mor-
phisms (K, k, F )→ (L, l, G). We must show that UNF
(⊔
↑A
)
=
⊔
↑
(f,η)∈A UNF(f, η).
Recall that Ω is locally continuous by proposition 2. We compute that:⊔
↑
(f,η)∈A
UNF(f, η)
=
⊔
↑
(f,η)∈A
⊔
↑
n∈N
Gγn ◦Ω(f, η)n+1 ◦ Fφ
p
n
=
⊔
↑
n∈N
Gγn ◦

 ⊔↑
(f,η)∈A
Ω(f, η)n+1

 ◦ Fφpn
=
⊔
↑
n∈N
Gγn ◦

 ⊔↑
(f,η)∈A
Ω(f, η)


n+1
◦ Fφpn
=
⊔
↑
n∈N
Gγn ◦Ω
(⊔
↑A
)
n+1
◦ Fφpn
= UNF
(⊔
↑A
)
.
We conclude that UNF is locally continuous. ⊓⊔
Proposition 18 (Proposition 6). LetK be anO-cocomplete O-category. There
exists a natural isomorphism fold : UNF ⇒ GFIX with inverse unfold : GFIX ⇒
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UNF. They are explicitly given as follows. Let (K, k, F ) be an object of LinksK
and let κ : Ω(K, k, F )⇒ GFIX(K, k, F ) be the chosen O-colimit. The components
are:
fold(K,k,F ) =
⊔
↑
n∈N
κn+1 ◦ Fκ
p
n : F (GFIX(K, k, F ))→ GFIX(K, k, F )
unfold(K,k,F ) =
⊔
↑
n∈N
Fκn ◦ κ
p
n+1 : GFIX(K, k, F )→ F (GFIX(K, k, F )).
Naturality means that for every (f, η) : (K, k, F ) → (L, l, G), the following dia-
gram commutes:
F (GFIX(K, k, F )) GFIX(K, k, F )
G(GFIX(L, l, G)) GFIX(L, l, G).
fold(K,k,F )
UNF(f,η)
unfold(K,k,F )
GFIX(f,η)
fold(L,l,G)
unfold(L,l,G)
(22)
Proof (of proposition 6). We first show that for each link (K, k, F ), fold(K,k,F )
is a morphism F (GFIX(K, k, F ))→ GFIX(K, k, F ). Let (κ,GFIX(K, k, F )) be the
chosen O-colimit of Ω(K, k, F ). Locally continuous functors preserveO-colimits,
so (Fκ, F (GFIX(K, k, F ))) is anO-colimit of FΩ(K, k, F ). Let (κ−,GFIX(K, k, F ))
be the cocone on FΩ(K, k, F ) given by κ−n = κn+1. By proposition 1, the cocone
morphism (Fκ, F (GFIX(K, k, F ))) → (κ−,GFIX(K, k, F )) is exactly fold(K,k,F ).
It is an embedding because the cocone (Fκ, F (GFIX(K, k, F ))) is an O-colimit.
Next, we show that fold(K,k,F ) is an isomorphism with inverse unfold(K,k,F ).
Observe that
fold
p
(K,k,F ) =
(⊔
↑
n∈N
κn+1 ◦ Fκ
p
n
)p
=
⊔
↑
n∈N
Fκn ◦ κ
p
n+1 = unfold(K,k,F ).
We already know that unfold(K,k,F ) ◦ fold(K,k,F ) = id because fold(K,k,F ) is an
embedding. Using the fact that κ is an O-colimit, we compute:
fold(K,k,F ) ◦ unfold(K,k,F )
=
(⊔
↑
n∈N
κn+1 ◦ Fκ
p
n
)
◦
(⊔
↑
n∈N
F (κn) ◦ κ
p
n+1
)
=
⊔
↑
n∈N
κn+1 ◦ Fκ
p
n ◦ Fκn ◦ κ
p
n+1
=
⊔
↑
n∈N
κn+1 ◦ κ
p
n+1
= id
We conclude that fold(K,k,F ) is an isomorphism with inverse unfold(K,k,F ).
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Finally we show naturality. Let (f, η) : (K, k, F ) → (L, l, G) be an arbitrary
morphism of Linksk. We must show that diagram 8 commutes. Because unfold
is an isomorphism with inverse fold, to show naturality of fold and unfold it
is sufficient by [19, Lemma 1.5.10] to show that fold is natural, i.e., that the
following square commutes:
F (GFIX(K, k, F )) GFIX(K, k, F )
G(GFIX(L, l, G)) GFIX(L, l, G).
fold(K,k,F )
UNF(f,η) GFIX(f,η)
fold(L,l,G)
Let (φ,GFIX(K, k, F )) and (γ,GFIX(L, l, G)) respectively be the colimiting co-
cones of Ω(K, k, F ) and Ω(L, l, G). We compute:
GFIX(f, η) ◦ fold(K,k,F )
=
(⊔
↑
n∈N
γn ◦Ω(f, η)n ◦ φ
p
n
)
◦
(⊔
↑
n∈N
φn+1 ◦ Fφ
p
n
)
=
(⊔
↑
n∈N
γn+1 ◦Ω(f, η)n+1 ◦ φ
p
n+1
)
◦
(⊔
↑
n∈N
φn+1 ◦ Fφ
p
n
)
=
⊔
↑
n∈N
γn+1 ◦Ω(f, η)n+1 ◦ φ
p
n+1 ◦ φn+1 ◦ Fφ
p
n
=
⊔
↑
n∈N
γn+1 ◦Ω(f, η)n+1 ◦ Fφ
p
n
=
⊔
↑
n∈N
γn+1 ◦Gγ
p
n ◦Gγn ◦Ω(f, η)n+1 ◦ Fφ
p
n
=
(⊔
↑
n∈N
γn+1 ◦Gγ
p
n
)
◦
(⊔
↑
n∈N
Gγn ◦Ω(f, η)n+1 ◦ Fφ
p
n
)
= fold(L,l,G) ◦ UNF(f, η).
We conclude that fold is a natural transformation. ⊓⊔
Proposition 19. Let K be an O-category and assume Ke has an initial object.
Let I : [K
l.c.
−−→ K] → LinksK be the functor given by I(F ) = (⊥,⊥, F ) and
I(η) = (id⊥, η). Then I is locally continuous and full and faithful.
Proof. The mapping I is clearly functorial and locally continuous. Let η, ρ : F ⇒
G be two morphisms in [K
l.c.
−−→ K] and assume I(η) = I(ρ). Then (id⊥, η) =
(id⊥, ρ). It follows that η = ρ, so I is faithful.
Let F,G : K
l.c.
−−→ K be two locally continuous functors. Let (f, η) : I(F ) →
I(G) be a morphism in LinksK. Then (f, η) : (⊥,⊥, F ) → (⊥,⊥, G). This
implies that f : ⊥ → ⊥. But ⊥s is the initial object, and there exists a unique
morphism ⊥ → ⊥, namely, id⊥. It follows that (f, η) = I(η). We conclude that
I is full.
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The definition of strict morphisms is motivated in part by proposition 20.
Given a subcategory P of Poset, we write P⊥! for the subcategory of P whose
objects are pointed posets and whose morphisms are bottom-preserving.
Proposition 20. Let P be a subcategory of Poset. If P is an O-category with
strict morphisms and its initial object is a singleton poset {∗}, then P is a
subcategory of Poset⊥!.
Proof. To avoid confusion, we write ι for the limiting cone ⊥.
We begin by showing that the objects of P are pointed posets. Let Q be any
object of P. We know that Q is non-empty because ιQ(∗) ∈ Q by initiality. Write
⊥Q for the image ιQ(∗). We claim that for all elements q ∈ Q, ⊥Q ⊑ q. Indeed,
by definition of e-p-pair, ιQ ◦ ι
p
Q ⊑ idQ, so
⊥Q = ιQ(∗) = ιQ(ι
p
Qq) = (ιQ ◦ ι
p
Q)(q) ⊑ idQ(q) = q.
We conclude that Q is a pointed partial order.
Next, we show that all morphisms are bottom-preserving. Let f : P → Q be
arbitrary. By initiality, f ◦ ιP = ιQ, so (f ◦ ιP )(∗) = ιQ(∗), i.e., f(⊥P ) = ⊥Q.
We conclude that P is a subcategory of Poset⊥!. ⊓⊔
Proposition 21. If K is an O-category with strict morphisms and an initial
object ⊥ : ⊥K ⇒ idK, then ⊥ is also initial in K
e.
Proof. We must show that ⊥A : ⊥K → A is an embedding for all A. We claim
that ⊥pA = 0A⊥K . We have by initiality
⊥K
⊥A−−→ A
0A⊥K−−−−→ ⊥K = ⊥K
id
−→ ⊥K.
By definition of zero morphism, ⊥A ◦ ⊥
p
A = ⊥A ◦ 0A⊥K = 0AA. By definition of
strict morphism, 0AA ⊑ idA. So ⊥A ◦⊥
p
A ⊑ idA by transitivity. We conclude that
⊥A is an embedding. Because A was arbitrary, ⊥ lies in K
e. Ke is a subcategory
of K, so uniqueness of ⊥ is inherited. We conclude that ⊥ is initial in Ke. ⊓⊔
Proposition 7. Let D and E be O-categories. Assume E supports canonical
fixed points. The following defines a locally continuous functor:
(·)† = [idD → FIX] ◦ Λ : [D×E
l.c.
−−→ E]→ [D
l.c.
−−→ Ee].
Explicitly, F †D = FIX(FD) is the canonical fixed point of F (D,−). Given a
natural transformation η : F ⇒ G,
(
η†
)
D
= FIX ((Λη)D).
Proof. The functor FIX is the composition of locally continuous functors[
D×E
l.c.
−−→ E
]
Λ
−→
[
D
l.c.
−−→
[
E
l.c.
−−→ E
]]
F 7→FIX◦F
−−−−−−−→
[
D
l.c.
−−→ E
]
.
Locally continuous functors are closed under composition. Let F,G : D×E→ E
be locally continuous and η : F ⇒ G a natural transformation. We have
F † = ([idD → FIX] ◦ Λ)F = FIX ◦ ΛF ◦ idD = FIX ◦ ΛF,
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so
F †D = (FIX ◦ ΛF )D = FIX(ΛFD) = FIX(FD).
Analogously,
η† = ([idD → FIX] ◦ Λ) η = FIX(Λη)idD = FIX(Λη),
so (
η†
)
D
= (FIX(Λη))D = FIX((Λη)D).
This completes the proof. ⊓⊔
Proposition 22. CFP is a cartesian closed 2-category.
Proof. The cartesian-closed and 2-categorical structures are inherited from O.
CFP is exactly the category Kind of [10, Definition 7.3.11]: “the 2-category
of small Cpo-categories with ep-zero and colimits of ω-chains of embeddings,
Cpo-functors and natural transformations”. A Cpo-category [10, p. 25] is ex-
actly an O-category. An ep-zero [10, Definition 7.1.1] is a zero object such that
every morphism with it as a source is an embedding. The objects of CFP are O-
categories that support canonical fixed points, i.e., they have strict morphisms
and an initial object. By proposition 21, this implies they have an ep-zero. The
objects ofCFP areO-cocompleteO-categoriesK. This mean that every ω-chain
of embeddings in K has an O-colimit. By proposition 1, this implies that every
ω-chain of embeddings has a colimit. Conversely, if every ω-chain of embeddings
inK has a colimit, then by proposition 1 it has an O-colimit, so is O-cocomplete.
So Kind and CFP have the same objects. Cpo-functors are exactly locally con-
tinuous functors [10, p. 25]. So Kind and CFP are exactly the same category.
It is a cartesian closed 2-category by [10, Theorem 7.3.11]. ⊓⊔
Recall that we write FD for the partial application ΛFD = F (D,−).
Proposition 23 (Proposition 8). Let E and D be O-categories. Assume E
supports canonical fixed points. Let F : D × E → E be a locally continuous
functor. There exist natural transformations
Unfold
F : F † ⇒ F ◦ 〈idD, F
†〉
Fold
F : F ◦ 〈idD, F
†〉 ⇒ F †
that form a natural isomorphism F † ∼= F ◦ 〈idD, F
†〉. Let D be an object of D.
The D-components for these natural transformations are given by
Unfold
F
D = unfold(⊥,⊥,FD) : GFIX(⊥,⊥, FD)→ UNF(⊥,⊥, FD)
Fold
F
D = fold(⊥,⊥,FD) : UNF(⊥,⊥, FD)→ GFIX(⊥,⊥, FD)
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where unfold and fold are the natural isomorphisms given by proposition 6. The
definitions of FoldF and UnfoldF are natural in F . Given any natural transfor-
mation η : F ⇒ G, the following two squares commute:
F † F ◦ 〈id, F †〉 F ◦ 〈id, F †〉 F †
G† G ◦ 〈id, G†〉 G ◦ 〈id, G†〉 G†
Unfold
F
η† η∗〈id,η†〉
Fold
F
η∗〈id,η†〉 η
†
Unfold
G
Fold
G
Proof (of proposition 8). We begin by noting that the components of Unfold and
Fold have the right domains and codomains. We first note that by proposition 7
and the definition of FIX,
GFIX(⊥,⊥, FD) = FIX(FD) = F
†D.
Also,
UNF(⊥,⊥, FD) = FD(FIX(FD)) = F (F
†D,D) =
(
F ◦ 〈idD, F
†〉
)
D.
Because Unfold and Fold are component-wise isomorphisms, we need only show
that the components form a natural family.
Let f : C → D be an arbitrary morphism in D. Then Ff = ΛFf : FC ⇒
FD is a natural transformation. To that Unfold is natural, must show that the
following square commutes:
F †C (F † ◦ 〈idD, F
†〉)C
F †D (F † ◦ 〈idD, F
†〉)D.
Unfold
F
C
F †f (F †◦〈idDF
†〉)f
Unfold
F
D
This is exactly the following square, which commutes by proposition 6:
GFIX(⊥,⊥, FC) UNF(⊥,⊥, FC)
GFIX(⊥,⊥, FD) UNF(⊥,⊥, FD).
unfold(⊥,⊥,FC )
GFIX(id,Ff ) UNF(⊥,⊥,Ff )
unfold(⊥,⊥,FD)
Because Fold and Unfold form an isomorphism, we conclude by [19, Lemma 1.5.10]
that Fold is also natural.
Next, we show that the definitions of FoldF and UnfoldF are natural in F ,
i.e., that for any natural transformation η : F ⇒ G, the following two squares
commute:
F † F ◦ 〈id, F †〉 F ◦ 〈id, F †〉 F †
G† G ◦ 〈id, G†〉 G ◦ 〈id, G†〉 G†
Unfold
F
η† η∗〈id,η†〉
Fold
F
η∗〈id,η†〉 η
†
Unfold
G
Fold
G
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Because FoldF and UnfoldF are isomorphisms, one square commutes if and only
if the other does. The left square commutes if and only if every component does,
i.e., if and only if for every object D of D, the following square commutes:
F †D (F ◦ 〈id, F †〉)D
G†D (G ◦ 〈id, G†〉)D.
Unfold
F
D
(η†)D (η∗〈id,η†〉)D
Unfold
G
D
By proposition 7 and the above, it is exactly the following square:
GFIX(⊥,⊥, FD) UNF(⊥,⊥, FD)
GFIX(⊥,⊥, GD) UNF(⊥,⊥, GD).
unfold(⊥,⊥,FD)
GFIX(id,(Λη)D) UNF(id,(Λη)D)
unfold(⊥,⊥,GD)
It commutes by proposition 6. We conclude that the definition of UnfoldF (and
also FoldF ) is natural in F . ⊓⊔
Proposition 9 (Parameter Identity). Let C, D and E be O-categories and
assume E supports canonical fixed points. Let F,H : D×E→ E and G, I : C→
D be locally continuous. Set FG = F ◦ (G× idE) : C×E→ E, and analogously
for HI . Let φ : F ⇒ H and γ : G⇒ I be natural transformations. Then
F †G = F
† ◦G : C→ E, (9)
FG ◦ 〈idC, F
†
G〉 = F ◦ 〈idD, F
†〉 ◦G : C→ E, (10)
(φ ∗ (γ × id))
†
= φ† ∗ γ : F †G ⇒ H
†
I , (11)
Fold
FG = FoldFG : FG ◦ 〈idC, F
†
G〉 ⇒ F
†
G, (12)
Unfold
FG = UnfoldFG : F †G ⇒ FG ◦ 〈idC, F
†
G〉. (13)
Proof. To show eq. (9), we first observe that by naturality of Λ,
Λ(FG) = Λ(F ◦ (G× idE)) = (ΛF ) ◦G.
Then by proposition 7,
F †G = ([idD → FIX] ◦ Λ)(FG) = (([idD → FIX] ◦ Λ) (F )) ◦G = F
† ◦G.
Equation (10) follows from eq. (9) and the following calculation:
FG ◦ 〈idC, F
†
G〉
= F ◦ (G× idE) ◦ 〈idC, F
† ◦G〉
= F ◦ 〈G ◦ idC, idE ◦ F
† ◦G〉
= F ◦ 〈idD ◦G,F
† ◦G〉
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= F ◦ 〈idD, F
†〉 ◦G.
We use naturality and the 2-categorical structure of O to show eq. (11):
(φ ∗ (γ × id))
†
= ([idD → FIX] ◦ Λ) (φ ∗ (γ × id))
= (([idD → FIX] ◦ Λ)φ) ∗ γ
= φ† ∗ γ.
Equation (12) follows from proposition 8. Let C be an arbitrary object in C,
then the C-component of FoldFG is:
Fold
FG
C = fold⊥,⊥,FGC = fold⊥,⊥,FGC = Fold
F
GC = (Fold
FG)C .
The proof of eq. (13) is analogous. This completes the proof. ⊓⊔
D Proofs for section 4
Proposition 24. Let K be an O-category with an initial object and strict mor-
phisms. Let F : K → K be locally continuous. The following defines a functor
ConeF : KF →
∫
ConeK ((⊥,⊥, F ),−):
– on objects: ConeF (A, a) = (α,A) where α : Ω(⊥,⊥, F ) ⇒ A is inductively
defined by α0 = ⊥A and αn+1 = a ◦ Fαn
– on morphisms: ConeF f = f .
ConeF restricts to a functor (Ke)
F
→
∫
ConeKe (Ω(⊥,⊥, F ),−) whenever F is
locally continuous. ConeF and its restriction are locally continuous.
Proof. We begin by checking that the functor is well-defined on objects. Let
(A, a) be an F -algebra. We show that α is a cocone on Ω(⊥,⊥, F ) with nadir A.
We must show that for all n, αn = αn+1 ◦ Ω(⊥,⊥, F )(n→ n+ 1). We do so by
induction on n. When n = 0, we have by initiality that
α0 = ⊥A = a ◦ F⊥A ◦ ⊥F⊥ = α1 ◦Ω(⊥,⊥, F )(0→ 1).
Assume the result for some n, then
αn+1 = a ◦ F (αn)
= a ◦ F (αn+1 ◦Ω(⊥,⊥, F )(n→ n+ 1))
= a ◦ F (αn+1) ◦ F (Ω(⊥,⊥, F )(n→ n+ 1))
= a ◦ F (αn+1) ◦Ω(⊥,⊥, F )(n+ 1→ n+ 2)
= αn+2 ◦Ω(⊥,⊥, F )(n+ 1→ n+ 2).
We conclude that α is a cocone. By proposition 21, ⊥A is an embedding. Recall
that locally continuous functors preserve embeddings. If a is also an embed-
ding, then induction gives that each αn is an embedding, i.e., that (α,A) lies in∫
ConeKe (Ω(⊥,⊥, F ),−).
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The action of ConeF on morphisms is clearly functorial and locally contin-
uous. Let (A, a) and (B, b) be F -algebras and let (α,A) and (β,B) be their
respective images under ConeF . We must show that if f : (A, a) → (B, b) is an
F -algebra homomorphism, then it is a morphism of cocones. In particular, we
must show that for all n ∈ N, f ◦ αn = βn. We do so by induction on n. When
n = 0, we have by initiality that f ◦ α0 = ⊥B = β0. Assume the result for some
n. Because f is an F -algebra homomorphism, f ◦ a = b ◦ Ff . It follows that:
f ◦ αn+1 = f ◦ a ◦ Fαn = b ◦ Ff ◦ Fαn = b ◦ F (f ◦ αn) = b ◦ Fβn = βn+1.
We conclude the result by induction. ⊓⊔
We recognize the cocone given in item 1 of proposition 10 as cocone ConeF (A, a)
given by proposition 24.
Proposition 10 ([23, Lemma 2, 11, Theorem 10.3]). Let K be an O-
cocomplete O-category and let F be a locally continuous functor on K. Let
κ : Ω(⊥,⊥, F )⇒ FIX(F ) be the chosen O-colimit.
1. The initial F -algebra is (FIX(F ), fold). Given any other F -algebra (A, a), the
unique F -algebra homomorphism (FIX(F ), fold) → (A,α) is the embedding
φ =
⊔
↑
n∈N αn ◦ κ
p
n, where α : Ω(⊥,⊥, F ) ⇒ A is the cocone inductively
defined by α0 = ⊥A and αn+1 = a ◦ Fαn.
2. The terminal F -coalgebra is (FIX(F ), unfold). Given any other F -coalgebra
(B, b), the unique F -coalgebra homomorphism (B, b) → (FIX(F ), unfold) is
the projection ρ =
⊔
↑
n∈N κn ◦ βn, where β : B ⇒ Ω(⊥,⊥, F ) is the cone
inductively defined by β : β0 = ⊥
p
B and βn+1 = Fβn ◦ b.
3. Given an F -algebra (C, c) where c is an embedding, then (C, cp) is an F -
coalgebra and (φ, ρ) form an e-p-pair.
Proof. We begin by showing item 1. We show that (FIX(F ), fold) is initial. Let
(A, a) be any other F -algebra, and let α : Ω(⊥,⊥, F ) ⇒ A be given as in the
statement. It is the cocone ConeF (A, a) = (α,A) given by proposition 24.
By proposition 1, the mediating morphism (κ,FIX(F )) → (α,A) of cocones
is the embedding
φ =
⊔
↑
n∈N
αn ◦ κ
p
n.
We claim that it is an F -algebra homomorphism (FIX(F ), fold)→ (A, a). We use
the fact that F is locally continuous and compute:
φ ◦ fold
=
(⊔
↑
n∈N
αn ◦ κ
p
n
)
◦
(⊔
↑
n∈N
κn+1 ◦ Fκ
p
n
)
=
⊔
↑
n∈N
αn+1 ◦ κ
p
n+1 ◦ κn+1 ◦ Fκ
p
n
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=
⊔
↑
n∈N
αn+1 ◦ ◦Fκ
p
n
=
⊔
↑
n∈N
a ◦ Fαn ◦ ◦Fκ
p
n
= a ◦ F
(⊔
↑
n∈N
αn ◦ κ
p
n
)
= a ◦ Fφ.
So φ is an F -algebra homomorphism (FIX(F ), fold)→ (A, a).
We now show that φ is the unique such morphism. Let γ be any other F -
algebra homomorphism (FIX(F ), fold)→ (A, a). We show that it is a morphism
of (κ,FIX(F ))→ (α,A) of cocones. We use the fact that (κ,FIX(F )) is the initial
cocone to conclude that γ = φ. We must show that for all n ∈ N, αn = γ ◦ κn.
The case n = 0 is immediate by initiality: α0 and κ0 are both morphisms ⊥ → A.
Assume the result for some n. Recognize fold as the mediating morphism from
the cocone (Fκ, F (FIX(F ))) → ((κn+1)n,FIXF ) in
∫
Cone(FΩ(⊥,⊥, F ),−). So
κn+1 = fold ◦ Fκn for all n ∈ N. We use the fact that γ ◦ fold = a ◦ Fγ and
compute:
γ ◦ κn+1
= γ ◦ fold ◦ Fκn
= a ◦ Fγ ◦ Fκn
= a ◦ F (γ ◦ κn)
= a ◦ F (αn)
= αn+1.
This establishes the first result.
The proof of item 2 is dual to the proof of item 1.
We now show item 3. Let (Γ, γ) be an arbitrary F -algebra where γ is an
embedding. Then (Γ, γp) is clearly an F -coalgebra. Let α : Ω(⊥,⊥, F ) ⇒ C be
given by α0 = ⊥C and αn+1 = c ◦ Fαn. Let β : C ⇒ Ω(⊥,⊥, F ) be given by
βn+1 = Fβn ◦ c
p. By items 1 and 2,
φ =
⊔
↑
n∈N
αn ◦ κ
p
n and ρ =
⊔
↑
n∈N
κn ◦ βn.
We claim that β ◦ α = idΩ(⊥,⊥,F ). We proceed by induction on n to show that
for all n ∈ N, βn ◦ αn = idFn⊥. The case n = 0 is obvious:
β0 ◦ α0 = ⊥
p
C ◦ ⊥C = ⊥⊥ = id⊥ = idF 0⊥.
Assume the result for some n, then:
βn+1 ◦ αn+1
= Fβn ◦ c
p ◦ c ◦ Fαn
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= Fβn ◦ Fαn
= F (βn ◦ αn)
= F (idFn⊥)
= idFn+1⊥.
We also have that α ◦ β ⊑ idC . We proceed by induction to show that for all
n ∈ N, αn ◦ βn ⊑ idC . The case n = 0 is immediate by definition of e-p-pair.
Assume the result for some n, then
αn+1 ◦ βn+1
= c ◦ Fαn ◦ Fβn ◦ c
p
= c ◦ F (αn ◦ βn) ◦ c
p
⊑ c ◦ F (idC) ◦ c
p = c ◦ cp
⊑ idC .
We now compute
ρ ◦ φ
=
(⊔
↑
n∈N
κn ◦ βn
)
◦
(⊔
↑
n∈N
αn ◦ κ
p
n
)
=
⊔
↑
n∈N
κn ◦ βn ◦ αn ◦ κ
p
n
=
⊔
↑
n∈N
κn ◦ κ
p
n
= idC ,
where the last equality is because κ is an O-colimit. Similarly,
ρ ◦ φ
=
(⊔
↑
n∈N
αn ◦ κ
p
n
)
◦
(⊔
↑
n∈N
κn ◦ βn
)
=
⊔
↑
n∈N
αn ◦ κ
p
n ◦ κn ◦ βn
=
⊔
↑
n∈N
αn ◦ βn
⊑
⊔
↑
n∈N
idC
= idC
So we conclude that (φ, ρ) form an e-p-pair. ⊓⊔
Proposition 11. Let E and D be O-categories, and assume E supports canon-
ical fixed points. Let F : D × E → E be a locally continuous functor. Let
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F † : D → E be given by proposition 7, and Fold and Unfold by proposition 8.
Then (F †,Fold) and (F †,Unfold) are respectively the initial F -algebra and termi-
nal F -coalgebra.
1. Given any other F -algebra (G, γ), the mediating morphism φ : F † → G is a
natural family of embeddings. The component φD is the unique FD-algebra
homomorphism (F †D,FoldD)→ (GD, γD) given by proposition 10.
2. Given any other F -coalgebra (Γ, γ), the mediating morphism ρ : Γ → F †
is a natural family of projections. The component ρD is the unique FD-
coalgebra homomorphism (GD, γD) → (F
†D,UnfoldD) given by dualizing
proposition 10.
3. Given an F -algebra (A,α) where α is an embedding in [D
l.c.
−−→ E], then
(A,αp) is an F -coalgebra and (φ, ρ) form an e-p-pair in [D
l.c.
−−→ E].
Proof. We begin by showing item 1. Let (G, γ) be an arbitrary F -algebra. For
every objectD, (F †D,FoldD) is the initial FD-algebra by propositions 7, 8 and 10.
This implies there exists a unique FD-homomorphism φD : F
†D → GD making
the following square commute:
FD(F
†D) F †D
FD(GD) GD.
FoldD
FDφD φD
γD
We claim that these morphisms φD assemble into a natural transformation φ :
F † → G. It will immediately follow that φ is an F -algebra homomorphism from
(F †,Fold) to (G, γ).
To show that φ is natural, let f : A → B be an arbitrary morphism in D.
We must show that the following square commutes:
F †A GA
F †B GB.
φA
F †f Gf
φB
Given an L : E → E, write Lω for the functor Ω(⊥,⊥, L). Let α : FωA ⇒ F
†A
and β : FωB → F
†B be the chosen O-colimits. Because E supports canonical
fixed points, these cocones are colimiting in both Ee and E. Let νA : FωA → GA
and νB : FωB → GB respectively be the cocones the FA-algebra (GA, γA) and
FB-algebra (GB, γB) induce via proposition 24. By comparing propositions 10
and 24, we observe that φA : (α, F
†A) → (νA, GA) and φB : (β, F
†B) →
(νB , GB) are cocone morphisms. Write Ff for the natural transformation ΛFf :
FA ⇒ FB. We then have the following diagram in E, where cocones and natural
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transformations are indicated by ⇒.
F †A GA
FωA
FωB
F †B GB.
φA
F †f GfF
ω
f
α
νA
β νB
φB
(23)
We show that φB ◦ F
†f and Gf ◦ φA are both mediating morphisms from the
colimiting cone α to the cocone νB ◦ Fωf . It will then follow by uniqueness of
mediating morphisms that they are equal and that φ is natural.
We begin with φB ◦F
†f . By definition of F †f , F †f is a mediating morphism
from α to β ◦Fωf . By the remarks above, φB is a mediating morphism from β to
νB, so it is also a mediating morphism from β ◦Fωf to ν
B ◦Fωf . So going around
the left and bottom sides of diagram 23, we get a mediating morphism φB ◦F
†f
from α to νB ◦ Fωf .
We next show that Gf ◦ φA is a mediating morphism. By definition, φA is a
mediating morphism from α to νA. We must now show that Gf is a mediating
morphism from νA to νB ◦ Fωf , i.e., we must show that for all n,
Gf ◦ νAn = ν
B
n ◦
(
Fωf
)
n
: FnA⊥D→ GB (24)
are equal morphisms. We do so by induction on n. When n = 0, initiality gives
us
Gf ◦ νA0 = ⊥GB = ν
B
0 ◦
(
Fωf
)
0
.
Assume the result for some n. To show the result for n+ 1 we must show that
the outer rectangle of diagram 25 commutes:
GA GB
FAGA FBGB
Fn+1A ⊥E F
n+1
B ⊥E
Gf
F (f,Gf)
γA γB
(Fωf )n+1
νAn+1
FA(ν
A
n )
νBn+1
FB(ν
B
n )
(25)
The upper trapezoid commutes by definition of F -algebra and the assumption
that (G, γ) was an F -algebra. The two triangles of diagram 25 commute by
definition of νAn+1 and ν
B
n+1 (cf. proposition 24). The bottom trapezoid is equal
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to the perimeter of diagram 26:
FAGA
FA(Gf)
// FAGB
(Ff )GB
// FBGB
Fn+1A ⊥E
FA(ν
A
n )
OO
FA((Fωf )n)
// FAF
n
B⊥E (Ff )Fn
B
⊥E
//
FA(ν
B
n )
OO
Fn+1B ⊥E.
FB(ν
B
n )
OO
(26)
Indeed, the top morphism of diagram 26 is exactly F (f,Gf):
F (f,Gf) = F (f, idGB) ◦ F (idA, Gf) = (Ff )GB ◦ FA(Gf).
The bottom morphisms are equal by definition of Fωf (eq. (7)):(
Fωf
)
n+1
= Ω(id⊥, F
ω
f )n+1
= F
(n+1)
f ∗ id⊥E
=
(
F
(n+1)
f
)
⊥E
=
(
Ff ∗ F
(n)
f
)
⊥E
= (Ff )Fn
B
⊥E
◦ FA
((
F
(n)
f
)
⊥E
)
= (Ff )Fn
B
⊥E
◦ FA
((
Fωf
)
n
)
.
To see that diagram 26 commutes, we note that the left square commutes by
applying FA to the square given by the induction hypothesis. The right square
commutes by naturality of Ff . By pasting, the perimeter commutes. So we con-
clude that the bottom trapezoid of diagram 25 commutes.
By pasting the two trapezoids and two triangles, we get that diagram 25 com-
mutes. Equation (24) then holds by induction, so Gf is a mediating morphism
from νA to νB ◦Fωf . By composing around the top and right sides of diagram 23,
we get a mediating morphism from α to νB ◦ Fωf .
By the remarks following diagram 23, we conclude that φ is a natural trans-
formation from F † to G. Because every component was an embedding, it is a
natural family of embeddings.
Dualizing the above argument gives us that (F †,Unfold) is a terminal F -
coalgebra. The proof of item 2 is obtained from the proof of item 1 by replacing
all occurrences of “cocone” by “cone”, “colimit” by “limit”, “embedding” by
“projection”, and “initial” by “terminal”.
To show item 3, let (A,α) be an arbitrary H-algebra and assume α is a
natural embedding. By definition, αp is a natural projection, and (A,αp) is then
an H-coalgebra. Let φ and ρ be the natural transformations given by items 1
and 2 and let D be an object of D. Then the D-components of φ and ρ are
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respectively the mediating morphisms given by the initiality of the FD-algebra
(F †D, foldD) and the terminality of the the FD-coalgebra (F
†D, unfoldD). By
proposition 10, these form an e-p-pair. Because D was arbitrary, it immediately
follows that (φ, ρ) form an e-p-pair in [D
l.c.
−−→ E]. ⊓⊔
