Abstract-Reliable fault detection systems in industrial processes provide pertinent information for improving the safety and process reliability and reducing manpower costs. Here, we present a flexible and efficient fault detection approach based on the continuous ranked probability score (CRPS) metric to detect faults in multivariate data. This approach merges partial least squares (PLS) models and the CRPS metric to separate normal from abnormal features by simultaneously taking advantage of the feature representation ability of a PLS and the fault detection capacity of a CRPS-based scheme. The proposed approach uses PLS to generate residuals, and then apply the CRPS-based chart to reveal any abnormality. Specifically, two monitoring schemes based on the CRPS measure have been introduced in this paper. The first approach uses the Shewhart scheme to evaluate the CRPS of the response variables residuals from the PLS model. The second approach merges the CRPS into the exponentially weighted moving average monitoring chart. We assess the effectiveness of these approaches by using real and simulated distillation column data. We also compare the detection quality of PLS-based CRPS charts with that of PLS-based T 2 , Q, multivariate cumulative sum, and multivariate exponentially weighted moving average methods. Results show that the capacity of the proposed scheme can reliably detect faults in multivariate processes.
I. INTRODUCTION

F
AULT detection in industrial processes is a key enabler for enhancing safety and process reliability, improving profitability and reducing manpower costs [1] - [5] . The main goals of process monitoring are to efficiently detect unacceptable process degradation and to identify the source of abnormality. Multivariate statistical process monitoring methods have been intensively used in process industries to accomplish these objectives [2] , [6] . Monitoring methods can provide a warning of unusual changes in the inspected process, and help to identify the onset of potential process or sensor faults. This paper focuses on fault detection tasks, particularly in the monitoring of auto-correlated processes. Advances made in the areas of online instrumentation and data acquisition have made it possible to collect large amounts of data in the chemical process industry. Given that the data have a certain level of redundancy, it becomes possible to detect any abnormality in the process. Over the past four decades, several fault detection techniques have been developed [4] , [7] - [9] . They are classified into two main categories: those using a data-based approach and those using a model-based approach [10] , [11] . The basic philosophy behind model-based approaches is comparing the measured data from a monitored process with analytically computed outputs, and gives a signal when significant differences are identified [4] . Model-based statistical approaches for process monitoring have produced good results in practice [2] , [12] - [16] . However, these approaches depend on the accuracy of the model used. In the absence of analytical models, data-driven approaches can be good alternatives for process monitoring [14] , [17] . Some data-based approaches use empirical models constructed by analyzing available data [2] , [12] , [18] - [20] ; others rely on machine learning techniques, such as support vector machine [5] , fuzzy inference-based fault detection schemes [21] , and random forests classifiers [22] . Data-based methods rely on the availability of quality input data, and their implementation is no easy task, especially for real-time applications.
The purpose of multivariate data-based techniques is to analyze high dimensional data to extract feature information via immeasurable variables (latent variables) [23] . Indeed, due to dependency and collinearity factors, variations are, for the most part, by only a small number of latent variables termed principal component. For example, the monitoring of chemical process industries involves a large set of measurements that lead to a large amount of redundant information resulting in illconditioning or collinearity problems and poor estimation of the model parameters [24] . It is therefore desirable to eliminate such redundancy from the data set by carefully selecting the key variables. Modeling tools such as multivariable statistical projection methods, which include partial least square (PLS), principal component regression (PCR) and regularized canonical correlation analysis (RCCA), address effectively handle this issue via regression on a smaller number of transformed variables called "latent variables". These modeling approaches result in well-conditioned parameter estimates and good model prediction [24] . Moreover, they were intensively studied and used for the rank reduction of the observed data as well as to reveal underlying relationships across variables. The data-based process monitoring approaches have broad applications [2] , [25] , [26] . One of them partial least square (PLS) method, has recently received much attention from statisticians and researchers [27] - [29] . PLS is a basic method of multivariate analysis and is a powerful tool in processes monitoring [2] , [30] , [31] . PLS also stands for projection on latent structures, determines an appropriate pair of latent variables (unmeasured variables), both input and output physical variables so that the transformed variables have the largest covariance [32] . Numerous extensions of PLS have been designed to meet various practical requirements. The multi-block PLS [33] , modified PLS [26] , dynamic PLS [25] and kernel PLS [34] are a few examples.
The occurrence of possible faults in process monitoring can be caused by malfunctioning sensors, also termed 'faulty sensors', or by irregular process modifications. The accurate detection of faults is crucial for maintaining a monitored system that meets all its designed requirements. However, conventional PLS-based T 2 and Q charts are often ineffective or fail to detect faults as they make a decision based on the last observation alone. Thus, the main focus of our work is the development of more sensitive monitoring techniques that can detect faults in multivariate input-output data. To this end, we propose an effective fault detection approach based on continuous ranked probability score (CRPS) as an improved alternative for fault detection. CRPS has been used extensively in probabilistic forecasting as a metric for evaluating the quality of forecasts by quantifying the discrepancies between the observation (a scalar) and the cumulative distribution function (CDF) of the forecasting distribution [35] , [36] . Our objective is to use CRPS for fault detection. Here, it is adopted as fault detection index. This method is attractive because it is intuitive and easy to implement. Additionally, it is important to note that other techniques based on the common distribution measures such as the Hellinger distance and the KullbackLeibler divergence [37] , use residual distributions (before and after an anomaly) to detect potential faults. These distributionbased fault detection methods are batch. In other words, they need the entire a priori data to be available in order to compute residual distributions of training and testing data. In real processes, however, data are continuously collected, and in most cases, monitoring their key variables is needed online, as these variables are being measured. Therefore, it is essential to develop fault detection methods that handle online processes. The other CRPS compares a full distribution with a certain point which makes it very attractive for real-time fault detection. Furthermore, the closed form of the CRPS metric that exists for most classical parametric distributions, makes it more flexible for non-Gaussian data than for conventional charts such as the T 2 , Q, MCUSUM and MEWMA charts, which are designed based on the assumption that the process observations are normally distributed. A CRPS metric is a powerful tool that has been used to quantify distances between probability distributions [35] . Additionally comparing each new observation with the full reference CDF, makes this chart very sensitive to significant any deviation in mean and/or variance of the monitored process. Therefore, it is very attractive for real-time fault detection. Until recently, CRPS metric, however, has not been used to improve the performance of univariate monitoring charts. Here, we focus on the development of a new CRPS monitoring technique based on latent variable regression models. Thus, integrating the feature-extraction capability of PLS modeling with change detection capacity of the CRPS scheme can provide very competitive performance in fault detection. We develop two new PLS-based CRPS monitoring techniques that can be very sensitive to small changes. The first approach uses the Shewhart scheme to evaluate the CRPS of the residuals from the PLS model. The second approach merges the CRPS into the exponentially weighted moving average monitoring chart. We apply the PLS-based CRPS approaches to simulated and real distillation column data, and compare its performances with the performance of conventional PLS-based Q, T 2 , MEWMA and MCUSUM methods.
The following section briefly reviews the linear PLS method used for the multivariate process monitoring. Section III reviews the MEWMA and MCUSUM charts and how they can be merged with PLS method and used for fault detection. We then introduce two new multivariate monitoring methods based on CRPS metric in Section IV. In Section V, we assess the efficiency of the developed approach using via a simulation study and a real data application, and Section VI concludes with a discussion.
II. PARTIAL LEAST SQUARES (PLS)-BASED CHARTS
Consider a properly scaled input data matrix or measurement matrix X ∈ R n×m with n measurements, m input process variables and an output data matrix Y ∈ R n× p with p output variables. PLS successively extracts latent variables (LVs) from both X and Y so that the covariance between the extracted LVs is maximized. More details on PLS modeling are included in [17] , [29] - [31] , and [38] . A PLS model comprises itself two models: the inner and outer models [32] , [38] (see Figure 1 ). The outer model establishes the relationships between the input and output matrices with their LVs [38] :
where X and Y contains the most significant variations present in data X and Y respectively, T ∈ R n×l and U ∈ R n×q represent a matrix of the transformed uncorrelated variables, and l is number of retained LVs. Here, l is such that there is no important process information left in E ∈ R n×m and F ∈ R n× p ; E and F are expected to contain only the random noise. The matrices P ∈ R m×l and Q ∈ R p×q are the loading of X and Y, respectively. Figure 1 shows a schematic example of the basic principle PLS in which m = 3, p = 3, and l = 1. In PLS, it is very crucial to find the optimal number of LVs to be kept in the model [39] . In this paper, the crossvalidation technique is employed to select the number of retained LVS [39] . As per this method, the total fault-free data set is split into two sets (i.e., training and testing data set). The PLS model is developed using the training data set, and then tested with the testing data set. The prediction ability of the developed model is determined using mean square error (MSE) based on testing data set. As the latent variable is added iteratively to the model, MSEs are calculated using the testing data set. The optimal number of latent variables is determined by locating the minimum of MSE. The latent variables of input and output data are related via the inner model as:
where B and H are the regression matrix and the residual matrix, respectively. The regression coefficients of the regression matrix B are determined by minimizing the residuals H. We can compute Y as
where matrix F * is the residual matrix presenting the unexplained variance. The extraction of each pair of LVs, t j and u j ( j = 1, . . . , l) is done iteratively via the non-linear iterative partial least squares (NIPALS) algorithm [30] . Once the PLS model is constructed, residuals are used in the fault detection step by control schemes, such as Hotelling T 2 and square prediction error (SPE) charts [40] . The T 2 statistic monitors changes in the LVs subspace. The SPE statistic, also termed Q, monitors residual subspace.
where, σ 2 i is the estimated variance of the corresponding LV t i . T 2 quantifies changes in LV's subspace. An abnormal variation in the LV's subspace is declared if some points overpass the statistic threshold,
The Q statistic is calculated as in [31] :
It is designed to monitor the prediction error. e = x −x represents the residual, which is the difference between the measured variable, x, and the predicted variables,x, using the PLS model. The SPE quantifies the deviation between each sampling data and the model. The SPE control limits are given in [41] . It is designed to monitor the prediction error. The SPE quantifies the deviation between each sampling data and the model. We claim that there is an anomaly in the monitored process when
where Q α is a decision threshold, defined by [31] 
where
, and c α is the confidence limits for the 1 − α percentile in a normal distribution. As shown previously, control limits obtained from Q and T 2 statistics require the assumption that the observed values are temporally non-correlated and normally distributed. PLS-T 2 and PLS-Q approaches fail to detect changes [42] . Motivated by the sensitivities of MEWMA and MCUSUM to small faults [42] and the powerful of the CRPS metric to quantify a distance between a certain point and a probability distribution [36] , we propose three innovative monitoring charts to effectively monitor the mean in multivariate processes: PLS-based MEWMA, MCUSUM and CRPS fault detection methods. In Section III, below, we briefly describe how these fault detection methods are designed.
III. PLS-BASED MCUSUM AND MEWMA CHARTS
MCUSUM and MEWMA schemes, which are based on a decision rule that account for information from past observations, are used as a better alternative to conventional PLS approach (i.e., T 2 and Q), particularly for detecting small faults [42] . This section briefly describes the MEWMA and MCUSUM charts.
A. MCUSUM Monitoring Chart
MCUSUM schemes have the ability to detect changes in the process mean [42] . The MCUSUM chart aggregates all the information from past and current samples in the decision procedure. Numerous versions of the MCUSUM monitoring scheme are reported in the literature [42] . We use the version proposed by Montgomery [42] that receives much attention in the literature. Let X t = (X 1 , X 2 , . . . , X m ) T , be a sequence of i.i.d. N p (μ, ) random vectors obtained from a p-dimensional production process. The process is under nominal conditions when μ = μ 0 , and under abnormal operating conditions when μ = μ 0 , where μ 0 is the mean of fault-free data. The decision statistic of the MCUSUM scheme, C t , can be computed by the recursive formulas [42] .
and
, where μ 1 represents the out-of-control process mean vectors. Montgomery [42] recommended that L 0 = 0 and k = √
and follow the convention of resetting the MCUSUM scheme following a signal. This chart gives a signal of mean shift when C t is larger than the critical value H , where H is a decision threshold chosen to achieve a pre-defined probability of false alarm [42] . The H value can be determined by a Monte Carlo simulation [42] .
B. MEWMA Monitoring Chart
Let us consider the input data matrix
Herein, m represents the number of the process variables, that are computed at each time point. The MEWMA statistic is computed at each observation time point as follows [42] :
where the initial value
generally set equal to the sample mean of the historical data without change (training data).
is the diagonal m × m matrix of the smoothing constant, with λ j ∈ [0, 1], and I m×m denotes the identity matrix. Generally, a small value of λ is selected (i.e., more weight is given to past observations) to detect small deviations, whereas a large λ value is suitable to detect large changes [42] . The charting statistic plotted in the chart is:
where Z t ∈ R m×m is the covariance matrix of Z t [42] ,
where is the covariance of the input data. The MEWMA chart with the charting statistic V 2 t gives a signal of mean shift when V 2 t overpass a decision threshold h. The threshold h can be determined via simulation for a given probability of false alarm [42] .
Combining the benefits of PLS modeling with those of the memory monitoring charts, MCUSUM and MEWMA, should result in an enhanced fault detection system, in particular for detecting small faults. To achieve this coupled approach, we develop the PLS-based MCUSUM and MEWMA fault detection schemes. We apply MCUSUM and MEWMA charts to ignored LVs obtained from the PLS model. The ignored latent variables associated with small eigenvalues should be useful for detecting small shifts. The ignored latent variables, which capture the variability that arises from noise, represent the residuals of the process. Indeed, the ignored LVs are close to zero under normal operation and change significantly in the presence of faults. Here, the ignored LVs are used as faults indicator. Another option for enhancing the sensitivity of the PLS-based monitoring approach, with respect to small changes, is to use the CRPS metric. In the next section, we present the design of the PLS-CRPS approach. 
IV. PLS-BASED CRPS CHART
In this section, we develop an innovative fault detection approach using the continuous ranked probability score (CRPS). The CRPS metric has been extensively used to assess the forecasting accuracy of the probabilistic forecasting field [35] , [36] , [43] . By using CRPS, both sharpness and accuracy of forecasting are taken into account in evaluating the quality of forecasts [44] .
Definition 1 (Continuous Ranked Probability Score): let us consider X be a random variable with the cumulative distribution function (CDF) F, with F(y) = P[X ≤ y]. Let x be the observation, and F the CDF associated with an empirical probabilistic forecast. Let 1{.} represents the indicative function (if x < y, the indicative function value is 1; and 0 otherwise). The CRPS between x and F, which measures the integral square difference between the CDF of the prediction F, and the corresponding CDF of the observed variable, is defined as [43] :
The schematic representation of CRPS is presented in Figure 2 . The CRPS is the area between the two CDFs, F and 1{x} (the shaded area). A perfect CRPS score is zero. Let us consider the particular case when the predictive distribution is a Gaussian vector with mean μ and variance σ 2 , the closed form of CRPS is [45] ,
where φ and represent the standard Gaussian PDF and CDF, respectively. Analytic forms of CRPS(F, y) exist for most classical parametric distributions such as the Laplace distribution, Gamma distribution, Log-normal distribution, Exponential distribution, and Beta distribution [46] - [48] . In many applications, the closed form of F is not available and must be estimated from the data sets. Here, we introduce the CRPS metric for process monitoring and propose an effective anomaly detection approach to monitor multivariate input-output processes. This approach merges a PLS model and a CRPS-based chart to separate normal from abnormal features by simultaneously taking advantage of the feature-extraction capability of the PLS model and the sensitivity capacity to anomalies of CRPS. We first build an appropriate PLS under fault-free conditions. This model is then applied to inspect process variables for abnormal events by looking for future deviations from normality. In this approach, the output PLS residuals, which are defined as the differences between the measured response variables and those estimated by the PLS model, are used as anomaly indicators. The CRPS is used to quantify the distance between a reference CDF of the output residual, which is obtained from the PLS model using fault-free data, and the actual residual observation. CRPS is suitable for real-time detection; each incoming single-value observation is immediately compared to the CDF of fault-free residual. Indeed, under nominal conditions, CRPS becomes closer to zero, whereas a larger CRPS value is obtained under abnormal conditions that lead to poor performance. To check whether the process is running under control at the i-th time point, it is natural to consider the following hypotheses: the null hypothesis (H 0
R P S(F, x) ≤ h) and the alternative hypothesis (H 1 : C R P S(F, x) > h).
Hence, to detect faults statistically, two fault detection schemes based on the CRPS measurements and Shewhart and EWMA schemes have been introduced. The first scheme is the CRPSShewhart monitoring scheme, which applies Shewhart chart to the CRPS sequences to detect faults. The second scheme merges CRPS and EWMA chart, where the EWMA chart is applied to the CRPS sequences for fault detection.
A. Mixed CRPS-Shewhart Monitoring Scheme
The mixed CRPS-Shewhart chart combines CRPS measure and Shewhart chart also known as the three-sigma rule. Specifically, in CRPS-Shewhart chart, CRPS measurements are used as the input to Shewhart chart for anomaly detection. The three-sigma rule is used to compute the detection threshold h, expressed as:
where μ C R PS 0 and σ
are the mean and standard deviation of CRPS measurements under anomaly-free case. A fault is detected when some points exceed the decision threshold of the CRPS-based chart, h. Next, we describe the CRPS-EWMA scheme.
B. Mixed CRPS-EWMA Monitoring Scheme
Here, we briefly describe the proposed PLS-based CRPS-EWMA fault detection scheme. PLS residual sequences have been utilized as a fault detection indicator. Fault decision statistic has been designed using CRPS as a measure between PDFs of fault-free residuals and actual residual then mixed with EWMA chart for fault detection. The main advantage of combining CRPS and EWMA for fault detection is that EWMA scheme aggregates all of the information from past and actual samples in the decision rule. Defining the vector of CRPS measurements as computed in (14) :
The CRPS-EWMA fault decision statistic is computed as follows:
where the initial value, z C R PS 0 is the anomaly-free mean of CRPS vector, μ C R PS 0 . ν (0 < ν ≤ 1) is a smoothing parameter. Generally, a small value of ν is selected (i.e., more weight is given to past observations) to detect small changes in the process mean. A value of ν is usually chosen between 0.2 and 0.3 [49] . When the CRPS-EWMA statistic, z C R PS t , is beyond the decision threshold, h E W M A , then we claim that there is a fault. Otherwise, the supervised process is considered in control. The CRPS-EWMA fault detection threshold is designed as [50] ,
where L is the width of the control limits. When a univariate EWMA chart is utilized to detect abnormal measurements in a single variable, then the univariate EWMA chart usually has two parameters involved (i.e., ν and L). The proposed strategy comprises two main stages: model construction based on fault-free dataset, and online fault detection using the CRPS-based monitoring chart. In model identification, our objective is to find a sound PLS model for estimating the LV space or its complementary part, the residual space (in fault detection problem, the later is critical). The schematic representation of the proposed PLS-CRPS algorithm is presented in Figure 3 .
V. EXPERIMENTAL RESULTS AND DISCUSSION
This section reports on the effectiveness of the proposed PLS-CRPS approach through simulation and practical distillation column data. We compared the proposed PLS-CRPS algorithm with the PLS-based T 2 , Q, MCUSUM, and MEWMA algorithms.
A. Monitoring of Distillation Column Data
To validate the performance of the PLS-CRPS approach, we used data collected from a distillation column simulated via Aspen (see [51] for details). The generated data consist of twelve input variables (i.e., ten temperatures (T c ) collected at different stages in the monitored column, the feed flow rates, and the reflux stream), and one output variable (i.e., the composition of the light component in the distillate stream). A data set consisting of 1024 samples is generated using an Aspen simulator. Figure 4 illustrates the dynamic input-output data of the distillation column under nominal operating conditions with a signal-to-noise ratio of 10. The first half of the data set is used to train the PLS model and the rest of the data is used for testing. Cross-validation is used to choose the number of LVs in the PLS model. Three LVs are selected in order to build the PLS model (provided R 2 = 0.96 and Figure 5 . Results demonstrate that the constructed PLS model performs well when describing distillation data. When the model is used for prediction, the mean and standard deviations of training data are used to scale the available testing data. In Table I , we introduce two types of faults in the testing datasets and compare the performances of the six charts. In each experiment, we measure the false alarm rate (FAR) and the miss detection rate (MDR). The smaller the FAR and MDR are, the better the detection rate is [4] .
Case (i) -Bias Sensor Fault:
In this section, we assess the performance of the PLS-CRPS algorithm for detecting abnormal abrupt increases in temperature measurement, T C3 , for sampling times ranging from 100 to 150. This change is equal to 2% of the total variation found in the raw data. Monitoring results of the Q and T 2 charts are shown in Figure 6(a)-(b) . This figure shows that neither of these charts can produce a signal. In this case study, the PLS-based Q and T 2 charts are insensitive to the simulated faults because they are designed to detect moderate and large mean shifts, which is not the case here as the simulated mean shift is quite small. Figure 6(c) , shows detection results of the PLS-MCUSUM algorithm with (k = 0.5 and H = 6.88). We see that the PLS-CUSUM chart detects this fault, but that it also results in a high false alarm rate (i.e., FAR=59.95%) and some missed detections (MDR=4%). However, the results of the PLS-MEWMA chart with λ = 0.25, represented in Figure 6(d) , clearly show the capacity of this approach to detect this small anomaly with zero false alarm (i.e., FAR=0%) and low missed detections (MDR=2%). The results from the PLS-based CRPS-Shewhart algorithm are shown in Figure 6(e) . From the plot, we see that the simulated fault is correctly detected by the chart based on CRPS-Shewhart (i.e., FAR=0.2165% and MDR=0%). The monitoring results from the CRPS-EWMA approach are presented in Figure 6 (f). In this example, the CRPS-EWMA detected this bias fault without false alarms (i.e., FAR=0%) and resulted in MDR=0.21%.
Case (ii) -Intermittent Sensor Fault:
Here, we assess the PLS-CRPS approach in presence of intermittent faults. Intermittent faults occur and disappear repeatedly. First, we inject a bias of amplitude 2% of the total variation of raw data in temperature T c 3 for samples 50 to100, and for samples 150 to 250. Detection results of the six charts are given in Figure 7(a)-(d) . Conventional PLS-based charts (i.e., T 2 and Q statistics) are not sensitive to process mean faults when these faults are small (see Figure 7(a) and 12(b) ). In this example, the T 2 resulted in FAR=7.75% and MDR=100%, and the Q resulted in FAR=4.75% and MDR=100%. The PLS-MCUSUM chart (Figure 7(c) ) detects this type of fault, but with several false alarms and some missed detections (i.e., MDR=1.33% and FAR=86.19%). Figure 7(d) shows that the PLS-MEWMA chart correctly detects these intermittent faults without false alarms, (i.e., MDR=1.33 and FAR=0%). The plot in Figure 7 (e) clearly show the capability of the PLS-based CRPS-Shewhart chart in detecting this intermittent faults. We see that the CRPS-EWMA chart correctly detects the introduced faults without missed detection and results in few false alarms (i.e., FAR=1.14% and MDR=0%). These results show again the superiority of the CRPS-EWMA approach over other charts. Figure 7 (f) shows detection results of the CRPS-EWMA algorithm. We see that the CRPS-EWMA chart correctly detects the introduced faults without missed detection and results in few false alarms (i.e., FAR=1.14% and MDR=0%). This example testifies again the powerful of the proposed charts in detecting small faults (see Figures 7(e)-(f) ). The CRPS-EWMA chart is good for detecting relatively small and persistent faults, its performance is slightly higher to that of the MEWMA chart, and it is easy to understand and implement.
Case (iii): Drift Sensor Fault:
Gradual fault usually characterized by a slow increase of abnormal measurements. In this case, we evaluate that there is a possibility that PLS-CRPS may detect gradual faults. We observe a drift with a slope of 0.01, compared to raw measurements of T C3 from sample number 250. Results for T 2 and Q charts are presented in Figures 8(a)-(b) . Figure 8(a) shows that the T 2 statistic is not able to detect the introduced change. Figure 8(b) indicates that the PLS-Q scheme detects an anomaly for sample 356. The PLS-based MCUSUM and MEWMA charts gives the first signal of fault at the 330th time point (see Figures 8(c)-(d) ). In the MCUSUM chart, k and h are chosen to be 0.5 and 6.88, respectively; in the MEWMA chart, λ is chosen to be 0.5. The monitoring results based on the PLS-based CRPS-Shewhart approach are presented in Figure 8 (e). A fault is first detected at the 290th time point. Figure 8(f) indicates that CRPS-EWMA scheme detected an anomaly at sample 273. Therefore, fewer extra observations are required for the CRPS-EWMA scheme to detect this fault, compared to the other schemes. As a summary, this example demonstrates that the convention PLS-based T 2 , Q, MCUSUM and MEWMA charts cannot be effective in detecting small faults, but the performance of the proposed charts are reasonably satisfactory. The PLS-CRPS chart performs the best in this case.
B. Experimental Study Using Packed Bed Distillation Column
We perform experimental investigations to test the effectiveness of the PLS-CPRS approach using a packed bed distillation column ( Figure 9 ). This column is made of stainless steel and is six inches in diameter. It consists of three sections, 20-feet high, packed with Koch Sulzer material up to the top. A liquid distributor is fixed at the top of each section to ensure a uniform liquid distribution. The column has two feed points at different locations on the column: one above the bottom packed bed, and one above the middle -packed bed. The system is designed so that the feed and reflux flows can be regulated using controlled pumps, i.e, FIC 401 (for the feed flow) and FIC 403 (for the reflux flow) (Figure 9 ). To monitor the temperature profile of the column, six temperature sensors (Resistance Temperature Detectors i.e., T1 408 to T1 416 in Figure 9 ) are installed at different locations on the column. In addition, a RTD sensor, a flow sensor, and a level sensor are used at different locations just to monitor other parameters of the system for a smooth conduct of experiment. A mixture of methanol and water is used in the experimental study. Column control is ensured by the Delta V system, an industrial quality Distributed Control System (DCS), Delta V from Emerson Process Management.
1) Data Collection:
The study first involves the generation of perturbation data of the packed bed distillation column. The resulting datasets are used for PLS model estimation and validation purposes. The feed and reflux flow rates are perturbed approximately at the nominal operating conditions described in [51] . The variables are sampled constant sampling rated at 4 sec (T). The perturbation in the inputs is carried out sequentially. First, the feed flow is perturbed at ±50%, and the system is allowed to reach nominal conditions. The reflux flow is then perturbed around nominal conditions, i.e. ±40%. Figure 10 shows the perturbations in the inputs and Figure 12 shows the variations of the column composition when changing the input variables.
For the modeling part, a total of six temperatures, flow rates of feed and reflux are considered as input variables. The composition of the light component (methanol) in the distillate (i.e., xD) considered as an output variable. Figure 12 shows the measured xD and the predicted xD obtained by the reference PLS model. After the process model has been successfully constructed using training data, we can proceed with fault diagnosis. Two different types of faults are simulated to assess the detection ability of the proposed algorithms: abrupt anomalies and gradual faults.
Case (a) -Abrupt Fault:
524 samples are collected from the distillation column ( Figure 9 ) for testing purposes. An abrupt change is simulated by introducing a small constant change of 5% magnitude to the temperature measurement, T 3 , between sample times 200 and 300. As expected, the PLS-T 2 chart is shown in Figure 13(a) . The PLS-T 2 is ineffective when the magnitude of the fault is relatively small (see Figure13(a) ). Figure 13 (b) shows that the fault is detected by the Q chart but with a high rate of false alarms (FAR=77.46%). The performance of the PLS-based MCUSUM and MEWMA charts are shown in Figure 13(c)-(d) . Using the PLS-MCUSUM method, the FAR and MDR are found to be 2% and 28%, respectively. The PLS-MEWMA method leads to a lower FAR and MDR of 0.7% and 4%, respectively. The PLS-CRPS scheme applied to the testing dataset is represented in Figure 13 (e). This figure shows that the PLS-CRPS scheme detects the fault, but with some missed detections (MDR=14%). Figure 13(f) shows that the CRPS-EWMA scheme detects this introduced fault but with few false alarms (i.e.,FAR=0.73% and MDR=0%). Anomaly detection based on CRPS-EWMA scheme improves the detection quality by reducing the rate of false alarms and missed detections. These results show the superiority of the CRPS-EWMA approach over other approaches.
Case (b) -Drift Sensor Fault:
If faults are left undetected for a long period of time serious damages might occur. Much time and money can be saved by early detection of faults. For the experiment using a gradual fault, a slope of 0.05 is introduced to the temperature sensor, T C 3 , starting at sample 200 and finishing with sample 524, the last one of the set. Monitoring results of the fifth charts are shown in Figures 14(a)-(e) . The PLS-based T 2 and Q charts exhibit a very poor fault detection performance (Figures 14(a)-(b) ). Figures 14(c)-(e) show that the PLS-based MCUSUM, MEWMA, and CRPS-Shewhart charts detect the first signal at the 250 observation. The parameters for the MEWMA and MCUSUM monitoring charts are the same as for the first case study. The CRPS-EWMA monitoring scheme signals this fault reasonably fast at the 215th time point. Therefore, fewer extra observations are required for the CRPS-EWMA scheme to detect this fault, compared to the other schemes. The proposed CRPS-EWMA method clearly outperform the T 2 , Q, MCUSUM, MEWMA and CRPS-Shewhart methods.
As a summary, this case study demonstrates that the conventional PLS-based T 2 , Q and MCUSUM charts cannot be effective in detecting both faults, whereas the performance of the PLS-based MEWMA and CRPS-Shewhart charts perform reasonably well. Furthermore, the results show the superior performance of the CRPS-EWMA in detecting small faults.
VI. CONCLUSION
We show that the conventional PLS-based fault detection indices do not always have a satisfactory detection performance, especially in the case of small faults. Here, we propose a simpler and more sensitive alternative to conventional PLS methods based on CRPS chart for fault detection. PLS model performed effective dimension reduction and revealed interrelationships between the input and output variables, while CRPS-based schemes (i.e., CRPS-Shewhart and CRPS-EWMA) demonstrated superior detection capacity. The superior performance of this new fault detection method combining the use of PLS and CRPS metric is demonstrated via simulated distillation column data and experimental data using a packed bed distillation column. This study also shows that a better result can be obtained by applying the PLS-based CRPS-EWMA scheme.
Conventional multivariate fault detection methods MEWMA and such as MCUSUM rely on the assumptions of normality, independence of the data or residuals. A waveletbased multiscale representation of data shows a good performance in separating noise from the data, approximatively decorrelating auto-correlated data and transforming the data to better follow the Gaussian distribution. It would be interesting to develop a statistical approach that can handle non-Gaussianity in the data by exploiting the benefits of the multiscale representation of data and those of the MEWMA and MCUSUM charts to better detect faults.
