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We investigate the phase diagram and critical behavior of three-dimensional multicomponent
Abelian-Higgs models, in which an N-component complex field za
x
of unit length and charge is
coupled to compact quantum electrodynamics in the usual Wilson lattice formulation. We determine
the phase diagram and study the nature of the transition line for N = 2 and N = 4. Two phases
are identified, specified by the behavior of the gauge-invariant local composite operator Qab
x
=
z¯a
x
zb
x
− δab/N , which plays the role of order parameter. In one phase, we have 〈Qab
x
〉 = 0, while
in the other Qab
x
condenses. Gauge correlations are never critical: gauge excitations are massive
for any finite coupling. The two phases are separated by a transition line. Our numerical data are
consistent with the simple scenario in which the nature of the transition is independent of the gauge
coupling. Therefore, for any finite positive value of the gauge coupling, we predict a continuous
transition in the Heisenberg universality class for N = 2 and a first-order transition for N = 4.
However, notable crossover phenomena emerge for large gauge couplings, when gauge fluctuations
are suppressed. Such crossover phenomena are related to the unstable O(2N) fixed point, describing
the behavior of the model in the infinite gauge-coupling limit.
I. INTRODUCTION
Models of complex scalar matter fields coupled to
gauge fields have been much studied in condensed matter
physics, since they are believed to describe several inter-
esting systems, such as superconductors and superfluids,
quantum Hall states, quantum SU(N) antiferromagnets,
unconventional quantum phase transitions, etc., see, e.g.,
Refs. [1–6] and references therein. Scalar electrodynam-
ics, or Abelian-Higgs (AH) model, is a paradigmatic
model, in which a N -component complex scalar field Φ is
minimally coupled to the electromagnetic field Aµ. The
corresponding continuum Lagrangian reads
L = |DµΦ|2 + r |Φ|2 + 1
6
u (|Φ|2)2 + 1
4g2
F 2µν , (1)
where Fµν ≡ ∂µAν − ∂νAµ, and Dµ ≡ ∂µ + iAµ. The
renormalization-group (RG) analysis of the continuum
AH model [7, 8] should provide information on the nature
of the finite-temperature phase transitions occurring in
d-dimensional systems characterized by a global U(N)
symmetry and a local U(1) gauge symmetry.
In this paper we consider the multicomponent AH
model, in which the scalar field Φ has N ≥ 2 compo-
nents. Such a model has a local U(1) gauge invariance
and a global U(N) invariance. We assume that the field
belongs to the fundamental representation of the U(1)
group, i.e., it has charge 1. The one-component AH
model has been extensively discussed in the literature
[9–13]. In three dimensions, these systems may undergo
continuous transitions in the XY universality class.
Lattice formulations of the three-dimensional AH
model are obtained by associating complexN -component
unit vectors zx with the sites x of a cubic lattice, and
U(1) variables λx,µ with each link connecting the site x
with x+ µˆ (where µˆ = 1ˆ, 2ˆ, . . . are unit vectors along the
lattice directions). The partition function of the system
reads
Z =
∑
{z},{λ}
e−H , (2)
where the Hamiltonian is [14]
H = −βN
∑
x,µ
(z¯x · λx,µ zx+µˆ + c.c.) (3)
− βg
∑
x,µ6=ν
(
λx,µ λx+µˆ,ν λ¯x+νˆ,µ λ¯x,ν + c.c.
)
,
where the first sum is over all links of the lattice, while
the second one is over all plaquettes.
For βg = 0 we recover a particular lattice formulation
of the CPN−1 model, which is quadratic with respect to
the spin variables and contains explicit gauge link vari-
ables. The CPN−1 model has been extensively studied.
In spite of several field-theoretical and numerical studies
for N = 2, 3, 4 and N → ∞, there are still some contro-
versies on the nature of its transition [6, 8, 15–19]. For
βg →∞ the gauge link variables are all equal to 1 modulo
gauge transformations and the AH model becomes equiv-
alent to the standard O(n) vector model with n = 2N ,
whose critical behavior is well understood [20]. We also
mention that some numerical results for the AH lattice
model (3) have been reported in Refs. [6, 21, 22], but a
definite picture has not been achieved yet [23].
It is important to stress that we consider the lattice
compact version of electrodynamics (the so-called Wil-
son lattice formulation of gauge theories). In the ab-
sence of matter fields, its behavior [24] is controlled by
topological excitations, the monopoles, which are instead
suppressed in noncompact formulations. Therefore, the
2critical properties of the AH lattice model that we con-
sider might differ from those of the model in which gauge
fields are noncompact.
In this paper we investigate the phase diagram and the
nature of the phase transitions of the three-dimensional
AH model (3). We consider systems with N = 2 and
N = 4, and investigate the nature of the transition line
by varying β at fixed gauge coupling βg, for some val-
ues of βg. In both cases the phase diagram of the AH
lattice model (3) turns out to present two phases: for
small β there is a disordered confined phase, while for
large values of β there is an ordered Higgs phase in
which correlations of the gauge-invariant hermitian oper-
ator Qabx = z¯
a
xz
b
x− δab/N show long-range order. In both
phases, and also along the transition line, the correla-
tions of gauge variables do not show critical behaviors.
The gauge coupling βg does not play any significant role:
the features of two phases are the same for any finite βg.
The two phases are separated by a single transition line,
which connects the CPN−1 transition point (βg = 0) to
the O(2N) transition point (βg = ∞) in the space of
the two parameters β and βg. For βg = 0 the transition
is continuous for N = 2 (belonging to the Heisenberg
universality class) and of first order for N = 4. We con-
jecture that the nature of the transitions along the line
separating the Higgs and confined phases does not change
with βg. Therefore, the transition is always continuous
(discontinuous) for N = 2 (N = 4). We also observe sig-
nificant deviations for βg large (βg & 1), i.e., when gauge
fluctuations are suppressed. They are interpreted as a
crossover phenomenon due to the presence of a O(2N)
vector transition in the limit βg →∞.
The paper is organized as follows. In Sec. II we review
the field-theoretical results for the AH model. In Sec. II A
we review the ε-expansion predictions obtained in the
continuum AH model, and in Sec. II B we present instead
the results of the Landau-Ginzburg-Wilson (LGW) ap-
proach based on a gauge-invariant order parameter. The
two approaches are critically compared in Sec. II C. The
numerical results are presented in Sec. III. The defini-
tions of the quantities we consider are given in Sec. III A,
while Sec. III B and III C present our results for N = 2
and 4, respectively, focusing on the behavior of the gauge-
invariant order parameter. Results for vector and gauge
observables are presented in Sec. III D. In Sec. IV we
summarize and present our conclusions. In App. A we
discuss the limit βg → ∞. More details on the behavior
of the different observables in this limit are given in the
supplementary material [25].
II. FIELD THEORETICAL APPROACHES
In this section we outline some apparently alternative
field-theoretical approaches which can be employed to
infer the nature of the phase transitions in systems char-
acterized by a U(N) global symmetry and a local U(1)
gauge symmetry, such as the AH lattice model.
A. Renormalization-group flow in the AH model
close to four dimensions
We now summarize the main features of the RG flow
in the continuum AH model (1), which has been ana-
lyzed close to four dimensions in the ε ≡ 4− d expansion
framework [7, 26, 27], and in the large-N limit [8].
Close to four dimensions, the RG flow in the space
of the renormalized couplings u and f ≡ g2 (we rescale
them as u→ u/(24pi2) and f → f/(24pi2) to simplify the
equations) can be computed in perturbation theory. At
one loop, the β functions read [7]
βu ≡ µ∂u
∂µ
= −εu+ (N + 4)u2 − 18uf + 54f2 ,
βf ≡ µ∂f
∂µ
= −εf +Nf2 . (4)
One can easily verify that a stable fixed point exists only
for N > Nc(ε), with
Nc(ε) = N4 +O(ε) , N4 = 90 + 24
√
15 ≈ 183 . (5)
The corresponding zero of the β functions is
f∗ =
ε
N
, (6)
u∗ =
N + 18 +
√
N2 − 180N − 540
2N(N + 4)
ε ≈ ε
N
. (7)
The presence of a stable fixed point indicates that these
systems may undergo a continuous transition ifN is large
enough [N > Nc(1) in three dimensions], in agreement
with the direct large-N analysis [8]. The qualitative pic-
ture obtained in the one-loop calculation is not changed
by higher-order calculations. The perturbative expansion
has been recently extended to four loops [26], obtaining
Nc(ε) to O(ε
3),
Nc(ε) = N4
[
1− 1.752 ε+ 0.789 ε2 + 0.362 ε3 +O(ε4)] .
(8)
The large coefficients make a reliable three-dimensional
(ε = 1) estimate quite problematic. Nevertheless, by
means of a resummation of the expansion, Ref. [26] ob-
tained the estimate Nc = 12.2(3.9) in three dimensions,
which confirms the absence of a stable fixed point for
small values of N .
In the limit βg →∞, the lattice AH model (3) is equiv-
alent to the symmetric O(2N) vector theory. There-
fore, for large βg one expects significant crossover ef-
fects, which increase as βg increases, due to the nearby
O(2N) critical behavior. In the continuum AH model,
the crossover is controlled by the RG flow in the vicinity
of the O(2N) fixed point
u∗O(2N) =
1
N + 4
ε , f = 0 . (9)
This fixed point exists for any N and is always unstable.
The analysis of the stability matrix Ωij = ∂βi/∂gj shows
3that it has a positive eigenvalue λu = ω, where ω > 0 is
the exponent controlling the leading scaling corrections
in O(2N) vector models [20], and a negative eigenvalue,
which gives the dimension of the operator that controls
the crossover behavior,
λf =
∂βf
∂f
∣∣∣∣
f=0,u=u∗
. (10)
Since the β-function βf (u, f) associated with f has the
general form
βf = −εf + f2F (u, f) (11)
where F (u, f) has a regular perturbative expansion (see,
e.g., the four-loop expansion reported in Ref. [26]), we
obtain
λf = −ε (12)
to all orders in perturbation theory. Therefore, the
crossover exponent yf = −λf is 1 in three dimensions.
Note that these crossover features related to the unstable
O(2N) fixed point are independent of the existence of the
stable fixed point, which is only relevant to predict the
eventual asymptotic behavior.
B. Gauge-invariant Landau-Ginzburg-Wilson
framework
An alternative field-theoretical approach is the LGW
framework [15, 20, 28–31], in which one assumes that the
relevant critical modes are associated with the gauge-
invariant local composite site variable
Qabx = z¯
a
xz
b
x −
1
N
δab, (13)
which is a hermitian and traceless N × N matrix. As
discussed in Refs. [15, 19, 32], this is a highly non-
trivial assumption, as it postulates that gauge fields do
not play an important role in the effective theory. The
order-parameter field in the corresponding LGW theory
is therefore a traceless hermitian matrix field Ψab(x),
which can be formally defined as the average of Qabx over
a large but finite lattice domain. The LGW field theory
is obtained by considering the most general fourth-order
polynomial in Ψ consistent with the U(N) global sym-
metry:
HLGW = Tr(∂µΨ)2 + rTrΨ2 (14)
+ w trΨ3 + u (TrΨ2)2 + vTrΨ4.
Also in this framework continuous transitions may only
arise if the RG flow in the LGW theory has a stable fixed
point.
For N = 2, the cubic term in Eq. (14) vanishes and the
two quartic terms are equivalent. Therefore, one recov-
ers the O(3)-symmetric vector LGW theory, leading to
the prediction that the phase transition may be contin-
uous and, in this case, that it belongs to the Heisenberg
universality class. For N ≥ 3, the cubic term is gener-
ally expected to be present. Its presence is usually taken
as an indication that phase transitions occurring in this
class of systems are generally of first order. Indeed, a
straightforward mean-field analysis shows that the tran-
sition is of first order in four dimensions where mean
field applies. If statistical fluctuations are small—this is
the basic assumption—the transition should be of first
order also in three dimensions. In this scenario, contin-
uous transitions may still occur, but they require a fine
tuning of the microscopic parameters leading to the ef-
fective cancellation of the cubic term. These arguments
were originally [15, 18] applied to predict the behavior
of CPN−1 models. However, as they are only based on
symmetry considerations, they can be extended to AH
lattice models, as well.
C. Comparison of the alternative field-theoretical
approaches
The two field-theoretical approaches outlined above
give inconsistent predictions both for small and large val-
ues of N . The contradiction is quite striking for the two-
component N = 2 case. For this value of N , the contin-
uum AH model predicts the absence of continuous tran-
sitions, due to the absence of a stable fixed point. On the
other hand, a stable fixed point—it is the usual Heisen-
berg O(3) fixed point—exists in the effective LGW the-
ory based on a gauge-invariant order parameter, leaving
open the possibility of observing continuous transitions
(first-order transitions are never excluded as the statis-
tical model may be outside the attraction domain of the
fixed point). The numerical results for the CP1 lattice
models [15, 16], as well as the AH lattice results we shall
present below, confirm the existence of continuous tran-
sitions in models with N = 2: the LGW theory provides
the correct description of the large-scale behavior of these
systems. There are at least two possible explanations for
the failure of the continuum AH model. A first possi-
bility is that it does not encode the relevant degrees of
freedom at the transition. A second possibility is that the
problem is not in the continuum AH model, but rather in
the perturbative treatment around four dimensions. The
three-dimensional fixed point may not be analytically re-
lated to a four-dimensional fixed point, and therefore it
escapes any perturbative analysis in powers of ε.
We also recall that the perturbative AH approach of
Sec. II A also fails for N = 1. Although no stable fixed
point is identified in the ε expansion, see Sec. II A, these
models may undergo continuous transitions in the XY
universality class [9–11]. It is worth mentioning that
there are also other systems in which the ε expansion
fails to provide the correct physical picture in three di-
mensions. We mention the φ4 theories describing frus-
trated spin models with noncollinear order [33, 34] and
4the 3He superfluid transition from the normal to the pla-
nar phase [35].
For large values of N , the continuum AH theory and
the effective LGW approach give again contradictory re-
sults. Indeed, the former approach indicates that con-
tinuous transitions are possible, a prediction which is
supported by the large-N analysis of lattice models, see,
e.g., Ref. [15]. If one trusts the argument based on the
relevance of the cubic term, the LGW approach predicts
instead a first-order transition, unless a fine tuning of
the microscopic parameters is performed. Again, there
are two possible explanations for the different conclu-
sions obtained in the LGW approach. A first possibility
is that the critical modes at the transition are not exclu-
sively associated with the gauge-invariant order param-
eter Q defined in Eq. (13). Other features, for instance
the gauge degrees of freedom, may become relevant, re-
quiring an effective description different from that of the
LGW theory (14). If this interpretation is correct, the
continuum AH model would be the correct theory as it
includes the gauge fields explicitly. A second possibility
is that the presence of a cubic term in the LGW Hamilto-
nian does not necessarily imply the absence of continuous
transitions in three dimensions, as it is usually assumed.
It might be that statistical fluctuations soften the tran-
sition as one moves from four to three dimensions; see,
e.g., Refs. [16, 17] for a discussion of this issue.
While the two field-theoretical approaches give differ-
ent predictions for N = 1, 2 and N large (more precisely,
for N > Nc, see Sec. II A), for 3 ≤ N < Nc they both
predict that all models undergo a first-order transition.
For N = 3 simulation results do not presently confirm
it. Indeed, while numerical results for the lattice model
with Hamiltonian (3) and βg = 0 show a robust indica-
tion that the transition is of first order [15], the results
for the loop model considered in Refs. [16, 17] apparently
favor a continuous transition. The available numerical
results for lattice CP3 models, i.e., for N = 4, are gen-
erally consistent with first-order transitions [6, 15, 17].
We also mention that Ref. [6] claims that the AH lattice
model (3) undergoes a continuous transition for βg = 1
and N = 4, a result which is at odds with the above
arguments. However, as we shall show, the numerical
results that we present later do not confirm their conclu-
sions, but are instead consistent with a relatively weak
first-order transition.
III. NUMERICAL RESULTS
A. Numerical simulations and observables
In this section we present a finite-size scaling (FSS)
analysis of numerical results of Monte Carlo (MC) simu-
lations for N = 2 and N = 4. For this purpose we con-
sider cubic lattices of linear size L with periodic bound-
ary conditions. We study the behavior of the system as
a function of β at fixed βg.
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FIG. 1: The phase diagram of the AH lattice model in the
space of parameters β and βg , for N = 2 and N = 4. The
points are the MC estimates of the critical points, the dotted
lines that connect them are only meant to guide the eye. The
horizontal lines indicate the limiting values of βc for βg →
∞ for N = 2 (βc ≈ 0.23396, dashed) and N = 4 (βc ≈
0.24084, dot-dashed): they correspond to the critical βc for
the standard three-dimensional O(4) and O(8) vector models,
respectively. For βg = 0, we have [15] βc = 0.7102(1) (N = 2)
and βc = 0.5636(1) (N = 4).
The linearity of Hamiltonian (3) with respect to each
lattice variable allows us to employ an overrelaxed al-
gorithm for the updating of the lattice configurations.
It consists in a stochastic mixing of microcanonical and
standard Metropolis updates of the lattice variables [36–
38]. To update each lattice variable, we randomly choose
either a standard Metropolis update, which ensures er-
godicity, or a microcanonical move, which is more effi-
cient than the Metropolis one but does not change the en-
ergy. On average, we perform three/four microcanonical
updates for every Metropolis proposal. In the Metropolis
update, changes are tuned so that the acceptance is 1/3.
We compute the energy density and the specific heat,
defined as
E =
1
NV
〈H〉, C = 1
N2V
(〈H2〉 − 〈H〉2) , (15)
where V = L3. We consider correlations of the hermitean
gauge invariant operator (13). Its two-point correlation
function is defined as
G(x− y) = 〈TrQxQy〉, (16)
where the translation invariance of the system has been
taken into account. The susceptibility and the correlation
length are defined as χ =
∑
x
G(x) and
ξ2 ≡ 1
4 sin2(pi/L)
G˜(0)− G˜(pm)
G˜(pm)
, (17)
where G˜(p) =
∑
x e
ip·xG(x) is the Fourier transform of
G(x), and pm = (2pi/L, 0, 0) is the minimum nonzero lat-
5tice momentum. We also consider the Binder parameter
U =
〈µ22〉
〈µ2〉2 , µ2 =
∑
x,y
TrQxQy . (18)
We consider correlations of the fundamental variable zx.
To obtain a gauge-invariant quantity, we consider corre-
lations with λ strings, i.e., averages like
Re
〈
z¯x · zy
∏
ℓ∈C
λℓ
〉
, (19)
where the product extends over the link variables that
belong to a lattice path C connecting points x and y. To
define quantities that have the correct FSS, the path C
must be chosen appropriately, as discussed in Ref. [39].
Here, to simplify the calculations, we only consider cor-
relations between points that belong to lattice straight
lines. We define
GV (d, L) =
1
V
∑
x
Re
〈
z¯x · zx+dµˆ
d−1∏
n=0
λx+nµˆ,µ
〉
, (20)
where all coordinates should be taken modulo L because
of the periodic boundary conditions. Note that in the def-
inition of GV we average over all lattice sites x exploit-
ing the translation invariance of systems with periodic
boundary conditions, and select a generic lattice direction
µˆ (in our MC simulations we also average over the three
equivalent directions). Note also that GV (0, L) = 1 and
that GV (L,L) is the average value P (L) of the Polyakov
loop,
P (L) =
1
V
∑
x
Re
〈
L−1∏
n=0
λx+nµˆ,µ
〉
. (21)
Finally, we consider the so-called Wilson loop defined as
W (m,L) = Re
〈∏
ℓ∈C
λℓ
〉
, (22)
where the path C is a square of linear size m.
In the following we present a FSS analysis of the above
observables, for N = 2 and N = 4 and some values
of βg > 0. In Fig. 1 we anticipate the resulting phase
diagrams. For both N = 2 and 4, βc decreases as βg
increases and, eventually, it converges to the value ap-
propriate for the n-vector model with n = 4 and 8,
βc = 0.233965(2) [40, 41] and βc = 0.24084(1) [18].
As we shall discuss, our numerical data are consistent
with a simple scenario in which the nature of the tran-
sitions along the line separating the confined and Higgs
phases is unchanged for any finite βg ≥ 0. Therefore, for
N = 2 the phase transitions are continuous and belong
to the Heisenberg universality class as it occurs in the
CP1 model. The O(4) critical behavior occurs only for
βg strictly equal to ∞. For N = 4 instead, transitions
are of first order, except for βg = ∞, where the system
develops an O(8) vector critical behavior.
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FIG. 2: Rξ versus β for the N = 2 AH lattice model, for
βg = 0.5 (bottom) and βg = 1 (top). In both cases the data
for different values of L show a crossing point, whose position
provides an estimate of the critical point: βc = 0.4145(5) and
βc = 0.276(1) for βg = 0.5 and βg = 1, respectively.
B. Continuous transitions for N = 2
As already mentioned, lattice versions of the three-
dimensional CP1 model undergo continuous transitions
belonging to the Heisenberg universality class, i.e., that
of the standard N = 3 vector model. This has been also
shown [15] for model (3) with βg = 0 [βc = 0.7102(1) in
this case]. On the other hand, for βg = ∞ the model is
equivalent to the standard O(4) vector model that has
a continuous transition for [40, 41] βc = 0.233965(2).
As already inferred from the RG flow of the AH contin-
uum theory, the βg = ∞ O(4) critical behavior is ex-
pected to be unstable against perturbations associated
with nonzero values of β−1g . Therefore, the most natu-
ral hypothesis is that the all transitions for finite βg ≥ 0
belong to the Heisenberg universality class. However, a
substantial crossover from the O(4) to the O(3) behavior
is expected to characterize the transition for relatively
large values of βg, βg & 1 say.
To provide evidence of this scenario, we perform MC
simulations for βg = 0.5 and 1. As in our previous work
[15], we study the FSS behavior of the Binder parameter
U and of Rξ = ξ/L. At continuous transitions the FSS
6limit is obtained by taking β → βc and L→∞ keeping
X ≡ (β − βc)L1/ν (23)
fixed. Any RG invariant quantity R, such as Rξ ≡ ξ/L
and U , is expected to asymptotically behave as
R(β, L) = fR(X) +O(L
−ω) , (24)
where ω > 0 is the leading scaling correction expo-
nent [20], and fR(X) is universal apart from a normaliza-
tion of its argument. The function fR(X) only depends
on the shape of the lattice and on the boundary con-
ditions. In the case of the Heisenberg universality we
have [20, 42–44] ν = 0.7117(5) and ω = 0.78(1). As Rξ
is monotonically increasing as a function of X , Eq. (24)
implies that
U = F (Rξ) +O(L
−ω) , (25)
where F (x) is a universal scaling function. As in our pre-
vious work [15], we will use Eq. (25) to perform a direct
check of universality, because no model-dependent nor-
malizations enter: If two models belong to the same uni-
versality class, the data for both of them should collapse
onto the same curve as L increases. The only difficulty in
the approach is that one should be careful in identifying
corresponding operators in the two models.
To identify the correct operators, one may reason as
follows. In the AH lattice model the basic quantity that
we consider is the local operator (13). To identify the
corresponding operator in the Heisenberg model, we use
the explicit relation between the CP1 and the O(3) vec-
tor model. Under the mapping, the parameter U and ξ
correspond to the usual O(3) vector Binder parameter
and correlation length (i.e., computed from correlations
of the fundamental spin variable sx). The mapping of
the large-βg limit of the AH lattice model into the O(4)
vector model is instead more complex and is discussed
in detail in App. A and in the supplementary material
[25]. The correspondence is not trivial and U is identi-
fied with a combination of suitably defined O(4) tensor
Binder parameters.
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FIG. 3: The Binder parameter U versus Rξ for the N = 2
AH lattice model, and for βg = 0 (top, data from Ref. [15]),
βg = 0.5 (middle) and βg = 1 (bottom). In all panels the
dashed line is the Heisenberg curve, as obtained from MC
simulations of the O(3) vector model. The dot-dashed line
in the lower panel is the limiting curve for βg → ∞ (see
App. A). The inset enlarges the region Rξ < 0.25, showing
that the nonmotonic behavior that characterizes the small-
size data (similar to the one of the O(4) curve) for Rξ ≈
0.1 disappears with increasing L. The horizontal dashed line
shows the asymptotic value U(Rξ → 0) = 5/3.
In Fig. 2 we plot Rξ versus β, for several values of L.
The data for different values of the size L show cross-
ing points, which provide estimates of the critical point:
βc = 0.4145(5) and βc = 0.276(1) for βg = 0.5 and
7βg = 1, respectively. Data are consistent with a con-
tinuous transition.
We now argue that the transitions are consistent with
the expected asymptotic Heisenberg behavior. The best
evidence is provided by the plots of U versus Rξ, see
Fig. 3. In all panels we report the data and the corre-
sponding O(3) curve. If our simple scenario is correct, the
data for all values of βg must approach the O(3) curve
with increasing L. For βg = 0 we observe very good
agreement, as already discussed in Ref. [15]. For βg = 0.5
convergence is slower, indicating that scaling corrections
increase with increasing βg. For Rξ . 0.25 we observe a
good collapse of the data, while in the opposite case, we
observe a clear upward trend, consistent with an asymp-
totic O(3) behavior. For βg = 1, for small values of L
we observe significant differences between data and O(3)
curve. These discrepancies can be explained by scaling
corrections. For Rξ . 0.25, the results for L = 64 fall
on top of the O(3) scaling curve, as predicted. For larger
values of Rξ, crossover effects are stronger, but the trend
of the data is the expected one.
To be more quantitative, let us note that, for large
values of L, the Binder parameter U should behave as [20]
U(β, βg, L) = F (Rξ) + a(βg) G(Rξ) L
−ω + . . . (26)
where F (Rξ) is the O(3) scaling function, G(Rξ) is a
universal function, and a(βg) is a constant that encodes
the βg-dependent size of the leading scaling corrections
decaying as L−ω. We have verified that our data for βg =
0.5 and 1 are consistent with Eq. (26), if we take ω = 0.78
(the leading correction-to-scaling exponent in Heisenberg
systems [20, 42–44]) and a(1)/a(0.5) ≈ 5. This can be
checked from Fig. 4, where we report
∆(β, βg, L) =
1
a(βg)
Lω[U(β, βg, L)− F (Rξ)] , (27)
where F (Rξ) has been determined in the O(3) vector
model, ω = 0.78, a(1) = 5, and a(0.5) = 1. All data
reported in the figure are consistent with a single scaling
curve that would be identified with the function G(Rξ)
in Eq. (26). The existence of similar crossover effects for
βg = 0.5 and 1 is another demonstration of universality.
It is interesting to note that the behavior of the data
for small L at βg = 1 can be interpreted as due to the
presence of O(4) fixed point that controls the critical be-
havior for βg → ∞. In the lower panel of Fig. 3, we
also plot the O(4) scaling curve. The data for βg = 1
apparently follow the O(4) curve for small lattice sizes,
and then move toward the O(3) curve with increasing
L. In particular, note the nonmotonic behavior of the
data for small lattice sizes and Rξ ≈ 0.1, similar to the
one that characterizes the O(4) curve. Such a behavior
disappears with increasing L (see the inset in the lower
panel of Fig. 3).
On the basis of the above numerical results we argue
that the finite-temperature transition is continuous for
any finite βg ≥ 0 and belongs to the Heisenberg univer-
sality class. However, for relatively large values of βg, say
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FIG. 4: The quantity ∆(β, βg, L) defined in Eq. (27) versus
Rξ. We report data for βg = 1 and 0.5 and several values of
L.
βg & 1, notable crossover effects emerge. They are ap-
parently related to the presence of the O(4) fixed point,
which is the relevant one βg →∞. For large values of βg,
such effects may hide the asymptotic Heisenberg behav-
ior. For intermediate sizes, data are expected to show an
effective O(4) critical behavior, converging to the Heisen-
berg behavior only for very large lattices.
C. First-order transitions for N = 4
We now discuss the behavior of the N = 4 AH lattice
model, providing evidence that the transitions along the
line separating the Higgs and confined phases are of first
order for any finite βg. Only when βg is strictly infinity is
the transition continuous: it belongs to the O(8) vector
universality class.
As shown in Ref. [15], the transition is of first order
for βg = 0. To show that the nature of the transition
is unchanged for βg > 0, we first consider the specific
heat and the Binder parameter U . Both of them are
expected to increase as the volume at a first-order tran-
sition. Indeed, according to the standard phenomeno-
logical theory [45], for a lattice of size L there exists a
value βmax,C(L) of β where C takes its maximum value
Cmax(L), which asymptotically increases as
Cmax(L) = V
[
1
4
∆2h +O(1/V )
]
, (28)
βmax,C(L)− βc ≈ c V −1 , (29)
where V = Ld and ∆h is the latent heat [defined as
∆h = E(β → β+c ) − E(β → β−c )]. Analogously, the
behavior of the Binder parameter U(β, L) is expected
to show a maximum Umax(L) at fixed L (for sufficiently
large L) at β = βmax,U (L) < βc with [15, 33, 46]
Umax ∼ a V +O(1) , (30)
βmax,U (L)− βc ≈ b V −1 . (31)
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FIG. 5: Plot of the Binder parameter U versus β, for βg = 0
(top, from Ref. [15]), βg = 1/2 (middle), and βg = 1 (bottom),
for N = 4. The vertical lines correspond to the estimates of
the transition points. The horizontal dashed lines show the
values U(β → 0) = 17/15 and U(β →∞) = 1.
The previous relations are valid in the asymptotic limit
and, for weak transitions, require data on large lattices.
As we discussed in Ref. [15], one can identify first-order
transitions on significantly smaller lattices from the anal-
ysis of the behavior of the Binder parameter U . In the
presence of a first-order transition, one observes large vi-
olations of the scaling relation (25) for values of L that
are significantly smaller than those at which relations
(28) and (31) hold. We will follow this approach here,
0.0 0.2 0.4 0.6 0.8 1.0
Rξ
0
2
4
6
U
L=16
L=20
L=24
L=32
L=40
N = 4       βg = 0
0.0 0.2 0.4 0.6
Rξ
1.0
1.2
1.4
1.6
1.8
2.0
U
L=8
L=12
L=16
L=20
L=24
L=32
L=40
N = 4        βg = 0.5
0.0 0.2 0.4
Rξ
1.0
1.1
1.2
1.3
1.4
U
L=8    
L=12
L=16
L=20
L=24
L=32
L=40
L=48
L=64
L=96
O(8) 
N = 4       βg = 1
FIG. 6: The Binder parameter U versus Rξ versus β, for
βg = 0 (top, from Ref. [15]), βg = 1/2 (middle), and βg = 1
(bottom) for N = 4. The dashed line in the lower panel is
the O(8) limiting scaling curve, see App. A. The horizontal
dashed lines show the asymptotic values U(Rξ → 0) = 17/15
and U(Rξ →∞) = 1.
considering again two values of βg, 0.5 and 1.
In Fig. 5 we report numerical estimates of U at βg = 0
(taken from Ref. [15]), βg = 0.5, and βg = 1. Clearly, the
maximum Umax increases with increasing L, as expected
for a first-order transition. However, with increasing βg,
the rate of increase becomes smaller, indicating that the
transition becomes weaker. The specific heat behaves
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FIG. 7: The Binder parameter U versus Rξ for βg = 4 and
N = 4. The full line connects the data with L = 16. The
dashed line is the O(8) limiting scaling curve, see App. A.
analogously.
To obtain a better evidence that the finite-size behav-
ior is not compatible with a continuous transition, we plot
U versus Rξ, see Fig. 6. Data do not show any scaling
behavior, as expected at a first-order transition.
Note that for βg = 1 the small size data show an ap-
parent scaling behavior for small values of Rξ and small
L, which may lead to erroneous conclusions when limit-
ing the FSS analysis to small lattices (as in Ref. [6]). To
clarify the origin of the transient effects, and understand
whether they can be interpreted as due to the O(8) fixed
point that controls the behavior for βg = ∞, we have
performed MC simulations for βg = 4. This value is so
large that, for our range of values of L, we do not ex-
pect to observe effects related to the first-order nature
of the transition and therefore all data should be in the
crossover region. The analysis of U as a function of β
allows us to estimate βc = 0.2484(2), which is close to
the O(8) value, βc ≈ 0.2408. At the transition, gauge
fields are significantly ordered and indeed, the average
value of the product of the gauge fields along an elemen-
tary plaquette (a Wilson loop of size 1) is 0.95780(5) (for
comparison, such a product is equal to 0.8235(5) at the
transition for βg = 1). In Fig. 7 we report U versus Rξ
and compare it with the O(8) curve. The numerical data
with 16 ≤ L ≤ 48 apparently fall onto a single scaling
curve, while the data corresponding to L = 64 and 96
begin to show the drift that characterizes the results at
βg ≤ 1 and which is related to the asymptotic first-order
nature of the transition. The apparent scaling curve for
small values of L is different from the O(8) one, indicating
that for βg = 4 we are observing a sizable contribution
due the relevant operator that destabilizes the O(8) fixed
point for finite βg. We can also infer from the substantial
stability of the results for L ≤ 48 that it has a very small
(positive) scaling dimensions y. Indeed, close to the O(8)
fixed point, we expect
U(β, βg) = F (Rξ, b(βg, β)L
y) , (32)
where b(βg, β) is a nonuniversal amplitude, which van-
ishes for βg →∞. For each βg the crossover region is the
one in which b(βg, βc)L
y ≪ 1. If this condition holds, U
can be written as
U(β, βg) = F (Rξ, 0) + b(βg, β)L
yG(Rξ) , (33)
where the first term is the O(8) scaling function. This
equation would imply that the deviations from the O(8)
behavior scale, at least for βg very large, as L
y. Our
results therefore imply that y should be small enough, so
that Ly does not change significantly as L varies from 16
to 48.
In conclusion, the numerical results favor a phase di-
agram based on a first-order transition line for βg > 0,
starting from the first-order transition of the CP3 mod-
els, corresponding to βg = 0. With increasing βg the
first-order transition becomes weaker. We observe sub-
stantial crossover phenomena for βg & 1. They may be
explained in terms of the O(8) fixed point controlling the
behavior for βg → ∞, perturbed by a relevant operator
with a relatively small scaling dimension.
D. Vector and gauge observables
In the previous sections we discussed the behavior of
quantities defined in terms of the gauge-invariant order
parameter Qabx . Here we discuss instead the vector corre-
lation function (20) and the gauge observables (21) and
(22). We focus on N = 4.
Let us first discuss their behavior in the two differ-
ent phases. In the high-temperature phase β < βc, we
find that the correlation function can be approximated
as (x > 0)
GV (x, L) = Ae
−x/ξz , (34)
as soon as x is 2 or 3. Moreover, for small β, ξz is
very little dependent on βg. For instance, for β = 0.1,
the strong-coupling behavior GV (x, L) ∼ (Nβ)x holds
quite precisely for all values of βg. Wilson loops be-
have in a very similar fashion. We find W (m,L) ≈
B exp(−4m/ξw) with ξw ≈ ξz as long as m & 2. Clearly,
in the high-temperature phase a single gauge mode con-
trols the behavior of all observables that involve gauge
degrees of freedom.
The behavior in the low-temperature phase is analo-
gous. The correlation function GV (x, L) behaves as in
Eq. (34); see the upper panel of Fig. 8 for results at
β = 0.8. Moreover, Polyakov and Wilson loops satisfy
P (L) = Ae−L/ξz , W (m) = Be−4m/ξz , (35)
with the same correlation length and A,B ≈ 1. Fig. 8
also shows that GV (x, L) has a very precise exponential
decay even when ξz & L. Clearly, it couples to a sin-
gle isolated mode and hence there are no corrections to
the leading exponential behavior. In this phase the cor-
relation length increases with βg (see the lower panel of
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FIG. 8: Top: Vector correlation function GV (x, L) versus x
for β = 0.8 and several values fo βg. Bottom: Vector cor-
relation length ξz as a function of βg for β = 0.8. The line
shows that ξz scales as βg for large βg (the parameters have
been determined by performing a linear fit of the data with
βg ≥ 1.6). For x = L, GV (L,L) corresponds to the average
of the Polyakov loop.
Fig. 8): in agreement with perturbation theory, it scales
linearly with βg in the limit βg → ∞. Note the ξz is
also expected to diverge in the limit β →∞ at fixed βg.
Indeed, for β →∞, the relevant configurations are those
that minimize the Hamiltonian term that depends on the
fields z. If we perform a local minimization on each link,
we find the constraint
zx+µˆ = λ¯x,µzx . (36)
This constraint can be satisfied simultaneously on the
four links belonging to a plaquette only if the product of
the gauge fields along the plaquette is 1. Analogously, the
constraint is satisfied on the links that belong to a loop
that wraps around the lattice only if the Polyakov opera-
tor is 1. It follows that gauge configurations are trivial—
λx,µ is 1 on all links modulo gauge transformations—and
ξz is infinite in this limit.
These results for the gauge observables indicate that
gauge and vector observables are noncritical in both
phases and that their behavior is analogous for small
and large values of β. Only the limit βg → ∞ distin-
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FIG. 9: The vector correlation function GV (x, L) in the
critical region for βg = 0.5 (top), 1 (middle) and 4 (bot-
tom). For βg = 0.5 we report the estimate for β = 0.365
(high-temperature phase) and for β = 0.370 (low-temperature
phase). For βg = 1 and 4, we report an effective estimate of
the correlation function in the coexistence region (see text
for a discussion), computed at β = 0.279 for βg = 1, and at
β = 0.248 for βg = 4.
guishes the two sectors. If βc,∞ is the transition point for
βg → ∞ [therefore in the O(2N) theory], for βg → ∞,
the correlation length ξz is finite for β < βc,∞ and in-
finite in the opposite case. This guarantees that vector
correlations are critical in the O(2N) theory with a finite
low-temperature magnetization. But this only occurs for
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βg strictly equal to infinity. For finite βg, only Q corre-
lations display criticality.
Finally, let us discuss the behavior of vector and gauge
quantities along the transition line. For N = 4, as we are
dealing with first-order transitions, we expect GV (x, L)
to depend on the phase one considers. In the CP3 model
(βg = 0) the transition is strong and therefore the high-
temperature (HT) and low-temperature (LT) correlation
functions can be easily computed by fixing β in the coex-
istence region and starting the simulation from a random
or an ordered configuration. We find that in both cases
the correlation function decays very rapidly and estimate
ξz ≈ 1.9 and ξz ≈ 1.7 in the LT and HT phase, respec-
tively. Clearly, vector modes are not critical. Similar
results hold for the CP1 and CP2 models. In the first
case, we obtain ξz ≈ 2.2. For N = 3 the transition is
so weak that we cannot identify the two phases and we
are only able to compute an effective correlation function,
which is a linear combination of those appropriate for the
two phases. This quantity still allows us to compute the
largest of the two correlation lengths, i.e., ξz in the LT
phase, obtaining ξz ≈ 2.2. Results for finite βg are re-
ported in Fig. 9. The first distinctive feature is that, for
the cases we consider, the correlation function does not
behave as a single exponential, although an exponential
behavior sets when x≫ ξz . Clearly, at the critical point
several modes are playing an important role and an expo-
nential behavior is only observed when ξz is significantly
less than L. Second, the correlation length ξz increases
with increasing βg along the transition line. For βg = 0.5
we obtain ξz ≈ 3.8, 3.6, 3.1 for L = 32, 48, and 64 in the
LT phase (runs at β = 0.370 with ordered start). In the
HT phase (runs at β = 0.365) we obtain ξz ≈ 2.2 with
a small L dependence. Although ξz is small, it is larger
than the value it takes in the CP3 model, i.e. the AH
model with βg = 0. For βg = 1, we are not able to dis-
tinguish the two phases and, therefore, we only compute
the LT estimate of ξz . Results for L = 32, 48, 64 essen-
tially agree and give ξz ≈ 6.9. This estimate is confirmed
by the analysis of the Polyakov loop. A fit to Eq. (35)
gives ξz = 6.9(1), in very good agreement with the results
obtained from GV (x). For βg = 4, even for L = 96 we
are not yet in the regime in which one can reliably iden-
tify a range of distances in which the correlation function
decays exponentially. If we fit the correlation function to
Eq. (34) in the range L/3 ≤ 2L/3, we obtain ξz = 17.1(1)
and 17.6(1) for L = 64 and 96, respectively. The anal-
ysis of the Polyakov loop gives a somewhat larger value
ξz = 20.9(3). Whatever the exact asymptotic result is,
data confirm that, for βg = 4, we are deep in the crossover
region, where vector and gauge excitations compete with
gauge-invariant excitations associated with Qx (for com-
parison note that ξ = 20.3(3) for L = 96). These results
provide us a physical explanation of the crossover effects
we observe. The asymptotic first-order behavior is only
observed when the correlation length ξ(L) at the transi-
tion point is significantly larger than ξz . When ξ(L) ∼ ξz
we observe an apparent scaling behavior in which both
the (gauge-field independent) degrees of freedom associ-
ated with Q and the (gauge-field dependent) ones, that
are encoded in the gauge observables and in the vector
correlations, are both relevant.
IV. CONCLUSIONS
We have studied the phase diagram and critical be-
havior of muticomponent AH lattice models, in which an
N -component complex field zx is coupled to quantum
electrodynamics. We consider the compact Wilson for-
mulation of Abelian lattice gauge theories in which the
fundamental gauge fields are complex numbers of unit
modulus, see Eq. (3). For the scalar fields, we consider
the unit-length limit and fix |zx|2 = 1. Finally, we fix
q = 1 for the charge of the matter fields. We focus on
systems with a small number of components, considering
N = 2 and N = 4.
We investigate the phase diagram of the model as a
function of the couplings β and βg. The phase diagram
is characterized by two phases: a low-temperature phase
(large β) in which the order parameter Qab condenses,
and a high-temperature disordered phase (small β). The
gauge coupling does not play any particular role in the
two phases: gauge observables and vector observables do
not show long-range correlations for any finite β and βg.
The two phases are separated by a transition line that
connects the CPN−1 transition point (βg = 0) with the
O(2N) transition point (βg = ∞). Concerning the na-
ture of the transition line, our numerical data are consis-
tent with a simple scenario, in which the nature of the
transition line is independent of βg. Therefore, we pre-
dict Heisenberg critical behaviors along the whole line
for N = 2, and first-order transitions for N = 4. Note
that, for βg → ∞ the model becomes equivalent to the
O(2N) vector model, and therefore one expects strong
crossover effects controlled by the O(2N) fixed point.
These crossover effects are related to the presence of a
second length scale ξz associated with the vector correla-
tions, which is finite for any βg and diverges in the limit
βg →∞ in the whole low-temperature phase.
The scenario supported by our numerical data is fully
consistent with the LGW approach that assumes a gauge-
invariant order parameter. On the other hand, at least
for N = 2, it disagrees with the ε-expansion predictions
obtained using the standard continuum AH model: for
N = 2 this approach does not predict a continuous tran-
sition. Numerical results allow us to understand why
the LGW approach is more appropriate than the con-
tinuum AH model for these values of N . At the tran-
sition (for both N = 2 and N = 4) only correlations
of the gauge-invariant operator Qab display long-range
order. Gauge modes represent a background that gives
only rise to crossover effects and indeed, the asymptotic
behavior sets in only when the correlation length of the
gauge fluctuations is negligible compared to that of the
Q correlations. It is important to note that a LGW ap-
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proach based on a gauge-invariant order parameter has
also been applied to the study of phase transitions in the
presence of nonabelian gauge symmetries, and, in par-
ticular, to the study of the finite-temperature transition
of hadronic matter as described by the theory of strong
interactions, quantum chromodynamics [47–49]. Our re-
sults for the AH lattice model lend support to the cor-
rectness of the approach and of the predictions obtained.
We expect that AH lattice models with higher (but not
too large) values of N have a phase diagram similar to
the one obtained for N = 4, with a first-order transition
line separating the ordered and disordered phases. The
phase diagram may change for large values of N . In this
regime, the system may undergo continuous transitions
controlled by the stable fixed point of the continuum AH
model. This issue requires additional investigations.
It is important to stress that we have considered here
a compact version of electrodynamics. Other models of
interest in condensed-matter physics consider complex
fields (spinons) coupled to noncompact electrodynamics
[5, 50, 51]. Such a model may have a different critical be-
havior due the suppression of monopoles [52–55]. Numer-
ical studies have identified the transition, but at present
there is no consensus on its order. The same is true for
loop models which supposedly belong to the same univer-
sality class (if it exists), see, e.g., Refs. [4, 16, 17, 56, 57].
Clearly, additional work is needed to settle the question.
Appendix A: Finite-size scaling behavior for βg →∞
In this Appendix we discuss the limit βg → ∞ of the
model. In this limit, the gauge part of the Hamiltonian
becomes trivial and we obtain
λx,µ λx+µˆ,ν λ¯x+νˆ,µ λ¯x,ν = 1 (A1)
on every lattice plaquette. We consider a finite lattice
with periodic boundary conditions and further assume
that the Polyakov loops order in the same limit. If this
occurs (we discuss this issue in Sec. III D), we can set
λx,µ = 1 on each lattice link. Therefore, for βg →∞, the
Hamiltonian becomes simply
H = −βN
∑
x,µ
(z¯x · zx+µˆ + c.c.) . (A2)
We now define a 2N -dimensional unit real vector sx by
setting
zax = s
a
x + is
a+N
x , (A3)
a = 1, . . . , N . In terms of this new field the Hamiltonian
becomes
HV = −nβ
∑
x,µ
sx · sx+µˆ (A4)
with n = 2N , which is the Hamiltonian of the n-vector
model. We have therefore an enlargement of the global
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FIG. 10: Scaling functions for the Binder parameter U versus
Rξ ≡ ξ/L for N = 2 (top) and N = 4 (bottom), in the large-
βg limit, where the model is equivalent to the n-vector model
with n = 2N . The are obtained by using Eq. (A13) and
numerical results for the O(4) and O(8) models, respectively.
Scaling corrections are tiny: the dashed lines represent a good
approximation of the asymptotic FSS curve. The horizontal
dashed lines show the asymptotic values U(Rξ → 0) = 5/3
and U(Rξ → ∞) = 1 for N = 2, U(Rξ → 0) = 17/15 and
U(Rξ →∞) = 1 for N = 4.
symmetry: the model is now invariant under O(2N)
transformations.
Since the model becomes O(2N) invariant, it is use-
ful to rewrite CPN−1 observables in terms of explicitly
O(2N) invariant quantities that can be determined di-
rectly in the O(2N) theory. The basic CPN−1 variable
Qabx can be rewritten in terms of the tensor (spin-2) op-
erator of O(2N) theory:
Tαβx = s
α
xs
β
x −
1
2N
δαβ , (A5)
where α, β = 1, . . . 2N . The relation is not trivial,
Qabx = T
ab
x + T
a+N,b+N
x + iT
a,b+N
x − iT a+N,bx , (A6)
which implies that Q-correlations are not trivially related
to T correlations in the vector model. Using relation
(A6), we can express the CPN−1 correlation function
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G(x) in terms of the tensor correlation function
GT (x) =
∑
αβ
〈Tαβ
0
Tαβx 〉. (A7)
Using the O(2N) invariance of the model we obtain
G(x) =
2(N − 1)
2N − 1 GT (x) , (A8)
which implies that the CPN−1 correlation length can be
identified with the tensor correlation length defined in
the 2N -vector model using GT (x) and Eq. (17). The
Binder parameter U can also be expressed in terms of
analogous quantities defined in the vector model. The
relation is more complex and is discussed in detail in the
supplementary material [25]. In the n-vector model we
define
U4T,a =
〈ν22 〉
〈ν2〉2 , U4T,b =
〈ν4〉
〈ν2〉2 , (A9)
where
ν2 =
∑
xy
TrTxTy , (A10)
ν4 =
∑
xyzt
TrTxTyTzTt . (A11)
A long calculation gives the relation
U =
N(2N − 1) [(2N2 − 5N + 4)U4T,a − 2U4T,b]
(N − 1)2(2N + 1)(2N − 3) ,(A12)
where U4T,a and U4T,b are computed in the n-vector
model with n = 2N . For N = 2 and N = 4, the two
cases of relevance in this work, we obtain:
U =
12
5
(U4T,a − U4T,b) ,
U =
448
405
U4T,a − 56
405
U4T,b , (A13)
respectively. To obtain the scaling functions associ-
ated with U in the large-βg limit for N = 2 and 4,
we have therefore performed simulations in the n-vector
model with n = 4 and 8, we have computed the tensor
Binder parameters U4T,a and U4T,b, and we have applied
Eq. (A13). Details on the numerical simulations are re-
ported in the supplementary material [25]. In Fig. 10 we
show the resulting curve for N = 2 and N = 4.
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Supplementary material for
“Multicomponent compact Abelian-Higgs lattice models”
1. Scaling functions in the N vector model
We consider the three-dimensional N -vector model on
a cubic lattice. We define an N -dimensional real spin
vector sαx on each lattice site and consider the Hamilto-
nian
H = −
∑
〈xy〉
sx · sy. (A14)
The sum in Eq. (A14) extends over all lattice nearest-
neighbor pairs 〈xy〉. In this supplementary material we
investigate the critical behavior of tensor observables, de-
fined in terms of the tensor (matrix) field
Tαβx = s
α
xs
β
x −
1
N
δαβ . (A15)
We define the tensor correlation function
GT (x) =
∑
αβ
〈Tαβ
0
Tαβx 〉 = 〈Tr (T0Tx)〉, (A16)
where “Tr” is the trace over the O(N) indices, and the
corresponding correlation length
ξ2T =
1
4 sin2(pi/L)
G˜T (0)− G˜T (pm)
G˜T (pm)
. (A17)
Here G˜T (p) =
∑
x
GT (x)e
ip·x and pm = (2pi/L, 0, 0).
Definitions (A16) and (A17) are the obvious generaliza-
tions of those used for spin-spin correlations. In this case
one considers the vector correlation function
GV (x) = 〈s0 · sx〉, (A18)
and the vector correlation length ξV defined using
Eq. (A17) and GV (x).
Beside the correlation length, we also consider
renormalization-group invariant ratios (collectively
named Binder parameters) defined in terms of
Θαβ =
∑
x
Tαβx . (A19)
We define
U3T =
〈Tr Θ3〉
〈Tr Θ2〉3/2 , (A20)
U4T,a =
〈[Tr Θ2]2〉
〈Tr Θ2〉2 U4T,b =
〈Tr Θ4〉
〈Tr Θ2〉2 . (A21)
These quantities are not independent for N = 2 and 3.
The relation U4T,b = U4T,a/2 holds for N = 2, 3, while
U3 = 0 for N = 2.
TABLE I: Estimates of the Binder parameters in the high-
temperature (HT) and low-temperature (LT) phase. U3T = 0
in the HT phase.
N HT LT
U4T,a U4T,b U3T U4T,a U4T,b
3 1.400 0.700 0.408 1 0.500
4 1.222 0.528 0.577 1 0.583
5 1.143 0.421 0.671 1 0.650
8 1.057 0.261 0.802 1 0.768
∞ 1 0 1 1 1
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FIG. 11: Plot of ξV /ξT as a function of X = (β − βc)L
1/ν
for N = 3, 4, 5 and 8.
We can easily predict the value the Binder parameters
take in the high-temperature phase. The cubic parameter
U3T vanishes, while
U4T,a =
N2 +N + 2
(N + 2)(N − 1) U4T,b =
2N2 + 3N − 6
N(N + 2)(N − 1) .
(A22)
In the low-temperature phase we obtain instead
U3T =
N − 2√
N(N − 1) , (A23)
U4T,a = 1 U4T,b =
N2 − 3N + 3
N(N − 1) . (A24)
Numerical results for N = 3, 4, 5, 8 are reported in Ta-
ble I.
Close to the critical point, for L → ∞,
renormalization-group invariant quantities R satisfy the
scaling law
R(β, L) = fR(X) +O(L
−ω) X = (β − βc)L1/ν .
(A25)
17
TABLE II: Estimates of several renormalization-group invari-
ant quantities at the critical point X = 0.
N = 3 N = 4 N = 5 N = 8
U∗4T,a 1.458(12) 1.287(7) 1.218(2) 1.117(2)
U∗4T,b 0.729(6) 0.684(2) 0.677(3) 0.681(2)
U∗3T 0.334(10) 0.462(7) 0.529(3) 0.636(2)
(ξT /L)
∗ 0.213(5) 0.221(4) 0.222(1) 0.236(1)
(ξV /ξT )
∗ 2.68(3) 2.50(2) 2.41(1) 2.21(1)
Here βc is the critical-point position, ν the correlation-
length exponent and ω is the exponent that controls scal-
ing corrections (in N vector models it varies between 0.8
and 1, see Ref. [1]). The function fR(X) is universal
apart from a rescaling of its argument. In particular, its
value R∗ = fR(0) at the critical point is universal. As
we have done in the paper, we can also parametrize the
scaling behavior by using a specific quantity R. Here we
use the ratio Rξ,T = ξT /L, rewriting Eq. (A25) as
R(β, L) = gR(ξT /L) +O(L
−ω). (A26)
The function gR(x) is universal.
We have computed several scaling functions for N =
3, 4, 5, 8 on cubic lattices of size L, with L in the interval
16 ≤ L ≤ 32. We use periodic boundary conditions.
In Figs. 11 and 12 we report the scaling functions as a
function of X . We have used the following values for βc
and ν: βc = 0.69302(3) [3, 5] and ν = 0.7112(5) [4] for
N = 3; βc = 0.93586(1) [5, 6] and ν = 0.749(2) [7] for
N = 4; βc = 1.18138(3) and ν = 0.779(3) [8] for N = 5;
βc = 1.92677(2) and ν = 0.85(2) [9] for N = 8. Note
that, on the scale of the figure, differences on the value
of ν of 1% cannot be distinguished.
In spite of the fact that lattices are relatively small, we
observe a very good scaling. We have also determined the
value of the different quantities at the critical point, see
Table II. The results have been obtained by extrapolat-
ing the finite-L data assuming that scaling corrections
behave as L−ω. The quoted error includes the statistical
error, the interpolation error of the data, the error on
βc and ν, and the extrapolation error. The latter has
been conservatively estimated as the difference between
the extrapolated value and the value that the observable
takes on the largest lattice.
In Fig. 13 we report the same invariant ratios as a
function of ξT /L. Some numerical values (extrapolations
and errors have been computed as before) are reported
in Table A 1.
2. CPN−1 Binder parameters in the O(2N) theory
In the limit βg → ∞, the gauge field λx,µ can be set
equal to one and the model reduces to a vector model
with a 2N dimensional real spin field. We wish now to
compute the limiting behavior of the scaling functions for
the CPN−1 Binder parameters. As we have done for the
N -vector theory, we define three Binder parameters. If
Qabx = z¯
a
xz¯
b
x −
1
N
δab ΘabCP =
∑
x
Qabx , (A27)
we define
U3CP =
〈Tr Θ3CP 〉
〈Tr Θ2CP 〉3/2
, (A28)
U4CP,a =
〈[Tr Θ2CP ]2〉
〈Tr Θ2CP 〉2
U4CP,b =
〈Tr Θ4CP 〉
〈Tr Θ2CP 〉2
.
(A29)
The quantity named here U4CP,a is the Binder parameter
U4 presented in the main text. For N = 2, we have
U3CP = 0 and U4CP,a = 2U4CP,b.
In the high-temperature phase we have U3CP = 0,
U4CP,a =
N2 + 1
N2 − 1 U4CP,b =
2N2 − 3
N(N2 − 1) . (A30)
In the low-temperature phase we have U4CP,a = 1,
U3CP =
N − 2√
N(N − 1) , (A31)
U4CP,b =
N2 − 3N + 3
N(N − 1) . (A32)
To compute the scaling functions associated with these
quantities in the O(2N) theory, we use the mapping
zax = s
a
x + is
a+N
x , (A33)
where 1 ≤ a ≤ N and sαx is a 2N -dimensional real unit
vector. It is then easy to verify that
ΘabCP = Θ
ab +Θa+N,b+N + iΘa,b+N − iΘa+N,b, (A34)
where Θab is the 2N -dimensional real quantity defined in
Eq. (A19). Squaring the previous relation and taking the
trace, we obtain
Tr Θ2CP = Tr Θ
2 + (A35)
+
N∑
a,b=1
(ΘabΘa+N,b+N − Θa,b+NΘa+N,b).
In this relation, the trace in the l.h.s. is performed in the
CPN−1 theory (indices go from 1 to N), while the trace
in the r.h.s. is performed in the O(2N) theory (indices go
from 1 to 2N). The presence of the additional terms in
Eq. (A35) explains why the relation between the CPN−1
Binder parameters and the tensor Binder parameters in
the O(2N) theory is not trivial.
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FIG. 12: Plot of ξT /L (top left), U3T (top right), U4T,a (bottom left), and U4T,b (top right) as a function of X = (β−βc)L
1/ν
for N = 3, 4, 5 and 8.
Using the O(2N) invariance of the model we obtain
the relations
〈Tr Θ2CP 〉 =
2(N − 1)
2N − 1 〈Tr Θ
2〉,
〈Tr Θ3CP 〉 =
2(N − 2)
2N − 1 〈Tr Θ
3〉,
〈[Tr Θ2CP ]2〉 =
4N
(2N − 3)(4N2 − 1) ×
× [(2N2 − 5N + 4)〈[Tr Θ2]2〉 − 2〈Tr Θ4〉] ,
〈Tr Θ4CP 〉 =
2
(2N − 3)(4N2 − 1) ×
× [(4N2 − 3N − 6)〈[Tr Θ2]2〉+ (A36)
+2(2N3 − 9N2 + 6N + 6)〈Tr Θ4〉] .
We obtain therefore the relations, which are exact for the
O(2N) theory, between CPN−1 and tensor O(2N) Binder
parameters:
U3CP =
N − 2
N − 1
√
2N − 1
2(N − 1) U3T ,
U4CP,a =
N(2N − 1)
(N − 1)2(2N + 1)(2N − 3) ×
× [(2N2 − 5N + 4)U4T,a − 2U4T,b] ,
U4b,CP =
2N − 1
2(N − 1)2(2N + 1)(2N − 3) ×
× [(4N2 − 3N − 6)U4T,a+
+ 2(2N3 − 9N2 + 6N + 6)U4T,b
]
. (A37)
For the CP1 model (N = 2) the only independent Binder
parameter U4CP,a is related to the tensor Binder param-
eters in the O(4) theory by
U4CP,a =
12
5
(U4T,a − U4T,b). (A38)
For the CP3 model (N = 4) the relation between CP3
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TABLE III: We report some numerical values for the scaling function gR(x) (x = ξT /L) defined in Eq. (A26) for N = 3, 4, 5, 8.
If the function has a maximum, in the second column we report the position xmax of the maximum and Max = gR(xmax). In
the last five columns we report gR(x) for x = 0.1, 0.2, 0.3, 0.4., 0.5.
N xmax Max x = 0.1 x = 0.2 x = 0.3 x = 0.4 x = 0.5
U3T
3 0.162(4) 0.325(8) 0.372(2) 0.390(2) 0.398(1)
4 0.212(1) 0.422(8) 0.517(2) 0.548(2) 0.561(1)
5 0.246(7) 0.502(7) 0.597(3) 0.634(2) 0.654(1)
8 0.268(1) 0.576(3) 0.703(2) 0.753(1) 0.775(1)
U4T,a
3 0.132(2) 1.60(3) 1.57(3) 1.49(2) 1.261(2) 1.146(5) 1.080(1)
4 0.141(2) 1.39(2) 1.336(5) 1.317(2) 1.178(4) 1.099(2) 1.054(1)
5 0.155(1) 1.29(1) 1.250(7) 1.256(2) 1.144(4) 1.075(2) 1.041(1)
8 0.154(1) 1.17(1) 1.1269(3) 1.142(2) 1.089(3) 1.044(1) 1.0239(4)
U4T,b
3 0.132(2) 0.80(2) 0.78(2) 0.745(1) 0.631(1) 0.573(2) 0.540(1)
4 0.205(1) 0.692(6) 0.626(3) 0.685(3) 0.649(2) 0.622(2) 0.604(1)
5 0.25(4) 0.68(1) 0.549(7) 0.679(9) 0.678(4) 0.665(2) 0.658(1)
8 0.407(1) 0.644(3) 0.721(2) 0.746(1) 0.7562(2)
ξV /ξT
3 3.37(5) 2.71(2) 2.46(1)) 2.296(8) 2.171(8)
4 3.23(5) 2.62(3) 2.30(1) 2.125(4) 2.008(7)
5 3.18(2) 2.49(2) 2.20(1) 2.029(3) 1.918(6)
8 3.01(2) 2.34(1) 2.05(1) 1.893(3) 1.788(4)
and O(8) Binder parameters is
U3CP =
√
14
27
U3T ,
U4CP,a =
448
405
U4T,a − 56
405
U4T,b,
U4CP,b =
161
405
U4T,a +
98
405
U4T,b. (A39)
For the comparison it is also important to relate the cor-
relation length. In the CPN−1 it is defined from the
correlation function of Qx:
GCP (x) = 〈Tr Q0 Qx〉. (A40)
In the O(2N) theory, we have the relation
GCP (x) =
2(N − 1)
2N − 1 GT (x), (A41)
As the correlation length does not depend on the normal-
ization of the correlation function, the correlation length
ξCP computed from GCP (x) is identical to the O(2N)
tensor correlation length ξT . The scaling functions for
the CPN−1 Binder parameters U4CP,a and U4CP,b are re-
ported in Fig. 14 for N = 2 and 4.
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