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Abstract
Let X0,X1, . . . be i.i.d. random variables with E(X0) = 0, E(X20) = 1 and E(exp{tX0}) <∞
for any |t |< t0. We prove that the weighted sums V (n)=
∑∞
j=0 aj (n)Xj , n 1 obey a moderately
large deviation principle if the weights satisfy certain regularity conditions. Then we prove a new
version of the Erdös–Rényi–Shepp laws for the weighted sums.
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1. Introduction
Let X0,X1,X2, . . . be independent, identically distributed (i.i.d.) random variables with
E(X0) = 0 and E(X20) = 1. Assume that there exists some t0 > 0 such that the moment
generating function
M(t)=E(exp{tX0})<∞ if |t|< t0. (1.1)
Then for |t|< t0, logM(t) has the following expansion:
logM(t)=
∞∑
k=2
ck
k! t
k.
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2 F. Gao / J. Math. Anal. Appl. 285 (2003) 1–7Let aj (λ), j = 0,1,2, . . . , λ > 0 (where λ is a continuous parameter or λ ∈ N) be real
numbers such that for each k = 1,2, . . . ,
∞∑
j=0
∣∣aj (λ)∣∣k <∞ for all λ.
Consider the following weighted means of the sequence {Xn, n 0}:
V (λ) :=
∞∑
j=0
aj (λ)Xj .
In order to investigate large deviations and Erdös–Rényi–Shepp laws of {V (λ),λ > 0},
Kiesel and Stadtmüller [2,3] introduce the following conditions:
(KS1) There exists a nondecreasing function φ : [0,∞) → [0,∞) with φ(λ) → ∞ as
λ→∞ and there exists a sequence of real numbers {αk, k  1} with αk = 0 such
that α := limk→∞ k√|αk| exists and
∞∑
j=0
aj (λ)
k = αk
φ(λ)k−1
R(k,λ) for all λ and k, (1.2)
where the error term R(k,λ) satisfies condition∣∣R(k,λ)− 1∣∣ rk (1+ δ(λ))k
φ(λ)
for all λ and k, (1.3)
with δ(λ)→ 0 as λ→∞ and lim supk→∞ k√rk  1.
(KS2) There exist nondecreasing functions m(·) and ε(·) such that∑
|j−m(λ)|>ε(λ)φ(λ)
∣∣aj (λ)∣∣ log(j + 2)→ 0 as λ→∞ (1.4)
and there exists a γ > 0 such that for the sequence nk := k(logk)γ , k = 2,3, . . . ,
m(nk+1)−m(nk)− 2ε(nk+1)φ(nk+1) > 0. (1.5)
Under (KS1) and (1.1), the asymptotic cumulant generating function of V (λ) defined
by
χ(t) := lim sup
λ→∞
1
φ(λ)
logE
(
exp
{
V (λ)φ(λ)t
}) (1.6)
is strictly convex in (−t0/α, t0/α) [2,3]. Moreover, Kiesel and Stadtmüller obtained a large
deviation principle [3] and an Erdös–Rényi–Shepp law for the weighted sums [2].
In this paper, we first prove a moderately large deviation principle for a class of weighted
means. Then we present a new version of the Erdös–Rényi–Shepp laws for the weighted
sums. We first introduce the condition (KS2′):
(KS2′) There exist nondecreasing functions m(·) and ε(·) such that∑
φ(λ)
∣∣aj (λ)∣∣→ 0 as λ→∞ (1.7)
|j−m(λ)|>ε(λ)φ(λ)
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k = 2,3, . . . .
Now, let us state our main results.
Theorem 1.1. Let {Xn, n  0} be a sequence of i.i.d. random variables satisfying (1.1)
with t0 > 0 and let (KS1) hold. Then, for any closed set F ⊂R,
lim sup
λ→∞
φ(λ)
b2(λ)
logP
(
φ(λ)
b(λ)
V (λ) ∈ F
)
− inf
x∈F
x2
2χ ′′(0)
,
and for any open set G⊂R,
lim inf
λ→∞
φ(λ)
b2(λ)
logP
(
φ(λ)
b(λ)
V (λ) ∈G
)
− inf
x∈G
x2
2χ ′′(0)
,
where b(λ) is a positive function satisfying
lim
λ→∞
φ(λ)
b(λ)
=∞ and lim
λ→∞
b(λ)√
φ(λ)
=∞.
Theorem 1.2. Let {Xn, n  0} be a sequence of i.i.d. random variables satisfying (1.1)
with t0 > 0.
(1) Let (KS1) hold. If limn→∞ φ(n)/logn=∞, then
lim sup
n→∞
√
φ(n)
2χ ′′(0) logn
V (n) 1 a.s. (1.8)
Furthermore, if (KS2′) is also valid, then
lim sup
n→∞
√
φ(n)
2χ ′′(0) logn
V (n)= 1 a.s. (1.9)
(2) Let (KS1) and (KS2′) hold. If limn→∞ φ(n)/logn= c ∈ (C0,∞), then
lim sup
n→∞
V (n)= χ∗−1(1/c) a.s., (1.10)
where χ∗(x)= sup{tx − χ(t); t ∈R} and C0 = 1/
∫ t0/α
0 uχ
′′(u) du.
(3) Let (KS1) and (KS2′) hold. Define A = limt→t0/α χ ′(t). If A = ∞ and
lim supn→∞ φ(n)/logn= 0, then
lim sup
n→∞
V (n)=∞. (1.11)
Remark 1.3. Theorem 1.2(1) improves Theorem 1(i) in [2]. Theorems 1.1 and 1.2 can be
applied to moving averages, generalized Valiron means and kernel estimators, etc. (cf. [2]).
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Set V˜ (λ)=∑|j−m(λ)|ε(λ)φ(λ)Xj aj (λ) and define
ψλ(t)= logE
(
exp
{
V (λ)t
})
, ψ˜λ(t)= logE
(
exp
{
V˜ (λ)t
})
.
Then by Lemma 2 in [2], for each τ < t0/α, i = 0,1,2,3,4 and all t with |t| φ(λ)τ ,∣∣∣∣ψ(i)λ (t)− 1φi−1(λ)χ(i)
(
t
φ(λ)
)∣∣∣∣ Cφi(λ) , (2.1)
where C is a constant independent of λ and t . Since for each λ and all t with t < φ(λ)t0/α,
ψ˜λ(t)=
∞∑
k=2
ck
k!
( ∑
|j−m(λ)|ε(λ)φ(λ)
aj (λ)
k
)
tk
=ψλ(t)−
∞∑
k=2
ck
k!
( ∑
|j−m(λ)|>ε(λ)φ(λ)
(
φ(λ)aj (λ)
)k)(
t/φ(λ)
)k
,
we have that under (KS2′), for each τ < t0/α, i = 0,1,2,3,4 and all t with |t| φ(λ)τ ,∣∣∣∣ψ˜(i)λ (t)− 1φi−1(λ)χ(i)
(
t
φ(λ)
)∣∣∣∣ Cφi(λ) . (2.2)
Proof of Theorem 1.1. By the Ellis–Gärtner theorem [1], the theorem is a consequence
of the following Lemma 2.1(1).
Lemma 2.1.
(1) If (KS1) holds, then for any t ∈R,
lim
λ→∞
∣∣∣∣ φ(λ)b2(λ) logE(exp{V (λ)b(λ)t})− 12χ ′′(0)t2
∣∣∣∣= 0.
(2) If (KS1) and (KS2′) are valid, then for any t ∈R,
lim
λ→∞
∣∣∣∣ φ(λ)b2(λ) logE(exp{V˜ (λ)b(λ)t})− 12χ ′′(0)t2
∣∣∣∣= 0.
Proof. Since ψλ(0)= 0 and ψ ′λ(0)= 0, we have
ψλ(t)=
t∫
0
ψ ′′λ (s)(t − s) ds for |t| φ(λ)τ.
Thus by (2.1),
lim
λ→∞
∣∣∣∣ φ(λ)b2(λ) logE(exp{V (λ)b(λ)t})− 12χ ′′(0)t2
∣∣∣∣
= lim
∣∣∣∣ φ(λ)2 ψλ(b(λ)t)− 1χ ′′(0)t2
∣∣∣∣λ→∞ b (λ) 2
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λ→∞
∣∣∣∣∣φ(λ)
t∫
0
ψ ′′λ
(
b(λ)s
)
(t − s) ds − 1
2
χ ′′(0)t2
∣∣∣∣∣
= lim
λ→∞
∣∣∣∣∣
t∫
0
χ ′′
(
b(λ)
φ(λ)
s
)
(t − s) ds − 1
2
χ ′′(0)t2
∣∣∣∣∣= 0.
The other formula is a consequence of (2.2). ✷
Lemma 2.2. Let (KS1) and (KS2′) hold.
(1) The conclusion of Theorem 1.1 is still valid for V˜ (λ), i.e., for any closed set F ⊂R,
lim sup
λ→∞
φ(λ)
b2(λ)
logP
(
φ(λ)
b(λ)
V˜ (λ) ∈ F
)
− inf
x∈F
x2
2χ ′′(0)
,
and for any open set G⊂R,
lim inf
λ→∞
φ(λ)
b2(λ)
logP
(
φ(λ)
b(λ)
V˜ (λ) ∈G
)
− inf
x∈G
x2
2χ ′′(0)
.
(2) χ∗(x) is continuous and strictly increasing on [0,A) with values in [0,1/C0) and
there exist constants κ1, κ2 > 0 such that for all x ∈ [0,A) and λ > 0,
P
(
V˜ (λ) x
)
 exp
{−φ(λ)(χ∗(x)− κ1/φ(λ))}
and
P
(
V˜ (λ) x
)
 exp
{−φ(λ)(χ∗(x)+ κ2/√φ(λ) )}.
Proof. By the Ellis–Gärtner theorem, (1) follows from Lemma 2.1(2). The proof of (2) is
the same as that of Lemma 1 in [2]. ✷
Lemma 2.3. Let (KS1) and (KS2′) hold. Then for any t ∈R,
lim
λ→∞
φ(λ)
b2(λ)
logE
(
exp
{(
V (λ)− V˜ (λ))b(λ)t})= 0, (2.3)
and for any t < t0/α,
lim
λ→∞
1
φ(λ)
logE
(
exp
{(
V (λ)− V˜ (λ))φ(λ)t})= 0. (2.4)
Proof. For each λ and all t with t < φ(λ)t0/α, we have
logE
(
exp
{(
V (λ)− V˜ (λ))t})
=
∞∑
k=2
ck
k!
( ∑
|j−m(λ)|>ε(λ)φ(λ)
(
φ(λ)aj (λ)
)k)(
t/φ(λ)
)k
,
which implies (2.3) and (2.4). ✷
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β(n)=
√
φ(n)
2χ ′′(0) logn
.
We start by showing the upper bound:
lim sup
n→∞
β(n)V (n) 1 a.s. (2.5)
Applying Theorem 1.1 to b(λ)= φ(λ) logλ, then for each ε > 0, for n large enough,
P
(
β(n)V (n)
√
1+ 2ε ) exp{−(1+ ε) logn} 1
n1+ε
.
Hence, (2.5) follows from the Borel–Cantelli lemma.
Now we show the lower bound:
lim sup
n→∞
β(n)V (n) 1 a.s. (2.6)
Let nk be defined by (KS2). Then V˜nk , k  1 are independent and by Lemma 2.2(1), each
ε > 0, for k large enough,
P
(
β(nk)V˜ (nk)
√
1− 2ε ) exp{−(1− ε) lognk} θ
k1−ε/2
for some constant θ > 0. Hence by the Borel–Cantelli lemma and arbitrariness of ε > 0,
lim sup
k→∞
β(nk)V˜ (nk) 1. (2.7)
On the other hand, by (2.3) and Chebyshev’s inequality, we have that for any t > 0,
lim sup
n→∞
1
logn
logP
(
β(n)
∣∣V (n)− V˜ (n)∣∣ ε)−tε.
Therefore it follows from the Borel–Cantelli lemma and arbitrariness of ε > 0 that
lim sup
n→∞
β(n)
∣∣V (n)− V˜ (n)∣∣= 0 a.s., (2.8)
which together with (2.7) yields (2.6).
(2) First, under (KS1) the following upper bound was shown in [2]:
lim sup
n→∞
V (n) χ∗−1(1/c) a.s. (2.9)
Now we show the lower bound:
lim sup
n→∞
V (n) χ∗−1(1/c) a.s. (2.10)
Let ε > 0 be given such that χ∗−1(1/c)− 2ε > 0. Set x := χ∗−1(1/c)− ε and choose a
0 < δ < 1 such that χ∗(x) (1 − δ)/c. Let nk be defined by (KS2). Then V˜nk , k  1 are
independent and by Lemma 2.2(2), for each ε > 0, for k large enough,
P
(
V˜ (nk) x − ε
)
 exp
{−φ(nk)χ∗(x)}
 exp
{
−1− δ
c
(1+ δ)c lognk
}
 θ
1−δ2 γ ,k (logk)
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lim sup
k→∞
V˜ (nk) χ∗−1(1/c). (2.11)
On the other hand, by (2.4) and Chebyshev’s inequality, for any t > 0,
lim sup
n→∞
1
φ(n)
logP
(∣∣V (n)− V˜ (n)∣∣ ε)−tε. (2.12)
Therefore it follows from the Borel–Cantelli lemma and arbitrariness of ε > 0 that
lim sup
n→∞
∣∣V (n)− V˜ (n)∣∣= 0 a.s., (2.13)
which together with (2.11) yields (2.10).
(3) For M > 0, we can obtain by Lemma 2.2(2) that for large n,
P
(
V˜ (n)M
)
 exp
{−φ(n)(χ∗(M)+ 1)}.
Since φ(n)/ logn→ 0, we have that for large n
φ(n)
logn
(
χ∗(M)+ 1)< 1
2
,
and so for the sequence (nk) as in (KS2),
∞∑
k=1
P
(
V˜ (nk)M
)=∞.
Hence, lim supk→∞ V˜ (nk)M a.s., and so
lim sup
k→∞
V˜ (nk)=∞ a.s.
On the other hand, by (2.12), there exists a subsequence nkl of (nk) such that
lim sup
l→∞
∣∣V (nkl )− V˜ (nkl )∣∣= 0 a.s.
Hence, (3) holds. ✷
References
[1] R.S. Ellis, Large deviations for a general class of random vectors, Ann. Probab. 12 (1984) 1–12.
[2] R. Kiesel, U. Stadtmüller, Erdös–Rényi–Shepp laws and weighted sums of independent identically distributed
random variables, J. Theoret. Probab. 9 (1996) 961–982.
[3] R. Kiesel, U. Stadtmüller, A large deviation principle for weighted sums of independent identically distributed
random variables, J. Math. Anal. Appl. 251 (2000) 929–939.
[4] L.M. Wu, Moderate deviations of dependent random variables related to CLT, Ann. Probab. 23 (1995) 420–
445.
