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Abstract
This paper is concerned with reconstructing weighted directed networks from the total in- and out-weight of each node.
This problem arises for example in the analysis of systemic risk of partially observed financial networks. Typically a
wide range of networks is consistent with this partial information. We develop an empirical Bayesian methodology
that can be adjusted such that the resulting networks are consistent with the observations and satisfy certain desired
global topological properties such as a given mean density, extending the approach by Gandy and Veraart (2017).
Furthermore we propose a new fitness-based model within this framework. We provide a case study based on a data
set consisting of 89 fully observed financial networks of credit default swap exposures. We reconstruct those networks
based on only partial information using the newly proposed as well as existing methods. To assess the quality of the
reconstruction, we use a wide range of criteria, including measures on how well the degree distribution can be captured
and higher order measures of systemic risk. We find that the empirical Bayesian approach performs best.
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1. Introduction
Financial institutions are linked in various ways. It is natural to use network models to assess the stability of
financial systems [3, 26, 28]. A key hindrance for using such models is that the networks are often not directly
observable. As mentioned by Haldane in a 2015 speech (see p. 14 in [27]): “Even among the world’s largest banks,
data on their bilateral exposures to one another remains partial and patchy, especially for off balance sheet positions
and securities holdings. That means large parts of the core of the international banking map remain, essentially,
uncharted territory.” Furthermore, as mentioned on p. 31 of Bank of England’s document [5], there are “big gaps in
the data on interlinkages between different parts of the financial system and common exposures across the financial
system. The lack of data makes it difficult to build up a point-in-time picture of the interlinkages between different
parts of the financial system and calibrate quantitative models.” This is despite efforts by regulators to collect more
data [23]. We develop an empirical Bayesian approach to obtain a distribution of networks from partial information.
A financial network can be characterized in terms of a matrix where each entry corresponds to a financial link,
e.g., a loan from one market participant to another one in the system or an exposure due to the sale of products such
as a Credit Default Swap (CDS). We consider the classical network reconstruction problem, in which the row and
column sums of the network matrix are the only available information. This is, e.g., the case for interbank assets
and liabilities, where the aggregate information is available from balance sheet information. Sometimes additional
entries of the matrix might be known to the regulator, since they correspond to (large) exposures within the regulator’s
jurisdiction [4, 33].
The classical network reconstruction problem in which approximately n2 unknowns (the entries of the matrix)
are estimated from around 2n observations seems to be ill-posed. Indeed, usually a large variety of matrices is
consistent with the marginals. This is somewhat comparable to problems in high-dimensional statistics in which a
large number p of parameters is estimated from a small number n of observations with n  p, where useful results
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can be obtained by assuming a structure of the solution, such as sparsity. Similarly, in the matrix reconstruction
problem, such assumptions will have to be made.
Recently, the performance of six different approaches to network reconstruction has been compared on 23 different
financial networks [4]. A slightly extended and updated comparison can be found in [2]. We briefly outline these and
some other approaches in Section 2. The study finds that there is no single method that is best for all types of networks.
For example, the degree of sparsity influences which method works best. This then leads to recommendations as to
which methods work best for different types of networks depending on their density/structure.
The most important conclusion from this study, which was not actually made, is that it is crucial for a network
reconstruction method to be adjustable to topological characteristics such as the density of the network, which we
define as the proportion of links existing divided by the total number of possible links. It is in general not possible
to infer the density of the network from the marginals alone [24]. Hence, one can construct matrices of (almost)
any desired density that are consistent with the observed marginals. Any network reconstruction technique that does
not allow for calibration to additional information or target characteristics cannot be successful over a wide range of
different types of networks.
Recently, Gandy and Veraart [24] proposed a Bayesian approach to network reconstruction that is very flexible in
terms of the underlying structure of the network. The Bayesian approach assumes a prior distribution for the financial
network which is then conditioned on the available information. This posterior distribution is approximated using
a Markov Chain Monte Carlo (MCMC) sampler. The sampled matrices, i.e., the financial networks, are consistent
with the row and column sums (and potentially some additional observed entries). Several well-known modeling
assumptions can be included in the prior model, such as, e.g., the Erdo˝s–Re´nyi random graph model, core-periphery
structures or power laws for both the degree distribution and the distribution of the weights. Gandy and Veraart [24]
do not give a method for adjusting the method to desirable topological properties. They also do not test their approach
on empirical data in which the full network is actually observable.
Our paper makes three main contributions. First we develop an empirical Bayesian approach to network recon-
struction by developing a calibration methodology of the Bayesian approach proposed in [24]. In particular, we show
how networks can be reconstructed that have a specified target density and are consistent with the observed marginals,
and possibly additional entries; see Section 4.3.
Second we introduce in Section 4.4 an empirical fitness model within the Bayesian framework and show how this
can be calibrated to topological information about the network density. This new model accounts for heterogeneity in
the nodes of the network while still being parsimonious in the number of parameters and hence easy to calibrate.
Third we evaluate in Section 5 the performance of the new methods as well as of existing methods on real data. For
this, we use 89 fully observed networks of Credit Default Swaps (CDS) exposures described in Section 3, assume that
we do not observe the full networks and attempt a reconstruction. Based on a wide range of measures, the (empirical)
Bayesian approach performs very well in absolute terms and also compared to alternative reconstruction techniques.
When looking at criteria that measure systemic risk or check whether the probability distribution from which the
reconstructed networks are sampled has the true observed weights of the links within their support or not, we find that
the (empirical) Bayesian approach performs significantly better than all competitor models considered in this paper.
This is particularly remarkable because we included a competitor in the comparison that was considered the “winner”
among the probabilistic approaches to network reconstruction considered in the comparison study by Anand et al.
[2], which did not consider the Bayesian approach by Gandy and Veraart [24] and our extension. Furthermore, the
(empirical) Bayesian approach can be calibrated quite easily to match important quantities of interest. We provide
specific results for one example network in Section 5.3 and results for all 89 networks in Section 5.4.
We compare theoretical properties of different network reconstruction methods in Section 6, and find that the
(empirical) Bayesian approach has more desirable properties than all the alternatives considered. We provide an
implementation of the methods introduced in this paper as part of the R-package systemicrisk.
2. Literature review
The problem of reconstructing networks characterized as matrices from their row and column sums has been
considered in a wide range of fields and is also referred to as matrix balancing problem; see, e.g., [41] for an overview.
Specifically, it is related to the problem of constructing tests for independence in contingency tables; see [8, 37] for
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some recent work on this. A key difference is that the contingency tables are usually binary or integer-valued, whereas
we do not assume any such restriction in our approach. Furthermore, a uniform distribution given the row and column
sums is usually of interest — we assume more structure.
It is also related to the inference of origin-destination matrices for a transit system, where only the number of
passengers entering and leaving a vehicle at stops is observed. One specific example of such a problem is considered
in [29], where a Bayesian approach for modeling the system is used. A key difference is that in this application the
unknown matrices are integer-valued triangular matrices.
As long as only the aggregates are available, no actual network data such as edge weights are observed, and hence
the substantial body of literature on statistical inference of network data cannot be used directly; see, e.g., [32] for a
good overview and [22] for some recent challenges. What can be used, however, are models for random graphs that
have been studied in detail in the context of the statistical analysis of network data, probability and graph theory; see,
e.g., Chapter 6 in [32] and [10].
There are two classes of reconstruction methods. First, methods that return only one matrix, usually a solution
of a constrained optimization problem. Second, methods that return an ensemble of matrices, often based on random
graph models.
The most widely used approach of the first class is to minimize the Kullback–Leibler divergence between the
network matrix and a previously specified input matrix subject to the linear constraints imposed by the row and
column sums [48]. The classical input matrix contains in row i and column j the product of the row sum of i times the
column sum of j divided by the sum of all row sums. This optimization problem can be solved efficiently using, e.g.,
the RAS algorithm [41]. The RAS algorithm is also known as iterative proportional fitting algorithm and has been
discovered and rediscovered in many fields; see Section 2.1 in [41] for some history and references.
We will consider this approach in our case study. Empirical studies based on this method have been conducted for
banking networks of several countries, e.g., for Germany [48], for the UK [20, 49] and for Belgium [16]. The main
drawback of this approach is that based on the classical input matrix, the reconstructed network is usually a complete
network which is inconsistent with the sparsity of many real financial networks [14]. Mistrulli [38] has shown in
an empirical study of the Italian interbank market that the Kullback–Leibler method can underestimate systemic risk.
One could try to at least partially overcome this problem by choosing different input matrices for the Kullback–Leibler
method [6, 17].
Another example of the first class of methods is the minimum density method [1], which finds the network with
the minimum number of edges that is consistent with the aggregated interbank assets and liabilities. Anand et al. [1]
also discuss an extension that would result in a less sparse network.
In the second class of methods, there are several sampling approaches which generate an ensemble of networks
that match in expectation a certain real-world property of a network while maximizing the entropy of the ensemble
[40]. For instance, one might want to match a specific degree sequence of a network. Based on this idea, so-called
fitness models have been developed. Every node is equipped with a fitness that models, e.g., the size of the node and
link existence probabilities are functions of the corresponding fitnesses; see [11].
There are general results which show that using additional information on topological information provided by
information linked to the degree distribution results in much better reconstruction results than looking at the in- and
out-strength alone [35, 44–46].
An application of fitness models and additional use of topological information for reconstructing financial net-
works is provided by Cimini et al. [13]. They assume that in- and out-strengths are observable and in addition that
there is a subset of nodes for which the in- and out-degrees are known. The link-existence probabilities are functions
of the fitnesses and a parameter that is chosen such that the expected in- and out-degrees coincide with the observed
in-and out-degrees of the observed subnetwork. While a rather advanced methodology is used here to sample the ad-
jacency matrix, the corresponding weights are assigned based on a degree-corrected gravity model. This implies that
each entry in the matrix can only take two values: zero and another (cell-specific) nonnegative value. Hence, while
these models can generate a wide range of structures for the adjacency matrix, the range of the corresponding weights
is very limited. All networks in the sample satisfy the row and column sums only in expectation. We will use this
approach in our comparative study of performance of different network reconstruction techniques. Other applications
of fitness models for reconstructing financial networks can, e.g., be found in [7, 9].
Another simulation-based approach based on random graph models was considered by Moussa [39]. The weighted
network is generated from an externally specified random graph model and not just the adjacency matrix. These
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networks do not satisfy the row and column sum constraints. Therefore a suitable weight is chosen for every sample
network such that the sum of the weighted samples satisfies the constraints.
Hałaj and Kok [25] propose to simulate financial networks based on a probability map that they construct from
additional empirical data and use as the model for link existence probabilities in the sampling. Weights are then
assigned to the links in a rather ad hoc way, but they do satisfy the row and column constraints exactly and not just in
expectation.
A conceptually different approach from all previous approaches is the Bayesian approach by Gandy and Veraart
[24]. It allows to incorporate stylized facts about both the degree distribution and the distribution of weights as a prior
model in a Bayesian context. In particular, several well-known random graph models can be used. It then generates
samples through an MCMC sampler that satisfy the row and column constraints exactly and not just in expectation. To
the best of our knowledge, the Bayesian approach is the only currently available approach that generates an ensemble
of network matrices that match the constraints on the row and column sums exactly and at the same time incorporates
stylized facts of financial networks in a rigorous way.
The literature on network reconstruction has paid little attention so far to the way in which network reconstruction
methods can be adjusted or calibrated in a parsimonious way to deal with different types of networks. Exceptions
are [36] and [13]. Mastromatteo et al. [36] have proposed a message-passing algorithm for estimating interbank
exposures. They choose a global level of sparsity for the financial network first and then once the adjacency matrix is
constructed consistent with this sparsity level, they distribute weights along existing edges similarly to the Kullback–
Leibler method. Cimini et al. [13] assume that in addition to the row and column sums, they observe the in- and
outdegrees of a subset of nodes in the network. They use this information to calibrate a parameter in their fitness
model. Gandy and Veraart [24] demonstrate how different a priori assumptions lead to different types of reconstructed
networks, but did not develop a calibration methodology.
3. Data
Throughout the article, we use a snapshot of roughly 134,000 outstanding positions in credit default swaps ref-
erencing 89 different UK institutions, taken in the second half of 2011. The data come from the Depository Trust &
Clearing Corporation’s (DTCC) Trade Information Warehouse (TIW) and were supplied to us by the Bank of England
with anonymized counterparties.
For each reference entity, the data record both counterparties of a position (buyer and seller), the notional amount
and whether the counterparties are a dealer or a non-dealer. The notional amounts are quoted in EUR — we ignore
the few (less than 100) entries that are quoted in other currencies. As mentioned on p. 3 of [18], the notional amount
“represents the par amount of credit protection bought or sold, equivalent to debt or bond amounts, and is used to
derive the coupon payment calculations for each payment period and the recovery amounts in the event of a default.”
We construct 89 networks as follows. For every UK institution being referenced, we construct a network between
buyers and sellers describing the total outstanding positions in credit default swaps referencing this particular institu-
tion. Sometimes there are multiple entries, i.e., for a given reference entity, a pair of buyer and seller is listed more
than once. These multiple entries correspond to different maturities. When this occurs, we add up all the multiple
entries to obtain the total weight for such an edge.
Figure 1 shows one of these networks, which we will call example network. Thirty-two counterparties are active
in this network. The sum of all weights has been normalized to 1. Rows refer to sellers and columns to buyers.
Counterparties are ordered first such that non-dealers are before dealers and second by the total size of their position
(sum of credit protection bought and sold).
Table 1: Summary statistics for the size and density of the 89 networks.
Min. 1st Qu. Median Mean 3rd Qu. Max.
Size n 4 30 40 45 57 117
Density 0.035 0.098 0.133 0.154 0.191 0.429
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Figure 1: Left: Normalized exposure network for the example reference entity (row: protection seller, column: protection buyer). Right: Row and
column sums of the matrix.
Table 1 reports summary statistics for the 89 networks. Their size varies between 4 and 117 nodes with a mean
number of 45 nodes. The density varies between 3.5% and 42.9% with mean density of 15.4%.
4. The empirical Bayesian approach
4.1. The problem
This section recaps the network reconstruction problem as described in [24]. We consider a financial network that
consists of n ∈ N = {1, 2, . . .} nodes with indices in {1, . . . , n} and weighted directed edges given by a nonnegative
matrix L ∈ [0,∞)n×n. An edge from node i to note j exists if Li j > 0 and then Li j defines the weight of this edge.
We assume that we have two types of information about the matrix L. First, we assume that we know the row and
the column sums of L given by vectors `, a ∈ [0,∞)n, i.e.,
∀ j∈{1,...,n}
n∑
i=1
Li j = a j, and ∀i∈{1,...,n}
n∑
j=1
Li j = `i.
Second, we assume that some elements of L are known, by requiring
∀i, j∈{1,...,n} L∗i j , ∗ ⇒ Li j = L∗i j.
where L∗ ∈ L∗ = ({∗} ∪ [0,∞))n×n. The symbol ∗ signifies that it is not known whether the corresponding edge exists
and if so what weight it has.
A matrix L that satisfies these conditions is called admissible for a, ` respecting L∗. Conditions on a, ` and L∗ for
the existence of such admissible matrices are known; see Theorem 2.3 in [24].
Often, one assumes that there are no links between a node and itself, which is specified by setting L∗ii = 0 for
i ∈ {1, . . . , n} and L∗i j = ∗ for i , j. We refer to this as the minimal observation setting.
Consider the example network given on the left panel of Figure 1. The reconstruction of the network would be
only based on the row and column sum of this matrix, displayed on the right panel of Figure 1. In this example the
row and column sums are reasonably similar — the methods, however, do not rely on this.
4.2. Overview of the Bayesian approach to network reconstruction
Gandy and Veraart [24] approach the network construction as a Bayesian problem, by specifying a generative
model for L and then conditioning on the observations. In other words, the network reconstruction is given through
the posterior distribution of L.
As underlying model, they used the following model. First it constructs an unweighted graph based on a gen-
eralized version of the Erdo˝s–Re´nyi model [21]: directed edges from i to j are generated via independent Bernoulli
trials with success probabilities pi j ∈ [0, 1] for all i, j ∈ {1, . . . , n}. Second, weights sampled from an exponential
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distribution (denoted by E(λ), where λ denotes the rate) are assigned to the existing edges. Formally, the model is as
follows:
Pr(Li j > 0) = pi j, Li j|Li j > 0 ∼ E(λi j).
The model parameters consist of two matrices: p ∈ [0, 1]n×n, where pi j is the probability of the existence of a
directed edge from i to j, and λ ∈ (0,∞)n×n, which governs the distribution of the weights given that an edge exists.
In Section 4.3, we will work with the basic model where all entries of p and λ are identical. In Section 4.4, we
discuss a fitness based model, where the entries of p depend on the size of the institutions involved; for simplicity, all
entries of λ will still be the same.
To obtain the network reconstruction, one needs the probability distribution of L conditional on being admissible
for a, `, respecting L∗. Since this probability distribution is not available in closed form, Gandy and Veraart [24] have
constructed an MCMC sampler for this distribution. We will use this sampler for examples in this paper.
4.3. Calibrating the basic model
Choosing the model parameters, i.e., the two matrices λ and p, is not straightforward. Often, there would be
little information about this even if one assumed that the observed network was actually generated by a generalized
Erdo˝s–Re´nyi model with exponential weights. Proposition 3.1 in Gandy and Veraart [24] implies that under some
mild conditions, one can find for any choice of p a corresponding λ such that the expected row and column sums
coincide with the observed ones. In particular, this implies that characteristics such as the density of the network
cannot be observed from the marginals alone. This is a principal problem of network reconstruction and not only a
problem of the Bayesian approach.
In the following we show how to calibrate the Bayesian approach. By doing so we move away from a purely
Bayesian methodology towards an empirical Bayesian approach in which prior modeling assumptions are derived
from empirical data. Our main goal is to find a choice of parameters that results in a good reconstruction of the
network. We will see that a suitable choice of parameters might still be able to produce good reconstruction results
even if the underlying modeling assumptions are not completely satisfied.
In this section we consider the basic model, where all entries of p and λ are identical. We also denote these
individual entries by p and λ. We use this simple model because it is a natural starting point in practice if one does
not have any additional information about the network that one wants to reconstruct. Furthermore, we will see that it
performs well in our empirical tests.
4.3.1. Parameter of the conditional distribution
We first demonstrate that the posteriorL of L, i.e., the conditional distribution of L given row and column sums and
potentially some known entries, does depend on the two one-dimensional parameters p and λ only indirectly through
the one-dimensional parameter κ = pλ/(1− p). Indeed, if L is an admissible network matrix for a, ` respecting L∗, we
have
L(L|`, a, L∗) ∝
∏
i, j
p1{Li j>0}λ1{Li j>0}e−λLi j (1 − p)1{Li j=0} =
(
pλ
1 − p
)∑
i, j 1{Li j>0}
e−λA(1 − p)K
∝
(
pλ
1 − p
)∑
i, j 1{Li j>0}
= κ
∑
i, j 1{Li j>0},
where ∝ means that both sides are proportional when considered as function of the unknown entries of L, products
and sums are over these unknown entries, K is the number of these unknown entries and A =
∑
i, j Li j. The second line
follows because both K and A are the same for all admissible matrices. For non-admissible matrices,L(L|`, a, L∗) = 0.
Thus, for a reconstruction with the basic model, only the choice of κ matters. Figure 2 illustrates the effect of
this choice. It shows the true example network in the left most picture, whose empirical density is roughly 0.21.
Additionally, it shows three randomly selected sample matrices that were generated from models where κ was chosen
such that the density of the network has specific values (0.1, 0.21 and 0.5). Even if the parameter choice is not optimal,
the overall shape of the network, namely that most of the edges occur in the lower right corner is reproduced. Not
surprisingly, the example matrix is best matched by the matrix from the sampler calibrated to the true density.
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Figure 2: Example network (left) and reconstructions of the example network calibrated to several densities (from left to right: 0.1, 0.21, 0.5).
4.3.2. Calibration to a property of interest
Motivated by this example, we suggest to choose κ to ensure that the reconstructed network matches a certain
desirable property. For example, we might want to ensure that the mean density of the network, i.e., the proportion
of existing links, takes on a certain value; this is what was done in Figure 2. Other desirable properties could include
a certain fixed mean in-degree or a fixed mean out-degree. Alternatively, one might want to match certain quantiles
of the (in- or out-) degree distribution. For example, one could specify the (in- or out-) degree of one of the most
connected nodes by targeting, e.g., the 95% quantile of the degree distribution.
To put this in more formal terms, let H : Rn×n → R be a function that computes a property of a matrix such as the
proportion of positive entries. Suppose we are interested in choosing κ such that, for a given τ,
τ = E{H(L)|`, a, L∗, κ}.
The existence of a solution to this equation will very much depend on the choice of the function H. For any fixed κ,
we can approximate the right-hand side by running the MCMC sampler. Thus, one can solve the above equation to a
reasonable precision (provided a solution exists) using a one-dimensional numerical root search. Even though every
step of the root search requires new MCMC samples, this is computationally feasible, if one does not require a high
precision.
4.3.3. Computational considerations
For numerical reasons, it is sensible to vary p and to fix λ to a reasonable value. This is because λ appears
in exponents in quantities computed by the MCMC sampler and should thus not be too extreme. In the minimal
information setting, we could for example set λ = λ(p) = pn(n − 1)/A, which ensures that the expected total entries
of the matrix (which is n(n − 1)p/λ) is equal to the observed sum A of all entries. This choice is independent of the
choice of the function H used in the calibration. In the example in which we calibrate to a certain mean density given
by p∗, we would then set λ to be p∗n(n − 1)/A.
To obtain the reconstructions in Figure 2, we use the implementation of [24] for sampling matrices within the
standard R root finding method to calibrate the models to the desired density, with the convergence tolerance set to
0.01. In each of these runs, a fixed amount of thinning (200 × n2 steps) producing 100 matrices is used. Additionally,
5% of the effort for sampling the matrices is used as burn in. For example, for calibrating to a density of 0.21, the root
finding algorithm uses seven steps, leading to a total of n2 × 200 × 100 × 7 × 1.05 ≈ 1.58 basic update steps. These
choices were made so that the resulting density will be within ±0.02 of the target density. The central part of the code
is written in C++, allowing for fast execution. In the example for calibrating to a density of 0.21, the execution time
on one core of a Intel i7-6700 CPU with 3.40 GHz is about 32s. Once the density has been calibrated, the MCMC
chain will be run once more, with the amount of thinning chosen such that a good effective sample size is reached.
4.3.4. Using additional information to estimate the density
Thus the choice of the model parameter does matter and using the density of the network to calibrate, it appears
reasonable. In general, however, as shown in Proposition 3.1 of [24], it is not possible to infer the density of a network
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Figure 3: Estimating the density from different percentages of randomly selected observed entries in the example network given in Figure 1.
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Figure 4: Matrix of example network (left) and reconstructions of the example network calibrated to several densities (from left to right: 0.1, 0.21,
0.5) with additional information that non-dealers do not trade with non-dealers — these fixed values are crossed out.
from the marginals alone. In practice, one might have additional information available that can be used to choose the
target density for the calibration. For example, one might have historical data available about (parts of) the network
that can be used.
Alternatively, one might observe additional entries of the network and can use these to estimate the target density.
In Figure 3 we show that if one selects a certain number of elements at random from the underlying true network and
uses these elements to estimate the density, this estimate converges to the true density quite quickly.
However, when estimating network properties from observable entries, one needs to be careful about a potential
bias. Often there are special reasons why certain entries are observable and this might lead to a biased estimation of
the density.
Furthermore, there is a substantial body of statistical research on the problem of whether statistical inference
conducted on a subnetwork generalizes to the full network and hence is consistent under sampling; see, e.g., Chapter 5
in [32] and [43]. As shown in [43], several popular random graph models such as, e.g., some of the class of exponential
random graph models are not consistent under sampling. Hence, as soon as additional information on data from a
subnetwork is available, one needs to be very careful on how it is used in the reconstruction problem.
4.3.5. Additional known entries
One feature in the data is not well captured by the reconstructions in Figure 2: the top left corner does not contain
any link. This corner consists only of non-dealers and there are no trades between non-dealers and non-dealers for this
particular reference entity (in the whole data sets there are less than 50 trades between non-dealers). We can include
the additional information that there are no such trades by setting the corresponding entries of L∗ to zero. Doing this
gives samples as shown in Figure 4 that respect this special structure.
4.4. Empirical fitness model
Figure 1 (the observed example network) demonstrated a tendency of small nodes (size measured in terms aggre-
gated row and column sums) to link up with larger nodes and not with other smaller nodes. The classical Erdo˝s–Re´nyi
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model in which pi j = p for all i, j does not allow for such a behavior. Gandy and Veraart [24] have proposed a fitness
model which can account for heterogeneity of the nodes by relying only on a small number of parameters. The idea is
that each node is equipped with a random fitness xi (with probability density function denoted by ρ) and the probabil-
ity that there exists a directed edge between two nodes i and j is then a suitable function f (xi, x j) of the corresponding
two fitnesses. In the literature on large networks such functions are called graphons; see, e.g., [34]. Gandy and Veraart
[24] have shown that suitable fitness models can mimic some characteristics observed in the data quite well. Their
fitness model was a purely Bayesian model, in which also the fitness is assumed to be random and is learned from the
observed row and column sums.
In a non-Bayesian context random fitness models have been considered in, e.g., [11, 42] to model undirected non-
weighted networks. Different choices for f and ρ have been studied and they result in different degree distributions
for the generated network. In particular, Servedio et al. [42] have shown how one can generate power laws for the
degree distribution using suitable fitness models.
Non-random fitness models have been used, e.g., in the context of analysing financial networks [15] and also in
the context of network reconstruction [13].
4.4.1. The model
In the following we will assume that every market participant i is assigned a deterministic fitness xi ∈ [0,∞). We
discuss specific choices later. For the link existence probability we set, for all i, j ∈ {1, . . . , n}, pi j = αxix j/(1 +αxix j),
and λi j = λ, where α and λ are some given constants. In other words the rates are the same for all observations but the
link existence probabilities can be influenced by the fitnesses.
The link existence probabilities are nondecreasing functions in the fitnesses. Often fitnesses are used to represent
the size of the node. Such a monotonic relationship would then capture the effect that larger nodes are connected to
each other with higher probabilities.
We also have the symmetry pi j = p ji for all i, j. As we have seen in Figure 1, there are many situations in which
nodes in financial networks are not net buyers or net sellers but are usually involved in both types of transactions. In
particular, it is often observed in CDS markets that dealers are mainly doing intermediation, which is also sometimes
referred to as “hot potato trading”. These dealer-dealer trades account for a large amount of the total volume observed
in our data. In such situations, the symmetry assumption above exactly reflects the passing of the hot potato.
One could extend this model by assigning a two-dimensional fitness vector (xini , x
out
i ) to every node i and then
setting, for all i, j ∈ {1, . . . , n},
pi j = αxouti x
in
j
/
(1 + αxouti x
in
j ). (1)
Then, the matrix p is not necessarily symmetric anymore.
This functional form of the fitness (1) has, e.g., been used by Cimini et al. [13] in their approach to reconstructing
financial networks. It can be interpreted as a “fitness-induced configuration model”; see [13] for a detailed discussion.
In the random graph literature these types of link existence probabilities are considered in the so-called β-model for
undirected (non-weighted) graphs (using a slightly different parametrisation and assuming that what we call fitness
here are parameters that need to be estimated) in [12] and for directed (non-weighted) graphs in [30].
Despite having a similar functional form our approach is still fundamentally different. Cimini et al. [13] use this
fitness model to model the adjacency matrix and then attach weights to existing links based on the “degree-corrected
gravity model”. The weights that are assigned to existing links are deterministic and hence the weight for a particular
edge is always the same for all samples for which this link exists. Hence, the individual samples will usually violate the
constraints imposed by the observed row and column sums and the observed row and column sums are only matched
in expectation. Our (empirical) Bayesian approach is designed, such that the observed marginals are matched exactly
by every single sample. Furthermore, the Bayesian approach allows for random weights.
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4.4.2. Parameter of the conditional distribution
In the basic model, conditional on row and column sums, the distribution of the matrix L has only one parameter.
This is also the case for our fitness model. Indeed, the posterior of L in our fitness model is
L(L|`, a, L∗) ∝
∏
i, j
p1{Li j>0}i j λ
1{Li j>0}e−λLi j (1 − pi j)1{Li j=0} =
 ∏
i, j:Li j>0
pi jλ
1 − pi j
 e−λ∑i, j Li j
∏i, j (1 − pi j)

∝
∏
i, j:Li j>0
pi jλ
1 − pi j = (αλ)
∑
i, j 1{Li j>0}
∏
i, j:Li j>0
xix j.
This depends on the two parameters α and λ only via their product. Thus, for this empirical fitness model, in the
reconstruction we still have only one parameter to choose. Hence we can again calibrate the model to a desired
property (such as a mean density). Indeed, we can accomplish this by fixing λ to a reasonable constant and by running
a numerical search with the parameter α.
4.4.3. Choosing the fitness
We now discuss possible approaches to determining the fitness parameters x1, . . . , xn. Gandy and Veraart [24]
have already discussed the full Bayesian extension in which also fitnesses are assumed to be random and have a prior
distribution. Now we look into using empirical data to assign fitnesses.
In the absence of any additional information about the underlying network other than its row and column sums,
we can use these aggregates to determine fitnesses. In general, the observed row and column sums are outcomes of a
Bayesian model and should thus not be used as direct inputs into the model selection. However, if the focus is more
on a simple empirical reconstruction method than on having a fully coherent Bayesian approach, then we can attempt
to use this information. This could be seen as an empirical Bayesian approach. In particular we can then assume that
the fitness of a node is a function of its row and column aggregates.
More specifically, in this paper we consider the following model. Every market participant i will be assigned a
fitness xi which we set to be xi = `i + ai. Since we use empirical data to choose p we refer to this model as empirical
fitness model.
In the non-Bayesian context, Cimini et al. [13] have considered two-dimensional fitness vectors with (xini , x
out
i ) =
(ai, `i) for all i. We do not pursue this extension in the present paper because in our data each row aggregate `i is
similar to the corresponding column aggregate ai; see Figure 1.
If more information than the row and column aggregates is available, the fitnesses could for example be estimated
using external covariates in a suitable regression model. If historical data of the network are available, these could
also be used to estimate fitnesses.
4.4.4. Application to the example network
We now reconstruct our example network with the empirical fitness model, calibrated to mean densities 0.1, 0.21
and 0.5; see Figure 5. Again, the reconstruction with the density matched to the observed density of 0.21 seems to
be looking most similar to the real network. The tendency of small nodes (where size is measured in terms of their
aggregated row and column sums) to link up with larger nodes and not with other smaller nodes seem to be much
better captured than in the reconstructions using the basic Erdo˝s–Re´nyi model in Figure 4.
4.4.5. Discussion
The empirical fitness model could be generalized by using as fitness xi = (`i + ai)β for some β ≥ 0. This allows
dampening (β < 1) or amplifying (β > 1) the difference in fitnesses. This empirical fitness model can be seen as logit
model for the link existence probability pi j. Indeed, as pi j = 1/[1 + exp[−{ln(α) + ln(xi) + ln(x j)}]] , the only change
required is to re-parametrize by taking the log of the fitnesses x1, . . . , xn and the parameter α.
5. Assessing the quality of the reconstruction
We now assess the quality of different reconstruction methods on the empirical data of 89 fully observed networks
of CDS exposures. To do so, we compute the row and column sums for each network and assume that we do not
observe the individual entries and reconstruct them.
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Figure 5: Matrix of example network (left) and reconstructions of the example network using the empirical fitness model calibrated to several
densities (from left to right: 0.1, 0.21, 0.5) with no deals between non-dealers.
We use several different measures to quantify the quality of a network reconstruction. Often only univariate
measures are used; see, e.g., [4, 13]. Many of these are based only on the corresponding adjacency matrix and not the
weighted network. We will look at multivariate measures of both the adjacency matrices and the weighted network
matrices as well; in particular we will investigate how well we can reconstruct the in- and out-degree distributions and
the distribution of the weights.
In practice, the choice of the criteria will depend on the specific application. One important application is the
assessment of systemic risk in financial networks. Since there is no clear understanding yet on how systemic risk
depends on certain characteristics of the underlying network, we report a wide range of criteria that might be useful
in this context.
We first discuss the reconstruction of the example network in Section 5.3. This gives already good insights, as
the network, consisting of 32 counterparties, has 322 − 32 = 992 unknown entries. When looking at multivariate
measures such as the in- or out-degree distribution, however, there is only one observation for the in- and out-degree
distribution. Therefore we also look at the quality of fit over all 89 networks (Section 5.4).
5.1. Reconstruction methods used in comparison
We consider three different classes of reconstruction methods in our empirical comparison.
First, we consider the calibrated Bayesian approach. To denote various settings, we use the following notation:
CBayes(model, density), where density is the target density to which the model has been calibrated (we choose target
densities 0.1, 0.21 and 0.5, where 0.21 is the mean density of the observed network) and model will be either the basic
Erdo˝s–Re´nyi model (ER), the empirical fitness model (abbreviated by Fit) or these two models modified to prohibit
trades between non-dealers (ERD and FitD). The D stands for “use of the dealer information”.
We also use as reconstruction the posterior mean of these Bayesian models, denoted by E{CBayes(model,density)}.
It is approximated by the average of the reconstructed matrices produced by the MCMC sampler.
Second, as competitors we use the degree corrected gravity model of [13], calibrated to the same densities as the
Bayesian models, with the diagonal being set to 0. We will denote this by StatPhys(density) as the method is inspired
by methods from statistical physics. As before, density denotes the density the method is calibrated to. In our study,
it represents the class of models that use random graph models to generate matrices that match the row and column
constraints in expectation. The fact that this model can also be calibrated to topological properties makes it a strong
contender. Indeed, this model has performed very well in a recent study that compares several network reconstruction
techniques but did not consider the Bayesian approach in [24] and our extension presented here. Quoting from p. 17
in [2]: “if our focus is on probabilistic methods, we find that... [the model by [13]] is the clear winner across all
measures of interest”.
Third, we use the reconstruction method that is based on minimizing the Kullback–Leibler divergence suggested
in [48], based on the code of [47]. It represents the optimization based reconstruction methods in our comparison and
has been chosen since it has frequently been used in practice.
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We generated k = 1000 samples for each model, except for the Kullback–Leibler method and the posterior mean
methods, which only return one fixed reconstruction (k = 1). We used suitable settings for the MCMC algorithm and
suitable thinning to reduce autocorrelation.
5.2. Criteria used in comparison
Suppose L1, . . . , Lk are the reconstructions for the matrix L provided by a given method (with k = 1 for the
posterior mean reconstructions and the Kullback–Leibler method). We use the following criteria to evaluate such a
reconstruction.
We use standard criteria for the adjacency matrices: the accuracy, which is the proportion of edges correctly
identified, the sensitivity which is the proportion of truly existing links present in the reconstruction and the specificity
which is the proportion of truly missing links missing in the reconstruction. Formally they are given as follows:
Accuracy =
1
k
k∑
ν=1
 1n(n − 1)
n∑
i=1
∑
j,i
(
1{Li j = 0 and Lνi j = 0} + 1{Li j > 0 and Lνi j > 0}
) ,
Sensitivity =
1
k
k∑
ν=1
 1∑ni=1 ∑ j,i 1{Li j > 0}
n∑
i=1
∑
j,i
(
1{Li j > 0}1{Lνi j > 0}
) ,
Specificity =
1
k
k∑
ν=1
 1∑ni=1 ∑ j,i 1{Li j = 0}
n∑
i=1
∑
j,i
(
1{Li j = 0}1{Lνi j = 0}
) .
We also use three criteria comparing the weighted network matrices, namely the root mean square error (RMSE),
the L1-error (L1) and a a criterion which we call proportion of truth in the support (PTS). It is designed to capture
whether positive entries of the matrix are within the support of the reconstructed matrix. For every matrix element
with a truly positive entry Li j, we check if any of the reconstructions Lνi j are within 10% of the true value of Li j. The
three criteria are formally defined as follows:
RMSE =
1
k
k∑
ν=1
√
1
n2
n∑
i=1
n∑
j=1
(Lνi j − Li j)2, L1 =
1
k
k∑
ν=1
1
n2
n∑
i=1
n∑
j=1
|Lνi j − Li j|,
PTS =
∑
i, j
1{Li j > 0 and ∃ν∈{1,...,k} 0.9Li j ≤ Lνi j ≤ 1.1Li j}
/∑
i, j
1{Li j > 0}.
Next, we consider criteria for the degree distribution. For this let di =
∑
j 1{Li j > 0} and dνi =
∑
j 1{Lνi j > 0} be the
number of positive entries in the rows of observed/reconstructed matrix (the out-degree of the network). We use the
bias of the mean out-degree (bias mean deg) and the bias of the maximum out-degree (bias max deg) as criteria:
bias mean deg =
1k
k∑
ν=1
1
n
∑
i
dνi
 − 1n ∑
i
di, bias max deg =
1
k
k∑
ν=1
max
i
dνi −maxi di.
Furthermore, the root mean squared error of a specified quantile of the out-degree distribution (RMSEQD(x)), is
formally defined as
RMSEQD(x) =
1k
k∑
ν=1
{
quant(dν1, . . . , d
ν
n; x) − quant(d1, . . . , dn; x)
}2
1/2
.
In the above quant(. . . ;x), computes the empirical x quantile of the first arguments; we use the default implementation
in R which is Definition 7 in [31].
Finally, we consider criteria that assess the reconstructions for use in systemic risk measurement through the
clearing approach of Eisenberg and Noe [19]. This approach requires a matrix of liabilities. For simplicity we assume
that the credit event underlying our data occurred and that the full notional protection amounts in L are now liabilities.
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Figure 6: CDF of the reconstruction of 4 different entries of the matrix by various methods.
Furthermore, the approach needs information about capital buffers of the market participants. We do not have
such information in our anonymized data set, so we use the following ad hoc choice. We equip all nodes in the
financial network with a cash buffer b: for a given node i, we set the buffer to be bi = max(−ei, 0) × 1.1, where
ei = ai − `i = ∑nj=1 L ji −∑nj=1 Li j is the initial net worth of node i. With this buffer no defaults occur, hence we need to
reduce the buffer of at least one node to trigger a potential contagion process. We choose the node which is the largest
net-seller, i.e., we set i∗ = argmini∈{0,...,n}ei and set bi∗ = max(−ei∗ , 0) × 0.5.
Then we apply the clearing method of [19] assuming that L plays the role of the liabilities matrix and b the role of
the exogenous operating cash flow. This allows us to determine which node defaults. Let D : [0,∞)n×n → {0, 1}n be
the function that computes for any liabilities matrix the vector of indicator which nodes defaults (1 = default, 0 = no
default) using the clearing method of [19] with exogenous operating cash flow b. Applying this to the matrices of a
reconstructions allows us to estimate the probability of default for this method, which we then compare to the actual
default event as follows:
RMSEDP =
√
1
n
n∑
i=1
{pireci − D(L)i}2, pireci =
1
k
k∑
ν=1
D(Lν)i, bias DP =
1
n
n∑
i=1
{pireci − D(L)i}
5.3. The example network
We now assess the quality of the reconstruction for the example network shown in Figure 1. Table 2 displays the
results for the individual criteria. Before discussing these, we will look at some descriptive plots of the reconstruction.
5.3.1. Individual entries
Figure 6 shows the distribution of individual entries Li j of the reconstructed matrix for several reconstruction
method as well as the true value. The specific entries, i.e., the i and the j, were picked to show a spread of possible
situations.
The Kullback–Leibler method only gives a fixed value, the degree corrected gravity model (denoted “StatPhys
0.21”) returns either 0 or a fixed value in the reconstruction (which is determined by the algorithm such that row and
column sums are matched in expectation). In contrast to this, the Bayesian methods (ER-model, empirical fitness
model) give a continuous distribution on the positive values.
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Table 2: Evaluation of reconstruction of the example network. Best method in bold.
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CBayes(ER,0.1) 0.817 0.30 0.96 4.46 1.20 –3.5 –10.5 0.92 0.0 2.2 7.0 0.23 –0.10
CBayes(ER,0.21) 0.832 0.58 0.90 3.29 0.93 –0.3 –4.3 0.98 0.0 1.8 1.4 0.15 –0.06
CBayes(ERD,0.21) 0.826 0.59 0.89 3.27 0.93 –0.0 -3.9 0.99 0.4 2.0 1.1 0.18 –0.04
E[CBayes(ER,0.21)] 0.531 1.00 0.41 1.61 0.52 14.5 9.0 0.15 20.2 23.5 15.8 0.18 0.03
CBayes(ER,0.5) 0.694 0.93 0.63 2.92 0.82 8.5 5.5 0.90 6.8 15.2 10.4 0.20 –0.00
CBayes(Fit,0.1) 0.838 0.35 0.97 3.79 1.08 –3.5 –7.8 0.85 0.0 3.4 7.4 0.22 –0.08
CBayes(Fit,0.21) 0.882 0.71 0.93 2.91 0.84 –0.1 –2.2 0.94 0.0 0.8 0.7 0.13 –0.05
CBayes(FitD,0.21) 0.880 0.71 0.92 2.91 0.84 –0.0 –1.5 0.91 0.0 0.7 0.7 0.19 –0.04
E[CBayes(Fit,0.21)] 0.677 0.96 0.60 1.56 0.51 9.5 5.0 0.11 0.0 20.5 12.8 0.00 0.00
CBayes(Fit,0.5) 0.703 0.98 0.63 2.91 0.82 8.9 7.1 0.90 4.2 15.3 12.5 0.20 0.00
StatPhys(0.1) 0.851 0.38 0.98 2.42 0.79 –3.5 –8.4 0.06 0.8 3.3 6.6 0.41 0.12
StatPhys(0.21) 0.869 0.69 0.92 1.79 0.57 0.0 –1.9 0.15 0.7 1.3 0.8 0.36 0.12
StatPhys(0.5) 0.701 0.97 0.63 1.66 0.52 8.9 7.2 0.09 5.9 14.5 12.3 0.22 0.03
KL 0.531 1.00 0.41 1.57 0.51 14.5 9.0 0.13 20.2 23.5 15.8 0.18 0.03
Figure 6 also shows the true value of the corresponding entry. If the true value is 0 (as in the diagram in the bottom
left corner), then the true value is in the support of all reconstructions, with the exception of the Kullback–Leibler
model. If the true value is positive, then it is usually only within the support of the reconstructed distribution for
the Bayesian models (ER, Fitness). Both the Kullback–Leibler and the statistical physics model only produce one
possible positive value for a given entry, which then may or may not be close to the truth.
5.3.2. Evaluating the adjacency matrix
We first consider the three criteria that consider the adjacency matrix only. Table 2 shows that the empirical fitness
model is doing best in terms of accuracy, particularly if calibrated to the correct density. This is further supported by
the numbers for the sensitivity and specificity.
The use of the dealer information does not seem to have an appreciable effect on these criteria. The ER-model
has a slightly weaker performance than the empirical fitness model throughout. The statistical physics model is also
performing well according to these criteria and is only marginally worse than the empirical fitness model, but better
than the ER-model. Its quality of fit is equally sensitive to the calibration used for the density as both the empirical
fitness model and the ER-model.
The models calibrated to a high density, the posterior mean reconstructions as well as the Kullback–Leibler re-
construction are not doing particularly well — not surprisingly as they include (almost) all possible links, leading to a
high sensitivity, but a poor specificity (the specificity is not 0 for the Kullback–Leibler method and the posterior mean
model because some row or column sums being equal to 0 lead to these rows/columns being equal to 0 also for these
methods).
5.3.3. Evaluating the weights
Next we look at the classical error criteria for the weighted samples, the RMSE and the L1 error. Both of these
have been scaled by a factor of 103 in Table 2. In this case the posterior mean reconstructions as well as the Kullback–
Leibler method are doing best. This is due to them attempting to give some approximation of an average weight for
each possible link, which is good for the RMSE and the L1 error. The individual samples drawn from the posterior
distribution have, almost by necessity, a higher error according to these criteria, as the introduction of 0s in the matrix
forces more randomness. Generally speaking, the higher the density, the lower the RMSE and the L1 error, with an
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Figure 7: Empirical cdf of the positive weights of the example network underlaid by reconstructions. Left: CBayes(ERD,0.21), right:
CBayes(FitnessD,0.21).
indication that the empirical fitness model is doing better than the basic Erdo˝s–Re´nyi model. The statistical physics
model is worse than the posterior mean and Kullback–Leibler models but considerably better than the individual
samples in the Bayesian models. This is mainly due to the fact that the weights in the statistical physics model
conditional on the existence of a link are deterministic and therefore have a lower variance than the individual Bayesian
samples.
The Bayesian models are doing well according to criterion that measures the proportion of truth in the support
(PTS). Not surprisingly, the posterior mean reconstructions and the Kullback–Leibler method do not work well as
they only give one reconstruction value for each element. Similarly, the statistical physics model does not work well
— this is because every element can be reconstructed as two values — either 0 or another fixed value; which then will
most likely not be close to the true value.
Figure 7 shows the empirical cdf of the positive weights of the example network, underlaid by reconstruction using
the ER-model as well as the empirical fitness model, calibrated to the true density. Both show a good performance,
but the empirical fitness model seems to be doing better for the smaller entries of the matrix.
5.3.4. Degree distribution
The bias of the mean degree reflects the calibration and the fact that the posterior mean reconstructions and the
Kullback–Leibler model construct very full matrices. Not surprisingly, calibration to the true density does best —
after all, the density is the same as the average degree divided by the number of nodes — so calibrating to the true
density is the same as calibrating the bias of the mean degree to be 0.
The fitness models calibrated to the true density have the best match to the degree distribution overall. Importantly,
they are doing better than the ER-models calibrated to the same density, mainly because they better reproduce the
higher parts of the degree distribution, as evidenced by the lower RMSE for these parts of the quantile distribution.
The statistical physics model calibrated to the correct density is competitive, with a slightly worse match to the overall
degree distribution than the empirical fitness model.
The models calibrated to an incorrect density, and the reconstructions using the posterior mean or the Kullback–
Leibler method are not doing well on these criteria.
To reinforce the point that the empirical fitness model captures the degree distribution very well, Figure 8 shows
the empirical cumulative distribution function (empirical cdf) of the true degree distribution underlaid by the empirical
cdf of 25 reconstructed networks using the ER-model as well as the empirical fitness model, both calibrated to the
true density of 0.21. Both seem to be good, but the empirical fitness model produces samples that match more closely
the highest degrees observed in the real network.
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Figure 8: Row degree distribution of the example network underlaid by the reconstructions CBayes(ERD,0.21) (left) and CBayes(FitnessD,0.21)
(right).
5.3.5. Systemic risk
When looking at the two criteria that assess how well the reconstruction methods can reproduce the default proba-
bilities associated with the network (RMSEDP and biasDP), we see that all Bayesian methods considered here perform
significantly better than the statistical physics model. The Bayesian models that are calibrated to the true density also
significantly outperform the Kullback–Leibler method. Using the empirical fitness model as a priori assumption in
the Bayesian framework offers slight advantages in most cases over using the Erdo˝s–Re´nyi model as a prior model.
The posterior mean model in the empirical fitness model calibrated to the true density even results in a perfect fit for
the default probabilities for this particular network.
The Kullback–Leibler method performs significantly better than the statistical physics model but is worse than
most of the Bayesian methods.
The interesting feature of the systemic risk criteria is that edges are not considered individually but default prob-
abilities depend on the weights of several edges at the same time. In that sense the systemic risk criteria are higher
order criteria and show a strong dominance of the Bayesian approach.
The Kullback–Leibler method substantially outperforms the statistical physics model which indicates that even
though the statistical physics model clearly captures the degree distribution much better than the Kullback–Leibler
method it pays a heavy price for this feature because the corresponding weights assigned to the edges do not seem to
reproduce the observed weights well.
When looking at the bias in the default probabilities (biasDP), we see that the statistical physics model seems
to overestimate the default probabilities quite substantially. The bias for both the Kullback–Leibler method and the
Bayesian methods seems rather small.
5.4. Across networks
We now consider all 89 networks. We assume that we only know the row and column sums and reconstruct the
networks from these partial information. We do not use any additional information on dealer — non-dealer in this
subsection. We consider models calibrated to the true density of the network to be reconstructed as well as models
calibrated to a density of 15.4%, which is the average of the densities of the 89 networks. Figure 9 reports the results
for all networks for three selected measures (accuracy, proportion of truth in the support and the root mean square
error). Table 3 reports the mean value of the measures discussed in Section 5.3 over the 89 networks. Overall, the
relative performance of the methods stays similar to the performance in the example network.
When looking at performance measures linked to the adjacency matrix, such as accuracy, sensitivity and speci-
ficity, and measures related to the degree distribution the Bayesian empirical fitness model performs best (in particular
when calibrated to the correct density), followed closely by the statistical physics model and then the Bayesian ER-
model. The left plot of Figure 9 shows that calibrating the model improves performance.
For criteria that consider average error measures from the true weighted matrix (RMSE, L1), the posterior mean
models (both for the fitness and the ER-model) the Kullback–Leibler and the statistical physics models outperform
the individual samples. The middle figure of Figure 9 shows that for the Kullback–Leibler and the statistical physics
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Figure 9: Evaluation of reconstruction of the 89 networks — accuracy, RMSE and proportion of truth in support. The plot of the RMSE has a split
scale on the y-axis (linear up to 5, log from 5 onwards). Methods ordered by mean performance.
models, the reconstruction of two networks is particularly poor (whereas it is perfect for the other models) — these
are small networks with only few positive entries.
When looking at the criterion that measures whether there exist samples that are close to the true values (PTS),
see also the right panel of Figure 9, we have two clear winners: the Bayesian empirical fitness and the Bayesian ER-
model which reach scores of around 95%. We would expect that these scores can even be higher, when we increase the
sample size. The posterior mean model due to the averaging property performs rather poorly according to this criteria.
Both the Kullback–Leibler method and the statistical physics model also perform poorly here, since the weights they
assign to the matrix are purely deterministic and there is no guarantee that this weight is in any way close to the true
weight.
The criteria looking at measures of systemic risk in the network are in line with the results obtained for the single
network. The Bayesian approach performs best according to these criteria (with again the empirical fitness model per-
forming slightly better than the Erdo˝s–Re´nyi model as a priori modeling assumptions), the Kullback–Leibler method
comes second and the statistical physics model comes last. The statistical physics model significantly overestimates
default probabilities. The posterior mean models in the Bayesian approach slightly overestimate the default probabil-
ities, but they still have a smaller positive bias than the Kullback–Leibler method. The Bayesian methods using the
individual samples (in contrast to the posterior mean) has only a very small (negative) bias, indicating that default
probabilities can be slightly underestimated.
Figure 10 evaluates the quality of the calibration for the CBayes(ER,TD) method, i.e., using the true density
for calibration, across all 89 networks. The calibration seems to work very well for most networks — with small
discrepancies for some networks. This is due to a limited computational effort used in the calibration.
Importantly, Figure 10 shows that the density of the individual reconstructions stays close to the calibrated recon-
structions — this shows that without calibration it is impossible to get a good reconstruction with the ER model. A
similar picture emerges when we look at reconstructions from the empirical fitness model (not reported here). Also,
for the statistical physics model, the densities are very close to the calibrated for medium to large networks — only
for small networks do they scatter more widely.
6. Discussion and conclusion
The (empirical) Bayesian approach performed well on empirical data and outperformed all competitors that we
considered. We now show that the Bayesian approach is also very appealing from a theoretical point. For this, we
discuss desirable properties for a network reconstruction technique and whether they are satisfied by the methods
studied in the present paper. Table 4 gives an overview.
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Table 3: Evaluation of reconstruction of the networks — mean performance over 89 networks with standard error in brackets
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CBayes(ER,TD) 0.863 0.49 0.92 3.50 1.02 -0.4 -6.6 0.94 0.47 1.48 1.41 0.212 -0.013
(0.006) (0.01) (0.01) (0.52) (0.18) (0.0) (0.6) (0.01) (0.09) (0.09) (0.07) (0.01) (0.01)
CBayes(ER,0.154) 0.840 0.53 0.91 3.70 1.13 1.0 -3.5 0.93 0.70 4.13 5.54 0.213 -0.008
(0.006) (0.02) (0.00) (0.52) (0.21) (0.4) (0.4) (0.01) (0.13) (0.33) (0.55) (0.01) (0.01)
E[CBayes(ER,TD)] 0.599 0.97 0.52 2.28 0.75 17.3 12.6 0.10 11.60 26.78 23.24 0.252 0.025
(0.010) (0.00) (0.01) (0.44) (0.17) (0.8) (0.8) (0.01) (1.35) (1.56) (1.60) (0.01) (0.01)
E[CBayes(ER,0.154)] 0.566 0.98 0.49 2.28 0.79 19.7 13.9 0.09 13.97 30.97 24.92 0.258 0.027
(0.010) (0.00) (0.01) (0.41) (0.20) (1.2) (1.0) (0.01) (1.65) (1.92) (1.85) (0.01) (0.01)
CBayes(Fit,TD) 0.899 0.64 0.94 3.15 0.93 -0.0 -2.0 0.94 0.12 0.59 1.15 0.205 -0.009
(0.005) (0.01) (0.00) (0.51) (0.17) (0.0) (0.4) (0.01) (0.04) (0.05) (0.06) (0.01) (0.01)
CBayes(Fit,0.154) 0.873 0.66 0.93 3.41 1.04 1.2 1.7 0.92 0.22 2.58 5.69 0.209 -0.006
(0.006) (0.02) (0.00) (0.56) (0.20) (0.4) (0.8) (0.01) (0.07) (0.23) (0.48) (0.01) (0.01)
E[CBayes(Fit,TD)] 0.655 0.97 0.59 2.22 0.73 14.2 11.7 0.10 9.44 20.13 21.79 0.253 0.024
(0.010) (0.00) (0.01) (0.43) (0.16) (0.6) (0.8) (0.01) (1.00) (0.90) (1.44) (0.01) (0.01)
E[CBayes(Fit,0.154)] 0.619 0.98 0.55 2.25 0.77 17.0 12.4 0.10 10.39 26.76 23.86 0.251 0.026
(0.008) (0.00) (0.01) (0.44) (0.19) (1.0) (0.9) (0.01) (1.18) (1.57) (1.81) (0.01) (0.01)
StatPhys(TD) 0.882 0.59 0.93 5.47 1.93 -0.0 -1.9 0.12 0.58 0.97 1.25 0.382 0.212
(0.005) (0.01) (0.00) (2.10) (0.79) (0.0) (0.3) (0.01) (0.05) (0.05) (0.05) (0.00) (0.01)
StatPhys(0.154) 0.861 0.62 0.92 5.71 2.10 1.2 1.9 0.10 0.68 3.00 5.22 0.376 0.204
(0.005) (0.02) (0.00) (2.20) (0.86) (0.4) (0.8) (0.01) (0.09) (0.23) (0.44) (0.01) (0.01)
KL 0.517 1.00 0.42 4.30 1.81 21.3 14.6 0.08 18.66 32.14 26.03 0.255 0.043
(0.008) (0.00) (0.01) (1.54) (0.76) (1.1) (0.9) (0.00) (1.68) (1.87) (1.80) (0.01) (0.01)
TD = true density of the network to be reconstructed; best method in bold.
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Figure 10: Evaluation of density calibration for the CBayes(ER,TD) model. True density versus mean density of the reconstructed network. Vertical
lines: spread of reconstruction in the posterior [thin: 5% and 95% quantile of the posterior density, thick: lower and upper quartile]
18
Table 4: Summary of properties of different reconstruction methods.
Properties Kullback–Leibler Statistical Physics Bayesian
Creates sample of matrices no yes yes
Range of samples can in principle include true matrix no no yes
Matches row and column sums exactly yes no yes
Allows for different types of degree distributions no depends yes
Allows for different types of weight distributions no no yes
Degree and weight distributions can be modeled independently no no yes
Can be calibrated with small number of parameters no yes yes
All methods, that only return one reconstructed network do not allow for an assessment of estimation error. It
seems problematic to just pick one network out of the usually infinite number of networks consistent with the obser-
vations and draw all conclusions just from this network. In classical statistics this would correspond to using only a
point estimator and ignoring concepts such as confidence intervals, etc. Reconstruction methods that return an ensem-
ble of matrices at least can give some indication of measurement errors; how meaningful they are, however, depends
very much on the sampling methodology.
When looking at methods that return an ensemble of network matrices, the obvious question is whether the sam-
pling methodology is designed such that the range of the samples can in principle contain the true (observed) network.
Often this is not the case. Statistical physics type models generate samples to match the observed row and column
sums in expectation, since every single sample will usually not satisfy these. As we have discussed, they only allow
for one deterministic entry per matrix cell and 0 and therefore cannot generate samples whose range can in principle
contain the true matrix. The Bayesian approach, however, which is based on a full stochastic model for both the
existence of edges and their weights, can in principle generate a range that contains the true matrix.
Usually methods based on the Kullback–Leibler approach or other optimization approaches that return only one
reconstruction for the network satisfy the row and column sums. The Bayesian approach also returns samples that all
satisfy the row and column constraints. The individual samples in the statistical physics approach do not satisfy the
row and column constraints.
The Bayesian approach is the only approach which allows for the specification of a wide range of degree and
weight distributions; moreover, they can be specified independently. In the statistical physics models, these two
choices are interlinked since they need to be chosen such that in expectation the row and column sums are matched.
The Kullback–Leibler method can be modified by choosing different input matrices in the optimization procedure. It
still remains unclear what the resulting degree and weight distributions are.
The statistical physics and the Bayesian approach can both be calibrated well, based on a small number of param-
eters to account for additional information such as the density of the network. The Kullback–Leibler method cannot
easily be calibrated with a small number of parameters.
From a practical point of view, the statistical physics model is the easiest to implement from scratch, followed by
the Kullback–Leibler model and then the Bayesian approaches. However, software for the latter two approaches is
available, making them easy to use in practice.
The (empirical) Bayesian approach is the most flexible and has more desirable properties than the alternative
methods considered in this paper.
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