Abstract-In this work, we analyze the maximum number of wireless transmitters (nodes) that can be scheduled subject to interference constraints across the nodes. Given a set of nodes, the problem reduces to finding the maximum cardinality of a subset that can concurrently transmit without violating interference constraints. The resulting packing problem is a binary optimization problem, which is NP hard. We propose a semi-definite (SDP) relaxation for the NP hard problem and discuss the algorithm and the quality of the relaxation by providing approximation ratios for the relaxation.
I. INTRODUCTION
Interference is a major impediment in the current wireless networks, particularly in ad-hoc and wireless sensor networks (WSN). In these networks, interference is primarily managed through scheduling, wherein the transmitting nodes are carefully chosen to avoid interference at the active links, while simultaneously maximizing the spatial reuse. The maximum number of nodes that can be simultaneously active with a network interference constraint is an important metric that quantifies the performance of the network.
The problem of simultaneously scheduling the maximum number of nodes of a WSN is called the packing problem in the literature. In most works, variable transmit power is assumed to reduce the interference and improve the packing efficiency. However, power control is always not feasible due to physical layer constraints like the batteries, which supply a constant power and cannot be switched for power control. In this paper, we assume a binary power assignment, i.e., the nodes are either switched on (with a constant power while transmitting) or off. The idea is to make power levels discrete, since a realistic system has finite power levels over which it can switch. The physical interference model is used to model the distance-dependent interference. Hence a transmission is received successfully if and only if the Signal-to-Interferenceplus-Noise Ratio (SINR) at the receiver is above a threshold depending on hardware and physical layer technologies. This model is known to be more practical, and has been used to study packing and scheduling problems [1] . We also assume that the noise power is small compared to the interference power in this work, hence it suffices to study the packing problem only with the interference constraint rather than SINR constraints. The distributed nature of interference makes the packing problems with interference constraints NP-hard [2] .
A. Related Work
A fundamental quantity of a wireless network is its capacity, and is related to the study of packing, link scheduling and power control problems. There is a large body of literature on analyzing and computing the capacity of wireless networks under various modelling assumptions. The last decade has witnessed a flurry of activity in this area, particularly for worst-case and random spatial node distributions.
In [3] , the maximal packing problem has been studied with the protocol model for interference using results from random geometric graphs. It has been shown that the maximal density of scheduled nodes scales as O(1/ √ N ), where N is the total number of nodes. However, these are scaling results which hold only for large N and the scaling constants for these results are also unknown. Algorithmic work in the SINR model has been explored in the context of the link scheduling problem. Link scheduling plays an essential role especially when the network has stringent quality of service restrictions. The related work on link scheduling mainly includes three sub-problems: maximum link scheduling (MLS) [4] - [6] , maximum weighted link scheduling (MWLS) [2] , [7] , [8] and shortest link scheduling (SLS) problems [9] - [11] . Given a set of communication link requests L = {l 1 , l 2 , . . . , l n }, the MLS seeks to compute the largest feasible subset S ⊂ L of links that can be scheduled simultaneously without interference. If each link is assigned a weight, MWLS computes a feasible subset whose weighted sum is the maximum. We note that when the weight of each link is equal to one, MWLS is equivalent to MLS. SLS intends to compute a link schedule of the shortest length for L. SLS is represented by S = (S 1 , S 2 , . . . , S T ), where S t denotes a subset of links of L, designated to time slot t, with T being referred to as the length or latency of the schedule. Hence, in SLS we are required to find the subset S t with minimum cardinality.
Many algorithms for link scheduling have been proposed in the literature. For example, [12] proposes the study of the link scheduling complexity of arbitrary set of wireless links. Early approximation algorithms for link scheduling [13] produced approximation factors that grew with structural properties of the network. A lot of progress has been made for this literature since. We have a number of approximation algorithms for link scheduling with a variety of assumptions and approximation ratios [14] - [17] . For special topologies and assumptions, link scheduling also has a constant factor approximation algorithm [18] . A sdp relaxation has also been proposed in [19] , wherein the authors derive a constant factor approximation ratio under the assumption of existence of a sdp solution close to the feasible solution of the un-relaxed problem. In [20] , [21] , a related problem of sensor selection, i.e., selecting K out of N sensors that minimize the error in estimating network parameters is studied and solutions are proposed using several frameworks such as convex optimization, hypothesis testing, experiment design, compressed sensing and sparse signal recovery etc.
We note that the methods discussed above assume that the maximum number of nodes to be used for scheduling is fixed and algorithms are proposed to ensure that the interference amongst the selected nodes is optimized. The difference between the works discussed above and the current work is the following: In this work, a more fundamental question of finding the maximum number of nodes for a given interference constraint across the network is explored.
B. Major Contributions
In this paper, we focus on the problem of computing the cardinality of the largest subset of nodes that can be scheduled from a given set of nodes with a constraint on the interference across the individual nodes as well as the overall network. We assume an arbitrary network topology and model the spatial interference pattern through a path-loss function (physical interference model). The cardinality of the maximal set can be obtained by solving a binary problem, which is NP-hard. Hence, we obtain bounds on the maximal packing problem with interference constraints through a semidefinite (sdp) relaxation of the original binary problem by using Shor's technique [22] , [23] . While the motivation of the paper comes from understanding the wireless packing problem with interference constraints, the underlying mathematical problem is about solving a discrete quadratic optimization problem with quadratic constraints. In addition to the wireless scheduling, the same framework can be used for studying general packing problems.
C. Organization and Notations
In this paper, we use bold lower case letters to represent vectors and bold upper case letters to represent matrices. For a given matrix (vector) A, A T denotes the regular transpose. For a vector x, x 0 , x 1 , x 2 denote the l 0 pseudo norm which is equal to the number of non-zero elements in x, l 1 and l 2 norms respectively. E denotes the expectation operation while P denotes probability. For a matrix A and a vector u, D(A) denotes a vector of diagonal entries of A, T(A) denotes the trace of A, S(u) denotes the sign of elements of u, i.e., S(u) = +1, if u > 0, else S(u) = −1. arcsin A denotes sineinverse of each element of A and A 0 implies x T Ax ≥ 0 for all x = 0.
The paper is organized as follows. We discuss the signal model and formulate the packing problems in Section-II. As mentioned above, the packing problem is NP-hard, hence sdp relaxations and their quality have been discussed in Section-III. We present simulations to validate our results in Section-IV. Finally conclusions are presented in Section-V followed by references.
II. SIGNAL MODEL
We consider N nodes located at {v 1 , v 2 , . . . , v N } ⊂ R 2 . The Euclidean distance between node i and node j is denoted by r ij . In this paper, we neglect thermal noise and assume free space channel between the nodes 1 . The path loss function is denoted by the function ℓ(x) : R 2 → [0, ∞). A commonly used path loss function is ℓ(v) = v −β 2 , where β > 2 is the path loss exponent. Let x j ∈ {0, 1} denote an indicator variable which equals one if node j is active and zero otherwise. Assuming unit power transmission, the interference power at a node i due to other transmitting nodes is
Let
and x = x 1 , x 2 , . . . , x N T . Then the interference (or received signal power) at node i is
T is the distance matrix whose elements are non-negative. More properties of the distance matrix can be found in [24] .
In the packing problem, we are interested in switching on the maximum number of nodes in the network while limiting the total interference powers across all the nodes to be less than ǫ. Hence, we have the following problem,
In the above optimization problem, since w 2 ≥ w ∞ , the constraint w 2 2 ≤ ǫ implies a bound on the interference at individual nodes. But the quality of the bound may be bad.
Since, x ∈ {0, 1} N , we have
. Also, w = Dx, and hence the above optimization problems can be rewritten as,
where F = D T D is a symmetric positive semi-definite matrix. The optimization problem of equation (4) is an NP hard [25] , discrete optimization problem and hence, there are no closed form analytical solution to the above problem.
We note that σ b ≤ N is a trivial bound, since the number of active nodes is always bounded above by the total number of nodes.
In this paper, we first obtain a semi-definite programming (sdp) relaxation for the binary quadratic problems of (4). The soultion of the sdp relaxation trivially provides an upperbound on the optimum value of the packing problems (or σ b ≤ ρ b ). We use these relaxations to propose a randomization algorithm to obtain a sub-optimal solution (x) for the packing problems. This exercise is also called as rounding in literature [26] . These rounding techniques are then used to obtain bounds of the type ρ b ≤ θσ b for some constant θ > 1. Hence, we will provide approximation ratios for the proposed sdp relaxations.
III. SEMI-DEFINITE RELAXATION
In this section, we will obtain the sdp relaxation for the packing problem described in equation (4) . We also discuss the quality of the sdp relaxation by obtaining the approximation ratio for the sdp relaxation. Now, we first express the packing problems as {−1, 1} problem. The idea for this transformation is to use GoemansWilliamson type of randomization algorithms whose approximation ratio is known [26] . The {−1, 1} transformation for the packing problem is given by a simple change of variable v = 2x−1. Hence, the packing problem can be re-formulated as,
where
We observe that v
by H (change of variable) and dropping the rank one constraint, we obtain the following sdp relaxations for the packing problem of equation (4) (see [22] ).
Algorithm 1 Rounding algorithm for the packing problem 1: Input: H, K. 2: Initialize: Set N = φ and r = S(n), where n is a zero mean Gaussian random vector with covariance matrix H. The sdp relaxation of equation (7) can be solved using interior point methods by numerical solvers (e.g. [27] ). Now, given the optimal solution H of the sdp relaxation, we are required to find an approximate solution to the packing problem. Hence, in the following we propose randomization algorithms to obtain the approximate solution. We will also use the randomization algorithm for analyzing the performance of the sdp relaxation and obtaining the approximation ratio.
A. Rounding Algorithm
In this sub-section, we discuss the proposed randomization algorithm (Algorithm-1). The algorithm obtains an approximate solution (x) for the un-relaxed problem (4) from the solution of the sdp relaxation (7). In the algorithm, we start by generating K Gaussian random vectors of size N + 1. All these Gaussian random vectors have zero mean and covariance matrix H, which is the solution of the sdp relaxation. Next, we take the entry-wise sign of the generated normal vector to form a set of K binary vectors. We then collect a sub-set N from the K binary vectors which satisfy the interference constraint and also have the last entry as 1. We then declare the vector with the highest two norm in the set N as the solution. Now, we obtain the bounds relating σ b (optimal value of the un-relaxed problem) and ρ b (optimal value of the SDR) using the proposed randomization algorithm.
Theorem 1. Let Λ denote the diagonal matrix with eigenvalues of
Proof. The left side of the inequality holds because of the relaxation argument. To prove the right side, let H be the optimal solution of the sdp relaxation in (7). So we have H = H T 0, D( H) = 1 and T(R H) ≤ 4. We observe that H satisfies the properties of the covariance matrix of a Gaussian random vector. Let n be a Gaussian random vector with mean 0 and covariance matrix H. Let r = S(n), so that r 2 i = 1, i = 1, 2, . . . , N + 1. We can now choose a realization of r such that r N +1 = 1, so that it can be a feasible solution for the optimization problem in (5) . Clearly, such a realization of r always exists. Now, to obtain the right side of the inequality (8), our goal is to show that such a realization r also satisfies θr T Qr ≥ T(Q H) and r T Rr ≤ 4 for some θ > 1. Equivalently, our goal is to show that
be the density of the Gaussian vector n. We have
where r = S(n). Here (a) follows by the change of variables n → −n and the fact that a zero mean multivariate Gaussian density satisfies f (n) = f (−n). Hence
Hence it suffices to show that the RHS of the above equation is non zero. We have
where (9) is obtained by applying the union bound. We get the following simplifications for r T Qr and r T Rr by substituting for Q and R from (6),
where, S N = r 1 + r 2 + . . . + r N and h is the last column of H. Hence, we have
where the inequality in (10) is obtained because 1 T h ≤ N , since h ij ≤ 1, ∀i, j. Now, we will use the fact that S N is also equal to S N = 2(x 1 + x 2 + . . . + x N ) − N = 2S N − N with x i ∈ {0, 1} to reduce (10) to
Using the Paley-Zygmund inequality (see [28] ) and the fact that E{S N } = N/2 in the first part of (11), we get
We have (E{S N }) 2 = N 2 /4 and
where we have used the fact that h ij ≤ 1∀i, j in (13) . Let Λ be a diagonal matrix of eigenvalues of R H. Since T(R H) ≤ 4, and r T Λr = T(R H) because r 2 i = 1. Hence, (12) reduces to
We get θ >
We observe that the necessary condition for the successful working of the randomization algorithm (step-3) is that the vectors r constructed in step-2 satisfy the quadratic constraint of the unrelaxed problem (5). In the above proof, we have assumed that the probability of existence of such vectors r with non-zero probability, i.e. P(r T Rr ≤ 4) = 1 − p 2 > 0. However, as r is a correlated Bernoulli random vector, evaluating the probability P(r T Rr ≤ 4) requires 2 N checks which cannot be performed in practice. Hence, we use a weaker upper bound on p 2 which depends on the known matrices R and H and which was observed (through simulations) to be satisfied by weakly sparse networks. In bounding p 2 , we have also taken care of appropriate probability measures.
We would like to re-emphasize that the value of θ derived above in Theorem-1 is not necessarily the best possible bound on ρ, because the upper bound on p is very conservative since there is a major loss of probability measure while applying the union bound and also when we bound P(r T Rr > 4) by P(R − Λ 0).
IV. NUMERICAL SIMULATIONS
In this section, we present numerical simulations to check the performance of the proposed sdp relaxation and the randomization algorithm. In the simulation set-up, we generate N = λN points with a uniform distribution over a square
, where λ is called the density of the network. We then evaluate the sdp relaxation given in (7) using the MATLAB CVX toolbox [27] to obtain the sdp solutions H and ρ. We compare the obtained sdp solution ρ, with the optimal packing σ, by solving (4) using a brute force search for small values of N ≤ 20. In the brute force search, σ is obtained by iterating over all subset of nodes and picking the set with the largest cardinality that satisfies the constraints. We repeat the above experiment for 1000 different spatial realizations for each N with a fixed ǫ (and vice-versa) and average the values of ρ and σ obtained at each realization.
In Figure-1 , we compare the average ρ (estimated by SDR) with average σ (obtained by brute force search) as the number of nodes (N ) increases for different network densities (λ) and a fixed interference level (ǫ = 10).
In Figure-2 , we compare the average ρ (estimated by SDR) with average σ (obtained by brute force search) as the interference level (ǫ) increases for different network densities (λ) and a fixed number of nodes (N = 15). We observe that the number of active nodes initially increases sharply as the interference constraint is relaxed but stabilizes for large ǫ.
From Figures-1 and 2 , we observe that σ is always very close to ρ, in-fact we observe that ρ − σ ≤ 1 in most cases. For the network density λ = N 0.5 , most of the nodes in the network are switched on. We also observed that the optimal vector, r obtained by the randomization algorithm was always same (after the transformation) as the optimal x obtained by brute force search for all realizations.
In Figure-3 , we plot the average ρ (estimated by SDR) as the number of nodes (N ) increases for a fixed network density (λ = 1 √ N ) and for different interference levels (ǫ). We observe that changing the interference level has a small effect on the packing of the network.
From the simulations, we can conclude that the optimal packing of nodes depends critically on the density of the network. The other parameters such as the number of nodes (N ), the interference level (ǫ) and path-loss exponent (β) play a relatively minor role in the packing.
We can also conclude that the optimal value of the packing problem obtained by the SDR is very close (In-fact, ρ−σ < 1) to the actual optimal packing value. Hence, SDR is a tight approximation for the packing problem.
V. CONCLUSIONS
In this work, we study the maximal packing problem under interference constraints where the goal is to find the maximum number of active nodes in an area such that the total interference in the network is less than some fixed value ǫ. This is a binary optimization problem which is NP hard and we propose a semi-definite relaxation (SDR) of the NP hard problem, whose solution upper bounds the number of active nodes in the network. Simulations are performed to compare the bounds provided by the SDR with a brute-force search solution of the unrelaxed problem for small networks and we observe that the SDP relaxation provides a good approximation to the packing problem.
