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Se presenta el análisis e implementación de una herramienta CASE para Sistemas de 
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Asimismo se discute el sistema de simulación asociado con la herramienta CASE que 
permite representar situaciones de funcionamiento (normal y anormal) a fin de evaluar la 
respuesta del sistema y el cumplimiento de los requerimientos establecidos por el usuario.-
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INTRODUCCiÓN 
Sistemas de Tiempo Real 
Puede definirse un sistema de tiempo real (STR) como un sistema controlado por 
software o firmware, que realiza funciones de procesamiento cumpliendo restricciones de 
tiempo especificadas. Normalmente incluye un conjunto de dispositivos de hardware 
independientes que operan a distinta velocidad [DeGi91] [Maga86] 
El objetivo principal del control de un STR es optimizar el uso de estos recursos, 
cumpliendo las restricciones de performance requeridas. Dentro de los STR se encuentran 
los sistemas de control y supervisión de procesos, que normalmente deben correr en forma 
continua en un modo automático y con alta confiabilidad. 
El software para STR comprende funciones tales como: control digital directo, registro 
de datos, gerenciamiento de la información, interfase con el operador, monitoreo de alarmas. 
En el desarrollo de STR se encuentran algunas dificultades que lo diferencian de otro 
tipo de aplicaciones. Entre estos "problemas" se encuentran [Nie190] [Fort85]: 
• Manejo de restricciones de tiempo y performance. 
• Control directo de recursos de hardware. 
• Procesamiento de mensajes asincrónicos y de distintas prioridades. 
• Mantenimiento de colas y buffers de almacenamiento. 
• Modelización de la concurrencia de procesos. 
• Protección de datos compartidos por los procesos concurrentes. 
• Comunicaciones entre procesos y entre procesadores. 
• Scheduling y dispatching de procesos que utilizan recursos 
compartidos. 
• Relación con un reloj de tiempo real. 
• Detección y corrección de condiciones de falla. 
• Testeo y puesta a punto de un sistema que puede estar distribuido en 
distintos procesadores. 
• Generación de herramientas de simulación cuando el hardware no 
está disponible durante el desarrollo. 
• Selección de la estructura de hardware adecuada. 
Caracterlstlcas principales de los STR y su efecto 
1 ) No pueden volver atrás => 
• Es obligatorio asegurar confiabilidad. 
• Se debe prever alg(m grado de tolerancia a fallas. 
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• El costo de los errores post-implementación es mayor. 
• Debe ponerse mayor esfuerzo de verificación en el desarrollo. 
2 ) La secuencia temporal de entradas está determinada total o parcialmente por el 
mundo real, no por el operador => 
• Hay sincronización de eventos. 
• Se debe evitar deadlock. 
• Se debe evitar el overloading. 
• Se deben administrar los conflictos por recursos. 
3 ) Las demandas del ambiente suelen ser paralelas, no secuenciales => 
• Distribución del procesamiento. 
• Comunicación de procesadores y procesos. 
• Scheduling I dispatching de procesos. 
4 ) Existen restricciones de tiempo y performance => 
• La verificación o validación funcional no es suficiente. 
• Se necesita modelizar las restricciones. 
• Es necesario buscar las condiciones de máximo riesgo. 
5 ) Suelen ser sistemas de tiempo infinito => 
• Es conveniente prever más de un modo de operación (por ej, normal 
yen falla). 
• Exigen cierta redundancia de hardware y software. 
Procesos del mundo real 
Dado el modelo abstracto de los sistemas de tiempo real y el hecho de que las 
aplicaciones son descompuestas (de alguna manera) en procesos, consideremos las distintas 
clases de procesos que se encuentran en ambientes de tiempo real. Las clases de procesos 
a ser soportados son factores determinantes al seleccionar medios de descripción de 
comportamiento apropiados, mapeo de procesos, y estructura de recursos [Laws92]. 
Procesos periódiCOS y aperiódicos 
Podemos caracterizar a los procesos por su periodicidad, es decir, en que instante de 
tiempo el proceso ocurre: 
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Procesos periódicos: son ejecutados repetidamente a intervalos regulares. 
Procesos aperiódicos: son ejecutados en momentos de tiempo arbitrarios. 
Los procesos periódiCOS se relacionan con eventos determinrsticos, trpicamente donde 
se requiere alguna forma de sampling para adquisición de datos y/o control. Por otro lado, los 
procesos aperiódicos ocurren no determinlsticamente debido a la existencia de alguna 
condición especIfica (evento). 
Procesos estáticos y dinámicos 
Los procesos pueden ser partes permanentes del STR o pueden nacer, vivir y morir 
dinámicamente, lo que lleva a las siguientes propiedades: 
Procesos estáticos: son parte permanente del STR durante su ejecución 
Procesos dinámicos: son creados durante la operación del STR como se requiera y 
removidos cuando ya no se necesitan. 
Una aproximación más simple puede aplicarse en el caso estático, por ejemplo, vla 
mapeo directo del problema a una estructura de recursos apropiada. Por el otro lado, a 
medida que los requerimientos de flexibilidad crecen (particularmente en presencia de 
estructura de recursos limitada) se requieren facilidades de alocación de procesos. La 
combinación de procesos dinámicos y requerimientos de procesos periódicos introduce 
complejidad en la solución. 
Importancia relativa de procesos 
En aplicaciones de tiempo real es posible categorizar la importancia de los procesos 
[Rama89]: 
Procesos crlticos: deben cumplir indefectiblemente con las restricciones; en otro caso 
los resultados podrlan ser catastróficos. 
Procesos esenciales: tienen restricciones y son importantes en la operación del sistema, 
pero no causan una catástrofe si no terminan a tiempo.. 
Procesos no esenciales: pueden no cumplir sus restricciones sin afectar al sistema en el 
futuro próximo, pero podrlan afectarlo a largo plazo (por ej, procesos de mantenimiento y 
backup). 
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Aqul también, basado en la importancia de procesos y la mezcla de varias formas de 
procesos que deben implementarse, pueden requerirse soluciones variables de descripción 
de comportamiento, mapeo de procesos y estructuras de recursos. La presencia de todas las 
formas en el mismo sistema requiere normalmente un mecanismo de prioridad y el uso de 
soluciones de scheduling y alocación de recursos sofisticadas. 
Ejecución concumlnte y paralela 
Los términos concurrente y paralelo [Laws92] con frecuencia son usados 
intercambiablemente: 
Ejecución concurrente: la ejecución de múltiples procesos que han comenzado pero no 
se completaron, y están activos en el mismo punto de tiempo. Los procesos pueden ser 
ejecutados por un único o múltiples elementos de procesamiento (PEs). 
Ejecución paralela: la ejecución de múltiples procesos (o porciones de procesos) por 
múltiples PEs. Los PEs pueden estar poco o muy acoplados. 
Importancia y Complejidad de una herramienta CASE para Tiempo Real 
Los sistemas de tiempo real necesitan de herramientas mas potentes que las 
convencionales dadas sus caracterlsticas intrlnsecas. Los CASE orientados deben soportar 
las posibilidades de especificación, prototipacion y simulación. [Ward85] 
En tanto que el prototipo es un modelo del sistema de software, la simulación es un 
modelo del entorno al cual el sistema del software debe responder y controlar. La simulación 
proporciona una visión previa del comportamiento del sistema de software en su entorno 
verdadero de tiempo real. Las entradas verdaderas en tiempo real desde el entorno deben 
estar provistas de mecanismos para verificar la exactitud e integridad del modelo de d!seno 
del sistema. Con la ayuda de las herramientas CASE de simulación, el programador puede 
encontrar los errores de diseno incluso antes del comienzo de la fase de codificación 
[McCI92]. 
En este trabajo se expone en forma muy sintética el desarrollo de una herramienta 
CASE que trata de cubrir algunos de los requerimientos mencionados precedentemente y que 
se combina con un simulador que trabaja integrado en el ambiente.[Mari95] 
El desarrollo constituye una continuación de una serie de trabajos de investigación en el 
área de Sistemas de Tiempo Real realizados por el L1DI con participación de alumnos 
avanzados de la UNLP y la UNCPBA. 
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EL AMBIENTE ISTRAC 
El ambiente desarrollado, llamado Ingenierla de Sistemas de Tiempo Real Asistida por 
Computadora (ISTRAC), permite especificar STRs desde el punto de vista del análisis 
estructurado clésico, con algunas variantes menores; y a partir de dicha especificación, 
permite definir las restricciones temporales crIticas utilizando las herramientas adecuadas y 
luego asignar ese modelo abstracto a una red de. procesadores y elementos de hardware 
(sensores, teleactuadores, etc.) detallando los medios de comunicación entre elementos de 
hardware, la redundancia, etc.; también aqul se da un tratamiento especial a los 
requerimientos temporales crlticos.[HatI88][KeIl92] 
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AMIMENTE ISmAC 
fig.1 El modelo especificado por ISTRAC 
Finalmente, a partir del diseno especificado en el ambiente, se pasa a disenar el 
software de cada componente del diseno en forma individual. En este sentido, se determina la 
concurrencia dentro de cada componente y a partir de aqul, es posible simular el 
comportamiento de los módulos de software en función de los requerimientos temporales 
crlticos asignados a cada componente. 
Entre las principales caracterlsticas del ambiente podemos mencionar: las facilidades 
para iterar hacia atrés y hacia adelante entre las diversas fases durante la especificación, las 
reglas de auto-chequeo y validación de las especificaciones a medida que se crean, y los 
procedimientos de auto-consistencia en una fase a medida que se modifican los productos de 
otra fase. 
En cuanto al programa, responde al modelo "GUI, Graphical User Interfaces" tipo menu-
driven y form-driven, es decir, presenta una interfase gréfica y es manejado por medio de 
menús y formas o cajas de dialogo. [Grub95][Hami93] 
Sintéticamente ISTRAC nos provee de un manejo de edición gréfica, 
basado en la metodologla SSEM que facilita la especificación con: 
• entorno de desarrollo gréfico flexible y filcil de utilizar 
• reglas automáticas de chequeo sintéctico y seméntico del producto 
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• estructura adecuada al producto (por ejemplo, jerarqula de niveles en el DFD) 
• producto resultante consistente y válido, como criterio de salida para la transición a 
la siguiente fase 
• comunicación con los otros editores y actualización automática (por ejemplo, si 
eliminamos un proceso en el DFD, luego deberá desaparecer del módulo al cual 
estaba asignado en el AFD) 
Todos los editores están ligados y relacionados internamente (es decir, en forma 
trasparente al usuario), de manera que las modificaciones y/o "vuelta atrás" (feedback) son 
efectuadas automáticamente; facilitando asl las frecuentes iteraciones entre las etapas y 
editores. 
Los editores disponibles en la fase de Análisis del Sistema son: 
• Editor de Diagramas de Flujos de Datos y de Control(OFD) 
• Editor de Especificaciones de Tiempo de Respuesta (RTS) 
• Diccionario de Datos (DD) 
En la fase de Disel'lo del Sistema: 
• Editor de Diagramas de Flujos de Arquitectura (AFD) 
• Editor de Diagramas de Interconexión de Arquitectura (AID) 
• Editor de Asignación de Tiempos de Respuesta (RTA) 
En las fases de Análisis y Disel'lo del Software: 
• Editor de Diagramas de Comunicación de Tareas (TCG) 
En cuanto a los diagramas de contexto, se supone que el usuario puede crearlo 
mediante el mismo editor de DFD, por lo tanto, no existe el editor de diagramas de contexto 
expllcitamente. 
Cabe sel'lalar que, según la metodologla expli~da, el diagrama de flujo de control puede 
ir o no separado del DFD, en nuestro caso, decidimos editor conjunto. Por lo tanto, el DFD es 
también el diagrama de flujo de control CFD. 
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EL SIMULADOR ASOCIADO CON EL CASE 
El Administrador de la simulación ADSIM es una herramienta externa del ISTRAC. es 
decir. se ejecuta como un programa individual y se encarga de la simulación. Mediante un 
conjunto de facilidades es posible crear situaciones crIticas. las cuales se pueden presentar 
en cualquier momento de la operación del sistema.[Kuma94] 
Es importante mencionar que la simulación se efectúa antes de la etapa de diseno 
detallado, vale decir, que aún no se ha especificado el software cuando utilizamos el ADSIM. 
Esta caracterlstica permite estimar si el diseno del sistema cumple con las restricciones 
especificadas e incluso los resultados de la simulación ayudan a comparar los diferentes 
disenos candidatos o alternativos. 
Los editores de ISTRAC permiten especificar un proyecto hasta la etapa de diseno top-
level, logrando un modelo consistente y bien definido. En esa etapa tenemos dos 
especificaciones que son la entrada para el administrador de la simulación: las 
especificaciones de tiempos de respuesta y los CSCls (definidos mediante tareas que operan 
concurrentemente). 
Durante las fases de análisis y diseno los requerimientos fueron asignados a módulos 
(de hardware y software); entre esos requerimientos es importante destacar los 
requerimientos temporales crlticos. En este caso, los requerimientos crlticos han sido 
asignados a CSCls, por lo tanto. dentro de algunos CSCI estaré centrado el procesamiento 
para que la salida se pueda efectuar en los limites de tiempo establecidos. 
a) El camino o thread 
El administrador de la simulación permite marcar el camino o thread que hace un 
requerimiento crItico dentro de un eSCl, pasando de una tarea a otra, y a partir de alll. 
mediante especificaciones adicionales es posible simular el comportamiento del CSCI. 
Luego. a partir del thread. especificamos para cada tarea el tiempo que insumiré en 
atender la senal. Esto permite simular cada senal crItica que debe ser atendida por el esc!. 
b) Condiciones externas 
Las condiciones e~emas son aquellas situaciones externas al thread (que pueden venir 
desde otro CSCI o desde él mismo) que lo afectan durante su "ejecución". Por ejemplo. una 
sincronización entre tareas o una llegada de determinado evento. una alarma. que interrumpe 
por prioridad la ejecución de una tarea del thread. 
Antes de comenzar la simulación. es posible establecer este tipo de condiciones. el 
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c) Parámetros de la simulación 
Los parámetros de la simulación son los valores necesarios para determinar el tipo y 
duración de la simulación. El primero es el número de corridas, que permite efectuar varias 
corridas continuas de la simulación para obtener valores más aproximados a la realidad. 
También se debe especificar la duración de cada corrida, es decir, el tiempo que 
creemos necesario que el sistema este funcionando para encontrar situaciones reales que 
puedan evaluarse. 
Qtro parámetro es la carga, es decir, la frecuencia a la que llega la senal a simular, que 
puede ser o no la tasa de repetición especificada en el DO. Para definir la carga hay que 
indicar el tipo de distribución probabilfstica y el tiempo medio y desviación estándar, si 
corresponde (por ejemplo, exponencial con tiempo medio de 5 segs., o normal con tiempo 
medio de 27 segs. y desviación 2 segs.) 
d) Resultados de la simulación 
Los resultados de la simulación permiten observar el comportamiento global e individual 
de las tareas. Los tiempos totales medios y máximos de servicio (de las tareas) y espera (de 
las senales) y los tiempos individuales para cada tarea, tanto de servicio como de espera. 
Luego, comparando estos resultados con los tiempos especificados en el RTS y RTA el 
disenador sacará sus conclusiones. 
ASPECTOS DE IMPLEMENTACION 
El programa fue desarrollado en el ambiente Microsoft Visual C++ [Krug94][Micr94] 
versión 1.0, utilizando un equipo 486 OX40 con 8 MB de RAM, disco rlgido de 260 MB Y 
monitor SVGA, utiiizando una resolución de 800 x 600. 
Los requerimientos mlnimos para ejecutar el programa son: Windows 3.1, 486 DX (o 
486SX con co-procesador) y 3 MB de espacio en disco rrgido. Recomendamos utilizar la 
resolución 800 x 600, aunque es posible utilizar cualquier otra resolución disponible. 
En cuanto a la herramienta de simulación, es deseable disponer de 16 MB de RAM o 
como alternativa, la memoria virtual suministrada por Windows. 
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CONCLUSIONES 
Este trabajo pone de manifiesto que la especificación de sistemas de tiempo real y el 
proceso de desarrollo pueden ser asistidos por una herramienta automatizada que gure al 
ingeniero y le facilite la aplicación de una metodologra con todos sus pasos en .el orden 
correcto. 
El ambiente desarrollado está orientado a la Ingenierra de Sistemas de Tiempo Real, 
permitiendo especificar las restricciones trpicas de tiempo real y automatizando el proceso de 
verificación y chequeo de la asignación de esas restricciones al diseno logrado. 
Además, se aplican reglas de auto-consistencia y chequeos en la mayorra de las 
operaciones válidas y se dispone de mecanismos de actualización automática de una 
componente de la especificación al modificar componentes relacionados. Estas 
caracterrsticas logran que el usuario se despreocupe de la consistencia de sus 
especificaciones y dedique toda su atención al problema en sr mismo. 
Finalmente, la posibilidad de disponer de una herramienta que en función de la 
especificación permita estimar el comportamiento de un STR tiene evidentes consecuencias 
en ahorro de esfuerzos de implementación, ya que el disenador, mediante la simulación tiene 
estimaciones del comportamiento del sistema durante el proceso de diseno y, evidentemente 
antes de la implementación del sistema. Al mismo tiempo, en esta etapa, los resultados de las 
simulaciones contribuyen a la comparación entre disenos candidatos o alternativos. 
La herramienta CASE desarrollada esté disponible en la UNLP y la 
UNCPBA.-
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