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Abstract
The perturbative expansion of Chern-Simons gauge theory leads to invariants of
knots and links, the finite type invariants or Vassiliev invariants. It has been proven
that at any order in perturbation theory the resulting expression is an invariant of
that order. Bott-Taubes integrals on configuration spaces are introduced in the present
context to write Feynman diagrams at a given order in perturbation theory in a geo-
metrical and topological setting. One of the consequences of the configuration space
formalism is that the resulting amplitudes are given in cohomological terms. This coho-
mological structure can be used to translate Bott-Taubes integrals into Chern-Simons
perturbative amplitudes and vice versa. In this article this program is performed up
to third order in the coupling constant. This expands some work previously worked
out by Thurston. Finally we take advantage of these results to incorporate in the for-
malism a smooth and divergenceless vector field on the 3-manifold. The Bott-Taubes
integrals obtained are used for constructing higher-order asymptotic Vassiliev invariants
extending the work of Komendarczyk and Volic´.
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1 Introduction
It is well known that Chern-Simons gauge theory is the appropriate physical framework to
describe topological invariants of 3-manifolds such as Ray-Singer torsion [1, 2]. In particular,
knot and link invariants were described in this context through a non-perturbatibe treatment,
which give rise to the Jones polynomial [3]. The perturbative analysis of Chern-Simons
action also leads to invariants of knots and links [4, 5] (for a review see, for instance, Refs.
[6, 7, 8, 9]). In particular the so called finite type invariants from which Vassiliev invariants
are an example [10, 11, 12, 13] (for an introduction to Vassiliev invariants see, for instance,
[14]). In the context of quantum field theory many developments were given in more physical
terms in Refs. [15, 16, 17]. To be precise, in Ref. [17] it is proved that at any order in
perturbation theory the resulting expression is a Vassiliev invariant of that order, i.e., a
Vassiliev invariant is a sum of certain Feynman diagrams..
On the other hand, in the study of dynamical systems, quantum field theory also has
produced a significant contribution. In Ref. [18], Verjovsky and Vila-Freyer used the Chern-
Simons theory and the idea of asymptotic homology cycles of foliations previously proposed
by Schwartzman [19] for these purposes. Some further developments on the interface between
dynamical systems and algebraic topology were discussed, for instance, in Refs. [20, 21, 22,
23]. One of the goals of the article [18] was to construct topological invariants of triplets
(M3,F , µ), where M3 is the underlying 3-manifold, F is the foliation in M3 generated by a
non-singular global volume-preserving vector fieldX and µ is the transverse measure invariant
under such a flow. In Ref. [18], for the Abelian Chern-Simons action on R3 or S3 with a vector
field X , it was shown that the evaluation of Chern-Simons integral functional in Witten’s
theory [3] leads to the link invariant for a pair of orbits of one non-singular vector fieldX . The
result is precisely the helicity invariant or Hopf invariant, obtained previously by a series of
authors in different contexts of (astro)physics and mathematics [24, 25, 26, 27, 28, 29]. This
is called the asymptotic linking number and it can be regarded to be a topological invariant
of the dynamical system defined by the triplet (M3,F , µ). For a review on these topics see,
for instance, [30, 31, 32]. Thus, in this context it would be possible that the Jones-Witten
invariants of manifolds M1 and M2 are equivalent but the invariants of the triplet (M3,F , µ)
are inequivalent as invariants of dynamical systems.
In [18] it was also discussed the non-Abelian case. This is quite more complicated than the
Abelian one. Moreover in this reference it is also found the formal definition of asymptotic
Jones-Witten invariant in terms of the average asymptotic Wilson loop functional. In the
process the definition it requires to consider the holonomy of the connection and the Ergodic
theorem. This is a suitable definition however, it makes very hard the possibility to make
explicit computations.
Helicity or linking numbers can be extended in different directions, one of them is the gen-
eralization to higher dimensions. In Ref. [33] starting from a BF theory in n dimensions on a
homologically trivial manifold, we obtained a generalization of the helicity (or Jones-Witten
invariant) found in [18]. Moreover in Ref. [34], with the use of results from [20, 21, 22],
we were able to find invariants for triplets (M4,F , µ) in the cases of the Donaldson-Witten
and Seiberg-Witten invariants. These mentioned invariants of four-dimensional dynamical
systems involve the use of non-Abelian groups, however, as it was discussed in Ref. [34], the
observables are Lie algebra-valued functionals. Consequently, the mentioned complication
3
arising from non-Abelian features does not appear there. As we mentioned above, in the per-
turbative Chern-Simons theory the relevant invariants are the Vassiliev polynomials. These
objects can be obtained from the expansion of the Wilson loops and therefore they are also
Lie algebra valued. Thus similarly to the situation of Ref [34], the complication does not
appear in this case.
On the perturbative theory, where Vassiliev invariants are defined, the work has been not
so extensive. Configuration spaces were introduced into this context in Refs. [4, 10, 11,
12, 13, 35, 36] to compute Feynman diagrams in Chern-Simons theory. Another important
development is the proposal of integration in the configuration space, known as Bott-Taubes
integrals. These integrals were introduced in the seminal paper [37] in order to study the
Feynman diagrams with 3 points on the knot and 1 point outside from it (for a recent overview
on this subject see Ref. [38]). Later Thurston [39] generalized the work of Ref. [37] to the
case of integration on the configuration space constructed from Feynman diagrams with p
points lying on the knot and q points lying outside of it. Moreover Thurston’s work also
provides a guide to translate Bott-Taubes integrals into Chern-Simons expressions. One of
the advantages of the configuration space formalism is that the Feynman amplitudes can be
expressed as integrals of differential forms in configuration spece. As a consequence of this
fact, in Ref. [40], Komendarczyk and Volic´ introduced a vector field X into this context
with the aim of proposing a manner to obtain asymptotic Vassiliev invariants. Asymptotic
Vassiliev invariants were studied also in the context of Kontsevich’s integrals in Ref. [41].
In the present article we extend the work done in Refs. [39, 40], which uses Bott-Taubes
integration. We used systematically the perturbative expansion of Chern-Simons theory to
find Bott-Taubes integrals associated to higher-order terms of the perturbative expansion
of Chern-Simons theory. The Vassiliev invariants are computed explicitly up to third order
in the coupling constant. Furthermore, the results obtained here are used to find their
corresponding asymptotic Vassiliev invariants. In order to do all this work, we compile
information from various authors into mathematical diagrams. This is highly convenient
because some results and constructions are spread in the literature.
This article is organized as follows. In section 2 we briefly overview the emergence of
Vassiliev invariants from the perturbative Chern-Simons theory in the Lorentzian signature.
Section 3 is devoted to review the Bott-Taubes integrals. In section 4 we obtain the Bott-
Taubes integrals for perturbative diagrams of first, second and third orders. In section 5 we
introduce vector fields in the description found in section 4 to obtain the asymptotic Vassiliev
invariants corresponding to second and third order Feynman amplitudes. In section 6 we give
our final remarks. Finally, at the end of the article, appendices A, B and C are included
to give some mathematical technicalities needed in the bulk of the paper and to provide a
derivation of the propagator.
2 Vassiliev invariants from perturbative Chern-Simons
theory
In this section we briefly overview the perturbative expansion of Chern-Simons theory. We
are not intending to be exhaustive but to give the background material to introduce the
notation and conventions we will follow in further sections. The Chern-Simons action (or
4
functional) is written as
ICS(A) =
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
, (1)
where A is a G-valued connection on a trivial G-principal bundle over a 3-dimensional mani-
fold M which we will take from now on as R3 or S3. Here G is any compact and semi-simple
Lie group and G = Lie(G) is its associated Lie algebra. Moreover Tr: G × G → R is the
Killing quadratic form on G. In Eq. (1) k is the inverse of the coupling constant of the theory
and it is an integer number. In this theory the unnormalized correlation functions are given
by 〈
WKR (A)
〉
=
∫
DAeiICS(A)WKR (A), (2)
where
WKR (A) = TrR
[
P exp
(∮
K
Aaµ(x)tadx
µ
)]
(3)
is the Wilson loop operator and TrR is the Killing form in the representation R of G, ta are
the generators of the Lie algebra at representation R and K : S1 → M is the knot, i.e., a
smooth embedding. A nonperturbative analysis [3] of correlation functions (2) reveals that
these functions coincide with the unnormalized Jones polynomial
J(q,K) =
〈
WKR (A)
〉
. (4)
These objects are polynomials in the variable q = exp
(
2πi
k + h∨
)
, where h∨ stands for the
dual Coxeter number of G (for SU(N) it is N). It depends on the knot K, the Lie group
G and its representation R. For example, SU(N) in the fundamental representation gives
the HOMFLY-PT polynomial, SO(N) in the fundamental representation gives the Kauffman
polynomial and SU(2) in the (n + 1)-dimensional representation1 gives the n-colored Jones
polynomial2. The Jones polynomial can be written as finite q-series
J(q,K) =
∑
n
anq
n, (5)
where an are integer numbers.
Chern-Simons gauge theory can be quantized via BRST method and the resulting quantum
action in components in R3 looks like [11]
I =
k
4π
∫
R3
Tr
(
εijkAi∂jAk + 2c¯∂i∂
ic + 2φ∂iAi +
1
3
εijkAi[Aj , Ak] + 2c¯∂i[A
i, c]
)
, (6)
where c and c¯ are the ghost and anti-ghost fields, which are Grassmann valued and G-valued
scalar fields coupled to the gauge fields, and φ is a G-valued scalar field. This action is
composed by the following three parts
I = I0 + Ig + I
′, (7)
1In physics literature this is called the j spin representation. Here 2j = n, i.e., its dimension is 2j + 1.
2The case n = 1 (or j = 1/2) is the famous Jones polynomial.
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where I0 is the kinetic (or free) part of I,
I0 =
k
4π
∫
R3
Tr
(
εijkAi∂jAk + 2c¯∂i∂
ic
)
, (8)
Ig is the gauge fixing action,
Ig =
k
4π
∫
R3
Tr
(
2φ∂iAi
)
, (9)
and I ′ is the interaction action,
I ′ =
k
4π
∫
R3
Tr
(
1
3
εijkAi[Aj, Ak] + 2c¯∂i[A
i, c]
)
. (10)
The correlation function (2) is then replaced by
〈
WKR (A)
〉
=
∫
DADφDcDc¯ eiIWKR (A), (11)
where the Wilson loop operator WKR (A) is given as in (3). The integral corresponding to Ig
is a constraint in the space of connections such that integration should be performed on a
submanifold U of the space of all connections A. All additional fields such as the ghost fields
are introduced in a gauge invariant way in U . Thus the above vacuum expectation value can
be written as 〈
WKR (A)
〉
=
∫
DADφDcDc¯ exp
{
i(I0 + Ig)
}
exp
(
iI ′
)
WKR (A). (12)
From now on the expression 〈WKR (A)〉 means this vacuum expectation value. Of course for
the case of n-component links K = K1 ∪ · · · ∪Kn the required expression is〈
WK1R1 (A) · · ·WKnRn (A)
〉
=
∫
DADφDcDc¯ exp
{
i(I0 + Ig)
}
exp
(
iI’
)
WK1R1 (A) · · ·WKnRn (A),
(13)
where the component Ki has a representation Ri of the gauge group.
The perturbative analysis is performed over the interacting terms in I ′ and in the Wilson
loop functional WKR (A), while that corresponding to the free part of the action will remain
the same. The perturbative expression for a Wilson loop in the fundamental representation
R at order two in 1/k is
WKR (A) = TrR
[
1+
∮
K
dsAai (K(s))K˙
i(s)ta
+
∫ ∫
s1<s2
ds1ds2A
a1
i1
(K(s1))A
a2
i2
(K(s2))K˙
i1(s1)K˙
i2(s2)ta1ta2 + · · ·
]
= Tr
[
I+
∮
K
dsAai (K(s))K˙
i(s)R(ta)
6
+∫ ∫
s1<s2
ds1ds2A
a1
i1
(K(s1))A
a2
i2
(K(s2))K˙
i1(s1)K˙
i2(s2)R(ta1)R(ta2) + · · ·
]
= dim(R)
+
∮
K
dsAai (K(s))K˙
i(s)[R(ta)]αα
+
∫ ∫
s1<s2
ds1ds2A
a1
i1
(K(s1))A
a2
i2
(K(s2))K˙
i1(s1)K˙
i2(s2)[R(ta1)]α1α2 [R(ta2)]α2α1
+· · · . (14)
The interaction part at the same order is given by
eiI
′
= 1 +
1
1!
[
ik
4π
∫
R3
Tr
(
1
3
εijkAi[Aj, Ak] + 2c¯∂i[A
i, c]
)]
+
1
2!
[
ik
4π
∫
R3
Tr
(
1
3
εijkAi[Aj, Ak] + 2c¯∂i[A
i, c]
)]2
+ · · · . (15)
In Ref. [15] the perturbative analysis is used to give integral expressions for Vassiliev
invariants for all prime knots up to six crossings up to order six. In Ref. [16] the same ideas
are applied to all two-component links up to six crossings up to order four. In both works
it is used a semi-simple gauge group G because a simple one is not enough to capture all
invariants.
2.1 Feynman diagrams for knots
The vacuum expectation value (12) can be written as the following perturbative series ex-
pansion [15] 〈
WKR (A)
〉
= d(R)
∞∑
i=0
di∑
j=1
αij(K)rij(G,R)x
i, (16)
where x = 2πi/k, d(R) is the dimension of the representation R, d0 = α01 = r01 = 1 and
d1 = 0. There are many features of (16) to discuss:
• The factor αij(K) is called the geometrical factor and it depends only on the knot
K while being independent of the group and the representation chosen. The factor
rij(G,R) is called the group factor and it depends only on the group and representation
but it is independent of the geometry of the knot.
• The index i is the order of the perturbation while the index j accounts for the contri-
butions of the group factors at that order. Actually, there are di independent group
factors at order i and this quantity is called the dimension of the space of invariants at
that order.
• Vacuum diagrams are not included.
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• Diagrams with collapsible propagators are not considered in this expression because
they all contribute to the framing and this is not an intrinsic property of the knot. For
example, there is no linear term in (16) (condition d1 = 0) because at this order the
only contribution is a diagram with one collapsible propagator.
• Diagrams that include loops in the two-point or three-point subdiagrams are also ex-
cluded because they only contribute to the shift k −→ k+h∨, a quantum correction in
the non-perturbative analysis.
• It is important to describe how the independent factors arise. First, all Feynman
diagrams at a given order must be written. Second, ignore the diagrams that contain
the structure described in the latter two points above. Third, write the group factors
corresponding to the remaining diagrams (this is done by finding the Casimirs of the
gauge group). Fourth, use commutator relations and Jacobi identity to relate them and
to find the independent true group factors.
• Independent group factors are important because they give rise to a classification of
Vassiliev invariants into those that are products of lower order ones and those that are
not, called primitive Vassiliev invariants.
The perturbative expansion (16) can be normalized by dividing by the vacuum expectation
value of the unknot K0 to give〈
WKR (A)
〉〈
WK0R (A)
〉 = ∞∑
i=0
di∑
j=1
α˜ij(K)rij(G,R)x
i, (17)
where d(R) does not longer appear. As rij(G,R) does not depend on the knot but only on
the group and its representation it can be calculated by means of group theory. The factors
α˜ij(K) are the Vassiliev invariants; once all the Feynman diagrams at certain order are given
the integral expression of these factors can be built.
From Ref. [15], expression (17) can be written as〈
WKR (A)
〉〈
WK0R (A)
〉 = 1+ α˜21r21x2 + α˜31r31x3
+
[
α˜41(r21)
2 + α˜42r42 + α˜43r43
]
x4
+
[
α˜51r21r31 + α˜52r52 + α˜53r53 + α˜54r54
]
x5
+
[
α˜61(r21)
3 + α˜62(r31)
3 + α˜63r21r42 + α˜64r21r43 + α˜65r65 + α˜66r66
+ α˜67r67 + α˜68r68 + α˜69r69
]
x6 +O(x7). (18)
This work will be focused in orders up to three of (18). As stated at the beginning of
this section diagrams with collapsible propagators are not considered in (16) and that is why
there is no linear term there. However this work will also analyse that corresponding term
α˜11(K) given by the Feynman diagram of figure 1 in subsequent sections.
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Figure 1: Feynman diagram for α˜11(K).
The following geometrical factor to be studied is α˜21(K) given by diagrams of figure 2.
Contributions of diagrams (c) and (d) are proved to cancel each other [11] while diagram (e)
is a pure-framing one. It is in this sense that the effective contribution to α˜21(K) is that
coming from figure 3. The integral expression for many geometrical factors of (18) are given
in [15], where the information of the connection is given through the propagator
〈
Aai (x)A
b
j(y)
〉
= εijkδab
(
i
4π
)
(x− y)k
|x− y|3 . (19)
(a) Diagram with one internal point. (b) Diagram with non-collapsible propagators.
(c) Diagram with a gauge loop. (d) Diagram with a ghost loop.
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(e) Diagram with pure framing information.
Figure 2: Feynman diagrams for α˜21(K) according to [11].
xy
w
z
x
z
y
w
Figure 3: Effective Feynman diagrams for α˜21(K).
For example for α˜21(K) one has
α˜21(K) =
α21(K)〈
WK0R (A)
〉
=
1〈
WK0R (A)
〉 1
4π2
∮
K
dxµ
∫ x
dyν
∫ y
dzρ
∫ z
dwτ
[
εµσ1ρενσ2τ
(x− z)σ1
|x− z|3
(y − w)σ2
|y − w|3
]
− 1〈
WK0R (A)
〉 1
16π3
∮
K
dxµ
∫ x
dyν
∫ y
dzρ
∫
R3
d3w
[
εµρ1σ1ενρ2σ2ερρ3σ3εσ1σ2σ3
×(x− w)ρ1|x− w|3
(y − w)ρ2
|y − w|3
(z − w)ρ3
|z − w|3
]
,
(20)
while for α˜31(K) the expression is, from diagrams in figure 4,
α˜31(K) =
1〈
WK0R (A)
〉 1
64π5
∮
K
dxµ
∫ x
dyν
∫ y
dtρ
∫ t
dzτ
∫
R3
d3w1
∫
R3
d3w2
[
εαβγεηξζ
×εµσ1αενσ2βεγσ3ζερσ4ηετσ5ξ (x− w1)σ1|x− w1|3
(y − w1)σ2
|y − w1|3
(w1 − w2)σ3
|w1 − w2|3
(t− w2)σ4
|t− w2|3
(z − w2)σ5
|z − w2|3
]
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+
1〈
WK0R (A)
〉 5
32π4
∮
K
dxµ
∫ x
dyν
∫ y
dtρ
∫ t
dzτ
∫ z
dvη
∫
R3
d3w
×
[
ενσηεαβγε
µσ1αερσ2βετσ3γ
(y − v)σ
|y − v|3
(x− w)σ1
|x− w|3
(t− w)σ2
|t− w|3
(z − w)σ3
|z − w|3
]
+
1〈
WK0R (A)
〉 3
8π3
∮
K
dxµ
∫ x
dyν
∫ y
dtρ
∫ t
dzτ
∫ z
dvη
∫ v
dwζ
×
[
εµσ1τενσ2ζερσ3η
(x− z)σ1
|x− z|3
(y − w)σ2
|y − w|3
(t− v)σ3
|t− v|3
]
+
1〈
WK0R (A)
〉 1
4π3
∮
K
dxµ
∫ x
dyν
∫ y
dtρ
∫ t
dzτ
∫ z
dvη
∫ v
dwζ
×
[
εµσ1τενσ2ηερσ3ζ
(x− z)σ1
|x− z|3
(y − v)σ2
|y − v|3
(t− w)σ3
|t− w|3
]
.
(21)
xz
t
w2
y
w1
z
t
w x
v
y
z x
v
t
w
y
v
y
w
t
z x
Figure 4: Effective Feynman diagrams for α˜31(K).
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2.2 Feynman diagrams for links
Let L = K1 ∪K2 be a link with components K1 and K2 and representations R1 and R2 of
the gauge group, respectively. The important vacuum expectation value will be, from (13),
〈
WK1R1 (A)W
K2
R2
(A)
〉
=
∫
DADφDcDc¯ exp
{
i(I0 + Ig)
}
eiI
′
WK1R1 (A)W
K2
R2
(A). (22)
The generalization of (16) from knots to links is not trivial because the group factors in the
latter case have a more complicated structure. In [16] via a factorization theorem for Wilson
lines it is found that such a generalization is given by〈
WK1R1 (A)W
K2
R2
(A)
〉
=
〈
WK1R1 (A)
〉〈
WK2R2 (A)
〉〈ZK1,K2R1,R2 (A)〉, (23)
where
〈
WK1R1 (A)
〉
and
〈
WK2R2 (A)
〉
are written as in (16) and
〈ZK1,K2R1,R2 (A)〉 = ∞∑
i=0
δi∑
j=1
γ ji (K1, K2)sij(G,R1, R2)x
i (24)
is the pure link contribution. The objects γ ji (K1, K2) are called the Vassiliev link invariants
and they depend only on the knots K1 and K2, the objects sij(G,R1, R2) are the new group
factors that depend on the gauge group and its representations R1 and R2. Here again the
index i is the order of the perturbative expansion while j stands for the contributions of the
group factors at that order, x = 2πi/k and δi is the number of independent group factors at
order i or the dimension of the space of invariants at that order. Similar considerations to
those given in Eq. (16), concerning the type of diagrams appearing in the expansion as well
as the independence of the group factors, also apply in this case. Expression (24) at order
four can be written as
〈ZK1,K2R1,R2 (A)〉 = 1 +
[
(γ 11 )
2
2!
s21
]
x2 +
[
(γ 11 )
3
3!
s31 + γ
2
3 s32
]
x3
+
[
(γ 11 )
4
4!
s41 +
γ 11 γ
2
3
2
s42 + γ
3
4 s43
]
x4 +O(x5). (25)
At this order the primitive Vassiliev invariants are then γ 11 , γ
2
3 and γ
3
4 . In Ref. [16] the
explicit integral expressions for these three γ’s are given. For example for γ 11 one has
γ 11 =
1
2
∮
dx
∮
dy p(x, y), (26)
where
p(x, y) = ∆µν(x− y) = 1
π
εµρν
(x− y)ρ
|x− y|3 . (27)
Expression (26) is twice the linking number of the link while γ 23 and γ
3
4 are new invariants
found in Ref. [16] that are not clear to be related with known numerical link invariants.
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In the present work we will focus in the first three orders of (25) so γ 11 and γ
2
3 need to
be analysed. The Feynman diagram corresponding to γ 11 is that of figure 5 (note again that
there is no linear term in (24) but this is exactly the diagram for that order) while figure 6
stands for the diagrams corresponding to γ 23 .
y x
Figure 5: Feynman diagram for γ 11 .
Figure 6: Feynman diagrams for γ 23 .
2.3 About numerical calculations
The invariants α˜ij(K) can be calculated by performing the integrals defining them but it is
easier to use Eq. (18) because its left-hand-side can be found in the literature, they are the
quantum group invariants obtained from the nonperturbative analysis.
13
As an example, the values of α˜21(K) and α˜31(K) are calculated for the right-handed trefoil
31 with gauge group G = SU(2). In the left-hand-side of (18) the normalized HOMFLY-PT
polynomial is used, i.e.,
λ
(
1 + q2 − λq2) = q (1 + q2 − q3)
= q + q3 − q4
= exp(x) + exp(3x)− exp(4x)
=
(
1 + x+
x2
2
+
x3
6
)
+
(
1 + 3x+
9x2
2
+
27x3
6
)
−
(
1 + 4x+
16x2
2
+
64x3
6
)
+O(x4)
= 1 + x2
(
1
2
+
9
2
− 16
2
)
+ x3
(
1
6
+
27
6
− 64
6
)
+O(x4)
= 1− 3x2 − 6x3 +O(x4), (28)
where λ = qN−1 = q because N = 2. In the right hand side of (18) the values [15]
r2,1 = C3 = −1
4
(
N2 − 1) = −3
4
,
r3,1 = (C3)
2(C2)
−1 =
(
−1
4
(
N2 − 1))2
− 1
2N
(
N2 − 1) = −
2N
16
(
N2 − 1) = −3
4
, (29)
for the group factors (the Casimirs are given in the fundamental representation) are used,
i.e., it looks like
1 + α˜21
(
−3
4
)
x2 + α˜31
(
−3
4
)
x3 +O(x4). (30)
By equating both sides at order three it is found that
1− 3x2 − 6x3 = 1 + α˜21
(
−3
4
)
x2 + α˜31
(
−3
4
)
x3, (31)
or simply α˜21 = 4 and α˜31 = 8, in accordance with equation (5.1) of [15].
3 Bott-Taubes integration and volume-preserving
vector fields
Some efforts to describe Vassiliev invariants (of finite type) in a geometrical framework were
made by Kontsevich [35] and by Bott and Taubes [37], where the identification of the correct
spaces in which Feynman integrals could be rewriting was one of the key achievements of
such a description.
Since the 19th century Gauss work on electromagnetic theory showed that there is an
integral formula for the linking number of two curves γ0 and γ1 in R
3, which also represents
14
a homotopy invariant of both curves under some assumptions of transversal intersection. It
is given by
1
4π
∫
S1×S1
Φ∗ω, (32)
where Φ∗ω is the pullback of ω ∈ Ω2 (S2), which is the volume 2-form given in [42]. Moreover
given a pair of curves γ0, γ1 : S
1 → R3, the map Φ : S1×S1 → S2 is given by Φ = φ◦(γ0 × γ1),
where φ : R3×R3 → S2 is the map defined via φ(x1, x2) = x1 − x2|x1 − x2|3 with x1, x2 ∈ R
3. This
map is known as the Gauss map and in components it is given by
ωµν =
εµνσ
4π
xσ
|x|3 . (33)
This procedure gives a new way to formulate the question of building up a homotopy
invariant for a single knot in the same way as the linking number was developed. The answer
to that question requires the introduction of configuration spaces, C(n,M), defined by
C(n,M) =
{
(x1, . . . , xn) ∈
n∏
i=1
M | xi 6= xj ⇔ i 6= j
}
(34)
as the natural framework where such an integral has to be defined (because of the explicit
form of φ). To ensure that an integral defined on this kind of spaces converges, some new
features such as compactification of the configuration space C(n,M) are required. Here we
will use the well known Fulton-MacPherson compactification with some refinements worked
out in [43].
In Ref. [40] there is a description of how to obtain a finite type knot invariant via a linear
combination of integrals on some bundles (pullback bundles, see Appendix A) of compactified
configuration spaces C[n,M ]. The building blocks for writing this linear combinations depend
on some trivalent diagrams D such as those in figure 3 and in the diagram of figure 7. In this
diagram P (D) denotes the set of dashed lines in each Feynman diagram, φ is a product of
the Gauss maps each one associated to a line in P (D) and Φ is an extension of the function
φ to the corresponding compactified space [44].
In figure 7, K = {β : S1 → S3 | K is an smooth embedding} is the space of all (smooth)
knots in S3 and K is one of these knots. The map ev is given by
ev((s1, . . . , sp), K) = (K(s1), . . . , K(sp)) ∈ C(p,S3), (35)
so that evK can be expressed as evK := ev(·, K). Also πp and pr are projections defined via
πp(x1, . . . , xp, xp+1, . . . , xp+q) = (x1, . . . , xp), pr(v,K) = K, (36)
respectively. As stated in Ref. [40] the maps αnm are the inclusion of configuration spaces into
their compactifications while m and n denote, respectively, the number of points in C(m,Sn)
and the dimension of the underlaying sphere. Finally evK and πp are extensions of the maps
evK and πp to the corresponding compactifications of their domains and codomains.
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C (p;S1)×K
ev

C (p;S1)
evK
//
α1p

C (p;S3)
α3p

C (p+ q;S3)
πp
oo
φ
//
α3p+q

Πe∈P (D)S
2
C [p;S1]
evK
// C [p;S3] C [p+ q;S3]
πp
oo
Φ
99rrrrrrrrrrrrrrrrrrrrr
K C [p;S1]×Kproo
ev
OO
C [p, q;S1,S3]
pr1
oo
pr2
OO
❴✤
Figure 7: Mathematical diagram for a trivalent diagram D with p points on the knot and q
points out of it.
The building blocks are actually functions ID : K → R on the knots space K defined via
ID(K) = (pr ◦ pr1)∗ (Φ ◦ pr2)∗ ω, K ∈ K, (37)
where the mapping pr : C[p;S1]×K → K is the projection in the second entry and
ω :=
∧
e∈P (D)
ω ∈ Ω2P (D)
( ∏
e∈P (D)
S2
)
(38)
is a product of the unit volume form ω given as in Eq. (33), (pr ◦ pr1)∗ stands for the
pushforward (or integration over the fiber, see Appendix B for the definition) of the form
(Φ ◦ pr2)∗ ω and the fibers of (pr ◦ pr1) are compact smooth manifolds with corners [38].
One of the results proved in Ref. [40] asserts that for each diagram D the value of these
blocks in a specific knot K can also be calculated by integration on the original configuration
space C
(
p,S1
)
of only the points that belong to K (proposition (3.7) in [40]), i.e.,
ID(K) =
∫
C(p,S1)
fD,K(s)ds, (39)
where fD,K is defined as
fD,K(s) =
((
α3p ◦ evK
)∗
(πp)∗Φ
∗ω
)
s
(∂s)
=
((
α3p
)∗
(πp)∗Φ
∗ω
)
K(s)
(K˙(s1), . . . , K˙(sp)), (40)
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with s ∈ C (p,S1) and ∂s a p-tuple where each element is the canonical vector field ∂si
on S1, also
(
K˙(s1), . . . , K˙(sp)
)
is given by the pushforward of ∂s by evK . This way K˙
defines a vector field along the curve K in R3 and also for each point s ∈ C(p,S1) a frame(
K˙(s1), . . . , K˙(sp)
)
in C(p,S3) which is endowing the knot K.
These basic blocks can also be used to define invariants associated with a volume-preserving
vector field X on a compact domain S of R3 and tangent to its boundary by making an
appropriate generalization of Eq. (40).
Explicitly, let X be a volume-preserving vector field on a domain S in (R3, µ) with flow
θ : R×S → S and let x ∈ S, then θx := θ(·, x) defines a curve on S. Moreover, µ is a Borel
probability measure invariant under the flow. Now for every T ∈ R, by taking σ(x, θx(T ))
to be the set of uniformly bounded curves between x and θx(T ) and γ ∈ σ(x, θx(T )), then
γxT : S
1 → θ([0, T ], x) ∪ γ is a piecewise smooth closed curve on S that can be defined in
the interval [0, T + 1], where [T, T + 1] parametrizes the points in γ. This construction is
illustrated in figure 8 below and corresponds to the asymptotic cycles of Schwartzman [19, 22].
In a similar way, fD,K given in Eq. (40) is generalized to fD,X who belongs to Ω
0 (C(p,S))
and it is defined by
fD,X(x) :=
((
α3p
)∗
(πp)∗Φ
∗ω
)
x
(Xx1, . . . , Xxp). (41)
γ
γ′
x
θx(T )
S
Figure 8: Asymptotic cycles for γ and γ′ defined via the flow θ in the domain S.
Then by the key lemma in Ref. [40] one gets the asymptotic value of ID of order p along the
flow of X , λD, as
λD(x) = lim
T→∞
1
T p
ID (γ
x
T )
= lim
T→∞
1
T p
T+1∫
0
· · ·
T+1∫
0
fD,X(γ
x
T (t1), . . . , γ
x
T (tp))dt1 ∧ · · · ∧ dtp
= lim
T→∞
1
T p
T∫
0
· · ·
T∫
0
fD,X(θ
x(t1), . . . , θ
x(tp))dt1 ∧ · · · ∧ dtp, (42)
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where the last expression stands for λD(x) as in the same reference.
This is a function in L1(S, µ) such that when integrated via the invariant measure gives a
new kind of flow-invariant quantity that can be rewriting as∫
S
λDµ =
∫
Sp
fD,Xµ∆, (43)
where, by taking θp to be the p-fold product of the flow θ, we have
µ∆ = lim
T→∞
1
T p
T∫
0
· · ·
T∫
0
((θp)∗ µ∆) dt1 ∧ · · · ∧ dtp (44)
is a well defined limit measure.
Finally, theorems A and B from Ref. [40] assert that this generalization also works as
the basic building blocks for asymptotic invariants of the vector field X , i.e., quantities that
are invariant under the action of their own flow θ that are going to be calculated through
asymptotic values of some functions defined on the space of knots K.
4 Correspondence between Feynman diagrams and
Bott-Taubes integrals
The diagrams for a knot to be analysed in this work can be built from Chern-Simons theory by
considering the pertubative expansion of its Wilson loop (14) at order four (the information
relative to the group is not written explicitly), i.e.,
WKR (A) ≈ 1+
(
1√
k
)∮
S1
dsAi(K(s))K˙
i(s)
+
(
1√
k
)2 ∫ ∫
s1<s2
ds1ds2Ai1(K(s1))Ai2(K(s2))K˙
i1(s1)K˙
i2(s2)
+
(
1√
k
)3 ∫ ∫∫
s1<s2<s3
ds1ds2ds3
[
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))
×K˙i1(s1)K˙i2(s2)K˙i3(s3)
]
+
(
1√
k
)4 ∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
[
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)
]
,
(45)
where K : S1 → S3 is the knot embedding, and the interaction term (15) at first order, i.e.,
eiI
′ ≈ 1 +
(
1√
k
)3
ik
4π
∫
R3
Tr
(
1
3
εijkAi[Aj, Ak] + 2c¯∂i[A
i, c]
)
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= 1 +
(
1√
k
)
i
4π
∫
R3
Tr
(
1
3
εijkAi[Aj, Ak] + 2c¯∂i[A
i, c]
)
. (46)
In the procedure to get the previous equations we have imposed the following redefinitions
A 7−→ A√
k
, c 7−→ c√
k
, c¯ 7−→ c¯√
k
, (47)
for the gauge, ghost and antighost fields, respectively. This way the vacuum expectation
value (12) gives∫
DADφDcDc¯ei(I0 + Ig)eiI
′
WKR (A)
≈
∫
DADφDcDc¯ei(I0 + Ig)
[
1 +
(
1√
k
)
i
4π
∫
R3
Tr
(
1
3
εijkAi[Aj , Ak] + 2c¯∂i[A
i, c]
)]
×
[
1 +
(
1√
k
)∮
S1
dsAi(K(s))K˙
i(s)
+
(
1√
k
)2 ∫ ∫
s1<s2
ds1ds2Ai1(K(s1))Ai2(K(s2))K˙
i1(s1)K˙
i2(s2)
+
(
1√
k
)3 ∫ ∫∫
s1<s2<s3
ds1ds2ds3Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))K˙
i1(s1)K˙
i2(s2)K˙
i3(s3)
+
(
1√
k
)4 ∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))
× K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)
}]
. (48)
The interest of this work is focused on some normalized terms coming from Eq. (48),
specifically, that of order 1/k coming from the third term of WKR (A) and the first term of
eiI
′
, i.e.,
V1 =
1
N
∫
DADφDcDc¯ei(I0 + Ig)
∫ ∫
s1<s2
ds1ds2Ai1(K(s1))Ai2(K(s2))K˙
i1(s1)K˙
i2(s2), (49)
where N =
∫
DADcDc¯eiI0 . The previous equation gives rise to the self-linking invariant or
the Vassiliev invariant of first order. Also important are those of order 1/k2 coming from the
fourth term of WKR (A) and the part without ghosts of the second term of e
iI′ , i.e.,
V21 =
1
N
(
i
4π
)∫
DADφDcDc¯ei(I0 + Ig)
∫
R3
Tr
(
1
3
εijkAi[Aj, Ak]
)∫ ∫∫
s1<s2<s3
ds1ds2ds3
×
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))K˙
i1(s1)K˙
i2(s2)K˙
i3(s3)
}
, (50)
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and from the fifth term of WKR (A) and the first term of e
iI′, i.e.,
V22 =
1
N
∫
DADφDcDc¯ei(I0 + Ig)
∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
{
Ai1(K(s1))Ai2(K(s2))
×Ai3(K(s3))Ai4(K(s4))K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)
}
, (51)
that form the Vassiliev invariant of second order. There are other three terms of order 1/k2
but according to [11] they do not contribute to the invariant (see section 2.1).
The three integrals above have ghosts dependence only in the eiI0 factor (8). Thus the factor
obtained by performing integration of c and c¯ fields will cancel that from the normalization
factor N yielding
V1 =
1
NA
∫
DAeiIA
∫ ∫
s1<s2
ds1ds2Ai1(K(s1))Ai2(K(s2))K˙
i1(s1)K˙
i2(s2), (52)
V21=
1
NA
∫
DAeiIA
∫
R3
Tr
(
i
12π
εijkAi[Aj , Ak]
)∫ ∫∫
s1<s2<s3
ds1ds2ds3
{
Ai1(K(s1))
×Ai2(K(s2))Ai3(K(s3))K˙i1(s1)K˙i2(s2)K˙i3(s3)
}
, (53)
V22=
1
NA
∫
DAeiIA
∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))
×Ai4(K(s4))K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)
}
, (54)
where NA =
∫
DAeiIA and
IA =
k
4π
∫
R3
Tr
(
εijkAi∂jAk
)
. (55)
Following a similar procedure to get the first and second order expressions it can be shown
that the third order expressions can be written as
V31 =
1
NA
∫
DAeIA
[∫
R3
Tr
(
i
12π
εijkAi[Aj , Ak]
)]2 ∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
×
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))K˙
i1(s1)K˙
i2(s2)K˙
i3(s3)K˙
i4(s4)
}
, (56)
V32 =
1
NA
∫
DAeiIA
∫
R3
Tr
(
i
12π
εijkAi[Aj , Ak]
) ∫ ∫∫∫∫
s1<s2<s3<s4<s5
ds1ds2ds3ds4ds5
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×
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))Ai5(K(s5))
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)K˙i5(s5)
}
, (57)
V33 =
1
NA
∫
DAeiIA
∫ ∫∫∫∫∫
s1<s2<s3<s4<s5<s6
ds1ds2ds3ds4ds5ds6
×
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))Ai5(K(s5))Ai6(K(s6))
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)K˙i5(s5)K˙i6(s6)
}
, (58)
V34 =
1
NA
∫
DAeiIA
∫ ∫∫∫∫∫
s1<s2<s3<s4<s5<s6
ds1ds2ds3ds4ds5ds6
×
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))Ai5(K(s5))Ai6(K(s6))
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)K˙i5(s5)K˙i6(s6)
}
. (59)
Before working with knots in the configuration space formalism it would be useful to rewrite
the above expressions by using the propagator〈
Ai1(K(s1))Ai2(K(s2))
〉
=
1
NA
∫
DAeiIAAi1(K(s1))Ai2(K(s2)). (60)
Specifically, expression (52) rewrites as
V1 =
1
NA
∫
DAeiIA
∫ ∫
s1<s2
ds1ds2Ai1(K(s1))Ai2(K(s2))K˙
i1(s1)K˙
i2(s2)
=
∫ ∫
s1<s2
ds1ds2
[
1
NA
∫
DAeiIAAi1(K(s1))Ai2(K(s2))
]
K˙i1(s1)K˙
i2(s2)
=
∫ ∫
s1<s2
ds1ds2
〈
Ai1(K(s1))Ai2(K(s2))
〉
K˙i1(s1)K˙
i2(s2). (61)
Expression (53) looks like
V21 =
1
NA
∫
DAeiIA
∫
R3
Tr
(
i
12π
εijkAi[Aj , Ak]
)∫ ∫∫
s1<s2<s3
ds1ds2ds3
{
Ai1(K(s1))
×Ai2(K(s2))Ai3(K(s3))K˙i1(s1)K˙i2(s2)K˙i3(s3)
}
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=∫ ∫∫
s1<s2<s3
ds1ds2ds3
∫
R3
εijkd3x4
{〈
Ai(x4)Aj(x4)Ak(x4)Ai1(K(s1))Ai2(K(s2))
×Ai3(K(s3))
〉
K˙i1(s1)K˙
i2(s2)K˙
i3(s3)
}
=
∫ ∫∫
s1<s2<s3
ds1ds2ds3
∫
R3
εijkd3x4
{〈
Ai(x4)Ai1(K(s1))
〉〈
Aj(x4)Ai2(K(s2))
〉
×〈Ak(x4)Ai3(K(s3))〉K˙i1(s1)K˙i2(s2)K˙i3(s3)}. (62)
Expression (54) can be seen to be
V22 =
1
NA
∫
DAeiIA
∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
{
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))
×Ai4(K(s4))K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)
}
=
∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
{〈
Ai1(K(s1))Ai2(K(s2))Ai3(K(s3))Ai4(K(s4))
〉
K˙i1(s1)
×K˙i2(s2)K˙i3(s3)K˙i4(s4)
}
=
∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
{〈
Ai1(K(s1))Ai3(K(s3))
〉〈
Ai2(K(s2))Ai4(K(s4))
〉
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)
}
. (63)
Analogously, expressions (56) - (59) rewrite also as
V31 =
∫ ∫∫∫
s1<s2<s3<s4
ds1ds2ds3ds4
∫
R3
εijkd3x5
∫
R3
εlmnd3x6
{〈
Am(x5)An(x6)
〉
×〈Ai1(K(s1))Ai(x6)〉〈Ai2(K(s2))Aj(x5)〉〈Ai3(K(s3))Ak(x5)〉
×〈Ai4(K(s4))Al(x6)〉K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)}, (64)
V32 =
∫ ∫∫∫∫
s1<s2<s3<s4<s5
ds1ds2ds3ds4ds5
∫
R3
εijkd3x6
{〈
Ai2(K(s2))Ai5(K(s5))
〉
×〈Ai1(K(s1))Ai(x6)〉〈Ai3(K(s3))Aj(x6)〉〈Ai4(K(s4))Ak(x6)〉
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)K˙i5(s5)
}
, (65)
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V33 =
∫ ∫∫∫∫∫
s1<s2<s3<s4<s5<s6
ds1ds2ds3ds4ds5ds6
{〈
Ai1(K(s1))Ai4(K(s4))
〉
×〈Ai2(K(s2))Ai6(K(s6))〉〈Ai3(K(s3))Ai5(K(s5))〉
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)K˙i5(s5)K˙i6(s6)
}
, (66)
V34 =
∫ ∫∫∫∫∫
s1<s2<s3<s4<s5<s6
ds1ds2ds3ds4ds5ds6
{〈
Ai1(K(s1))Ai4(K(s4))
〉
×〈Ai2(K(s2))Ai5(K(s5))〉〈Ai3(K(s3))Ai6(K(s6))〉
×K˙i1(s1)K˙i2(s2)K˙i3(s3)K˙i4(s4)K˙i5(s5)K˙i6(s6)
}
. (67)
Expressions (61), (62), (63) and (64) - (67) will be the subject of the following subsections.
4.1 First order Vassiliev knot invariant: self-linking of a knot
The Feynman diagram D1 corresponding to the term (61) is that of figure (9b) while the
mathematical one is, according to the theory of section 3, that of figure (9a)
C (2;S1)×K
ev

C (2;S1)
evK
//
α1
2

C (2;S3)
α3
2

φ
// S2
C [2;S1]
evK
// C [2;S3]
Φ
;;✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
K C [2;S1]×Kproo
ev
OO
(a) Mathematical diagram for D1.
s1
s2
(b) Feynman diagram D1.
Figure 9: First order Vassiliev knot invariant: self-linking of a knot.
where the column corresponding to internal points has been supressed (see figure 7). The
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integral corresponding to this diagram in the configuration space formalism is thus
ID1 =
∫
C[2,S1]
(Φ ◦ evK)∗ ω =
∫
C(2,S1)
(Φ ◦ evK)∗ ω +
∫
∂C[2,S1]
(Φ ◦ evK)∗ ω
=
∫
C(2,S1)
(φ ◦ evK)∗ ω +
∫
∂C[2,S1]
(Φ ◦ evK)∗ ω
=
∫
C(2,S1)
(
K(x2)−K(x1)
|K(x2)−K(x1)|
)∗
ω +
∫
∂C[2,S1]
(
± K˙(x1)∣∣K˙(x1)∣∣
)∗
ω, (68)
where (see Ref. [38])
Φ ◦ evK = ± K˙(x1)∣∣K˙(x1)∣∣ (69)
is the expression for Φ ◦ evK at the boundary of C[2,S1]. The sign in Eq. (69) depends on
whether the collapse of points x1 and x2 is in one direction or the other.
To explicitly make contact of (68) with (61) coming from the Chern-Simons theory it is
necessary to calculate the pullback of ω under φ, φ∗ω. This result is (see Appendix C for the
explicit derivation) is given by
φ∗a,bω =
εµνσ
4π
(xb − xa)µ
|xb − xa|3
(
1
2
dxνa ∧ dxσa − dxνa ∧ dxσb +
1
2
dxνb ∧ dxσb
)
. (70)
According to Ref. [39] the integral over the configuration space is non-zero only if there
appears exactly one dxa and one dxb, i.e., it is enough to consider
φ∗a,bω = −
εµνσ
4π
(xb − xa)µ
|xb − xa|3 dx
ν
a ∧ dxσb . (71)
Actually the important expression is that for (φ ◦ evK)∗ω = ev∗Kφ∗ω, to be precise
ev∗Kφ
∗
abω = −
εµνσ
4π
(K(xb)−K(xa))µ
|K(xb)−K(xa)|3
dKν(xa)
dxa
dKσ(xb)
dxb
dxa ∧ dxb. (72)
By using this expression in Eq. (68) it is obtained
ID1 =
∫
C(2,S1)
[
−εµνσ
4π
(K(x2)−K(x1))µ
|K(x2)−K(x1)|3
dKν(x1)
dx1
dKσ(x2)
dx2
]
dx1 ∧ dx2
+
∫
∂C[2,S1]
(
± K˙(x1)∣∣K˙(x1)∣∣
)∗
ω
=
∫
C(2,S1)
∆νσ(K(x1)−K(x2))K˙ν(x1)K˙σ(x2)dx1 ∧ dx2
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+∫
∂C[2,S1]
(
± K˙(x1)∣∣K˙(x1)∣∣
)∗
ω, (73)
where the last equality used standard notation for the derivatives and the following expression
for the propagator [39]
∆µν(x) =
εµνσ
4π
xσ
|x|3 . (74)
The boundary term is exactly cancelled with a framing term in order to obtain an invariant
of knots with framing, i.e., the real topological invariant is
ID1 =
∫
C(2,S1)
∆νσ(K(x1)−K(x2))K˙ν(x1)K˙σ(x2)dx1 ∧ dx2. (75)
The match between expressions (61) coming from Chern-Simons theory and (75) coming
from the configuration space construction, i.e., ID1 = V1, establishes a deep correspondence
between formalisms.
4.2 Second order Vassiliev knot invariant
The second order Vassiliev invariant comes from the contributions of Feynman diagrams D21
and D22 (figures 10a and 10b, respectively) corresponding to terms (62) and (63), in that
order.
s1s2
x4
s3
(a) Feynman diagram D21.
s1
s3
s2
s4
(b) Feynman diagram D22.
Figure 10: Feynman diagrams for the second order Vassiliev invariant.
The first step is to analyse diagram D21. In this case the map φ in figure 11 is given by
the restriction of
φ1,4 × φ2,4 × φ3,4 :
4∏
i=1
S3 −→
3∏
i=1
S2 (76)
to C(3+1,S3) where each of these φa,b corresponds to a Gauss map. By taking the pullback
of ω := ω × ω × ω ∈ Ω6 (S2 × S2 × S2) under the previous map it is obtained
φ∗ (ω) = (φ1,4 × φ2,4 × φ3,4)∗ (ω)
25
=φ∗1,4ω ∧ φ∗2,4ω ∧ φ∗3,4ω, (77)
where each of these pullbacks are given in the same way as in Eq. (71).
C (3;S1)×K
ev

C (3;S1)
evK
//
α1
3

C (3;S3)
α3
3

C (3 + 1;S3)
π3
oo
φ
//
α33+1

S2 × S2 × S2
C [3;S1]
evK
// C [3;S3] C [3 + 1;S3]
π3
oo
Φ
88qqqqqqqqqqqqqqqqqqqqqqq
K C [3;S1]×Kproo
ev
OO
C [3, 1;S1,S3]
pr1
oo
pr2
OO
❴✤
Figure 11: Mathematical diagram for D21.
Let s ∈ C(3,S1) and x = α33 ◦ evK(s) then π−13 ({x}) is the homotopy fiber of π3. By
integrating Φ∗ω along this homotopy fiber (or equivalently by taking the pushforward under
π3) and by performing the pullback by α
3
3 ◦ evK then (see also Eq. (40))
fD21,K(s) =
((
α33 ◦ evK
)∗
(π3)∗ Φ
∗ω
)
s
(∂s) (78)
is a 3-form in C(3,S1). Thus
ID21 =
∫
C(3,S1)
fD21,K(s)ds =
∫
C(3,S1)
ds
∫
π−1
3
({x})
Φ∗ω
([ (
α33
)
∗
K˙(s
)
]ℓ, . . .
)
=
∫
C(3,S1)
ds
∫
S3
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
+B21, (79)
where
[
K˙(s)
]
ℓ
is the lift of the tangent vectors of the knot at each point s = (s1, s2, s3)
and B12 stands for all the boundary terms. These terms exactly cancel with the boundary
contribution of another second order diagram (the diagram of figure 10b). The non-boundary
contribution of (79), ID21 , is given by the pullback of ω under φ but now the contribution of
the knot is given through the lifts
[
K˙(s)
]
ℓ
, that is
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
= φ∗1,4ω
([
K˙(s1)
]
ℓ
, . . .
)
∧ φ∗2,4ω
([
K˙(s2)
]
ℓ
, . . .
)
∧ φ∗3,4ω
([
K˙(s3)
]
ℓ
, . . .
)
,
(80)
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where each of these pullbacks has the form
φ∗i,4ω
([
K˙(si)
]
ℓ
, . . .
)
=−εµνσ
4π
(x4 − xi)µ
|x4 − xi|3 dx
ν
i ∧ dxσ4
([
K˙(si)
]
ℓ
, . . .
)
=−εµνσ
4π
(x4 −K (si))µ
|x4 −K (si) |3 K˙
ν (si) dx
σ
4
= ∆νσ(K (si)− x4)K˙ν (si) dxσ4 , (81)
with i = 1, 2, 3. Substitution of this expression into the non-boundary part of (79) gives∫
C(3,S1)
ds
∫
S3
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
=
∫
C(3,S1)
ds
∫
S3
[
∆ν1σ1(K(s1)− x4)∆ν2σ2(K(s2)− x4)∆ν3σ3(K(s3)− x4)
×K˙σ1(s1)K˙σ2(s2)K˙σ3(s3)
]
dxν14 ∧ dxν24 ∧ dxν34
=
∫
C(3,S1)
K˙σ1(s1)K˙
σ2(s2)K˙
σ3(s3)ds1 ∧ ds2 ∧ ds3
∫
S3
εν1ν2ν3d3x4∆ν1σ1(K(s1)− x4)
×∆ν2σ2(K(s2)− x4)∆ν3σ3(K(s3)− x4), (82)
from where
ID21 =
∫
C(3,S1)
K˙σ1(s1)K˙
σ2(s2)K˙
σ3(s3)ds1 ∧ ds2 ∧ ds3
∫
S3
εν1ν2ν3d3x4∆ν1σ1(K(s1)− x4)
×∆ν2σ2(K(s2)− x4)∆ν3σ3(K(s3)− x4).
In analogy to the self-linking case, this expression can be regarded to match with Eq. (62).
Now we proceed to discuss diagram D22 by using figure (12).
In this case the φ map is given by φ = φ1,3 × φ2,4 where all the points are on the knot,
π4 = id as in the self-linking case and ω = ω∧ω ∈ Ω4
(
S2 × S2). This time the configuration
space integral is given by
ID22 =
∫
C(4,S1)
ds
(
Φ ◦ α34 ◦ evK
)∗
ω +B22
=
∫
C(4,S1)
ds (φ ◦ evK)∗ ω +B22, (83)
where B22 stands for the boundary terms. By using Eq. (72) the pullback under φ ◦ evK of
ω is written as
27
C (4;S1)×K
ev

C (4;S1)
evK
//
α1
4

C (4;S3)
α3
4

φ
// S2 × S2
C [4;S1]
evK
// C [4;S3]
Φ
99sssssssssssssssssssss
K C [4;S1]×Kproo
ev
OO
Figure 12: Mathematical diagram for D22.
(φ ◦ evk)∗ ω =
(
ev∗Kφ
∗
1,3ω
)∧ (ev∗Kφ∗2,4ω)
=
[
εµ1ν1σ1
4π
(K(s1)−K(s3))µ1
|K(s1)−K(s3)|3
εµ2ν2σ2
4π
(K(s2)−K(s4))µ2
|K(s2)−K(s4)|3
]
×K˙σ1 (s3) K˙ν1 (s1) K˙σ2 (s4) K˙ν2 (s2) ds1 ∧ ds3 ∧ ds2 ∧ ds4
=
[
∆ν1σ1(K(s1)−K(s3))∆ν2σ2(K(s2)−K(s4))
]
×(−1)K˙ν1 (s1) K˙ν2 (s2) K˙σ1 (s3) K˙σ2 (s4) ds1 ∧ ds2 ∧ ds3 ∧ ds4,
(84)
and then ID22 is written as
ID22 = −
∫
C(4,S1)
[
∆ν1σ1(K(s1)−K(s3))∆ν2σ2(K(s2)−K(s4))K˙ν1 (s1) K˙ν2 (s2)
×K˙σ1 (s3) K˙σ2 (s4)
]
ds1 ∧ ds2 ∧ ds3 ∧ ds4, (85)
which can be seen to match with Eq. (63).
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4.3 Third order Vassiliev knot invariant
The third order Vassiliev invariant has an effective contribution given by diagrams D31, D32,
D33 and D34 (figures 13a, 13b, 13c and 13d, respectively) corresponding to terms (64), (65),
(66) and (67), in that order.
In a completely analogous way to the analysis of the first and second order Vassiliev in-
variants, mathematical diagrams of figures 14 - 17 are to be used to build the corresponding
configuration space expressions. The unitary volume form ω ∈ Ω2 (S2) and the corresponding
products for each diagram will be used.
The first step is to analyse diagram D31. In this case the φ map in figure 14 is given by
the restriction of
φ1,6 × φ2,5 × φ3,5 × φ4,6 × φ5,6 :
6∏
i=1
S3 −→
5∏
i=1
S2 (86)
to C(4 + 2,S3). By taking the pullback of ω := ω5 ∈ Ω10
((
S2
)5)
under the previous map it
is obtained
φ∗ (ω) = (φ1,6 × φ2,5 × φ3,5 × φ4,6 × φ5,6)∗ (ω)
=φ∗1,6ω ∧ φ∗2,5ω ∧ φ∗3,5ω ∧ φ∗4,6ω ∧ φ∗5,6ω, (87)
where again each of these pullbacks are given by Eq. (72).
By applying Eq. (40) to a point s ∈ C(4,S1) and according with figure 14 we have
fD31,K(s) =
((
α34 ◦ evK
)∗
(π4)∗Φ
∗ω
)
s
(∂s) , (88)
which is a 4-form in C(4,S1). The fiber of π4 is a space of the same homotopy type than
R
3 × R3 and so
ID31 =
∫
C(4,S1)
fD31,K(s)ds =
∫
C(4,S1)
ds
∫
π−1
4
({x})
Φ∗ω
([
(α34)
∗K˙(s)
]
ℓ
, . . .
)
=
∫
C(4,S1)
ds
∫
R3×R3
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
+B31, (89)
where B31 represents the boundary terms. As in the previous cases the boundary term cancels
with the boundary contribution of another third order diagram (the one in figure 13b).
For this diagram the non-boundary contribution of (89) is given by the pullback of ω under
φ evaluated at lifts
[
K˙(s)
]
ℓ
of the tangent vectors of the knot at each point in s = (s1, . . . , s4),
that is
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
=φ∗1,6ω
([
K˙(s1)
]
ℓ
, . . .
)
∧φ∗2,5ω
([
K˙(s2)
]
ℓ
, . . .
)
∧ φ∗3,5ω
([
K˙(s3)
]
ℓ
, . . .
)
∧φ∗4,6ω
([
K˙(s4)
]
ℓ
, . . .
)
∧ φ∗5,6ω, (90)
where these pullbacks are rewritten as
φ∗i,jω
([
K˙(si)
]
ℓ
, . . .
)
=−εµνσ
4π
(xj − xi)µ
|xj − xi|3 dx
ν
i ∧ dxσj
([
K˙(si)
]
ℓ
, . . .
)
29
s1s2
s3
x5
s4
x6
(a) Feynman diagram D31.
s3
s4
x6 s1
s2
s5
(b) Feynman diagram D32.
s4 s1
s3
s5
s2
s6
(c) Feynman diagram D33.
s3
s6
s2
s5
s4 s1
(d) Feynman diagram D34.
Figure 13: Feynman diagrams for the third order Vassiliev invariant.
=−εµνσ
4π
(xj −K (si))µ
|xj −K (si) |3 K˙
ν (si) dx
σ
j
= ∆νσ(K (si)− xj)K˙ν (si) dxσj , (91)
with i = 1, 2, 3, 4, j = 5, 6 and φ∗5,6ω as in Eq. (71). Substitution of this expression into (89)
directly yields to∫
C(4,S1)
ds
∫
R3×R3
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
=
∫
C(4,S1)
ds
∫
R3×R3
[
∆ν1σ1(K(s1)− x5)∆ν2σ2(K(s2)− x5)∆ν3σ3(K(s3)− x6)
×∆ν4σ4(K(s4)− x6)∆ν5σ5(x5 − x6)K˙ν1(s1)K˙ν2(s2)K˙ν3(s3)K˙ν4(s4)
]
×dxσ15 ∧ dxσ25 ∧ dxσ36 ∧ dxσ46 ∧ dxν55 ∧ dxσ56 , (92)
30
C (4;S1)×K
ev

C (4;S1)
evK
//
α1
4

C (4;S3)
α3
4

C (4 + 2;S3)
π4
oo
φ
//
α34+2

S2 × S2 × S2 × S2 × S2
C [4;S1]
evK
// C [4;S3] C [4 + 2;S3]
π4
oo
Φ
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
K C [4;S1]×Kproo
ev
OO
C [4, 2;S1,S3]
pr1
oo
pr2
OO
❴✤
Figure 14: Mathematical diagram for D31.
from where
ID31 =
∫
C(4,S1)
K˙ν1(s1)K˙
ν2(s2)K˙
ν3(s3)K˙
ν4(s4)ds1 ∧ ds2 ∧ ds3 ∧ ds4
∫
R3
εσ1σ2ν5d3x5
×
∫
R3
εσ3σ4σ5d3x6∆ν1σ1(K(s1)− x5)∆ν2σ2(K(s2)− x5)
×∆ν3σ3(K(s3)− x6)∆ν4σ4(K(s4)− x6)∆ν5σ5(x5 − x6). (93)
It can be regarded that this expression matches with (64) from Chern-Simons theory.
Now we analyse diagram D32 by using the mathematical construction of figure 15. Here
the φ map is given by the restriction of
φ1,6 × φ3,6 × φ4,6 × φ2,5 :
6∏
i=1
S3 −→
4∏
i=1
S2 (94)
to C(5 + 1,S3). This time the fiber of π5 is again a space of the same homotopy type than
R
3 and so
ID32 =
∫
C(5,S1)
fD32,K(s)ds =
∫
C(5,S1)
ds
∫
π−1p ({x})
Φ∗ω
([
(α3p)
∗K˙(s)
]
ℓ
, . . .
)
=
∫
C(5,S1)
ds
∫
R3
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
+B32, (95)
31
C (5;S1)×K
ev

C (5;S1)
evK
//
α1
5

C (5;S3)
α3
5

C (5 + 1;S3)
π5
oo
φ
//
α35+1

S2 × S2 × S2 × S2
C [5;S1]
evK
// C [5;S3] C [5 + 1;S3]
π5
oo
Φ
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
K C [5;S1]×Kproo
ev
OO
C [5, 1;S1,S3]
pr1
oo
pr2
OO
❴✤
Figure 15: Mathematical diagram for D32
where B32 stands for all the boundary contributions.
In this case the non-boundary part of (95) is expressed as
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
= φ∗1,6ω
([
K˙(s1)
]
ℓ
, . . .
)
∧ φ∗2,5ω
(
K˙ (s2) K˙ (s5)
)
∧ φ∗3,6ω
([
K˙(s3)
]
ℓ
, . . .
)
∧φ∗4,6ω
([
K˙(s4)
]
ℓ
, . . .
)
,
(96)
where each of the pullbaks are given by Eq. (91), i.e., by
φ∗i,jω
([
K˙(si)
]
ℓ
, . . .
)
= ∆νσ(K (si)− xj)K˙ν (si) dxσj , (97)
with i = 1, 3, 4, j = 6 and where φ∗2,5ω
(
K˙ (s2) , K˙ (s5)
)
is rewritten as
φ∗2,5ω
(
K˙ (s2) , K˙ (s5)
)
=
εµνσ
4π
(K(s2)−K(s5))µ
|K(s2)−K(s5)|3 K˙
ν (s2) K˙
σ (s5) .
Analogously to the case of diagram D31, ID32 is given by∫
C(5,S1)
ds
∫
R3
φ∗ω
([
K˙(s)
]
ℓ
, . . .
)
=
∫
C(5,S1)
ds
∫
R3
[
∆ν1σ1(K(s1)− x6)∆ν2σ2(K(s2)−K(s5))∆ν3σ3(K(s3)− x6)∆ν4σ4(K(s4)− x6)
32
×K˙ν1(s1)K˙ν2(s2)K˙σ2(s5)K˙ν3(s3)K˙ν4(s4)
]
dxσ16 ∧ dxσ36 ∧ dxσ46 ,
(98)
from where
ID32 =
∫
C(5,S1)
K˙ν1(s1)K˙
ν2(s2)K˙
ν3(s3)K˙
ν4(s4)ds1 ∧ ds2 ∧ ds3 ∧ ds4 ∧ ds5
∫
R3
εσ1σ3σ4d3x6
×∆ν1σ1(K(s1)− x6)∆ν2σ2(K(s2)−K(s5))∆ν3σ3(K(s3)− x6)∆ν4σ4(K(s4)− x6). (99)
Again this expression matches with Eq. (65) which comes from Chern-Simons theory.
Now we continue our analysis with diagram D33. This time the map φ in figure 16 is given
by the restriction of
φ1,4 × φ2,6 × φ3,5 :
6∏
i=1
S3 −→
3∏
i=1
S2 (100)
to C(6,S3). Here all the points belong to the knot, therefore ω = ω × ω × ω ∈ Ω6 ((S2)3)
and π6 = id.
C (6;S1)×K
ev

C (6;S1)
evK
//
α1
6

C (6;S3)
α3
6

φ
// S2 × S2 × S2
C [6;S1]
evK
// C [6;S3]
Φ
88qqqqqqqqqqqqqqqqqqqqqqq
K C [6;S1]×Kproo
ev
OO
Figure 16: Mathematical diagram for D33.
This time the configuration space integral is given by
ID,33 =
∫
C(6,S1)
ds
(
Φ ◦ α3p ◦ evK
)∗
ω +B33
=
∫
C(6,S1)
ds (φ ◦ evK)∗ ω +B33, (101)
33
where B33 stands for all boundary terms. By using Eq. (72), the pullback of ω under φ ◦ evK
for this case is written as
(φ ◦ evk)∗ ω
=(evK)
∗ φ∗1,4ω × (evK)∗ φ∗2,6ω × (evK)∗ φ∗3,5ω
=
[
εµ1ν1σ1
4π
(K(s1)−K(s4))µ1
|K(s1)−K(s4)|3
εµ2ν2σ2
4π
(K(s2)−K(s6))µ2
|K(s2)−K(s6)|3
εµ3ν3σ3
4π
(K(s3)−K(s5))µ3
|K(s3)−K(s5)|3
]
×K˙ν1 (s1) K˙σ1 (s4) K˙ν2 (s2) K˙σ2 (s6) K˙ν3 (s3) K˙σ3 (s5)
×ds1 ∧ ds4 ∧ ds2 ∧ ds6 ∧ ds3 ∧ ds5
=
[
∆ν1σ1(K(s1)−K(s4))∆ν2σ2(K(s2)−K(s6))∆ν3σ3(K(s3)−K(s5))
]
×K˙ν1 (s1) · K˙σ1 (s4) K˙ν2 (s2) K˙σ2 (s6) K˙ν3 (s3) K˙σ3 (s5)
×ds1 ∧ ds2 ∧ ds3 ∧ ds4 ∧ ds5 ∧ ds6, (102)
and then ID33 is given by
ID33 =
∫
C(6,S1)
[
∆ν1σ1 (K(s1)−K(s4))∆ν2σ2 (K(s2)−K(s6))∆ν3σ3 (K(s3)−K(s5))
×K˙ν1(s1)K˙ν2(s2)K˙ν3(s3)K˙σ1(s4)K˙σ2(s6)K˙σ3(s5)
]
×ds1 ∧ ds2 ∧ ds3 ∧ ds4 ∧ ds5 ∧ ds6, (103)
which can be seen to match with Eq. (66) from Chern-Simons theory.
The final step is to analyse diagram D34. The map φ in figure 17 is given now by the
restriction of
φ1,4 × φ2,5 × φ3,6 :
6∏
i=1
S3 −→
3∏
i=1
S2 (104)
to C(6,S3). Again all the points are defined on the knot so there is no integration on internal
points. In this case ω = ω × ω × ω ∈ Ω6 ((S2)3) and the configuration space integral reads
ID34 =
∫
C(6,S1)
ds
(
Φ ◦ α3p ◦ evK
)∗
ω +B34
=
∫
C(6,S1)
ds (φ ◦ evK)∗ ω +B34, (105)
where B34 again stands for the boundary terms. The same pullback from diagram D33 applies
to this case and φ ◦ evK is rewritten as
34
C (6;S1)×K
ev

C (6;S1)
evK
//
α1
6

C (6;S3)
α3
6

φ
// S2 × S2 × S2
C [6;S1]
evK
// C [6;S3]
Φ
88qqqqqqqqqqqqqqqqqqqqqqq
K C [6;S1]×Kproo
ev
OO
Figure 17: Mathematical diagram for D34.
(φ ◦ evk)∗ ω
=
(
ev∗Kφ
∗
1,4ω
) ∧ (ev∗Kφ∗2,5ω) ∧ (ev∗Kφ∗3,6ω)
=
[
εµ1ν1σ1
4π
(K(s1)−K(s4))µ1
|K(s1)−K(s4)|3
εµ2ν2σ2
4π
(K(s2)−K(s5))µ2
|K(s2)−K(s5)|3
εµ3ν3σ3
4π
(K(s3)−K(s6))µ3
|K(s3)−K(s6)|3
]
×K˙ν1 (s1) K˙σ1 (s4) K˙ν2 (s2) K˙σ2 (s5) K˙ν3 (s3) K˙σ3 (s6)
×ds1 ∧ ds4 ∧ ds2 ∧ ds5 ∧ ds3 ∧ ds6
=
[
∆ν1σ1(K(s1)−K(s4))∆ν2σ2(K(s2)−K(s5))∆ν3σ3(K(s3)−K(s6))
]
×(−1)K˙ν1 (s1) · K˙σ1 (s4) K˙ν2 (s2) K˙σ2 (s5) K˙ν3 (s3) K˙σ3 (s6)
×ds1 ∧ ds2 ∧ ds3 ∧ ds4 ∧ ds5 ∧ ds6, (106)
from where
ID34 = −
∫
C(6,S1)
[
∆ν1σ1 (K(s1)−K(s4))∆ν2σ2 (K(s2)−K(s5))∆ν3σ3 (K(s3)−K(s6))
×K˙ν1(s1)K˙ν2(s2)K˙ν3(s3)K˙σ1(s4)K˙σ2(s5)K˙σ3(s6)
]
×ds1 ∧ ds2 ∧ ds3 ∧ ds4 ∧ ds5 ∧ ds6. (107)
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This again matches with the corresponding integral in Eq. (67) from Chern-Simons theory.
4.4 Boundary cancellation
There are important aspects to consider about the boundary terms appearing in Eqs. (68),
(79) and (83). In the self-linking case the boundary term in (68) is cancelled via the intro-
duction of a framing term of the knot [42]. The case of the second order Vassiliev invariant
needs some more considerations.
In general for a given knot diagram there will be many boundary terms depending on the
number and the rates of point collapses [44]. If two points collapse the face is called principal,
if three or more points (but not all) collapse the face is called hidden. If all points collapse
the face is called anomalous and if one or more collapsing points are considered to be at
infinity the face is called face at infinity.
For the case of figure 10b the integrals corresponding to hidden and anomalous faces as
well as to faces at infinity vanish [44]. If such a diagram is sketched as in figure 18 then
the principal faces are those coming from the collapse of exactly two of those points yielding
the configurations shown in figure 19. Integrals corresponding to these configurations do not
necessarily vanish.
s1 s2 s3 s4
Figure 18: Diagram for the boundary analysis of figure 10b.
s1 = s2 s3 s4
(a) Collapse of s1 and s2.
s1 s2 = s3 s4
(b) Collapse of s2 and s3.
s1 s2 s3 = s4
(c) Collapse of s3 and s4.
Figure 19: Principal faces for diagram 18.
The procedure to obtain a topological invariant is then to find another Feynman diagram
such that its non-vanishing faces are exactly the same as the ones in figure 19 and then
subtract them. The choice is just diagram 10a that is sketched in figure 20.
The integrals corresponding to hidden and anomalous faces, faces at infinity and principal
faces coming from the collapse of two points on the knot vanish [44]. The remaining non-
vanishing boundary contributions are the ones coming from the collapse of the internal point
x4 and a point on the knot. In fact the collapse of x4 with s1, s2 and s3 yields, after adjusting
orientation of propagators, to the diagram in figure 19a, 19b and 19c, respectively. Thus,
36
s1 s2 s3
x4
Figure 20: Diagram for the boundary analysis of figure 10a.
subtraction of diagrams 10a and 10b makes all boundary contributions disappear and it is
a real topological invariant, this is precisely the second order Vassiliev invariant. It can
be shown that for the third order Vassiliev invariant an analogous boundary cancellation
occurs between the four diagrams in figure 13, actually this is also true for higher orders [44].
Consequently, the real topological invariant is the sum of contributions of all diagrams in
that figure.
5 Asymptotic Vassiliev invariants from Chern-Simons
perturbation theory
In this section we incorporate a vector field X in the manifoldM where Chern-Simons theory
is defined. The key idea is to replace K˙ by the vector field X , i.e., one has the identification
K˙ ←→ X (108)
in the sense of section 3. As in the case without flow information the appropriate boundary
cancellation will be assumed.
5.1 First order flow invariant
As indicated in section 3, θp is the p-fold product of the flow generated by the vector field
X defined by θp((x1, . . . , xp), (t1, . . . , tp)) = (θ(x1, t1), . . . , θ(xp, tp)), where (x1, . . . , xp) ∈
C(p,S) and (t1, . . . , tp) ∈ C(p,S1), also θx(t) = θ(x, t) with x ∈ S and t ∈ S1. From
now on x stands for a p-tuple (x, . . . , x) in Sp.
The first example will be the self-linking expression (75) coming from figure 9. For this
case, Eq. (41) reads
fD1,X(θ
x(t1), θ
x(t2)) =
((
α32
)∗
Φ∗ω
)
(θx(t1),θx(t2))
(Xθx(t1), Xθx(t2)). (109)
By using a theorem from Ref. [40], the asymptotic invariant has the form
∫
S
λD1µ =
∫
S×S
lim
T→∞
1
T 2

T∫
0
T∫
0
fD1,X(θ
x1(t1), θ
x2(t2))dt1 ∧ dt2
µ∆, (110)
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where the part within braces in the integrand can be rewritten as
T∫
0
T∫
0
fD1,X(θ
x1(t1), θ
x2(t2))dt1 ∧ dt2 =
∫
C(2,S1)
(φ ◦ (θx1 × θx2))∗ ω
=
∫
C(2,S1)
εµνσ
4π
(θx1(t1)− θx2(t2))µ
|θx1(t1)− θx2(t2)|3 (θ˙
x1)ν(θ˙x2)σdt1 ∧ dt2
=lk (θx1, θx2) , (111)
and then by substituting this expression into Eq. (110) one gets
H(X) =
∫
S
λD1µ =
∫
S×S
lim
T→∞
1
T 2
lk (θx1, θx2)µ∆, (112)
which is the called average asymptotic linking invariant (or Hopf invariant) for the vector
field X .
5.2 Second order flow invariant
The flow contributions of the diagrams in figure 10 once the vector field X was introduced
are again an application of Eq. (42).
In the case of diagram 10b we have to use figure 12 for which again φ = φ1,3 × φ2,4. Then
Eq. (41) is written as
fD22,X(θ
x(t1), . . . , θ
x(t4)) =
((
α34
)∗
Φ∗ω
)
(θx(t1),...,θx(t4))
(Xθx(t1), . . . , Xθx(t4)), (113)
and then the integral (43) takes the form
∫
S
λD22µ =
∫
S4
lim
T→∞
1
T 4

T∫
0
· · ·
T∫
0
fD22,X(θ
x1(t1), . . . , θ
x4(t4))dt1 ∧ · · · ∧ dt4
µ∆. (114)
Once again, by first making an analysis of the term between braces in the previous equation
one gets
T∫
0
· · ·
T∫
0
fD22,X(θ
x1(t1), . . . , θ
x4(t4))dt1 ∧ · · · ∧ dt4 =
∫
C(4,S1)
(
φ ◦ θ4)∗ ω + B˜22, (115)
where B˜22 stands for the boundary terms.
The integrand in the first term of the right hand side of the last expression takes the form(
φ ◦ θ4)∗ ω =(θ4)∗(φ∗1,3ω ∧ φ∗2,4ω)
=
[
εµ1ν1σ1
4π
(θx1(t1)− θx3(t2))µ1
|θx1(t1)− θx3(t2)|3
] [
εµ2ν2σ2
4π
(θx2(t3)− θx4(t4))µ2
|θx2(t3)− θx4(t4)|3
]
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×(θ˙x1)ν1(θ˙x3)σ1(θ˙x2)ν2(θ˙x4)σ2dt1 ∧ dt2 ∧ dt3 ∧ dt4
=∆ν1σ1(θ
x1(t1)− θx3(t2))∆ν2σ2(θx2(t3)− θx4(t4))
×Xν1θx1 (t1)Xσ1θx3 (t2)Xν2θx2(t3)Xσ2θx4 (t4)dt1 ∧ dt2 ∧ dt3 ∧ dt4. (116)
Then, the asymptotic integral has the form∫
S
λD22µ =
∫
S4
lim
T→∞
1
T 4
{ ∫
C(4,S1)
∆ν1σ1(θ
x1(t1)− θx3(t2))∆ν2σ2(θx2(t3)− θx4(t4))
×Xν1θx1 (t1)Xσ1θx3(t2)Xν2θx2(t3)Xσ2θx4(t4)dt1 ∧ dt2 ∧ dt3 ∧ dt4
}
µ∆.
(117)
The diagram 10a needs different considerations because now there is a point outside the
knot and it is necessary to take this information into account. These considerations imply
the use of figure (11) where, analogously to the previous analysis, φ and ω are given by
φ = φ1,4 × φ2,4 × φ3,4 and ω = ω × ω × ω then one gets
fD21,X(θ
3(x, (t1, t2, t3)))
=
(
(α33)
∗(π3)∗Φ
∗ω
)
(θ3(x,(t1,t2,t3)))
(
Xθx(t1), Xθx(t2), Xθx(t3)
)
=(α33)
∗
 ∫
(π3)−1(θ3(x,(t1,t2,t3)))
Φ∗ω(
[
Xθx(t1)
]
ℓ
,
[
Xθx(t2)
]
ℓ
,
[
Xθx(t3)
]
ℓ
, . . .)

=
∫
(π3)−1(α33(θ
3(x,(t1,t2,t3))))
Φ∗ω(
[
(α33)∗
(
Xθx(t1)
) ]
ℓ
,
[
(α33)∗
(
Xθx(t2)
) ]
ℓ
,
[
(α33)∗
(
Xθx(t3)
) ]
ℓ
, . . .)
=
∫
R3
Φ∗ω(
[
(α33)∗
(
Xθx(t1)
) ]
ℓ
,
[
(α33)∗
(
Xθx(t2)
) ]
ℓ
,
[
(α33)∗
(
Xθx(t3)
)
]ℓ, . . .), (118)
where
[
(α33)∗
(
Xθx(ti)
) ]
ℓ
denotes any lift of the pushforward by α33 of the tangent vectors
Xθx(ti) to tangent vectors in C[3 + 1,R
3].
Then the average asymptotic term for this diagram can be written as∫
S
λD21µ =
∫
S3
lim
T→∞
1
T 3

T∫
0
· · ·
T∫
0
fD21,X(θ
x1(t1), θ
x2(t2), θ
x3(t3))dt1 ∧ dt2 ∧ dt3
µ∆. (119)
By using Eq. (118) in the last expression it is possible to rewrite the term between braces
as
T∫
0
· · ·
T∫
0
∫
R3
Φ∗ω(
[
(α33)∗
(
Xθx1(t1)
) ]
ℓ
,
[
(α33)∗
(
Xθx2(t2)
) ]
ℓ
,
[
(α33)∗
(
Xθx3 (t3)
) ]
ℓ
, . . .)dt1 ∧ dt2 ∧ dt3
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=∫
C(3,S1)
∫
R3
(φ ◦ (θ3 × id3
R
))∗ω + B˜21,
(120)
where B˜21 stands for the boundary terms.
By using again Eq. (71) the integrand in the first term of the right hand side of the last
expression takes the form(
φ ◦ (θ3 × idR3))∗ ω =(θ3 × idR3)∗ (φ∗1,4ω ∧ φ∗2,4ω ∧ φ∗3,4ω)
=
[
εµ1ν1σ1
4π
(θx1(t1)− x4)µ1
|θx1(t1)− x4|3 (θ˙
x1)
ν1
dt1 ∧ dxσ14
]
∧
[
εµ2ν2σ2
4π
(θx2(t2)− x4)µ2
|θx2(t2)− x4|3 (θ˙
x2)
ν2
dt2 ∧ dxσ24
]
∧
[
εµ3ν3σ3
4π
(θx3(t3)− x4)µ3
|θx3(t3)− x4|3 (θ˙
x3)
ν3
dt3 ∧ dxσ34
]
= ∆ν1σ1(θ
x1(t1)− x4)∆ν2σ2(θx2(t2)− x4)∆ν3σ3(θx3(t3)− x4)
×Xν1θx1(t1)Xν2θx2(t2)Xν3θx3(t3)dt1 ∧ dxσ14 ∧ dt2 ∧ dxσ24 ∧ dt3 ∧ dxσ34
= ∆ν1σ1(θ
x1(t1)− x4)∆ν2σ2(θx2(t2)− x4)∆ν3σ3(θx3(t3)− x4)
×Xν1θx1 (t1)Xν2θx2 (t2)Xν3θx3(t3)dt1 ∧ dt2 ∧ dt3 ∧ (−1)3εσ1σ2σ3d3x4. (121)
Therefore the average asymptotic integral finally reads∫
S
λD21µ =
∫
S3
lim
T→∞
1
T 3
{ ∫
C(3,S1)
∫
R3
∆ν1σ1(θ
x1(t1)− x4)∆ν2σ2(θx2(t2)− x4)
×∆ν3σ3(θx3(t3)− x4)Xν1θx1(t1)Xν2θx2 (t2)Xν3θx3(t3)
×(−1)3εσ1σ2σ3dt1 ∧ dt2 ∧ dt3 ∧ d3x4 + B˜21
}
µ∆. (122)
The second order asymptotic flow Vassiliev invariant is then the sum of expressions 117
and 122.
5.3 Third order flow invariant
In the case of diagrams (13a) and (13b) there are inner points and a pushforward process
has to be performed for each one.
For diagram (13a), the contribution of Eq. (41) is given by
fD31,X(θ
4(x, (t1, . . . , t4)))
=
(
(α34)
∗(π4)∗Φ
∗ω
)
(θ4(x,(t1,...,t4)))
(
Xθx(t1), Xθx(t2), Xθx(t3), Xθx(t4)
)
=(α34)
∗
 ∫
(π4)−1(θ4(x,(t1,...,t4)))
Φ∗ω(
[
Xθx(t1)
]
ℓ
,
[
Xθx(t2)
]
ℓ
,
[
Xθx(t3)
]
ℓ
,
[
Xθx(t4)
]
ℓ
, . . .)

40
=∫
(π4)−1(α34(θ4(x,(t1,...,t4))))
Φ∗ω
([
(α34)∗
(
Xθx(t1)
) ]
ℓ
, . . . ,
[
(α34)∗
(
Xθx(t4)
) ]
ℓ
, . . .
)
=
∫
R3×R3
Φ∗ω
([
(α34)∗
(
Xθx(t1)
) ]
ℓ
, . . . ,
[
(α34)∗
(
Xθx(t4)
) ]
ℓ
, . . .
)
, (123)
and then, in the asymptotic integral this takes the form
∫
S
λD31µ =
∫
S4
lim
T→∞
1
T 4
{ T∫
0
· · ·
T∫
0
fD31,X(θ
x1(t1), . . . , θ
x4(t4))dt1 · · · ∧ dt4
}
µ∆
=
∫
S4
lim
T→∞
1
T 4
{ T∫
0
· · ·
T∫
0
∫
R3×R3
Φ∗ω
([
(α34)∗
(
Xθx1(t1)
) ]
ℓ
, . . . ,
× [(α34)∗ (Xθx4(t4)) ]ℓ, . . .)dt1 ∧ · · · ∧ dt4}µ∆, (124)
where once again the integrand form can be separated into its inner and its boundary parts,
the former one is given by
φ∗ω
([ (
α34
)
∗
(
Xθx1 (t1)
) ]
ℓ
, . . . ,
[ (
α34
)
∗
(
Xθx4 (t4)
) ]
ℓ
, . . .
)
=(φ∗1,6ω ∧ φ∗2,5ω ∧ φ∗3,5ω ∧ φ∗4,6ω ∧ φ∗5,6ω)
([ (
α34
)
∗
(
Xθx1(t1)
) ]
ℓ
, . . . ,
[ (
α34
)
∗
(
Xθx4(t4)
) ]
ℓ
, . . .
)
=
[
εµ1ν1σ1
4π
(θx1(t1)− x6)µ1
|θx1(t1)− x6|3 (θ˙
x1)
ν1
dxσ16
]
∧
[
εµ2ν2σ2
4π
(θx2(t2)− x5)µ2
|θx2(t2)− x5|3 (θ˙
x2)
ν2
dxσ25
]
∧
[
εµ3ν3σ3
4π
(θx3(t3)− x5)µ3
|θx3(t3)− x5|3 (θ˙
x3)
ν3
dxσ35
]
∧
[
εµ4ν4σ4
4π
(θx4(t4)− x6)µ4
|θx4(t4)− x6|3 (θ˙
x4)
ν4
dxσ46
]
∧
[
εµ5ν5σ5
4π
(x5 − x6)µ5
|x5 − x6|3 dx
ν5
5 ∧ dxσ56
]
=∆ν1σ1(θ
x1(t1)− x6)∆ν2σ2(θx2(t2)− x5)∆ν3σ3(θx3(t3)− x5)∆ν4σ4(θx4(t4)− x6)
×∆ν5σ5(x5 − x6)Xν1θx1 (t1)Xν2θx2(t2)Xν3θx3 (t3)Xν4θx4(t4)
× dxσ16 ∧ dxσ25 ∧ dxσ35 ∧ dxσ46 ∧ dxν55 ∧ dxσ56
=∆ν1σ1(θ
x1(t1)− x6)∆ν2σ2(θx2(t2)− x5)∆ν3σ3(θx3(t3)− x5)∆ν4σ4(θx4(t4)− x6)
×∆ν5,σ5(x5 − x6)Xν1θx1(t1)Xν2θx2 (t2)Xν3θx3(t3)Xν4θx4 (t4)
× (−1)3εσ2σ3ν5d3x5 ∧ εσ1σ4σ5d3x6. (125)
From Eq. (43), the average asymptotic integral reads∫
S
λD31µ =
∫
S4
lim
T→∞
1
T 4
{ ∫
C(4,S1)
dt
∫
R3×R3
∆ν1σ1(θ
x1(t1)− x6)∆ν2σ2(θx2(t2)− x5)
×∆ν3σ3(θx3(t3)− x5)∆ν4σ4(θx4(t4)− x6)∆ν5σ5(x5 − x6)
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×Xν1θx1(t1)Xν2θx2 (t2)Xν3θx3(t3)Xν4θx4 (t4)(−1)3εσ2σ3ν5d3x5 ∧ εσ1σ4σ5d3x6
+ B˜31
}
µ∆. (126)
Now we proceed to study diagram (13b) in a similar way as in the previous case. We have
fD32,X(θ
5(x, (t1, . . . , t5)))
=
(
(α35)
∗(π5)∗Φ
∗ω
)
(θ5(x,(t1,...,t5)))
(
Xθx(t1), Xθx(t2), Xθx(t3), Xθx(t4), Xθx(t5)
)
=(α35)
∗
 ∫
(π5)−1(θ5(x,(t1,...,t5)))
Φ∗ω(
[
Xθx(t1)
]
ℓ
,
[
Xθx(t2)
]
ℓ
,
[
Xθx(t3)
]
ℓ
,
[
Xθx(t4)
]
ℓ
,
[
Xθx(t5)
]
ℓ
, . . .)

=
∫
(π5)−1(α35(θ
5(x,(t1,...,t5))))
Φ∗ω
([
(α35)∗
(
Xθx(t1)
) ]
ℓ
, . . . ,
[
(α35)∗
(
Xθx(t5)
) ]
ℓ
, . . .
)
=
∫
R3
Φ∗ω
([
(α35)∗
(
Xθx(t1)
) ]
ℓ
, . . . ,
[
(α35)∗
(
Xθx(t5)
) ]
ℓ
, . . .
)
, (127)
and then the asymptotic integral reads
∫
S
λD32µ =
∫
S5
lim
T→∞
1
T 5
{ T∫
0
· · ·
T∫
0
fD32,X(θ
x1(t1), . . . , θ
x5(t5))dt1 · · · ∧ dt5
}
µ∆
=
∫
S4
lim
T→∞
1
T 4
{ T∫
0
· · ·
T∫
0
∫
R3
Φ∗ω
([
(α35)∗
(
Xθx1(t1)
) ]
ℓ
, . . . ,
[
(α35)∗
(
Xθx5(t5)
) ]
ℓ
, . . .
)
× dt1 ∧ · · · ∧ dt5
}
µ∆. (128)
The inner part in the integrand can be evaluated and it yields
φ∗ω
([ (
α35
)
∗
(
Xθx1(t1)
) ]
ℓ
, . . .
[
(α35)∗
(
Xθx5(t5)
) ]
ℓ
, . . .
)
=(φ∗1,6ω ∧ φ∗2,5ω ∧ φ∗3,6ω ∧ φ∗4,6ω)
([ (
α35
)
∗
(
Xθx1(t1)
)
, . . . ,
[
(α35)∗
(
Xθx5 (t5)
) ]
ℓ
, . . .
)
=
[
εµ1ν1σ1
4π
(θx1(t1)− x6)µ1
|θx1(t1)− x6|3 (θ˙
x1)
ν1
dxσ16
]
∧
[
εµ2ν2σ2
4π
(θx2(t2)− θx5(t3))µ2
|θx2(t2)− θx5(t3)|3 (θ˙
x2)
ν2
(θ˙x5)
σ2
]
∧
[
εµ3ν3σ3
4π
(θx3(t4)− x6)µ3
|θx3(t4)− x6|3 (θ˙
x3)
ν3
dxσ36
]
∧
[
εµ4ν4σ4
4π
(θx4(t5)− x6)µ4
|θx4(t5)− x6|3 (θ˙
x6)
ν4
dxσ46
]
=∆ν1σ1(θ
x1(t1)− x6)∆ν2σ2(θx2(t2)− θx5(t3))∆ν3σ3(θx3(t4)− x6)∆ν4σ4(θx4(t5)− x6)
×Xν1θx1(t1)Xν2θx2 (t2)Xσ2θx5(t3)Xν3θx3(t4)Xν4θx4(t5)dxσ16 ∧ dxσ36 ∧ dxσ46
=∆ν1σ1(θ
x1(t1)− x6)∆ν2σ2(θx2(t2)− θx5(t3))∆ν3σ3(θx3(t4)− x6)∆ν4σ4(θx4(t5)− x6)
42
×Xν1θx1(t1)Xν2θx2 (t2)Xσ2θx5(t5)Xν3θx3(t3)Xν4θx4(t4)εσ1σ3σ4d3x6. (129)
From Eq. (43) again, the average asymptotic integral reads∫
S
λD32µ =
∫
S5
lim
T→∞
1
T 5
{ ∫
C(5,S1)
dt
∫
R3
∆ν1σ1(θ
x1(t1)− x6)∆ν2σ2(θx2(t2)− θx5(t3))
×∆ν3σ3(θx3(t4)− x6)∆ν4σ4(θx4(t5)− x6)Xν1θx1(t1)Xν2θx2(t2)Xσ2θx5 (t3)
×Xν3θx3(t4)Xν4θx4 (t5)εσ1σ3σ4d3x6 + B˜32
}
µ∆, (130)
where B˜32 takes into account all the boundary terms.
For diagrams 13c and 13d that just have points on the knot the expressions for Eq. (43)
(use the notation Xθx(t) = (Xθx(t1), . . . , Xθx(tn)) and consider πp = Id) are the same, namely,
fD33,X(θ
6(x(t1, . . . , t6))) =
(
(α36)
∗(π6)∗Φ
∗ω
)
(θ6(x,(t1,...,t6)))
(
Xθ6(x,(t1,...,t6))
)
=(π6)∗Φ
∗ωα3
6
(θ6(x,(t1,...,t6)))
(
Xθx(t)
)
=φ∗ωθ6(x,(t1,...,t6))
(
Xθx(t)
)
+ B˜33
=(φ∗1,4ω ∧ φ∗2,6ω ∧ φ∗3,5ω)
(
Xθx(t)
)
+ B˜33, (131)
and
fD34,X(θ
6(x, (t1, . . . , t6))) =
(
(α36)
∗(π6)∗Φ
∗ω
)
(θ6(x(t1,...,t6)))
(
Xθx(t)
)
= (π6)∗Φ
∗ωα3
6
(θ6(x,(t1,...,t6)))
(
Xθx(t)
)
=φ∗ωθ6(x,(t1,...,t6))
(
Xθx(t)
)
+ B˜34
=(φ∗1,4ω ∧ φ∗2,5ω ∧ φ∗3,6ω)
(
Xθx(t)
)
+ B˜34, (132)
where B˜33 and B˜34 are the corresponding contributions of the boundary terms.
After evaluating fD33 and fD34 in the 6-fold integral 42, φ
∗ωθ6(t)
(
Xθx(t)
)
is respectively
given by
φ∗ω
(
Xθx1 (t1), . . . , Xθx6(t6)
)
=(φ∗1,4ω ∧ φ∗2,6ω ∧ φ∗3,5ω)
(
Xθx1 (t1), . . . , Xθx6(t6)
)
=
[
εµ1ν1σ1
4π
(θx1(t1)− θx4(t2))µ1
|θx1(t1)− θx4(t2)|3 (θ˙
x1)
ν1
(θ˙x4)
σ1
] [
εµ2ν2σ2
4π
(θx2(t3)− θx6(t4))µ2
|θx2(t3)− θx6(t4)|3 (θ˙
x2)
ν2
(θ˙x6)
σ2
]
×
[
εµ3ν3σ3
4π
(θx3(t5)− θx5(t6))µ3
|θx3(t5)− θx5(t6)|3 (θ˙
x3)
ν3
(θ˙x5)
σ3
]
=∆ν1σ1(θ
x1(t1)− θx4(t2))∆ν2σ2(θx2(t3)− θx6(t4))∆ν3σ3(θx3(t5)− θx5(t6))
×Xν1θx1 (t1)Xσ1θx4(t2)Xν2θx2 (t3)Xσ2θx6(t4)Xν3θx3(t5)Xσ3θx5(t6), (133)
and
φ∗ω
(
Xθx1 (t1), . . . , Xθx6(t6)
)
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=(φ∗1,4ω ∧ φ∗2,5ω ∧ φ∗3,6ω)
(
Xθx1 (t1), . . . , Xθx6(t6)
)
=
[
εµ1ν1σ1
4π
(θx1(t1)− θx4(t2))µ1
|θx1(t1)− θx4(t2)|3 (θ˙
x1)
ν1
(θ˙x4)
σ1
] [
εµ2ν2σ2
4π
(θx2(t3)− θx5(t4))µ2
|θx2(t3)− θx5(t4)|3 (θ˙
x2)
ν2
(θ˙x5)
σ2
]
×
[
εµ3ν3σ3
4π
(θx3(t5)− θx6(t6))µ3
|θx3(t5)− θx6(t6)|3 (θ˙
x3)
ν3
(θ˙x6)
σ3
]
=∆ν1σ1(θ
x1(t1)− θx4(t2))∆ν2σ2(θx2(t3)− θx5(t4))∆ν3σ3(θx3(t5)− θx6(t6))
×Xν1θx1 (t1)Xσ1θx4(t2)Xν2θx2 (t3)Xσ2θx5(t4)Xν3θx3(t5)Xσ3θx6(t6). (134)
Thus, the average asymptotic integrals are then given as∫
S
λD33µ =
∫
S6
lim
T→∞
1
T 6
{ ∫
C(6,S1)
dt∆ν1σ1(θ
x1(t1)− θx4(t2))∆ν2σ2(θx2(t3)− θx6(t4))
×∆ν3σ3(θx3(t5)− θx5(t6))Xν1θx1(t1)Xσ1θx4(t2)Xν2θx2 (t3)Xσ2θx6(t4)Xν3θx3 (t5)Xσ3θx5(t6)
+ B˜33
}
µ∆, (135)
and ∫
S
λD34µ =
∫
S6
lim
T→∞
1
T 6
{ ∫
C(6,S1)
dt∆ν1σ1(θ
x1(t1)− θx4(t2))∆ν2σ2(θx2(t3)− θx5(t4))
×∆ν3σ3(θx3(t5)− θx6(t6))Xν1θx1(t1)Xσ1θx4(t2)Xν2θx2 (t3)Xσ2θx5(t4)Xν3θx3 (t5)Xσ3θx6(t6)
+ B˜34
}
µ∆. (136)
where as stated at the begining of the section boundary cancellations lead to the average
asymptotic Vassiliev invariants as the sum of 126, 130, 135 and 136.
6 Final Remarks
In this article we pursued the implementation of the procedure followed in Ref. [18], which de-
fine the asymptotic Jones-Witten invariants, to find invariants for flows, or triplets (M3,F , µ),
in the context of Chern-Simons perturbative theory. In this situation the invariants of interest
are the Vassiliev invariants of knots and links. The traditional way of obtaining asymptotic
invariants is to give a partial foliation with leaves of certain dimension [19, 20, 21]. One can
endow the manifold with a collection of flow boxes and orient the set of flow boxes along the
foliation. On the transversal submanifolds to the leaves give a transverse Borel measure of
the foliation preserved by the flow. These data gives rise to a geometric current and it used as
an object dual to differential forms defined on the leaves of the foliation. That determines a
homology cycle dependent on the flow (or vector field) and an invariant transverse probability
measure with respect to the flow. Consequently in order to define topological invariants for
flows we integrate differential forms on the transverse measure. For Jones-Witten theory it is
precisely the case [18], where observables are defined as integrals of differential forms on M3
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over asymptotic one-dimensional asymptotic cycles. In the original version of perturbative
Chern-Simons theory it was very difficult to write Vassiliev invariants as integrals of certain
differential forms. However the formulation of perturbative Chern-Simons theory using Bott-
Taubes integrals on configuration spaces [37], gives rise in a natural way of determining the
cohomology of such spaces and in consequence the Vassiliev invariants can be easily rewritten
as integrals of certain differential forms on these spaces.
In the present paper we study in a systematic way the correspondence between Feynman
diagrams in perturbative Chern-Simons theory and the associated Bott-Taubes integrals.
For the Feynman diagrams of order one in 1/k, we regain the self-linking number (68). For
second order in the expansion of 1/k there are two relevant contributions to the Vassiliev
invariant which come from Eqs. (79) and (83). For order three, there are four diagrams which
contribute to the Vassiliev invariant. There are four Bott-Taubes integrals given in Eqs. (89),
(95), (101), (105). The analysis of the first order contribution for Feynman diagrams having
all the marked points lying on the knot and the discussion of one second order diagram with
three points lying on the knot and one outside from it was worked out in Ref. [39]. In the
present paper we obtained the Vassiliev invariant at the second order in perturbation theory
constructed from the relevant diagrams D21 and D22. This was obtained after a proper
discussion of the behavior of the boundary terms the Vassiliev invariant. Moreover, we go
further to third order and obtain the corresponding Vassiliev invariant; an analysis of the
boundary terms of the Bott-Taubes integrals is also discussed. The problem arising in the
computation of the Jones-Witten invariants for flows [18] involving the distinction between
the Abelian and non-Abelian cases does not appear here. Even if we are discussing the
non-Abelian case, the Vassiliev invariants are obtained as a perturbative series and then the
exponential in the Wilson loop operators are expanded leaving all the terms as Lie algebra
valued objects.
We have used the previous results and the advantage of writing Vassiliev invariants as
Bott-Taubes integrals in order to introduce flows on the underlying manifold. Thus we were
able to incorporate easily the non-singular and non-divergence smooth vector field X on M3
(R3 or S3) to obtain invariants of triplets (M3,F , µ). This approach was followed in Ref.
[40] to compute some asymptotic Vassiliev invariants, namely the asymptotic self-linking
number was obtained. This invariant was obtained at higher-order with all marked points
lying on the knot diagrams. For the first order in 1/k the asymptotic Vassiliev invariant
corresponds precisely with the asymptotic self-linking number or helicity (112) obtained
in [40]. Furthermore, at the second order there are two contributions to the asymptotic
Vassiliev invariant, which is given by the sum of Eqs. (117) and (119). The boundary terms
cancell by the same reason that in the case without flows. Moreover, the asymptotic third
order Vassiliev invariant is given by the superposition of four average integrals in Eqs. (126),
(130), (135) and (136). From the previous results it is clear that Vassiliev invariants obtained
from higher-order diagrams in Chern-Simons theory will be constructed following a similar
procedure. An algorithm for the construction of any order diagrams is not given here and is a
subject of future work. Also, it would be interesting to generalize these explicit constructions
to the case of the two component links described in section 2.2. It has to be noticed that
the match between amplitudes coming directly from perturbative Chern-Simons theory and
those arising from Bott-Taubes integrals in configuration spaces is given in this work up to
signature. The reason is that Chern-Simons theory was expressed in Lorentzian signature
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while Bott-Taubes integration is assuming Euclidean signature.
Finally, it is worth mentioning that knot and link invariants can be categorified in terms
of Khovanov homology. In particular, the Jones polynomial was discussed in Ref. [45]. The
physical approach in terms of gauge theory and brane theory was studied, for instance, in
[46, 47, 48, 49]. As a future work it would be interesting to find the asymptotic version of
the categorified Jones polynomial. Moreover, a categorified version of the Vassiliev invariants
appeared very recently in Refs. [50, 51]. One would ask whether this categorified version
does admit an asymptotic version and if the formalism of Bott-Taubes integrals will play an
important role also in this case.
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Appendices
A Pullback bundle
A pullback (or fibre product) of a pair (f : X → Y, g : Z → Y ) is a subspace of the product
X × Z defined by
X ×Y Z := {(x, z) ∈ X × Z | f(x) = g(z)}. (137)
Then by considering the projections π1 : X × Z → X and π2 : X × Z → Z from X × Z
into their first and second coordinates, the restriction of this maps to the fibre product
pr1 = π1|X×Y Z : X ×Y Z → X, pr2 = π2|X×Y Z : X ×Y Z → X, (138)
make diagram in figure 21 commutative.
Y Zg
oo
X
f
OO
X ×Y Zpr1oo
pr2
OO
❴✤
Figure 21: Pullback of a pair (f, g).
In the case that f : X → Y is a kind of bundle and g : Z → Y is a morphism between the
spaces, then the fibre product is usually denoted by g∗X and pr2 : g
∗X → Z is called the
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pullback bundle of the bundle f over Z [25]. Since this is a commutative diagram, the icon
inside the diagram is a usual notation to identify the fibre product X ×Y Z and the corner
of this icon indicates the direction of all the arrows in the diagram.
B Integration along the fibres
Let π : E → B be a smooth fiber bundle with homotopy compact fiber Fb := π−1 ({b}) ≃ F
with dim(F ) = n. Let ω ∈ Ωk (E). There is a map π∗ : Ωk (E)→ Ωk−n (B) called integration
along the fiber of π given by
(π∗ω)b
(
V 1b , V
2
b , . . . , V
k−n
b
)
=
∫
Fb
i∗ωπ, (139)
where ωπ is an n-form in the total space E whose pullback through the inclusion map
i : Fb →֒ E is now an n-form in the fiber Fb which is given, for a point p ∈ π−1({b}), by
(i∗(ωπ))p (W1, . . . ,Wn) := ω
(
W1, . . . ,Wn,
[
V 1b
]
ℓ
, . . . ,
[
V k−nb
]
ℓ
)
, (140)
with
[
V ib
]
ℓ
∈ TpE any lift of the tangent vector V ib ∈ TbB and {W1, . . . ,Wn} a set of vectors
tangent to Fb at the point p.
To ensure that this definition is independent on the choice of the specific lift consider two
different lifts V and V ′ of V ib over the point p ∈ Fb. Since both of them are lifts then
dπp (V − V ′) =V ib − V ib = 0, (141)
thus V − V ′ ∈ Ker (dπp) = Taπ−1({b}). Now the set
{
W1, . . . ,Wn,
[
V
]
ℓ
− [V ′]
ℓ
}
with n + 1
different tangent vectors on π−1({b}) (whose dimension is n) has to be linearly dependent
and since ω is an alternating tensor then
ω
(
W1, . . . ,Wn−k,
[
V 1b ]ℓ, . . . ,
[
V ib ]ℓ −
[
V ′]ℓ, . . . ,
[
V k−nb ]ℓ
)
= 0. (142)
The previous equation asserts that π∗ω is independent of the choice of the lift of the tangent
vectors [25].
C Gauss map pullback
Explicit calculation will be done here for points s1 and x4 in diagram of figure 10a. Note
that a generalization for any two pair of points in any diagram is straightforward.
The volume form in S2 can be taken as [39]
ω =
εµνσ
8π
xµdxν ∧ dxσ
|x|3 . (143)
It will be useful to write ω explicitly in the coordinate system {x, y, z} in R3 as
ω =
1
4π
[
xdy ∧ dz − ydx ∧ dz + zdx ∧ dy
(x2 + y2 + z2)3/2
]
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=ω12((x, y, z))dx ∧ dy + ω23((x, y, z))dy ∧ dz + ω13((x, y, z))dx ∧ dz, (144)
where the coefficient functions are given by
ω12 : S
2 −→ R
ω12((x, y, z)) =
1
4π
[
z
(x2 + y2 + z2)3/2
]
, (145a)
ω23 : S
2 −→ R
ω23((x, y, z)) =
1
4π
[
x
(x2 + y2 + z2)3/2
]
, (145b)
ω13 : S
2 −→ R
ω13((x, y, z)) =
1
4π
[
−y
(x2 + y2 + z2)3/2
]
. (145c)
Remember that the Gauss map
φ : C(3 + 1,S3) −→ S2 × S2 × S2 (146)
factors for this diagram as
φ = φ1,4 × φ2,4 × φ3,4, (147)
where the indices refer to the coordinate system {x1, x2, x3, x4} on C(3 + 1,S3) seen as a
subset of S3 × S3 × S3 × S3. Each of these coordinates has three indices (for example x1
represents the coordinates {x11, x21, x31} in the first S3 factor) thus the coordinate system on
C(3 + 1,S3) is really taken to be {x11, x21, x31, x12, x22, x32, x13, x23, x33, x14, x24, x34}.
The factors of φ are explicitly given by
φ1,4 : C(3 + 1,S
3) −→ S2
φ1,4((x1, x2, x3, x4)) =
x4 − x1
|x4 − x1| =
(x14 − x11, x24 − x21, x34 − x31)
[(x14 − x11)2 + (x24 − x21)2 + (x34 − x31)2]1/2
, (148a)
φ2,4 : C(3 + 1,S
3) −→ S2
φ2,4((x1, x2, x3, x4)) =
x4 − x2
|x4 − x2| =
(x14 − x12, x24 − x22, x34 − x32)
[(x14 − x12)2 + (x24 − x22)2 + (x34 − x32)2]1/2
, (148b)
φ3,4 : C(3 + 1,S
3) −→ S2
φ3,4((x1, x2, x3, x4)) =
x4 − x3
|x4 − x3| =
(x14 − x13, x24 − x23, x34 − x33)
[(x14 − x13)2 + (x24 − x23)2 + (x34 − x33)2]1/2
. (148c)
In what follows the function φ1,4 is studied in detail. First write
φ1,4((x1, x2, x3, x4)) = (φx((x1, x4)), φy((x1, x4)), φz((x1, x4))), (149)
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where (see (148a))
φx((x1, x4)) =
x14 − x11
[(x14 − x11)2 + (x24 − x21)2 + (x34 − x31)2]1/2
, (150a)
φy((x1, x4)) =
x24 − x21
[(x14 − x11)2 + (x24 − x21)2 + (x34 − x31)2]1/2
, (150b)
φz((x1, x4)) =
x34 − x31
[(x14 − x11)2 + (x24 − x21)2 + (x34 − x31)2]1/2
. (150c)
We assume that (144) is the volume form in the first S2 factor of the codomain in (146);
then its pullback to C(3 + 1,S3) under φ1,4 is given by
φ∗1,4ω = ω12(φ1,4((x1, x2, x3, x4)))dφx ∧ dφy + ω23(φ1,4((x1, x2, x3, x4)))dφy ∧ dφz
+ω13(φ1,4((x1, x2, x3, x4)))dφx ∧ dφz. (151)
By defining
Θ ≡ (x14 − x11)2 + (x24 − x21)2 + (x34 − x31)2, (152)
the above equation reads
φ∗1,4ω = ω12
(
x14 − x11
Θ1/2
,
x24 − x21
Θ1/2
,
x34 − x31
Θ1/2
)
dφx ∧ dφy
+ω23
(
x14 − x11
Θ1/2
,
x24 − x21
Θ1/2
,
x34 − x31
Θ1/2
)
dφy ∧ dφz
+ω13
(
x14 − x11
Θ1/2
,
x24 − x21
Θ1/2
,
x34 − x31
Θ1/2
)
dφx ∧ dφz
=
1
4π
[
x34 − x31
Θ1/2
]
dφx ∧ dφy + 1
4π
[
x14 − x11
Θ1/2
]
dφy ∧ dφz − 1
4π
[
x24 − x21
Θ1/2
]
dφx ∧ dφz.
(153)
The next step to write φ∗1,4ω explicitly is to analyse the forms dφx ∧ dφy, dφy ∧ dφz and
dφx ∧ dφz with φx, φy and φz defined from (150a) to (150c). Due to the fact that these
functions do not depend on coordinates with subindices 2 and 3 the following simplifications
apply
dφx =
∂φx
∂x11
dx11 +
∂φx
∂x21
dx21 +
∂φx
∂x31
dx31 +
∂φx
∂x14
dx14 +
∂φx
∂x24
dx24 +
∂φx
∂x34
dx34, (154a)
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dφy =
∂φy
∂x11
dx11 +
∂φy
∂x21
dx21 +
∂φy
∂x31
dx31 +
∂φy
∂x14
dx14 +
∂φy
∂x24
dx24 +
∂φy
∂x34
dx34, (154b)
dφz =
∂φz
∂x11
dx11 +
∂φz
∂x21
dx21 +
∂φz
∂x31
dx31 +
∂φz
∂x14
dx14 +
∂φz
∂x24
dx24 +
∂φz
∂x34
dx34. (154c)
It is clear from the above equations that the forms dφx∧dφy, dφy ∧dφz and dφx∧dφz have
many mixed terms. In what follows the interest will be concentrated in coordinates x14 and
x24, i.e., just the part dx
1
4 ∧ dx24 of φ∗1,4ω will be analysed. The notation for this part will be[
φ∗1,4ω
]1,2
4,4
. Thus from (153) we have
[
φ∗1,4ω
]1,2
4,4
=
1
4π
[
x34 − x31
Θ1/2
]
[dφx ∧ dφy]1,24,4 +
1
4π
[
x14 − x11
Θ1/2
]
[dφy ∧ dφz]1,24,4
− 1
4π
[
x24 − x21
Θ1/2
]
[dφx ∧ dφz]1,24,4 , (155)
where
[dφx ∧ dφy]1,24,4 =
∂φx
∂x14
∂φy
∂x24
dx14 ∧ dx24 −
∂φx
∂x24
∂φy
∂x14
dx14 ∧ dx24
=
1
Θ3
[
Θ2 −Θ(x14 − x11)2 −Θ(x24 − x21)2
]
dx14 ∧ dx24, (156a)
[dφy ∧ dφz]1,24,4 =
∂φy
∂x14
∂φz
∂x24
dx14 ∧ dx24 −
∂φy
∂x24
∂φz
∂x14
dx14 ∧ dx24
=
1
Θ3
[
Θ(x14 − x11)(x34 − x31)
]
dx14 ∧ dx24, (156b)
[dφx ∧ dφz]1,24,4 =
∂φx
∂x14
∂φz
∂x24
dx14 ∧ dx24 −
∂φx
∂x24
∂φz
∂x14
dx14 ∧ dx24
=
1
Θ3
[−Θ(x24 − x21)(x34 − x31)] dx14 ∧ dx24. (156c)
By substituting these expressions in (155) it is straightforward to find
[
φ∗1,4ω
]1,2
4,4
=
ε3νσ
4π
x34 − x31
|x4 − x1|3
(
1
2
dxν4 ∧ dxσ4
)
, (157)
with ν, σ = 1, 2, 3, which is to be compared with (70).
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