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Abstract. We consider a cyclic analogue of multiple zeta values (CMZVs), which
has two kinds of expressions: series and integral expression. We prove an ‘integral=series’
type identity for CMZVs. By using this identity, we construct two classes of Q-linear
relations among CMZVs. One of them is a generalization of the cyclic sum formula for
multiple zeta-star values. We also give an alternative proof of the derivation relation for
multiple zeta values.
1. Introduction
For k1, . . . , kr ∈ Z≥1 with kr ≥ 2, the multiple zeta values (MZVs) and the multiple
zeta-star values (MZSVs) are defined by






1 · · · nkrr
and






1 · · · nkrr
.
We say that an index (k1, . . . , kr) ∈ Zr≥1 is admissible if kr ≥ 2.
In [5], Nakasuji-Phuksuwan-Yamasaki gave an integral expression of ribbon type
Schur multiple zeta values, which is a generalization of the ‘integral=series’ identity estab-
lished by Kaneko-Yamamoto [3]. The first main result of this paper is a cyclic analogue of
their results. Let s ∈ Z≥1, r1, . . . , rs ∈ Z≥1, and k1,1, . . . , k1,r1, . . . , ks,1, . . . , ks,rs ∈ Z≥1.
A multi-index [(k1,1, . . . , k1,r1), . . . , (ks,1, . . . , ks,rs )] is called an admissible multi-index
if
• for all 1 ≤ i ≤ s, the index (ki,1, . . . , ki,ri ) is admissible or equal to (1),
• there exists 1 ≤ i ≤ s such that (ki,1, . . . , ki,ri ) = (1).
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For an admissible multi-index k = [(k1,1, . . . , k1,r1), . . . , (ks,1, . . . , ks,rs )], we define the














S :={(n1,1, . . . , ns,rs ) ∈ Zr1+···rs≥1 | n1,1 < · · · < n1,r1 ≥ n2,1 < · · · < n2,r2 ≥ · · · ≥ ns,1
< · · · < ns,rs ≥ n1,1} .
By definition, CMZVs satisfy the cyclic property
ζcyc(k1, . . . ,ks ) = ζcyc(ki , . . . ,ks ,k1, . . . ,ki−1) (1 ≤ i ≤ s) .
For the convergence of CMZVs, see Remark 4.
THEOREM 1 (Cyclic integral-series identity). Let k = [(k1,1, . . . , k1,r1), . . . ,
(ks,1, . . . , ks,rs )] be an admissible multi-index. Put ki :=
∑ri


















D :={(t1,1, . . . , ts,ks ) ∈ (0, 1)k1+···+ks | t1,1 < · · · < t1,k1 > t2,1 < · · · < t2,k2 > · · · > ts,1
< · · · < ts,ks > t1,1} .
We call (1.1) (resp. (1.2)) as series (resp. integral) expression of ζcyc(k).
The second and third main theorems (Theorems 2 and 3) are two classes of Q-linear
relations among CMZVs. Theorem 2 is a generalization of the cyclic sum formula for
MZSVs which was proved by Ohno-Wakabayashi [6]. We recall Hoffman’s algebraic setup
with a slightly different convention (see [1]). We put h := Q〈x, y〉. We define subspaces
hC, h
0, h1, h0C and h
1
C by hC := hx ⊕ hy, h0 := Q ⊕ yhx, h1 := Q ⊕ yh, h0C := h0 ∩ hC
and h1C := h1 ∩ hC . Put zk := yxk−1 for k ∈ Z≥1. We denote by hcyc the subspace of⊕∞s=1h⊗s spanned by
∞⋃
s=1
{u1 ⊗ · · · ⊗ us ∈ h⊗s | u1, . . . , us ∈ h0C ∪ {y} and there exists j such that uj = y} .
We define a Q-linear map Zcyc : hcyc → R by
Zcyc(zk1,1 · · · zk1,r1 ⊗ · · · ⊗ zks,1 · · · zks,rs ) = ζcyc([(k1,1, . . . , k1,r1), . . . , (ks,1, . . . , ks,rs )]) .
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THEOREM 2. For u1 ⊗ · · · ⊗ us ∈ hcyc, we have
s∑
i=1




Zcyc(u1 ⊗ · · · ⊗ ui ⊗ y ⊗ ui+1 ⊗ · · · ⊗ us) ,
where y   ui = y   ui − yui − uiy (see Section 3.1 for the general definition of ).
THEOREM 3. For u1 ⊗ · · · ⊗ us ∈ hcyc and k ∈ Z≥1, we have
s∑
i=1




Zcyc(u1 ⊗ · · · ⊗ ui ⊗ zk ⊗ ui+1 ⊗ · · · ⊗ us) ,
where zk ∗ ui = zk ∗ ui − zkui − uizk (see Section 4.1 for the general definition of ∗).
This paper is organized as follows. In Sections 2, 3 and 4, we give proofs of The-
orems 1, 2 and 3, respectively. In Section 5, we give an alternative proof of the cyclic
sum formula for MZSVs (see [6]), the derivation relation for MZVs (see [2]) and the sum
formula for MZVs as applications of Theorems 1 and 2.
2. Proof of cyclic integral-series identity
2.1. Nakasuji-Phuksuwan-Yamasaki’s integral-series identity for ribbon type Schur
MZVs
For the proof of the cyclic integral-series identity, let us introduce the notion of ribbon
type Schur MZVs. Let
k = [(k1,1, . . . , k1,r1), . . . , (ks,1, . . . , ks,rs )]
be an admissible multi-index with (k1,1, . . . , k1,r1) = (1). Put ki :=
∑ri
j=1 ki,j . Then the












S′ :={(n1,1, . . . , ns,rs ) ∈ Zr1+···rs≥1 | n1,1 < · · · < n1,r1 ≥ n2,1 < · · · < n2,r2 ≥ · · · ≥ ns,1
< · · · < ns,rs } .
REMARK 4. The ribbon type Schur MZV ζribbon(k) converges for any admissible
multi-index such that (k1,1, . . . , k1,r1) = (1) (see [5, Lemma 2.1]). We can show the
convergence of ζcyc(k) for any admissible multi-index by the following way. First, without
loss of generality we can assume k1 = (1) by the cyclic property of CMZVs. Then, since
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the domain of the summation in ζcyc(k) is contained in the one of ζribbon(k), ζcyc(k) also
converges.



















D′ :={(t1,1, . . . , ts,ks ) ∈ (0, 1)k1+···+ks | t1,1 < · · · < t1,k1 > t2,1 < · · · < t2,k2 > · · ·
> ts,1 < · · · < ts,ks } .
Note that S = S′ ∩ {ns,rs ≥ n1,1} and D = D′ ∩ {ts,ks > t1,1}.
2.2. Proof of cyclic integral-series identity
In this section, we prove Theorem 1. Let
k = [(k1,1, . . . , k1,r1), . . . , (ks,1, . . . , ks,rs )]
be an admissible multi-index. Put ki := (ki,1, . . . , ki,ri ) and ki :=
∑ri
j=1 ki,j . We denote
by ζcycint(k) the integral expression appeared in Theorem 1. We prove ζcyc(k) = ζcycint(k)
by induction on s. By the cyclic property of CMZVs, without loss of generality, we can
assume k1 = (1). The case s = 1 is just a usual integral expression of a multiple zeta
value. Note that we have
{(t1,1, . . . , ts,ks ) ∈ (0, 1)k1+···+ks | t1,1 < · · · < t1,k1 > t2,1 < · · · < t2,k2 > · · · > ts,1
< · · · < ts,ks }
={(t1,1, . . . , ts,ks ) ∈ (0, 1)k1+···+ks | t1,1 < · · · < t1,k1 > t2,1 < · · · < t2,k2 > · · · > ts,1
< · · · < ts,ks ≥ t1,1}
 {(t1,1, . . . , ts,ks ) ∈ (0, 1)k1+···+ks | t1,1 < · · · < t1,k1 > t2,1 < · · · < t2,k2 > · · · > ts,1
< · · · < ts,ks < t1,1} .
Thus from (2.1),
(2.2) ζribbon([k1, . . . ,ks ]) = ζcycint([k1, . . . ,ks ]) + ζcycint([ksk1,k2, . . . ,ks−1]) .
Here we denote by ksk1 the concatenation of ks and k1, i.e., ksk1 := (ks,1, . . . , ks,rs , k1,1,
. . . , k1,r1). From
{(n1,1, . . . , ns,rs ) ∈ Zr1+···rs≥1 | n1,1 < · · · < n1,r1 ≥ n2,1 < · · · < n2,r2 ≥ · · · ≥ ns,1
< · · · < ns,rs }
={(n1,1, . . . , ns,rs ) ∈ Zr1+···rs≥1 | n1,1 < · · · < n1,r1 ≥ n2,1 < · · · < n2,r2 ≥ · · · ≥ ns,1
< · · · < ns,rs ≥ n1,1}
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 {(n1,1, . . . , ns,rs ) ∈ Zr1+···rs≥1 | n1,1 < · · · < n1,r1 ≥ n2,1 < · · · < n2,r2 ≥ · · · ≥ ns,1
< · · · < ns,rs < n1,1} ,
we have
(2.3) ζribbon([k1, . . . ,ks ]) = ζcyc([k1, . . . ,ks ]) + ζcyc([ksk1,k2, . . . ,ks−1]) .
From the induction hypothesis, we have
(2.4) ζcycint([ksk1,k2, . . . ,ks−1]) = ζcyc([ksk1,k2, . . . ,ks−1]) .
From (2.2), (2.3) and (2.4), we have
(2.5) ζcycint([k1, . . . ,ks ]) = ζcyc([k1, . . . ,ks ]) .
Thus Theorem 1 is proved.
3. Proof of Theorem 2
3.1. Inner shuffle product
We define the shuffle product  : h × h → h by
1 w = w  1 = w ,
uw  u′w′ = u(w  u′w′) + u′(uw w′) ,
where u, u′ ∈ {x, y} and w,w′ ∈ h. We define the inner shuffle product  : h× hC → hC
by
w  x = w  y = 0 ,
w  uw′u′ = u(w  w′)u′ ,
where u, u′ ∈ {x, y} and w,w′ ∈ h. Note that we have y   w = y   w − yw − wy for
w ∈ hC .
DEFINITION 5. For 0 < p < q < 1, let fp,q : hC → R be a Q-linear map defined
by fp,q(x) = fp,q (y) = 0 and
fp,q(u1 · · · uk) :=
∫
p=t1<t2<···<tk−1<tk=q
a1 · · · akdt2 · · · dtk−1





ui = x ,
1
1−ti ui = y .
Here, for k = 2, we understand the right-hand side as a1a2.
LEMMA 6. For 0 < p < q < 1, k ∈ Z≥0, u1, . . . , uk ∈ {x, y} and w ∈ hC , we
have












ui = x ,
1
1−ti ui = y .
Proof. Let gp,q : hC → R be a Q-linear map defined by
gp,q(v1 · · · vl) :=
∫
p<t1<···<tl<q
b1 · · · bldt1 · · · dtl ,





vi = x ,
1
1−ti vi = y .
Then, for all A,B ∈ h, we have
gp,q(A  B) = gp,q(A)gp,q(B) .
The case w ∈ {x, y} is obvious since u1 · · · uk   w = 0 and fp,q(w) = 0. Put w = vWv′












v′ = x ,
1
1−q v
′ = y .
Then from the definition, we have
fp,q(vAv
′) = gp,q(A) · β
for all A ∈ h. Thus we get
fp,q(u1 · · · uk  w) = fp,q(v(u1 · · ·uk  W)v′)
= gp,q(u1 · · ·uk  W) · β
= gp,q(W) · β · gp,q(u1 · · · uk)
= fp,q(w) · gp,q(u1 · · · uk) .




i=1 aidti , the lemma has proved. 
EXAMPLE 7. When k = 2, u1 = x, u2 = x and w = yx, we have
fp,q(x
2
  yx) = fp,q(yxxx)
= 1
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3.2. Proof of Theorem 2
For s ≤ s′, we put
E(s, s′, t) :=
{
1 s ≤ t ≤ s′ ,
0 otherwise .
Assume that u1, . . . , us are monomials given by ui = ui,1 · · ·ui,ki with ui,j ∈ {x, y}. By
definition, we have














where the integral domain D′ ⊂ {(t1,1, . . . , ti−1,ki−1 , p, q, ti+1,1, . . . , ts,ks )
∈ (0, 1)k1+···+ki−1+2+ki+1+···+ks } is given by
D′ := {t1,1 < · · · < t1,k1 > · · · < ti−1,ki−1 > p < q > ti+1,1 < · · · < ts,ks > t1,1} ,





ui,j = x ,
1
1−ti,j ui,j = y .











































E(ti,1, ti,ki , t)
dt
1 − t .
Thus we have













E(ti,1, ti,ki , t)
dt
1 − t .
By definition, we have
Zcyc(u1 ⊗ · · · ⊗ ui ⊗ y ⊗ ui+1 ⊗ · · · ⊗ us)













E(t(i+1 mod s),1, ti,ki , t)
dt
1 − t ,




E(ti,1, ti,ki , t) =
s∑
i=1
E(t(i+1 mod s),1, ti,ki , t) (t ∈ (0, 1)) .
4. Proof of Theorem 3
4.1. Inner harmonic product
We define the harmonic product ∗ : h1 × h1 → h1 by













kf −1(i) i ∈ Imf \ Img ,
lg−1(i) i ∈ Img \ Imf ,
kf −1(i) + lg−1(i) i ∈ Imf ∩ Img .
Similarly, we define an inner harmonic product ∗ : h1 × h1C → h1C by








g(1)≤f(i)≤g(s) for all i
zm1 · · · zmd ,
where the definition of mi is same as the one in the previous definition. Note that we have
zk ∗ w = zk ∗ w − zkw − wzk for w ∈ h1C since








f (1)<g(1) or g(s)<f (1)






f (1)<g(1) or g(s)<f (1)
zm1 · · · zmd
= zkzl1 · · · zls + zl1 · · · zls zk .
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Furthermore, we have u1 ∗ (u2 ∗ u3) = (u1 ∗ u2) ∗ u3 for u1 ∈ h1 and u2, u3 ∈ h1C since










h(1)≤f (i)≤h(t) for all i
h(1)≤g(i)≤h(t) for all i




kf −1(i) i ∈ Imf
0 i ∈ Imf +
{
lg−1(i) i ∈ Img
0 i ∈ Img +
{
mh−1(i) i ∈ Imh ,
0 i ∈ Imh .
DEFINITION 8. For positive integers p ≤ q , define a Q-linear map λp,q : h1C → R
by





1 · · · n−krr ,
where k1, . . . , kr ∈ Z≥1. Here, for q − p < r − 1, we understand the right-hand side as 0,




p−k1 p = q ,
0 p < q .
LEMMA 9. For w ∈ h1C and positive integers p ≤ q, k1, . . . , kr , we have





1 · · · n−krr .















1 · · · n−krr n′1−l1 · · · n′s−ls
where
X :={(n1, . . . , nr , n′1, . . . , n′s ) ∈ Zr+s | p ≤ n1 < · · ·< nr ≤ q, p = n′1 < · · ·< n′s = q} .









g(1)≤f(i)≤g(s) for all i
Xd,f,g ,
where Xd,f,g is the set of (n1, . . . , nr , n′1, . . . , n′s ) such that ni = of (i) for 1 ≤ i ≤ r
and n′j = og(j) for 1 ≤ j ≤ s where ok is the k-th smallest element of {n1, . . . , nr } ∪
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kf −1(i) i ∈ Imf \ Img ,
lg−1(i) i ∈ Img \ Imf ,









1 · · ·n−krr n′1−l1 · · ·n′s−ls = λp,q (zk1 · · · zkr ∗ w) .
Hence the lemma is proved. 
EXAMPLE 10. When r = 1 and w = zl1zl2 , we have

















































4.2. Proof of Theorem 3
For p ≤ q , we put
E(p, q, n) :=
{
1 p ≤ n ≤ q ,
0 otherwise .
By the definition of Zcyc,
Zcyc(u1 ⊗ · · · ⊗ ui−1 ⊗ (zk ∗ ui) ⊗ ui+1 ⊗ · · · ⊗ us)
=
∑












⎟⎟⎠ λp,q(zk ∗ ui) ,
where the domain of the summation S′ ⊂ Zr1+···+ri−1+2+ri+1+···+rs≥1 of n1,1, . . . , ni−1,ri−1 ,
p, q, ni+1,1, . . . , ns,rs is defined by
{n1,1 < · · · < n1,r1 ≥ n2,1 < · · · < ni−1,ri−1 ≥ p ≤ q ≥ ni+1,1 < · · · < ns,rs ≥ n1,1} .
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By Lemma 9,
∑












⎟⎟⎠ λp,q(zk ∗ ui)
=
∑



















































E(ni,1, ni,ri , n)
nk
.
By definition, we have
















E(n(i+1 mod s),1, ni,ri , n)
nk
,




E(ni,1, ni,ri , n) =
s∑
i=1
E(n(i+1 mod s),1, ni,ri , n) (n ∈ Z≥1) .
5. Applications of Theorems 1 and 2
5.1. Proof of cyclic sum formula for MZSVs
In this section, we give an alternative proof of the following theorem due to Ohno-
Wakabayashi [6] as an application of Theorem 2.
THEOREM 11 ([6, Theorem 1], Cyclic sum formula for MZSVs). For k1, . . . , ks ∈





ζ (ki − j, ki+1, . . . , ks , k1, . . . , ki−1, j + 1) = kζ(k + 1) ,
where k = k1 + · · · + ks .
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LEMMA 12. For k1, . . . , ks, l ∈ Z≥1 such that ks > 1, we have
ζcyc([(k1), . . . , (ks)]) = ζ(k1 + · · · + ks) ,
ζcyc([(l, ks), (ks−1), . . . , (k1)]) = ζ (l, k1, . . . , ks) − ζ(l + k1 + · · · + ks) .
Proof. This is an immediate consequence of the series expression of ζcyc. 
Proof of Theorem 11. Fix k1, . . . , ks ∈ Z≥1 such that k1 + · · · + ks > s. Put k :=
k1 + · · · + ks . By Theorem 2, we have
s∑
i=1




Zcyc(zks ⊗ · · · ⊗ zki+1 ⊗ y ⊗ zki ⊗ · · · ⊗ zk1) .
By the previous lemma, we have
(5.2) Zcyc(zks ⊗ · · · ⊗ zki+1 ⊗ y ⊗ zki ⊗ · · · ⊗ zk1) = ζ(k + 1)
for 1 ≤ i ≤ s. Since




for l ∈ Z≥1, we have




ζ (ki − j, ki+1, . . . , ks, k1, . . . , ki−1, j + 1) − (ki − 1)ζ(k + 1)





ζ (ki − j, ki+1, . . . , ks, k1, . . . , ki−1, j + 1) = kζ(k + 1) .
Thus the claim is proved. 
5.2. Algebraic preliminary
For m ≥ 1, we define derivation maps ∂m and δm on h by
δm(x) = 0, δm(y) = yxm−1(x + y) ,
∂m(x) = y(x + y)m−1x, ∂m(y) = −y(x + y)m−1x .
By definition, we have
δm(zk) = δm(yxk−1) = yxm−1(x + y)xk−1 = zmzk + zm+k .
Thus,
δm(zk1 · · · zkd ) =
d∑
i=1
zk1 · · · zki−1(zmzki + zm+ki )zki+1 · · · zkd .
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Therefore,
(5.4) δm(w) = zm ∗ w − wzm = zm ∗ w + zmw
for w ∈ h1C . We denote by [A,B] a commutator AB − BA.
LEMMA 13. For m ≥ 1, we have
m−1∑
j=1
[δj , ∂m−j ] = (m − 1)(∂m + δm) .
Proof. Put z := x + y. we define a derivation s : h → h by
s(x) = x2, s(z) = z2 .
Then we can easily check that
[s, δm] = mδm+1 ,
[s, ∂m] = m∂m+1 .
We prove the lemma by induction on m. We can check the case m ≤ 2 by direct calculation.
Take m ≥ 3 and assume that∑
p+q=m−1
1≤p,q≤m−2
[δp, ∂q ] = (m − 2)(∂m−1 + δm−1) .





([s, [δp, ∂q ]] + [∂q, [s, δp]] + [δp, [∂q, s]])














[δp, ∂q ] .
Since m > 2, we obtain ∑
p+q=m
1≤p,q≤m−1
[δp, ∂q ] = (m − 1)(∂m + δm) .
Thus the claim is proved. 
5.3. Proof of derivation relation
We define a Q-linear map Z : h0 → R by
Z(zk1 · · · zkr ) := ζ(k1, . . . , kr) .
In this subsection, we give an alternative proof of the derivation relation
Z(∂m(w)) = 0 (m ∈ Z≥1, w ∈ h0C)
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due to Ihara-Kaneko-Zagier [2]. We put {1}m := ym and
{1}m :=
{
1 m = 0 ,
y(x + y)m−1 m > 0 .








(−1)i−1zi ∗ {1}m−i ,(5.6)
m∑
i=0
(−1)i{1}m−i ∗ {1}i =
{
1 m = 0 ,
0 m > 0 .
(5.7)







zk1 · · · zkd
























































zk1 . . . zkj zizkj+1 . . . zkd + zm .
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Here we have


























(m − d)zk1 . . . zkd ,































dzk1 . . . zkd − zm .
Then we get (5.5).
We prove (5.6), next. We note that























1 + zm ,
zm ∗ 1 = zm
holds. By taking alternating sum, we have (5.6).
The equation (5.7) follows from [4, Proposition 7.1]. 
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By Lemma 9 and the series expression of ζcyc, we have
Zcyc(w ⊗
m times︷ ︸︸ ︷
y ⊗ · · · ⊗ y) = Z({1}m ∗ w)
for w ∈ h0C . By Theorem 2, we have
Zcyc(y   w ⊗
m times︷ ︸︸ ︷
y ⊗ · · · ⊗ y) − (m + 1)Zcyc(w ⊗
m+1 times︷ ︸︸ ︷
y ⊗ · · · ⊗ y) = 0 .
Thus, we get the following corollary of Theorem 2.
COROLLARY 15. For w ∈ h0C and m ≥ 0, we have
Z(F(w,m)) = 0 ,
where F(w,m) := {1}m ∗ (y   w) − (m + 1){1}m+1 ∗ w.
In fact, Corollary 15 is essentially derivation relation. More precisely, the following
theorem holds.
THEOREM 16. For w ∈ h0C and m ≥ 1, we have
m∑
i=1
(−1)i−1F(yi−1 ∗ w,m − i) = ∂m(w) .
REMARK 17. By Theorem 16 and (5.7), we can obtain
F(w,m − 1) =
m∑
i=1
∂i({1}m−i ∗ w) .
Thus Theorem 16 implies that the family of relations obtaind by Corollary 15 essentially
coincides with the one obtained by the derivation relations.
We prove this theorem in the rest of this section. We prepare some lemmas.
LEMMA 18. For m ≥ 1, we have
m−1∑
j=1
∂m−j (zj ) = −(m − 1)zm .
Proof. By Lemma 13, we have
m−1∑
j=1




[δj , ∂m−j ](x + y) = −
m−1∑
j=1




∂m−j (zj )(x + y)
A Cyclic Analogue of Multiple Zeta Values 163
and




∂m−j (zj ) = −(m − 1)zm.

LEMMA 19. For m ≥ 1, we have
m−1∑
i=0
(−1)i(m − i){1}m−i ∗ {1}i = zm .
Proof. It follows from the following calculation:
m−1∑
i=0
(−1)i(m − i){1}m−i ∗ {1}i =
m∑
i=0























1 j = m ,
0 j = m (by (5.7))
=zm.





(−1)i−1F(yi−1 ∗ w,m − i) .
By definition, we have










(−1)i−1(m − i + 1){1}m−i+1 ∗ ({1}i−1 ∗ w)





(−1)i−1(m − i + 1){1}m−i+1 ∗ {1}i−1
)
∗ w
= − zm ∗ w .




(−1)i−1{1}m−i ∗ (y   ({1}i−1 ∗ w)) − zm ∗ w .
Now we prove Gm(w) = ∂m(w) by induction on m.
We first prove the case m = 1. By the definition of G1 and (5.4), we have
G1(w) = y   w − z1 ∗ w
= y   w + yw − δ1(w) .
Here, by the definition of shuffle product,
y  w + yw = θ(w) ,
where θ is the derivation map defined by θ(x) = yx and θ(y) = y2. Since (θ − δ1)(x) =
∂1(x) and (θ − δ1)(y) = ∂1(y), we have θ − δ1 = ∂1. Thus G1(w) = (θ − δ1)(w) = ∂1(w).
Hence the case m = 1 is proved.
For m ≥ 2, we assume that Gm−j (w) = ∂m−j (w) for all 1 ≤ j ≤ m − 1. By Lemma
13, we have













zj ∗ Gm−j (w) + zjGm−j (w) − Gm−j (zj ∗ w) − Gm−j (zjw)
)
.(5.10)

















(−1)i−1{1}m−i−j ∗ (y   ((zj ∗ {1}i−1) ∗ w))




zj ∗ (zm−j ∗ w) +
m−1∑
j=1
























(−1)i−1{1}m−i ∗ (y   ({1}i−1 ∗ w))
















=(m − 1)zmw .(5.12)
Here the last equality follows from Lemma 18. From (5.4), (5.10), (5.11) and (5.12), we
have
(m − 1)(∂m + δm)(w) =(m − 1)Gm(w) + (m − 1)zm ∗ w + (m − 1)zmw
=(m − 1)(Gm(w) + δm(w)) .
Thus the claim ∂m(w) = Gm(w) is proved. 
5.4. Proof of sum formula
Let k > r > 0. Put k := [(k − r + 1),
r−1︷ ︸︸ ︷
(1), . . . , (1)]. From the series expression (1.1),
we have
ζcyc(k) = ζ(k) .








· · · dt1,k−r+1
t1,k−r+1
dt2,1
1 − t2,1 · · ·
dtr,1
1 − tr,1






ζ(k1, . . . , kr) .
Then we get the sum formula: ∑
k1+···+kr=k
k1,...,kr−1≥1,kr≥2
ζ(k1, . . . , kr ) = ζ(k) .
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