Introduction
The Herbrand-Ribet theorem [15] , generalizing Kummer's work componentwise, connects divisibilities by a prime p of certain Bernoulli numbers (or rather zeta values at negative integers) with non-vanishing of certain p-parts of class group components for the cyclotomic fields Q(ζ p ).
We have analogs of these results in the function field arithmetic by [10] of Goss and Sinnott, connecting the Carlitz-Goss zeta values ζ(−k, 1) ∈ F q [t] , in the notation introduced below, at negative integers −k, to certain class group components for the Carlitz cyclotomic fields. Due to the lack of a known functional equation, the corresponding questions for zeta values at positive integers, studied for instance by Okada, Goss and Taelman [9, 20, 22] , are not known to be easily connected. For more discussion on the two sets of Bernoulli analogs, and on the arithmetic and analytic properties of this zeta function, we refer the interested reader to [9, Ch. 8] , [22, Ch. 5] .
The class group of a smooth curve over F q is the group of F q -rational points of its Jacobian. Following Shiomi [17, 18] , we look instead at the p-torsion, and study related questions of ordinariness and p-rank of the Jacobian. But we look at the finer component analysis: a vague analogy being that of moving to the Herbrand-Ribet type component analysis from the Kummer type aggregate analysis.
A cohomological analysis of L-values is well-known, by works of Weil, Artin, or by Serre, Manin in this context. Related explicit calculations in the Carlitz cyclotomic case, by Galovich and Rosen, and "double congruences", by Goss and Sinnott, were applied by Shiomi to show that the divisibility of the leading coefficient S(k) of Goss' zeta value ζ(−k, X) ∈ F q [t, X] (for negative integers −k in a certain range), as a polynomial in X, by a prime ℘ of F q [t] is linked to the question of ordinariness of the Jacobian of the ℘-th Carlitz cyclotomic cover.
We will recall more details of the above geometric interpretation in Section 3. There we will see that for q a prime, the divisibility of S(k) by ℘ for some k < q deg ℘ − 1 indicates whether the slope zero multiplicity of the k-th component of the Dieudonné module of the Jacobian for ℘ is lower than a natural "generic multiplicity" for k. We call ℘ exceptional for k if k < q deg ℘ − 1 and if ℘ divides S(k), and we call k exceptional if some ℘ is exceptional for k, cf. Definition 5.1. We also have results if q is not a prime, but for simplicity, throughout the introduction, we will often assume that q is prime.
The main technique of this article is to explore and exploit the factorization of the leading term S(k). This investigation begins in Section 4 and continues for the remainder of the article. Our methods are mainly of combinatorial nature, and so from Section 4 on, we will only use the elementary language of power sum factorization, except to record implications for the geometric questions.
Section 4 starts with an important combinatorial formula from [24] (Theorem 4.2) for power sums, in terms of the base q digit expansion of the Leading Zeta coefficient and p-ranks of Jacobians 965 exponent. We use it in the proof of Theorem 4.6 which identifies a large "regular" part of the prime factorization in F q [t] of the leading coefficient S(k) in X of ζ(−k, X).
Let us briefly explain this result which is one of the main novelties of the present article: Let k ∈ Z ≥0 have base q expansion k = i≥0 c i q i with 0 ≤ c i ≤ q − 1. Set r i,j := max(c i + c j − (q − 1), 0). The regular part for k is defined as
Note that since "the bracket" [m] := t q m − t is the product of all monic irreducible polynomials of F q [t] of degree dividing m, we understand the prime factorization of R(k) very well.
Theorem A (Theorem 4.6). If q is a prime, then R(k) divides S(k).
If q is prime, we call k regular if S(k)/R(k) ∈ F * q , and irregular otherwise. The irregular part of k is defined as I(k) = S(k)/R(k). If q = 2, then any k is regular (Corollary 4.4). For general q we give various families of k which are regular (Corollary 4.4, Corollary 4.10). We completely characterize (Corollary 5.11) the regular k's, for q = 3 and give partial results and conjectures in general.
In Sections 5 and 6, we focus on studying various aspects of the "exceptional" part responsible for the drop of generic multiplicity, by proving and conjecturing its relations (Proposition 5.5, Hypothesis (H6.1), Corollary 5.11) with the "irregular" part and on applying our results to geometric questions (Proposition 6.5, Corollary 5.13). Here is one example:
What we find remarkable but are unable to prove is that if q = p is a prime, then a strong partial converse (see Hypothesis (H6.1) and remarks following it) seems to hold as well. More precisely, Hypothesis (H6.1) (2) says that when q is a prime, then k irregular implies k is "weakly exceptional" in the sense that the irregular part I(k) is divisible by some prime (but not by all primes of that degree), which is exceptional for some k (but not necessarily exceptional for k). More striking is the particular case of irregular k that are not divisible by q, and that have the highest and the lowest base q digits different from q − 1. According to Hypothesis (H6.1) (1) these k are exceptional. Theorem 5.9 and Proposition 5.5 (7) explain the link between the two. (See also Remark 6.2 (a)).
Computations show further interesting phenomena related to these divisibility questions, and thus to the geometric questions indicated above, with similar complexity and flavor as well-known questions about Bernoulli numbers. For example, while we can show (Theorem 5.4) infinitude of "exceptional" primes, the question of infinitude of "non-exceptional" primes (analogous to classical regular primes) is open. Computations also reveal interesting connections (some of which we can prove) of this geometric phenomena to combinatorics of digits of k base q (Proposition 5.6, Theorems 5.7 and 5.9, Corollary 5.10, Hypothesis (H6.4)) and special primes such as Artin-Schreier primes (Theorems 5.17 and 5.19). We prove some results, raise many questions and provide some guesses. Let us give one example of a surprising result that we guessed based on data and that eventually we could prove: Theorem C (Theorem 5.9). Suppose the base q expansions of k, k ∈ Z ≥0 differ in one place where the digits are 0 and q − 1, respectively, and that q is prime. Then I(k) and I(k ) agree up to a (predictable) sign.
We end this introduction by expressing the hope that some of these structural results will turn out to have interesting Iwasawa theoretic number field analogs in view of the well-known analogies due to Weil and Iwasawa. the Section 3, and Alejandro Lara Rodriguez for some corrections. Many results presented here are based on experiments with the computer algebra systems Magma, Maple, Maxima and Sage, [4, 13, 14, 25] .
It is our pleasure to dedicate this work to David Goss and Ernst-Ulrich Gekeler. David's work [9, 10] on zeta, and Ernst's work [8] on power sums and their factorization beyond Carlitz-Lee, are intimately related to the theme of this paper. We are both saddened by the untimely recent death of our friend David during the revisions of this work.
Goss zeta values for F q [t]
2.1. Notation. 
Observe the elementary but useful formula 
and the "leading term" of the Goss zeta value ζ(−k, X) is
Note that all k are optimum, when q is a prime. If
This allows us to reduce calculations to only optimum k's. We record the following result on digit permutation of optimum k whose proof we leave as an exercise in expressing (k) in terms of the base p expansion of k.
, and p i k is optimum if and only if k is so.
Geometric interpretation of Zeta leading coefficient divisibility
Let F be a global function field with constants F q with corresponding non-singular projective model X and Jacobian J. [17] , [18] ) that λ F is the degree of the reduction mod p of the numerator L F (u) of the classical Hasse-Weil zeta function
A simple proof is given in [19] .
The polynomials L F (u) have been calculated, starting with Artin for F a quadratic cover of K, for many global function fields F . For Carlitz cyclotomic extensions of K (see e.g., [7] ), L F (u) can be expressed in terms of character sums of A d+ . To explain this, we fix some notation. For a (monic) prime ℘ of A, denote by (F =)K ℘ the function field obtained by adjoining to K the ℘-torsion of the Carlitz A-module, by G ℘ its Galois group Gal (K ℘ /K), by α ℘ : (A/℘) × → G ℘ the canonical isomorphism defined by the action of A/℘ on the ℘-torsion points in K ℘ , by X ℘ the cover of P 1 Fq corresponding to K → K ℘ , and by J ℘ the Jacobian of
otherwise; see [18, p. 526] . Then by [7] one has the factorization
For a suitable embedding Q → Q p , one can identify the characters χ with powers χ k ℘ of the Teichmüller lift χ ℘ :
℘ . By the double congruences of Goss and Sinnott [9, 10] this gives for any k ∈ {1, . . . , #G ℘ − 1} the formula
which was explicitly noticed and exploited by Shiomi in [17, 18] to give a criterion for when J ℘ is ordinary. We shall reinterpret his idea of proof to give a geometric meaning to the results we shall investigate in the remainder of this article, and also give a proof of his result after this reinterpretation. For this we introduce some notions from covariant Dieudonné theory, see [6, App. B] . Denote by T p (J ℘ ) the Dieudonné module of J ℘ tensored over the central ring Z p with the ring of Witt vectors W (A/℘). Thus T p (J ℘ ) is a module over the (generally) non-commutative Dieudonné ring 
Let ε k,q := 1, if q − 1 divides k, and ε k,q := 0, otherwise.
Lemma 3.2.
(
Sketch of proof: Part (1) follows by comparison of the characteristic polynomials of Frobenius for -adic and p-adic Tate-modules of abelian varieties. The bridge between the two is given by the Tate conjecture, which is known over finite fields, cf. [26, §1] . It links -and p-adic Frobenii to the Frobenius in the endomorphism ring End(J ℘ ) of J ℘ . Enlarging the latter ring to End(
where ζ ℘ is a primitive #G ℘ -th root of unity, one can naturally decompose the characteristic polynomial of Frobenius in its χ k ℘ -components. Part (2) follows from [2, Thm. 9.11] (we note that in part (c) of the quoted theorem the symbol C K,p has to be replaced by C H + ).
for all but finitely many ℘, and so L(k) can be regarded as the generic slope zero multiplicity of T p (J ℘ ) k .
If we fix ℘, then for all k, m ≥ 0 a simple congruence argument shows
Therefore for fixed ℘, only the k ∈ {1, . . . , #G ℘ − 1} carry interesting information, and for k outside this range, the number L(k) cannot be regarded as the generic slope zero multiplicity.
Turning things around, we call ℘ exceptional for k if k < q deg ℘ − 1 and if the leading term of ζ(−k, X) vanishes modulo ℘, cf. Definition 5.1. Such ℘ are analogous to Kummer's irregular primes in number theory; cf. Proposition 3.4.
Let us begin by a simple but key observation contained in [18] , whose proof is straightforward: 
Proof. Consider the chain of (in)equalities
Now M ℘,±k is ordinary if and only if there exists an equality between the outer terms, and this is precisely the equivalence of the first and last assertion of the proposition. The equivalence of the last to the middle assertion is immediate from equation (2.1) and the definition of optimum. 
]). The Jacobian J ℘ is ordinary if and only if for all
q−1 . Note that when q is prime, exceptionality is the only source for nonordinariness in Proposition 3.4, but when q is not a prime, non-optimality in the pair matters.
Suppose 0 < k < #G ℘ is optimum, but kp i is not. Then equation (3.2) together with Lemma 2.2 imply that #G ℘ − k cannot be optimum. Thus we deduce from Proposition 3.4 also the following result:
Now if q is not a prime, there is always a k < q 2 − 1 that is not optimum,
One can also directly decompose J ℘ under the action of G ℘ induced from its action on the (ramified) covering X ℘ over P 1
Fq . This allows one to identify the group ring Q[G ℘ ] as a subring of the rational endomorphism ring End( [11] for further details on this type of decomposition. For the associated Dieudonné module, one verifies
, where the sum is over all k such that χ k ℘ has some fixed order d. In particular, the decompo-
Let us recall yet another geometric interpretation of ζ(−k, X) via the cohomology of function field crystals from [3] , as detailed in [2, Sects. 8 and 9]. It is the (dual) characteristic polynomial of the cohomology of a function field crystal over P 1 Fq which arises from the k-th tensor power of the Carlitz t-motive. This cohomology takes values in a category of A-modules that carry a linear endomorphism. The reduction of the cohomology modulo a prime ℘ of A arises from a function field crystal built out of the k-th tensor power of the Carlitz t-motive modulo ℘, and its (dual) characteristic polynomial is ζ(−k, X) (mod ℘). The cohomological approach also gives an explicit expression for ζ(−k, X). Write k = c n q n in base q-expansion, and let M k denote the square matrix of size
If in particular k is optimum for q, then
For non-optimum k, we use formula (2.2). This allows one to compute S(k) as the determinant of a square matrix of size L(k), which is typically small, though possibly with large degree entries in A. We used the above formula for S(k) in our computer calculations.
The following sections will investigate the property of ℘ being exceptional in detail. We focus on the individual components T p (J ℘ ) k for k fixed whose generic slope zero multiplicity is L(k) and investigate for which ℘ the actual multiplicity is smaller. We do not calculate the exact decrement of ranks, but focus instead on when (rather than how much) the degree drops from the maximum generic one. We will find a lot of interesting arithmetic information in this question. For explicit results (and conjectures) on k-components, see for instance Corollary 4.10 (in combination with Proposition 5.5), Corollaries 5.10 and 5.11, and Hypothesis (H6.1) (1).For further results on ordinariness, see Proposition 6.5 for J ℘ , and Corollary 5.13 for some J ℘,d .
Zeta leading coefficient
Theorem 4.2 below recalls an explicit formula for the zeta leading coefficient S(k). The formula has many applications. One important consequence is a partial factorization of S(k) derived in Theorem 4.6.
As we shall use the terminology of multisets, we wish to clarify some notation. An indexed multiset over M with index set D is a map f : From now on we write the base q expansion of k as k = c i q i , with 0 ≤ c i < q. We also write k as q k i , where k i is a monotonically increasing sequence of non-negative integers with no more than q − 1 of the k i 's being the same. We shall regard k
where the sum is over all ordered partitions This formula allows us to write the leading term S(k) = S L(k) (−k) immediately as a polynomial, when q is a prime or more generally when L(k) = (k)/(q − 1) . In the general case q = p e , we get the leading term
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Thus, in general, the power sum in Theorem 4.2 represents either S(k) or zero.
Examples 4.3. Let q = 3, k = 38 = 27 + 9 + 1 + 1, so that d = 2 and our formula gives S d (−k) = t 27+9 + 2t 27+1 + 2t 9+1 + t 2 . Similarly, for example, if q = 3, k = 3 5 + 3 4 + · · · + 1, so that (k) = 6 and d = 3, r = 0, then S(k) has 6!/(2!2!2!) = 90 terms.
Our evaluation factorizes S 2 (−38) = [3] [2] . Note the fact that [n] is the product of all the irreducible polynomials in A + of degree dividing n. So we understand prime factorization immediately. We will see that this is a much more general phenomenon.
and increasing with i. Then we have the leading term
Remarks 4.5. 
Let us put r i,j := max(c i + c j − (q − 1), 0) , and consider the regular part
where the product is over all 0 ≤ j < i. Note that r i,j = 0 as soon as i > max{s | c s = 0}. The following is the first main result. For the proof of Theorem 4.6, we need a lemma. We use the following notation. For an m × n-matrix M we denote by c M and r M the sum of the columns and rows of M , respectively, so that for instance c M is an m×1 column vector. The notation also applies to row and columns vectors, regarded as 1 × n-and m × 1-matrices.
Theorem 4.6. Let the notation be as in Theorem 4.2. Then R(k) divides
S d (−k). In particular, for optimum k, R(k) divides S(k).
Lemma 4.8. The following formulas hold for binomial and multinomial coefficients:
(1) Let a, b ∈ Z ≥0 , and let
. . .
Proof. Part (1) is independently due to Carlitz and Tauber; see [5] or [21] . Part (2) for k = 2 is a special case of (1), also known as the Cauchy summation formula or the Vandermonde convolution formula. The result for general k follows from k = 2 by a straightforward induction. To see (3) note that the left hand side is an integer valued polynomial in n of degree j. The set of such have the Z-basis n → 0 , a 1 , . . . , a d .
Now (4) follows from an obvious induction that uses that
is independent of the order of the bottom entries.
Proof of Theorem 4.6. Let us temporarily write X j := t q j and let e = log q k . Then Theorem 4.2 gives . This yields
We need to show that for j = 0, . . . , r i 0 ,i 1 − 1 the following expression vanishes
If we apply (2), (3) and (4) from Lemma 4.8, then we need to show that (4.3)
By (1) of Lemma 4.8, the expression (4. (i 0 , . . . , i d ) . 
and then R(kp i ) := R(k) p i for i ≥ 1. Then R(k) divides S(k), and R(kp) = R(k) p by definition. Clearly R(k) = R(k) if q is prime. For general q, even if k is optimum, it need not hold that R(k) = R(k).
For instance, for q = 4 and k = 25 = (1 2 1) 4 one has R(k) = 1 and
While R(k) is a simple monomial in the brackets, R(k) ∈ A can be expressed as a ratio of such monomials in a complicated way, since all primes of the same degree divide it to the same exponent. For instance, let q = 4 and k = 155 = (3 2 1 2) 4 
Below we shall mainly focus on cases where R(k) = R(k), e.g. when q is prime.
For many families of q, k, we can prove S(k) = cR(k), with c ∈ F * q (which often can be made explicit, but we will ignore it as it is irrelevant
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for our purpose). We write r(k) := deg(R(k)), r(k) := deg(R(k)), and recall s(k) = deg S(k).
Corollary 4.10. Suppose that one of the following two conditions holds:
(1) k = ( s i=1 q a i ) − 1 with a 1 > · · · > a s > 0 and s < q; (2) k = d i=0 a i q n i with 0 ≤ a i ≤ q − 1, 0 ≤ n 0 < n 1 < · · · < n d such that L(k) = d; i.e., we require L(k) + 1 ≥ #{i | c i = 0} if k = (c 0 . . . c m ) q . Then S(k)/R(k) ∈ F * q (
and thus also R(k) = R(k)).
Proof. By Theorem 4.6 the term R(k) divides S(k) for all k. Hence in either of the cases it suffices to show that r(k) = s(k).
Under the hypothesis of (1), we have L(k) = a s , and a result of Lee, [22, 5.6.4] gives
where
To prove (1), one can either check directly that this factorization matches with R(k), or, as we shall do now, one can compute degrees: For the calculation it will be useful to remember that deg [ 
(q−1) 2 tq t+1 − (t + 1)q t + 1) , the expressions for r(k) and s(k) are easily seen to be equal.
To prove (2), first note that under the hypothesis, r n i ,n j = a i +a j −(q−1) is non-negative for d ≥ i > j ≥ 0, and r i,j = 0 for all other pairs of indices. Hence
where in the last step we use
j=0 a j . On the other hand the hypothesis also implies for all i that a i ≥ r,
where the last step uses a substitution d − i ↔ i − 1. By sorting the summands according to the powers q n i , it follows that s(k) ≤ r(k), and hence they must be equal. Note that initially we only get an upper bound for s(k) because the terms in Theorem 4.2 have coefficients, and a priori these may vanish.
Finally note that for k = (c 0 . . . c m ) q the condition L(k) + 1 ≥ #{i | c i = 0} is directly equivalent to the first assumption given in (2) if not all non-zero c i are equal to q − 1; then one takes these as the a i . In the latter case, one has to include one further a i = 0.
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Remark 4.11. In some cases it is possible to determine the factor S(k)/R(k) in F * q explicitly. For instance, for a, b with 0 ≤ a, b < q and a+b = q−1+r > q − 1, one can show that
where for general q, the term a r can be zero. To see that the formula holds up to a unit by Corollary 4.10 (1), requires the following two facts:
(a) the binomial coefficient a r is non-zero if and only if in base p expansion all digits of a are greater or equal to the corresponding one of b; (b) the condition L(k) = 1 (this is the maximum possible) holds if and only if, again in base p expansion, the sum of any digit of a and the corresponding one of b is at least p − 1, i.e., the digits of r are the sum of those of a and of b minus p − 1. In particular any digit of r is at most as large as the corresponding one of a, and hence a r is non-zero.
Exceptional factorization of Zeta leading coefficient
Fix A (and thus q). By k we always denote a positive integer.
Definition 5.1. We say that ℘ is exceptional for k, if k < q deg(℘) − 1 and ℘ divides S(k).
We call k exceptional, if there is ℘ exceptional for k. We call k regular, if S(k)/R(k) ∈ F * q , and we call k irregular otherwise. 1 2 We recall from Section 3 that k being non-exceptional is equivalent to the slope zero multiplicity of
We define I(k) := S(k)/R(k) ∈ A \ {0} as the irregular part of S(k).
We will assume q > 2 below without mention, as Corollary 4.4 shows that there are no exceptional or irregular k's or ℘'s in the case q = 2. Proof. Let q > 2 and k = 1+q m +q 2m +· · ·+q (q−1)m . Then (k) = L(k) = 1 and the leading term, which we temporarily write as −X, is
where the second equality follows by the basic fact on power sums over finite fields, and the third equality follows by straight-forward application of Lucas' theorem to our case.
. So all primes dividing X are of degree dividing qm. But by taking the derivative with respect to t, we see that X is multiplicity free. So a straight degree count shows that it is divisible by many primes of degree qm which are all exceptional. 
Proposition 5.5. We have (1) If k is regular, then k is not exceptional. (2) k is irregular if and only if s(k) > r(k).
(3) Assume k is optimum. If S(k)/R(k) ∈ F * q , then S(k )/R(k ) ∈ F * q
for any k obtained by permuting the base q digits of k. In particular, if k is regular and R(k) = R(k), then k is regular and R(k ) = R(k ). (4) If ℘(t) is exceptional for k, then so are ℘(t + θ) and ℘(θt), for any
θ ∈ F * q . (5) Any exceptional (or irregular) k satisfies (k) ≥ q.
(k)|R(k)|S(k).
To see (4) note that t → t+θ (or t → θt, respectively) is an automorphism of A that preserves degrees. It takes To see (7) Note that the last assertion also has the simple proof
Proof. By an inductive procedure, it suffices to show that ℘ is exceptional
q−1 . By Lemma 2.2, also p i−1 k is optimum, and thus S(k (c 0 , . . . , c f ) q and p i−1 k = (c 0 , . . . , c f ) q , the key observation is that (in the notation of the proof of Theorem 4.2 with e = f ) the two formulas are congruent modulo the bracket [f ] = t q f − t, using that
and that
by Lucas' theorem. I.e., we have
, and hence ℘ divides S(k ), as was to be shown.
Theorem 5.7. If p > 2, the lowest k for which the leading coefficient S(k)
is divisible by an exceptional prime is k 0 = q 2 + q + (q − 2) (with digit sum q). For p = 3, the corresponding exceptional primes have degree 3. For p ≥ 5, the degrees of the corresponding exceptional primes divide p − 1.
If p = 2 and q = 4, the smallest exceptional k 0 is q 3 + q 2 + q + 1. The degrees of all the corresponding exceptional primes is 4.
If q = 2 e with e ≥ 3, k 0 = 3q 2 + 3q + (q − 5) is exceptional, the degrees of the corresponding exceptional primes being 3 or 4.
Proof. We first treat the case p > 2. First we show that no k smaller than k 0 is exceptional. By Proposition 5.5 (5), it is enough to look at k = (c 0 c 1 ) q , with c 0 + c 1 > q − 1 or k = q 2 + (q − 1). By Corollary 4.10 (2), none of these k is exceptional, because either
It is divisible by a prime of degree more than two, and thus exceptional.
If we have a relation t q 2 = −t q + 2t, raising it to q-th power and simplifying repeatedly, we see that t q n = a n t q + (−a n + 1)t, where a n satisfies the recursion a n+1 = 1 − 2a n with a 0 = 0. One deduces a n = 1 3 (1 − (−2) n ), and this can be regarded as a sequence of integers. For n = p − 1 and p ≥ 5, we deduce a p−1 ≡ 0 (mod p), and so t q p−1 − t = 0. For p = 3, the sequence vanishes for the first time for n = 3, in accordance with Example 4.3.
Second case p = 2: We first consider q = 4. Theorem 4.2 gives the leading term as t q 3 + t q 2 + t q + t for k = k 0 , which is
as we are in characteristic 2. Now modulo primes ℘ dividing it, t q 3 = t q 2 + t q + t, implies, by raising to q-th power and back substituting this, that t q 4 = t, so that prime divisors ℘ have degree dividing 4. But primes of degree dividing two are prime to 1+ [2] q−1 , thus proving the claim. (We also know directly that primes of degree one and two are never exceptional, for example, by Proposition 5.5 (6) . (Note that exceptional degree calculation for this k 0 works for any q = 2 e , e > 1.) Suppose now q = 2 e for some e ≥ 3. Let k 0 = 3q 2 +3q+q−5. Remark 5.8. The proof shows that when p ≥ 5 the degrees of exceptional primes will divide the least k ≥ 2 such that a k = 0, i.e., the order of −2 in F * p . The data shows that for q ≤ 49, the exceptional degree is equal to this k. Moreover the non-exceptional part is [1]. For example, for p = 11, these exceptional primes have degree 5.
When p = 2, q > 2, the data shows that the non-exceptional part seems to be [2] for q = 4 and [1] 2 for q > 4. The exceptional primes occur to multiplicity 1, as can be checked by a derivative calculation (after dividing by the observed non-exceptional part). Moreover if q = 2 e with e ≥ 3, computer experiments suggest that k 0 = 3q 2 + 3q + (q − 5) is the smallest exceptional k and all the exceptional primes for k 0 have degree 4 if e is odd, and degree 3, if e is even.
of f regarded as a polynomial in X j 0 with coefficients in S. By (5.2) this coefficient is (5.4)
where the sum is over all matrices C = (c ji ) j=0,...,e+1,i=0,. ..,d+1 with r C = (r, q − 1, q − 1, . . . , q − 1), c C = (c 0 , . . . , c e+1 ) t and c j 0 as in (5.3).
The multinomial with c j 0 = q − 1 in the numerator has value (−1) r = (−1) (k) , since q − i = −i in characteristic p. The main observation is that if we define the matrix C as (c ji ) j=0,...,e+1,j =j 0 ,i=1,. ..,d+1 , and if we use the shape in (5.3) of c j 0 and the analog of (5.2) for S d (−k), then it is immediate that expression (5.4) is equal to (−1) (k) S d (−k), and this completes the proof.
The following result is a direct consequence of Theorem 5.9.
Moreover if k is exceptional, then so is k, and if j 0 ≤ e, the converse also holds. Proof. We see, for instance by Proposition 5.5 (5) , that 1 m is irregular if and only if m ≥ 3. Adding 0 digit at the end is multiplication by the prime q and preserves regularity and irregularity. By Corollary 5.10, when q = 3, adding 2 in front also preserves regularity and irregularity. By (3) of Proposition 5.5 permuting digits also preserves regularity and irregularity. Combining these, the corollary is proved. Remark 5.14. We note that Hypothesis (H6.3) implies, for example, that J ℘,2 is never ordinary for q = 3 and a prime ℘ of degree at least 3.
Computer experiments relying crucially on Corollary 5.11 suggest that for q = 3 and large f ∈ Z ≥0 one cannot expect the components J ℘,d to be ordinary for all ℘ of degree f for pairs (d, f ) not covered by Corollary 5.13.
For q = 5 a family similar to the first one in Corollary 5.13 exists, namely J ℘, 6 for ℘ of even degree. For larger primes q we have no evidence for the existence of such families.
From Corollary 5.10 and Proposition 5.6 we deduce the following result. Some exceptional primes in Q are not exceptional for k and some occur with multiplicity. We denote by (a, b) a product of a distinct exceptional primes of degree b. Then Q takes the shapes (2, 3), (6, 4) , (12, 5) , 12) , respectively, for m = 3, . . . , 9. Moreover, e.g., (78, 9) represents the same product in both cases, whereas the 702 other primes of degree 9 are distinct from those 78. The primes of degree at least m in Q are exceptional for k m , but those of the lower degree are not exceptional for k m .
Conjectural prediction of bracket factors of the irregular part for q = 3. Let q = 3 in this part. Let k be irregular, i.e., (by Corollary 5.11) k has at least three 1's as digits. We define the "irregular bracket part" I b (k) to be the divisor of I(k) of the form i≥1 [i] 
Hypothesis (H6.4). Write
The simplest example is k = 1+q m +q n , with 0 < m < n, then
where r is the gcd of m and n. This is seen as follows. As in the proof of Theorem 4.6, the leading term is −X = −(t 
Observations.
Absence of exceptional primes in certain low degrees. By Proposition 5.5 (6), primes of degree one or two are never exceptional. Hypothesis (H6.3) suggests that for any m ≥ q, we can find exceptional primes of degree m. We observed that for q = p = 5, 11, 17, and for q = 4 primes ℘ of degree 3 are not exceptional. The following proposition summarizes our computations for odd primes q: Checking primes ℘ of degrees larger than 5 systematically seemed computationally very difficult.
Orbits of exceptional primes and their size. Let us now fix q a prime number and d the degree of possibly exceptional primes ℘ ⊂ A. The prime ℘ can be exceptional for many k < q deg ℘ − 1. So for each ℘ let Exc ℘ be the list of such k. In experimental computations (for many q, mostly prime, and many degrees) it turns out that the sets Exc ℘ were the same for many (exceptional) primes ℘. We therefore partition the set 2 4 While the expression for I(121) in "brackets" [i] is not short, it has an obvious simple pattern in it. We observe also, that in both cases the expressions in brackets are homogeneous and wonder if there are indeed simple predictions of polynomials in the [i]'s that would give the exceptional parts.
k with many symmetries. From our data it seems that certain k with high symmetry also have a tendency for a large set of exceptional primes. We have no explanation and except for (H6. 
