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Abstract
Let p be a prime. This paper classifies finite connected reductive groups G in characteristic p with
the property that all complex character values of G belong to an unramified above p extension of
the field of rational numbers. The main application of these results is to the problem of describing
the irreducible complex (or p-adic) representations of G that remain absolutely irreducible under the
Brauer reduction modulo p. An efficient approach to solve this problem for p > 3 has been developed
in our paper [Proc. London Math. Soc. (3) 84 (2002) 439]. Together with [Proc. London Math. Soc.
(3) 84 (2002) 439], Theorem 1.9 of the paper solves this problem for many finite connected reductive
groups in characteristic p > 3. Additionally, we show that all complex representations of any finite
connected reductive group with no composition factor of type E7(2f ), E8(2f ), and E8(5f ) can be
realized over a quadratic extension of an unramified (above p) extension of Q.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a finite group and let φ be a complex representation. One says that φ is
realizable over a field P and that P is a realization (or splitting) field for φ if φ is equivalent
to a matrix representation over P . If P is a realization field for every representation φ of G,
one calls P a splitting field for G. A standard result of the representation theory says that
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one specify a smaller or even a smallest splitting field? Let e be the exponent of G and
let ε be a primitive e-root of 1. A classical result of R. Brauer (1945) states that Q(ε) is
a splitting field for G. Let χ be the character of φ and set Q(χ) =: Q({χ(g) | g ∈ G}).
Clearly, Q(χ) is contained in every splitting field for φ. It is well known that Q(χ) itself
is a splitting field for φ if and only if φ is of Schur index 1. Properties of Q(χ) and of
the Schur index are studied in numerous publications and constitute an important part of
the representation theory of finite groups. These are of particular interest for groups of Lie
type which character theory is very rich and is currently one of the most active research
areas of the representation theory of finite groups.
This paper contributes to the understanding of the character fields Q(χ) of the
representations of finite groups G of Lie type. Let p be the defining characteristic for
G. We study the p-ramified part Qp(χ) of Q(χ) which is defined to be the intersection
Qp(χ) =: Q(χ) ∩ Q(η) where η is a primitive pa -root of 1 with large a, say, a > |G|.
The regularities we have found look rather fundamental. It turns out that (Qp(χ) :Q) is at
most 2, except for some representations of E7(2f ), E8(2f ), and E8(5f ), cf. Section 10.
For the applications which we have originally been motivated by it is more important
to decide when Qp(χ)=Q. This question remains unsolved in general, but we provide a
complete list of finite connected reductive groups G for which the equality holds for every
irreducible complex character χ , cf. Theorem 1.9. Surprisingly, the list is quite extensive.
The groups in the list are exactly those all of whose representations are realizable over an
unramified above p extension of Q. To obtain the list, we do not need any precise informa-
tion on the character values χ(g). In fact, the problem can be transformed to an equivalent
problem on properties of unipotent elements inG, which are the main object of study in this
paper. Unipotent elements plays an exceptional role in the theory of algebraic groups and
groups of Lie type, and there is extensive literature devoted to them. However, the aspect of
rationality of unipotent elements was hardly touched. Our results are new even for regular
unipotent elements, and we also consider the bad prime case which is usually excluded.
If the characteristic p is large enough, say larger than the Coxeter number, then the proof
of many statements in the paper can be substantially shortened. However, the general case,
especially when p is a bad prime, and the treatment of groups of Lie type in different
isogeny classes, require much more attention.
To state our results we fix some notation. Throughout the paper, by a finite connected
reductive group we mean the fixed point subgroup GF for a Frobenius map F on a
connected reductive algebraic group G defined over a field of characteristic p > 0, and we
will assume that GF is not solvable. If G is simple, we denote by q = q(F ) the common
absolute value of all eigenvalues of F (on the space of characters of a maximal torus
of G) (see [4, p. 35]) and write G= G(q) in this case (but observe G might be twisted or
untwisted). In general, if G= GF then the condition “q(F ) is a square” for G means that
the absolute value of every eigenvalue of F is a square (of an integer). If G is a connected
reductive group in characteristic p, then we say that p is almost good for GF , if
(a) p 	= 5 whenever G′ has a simple component of type E8,
(b) p 	= 2 whenever G′ has a simple component of type F4, E7, or E8, and
(c) GF has no composition factor which is a Suzuki group.
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group of Lie type can remain irreducible modulo the defining characteristic p. One of the
main results of [38] is the following:
Theorem 1.1. Let G be a finite connected reductive group in characteristic p > 3 with no
simple component of type A1. Let Θ be an irreducible complex representation of G with
solvable kernel character field which is unramified above p. Then Θ (mod p) is absolutely
irreducible if and only if Θ is the Steinberg representation of G (multiplied possibly by a
representation of degree 1).
Similar results but for all finite groups of Lie type defined over big enough fields Fq , and
also some results concerning the characteristics 2 and 3 have been obtained in our recent
paper [39].
Theorem 1.1 motivates our interest in the following rationality problems:
Problem 1.2.
(i) Given a finite group G of Lie type in characteristic p, determine the irreducible
complex representations of G whose character values belong to an unramified above
p extension of Q.
(ii) Set K=Q(exp(2π i/|G|p′)). Determine the finite groups G of Lie type in characteris-
tic p whose complex irreducible representations are all realizable over K.
Let χ be an irreducible complex character of a finite group G. By Lemma 2.1, if
Q(χ) is unramified above p (which is equivalent to Q(χ) being contained in K :=
Q(exp(2π i/|G|p′)), in other words, Qp(χ) = Q), then χ can be realized over an
unramified extension of Qp; moreover, if G is insoluble then χ can be realized over K,
see Lemma 2.7. For this reason we call such a character unramified. (The term p-rational
is used for this purpose in [18].)
From the Deligne–Lusztig theory one can deduce a lot of information about character
values of finite groups of Lie type. For instance, each Deligne–Lusztig character is
unramified above p, and so is each integer linear combination of Deligne–Lusztig
characters, cf. [38, Corollary 3.16]. We expect that the property of being ramified is a
fairly rare exception. In spite of many deep results on character values of G, see especially
Lehrer [22] and Digne et al. [10], Problem 1.2 does not seem to be easy to approach.
The most general result we have obtained concerning Problem 1.2 is the following
theorem:
Theorem 1.3. Let G= GF be an arbitrary finite connected reductive group over a field of
characteristic p, where p is almost good for GF . Set K=Q(exp(2π i/|G|p′)). Then every
complex representation of G can be realized over K if p = 2 and over K(√p ) if p > 2.
Observe that the assumption that p is almost good cannot be removed, as shown by the
exampleG=E8(q)with 5 | q , cf. Corollary 5.8(ii); but one can still show in the case p = 5
that all representations of G can be realized overK(exp(2π i/5)), cf. Proposition 10.12. On
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K(i). See Propositions 10.11 and 10.13 for partial results in the case p = 2 is not almost
good for G.
In this paper we do not consider part (i) of Problem 1.2 in full generality, as it seems
to require much computational work. Instead, we concentrate on part (ii), that is, we try to
determine the groups all of whose characters are unramified. This problem is closely related
to the property of strong rationality of unipotent elements of G. Namely, a p-element
u ∈G is called strongly rational if whenever u centralizes a semisimple element s ∈ G,
all elements ui with (i,p) = 1 are conjugate in CG(s). Clearly, this is a purely group-
theoretical property. A conjugacy class gG (where g ∈G is not necessarily a p-element)
is called p-ramified if it is not a Q(exp(2π i/|G|p′))-class in the sense of [8, p. 492]. It
follows from the Witt–Berman Theorem [8, p. 492] that the number of ramified characters
of G is equal to the number of ramified classes.
We will also discuss the following questions:
Problem 1.4. Which conjugacy classes of p-elements are rational? Which are strongly
rational? How many conjugacy classes do the p′-powers of a given p-element generate?
Theorem 1.5. Let G be a connected reductive algebraic group in characteristic p and
G= GF . Assume that p is almost good for GF . Let s, u ∈G be semisimple and unipotent
elements, respectively, satisfying su= us. Then the elements u with  being coprime to p
belong to at most two CG(s)-conjugacy classes. In fact, u is always conjugate in CG(s)
to u if  (mod p) is a nonzero square in Fp .
Our general result concerning character values of finite groups of Lie type is the
following theorem.
Theorem 1.6. Let G be a connected reductive algebraic group in characteristic p and
G = GF . Assume that p is almost good for GF . Let χ ∈ Irr(G), g ∈G and let m = |g|p′
be the p′-part of |g|. If p = 2, or if q(F ) is a square and p is good for all simple
components of exceptional type of G′, then χ(g) ∈ Z[exp(2π i/m)]. Otherwise χ(g) ∈
Z[exp(2π i/m), 12 (1+
√
(−1)(p−1)/2p )].
When this paper was almost complete, we received a preprint of Geck [16] containing
a result related to Theorem 1.6. Under essentially more restrictive assumptions on p, he
proves that all character values belong to the ring Z[exp(2π i/m), 12 (1+
√
(−1)(q−1)/2q )]
for q = q(F ). Geck’s results have been obtained independently and his method is entirely
different; in particular, it uses Lusztig’s theory of character sheaves [25]. Under the
influence of Geck’s preprint, we have slightly refined Proposition 4.6 which deals with
the case p > h where h is the Coxeter number.
Observe that all characters of G are unramified provided that all its p-elements are
strongly rational, cf. Lemma 2.8. Strong rationality of all unipotents in G clearly follows
from the rationality of all unipotents in the centralizers of all semisimple elements s ∈G.
Therefore, we start with rationality of unipotent elements. The problem of determining
rational conjugacy classes in groups of Lie type is of essential interest for the approach to
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Theorem 1.7. Let G be a simple simply connected algebraic group in characteristic p,
G= G(q), and u ∈G a regular unipotent element. Then u is rational in G if and only if
one of the following holds:
(i) q is a square, and p is good if G is of exceptional type.
(ii) G= SLεn(q) and either q is even, or n is odd, or n/(n, q − ε) is even.
(iii) G= Sp2n(q) or Ω±2n(q), where q is even.
(iv) G = Spinεn(q), q is odd, and either n ≡ 0,2,±1 (mod 8), or n is even and −ε =
(−1)n(q−1)/4.
(v) G= 3D4(q).
(vi) G ∈ {G2(q),E6(q), 2E6(q)}, and p 	= 3.
(vii) G ∈ {F4(q),E8(q)}, and p is a good prime.
Theorem 1.8. Let G be a simple simply connected algebraic group in characteristic p, not
of type E8, and let G= G(q). Then all unipotent elements are rational in G if and only if
one of the following holds:
(i) q is a square, and p is good if G is of exceptional type.
(ii) G= SLεn(q) and either q is even, or n is odd, or n/(n, q − ε) is even.
(iii) G= Sp2n(q) or Ω±2n(q), and q is even.
(iv) G = Spinεn(q) with q odd, and either n = 7,8,9,16,17,24, or n is even and
−ε = (−1)n(q−1)/4.
(v) G= 3D4(q).
(vi) G ∈ {G2(q),E6(q), 2E6(q)}, and p 	= 3.
(vii) G= F4(q) and p 	= 2,3.
It turns out that strong rationality of all unipotent elements is not such a rare
phenomenon as one might expect. In particular, strong rationality holds in any classical
group with connected center. On the other hand, the rationality of unipotent elements in
finite groups of Lie type does not imply the strong rationality, cf. Remark 8.22.
Theorem 1.9. Let G= GF be a finite connected reductive group in characteristic p.
(A) Each unipotent element of G is strongly rational (hence all complex representations
of G are unramified) if at least one of the following holds.
(i) q(F ) is a square, and p is a good prime for all simple components of exceptional
type of G′.
(ii) G = GLn(q), Un(q), SL2n+1(q), SL2n(q) with n/(2n,q − 1) ∈ Z, SU2n+1(q),
SU2n(q) with n/(2n,q + 1) ∈ Z, CSp2n(q), SO±n (q), CSpin±n (q) with q odd,
Sp2n(q) and Ω±n (q) with q even, Spinε2n(q) with q odd and −ε = (−1)n(q−1)/2,
Spin+(q), Spin9(q), or 3D4(q).8
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(iv) G= F4(q) and p 	= 2,3.
(B) Conversely, assume that all unipotent elements in G are strongly rational and that G
is simple simply connected. Then either (i) holds, or G is one of the groups listed in
(ii)–(iv).
One cannot drop the assumption that p is a good prime in part (i) of Theorems 1.7–1.9.
Observe that in these theorems the groupsE6(q) and 2E6(q) can be of simply connected or
adjoint type. On the other hand, the groups E7(q)sc, E7(q)ad, and E8(q) contain unipotent
elements which are not strongly rational. For groups G = GLn(q) and SLn(q) the result
was known before from works of Gow [17] and Turull [40].
One can observe that the notions of rationality and strong rationality make sense for
algebraic groups. In this generic case each unipotent element is strongly rational, cf.
Proposition 4.3.
Notation. Throughout the paper,C,Q,Qp are the fields of complex, rational and p-adic
numbers, respectively. Fq is the field of q = pf elements, F•q = Fq \ {0}, F•2q = {α2 |
α ∈ F•q}. By P we denote the algebraic closure of Fp. The symbols Z and N are used for
the sets of integers and positive integers, respectively. |x| is the absolute value of a complex
number x or the order of an element x of a group G. For an integer N , let Np and Np′ be
the p-part and the p′-part of N , respectively. The restriction of a representation Θ of G to
a subgroup X of G is denoted by the symbol Θ|X. G denotes an algebraic group over P,
with Go , Gsc, and Gad being the connected component of the identity, the groups of simply
connected and adjoint type, respectively. The prime p is said to be good for a connected
reductive group G if p is good for every simple component of G′. F stands for the standard
Frobenius endomorphism associated with raising elements of Fp to pth power. If F is a
field of odd characteristic and V = Fn is a nondegenerate orthogonal space, then the special
Clifford group of V is denoted by CSpin(V ) (D0(V ) under notation of [14]). In the case F
is algebraically closed, CSpin(V ) is a connected reductive algebraic group, whose quotient
by the connected centre is SO(V ). In the case F= Fq , we denote CSpin(V ) by CSpinn(q).
CSp2n(q) denotes the conformal symplectic group. For other classical groups we use the
standard notation.
2. Realization fields and rationality properties of unipotent elements
The proof of the following two lemmas can be found in [38].
Lemma 2.1. Let χ be a complex irreducible character of G all of whose values belong
to an unramified extension of Qp . Then there exists a finite unramified extension L of Qp
such that χ is a character of a representation over L.
Lemma 2.2. Let G be a connected reductive algebraic group over P, F a Frobenius map of
G, G= GF , and K =Op′(G). Then K =K1 ∗ · · · ∗Km is a central product of some sub-
groups Ki ✁G, where Ki =Op′(Hi), Hi =Gi/Zi for some finite central p′-subgroup Zi ,
and Gi = GFni for some simple components Gi of G′ and some integer ni , 1  i  m.i
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is unipotent. Moreover, Ki is quasi-simple if p > 3.
Now we introduce a few definitions, whose significance becomes clear from Lem-
mas 2.1 and 2.8.
Definition 2.3. Let G be a group and χ a complex character of G. We call χ unramified
over p (or p-rational) if the field Qp(χ) is an unramified extension of Qp. (This is
equivalent to saying that χ(G)⊆Q(exp(2π i/|G|p′)).) In this case we also call the complex
representation Φ of G corresponding to χ unramified over p. (By Lemma 2.1, Φ can be
realized over an unramified extension of Qp .)
Definition 2.4. Let G be a finite group and p a prime. Let x ∈G be a p-element.
(i) x is said to be rational, respectively half-rational, if all p′-powers of x are conjugate
to x in G, respectively if all p′-powers of x belong to at most two G-conjugacy
classes.
(ii) x is said to be strongly rational, respectively strongly half-rational, if for any
p′-element y ∈G with [x, y] = 1, x is rational, respectively half-rational, in CG(y).
(iii) Assume p = 2. Then x ∈ G is said to be half-∗-rational, if for all  ≡ 1 (mod 4),
x is conjugate to x . Furthermore, x is said to be strongly half-∗-rational, if for any
p′-element y ∈G with [x, y] = 1, x is half-∗-rational in CG(y).
We say that G has property (R), respectively (SR), ( 12R), ( 12SR), ( 12R∗), ( 12SR∗), if
every p-element in G is rational, strongly rational, half-rational, strongly half-rational,
half-∗-rational, strongly half-∗-rational, respectively.
Lemma 2.5. Let G be a finite group G and p > 2 be any prime. A p-element u ∈G is half-
rational if and only if u is G-conjugate to u for any integer  with 0 	=  (mod p) ∈ F•2p .





For any p-element u ∈G and any integer  with 0 	=  (mod p) ∈ F•2p ,
u is G-conjugate to u.
Proof. The “if” part is obvious. Conversely, assume that some u ∈ G of order pn is
half-rational but there is a p′-power um of u such that u and um are not conjugate.
Let A = (Z/pnZ)∗ denote the group of units of the ring Z/pnZ and let B = {b ∈ A |
ub is conjugate to u}. It is easy to check that B is a subgroup ofA,B 	=A andA= B∪mB .
Thus (A :B) = 2. But p is odd, hence A has a unique subgroup of index 2, namely
{b ∈A | b (mod p) ∈ F•2p }. Thus ( 12R′) holds for u. ✷
Lemma 2.6. Let G be a finite group and let x ∈G be a p-element.
(i) If x is rational in G, then χ(x) ∈ Z for any complex character of G.
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any complex character of G.
(iii) If p = 2 and x is half-∗-rational in G, then χ(x) ∈ Z[i] for any complex character
of G.
Proof. Let ε be an |x|th primitive root of unity. Then χ(x) ∈ L := Q(ε). If x is rational
then χ(x) is an algebraic integer stable under all elements of Γ := Gal(L/Q). Hence
χ(x) ∈ Z. Suppose that x is half-rational and p is odd. Then Γ has a unique subgroup
Γ1 of index 2. As in the proof of Lemma 2.5 one can show that χ(x) is stable under Γ1.
Hence χ(x) ∈ LΓ1 =Q(√(−1)(p−1)/2p ). But χ(x) is an algebraic integer, whence χ(x) ∈




φ ∈ Γ | φ(ε)= εm for some m≡ 1 (mod 4)}.
Hence χ(x) ∈ LΓ2 =Q(i). But χ(x) is an algebraic integer, whence χ(x) ∈ Z[i]. ✷
Below is a number-field analogue of Lemma 2.1.
Lemma 2.7. Let G be a finite group and p be a prime. If p = 2, assume in addition
that G is not solvable, or that gcd(|G|,15) 	= 1. Let K be a subfield of C containing
Q(exp(2π i/|G|p′)). Then the Schur index mK(χ) over K of any complex irreducible
character χ of G is 1.
Proof. A result of Fong (cf. [18, Corollary 10.13]) states that mK(χ)= 1 unless possibly
p = 2 and mK(χ) = 2. Suppose that mK(χ) = 2. Since mK(χ) = mK(χ)(χ), we may
assume that K(χ) = K. By [7, Theorem 70.28], there exist an extension F of K, an
(F,2)-elementary subgroup H of G, and a character θ ∈ Irr(H) such that mK(θ)= 2. The
condition that H is (F,2)-elementary means that H is an extension of a cyclic subgroup
C = 〈c〉 of some odd order m by a 2-subgroup P , and, for any x ∈ P , if xcx−1 = ct then
the map ω → ωt induces an element of Gal(F(ω)/F), where ω is a primitive mth root of
unity. As K and F contain all mth roots of unity, it follows that C is central in H , and θ |C
can be realized overK. Setting θ ′ = θ |P , we see that θ ′ ∈ Irr(P ) and mK(θ ′)=mK(θ)= 2.
By [18, Problem 10.5], the last equality implies that −1 is not the sum of two squares inK.
But, on the other hand, we are assuming that |G|p′ is divisible by 3 or by 5 if p = 2 (by the
celebrated N -group theorem of J. Thompson, the order of any non-Abelian finite simple
group is divisible by 3 or 5). Observe that (cf. [13]) that −1 is a sum of two squares in the
cyclotomic fieldsQ(exp(2π i/3)) and Q(exp(2π i/5)). Indeed, if ω is a root of order 3 then
ω+ω2 =−1, if ω is of order 5 then (ω−ω−1)2 + (ω2 −ω−2)2 =−1. Thus −1 is a sum
of two squares in K, which is a contradiction. ✷
Lemma 2.8. Let G be a finite group and p be a prime. Let K=Q(exp(2π i/|G|p′)).
(i) Suppose that every p-element in G is strongly rational. Then all complex repre-
sentations of G are unramified over p. More precisely, if χ ∈ Irr(G) and g ∈ G,
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the p′-part of |g|. Moreover, if we assume in addition that G is not solvable or
gcd(|G|,15) 	= 1 when p= 2, then K is a splitting field for G.
(ii) Suppose p > 2 and that every p-element in G is strongly half-rational. Then all
complex representations of G can be realized overK(
√
(−1)(p−1)/2p ). Furthermore,
if χ ∈ Irr(G) and g ∈G then χ(x) ∈ Z[ωm, (1+
√
(−1)(p−1)/2p )/2].
(iii) Suppose p = 2 and that every p-element in G is strongly half-∗-rational. Then all
complex representations of G can be realized over K(i). Furthermore, if χ ∈ Irr(G)
and g ∈G then χ(x) ∈ Z[ωm, i].
Proof. (i) Let z be any element in G, and let x and y be the p-part and p′-part of z,
respectively. Set H = CG(y). By Lemma 2.6, τ (x) ∈ Z for any irreducible character τ
of H . Let Φ be any complex representation of G, with character χ , and let χ |H = τ1 +
· · ·+ τt where τi are irreducible characters of H . Then τi(xy)= τi(x)τi(y)/τi(1). Clearly,
τi(y)/τi(1) ∈ Z[ωm] by Schur’s lemma, whence τi(z) = τi(xy) belongs to Z[ω|g|p′ ] for
each i . It follows that χ(z) ∈ Z[ωm] ⊂K. Thus Q(χ(G)) is contained in K, and so χ is
unramified over p. By Lemma 2.7, Φ can be realized overK.
(ii), (iii): Similarly to (i). ✷
Next we establish a converse of Lemma 2.8. Let G be a finite group, K a field and ω a
|G|th primitive root of 1. Set F=K(ω) and Γ = Gal(F/K). Then Γ preserves the cyclic
group 〈ω〉. Let X = 〈x〉 be a cyclic subgroup of G. Express X = X1 ∪ · · · ∪ Xr where
Xi =:X∩Ci for a conjugacy class Ci of G (i ∈ {1, . . . , r}) and C1, . . . ,Cr are distinct. Fix
an embeddingX→〈ω〉 and then view X as a subgroup of 〈ω〉. Then Γ preservesX as well
as subgroups of X. Besides, if g ∈G and gxig−1 = xj then g ∈NG(Y ) where Y = 〈xi〉. It
follows that both g and Γ normalize Y . As Aut(Y ) is an Abelian group, for any γ ∈ Γ we
have γ (gxig−1)= gγ (xi)g−1. Therefore, Γ permutes X1, . . . ,Xr . Furthermore, distinct
embeddings X→ 〈ω〉 differ from each other by an automorphism of X, hence the action
of Γ on X1, . . . ,Xr does not depend on the choice of the embedding in question. It follows
that one can extend this action of Γ to C1, . . . ,Cr , as the action of Γ on C1, . . . ,Cr does
not depend on the choice of x in the class xG. Therefore, the action of Γ on the conjugacy
classes of G is well defined.
Definition 2.9. The sets
⋃
γ∈Γ γ (C) where C is a conjugacy class of G are called the
K-classes of G.
Lemma 2.10. Let G be a finite group,K=Q(exp(2π i/|G|p′)) and F=Q(exp(2π i/|G|)).
Let u, s ∈ G be commuting a p-element and a p′-element, and let g = su. Then the
following are equivalent:
(i) gG is a K-class;
(ii) u is rational in CG(s).
Proof. (i) ⇒ (ii). Observe that Γ := Gal(F/K)  Gal(Q(exp(2π i/|G|p))). Therefore,
for any  ∈ N coprime to p, there is γ ∈ Γ such that γ(u) = u. On the other hand,
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that xgx−1 = γ (g). Thus xsux−1 = su. If pi is the order of u, then spi = (su)pi =
(xsux−1)pi = x((su)pi )x−1 = xspi x−1. Since s is a p′-element, it follows that xsx−1 = s,
and so x ∈CG(s). Now xux−1 = u, i.e., u is conjugate to u in CG(s).
(ii) ⇒ (i). Let γ ∈ Γ . Then γ (g) = g for some  coprime to |g|. As K =
Q(exp(2π i/|G|p′)), we have γ (s) = s. Since s ∈ 〈g〉, we must have γ (s) = s. Thus
s = s. According to (ii), there is x ∈ CG(s) such that xux−1 = u as  is coprime to p.
Now we get xgx−1 = xsx−1 · xux−1 = su = su = g = γ (g). Thus γ (g) ∈ gG for any
γ ∈ Γ , whence gG is a K-class. ✷
By the above, Γ acts both on the set Cl(G) of the conjugacy classes and on the set of
Irr(G) of the irreducible characters of G. By Burnside’s lemma [18, Theorem 6.32] the
characters of the permutation modules associated to these two permutation sets coincide.
If Γ is cyclic then it follows that these two permutation sets are isomorphic. This
implies:
Lemma 2.11. Suppose that Γ = Gal(F/K) is cyclic where K is as in Lemma 2.10. Then
the number of irreducible characters χ of G with Q(χ) ⊆ K is equal to the number of
G-conjugacy classes that are K-classes.
Corollary 2.12. Keep the notation of Lemma 2.10 and set Γ :=Gal(F/K).
(i) Every G-class is a K-class if and only if every p-element of G is strongly rational.
(ii) Assume in addition that Γ is cyclic. Then all character values of G belong to K if and
only if every p-element of G is strongly rational.
(iii) Let L⊆ F be an extension of K and (L :K)= 2. Assume in addition that Γ is cyclic.
If all character values of G belong to L then every p-element in G is strongly half-
rational.
Proof. (i) follows from Lemma 2.10. (ii) follows from Lemma 2.11 and (i).
(iii) Since L/K is a Galois extension, L is Γ -stable. It follows that Γ -orbits of the
irreducible characters of G are of size at most 2. By Brauer’s lemma the Γ -orbits on
classes are of size at most 2. Let g = su ∈G where su = us and u is a p-element, s is a
p′-element. Set X = 〈u〉. Then Γ permutes conjugacy classes sv where v runs over the set
X \Xp of generators of X. If gsvg−1 = sv′ where v, v′ ∈X \Xp then g ∈ CG(s). Hence
the set {sv}v∈X\Xp consists of at most two CG(s)-classes. Let N denote the normalizer of
X in CG(s). It follows that N/CG(u) projects to a subgroup of index 2 in Aut(X). This
means that u is half-rational in CG(u). ✷
If p > 2 then Γ is cyclic, if p = 2 then it is of rank at most 2. If Γ is noncyclic of order 4
then the character field of a particular character can beK(
√−1 ), K(√−2 ) orK(√2 ), see
comments in Thompson’s paper [37]. This means Γ can have an orbit of size 4 on the
classes and no orbit of size 4 on the characters.
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In this section, for reader’s convenience, we collect some information about the
centralizers of semisimple elements of groups of Lie type. In general the following is true:
Lemma 3.1. Let G be a connected reductive algebraic group in characteristic p, and s ∈ G
a semisimple element.
(i) CG(s)o is connected reductive and contains all unipotent elements of CG(s).
(ii) If G is semisimple and simply connected then CG(s) is connected.
Proof. Statement (i) is essentially [1, E-II.4.1] (see also [4, Theorem 3.5.4]) and [1, E-
II.4.4]. Statement (ii) is [1, E-II.3.9]. ✷
In the case G= GF is a classical group, the structure of C := CG(s) is described in [3],
see also [14]. For our purposes we need a more detailed information about C. Since the
calculations are very similar to the ones used in [3], we skip the details and just list the
results needed for the next sections.
Let V be the natural module for G.
Lemma 3.2. Let G=GLn(q) and s ∈G be a semisimple element. Let f (t)=∏mi=1 f nii be
the characteristic polynomial of s on V , where the polynomials fi ∈ Fq [t] are irreducible




)×GLn2(qk2)× · · · ×GLnm(qkm).
Lemma 3.3. Let G= Un(q) and s ∈G be semisimple. Then CG(s) is a direct product of
groups of the form GLm(q2k), or of the form Um(qk) with k odd.
Next, we consider the following situations:
(CSp) q is odd, V = Fnq is endowed with a nondegenerate alternating bilinear form (· , ·),
G = CSpn(q) the corresponding conformal symplectic group. For every g ∈ G,
there is τ (g) ∈ F•q such that (g(u), g(v))= τ (g)(u, v) for all u,v ∈ V .
(O) q is odd, V = Fnq is endowed with a nondegenerate symmetric bilinear form (· , ·),
G=On(q) the corresponding orthogonal group.
(Q) q is even, V = Fnq is endowed with a nondegenerate quadratic form Q, G=On(q)
the corresponding orthogonal group.
Lemma 3.4. Let q be odd and G= CSp2n(q). Let s ∈G be semisimple. Then there are a
finite number, say t , of subgroups Hi , i = 1, . . . , t , of G such that:
(i) the map g → τ (g) maps each Hi surjectively onto F•q  Zq−1, and the kernel of this
map is isomorphic to GLm(qk), Um(qk), Sp2m(q), or Sp2m(q2);
(ii) CG(s)= {(x1, x2, . . . , xt ) | xi ∈Hi, τ (x1)= τ (x2)= · · · = τ (xt )}.
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form GLm(qk), Um(qk), Sp2m(q), or Sp2m(q2).
Lemma 3.5.
(i) Let G=On(q). Let s ∈G be semisimple. Then CG(s) is a direct product of groups of
form GLm(qk), Um(qk) and O±m(q).
(ii) Let q be odd and G = SOεn(q). Let s ∈ G be semisimple. Then CG(s) = A × B ,
where A is a direct product of groups of form GLm(qk), Um(qk), and there are some
m1,m2  0 and some ε1, ε2 ∈ {+,−}, such that
SOε1m1(q)× SOε2m2(q) B Oε1m1(q)×Oε2m2(q).
Lemma 3.6. Let q be even and G= Sp2n(q). Let s ∈G be semisimple. Then CG(s) is a
direct product of groups of form GLm(qk), Um(qk) and Sp2m(q).
Lemma 3.7.
(i) Let q be even and G=O±2n(q). Let s ∈G be semisimple. Then CG(s)=H1 ×H2 ×
· · · × Ht , where H1 = O±2r (q) with r  0, and each Hi , 2  i  t , is isomorphic to
GLm(qk) or Um(qk).
(ii) Let q be even and G=Ω±2n(q). Let s ∈G be semisimple. Then one of the following
hold.
(a) CG(s) is a direct product of groups of form GLm(qk), Um(qk), and Ω±2m(q).
(b) q = 2, the characteristic polynomial of s is (t2 + t + 1)2(t − 1)2rh(t) with
h(t) ∈ F2[t] coprime to t3 − 1 and r  0. Furthermore,
K1 ×K2 ×H3 × · · · ×Ht  CG(s) (K1 ×K2 ×H3 × · · · ×Ht) · Z2,
where K1 is the unique subgroup of index 2 in H1 := U2(2), K2 = Ω±2r (2) is of
index 2 in H2 = O±2r (2), and each Hi , 3  i  t , is isomorphic to GLm(2k) or
Um(2k).
4. Strong rationality of unipotent elements: Generalities
Let G be a connected reductive algebraic group over P and G = GF . A unipotent
element u ∈ G is called regular if dimCG(u) = rankG, and semiregular, respectively
distinguished, if every semisimple element in CG(u), respectively in CG(u)o, belongs to
Z :=Z(G).
Lemma 4.1 [38, Lemma 2.31]. Let G be a simple algebraic group.
(i) Suppose that G is classical and p is good for G. Then conjugacy classes of unipotent
elements u ∈ G are determined by the Jordan canonical form of u on the natural
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of odd size. In this exceptional case there are two classes with the same Jordan shape
(which fuse in O4m(Fq )); each of them is not distinguished.
(ii) Suppose that G is exceptional, and p > 2 if G is of type E7 or E8. Then conjugacy
classes of unipotent elements u ∈ G are determined by the Jordan canonical form of
their actions on the adjoint module and on the one of minimum dimension.
Lemma 4.2 [38, Lemma 2.32]. Let G be a simple algebraic group in characteristic p,
G = GF , and let u ∈ G be unipotent. Suppose that G is not of types 2B2(q), 2F4(q) and
2G2(q). If G 2Dn(q), we assume that p > 2 and u has at least one Jordan block of odd
size on the natural module. If G 3D4(q) then we assume that u is a root element. Then
uG meets G.
We first observe that connected reductive algebraic groups possess (SR).
Theorem 4.3. Let G be a connected reductive algebraic group. Then all unipotent elements
of G are strongly rational.
Proof. (1) Let G be a counterexample of minimum dimension. The minimality of G
implies that G is semisimple. Let s ∈ G be semisimple, u ∈ CG(s) be unipotent, and  ∈ Z
be such that (,p) = 1 and u and u are not conjugate in CG(s). Then u ∈ CG(s)o and
CG(s)o is reductive by Lemma 3.1. Since u and u are not conjugate in CG(s)o, the
minimality of G implies that G is simple, s ∈ Z(G) and u is semiregular.
(2) Here we assume that p is good if G is classical and p 	= 2 if G is of type E7
or E8. Observe that u and u have the same Jordan canonical form in any rational
representation of G. Therefore, the claim follows from Lemma 4.1, as the exceptional case
in Lemma 4.1(i) is ruled out by the semiregularity of u.
(3) Next assume that G is of type E7 or E8 and p = 2. The same reasoning as in (2)
implies that u and u have same Jordan canonical form while acting on the minimal module
and the adjoint module of G, but u and v := u are not conjugate in G. Thus (uG, vG) must
be one of the pairs listed in [21, Table C]; there is a single such pair for E7 and 7 such pairs
for E8. One can check that in each such a pair, at least one of them is not semiregular. But
in our case both u and v = u are semiregular, which is a contradiction.
(4) Finally, assume p = 2 and G is of type C or D. Then the results of Section 9 show
that u is rational in G, which is a contradiction. ✷
Lemma 4.4 [38, Lemma 2.30]. Let G be a connected reductive algebraic group over P,
u ∈ G be unipotent, and let u′ = u (mod Z(G)).
(i) u is semiregular in G if and only if u′ is semiregular in Gad. If u′ is distinguished
in Gad, then u is distinguished in G.
(ii) Suppose p is good and u is distinguished in G. Then u′ is distinguished in Gad.
(iii) Supposep is odd and G is of type Bn orDn, respectively Cn. Then u is distinguished if
and only if the Jordan form of u on the natural G-module consists of blocks of distinct
odd, respectively even, sizes.
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in a Levi subgroup H of G. If u ∈ GF then H can be chosen to be F -stable.
Clearly, GL2(q) has property (R). If q is odd, then SL2(q) possesses (R) if and only if
q is a square. More generally, one can prove the following:
Proposition 4.6. Let G be a simple algebraic group in characteristic p, G= GF = G(q),
and suppose that p is greater than the Coxeter number h of G. Then the following
statements hold:
(i) If q is a square then G has property (SR).
(ii) Theorem 1.6 holds for G with (1 + √(−1)(p−1)/2p )/2 replaced by (1 +√
(−1)(q−1)/2q )/2.
(iii) If G is of adjoint type, then G has property (R).
Proof. To prove (iii), observe that generalized Gelfand–Graev representations distinguish
unipotent elements from each other (cf. [15, Corollary 3.6]) and they take integral values
on unipotent elements, whence (R) follows from Lemma 10.3. (The authors are grateful
to M. Geck for pointing out this argument.)
To prove (i) and (ii), let u ∈ G be a unipotent element and s ∈ CG(u) a semisimple
element, and let χ ∈ Irr(G). Denote ε := exp(2π i/|s|), δ := (1 +√(−1)(q−1)/2q )/2. By
Lemma 3.1, D := CG(s)o is connected reductive, and u ∈ D. Clearly, u belongs to the
semisimple part D′ of D. Since p > h, up = 1. Now the main result of [36] applied to the
groupD′ and to the element u tells us thatD′ has a closed F -stable connected subgroupX
of type SL2 or PSL2 such that u ∈ X . Thus u ∈X :=XF  SL2(q) or PGL2(q). Assume q
is a square as in (i). Then all p′-powers of u are conjugate to u in X and therefore in CG(s).
Thus (SR) holds for G and so χ(su) ∈ Z[ε] by Lemma 2.8(i). Assume q is not a square.
Decompose χ |CG(s) =
∑t
i=1 τi for some τi ∈ Irr(CG(s)). Clearly, s ∈ Z(CG(s)), whence
τi(s)/τi(1) ∈ Z[ε], meanwhile τi(u) ∈ Z[δ] by inspecting character tables of X = SL2(q)
or PGL2(q). Hence χ(su)=∑ti=1 τi(u) · τi(s)/τi(1) ∈ Z[ε, δ]. ✷
We will see later that the assumption p > h in Proposition 4.6 is too strong.
Let X be any abstract group and σ ∈ Aut(X). For x, y ∈ X, we say x ∼σ y whenever
x = gyσ(g−1) for suitable g ∈X. Let H 1(σ,X) be the set of σ -equivalence classes in X.
If X is Abelian, the set X1 = {σ(g)g−1: g ∈ X} forms a subgroup in X so the above
equivalence reduces to x, y being in the same coset of X1. If X is Abelian and finite then
|X/X1| = |Xσ | =: |{g ∈X: σ(g)= g}|.
For any x ∈ G, the component group A(x) is defined to be CG(x)/CG(x)o. We will
frequently use the following consequence of the Lang–Steinberg Theorem.
Lemma 4.7. Let G be a connected linear algebraic group over P and F a Frobenius
endomorphism of G. Let x ∈ G =: GF , and let D(x) denote the set of all G-conjugacy
classes in G∩ xG .
P.H. Tiep, A.E. Zalesskiı˘ / Journal of Algebra 271 (2004) 327–390 341(i) The set D(x) is parametrized by elements of H 1(F,A(x)). In particular, |D(x)| =
|H 1(F,A(x))| and if CG(x) is connected then x, y ∈ G are conjugate if and only if
they are G-conjugate.
(ii) Suppose that p is a good prime, G is semisimple and u ∈ G is a semiregular unipotent.
Then CG(u) = CG(u)oZ where Z := Z(G) is finite. In addition, |D(x)| = |Z(G)|.
Also, if u,v ∈ GF and v ∈ uG , then v = xux−1 for some x ∈ G with x−1F(x) ∈Z .
Proof. (i) is just [1, E-I.3.4].
(ii) The fact that Z is finite is standard. Let g ∈ CG(u) and g = gsgu be the Jordan
decomposition of g. Then gs, gu ∈ CG(u). Since u is semiregular, gs ∈Z . Since p is good
and G is semisimple, gu ∈CG(u)o by [1, E-III.3.15], whence CG(u)= CG(u)oZ .
We claim that Z1 := CG(u)o ∩ Z = 1. Indeed, the semiregularity of u implies that
CG(u)o/Z1 is a linear p-group, whence it is nilpotent. But Z1 is central in CG(u)o,
so CG(u)o is also nilpotent. Thus the set X of its p-elements forms a closed subgroup
of CG(u)o. Clearly CG(u)o = XZ1 by semiregularity of u and X ∩ Z1 = 1. Now if
Z1 	= 1, then X is a closed subgroup of finite index > 1 of the connected group
CG(u)o, a contradiction. The above claim implies that A(x) and Z are isomorphic F -sets,
hence |H 1(F,A(x))| = |H 1(F,Z)|. The equality |H 1(F,Z)| = |ZF | follows from the
comments prior the lemma, and finally ZF =Z(G) according to [4, p. 98]. We have shown
that |D(x)| = |Z(G)|.
If u and v = yuy−1 ∈ GF , then yuy−1 = v = F(v) = F(y)uF(y)−1, whence
y−1F(y) ∈ CG(u). Hence y−1F(y) = za, where z ∈ Z and a lies in CG(u)o, which is
F -stable. By the Lang–Steinberg Theorem, a = b−1F(b) for some b ∈ CG(u). Replacing
y by x = yb−1, we get v = xux−1 and x−1F(x)= z, as desired. ✷
Let u ∈ GL(n,Fq) be a unipotent element. We say that u is homogeneous if its Jordan
form consists of blocks of single size. In the following two statements, suppose that
G= I (V ) is in one of the cases (CSp), (O), (Q), and (U) described in Section 3.
Lemma 4.8 (cf. [32, Lemma 6.10]). Let u ∈G be unipotent and let (ei | 1  i  a) and
(fj | 1  j  b) be two families of vectors such that (u − 1)(ei) = ei−1, (u − 1)(fj ) =
fj−1, where e0 = f0 = 0. Then
(i) (ei, fj )= 0 whenever i + j max(a, b);
(ii) if 1 i  a−1, 1 j  b−1 and i+j =max(a, b) then (ei+1, fj )+(ei, fj+1)= 0;
(iii) in the case (Q), Q(ei)= (ei, ei+1) provided that 1 i  a − 1.
Lemma 4.9 (cf. [32, Corollary 6.12]). Let V be a nondegenerate unitary, symplectic or
orthogonal space over an arbitrary field, and G = I (V ) be the isometry group of V .
Let u ∈ G be a unipotent element. Then there exists an orthogonal decomposition V =⊕∞
i=1 Vi of V where Vi are u-stable subspaces and u is homogeneous on each Vi .
Proof. Consider a Jordan basis for u on V , and let W be the subspace generated by
basis vectors corresponding to Jordan blocks of largest size, and W ′ be generated by all
the remaining basis vectors. Assume that U :=W ∩W⊥ 	= 0. Since u fixes U and u is
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by Lemma 4.8, whence v ⊥ V , i.e., V is degenerate, a contradiction. Therefore W is
nondegenerate, and u preserves the decomposition V =W ⊕W⊥. Now we can proceed by
induction on dim(V ). ✷
Lemma 4.10 (cf. [32, p. 23]). Let p > 2, V a nondegenerate symplectic or orthogonal
space over Fq , and let G = Sp(V ) or O(V ), respectively. Let u ∈ G be unipotent,
and let n1 < n2 < · · · < nt be all the sizes of Jordan blocks of u on V (disregarding
their multiplicities). Define A(u) = CG(u)/CG(u)o, Ao(u) = CGo (u)/CG(u)o. Let r be
the number of even (respectively odd) entries in {n1, n2, . . . , nt }. Then A(u)  Zr2, and
Ao(u) Zmax{0,r−1}2 if G =O(V ).
We mention the following useful fact.
Lemma 4.11. Let C be a finite group with normal p′-subgroup T . Let u,v be p-elements
in C. Then they are conjugate in C if and only if they are conjugate modulo T .
Proof. Suppose that u and v are conjugate modulo T . Then u is conjugate to vt for some
t ∈ T . Let V = 〈v〉 and X = VT . Obviously, V is a Sylow p-subgroup of X. Hence the
p-element vt ∈X is X-conjugate to some w ∈ V . Since X/T is Abelian, v ≡w (mod T ),
whence w−1v ∈ V ∩ T = 1, and so v =w. ✷
In order to deal with the case p is not almost good for G, we need some more auxiliary
statements.
Lemma 4.12. Let G be a simple algebraic group and F a Frobenius map on G. Assume that
u ∈ GF is a unipotent element such that every automorphism of the component group A(u)
is inner. Then there is v ∈ uG ∩GF such that F acts trivially on the component group A(v).
Proof. Since F induces an automorphism of A(u), there is a ∈ CG(u) such that F(x) ∈
axa−1CG(u)o for all x ∈ CG(u). By the Lang–Steinberg Theorem, a−1 = b−1F(b) for
some b ∈ G. Then v := bub−1 belongs to uG ∩ GF . Consider any y ∈ CG(v). Then
y = bxb−1 for some x ∈ CG(u), and F(x) = axa−1c for some c ∈ CG(u)o. Hence
F(y) = F(b)F (x)F (b−1) = ba−1 · axa−1c · ab−1 = bxc′b−1 = y · bc′b−1 ∈ yCG(v)o ,
where c′ := a−1ca ∈ CG(u)o. Thus F acts trivially on A(v). ✷
Lemma 4.13. Let G be a simple algebraic group, F a Frobenius map on G, and G := GF .
Assume that u ∈ G is a unipotent element such that F acts trivially on the component
group A(u). Let v := xux−1 ∈ uG ∩ G, a := x−1F(x), and let α := aCG(u)o, α′ :=
xax−1CG(v)o. Then CA(u)(α) CA(v)(α′) and CA(v)(α′)= CG(v)CG(v)o/CG(v)o .
Proof. Denote C := CG(u), Co := CG(u)o. Since F(v) = v, a centralizes u, and so
α ∈ A(u). The first claim is obvious, so we prove the second claim. Assume g ∈
CG(v). Then g = xhx−1 for h ∈ C . By assumption F(h) = hc for some c ∈ Co,
hence xhx−1 = g = F(g) = xa · hc · a−1x−1, and so h = ahca−1 = aha−1c′ for
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Hence gCG(v)o centralizes α′. Conversely, assume that xbx−1 ∈CG(v) centralizes xax−1
modulo CG(v)o , i.e., b−1aba−1 = c1 ∈ Co. By assumption, F(b)= bc2 for some c2 ∈ Co.
Then F(xbx−1)= xa · bc2 · a−1x−1 = xbc1c3x−1 for c3 := ac2a−1 ∈ Co. By the Lang–
Steinberg Theorem applied to CG(v)o , there is e = xdx−1 ∈ CG(v)o such that e−1F(e)=




)= F (xbx−1)F (e−1)= xbc1c3x−1 · (xc1c3x−1)−1xd−1x−1 = xbd−1x−1.
Thus xbd−1x−1 ∈CG(v), and clearly xbd−1x−1CG(v)o = xbx−1CG(v)o . ✷
Corollary 4.14. Let G be a simple algebraic group in characteristic p, F a Frobenius map
on G, and G := GF . Assume that u ∈G is a unipotent element.
(i) If A(u) S3 then all elements in uG ∩G are rational in G.
(ii) Assume A(u)  S5. If v ∈ uG ∩G, then either v is rational in G, or p ∈ {2,5} and
CG(v) is not a p-group.
Proof. By Theorem 4.3, any w ∈ uG is rational in G. Since all automorphisms of S3,
respectively of S5, are inner, we may assume by Lemma 4.12 that F acts trivially on A(u),
whence Lemma 4.13 applies to any v ∈ uG ∩G. Observe that the centralizers of v and of
any p′-powers of v, in G or in G, are the same. Hence the groupsCA(u)(α) are the same for
all p′-powers of v. (Of course, the groups CA(u)(α) are also the same for all G-conjugate
of v.)
Assume A(u)= S3. Then by Lemma 4.7(i), uG ∩G splits into three G-classes, with the
corresponding CA(u)(α) equal to S3, Z3, and Z2. The above argument now yields that all
v ∈ uG ∩G are rational in G.
Assume A(u)= S5. Then by Lemma 4.7(i), uG ∩G splits into seven G-classes, with the
correspondingCA(u)(α) equal to S5, S3 ×Z2, D8, Z6, Z6, Z5, and Z4. Assume v ∈ uG ∩G
is such that CG(v) is a p-group. Then either p = 5 and we have at most one such class
(with CA(u)(α)= Z5), or p = 2 and we have at most two such classes (with CA(u)(α)=D8
or Z4). The above argument applied to these classes shows that they are rational in G. ✷
5. Rationality of regular unipotent elements
Recall that G is a connected reductive algebraic group with a Frobenius map F .
Lemma 5.1. Let B denote a Borel subgroup of G = GF , and let u,v ∈ B be regular
unipotent elements. If u,v are conjugate in G then they are conjugate in B .
Proof. It is well known that a regular unipotent element is contained in a unique Borel
subgroup B of G. Hence B =G∩ B is the only Borel subgroup of G containing u and the
same is true for v. So if xux−1 = v then xBx−1 = B . As NG(B) = B , we conclude that
x ∈B . ✷
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number of regular unipotent conjugacy classes in G.
(i) If p is good for G then d = |Z(G)|.
(ii) If p is bad for G and G is simple then d = p · |Z(G)| except when q is even and
G= F4(q), 2F4(q), E7(q) or E8(q), in which cases d = 4.
Proof. Let u ∈G be a regular unipotent element. By [1, E-III.1.19(b)],d = |H 1(F,Z(G)| ·
|H 1(F,A)| where A := CU (u)/CU (u)0 and U is a maximal unipotent subgroup of G
containing u. As in the proof of Lemma 4.7, |H 1(F,Z(G)| = |Z(G)|. Now if p is good
then CU (u) is connected, see [1, E-III.1.14], so A= 1 which implies (i).
Suppose next that G is simple. According to [24] (quoted also in [1, E-III.1.15]),
CU (u) = 〈u,CU (u)0〉. It follows that F acts trivially on A, whence |H 1(F,A)| = |A|.
If p is bad, the order of A is also computed by Lou [24] who reported that |A| = p unless
G = E7(q) or E8(q) with q even, where |A| = 4. However, this claim is mistaken for
G being of type F4 for p = 2. In fact, in this case |A| = 4. The evidence of this is the
following. As Z(G) = 1 is this case, one has d = |A|, and this does not depend on F .
On the other hand, d is independently computed for G = F4(q) by Shinoda [29] and the
data for F4(2) and 2F4(2) are available in [6]. In all these cases d = 4. Therefore, A is of
order 4. ✷
Lemma 5.3. Let T be a maximal F -stable torus of G, let U be the subgroup of G generated
by all positive root elements (with respect to T ) and U1 the subgroup generated by all root
elements for nonsimple positive roots. Let u,u′ ∈ U be regular unipotent and u¯, u¯′ their
projections into U/U1. Set T = T F .
(i) If u is conjugate to u′ in G then u¯ and u¯′ are in the same T -orbit.
(ii) [10, Proposition 3.2] Suppose p is a good prime. Then u is conjugate to u′ in G if and
only if u¯, u¯′ are in the same T -orbit.
Proof. (i) follows from Lemma 5.1 as U/U1 is Abelian. ✷
Lemma 5.4. Let G be a simple simply connected group with fundamental weights
ω1, . . . ,ωn. Let P , Q denote the weight and the root lattice for G, respectively, and
ρ := ω1 + · · · + ωn. Suppose that G = GF = G(q) is untwisted and u ∈ G is regular
unipotent. If p is a good prime then u is rational in G if and only if
q − 1
p− 1ρ ∈ (q − 1)P +Q. (1)
If p is a bad prime and u is rational then (1) holds.
Proof. We use the notation of Lemma 5.3. For any u ∈ UF , we have u¯ ∈ (U/U1)F and
u¯ =∏αsimple xα(sα) for some sα ∈ Fq . Obviously, u¯k =∏α simple xα(ksα). The elements
of T F are of shape t =∏β simple hβ(tβ) where tβ ∈ F•q . The conjugation action of T F on
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is T F -conjugate to u¯k is equivalent to condition (∗):
(∗) The equation system ∏β simple t〈α,β〉β sα = ksα , where α runs over simple roots, has
a solution {tβ} ∈ F•q .
Now assume that u is regular unipotent. Then sα 	= 0 for any α, see [4, Proposi-
tion 5.1.3]. Fix a generator ε of F•q and set tβ = εyβ and k = εl . Clearly l is divisible
by  := (q − 1)/(p− 1). Thus u is rational in G if and only if the equation system
(∗∗) ∑β simple〈α,β〉yβ = , α any simple root,
has a solution yβ ∈ Z/(q − 1)Z. The coefficient matrix of this system is exactly the Cartan
matrix C of G, which transforms the fundamental weight basis of P to the simple root basis
of Q. Clearly, the system (∗∗) is solvable over Z/(q − 1)Z if and only if (1) holds. ✷
Lemma 5.5. Keep the notation of Lemma 5.4 and let u ∈G be regular unipotent. Assume
p is a good prime. Then all p′-powers of u are contained in at most two conjugacy classes
of G. Furthermore, (1) holds if and only if one of the following conditions holds.
(i) q is even.
(ii) q is a square.
(iii) G is of type An with 2 | n(n+1)(n+1,q−1) ; Bn with 4 | n(n+ 1); Dn with either 4 | n(n− 1)
or n≡ q ≡ 3 (mod 4); G2, F4, E6, E8.
Proof. We shall examine the condition (1). It is well known that ρ is half the sum of
the positive roots, hence 2ρ ∈ Q. This implies the first statement of the lemma. For
the second statement, by Lemma 5.4 we have to find whether ρ ∈ (q − 1)P + Q
for  := (q − 1)/(p − 1). If q is even, then 2ρ ∈ Q and (q − 1)ρ ∈ (q − 1)P imply
ρ ∈ (q − 1)P +Q. If q is an odd square then  is even, whence ρ ∈Q. If G is of type G2,
F4, or E8, then P =Q and so ρ ∈Q. If G is of type E6 or An with n even, then |P/Q| is
odd, and so ρ ∈Q.
The expression ρ =∑ni=1 λiαi for ρ in terms of simple roots α1, . . . , αn is provided by
the tables in [2]:
An: λi = i(n− i + 1)2 ;
Bn: λi =

i(n− i)+ i(i + 1)
2
if 1 i < n,
n(n+ 1)
4
for i = n;
Cn: λi = i(n− i)+ i
2
;2
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
i(n− i − 1)+ i(i + 1)
2
if 1 i  n− 2,
n(n− 1)
4
if i ∈ {n− 1, n};
E7: (17,49/2,33,48,75/2,26,27/2).
From these data one observes that ρ ∈ Q if G is of type Bn with 4 | n(n + 1) or Dn
with 4 | n(n − 1). From now on we assume that G is of type An with n odd, Bn with
n≡ 1,2 (mod 4), Cn, Dn with n≡ 2,3 (mod 4), or E7, and that q = pf with p > 2 and
f odd, i.e.,  is odd. Let R := P/Q and σ := ρ (mod Q). Then σ is of order 2 in R.
Let H := ((q − 1)P +Q)/Q= (q − 1)R. Assume G is of type An with n odd or Dn with
n≡ 3 (mod 4). In these cases R is a cyclic group, henceH contains the (unique) involution
σ if and only if |H | is even. Now observe that |H | = (n+ 1)/(n+ 1, q − 1) in the former
case, and |H | = 4/(4, q − 1) in the latter case. In all the remaining cases, the group R is
of exponent 2, so (q − 1)P ⊆Q, H = 1, and therefore σ /∈H . ✷
Recall that an element h of a group H is called real if h is conjugate to h−1.
Lemma 5.6. Let G := GF for a simple algebraic group G. Assume that either p > 2
is a bad prime for G, or p = 2 and G = 2B2(q), F4(q), 2F4(q), E7(q), or E8(q).
Then G contains nonreal regular unipotent elements. Moreover, if p = 2 then for any
 ≡ −1 (mod 4) there is a regular unipotent element u ∈ G such that u and u are not
G-conjugate.
Proof. The case G= 2B2(q) follows from [35], so we will assume that G is not of type B2.
It suffices to prove the lemma for G of adjoint type. Let u ∈ G be a regular unipotent
element. It is known that CG(u) = 〈u,CG(u)0〉 [24], whence A(u) := CG(u)/CG(u)o is
generated by u and F acts trivially on A(u). Thus |H 1(F,A(u))| = |A(u)|. By Lemma 5.2,
|A(u)| = p, respectively 4, in the cases we are considering, whence u2 /∈ CG(u)o. In
particular, |u| 4 if p = 2.
Let  = −1 if p > 2 and  be any integer congruent to −1 (mod 4) if p = 2. If u
and u are not G-conjugate, then there is nothing to prove. So we assume that u and u are
G-conjugate. Let g ∈G be such that gug−1 = u. If p > 2 then g−1ug = um with m=−1,
and if p = 2 then we can find an integer m ≡ −1 (mod 4) such that m ≡ 1 (mod |u|),
whence g−1ug = um. Thus ug = gum. As G is connected, there exists x ∈ G such that
x−1F(x) = u. Observe that v := xux−1 is a regular unipotent element in G. We claim
that v and v are not G-conjugate. Indeed, assume that hvh−1 = v for some h ∈ G.
Then hxux−1h−1 = hvh−1 = v = xux−1 = xgug−1x−1. It follows that g−1x−1hx ∈
CG(u), whence g−1x−1hx = cui for some i ∈ Z and c ∈ CG(u)o, and so h = xgcuix−1.
Now h ∈ G, hence xgcuix−1 = h = F(h) = xugF(c)ui−1x−1 = xgumF(c)ui−1x−1 =
xgF(c)um+i−1x−1, yielding um−1 = c−1F(c) ∈ CG(u)o. Since m = −1 if p > 2 and
m≡−1 (mod 4) if p = 2, it follows that u2 ∈ CG(u)o, which is a contradiction. ✷
The example of 2B2(q) shows that GF can contain nonreal regular unipotent elements
even when A(u)= Z2.
P.H. Tiep, A.E. Zalesskiı˘ / Journal of Algebra 271 (2004) 327–390 347Lemma 5.7. Let G= GF where G is a simple algebraic group in bad characteristic p > 2.
Let u ∈ G be a nonreal regular unipotent element. Then u is conjugate to u if and only
if  ≡ 1 (mod p). Furthermore, if G is of adjoint type, then G has p regular unipotent
classes, with 1 rational class and p − 1 nonreal classes. If G is simply connected of type
E7 and p = 3, then all regular unipotent elements of G are half-rational.
Proof. Observe that such a u exists by Lemma 5.6.
(i) Suppose first that G is of adjoint type. Set pk = |u| and X = 〈u〉. Then |Aut(X)| =
(p − 1)pk−1 = |X \Xp| where the right-hand side is the number of generators of X. As
all generators of X are conjugate in G (Theorem 4.3), we have that |NG(X)/CG(X)| =
(p − 1)pk−1. Clearly, u,u are G-conjugate if and only if they are conjugate in NG(X).
Therefore, X \Xp belongs to exactly |NG(X)/(NG(X) · CG(X))| =: t conjugacy classes
in G. As all elements in X \ Xp are regular, t does not exceed the number of regular
unipotent classes in G. This number is equal to p by Lemma 5.2. Hence t  p. As u is
not real, NG(X) contains no element that acts on X by sending u to u−1, so t is even.
As t  p, we have that t  p − 1. This inequality implies that u is G-conjugate to u if
≡ 1 (mod p). Indeed, if ≡ 1 (mod p), then the automorphism α of X that sends u to u
is of p-power order. If α is not induced by an element of NG(X) then t must be divisible
by p, which is not the case.
Next we show that if u is G-conjugate to u then  ≡ 1 (mod p). For, assume that
u ∈ uG but  	≡ 1 (mod p). Since uG % uj for all j ≡ 1 (mod p), we may assume that
|| < p/2 and  	= 0,1. If p = 3 then we have  = −1, i.e., u−1 ∈ uG, a contradiction.
Assume p = 5. The choice of u implies that  	= −1, whence =±2. If u = gug−1 for
some g ∈G, then g2ug−2 = u4, whence u−1 ∈ uG, again a contradiction.
We have shown that the p′-powers of u fall into exactly p − 1 (of p) G-classes of
regular unipotent elements, and these p − 1 classes are nonreal by the choice of u. Let
v be a representative of the remaining class. Then for any  coprime to p, v cannot be
G-conjugate to any power of u, hence it is G-conjugate to v. Thus v is rational.
(ii) Now we assume that G is not of adjoint type. Then p = 3 (as p = 5 is bad only for G
of type E8), and G is not of type E6 as E6 is centerless in characteristic 3. Thus G is simply
connected of type E7 and G=E7(q)sc has 6 regular unipotent classes by Lemma 5.2. Let
G′ = G/Z(G), π :G→ G′ be the corresponding isogeny, and G′ = (G′)F . By (i), G′ has
a nonreal regular unipotent element u′ and a rational regular unipotent element v′. Let
u,v be p-elements of G that project to u,v, respectively, and let X = 〈u〉, X′ = 〈u′〉.
Again by Theorem 4.3, |NG(X)/CG(X)| = |Aut(X)| = |Aut(X′)| = |NG ′(X′)/CG ′(X′)|.
Since (G′ :π(G))= 2, |Nπ(G)(X′)/Cπ(G)(X′)| = |NG′(X′)/CG′(X′)|/m for some m= 1
or 2. But |Nπ(G)(X′)/Cπ(G)(X′)| = |NG(X)/CG(X)|. It follows that |NG(X)/(NG(X) ·
CG(X))| = m · |NG ′(X′)/(NG′(X) · CG ′(X′))| = mt , where t = 2 as in (i). But |NG(X)/
(NG(X) · CG(X))| divides |Aut(X)| = 2 · 3k−1, hence m = 1. Arguing as in (i) we see
that u is G-conjugate to u exactly when  ≡ 1 (mod 3). Thus we get 4 half-rational
nonreal G-classes which project to the two G′-classes of u′ and (u′)−1. The elements of
the other two G-classes of regular unipotents are clearly half-rational, and if any of them
say w is nonreal, then arguing as in (i) we see that w is G-conjugate to w exactly when
≡ 1 (mod 3). ✷
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(i) Let G= GF where G is a simple algebraic group in characteristic p = 3. Then each
regular unipotent element in G is half-rational.
(ii) Let G = E8(q) where q is a 5-power. Then there exists a complex irreducible repre-
sentation of G that is not realizable over K(√5 ), where K :=Q(exp(2π i/|G|5′)).
Proof. (i) follows from Lemma 5.5 in the case of good characteristic, and from Lemma 5.7
in the case of bad characteristic. (ii) follows from Lemma 5.7 and Corollary 2.12(iii). ✷
Lemma 5.9. Let Gsc and Gad be simple algebraic groups of type E6 in characteristic p = 2,
Z :=Z(G), and let G := GFsc and H := GFad. Assume that u ∈G is a unipotent element and
let u¯ := uZ. Then u is rational in G if and only if u¯ is rational in H .
Proof. Clearly the rationality of u in G implies the rationality of u¯ in H . Conversely,
assume u¯ is rational in H . The statement is obvious in the case Z ∩ G = 1, so we may
assume Z  G. In this case G/Z is a normal subgroup of index 3 in H . Given any odd
integer , we can find m ∈ Z such that m3 ≡  (mod |u|), and h¯ ∈H such that h¯u¯h¯−1 = u¯m.
It follows that h¯3u¯h¯−3 = u¯m3 = u¯. But h¯3 ∈G/Z, hence h¯3 = gZ for some g ∈G. Thus
gug−1 ≡ u (mod Z), whence gug−1 = u. ✷
Lemma 5.10. Let G be a simple algebraic group in characteristic p, F a untwisted
Frobenius map on G. Assume that u ∈ G is a unipotent element such that the component
group A(u) has exponent m and that F acts trivially on A(u). Then uG ∩G contains a
rational element in G, where G= GFm .
Proof. By Lemma 4.2, uG contains an F -stable element w, as F is untwisted. Let  be
any integer coprime to p. By Theorem 4.3, there is h ∈ G such that hwh−1 = w. Since
F(w) = w, h−1F(h) ∈ CG(w), whence F(h)= hz for some z ∈ CG(w). By assumption,
F(z) = zc for some c ∈ CG(w)o and zm ∈ CG(w)o. It is easy to prove by induction on
i that F(zi) ∈ ziCG(w)o and F i(h) ∈ hziCG(w)o. In particular, Fm(h) = hd for some
d ∈ CG(w)o . By the Lang–Steinberg Theorem, d = x−1Fm(x) for some x ∈ CG(w)o .
Then for g := hx−1 one has gwg−1 = w and Fm(g) = g. Thus w is rational in G, as
required. ✷
Corollary 5.11.
(i) Let G be a simple algebraic group of type F4 in characteristic 2 and let G := GF . If
F is untwisted then G has exactly 4 regular unipotent classes, two rational and the
other two nonreal. If F is twisted then G has exactly 4 regular unipotent classes, and
all of them are nonreal. If u ∈G is a nonreal regular unipotent element, then u and
u are G-conjugate precisely when ≡ 1 (mod 4).
(ii) Let G be a simple algebraic group of type E7 or E8 in characteristic 2 and G :=
GF = G(q). If q = 24f for f ∈N, then statement (i) also holds for G.
(iii) Let G be a simple algebraic group of typeE6 in characteristic 2 and G := GF = G(q).
Then all regular unipotent elements of G are rational.
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First we consider the case F is untwisted. We can choose a regular unipotent w of
class 16A of F4(2) (in the notation of [6]) and embed F4(2) in G. Clearly, w is rational
in G since it is so in F4(2). By Lemma 5.6, there is a nonreal regular unipotent element
u ∈ G, and obviously u, u−1, and w are not G-conjugate. Let t be a representative of
the fourth regular unipotent class in G. Then t−1 is not G-conjugate to w, u, and u−1,
hence t−1 ∈ tG, i.e., t is real. Clearly, any 2′-power of t is also real and not G-conjugate
to w, whence it can only belong to tG. Thus t is rational. For any m ≡ −1 (mod 4),
by Lemma 5.6 there is a regular unipotent element x ∈ G such that x and xm are not
conjugate. In this case, x /∈ wG ∪ tG, whence x ∈ uG ∪ (u−1)G. It follows that for any
m ≡ −1 (mod 4), u and um are not G-conjugate. But the 2′-powers of u fall into two
G-classes, therefore u and u are G-conjugate for every ≡ 1 (mod 4).
Next we consider the case F is twisted. According to [30], G has 4 regular unipotent
classes and all of them intersectH := 2F4(2). The statement forH follows from inspecting
[6], whence it also holds for G.
(ii) Let v ∈ G be regular unipotent. As we mentioned in the proof of Lemma 5.6,
A(v)  Z4 and F acts trivially on A(v). By Lemma 5.10, vG ∩ G contains a rational
element w. From this point we can repeat the proof of (i) verbatim.
(iii) By Lemma 5.9, it suffices to consider the case G is of adjoint type. Assume F is
untwisted. Then one can embed a simple algebraic group H of type F4 in G in such a way
thatH is F -stable. Let u ∈HF = F4(q) be a rational regular unipotent which exists by (i).
Then u is also a regular unipotent element in G, cf. [21, Table A]. Assume F is twisted. As
above, we can choose a rational regular unipotent element u ∈ F4(q) < F4(q2) < E6(q2)ad
and u is also regular unipotent in E6(q2)ad. By [23, Proposition 6.3], G = E6(q) has
a subgroup H  F4(q), and by [23, Lemma 5.5], E6(q2)ad has one conjugacy class of
subgroups isomorphic to F4(q) (since E6(q2)ad induces all diagonal automorphisms of
E6(q2)sc). Hence we may assume that u ∈G and so u is regular unipotent in G.
By Lemma 5.2,G has two regular unipotent classes, and the one containing u is rational,
hence so is the other one. ✷
Proof of Theorem 1.7. The case of symplectic and orthogonal groups in characteristic 2
follows from Theorems 9.5 and 9.6 (below). The case of Suzuki groups follows from [35].
Suppose G is of exceptional type and p is a bad prime. If p > 2, or if p = 2 but G is not of
type G2 or E6, then the statements follow from Lemma 5.6. If p = 2 and G is of type G2
then we are done by Lemma 10.5 (below). If p = 2 and G is of type E6, then we may appeal
to Corollary 5.11. Thus we may now assume that the characteristic p is good. For untwisted
groups the result follows from Lemmas 5.4 and 5.5. Suppose that G is a twisted group.
(1) Here we handle the case of 2An(q), 2Dn(q), or 2E6(q). Set l = (q2 − 1)/(p − 1)
and l = (l, l, . . . , l). First assume G = 2E6(q). We use the notation of Lemma 5.4 and
label simple roots so that F interchanges α1 and α5, α2 and α4. Then u¯=∏6i=1 xαi (1) and
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q2
. Arguing as in the proof of Lemma 5.4, we see that u is rational in
G if and only if the equation C′ · y = l is solvable over Z/(q2 − 1)Z, where
C′ =

2 −1 0 0
−1 2 −(q + 1) 0
0 −(q + 1) 2(q + 1) −(q + 1)
0 0 −(q + 1) 2(q + 1)
 .
This is equivalent to that the equation x(5−4q)−3y(q−1)= (q−1)(4q+7)/(p−1) has
a solution x, y ∈ Z/(q2− 1)Z, which is always true, since gcd(q2 − 1,5− 4q,3(q− 1))=
gcd(3, q + 1) divides (q − 1)(4q + 7)/(p− 1).
Next, letG= 2Dn(q). Arguing as above, we see that the rationality of regular unipotents
in G is equivalent to the solvability of a certain equationC′ ·y = l, with y = (y1, . . . , yn−1),
over Z/(q2 − 1)Z, and C′ is obtained from the Cartan matrix for type Bn−1 by replacing
the last two lines to[
0 . . . 0 −(q + 1) 2(q + 1) −(q + 1)
0 . . . 0 0 −(q + 1) 2
]
.
The solution to this system can be written in the form yi = i(yn−1(q − 1)+ l(n− 1))−
li(i − 1)/2 with 1 i  n− 2, yn−1 = (q + 1)z/2, and z ∈ Z/(q2 − 1)Z with z((n− 2)×
(q2 − 1)/2− (q + 1)) = −ln(n − 1)/2. The last equation is solvable unless n ≡ q ≡
3 (mod 4), in which case it is not solvable.
If G= 2An(q) with n even, C′ is obtained from the Cartan matrix for An/2 by replacing
the last line to [0 . . . 0 − 1 (2 − q)]. If G= 2An(q) with n odd, C′ is obtained from the
Cartan matrix for A(n+1)/2 by replacing the last two lines to[
0 . . . 0 −1 2 −(q + 1)
0 . . . 0 0 −(q + 1) 2(q + 1)
]
.
Now we can proceed as in the case of 2Dn(q).
(2) Finally, let G= 3D4(q). Then the rationality of regular unipotents in G is equivalent
to that the equation system
2x − y(q2 + q + 1)=−(q2 + q + 1)x + 2y(q2 + q + 1)= (q3 − 1)/(p− 1)
has a solution x, y ∈ Z/(q3 − 1)Z, which is always the case. ✷
6. Strong rationality: Linear and unitary groups
In this section we will discuss the case of linear and unitary groups. So let G =GLn(Fq).
The Frobenius endomorphism F will be either the map F :X= (xij ) ∈ G →X(q) := (xqij )
(and then G= GF = GLn(q)), or F :X ∈ G → (X(q))−1 (and then G= GF =Un(q)).
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G are parametrized by the shape of their Jordan form. For any unipotent element u ∈G,
there is a decomposition V =⊕i Vi (orthogonal if G=Un(q)) where u(Vi)= Vi for each
i and u|Vi is represented by a single Jordan block.
Proof. As the centralizer of any element in G is connected, it follows from Lemma 4.7(i)
that unipotent classes of G are determined by their Jordan shape. On the other hand,
given any partition (n1, . . . , nm) of n, there is a (orthogonal if G=Un(q)) decomposition
V =⊕mi=1 Vi with dimVi = ni . Clearly, there is a unipotent element x ∈ G such that
x(Vi)= Vi and x|Vi corresponds to a single Jordan block. By the above, such x represent
all unipotent classes of G. ✷
Proposition 6.2. The groups GLn(q) and Un(q) both possess the property (SR).
Proof. According to Lemmas 3.2 and 3.3, it suffices to show that G = GLn(q), Un(q)
enjoys property (R). Let u ∈G be any unipotent element and v = u any p′-power of u.
Clearly, u and v have the same Jordan canonical form, whence u and v are G-conjugate
by Lemma 6.1. ✷
In the sequel we use the following simple observation.
Lemma 6.3. Let G be a normal subgroup of H , and x ∈H be such that the G-conjugacy
class xG and the H -conjugacy class xH of x coincide. Let x1, x2 ∈ xG. Then for any given
a ∈H , there is t ∈ aG such that x2 = xt1.
Proof. Since xa1 and x2 are H -conjugate, they are G-conjugate. Hence there is g ∈G such
that x2 = xag1 . ✷
Corollary 6.4. Let H be a group with an epimorphism τ :H → F•q and let G := Ker(τ ).
Suppose that u ∈H is a p-element such that uG = uH . Then given any v ∈ uG and given
any λ ∈ F•q , there is an h ∈ H with τ (h) = λ and uh = v. In particular, the conclusion
holds if G ∈ {GLm(qk),Um(qk)} and v is taken to be any p′-power of u.
Proof. The existence of h follows from Lemma 6.3, if we take x1 = x = u, x2 = v, and
a ∈ H an element such that τ (a)= λ. Now suppose that G ∈ {GLm(qk),Um(qk)} and v
is any p′-power of u. Clearly u ∈ G. Observe that uG = uH . (Indeed, view G = GF for
G = GLn(Fq). Suppose u′ ∈ uH . Then u′ and u have the same Jordan canonical form.
As in the proof of Proposition 6.2, we see that u′ and u are G-conjugate, as stated.) By
Proposition 6.2, v ∈ uG. ✷
Next we determine all the groups SLn(q) and SUn(q) that satisfy (SR). Let SLεn(q)
stand for SLn(q) if ε =+ and SUn(q) if ε =−. Similarly, let GLεn(q) stand for GLn(q) if
ε =+ and Un(q) if ε =−. For any m, q and ε, define Cq−ε = {β ∈ F•q2 | βq−ε = 1}, and
Cmq−ε =
{
β ∈Cq−ε | ∃γ ∈ Cq−ε, β = γm
}= {β ∈Cq−ε | β(q−ε)/(m,q−ε)= 1}.
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coprime to p, choose κ ∈ F•
q2
such that  = κq+1, and let δ = κq+ε . If x ∈ GLεn(q)
and xux−1 = u, then det(x) ∈ δn(n−1)/2Cnq−ε . Conversely, given any τ ∈ Cnq−ε , there is
z ∈ GLεn(q) such that zuz−1 = u and det(z)= δn(n−1)/2τ .
Proof. We may assume that u is represented by the Jordan block of size n with eigen-
value 1 in some basis (e1, . . . , en) of the natural module V of G. In the case ε = −,
Lemma 4.8 implies that (e1, en) 	= 0 and (e1, ei)= 0 for all i < n, if (· , ·) is the Hermitian
form on V . By Proposition 6.2, u = xux−1 for some x ∈ GLεn(q). The equality xux−1 =
u implies that in the basis (e1, . . . , en), x is represented by an upper triangular matrix with
the main diagonal of the shape (n−1α, n−2α, . . . , α,α).
Assume ε =+. Then ,α ∈ F•q = Cq−ε and det(x)= αnn(n−1)/2 ∈ δn(n−1)/2Cnq−ε , as
δ =  in this case. Given any τ = γ n for some γ ∈Cq−ε , we may set z= α−1γ x ∈ GLn(q)
and obtain zuz−1 = u with det(z)= δn(n−1)/2τ , as desired.
Assume that ε =−. Then κ,α ∈ F•
q2
; moreover,
0 	= (e1, en)=
(
x(e1), x(en)
)= (n−1αe1, αen + · · ·)= n−1αq+1(e1, en),
whence 1 = n−1αq+1 = (κn−1α)q+1, and so κn−1α ∈ Cq−ε . This implies that det(x) =
n(n−1)/2αn = δn(n−1)/2(κn−1α)n ∈ δn(n−1)/2Cnq−ε . Given any τ = γ n with γ ∈ Cq−ε , we
may set z = (κn−1α)−1γ x ∈ Un(q) and obtain zuz−1 = u with det(z) = δn(n−1)/2τ as
desired. ✷
Lemma 6.6. Let u ∈G= SLεn(q) be any unipotent element. Given any integer  coprime
to p, define κ and δ as in Lemma 6.5. Then given any τ ∈ Cnq−ε , there is z ∈ GLεn(q) such
that zuz−1 = u and det(z)= δn(n−1)/2τ .
Proof. By Lemma 6.1, V can be written as a direct sum
⊕t
i=1 Vi , where u(Vi) = Vi ,
and u|Vi is represented by a single Jordan block ui of size ni = dim(Vi). Let d =
gcd(n1, n2, . . . , nt , q − ε). Claim that d divides N :=∑ti=1 ni(ni − 1)/2 − n(n − 1)/2.
(For, write d = 2ab for some integers a, b  0 and b ≡ 1 (mod 2). Clearly, N =
(
∑t
i=1 n2i − (
∑t
i=1 ni)2)/2. Since b | ni for all i , b | 2N , but b is odd, hence b | N . If
a = 0, we are done. Suppose that a  1. Then 2a | ni for all i implies that 22a | 2N , whence
2a | N , as required.) By Lemma 6.5, given any ni -power ci (of an element) in Cq−ε ,
there is xi ∈ GLεni (q) such that xiuix−1i = ui and det(xi) = ciδni (ni−1)/2. Setting x =
diag(x1, x2, . . . , xt ), we get x ∈GLεn(q) and xux−1 = u. Observe that det(x)δ−n(n−1)/2 =
δN
∏t
i=1 ci . As was mentioned above, then d |N . Also, it is clear that
∏t
i=1 ci runs over all
d-powers in Cq−ε when ci runs over all ni -powers in Cq−ε . Hence, det(x)δ−n(n−1)/2 runs
over all d-powers inCq−ε . Since d | gcd(n, q−ε), x can be chosen so that det(x)δ−n(n−1)/2
is equal to any given in advance element of Cnq−ε , as stated. ✷
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n(n− 1)q(q − 1)
2(n, q − ε)(p− 1) ∈ Z;
equivalently, if and only if at least one of the following holds:
(i) q is even;
(ii) q is a square;
(iii) n is odd;
(iv) n/(n, q − ε) is even.
Proof. Given any integer  coprime to p, we choose κ and δ corresponding to  as
indicated in Lemma 6.5. Then Lemma 6.6 implies that u and u are conjugate in G if
δn(n−1)/2 ∈ Cnq−ε . Since δ ∈ Cq−ε , the latter is equivalent to the equality
δ
n(n−1)
2 · q−ε(n,q−ε) = 1. (2)
Moreover, by Lemma 6.5, if u is regular unipotent, then the rationality of u is equivalent
to (2).
(1) First we assume that none of the conditions (i)–(iv) holds. Pick a regular unipotent
element u and choose  such that  (mod p) generates F•p. We claim that u and u are not
conjugate in G. Assume the contrary. Then (2) holds. By the choice of , we may assume












(n, q − ε)
is an integer, contrary to our assumption that q is an odd nonsquare, n is even, and
n/(n, q − ε) is odd.
(2) Conversely, suppose that at least one of the conditions (i)–(iv) holds. Let  be any
integer coprime to p. If (i) or (ii) holds, then  ∈ F•2q , hence we can choose κ = µ2 for
some µ ∈ F•
q2
. In this case,
δ
n(n−1)






If (iii) or (iv) holds, then 12n(n− 1)/(n, q − ε) is an integer, hence
δ
n(n−1)






as well. Consequently, u and u are conjugate in G. ✷
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conditions (i)–(iv) of Corollary 6.7 holds.
Proof. If G enjoys (SR), then G enjoys (R), and so at least one of (i)–(iv) must hold
by Corollary 6.7. It remains to show that if at least one of (i)–(iv) holds, then G satisfies
(SR). Let s ∈G be semisimple and let u ∈ C := CG(s) be unipotent. Given any integer 
coprime to p, we need to show that u and u are conjugate in C. By Lemmas 3.2 and 3.3,



















Moreover, if εi =− then ε =− and ki is odd, and if ε =− and εi =+ then ki is even. Set
Ci = SLεini (qki ). Clearly, u ∈
∏t
i=1 Ci . Let ui be the component of u lying in Ci .
If (i), respectively (ii), holds, then all qki are even, respectively squares, hence ui and
ui are conjugate in Ci by Corollary 6.7, and so u and u are conjugate in C, as desired. In
what follows we assume that either (iii) or (iv) holds, and q is odd.
Suppose first that Ci = SLni (qki ). Then we can apply Lemma 6.6 to ui , with δ = 
since εi = +. Thus, for any τ1 ∈ Cni
qki−1, there is xi ∈ GLni (qki ) such that xiuix
−1
i = ui
and det(xi) = ni(ni−1)/2τ1. Recall that GLni (qki ) is embedded in CGLεn(q)(s). Hence the
determinant of xi , as an element in GLεn(q), is equal to (ni (ni−1)/2τ1)(q
ki−1)/(q−ε)
. When




1 runs over C
ni
q−ε . Also, (qki − 1)/(q − ε)≡ ki (mod 2),
whence (ni (ni−1)/2)(qki−1)/(q−ε) = δkini (ni−1)/2 (mod Cniq−ε). We have shown that we can
choose xi such that xiuix−1i = ui and det(xi)δ−kini (ni−1)/2 is any given in advance ni -
power ci in Cq−ε .
Next we consider the case Ci = SUni (qki ). Let ε be a generator of F•q2ki and choose an







q2−1 ·a, δ = κq−1, κ1 = ε
qki−1
q−1 ·a, δ1 = κq
ki−1
1 .
By Lemma 6.6 applied to ui , for any τ1 ∈ Cni
qki+1, there is xi ∈ Uni (qki ) such that
xiuix
−1
i = ui and det(xi)= δni(ni−1)/21 τ1. Recall that Uni (qki ) is embedded in CUn(q)(s).
Hence, the determinant of xi , as an element in Un(q), equals (δni (ni−1)/21 τ1)(q
2ki−1)/(q2−1)
.
Since ki is odd, (q2ki − 1)/(q2 − 1) is odd and (qki − 1)/(q − 1) is coprime to q + 1.
Hence, when τ1 runs over Cnik , τ
(q2ki−1)/(q2−1)
1 runs over C
ni
q+1. Furthermore,q i+1












= δ kini (ni−1)2 (mod Cniq−ε).
We have shown that we can choose xi such that xiuix−1i = ui and det(xi)δ−kini(ni−1)/2 is
any given in advance ni -power ci in Cq−ε .
SetN =∑ti=1 kini(ni−1)/2−n(n−1)/2 and x = diag(x1, . . . , xt ). Then xux−1 = u,
and the above discussion shows that det(x)δ−n(n−1)/2 = δN∏ti=1 ci , where ci is any given
in advance ni -power in Cq−ε . Let d = gcd(n1, . . . , nt , q − ε). Since n = ∑ti=1 kini ,
the argument as in the proof of Lemma 6.6 ensures that d | N . Thus we can choose x
so that det(x)δ−n(n−1)/2 is any given in advance d-power in Cq−ε . Recall that we are
assuming that either (iii) or (iv) holds, hence δn(n−1)/2 ∈ Cnq−ε . Finally, d | gcd(n, q − ε).
Consequently, we can choose x so that xux−1 = u and det(x) is any given in advance
element in Cnq−ε . In particular, u and u are conjugate in G. ✷




in Cq−ε is the obstruction for (SR) to hold for SLεn(q). In particular, suppose that q is an
odd nonsquare, n is even, and n/(n, q − 1) is odd. Since
δ
n(n−1)
2 · q−ε(n,q−ε) =±1,
we see that for any semisimple element s ∈G and any unipotent element u ∈ CG(s), the
p′-powers of u lie in at most two CG(s)-conjugacy classes (in exactly two classes, if u is
regular unipotent).
In the sequel we will need the following statement.
Lemma 6.10. Let q be odd, G=GLεn(q), and H =GLεn(q)•2 := {x ∈G | det(x) ∈C2q−ε}.
(i) (R) fails for H exactly when n≡ 2 (mod 4) and q is a nonsquare.
(ii) Assume n is odd, u ∈ H is any unipotent element and  is any integer coprime to p.
Then there is y ∈G \H such that yuy−1 = u.
Proof. (i) If n is odd or if q is a square, then (R) holds for SLεn(q) (by Corollary 6.7) and
therefore it holds for H . Assume 4 | n and consider any unipotent element w ∈H . Given
any integer  coprime to p, under the notation of Lemma 6.6 there is a z ∈ G such that
zwz−1 = w and det(z)= δn(n−1)/2. Since 4 | n and δ ∈ Cq−ε , det(z) ∈ C2q−ε , z ∈ H and
therefore w is rational in H . Finally, assume that n≡ 2 (mod 4) and q is a nonsquare but
(R) holds for H . Let u ∈H be regular unipotent,  a nonsquare modulo p, and let x ∈H
be any element conjugating u to u. We keep the notation of Lemma 6.5. By Lemma 6.5,
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Cq−ε . Thus
1 = δ(q−ε)/2 = κ(q2−1)/2 = (q−1)/2 = (p−1)/2,
a contradiction as  (mod p) is nonsquare.
(ii) Since u is rational in G and (G :H)= 2, it suffices to show that CG(u) 	= CH(u).
This inequality follows from the fact that Z(G) 	 H , the latter being true because n is
odd. ✷
7. Strong rationality: Symplectic groups in odd characteristic
Let q be a power of an odd prime p and let G= CSp2n(q) be the conformal symplectic
group. If the natural module V = F2nq is endowed with a nondegenerate symplectic form
(· , ·), then every g ∈G preserves this form up to scalar τ (g) ∈ F•q .
Proposition 7.1. If q is odd, then G= CSp2n(q) has the property (SR).
Proof. (a) First we observe: In order to prove Proposition 7.1, it suffices to prove the
following statement:
(R2) For any unipotent element u ∈G, given any integer  coprime to p, and any λ ∈ F•2q ,
there exists g ∈G such that gug−1 = u and τ (g)= λ.
Indeed, suppose G enjoys the property (R2). Let s ∈G be semisimple and u ∈ CG(s) be
unipotent. The centralizer CG(s) is described in Lemma 3.4. In the notation of that lemma,
u and u are clearly contained in H ′i := Ker(τ |Hi ) for all i . Let ui be the component of
u lying in H ′i . If H ′i  GLm(qk) or Um(qk), then by Corollary 6.4 there is gi ∈ Hi such
that τ (gi) = λ and giuig−1i = ui . If H ′i  Sp2m(q), then according to (R2) applied to
CSp2m(q) there is gi ∈Hi such that τ (gi)= λ and giuig−1i = ui . If H ′i  Sp2m(q2), then
(R2) applied to CSp2m(q2) and the obvious fact that F•2q ⊂ F•2q2 imply that there is gi ∈Hi
such that τ (gi)= λ and giuig−1i = ui . If we put g = (g1, g2, . . . , gt ), then g ∈ CG(s) and
gug−1 = u, as desired.
(b) It suffices to prove (R2) for the case u fixes no proper nondegenerate subspaces of V .
Indeed, decompose V into a direct sum of minimal u-stable nondegenerate subspaces Vi ,
i = 1,2, . . . , r , and consider any  coprime to p. Since u fixes no proper nondegenerate
subspaces of Vi , (R2) holds for CSp(Vi). Let  ∈ N be coprime to p and λ ∈ F•2q . Then
there exists gi ∈ CSp(Vi) such that gi(ui)g−1i = (ui) and gi preserves the bilinear form
on Vi up to scalar λ. Now one defines g such that g(Vi)= Vi and g|Vi = gi .
By Lemma 4.9, we may now assume that u has t Jordan blocks on V , all of size k. Let
 be any integer coprime to p and λ ∈ F•2q . By Proposition 4.3, u and u are S-conjugate,
where S := Sp2n(Fq). By Lemma 4.10, Ao(u) := CS (u)/CS (u)o is 1 if k is odd, and Z2
if k is even.
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S := Sp2n(q). By Lemma 4.7, all the elements in uS ∩G are S-conjugate. Hence u ∈ uS .
If u′ is any G-conjugate of u, then u′ has the same Jordan canonical form as that of u,
hence u′ is S-conjugate to u, and so u′ ∈ uS ∩G= uS . Thus uG = uS . By Corollary 6.4,
there is a g ∈G such that gug−1 = u and τ (g)= λ, as required.
(d) At this point we establish (R2) for the case where t = 1, i.e., u is a regular
unipotent element. As recorded in (b), Ao(u)= Z2, hence |H 1(F,Ao(u))| = 2 and S has
two conjugacy classes of regular unipotent elements. Observe that p is a good prime for
G := CSp2n(Fq), G is a connected reductive group, and the centre Z of G is connected.
Hence by [4, Proposition 5.1.6], CG(u) is connected. By Lemma 4.7, all regular unipotent
elements in G (and in S) are G-conjugate. In particular, u is G-conjugate to any its
p′-power. Now the claim follows from the following lemma.
Lemma 7.2. Let S = Sp2n(q), q odd, and u ∈ S a regular unipotent element.
(i) Let  be coprime to p. If g ∈ G := CSp2n(q) and gug−1 = u then τ (g) ∈ F•2q .
Furthermore, G has property (R2) for regular unipotent elements u.
(ii) u is rational in S if and only if q is a square.
Proof. (i) Let g ∈ G be such that gug−1 = u. Let (v1, . . . , v2n) be a basis in which
u is represented by a single Jordan block. Since u = gug−1, in the same basis g
is represented by an upper triangular matrix with the main diagonal of the shape
(2n−1α, 2n−2α, . . . , α,α) for some α ∈ F•q . By Lemma 4.8, (vi , vj ) = 0 if i + j 	= 2n,
and (v1, v2n) 	= 0. Hence the equality (g(v1), g(v2n)) = τ (g)(v1, v2n) implies that
α22n−1 = τ (g), whence τ (g) ∈ F•2q .
In (d) we observed that xux−1 = u for some x ∈G. By the above, τ (x) ∈ F•2q . Now
given any λ ∈ F•2q , we can find a µ ∈ F•q such that λ = µ2τ (x). Setting y = µx , we get
y ∈G, τ (y)= λ, and yuy−1 = u. Thus G has property (R2) for regular unipotents.
(ii) According to (i), u is rational in S if and only if 1 ∈ F•2q for every  coprime to p,
i.e., if and only if q is a square. ✷
We continue the proof of Proposition 7.1.
(e) Finally, we consider the case where u has t  2 Jordan blocks of even size k  2
on V . Then dimV = kt  2k. If u fixes a proper nondegenerate subspace of V , then we
are done by the virtue of (b). Assume that u fixes no proper nondegenerate subspaces of V .
Since Ao(u) = Z2, by Lemma 4.7, S has two unipotent classes of the same Jordan shape
as that of u. At least one of these elements fixes a proper nondegenerate subspace of V
(take that element say v to be the direct sum of t regular unipotent elements in Sp2k(q)).
By our assumption, neither u nor any G-conjugate of u can be S-conjugate to v, whence
u ∈ uG = uS . It remains to repeat the argument of (c). (One can also show directly that
such a u does not in fact exist.) This completes the proof of Proposition 7.1. ✷
For symplectic groups we have the following result.
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is a square.
Proof. If G has the property (SR), then q must be a square by Lemma 7.2(ii). Conversely,
assume that q is a square. Let s ∈ G be semisimple and u ∈ CG(s) be unipotent. By
Lemma 3.4, CG(s) is the direct product of subgroups Hi , 1  i  t , where each Hi is
GLm(qk), Um(qk), Sp2m(q2), or Sp2m(q). Fix an integer  coprime to p. Let ui be the
component of u lying in Hi . If Hi  GLm(qk) or Um(qk), then by Proposition 6.2 there
is gi ∈Hi such that giuig−1i = ui . Suppose that Hi is Sp2m(r), where r = q or q2. Since
q is a square,  = λ−1 for some λ ∈ F•2r . In the proof of Proposition 7.1 we have shown
that CSp2n(r) has the property (R2) for any r . Hence, there is gi ∈ CSp2n(r) such that
τ (gi)= λ= 1, in other words gi ∈Hi , and giuig−1i = ui . If we put g = (g1, g2, . . . , gt ),
then g ∈ CG(s) and gug−1 = u, as desired. ✷
Remark 7.4. The same argument as in the proof of Theorem 7.3, combined with property
(R2) for CSp2n(q), shows that: if q is an odd nonsquare integer, u ∈ G = Sp2n(q) is
unipotent and s ∈ CG(u) is semisimple, then p′-powers of u belong to at most two CG(s)-
conjugacy classes (to exactly two classes, if u is regular unipotent). Therefore, some
complex irreducible representations of G (for example, the Weil representations) ramify
over p.
8. Strong rationality: Orthogonal groups in odd characteristic
Let q be a power of an odd prime p and let V = Fnq be endowed with a nondegenerate
symmetric bilinear form (· , ·). Let SO(V ) = SO±n (q) denote the corresponding special
orthogonal group, and let G = SOn(Fq).
Proposition 8.1. If q is odd, then O±n (q) and SO±n (q) have the property (SR).
Proof. (a) First we observe that it suffices to prove (R) for all special orthogonal
groups SO±l (q). Indeed, suppose all SO
±
l (q) enjoy the property (R). Let G =O±n (q) or
G = SO±n (q), and let s ∈G be semisimple and u ∈ CG(s) be unipotent. Fix an integer 
coprime to p. By Lemma 3.5(i), CG(s) has a normal subgroup D, where (CG(s) : D) is
a 2-power and D is a direct product of groups Hi of form GLl (qk), Ul(qk), or SO±l (q),
i = 1, . . . , t . Since u is unipotent, u ∈D. Let ui be the component of u lying in Hi . By
Proposition 6.2 and by our assumption, there is gi ∈Hi such that giuig−1i = ui . If we put
g = (g1, g2, . . . , gt ), then g ∈CG(s) and gug−1 = u, as desired.
(b) It is enough to prove (R) for the case u fixes no proper nondegenerate subspaces
of V . Indeed, decompose V into a direct sum of minimal u-stable nondegenerate
subspaces Vi , i = 1,2, . . . , r , and consider any  coprime to p. Since u fixes no proper
nondegenerate subspaces of Vi , (R) holds for SO(Vi). Thus we can find an endomorphism
gi of Vi such that gi(u|Vi )g−1i = (u|Vi ). Now one defines g such that g(Vi) = Vi and
g|Vi = gi .
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By Lemma 4.10, CG(u) is connected. But u and u are G-conjugate by Proposition 4.3,
hence they are G-conjugate by Lemma 4.7. ✷
Let s ∈ SO(V ) be a semisimple element. Then there is an orthogonal decomposition of
V =⊕i Vi intoCO(V )(s)-invariant nondegenerate subspaces, whereCSO(Vi)(s|Vi ) is either
SO(Vi), or GL±m(qk) with 2mk = dimFq (Vi), cf. [14] for instance. This decomposition is
called the primary decomposition for s. It is easy to check that s|Vi ∈ SO(Vi). Moreover,
there is at most one summand Vi of odd dimension, and if dim(Vi) is odd then s|Vi = 1Vi .
Corollary 8.2. If q is odd, then the group CSpinn(q) has property (SR).
Proof. Let D = CSpinn(q) = D0(V ) be the special Clifford group associated to the
orthogonal space V = Fnq and π :D→ SO(V ) the canonical projection. Let sˆ ∈D be any
semisimple element and let s = π(sˆ). Consider the primary decomposition V =⊕i Vi for
s and let si = s|Vi . According to [14, (2E)], there is an exact sequence




By Proposition 8.1 eachCSO(Vi)(si ) enjoys (R). Hence by Lemma 4.11CD(sˆ) has property
(R). ✷
Corollary 8.3. If q is odd, then ( 12R) and ( 12R′) hold for both Spin±n (q) and Ω±n (q).
Proof. By Lemma 2.5, it suffices to prove ( 12R). By Lemma 4.11, it suffices to prove ( 12R)
for H :=Ω±n (q). Assume ( 12R) fails for H : there is a unipotent element u ∈H and three
p′-powers ua , ub , uc that lie in distinct H -conjugacy classes. Now u is rational in G by
Proposition 8.1. Hence there are x, y ∈ G such that xuax−1 = ub and yuby−1 = uc. By
assumption x, y /∈H , so yx ∈H and yx conjugates ua to uc, a contradiction. ✷
In the sequel we need the following analogue of [20, Lemma 2.7.2].
Lemma 8.4. Suppose that q is odd, and V = Fnq is a nondegenerate orthogonal space.
Suppose that g ∈G := SO(V ) stabilizes a maximal totally singular subspace W of V .
(i) Suppose that either n is even and V is of type +, or n is odd. Then g ∈Ω(V ) if and
only if det(g|W) ∈ F•2q .
(ii) Suppose that n is even and V is of type −. Set W ′ = W⊥/W . Then g ∈ Ω(V )
if and only if either g|W ′ ∈ Ω(W ′) and det(g|W) ∈ F•2q , or g|W ′ /∈ Ω(W ′) and
det(g|W) /∈ F•2q .
(iii) Suppose n is even. Then the involution −1V belongs to Ω(V ) if and only if V has
type (−1)(q−1)n/4.
360 P.H. Tiep, A.E. Zalesskiı˘ / Journal of Algebra 271 (2004) 327–390Proof. (i) The case n is even and V is of type + is just [20, Lemma 2.7.2]. Suppose
n= 2m+ 1, and let (· , ·) be the scalar product on V . Extend a basis (e1, . . . , em) of W to a
basis (e1, . . . , em,f1, . . . , fm, v) of V such that (ei, fj )= δij , (ei, v)= (fi , v)= (ei , ej )=
(fi , fj )= 0. Clearly, P := StabG(W) is a semidirect product of a normal p-group Q and
L  GL(W). Since H := Ωn(q) has index 2 in G, H > Q :L′, where L′  SL(W) is a
subgroup of L. Thus the question reduces to finding for which α ∈ F•q the element
xα: e1 → αe1; f1 → α−1f1; ei → ei; fi → fi, i = 2, . . . ,m; v → v
belongs to H . If σa denotes the reflection corresponding to a nonsingular vector a ∈ V ,
then xα = σe1+f1σe1+αf1 . Hence the spinor norm of xα equals 4α, and so xα ∈ H if and
only if α ∈ F•2q .
(ii) Suppose n = 2m, and extend a basis (e1, . . . , em−1) of W to a basis (e1, . . . , em,
f1, . . . , fm) of V such that (ei, ej )= (fi , fj )= 0 and (ei , fj )= δij whenever 1 i, j 
m− 1, and em,fm ⊥ ei , fi for all i = 1, . . . ,m− 1. Then P := StabG(W) acts on W , W ′,
and V/W⊥, and the actions of P on W and V/W⊥ are dual. In particular, if g ∈ P then
1 = det(g)= det(g|W)det(g|W ′)det(g|V/W⊥)= det(g|W ′).
Hence P =Q :L, where Q is a normal p-subgroup, and L GL(W)× SO(W ′). Clearly,
H :=Ω(V ) contains Q. Since V ′ := 〈e1, . . . , fm−1〉 is an orthogonal space of type + and
GL(W) acts on V ′ via g → diag(t, g−1), the spinor norm of x ∈ GL(W) < L is det(x)F•2q ,
cf. (i). We may identify W ′ with 〈em,fm〉. Now, if h ∈L then the spinor norm of h (in G)
is det(h|W) · (the spinor norm of h|W ′), whence the claim follows.
(iii) Cf. [20, Proposition 2.5.13]. ✷
Corollary 8.5. If n  2, q is odd, and −ε = (−1)n(q−1)/2, then the group S = Spinε2n(q)
has property (SR).
Proof. Let V = F2nq be the orthogonal space of type ε and let z = −1V . Since ε 	=
(−1)n(q−1)/2, SO(V ) = Ω(V ) × 〈z〉 by Lemma 8.4. Let π be the natural epimorphism
CSpin(V )→ SO(V ). Then Ker(π)  Zq−1 centralizes CSpin(V ). Furthermore, there is
t ∈ Z(CSpin(V )) such that π(t) = z, cf. [14, p. 129]. On the other hand, π(S) =Ω(V ).
It follows that CSpin(V ) is the central product of S and Z(CSpin(V )), the latter being
generated by Ker(π) and t and having order 2(q − 1). By Corollary 8.2, CSpin(V ) has
property (SR). Therefore the same is true for S. ✷
Lemma 8.6. Let q be odd, V = Fnq be a nondegenerate orthogonal space, and let
H = Ω(V ). Assume that for every triple (s, u, ), where s ∈ H is a semisimple element
with the primary decomposition V =⊕i Vi , u ∈ CH (s) is a unipotent element, and  any
integer coprime to p, there is an x ∈ CH(s) ∩∏i SO(Vi) such that xux−1 = u. Then
S = Spin(V ) satisfies (SR).
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integer coprime to p, and let s = π(sˆ), u= π(uˆ). Consider D :=D0(V ) and the canonical
projection π :D→ SO(V ). Then the sequence




is exact, and Z := Ker(π)  Zq−1 centralizes D. By our assumptions, there is an x ∈
CH (s) ∩∏i SO(Vi) such that xux−1 = u. Choose an xˆ ∈ CD(sˆ) such that π(xˆ) = x .
Then xˆuˆxˆ−1 = uˆ (mod Z). But Z  Zq−1 centralizes uˆ and uˆ is a p-element, hence
xˆuˆxˆ−1 = uˆ. Recall that π(xˆ) = x ∈ H and π(S) = H . Therefore, there is a yˆ ∈ S such
that π(yˆ) = x . It follows that xˆ−1yˆ ∈ Ker(π) and so xˆ−1yˆ centralizes both sˆ and uˆ.
Consequently, yˆ ∈ CS(sˆ) and yˆuˆyˆ−1 = uˆ as desired. ✷
Lemma 8.7.
(i) Let q and n be odd, and let u ∈ Ωn(q) be regular unipotent. Suppose g ∈ On(q) is
such that gug−1 = u for some  coprime to p. Then for gˆ := det(g)−1g we have
gˆugˆ−1 = u, gˆ ∈ SOn(q), and the spinor norm of gˆ is (n2−1)/8F•2q . In particular, u is
rational in Ωn(q) if and only if either q is a square or n≡±1 (mod 8).
(ii) If q = pf is a square, then Ω±n (q) and Spin±n (q) have property (SR).
Proof. Let V denote the natural module for O±n (q).
(i) Suppose that, under some basis (e1, . . . , en) of V , u ∈ H = Ωn(q) is exactly
the Jordan block J of size n. Since u = gˆugˆ−1, the matrix of gˆ in the above basis
is upper triangular with the main diagonal (n−1α, n−2α, . . . , α,α) for some α ∈ F•q .
Observe that gˆ ∈ SOn(q). Hence α = −(n−1)/2. (For, by Lemma 4.8, (ei, ej ) = 0 if
i + j  n, and (e1, en) 	= 0, where (· , ·) is the scalar product on V . Hence the equality
(gˆ(e1), gˆ(en)) = (e1, en) implies that α2n−1 = 1. But 1 = det(gˆ) = αnn(n−1)/2. From
these two conditions it follows that α(n−1)/2 = 1.) Next, gˆ stabilizes the maximal totally
singular subspace W = 〈e1, . . . , e(n−1)/2〉, and det(gˆ|W)= (n2−1)/8, so by Lemma 8.4, the
spinor norm of gˆ is (n2−1)/8F•2q .
Now if q is a square or n≡±1 (mod 8), then (n2−1)/8 ∈ F•2q for any  coprime to p.
By Proposition 8.1, there is an x ∈ SOn(q) such that xux−1 = u. Hence the above claim
applied to xˆ = x shows that x ∈ H , and so u is rational in H . Conversely, suppose that u
is rational in H but q is not a square. Then choose  coprime to p such that  /∈ F•2p . By
assumption, there is an y ∈ H such that yuy−1 = u. The above claim applied to yˆ = y
implies that (n2−1)/8 ∈ F•2q , whence (n2 − 1)/8 is even, i.e., n ≡ ±1 (mod 8). (See also
Lemma 5.5.)
(ii) If q is even, then the statement follows from the results of [38]. Suppose that q is
odd. If s ∈ H :=Ω±n (q) is semisimple, then CH (s) contains a normal subgroup D such
that C/D is a p′-group and D is a direct product of subgroups of the form SLm(qk),
SUm(qk), or Ω±m(q). Moreover, each of these subgroups is contained in Ω(Vi) for the
corresponding summand Vi of the primary decomposition for s. By Lemma 8.6, in order
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groups SLm(qk), SUm(qk), or Ω±m(q). By the virtue of Corollary 6.7, it suffices to prove
(R) for Ω±m(q). We now establish (R) for H by induction on n. Let u ∈H be unipotent.
If u is not distinguished then by Lemma 4.5 we may apply the induction hypothesis (and
refer to Corollary 6.7). Assume that u is distinguished. Then by Lemma 4.4 all Jordan
blocks of u are of different, odd, sizes. By Lemma 4.9 V is an orthogonal sum of u-stable
subspaces Vi , on which u acts as a single Jordan block of odd size. According to (i), u|Vi
is rational in Ω(Vi). Hence u is rational in Ω(V )=H . ✷
Lemma 8.8. Let r ∈ N, r > 1 and r ′ be the largest odd integer not exceeding r . Let
a1, . . . , ar ∈ N be odd, n = a1 + · · · + ar , and let ε2, . . . , εr ∈ {±1}. Let V be an
orthogonal space of dimension n over Fq . Then there exists an orthogonal decomposition
V = V1 ⊕ · · · ⊕ Vr such that dimVi = ai and the sign of V1 + Vj is equal to εj for
j = 2, . . . , r ′.
Proof. Let e1, . . . , ea1 be an orthogonal basis of an orthogonal space V ′1, say. It is well
known that one can construct an orthogonal space of dimension a1 + aj and of given sign
εj by adding to the above basis suitable elements ea1+···+aj+1, . . . , ea1+···+aj+1 , which are
orthogonal to each other and to the previous elements. Set
V ′j = 〈ea1+···+aj+1, . . . , ea1+···+aj+1〉
for j = 2, . . . , r ′, and V ′ =⊕1jr V ′j . Let f be the bilinear form defining V . If r is odd
then V ′ is isomorphic either to (V ,f ) or to (V ,αf ), where α ∈ Fq is a nonsquare. Since
the restrictions of f and αf to V1 + Vj are equivalent, the decomposition required exists
in V . Let r be even. Then V ′ may have the sign different from that of V . But in this case
the lemma is stated for j < r . So instead of V ′r we add to V ′1 ⊕ · · · ⊕ V ′r−1 a similar space
such that the sign of the resulting space is the same as that of V . ✷
For the rest of the section we fix the following notation. If D :V = V1 ⊕ · · · ⊕ Vr is
an orthogonal decomposition of an orthogonal space V over Fq into subspaces of odd
dimensions, then let uD be a unipotent element such that u(Vi) = Vi and u has a unique
Jordan block on Vi . We say that a unipotent element w is of type s := (a1, . . . , am) if
w has exactly m Jordan blocks on V , of size a1, . . . , am. For any string s we define
k(s)=∑mi=1(a2i − 1)/8 and |s| =∑mi=1 ai .
Lemma 8.9. Let q be odd, V be an n-dimensional nondegenerate orthogonal space
over Fq , and let G = SO(V ), H = Ω(V ). Assume u ∈ G is a distinguished unipotent
element of type s = (a1, . . . , am).
(i) If k(s) is even then u is rational in H .
(ii) Assume in addition that q is not a square and that k(s) is odd. Then for any integer 
which is a nonsquare modulo p there is an x ∈G \H that conjugates u to u.
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orthogonal decomposition V =⊕mi=1 Vi with dim(Vi) = ai , and ui := u|Vi has a single
Jordan block. Let  ∈N be coprime to p. As SOai (q) has property (R), cf. Proposition 8.1,
there exist xi ∈ SO(Vi) such that xiuix−1i = ui . Setting x = diag(x1, . . . , xm), we have
xux−1 = u, and the spinor norm of x is k(s)F•2q by Lemma 8.7. Thus x ∈H in case (i),
and x ∈G \H in case (ii), and so we are done. ✷
Lemma 8.10. Let V be an n-dimensional nondegenerate orthogonal space over Fq , of sign
ε if n is even, and let H =Ω(V ).
(i) Let D :V = V1 ⊕ · · · ⊕ Vr be an orthogonal decomposition of V , where dim(Vi)= ai
and all ai are odd and distinct. Let εj denote the sign of V1 + Vj for j = 2, . . . , r ,
and let u= uD ∈ H . Then CSO(V )(u)  H if and only if εj = (−1)(a1+aj )(q−1)/4 for
j = 2, . . . , r . (If r = 2 then this is equivalent to ε = (−1)n(q−1)/4.)
(ii) Assume in addition that either n is odd, or n is even and ε = (−1)n(q−1)/4. For
each string a1, . . . , ar of distinct odd numbers with a1 + · · · + ar = n, there exists
an orthogonal decomposition D :V = V1 ⊕ · · · ⊕ Vr of V , such that dim(Vi) = ai ,
u= uD ∈H is distinguished, and CSO(V )(u)H .
Proof. (i) Let Gad be the algebraic group of adjoint type defined by the orthogonal space
V , and let C = CGad(u). By Lemma 4.4(iii), u is distinguished, whence Co consists of
unipotent elements. On the other hand, C/Co  Zr−1−c2 , where c= 0 if n is odd and c= 1
if cf. [4, p. 399]. In particular, C/(C ∩ Co)  Zr−1−c2 , if C := CSO(V )(u), C = C/Z and
Z :=Z(SO(V ))= Zc2. Since C ∩ Co) is a p-group, C ∩ Co Op(C)Z/Z.
For each j with 2  j  r , let zj denote the element of O(V ) acting as −1 on
V1 + Vj and trivially on all other Vi . Set A= 〈zj | 2 j  r〉. Clearly, A is an elementary
Abelian 2-group of rank r − 1 and A  C. Claim that C = Op(C)A. Indeed, A  Z,
A/Z = Zr−1−c2 , and A/Z ∩ (C ∩ Co)A/Z ∩Op(C)= 1, whence C = (C ∩ Co) ·A/Z.
But C ∩ Co Op(C)Z/Z, therefore C =Op(C)A.
Since SO(V )/H is a 2-group, Op(C) is contained in H . Thus C  H if and only if
A  H , equivalently, zj ∈ H for all j = 2, . . . , r . This holds if and only if −1V1+Vj ∈
Ω(V1 + Vj ), equivalently, the sign εj of V1 + Vj is equal to (−1)(a1+aj )(q−1)/4, cf.
Lemma 8.4(iii).
(ii) If n is odd then by Lemma 8.8 we can choose Vj such that εj = (−1)(a1+aj )(q−1)/4
for all j  2. Let n be even. Then, for 2  j  r − 1, by Lemma 8.8 we can choose Vj
such that εj = (−1)(a1+aj )(q−1)/4, which guarantees that zj ∈ H . Notice that −1V ∈ H
as ε = (−1)n(q−1)/4, and A= 〈−1V , zj | 2  j  r − 1〉, where A is as in (i). Therefore,
AH , and if we define u= uD , then CSO(V )(u)H as desired. ✷
Corollary 8.11. Let H =Ωεn(q) where n is even and q is an odd nonsquare. Let u ∈H be
a unipotent element with exactly two Jordan blocks, of sizes a < b.
(i) Suppose that a ≡ 1 (mod 4). Then u is rational if and only if either n≡ 0,2 (mod 8)
or −ε = (−1)n(q−1)/4.
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or −ε = (−1)n(q−1)/4.
Proof. The case −ε = (−1)n(q−1)/4 follows from Corollary 8.5, so we may assume that
ε = (−1)n(q−1)/4. The proof of Lemma 8.9 shows that there is an x ∈ SOεn(q) such that
xux−1 = u and the spinor norm of x is (a2+b2−2)/8F•2q . This is also true for any arbitrary
element y ∈ SO(V ) conjugatingu to u, sinceCSO(V )(u)H according to Lemma 8.10(i).
Since q is nonsquare, we can choose  /∈ F•2q . Then u is rational in H if and only if
y ∈ H , i.e., if and only if (a2 + b2 − 2)/8 is even. The last condition is equivalent to
n(n − 2) ≡ 0 (mod 16), i.e., n ≡ 0,2 (mod 8), if a ≡ 1 (mod 4), and to n(n + 2) ≡ 0
(mod 16), i.e., n≡ 0,6 (mod 8), if a ≡ 3 (mod 4). ✷
Lemma 8.12. Let q be an odd nonsquare and assume that one of the following holds:
(i) n≡−1 (mod 8), n 15, and H =Ωn(q);
(ii) n≡ 1 (mod 8), n 25, and H =Ωn(q);
(iii) n≡ 0 (mod 8), n 32, and H =Ω+n (q).
Then H contains a nonrational distinguished unipotent element.
Proof. Let V be the underlying orthogonal space for H . Define the string s = (a1, . . . , ar )
of distinct odd integers as follows: s = (1,5, n − 6) in case (i), s = (3,7, n − 10) in
case (ii), and s = (1,9,17, n−27) in case (iii). Notice that k(s) is odd. By Lemma 8.10(ii),
there is an orthogonal decomposition D :V = V1 ⊕ · · · ⊕ Vr with dim(Vi) = ai , and a
distinguished unipotent element u = uD ∈ H such that CSO(V )(u)  H . Let  ∈ N be a
nonsquare modulo p. By Lemma 8.9, there is an x ∈ SO(V ) \H such that xux−1 = u.
Since CSO(V )(u)H , any element y ∈ SO(V ) conjugating u to u also lies outside of H .
Hence u and u are not conjugate in H . ✷
Lemma 8.13. Assume that either n≡±1 (mod 8) and H =Ωn(q), or n≡ 0 (mod 8) and
H =Ω+n (q). Assume in addition that n 	= 8,9 and q is an odd nonsquare. Then H does
not satisfy (SR).
Proof. (1) Let V be the underlying orthogonal space for H . Fix an integer  which is a
nonsquare modulo p. Let w ∈ SO(V ) be any unipotent element such that w is rational in
H and CSO(V )(w)H . Then any x ∈ SO(V ) that conjugates w to w must belong to H .
(2) Consider the case n ≡ 0 (mod 8) and let ε = (−1)(q−1)/2. Then n  16. By
Lemma 8.10(ii) applied to the orthogonal space V1 = F10q of type ε, there is an orthogonal
decomposition D1 :V1 = V11 ⊕ V12 with dim(V11) = 1 such that u1 := uD1 satisfies
CSO(V1)(u1)Ω(V1). Notice that u1 is rational in Ω(V1) by Corollary 8.11(i).
Let V2 = Fn−10q be the orthogonal complement of V1 in V . Since V is of type +, V2 is
also of type ε. If V11 is spanned by a vector e1, then choose V21 to be an 1-dimensional
subspace in V2 span by a vector e2 such that (e1, e1) = (e2, e2). Consider the orthogonal
decomposition D2 :V2 = V21 ⊕ V22 and let u2 = uD2 . By Corollary 8.11(i), u2 is not
rational in Ω(V2). Hence u2 and u are not conjugate in Ω(V2) by Corollary 8.3.2
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Lemma 8.4(iii). Claim that u and u are not conjugate in CH(s). Assume the contrary.
Then there is an x ∈ CH (s) such that xux−1 = u. Write x = (x1, x2) with xi ∈O(Vi). Let
ri = (−1Vi1,1Vi2) for i = 1,2 and t = r1r2. Since (e1, e1)= (e2, e2), t ∈H . It is clear that
t centralizes both s and u. Replacing x by xt if necessary, we may assume that xi ∈ SO(Vi)
and of course xiuix−1i = ui for i = 1,2. Observe that u1 satisfies the conditions imposed
on w in (1). Hence x1 ∈Ω(V1) and so x2 ∈Ω(V2). It follows that u2 and u2 are conjugate
in Ω(V2), a contradiction.
(3) Consider the case n≡ 1 (mod 8) and let ε = (−1)(q−1)/2. Then n 17. Choose an
orthogonal basis (e1, . . . , en) of V , such that (ej , ej ) = (en−j+1, en−j+1) for j = 1,2,3
and V1 := 〈e1, . . . , en−3〉Fq has type ε. Let V11 = 〈e1, e2, e3〉Fq , V12 = 〈e4, . . . , en−3〉Fq ,
and V2 = 〈en−2, en−1, en〉Fq . By Lemma 8.10(ii) applied to the decomposition D :V1 =
V11 ⊕V12, u1 := uD satisfies CSO(V1)(u1)Ω(V1). Notice that u1 is rational in Ω(V1) by
Corollary 8.11(ii).
Let u2 be a regular unipotent element in Ω(V2). Let s = (−1V1,1V2) and u= (u1, u2).
Then [u, s] = 1 and s ∈ Ω(V1)  H by Lemma 8.4(iii). Claim that u and u are
not conjugate in CH (s). Assume the contrary. Then there is an x ∈ CH (s) such that
xux−1 = u. Write x = (x1, x2) with xi ∈ O(Vi). Let ri = (−1Vi1,1Vi2) for i = 1,2 and
t = r1r2. Since (ej , ej )= (en−j+1, en−j+1) for j  3, t ∈ H . It is clear that t centralizes
both s and u. Replacing x by xt if necessary, we may assume that xi ∈ SO(Vi) and of
course xiuix
−1
i = ui for i = 1,2. Observe that u1 satisfies the conditions imposed on w
in (1). Hence x1 ∈Ω(V1) and so x2 ∈ Ω(V2). It follows that u2 and u2 are conjugate in
Ω(V2). Thus u2 is rational in Ω(V2) PSL2(q), contrary to Corollary 6.7.
(4) Suppose n ≡ 7 (mod 8). Fix ε′ = (−1)(n−1)(q−1)/4, and choose an orthogonal
basis (e1, . . . , en) in V such that (e1, e1) = (e2, e2) and V ′ := 〈e2, . . . , en〉 is of type ε′.
Set s = diag(1,−1, . . . ,−1) and t = diag(−1,−1,1, . . . ,1) in this basis. Since ε′ =
(−1)(n−1)(q−1)/4, s ∈ Ω(V ′)  H . Since (e1, e1) = (e2, e2), t ∈ H . Claim that CH (s) =
〈Ω(V ′), t〉. (Indeed, it is clear that CH (s)  〈Ω(V ′), t〉. Conversely, suppose that g ∈
CH (s). Then g fixes 〈e1〉 and V ′. One can find i = 0,1 such that t ig fixes e1. Then
t ig ∈ SO(V ′) ∩H =Ω(V ′).)
Now we choose u ∈ H to be the unipotent element represented by diag(1,1, Jn−2)
under the above basis. Clearly [g, s] = 1, so g is rational in CH (s) by our assumption.
Since CH (s) = 〈Ω(V ′), t〉 and [t, g] = 1, it follows that u is rational in Ω(V ′). One can
view u as a regular unipotent element in Ω(V ′). Thus regular unipotents are rational
in Ω(V ′)  Ωε′n−1(q), with n − 1 ≡ 6 (mod 8) and ε′ = (−1)(n−1)(q−1)/4, contrary to
Theorem 1.7. ✷
Lemma 8.14. Let q be odd, G = SO±n (q), and let s ∈ G a semisimple element such
that CG(s) = GLεm(qk) with n = 2mk. If ε = − assume in addition that k is odd. Then
CG(s) ∩Ω±n (q)=GLεm(qk)•2.
Proof. Let V = Fnq be the natural module for G and let C = CG(s), H =Ω(V ).
(1) First assume that ε = +. Let W = Fm
qk
be the natural module for C. Then one
can embed C ↪→ G in such a way that W , viewed as a Fq -space W ′, is a maximal
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if det(g|W ′) ∈ F•2q , which is equivalent to




i.e., g ∈ GLm(qk)•2.
(2) Next assume that ε =− and k = 1. Consider the natural moduleU := 〈e1, . . . , em〉F
q2






Let l = (m/2). One can embed C ↪→G in such a way that W := 〈e1, . . . , el/2〉F
q2
, viewed
as a Fq -space W ′, is a maximal totally singular subspace of V . Consider gα ∈ C with
matrix diag(α,1, . . . ,1, α−q) (with respect to the above basis of U ) for any α ∈ F•
q2
. It is
clear that C is generated by SUm(q) and all those elements gα , and that SUm(q) < H . If
m is even then V has type +. If m is odd, then V has type − and moreover g acts trivially
on (W ′)⊥/W ′. Hence, by Lemma 8.4, gα belongs to H if and only if
1 = det(gα|W ′)(1−q)/2 =
(
det(gα|W)1+q
)(1−q)/2 = α(1−q2)/2 = det(gα|U)(1+q)/2,
i.e., gα ∈GUm(qk)•2.
Finally, the case of arbitrary odd k follows from the above case by embedding
GUm(q
k) ↪→GUmk(q) ↪→ SO2mk(q) subsequently. ✷
Lemma 8.15. Let q be an odd nonsquare, V be an n-dimensional nondegenerate
orthogonal space over Fq , and let G= SO(V ), H =Ω(V ). Assume u ∈G is a unipotent
element with no Jordan blocks of odd size.
(i) If n≡ 0 (mod 8) then u is rational in H .
(ii) Assume that n ≡ 4 (mod 8). Then for any integer  which is a nonsquare modulo p
there is an x ∈G \H that conjugates u to u.
Proof. (1) Let s be the type of u. It suffices to prove the statements of the lemma for one
particular element v of type s. Indeed, let G = On(Fq) and I = O(V ). By Lemma 4.1,
all unipotent elements of the given type form a single G-conjugacy class. Moreover, by
Lemma 4.10, CG(u) is connected. Since I = GF for a suitable Frobenius map F , uG ∩ I
constitutes a single I -conjugacy class. In particular, v = gug−1 for some g ∈ I . Now if
v = xvx−1 for some x ∈ I then u = yuy−1 with y = g−1xg. Observe that G and H are
normal in I . Hence y ∈H if x ∈H , and y ∈G \H if x ∈G \H .
(2) Assume that V is of type −. Then u is rational in H by Corollary 8.5 so (i) holds.
Furthermore,G=H ×Z2. Therefore, replacing x by −x if necessary we may assume that
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we may assume that V is of type +. By Corollary 8.3 it suffices to decide in (i) whether u
and u are conjugate when  ∈ N is a nonsquare modulo p. So in what follows  will be
a nonsquare modulo p.
(3) Let b1, . . . , br be all distinct sizes of Jordan blocks of u, and let 2ki be the number
of Jordan blocks of size bi of u for 1  i  r . Decompose V into an orthogonal sum
of nondegenerate subspaces Vi , where each Vi is of type + and dimension 2kibi . For
each i , decompose Vi into an orthogonal sum of nondegenerate subspaces Vij , each of
type + and of dimension 2bi . Let vij be a regular unipotent element in GLbi (q) and
embed GLbi (q) in SO(Vij ) in standard way. By Lemma 6.5 there is an xij ∈ GLbi (q) that
conjugates vij to vij , and moreover xij ∈GLbi (q)•2 if bi ≡ 0 (mod 4) and xij /∈ GLbi (q)•2
if bi ≡ 2 (mod 4). It now follows by Lemma 8.14 that xij ∈ Ω(Vij ) if bi ≡ 0 (mod 4)
and xij ∈ SO(Vij ) \Ω(Vij ) if bi ≡ 2 (mod 4). Define v ∈ H to act as vij on each of Vij ,
and define x ∈G to act as xij on each of Vij . Then xux−1 = u. Moreover, x /∈H if and
only if
∑
i: bi≡2 (mod 4) ki is odd, equivalently, n= 2
∑
i kibi ≡ 4 (mod 8), whence we are
done. ✷
Lemma 8.16. Let q be an odd nonsquare, V be an n-dimensional nondegenerate
orthogonal space over Fq , and let G= SO(V ), H =Ω(V ).
(i) Assume u ∈G is a unipotent element of type
(a, a, . . . , a)︸ ︷︷ ︸
m
with a odd and m 2. Then there is a t ∈G \H that centralizes u.
(ii) Let u ∈G be a unipotent element. Assume that at least two Jordan blocks of u have
the same odd size. Then u is rational in H .
Proof. (i) It suffices to prove the statement of the lemma for one particular element v
of given type. Indeed, let G = SO(V ⊗ Fq). By Lemma 4.1, all unipotent elements of
the above type form a single G-conjugacy class. Moreover, by Lemma 4.10, CG(u) is
connected. Since G = GF for a suitable Frobenius map F , uG ∩ G constitutes a single
G-conjugacy class. In particular, v = gug−1 for some g ∈ G. Now if sv = vs for some
s ∈G \H then tu= ut with t = g−1sg ∈G \H .
Next embed SOε2a(q)× SOε
′
(m−2)a(q) in SO(V ) for some ε, ε′ = ±. Choose x to be a
regular unipotent element of GLεa(q) and embed GLεa(q) ↪→ SOε2a(q) in standard way. Let
y ∈ SOε′(m−2)a(q) be a unipotent element of type
(a, a, . . . , a)︸ ︷︷ ︸
m−2
,
and let v = diag(x, y). The proof of Lemma 6.10(ii) shows that there is a z ∈ GLεa(q) \
GLεa(q)•2 that centralizes x . Clearly, t = diag(z,1) centralizes v, and t ∈ G \ H by
Lemma 8.14.
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is of type
(a, . . . , a)︸ ︷︷ ︸
m
for some odd a and some m 2, and u|V2 has no Jordan blocks of size a. Given any integer
 coprime to p, by Proposition 8.1 there is an x ∈ SO(V1)×SO(V2) such that xux−1 = u.
According to (i), there is a t ∈ SO(V1) \Ω(V1) that centralizes u. Replacing x by xt if
necessary, we get x ∈H as desired. ✷
Lemma 8.17. Let 3m 6, G= SOεm(q), and let H =Ωεm(q). Assume that q is an odd
nonsquare. Then for any unipotent element u ∈G and any integer  which is a nonsquare
modulo p, there is an x ∈G \H such that xux−1 = u.
Proof. (1) The statement obviously holds for u = 1 as G > H . Next, u is rational in G
by Proposition 8.1. Therefore the statement also holds if CG(u) 	= CH (u). Furthermore,
( 12R′) holds for H by Corollary 8.3. Therefore the statement also follows in the case u is
not rational in H . (Indeed, the nonrationality of u in H and ( 12R′) imply that u and u
are not conjugate in H and so any element x ∈G conjugating u to u must be in G \H .)
Henceforth we may assume that u 	= 1, CG(u) = CH (u), i.e., uG 	= uH , and that u is
rational in H .
(2) Assume m= 3. Then H  PSL2(q), and so u is not rational in H , whence we are
done by (1).
(3) Assume m= 5. Then H  PSp4(q) has 6 nontrivial unipotent classes, cf. [34]. Four
of them are not rational in H . The other two, A31 and A32 in the notation of [34], are
rational in H but they do not fuse in G as they are of different length. So if u belongs to
any of these two classes then uG = uH , and so we are done by (1).
(4) Assume m is even and −ε = (−1)m(q−1)/4. Then G=H × Z2 by Lemma 8.4(iii),
whence CG(u) 	= CH(u) and we are done by (1).
(5) Assume m= 4 and ε =+. Then H is a central product of two copies of SL2(q). It
follows that u is not rational in H , so we are done by (1). Observe moreover that any x ∈G
conjugating u to u must belong to G \H .
(6) Finally, assume that m= 6 and ε = (−1)m(q−1)/4. If u has at least two Jordan blocks
of same odd size then CG(u) 	= CH(u) by Lemma 8.16(i). If u is of type (5,1), then u is
not rational in H by Corollary 8.11(i). ✷
Proposition 8.18. Let q be odd and n ∈ {7,8,9,16,17,24}. Then Spinεn(q) and Ωεn(q)
have property (R).
Proof. (1) By Lemma 4.11, it suffices to prove (R) for H =Ω(V ), where V = Fnq is the
natural module. By Corollary 8.5 we may assume that ε = + if 8 | n. By Lemma 8.7 we
may assume that q is not a square. By Corollary 8.3 it suffices to prove that any unipotent
element u ∈H is H -conjugate to u, where  ∈N is a nonsquare modulo p.
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of all odd entries, respectively of all even entries, of u. Clearly, |s′′| is divisible by 4.
By Lemma 8.16(ii) we may assume that all entries of s′ are distinct. By Lemma 4.9,
u fixes an orthogonal decomposition V = V ′ ⊕ V ′′, where all Jordan blocks of u′ := u|V ′′ ,
respectively of u′′ := u|V ′′ , are of odd size, respectively of even size. By Lemma 8.9,
there is an x ′ ∈ SO(V ′) that conjugates u′ to (u′) with the property that x ′ ∈ Ω(V ′)
exactly when k(s′) is even. By Lemma 8.15, there is an x ′′ ∈ SO(V ′′) that conjugates
u′′ to (u′′) with the property that x ′′ ∈ Ω(V ′′) exactly when |s′′| ≡ 0 (mod 8). Define
[s] = k(s′)+ |s′′|/4 and x = (x ′, x ′′). It now follows that xux−1 = u and x ∈H exactly
when [s] is even.
(3) We make one more general observation. Suppose we have already proved that (R)
holds for Ω±a (q) and Ω±b (q) with n= a+ b. Suppose u has only 1 Jordan block of size a.
Then u is rational in H . Indeed, we may assume that u ∈Ω±a (q)×Ω±b (q) by Lemma 4.9,
whence the observation follows. Similarly, u is rational in H if |s′| = a or |s′| = b.
(4) Consider the case n= 7. Then (s′; |s′′|)= ((7);0) or ((3);4). In any case [s] is even
and so we are done.
(5) Let n= 8. Because of (3) and (4) we may now assume that s′ has no entry equal to
1 or 7. Hence (s′; |s′′|)= ((5,3);0) or ((−);8), [s] is even, and so we are done.
(6) Let n = 9. Because of (3) and (5) we may now assume that s′ has no entry equal
to 1. Hence (s′; |s′′|)= ((9);0) or ((5);4), [s] is even, and so we are done.
(7) Let n= 16. Because of (3)–(6), we may now assume that s′ has no entry equal to 7, 9
and also |s′| 	= 8. Therefore, (s′; |s′′|)= ((15,1);0), ((13,3);0), ((11,5);0), ((11,1);4),
((3,1);12), or ((−);16). In all cases [s] is even, and so we are done.
(8) Let n = 17. Because of (3), and (5)–(7), we may now assume that s′ has no entry
equal to 1, 9 and also |s′| 	= 1,9. Therefore, (s′; |s′′|) = ((17);0), ((13);4), or ((5);12).
Thus [s] is even, and so we are done.
(9) Finally, assume that n = 24. Because of (3), (5) and (7), we may now assume
that |s′| 	= 8,16. If s′′ = 0 then s′ = (23,1), (21,3), (19,5), (17,7), (15,9), (15,5,3,1),
(13,11), (13,7,3,1), (11,9,3,1), (11,7,5,1), or (9,7,5,3). If s′′ = 4 then s′ = (19,1),
(17,3), (15,5), (13,7), (11,9), (11,5,3,1), or (9,7,3,1). If s′′ = 12 then s′ = (11,1),
(9,3), or (7,5). If s′′ = 20 then s′ = (3,1). If s′′ = 24 then s′ = (−). In all cases [s] is
even, and so we are done. ✷
Proposition 8.19. Let q be odd and n= 8,9. Then Spin+n (q) satisfies (SR).
Proof. (1) Let V be the natural module for G = SO+n (q), and let H = Ω(V ). By
Lemma 8.7 we may assume that q is a nonsquare. By Lemma 8.6, it suffices to show that for
every triple (s, u, ), where s ∈G is a semisimple element with the primary decomposition
V =⊕ri=1 Vi , u ∈ CH (s) is a unipotent element, and  any integer coprime to p, there is
an x ∈ CH(s) ∩∏i SO(Vi) such that xux−1 = u. Moreover, since all the groups Ω±m(qk)
and SL±m(qk) satisfy ( 12R′) (cf. Remark 6.9 and Corollary 8.3), we may assume that  is
a nonsquare modulo p. By Proposition 8.18 we may assume that s 	= ±1V . Set si = s|Vi ,
ui = u|Vi . By Proposition 8.1, for each i there is a yi ∈ CSO(Vi)(si) such that yiuiy−1i = ui .
Set y =∏i yi .
370 P.H. Tiep, A.E. Zalesskiı˘ / Journal of Algebra 271 (2004) 327–390(2) Assume that there is some i with dim(Vi) = 2. Since det(si ) = 1, si ∈ SO(Vi) 
Zq±1 and Ω(Vi) < SO(Vi). Fix an element t ∈ SO(Vi) \Ω(Vi). Then t centralizes both
s and u. Replacing y by yt if necessary, we get that y ∈ CH(s) ∩ ∏j SO(Vj ) and
yuy−1 = u, as desired. Henceforth we may assume that dim(Vi) 	= 2 for all j .
(3) Here we assume that n= 8. Recall that ∑ri=1 dim(Vi)= 8, at most one of dim(Vi)
is odd, and that dim(Vj ) 	= 2. Hence we arrive at the following two subcases.
Subcase I: r = 1. It suffices to show that CH (s) ∩ ∏i SO(Vi) = CH (s) satisfies (R).
Since s 	= ±1V , it follows that CG(s) = GLεm(qk) with mk = 4. If k is even,
then CH (s)  SLεm(qk) and so we are done by Corollary 6.7. If k is odd, then
k = 1, m = 4, CH (s) = GLε4(q)•2 by Lemma 8.14, and so we are done by
Lemma 6.10(i).
Subcase II: r = 2 and dim(Vi)= 4. Let ε be the (common) type of V1 and V2. If ε = −
then Ω(Vi) enjoys (SR) by Corollary 8.5, and so we are done. So we may
assume that ε = +. Observe that CSO(Vi (si ) = SO(Vi), GL±2 (q), or GL1(q2).
Hence by Lemma 8.14 there is a ti ∈ CSO(Vi)(si ) \ Ω(Vi). If ui 	= 1, then yi ∈
SO(Vi) \Ω(Vi) (cf. p. 5) of the proof of Lemma 8.17. If ui = 1, then, replacing
yi by yiti if necessary, we may assume that yi ∈ SO(Vi) \Ω(Vi). It follows that
y = y1y2 ∈ CH (s) as desired.
(4) Finally we assume that n= 9. Recall that∑ri=1 dim(Vi)= 9, at most one of dim(Vi)
is odd, s 	= 1V , and that dim(Vj ) 	= 2. Hence we may assume that dim(V1) is odd (in
particular, s1 = 1V1 ), and arrive at the following three subcases.
Subcase I: dim(V1)= 1. Here u and s belong to Ω(V⊥1 )=Ωα8 (q)with α =±. ButΩα8 (q)
satisfies (SR), by (3) if α =+ and by Corollary 8.5 if α =−, and so we are done.
Subcase II: dim(V1) = 3 and r = 2. Then CSO(V1)(s1) = SO3(q), and CSO(V2)(s2) =
SO±6 (q), or GL
±
m(q
k) with mk = 3. Applying Lemma 8.17 to SO±l (q) with
l = 3,6, and applying Lemmas 6.10(ii) and 8.14 to GL±m(qk), we see that yi can
be chosen such that yi ∈CSO(Vi)(si ) \Ω(Vi). It follows that y = y1y2 ∈CH (s) as
desired.
Subcase III: dim(V1)= 5 and r = 2. Then CSO(V1)(s1)= SO5(q), and SO(V2)= SOβ4 (q)
with β = ±. By Lemma 8.17, we can choose y1 contained in SO(V1) \Ω(V1).
If β = − then −1V2 /∈ Ω(V2), and so, replacing y2 by −y2 if necessary we
may assume that y2 ∈ CSO(V2)(s2) \ Ω(V2). If β = + then y2 must belong to
CSO(V2)(s2) \ Ω(V2) by part 5 of the proof of Lemma 8.17. Now y = y1y2 ∈
CH(s) as desired. ✷
Theorem 8.20. Let q be odd, n > 2, and S = Spinεn(q). Then S has property (R) if and
only if at least one of the following holds:
(i) q is a square;
(ii) n is even and −ε = (−1)n(q−1)/4;
(iii) n ∈ {7,8,9,16,17,24}.
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prove part “only if,” we set H = Ωεn(q) and assume that (R) holds for S but none
of (i)–(iii) holds. Then (SR) also holds for H . Now we have n 	≡ ±3 (mod 8) by
Lemma 8.7, n 	≡ 4,±2 (mod 8) by Corollary 8.11, and n 	≡ 0,±1 (mod 8) by Lemma 8.12,
a contradiction. ✷
Theorem 8.21. Let q be odd, n > 2, and S = Spinεn(q). Then S has property (SR) if and
only if at least one of the following holds:
(i) q is a square;
(ii) n is even and −ε = (−1)n(q−1)/4;
(iii) n= 8 or 9.
Proof. Part “if” follows from Lemma 8.7, Corollary 8.5, and Proposition 8.19. To prove
part “only if,” we set H = Ωεn(q) and assume that (SR) holds for S, but none of
(i)–(iii) is true. Then (SR) also holds for H . Now we have n 	≡ ±3 (mod 8) by
Lemma 8.7, n 	≡ 4,±2 (mod 8) by Corollary 8.11, and n 	≡ 0,±1 (mod 8) by Lemma 8.13,
a contradiction. ✷
Remark 8.22. Theorem 8.21 and Proposition 8.18 show that Ω+n (q) and Spin+n (q), where
q is an odd nonsquare and n= 7,16,17,24, satisfy (R) but not (SR).
9. Strong rationality: Classical groups in characteristic 2
In this section we handle the case of symplectic and orthogonal groups in characteristic
two. Let q = 2f and let V = F2nq be endowed with a nondegenerate bilinear alternating
form (· , ·). Let Q be a quadratic form on V with Q(x + y) = Q(x) + Q(y) + (x, y)
for all x, y ∈ V (in this case we say that Q is polarized to (· , ·)). One can extend
(· , ·) and Q to V˜ = V ⊗ Fq . We denote S = Sp(V˜ ), S = Sp(V ) = Sp2n(q), G = O(V˜ ),
G=O(Q)=O±2n(q). Furthermore, Go is the connected component of G and Go = (Go)F ,
where F is the Frobenius defined by the Fq -structure on V .
The symplectic case can be reduced to the orthogonal case using the following
statement, cf. [28, Lemma 4.1].
Lemma 9.1. Let u ∈ S = Sp2n(q) be a unipotent element. Then u ∈ G = O(Q) < S
for some quadratic form Q on V . More precisely, one can endow V with a u-invariant
quadratic form Q polarized to (· , ·).
Lemma 9.2. Let u ∈ G =O2n(Fq ) be unipotent and  1 an odd integer. Then u and u
are G-conjugate.
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if and only u and v have the same Jordan shape and χ(T ) = χ(R). Here,T = u − 1,
R = v − 1, and χ(T ) :N→N is defined via
χ(T )(m)=min{n 0 ∣∣ ∀v ∈Ker(T m), Q(T nv)= 0}.
Now take v = u. Clearly u and v have the same Jordan shape. Also, there is an
odd integer ′  1 such that v′ = u. Observe that Ker(T m) = Ker(Rm). Indeed, if
x ∈ Ker(T m), then (u− 1)m(x)= 0, hence Rm(x)= (u − 1)m(x)= 0. Thus Ker(T m)⊆
Ker(Rm). Applying the same argument to u= v′ , we get Ker(Rm)⊆Ker(T m).
We need to show that χ(T )(m) = χ(R)(m) for all m ∈ N. Suppose that Q(T nv) = 0
for all v ∈ Ker(T m) = Ker(Rm). For any f ∈ Fq [t] and any v ∈ Ker(T m), f (T )(v) ∈
Ker(T m), whence Q(T nf (T )v) = 0. We have just shown that Q(g(T )v) = 0 for any
polynomial g ∈ Fq [t] divisible by tn and for any v ∈ Ker(T m). But R = u − 1 =
(T + 1) − 1 = T · h(T ) for a certain polynomial h ∈ Fq [t], therefore Rn = T n · h(T )n,
and so Q(Rnv)= 0 for all v ∈ Ker(Rm). This shows that χ(T )(m) χ(R)(m). Applying
the same argument to u= v′ , we get χ(R)(m) χ(T )(m). ✷
Theorem 9.3. If q is even, then G=O±2n(q) has the property (SR).
Proof. (a) First we observe that it suffices to prove (R) for all orthogonal groups O2l(q).
Indeed, suppose allO2l(q) enjoy the property (R). Let s ∈G be semisimple and u ∈CG(s)
be unipotent. Fix an odd integer . By Lemma 3.7(i), CG(s) is a direct product of groups
Hi of form GLl(qk), Ul(qk), or O2l(q), i = 1, . . . , t . Let ui be the component of u lying
in Hi . By Theorem 6.2 and by our assumption, there is gi ∈ Hi such that giuig−1i = ui .
Now if we put g = (g1, g2, . . . , gt ), then g ∈CG(s) and gug−1 = u, as desired.
(b) Here we observe that it is enough to prove (R) for the case u fixes no proper
nondegenerate subspaces of V . Indeed, decomposeV into a direct sum of minimal u-stable
nondegenerate subspacesVi , i = 1,2, . . . , r and consider any odd . Since u fixes no proper
nondegenerate subspaces of Vi , (R) holds for the orthogonal group corresponding to Vi .
Thus we can find an endomorphism gi of Vi such that gi(u|Vi )g−1i = (u|Vi ). Now one
defines g such that g(Vi)= Vi and g|Vi = gi .
(c) It suffices to prove (R) for the case where all Jordan blocks of u are of same
size. Indeed, by Lemma 4.9 we can decompose V into a direct sum
⊕∞
i=1 Vi of u-stable
orthogonal subspaces Vi , where all Jordan blocks of u on Vi are of size i . Then one
applies (b).
(d) From now on we suppose that u has t Jordan blocks on V , all of size k.
The component group Ao(u) := CGo (u)/CG(u)o is described in [32, p. 24]. For our
particular u, Ao(u) = 1. Let  be any odd integer. By Lemma 9.2, u and u are
G-conjugate: u = xux−1 for some x ∈ G. Applying the Frobenius endomorphism F
we get xux−1 = u = (u)F = (xux−1)F = xFu(xF )−1, i.e., y := x−1xF ∈ CG(u). It
is known (cf. [4, p. 182]) that (G : Go) = 2. Since F is an endomorphism of algebraic
groups, Go is F -stable. We observe that y ∈ CGo(u). (Indeed, if x ∈ Go then xF ∈ Go
whence y ∈ Go . If x /∈ Go then xF /∈ Go and so y ∈ Go, because (G : Go) = 2.) Since
Ao(u)= 1,CGo (u) is connected and F -stable. By the Lang–Steinberg theorem [4], the map
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y = x−1xF . Setting g = xz−1, we get gug−1 = xux−1 = u and gF = xF (z−1)F =
xz−1 = g. This means u and u are G-conjugate. Theorem 9.3 has been proved. ✷
Lemma 9.4. Let u ∈ Go be a unipotent element with t Jordan blocks of size k and 2n= kt .
Let  be an odd integer. Then u and u are Go-conjugate.
Proof. Since u ∈ Go , the number t of Jordan blocks is even (see [4, p. 182]).
(1) First we consider the case where k is odd. If T = u − 1 and χ(T ) is as defined
in the proof of Lemma 9.2, then χ(T )(k)= (k + 1)/2 > k/2 (cf. [4, p. 182]). Hence the
G-conjugacy class of u forms a unique Go-conjugacy class (cf. [4, p. 183]). By Lemma 9.2,
u and u are G-conjugate. Therefore u and u are conjugate in Go .
From now on we suppose that k = 2r is even. According to [4, p. 182], χ(T )(k)= r or
r + 1.
(2) Suppose that χ(T )(k) = r + 1. Then the G-conjugacy class of u again forms a
single Go-conjugacy class. By Lemma 9.2, u and u are G-conjugate. Therefore u and u
are Go-conjugate.
(3) Now suppose that χ(T )(k)= r . Let J denote the unipotent Jordan block of size k.
Decompose V˜ into t/2 orthogonal subspaces Vi , 1 i  t/2. In each Vi fix a basis of the
form (e1, . . . , ek, f1, . . . , fk), where the subspaces 〈e1, . . . , ek〉Fq and 〈f1, . . . , fk〉Fq are








































we see that hvh−1 = v. If k 	= 2 then SLk(2) is perfect, and so h ∈ [G,G]  Go .
Suppose k = 2. Then J is an involution in SL2(2), therefore we can choose X such that
X ∈ [SL2(2),SL2(2)]. This choice of X yields h ∈ Go . Observe that χ(R)(k) = r if R =
v − 1. Indeed, we can choose another basis (g1, . . . , gk) of the subspace 〈f1, . . . , fk〉Fq ,
in which v has the matrix J . By the construction of v, 〈e1, . . . , er 〉Fq and 〈g1, . . . , gr 〉Fq
are totally singular. Also, by Lemma 4.8 (ei, gj )= 0 whenever 1  i, j  r . Thus Ui :=
〈e1, . . . , er , g1, . . . , gr 〉Fq is totally singular. The same thing is true for U :=
⊕t/2
i=1 Ui . But
U =Rr(V˜ ) and V˜ =Ker(Rk). Hence χ(R)(k) r , and so χ(R)(k)= r .
We have seen that u and v have the same Jordan shape and the same function χ .
Therefore there is x ∈ G such that u = xvx−1. Setting g = xhx−1 we get g ∈ Go and
gug−1 = u, as desired. ✷
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Proof. (a) First we observe that it suffices to prove (R) for all groups Ω2l(q). Indeed,
suppose all Ω2l(q) enjoy the property (R). Let s ∈Go be semisimple and u ∈C := CGo(s)
be unipotent. Fix an odd integer . The structure of C is described in Lemma 3.7(ii).
If the conclusion (a) of that lemma holds, then CG(s) is a direct product of groups of
form GLl (qk), Ul(qk), or Ω2l(q), and so standard argument shows that u and u are
C-conjugate. Consider the case where the conclusion (b) of Lemma 3.7 holds. We maintain
the notation of that lemma. If C =K1 ×K2 ×H3 × · · · ×Ht , then we are done, since the
group K1 of order 9 has no nontrivial 2-elements and K2 =Ω2r (q) has the property (R).
If C = H1 × K2 × H3 × · · · × Ht we are also done since H1 = U2(2) possesses the
property (R).
Suppose
H1 ×K2 ×H3 × · · · ×Ht 	= C = (K1 ×K2 ×H3 × · · · ×Ht) ·Z2.
This means that any involution of H1 is outside of Go. Let ui be the component of u
lying in Hi . By Theorem 6.2, for all i  2 there is gi ∈ Hi such that giuig−1i = ui . By
our assumption, there is g2 ∈ K2 such that g2u2g−12 = u2. If u1 = 1 then putting g =
(1, g2, . . . , gt ) we obtain g ∈C and gug−1 = u. Suppose u1 	= 1. Then u1 is an involution
outside of Go and u1 = u1. By Sylow’s Theorem, there is z ∈H1 such that zu1z−1 = u1.
Let g1 = z if z ∈ Go and g1 = zu1 if z /∈ Go. Then g1 ∈ Go and g1u1g−11 = u1. Putting
g = (1, g2, . . . , gt ), we obtain g ∈C and gug−1 = u, as desired.
(b) Arguing as in the proof of Theorem 9.3, we see that it is enough to prove (R)
for the case u fixes no proper nondegenerate subspaces of V , and it suffices to prove
(R) for the case where all Jordan blocks of u are of same size. So we suppose that u
has t Jordan blocks on V , all of size k. Let  be any odd integer. The component group
Ao(u) := CGo (u)/CG(u)o is described in [32, p. 24]. For our particular u, Ao(u)= 1. By
Lemma 9.4, u and u are Go-conjugate. By Proposition 4.7 u and u are Go-conjugate.
Theorem 9.5 has been proved. ✷
Theorem 9.6. If q is even, then S = Sp2n(q) has the property (SR).
Proof. It suffices to prove (R) for all symplectic groups Sp2l (q). Indeed, suppose all
Sp2l(q) enjoy the property (R). Let s ∈G be semisimple and u ∈ CS(s) be unipotent. By
Lemma 3.6, CS(s) is a direct product of groups of form GLl (qk), Ul(qk), or Sp2l (q). Now
standard argument as in the proof of Theorem 9.3 shows that u and u are CS(s)-conjugate
for all odd .
Now suppose that u ∈ S is unipotent and  is any odd integer. By Lemma 9.1, one can
endow V = F2nq with a u-stable quadratic form Q polarized to (· , ·). Let G= O(Q). By
Theorem 9.3, u and u are conjugate in G, and so are they in S. ✷
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Let G be a connected reductive algebraic group over P and let F be a Frobenius map
of G. In general, it is not true that every finite group of Lie type has property (SR). It turns
out, however, that all finite groups of Lie type (in almost good characteristic) have property
( 12SR).
Lemma 10.1. Let G be a connected reductive algebraic group in characteristic p, G= GF ,
and let u ∈G be a unipotent. Suppose that one of the following holds:
(i) u is not distinguished and |Z(G)|< q − 1, where q is the minimum absolute value of
eigenvalues of F ;
(ii) F fixes an element a¯ ∈CG(u)/CG(u)o with |a¯|p′ not dividing |Z(G)|.
Then CG(u) contains a semisimple element s with s /∈ Z(G).
Proof. (i) Clearly, C := CG(u)o is a connected F -stable algebraic group. As u is not
distinguished, C contains nontrivial semisimple elements. Therefore, maximal tori of C
are nontrivial. By [4, p. 33], there exists an F -stable maximal torus T of G, and clearly
|T F | q − 1. As |Z(G)|< q − 1, the claim follows.
(ii) Let a be an inverse image of a¯ in CG(u). Then F(a)= ac with c ∈ C . By the Lang–
Steinberg theorem there exists x ∈ C such that c= x−1F(x). Changing a to ax−1, we get
F(a)= a, i.e., a ∈ CG(u). Let s be the semisimple part of a. If s ∈ Z(G), then |a|p′ and
|a¯|p′ divide |Z(G)|, a contradiction. Hence s /∈Z(G) as desired. ✷
Lemma 10.2. Suppose that G is simple with Z = Z(G) and p is a good prime for G. Let
u ∈ G := GF be a unipotent element. Suppose either u is not distinguished in G, or u is
distinguished but not semiregular and G is an exceptional group. Suppose (R), respectively
( 12R′), holds for each HF , where H is a simple simply connected group of dimension less
than dim(G). Then (R), respectively ( 12R′), holds for u in G.
Proof. First we consider the case where u is not distinguished. Then by Lemma 4.5, there
is an F -stable proper Levi subgroupL such that u ∈LF . Clearly, L is connected reductive,
p is a good prime for L, and dim(L) < dim(G). Also, u ∈ L :=Op′(LF ). As in part (2)
of the proof of Theorem 10.10, we see that the induction hypothesis implies that (R),
respectively ( 12R′), holds for u in L, and so for u in H := Op
′
(GFad). But the isogeny
G→ Gad induces a surjection Op′(G)→H , whose kernel is a central p′-subgroup. Hence
by Lemma 4.11 (R), respectively ( 12R′), holds for u in Op
′
(G) and so for u in G.
Next we consider the case where u is distinguished, but not semiregular and G is
exceptional. Set C = CGad(u). Then A(u) := C/Co is a p′-group isomorphic to Symr for
some r = 2,3,4, or 5. Clearly F acts on A(u) as an (inner) automorphism, hence F has a
nontrivial fixed point x¯. By Lemma 10.1(ii), C contains an F -stable nontrivial semisimple
element s. Let L := CGad(s)o. Then L is F -stable connected reductive, p is a good prime
for L, and u ∈LF . Now we can apply the above argument to L again. ✷
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classes xG, yG of p-elements of G of same size, there is a complex character χ of G such
that χ(x) 	= χ(y) and χ(x),χ(y) ∈ Z. Then all p-elements of G are rational.
Proof. Assume the contrary: there is a p-element u ∈G and an integer  coprime to p such
that u is not conjugate to u in G. Since |uG| = |(u)G|, by assumption there is a complex
character χ of G such that χ(u) 	= χ(u) and χ(u),χ(u) ∈ Z. Let ε be a |u|th root of
unity and ϕ the Galois automorphism ofQ(ε) sending ε to ε. Then ϕ(χ(u))= χ(u). But
χ(u) ∈ Z, hence ϕ(χ(u))= χ(u), and so χ(u)= χ(u), which is a contradiction. ✷
Lemma 10.4. Let p > 3 be a prime and q = pf . Then G= F4(q) has property (R).
Proof. According to Lemma 10.3, if suffices to produce for every pair of conjugacy
classes (xG,yG) of p-elements of same size a complex character χ with property that
χ(x) 	= χ(y) and χ(x),χ(y) ∈ Z. This is done by F. Lübeck using the computer program
GAP. ✷
Lemma 10.5. Let G = G2(q) with q = pf and p 	= 3, or G = 3D4(q). Then G has
property (R).
Proof. Suppose G = G2(q) and p > 3. It is known [5] that G has 6 conjugacy classes
of nontrivial unipotent elements yi , 1  i  6, with |CG(yi)| equal to q2, q6(q2 − 1),
q4(q2 − 1), 6q4, 2q4, and 3q4, respectively. Since these orders are pairwise different, and
since |CG(yi)| = |CG(yi )| for any  coprime to p, yi must be conjugate to yi .
Now assume G = G2(q) with p = 2. If q = 2, then one can check (R) using the
character table of G given in [6]. If q > 2 then G has 7 conjugacy classes of nontrivial
unipotent elements, with centralizers of pairwise distinct order, except for the two classes
of regular unipotent elements, cf. [11]. But the character θ1 (in the notation of [12]) takes
value q/2 and −q/2 on these two regular unipotents. It follows that G satisfies (R).
Similarly, it is known [33] that 3D4(q) for has 6 (respectively 7) conjugacy classes
of nontrivial unipotent elements yi , 1  i  6 or 7, with |CG(yi)| equal to q12(q6 − 1),
q10(q2−1), 2q8(q2+q+1), 2q8(q2−q+1), q6, and q4 (respectively 2q4, 2q4), provided
that p > 2 (respectively p = 2). If p > 2, then these orders are pairwise different, hence
all unipotent elements are rational in G. If p = 2, then the unipotent character [ρ1] (under
notation of [33]) takes values q2/2 and −q2/2 on the last two classes, so we may apply
Lemma 10.3. ✷
Proposition 10.6. Let q = 2f , and let G =G2(q) or G = 3D4(q). Then G has property
(SR).
Proof. By virtue of Lemma 10.5, we need to show only that if s is a noncentral semisimple
element in G then all unipotent elements of C := CG(s) are rational in C. Since all
unipotent elements of C are contained in D :=O2′(C), it suffices to show that D enjoys
(R). Assume G= 3D4(q). It is shown in [19] that D is G-conjugate to SL2(q), SL2(q3),
SL3(q), or SU3(q). All these four groups possess (R) by Corollary 6.7. The same argument
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SU3(q), cf. [11]. ✷
Lemma 10.7. Let G be a simple algebraic group of type El , l = 6,7,8, and suppose p
is a good prime for G. Let u ∈ G := GF be a semiregular unipotent element. Then u is
rational in G if l = 6,8, or if l = 7 and G is adjoint. Furthermore, if l = 7 and G is simply
connected, then ( 12R) holds for u in G, and if l = 7 and q is a square then (R) holds for
u in G.
Proof. (1) Let w ∈ G be any semiregular unipotent element. First we observe that w
is rational in Gad and in G, and the conjugacy class of w is F -stable. Indeed, the
rationality statements follow from Theorem 4.3. Next, unipotent classes of Gad are
classified (for good primes p) in [4, Section 13.1]. In particular, there are exactly 2, 3,
and 3 classes of semiregular unipotent elements, when l = 6, 7, and 8, respectively; and
all these classes have centralizers of pairwise different dimension. Since dim(CGad(w))=
dim(CGad(F (w))), we come to the conclusion thatw and F(w) are conjugate in Gad. By [4,
Proposition 5.1.1], the natural homomorphism G→ G/Z(G) Gad respects the unipotent
classes. Hence w and F(w) are conjugate in G.
By Lemma 4.7, CGad(w) is connected. Hence, if we assume in addition that w = F(w),
then the connectedness of CGad(w) and the rationality of w in Gad imply that w is rational
in GFad. Thus the lemma follows in the case G is adjoint. From now on we assume that l 	= 8
and G is simply connected. By Lemma 4.7(ii),A(w)Z , whereA(w) := CG(w)/CG(w)o
and Z :=Z(G).
(2) Next we consider the case l = 7. Assume that u ∈ GF is semiregular. Then A(u)
Z = Z2. Due to (1), u is rational in G. Since |A(u)|  2, Lemma 4.7 implies that ( 12R)
holds for u in GF .
Now we show that if q is a square (i.e., F = F 20 for a Frobenius map F0), then u
is rational in GF . Indeed, let  be any integer coprime to p. Since uG is F0-stable due
to (1), there is a v ∈ GF0 ∩ uG . By Lemma 4.7(ii), v = xux−1 for some x ∈ G with
z := x−1F(x) ∈Z . Since v ∈ GF0 is rational in G, again by Lemma 4.7(ii), there is a c ∈ G
such that v = cvc−1 and t := c−1F0(c) ∈Z . Observe that F0(t)= t (as |Z| = 2), whence
F(c) = c. Now u = yuy−1, where y = x−1cx . Moreover, F(y) = F(x)−1F(c)F (x) =
z−1x−1 · c · xz= x−1cx = y , i.e., y ∈ GF , as desired.
In what follows we treat the case l = 6; in particular, Z  Z3.
(3) Here we show that if u ∈H := (E6)sc(q2) is a semiregular unipotent element, then u
is rational in H . For, we choose ε =±1 such that q ≡−ε (mod 3), and choose a Frobenius
map F such that K := GF = (E6)εsc(q). Due to (1), the G-conjugacy class of u is F -stable.
By the Lang–Steinberg Theorem, there is a v ∈ uG with F(v)= v. By Lemma 4.7(ii), there
is an x ∈ G such that v = xux−1 and z := x−1F 2(x) ∈Z .
Since CGad(v) is connected and v is rational in Gad, it follows that v is rational in GFad.
Our choice of ε ensures that K  (E6)εad(q)= GFad. Hence v is rational in K . Thus for any
integer  coprime to p, we can find c ∈K such that v = cvc−1. Hence u = yuy−1, with
y := x−1cx . Moreover,F 2(y)= F 2(x)−1F 2(c)F 2(x)= z−1x−1 · c ·xz= x−1cx = y , i.e.,
y ∈H . Thus u is rational in H , as stated.
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Let t be a generator of A(u)  Z . Then clearly F(t) = t or t−1. If F(t) = t−1, then
H 1(F,A(u))= 1, and so we are done by Lemma 4.7(i). So we assume that F(t)= t .
According to (3), u is rational in GF 2 . Thus for any integer  coprime to p, there is
an x ∈ G such that u = xux−1 and F 2(x) = x . Since u and u are F -stable, we get
x−1F(x) ∈ CG(u)=Z(G)CG(u)o, i.e., x−1F(x)= za for some z ∈Z(G) and a ∈ CG(u)o.
Hence 1 = x−1F 2(x) = zaF (za) = zF (z)aF (a). In particular, zF (z) ∈ CG(u)o. Since
F(t) = t , we have F(z) = z. Thus if z 	= 1, then Z(G)  CG(u)o, and so CG(u) is
connected, contrary to A(u)= Z3. Therefore z= 1. By the Lang–Steinberg Theorem, we
find b ∈CG(u) such that a = b−1F(b). Replacing x by y = xb−1, we get u = yuy−1 and
y−1F(y)= 1. This means that u is rational in G. ✷
Proposition 10.8. Let G be a simple simply connected algebraic group of exceptional
type in characteristic p = 3, and let G= GF . Then all unipotent elements in G are half-
rational.
Proof. (1) Let u ∈ G be a unipotent element. First we prove the statement in the case
CG(u)/Z(G) is a 3-group. We will proceed case-by-case. By Lemma 5.7 we may assume
that u is not a regular unipotent element. If G=G2(q), then there is one class of such u,
with |CG(u)| = q3 (cf. [42]), whence u is rational. If G =G2(q), then there is one class
of such u, with |CG(u)| = q6 (labelled by x7 in [11]), whence u is rational. If G= F4(q),
then there is one class of such u, with |CG(u)| = 3q12 (labelled by x18 in [31]), whence u is
rational. Assume G= (E7)sc(q). Then there are six classes of such u, with |CG(u)| = 2q9
(classes of y10, y11), |CG(u)| = 2q11 (classes of y13, y14), and |CG(u)| = 6q21 (classes
of y46, y51), in the notation of [27]. Thus the 3′-powers of each u fall into at most two
G-classes, whence u is half-rational.
Assume G is of type E6. According to [26], the component group A(v) of any unipotent
element v ∈ G is either trivial, Z2, Z3, or S3. If A(u) = S3, then u is not distinguished
(indeed the quotient of CG(u)o by its unipotent radical is a 2-dimensional torus), and
Z(G)= 1 (as p = 3), whence CG(u) contains a nontrivial 3′-element by Lemma 10.1(i),
a contradiction. If A(u) = Z3, then u is regular unipotent, again a contradiction. Thus
|A(u)| 2. Since u is rational in G by Theorem 4.3, it follows that u is half-rational in G.
Finally, assume that G = E8(q). Then there are 13 classes of such u, which are the
classes of z11, z15, z16, z17, z63, z89, z117, z196, z197, z198, z199, z200, and z201, in the
notation of [27]. The class of z17, respectively z63, z89, is the only class with centralizer
of order q12, respectively 3q24, q30, whence this class is rational. Next, z11, z15, and
z16 are all G-conjugate; moreover, A(z11) = Z3 and CG(z11) = 〈z11,CU (z11)o〉, where
U is an F -stable maximal unipotent subgroup containing z11 of G, cf. [27]. Therefore the
arguments of Lemmas 5.6 and 5.7 also apply to these three classes and yield that one
of them is rational and the other two are half-rational. Finally, the last seven classes are
all G-conjugate to z117, and A(z117)= S5, cf. [27]. Now F acts on A(z117) as an (inner)
automorphism, hence it fixes a nontrivial 3′-element. By Lemma 10.1(ii), CG(u) contains
a nontrivial 3′-element, a contradiction.
(2) Now we may assume that u is centralized by a noncentral 3′-element s ∈ G. It
follows that u ∈ CG(s)F , and CG(s) is connected reductive by Lemma 3.1. Since Z(G)=
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Proceeding by induction on dimension and keeping in mind that ( 12R) holds for all classical
groups in characteristic 3, we conclude that u is half-rational in CG(s). ✷
Proposition 10.9. Let G be a simple algebraic group of type E6 in characteristic 2 and
G := GF . Then (R) holds for G.
Proof. By Lemma 5.9, it suffices to prove the statement for the case G is of adjoint type.
Let u ∈G be a unipotent element. It is shown in [26] that G has 21 unipotent classes, and
we will keep the notation of [26] and [4, p. 402]. The case G = 2E6(2) can be checked
directly using [6], so we may assume that G 	 2E6(2). Let Z :=Z(G) Z3.
(1) First we consider the case where CG(u) contains a noncentral 2′-element s. Then
u ∈ D := CG(s)o by Lemma 3.1, and D is an F -stable connected reductive algebraic
group, whose simple components are all of classical type. By Theorems 6.8, 9.5, 9.6, and
Lemma 10.5, (R) holds for DF , whence u is rational.
(2) Next assume that u is of type ∅, A1, 2A1, 3A1, A2, A2 +A1, 2A2, A3, or D4. Let
R be the unipotent radical of C := CG(u)o. Then C/R is an F -stable connected reductive
group of type E6, A5, B3 + T1, A2 +A1, 2A2, A2 + T1, G2, B2 + T1, or A2, respectively.
In particular, (C/R)F contains a noncentral 2′-element. According to [4, p. 33], (C/R)F 
CF /RF . It follows that CF contains a 2′-element s that does not centralize CF . Thus
CG(u) % s /∈ Z(G), whence we are done by (1).
(3) If u is of type A2 + 2A1, A3 + A1, A4, A4 + A1, or D5(a1), then CGsc(u) is
connected [26] and u is rational in Gsc by Theorem 4.3, whence u is rational in GFsc and
also in G. Furthermore, if u is of type E6, then u is regular unipotent, and so we are done
by Corollary 5.11.
We may now assume that u is G-conjugate to x12, x15, x13, x18, x16, or x19, which is of
type 2A2 +A1, D4(a1), A5, E6(a3), D5, or E6(a1), respectively.
(4) Here we show that if u is G-conjugate to x12, x13, x18, or x19, then A(u) := CG(u)/
CG(u)o is of order 1, 1,  2, or 1, respectively. The group A′(u) := CGsc(u)/CGsc(u)o is
computed in [26], and equals Z3, Z3, Z6, or Z3, respectively. Clearly, CG(u)= CGsc(u)/Z .
Observe that Z ∩ CGsc(u)o = 1. (If not, then Z  CGsc(u)o, but R ∩ Z = 1, where R
is the unipotent radical of CGsc(u)o. Thus Z  Z3 is embedded as a central subgroup
of CGsc(u)o/R. But this leads to a contradiction, since the last group is either 1 for x18
and x19, or a simple algebraic group of type A1 for x12 and x13.) It now follows that
|A(u)| |A′(u)|/3, and so we are done.
As a consequence, if u is G-conjugate to x12, x13, or x19, then u is rational in G.
(5) Here we consider the cases where u is of type E6(a3) or D5. In the former case it is
shown in (4) that |A(u)| 2. In the latter case A′(u)= Z2 by [26] (in the notation of (4)),
whence |A(u)|  2. Thus uG ∩G consists of at most two conjugacy classes. According
to [21], if one embeds a simple algebraic group H of type F4 in G, then unipotent
elements of type F4(a2), respectively F4(a1), will have type E6(a3), respectively D5, in G.
Moreover, if F ′ is a Frobenius map on H such that HF ′  F4(2), then each of these two
classes will intersect HF ′ (by Lemma 4.2), and they are all rational in F4(2) (since F4(2)
has only two nonrational unipotent classes and these two classes are regular unipotent,
cf. [6]). Now arguing as in the proof of Corollary 5.11(iii), we may choose an element
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rational.
(6) Finally, we consider the case u is of type D4(a1). Suppose q  4. In this case
C/R (in the notation of (2)) is of type T2, so again (C/R)F contains a noncentral 2′-
element. Arguing as in (2) we see that CG(u) contains a noncentral 2′-element, and so
we are done. Assume q = 2, then G= E6(2) by our assumption. According to [26], u is
G-conjugate to x15, x24, or x42, and |CG(u)| = 3×219, 3×7×218, or 3×219, respectively.
Since Z(G)= 1, it follows that CG(u) contains a noncentral 2′-element, and we are again
done. ✷
Theorem 10.10. Let G be a connected reductive algebraic group over a field of character-
istic p and let G= GF . Assume that p is almost good for GF .
(i) In general, ( 12SR) holds for G.
(ii) Assume that either p = 2, or q(F ) is a square and p is good for every simple
component of exceptional type of G′. Then (SR) holds for G.
Proof. We prove both (i) and (ii) simultaneously, using induction on dim(G). We make the
convention that, within this proof, either q(F ) is a square or p = 2 whenever we talk about
(SR) and (R).
(1) First we observe that it suffices to prove ( 12R′) for any finite connected reductive
group of Lie type in almost good characteristic p. Similarly, it suffices to prove (R) for
any finite connected reductive group of Lie type in almost good characteristic p, provided
that q(F ) is a square (and p is good for every simple component of exceptional type of G′)
or p = 2. For, let u ∈G be any unipotent element and s ∈ CG(u) any semisimple element.
Recall that G = ZG′, where Z = Z(G)o. Write s = za = zrb with z ∈ Z , a ∈ G′, and r , b
is the semisimple, respectively unipotent, part of a. Then it is clear that zr is semisimple
and [zr, b] = 1. The uniqueness of the Jordan decomposition for s implies that b = 1. Thus
s = zr and obviously CG(s)=ZCG ′(r). By [4, Theorem 3.5.4],D := CG(s)o is connected
reductive. Also, D is F -stable since so is s. We claim that u ∈ D. To this end write
u= tc = tdv, with t ∈ Z , c ∈ CG ′(r), and d , v is the semisimple, respectively unipotent,
part of c in G′. Then td is semisimple and [td, v] = 1. Hence the uniqueness of the Jordan
decomposition for u implies that td = 1 and u= v. Thus u ∈CG ′(r). Since r is semisimple
and G′ is semisimple, CG ′(r)o contains all unipotent elements of CG ′(r) by Lemma 3.1.
Therefore u ∈ CG ′(r)o  D, as stated. We can now conclude that u ∈ DF  CG(s) and
apply ( 12R′), respectively (R), to the finite connected reductive groupDF . Observe that if
p is almost good for G then p is also almost good for D.
(2) Here we show that it suffices to prove ( 12R′), respectively (R), for simple, simply
connected groups. Indeed, let G be connected reductive, G = GF , and K = Op′(G).




p′(Gi) ∩ Zi). Furthermore, there is an isogeny Ĝi → Gi , where the algebraic
group Ĝi is simply connected. The Frobenius map Fni lifts to a unique Frobenius map of
Ĝi which we denote by the same symbol Fni . If Ĝi := ĜFnii , then it is known that Op
′
(Gi)
is a quotient of Ĝi . By our assumption, ( 1R′), respectively (R), is true for Ĝi . Hence2
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the same is true for K = K1 ∗ · · · ∗ Km. (Indeed, let u ∈ K be unipotent. In the case of
( 12R′), let  ∈ Z be such that  (mod p) is a nonzero square. By Lemma 2.2, u= u1 · · ·um
is a commuting product of unipotent elements ui ∈ Ki . Now ( 12R′) applied to Ki yields
that ui is Ki -conjugate to ui . Hence u is K-conjugate to u. Similarly for (R).) Since
K =Op′(G), the same is true for G.
(3) At this step we check ( 12R′), respectively (R), for classical simple simply connected
groups. By the definition of almost good prime, the case of Suzuki groups is excluded. If G
is of type An, then the statement follows from Remark 6.9 and Lemma 2.5 in case of ( 12R′),
and from Theorem 6.8 in case of (R). If G is of type Cn, then we may assume p > 2, and
the statement follows from Remark 7.4 and Lemma 2.5 for ( 12R′), and from Theorem 7.3
for (R). Suppose G is an orthogonal group. Then ( 12R′) follows from Corollary 8.3 if q
is an odd nonsquare. Finally, (R) follows from Lemma 8.7(ii) if q is an odd square, and
from Theorems 9.5 and 9.6 if q is even.
(4) Here we treat the case of simply connected exceptional groups. If G = G2(q) or
3D4(q) then the result follows from Lemma 10.5. If G = F4(q), then the result follows
from Lemma 10.4 and Proposition 10.8. Suppose that G is of type El , l = 6,7,8, and
u ∈G= GF is unipotent. If p = 3 then we are done by Proposition 10.8. If p = 2 then G
is of type E6, and so we are done by Proposition 10.9. Hence we may assume that p is
a good prime. If u is not semiregular, then by Lemma 10.2 we are done by the induction
hypothesis. If u is semiregular then we can apply Lemma 10.7. ✷
Proof of Theorems 1.3, 1.5, and 1.6. By Theorem 10.10(i), ( 12SR) holds for G. In
particular, Theorem 1.5 follows.
Next we prove Theorem 1.3. Assume p > 2. Then by Lemma 2.8(ii) all complex
representations of G can be realized over K(
√
(−1)(p−1)/2p). Since |G|p′ is divisible
by 4, K(
√
(−1)(p−1)/2p)=K(√p). Assume p = 2. Since p is almost good for G, (SR)
holds for G by Theorem 10.10(ii). Consequently, all complex representations of G can be
realized over K by Lemma 2.8(i).
Finally we prove Theorem 1.6. If p = 2, or if q(F ) is a square and p is good for all
simple components of exceptional type of G′, then (SR) holds for G by Theorem 10.10(ii),
so Theorem 1.6 follows from Lemma 2.8(i). In the remaining cases ( 12SR) holds for G,
whence Theorem 1.6 follows from Lemma 2.8(ii). ✷
We prove some more statements concerning the case p is not almost good for G.
Proposition 10.11. Let G be either a simple Suzuki group 2B2(q), or GF for a simple
algebraic group G of type F4 in characteristic 2. Then ( 12SR∗) holds for G. In particular,
any complex representation of G can be written over K(i), where K :=Q(exp(2π i/|G|2′).
Moreover, if χ ∈ Irr(G) and g ∈G, then χ(g) ∈ Z[exp(2π i/|g|2′), i].
Proof. (1) By Lemma 2.8, it suffices to prove that ( 12SR∗) holds for G. The statement
for Suzuki groups follows from [35], so we will assume that G is of type F4. Observe
that if 1 	= s ∈G is semisimple, then either all simple components of CG(s) are classical
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Zq2−1 × 2B2(q), and so ( 12R∗) holds for CG(s). Hence it suffices to prove that ( 12R∗)
holds for G. Let u ∈G be any 2-element. It also follows from our observation that u ∈G
is half-∗-rational, if CG(u) is not a 2-group. Let q be the absolute value of eigenvalues
of F .
(2) Here we consider the case F is untwisted. Then CG(u) is not a 2-group for 21 of
35 unipotent classes of G, see [29]. We will use the notation of [29] and consider the 14
remaining classes. Observe that u is rational in G by Theorem 4.3.
Assume u= x15 or x16. Then A(u)= 1, whence u is rational in G.
Assume u= x18. Then A(u)= S3, whence u is rational by Corollary 4.14.
Assume u ∈ xG29. Then uG ∩G splits into two classes with representatives x29 and x30.
But x29 ∈ Sp8(q) <G and so x29 is rational by Theorem 9.6. Hence x30 is also rational.
Assume u is in one of four regular unipotent classes. Then our claim has already been
proved in Corollary 5.11. There remain 5 classes with representatives xi , 24 i  28, all
conjugate in G. It is known that |CG(xi)| = 4q8 for i = 25,27,28 and 8q8 for i = 24,26.
Also, the unipotent character φ′′2,4 of G of degree q(q4 + 1)(q6 + 1)/2 take integral but
distinct values q(2q + 1)/2, q(−2q + 1)/2, and q/2 at x25, x27, x28, whence these three
elements are rational by Lemma 10.3. Similarly, the unipotent character φ4,1 ofG of degree
q(q3 + 1)2(q4 + 1)/2 take integral but distinct values at x24 and x26, whence these two
elements are also rational by Lemma 10.3. (The authors thank F. Lübeck for helping them
with computing these character values.)
(3) Here we consider the case F is twisted; in particular, q2 = 22f+1. According to [30],
G has 19 unipotent classes, and all of them intersect H := 2F4(2). Since ( 12R∗) holds for
H (see [6]), it also holds for G. ✷
Proposition 10.12.
(i) Let G= E8(q) with q = 5f . Then every complex representation of G can be realized
over K(exp(2π i/5)), where K = Q(exp(2π i/|G|5′)). Moreover, if χ ∈ Irr(G) and
g ∈G, then χ(g) ∈ Z[exp(2π i/|g|5′), exp(2π i/5)].
(ii) The conclusions of (i) also hold for any finite connected reductive group G in
characteristic 5.
Proof. (i) Let G = GF for a simple algebraic group of type E8 in characteristic p = 5.
Observe that if 1 	= s ∈ G is semisimple, then all simple components of CG(s) is
either classical, or of type E6 or E7, whence ( 12R′) holds for CG(s) = CG(s)F by
Theorem 10.10(i). Now assume that u ∈ G is unipotent. If CG(u) contains a nontrivial
semisimple element s, then u is half-rational in CG(s) according to our observation. So
we consider the case where CG(u) is a p-group. Inspecting the unipotent classes as listed
in [27], we see that either A(u)= 1, or A(u)= S3, S5, or u is regular unipotent. In the first
case u is rational by Lemma 4.7, while in the second case u is rational by Corollary 4.14.
The last case has been treated in Lemma 5.7. We come to the conclusion that for any
unipotent u ∈G and any semisimple s ∈ CG(u), u and u are CG(s)-conjugate whenever
≡ 1 (mod 5). Arguing somewhat as in Lemma 2.8, we obtain the conclusions of (i).
(ii) Argue as in (i) and in the proof of Theorem 10.10(i). ✷
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representation of G can be realized over K(i), where K=Q(exp(2π i/|G|2′)). Moreover,
if χ ∈ Irr(G) and g ∈G, then χ(g) ∈ Z[exp(2π i/|g|2′), i].
Proof. Let G = GF for a simple algebraic group of type E7 in characteristic p = 2.
Observe that if 1 	= s ∈ G is semisimple, then all simple components of CG(s) is either
classical, or of type E6, whence (R) holds for CG(s) = CG(s)F by Theorem 10.10(ii).
Now assume that u ∈G is unipotent. If CG(u) contains a nontrivial semisimple element s,
then u is rational in CG(s) according to our observation. So we consider the case where
CG(u) is a p-group. Inspecting the unipotent classes as listed in [27], we see that either
A(u) = 1, or A(u) = Z2, or u is regular unipotent. In the first case u is rational by
Lemma 4.7. Assume we are in the second case. Then clearly F acts trivially on A(u),
and uG ∩ G consists of two G-classes. By Lemma 5.10 at least one of these classes is
rational in G (as q is a square), whence the other one is also rational. The last case has
been treated in Corollary 5.11. Thus ( 12SR∗) holds for G and so we are done. ✷
11. Strong rationality: Exceptional groups
Lemma 11.1. Let G be a simple algebraic group in good characteristic p of type El ,
l = 6,7,8, G= GF . Suppose G is simply connected if l = 6 and adjoint if l = 7. Let u ∈G
be unipotent. Then one of the following holds:
(i) CG(u) contains a semisimple element s with s /∈ Z(G);
(ii) u is semiregular in G and u is rational in G.
Proof. If u is not distinguished in G, we may apply Lemma 10.1(i) to arrive at (i), since
|Z(G)|< q − 1. If u is semiregular, then Lemma 10.7 yields (ii). So we may assume that
u is distinguished in G, but not semiregular.
Let l = 6. According to [26], u is G-conjugate to x18 (in the notation of [26]), and so
A(u) := CG(u)/CG(u)o = Z6. Clearly, F acts on A(u) and fixes the unique involution
of A(u). Observe that |Z(G)| divides 3 and p > 3. By Lemma 10.1(ii), (i) holds for u.
Let l = 7. Then |CG(u)| is given in [27]. This allows one to check that (i) holds for
all unipotent u, except for the ones that are G-conjugate to yi , 1 i  15 (under notation
of [27]). But these classes are semiregular, so we are done.
Let l = 8. Then |CG(u)| is given in [27]. This allows one to check that (i) holds for all
unipotent u, except for the ones that are G-conjugate to zi , 1  i  20 or i = 117 (under
notation of [27]). If u ∈ zGi with 1  i  20, then A(u) = 1 and u is rational in G by
Theorem 4.3, therefore u is rational in G. Let u ∈ zG117. Then A(u) = Sym5. Clearly, F
fixes some nontrivial element a ∈A(u) and a is a p′-element, as p > 5. Since Z(G)= 1,
Lemma 10.1(ii) yields (i) for u. ✷
Recall [3, Section 1.9] that connected reductive algebraic groupsG are classified by their
root data (X,Φ,Y,Φˇ). If G is semisimple, then X  Hom(Y,Z) can be identified with a
subgroup of finite index in the weight lattice Ω :=Hom(ZΦ ,ˇZ), and Ω/X Y/ZΦ .ˇ
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or Cm, with root datum satisfying Y/ZΦˇ= Z2. Let G= G(q)= GF with q a nonsquare
and u ∈G a unipotent element. Let  ∈ Z be coprime to p and such that  (mod p) is not
a square. Then there is g ∈G \G′ such that gug−1 = u.
Proof. (1) The fundamental group of Gsc is cyclic for the types A and C, hence G is
uniquely determined by the condition Y/ZΦˇ= Z2; namely G = Gsc/Z, where Z  Z2 is
the unique central subgroup of order 2 of Gsc. Let Ĝ, respectively Ĝ′, be the complete
inverse image of G, respectively G′, in Gsc. Recall that F has a unique lift to Gsc which we
also denote by F . Then Ĝ= {x ∈ Gsc | F(x) ∈ Zx}, Ĝ′ = {x ∈ Gsc | F(x)= x}.
(2) First we consider the case G is of type Cm. Then Gsc = Sp(V ), where V is a
2m-dimensional vector space over Fp , with a symplectic basis (e1, . . . , em,f1, . . . , fm).
Choose an element ε of order 2(q − 1) in F•
q2
and set g = diag(εIm, ε−1Im) in the chosen
basis of V . Then g ∈ Gsc and F(g) = −g, whence Ĝ = 〈Ĝ′, g〉. Observe that the action
of g on Ĝ′ via conjugation is the same as that of h = εg. In the proof of Proposition 7.1
we have established property (R2) for CSp2m(q). In particular, since τ (h) = ε2 ∈ F•2q ,
there is an element x ∈ CSp2m(q) with τ (x) = τ (h) and xux−1 = u. Thus x = hy for
some y ∈ Sp2m(q)= Ĝ′. Now we have gy ∈ Ĝ \ Ĝ′ and (gy)u(gy)−1 = g(yuy−1)g−1 =
h(yuy−1)h−1 = xux−1 = u, as required.
(3) Next let Gsc = SL(V ) and F be the standard Frobenius. Then we again have
Ĝ = 〈Ĝ′, g〉, with g as in (2), and the actions of g and h = εg on Ĝ′ are the same.
Under notation of Lemma 6.5 we have δ =  = ε2k for some odd k. This implies that
det(h) = ε2m ∈ 2m(2m−1)/2C2mq−1. Hence, by Lemma 6.6 there is x ∈ GL2m(q) with
det(x)= det(h) and xux−1 = u. Thus x = hy for some y ∈ SL2m(q)= Ĝ′. Now we again
have gy ∈ Ĝ \ Ĝ′ and (gy)u(gy)−1 = xux−1 = u.
Finally, let F be the Frobenius map A → (Aq)−1. Let µ be a generator of F•
q2
. Then
we have Ĝ = 〈Ĝ′, g〉 with g = diag(µ(q−1)/2Im,µ−(q−1)/2Im). The actions of g and
h = µ(q−1)/2g on Ĝ′ are the same. Under notation of Lemma 6.5 we have  = µk(q+1)
and δ = µk(q−1) for some odd k. This implies that det(h)= µm(q−1) ∈ δ2m(2m−1)/2C2mq+1.
Hence, by Lemma 6.6 there is x ∈ U2m(q) with det(x) = det(h) and xux−1 = u. Thus
x = hy for some y ∈ SU2m(q)= Ĝ′. Now we again have gy ∈ Ĝ \ Ĝ′ and (gy)u(gy)−1 =
xux−1 = u. ✷
In the following proposition, we assume G is a semisimple algebraic group in good
characteristic p, with simple components G1, . . . ,Gn. Let (X,Φ,Y,Φˇ), respectively
(Xi,Φi, Yi ,Φiˇ ) be the root datum of G, respectively of Gi . Then Φ =⋃ni=1 Φi . If γ ˇ∈
Y/ZΦ ,ˇ then we denote by γiˇ the ith component of γ ˇmodulo ZΦiˇ . Let Ĝ, respectively Ĝi ,
be the universal cover of G, respectively Gi . Let F be a Frobenius map on G. We will
assume that all eigenvalues of F have common absolute value q := q(F ).
Proposition 11.3. Keep the above assumption. Suppose there is γ ˇ∈ Y/ZΦˇ with the
following properties:
(i) If Gi is such that ĜF has property (R) for any Frobenius map F of Ĝi , then γiˇ = 0.i
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(iii) There is no simple component Gi other than those listed in (i) and (ii).
Then for any Frobenius map F of G, the group GF has property (R).
Proof. (1) Let G = GF . By Theorem 10.10, G has property ( 12R′), and G satisfies (R)
if q is a square. Hence one may assume that q is not a square and it suffices to prove the
following: Let  be a fixed integer coprime to p and such that  (mod p) is not a square.
Then for any unipotent element u ∈G, u and u are G-conjugate.
Let π : Ĝ→ G be the natural isogeny. We claim it is enough to prove the proposition for
the case Ker(π) Z2. Indeed, recall that Ker(π)Hom(Y/ZΦ ,ˇF•p). Also, if Gi is of type
A2m−1 or Cm, then the fundamental group of (Gi )sc is cyclic, so it has a unique subgroup
of index 2. This observation and the conditions (i)–(iii) guarantee that Y˜ = 〈γ ,ˇZΦˇ 〉 is
F -stable. Hence there is an F -stable algebraic group G˜ corresponding to Y˜ and isogenies
Ĝ→ G˜→ G, whose composition is π . Thus G  G˜/Z for a central p′-subgroup Z. The
Frobenius map F has a unique lift to G˜ and to Ĝ which we also denote by F . Now G˜FZ/Z
is a normal subgroup of p′-index in G = GF . If u ∈ G is a unipotent element then we
may assume that u ∈ G˜F . Furthermore, if u and u are conjugate in G˜F , then they are also
conjugate in G.
(2) From now on we may therefore assume that Ker(π) = Z2. This means that G =
Ĝ/〈z〉 for a central involution z. Identify Ĝ with ∏i Ĝi . The assumption on γ ˇnow means
that z=∏i zi , where zi is a central involution of Ĝi in case (ii) and zi = 1 in case (i).
Let Ĝ be the complete inverse image of G in Ĝ and consider any element x ∈ Ĝ.
Then F(x)= zαx for some α = 0,1. Write x =∏i xi with xi ∈ Ĝi . Consider an F -orbit
Ĝi1, . . . , Ĝis on the set of simple components of Ĝ:
F : Ĝi1 → Ĝi2 → · · · → Ĝis → Ĝi1.
Suppose that either Gi1 is as in (i) or α = 0. Then we get F(y)= y for y = xi1 · · ·xis .
Hence y = xi1 · F(xi1) · · · · · Fs−1(xi1) and xi1 ∈ ĜF si1 .
Next suppose that Gi1 is as in (ii) and α = 1. Then F(y)= zi1xi1 · zi2xi2 · · · · · zisxis for
y = xi1 · · ·xis . Since zij is the unique central involution of Ĝij , we have F : zi1 → zi2 →
· · · → zis → zi1. Hence xij = (zij )1−jF j−1(xi1) for 1 j  s, and Fs(xi1)= (zi1)sxi1.
(3) Clearly, Ĝ= 〈Ĝ0, g〉, where Ĝ0 = {x ∈ Ĝ | F(x)= x}, and g ∈ Ĝ is some element
with F(g) = zg. Let F have exactly t orbits {Ĝi1, . . . , Ĝisi }, 1  i  t , on {Ĝ1, . . . , Ĝn}.
The discussion in (2) shows that Ĝ0 =G1 ×G2 × · · · ×Gt , where Gi  ĜF sii .
Write g = g1g2 · · ·gt , where gi = gi1 · · ·gisi and gij is the component of g correspond-
ing to Ĝij . If Gi1 is as in (ii) then
gi = gi1 · z−1i2 F(gi1) · · · · · (zisi )1−siF si−1(gi1)
and Fsi (gi1)= (zi1)si gi1, whereas gi ∈ Gi if Gi1 is as in (i). We come to the conclusion
that the conjugation of gi on Gi is an inner automorphism of Gi if either Gi1 is as (i) or
Gi1 is as in (ii) but si is even. Suppose Gi1 is as in (ii) and si is odd. Then the conjugation
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of Gi . Furthermore, if we let G˜i = 〈Gi,gi〉/〈zi1zi2 · · ·zisi 〉, then G˜i may play the role of
the group G in Lemma 11.2, and gi ∈ G˜i \ G˜′i .
(4) Now we take any unipotent element u ∈ G. We may assume that u ∈ Ĝ0 and
write u= u1u2 · · ·ut , where ui = ui1 · · ·uisi and uij is the component of g corresponding
to Ĝij . Clearly ui ∈ Gi . If Gi1 is as in (i), then Gi has property (R). If Gi1 is as in (ii)
and si is even, then Gi  SL2m(qsi ), Sp2m(qsi ) also satisfies (R), cf. Corollary 6.7 and
Theorem 7.3. These observations, combined with (3) and Lemma 11.2, show that there is
an element ai ∈Gi such that (giai)ui(giai)−1 = ui . Setting h= g
∏t
i=1 ai , we get h ∈ Ĝ
and huh−1 = u, as desired. ✷
In what follows we apply Proposition 11.3 to establish (SR) for some finite exceptional
groups. To fix the notation for the rest of this subsection, let G be a simple algebraic
group in characteristic p and F a Frobenius map of G. Let G= GF , s ∈G a (noncentral)
semisimple element, and let Cs = CG(s)o . By Lemma 3.1, Cs is reductive, and Cs = CG(s)
if G is simply connected. Write Cs =MsSs , where Ms = C ′s and Ss = Z(Cs)o. Clearly,
the groups Cs ,Ms , Ss are conjugate and so have the same structure when we take s from a
G-class. Now if s ∈G, then Cs ,Ms , and Ss are F -stable. Moreover, if we putDs := Cs/Ss ,
then DFs  CFs /SsF . (Indeed, suppose the coset gSs belongs to DFs . Then g−1F(g) ∈ Ss ,
but since Ss is connected and F -stable, g−1F(g)= t−1F(t) for some t ∈ Ss . Changing g
to gt−1, we see that F(g)= g. Thus DFs  CFs Ss/Ss  CFs /(CFs ∩ Ss)= CFs /SsF .)
Now let G be of exceptional type (or G be of type D4 and G = 3D4(q)) and let p be
a good prime. Our goal is to determine whether (SR) holds for G. If G is of type E7,
then we may assume that G is adjoint, since we already know (cf. Theorem 1.7) that (R)
fails for (E7)sc(q). By Lemmas 10.5 and 10.4, (R) holds for G2(q), 3D4(q), and F4(q).
In other cases, if u ∈G is unipotent then either CG(u) contains a noncentral semisimple
element s, or u is rational in G, cf. Lemma 11.1. Consequently, (SR) holds for G if (R)
holds for CFs whenever s ∈G is a noncentral semisimple element. We can even say “if and
only if” if G is simply connected. We have shown above that CFs /SsF DFs and SsF is a
central p′-subgroup of CFs . By Lemma 4.11, (R) for CFs and (R) for DFs are equivalent.
Thus, if (R) holds for DFs for any noncentral semisimple element s ∈G then (SR) holds
for G.
Let T be an F -stable maximal torus of G containing s and Φ the root system of G with
respect to T . Let Φs = {α ∈ Φ | α(s) = 1}. Then Cs = 〈T ,Xα | α ∈ Φs〉, cf. [3, p. 92].
Clearly, Ds is a semisimple algebraic group with root system Φs (and isogeneous to Ms ).
Also, since G is simple and p is good, all eigenvalues of F have common absolute value q .
Applying Proposition 11.3, we may conclude: to establish (SR) for G it suffices to show
that the root datum of Ds satisfies the assumptions of Proposition 11.3. More specifically,
we will exhibit the desired element γ ˇexplicitly as an integral combination of some coroots
γiˇ of G.
Theorem 11.4. Let G be a finite Lie-type group of type G2(q), 3D4(q), F4(q), E6(q) or
2E6(q) (simply connected or adjoint type), in good characteristic p. Then G has property
(SR).
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for the case G = GF and G is simply connected. We use the notation and root labeling
of [9]. In particular, ∆ = {α1, . . . , αl} is the set of simple roots, α0 is the highest root,
and one may assume that Φs has a basis ∆s which is a proper subsystem of ∆ ∪ {−α0}.
Since the case ∆s = ∅ is trivial (as Ds consists of only semisimple elements), we may
assume that ∆s 	= ∅. Also, ∆s 	=∆ since s /∈Z(G). In what follows, we will encounter the
following types of components Gi of D, for which condition (i) of Proposition 11.3 holds:
A2m (cf. Corollary 6.7), B3 and B4 (cf. Proposition 8.18), D4 (cf. Proposition 8.18 and
Lemma 10.5). To show that γ ˇsatisfies the conditions of Proposition 11.3, we write down
δˇ:= (2γ ˇ)|Ds in terms of ZΦsˇ .
(1) Let G be of type G2. Then we have the following possibilities for ∆s . In all cases
condition (iii) of Proposition 11.3 holds.
• ∆s = {α2} (type A1). Choosing γ ˇ= α0ˇ , we have (α2, γ ˇ)= 1, so δˇ= α2ˇ .
• ∆s = {α1} (type A˜1). Choose γ ˇwith γ = 2α1 + α2 =−ε2 + ε3, then δˇ= α1ˇ .
• ∆s = {−α0, α1} (type A1 + A˜1). Choose γ ˇ= α2ˇ , then δˇ= α0ˇ − α1ˇ .
• ∆s is of type A2. Choose γ ˇ= 0.
(2) Let G be of type 3D4. Then we have the following possibilities for ∆s . In all cases
condition (iii) of Proposition 11.3 holds. If ∆s is of type A2 then one just takes γ ˇ= 0.
• ∆s = {α2} (type A1). Choose γ ˇwith γ = α0 = ε1 + ε2, then δˇ= α2ˇ .
• ∆s = {α1, α3, α4} (type 3A1). Choose γ ˇ= −α2ˇ , then δˇ= α1ˇ + α3ˇ + α4ˇ .
• ∆s = {α1, α3, α4, α5} (type 4A1). Choose γ ˇ= −α2ˇ , then δˇ= α1ˇ + α3ˇ + α4ˇ + α5ˇ .
(3) Let G be of type F4. In all cases condition (iii) of Proposition 11.3 holds. If ∆s is of
type A2, A˜2, A2 + A˜2, B3, or B4, then one just takes γ ˇ= 0.
• ∆s = {α1} (type A1). Choose γ ˇ= −α2ˇ , then δˇ= α1ˇ .
• ∆s = {α3} (type A˜1). Choose γ ˇ= −α4ˇ , then δˇ= α3ˇ .
• ∆s = {α2, α5} (type 2A1). Choose γ ˇ= −α1ˇ , then δˇ= α2ˇ + α5ˇ .
• ∆s = {α1, α4} (type A1 + A˜1). Choose γ ˇ= α2ˇ + α3ˇ , then δˇ= −α1ˇ − α4ˇ .
• ∆s = {α2, α3} (type B2). Choose γ ˇ= α1ˇ , then δˇ= −2α2ˇ − α3ˇ .
• ∆s = {α0, α2, α4} (type 2A1 + A˜1). Choose γ ˇ= α1ˇ − α3ˇ , then δˇ= α0ˇ + α2ˇ + α4ˇ .
• ∆s = {α1, α2, α4} (type A2 + A˜1). Choose γ ˇ= α8ˇ , then δˇ= α4ˇ .
• ∆s = {α0, α3, α4} (type A˜2 +A1). Choose γ ˇ= α1ˇ , then δˇ= α0ˇ .
• ∆s = {α0, α2, α3} (type B2 +A1). Choose γ ˇ= α1ˇ , then δˇ= α0ˇ − 2α2ˇ − α3ˇ .
• ∆s = {α5, α1, α2} (type A3). Choose γ ˇ= −α3ˇ , then δˇ= α5ˇ + 2α1ˇ + 3α2ˇ .
• ∆s = {α2, α3, α4} (type C3). Choose γ ˇ= −α1ˇ , then δˇ= 3α2ˇ + 2α3ˇ + α4ˇ .
• ∆s = {α5, α1, α2, α4} (type A3 + A˜1). Choose γ ˇ= −α3ˇ , then δˇ= α5ˇ + 2α1ˇ +
3α2ˇ + α4ˇ .
• ∆s = {α0, α2, α3, α4} (type C3 + A1). Choose γ ˇ= α1ˇ , then δˇ= α0ˇ − 3α2ˇ −
2α3ˇ − α4ˇ .
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in the case of 2E6. It is clear that condition (iii) of Proposition 11.3 holds, except when ∆s
is of type D5. If ∆s is of type A2, 2A2, A4, D4, or 3A2, then one just takes γ ˇ= 0.
• ∆s = {α2} (type A1). Choose γ ˇwith γ = α4, then δˇ= −α2ˇ .
• ∆s = {α1, α6} (type 2A1). Choose γ ˇ= α3ˇ + α5ˇ , then δˇ= −α1ˇ − α6ˇ .
• ∆s = {α2, α3, α5} (type 3A1). Choose γ ˇ= −α4ˇ , then δˇ= α2ˇ + α3ˇ + α5ˇ .
• ∆s = {α1, α2, α3} (type A2 +A1). Choose γ ˇ= α0ˇ , then δˇ= α2ˇ .
• ∆s = {α3, α4, α5} (type A3). Choose γ ˇ= −α2ˇ , then δˇ= α3ˇ + 2α4ˇ + α5ˇ .
• ∆s = {α1, α4, α6, α7} (type 4A1). Choose γ ˇ= α2ˇ − α3ˇ − α5ˇ , then δˇ= α1ˇ + α4ˇ +
α6ˇ − α7ˇ .
• ∆s = {α1, α2, α4, α6} (type A2 + 2A1). Choose γ ˇ= α3ˇ − α5ˇ , then δˇ= −α1ˇ + α6ˇ .
• ∆s = {α1, α4, α5, α6} (type A3 +A1). Choose γ ˇwith γ = 12 (ε1 + ε2 − ε3 + ε4 − ε5 −
ε6 − ε7 + ε8), then δˇ= α1ˇ − α4ˇ − α6ˇ .
• ∆s = {α1, α2, α3, α5, α6} (type 2A2 +A1). Choose γ ˇwith γ = 12 (ε1 + ε2 + ε3 + ε4 +
ε5 − ε6 − ε7 + ε8), then δˇ= α2ˇ .
• ∆s = {α1, α4, α5, α6, α7} (type A3 + 2A1). Choose γ ˇwith γ = 12 (ε1 + ε2 − ε3 + ε4 −
ε5 − ε6 − ε7 + ε8), then δˇ= α1ˇ − α4ˇ − α6ˇ − α7ˇ .
• ∆s = {α1, α2, α4, α5, α6} (type A4 +A1). Choose γ ˇ= −α3ˇ − 2βˇ with β = 12 (ε1 +
ε2 + ε3 + ε4 + ε5 − ε6 − ε7 + ε8), then δˇ= α1ˇ − 2α2ˇ .
• ∆s = {α1, α3, α4, α5, α6} (type A5). Choose γ ˇ= −α2ˇ , then δˇ= α1ˇ + 2α3ˇ + 3α4ˇ +
2α5ˇ + α6ˇ .
• ∆s = {α1, α2, α3, α4, α5} (type D5). Choose γ ˇ= −α6ˇ , then 2δˇ= 2α1ˇ + 4α3ˇ +
6α4ˇ + 3α2ˇ + 5α5ˇ . (Here the choice of γ ˇ implies that Ds = (D5)ad, so we are done
by Proposition 8.1.)
• ∆s = {α1, α3, α4, α5, α6, α7} (type A5+A1). Choose γ ˇ= −α2ˇ , then δˇ= α1ˇ +2α3ˇ +
3α4ˇ + 2α5ˇ + α6ˇ + α7ˇ . ✷
Remark 11.5. Observe that (SR) fails for (E7)sc(q), (E7)ad(q), and E8(q). Indeed, if p is
a bad prime then (R) fails for these groups by Lemma 5.6. Assume p is a good prime. Then
by Theorem 1.7 regular unipotent elements are not rational in (E7)sc(q). To see to which
extent (SR) fails for (E7)ad(q), we can mimic the proof of Theorem 11.4 for G = (E7)sc
and then put the outer diagonal automorphism of G on top of eachDs . Detailed calculation
shows that we get (R) in all cases, except in the case ∆s is of type 2A3 +A1. Given any






where 〈a〉, respectively 〈b〉, or 〈c〉, is the centre of the first group SLε4(q), respectively of the
second SLε4(q), or of SL2(q). Taking u to be the product of three regular unipotent elements
of these three subgroups of CG(s), we see that u is not rational in CG(s). Similarly, if
G = E8(q), then (R) fails for DFs with ∆s of types 2A3 + A1, A7 + A1, D8. We have
already mentioned in Lemma 5.6 that (R) fails for 2B2(q), 2G2(q), and 2F4(q).
P.H. Tiep, A.E. Zalesskiı˘ / Journal of Algebra 271 (2004) 327–390 389Proof of Theorem 1.8. Suppose q is a square. Then the theorem follows from
Theorem 1.7 in case of bad characteristic and G is exceptional, from Theorem 10.10(ii) in
case of good characteristic and in case of characteristic 2. Suppose q is not a square. Then
the statements for classical groups have been proved in Sections 6–9, and the statements
for exceptional groups have been proved in Sections 5, 10, and 11. ✷
Proof of Theorem 1.9. First we consider part (A). Part (i) follows from Theorem 10.10(ii).
Parts (ii)–(iv) have been proved in Sections 6–11. Now assume G and G are as in part (B),
but none of (i)–(iv) holds. If G is of type A we get a contradiction with Theorem 1.7(ii). If
G is of type C then q is odd and we come to a contradiction with Theorem 1.7. If G is of
type B or D, then q is odd and we are done by Theorem 8.21. If G is of exceptional type,
then we are done by Theorem 1.7 and Remark 11.5. ✷
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