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Abstract
Consider the Floquet operator of a time independent quantum system, acting on a separable Hilbert
space, periodically perturbed by a rank one kick: e−iH0T e−iκT |φ〉〈φ| where T is the period, κ the
coupling constant, and H0 is a pure point self-adjoint operator, bounded from below. Under some
hypotheses on the vector φ, cyclic w.r.t. H0 we prove the following:
• If the gaps between the eigenvalues (λn) are such that λn+1 − λn  Cn−γ for some γ ∈ ]0,1[
and C > 0, then the Floquet operator of the perturbed system is purely singular continuous T -a.e.
• If H0 is the Hamiltonian of the one-dimensional rotator on L2(R/T0Z) and the ratio 2πT/T 20
is irrational, then the Floquet operator is purely singular continuous as soon as κT = 0 (2π).
We also establish an integral formula for the family (e−iH0T e−iκT |φ〉〈φ|)T>0, κ∈R.
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The log-time behaviour of a periodic time-dependent quantum system is linked to the
spectral properties of its Floquet operator [1]. In the literature, a special attention has been
paid to the study of pure point time-independent systems which are perturbed by a potential
which varies smoothly and periodically in time or by periodic kicks. We refer the reader to
the introduction of [2] for a review on the subject.
For periodically kicked systems, the form of the Floquet operator is explicit. Moreover,
if the perturbation is rank one, then, following a non-perturbative method developed in [3],
we may characterize completely the structure of its spectrum [4]. In this case, the spectral
properties of the Floquet operator of these systems appear as the result of an interplay
between the distribution of the eigenvalues of the unperturbed system and the choice of the
rank-one perturbation.
In [4], Combescure gave a simple criteria which ensures the Floquet operator of the
perturbed system to remain “generically” pure point. But at the same time, she conjectured
that without this condition, the spectrum of this operator may be singular continuous as
soon as the eigenvalues of the unperturbed Hamiltonian are simple2 and defined by a poly-
nomial with some Diophantine coefficient [4, Remark C, p. 682]. She proved it when the
polynomial is of degree 1 (the harmonic oscillator). In a following step, Bourget proved the
conjecture for polynomials of degree greater than 3 with some irrational coefficients [2].
The aim of this article is twofold: first, we fill a gap left between [4] and [2] in proving
the conjecture for pure point Hamiltonians whose eigenvalues are given by polynomials
of degree 2 with some irrational coefficients (Theorem 3.4). It means in particular that
the Floquet operator of a one-dimensional rotator periodically perturbed by a rank-one
kick may be purely singular continuous (Corollary 4.1). Then, using a similar strategy, we
prove that the spectrum of the Floquet operator remains in fact purely singular continuous
for almost every period and for a large class of rank one perturbations, if the sequence of
eigenvalues of the unperturbed Hamiltonian diverges rapidly enough (Theorems 3.5 and
3.6). Lastly, we establish an integral formula for the Floquet operators of time-independent
quantum systems periodically perturbed by a rank-one kick (Proposition 8.1), in analogy
to the self-adjoint case [5].
2. General hypotheses and notations
The evolution of a time-independent quantum system periodically perturbed by a rank
one kick is described by the following Floquet operator [4]:
VκT = e−iH0T e−iT κ|φ〉〈φ| = e−iH0T
(
1 + (e−iT κ − 1)|φ〉〈φ|), T > 0, κ ∈ R, (2.1)
acting on a separable Hilbert space H. H0 is a self-adjoint operator defined on H and φ
a vector of this space. The real numbers κ and T are respectively the coupling constant
and the period of the system. Given all these ingredients, we may address the problem of
determining the spectral properties of the corresponding unitary operator VκT .
2 In the course of this article, we will see that this hypothesis is not necessary.
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ses [2,4]:
(H1) H0 is bounded from below, with pure point spectrum. The set of eigenvalues (counted
with multiplicities) is infinite and will be written (λm)m∈N∗ where N∗ denotes the set
of positive integers. The corresponding family of orthogonal eigenprojections will be
written (Pm)m∈N∗ .
(H2) The vector φ is cyclic for H0 (‖φ‖ = 1 for simplicity).
Remark 1. These hypotheses are not so restrictive as they may appear. Indeed,
• If H0 is pure point with a finite number of eigenvalues (λm)m∈{1,...,N}, N ∈ N∗, the
essential spectrum of the operator e−iH0T is reduced to a finite number of eigenvalues
for any T > 0. Therefore, from relation (2.1) and Weyl’s theorem on the invariance of
the essential spectrum of bounded operators under compact perturbations (e.g., [6]), it
is clear that the spectrum of VκT is pure point for any κ ∈ R and any T > 0.
• If the vector φ is not cyclic, the whole family of unitary operators (VκT )κ∈R, T>0 is si-
multaneously reduced by the orthogonal subspacesH0 andH⊥0 (e.g., [7, Paragraph 5]),
where
H0 = Span
{
e−inH0T φ: n ∈ Z}H.
For any value of the coupling constant κ and the period T > 0, the spectrum of VκT is
the union of the spectra of VκT H0 and VκT H⊥0 , respectively seen as unitary operators
acting on the Hilbert subspaces H0 and H⊥0 . The spectrum of VκT H⊥0 is nothing but
the spectrum of e−iH0T H⊥0 , which is known by hypothesis. On the other hand, the
determination of the spectral properties of VκT H0 is exactly the problem addressed
initially with hypothesis (H2), since the vector φ belongs to H0 and is cyclic w.r.t.
e−iH0T H0 .
Remark 2. Notice that whenever κT = 0 mod (2π): VκT = e−iH0T . Such values of κ will
be excluded from our discussion in the sequel. For any fixed value of T > 0, we will denote
by ZT the set {κ ∈ R: κT = 2kπ, k ∈ Z}.
3. State of the art and main results
The existing works on the spectral properties of the family of unitary operators
(VκT )κ∈R, T>0 defined in Section 2 let appear two types of results. On one hand, we know
the spectrum remains pure point in the following case:
Theorem 3.1. Let T > 0 and (VκT )κ∈R be a family of unitary operators defined by relation
(2.1), hypotheses (H1) and (H2). If (‖Pmφ‖)m∈N∗ belongs to l1(N∗), then the spectrum of
VκT is pure point for almost every κ with respect to the Lebesgue measure on R.
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extended framework. In this article, we propose an alternative proof of this theorem based
on the integral formula presented in Section 8.
On the other hand, it is known that if (‖Pmφ‖)m∈N∗ belongs to l2(N∗) \ l1(N∗), the
spectrum of our Floquet operator may be purely singular continuous, at least in the two
following cases:
Theorem 3.2. Let H0 be the Hamiltonian of the harmonic oscillator with pulsation ω0 > 0.
Let T > 0 and assume ω0T/2π is Diophantine. If there exists a unit vector φ, cyclic w.r.t.
H0 such that: ∃γ ∈ ] 12 ,1[, ∃c > 0, ∃m0 ∈ N∗, ∀mm0,
‖Pmφ‖ cm−γ ,
then the spectrum of VκT is purely singular continuous for all value of κ /∈ZT .
Theorem 3.3. Let (VκT )κ∈R, T>0 be the family of unitary operators defined by relation
(2.1), hypotheses (H1) and (H2), where the eigenvalues (λm)m∈N∗ are given by: ∀m ∈ N∗,
λm =
d∑
k=0
pkm
k with d  3.
Let T > 0 and suppose prT /2π is irrational for some r in {1, . . . , d} such that rd > 3. If
there exist c > 0, m0 ∈ N∗ such that for all mm0,
‖Pmφ‖ cm−(1+β)/2 with 0 < β < ρ, ρ = 18d2(lnd + 1.5 ln ln d + 4.2) ,
then the spectrum of the operator VκT is purely singular continuous, provided κ /∈ZT .
Theorem 3.2 was established by Combescure [4]. Theorem 3.3 was proved in [2] and
extends the conclusion of Theorem 3.2 to a class of Hamiltonians H0 with increasing gaps.
They are related here with slightly generalized hypotheses. We explain briefly why in Sec-
tions 5 and 6.
Remark 3. As emphasized in [2], the irrationality condition on the coefficients of the
polynomials which define the eigenvalues of the operator H0 in Theorems 3.2 and 3.3 is
essential. In fact, the proofs of both theorems use the fact that in these cases, the eigenval-
ues of e−iH0T are uniformly distributed on the unit circle. If the spectrum of e−iH0T was
constituted by a finite number of eigenvalues, then the operator VκT would be pure point,
for any real κ , T and any vector φ (see Remark 1 or [2, Proposition 2.1]).
This article exhibits other examples where the operator VκT is purely singular con-
tinuous. It somewhat supports the idea that, in contrast with Theorem 3.1, the singular
continuous spectrum appears “generically” when the sequence (‖Pmφ‖)m∈N∗ belongs to
l2(N∗) \ l1(N∗).
First, we fill a gap between Theorems 3.2 and 3.3 by considering Hamiltonians H0
whose eigenvalues are given by a polynomial of degree 2, with coefficients satisfying some
irrationality condition. Namely,
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hypotheses (H1) and (H2), where the eigenvalues (λm)m∈N∗ are given by: ∀m ∈ N∗,
λm = p2m2 + p1m + p0.
Let T > 0 and suppose p2T/2π irrational. If there exist c > 0, m0 > 0, and β > 0 such
that for all mm0,
‖Pmφ‖ cm−7/12 lnβ(m + 1),
then VκT is purely singular continuous, provided κ /∈ZT .
We also consider Hamiltonians H0 for which we only know the asymptotics of the
eigenvalues. In this case, it is possible to exhibit purely singular continuous Floquet oper-
ators VκT , if we assume the sequence of eigenvalues (λm)m∈N∗ of H0 is non-decreasing
and, given a real positive number γ , has one of the two following properties:
(Ha(γ )) ∃c1 > 0, ∃c2 > 0, ∀m ∈ N∗, ∀k  c2mγ , λm+k − λm  c1;
(Hb(γ )) ∃c1 > 0, ∃c2 > 0, ∀m ∈ N∗, ∀k  c2m ln−γ (m + 1), λm+k − λm  c1.
More precisely, we have
Theorem 3.5. Let (VκT )κ∈R, T>0 be a family of unitary operators defined by relation
(2.1), hypotheses (H1) and (H2), where the eigenvalues (λm)m∈N∗ of H0 have the prop-
erty (Ha(γ )) for some γ ∈ ]0,1[. Assume there exist c > 0, ε > 0 and m0 > 0 such that:
∀mm0,
‖Pmφ‖ c ln
5/4+ε(m+ 1)
m(3−γ )/4
.
Then VκT is purely singular continuous for any value of T in a set of complete Lebesgue
measure and any κ provided κT = (2π).
Theorem 3.6. Let (VκT )κ∈R, T>0 be a family of unitary operators defined by relation
(2.1), hypotheses (H1) and (H2), where the eigenvalues (λm)m∈N∗ of H0 have the prop-
erty (Hb(γ )) for some γ > 8. Assume there exist c > 0, ε ∈ ]0, γ−86 [ and m0 > 0 such that:
∀mm0,
‖Pmφ‖ cm−1/2 ln(2−γ )/6+ε(m + 1).
Then VκT is purely singular continuous for any value of T in a set of complete Lebesgue
measure and any κ provided κT = (2π).
Remark 4. If the eigenvalues (λm)m∈N∗ of the self-adjoint operator H0 are such that
∀m ∈ N∗, λm+1 − λm  Cm−γ0 for some γ0 in ]0,1[ and some positive number C, then
they have the property (Ha(γ0)). Indeed, for all m ∈ N∗ and all k mγ0,
λm+k − λm =
k−1∑
λm+j+1 − λm+j  Cm−γ0
k−1∑(
1 + j
m
)−γ0
Cγ0 > 0.j=0 j=0
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Cm−1 lnγ0(m + 1) for some positive numbers γ0 and C, satisfies the property (Hb(γ0)).
The general formulation of Theorems 3.5 and 3.6 includes cases where the operator H0
may have less regularly distributed eigenvalues.
Remark 5. The almost everywhere in Theorems 3.5 and 3.6 cannot be erased. Assume
for example that provided hypothesis (H1) is fulfilled, the eigenvalues of H0 are of finite
multiplicities and given by: ∀m ∈ N∗, λmT = e.m!. Writing {x} to denote the fractional part
of the real number x , the sequence ({λmT })m∈N∗ is convergent and the essential spectrum
of e−iH0T is therefore reduced to a single point. It follows from Weyl’s theorem that the
spectrum of VκT is pure point.
Remark 6. We may also wonder if the hypotheses on the growth rate of the sequence
(λm)m∈N∗ in Theorem 3.6 may be improved. If the growth rate is too weak, the spectrum
of VκT may remain pure point for all value of κ ∈ R and any choice of the vector φ:
Proposition 3.1. Let κ ∈ R, T > 0, and VκT a unitary operator defined by relation (2.1)
and hypothesis (H1). Assume the eigenvalues of H0 are of finite multiplicities and there ex-
ists an integral number N such that the sequence (λm)mN is increasing with the following
condition: ∃C  0, ∀m  N , λm+1 − λm  Cm−1 lnb m with b < −1. Then the operator
VκT is pure point.
Indeed, the hypotheses of the proposition ensure the convergence of the sequence
(λm)m∈N∗ to some limit λ. The essential spectrum of e−iH0T is reduced to the single point
e−iλT . The conclusion follows as above.
Before turning to the proofs of Theorems 3.4–3.6, let us illustrate them by some appli-
cations.
4. Applications
As an application of Theorem 3.4, we can now exhibit periodically kicked one-
dimensional rotators with purely singular continuous spectrum.
Corollary 4.1. Let T0 > 0, T > 0 such that 2πT/T 20 is irrational and κ /∈ ZT . Consider
the Hamiltonian H0 defined by H0 = −∂2θ on L2(R/T0Z). If the Floquet operator VκT ,
associated to H0 and defined by relation (2.1), hypotheses (H1) and (H2) is such that:
∃β > 0, ∃m0 > 0, ∃c > 0, ∀mm0,
‖Pmφ‖ cm−7/12 lnβ(m + 1),
then it is purely singular continuous.
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∀m ∈ N,
λm = (2π)
2
T 20
m2,
and to apply Theorem 3.4.
Now, let us consider the consequences of periodic kicks on an unperturbed self-adjoint
operator H0 of the form: H0 = −∂2x + V (x) on L2(R) with V (x) ∼ β|x|p, β > 0 and
p > 0 (e.g., the one-dimensional anharmonic oscillator [8]). Using Bohr–Sommerfeld type
conditions, we know that the eigenvalues (λm)m∈N∗ of this operator are such that λn ∼
Cn2p/(p+2) for some positive C. In this case, Theorem 3.5 allows us to derive the following
result.
Corollary 4.2. Let κ ∈ R∗, p > 0, β > 0, and H0 be the Hamiltonian: H0 = −∂2x + V (x)
on L2(R) with V (x) ∼ β|x|p. If the Floquet operator VκT , associated to H0 and defined by
relation (2.1), hypotheses (H1) and (H2) is such that: ∃c > 0, ∃ε > 0, ∃m0 > 0, ∀mm0,
‖Pmφ‖ c ln
5/4+ε(m+ 1)
m(3−γ )/4
with γ = 1 − 4
p + 2 ,
then it is purely singular continuous for any period T in a set of complete Lebesgue mea-
sure.
The remainder of the article is devoted to the proofs of Theorems 3.4–3.6 and the inte-
gral formula. In the next section, we present and discuss some criteria whose combination
allows to prove the absence of eigenvalues in the spectrum of VκT . The proofs of Theo-
rems 3.4–3.6 are presented as an application of these criteria in Section 6. We also mention
how Theorem 3.2 may be derived in a similar way. Some intermediate results of analytic
number theory are gathered and postponed in Section 7. Section 8 is devoted to the proof
of the integral formula from which we deduce Theorem 3.1.
5. General strategy
From now, {a} and [a] will denote respectively the fractional and the integral part of
any real number a: a = [a] + {a}. The fractional part of a real number belongs to the
unit interval [0,1[. The discrepancy (DN)N∈N∗ of a sequence of real numbers (xm)m∈N∗ is
defined by: ∀N ∈ N∗,
DN = sup
0a<b1
∣∣∣∣A([a, b[;N; (xm))N − (b − a)
∣∣∣∣
with A
([a, b[;N; (xm))= #{1mN : {xm} ∈ [a, b[}.
This quantity measures the rate of convergence of the distribution of the sequence
({xm})m∈N∗ to an ideal uniform distribution. If limN→+∞ DN = 0, the sequence (xm)m∈N∗
is said to be uniformly distributed mod (1).
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We already know that the spectrum of VκT is purely singular for all values of κ and T
if the family (VκT ) satisfies hypothesis (H1) [2, Section 3.1]. So, it remains to justify how
the hypotheses of Theorems 3.4–3.6 exclude the existence of eigenvalues in the spectrum
of VκT for T > 0 and κT = 0 (2π).
Lemma 5.1 gives a necessary and sufficient condition for a point of the unit circle to
belong to the point spectrum of VκT . It is a straightforward reformulation of the criterion
given by Combescure [4, Corollary 2] on the basis of Simon–Wolff method [3]:
Lemma 5.1. Let T > 0 and κ ∈ R such that κT = 0 (2π). Consider the unitary operator
VκT as defined by relation (2.1) and satisfying the hypotheses (H1) and (H2). Then the
complex number eix belongs to the point spectrum of VκT iff
B(x)−1 =
∑
m∈N∗
‖Pmφ‖2
sin2
(
x−θm(T )
2
) < +∞ and
∑
m∈N∗
‖Pmφ‖2 cot
(
x − θm(T )
2
)
= cot
(
κT
2
)
,
where θm(T ) is defined by: ∀m ∈ N∗,
θm(T ) ≡ 2π
{
λmT
2π
}
. (5.1)
The convergence (or divergence) of the series B(x)−1 is the result of a competition
between the decay rate of the numerator and the distribution of the sequence (θm(T ))m∈N∗
in [0,2π[. It is enough to establish a general criterion which ensures the divergence of the
series B(x)−1 for any value of x in [0,2π[, to prove the absence of eigenvalues in the
spectrum of VκT if T > 0 and κT = 0 (2π). This criteria is given by Lemma 5.2. Namely,
Lemma 5.2. Let (cm)m∈N∗ be a complex-valued sequence and (θm)m∈N∗ ∈ [0,2π[N∗ a
uniformly distributed mod (1). (DN)N∈N∗ will denote the sequence of discrepancies asso-
ciated to (θm)mN . Suppose we can construct
• two positive sequences (εm)m∈N∗ and (bm)m∈N∗ such that: ∃m∗ ∈ N∗, ∀mm∗, 0 <
bm  |cm|, εm+1 < εm and limm→+∞ εm = +∞,
• a subsequence of integral numbers (Nk)k∈N, where N denote the set of non-negative
integers, such that: ∀k ∈ N, DNk  εNk ,
which verify
lim
k→+∞NkεNk
(
inf
1mNk
b2m
ε2m
)
= +∞,
then, ∀x ∈ [0,2π[,∑
∗
|cm|2
sin2
(
x−θm ) = +∞.m∈N 2
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Remark 7. Lemma 5.2 relates the divergence of B(x)−1 to the asymptotics of (Dm)m∈N∗
and (cm)m∈N∗ . However, regardless of the distribution of the sequence (θm)m∈N∗ , this
lemma is no help for sequences (cm)m∈N∗ such that: ∃C > 0, ∀m ∈ N∗,
|cm| C
√
lnm
m
. (5.2)
This limitation is related to Schmidt’s theorem [9, Theorem 2.3]:
Theorem 5.1. For any infinite sequence of real numbers, there exists c > 0,
DN  c
lnN
N
.
Taking in account [4, Lemma 3], it means in particular, that we have still no criteria for
the divergence or the convergence of B(x)−1 if the sequence (cm)m∈N∗ verifies inequality
(5.2) but does not belongs to l1(N∗).
5.2. Proof of Lemma 5.2
The uniform distribution property of the sequence (θm)m∈N∗ implies
lim
N→+∞DN = 0.
Let us define the following families of sets: ∀N ∈ N∗, ∀x ∈ [0,2π[,
S1,N (x) =
{
1mN : θm ∈ [x, x + 2εm[
}
,
S2,N (x) =
{
1mN : θm ∈ [x, x + 2εN [
}
.
For any fixed x , (S1,N (x))N∈N∗ is an increasing sequence of subsets of N∗, and since the
sequence (εm)m∈N∗ is positive, asymptotically decreasing and converges to 0: ∃Nε,x > 0,
∀N  Nε,x , S2,N (x) ⊂ S1,N (x). Therefore, using the definition of the discrepancy of
the sequence (θm)mN , we get: ∀x ∈ [0,2π[, ∀N  Nε,x , 2NεN − NDN  #S2,N(x) 
#S1,N(x). In particular, since 0 < DNk < εNk , for all k ∈ N such that Nk Nε,x,
NkDNk NkεNk  #S1,Nk (x). (5.3)
Note that the combination of this inequality and Theorem 5.1 implies
lim
k→+∞NkDNk = limk→+∞NkεNk = limk→+∞ #S1,Nk (x) = +∞. (5.4)
On the other hand, following [2], we can do the following estimates: ∀x ∈ [0,2π[,
∀N ∈ N∗,
N∑
m=1
|cm|2
sin2
(
x−θm
2
)  4 N∑
m=1
|cm|2
(x − θm)2  4
∑
m∈S1,N (x)
|cm|2
(x − θm)2
 4
∑
m∈S (x),mm
|cm|2
(x − θm)2  4
∑
m∈S (x),mm
b2m
ε2m
.1,N ∗ 1,N ∗
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equality (5.3), we obtain: ∀x ∈ [0,2π[, ∀k ∈ N such that Nk Nε,x,
Nk∑
m=1
|cm|2
sin2
(
x−θm
2
)  4([NkεNk ] − m∗) inf
m∈S1,Nk (x)
b2m
ε2m
 4
([NkεNk ] − m∗) inf1mNk
b2m
ε2m
.
Since the subsequence (NkεNk )k∈N is divergent (see relation (5.4)), the conclusion follows
from the hypotheses when taking the limit k to +∞. 
Let us now combine these lemmas for our purposes.
6. Proofs
The proofs of Theorems 3.4–3.6 will be led by means of Lemmas 5.1 and 5.2. In each
case, their application requires the identification of suitable lower bounds (respectively
upper bounds) on the sequence (‖Pmφ‖) (respectively (Dm)), expressed in terms of the
input sequence (bm)m∈N∗ (respectively (εm)m∈N∗). This can be realized if we get some
reasonably good estimates on some subsequence of discrepancies (DNk )k∈N associated to
the sequence (θm(T ))m∈N∗ defined by relation (5.1). These estimates will be specified in
each case.
6.1. Proof of Theorem 3.4
Assume the eigenvalues (λm)m∈N∗ of the Hamiltonian H0 are defined by λm = p2m2 +
p1m+p0 for all m ∈ N∗. Following relation (5.1) of Lemma 5.1, we write for any m ∈ N∗
and any T > 0,
θm(T ) = 2π
{
λmT
2π
}
= 2π{PH0,T (m)}, T > 0,
where PH0,T is the polynomial defined by: ∀x ∈ R,
PH0,T (x)=
T
2π
(
p2x
2 + p1x + p0
)
.
If T is chosen in such a way the coefficient p2T/2π is irrational, the sequence
(PH0,T (m))m∈N∗ (respectively (θm(T ))m∈N∗ ) is uniformly distributed mod (1) [9]. De-
noting by DN the discrepancy of (PH0,T (m))mN , we know by Proposition 7.1 (see
Section 7), there exist a positive constant C and an infinite subsequence of integers (Nk)k∈N
such that: ∀k ∈ N,
DNk  CN
−1/6
k ln(Nk + 1).
Now, if view of Lemma 5.2, we define the sequences (bm)m∈N∗ , (εm)m∈N∗ and (cm)m∈N∗
by: ∀m ∈ N∗,
bm = cm−7/12lnβ(m + 1), εm = Cm−1/6 ln(m + 1), cm = ‖Pmφ‖,
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ses of Lemma 5.2 for some m∗. In particular,
lim
N→+∞NεN infmN
b2m
ε2m
= +∞.
Therefore, by Lemma 5.2, B(x)−1 = +∞ for all x ∈ [0,2π[, which proves the result,
provided the constant κ /∈ZT . 
Note that Theorem 3.3 may be proven by a similar procedure. We explain briefly how
in the next paragraph.
6.2. About the proof of Theorem 3.3
Assume the eigenvalues (λm)m∈N∗ of the Hamiltonian H0 are given by a polynomial of
degree d greater than 3: ∀m ∈ N∗,
λm =
d∑
k=0
pkm
k,
and T > 0 is chosen such as Tpr/2π is irrational for some r in {1, . . . , d}. It is known the
sequence (PH0,T (m))m∈N∗ where: ∀m ∈ N∗,
PH0,T (x)=
T
2π
d∑
k=0
pkx
k
is uniformly distributed mod (1) [9]. Define (bm)m∈N∗ and (cm)m∈N∗ respectively by:
∀m ∈ N∗,
bm = cm−(1+β)/2, cm = ‖Pmφ‖,
where c is a positive constant, β belongs to ]0, ρ[, and ρ is defined in the statement of
Theorem 3.3. Now, if we denote by DN the discrepancy of (PH0,T (m))mN , assume the
index r mentioned above is such that rd > 3 and choose ε in ]β,min(ρ, (1 + β)/2)[ (note
that 0 < β < ρ  1), then by [2, Lemma 3.3], we can construct an infinite sequence of
integers (Nk)k∈N such that: ∃Cε > 0, ∀k ∈ N,
DNk  CεN−εk .
Therefore, it is enough to define (εm)m∈N∗ by ∀m ∈ N∗, εm = Cεm−ε and the result follows
by means of Lemmas 5.2 and 5.1, provided κ /∈ZT .
6.3. Proofs of Theorems 3.5 and 3.6
Assume the eigenvalues (λm)m∈N∗ of the Hamiltonian H0 satisfy the hypothesis (Ha(γ ))
(respectively Hb(γ )) for some γ ∈ ]0,1[ (respectively γ > 8). For any T > 0, let us define
the sequence (fH0,T (m))m∈N∗ by: ∀m ∈ N∗,
fH0,T (m) =
T
λm.2π
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of T in a set of complete Lebesgue measure. More precisely, we have:
Theorem 6.1. Let (xm)m∈N∗ be a non decreasing sequence of real numbers which has the
property (Ha(γ )) for some γ ∈ ]0,1[. If DN,T denotes the discrepancy of the sequence
(xmT )1mN and ε is a fixed positive constant, then for Lebesgue almost every T ,
lim
N→+∞
N(1−γ )/2DN,T
ln5/2+ε(N + 1) = 0.
Moreover, if (xm)m∈N∗ has the property (Hb(γ )) for some γ > 2 and if ε is a fixed positive
constant, then for Lebesgue almost every T ,
lim
N→+∞DN,T ln
(γ−2)/3−ε(N + 1)= 0.
The proof of the first part is derived in [10, p. 288] and the second part in the commen-
taries of Theorem 5.2 [10, pp. 291–292]. This is an improvement of a former theorem of
Erdös and Koksma [11].
It means in our context that if DN,T denote the discrepancy of (fH0,T (m))mN and ε
is chosen positive (respectively in ]0, (γ − 8)/6[), there exist a subset of R+ of complete
Lebesgue measure, Lε and a positive constant Cε,γ such that: ∀N ∈ N∗,
DN,T  Cε,γ
ln5/2+ε(N + 1)
N(1−γ )/2
(
respectively DN,T  Cε,γ ln−(γ−2)/3+ε(N + 1)
)
.
Now, define the sequences (cm)m∈N∗ , (bm)m∈N∗ , and (εm)m∈N∗ by: ∀m ∈ N∗,
cm = ‖Pmφ‖, bm = c ln
5/4+ε(m + 1)
m(3−γ )/4
, εm = Cε,γ ln
5/2+ε(m + 1)
m(1−γ )/2(
respectively bm = cm−1/2ln−(γ−2)/6+ε(m + 1), εm = Cε,γ ln−(γ−2)/3+ε(m + 1)
)
,
where c is a fixed positive constant. These sequences verify the hypotheses of Lemma 5.2,
which means that for all periods T in Lε and for all x in [0,2π[,
B(x)−1 ≡
+∞∑
m=1
‖Pmφ‖2
sin2
(
x−θm
2
) = +∞.
The last part of the proof follows directly from Lemma 5.1, provided κT = 0 (2π). 
7. Technicalities
This section is devoted to the statement and the proof of Proposition 7.1, which is used
in the proof of Theorem 3.4. This proposition is an attempt to estimate the discrepancy of
sequences (xn)nN given by some polynomials of degree 2. More precisely:
Proposition 7.1. Let (xn)n∈N∗ be the sequence defined by: ∀n ∈ N∗, xn = a2n2 + a1n+ a0
where a2 is irrational and a1, a0 are real. If we denote by DN the discrepancy associated to
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such that: ∀k ∈ N,
DNk  CN
−1/6
k ln(Nk + 1).
The general strategy of the proof is similar to that of [2, Lemma 3.3], for sequences
(xn)nN given by some polynomials of degree greater than 3. The estimates on the dis-
crepancy are obtained from the study of the asymptotical behaviour of the corresponding
exponential sum. In the present case, this will be achieved by means of the following
proposition.
Proposition 7.2. Let (xn)n∈N∗ be a sequence of real numbers and denote by DN the dis-
crepancy of (xn)1nN . Let (un)n∈N∗ be a positive non-decreasing sequence and define
SN = sup
h∈{1,...,[uN ]}
∣∣∣∣∣
N∑
n=1
e2πihxn
∣∣∣∣∣.
Then, ∀N ∈ N∗,
DN 
(
S2N
N2
+ 6
π2
1
[uN ]
)1/3
.
Proof. LeVeque’s inequality states [9, Theorem 2.4] that for any N ∈ N∗, the discrepancy
DN associated to (xn)1nN is such that
DN 
(
6
π2
+∞∑
h=1
1
h2
∣∣∣∣∣ 1N
N∑
n=1
e2πihxn
∣∣∣∣∣
2)1/3
.
But: ∀N ∈ N∗,
+∞∑
h=1
1
h2
∣∣∣∣∣ 1N
N∑
n=1
e2πihxn
∣∣∣∣∣
2
=
[uN ]∑
h=1
1
h2
∣∣∣∣∣ 1N
N∑
n=1
e2πihxn
∣∣∣∣∣
2
+
+∞∑
h=[uN ]+1
1
h2
∣∣∣∣∣ 1N
N∑
n=1
e2πihxn
∣∣∣∣∣
2

( [uN ]∑
h=1
1
h2
)
S2N
N2
+
+∞∑
h=[uN ]+1
1
h2

(+∞∑
h=1
1
h2
)
S2N
N2
+
+∞∫
[uN ]
dx
x2
= π
2
6
S2N
N2
+ 1[uN ] ,
which proves the proposition. 
So, now, the problem is reduced to the study of the asymptotical behaviour of the se-
quence (SN )N∈N∗ for a suitable sequence (uN)N∈N∗ . We will do it by means of Lemma 7.1.
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are real numbers and a2 is an irrational number for which the following rational approxi-
mation holds:∣∣∣∣a2 − sq
∣∣∣∣ 1q2 ,
where s and q are relatively prime integers and q  1. Then there exists a positive constant
C such that: ∀m ∈ N∗, ∀N ∈ N∗,∣∣∣∣∣
N∑
n=1
e2iπmP(n)
∣∣∣∣∣
2
 C
(
q + N + Nm + N
2m
q
)
max{1, lnq}. (7.1)
The proof of this lemma, which follows essentially that of Weyl’s inequality (e.g., [12,
Chapter 4]), is based on the two following results.
Lemma 7.2. For every real number α and all integers N1, N2 such that N1 < N2,∣∣∣∣∣
N2∑
n=N1+1
e2iπαn
∣∣∣∣∣min
(
1
2〈α〉 ,N2 − N1
)
, (7.2)
where 〈α〉 = inf({α},1 − {α}).
Lemma 7.3. Let α be an irrational number, q (q  1) and s two integral numbers that are
relatively prime. If∣∣∣∣α − sq
∣∣∣∣ 1q2 ,
then there exists a positive constant C such that for any positive integral numbers m1, m2,
m1∑
k=1
min
(
m2,
1
〈αk〉
)
 C
(
q + m1 + m2 + m1m2
q
)
max{1, lnq}.
The reader may consult [12, Lemmas 4.7 and 4.11] for a proof.
Proof of Lemma 7.1. First notice that for all m ∈ N∗ and all N ∈ N∗,∣∣∣∣∣
N∑
n=1
e2iπmP(n)
∣∣∣∣∣
2
=
∣∣∣∣ ∑
|d |<N
∑
n∈I (d)
e2iπm∆d(P )(n)
∣∣∣∣, (7.3)
where I (d) is the interval [1 − d,N − d] ∩ [1,N] and for all n ∈ I (d), ∆d(P )(n) =
P(n + d) − P(n) (e.g., [12, Lemma 4.12]). On one hand, ∆0(P ) ≡ 0 and on the other
hand, if d = 0, then ∀n ∈ Z, ∆d(P )(n) = 2a2nd + ad , with ad = a1d + a2d2. Therefore,
for any positive integer m,∣∣∣∣ ∑ ∑ e2iπm∆d(P )(n)
∣∣∣∣N +
∣∣∣∣ ∑ ∑ e2iπm∆d(P )(n)
∣∣∣∣
|d |<N n∈I (d) 0<|d |<N n∈I (d)
O. Bourget / J. Math. Anal. Appl. 301 (2005) 65–83 79= N +
∣∣∣∣ ∑
0<|d |<N
∑
n∈I (d)
e2iπm(2a2nd+ad )
∣∣∣∣
N +
∑
0<|d |<N
∣∣∣∣∣
min(N−d,N)∑
n=max(1−d,1)
e2iπ(2a2mnd)e2iπmad
∣∣∣∣∣.
If we note that the intervals (I (d))0<|d |<N are included in [1,N], we get by Lemma 7.2:∣∣∣∣ ∑
|d |<N
∑
n∈I (d)
e2iπm∆d(P )(n)
∣∣∣∣N + ∑
0<|d |<N
min
(
N,
1
2〈2a2dm〉
)
N +
∑
1d<N
min
(
2N,
1
〈2a2dm〉
)
N +
2Nm∑
n=1
min
(
2N,
1
〈a2n〉
)
.
The last sum may be estimated by means of Lemma 7.3. It results that: ∃C > 0, ∀m ∈ N∗,
∀N ∈ N∗,∣∣∣∣∣
N∑
n=1
e2iπmP(n)
∣∣∣∣∣
2
N + C
(
q + N + Nm + N
2m
q
)
max{1, lnq},
hence the result. 
Proof of Proposition 7.1. On one hand, the continued fractions expansion of the irrational
number a2 enables us to construct two infinite sequences of integers (sk)k∈N and (qk)k∈N
such that for all k in N, qk  1, qk and sk are relatively prime and∣∣∣∣a2 − skqk
∣∣∣∣ 1q2k [13].
On the other hand, it follows from Lemma 7.2: ∀N ∈ N∗,
DN 
(
1
N2
sup
h∈{1,...,[√N ]}
∣∣∣∣∣
N∑
n=1
e2πihxn
∣∣∣∣∣
2
+ 6
π2
1
[√N ]
)1/3
.
Combining both with Lemma 7.1, we get: ∃C > 0, ∀N ∈ N∗, ∀k ∈ N,
DN  C
((
1
N
+ qk
N2
+ [
√
N]
N
+ [
√
N ]
qk
)
max{1, lnqk} + 1[√N ]
)1/3
. (7.4)
As the number a2 is irrational,
lim
k→+∞qk = +∞,
and therefore max{1, logqk} = logqk for all k great enough. The result follows then
by choosing the subsequence (Nk)k∈N such as: Nk = qk − 1 (with the convention
ln 0 = −∞). 
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This last section is devoted to the proof of an integral formula for the Floquet operators
of autonomous systems periodically perturbed by a rank-one kick. As a corollary, we derive
an alternative proof of Theorem 3.1.
For a > 0, we denote the one-dimensional torus R/aZ by Ta and its Borel σ -algebra
by B(Ta). In particular, T = T2π .
Proposition 8.1. Let us consider a family of unitary operators (VκT )T>0, κ∈R defined by
relation (2.1), where the vector φ is chosen normed. For any T > 0 and any κ ∈ R the
spectral family of VκT is denoted by (EκT (I))I∈B(T). Then, the probability measure µκT
defined by: ∀I ∈ B(T), µκT (I) = 〈φ,EκT (I)φ〉 is such that: for all f in L1(T, dx), the
function
κ −→
∫
T
f (x) dµκT (x)
belongs to L1(T2π/T , dκ) and∫
T2π/T
∫
T
f (x) dµκT (x) dκ =
∫
T
f (x)
dx
T
.
Once this formula established, Theorem 3.1 may be proved rapidly. Namely,
Proof of Theorem 3.1. Let κ ∈ R\ZT . From Birman–Krein’s theorem [14] we know that
the spectrum of VκT is purely singular. Since the vector φ is cyclic w.r.t. e−iH0T , it is also
true for the measure µκT . Now, again by the cyclicity of the unit vector φ, it is enough to
prove that the singular continuous part of the measure µκT , denoted µκT,sc, vanishes on
the torus for almost every value of κ . Combescure proved [4, Proposition 1] that the set E ,
defined by
E ≡ {x ∈ T: B(x) = 0}
contains the support of the measure µκT,sc (i.e., µκT,sc(T \ E) = 0). On the other hand, if
χE denotes the characteristic function of the set E , it results from Proposition 8.1 that∫
T2π/T
µκT (E) dκ =
∫
T2π/T
∫
T
χE (θ) dµκT (θ) dκ =
∫
T
χE (x)
dx
T
.
Since we know the quantity B(x)−1 is finite for almost every x with respect to the Lebesgue
measure [4, Lemma 3], the set E is of Lebesgue measure 0 and the last term of the preceding
equality vanishes. Therefore,∫
T
µκT (E) dκ = 0
T/(2π)
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for µκT,sc(E) and the conclusion follows: µκT,sc(T) = µκT,sc(T \ E) + µκT,sc(E) = 0,
κ-a.e. 
Now, let us return to the proof of Proposition 8.1. As a preliminary, we state the follow-
ing lemma.
Lemma 8.1. Under the hypotheses of Proposition 8.1, we get for all n ∈ Z,∫
T2π/T
〈
φ,V nκT φ
〉
dκ = 2π
T
δn0,
where δn0 denotes the Kronecker symbol.
Proof. If n = 0, the formula is immediate since φ is normed. Assume now that n = 0.
Since ∫
T2π/T
〈
φ,V −nκT φ
〉
dκ =
{ ∫
T2π/T
〈
φ,V nκT φ
〉
dκ
}
,
it is enough to check the equality for the positive values of n. For these values, 〈φ,V nκT φ〉
is a polynomial of degree n at most and valuation 1 at least in the variable e−iκT . Let us
justify it by induction on n (n 1). If n = 1, we get
〈φ,VκT φ〉 =
〈
φ, e−iH0T e−iκT |φ〉〈φ|φ
〉= e−iκT 〈φ, e−iH0T φ〉.
Now, assume this property was proven until the nth step. Using relation (2.1), a rapid
computation by induction shows that: ∀n ∈ N,
〈
φ,V n+1κT φ
〉= e−iκT n∑
k=0
〈
φ, e−i(n+1−k)H0T φ
〉〈
φ,V kκT φ
〉
−
n∑
k=1
〈
φ, e−i(n+1−k)H0T φ
〉〈
φ,V kκT φ
〉
.
Its combination with the induction hypothesis proves the property for 〈φ,V n+1κT φ〉. 
Proof of Proposition 8.1. Let (Pr)0r<1 be the family of Poisson kernels defined by:
∀x ∈ T,
Pr(x) =
∑
n∈Z
r |n|einx = 1 − r
2
1 + r2 − 2r cosx .
Since for all f in L1(T, dx),
f (θ) = lim
r→1−
∫
Pr(θ − t)f (t) dt2πT
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function (Pr(θ − ·))0r<1, θ∈T. For any r ∈ [0,1[ and any θ ∈ T,∫
T
Pr(θ − x) dx2π = 1.
On the other hand,∫
T2π/T
∫
T
Pr(θ − x) dµκT (x) dκ =
∑
n∈Z
r |n|
∫
T2π/T
∫
T
ein(x−θ) dµκT (x) dκ
=
∑
n∈Z
r |n|
∫
T2π/T
e−inθ
〈
φ,V nκT φ
〉
dκ.
Now, using Lemma 8.1, the conclusion is immediate:∫
T2π/T
∫
T
Pr(θ − x) dµκT (x) dκ = 2π
T
=
∫
T
Pr(θ − x) dx
T
. 
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