. By studying the Bragg peaks in Fourier transforms of electronic structure images and particularly by resolving both the real and imaginary components of the Bragg amplitudes, distinct types of intra-unit-cell symmetry breaking can be studied. However, establishing the precise symmetry point of each unit cell in real space is crucial
In spectroscopic imaging scanning tunneling microscopy (SI-STM), the differential tunneling conductance dI /dV (r, V ) ≡ g(r, V ) between the tip and sample is measured as a function of both the location r and the electron energy E = eV . For a simple metal, g(r, V ) = LDOS(r, E = eV where LDOS(r, E) is the spatially and energy-resolved local-density-ofelectronic states [4] . This direct assignment cannot be made for materials whose electronic structure is strongly heterogeneous at the nanoscale [5, 6] . However, even in those circumstances distances (wavelengths) and spatial symmetries in the g(r, V ) images should retain their physical significance. SI-STM has proven to be of wide utility and growing significance in electronic structure studies, especially in situations where the translationally invariant noninteracting single-particle picture does not hold [6] [7] [8] [9] [10] [11] [12] [13] [14] .
A key practical challenge for all such SI-STM studies is that, over the week(s) of continuous data acquisition required to measure a g(r, V ) dataset having both 50 pixels within each crystal unit cell and the large field of view (FOV) required for precision Fourier analysis, thermal and mechanical drifts distort the g(r, V ) images subtly. Such g(r, V ) distortions, while pervasive, are usually imperceptible in conventional analyses. However, they strongly impact on the capability to determine intra-unit-cell symmetry breaking, because the perfect latticeperiodicity throughout g(r, V ) that is necessary for Bragg-peak Fourier analysis is disrupted [1] .
To address this issue, we recently introduced a post-measurement distortion correction technique that is closely related to an approach we developed earlier to address incommensurate crystal modulation effects [15] . The new procedure [1] [2] [3] 16 ] identifies a slowly varying field u(r) [17] that measures the displacement vector u of each location r in a topographic image of the crystal surface T (r), from the location r − u(r) where it should be if T (r) were perfectly periodic with the symmetry and dimensions established by x-ray or other scattering studies of the same material.
To understand the procedure, consider an atomically resolved topograph T (r) with tetragonal symmetry. In SI-STM, the T (r) and its simultaneously measured g(r, V ) are specified by measurements on a square array of pixels with coordinates labeled r = (x, y). The power-spectral-density (PSD) Fourier transform of T (r), |T (q)| 2 , whereT (q) = ReT (q) + iImT (q), then exhibits two distinct peaks representing the atomic corrugations. These are centered at the first reciprocal unit cell Bragg wavevectors Q a = (Q ax , Q ay ) and Q b = (Q bx , Q by ) with a and b being the unit cell vectors. Next, we apply a computational 'lock-in' technique in which T (r) is multiplied by reference cosine and sine functions with periodicity set by the wavevectors Q a and Q b and whose origin is chosen at an apparent atomic location in T (r). The resulting four images are filtered to retain only the q-space regions within a radius δq = 1 λ of the four Bragg peaks; the magnitude of λ is chosen to capture only the relevant image distortions (in particular, δq is chosen here to be smaller than the Bi 2 Sr 2 CaCu 2 O 8+δ supermodulation wavevector). This procedure results in retaining the local phase information θ a (r), θ b (r) that quantifies the local displacements from perfect periodicity:
Dividing the appropriate pairs of images then allows one to extract
Of course, in a perfect lattice θ a (r), θ b (r) would be independent of r. However, in the real image T (r), u(r) represents the distortion of the local maxima away from their expected perfectly periodic locations, with an identical distortion occurring in the simultaneous spectroscopic data g(r, V ). Considering only the components periodic with the lattice, the measured topograph can therefore be represented by
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Correcting this for the spatially dependent phases θ a (r), θ b (r) generated by u(r) requires an affine transformation at each point in (x,y) space. From equation (3) we see that the actual local phase of each cosine component at a given spatial point r, ϕ a (r), ϕ b (r), can be written as
where θ i (r) = Q i · u(r), i = a, b, is the additional phase generated by the distortion field u(r). This simplifies equation (2) to
which is defined in terms of its local phase fields only, and every peak associated with an atomic local maximum in the topographic image has the same ϕ a and ϕ b . The goal is then to find a transformation, using the given phase information ϕ a,b (r), to map the distorted lattice onto a perfectly periodic one. This is equivalent to finding a set of local transformations that makes θ a,b take on constant values,θ a andθ b , over all space. Thus, let r be a point on the unprocessed (distorted) T (r), and letr = r − u(r) be the point of equal phase on the 'perfectly' latticeperiodic image that needs to be determined. This produces a set of equivalence relations
Solving for the components ofr and then re-assigning the T (r) values measured at r to the new locationr in the (x, y) coordinates produces a topograph with 'perfect' lattice periodicity. To solve forr we rewrite equation (6) in matrix form:
where
Because Q a and Q b are orthogonal, Q is invertible allowing one to solve for the displacement field u(r) which maps r tor as
In practice, we use the conventionθ i = 0, which generates a 'perfect' lattice with an atomic peak at the origin; this is equivalent to ensuring that there are no imaginary (sine) components to the Bragg peaks in the Fourier transform. Using this technique, one can estimate u(r) and thereby undo distortions in the raw T (r) data with the result that it is transformed into a distortion-corrected topograph T (r) exhibiting the known periodicity and symmetry of the termination layer of the crystal. The key step for electronic-structure symmetry determination is then that the identical geometrical transformations to undo u(r) in T (r) yielding T (r) are also carried out on every g(r, V ) acquired simultaneously with the T (r) to yield a distortion-corrected g (r, V ). The T (r) and g (r, V ) are then registered to each other and to the lattice with excellent precision. This procedure can be used quite generally with SI-STM data that exhibit appropriately high resolution in both r-space and q-space.
'Real' and 'imaginary' contributions to the Bragg peaks ing(q,V )
Bragg-peak Fourier analysis of an electronic structure image g(r, V ) focuses upong(q, V ) = Reg(q, V ) + i Img(q, V ), its complex valued two-dimensional (2D) Fourier transform. Here Reg(q, V ) is the cosine and Img(q, V ) the sine Fourier component, respectively. By focusing on the Bragg peaks q = Q a , Q b only those electronic phenomena with the same spatial periodicity as the crystal are considered. Obviously, successful application of this approach when using g(r, V ) images requires: (i) highly accurate registry of the unit-cell origin to satisfy the extreme sensitivity ing(q, V ) to the phase, (ii) that the g(r, V ) data set has adequate sub-unit-cell resolution without which the distinction between the four inequivalent Bragg amplitudes at Q a , Q b would be zero and (iii) that this same g(r, V ) be measured in a large FOV so as to achieve high resolution in q-space. Only recently has this combination of characteristics in g(r, V ) measurement been achieved [1] [2] [3] .
With the availability of such data, several measures of intra-unit-cell breaking of crystal symmetry by the electronic structure become possible from the study of the real and imaginary components of the Bragg amplitudes ing( Q, V ). For example, if the crystal unit cell is tetragonal with 90
• -rotational (C 4v ) symmetry, one can search for intra-unit-cell 'nematicity' (breaking of C 4v down to 180
• -rotational (C 2v ) symmetry) in the electronic structure by -3] . Similarly, if the crystal unit-cell is centrosymmetric, one can search for intra-unit-cell breaking of inversion symmetry in electronic structure using
Obviously, however, in both of these cases and in general, the correct determination of Reg(q, V ) and Img(q, V ) is critical. The assignment of the zero of coordinates at the symmetry point of the unit-cell (and thus the correct choice of phase) is therefore the fundamental practical challenge of Bragg-peak Fourier transform SI-STM.
Intra-unit-cell electronic symmetry breaking in Bi 2 Sr 2 CaCu 2 O 8+δ
An excellent example of this challenge can be found in the copper-oxide hightemperature superconductor Bi 2 Sr 2 CaCu 2 O 8+δ . In general, copper-oxide superconductors are 'charge-transfer' Mott insulators and are strongly antiferromagnetic due to inter-copper superexchange [18] . Doping these materials with a hole density p to create superconductivity is achieved by removing electrons from the O atoms in the CuO 2 plane [19, 20] . Antiferromagnetism exists for p < 2-5%, superconductivity occurs in the range 5-10% < p < 25-30%, and a Fermi liquid state appears for p > 25-30%. For p < 20% an unusual electronic excitation with energy scale |E| = 1 , which is anisotropic in k-space [21] [22] [23] [24] [25] , appears at temperatures far above the superconducting critical temperature. This region of the phase diagram has been labeled the 'pseudogap' (PG) phase because the energy scale 1 could be the energy gap of a distinct electronic phase [21, 22] .
Intra-unit-cell spatial symmetries of the E ∼ 1 (PG) states can be imaged directly using SI-STM in underdoped cuprates [1-3, 6, 16] . Typically, the function Z (r, V ) = g(r, +V )/g(r, −V ) is used because it eliminates the severe systematic errors in g(r, V ) generated by the intense electronic heterogeneity effects specific to these materials [1-3, 5, 6, 11, 16] . These Z (r, E) images reveal compelling evidence for intra-unit-cell C 4v symmetry breaking specific to the states at the E ∼ 1 pseudogap energy [6] . However, for Bragg-peak Fourier transform studies of this effect the choice of origin of the CuO 2 unit cell (and thus the 6 phase of the Fourier transforms) was determined by using the imaged locations of the Bi atoms in the BiO layer [1] [2] [3] , while it is knowledge of the actual Cu atom locations that is required to most confidently examine intra-unit-cell symmetry breaking of the CuO 2 unit cell.
Cu-lattice phase-resolution challenge in Bi 2 Sr 2 CaCu 2 O 8+δ
To identify these sites and thus the correct phase, we studied lightly Zn-doped Bi 2 Sr 2 CaCu 2 O 8+δ crystals with p ∼ 20%. Each g(r, E = eV) map required ∼5 days and a typical resulting topograph T (r) with 64 pixels covering the area of each CuO 2 unit cell is shown in figure 1(a) . This is an unprocessed topographic image T (r) of the BiO layer with the bright dots occurring at the location of Bi atoms. The inset shows a tightly focused measurement at the location of one of the Bragg peaks in |T (q)| 2 ; this clearly has spectral weight distributed over numerous pixels indicating the imperfect nature of the periodicity in this T (r). Figure 1(b) is the simultaneously measured image of electronic structure g(r, E) determined near E ∼ 1 . Figure 1(c) shows the PSD Fourier transform of figure 1(b), while its inset focuses upon a single Bragg peak. Figure 1(d) shows the processed topographic image T (r) after distortion correction using equation (9) . The subtlety of these corrections is such that figure 1(d) appears virtually identical to figure 1(a) at first sight. However, the inset shows that the Bragg peak of the PSD Fourier transform |T (q)| 2 of figure 1(d) now becomes isotropic and consists of just a single pixel; this indicates that Bi atom periodicity is now as perfect as possible given the limitations of q-space resolution from the finite FOV. Figure 1(e) is the g(r, V ) data of figure 1(b) , but now processed in the same distortion correction fashion as figure 1(d) to yield a function g (r, V ). Its PSD Fourier transform |g (q, V )| 2 as shown in figure 1(f) reveals how the Bragg peaks are now also sharp, indicating that the same spatial periodicity now exists in the electronic structure images (inset of figure 1(e) ). Nevertheless, the location of the Cu sites in the CuO 2 plane cannot be determined from the BiO T (r) and therefore the phase for Bragg-peak Fourier analysis of g (q, V ) from the CuO 2 plane retains some ambiguity.
Imaging the electronic impurity state at Zn atoms substituted for Cu
To directly identify the symmetry point of the CuO 2 unit cell in a BiO topograph, we image g(r, V = −1.5 mV) measured on Zn-doped Bi 2 Sr 2 CaCu 2 O 8+δ crystals. A conductance map in a 60 nm square region (simultaneous topograph figure 2(a) ) is shown in figure 2(b) ; the overall light background is indicative of a very low conductance near E F as expected in the superconducting state. However, we also detect a significant number of randomly distributed dark sites corresponding to areas of high conductance each with a distinct fourfold symmetric shape and the same relative orientation. The spectrum at the center of a dark site has a very strong intra-gap conductance peak at energy E = −1.5 ± 0.5 meV, while the superconducting coherence peaks are suppressed [26] . This is a unitary strength quasiparticle scattering resonance at a single, potential-scattering, impurity atom in a d-wave superconductor [26, 27] . These signatures can be used to identify the location of Zn atoms substituted on the Cu sites of Fourteen Zn impurity resonances are distinguishable in this image. These data have been processed using the distortion correction algorithm. The data in (a) and (b) were acquired at 1 G junction resistance, 60 mV tip-sample bias.
Determination of Cu-lattice phase error from Bi-lattice calibration
In figure 3 , each pair of panels (a-b), (c-d), . . . , (w-x) contains the simultaneously measured and identically distortion-corrected images T (r) and g (r, −1.5 mV), each with 76 pixels inside the area of every CuO 2 unit cell. The coordinates of every Bi atom in the perfectly square lattice are known with approximately picometer precision in these T (r) images. The location of the Zn impurity state in each of the g (r, −1.5 mV) images is determined by fitting a 2D Gaussian to the central peak of the Zn resonance; a typical resulting error bar for the location of the maximum is a value between 1 and 2 pm (see supplementary information, section I, available from stacks.iop.org/NJP/14/053017/mmedia). The smallness of this error with respect to the The data in (a) and (b) were acquired at 1 G junction resistance, 60 mV, and were obtained from a double-layer g(r, E) map. A total time of 340 ms has elapsed between the measurement of (a) and (b). All subsequent image pairs represent equivalent data at a different location. All data in this figure were obtained from five maps with identical acquisition parameters, and have been processed using the distortion correction algorithm.
pixel size is well understood in terms of the large signal-to-noise ratio at Zn resonances [26] (supplementary information, section I). These procedures yield the displacement vector d of every Zn-resonance maximum from the site of the nearest Bi atom as identified in T (r). figure 3 ). The measured d of every Zn resonance is shown as a red dot. The resulting average (Zn, Bi) displacement vector shown in black has a magnitude of ∼2% of the CuO 2 unit cell dimension (1 standard deviation of the distribution is indicated by the grey ellipse). It is quite obvious from figure 4(b) that the Zn resonances are extremely close to the Bi sites, meaning that the CuO 2 layer is not shifted significantly from its expected location below the BiO layer ( figure 4(a) ).
Beyond the fact that the average displacement d represents only a ∼2%(2π) error in the phase determination for the CuO 2 layer when using the BiO layer, other information on systematic errors within the SI-STM approach can be examined using these data. For example, the observed distribution of d rules out the existence of any discrete pixel displacement between T (r) and its simultaneously measured g(r, V ), as might occur if there were a software or processing error. Another point is that any spatial drift of the tip location during the hundreds of elapsed milliseconds between the measurement of the topographic signal and the differential conductance signal is also below 2% of the unit cell dimension. In fact the data in Figures 2-4 show that, for our instruments, the measured T (r) and g(r, V = −1.5 mV) are registered to each other within a few pm. Additionally, studies of this same set of Zn resonances using the 180
• -rotated scan direction (supplementary information, section II) yield an equivalently narrow (but distinct) distribution of values of d. Moreover, the center of this distribution is not shifted along the scan relative to that in figure 4(b), indicating that random picometer scale image distortions dominate the d distribution and not the trajectory of the tip. Thus, we do not currently regard the apparent displacement (CuO 2 , BiO) in figure 4 (b) as a property of the crystal lattice, but rather due to measurement limitations at these picometer length scales (see supplementary information, section II).
Conclusions and future
Three key practical conclusions emerge from these studies. Firstly, the lateral shift between the surface BiO layer and the CuO 2 layer is measured at less than 2% of the unit cell dimension. Secondly, at this approximately picometer precision there is no resolvable spatial drift of the tip location during the fractions of a second between the measurement of the topographic signal and the differential conductance signal. Perhaps most importantly, the ∼2%(2π ) phase error in the choice of the Cu-lattice origin observed here would not, based on results from our simulations (supplementary information, section III, available from stacks.iop.org/NJP/14/053017/mmedia), impact on Fourier transform analysis using Reg( Q a , V ) and Reg( Q b , V ) to determine symmetry breaking in g(r, V ). However, such a ∼2%(2π ) phase error would have a significant effect on the measure of intra-unit-cell inversion-symmetry breaking like O I (V ), yielding an incorrect non-zero value for Img( Q a , V ) or Img( Q b , V ) of ∼15% of Reg( Q a , V ) or Reg( Q b , V ) (supplementary information, section III). Specifically, a ∼2%(2π ) phase assignment error for the Cu sites does not diminish the reliability in the determination of intra-unit-cell rotational symmetry breaking at the CuO 2 plane [1] [2] [3] . Of more long-term significance is the fact that impurity atom substitution at the relevant symmetry site as demonstrated here can be of general utility in accurate phase determination for Bragg-peak Fourier analysis of intra-unit-cell symmetry.
