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Molecular excited vibrational states are metastable states and we incorporate their finite lifetimes
into the theory of vibrational energy transfer between weakly interacting molecules, i.e., at internu-
clear distances at which they do not have a chemical bond. Expressions for the effective lifetime of
an initially vibrationally excited molecule in the presence of a neighboring molecule are derived in
closed form. These expressions allow one to analyze the physics behind the energy transfer. It is
shown that due to different finite lifetimes of the isolated excited molecules, a very efficient vibra-
tional energy transfer can take place between them even if their energies are rather off-resonance.
Examples are discussed.
Vibrations constitute a fundamental property of
molecules and of other matter made of molecules. Ex-
cited vibrational molecular levels in the electronic ground
state decay rather slowly radiatively, their radiative life-
time is typically in the range of seconds to milliseconds
[1], see also [2]. In contrast, fast non-radiative lifetimes
in the range of pico- and even femtoseconds have been
reported for even small polyatomic molecules [3–5]. The
underlying mechanism of intramolecular vibrational en-
ergy redistribution (IVR) has attracted much attention
for several decades [3–8]. Here, an optically active vibra-
tional mode couples to other modes which in turn cou-
ple to other modes (tier model [5, 9]) redistributing the
energy of the initially excited mode over other parts of
the molecule. Anharmonic coupling plays here a decisive
role. We shall return to the IVR below.
The presence of IVR suggests the investigation of
the more general subject of vibrational energy flow in
molecules which has become an active field of research
(for a recent review see [10]). Multidimensional spec-
troscopy experiments and theoretical investigations pro-
vide valuable information on this flow and hence on vi-
brational energy transport (or transfer) in condensed
phase molecular systems, see, e.g., [11–15] and references
therein. The major driving force of vibrational energy
transfer is again anharmonicity [14–16].
In this work we investigate the possibility for vi-
brational energy transfer between weakly interacting
molecules, i.e., between molecules at distances where
chemical bonds are not formed. We show that indeed
such a transfer can be efficient even if it is not resonant,
i.e., the respective levels are rather far from matching.
The main ingredient is that the participating vibrational
excited levels are metastable states of finite lifetimes.
These lifetimes can be due to radiative decay, IVR or
any other kind of decay, like predissociation. Consider
a molecule 1 with a vibrational state of complex energy
E1 − iΓ1/2 which interacts with a vibrational state of
a neighboring molecule 2 of complex energy E2 − iΓ2/2,
where Γ is the width of a level of lifetime τ = ~/Γ [17, 18].
The time-evolution of the coupled metastable states (also
called resonances) is governed by the Schroedinger equa-
tion [17–19]
i~
(
φ˙1
φ˙2
)
=
(
E1 − iΓ1/2 W
W E2 − iΓ2/2
)(
φ1
φ2
)
, (1)
where, as usual, the dot implies derivation with respect
to time and W is the coupling strength discussed below.
As we shall see below, in spite of its simple appear-
ance, the physical content of the above equation is very
rich. Therefore, we would like to approach the full com-
plexity of the solution step by step. Let us begin by
populating at time t = 0 the excited vibrational level
of molecule 1 while molecule 2 is not excited. If the
two molecules are identical, the outcome is rather trivial:
φ21(t) = exp(−t/τ)cos2(Wt/~). Clearly, the population
oscillates between the molecules with a frequency given
by W/~. In the general case the time evolution is rather
involved and we would like to attribute a single number
to the problem characterizing the effective lifetime τeff
of molecule 1 due to the presence of molecule 2. This is
defined as the equivalent of the lifetime of an exponential
decaying population P1 = exp(−t/τeff ) :
τeff =
∞∫
0
P1dt.
Returning to the simple case of two identical molecules,
one immediately finds
τeff =
~
Γ
2W 2 + Γ2
4W 2 + Γ2
. (2a)
If the coupling W 2 is very small compared to Γ2, one
retains the original lifetime τ , and if this coupling is very
large, one gets τeff = τ/2. Assuming that the decay is
radiative and the experiment repeated many times, the
total number of photons emitted from both molecules is,
of course, the same as emitted from molecule 1 alone in
the absence of the neighbor. But if one can measure the
photons emitted from molecule 1 in the presence of the
neighbor (W 2 large), one finds only half the photons.
Next, we consider two molecules which are not in reso-
nance, ∆ = E1−E2 6= 0, but still posses the same lifetime
2τ . The calculation is again trivial because the eigenvec-
tors of the Hamiltonian matrix in Eq.(1) are real. The
result reads:
τeff =
~
Γ
∆2 + 2W 2 + Γ2
∆2 + 4W 2 + Γ2
. (2b)
Now, one has to compareW 2 with ∆2+Γ2, and as we
shall see below both the coupling and width are rather
small in reality, the effective lifetime approaches that of
the isolated molecule very rapidly with growing energy
mismatch ∆. Consider, e.g., W = Γ = 0.1cm−1 which
are generous numbers for radiative decay (see below for
details), then for two identical molecules we have τeff =
0.6τ which is a considerable reduction of the lifetime of
molecule 1 due to energy transfer to its neighbor. This
reduction, however, essentially disappears for ∆ as small
as 1cm−1. A Taylor expansion of Eq.(2b) readily gives
(τ − τeff )/τ = 2W 2/∆2 as the leading term. This is, in
general, the reason why in energy transfer situations one
is considering resonant energy transfer, see, e.g., [20].
We now come to our main objective and show that
the situation can be dramatically different if one allows
for the lifetimes of the two molecules to be different, i.e.,
Γ1 6= Γ2.
The Schroedinger equation (1) can be solved explic-
itly because the matrix Hamiltonian does not depend on
time. Diagonalizing this matrix provides complex eigen-
values
λ± = E± − iΓ±/2, (3)
and complex eigenvectors with elements U±, V±. The
eigenvector matrixU fulfills the usual normalization con-
dition for a complex symmetric matrix: UTU = 1, where
T stands for transposed. The resonance state φ1(t) with
the initial condition φ1(0) = 1 follows readily when using
the normalization U2± + V
2
± = 1:
φ1 = U
2
+e
−iE+t/~e−Γ+t/2~ + U2−e
−iE
−
t/~e−Γ−t/2~. (4)
The population P1 of the resonance as a function of time
is computed as the f -product of the resonance state [21]
and integrating it over time provides after some minor
manipulations the effective lifetime of the resonance:
τeff = U
4
+
~
Γ+
+ U4−
~
Γ−
+ 2U2+U
2
−
~Γ¯
(E+ − E−)2 + Γ¯2
,
(5)
where Γ¯ = (Γ1 + Γ2)/2 is the average width of the two
molecules. Note that because of the normalization U2+ +
U2− = 1, one can view the above expression as a weighted
sum of various lifetimes.
The explicit calculation of the eigenvectors and eigen-
values is straightforward, but rather lengthy. For com-
puting E± and Γ± one needs to solve for the real and
imaginary parts of
√
∆2 − (δ/2)2 + 4W 2 + i∆2δ2, where
we have introduced δ = Γ2 − Γ1. For ∆δ > 0 we obtain
E+ − E− =
√
A+
√
A2 +∆2δ/2)2/
√
2,
Γ+ − Γ− = −
√
−A+
√
A2 +∆2δ/2)2
√
2,
A = ∆2 − (δ/2)2 + 4W 2,
and the same result except of a sign is found for ∆δ < 0.
Noting that E++E− = E1+E2 and Γ++Γ− = Γ1+Γ2,
one readily finds the individual energies and widths of the
resulting resonances. The eigenvector components follow
from the above explicit expressions as usual. The ex-
pressions for the eigenvectors are lengthy. Interestingly,
when inserted into Eq.(5), many terms cancel or add up
nicely to give an explicit formula for τeff which will be
discussed in the following.
We start the discussion with the case where the vi-
brational levels of the two molecules are degenerate, but
their lifetimes are different. One can learn much from
this case which is an example contrasting the trivial
case addressed in Eq.(2a) where the energies as well as
the lifetimes of the two molecules are the same. Since
∆ = E1 − E2 = 0 in our case, we see from the expres-
sion above that for W 2 = (Γ1−Γ2)2/16 the two complex
energies become degenerate, i.e., the resonances coalesce.
This is known to lead to a branch point in the complex
energy plane and to self-orthogonality of the resonance
which in turn gives rise to interesting physics [17, 18]. We
will not dwell on this issue here because the case ∆ = 0
is not general enough. Here, we just mention that due to
the branch point we obtain different expressions for the
effective lifetime depending on whether W 2 is larger or
smaller than (Γ1 − Γ2)2/16.
Evaluating Eq.(5) leads to the following explicit ex-
pressions
τeff =
~
Γ¯
2W 2 + Γ¯Γ2
4W 2 + Γ1Γ2
for W 2 <
(Γ1 − Γ2)2
16
(6)
τeff =
~
Γ¯
2W 2 + Γ1Γ2
4W 2 + Γ1Γ2
for W 2 >
(Γ1 − Γ2)2
16
.
Having explicit compact expressions at hand, one can
see the richness of the underlying physics. Note that
average width Γ¯ appears in the prefactor in the above
expressions. In contrast to the trivial case addressed in
Eq.(2a) where the effective lifetime can only vary within
a factor of 2, the range of variation in Eq.(6) is very
large and can cover several orders of magnitude. If the
coupling W 2 between the molecules is large compared
to Γ1Γ2, we see that the resonance acquires the total
width Γ1 + Γ2. This is particularly interesting in the
case where the initially excited molecule 1 has a very long
lifetime τ1 and the neighboring molecule a short lifetime
τ2. Then, Γ1Γ2 is indeed small and the energy transfer
is very efficient as indicated by the smallness of τeff .
Although molecule 1 lives long when isolated, it decays
very fast in the neighborhood of molecule 2. We shall
return to this scenario later.
3What happens if the vibrational levels of the two
molecules are off resonance, i.e., ∆ = E1−E2 6= 0? In the
trivial case of equal lifetimes discussed around Eq.(2b),
the efficiency of the energy transfer decreases fast with
increasing | ∆ |. We shall see that this is not at all the
case when the lifetimes are different. The general ex-
pression for the effective lifetime takes on the following
appearance:
τeff =
~
Γ¯
B +D/C
4W 2 + Γ1Γ2(∆2 + Γ¯2)/Γ¯2
, (7)
C =
√
A2 +∆2δ2,
D = [2∆4 +∆2(8W 2 + δΓ2 + Γ¯δ)− Γ¯δA]Γ2/4Γ¯,
B = ∆2Γ2/2Γ¯ + 2W
2 + Γ2(Γ2 + 3Γ1)/4.
The quantities A and δ have been defined above. Of
course, this expression is not as compact as that in
Eq.(6), but it is still of simple structure and easy to eval-
uate.
In contrast to the expression for τeff in Eq.(2b) where
the energy gap enters the denominator additively as ∆2,
it enters in Eq.(7) as ∆2Γ1Γ2/Γ¯
2. In the scenario in
which Γ1 is very small compared to Γ2 we thus have
a wide window of the energy gap where energy trans-
fer is efficient. To see this, we assume that the energy
gap is much larger than the coupling, i.e., ∆2 ≫ W 2,
and at the same time W 2 ≫ ∆2Γ1Γ2/4Γ¯2. A Taylor
expansion of τeff in Eq.(7) under this condition gives:
τeff ≈ ~Γ2 ∆
2
W 2 . We now multiply in this expression ∆
2
as well as Γ2 by Γ1Γ2/4Γ¯
2, and because Γ22/4Γ¯
2 is essen-
tially equal to 1, we find τeff ≈ ~Γ1
∆
2
Γ1Γ2/4Γ¯
2
W 2 ≪ ~Γ1 .
I.e., the effective lifetime is much less than the lifetime of
the isolated molecule 1 due to efficient vibrational energy
transfer to molecule 2 in spite of a large energy gap.
For completeness, we very briefly discuss some limiting
cases of Eq.(7). For very large energy gap | ∆ |→ ∞, we
notice that C → ∆2 and collecting all leading terms in
the numerator and denominator in the equation, one im-
mediately gets τeff → ~Γ¯
∆
2
Γ2/Γ¯
∆2Γ1Γ2/Γ¯2
= ~
Γ1
. As expected,
the lifetime is that of the isolated molecule 1. For a van-
ishing gap ∆ = 0, one finds that C =| −(δ/2)2 + 4W 2 |,
implying that C takes on different expressions depend-
ing on whether 4W 2 is larger or smaller than (δ/2)2. In-
serting these expressions into Eq.(7), one arrives at the
results (6). Finally, for | W |→ ∞, we collect all lead-
ing terms, B gives 2W 2, D/C does not contribute and
we simply obtain τeff → ~Γ1+Γ2 . I.e., in this limit the
effective width is the sum of both widths.
Intermolecular electronic energy transfer is often de-
scribed by expanding the electron-electron Coulomb in-
teraction in terms of the separation R between the
molecules, see, e.g., [18, 20]. The resulting coupling ma-
trix elements between the involved electronic states is
that of a transition dipole-transition dipole interaction
and is much used in various contexts like, for instance,
in exciton transfer in semiconductors [22]. One can use
the same scheme for intermolecular vibrational energy
transfer by taking the matrix elements of the long-range
electron-electron interaction between the involved vibra-
tional states. This leads to the same expression for the
coupling, but the dipole transitions are now those of the
vibrational states. This idea is not new and has been used
before for describing resonant transfer in the condensed
phase, see, e.g., [23, 24].
We shall use here the same coupling, but as discussed
above in the context of non-resonant transfer between
weakly interacting molecules at internuclear distances at
which chemical bonds are not present. We express the
coupling in quantities and units suitable for vibrational
states:
W 2[cm−1]2 = 2.58× 1020 A1[s
−1]A2[s
−1]
ν31 [cm
−1]3 ν32 [cm
−1]3
α
R6[A˚]6
.
(8)
Here, A1 is the Einstein coefficient of the vibrational
transition of frequency ν1 from the excited state to the
ground (or another lower lying) state of molecule 1 and
similarly for molecule 2. α is a number factor arising
due to the relative orientation of the dipoles of the two
molecules. α = 4 if the two dipoles are parallel or an-
tiparallel and α = 2/3 if W 2 is averaged over a ran-
dom orientation of the molecules. The Einstein coeffi-
cient A1 = 1/τ
rad
1 is related to the radiative lifetime τ
rad
1
of a transition. For completeness we also give the relation
between width and lifetime in appropriate units:
τ [s] =
5.31× 10−12
Γ[cm−1]
. (9)
We now turn to examples. According to our analytic
result (7), starting from a long-lived level of molecule 1,
resonant and, in particular, non-resonant vibrational en-
ergy transfer is the more efficient the shorter the lifetime
of the neighboring molecule 2 is. Obviously, a strong
coupling W helps. For a large W one needs low vibra-
tional frequencies and short radiative lifetimes. IVR and
other mechanisms lead to very short (non-radiative) life-
times, much shorter than radiative ones. Consequently,
we choose as our first example a neighbor with effi-
cient IVR. There are many such molecules [3–8], and
we choose 13CHF3 which been remeasured accurately
recently and well understood theoretically [25] as a rep-
resentative case. Due to a Fermi resonance, there is fast
energy flow between the fundamental stretching (3024.6
cm−1) and bending of the CH-chromophore (100 fs) and
the exchange of energy with the heavy-atom frame has 11
ps as its time scale [25] which we choose as the lifetime of
molecule 2. The radiative lifetime of the fundamental CH
vibration can be deduced from [26] and is 18 ms. These
are rather typical radiative lifetimes and frequencies, and
we compute the coupling using them also for molecule 1,
obtaining
W [cm−1] = 64.5/R3[A˚]3,
4-100 -50 0 50 100
∆ (cm-1)
101
102
103
104
105
106
107
τ e
ff 
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FIG. 1. (Color online) The effective lifetime τeff of molecule
1 in the presence of a neighboring molecule 2 as a function
of the energy difference ∆ between the vibrational levels of
the two molecules. The three curves are for different values
of the coupling W , corresponding to distances of R = 4, 5
and 10A˚. The lifetime of the isolated molecule 1 is 18ms. It
is seen that this lifetime can reduce dramatically due to the
neighbor even for large energy mismatch. See main text for
details.
which gives W = 1cm−1 at a distance of R = 4A˚,
0.52cm−1 at 5A˚ and 0.064cm−1 at a distance of a full
nanometer. We shall see below that such couplings lead
to substantial effects.
Note that in general one has an enormous choice for
molecule 1. For instance, diatomic molecules of similar
frequencies are good choices, as their lifetimes are purely
radiative [27]. In Fig.1 the effective lifetime of molecule 1
computed with Eq.(7) is shown for the above parameters
as a function of the energy mismatch ∆. The widths Γ1 =
2.95× 10−10cm−1 and Γ2 = 0.483cm−1 corresponding to
the lifetimes τ1 = 18ms and τ2 = 11ps, respectively, have
been used. At resonance, i.e., ∆ = 0, one immediately
obtains via Eq.(6) a reduction of the lifetime of molecule
1 due to the presence of the neighbor from 18ms to 11ps
for W = 1cm−1 and 0.52cm−1, and to 167ps for W =
0.064cm−1. From the figure we see that the lifetimes
become longer as | ∆ | increases, but the energy transfer
remains efficient: At | ∆ | as large as 50cm−1 the lifetime
of molecule 1 still reduces dramatically to around 30ns,
150ns and to less than 10µs for the above values of W .
Even at an energy split as large as 100cm−1 the reduction
is still substantial. It is surprising to see that at distance
of 1nm and an energy mismatch of 100cm−1, the lifetime
is still less than 30µs.
Another class of systems where vibrational energy
transfer is of interest are clusters of weakly bonded
molecules. Experimental vibrational spectra of clus-
ter are difficult to interpret without accurate theoretical
analysis. Spectra have been recorded, e.g., for (HF )n
clusters and analyzed by ab initio methods [28]. Infrared
spectra of various mass-selected charged clusters were ob-
served by vibrational predissociation spectroscopy, see,
e.g., [29, 30]. For a quantum mechanical treatment of
an interesting case, see [31]. Cluster dissociation by the
loss of a weakly bonded tag-molecule or atom follows a
vibrational excitation and the spectra are recorded by
detecting fragment ions as a function of laser frequency.
Recently, experimental spectra of D2-tagged H
+(H2O)4
have been reported and discussed [32, 33]. The spectra
exhibit broad peaks beyond the experimental resolution
indicating very short sub-ps lifetimes probably due to
predissociation or other kinds of vibrational energy redis-
tribution. This would make such clusters suitable part-
ners for efficient interspecies vibrational energy transfer
from long-lived molecules in their vicinity or attached to
them being another constituent of the cluster.
Understanding the vibrations of adsorbates at surfaces
and their relaxation is important for many applications
in chemistry and physics [34, 35]. Molecules adsorbed on
metal surfaces may couple to electron-hole pairs of the
surface and their non-radiative vibrational lifetimes are
often in the ps range or even shorter due to vibration-
electron coupling [35–37]. The lifetime of vibrations of
adsorbates can be rather short (ns to sub-ps) also due to
vibration-phonon coupling, in particular, when the vibra-
tion lies within the phonon band of the surface [34, 38].
Following the mechanism discussed in this work, long-
lived molecules in the gas phase in the vicinity of the
surface can efficiently transfer their vibrational energy to
adsorbates with similar vibrational frequencies. To be
specific we consider D adsorbed on Si(100). The D−Si
bending mode of frequency 458cm−1 has a lifetime of
around 210fs [38]. Using the data of [39], its radia-
tive lifetime can be estimated to be 0.99s. Choosing a
standard molecule with a frequency of 500cm−1 and a
lifetime of 1s in the vicinity of the surface, the coupling
W [cm−1] = 296/R3[A˚]3 results. At R = 1nm the lifetime
of this molecule reduces due to the energy transfer from
1s to τeff = 4.6ns in spite of the detuning ∆ = 42cm
−1.
In another scenario, the long-lived molecule could also
be an adsorbed molecule which is physisorbed and not
chemisorbed to the surface of the solid and hence will
have much weaker vibration-phonon coupling and thus
maintain its long-lifetime.
In conclusion, there is efficient vibrational energy
transfer between a vibrationally excited long-lived
molecule and a neighbor which would be short-lived when
excited. The two molecules can be rather off-resonance
and still there is a substantial transfer effect. Because
of the generality of the effect, many applications are
possible. Two remarks are in order. If the long-lived
molecule has several short-lived neighbors, the effective
lifetime will reduce further. For N equivalent neighbors,
τeff → τeff/N , see [18]. The neighbor does not have
to initially be in its ground state, it could also be in an
excited long-lived state and be transferred by the effect
discussed here to a higher excited short-lived level.
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