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Abstract
The following problem is considered: given a Boolean formula f, generate another formula g such that: (i) If f is unsatisﬁable
then g is also unsatisﬁable. (ii) If f is satisﬁable then g is also satisﬁable and furthermore g is “easier” than f. For the measure of this
easiness, we use the density of a formula f which is deﬁned as (the number of satisfying assignments)/2n, where n is the number of
Boolean variables of f. In this paper, we mainly consider the case that the input formula f is given as a 3-CNF formula and the output
formula g may be any formula using Boolean AND, OR and negation. Two different approaches to this problem are presented: one
is to obtain g by reducing the number of variables and the other by increasing the number of variables, both of which are based on
existing SAT algorithms. Our performance evaluation shows that, a little surprisingly, better SAT algorithms do not always give us
better density-condensation algorithms.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
There are many situations that for given Boolean formula f we wish to obtain another formula g which preserves
the satisﬁability of f and has some “nice property.” For example, suppose that one has a beautiful benchmark formula
derived from a real-world problem but this is a single, speciﬁc formula of, say, 129 variables. It is apparently desirable
if he/she can generate several formulas of the same type with different number of variables. It might be also nice if we
can change the formula so that it satisﬁes some property such as including no exclusive-or operations. Thus, there can
be many possibilities for the nice property of the formula f. However, a most natural one seems to be the easiness of
obtaining satisfying assignments of f (if it is satisﬁable).
As one can see, it is not always true that formulas with fewer variables are easier. However, it is quite reasonable to
claim that formulas with larger density of satisfying assignments are easier. Here the density is deﬁned as (the number
of satisfying assignments)/2n, where n is the number of variables. Note that the time complexity of the most basic
SAT algorithm, i.e., testing random assignments, is completely governed by this measure. Now our problem, called
the density condensation problem (DCP), is to obtain, given a Boolean formula f, a formula g such that g is satisﬁable
iff f is satisﬁable and moreover if f is satisﬁable then g’s density is larger than f’s. It should be noted that deciding the
satisﬁability of f can be regarded as a special DCP, namely outputting formula “True” or “False” for a given f. In this
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case, therefore, we are required to increase the density up to 1.0. Thus, DCP can be considered as a generalization of
the satisﬁability testing.
In this paper, we present several algorithms for DCP and compare their performances. It is probably reasonable to
assume that the input formula is 3-CNF (our approach can be easily extended to any CNF), but there are at least three
possibilities for the restriction of output formulas: (i) Only 3-CNFs are allowed. (ii) The shape of the output formulas
is not restricted, but we can only use logical operators (i.e., AND, OR, EXCLUSIVE-OR and so on). (iii) Functional
substitution is allowed. If we use restriction (i), DCP seems to be hard since, if we could do that then by repeating it,
we may obtain a completely condensed formula, i.e., True or False.As will be mentioned in Section 2.2, the case (iii) is
relatively straightforward, namely, there is a polynomial-time algorithm which can increase the density exponentially.
The remaining one, case (ii), appears most interesting.
In this paper, two different approaches to this problem are presented: one is to obtain g by increasing the number
of variables and the other by reducing the number of variables, both of which are based on existing SAT algorithms,
generating formulas that simulate the behavior of the algorithms. The former approach is applied to a couple of
probabilistic algorithms; random ﬂipping of variables, and the probabilistic local search by Schöning [15]. In this
approach, we introduce new variables to represent random selections. In the latter approach, we use a search space
splitting algorithm that repeats assigning constants to some of the variables in f.
We evaluate the proposed algorithms by two measures: the density d and the ratio |g|/d. (We call this the normalized
length, or NL in short.) This is based on the observations that we can ﬁnd a satisfying assignment of g by a random
selection of expectedly 1/d assignments if the given CNF f is satisﬁable, and that it requires roughly |g| steps to
determine the satisfaction of g for a single assignment. Thus, the expected total computation time is |g|/d.
According to the measure d, the density-condensation algorithm based on random ﬂipping does not work well
since the density increases only in a constant factor. Other algorithms can increase the density exponentially. As for
the normalized length |g|/d , the condensation algorithm based on the rather primitive search space splitting method
achieves better results than the one based on Schöning’s probabilistic local search, which is one of the world best
algorithms, i.e., better SAT algorithms do not always give us better condensation.
For related work, recall that our general goal is to modify a given formula f so that it will satisfy some desirable
property. One of the most interesting results in this category is given by Papadimitriou and Wolfe [12]. They showed
that from a given CNF formula f, one can construct g in polynomial time such that if f is satisﬁable then so is g and if f
is not satisﬁable then so is g but it becomes satisﬁable if any clause is removed from g. Iwama [8] investigated how to
relate the satisﬁability of the original formula f and the length of resolution proofs for the target formula g. If we wish
to preserve not only the satisﬁability but the functionality, there has been a large literature, for example, to convert a
CNF positive formula to an equivalent DNF one in quasi-polynomial time [6].
Also there is a huge literature for SAT algorithms; a very partial list is as follows: the history of 3-SAT bounds
begins with a 1.839n time deterministic algorithm [10] based on the search space splitting technique by Monien and
Speckenmeyer. The bound was improved to 1.618n by introducing the notion of autarkness [11], and to 1.497n by the
pure literal lookahead technique [14]. In 1999, Schöning showed a probabilistic local search algorithm [15], which
works in time 1.334n. This algorithm received a lot of appreciation due to its simple and very beautiful analysis of
the time complexity, and it has been followed by a series of improvements [2,3,7]. Very recently, this local search
approach was combined with the randomized Davis–Putnam algorithm [13], which is currently the fastest probabilistic
algorithm with time complexity 1.324n [9]. Dantsin et al. have proposed a derandomized variant of Schöning’s local
search algorithm [3].
2. Density-condensation algorithms
2.1. Condensation based on random ﬂipping
To see the basic idea of condensation, let us ﬁrst consider the following primitive algorithm, called random ﬂipping,
for satisﬁability testing:
Procedure RFlip(f ).
1. Select an initial assignment a ∈ {0, 1}n uniformly at random.
2. Flip the value of a randomly selected variable, and obtain a new assignment a.
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3. If assignment a satisﬁes the formula f, output “True” and stop.
4. Repeat Steps 2 and 3 for t times.
5. Output “False” (i.e., no satisfying assignments are found).
Todesign a condensation algorithm,we construct a formulag that simulates the above algorithm.Letx0=(x01 , . . . , x0n)
denote the initial assignment, and xk = (xk1 , . . . , xkn) denote the assignment after the kth ﬂip. Let vk = (vk1, . . . , vklog n)
denote the random choice of a variable in the kth ﬂip, where vk is considered as a binary representation to denote the
selected variable xvk . The following formula simulates algorithm RFlip(f):
g =
t∨
k=0
f (xk1 , . . . , x
k
n), (1)
where t is the number of the repetitions in Procedure RFlip(f).
The assignment (xk1 , . . . , xkn) after the kth ﬂip can be represented as follows the set of variables x0, v1, v2, . . . , vk ,
i.e., variables (x01 , . . . , x0n, v11, . . . , v1log n, v21, . . . , v2log n, . . . , vk1, . . . , vklog n);
xki = x0i(v1 = i)(v2 = i) · · ·(vk = i), (2)
where (vk = i) is a conjunction of log n literals vk1 (or vk1) through vklog n (or vklog n) such that it will be true iff the
value of vklog n, . . . , vk1 is the binary representation of the number i. By substituting variables xki in formula (1) with
this expression (2), we obtain the formula g with variables x0, v1, v2, . . . , vt .
Now, we consider the length of g and its density d of the satisfying assignments. Since Eq. (2) says xki has length
|xki | = 1 + klog n,
the length of g becomes
|g| =
t∑
k=0
|f | · (1 + klog n) ∼ |f |t2 log n.
Since g simulates the behavior of the random ﬂipping algorithm, the probability of ﬁnding a satisfying assignment a∗
of f by random ﬂip corresponds to the density d of the satisfying assignments for g. Given an initial assignment a whose
Hamming distance from a∗ is k, the probability that k ﬂips transfer the assignment to a∗ is k!/nk . Thus, we have
d =
(
1
2
)n t∑
k=0
(n
k
)
(k!/nk) ∼
(
1
2
)n
,
where t is the number of repetitions in RFlip(f). Let T denote the time complexity for constructing g. Then it is easy to
see that T ∼ |g|.
2.2. Condensation based on probabilistic local search
Let us recall Schöning’s probabilistic local search algorithm:
Procedure PSearch(f ).
1. Select an initial assignment a ∈ {0, 1}n uniformly at random.
2. Select an arbitrary unsatisﬁed clause (if any, otherwise stop) and ﬂip one of the variables chosen uniformly at random
in it.
3. Repeat Step 2 for 3n times.
As the arbitrary unsatisﬁed clause, we always select the ﬁrst unsatisﬁed clause Ci . Namely, selecting Ci means
clauses C1, C2, . . . , Ci−1 are all satisﬁed.
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We construct a formula g that simulates the above Schöning’s algorithm, where the ﬂipping step is repeated t times.
Let x0 = (x01 , . . . , x0n) denote the initial assignment, and (yk, zk) denote the random choice of a literal in the kth ﬂip,
where (yk, zk) = (0, 1) (respectively, (1, 0) and (1, 1)) represents the case that the ﬁrst (respectively, the second and
the third) literal in the selected clause is ﬂipped. We assume that the remaining case, (yk, zk) = (0, 0), means that no
literal is ﬂipped. Now, the assignment (xk+11 , . . . , xk+1n ) after the kth ﬂip is obtained as
xk+1i = xki
⎛
⎝ ∨
 s.t. xi∈C or xi∈C
⎛
⎝ ∧
1 j<
Cj (x
k)
⎞
⎠C(xk)poski,
⎞
⎠ , (3)
where poski, denotes yk · zk (respectively, yk · zk and yk · zk) if variable xi appears in the ﬁrst (respectively, the second
and the third) position of clause C. In Eq. (3), Ci(xk) denotes the substitutions of variables in clause Ci by variables
with superscript k. For example, for a clause Ci =xi1 ∨xi2 ∨xi3 , Ci(xk) denotes xki1 ∨xki2 ∨xki3 . Suppose that xi appears
in clauses Cj1 , Cj2 , . . . , Cji . Then, Eq. (3) can be rewritten as
xk+1i = xki
⎛
⎝ ∧
1 j<j1
Cj (x
k)
⎞
⎠
⎛
⎜⎝
Cj1(x
k)poski,j1
∨
( ∧
j1 j<j2
Cj (x
k)
) (
Cj2(x
k)poski,j2∨ · · ·
)
⎞
⎟⎠ . (4)
By similar substitutions of Eq. (4) repeatedly, we can represent xk+1i as a function of variables (x01 , . . . , x0n), (y0, z0),
(y1, z1), . . . , (yk, zk). Thus, we can rewrite f (xt1, . . . , xtn) as a function g of n+2t variables (x01 , . . . , x0n) and (yk, zk)
for k = 0, 1, . . . , t − 1.
Now, we consider the length of the resulting formula g and the density d of its satisfying assignments. By iterative
substitutions of Eq. (4), xk+1i has length |xk+1i |< |xki | + (6max |xki | + 2)m, where m denotes the number of clauses inf. This means that
|xti | ∼ (6m)t max |x0i |
which implies g has length
|g| ∼ (6m)t |f |.
Since we use variables (yk, zk) for the random choice of a literal in each ﬂipping step, the Hamming distance between
a satisfying assignment a∗ and the ﬂipped assignment a decreases by 1 with probability at least 14 . (In the original
Schöning’s algorithm, this probability is 13 . The reason for
1
4 is that we are using (0, 0) for no ﬂipping, but this is not
so harmful as the following analysis shows.) The sequence of (y0, z0), (y1, z1), . . . , (yk, zk) gives the computation
tree of Schöning’s algorithm, whose path of ﬁnding a∗ corresponds to a satisfying assignment for g. Thus, the density
of the satisfying assignments for g is equal to the probability of ﬁnding a satisfying assignment of f by Schöning’s
algorithm, where the Hamming distance from a∗ decreases by 1 with probability at least 14 . Using an analysis similar
to the analysis in [15], we have
d =
(
1
2
)n t∑
j=0
(
n
j
)(
1
4
)j
>
1
2n
· n
t
t ! · 4t ∼
1
2n
√
t
·
(en
4t
)t
for the formula g that simulates Schöning’s algorithm with t ﬂips. Let T denote the time for constructing formula g,
i.e., T ∼ |g|. Then, we obtain d as a function of T (not t), which can be given as
d ∼ 1
2n
T −1/2+(1/ log 6n3) log(4n(log 6n3)/e log T ).
Note that, if functional substitutions are allowed then the iterative substitutions of Eq. (4) are not needed. Namely,
we can easily obtain a formula of polynomial size with exponential increase of the density.
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2.3. Condensation based on search space splitting
Let us consider the following Procedure Split(f) as the splitting method.
Procedure Split(f ).
1. If f is a 2-CNF, then solve f by the polynomial time 2-SAT algorithm [1].
2. Select a clause (xi ∨ xj ∨ xk) in f. (If some literal is negated, then ﬂip the following 0 and 1 accordingly).
3. Return (Split(f |xi=1) ∨ Split(f |xi=0,xj=1) ∨ Split(f |xi=0,xj=0,xk=1)).
We can easily modify Procedure Split(f) so that at least t variables are eliminated, i.e., we stop the recursion at
the tth depth. (We call this as Algorithm 1 based on the search space splitting.) Intermediate formulas are stored, and
their logical OR is generated as the resulting formula g. For example, when t = 1, we obtain intermediate formulas
f |xi=1, f |xi=0,xj=1 and f |xi=0,xj=0,xk=1. Note that, if f is satisﬁable, at least one of the intermediate formulas is also
satisﬁable. In the case of t > 1, different intermediate formulas may have different elimination of variables, e.g., one
has variables (x1, x2, x3) and another may have variables (x4, x5, x6). In such a case, we rename the variables so that
the whole formula contains at most n − t variables.
Now, we calculate the length of the resulting formula g and its density d. The computation tree of Split(f) has 1.839t
nodes at the tth depth [10], and their corresponding formulas have lengths at most |f | since they are obtained from f by
ﬁxing some variables to 0 and 1. Thus, the length |g| is |f | · 1.839t . The density d is ( 12 )n−t , since g’s search space is
2n−t . The density grows exponentially until t reaches to n. All variables are eliminated when t = n, which guarantees
a complete condensation, i.e., g = 0 or 1.
Let T denote the time for constructing formula g, i.e., T ∼ |g|. Then, we obtain d as a function of T (not t);
d ∼ 1
2n
T 1.137.
Similarly to the case of d = ( 12 )n−t , the grows of d ends when d reaches to 1.
Note that our approach is applicable to any algorithm based on the search space splitting method (in other words,
DPLL-algorithms [4,5]). For example, consider the pure literal lookahead technique [14] that gives upper bound
O(1.497n). By a similar argument as above, it leads better condensation |g| = |f | · 1.497t and d = ( 12 )n−t , which
implies |g|/d = |f |2n0.749t . As for the efﬁciency with respect to the running time T, we have d ∼ (1/2n)T 1.718 and
|g|/d ∼ 2nT −0.718.
We can also utilize the idea of Procedure Split(f) for the condensation with preserving the CNF scheme. This second
algorithm is based on the observation that a clause including three literals is satisﬁed by seven out of eight assignments.
By selecting six clauses so that no two clauses share the same variable, we have 76 (< 217) satisfying assignments to the
corresponding 18 variables x = (x1, x2, . . . , x18) in the clauses. We encode these assignments with new 17 variables
y = (y1, y2, . . . , y17). Since any Boolean function of n variables can be represented by a CNF with 2n−1 clauses,
an encoding function of xi can be constructed as a CNF with 216 clauses, where each clause has the 17 variables
y1, y2, . . . , y17. By repeating this condensation, every clause of the original 3-CNF f is represented by a 51-CNF with
248 (=(216)3) clauses. The length of g is
|g| = 51 · 248|f |/3< 1016|f |.
Note that we may have to stop the condensation (possibly in a small number of steps) if any two clauses share the same
variable. In such a case, however, we can obtain 2-CNFs by ﬁxing some variables, which gives us g = 0 or 1 (i.e., the
complete condensation) and is even more desirable for us. Assume that we can apply tmax steps. Then, |g| increases
1016(t/tmax)|f | and d increases 1/2n−t according to the number of applied steps t. As for the efﬁciency with respect
to the running time T, we have d ∼ 2tmaxT/1016−n and |g|/d ∼ T 2n−tmaxT/1016 .
3. Evaluation of the proposed algorithms
We ﬁrst propose two evaluation measures for density-condensation algorithms. One is the density of the satisfying
assignments for the resulting formula, which is our original purpose. The second measure is the normalized length, i.e.,
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Table 1
Comparison among the proposed algorithms
Length |g| Density d NL |g|/d
Random ﬂipping |f |t2 log n 1/2n |f | 2nt2 log n
Probabilistic local search |f |(6n3)t (en/4t)t /2n√t |f |2n√t(24tn2/e)t
Search space splitting 1 |f |1.839t 1/2n−t |f |2n0.920t
Search space splitting 2 |f |1016t/tmax 1/2n−t |f | 10162n−t
Table 2
Comparison among the proposed algorithms with respect to T
Density d NL |g|/d
Random ﬂipping Constant factor T
Probabilistic local search
1
2n
T(n) 2nT 1−(n)
Search space splitting 1
1
2n
T 1.137 2nT −0.137
Search space splitting 2 2tmaxT/1016−n T 2n−tmaxT/1016
(n) = − 12 + 1log 6n3 log
4n log 6n3
e log T .
the ratio |g|/d . This is based on the observations that we can ﬁnd a satisfying assignment of g by the random selection
of expectedly 1/d assignments if the given CNF f is satisﬁable, and that it requires roughly |g| steps to determine the
satisfaction of g for a single assignment. (Since the proposed algorithms preserve the satisﬁability and our focus is on
the density condensation, we only consider the case d > 0.) A desirable algorithm is the one that achieves a large d and
a small |g|/d at the same time.
Table 1 shows the comparisons among the proposed algorithms, where constant factors are ignored. Although the
number of steps t in Table 1 is used differently among the algorithms, it shows the tendency of their behavior. The
condensation algorithm based on random ﬂipping increases the density with a small constant factor, while the length
of the output formula grows proportionally to t2. Thus, random ﬂipping itself does not work well. The other three
algorithms can arbitrarily condense the resulting formula (i.e., can obtain arbitrary high density) proportionally to the
computation time, while its length becomes longer and longer. In Schöning’s local search, the length |g| (and thus the
normalized length |g|/d) grows quite rapidly. As for the search space splitting, the second variant has much larger |g|
than the ﬁrst variant to achieve the same density. This is because the search space splitting 2 preserves the CNF scheme
for g.
From the practical point of view, the length |g| of Schöning’s local search should be improved. For example, even
for n = 10 and t = 5, (6n3)t becomes 6 × 1015 (i.e., the order of Peta). To shorten the resulting formula g, we may
use not only variables (x01 , . . . , x0n), (y0, z0), . . . , (yt , zt ) but also variables (x
k
1 , . . . , x
k
n) for 0<k < t . Unfortunately,
however, the use of (xk1 , . . . , xkn) only for a k causes the increase of the search space by 2n times. Similar problem occurs
for the search space splitting 2. We have a huge constant factor 1016, while it is ignored in the asymptotic analysis.
Table 2 shows the comparisons among the algorithms with respect to T. Figs. 1 and 2, respectively, illustrate the
behaviors of the algorithms, showing the values of d and |g|/d against the computation timeT. The thin solid, thin dotted,
thick solid, and thick dotted lines, respectively, correspond to the condensation algorithms based on the probabilistic
local search (PLS), the random ﬂipping (RF), the search space splitting 1 (SSS1), and the search space splitting 2
(SSS2).
As already noted in the discussion in Table 1, the random ﬂipping does not work well: it increases the density with a
small constant factor, while the length of the output formula grows proportionally to the computation time. In contrast,
Schöning’s local search achieves an exponential increase of the density. Unfortunately, however, the length of the output
formula is (3n3)t whose growth is faster than that of the density d. Thus, the normalized length |g|/d becomes larger
with the progress of the computation. On the other hand, both algorithms of search space splitting achieves condensing
the density and decreasing the normalized length at the same time. As to the algorithm of search space splitting 2,
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Fig. 1. Behaviors of the algorithms concerning d.
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Fig. 2. Behaviors of the algorithms concerning NL |g|/d .
the density d grows quite faster than the length |g|, that yields the increasing curve of the normalized length |g|/d as
shown in Fig. 2. Figs. 1 and 2 suggest that the condensation algorithms based on search space splitting work well on
both measures d and |g|/d .
4. Concluding remarks
Our performance evaluation shows that better SAT algorithms do not always give us better density-condensation
algorithms. Therefore, we need to construct an algorithm that is independent from existing SAT algorithms, and rather
speciﬁc to DCP.
In every proposed algorithm, the computation time T for generating a formula g is proportional to the length |g|.
This implies that a good algorithm from the view point of a measure d always works well for the other measure |g|/d,
and vice versa. However, other density-condensation algorithms may spend almost all computation time to reduce
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the size of the output formula. In such case, |g| may be exponentially smaller than T. Thus, it may happen that one
algorithm wins in measure d and another wins in measure |g|/d. To ﬁnd such algorithms should be addressed in the
future research.
The proposed algorithms preserve the structure of the formula during the condensation. In the random ﬂipping and
Schöning’s local search, only substitution of variables occurs. In the other two algorithms, the search is split according
to the structure of the given formula. Thus, the essential part of the given formula f remains in the resulting formula g.
It is interesting to clarify an evaluation measure for the similarity of f and g.
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