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ABSTRACT 
Our purpose is to study the zeros of hypergeometric polynomials, especially those of 
F( -n, b; 2b; z), where b > - f. Although some properties are implicit in known connections with 
classical orthogonal polynomials, whose zeros are well understood, the implications for zeros of 
hypergeometric polynomials appear not to have been generally recognized. The results for poly- 
nomials F( -n, b; 2b; z) are applied to give information about the zeros of other systems of hy- 
pergeometric functions, including Jacobi polynomials and Legendre functions. In a subsequent 
paper [5], we will discuss the behaviour of the zeros as b descends below the critical value - 1. 
I. INTRODUCTION 
Recall that the hypergeometric function is defined by 
o” @Mb), zk F(u, b; c; z) = 1 + C ~ - 
k=, (C)k k! ’ “’ < ” 
where a, b, c are complex parameters and 
(a)k =a(@+ l)...(a+k- 1) =F(cx+k)/F(a) 
is Pochhammer’s symbol. Note that if a = -n is a negative integer, the series 
terminates and reduces to a polynomial of degree II, called a hypergeometric 
polynomial. The Euler integral representation (see Rainville [8], p. 47) is 
nc) F(a,b; c; z, = r(b)r(c _ b) o .I’&‘(] _ q-b-1(1 -zq”(jl 
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for Re(c) > Re(b) > 0. 
In a previous paper [4], we discussed some implications for hypergeometric 
polynomials of a general theorem of Borwein and Chen [3] on the asymptotic 
behaviour of certain types of integrals. Their theorem implies in particular that 
as n + 03, the zeros of the polynomials F( -n, n + 1; 2n + 2; z) cluster on the 
arc of the circle Iz - 11 = 1 for which Re{z} > 1. In fact, it is true much more 
precisely that for each IZ, all of the zeros actually lie on that arc. More generally, 
we shall show that for each b > - i, all zeros of the polynomials F( -n, b; 2b; z) 
lie on the circle Iz - 11 = 1. For any real number b, the zeros are clearly sym- 
metric with respect to the real axis, since the polynomials have real coefficients. 
The following formula essentially shifts the circle ]z - l( = 1 to the unit circle 
]wI = 1 and reveals another symmetry of the zeros. 
Lemma 1. If2b # -1, -2,. . ., Then 
F( -n, b; 2b; 1 - w) = & & (i) (b),(b), -&7 
where (b), = 1 
Corollary. The polynomial p(w) = F( -n, b; 2b; 1 - w) has the self-similarity 
property w*p( $) = p(w). In particular, the zeros of F( -n, b; 2b; z) are symmetric 
with respect to the circle (z - 1 I = 1. 
Proof of Lemma 1. By Euler’s formula 
F( -n, b; 26; 1 - w) = ~ ,;;;;Zi tb-‘(1 - p[(l -t) + twpt 
=zkco (l)B(b+k,b+n-k)wk, 
and the proof is completed by appeal to the standard relation 
Although Euler’s formula requires that Re{b} > 0, both sides of the resulting 
formula are meromorphic functions of b, so the result extends by analytic 
continuation. 0 
2. RELATION TO ULTRASPHERICAL POLYNOMIALS 
The ultraspherical polynomials C:(x), also known as Gegenbauer poly- 
nomials, are a special case of Jacobi polynomials Pp,a) (z) for which Q = 0 = 
X - 4. They are defined by the generating relation 
(1 - 2xr + r2)-’ = nEO C,“(x)rn, 
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and for X > - i they are orthogonal over the interval [- 1, l] with respect to the 
weight function (1 - x ) 2 ‘-4 (See Szegii [ll], p. 83.) The polynomials are well . 
defined for arbitrary complex values of X, although the definition involves a 
limiting process when X is a negative integer. 
Lemma2. For2X # -l,-2;. 
nleine 
F(-n, A; 2X; 1 - e2i0) = b 
(2% 
c,x(cose). 
Proof. For X > - 1, 
E C,x(cos ey = (1 - 2rcose + ry 
t?=O 
= (1 _ #-X(1 _,,+e)-x 
by Lemma 1. Comparing coefficients of rn, we arrive at the stated formula. In 
fact, the formula extends analytically to give 
F(-n, A; 2X; 1 - z2) = $$c$ (1+i)) 
for all z E C, z # 0. A less elementary derivation begins with the standard for- 
mula 
-n,n+2X; A+;; z 
and appeals to a quadratic transformation ([l], 153.18; or [2], p. 113, Equation 
(301). 0 
It is now a short step to the result already stated above. 
Theorem 1. For each b > -i, all zeros of the hypergeometric polynomial 
F( -n, b; 2b; z) lie on the circle jz - 11 = 1. 
Proof. For X > - f the ultraspherical polynomials C,“(x) are orthogonal over 
the interval (- 1,l) and so all of their zeros lie in that interval. Thus Lemma 2 
shows that all zeros of F(-n, b; 2b; 1 - w) occur on the unit circle (w( = 1 when 
b>-4. 
We are indebted to R. Askey for finding the connection between 
F( -n, b; 2b; z) and ultraspherical polynomials. J. Ridley [9] had already found 
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a direct proof of Theorem 1, using Lemma 1 but not ultraspherical poly- 
nomials, after we conjectured the result. For purposes of illustration, the zeros 
of F(-15,15; 30; z) are shown in figure 1. 
Fig. 1. Zeros ofF(-15, 15; 30; z). 
Lemma 2 allows us to derive further information about the zeros of 
F(-n, b; 2b; z) from known properties of the zeros of ultraspherical poly- 
nomials. Clearly, x = cos 0 is a zero of C,“(x) if and only if. 
is a zero of F( -n, b; 26; z). The zeros of C,“(x) are symmetric with respect o the 
origin, which corresponds to the fact that the zeros of F(-n, b; 2b; z) are sym- 
metric with respect to the real axis. If n is odd, then C,b(O) = 0 and accordingly 
the hypergeometric polynomial vanishes at z = 2. All zeros of C,“(x) are simple, 
so the same is true of F(-n, b; 2b; z). In fact, it follows at once from the differ- 
ential equation that no hypergeometric function F(a, b; c; z) can have a multi- 
ple zero, expect possibly at z = 0 or 1. 
Now let Xk = cos 6$ be the positive zeros of C,“(x), ordered so that 
O<Xi <X2<...<X[,/2] < 1, 
and assume that 0 < 8k < 4. Then 
T > oI > e, > . . > b3[n/21 > 0, 
while the corresponding points Zk = 1 - e -2iek lie on the upper semicircle and 
move in counterclockwise fashion as k increases. Cl 
Theorem 2. For b > 0, allzeros of the hypergeometric polynomial F( -n, 6; 2b; z) 
satisfy the inequality 
2b2 
Re{zk> 2 (b+ 
As b increases, the zeros move monotonically along the circle (clockwise on the 
upper semicircle, counterclockwise on the lower semicircle) towards the point 
- - 2. Furthermore, all zeros tend to 2 as b -+ co. A
Proof. For b > 0, it is a result of Elbert and Laforgia [6] that the zeros of an 
ultraspherical polynomial C,“(x) have the upper bound 
lxkl < - 
b+n . 
Thus the zeros of F( -n, b; 2b; z) satisfy 
Re{zk} = 2(1 - cos= &) = 2( 1 - x,‘) 
t2(1-$$) =&, 
as claimed. For the monotonicity we can appeal to a classical result of Stieltjes 
[lo], (also given in SzegCi [ll], p. 121) that each positive zero xk of C,“(x) de- 
creases as b increases. As a consequence, each angle 
arg{Zk- 1) = n-2& 
also decreases as b increases. Finally, the lower bound shows that Re{zk} + 2 
as b -+ 00, and therefore that Zk + 2 since Zk is confined to the circle Iz - 11 = 1. 
Figure 2 illustrates Theorem 2 with n = 10, b = 30. 0 
Corollary. For b > n, all zeros Zk of F( -n, b; 2b; z) satisfy Re{zk} 2 1. 
Note that the corollary substantiates and greatly strengthens the asymptotic 
Fig. 2. Zeros of F(-10, 30; 60; z) with Re{zk} > 1.125. 
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result mentioned in the introduction, that as it ---t m the zeros of 
F(-n,n + 1; 2n + 2; z) cluster on the arc of the circle ]z - 11 = 1 for which 
Re{z} > 4. 
Figure 1 shows that the zeros of F( - 15,15; 30; z) are regularly spaced on the 
circle ]z - 11 = 1. A close inspection reveals that the spacing becomes progres- 
sively wider as the points move away from the central point z = 2. In other 
words, the arguments arg{zk} = 7r - 28k appear to form a convex sequence. 
This phenomenon is expressed more precisely by the inequality 
ok+1 - ok+2 > ok - ok+lr k=0,1,2 )‘..) ; -2; [ 1 
where 00 = 4 if n is odd. If n is even, the inequality is to hold for k = 
1,2,..+ 2. Numerical and graphical evidence indicates that the zeros of 
F( -n, b; 2b; z) do have this convexity property for b > f although the zeros of 
C,“(x) appear to be convex in the reverse sense: 
xk+2 - xk+ 1 < xk+ I - xk. 
These properties are surely known, but we have been unable to locate a proof in 
the literature. 
For - { < b < i, however, the direction of convexity of the zeros is reversed. 
SzegB ([ll], p. 125) shows that 
ek+l-ekdk+2-ek+l 
for - & < b < +. For b = f i the spacing is uniform; &+ 1 - ok is constant. 
3. CONSEQUENCES 
We have exploited the connection between hypergeometric polynomials and 
ultraspherical polynomials given by Lemma 2, or equivalently 
(1) F(-n, A; 2X; 1 - z2) = Ec;(; (z+k)), 
to establish that for X > - i, all the zeros of F( -n, A; 2X; z) lie on the circle 
]z - 11 = 1. There is another relationship (see [7], p. 465, no. 152; or [ll], p. 64, 
Equation (4.22.1)) 
(2) 
n!2-2”z” 
F(-n, b; 2b; z) = ~ (b+& 
that can be used to prove the following theorem. 
Theorem 3. For X < 1 - n, allzeros of the ultrasphericalpolynomial C,“(z) lie on 
the imaginary axis. 
Proof. Putting w = 1 - 3 in (2), we have 
= 
n!2P(l - w>-” C,x(W), 
(b + 3, 
Since X = i- b - n, we see that the condition X < 1 - n corresponds to b > - 4. 
Therefore, we know from Theorem 1 that all zeros of C;(w) lie on the curve 
which is the imaginary axis. IJ 
Related to (2) is the formula 
F(-n, b; 1 - b - n; z) = (26) LF(-n,b; 2b; 1 -z), 
(%I 
where 2b is not a negative integer. Indeed, 
F(-n,b; 1 -b-n; z) = 5 (-l)k(;) (1 _(;)L.),‘x 
k=O 
=- (;I, kco (1) (b)k(b)n-kzk 
= ffF(-n, b; 2b; 1 -z), 
n 
by Lemma 1. 
Conversely, the relation (2) can also be applied to give information about the 
zeros of hypergeometric polynomials. 
Theorem 4. For b < 1 - n, all zeros of F( -n, b; 26; z) are real andgreater than 1. 
Proof. Since A = i - b - n, the condition b < 1 - n is equivalent to X > -i. 
But then all zeros of the ultraspherical polynomial C,“(x) lie in the interval 
(- 1,l). Therefore, in view of (2), all zeros of F( -n, b; 2b; z) are real and satisfy 
-l<l-z<l,orz>l. 0 
Theorem 1 can also be applied to give information about the zeros of Jacobi 
polynomials and Legendre functions. The Jacobi polynomial P:“‘(z) has the 
expression 
(3) 
l-z 
-n,n+a+/?+ 1; a+ 1; 2 
(see Szegti [ll], p. 62). The associated Legendre function of the first kind P:(z) 
is related to hypergeometric polynomials by the formula (see [l], 154.8) 
(4) 
22b T(b +;) (1 - z)icb+“) 
F(-n, b; 26; z) = - 
2 
J?; r(2b +n) zbein(b+n) pi’; z ’ ’ (-- > 
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Fig. 3. Zeros of Jacobi polynomial Pl($-l’)(z). 
Theorems. For,B=-i(a+l)- n and Q > -2, all zeros of the Jacobi poly- 
nomial PfT”)(z) lie on the circle Iz + 1) = 2. For (Y = -2/3 - 2n - 1 and p > -1, 
all zeros are real and less than - 1. 
Proof. Setting (71 = 2b - 1 and p = -b - n in (3), we have 
p,(2b-‘,-b_n)(z) =qf’(-n,b; 2b; A.$!>- 
If (v > -2, or equivalently if b > -& then by Theorem 1 all zeros of the Jacobi 
polynomial lie on the curve 
l-z I I --1 =l, or[z+11=2. 2 
On the other hand, if p > - 1 or b < 1 - n, then by Theorem 4 the zeros are real 
andsatisfy$(l -z) > l,orz< -1. 0 
Figure 3 shows that the zeros of the Jacobi polynomial P(1:-17)(z) all lie on the 
circle Iz + 11 = 2. Figure 4 displays the zeros of P~W*7,2)(z). 
4 
2 
t 
Fig. 4. Zeros of Jacobi polynomial Pg(-‘7,2)(z). 
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Theorem 6. If2(v + 1) is not a negative integer, the associated Legendrefunction 
p;+n+l (z) has precisely n zeros. For v > - 5, all zeros lie on the imaginary axis. 
For u < -n, all zeros are on the interval (0,l). 
Proof, With u = b - 1, the condition u > - i corresponds to b > - i, and the 
relation (4) shows that the zeros w = 3 - 1 of PC+“+‘(w) are images of the zeros 
ofF(-n,b; 2b; z)whichlieonthecircle]z- I] = l.Hencej2/(w+l)- 11 = 1 
or I(w - l)/(w+ 1)1 = 1, and w lies on the imaginary axis. Similarly, the con- 
dition v < -n corresponds to b < 1 - n, and Theorem 4 shows that the zeros of 
p;+n+ 1 (w)arerealandsatisfy2/(w+l)>lorO<w<l. 0 
A multitude of additional information can be obtained about the zeros of var- 
ious classes of hypergeometric functions (not necessarily polynomials) by ap- 
plying the standard linear and quadratic transformations (see [l] or [2]) to the 
polynomials F( -n, b; 26; z) treated in Theorems 1 and 4. Theorem 2 can also be 
applied for more precise location of the zeros of these associated hypergeo- 
metric functions. 
ACKNOWLEDGEMENTS 
Research of the second-named author was supported in part by the National 
Science Foundation. It was also supported by the Centre for Applicable Ana- 
lysis and Number Theory during a visit to the University of the Witwatersrand. 
REFERENCES 
1. Abramowitz, M. and I. Stegun - Handbook of Mathematical Functions. Dover, New York 
(1965). 
2. Bateman Manuscript Project - Higher Transcendental Functions, Volume I. A. Erdelyi, editor, 
McGraw-Hill, New York (1953). 
3. Borwein, P.B. and W. Chen - ‘Incomplete rational approximation in the complex plane’. 
Constr. Approx. 11,85-106 (1995). 
4. Driver, K. and P. Duren - ‘Asymptotic zero distribution of hypergeometric polynomials’. Nu- 
merical Algorithms 21, 147-156 (1999). 
5. Driver, K. and P. Duren - ‘Trajectories of the zeros of hypergeometric polynomials 
F( -n, b; 26; z) for b < - f’. Constr. Approx. (to appear). 
6. Elbert, A. and A. Laforgia - ‘Upper bounds for the zeros of ultraspherical polynomials’. 
J. Approx. Th. 61,88-97 (1990). 
7. Prudnikov, A.P., Yu.A. Brychkov and 0.1. Marichev - Integrals and Series. Vol. 3. Moscow, 
‘Nauka’, 1986 (in Russian); English translation, Gordon & Breach, New York, 1988); Er- 
rata in Math. Comp. 65,1380-1384 (1996). 
8. Rainville, E. -Special Functions. Macmillan, New York (1960). 
9. Ridley, J. - ‘An elementary proof on location of zeros’. Amer. Math. Monthly (to appear). 
10. Stieltjes. T.J. - ‘Sur les racines de l’equation X, = 0’. Acta Math. 9. 385-400 (1886); Oeuvres 
Completes, vol. 2, pp. 73-88. 
11. Szegii, G. - Orthogonal Polynomials. American Mathematical Society, New York (1959). 
51 
