In general, standard necessary optimality conditions cannot be formulated in a straightforward manner for semi-smooth shape optimization problems. In this paper, we consider shape optimization problems constrained by variational inequalities of the first kind, so-called obstacle-type problems. Under appropriate assumptions, we prove existence of adjoints for regularized problems and convergence to adjoints of the unregularized problem. Moreover, we derive shape derivatives for the regularized problem and prove convergence to a limit object. Based on this analysis, an efficient optimization algorithm is devised and tested numerically.
Introduction
We consider shape optimization problems constrained by variational inequalities (VI) of the first kind, so-called obstacle-type problems. Applications are manifold and arise, whenever a shape is to be constructed in a way not to violate constraints for the state solutions of partial differential equation depending on a geometry to be optimized. Just think of a heat equation depending on a shape, where the temperature is not allowed to surpass a certain threshold. This example is basically the model problem that we are formulating in section 2.
Shape optimization problems constraints in the form of VIs are challenging, since classical constraint qualifications for deriving Lagrange multipliers generically fail. Therefore, not only the development of stable numerical solution schemes but also the development of suitable first order optimality conditions is an issue.
By usage of tools of modern analysis, such as monotone operators in Banach spaces, significant results on properties of solution operators of variational inequalities have been achieved since the 1960s (cf. [5, 6, 24] ). However, there are only very few approaches in literature to the problem class of VI constrained shape optimization problems so far. In [23] , shape optimization of 2D elasto-plastic bodies is studied, where the shape is simplified to a graph such that one dimension can be written as a function of the other. The non-trivial existence of solutions of VI constrained shape optimization problems is discussed in [9, 36] . E.g., in [36, Chap. 4] , shape derivatives of elliptic variational inequality problems are presented in the form of solutions to again variational inequalities. In [29] , shape optimization for 2D graph-like domains are investigated. Also [25, 26] present existence results for shape optimization problems which can be reformulated as optimal control problems, whereas [11, 15] show existence of solutions in a more general set-up. In [30, 31] , level-set methods are proposed and applied to graph-like two-dimensional problems. Moreover, [19] presents a regularization approach to the computation of shape and topological derivatives in the context of elliptic variational inequalities and, thus, circumventing the numerical problems in [36, Chap. 4] . Recently, in [16] , a sensitivity analysis is performed for a class of semi-linear variational inequalities and a strong convergence property is shown for the material derivative. Furthermore, state-shape derivatives are established under regularity assumptions.
In this paper, we aim at optimality conditions for VI constrained shape optimization in the flavor of optimality conditions for VI constrained optimal control problems as in [17, 18, 20] . In general, standard necessary optimality conditions cannot be formulated in a straightforward manner for semi-smooth shape optimization problems. Under appropriate assumptions, we prove existence of adjoints and convergence of adjoints resulting from regularized variational inequalities. These analytical results are also verified numerically. Moreover, convergence of shape derivatives related to the smoothed problem is shown and the limit object is identified. Furthermore, we build on the resulting optimality conditions and devise an optimization algorithm giving specific numerical results. This algorithm does no longer depend on smoothing strategies as in [13] . In [13] , a shape optimization method based on a regularized variant of the variational inequality has been devised and observed that the performance of this algorithm strongly depends on the tightness of the obstacle. This problem does no longer arise with the strategy developed in the present paper. On the contrary, the algorithms gets even faster, the more degrees of freedom are constrained by the obstacle. This paper is structured as follows. In section 2, we formulate the VI constrained shape optimization model with general elliptic coefficients on which we focus in this paper. The necessary optimality conditions, including the existence of adjoint variables under certain regularity assumptions to the model problem are formulated in section 3. In section 4, we formulate an algorithm to solve the model problem based on these analytical results and compare numerically this approach with several regularized strategies.
Problem class
Let Ω ⊂ R 2 be a bounded domain equipped with a sufficiently smooth boundary ∂Ω. This domain is assumed to be partitioned in a subdomain Ω out ⊂ Ω and an interior domain Ω int ⊂ Ω with boundary Γ int := ∂Ω int such that Ω out Ω int Γ int = Ω, where denotes the disjoint union. The closure of Ω is denoted byΩ. We consider Ω depending on Γ int , i.e., Ω = Ω(Γ int ). fig. 1 illustrates this situation. In the following, the boundary Γ int of the interior domain is called the interface and an element of an appropriate shape space X (cf. remark 1). In contrast to the outer boundary ∂Ω, which is assumed to be fixed, the inner boundary Γ int is variable. If Γ int changes, then the subdomains Ω int , Ω out ⊂ Ω change in a natural manner.
Let ν > 0 be an arbitrary constant. For the objective function
we consider the following shape optimization problem:
constrained by the following obstacle type variational inequality:
where f ∈ L 2 (Ω) is explicitly dependent on the shape, ·, · denotes the duality pairing and a(·, ·) is a general elliptic bilinear form
. With the tracking-type objective J the model is fitted to data measurements y ∈ L 2 (Ω). The second term J reg in the objective function J is a perimeter regularization. A perimeter regularization is frequently used to overcome ill-posedness of shape optimization problems, e.g., [2] investigates the regularization and numerical solution of geometric inverse problems related to linear elasticity. In eq. (3), ϕ denotes an obstacle which needs to be an element of L 1 loc (Ω) such that the set of admissible functions K is non-empty (cf. [36] ). If additionally ∂Ω is C 1,1 or a polyhedron and ϕ ∈ H 2 (Ω), then the solution to eq. (3) satisfies y ∈ H 1 0 (Ω), given that the assumptions from above hold, see, e.g., [22] Remark 2.3. (cf. [21, 8, 37] ). Further, eq. (3) can be equivalently expressed as
with (·, ·) L 2 (Ω) denoting the L 2 -scalar product and λ ∈ L 2 (Ω). It is well-known, e.g., from [8] , that under these assumptions there exists a unique solution y to the obstacle type variational inequality eq. (3) and an associated Lagrange multiplier λ. The existence of solutions of any shape optimization problem is a non-trivial question. Shape optimization problems constrained by VIs are especially challenging because, in general, it is not guaranteed that an adjoint state can be introduced (cf. [36, Example in Chap. 1, Chap. 4] ). An essential theoretical tool for the study of the existence of solutions is the derivation of optimality conditions, i.e., in particular, the formulation of an adjoint equation. Therefore, section 3 investigates the model problem analytically, also in view of formulating a numerically applicable algorithm in section 4. Remark 1. The interface Γ int is an element of an appropriate shape space. Please note that there exists no common shape space suitable for all applications. The modeling of a shape space is a challenging task and different approaches lead to diverse models. There is a multitude of shape spaces in the literature like landmark vectors, plane curves, surfaces, multiphase objects, characteristic functions of measurable sets, morphologies of images, etc. From a computational point of view one has to deal with polygonal shape representations arising in the setting of constrained shape optimization. This is owed to the fact that finite element methods usually discretize
the models. In this paper, we use these methods and, thus, the space of H 1/2 -shapes investigated in [39] together with the Steklov-Poincaré metric defined in [34] as a possible choice for a shape space. In [35] , it is outlined that this is an essential step towards applying efficient FE solvers. Of course, it is possible to choose other shape space models but this is beyond the scope of this paper.
Convergence results for adjoints and shape derivatives
The direct handling of obstacle-type variational inequalities formulated as in eq. (5)-eq. (6) poses several problems. One problem is that in general the multiplier λ is only element of H −1 (Ω), leading to severe numerical challenges. Under the assumptions mentioned in section 2, which are also found in [22] , we have λ ∈ L 2 (Ω), meaning that we have a representation of the distribution as a L 2 -function. It can be easily verified that this in turn gives the possibility to summarize the conditions eq. (6) equivalently into a single condition of the form λ = max 0, λ + c(y − ϕ) for any c > 0.
This formulation still leaves us with the difficulty of finding such a multiplier. For this reason, a regularization is often employed by substitution of λ ∈ L 2 (Ω) by an independentλ ∈ L 2 (Ω). This results in the equation
which in the following is called regularized state equation or regularized obstacle problem. Explicit dependence on λ is avoided, making the resulting semi-linear elliptic equation tractable, for example by semi-smooth Newton methods, see, e.g, [22] . Moreover, the authors of [22] prove L 2 -convergence of the regularized multiplier max 0,λ + c · (y c − ϕ) to the original λ for their method.
With problem eq. (8) we are still left to solve a nonlinear, semi-smooth problem, giving rise to problems concerning existence of adjoints. Hence, standard smoothing strategies can be applied to render this problem smooth enough to show existence of adjoints and to apply techniques such as Newton iterations.
In light of [33] and [7] , we pose the following assumptions on the smoothed maxfunction, which from now on is called max γ : R → [0, ∞), with γ > 0 being the smoothing parameter: assumption 1 (on smoothed max-function).
for all x ∈ R and for all γ > 0;
for all x ∈ R and all γ > 0;
(iv) max γ converges uniformly to 0 on (−∞, −δ) and 1 on (δ, ∞) for all δ > 0 for γ → ∞.
An example satisfying these assumptions is given in eq. (39) . Applying max γ instead of max in eq. (8) gives the following equation, which we call fully regularized state equation in the subsequent chapters:
So linearizing the corresponding Lagrangian with respect to y γ,c results in the typical adjoint equation
(see, e.g., [33] or [17] in the context of optimal control, where sign γ being the derivative of max γ ). 
State and adjoint equation
We first show that solutions of eq. (9) converge strongly in H 1 to solutions of eq. (5)-eq. (6) for γ, c → ∞. This is proven in [33] for stronger assumptions on the smoothed function max γ and under γ = c . Since we rely on the general case γ = c for the proofs in ongoing discussions, we state an according result. The first part of the following theorem is in analogy to [7, Lemma 4.2] . However, the difference is that we consider general elliptic bilinear forms and-more importantly-a modified argument in the maximum function resulting in different regularized state equations. These generalizations are necessary for our further analytical investigations leading to an adjoint equation. 
(Ω) and let max γ : R → R satisfy assumption 1. Then
Proof. We prove the first statement eq. (11) We start by ensuring the existence of solutions to eq. (9) and eq. (8) . For this, we show that the Nemetskii-operator defined by
is a monotone operator for all γ, c > 0. Due to assumption 1, it is clear that max γ : R → R is a point-wise monotone function, implying that max γ :
is an affine linear operator, and, thus monotone, the composition max γ • Ψ c = Φ γ is also monotone. The same argument holds for the non-smoothed operator
Therefore, applying the Browder-Minty theorem for monotone operators yields the existence of solutions to eq. (9) and eq. (8) in
if Ω is bounded and we operate in Hilbert spaces. Now, we prove the second convergence eq. (11) . For fixed c > 0, let y γ,c and y c be solutions to eq. (9) and eq. (8), respectively. assumption 1 (ii) together with the monotonicity of Φ, the coercivity of a(·, ·) with constant κ > 0 and y γ,c −y c ∈ H 1 (Ω) acting as a test-function yields
which gives the desired convergence eq. (11) .
The following definition is needed to state the first main result of this paper, the convergence of adjoints. 
With this definition it is possible to formulate the first main theorem concerning the convergence of adjoints corresponding to the fully regularized problems and characterization of the limit object.
Theorem 1 (Convergence of the adjoints).
Let Ω ⊂ R 2 be a bounded, open domain with C 2 -boundary. Moreover, let the following assumptions are satisfied:
is regularly decomposable and
where y c solves the regularized state equation eq. (8);
(v) the following convergence holds:
Moreover, there exists p ∈ H −1 (Ω) to eq. (5)-eq. (6) and p is representable as an
is the solution of the elliptic problem
with a Ω\A being the restriction of the bilinear form a(·, ·) to Ω \ A. Further, the solutions p c of eq. This proof consists of two main parts:
1. Showing the H 1 -convergence of the smoothed to the non-smoothed regularized adjoint p γ,c → p c for γ → ∞.
Analyzing the limit PDE eq. (16) for c → ∞ and proving that
where p is defined as in eq. (17).
To 1. We start to show the H 1 -convergence of the smoothed to the nonsmoothed regularized adjoint p γ,c → p c for γ → ∞.
The assumption eq. (15) of
Denote by S γ,c :
(Ω) the linear operator corresponding to the lefthand side of the smoothed adjoint equation eq. (10) and S c :
(Ω) the one to eq. (16). We establish convergence of S γ,c to S c in the operator norm. In the following, we apply the Hölder's inequality and make use of the fact that L q (Ω) embeds into L p (Ω) for 1 ≤ p < q ≤ ∞ for finite measure spaces with a constant C for the embedding depending on p and q. Moreover, we use L p -convergence of sign γ (λ + c · (y γ,c − ϕ)) for all p ∈ [1, ∞) as well as boundedness of sign γ and sign. All this yields 
γ,c op can be bounded due to convergence. To 2. Next, we analyze the limit PDE eq. (16) for c → ∞. We show that p c → p in H 1 (Ω) for c → ∞, where p is defined as in eq. (17). Due to our assumptions on the coefficient functions of a(·, ·) and the C 2 -boundary of Ω together with ϕ ∈ H 2 (Ω), we can apply a regularity theorem for obstacle problems, giving y ∈ H 2 (Ω) (cf. [37, Theorem 4.39] ). With this, Ω ⊂ R 2 and we can apply Morrey's inequality, giving y ∈ C 0,α (Ω) for all α ∈ (0, 1). Since we have bounded Ω ⊆ R 2 and y is continuous, y is in fact L ∞ (Ω). Combining this with the weak derivatives of y, which are in L ∞ (Ω) per assumption, we achieve y ∈ C 0,1 (Ω). Combining this with analogous argumentation for ϕ due to assumption of H 2 -regularity of ϕ and ∇ϕ L ∞ (Ω,R 2 ) < ∞ implies that {x ∈ Ω | y − ϕ = 0} forms a C 0,1 -submanifold of Ω. Moreover, our assumption concerning regular decomposability of A = {x ∈ Ω | y − ϕ ≥ 0} together with C 0,1 -regularity just mentioned leads to the well-posedness of the variational problem eq. (18) and, thus, of p ∈ H 1 0 (Ω). In order to distinguish between weak and strong convergence, we write instead of → for weak convergence. Our next step is to show
The C 2 -boundary ∂Ω together with the assumptions on the coefficient functions of a(·, ·) and sign(λ + c · (
for some constant C > 0. For the proof of a more general version of this inequality, we refer to [12, 
(Ω)-convergence of 1 Ac p c to 1 A p = 0 after dividing by p c L 2 (Ac) and using proposition 1. Furthermore, the convergence of weak derivatives 1 Ac ∂ i p c 1 A ∂ i p follows immediately from this inequality and the definition of p, otherwise
, establishing eq. (19) . For the proof of convergence it remains to address the convergence of p c on Ω \ A. We can artificially restrict eq. (16) to Ω \ A by imposing the Dirichlet boundary p c|A on ∂A, since ∂A forms a C 0,1 -submanifold of Ω and we assumed regular decomposability (cf. definition 1) of the active set A. To distinguish the corresponding bilinear forms, we denote the restricted bilinear form by a Ω\A . Since the unrestricted bilinear form a(·, ·) is elliptic, coercivity for some constant K > 0 also holds for a Ω\A . This together with Hölders inequality, assumption A c ⊆ A for all c > 0 and the fact that
wherep ∈ H 1 (Ω \ A) is defined as in eq. (18) . This results in
due to our assumptions and y c → y in H 1 (Ω) as by proposition 1. Together with eq. (19) 
There are a few non-trivial assumptions in theorem 1: assumption (iv) and (v). In the following, we formulate two remarks in which we address these assumptions (cf. remark 3 for (iv) and remark 4 for (v)).
Remark 3.
It is possible to fulfill assumption eq. (14) on inclusion of the active sets A c ⊂ A by choosing a sufficientλ ∈ L 2 (Ω). To be more precisely, since we assume ϕ ∈ H 2 (Ω), we can chooseλ := max{0, f −Sϕ} with S being the differential operator corresponding to the elliptic bilinear form a(·,
2 (Ω) (cf. argumentation in remark 7), bounding ∇y c and assumingλ ∈ C 0,1 . In order to fulfill this, as well as eq. (14), it is sufficient to additionally assume Sϕ, f ∈ C 0,1 . 
Shape derivatives
In this section, we apply our convergence results for the regularized state and adjoint equations to derive similar convergence results for the shape derivatives of the shape optimization problem constrained by the fully regularized state equation eq. (9). In general, shape derivatives of the unregularized VI constrained shape optimization problems do not exist (cf., e.g., [36, Chapter 1.1] ). Nevertheless, we show existence of an object behaving as a shape derivative as well as convergence of the shape derivatives of the fully regularized problem to the latter. In the following, we split the main results into two theorems, the first one being the shape derivative for the fully regularized equation, the second one being convergence of the former for γ, c → ∞.
The shape derivative of a general shape functional H at Ω in direction of a sufficiently smooth vector field V is denoted by DH(Ω) [V ] . For the definition of shape derivatives or a detailed introduction into shape calculus, we refer to the monographs [10, 36] . In general, we have to deal with so-called material and shape derivatives of generic functions h : Ω → R in order to derive shape derivatives of objective shape functions. For their definitions and more details we refer to the literature, e.g., [32] . In the following, we denote the material derivative of h byḣ or D m (h) and the shape derivative of h in the direction of a vector field V is denoted by h . Remark 6. In this section, we only consider the shape functional J defined in eq. (1) without regularization term J reg , i.e., we focus only on J . The shape derivative of J is given by the sum of the shape derivative of J and J reg , where DJ reg (Ω)[V ] = ν Γint κ V, n ds with κ := div Γint (n) denoting the mean curvature of Γ int . Please note that the objective functional and the shape derivative in correlation with the regularized VI eq. (9) depends on the parameters γ and c. In order to denote this dependency, we use the notation J γ,c and DJ γ,c (Ω) [V ] for the objective functional and its shape derivative, respectively.
We state the first theorem, which presents the shape derivative of the objective functional J defined in eq. (1) constrained by a fully regularized VI eq. (9). Theorem 2. Assume the setting of the shape optimization problem formulated in section 2. Let the assumptions of theorem 1 hold. Moreover, let M := (a i,j ) i,j=1,2 be the matrix of coefficient functions to the leading order terms in eq. (4)
Proof. First, let us consider the shape optimization problem with fully regularized state equations with parameters γ, c > 0 as in eq. (9) and fixed shape Γ int to derive corresponding shape derivative. By definition it's Lagrangian function is given by
In analogy to [10, chapter 10, subsection 5.2], we can verify that
holds. We apply the theorem of Correa and Seeger on the right-hand side of (24) . The verification of the assumptions of this theorem can be checked in the same way as in [10, Chapter 10, Subsection 6.4]. By applying standard shape calculus techniques (cf. [3, 38] ) to the target functional part of the Lagrangian we get
since the targetȳ ∈ L 2 (Ω) does not depend on the shape. Next, as similarly found in, e.g., [38] , we calculate the shape derivative of the bilinear form a(·, ·). For avoiding confusion with the active sets A and A c , we call the coefficient matrix (a i,j ) i,j of the leading order parts of the bilinear form M . As before we have D (a(y γ,c , p γ,c ) 
We use linearity, chain rules, product rules and gradient identities for the material derivative D m (·), as found in [3] , to reformulate D m a(y γ,c , p γ,c ) . For readability, we analyze each term individually. We start with the leading order terms:
For the first order terms of a(·, ·) we only compute y γ,c d T ∇p γ,c , since calculations are analogous for the second term by switching the roles of y γ,c and p γ,c . We get
where we again use shape independence of the coefficient functions of a(·, ·). For the term of order zero we apply the product rule for material derivatives and shape independence of coefficient functions:
Combining these formulas, plugging them into eq. (25) and collecting all material derivatives of y γ,c and p γ,c result in the shape derivative of the bilinear form a(·, ·):
The shape derivative of the term including max γ is calculated by chain rule, which is applicable since we assume sufficient smoothness of max γ :
The shape derivative of the last term in the Lagrangian eq. (23) is given by a simple product rule
Since we can apply a regularity theorem for elliptic PDE (cf. 
Proof. We see that eq. (22) already resembles eq. (27) except for the three terms 
for γ → ∞ as by our assumptions. Using p γ,c → p in L 2 (Ω), see theorem 1, A c ⊆ A for all c > 0, p |A = 0 and Hölder's inequality yield
which is the desired convergence of T 0 to 0. Next, we proceed in two steps: Firstly, we show convergence for T 1 and T 2 as restricted operators on C ∞ 0 (Ω, R 2 ). Secondly, we show that the limiting operators can be continuously extended to
Let V ∈ C ∞ 0 (Ω). As already mentioned, we have p γ,c ∈ H 2 (Ω), which by previously used embedding theorems gives p γ,c ∈ C 0,α (Ω) for all α ∈ (0, 1) and, thus, boundedness for all γ, c > 0. The same argument applies for ϕ ∈ H 2 (Ω), bounding the obstacle. Furthermore, by V ∈ C ∞ 0 (Ω, R 2 ), we have div(V ) · p γ,c , ∇ϕ
(Ω) for all γ, c > 0, which enables to use these functions as test functions for the state and adjoint equations. This leads to
due to theorem 1 and proposition 1. Next, we lift the convergence from
2 ) is a dense subspace of H 1 0 (Ω, R 2 ) and the latter being the completion of the former by the · H 1 0 (Ω,R 2 ) norm, it is sufficient to show that the limits of T 1 (V n ) and T 2 (V n ) form a Cauchy sequence for a given Cauchy sequence
Here, we use integration by parts, Gauss' Theorem, p |∂Ω = 0 and (V n − V m ) |∂Ω = 0. Thus, (T 1 (V n )) n∈N forms a Cauchy sequence and, therefore, gives a value for the continuous extension ofT 1 for the limit of V n in H 1 0 (Ω, R 2 ). For T 2 we use the same techniques, including the assumption ∇y
(Ω) regularity with the implied continuity through embedding theorems and embedding of L 2 (Ω) into L 1 (Ω) with constant C > 0. Then, we achieve
With these convergences T 1 , T 2 converge to the continuously extended limit objects, which we from now on denote by
2 ). Next, we simplify the sum of these two limiting objects. Let V ∈ C ∞ 0 (Ω, R 2 ). Then
where we use the definition of p, complementary slackness of λ ∈ L 2 (Ω), test function properties of ∇ϕ T V and p · div(V ), the state and adjoint equations. We apply again a continuity argument to gain this identity for all V ∈ H 1 0 (Ω, R 2 ). We see that the limit object in eq. (32) is exactly the missing term in the limit of the shape derivatives DJ (Ω)[V ] (cf. eq. (27)).
Remark 8. theorem 2 and theorem 3 are also valid when f ∈ L 2 (Ω) or ϕ ∈ H 2 (Ω) depend explicitly on the shape Ω with shape derivatives f , ϕ ∈ H 1 0 (Ω). Then the shape derivatives need to be modified accordingly by replacing terms including ∇f T V and ∇ϕ T V by ∇f T V + f and ∇ϕ T V + ϕ . We silently assumed f ∈ L 2 (Ω) to be piecewise constant as we do in the numerical section eq. (38), without restricting the general proof.
Remark 9. It is common knowledge that by pushing the obstacle ϕ to infinity, i.e., ϕ ↑ ∞), the state equation representing the variational inequality eq. (5) becomes a regular elliptic PDE in weak formulation
due to eq. (6). This means that we encounter shape optimization problems with elliptic PDE constraints. Formula eq. (27) remains valid by applying A = ∅, giving a shape derivative for a general elliptic problem.
Remark 10. The limiting objects of the convergence results for adjoint variables (cf. theorem 1) and shape derivatives (cf. theorem 2) can be put into relation by conditions resembling C-stationarity, e.g., as found in [18, Definition 4.1.]. Using our terminology, it is necessary for C-stationarity conditions to hold that a ξ ∈ H −1 (Ω) exists such that the adjoint equation can be formulated in the form
We can define such a ξ ∈ H −1 (Ω) by
and see-with the definition of p in eq. (17)-that the above equation is satisfied. The state equation, corresponding complementarity conditions, and the design equation, which in our setting can be viewed as the shape derivative identity eq. (22), hold in analogy to the cited definition of C-stationarity. The remaining conditions ξ, p ≥ 0 and p = 0 a.e. in {ξ > 0}, (35) by the definitions of ξ and p, are satisfied as well. It is worth mentioning that-to knowledge of the authors-no type of C-stationarity-like conditions for optimality of VI constrained shape optimization problems have been investigated or defined before. By defining C-stationarity in this context, as outlined above, we can sum up the theorems by stating that the solutions of the regularized equations converge to a C-stationary system.
Algorithmic aspects and numerical investigations
In this section, we put the theoretical treatise highlighted in the previous section into numerical practice. We employ a steepest descent algorithm with backtracking linesearch in order to perform the optimization procedures with various regularized as well as unregularized versions of the specialized variational inequality (see eq. (37)). Also, we propose a way to incorporate the unregularized approach in an algorithm and compare it to the different regularizations. For convenience, we specialize the more general constraint eq. (5) to a Laplacian version:
s.t.
We use ν = 10 −5 for all computations in this section. As the right-hand side of the state equation in eq. (36) we choose the piecewise constant function
For calculations of the smoothed state and adjoint we have to specify max γ satisfying assumption 1. For demonstrative purpose, we choose a similar smoothing procedure as in [22, Section 2] :
A different, more regular smoothing is, e.g., given in [33, (1.10) ]. Both smoothing techniques mentioned satisfy assumption 1. For the sake of completeness, we also give the first derivative formula
In this setting, the shape derivative eq. (27) simplifies to
and analogously the shape derivative for the fully regularized equation in eq. (22) . Notice that the shape derivative of the perimeter regularization is also included in our computations (cf. remark 6).
In the following numerical experiments, we consider two different obstacles:
The calculations are performed with Python using the finite element package FEniCS. For detailed informations on FEniCS, we refer to [1] and [27] . As initial shape we choose a centered circle with radius 0.15, illustrated in fig. 6 . The computational grid of the initial shape, which is embedded in the hold-all-domain (0, 1) 2 ⊂ R 2 , consists of 2 184 vertices with 4 206 cells, having a maximum cell diameter of 0.0359 and a minimum cell diameter of 0.018. The algorithm employed for the shape optimization is summarized in Algorithm 2. In the following, we describe the algorithm and the chosen parameters in detail.
The target dataȳ ∈ L 2 (Ω) is computed by using the mesh of the target interface to calculate a corresponding state solution of eq. (37) by the semi-smooth Newton method proposed in [22] . These are visualized in fig. 2 for both obstacles ϕ 1 and ϕ 2 . We apply the same method for calculating state variables y in the unregularized optimization approach.
For the regularized and smoothed states y γ,c and y c we use a Newton-and semismooth Newton method provided by the FEniCS package in order to solve the linear systems assembled by using first order polynomials on the computational grids. All state calculations in our routines are performed with a stopping criterion of ε state = 3.e − 4 for the error norms. In light of remark 3 we chooseλ = max{0, f + ∆ϕ}, which is possible due to sufficient regularity of ϕ 1 and ϕ 2 .
To ensure assumptions of theorem 1, theorem 2 and theorem 3, it is necessary to fulfill We calculate the corresponding norm using various c > 0 and both, ϕ 1 and ϕ 2 , on refined meshes having 212 642 vertices, 423 682 cells and maximum and minimum cell diameter of 0.0038 and 0.0015, respectively. An example convergence plot can be found in fig. 3 . We want to point out that as γ → ∞, the norm in eq. (43) converges to an ε > 0 which is close to 0. This is due to numerical errors resulting from if-else operations to calculate the values of sign and sign γ , which are illustrated in fig. 4 on the refined mesh. Furthermore, we observe that the errors go to 0 for ever finer grid widths.
The adjoints p γ,c and p c are calculated by solving eq. (10) and eq. (16) with first order elements by using the FEniCS standard linear algebra back end solver PETSc.
Calculating the limit p of the adjoints p γ,c as in eq. (17) and eq. (18) are performed in several steps. First, a linear system corresponding to
is assembled without incorporation of information from the active set A. Afterwards, the vertex indices corresponding to the points in the active set A = {x ∈ Ω | y − ϕ ≥ 0} are collected by checking the condition
for some error bound ε adj > 0. The error bound ε adj is incorporated since y is feasibly approximated by y i with the semi-smooth Newton method from [22] , i.e., y i ≤ ϕ for all i ∈ N. After this, the collected vertex indices are used to incorporate the Dirichlet boundary conditions p = 0 in A into the linear system corresponding to eq. (44). To solve the resulting system, we use the same procedures as to solve for p γ,c , p c , i.e.m the standard PETSc back end conjugate gradient solver. An exemplary solution p of the unregularized adjoint equation is illustrated in fig. 5 . We want to point out that the active set and consequently the zero level set resulting from the Dirichlet conditions can be observed in fig. 5 . To calculate gradients U ∈ H equation, as proposed in [34] . In particular, we assemble the shape derivatives given in theorem 2 and theorem 3 as the right-hand side of the linear elasticity equation
with the so called Lamé-parameters λ elas and µ elas . Here, we choose λ elas = 0 and µ elas as the solution of the Poisson problem
for µ max , µ min > 0. As a physical interpretation, this enables to control stiffness of the grid by choosing µ max and µ min in order to influence µ elas acting as a coefficient function in the linear elasticity equation eq. (46). Thus, larger values of µ max lead to more stiffness at the interface Γ and larger values of µ min to more stiffness at the boundary ∂Ω of the hold-all domain Ω. For our calculations, we choose µ min = 0 and µ max = 25 for ϕ 1 and µ max = 55 for ϕ 2 . It is important to notice that we set all right-hand side values of eq. (46) which do not have a neighboring vertex on the interface to 0. For a more detailed discussion of this we refer to [34] .
To complete the description of our optimization we shortly focus on the linesearch we employ in our analysis. We use a simple backtracking linesearch with sufficient descent criterion, where U k denotes the shape derivative calculated at the corresponding interface in Ω k in step number k, TŨ (Ω k ) := {y ∈ R 2 : y = x +Ũ (x) for some x ∈ Ω k } the linearized vector transport byŨ and yŨ the state solution in TŨ (Ω k ).
We summarize our approach in Algorithm 2 for the unregularized procedures. The regularized and smoothed procedures work analogously by modifying the state, adjoint and shape derivative equations. The calculations of p γ,c , p c are straightforward and need not the additional steps outlined in before and in Algorithm 2 for the unregularized p. Our findings concerning convergence of the various shape optimization approaches, using the unregularized approach for various ϕ adj , as well as regularized approaches with different parameters γ, c > 0, are displayed in fig. 7 for ϕ 1 = 0.5 and in fig. 8 for ϕ 2 = 5e −x1−1 . Morphed shapes arising during the optimization procedure are plotted in fig. 6 for the unregularized approach using ε adj = 10 −9 . It can be seen in the plots that there are vanishing difference between approaches using fully regularized calculation with sufficiently high γ and c, regularized ones with high c and the unregularized one. For smaller regularization parameters γ and c, the solved state and adjoint equations begin to differ from the original problem and, thus, slowing down convergence, and for very low γ and c no convergence at all.
The convergence behavior of the unregularized method strongly depends on the selection of the active set. When the state solution y is not calculated with sufficient precision the numerical errors lead to misclassification of vertex indices. Hence wrong Dirichlet conditions are incorporated in the adjoint system, creating errors in the adjoint. This makes the gradient sensitive to error for smaller ε adj , as can be seen by the slight roughness of the target graphs in fig. 7 and fig. 8 for ε adj = 10 of correctly classifying the true active indices, while also increasing likelihood of misclassification of inactive indicies. Such a relaxation can lead to errors in the adjoint increasing with ε adj and, thus, trading convergence speed for robustness, also visible in fig. 7 and fig. 8 . If course, this gets less feasible for highly oscillatory obstacle ϕ and state y, as well as state solves with high tolerance ε state . In order to circumvent this, it is obviously sufficient to decrease error tolerance ε state of the state calculation. An exemplary result of this can be seen in fig. 8 under unregularized*, where we decreased the error tolerance to ε state = 4.e − 5. Nevertheless, additional decrease of ε state comes with more computational cost, whereas with increase of ε adj the robustness is paid by loss of convergence speed.
It is worth to mention that implementing the unregularized state and adjoint becomes especially numerically exploitable with higher resolution meshes and more strongly binding obstacles ϕ, i.e., larger active sets A. This is possible by sparse solvers due to the incorporation of Dirichlet conditions on the active set, as we have proposed, or by a fat boundary method as in [28] .
So in contrast to the method proposed in [13] , where performance slows down for more active obstacle ϕ, we do not notice unusual slowdown in performance with the methods proposed in this article, and even offer possibility to actually benefit numerically from more binding obstacle ϕ.
