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Vorwort zur dritten Auflage
Beim vorliegenden Text handelt es sich um die u¨berarbeitete und aktualisier-
te dritte Auflage des Skriptes zur
”
Einfu¨hrung in die sozialwissenschaftlichen
Methoden und ihre Anwendung in empirischen Untersuchungen I“ aus dem
Jahr 1999. Die U¨berarbeitung bezieht sich insbesondere auf die Korrektur
von Unzula¨nglichkeiten in der zweiten Auflage aus dem Jahr 2001 und die
erforderliche Aktualisierung in Folge neuerer Entwicklungen von Befragungs-
methoden. Außerdem wird die zwischenzeitlich erschienene Methodenlitera-
tur beru¨cksichtigt.
Alle in Vorlesung und U¨bung eingesetzten visuellen Materialien ko¨nnen
mittlerweile via www.soziologie.wiso.uni-erlangen.de auch im World-Wide
Web abgerufen werden. Dies gilt auch fu¨r die zahlreichen U¨bungsaufgaben
und etliche bereits Historie gewordene Klausuren. Materialien zu den ak-
tuellen und parallel zu Vorlesung und U¨bung laufenden Tutorien sind aus-
schließlich im WWW zu finden – Unzula¨nglichkeiten hingegen wohl auch im
vorliegenden Skript. Fu¨r Korrekturhinweise und Verbesserungsvorschla¨ge bin
ich dankbar – als Honorar dafu¨r gibt es ein Glas Wein, Bier oder Sonstiges
am Stammtisch der SozialwissenschaftlerInnen.
Nu¨rnberg, im Oktober 2003 Reinhard Wittenberg
Vorwort zur ersten Auflage
Bei dem Skript
”
Einfu¨hrung in die sozialwissenschaftlichen Methoden und
ihre Anwendung in empirischen Untersuchungen I“ handelt es sich um einen
kurzen Begleittext zur gleichnamigen Vorlesung und U¨bung sowie zum zu-
geho¨rigen Tutorium am Lehrstuhl fu¨r Soziologie, das zur vor- und nachbe-
reitenden Orientierung dient, jedoch keineswegs den Inhalt der Veranstal-
tungen abdeckt. Es ist teilweise durch Vorlesungsmitschrift, teilweise durch
gesonderte Literaturdurchsicht entstanden. Es wird im Veranstaltungsablauf
jeweils sukzessive erga¨nzt durch gesonderte Aufgaben- und U¨bungsbla¨tter.
Methodisch-vertiefende und inhaltlich-anwendungsbezogene Literaturhinwei-
se werden in Abha¨ngigkeit von der spezifischen Forschungsthematik gegeben,
die im jeweiligen Studienjahr das Forschungsinteresse leitet.
Die erste Fassung ist ein Dutzend Jahre alt. Sie hatte Ju¨rgen Schmidt
im Rahmen seiner Ta¨tigkeit als studentischer Tutor am Lehrstuhl fu¨r So-
ziologie im WS 1986/87 erstellt. Selbstversta¨ndlich hat es die verflossene
Zeit mit sich gebracht, dass Auslassungen, Ungenauigkeiten, Fehler etc. zu-
tage traten, die Erga¨nzungen, Korrekturen und Umstellungen erforderlich
machten. Zahlreiche Studierende haben darauf aufmerksam gemacht. Meine
ehemalige Kollegin, Frau Dipl.-Sozialwirtin Anne-Katrin To¨pfer, hatte 1993
freundlicherweise einen Großteil der Last der notwendig gewordenen U¨berar-
beitung u¨bernommen. Seitdem erforderlich gewordene Aktualisierungen habe
6
Abbildungsverzeichnis
ich selbst durchgefu¨hrt.
Den kritischen Studierenden und den beiden Genannten danke ich sehr
herzlich fu¨r ihre Mitarbeit. Es versteht sich selbstversta¨ndlich auch bei die-
sem Skript, dass nur der Unterzeichnende fu¨r verbliebene Unzula¨nglichkeiten
verantwortlich ist. Hinweise auf weitere Fehler und Verbesserungsmo¨glichkei-
ten sind wie immer willkommen.
Nu¨rnberg, im November 1999 Reinhard Wittenberg
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1 Ziele und Aufgaben empirischer
Sozialforschung sowie
Veranstaltungsablauf
1.1 Prinzipien und Probleme
”
Empirische Sozialforschung wird jener Forschungsbereich der Sozialwissenschaften ge-
nannt, der vermittels systematischer, methodisch-kontrollierter Untersuchung Daten u¨ber
menschliches Handeln in der geschichtlich-gesellschaftlichen Wirklichkeit erhebt und
sammelt, ordnet und verarbeitet, untersucht und deutet. Sozialforschung zielt darauf
ab, unser Wissen zu erweitern und zu vertiefen. Sie will vorgefasste Meinungen, Spe-
kulationen, Glaubenssa¨tze, durch Zufa¨lligkeiten, ho¨chstperso¨nliche Lebenserfahrungen,
Vorurteile und Interessenlagen sowie u¨berkommene Deutungen entstandene verzerrte
Vorstellungen von der sozialen Wirklichkeit durch systematisch u¨berpru¨fte Aussagen er-
setzen und so u¨berwinden. Auch zielt sie darauf ab, die Ursachen und Auswirkungen
brennender sozialer Probleme zu erfassen und aufzuzeigen und Wege zu ihrer Beseiti-
gung zu finden. U¨ber die Beschreibung sozialer Tatsachen hinaus geht es schließlich um
Erkenntnis und Erkla¨rung von Regelma¨ßigkeiten im menschlichen Verhalten, um so Vor-
aussetzungen zu schaffen fu¨r eine kritische Beurteilung sozialer Situationen, Strukturen
und Prozesse sowie deren gezielte Vera¨nderung.
Empirische Sozialforschung beschra¨nkt sich deswegen nicht – wie z. B. die Meinungsfor-
schung – auf die Ermittlung und Beschreibung der Verteilung individueller Meinungen,
Bewertungen, Gefu¨hle, Wu¨nsche, Motive, Einstellungen und Absichten bezu¨glich be-
stimmter politischer, wirtschaftlicher oder gesellschaftlicher Fragestellungen, Entschei-
dungen oder Ereignisse in ausgewa¨hlten Bevo¨lkerungsgruppen. Das geschieht z. B. be-
zu¨glich Wahlprognosen, Konsumentenwu¨nschen, Beliebtheit von Politikern. Sozialfor-
schung begnu¨gt sich auch nicht, wie z. B. die Umfrageforschung, ausschließlich mit der
Befragung repra¨sentativer Bevo¨lkerungsquerschnitte, wenngleich die zeitweilig, auch in
Deutschland, vorherrschende Forschungspraxis durchaus geeignet war, derartigen Vor-
stellungen Vorschub zu leisten.
Schließlich kann Sozialforschung sinnvoll nur betrieben werden, wenn der unmittelbare
oder mittelbare Bezug zur gesellschaftlichen Praxis nicht vernachla¨ssigt wird; wenn man
sich nicht auf bloßes
”
Faktensammeln“ beschra¨nkt, sondern von theoretischen U¨berle-
gungen geleitet wird; wenn Bestehendes nicht einfach und vorschnell als naturgegeben,
sondern als grundsa¨tzlich vera¨nderbar betrachtet und zugleich die Gefahr mo¨glicher Ver-
mittlung von
”
Herrschaftswissen“ in Rechnung gestellt wird.
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Beschreibung, Erkla¨rung und kritische Untersuchung jeweils bedeutsamer Ausschnit-
te und Aspekte der geschichtlich-gesellschaftlichen Wirklichkeit vermittels dem Gegen-
stand, der Fragestellung und der Zielsetzung entsprechender, systematischer und in-
tersubjektiv (zwischenmenschlich) kontrollierbarer Forschungsmethoden und -techniken
bilden die unverzichtbare Grundlage fu¨r die Erkla¨rung sozialer Pha¨nomene, fu¨r die Aus-
arbeitung empirisch u¨berpru¨fbarer theoretischer Aussagensysteme, fu¨r die Kritik be-
stehender Ordnungen und Strukturen und fu¨r die Aufspu¨rung jener Faktoren, die ei-
ne bewusste Gestaltung der Umwelt und kontrollierten Wandel ermo¨glichen. Deswegen
kommt den verfu¨gbaren Forschungsmethoden und -techniken im Rahmen der Sozialfor-
schung besondere Bedeutung zu. Von ihnen und ihrer sachgerechten, den Besonderheiten
des jeweiligen Forschungsgegenstandes entsprechenden und der mo¨glichen wechselseiti-
gen Beeinflussung von Forscher und Forschungsobjekten Rechnung tragenden Anwen-
dung ha¨ngen Zuverla¨ssigkeit und Gu¨ltigkeit der erzielten Ergebnisse ebenso ab wie de-
ren wissenschaftliche und praktische Bedeutung. Insoweit besteht seit U¨berwindung des
naiven Empirismus, der einen unmittelbaren und problemlosen Zugang zu den sozia-
len Pha¨nomenen fu¨r mo¨glich hielt, U¨bereinstimmung zwischen den Vertretern der ver-
schiedenen wissenschaftstheoretischen Positionen, wenn auch die fu¨r die Geschichte der
Sozialforschung geradezu charakteristischen methodologischen Diskussionen keineswegs
abgeschlossen sind.
Wissenschaftstheoretische Unterschiede
Die Geister scheiden sich, wenn es um das Ziel der Sozialwissenschaften, den me-
thodologischen Unterschied zwischen Naturwissenschaften und Human- einschließlich
Sozialwissenschaften sowie um den Stellenwert empirischer Forschung geht. Die Vertre-
ter der
”
empirisch-nomologischen“ Richtung sehen als strenge Erfahrungswissenschaft-
ler (gelegentlich auch als Positivisten oder Neopositivisten bezeichnet) in der Beschrei-
bung und Erkla¨rung sozialer Erscheinungen das entscheidende wissenschaftliche Ziel,
um Gesetzma¨ßigkeiten aufzudecken. Sie sind von der grundsa¨tzlichen Einheit sa¨mtlicher
Real-, d. h. Wirklichkeitswissenschaften u¨berzeugt und weisen der empirischen Forschung
als Erkenntnisquelle eine zentrale Position zu. Fu¨r die Vertreter der
”
philosophisch-
kritischen“ Richtung (
”
Dialektische Wissenschaft“ bzw.
”
Dialektische Soziologie“) ist
vorherrschendes Ziel der Sozialwissenschaften eine dialektische Kritik der gegenwa¨rtigen
Gesellschaft und ihrer Strukturen sowie eine Befreiung des Menschen durch
”
handlungs-
anweisende Aufkla¨rung“ (Kritische Theorie). Sie sehen unu¨berbru¨ckbare, aus Zielset-
zung, Objekten, menschlichem Erkenntnisvermo¨gen und der Stellung des Forschers im
Forschungsprozess sich ergebende methodologische Unterschiede zwischen Natur- und
Humanwissenschaften. Ihnen erscheint empirische Forschung an sich und als solche nicht
so bedeutsam, wenngleich auch sie nicht darauf verzichten wollen und ko¨nnen.
Allerdings beru¨hrt dieser Streit in erster Linie die Wissenschaftstheoretiker und nicht
die Forschungspraktiker. Hierauf ist es auch zuru¨ckzufu¨hren, dass die so dringend not-
wendige systematische Theorie empirischer Sozialforschung bislang noch aussteht und
dass es neben Regeln fu¨r die Anwendung der verschiedenen Forschungstechniken lediglich
zu einigen methodologischen Problemen Verallgemeinerungen relativ niedrigen Abstrak-
tionsniveaus gibt, deren vorla¨ufige Besta¨tigung z. T. noch aussteht. Diese Situation ist
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um so preka¨rer, als die Sozialforschung in erheblichem Umfange auf Forschungstechniken
zuru¨ckgriff und sie sich fu¨r ihre Zwecke nutzbar machte, die in anderen Wissenschaftsbe-
reichen mit anderen Fragestellungen entwickelt wurden; das betrifft z. B. Bevo¨lkerungs-
statistik, Markt- und Meinungsforschung, Kulturanthropologie, Ethnologie, Psychologie
und Sozialenqueten“ (Bu¨schges, 1972, S. 632f.).
1.2 Qualitative und quantitative empirische Sozialforschung
Unter quantitativen Untersuchungen versteht man solche, die Daten durch Messen und
Za¨hlen erfassen und sie mit Hilfe mathematisch-statistischer Methoden analysieren. Un-
ter qualitativen Untersuchungen versteht man dagegen jene, die Daten unstandardisiert
erheben und nicht mathematisch-statistisch auswerten, sondern die mit Hilfe qualitativer
Verfahren auf einen meist typisierenden Vergleich aus sind. Aus dem wissenschaftstheo-
retischen Grundversta¨ndnis der jeweiligen Richtung ergibt sich folgende Unterscheidung:
”
Qualitative Forschung sei induktiv und offen angelegt, gewinne seine Ergebnisse aus den
Daten selbst (grounded theory) durch verstehenden Nachvollzug. Quantitative Forschung
gehe dagegen deduktiv-falsifikationistisch vor“ (Laatz, 1993, S. 11).
Die Unterschiede im grundlegenden Wissenschaftsversta¨ndnis und bezu¨glich der von
ihren VertreterInnen (oder GegnerInnen) postulierten Leistungsfa¨higkeit der beiden Pa-
radigma kann man anhand einiger Polarita¨tsbegriffe deutlich machen (vgl. Tabellen 1.1
und 1.2).
Tabelle 1.1: Unterschiede im grundlegenden Wissenschaftsversta¨ndnis qualitativer und
quantitativer Sozialforschung
Qualitative Forschung Quantitative Forschung
Verstehen Erkla¨ren
induktiv, explorierend, beschreibend nomologisch-deduktiv
Komplexita¨t erfassen Variablenisolation
Ganzheitliche Erfassung in natu¨rlicher, Messung isolierter Merkmale, ex post
lebensweltlicher Einbettung theoretisch ganzheitlich rekonstruierbar
Einzelfall Repra¨sentative Stichprobe
Tabelle 1.2: Unterschiede in der grundlegenden Leistungsfa¨higkeit qualitativer und
quantitativer Sozialforschung
Qualitative Forschung Quantitative Forschung
holistisch (Gestalt erschließend) partikula¨r (ausschnitthaft)
subjektiv (intersubjektiv unu¨berpru¨fbar) objektiv
Na¨he zum Forschungsgegenstand Ferne zum Forschungsgegenstand
(Innen- bzw. Teilnehmerperspektive) (Außen- bzw. Beobachtererspektive)
explorierend und induktiv Hypothesen testend und deduktiv
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Diese z.T. konstruierten und unscharfen Gegensa¨tze schließen einander jedoch nicht
aus, wenn man das Vorhandensein von zwei Abstraktionsstufen sozialwissenschaftlicher
Forschung akzeptiert, die beide auf typischen Alltagstechniken menschlichen Verhaltens
basieren, na¨mlich Ausprobieren, Beobachten, Diskutieren, etc. Die qualitativen Metho-
den werden durch eine erste Abstraktionsstufe, die quantitativen durch eine zweite Ab-
straktionsstufe bestimmt. Demzufolge liegen die qualitativen zeitlich vor den quantitati-
ven. Qualitative Studien ko¨nnen demzufolge ohne quantitative, quantitative jedoch nicht
ohne qualitative Verfahren auskommen. Dennoch bleibt die Zielrichtung beider Vorge-
hensweisen verschieden, indem qualitative Methoden abzielen auf das Herausarbeiten
von Gemeinsamkeiten, quantitative dagegen auf das Erfassen von Unterschieden.
Als Fazit bleibt festzuhalten, dass es sich im Grunde um komplementa¨re Forschungs-
strategien handelt.1 In diesem Skript wird vor allem die quantitative Sichtweise vorge-
stellt.
1.3 Veranstaltungsablauf
Der diesem Skript zugrunde liegende Stoff bezieht sich auf den erster Teil der auf zwei
Semester angelegten
”
Einfu¨hrung in die sozialwissenschaftlichen Methoden und ihre An-
wendung in empirischen Untersuchungen“. Die gesamte Veranstaltung ist zweigeteilt und
zieht sich u¨ber ein Studienjahr hin.
Im ersten Teil geht es darum, aufbauend auf den Veranstaltungen
”
Einfu¨hrung in die
Grundzu¨ge der Soziologie“ und
”
Statistik I und II“, mit jenem Forschungsinstrumenta-
rium vertraut zu machen, das in der Soziologie fu¨r Fragen von Exploration, Deskription
und Analyse sozialer Gegebenheiten zur Verfu¨gung steht. Im Zentrum stehen – neben der
Ero¨rterung eher wissenschafts- und messtheoretischer Probleme – grundlegende Metho-
den der Datenerhebung und Auswahlverfahren. Sie werden erga¨nzt durch die Vorstellung
spezieller Formen der Datenerhebung sowie ausgewa¨hlter Untersuchungsformen.
Im zweiten Teil der Veranstaltung stehen Methoden der Datenanalyse im Zentrum der
Betrachtung. Diese werden jedoch nicht durch ein Skript, sondern durch eine Monografie
begleitend unterstu¨tzt (Wittenberg, 1998).
Die zu vermittelnden Kenntnisse, Fa¨higkeiten und Fertigkeiten werden im Rahmen
eines Lehrforschungsprojektes angewendet und eingeu¨bt. Wo dies nicht mo¨glich ist, wird
statt dessen auf das Forschungsprogramm der
”
Allgemeinen Bevo¨lkerungsumfrage der
Sozialwissenschaften“, kurz: ALLBUS, und zwar den ALLBUS aus dem Jahr 2000 zuru¨ck
gegriffen.
Der ALLBUS bildet auch die inhaltliche Grundlage fu¨r die einwo¨chige, ganzta¨gige
Grundstudiums-Pflichtveranstaltung
”
Einfu¨hrung in die computerunterstu¨tzte Datener-
fassung und Datenanalyse – SPSS-Kurs“. Diese Veranstaltung wird immer als einwo¨chi-
ger, ganzta¨giger (Crash-) Blockkurs kurz vor Vorlesungsbeginn des folgenden Sommer-
semesters, also zwischen erstem und zweitem Teil der Veranstaltung, angeboten. Als
Grundlage fu¨r diesen Kurs und die weiteren statistischen Auswertungen im Rahmen des
1Esser (1987) hat den Streit zwischen den Vertretern der beiden
”
Paradigmen“ zu Recht als
”
Schein-
kontroverse“ gekennzeichnet.
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Lehrforschungsprojektes dient das Buch
”
Datenanalyse mit SPSS fu¨r Windows“ (Wit-
tenberg und Cramer, 2003).
Ziel der gesamten Veranstaltung ist es, die TeilnehmerInnen mit dem sozialwissen-
schaftlichen Forschungsprozess so vertraut zu machen, dass sie sozialwissenschaftliche
Forschungsergebnisse verstehen und kritisch beurteilen ko¨nnen sowie eine Grundlage
haben, auf der es mo¨glich sein sollte, eine kleinere empirische Untersuchung selbst
durchfu¨hren oder an einer gro¨ßeren kompetent mitarbeiten zu ko¨nnen. Bedauerlicher-
weise ist die Verfallzeit solcher Art Kenntnisse, Fa¨higkeiten und Fertigkeiten erfahrungs-
gema¨ß ziemlich gering – allen Studierenden wird deswegen geraten, im Hauptstudium
an den regelma¨ßig angebotenen Lehrforschungsprojekten, Forschungskolloquien und Se-
minaren zur Datenerhebung und Datenanalyse teilzunehmen. Diesem Rat zu folgen ist
auch deswegen angebracht, als am Lehrstuhl fu¨r Soziologie fast ausschließlich empirisch-
theoretische Diplomarbeiten betreut werden, und, nicht zuletzt, weil eine empirisch-
methodische Ausrichtung des Studiums der Sozialwissenschaften die Arbeitsmarktchan-
cen erheblich verbessert.
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Das vorliegende Kapitel befasst sich mit methodologischen Fragen der empirischen So-
zialforschung. Lesenswerte Einfu¨hrungen in die methodologischen Grundlagen der Sozi-
alwissenschaften in diesem Studienabschnitt stellen die Arbeiten von Opp (2002) und
Falk (1993) dar.
Der Begriff der Methodologie ist wie folgt von dem Begriff der Methode abzugrenzen
(vgl. Abbildung 2.1): Methodologie ist ein Teilgebiet der Wissenschaftstheorie. Sie ana-
lysiert die Vorgehensweise bei wissenschaftlichen Untersuchungen (z. B. Bewertung der
Pru¨fbedingungen). Daru¨ber hinaus versucht sie, vielen Methoden gemeinsame, wesentli-
che und invariante Zu¨ge zu einem System von regulativen Prinzipien zu synthetisieren.
Dagegen kann die Methode als ein spezielles System von Regeln definiert werden (z. B.
Interview), deren Wert nur daran gemessen werden kann, inwieweit sie den inhaltlichen
Erfordernissen einer Untersuchung gerecht werden (vgl. Bortz und Do¨ring, 1995, Kap.1).
Abbildung 2.1: Das Verha¨ltnis zwischen Methodologie und Methode
2.1 Phasen einer empirischen Untersuchung
Wie fu¨r den gesamten Bereich der Methoden gilt auch hier: Ein allgemein gu¨ltiges Re-
zept fu¨r Planung und Ablauf des Forschungsprozesses gibt es nicht. Friedrichs (1990)
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unterscheidet drei Phasen, und zwar den Entdeckungs-, den Begru¨ndungs- und den Ver-
wertungszusammenhang.
2.1.1 Entdeckungszusammenhang
Der Entdeckungszusammenhang fa¨llt in die Definitionsphase einer Untersuchung. Ein
Problem wird entdeckt (= Anlass), abgegrenzt und in die Wissenschaftssprache u¨ber-
setzt. Dabei ist die Unterscheidung nach selbstinitiierter Forschung und Auftragsfor-
schung mo¨glich (mehr oder weniger exakte Vorgabe des Forschungsproblems).
Forschungsanla¨sse
Im Wesentlichen lassen sich drei Anla¨sse unterscheiden:
• Soziale Probleme: Zielsetzung ist hier die Suche nach Mo¨glichkeiten zu sozialen
Vera¨nderungen (z. B. Erforschung der Ursachen jugendlichen Drogenkonsums, Un-
tersuchung des Sexualverhaltens, um Ansatzpunkte fu¨r eine AIDS-Kampagne her-
auszufinden, etc.)
• Probleme der Theoriebildung : Ziel ist die Vorantreibung der Theoriebildung zu
einem bestimmten sozialen Pha¨nomen, das bisher kontrovers erkla¨rt wird
• Sozialberichterstattung : Ziel ist die Bereitstellung von Informationen u¨ber gesell-
schaftlich und sozialpolitisch bedeutsame Lebensbedingungen (z. B. Scheidungsra-
ten).
An dieser Stelle ist vorab darauf hinzuweisen, dass empirische Untersuchungen des
Weiteren in erkundende bzw. explorative, beschreibende bzw. deskriptive und schließlich
Hypothesen testende bzw. analytische oder konfirmative Untersuchungen klassifiziert
werden ko¨nnen. Bei explorativen Studien ist der Untersuchungsgegenstand kaum erhellt
– es geht um die Erhebung erster Informationen und es handelt sich fast immer um
die Vorbereitung weiterer Studien. Sie sind in der Regel als qualitative Untersuchungen
angelegt. Bei deskriptiven Studien geht es ha¨ufig darum, die Auspra¨gungen bestimmter
Variablen in einer ausgewa¨hlten Untersuchungspopulation zu erfassen und aufgrund der
dort gefundenen Verteilung dieser Variablen Ru¨ckschlu¨sse auf die
”
wahre“ Verteilung
solcher, dann
”
Parameter“ genannten, Variablen in der Grundgesamtheit zu ziehen. Bei
konfirmativen, d. h. Hypothesen testenden Studien geht es darum, Aussagen, die einer
wissenschaftlichen Theorie entstammen, zu u¨berpru¨fen, d. h. auf die Frage eine Antwort
zu geben, ob sich diese theoretischen Aussagen bei der Konfrontation mit der Realita¨t
als
”
wahr“ oder
”
falsch“ erweisen.
Exploration
Die Exploration soll dem Forscher helfen, mo¨glichst viele Informationen u¨ber den Un-
tersuchungsgegenstand zu gewinnen und sein Vorwissen zu erweitern (= inhaltliche Ver-
tiefung). Wir unterscheiden Feld- und Quellenexploration.
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• Die Feldexploration umfasst Gespra¨che oder Beobachtungen. Sie ist
–
”
um so nu¨tzlicher, je mehr gegensa¨tzliche und dem Vorversta¨ndnis des For-
schers widersprechende Aspekte des Problems gesammelt werden;
– um so notwendiger, je weniger Literatur zu dem Problem vorliegt und je
weniger Gesetze von allgemeiner Gu¨ltigkeit herangezogen werden ko¨nnen;
– um so relevanter, je eher man vermuten kann, hierdurch das begrenzte Pro-
blem auf ein allgemeines, d. h. die speziellen Hypothesen auf allgemeine Ge-
setze zuru¨ckfu¨hren zu ko¨nnen“ (Friedrichs, 1990, S. 52).
• Unter Quellenexploration verstehen wir die Analyse bereits vorhandener Doku-
mente u¨ber den Untersuchungsgegenstand. Hierbei kann es sich um tatsa¨chliche
Dokumente – etwa Gema¨lde, Statistiken, Videos, Zeitungen –, aber auch um wis-
senschaftliche Aufsa¨tze oder Internetverweise handeln. Die Quellenexploration soll
– einen U¨berblick u¨ber den bereits vorhandenen Wissens- und Forschungsstand
vermitteln,
– Ansatzpunkte fu¨r die methodische Durchfu¨hrbarkeit der geplanten Untersu-
chung liefern,
– die U¨bersetzung/Umsetzung des Forschungsproblems in die Fachsprache er-
mo¨glichen.
2.1.2 Begru¨ndungszusammenhang
Darunter versteht man die methodologischen Schritte, mit deren Hilfe das Problem un-
tersucht werden soll. Ziel ist eine mo¨glichst exakte, nachpru¨fbare und objektive Hy-
pothesenpru¨fung bzw. Erforschung der Merkmalsauspra¨gungen bei deskriptiven Unter-
suchungen. Der Begru¨ndungszusammenhang umfasst die Definition des theoretischen
Bezugsrahmens, die Datenerhebungs- sowie die Datenanalysephase.
Theoretischer Bezugsrahmen
Aufbauend auf der Exploration wird die Entscheidung getroffen, welcher Teil des Pro-
blems untersucht werden soll. Eine anschließende Pra¨zisierung der Problemformulierung
soll Aufschluss daru¨ber geben, welche Dimensionen der Realita¨t direkt oder indirekt
angesprochen werden. Diesen relevanten Dimensionen werden Begriffe und Variablen
zugeordnet, mit deren Hilfe Hypothesen formulierbar sind. Den verwendeten Begriffen
ohne direkten empirischen Bezug mu¨ssen Indikatoren zugeordnet werden, um sie messbar
machen zu ko¨nnen.
In der anschließenden Operationalisierung werden die Auspra¨gungen der Begriffe bzw.
Indikatoren festgelegt sowie die Messinstrumente angegeben. Schließlich ist eine Ent-
scheidung u¨ber die Auswahl der Objekte zu treffen, d. h. welcher Art die Stichprobe sein
soll oder ob alle Einheiten der Grundgesamtheit einbezogen werden (= Totalerhebung).
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Datenerhebungsphase
Zu Beginn ist zu kla¨ren, ob eine Prima¨rerhebung erforderlich ist, oder ob die beno¨tigten
Informationen bereits anderswo erhoben wurden und einer Sekunda¨ranalyse unterzogen
werden ko¨nnen (z. B. ALLBUS-Daten). Im Fall, dass eine Prima¨rerhebung erforderlich
ist, ist eine geeignete Methode zu bestimmen und das Forschungsinstrument zu entwi-
ckeln (z. B. Fragebogen, Beobachtungsbogen, inhaltsanalytisches Kodierschema konzi-
pieren).
Ein konkreter Auswahlplan wird festgelegt (z. B. Random-Route-Verfahren; Register-
stichprobenziehung). Daru¨ber hinaus ist zu entscheiden, wie die spa¨tere Auswertung der
zu erhebenden Daten erfolgen und welche statistischen Modelle und Pru¨fverfahren ver-
wendet werden sollen. Daher sind bereits zu diesem Zeitpunkt die Voraussetzungen fu¨r
eine exakte Codierung des Datenmaterials (= Zuordnung alphanumerischer Zeichen zu
den Auspra¨gungen eines Merkmales) zu schaffen (Aufstellen eines Codeplans).
Eine Voruntersuchung an einer begrenzten Zahl von Fa¨llen, die strukturell denen der
endgu¨ltigen Stichprobe entsprechen, gibt die Mo¨glichkeit, die Konzeptualisierung und
das entwickelte Instrument (z. B. Fragebogen unklar formuliert oder zu lang) inklusive
der angepeilten Stichprobenziehung vor der Hauptuntersuchung zu pru¨fen (Pretest) und
gegebenenfalls zu modifizieren.
Es folgt die Datenerhebung. Wichtig ist dabei die Einrichtung einer Clearingstelle,
um den Erhebungspersonen (z. B. InterviewerInnen) die Gelegenheit zu geben, Proble-
me, die bei der Erhebung auftreten, zu besprechen. Die Durchfu¨hrung von Kontrollen
soll gewa¨hrleisten, dass die Erhebung methodisch exakt durchgefu¨hrt wird (ob z. B. die
InterviewerInnen tatsa¨chlich ihre Zielperson X befragt haben).
Datenanalysephase
Der so genannten
”
Feldphase“ schließt sich die Auswertung der Daten an. Nach einer
u.U. notwendigen Bereinigung der Daten (z. B. Aussortieren unvollsta¨ndig ausgefu¨llter
Fragebo¨gen) erfolgt deren Theorie geleitete Auswertung unter Verwendung statistischer
Modelle und Verfahren. Schließlich erfolgt eine Interpretation der so gewonnenen Ergeb-
nisse.
2.1.3 Verwertungszusammenhang
Bei der Betrachtung des Verwertungszusammenhangs einer Studie wird ein gedanklicher
Bogen zuru¨ck zum Entdeckungszusammenhang gespannt, indem die Frage nach dem
Beitrag einer Untersuchung zur Lo¨sung des anfangs gestellten Problems zu beantwor-
ten ist. Voraussetzung der Verwertbarkeit der Untersuchungsergebnisse ist meist deren
Vero¨ffentlichung. Entscheidend fu¨r die Verwertbarkeit sind neben der Zuga¨nglichkeit
(z. B. Bereitstellung des Codeplans und des Datensatzes fu¨r weitergehende Untersu-
chungen) die Art der Darstellung (z. B. Publikationen ausschließlich fu¨r die
”
scientific
community“ oder auch fu¨r
”
Laien“). Eine Verwertung der Ergebnisse kann je nach Un-
tersuchung durch konkrete Umsetzung in die soziale Planung erfolgen (z. B. Empfehlung
von Maßnahmen).
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2.1.4 Zusammenfassung
Der Ablauf des Forschungsprozesses wurde hier aus analytischer Sichtweise dargestellt.
In der Praxis lassen sich die einzelnen Arbeitsschritte nicht vollsta¨ndig voneinander tren-
nen, sondern sie u¨berlappen sich zum Teil erheblich. Des Weiteren sei auf die Interde-
pendenz von Entdeckungs-, Begru¨ndungs- und Verwertungszusammenhang (sowie ihrer
einzelnen Teile) hingewiesen: Der forschungslogische Ablauf einer empirischen Untersu-
chung ist als Einheit der drei Zusammenha¨nge anzusehen. Wurde z. B. der theoretische
Teil der Studie nicht klar expliziert, das Problem nicht nach Maßgabe des Wissensstan-
des formuliert, ist auch kein theoretisch und/oder praktisch verwertbares Ergebnis einer
Studie zu erwarten.
2.2 Theorie und Realita¨t
Wa¨hrend im vorherigen Abschnitt der Forschungsprozess als Modell verschiedener, eng
aufeinander bezogener Dimensionen behandelt wurde, befasst sich der nachstehende Ab-
schnitt mit Problemen der Theoriebildung und ihrer U¨berpru¨fung an der sozialen Wirk-
lichkeit. Hier kann allerdings keine systematische Einfu¨hrung in die Wissenschaftstheorie
gegeben werden. Dazu wa¨re eine gesonderte Veranstaltung erforderlich. Es kann hier nur
darum gehen, einige ausgewa¨hlte und zentrale Fragen dieser Art im Hinblick auf Metho-
den und Techniken der empirischen Sozialforschung aufzugreifen.
”
Sozialwissenschaftliche Datenerhebung ist kein Selbstzweck. Befragungen, Beobach-
tungen und andere Erhebungsmethoden dienen in der Regel einem allgemeineren Zweck:
Der U¨berpru¨fung der Geltung von Theorien“ (Esser, 1984b, S. 3). Unter Theorien wer-
den Aussagesysteme verstanden, die geeignet sind, Erkla¨rungen fu¨r mo¨glichst viele spe-
zifizierte Objekte und damit Problembereiche zu liefern. Die Pru¨fung der Geltung von
Theorien wird – vereinfacht ausgedru¨ckt – so durchgefu¨hrt, dass die Behauptungen, die
in einer Theorie aufgestellt werden, mit den Ergebnissen, die bei der Datenerhebung er-
mittelt wurden, verglichen werden. Stimmen theoretische Behauptungen (Aussagen) und
empirischer Sachverhalt u¨berein, dann gilt die Theorie als (vorla¨ufig) besta¨tigt; stimmen
Theorie und empirischer Sachverhalt nicht u¨berein, dann gilt die Theorie als widerlegt.
Man nimmt nun u¨blicherweise an, dass u¨ber diese Konfrontation von
”
Theorie und Rea-
lita¨t“ nach und nach alle falschen Theorien entdeckt werden, und dass sich so auch die
Sozialwissenschaften immer weiter entwickeln werden (vgl. ebenda).
”
Dieses optimistische Bild von einer Sozialwissenschaft, die u¨ber die empirische Kritik
von theoretischen Entwu¨rfen sich immer weiter schließlich zu einer
”
reifen“, gehaltvollen
und anwendungsfa¨higen Disziplin entwickelte, ist allerdings vor einiger Zeit betra¨chtlich
ins Wanken geraten. Es waren vor allem zwei Entwicklungen, die die Zweifel an der
Angemessenheit des oben beschriebenen Weges na¨hrten. Einerseits wurde ganz allgemein
in Zweifel gezogen, dass
”
Beobachtungen“ (beliebiger Art) u¨berhaupt eine sichere Basis
fu¨r die Besta¨tigung bzw. die Widerlegung von Theorien sein ko¨nnten“ (ebenda). Dieses
ist die methodologische Kritik am Bild der Wissenschaftsentwicklung, die u. a. auch fu¨r
die Sozialwissenschaften zutra¨fe.
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Andererseits wurde speziell fu¨r die sozialwissenschaftlichen Erhebungsverfahren fest-
gestellt, dass die
”
Daten“ aus Befragungen und Beobachtungen selbst das Produkt von
sozialen Handlungen sind. Soziale Handlungen orientieren sich – so kann man es den
sozialpsychologischen Handlungstheorien entnehmen – aber an einer Vielzahl von Situa-
tionsmerkmalen. Von daher sei aber kaum zu erwarten, dass Befragte immer nur auf
den reinen Frageinhalt, Beobachter immer nur auf den wirklichen Geschehensablauf und
Vercoder immer nur auf einen vorliegenden Vercodungsinhalt reagieren. Daher seien die
Ergebnisse der Datenerhebung selbst erst einmal erkla¨rungsbedu¨rftig. Die Geltung der
Messergebnisse ko¨nne nicht problemlos vorausgesetzt werden. Dieses ist die inhaltliche
Kritik am Modell der
”
herko¨mmlichen“ empirischen Sozialforschung“ (Esser, 1984b, I,
S. 3f.).
In den letzten Jahren zeigen sich Ansa¨tze, die Mo¨glichkeiten aufweisen, wie es bei
grundsa¨tzlicher Anerkennung der geschilderten methodologischen und inhaltlichen Kritik
trotzdem mo¨glich ist, sozialwissenschaftliche Theorien weiterhin zu u¨berpru¨fen. Diese
Ansa¨tze beziehen sich im Wesentlichen auf zwei Problembereiche:
1. auf die empirische Untersuchung und theoretische Erkla¨rung von Reaktionen bei
der Datenerhebung; d. h. die Daten, die zur Pru¨fung von Theorien dienen sollen,
werden im Rahmen einer so genannten
”
Instrumententheorie“ selbst als Explan-
andum behandelt. Hiermit sollen die Bedingungen angegeben werden, unter denen
in bestimmter Weise mit
”
Abweichungen“ von einer
”
gu¨ltigen“ Datenerhebung zu
rechnen ist.
2. auf die Entwicklung von statistischen Verfahren, mit denen es mo¨glich wird, die
Vereinbarkeit bestimmter Hypothesen und Annahmen u¨ber den Messvorgang mit
jeweils vorliegenden Beobachtungswerten festzustellen. Dabei werden die Messan-
nahmen, z. B. u¨ber das Fehlen oder die Anwesenheit bestimmter Messfehler, gleich-
zeitig mit der inhaltlichen Theorie u¨berpru¨ft. Man konfrontiert nun also nicht mehr
eine isolierte Theorie mit
”
unabha¨ngigen“ Fakten, sondern man u¨berpru¨ft die in-
haltliche Theorie und die Messannahmen gemeinsam.1
2.2.1 Theoriebildung
Der Begriff
”
Theorie“ wird in den Sozialwissenschaften oft unterschiedlich verwendet. Die
gebra¨uchlichste Verwendung ist folgende: Eine Theorie wird definiert als ein
”
System von
Gesetzesaussagen (= nomologische Hypothesen), die durch logische Ableitbarkeitsbezie-
hungen miteinander verbunden sind“ (Albert, 1964, S. 27).
Nomologische Hypothesen sind allgemeine, empirisch gehaltvolle Aussagen u¨ber die
Struktur der Realita¨t.
”
Empirisch gehaltvoll“ ist eine Hypothese nur dann, wenn sie
einzelne denkbare Zusammenha¨nge der Realita¨t ausschließt, also wenn sie falsifizierbar
ist (Eingrenzung des logischen Spielraums).
Beispiel: Wenn die Anzahl der Mitglieder einer Organisation steigt, dann sinkt ihre
Netzwerkdichte (hier wird ausgeschlossen, dass die Gro¨ße einer Organisation steigt und
die Netzwerkdichte steigt oder konstant bleibt).
1Vgl. dazu insbesondere Esser (1984b).
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Folgende Arten von Aussagen a¨hneln nomologischen Hypothesen, geho¨ren jedoch nicht
zu ihnen, da sie keinen empirischen Gehalt besitzen:
• analytische Aussagen: Sie besitzen keinen empirischen Gehalt, da der zweite Teil
des Satzes genau den Inhalt des ersten Teils wiedergibt (= Tautologie).
Beispiel: Wenn die Zahl der Studierenden zunimmt und die Zahl der Dozierenden
konstant bleibt, dann sinkt das Dozierende - Studierende - Verha¨ltnis
• Aussagen mit unbegrenztem logischen Raum: Sie besitzen keinen empirischen Ge-
halt, da sie den logischen Raum nicht beschra¨nken.
Beispiel: Wenn die Anzahl der Mitglieder einer Organisation steigt, dann a¨ndert
sich die Netzwerkdichte, oder sie a¨ndert sich nicht.
• normative Aussagen: Auch sie besitzen keinen empirischen Gehalt, da sie keine
Aussage u¨ber die Beschaffenheit der Realita¨t machen, sondern nur angeben, wie
sie beschaffen sein sollte. Sie dru¨cken also eine aktive Haltung zur Realita¨t aus.
Die Begru¨ndbarkeit (Wahrheit bzw. Falschheit) solcher Aussagen ist schon lange
umstritten (Werturteilsstreit).2
Beispiel: Der Staat sollte die Freiheiten der Bu¨rger so wenig wie mo¨glich ein-
schra¨nken.
Nomologische Hypothesen ko¨nnen nach verschiedenen Gesichtspunkten in Klassen ein-
geteilt werden.
Klassifikation wissenschaftlicher (Gesetzes-) Aussagen
• Unterscheidung nach dem Geltungsbereich
– Man unterscheidet Gesetzesaussagen ohne jede Einschra¨nkung des Geltungs-
bereiches (beliebige Raum-Zeit-Bereiche)
Beispiel:
”
Wenn bei Personen Frustration auftritt, dann tritt auch Aggres-
sion auf“
– von solchen mit eingeschra¨nktem Geltungsbereich (auch
”
Quasi“-Gesetze ge-
nannt).
Beispiel:
”
Wenn in westlichen Industriegesellschaften bei Personen Frustra-
tion auftritt, dann tritt bei ihnen auch Aggression auf“
– Aussagen u¨ber Einzigartigkeiten nennt man singula¨re Aussagen.
Beispiel:
”
Person x verha¨lt sich heute aggressiv“
• Unterscheidung nach der Geltungswahrscheinlichkeit
2Siehe zum Werturteilsstreit z. B. Opp (2002).
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– Deterministische Aussagen bezeichnen einen ausnahmslosen Zusammenhang
zwischen den jeweiligen Sachverhalten.
Beispiel:
”
Wenn bei Personen Frustration vorliegt, kommt es immer zu Ag-
gressionen“
– Dieser Zusammenhang besitzt bei probabilistischen Gesetzesaussagen nur sta-
tistische Gu¨ltigkeit.
Beispiel:
”
Wenn bei Personen Frustration vorliegt, kommt es in den meisten
Fa¨llen bzw. mit einer bestimmten Wahrscheinlichkeit zu Aggressionen“
– Deterministische Gesetzesaussagen (= 100%-Aussagen) sind ideale Grenzfa¨lle
der probabilistischen.
Pru¨fung von Gesetzesaussagen
Wie gezeigt wurde, bestehen Gesetzesaussagen aus einer
”
Wenn“- und einer
”
Dann“-
Komponente:
Beispiel:
”
Wenn Menschen frustriert sind, dann werden sie aggressiv“
Gesetzesaussagen stellen Behauptungen auf u¨ber den Zusammenhang realer Pha¨no-
mene. Die Variable in der Wenn-Komponente wird als unabha¨ngige oder erkla¨rende Va-
riable (hier: Frustration), die in der Dann-Komponente als abha¨ngige oder zu erkla¨rende
Variable (hier: Aggression) bezeichnet.
Die U¨berpru¨fung einer Gesetzesaussage erfolgt in drei Schritten:
1. Schritt: Suchen und Beschreiben einer geeigneten Testsituation
Es muss eine Situation gesucht werden, in welcher der unter der
”
Wenn“-Kompo-
nente bezeichnete Sachverhalt vorliegt. Diese Testsituation wird dann im Hinblick
auf die Variablen und mit den Begriffen der Hypothese beschriebe:
Beispiel:
”
Holger ist am 2. Oktober 2003 frustriert“ (= Antezedensbedingung)
2. Schritt: Logische Operation
Aus nomologischer Hypothese und der Antezedensbedingung wird die Schlussfol-
gerung (Konklusion, Basissatz) abgeleitet:
Beispiel:
”
Holger ist am 2. Oktober 2003 aggressiv“ (= Konklusion/ Basissatz)
3. Schritt: U¨berpru¨fung, ob die abgeleitete Konklusion mit der Realita¨t u¨berein-
stimmt.
Dazu stellt der Forschende einen Satz u¨ber die beobachtete Realita¨t auf (Proto-
kollsatz, Beobachtungssatz) und vergleicht diesen mit dem Basissatz. Dabei sind
zwei Ausga¨nge mo¨glich:
• Beobachtungs- und Basissatz stimmen u¨berein
Ein potenzieller Konfirmator erweist sich somit als zutreffend. Dennoch: Da
Gesetzesaussagen einen prinzipiell unendlichen Geltungsbereich implizieren,
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kann von der festgestellten U¨bereinstimmung nicht darauf geschlossen wer-
den, dass auch alle zuku¨nftigen Ereignisse gesetzeskonform sein werden. Aus
diesem Grund ko¨nnen Gesetzesaussagen niemals verifiziert, sondern lediglich
vorla¨ufig besta¨tigt werden.
Beispiel:
”
Holger ist am 2. Oktober 2003 tatsa¨chlich aggressiv“
• Beobachtungs- und Basissatz stimmen nicht u¨berein
Als potenzielle Falsifikatoren kommen die Elemente des Objekt- oder Indivi-
duenbereichs (z. B. Menschen, Frauen, Ma¨nner unter 20 Jahren) in Betracht,
fu¨r die die Gesetzesaussage gelten soll. Um eine Gesetzesaussage zu wider-
legen, genu¨gt der empirische Nachweis eines einzigen Individuums oder Er-
eignisses, das im Widerspruch zu der Hypothese steht. Die Gesetzesaussage
wa¨re dann falsifiziert :
Beispiel:
”
Holger ist am 2. Oktober 2003 nicht aggressiv“
Der Ablauf dieses Pru¨fungsverfahrens erfolgt in drei Schritten. Das Verfahren selbst
kann in Form des so genannten H-O-Schemas dargestellt werden (vgl. Tabelle 2.1).
Tabelle 2.1: Hempel-Oppenheim-Schema der rationalen Erkla¨rung (a)
Funktion Theoriebestandteil Annahmen/Beobachtungen
Explanans Gesetz (= Allaussage)
”
Wenn Menschen frustriert sind, dann
werden sie aggressiv“
Antezedensbedingung
(= singula¨res Ereignis
– 1. Schritt)
”
Holger ist am 2. Oktober 2003 frus-
triert“
Explanandum Basissatz (= zu er-
kla¨rendes singula¨res Er-
eignis – 2. Schritt)
”
Holger ist am 2. Oktober 2003 aggres-
siv“
(a)(Vgl. Hempel und Oppenheim, 1965)
Jetzt folgt als 3. Schritt des Pru¨fverfahrens die Aufstellung des Beobachtungssatzes
und der Vergleich mit dem Basissatz. Je nach Ergebnis des Vergleichs, wird die Theorie
verworfen (= falsifiziert) oder vorla¨ufig beibehalten (= vorla¨ufig verifiziert).
Im Zusammenhang mit der U¨berpru¨fung nomologischer Hypothesen muss auf zwei
Problembereiche hingewiesen werden:
1. Basisproblem: Voraussetzung einer Falsifikation von Aussagen ist die Wahrheit
der Beobachtungssa¨tze. Es stellt sich aber die Frage, inwieweit und unter welchen
Bedingungen von Beobachtungen als einer
”
sicheren“,
”
absoluten“ Ausgangsbasis
fu¨r die Falsifikation von Aussagen ausgegangen werden kann. In einer Untersuchung
kann es beispielsweise zweifelhaft sein, ob alle Interviews korrekt durchgefu¨hrt
wurden oder alle Interviewten
”
wahrheitsgema¨ß“ antworteten.
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2. Korrespondenzproblem: Welche empirischen Pha¨nomene sind den Begriffen der
Hypothese zuzuordnen? Diese Schwierigkeit der Zuordnung von empirischen Sach-
verhalten zu den theoretischen Konstrukten bezeichnet man als Korrespondenzpro-
blem. Je nachdem, ob eindeutige Verwendungsregeln aufgestellt worden sind oder
nicht, tritt dieses Problem sta¨rker oder schwa¨cher auf; es ha¨ngt also eng zusammen
mit Problemen der Operationalisierung von Begriffen.
Beurteilungskriterien fu¨r Theorien
Als Beurteilungsmaßstab fu¨r den Vergleich von Theorien ko¨nnen mehrere Kriterien ver-
wendet werden.
1. Empirischer Wert einer Theorie: Der empirische Wert einer Theorie ha¨ngt
von ihrer Falsifizierbarkeit und Operationalisierbarkeit ab. Je eher eine Theorie
falsifizierbar ist (= je ho¨heren Informationsgehalt sie besitzt) und je eher sie ope-
rationalisierbar ist (bei gegebener Falsifizierbarkeit), desto ho¨her ist ihr empirischer
Wert.
Beispiel T1:
”
Je isolierter Personen sind, desto eher brechen sie Normen; je ha¨ufi-
ger Personen Normen brechen, desto eher wa¨hlen sie rechts- oder linksextreme
Parteien“
Beispiel T2:
”
Je isolierter Personen sind, desto eher brechen sie Normen; je ha¨ufi-
ger Personen Normen brechen, desto eher wa¨hlen sie rechtsextreme Parteien“
T2 hat einen ho¨heren empirischen Wert als T1, da sie mehr reale Sachverhalte
ausschließt, also eher falsifizierbar ist (= mehr potenzielle Falsifikatoren denkbar).
2. Integrationswert einer Theorie: Der Integrationswert einer Theorie ist ein
Maßstab fu¨r ihre Erkla¨rungskraft. Sie ist umso gro¨ßer, je mehr Einzelbefunde
durch die Theorie erkla¨rt werden ko¨nnen (= je mehr Verknu¨pfungen zur Beob-
achtungsebene gemacht werden ko¨nnen). Integrationswert und empirischer Wert
einer Theorie sind oft gegenla¨ufig in der Weise, dass Theorien mit umfassendem
Erkla¨rungsanspruch gelegentlich dazu neigen, sich gegen Falsifikationen immun zu
erweisen, d. h. dass sie geringen empirischen Wert haben. So hat T1 im oben an-
gefu¨hrten Beispiel einen ho¨heren Integrationswert als T2.
3. O¨konomischer Wert einer Theorie: Auch fu¨r Theorien gilt das Gesetz der
Sparsamkeit : Von zwei Theorien, die u¨ber den gleichen Geltungsbereich Aussagen
machen, zieht man im allgemeinen diejenige vor, die in ihren Grundannahmen
sparsamer ist, also mit weniger Begriffen und einfacheren Regeln auskommt.
4. Heuristischer Wert einer Theorie: Eine Theorie wird dann als heuristisch
wertvoll bezeichnet, wenn der Prozess der Erkenntnisgewinnung dadurch voran-
getrieben wird, dass sie neue Ausblicke ero¨ffnet, Querverbindungen zu anderen
Theorien verlangt oder neue Fragen aufwirft.
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Begriffsbildung
Ein Begriff ist ein gedankliches Instrument zur Wiedergabe und Abgrenzung von Pha¨no-
menen der Realita¨t. Begriffe sind deskriptive Zeichen, die einem bestimmten Vorstel-
lungsinhalt zugeordnet sind. Begriffe haben vor allem zwei Funktionen:
1. Ordnungsfunktion: Begriffe legen fest, was betrachtet werden soll.
2. Kommunikationsfunktion: Begriffe sollen die Kommunikation zwischen Indivi-
duen u¨ber denselben Vorstellungsinhalt ermo¨glichen.
Um diese Funktionen erfu¨llen zu ko¨nnen, mu¨ssen drei Voraussetzungen gegeben sein:
Begriffe mu¨ssen
1. (mo¨glichst) u¨bereinstimmend und kontinuierlich verwendet werden,
2. pra¨zise definiert sein,
3. empirischen Bezug aufweisen.
EineDefinition ist die Angabe einer Regel, nach der ein deskriptives Zeichen einem Ge-
dankengebilde zugeordnet wird. Eine Definition verknu¨pft ein Merkmalsbu¨ndel (Begriff)
mit einem bestimmten Namen (Terminus). Dafu¨r existieren verschiedene Definitionskon-
zepte:
1. Realdefinition: Dahinter steht die Vorstellung, ein Begriff stelle eine Behauptung
u¨ber die Beschaffenheit der Realita¨t dar, erfasse deren
”
Wesen“ und
”
Natur“, ent-
halte somit Erkenntnis. Nach diesem Versta¨ndnis kann ein Begriff wahr oder falsch
sein.
Beispiel:
”
Die Gruppe ... ist ein Urpha¨nomen, das in einer entsprechenden Anlage
des Menschen begru¨ndet ist“ (Vierkandt, 1931, S. 241).
Diese Art von Begriffen ermo¨glicht keine Aussage u¨ber die beobachtbare Realita¨t;
sie ist damit fu¨r wissenschaftliche Zwecke unbrauchbar.
2. Nominaldefinition: Dabei handelt es sich um eine Festlegung (Konvention) der
Art, dass ein zu bestimmender neuer Begriff (Definiendum) gleichgesetzt wird mit
einem bereits bekannten Begriff (Definiens) bzw. einer Kombination mehrerer sol-
cher Begriffe. Da es sich bei Nominaldefinitionen um tautologische Transforma-
tionen auf sprachlicher Ebene handelt, geben sie keinerlei Auskunft daru¨ber, ob
die erfassten Pha¨nomene empirische Entsprechungen besitzen. Daher ko¨nnen No-
minaldefinitionen weder wahr noch falsch sein, sondern lediglich brauchbar oder
unbrauchbar.
Nominaldefinitionen sind fu¨r die Alltagskommunikation ausreichend, aber fu¨r wis-
senschaftliche Zwecke nicht genu¨gend trennscharf. Die wissenschaftliche Verwen-
dung von Begriffen bedarf daher einer vertiefenden Explikation.
Dabei ist zu unterscheiden, ob es sich um eine deskriptive oder eine Hypothesen
testende Untersuchung handelt. Erstere bedarf einer Dimensionsanalyse, letztere
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einer Bedeutungsanalyse. Ziel ist dabei nicht die Festlegung einer Konvention,
sondern das Treffen von Aussagen, die empirisch u¨berpru¨fbar sein mu¨ssen. Die
Forschenden bringen damit zum Ausdruck, was sie mit den Begriffen bezeichnen
wollen.
• Dimensionsanalyse: Bei deskriptiven Untersuchungen ist es die erste Auf-
gabe des Forschenden, relevante Dimensionen der Realita¨t festzulegen und
abzugrenzen und diese dann mit deskriptiven Begriffen zu bezeichnen.
• Bedeutungsanalyse (= analytische Definition): Bei Hypothesen testenden
Untersuchungen sind dagegen die relevanten Begriffe bereits vorgegeben. Die-
se sind auf ihre Bedeutung zu untersuchen. Dazu wird dem bekannten Begriff
mit Hilfe anderer Begriffe eine exaktere Fassung gegeben. Die in analytischen
Definitionen verwendeten Definiens bedu¨rfen ihrerseits oft der Bedeutungs-
analyse. Ob sich die Definition bewa¨hrt, zeigt letztlich die spa¨tere Forschungs-
praxis.
Bleibt zu kla¨ren, wie den theoretischen Begriffen beobachtbare Sachverhalte zugeord-
net werden ko¨nnen. Dies geschieht mittels einer operationalen Definition (= Operatio-
nalisierung).
Operationalisierung
Eine Operationalisierung gibt an, wie einem theoretischen Begriff oder Konstrukt be-
obachtbare Sachverhalte (Indikatoren) zugeordnet werden ko¨nnen (Mess- oder Beobach-
tungsvorschrift), so dass Messungen mo¨glich werden. Schnell u. a. (1999, S. 121) definie-
ren Operationalisierung eines Begriffs als
”
Angabe einer Anweisung, wie Sachverhalte,
die der Begriff bezeichnet, gemessen werden ko¨nnen“. Dabei geben Korrespondenzregeln
an, welcher beobachtbare Sachverhalt einen Indikator fu¨r einen bestehenden Begriff, fu¨r
ein theoretisches Konstrukt darstellt.
Aufgrund der Operationalisierung ist angebbar, ob und in welchem Ausmaß der mit
dem Begriff bezeichnete Sachverhalt in der Realita¨t vorliegt. Abbildung 2.2 mo¨ge den
Vorgang der Operationalisierung verdeutlichen:
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KERNTHEORIE: Soziale Her-
kunft wirkt sich auf die Bil-
dung aus.
KORRESPONDENZREGELN:
Angabe, was Indikatoren fu¨r
die Begriffe soziale Herkunft
und Bildung sind.
INDIKATOREN: Beobach-
tungsaussagen
h1: Berufsprestige des Vaters
h2: Bildung des Vaters
h3: Status der elterlichen Wohngegend
b1: Bildung des Befragten vor Berufsbeginn
b2: Weiterbildung nach Berufsbeginn
Abbildung 2.2: Beispiel fu¨r eine Operationalisierung
Im Zusammenhang mit Operationalisierungen ist zu beachten:
• Latente Eigenschaften haben nur einen indirekten empirischen Bezug, sind also
im Gegensatz zu Begriffen mit empirischem Bezug (z. B. Ko¨rpergro¨ße) nicht direkt
beobachtbar. In diesem Fall ist ein Ersatzmerkmal fu¨r die latente Eigenschaft so
zu bestimmen, dass diese indirekt besta¨tigt werden kann.
Beispiel: latente Eigenschaft: Antisemitismus; Ersatzmerkmal (= Indikator): Ha-
kenkreuzschmierereien
• Totale Operationalisierungen von Begriffen ohne direkten empirischen Bezug sind
unmo¨glich. Die mit einer Operationalisierung verbundene Bedeutungseinengung
muss bei der Interpretation der Ergebnisse, deren empirischer Gewinnung diese
operationale Definition zugrunde lag, beru¨cksichtigt werden.
• Voraussetzung einer Operationalisierung ist eine ausfu¨hrliche Bedeutungsanalyse
des zu definierenden Begriffs.
• Auch pra¨zise begriﬄiche Definitionen lassen ha¨ufig verschiedene Operationalisie-
rungen zu. Somit kann eine operationale Definition nur brauchbar/unbrauchbar
bzw. fruchtbar/unfruchtbar, aber nicht wahr/falsch sein.
• Fu¨hren unterschiedliche Operationalisierungen desselben Begriffs zu unterschied-
lichen Ergebnissen, ist das ein Hinweis darauf, dass der Begriff noch nicht genau
genug definiert wurde, die Operationalisierungen also verschiedene Dimensionen
erfassen.
25
2 Grundlagen und Prinzipien der Datenerhebung
2.2.2 Messmethoden und Messtechniken
Variablen und Daten
Variablen sind von den Forschenden bezeichnete Klassen von Merkmalsauspra¨gungen
(Merkmale) mit mindestens zwei Auspra¨gungen, die Objekten (z. B. Personen) zuge-
schrieben werden (z. B. Familienstand mit den Auspra¨gungen: ledig – verheiratet – ge-
schieden).
Daten sind beobachtete Merkmalsauspra¨gungen von Untersuchungseinheiten hinsicht-
lich einer oder mehrerer Merkmalsdimensionen (z. B. das Kreuz im Fragebogen).
Qualitative und quantitative Variablen
• Qualitative Variablen: Erlauben eine Unterscheidung der Untersuchungsobjekte
nach der Art bestimmter Eigenschaften.
Beispiel: Geschlecht, Nationalita¨t, Familienstand, Betriebsklima
• Quantitative Variablen: Erlauben eine Unterscheidung der Untersuchungsobjekte
nach der Gro¨ße bestimmter Eigenschaften.
Beispiel: Lebensalter, Haushaltsgro¨ße, Lufttemperatur
Kontinuierliche und diskontinuierliche Variablen
Quantitative Variablen ko¨nnen in kontinuierliche (stetige) und diskontinuierliche (dis-
krete) Variablen unterschieden werden.
• Kontinuierliche (stetige) Variablen: Als kontinuierliche Variablen bezeichnet man
eine Merkmalsdimension, deren Auspra¨gungen in einem bestimmten Bereich jeden
beliebigen Wert annehmen ko¨nnen (lu¨ckenloses Kontinuum).
Beispiel: Lebensalter, Suizidrate
• Diskontinuierliche (diskrete) Variablen: Diskrete Variablen ko¨nnen dagegen nur
bestimmte, isolierte Werte annehmen, besitzen also innerhalb eines bestimmten
Bereiches Lu¨cken.
Beispiel: Kinderzahl
Stetige Variablen ko¨nnen durch Klassenbildung in diskrete Variablen transformiert
werden; damit verbunden ist jedoch ein Informationsverlust. Eine Transformation im
umgekehrten Fall ist nicht mo¨glich.
Messniveau und Skalentypen
Messung bedeutet nach Stevens (1951, S. 1)
”
die Zuordnung von Zahlen zu Objekten
oder Ereignissen nach bestimmten Regeln“. Man versucht also, Merkmalsauspra¨gun-
gen von Objekten festzustellen, indem man z.B. dem Objekt einen Stimulus vorgibt
(ihm z. B. eine Frage stellt) und dessen Reaktion darauf mit einer Zahl versieht, die die
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Merkmalsauspra¨gung der Antwort widerspiegeln soll. Diese Zuordnung wu¨rde man als
”
Messung“ bezeichnen.
Der Messvorgang sollte dabei isomorph (= strukturgleich) sein, d. h. die Relation
zwischen den Auspra¨gungen der Variablen in der Realita¨t sollte sich entsprechend in
den zugeordneten Zahlen widerspiegeln.3
Beispiel: Arbeitzufriedenheit wird eingeteilt in sehr zufrieden – ziemlich zufrieden –
unzufrieden. Eine isomorphe Zuordnung wa¨re dann z. B. 3 – 2 – 1; nicht isomorph wa¨re
dagegen die Zuordnung 3 – 1 – 2: Da es sich bei der Variablen
”
Arbeitszufriedenheit“
um eine ordinal skalierte Variable handelt, bei der die Eigenschaftsauspra¨gungen nach
dem Aspekt
”
kleiner/gro¨ßer“ unterschieden werden ko¨nnen, wu¨rde das Zahlentripel 3 –
1 – 2 dies nicht korrekt widerspiegeln.
Je nachdem, inwieweit die empirischen Eigenschaften es erlauben, sie numerisch ab-
zubilden, kann eine Hierarchie vier verschiedener Messniveaus unterschieden werden:4
1. Auf der untersten Stufe dieser Hierarchie steht die Nominalskala. Fu¨r sie ist kon-
stitutiv, dass die Zahlen, die wir den Eigenschaften der Objekte zuordnen, aus-
schließlich eine klassifikatorische, eben eine
”
Namen gebende“ Funktion haben.
Welche Zahlen (oder andere Symbole) das sind, ist beliebig: Sie mu¨ssen nur die
Unterscheidung von Objekten im Hinblick auf verschiedene Auspra¨gungen einer
Eigenschaft ermo¨glichen – und ihre Vollsta¨ndigkeit garantieren. Zuordnungen von
Personen zu den Eigenschaftsauspra¨gungen
”
ma¨nnliche/weibliche Geschlechtszu-
geho¨rigkeit“,
”
rote/braune/blonde/schwarze/weiße Haarfarbe“,
”
Benutzung priva-
ter/o¨ffentlicher Verkehrsmittel“ und
”
Staatszugeho¨rigkeit“ sind Beispiele fu¨r ein
nominales Mess- bzw. Skalenniveau.
Zula¨ssige Verteilungskoeffizienten: Absolute, relative (prozentuale) Ha¨ufigkei-
ten; Modus
2. Ordinal- oder Rangskalen stehen auf der zweiten Stufe der Skalenhierarchie. Fu¨r
sie ist konstitutiv, dass die den Eigenschaften zuzuordnenden Zahlen außer der
”
Namen gebenden“ zusa¨tzlich eine
”
ordnende“, eine Rangreihen bildende Funk-
tion haben. Welche Zahlen den Eigenschaftsauspra¨gungen zugeordnet werden, ist
nicht mehr vo¨llig beliebig: Ko¨nnen wir Eigenschaftsauspra¨gungen nach dem Aspekt
”
kleiner/gro¨ßer“ unterscheiden, dann muss sich dies auch in den zuzuordnenden
Zahlen widerspiegeln. Die Absta¨nde zwischen den Zeichen sind allerdings beliebig
wa¨hlbar. Zuordnungen von Kollektiven zu den Eigenschaftsauspra¨gungen
”
kleine
/ mittlere / große Gruppe“ oder
”
Gemeinden mit starker / mittlerer / gerin-
ger Verkehrsdichte“ sind Beispiele fu¨r ordinales Messen, ebenso die so genannten
”
Likert-Skalen“.5 Ob wir den Eigenschaftsauspra¨gungen die Zahlen 1 – 5 – 33 oder
1 – 2 – 3 (Gruppengro¨ße) bzw. 200 – 700 – 3000 oder 5 – 8 – 13 (kommunale
3
”
Homomorph“ wu¨rde man einen Messvorgang bezeichnen, bei dem mehrere reale Objekte einer Zahl
zugeordnet wu¨rden (Vgl. Schnell u. a., 1999, S. 133).
4Vgl. zur forschungspraktischen und datenanalytischen Bedeutung dieser Unterscheidungen Wittenberg
(1998).
5Siehe dazu Na¨heres auf S. 32.
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Verkehrsdichte) 1 – 2 – 3 – 4 – 5 (Likert-Skalen) zuordnen, ist beliebig. Es kommt
ausschließlich darauf an, eine Rangreihe widerzuspiegeln, nicht aber das Ausmaß
der Differenz zwischen den Auspra¨gungen – denn das ist nicht quantifizierbar.
Zula¨ssige Verteilungskoeffizienten: Zusa¨tzlich zu den bei der Nominalskala ge-
nannten kumulierte Ha¨ufigkeiten, Rangpositionen; Quantile wie Median und Quar-
tile
3. Intervallskalen stehen auf der na¨chstho¨heren Stufe der Skalenhierarchie. Fu¨r sie
ist konstitutiv, dass die den Eigenschaften zuzuordnenden Zahlen nicht nur eine
”
Namen gebende“ und eine
”
ordnende“ Funktion haben, sondern auch Aussagen
u¨ber die – empirisch sinnvollen – Absta¨nde zwischen Skalenwerten erlauben. Eine
Intervallskala kann man sich als einen Maßstab, ein Metermaß vorstellen, der/das
an die Eigenschaftsauspra¨gungen von Objekten angelegt wird. Die Messeinheit ei-
nes solchen Maßstabs ist festgelegt. Die Beliebigkeit der Zuordnung von Zahlen ist
aufgehoben. Ein gegebenes Intervall (etwa die Differenz zwischen 10 und 20 Euro)
ist an jeder Position des Maßstabs gleich: Die Differenz zwischen 1010 und 1000
ist gleich der Differenz zwischen 110 und 100. Diese so genannte A¨quidistanz der
einzelnen Eigenschaftsauspra¨gungen ermo¨glicht es, die mathematischen Operatio-
nen von Addition und Subtraktion anzuwenden, sowie, im Gegensatz zu nominal
und ordinal skalierten Variablen, einen arithmetischen Mittelwert sinnvoll zu be-
rechnen und zu interpretieren. Typische Beispiele fu¨r intervallskalierte Variablen
sind
”
Temperatur“ und
”
Kalenderrechnung“.
Aber selbst bei Intervallskalen gibt es zwei willku¨rliche Momente,
”
na¨mlich die
Wahl der Intervallgro¨ße (Einheit) und die Wahl des Nullpunktes. Beispielsweise ist
unsere Kalenderrechnung eine Intervallskala, deren Intervallgro¨ße ein Jahr (oder
zwo¨lf Monate) und deren Nullpunkt das Geburtsjahr Christi (nicht etwa das Ge-
burtsjahr Mohammeds) ist“ (Benninghaus, 1991, S. 20).
Zula¨ssige Verteilungskoeffizienten: Zusa¨tzlich zu den bei Nominal- und Ordi-
nalskalen genannten arithmetisches Mittel, Standardabweichung, Varianz, Schiefe,
Wo¨lbung
4. Ratio- oder Verha¨ltnisskalen schließlich stehen auf der Skalenhierarchie ganz oben.
Sie weisen alle Eigenschaften der vorhergehenden Skalentypen auf und haben dar-
u¨ber hinaus einen invarianten Nullpunkt. Die mathematischen Operationen von
Multiplikation und Division sind zula¨ssig; dadurch werden Aussagen u¨ber Quo-
tienten je zweier Zahlen ermo¨glicht. Beispiele fu¨r Ratioskalen sind die Variablen
”
Lebensalter“,
”
Ko¨rpergewicht“ und
”
Entfernung“ sowie die Skala der
”
Kardi-
nalzahlen“, die wir verwenden, um Ha¨ufigkeiten wie die Anzahl von Personen je
Haushalt etc. zu za¨hlen.
Zula¨ssige Verteilungskoeffizienten: Zusa¨tzlich zu den bisher genannten geo-
metrisches Mittel, Variabilita¨tskoeffizient
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Indikatoren, Indizes, Skalierungsverfahren
Indikatoren
Ausgangspunkt sozialwissenschaftlicher Untersuchungen sind in der Regel theoretische
Konstrukte, die nicht direkt beobachtbar sind. Daher beno¨tigen wir zur Messung dersel-
ben Ersatzgro¨ßen, so genannte Indikatoren. Indikatoren sind empirische oder manifeste
A¨quivalente nicht beobachtbarer theoretischer Konstrukte und repra¨sentieren diese im
Messprozess.
Beispiel: latente Eigenschaft: Umweltbewusstsein; Indikatoren: Kauf Umwelt freund-
licher Produkte, getrennte Abfallentsorgung
Mit Hilfe solcher Indikatoren ko¨nnen nun Daten registriert werden, die aussagen, ob,
und wenn ja, inwieweit eine latente Eigenschaft bei einer bestimmten Untersuchungsein-
heit vorliegt.
Das bis heute u¨bliche Modell der Operationalisierung theoretischer Konstrukte ist die
so genannte typologisch-induktive Zuordnung von Indikatoren zu theoretischen Konstruk-
ten. Typologisch bedeutet dabei, dass versucht wird, einzelne Dimensionen, die der Begriff
umfasst, auszumachen. Induktiv bedeutet, dass die Indikatoren, die man nach der typolo-
gischen Dimensionierung gesammelt hat, erst nach einer U¨berpru¨fung auf
”
Tauglichkeit“
endgu¨ltig zu einem Messinstrument zusammengestellt werden, also im Nachhinein (ex
post).
Das Verfahren besteht aus vier Schritten (Lazarsfeld, 1968):
1. Schritt: Exploration des Vorstellungsfeldes. Hierunter versteht man den Ver-
such, die verschiedenen inhaltlichen Dimensionen (Aspekte) eines theoretischen
Konstrukts herauszuarbeiten.
Beispiel: Theoretisches Konstrukt: Personale Zufriedenheit
Dimensionen personaler Zufriedenheit ko¨nnten sein:
• Erreichung der beruflichen Ziele
• Gutes Auskommen mit Vorgesetzten
• Gutes Verha¨ltnis zu den Arbeitskollegen
• Harmonisches Familienleben
• Ausreichende Wohnqualita¨t
• Ausreichende Kontakte zu Bekannten und Nachbarn
2. Schritt: Auswahl der Indikatoren. Die Einzeldimensionen mu¨ssen nun umge-
setzt werden in empirische A¨quivalente. Dies ist der entscheidende und zugleich
problematischste Schritt: Aus dem
”
Universum“ potentieller Indikatoren mu¨ssen
diejenigen herausgesucht werden, mit deren Hilfe die jeweilige Dimension gemessen
werden kann.
”
Da jeder Indikator kein absolutes, sondern nur ein Wahrscheinlich-
keitsverha¨ltnis zu unserem zugrunde liegenden Begriff hat, mu¨ssen wir eine sehr
große Zahl mo¨glicher Indikatoren in Betracht ziehen“ (Lazarsfeld, 1968, S. 116).
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Im Beispiel der
”
personalen Zufriedenheit“ hatten wir u. a. die Dimension
”
Er-
reichung beruflicher Ziele“ formuliert. Zur Erfassung dieser Dimension reicht ein
einziger Indikator kaum aus. Verschiedene Indikatoren sollten sich wechselseitig so
erga¨nzen, dass eine Dimension mo¨glichst vollsta¨ndig erfasst werden kann.
Die Indikatoren sollten folgenden drei Kriterien genu¨gen:
a) Indikatoren desselben Konstrukts (bzw. eines Teilaspektes eines Konstruktes)
mu¨ssen untereinander hoch korrelieren.
Theoretisches
Konstrukt
Indikatoren
Abbildung 2.3: Korrelation der Indikatoren eines einzigen theoretischen Konstrukts
b) Indikatoren verschiedener Konstrukte bzw. verschiedener Teilkonstrukte mu¨s-
sen untereinander niedriger korrelieren als jene, die zu demselben Konstrukt
geho¨ren.
c) Indikatoren des gleichen Konstrukts mu¨ssen in der Korrelation mit Indikato-
ren anderer Konstrukte jeweils die gleiche Zusammenhangsstruktur aufweisen.
3. Schritt: Konzeptspezifikation. Ausgehend von den verschiedenen Einzeldimen-
sionen des theoretischen Begriffs sollen in diesem Arbeitsschritt grundlegende la-
tente Strukturen identifiziert werden. Im eingefu¨hrten Beispiel
”
personale Zufrie-
denheit“ ko¨nnen die latenten Dimensionen
”
Arbeitszufriedenheit“ und
”
Zufrieden-
Abbildung 2.4: Vergleich der Korrelation der Indikatoren eines theoretischen
Konstruktes mit Indikatoren unterschiedlicher Konstrukte
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Abbildung 2.5: Korrelation der Indikatoren verschiedener theoretischer Konstrukte
heit im privaten Bereich“ identifiziert und diesen die entsprechenden Einzeldimen-
sionen zugeordnet werden.
Abbildung 2.6: Konzeptspezifikation
”
personale Zufriedenheit“
4. Schritt: Indexbildung. Im vierten Schritt werden die einzelnen (bewa¨hrten) In-
dikatoren in Form eines Indizes wieder zusammen gefasst.
Indexbildung
Ein Index besteht aus zwei oder mehreren Indikatoren. Jeder Indikator entspricht
einer Variablen der Untersuchung; jede Variable ist Teil einer latenten Dimension, also
eines theoretischen Konstrukts. Fast nie kann ein theoretisches Konstrukt mittels eines
einzigen Indikators gemessen werden, sondern nur mittels mehrerer. Die aufgefalteten
einzelnen Indikatoren des theoretischen Konstrukts (= der latenten Dimension) sollten
zu einem Index zusammengefasst werden, der als synthetische neue Variable das gesamte
Konstrukt repra¨sentiert und die urspru¨nglichen Einzelinformationen bu¨ndelt.
Nach Friedrichs (1990, S. 165f.) werden Indexe im Wesentlichen aus drei Gru¨nden
verwendet:
1.
”
Weil jeder Indikator nur eine partielle Definition des Begriffs ist. Mehrere Indi-
katoren zu bilden ist dann der Versuch, die Ungenauigkeit zu reduzieren, um so
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eher den
”
wahren“ Sachverhalt zu treffen, eher, als wenn man nur einen Indikator
verwendet ha¨tte.
2. Bei Kenntnis der Variablen- und Indikatorenzusammenha¨nge aufgrund empirischer
Gesetzesaussagen probabilistischer Art erho¨ht man die Exaktheit, wenn man die
stark korrelierenden Indikatoren zusammenfasst.
3. Um fu¨r einen Begriff einen quantitativen Ausdruck zu finden, also eine ordinal-
oder intervallskalierte neue resp. pra¨zisierte Variable zu erhalten“.
Von den Eigenschaften des durch den Index abzubildenden Merkmals ist es abha¨ngig,
ob die Indexbildung durch einfache Addition der Auspra¨gungen der Einzelindikatoren
oder unter Verwendung von Faktorenanalyse oder multipler Regression vorgenommen
werden sollte.
Skalierungsverfahren
Skalierungsverfahren sind Messverfahren, die mittels einer Skala die theoretischen Di-
mensionen eines zu untersuchenden Pha¨nomens zu erfassen suchen. Sie werden insbeson-
dere benutzt zur Messung von Einstellungen, Motivationen u. a¨. oder zur Beurteilung
von Objekten. Die Skala stellt dabei ein Modell dar, mit dessen Hilfe die Lage eines
Objektes oder eines Untersuchungsteilnehmers auf einer Zieldimension ermittelt werden
soll.
Vier verschiedene Skalentypen sollen hier behandelt werden:
1. Likert-Skala: Bei der Likert-Skala handelt es sich um eine Personen zentrier-
te Skala. Ziel ist die Differenzierung der Untersuchungsteilnehmer bezu¨glich ihrer
Einstellung zum Untersuchungsobjekt. Dazu werden die Untersuchungspersonen
aufgefordert, bei einer Menge von Items ihre Zustimmung bzw. Ablehnung an-
hand einer mehrstufigen Antwortvorgabe anzugeben. Der Testwert einer Person
entspricht der Summe der angekreutzten Skalenwerte. Beispiel: Friedrichs (1990,
S. 175ff.)
2. Guttman-Skala: Bei der Guttman-Skala handelt es sich um eine Reaktions zen-
trierte Skala. Die Messung richtet sich sowohl auf Personen als auch auf Stimuli
(Items). Der Grundgedanke hierbei ist, dass die Items einer Skala eine kumula-
tive Ordnung aufweisen, so dass im Idealfall Personen, die eine bestimmte Frage
verneinen, auch alle nachfolgenden Fragen verneinen. Man kann also hier anhand
der Antwort auf bestimmte Fragen den Rang einer Person auf der Zieldimension
ableiten. Bei dieser Skala la¨sst sich ein Skalogramm bilden, das die gemeinsame
Anordnung der Items und der Antwortmuster der Personen darstellt. Beispiel:
Friedrichs (1990, S. 179ff.)
3. Thurstone-Skala: Die Thurstone-Skala besteht aus einer Batterie von Items, die
jeweils einen anderen Punkt auf der Untersuchungsdimension abstecken und ins-
gesamt u¨ber das ganze Spektrum gleichma¨ßig verteilt sind. Bei jedem Fall wird
immer nur jenes eine Statement als zutreffend angesehen, das genau seinen
”
wah-
ren“ Wert auf der Skala trifft. Beispiel: Laatz (1993, S. 307ff.).
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4. Polarita¨tsprofil bzw. Semantisches Differenzial: Das Polarita¨tsprofil ist ei-
ne Methode zur Messung der semantischen Bedeutung von Objekten (Personen,
Wo¨rter, Gegensta¨nde) anhand von Assoziationen. Die Assoziationen werden hier-
bei mittels einer Rangordnungsskala fu¨r Gegensatzpaare ermittelt. Beispiel: Fried-
richs (1990, S. 184ff.)
Gu¨tekriterien von Messinstrumenten: Objektivita¨t, Reliabilita¨t und Validita¨t
Objektivita¨t
Ein Messinstrument ist objektiv, wenn verschiedene Anwender bei denselben Personen
zu den gleichen Resultaten gelangen. Unterschieden werden ko¨nnen die Objektivita¨t bei
der Durchfu¨hrung, bei der Auswertung und bei der Interpretation.
Reliabilita¨t
Die Reliabilita¨t eines Messinstruments erfasst den Grad der Genauigkeit einer Mes-
sung, und zwar unabha¨ngig von der Frage, ob inhaltlich auch das beabsichtigte Merkmal
gemessen worden ist. In Abha¨ngigkeit von der zeitlichen Stabilita¨t des Untersuchungs-
merkmals sowie der Homogenita¨t des Messinstrumentes stehen folgende drei grundle-
gende Methoden zur Scha¨tzung der Reliabilita¨t zur Verfu¨gung:
1. Retest-Reliabilita¨t: Ein Messinstrument wird zweimal bei derselben Stichprobe
angewandt. Die Korrelation beider Ergebnisse entspricht der Retest-Reliabilita¨t (so
genannte Stabilita¨t). Die Reliabilita¨t des Instruments kann unterscha¨tzt werden,
wenn sich die Ergebnisse der Testwiederholung durch Lern-, Gewo¨hnungs- und Er-
innerungseffekte gegenu¨ber den ersten Messergebnissen unsystematisch vera¨ndert
haben. Wenig brauchbar ist das Testwiederholungsverfahren bei Instrumenten, die
zeitabha¨ngige bzw. instabile Merkmale erfassen sollen (z. B. aktuelle Stimmungen).
2. Paralleltest-Reliabilita¨t: Die Anwendung dieser Methode setzt zwei Tests vor-
aus, die in mo¨glichst a¨quivalenter Weise ein und dasselbe Merkmal messen. Der
nahezu gleichzeitige Einsatz beider Tests erlaubt somit auch die Erfassung zeitlich
instabiler Merkmale. Die Korrelation der Messwerte beider Tests entspricht der
Paralleltest-Reliabilita¨t (so genannte A¨quivalenz ). Zu hinterfragen ist bei dieser
Methode, inwieweit die beiden Tests tatsa¨chlich a¨quivalent sind.
3. Split-Half-Verfahren: Hierbei werden die Items eines Instrumentes in a¨quiva-
lente Ha¨lften geteilt, so dass zwei
”
Paralleltests“ resultieren. Die Testhalbierungs-
Reliabilita¨t errechnet sich wiederum als Korrelation der Messwerte beider Tests
(so genannte interne Konsistenz ). Voraussetzung der Anwendung dieses Verfah-
rens ist, dass es sich um einen homogenen Test handelt, dessen Items alle inhaltlich
dasselbe Merkmal messen.
Jeder Reliabilita¨tstest sollte eine hohe interne Konsistenz aufweisen. Hohe A¨quivalenz
ist von besonderer Bedeutung bei Instrumenten zur Messung zeitlich instabiler Merk-
male, hohe Stabilita¨t bei zeitlich u¨berdauernden Merkmalen.
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Validita¨t
Mit dem Konzept der Validita¨t ist die Frage nach dem Ausmaß angesprochen, in
dem das Messinstrument tatsa¨chlich das misst, was es messen soll, inwieweit also die
Operationalisierung eines Begriffs der Realita¨t angemessen ist. Es gibt wiederum drei
grundlegende Formen von Validita¨t:
1. Inhaltsvalidita¨t: Dieses Konzept bringt zum Ausdruck, dass jeder Aspekt der
interessierenden Dimension zu beru¨cksichtigen ist. Wu¨rde z. B. der Begriff
”
Anti-
semitismus“ als
”
Feindschaft gegenu¨ber Juden“ aufgefasst, dieser aber dann u¨ber
einen Test operationalisiert, der lediglich
”
Vorhandensein perso¨nlicher Kontakte
zu Juden“ misst, so besa¨ße der Test in Hinsicht auf
”
Antisemitismus“ keine In-
haltsgu¨ltigkeit.
Fu¨r die Beurteilung der Inhaltsvalidita¨t existieren keinerlei objektive Kriterien, es
handelt sich vielmehr um eine
”
Idee“, die bei der Konstruktion des Instruments
nu¨tzlich sein kann. Man kann
”
Experten“ konsultieren, um zu u¨berpru¨fen, ob die
geplante Operationalisierung angemessen ist.
2. Kriteriumsvalidita¨t: Kriteriumsvalidita¨t bezieht sich auf den Zusammenhang
zwischen den empirisch gemessenen Werten des Instruments und dem auf eine an-
dere Weise empirisch gemessenen Kriterium, von dem angenommen werden kann,
dass es in sehr engem Zusammenhang mit dem untersuchten Merkmal steht. Gene-
rell gilt, dass die Aussage der Kriteriumsvalidita¨t eingeschra¨nkt bzw. unbrauchbar
wird, wenn das Außenkriterium entweder falsch gemessen oder inada¨quat bestimmt
wird.
Zwei Formen der Kriteriumsvalidita¨t ko¨nnen unterschieden werden:
a) Vorhersagevalidita¨t besitzt ein Instrument dann, wenn aufgrund der Ergeb-
nisse, die die Personen bei der ersten Messung erhalten haben, spa¨tere Mes-
sergebnisse mit einem anderen Messinstrument prognostiziert bzw. besta¨tigt
werden ko¨nnen. Sie bezieht sich also immer auf ein bestimmtes Kriterium.
Zudem spielt auch hier die Zeitstabilita¨t des zu messenden Merkmals eine
Rolle.
Beispiel: Eine
”
Rechts-Links-Skala“ zur Erfassung der politischen Pra¨ferenz
kann pra¨diktive oder prognostische Validita¨t besitzen, wenn aufgrund des
Messergebnisses erfolgreich das Wahlverhalten einer Person vorhergesagt wer-
den kann.
b) Dem Konzept der U¨bereinstimmungsvalidita¨t liegen die gleichen U¨berle-
gungen zugrunde wie bei der Vorhersagevalidita¨t, lediglich der Zeitpunkt, auf
den sich die
”
Vorhersage“ bezieht, unterscheidet sich: Bei der U¨bereinstim-
mungsvalidita¨t wird na¨mlich zeitgleich mit der Anwendung des zu validieren-
den Instruments auch das Kriterium gemessen.
Beispiel: Wie oben, nur dass neben der Erhebung der
”
Rechts-Links-Skala“
sofort auch nach dem Wahlverhalten (z. B. per
”
Sonntagsfrage“) gefragt wird.
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Eine spezifische Form der Bestimmung der U¨bereinstimmungsvalidita¨t ist die
so genannte Validierung an Extremgruppen. Sind zwei Gruppen vorhanden,
die sich bezu¨glich der interessierenden Dimension bekanntermaßen unterschei-
den, so muss ein Messinstrument deutlich zwischen den beiden Gruppen un-
terscheiden ko¨nnen, d. h., die Mittelwerte der Extremgruppen mu¨ssen signifi-
kant voneinander verschieden sein.
Beispiel: Die
”
Rechts-Links-Skala“ mu¨sste unterschiedliche Werte fu¨r Mit-
glieder der
”
PDS“ einerseits und der
”
DVU“ andererseits zeigen.
3. Konstruktvalidita¨t: Die Konstruktvalidierung eines Messinstrumentes setzt Hy-
pothesen u¨ber den Zusammenhang zwischen dem interessierenden Merkmal (Kon-
strukt) und anderen Konstrukten voraus. Konstruktvalidita¨t liegt dann vor, wenn
diese theoretisch hergeleiteten Aussagen empirisch besta¨tigt werden ko¨nnen.
Beispiel: Es ko¨nnten die Konstrukte
”
Akzeptanz verkehrsrechtlicher Normen“ und
”
Akzeptanz genereller Rechtsnormen“ erhoben werden. Es ist zu vermuten, dass
zwischen den beiden Konstrukten ein positiver Zusammenhang besteht. Besta¨tigt
die empirische Untersuchung diesen Zusammenhang, so kann die Hypothese der
Konstruktvalidita¨t vorla¨ufig angenommen werden. Wird die Hypothese dagegen
falsifiziert, kann das verschiedene Ursachen haben:
a) es liegt tatsa¨chlich keine Konstruktvalidita¨t vor
b) die theoretischen U¨berlegungen (Hypothesen) sind falsch
c) die empirische Untersuchung ist fehlerhaft
d) die Konstrukte zur Validierung des neuen Instruments sind selbst nicht valide
Um herauszufinden, welche der Erkla¨rungen zutreffend ist, mu¨ssen weitere Unter-
suchungen angestellt werden.
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3.1 Definition der Grundgesamtheit
Im Rahmen einer jeden Untersuchung ist der Objektbereich festzulegen, d. h. die Frage
zu beantworten, fu¨r welche Personen oder Sachverhalte die Aussagen der Untersuchung
gelten sollen. Diese so genannte Grundgesamtheit ha¨ngt somit vom Untersuchungszweck
ab. U¨ber diese sachliche Abgrenzung hinaus muss sie auch o¨rtlich und zeitlich abgegrenzt
werden.
Eine Grundgesamtheit setzt sich aus Untersuchungseinheiten zusammen, welche die
relevanten Informationen tragen. Die Grundgesamtheit des ALLBUS bildeten in fru¨her-
en Jahren beispielsweise
”
Deutsche im Alter von 18 Jahren und mehr, die zum Zeit-
punkt der Befragung in der Bundesrepublik und West-Berlin in Privathaushalten leben“
(Hartmann, 1990, S. 8); im ALLBUS 2000 waren es
”
alle deutschsprachigen Personen,
die zum Befragungszeitpunkt [inDeutschland,R.W.] in Privathaushalten lebten und vor
dem 01.01.1982 geboren sind“ (ZA und ZUMA, 2000, S. 15). Ausgeschlossen aus dem
Objektbereich sind damit Jugendliche, Nichtsesshafte und
”
Anstaltsbewohner“ sowie
Ausla¨nder, die nicht deutsch sprechen; u¨ber solche Personengruppen ko¨nnen dement-
sprechend keine Aussagen getroffen werden.
3.2 Voll- und Teilerhebungen
Eine Vollerhebung liegt vor, wenn alle Einheiten der Grundgesamtheit vollsta¨ndig erfasst
werden. Bei einer Teilerhebung wird nur eine Teilmenge der Grundgesamtheit untersucht.
Sowohl die Voll- als auch die Teilerhebung zielen jedoch zumeist darauf ab, Aussagen
u¨ber die Grundgesamtheit zu treffen.
In der Regel werden Teilerhebungen gegenu¨ber Vollerhebungen vorgezogen, da
• sie wesentlich kostengu¨nstiger sind
• ihre Ergebnisse schneller vorliegen
• sie wegen gro¨ßerer Durchfu¨hrungssorgfalt und besserer Kontrollmo¨glichkeiten meis-
tens genauer sind
Vollerhebungen finden Anwendung, wenn
• der Umfang der interessierenden Grundgesamtheit klein ist
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• die Grundgesamtheit bezu¨glich der Untersuchungsmerkmale sehr heterogen ist
Vollerhebungen besitzen den Vorteil, dass die gesamte Merkmalsverteilung ihrer Ele-
mente bekannt ist. Sie garantieren jedoch keinesfalls vollsta¨ndige Ergebnisse. Bei einer
Teilerhebung mu¨ssen die Parameter der Grundgesamtheit (z. B. Mittelwerte) erst aus
den Stichprobenergebnissen gescha¨tzt werden.
3.3 Auswahlverfahren
Soll eine Teilerhebung durchgefu¨hrt werden, bieten sich verschiedene Verfahren fu¨r eine
Auswahl der zu untersuchenden Elemente an. Bevor auf sie eingegangen wird, sollen
zuna¨chst einige Begriffe gekla¨rt werden.
• Untersuchungseinheit (oder Element): Objekt, an demMessungen vorgenom-
men werden
• Grundgesamtheit (oder Population): Menge von Elementen, u¨ber die im Rah-
men einer Untersuchung Aussagen getroffen werden sollen
• angestrebte Grundgesamtheit: alle Elemente, u¨ber die Aussagen beabsichtigt
sind
• Stichprobe: Teilmenge aller Elemente, die die untersuchungsrelevanten Eigen-
schaften der Grundgesamtheit mo¨glichst genau abbilden soll
• Auswahlgesamtheit: alle Elemente, die eine prinzipielle Chance haben, in die
Stichprobe zu gelangen
•
”
Undercoverage“: Elemente, die keine Chance haben, in die Stichprobe zu ge-
langen, obwohl sie der Grundgesamtheit angeho¨ren. Beispiel: Grundgesamtheit =
Einwohner der Stadt X. Allerdings fehlen auf der Meldeliste des Einwohnermelde-
amtes, die als Auswahlgrundlage dient, einige Einwohner.
•
”
Overcoverage“: Elemente, die nicht zur Grundgesamtheit geho¨ren, haben den-
noch die Chance, in die Stichprobe zu gelangen. Beispiel von oben: La¨ngst verzo-
gene Bu¨rger stehen noch auf der Meldeliste.
•
”
Inferenzpopulation“: Stellt die Grundgesamtheit dar, u¨ber die aufgrund der
erfolgten Stichprobenrealisation tatsa¨chlich Aussagen gemacht werden ko¨nnen
Ziel des Auswahlverfahrens und der Erhebung ist die mo¨glichst genaue U¨bereinstim-
mung von Inferenzpopulation und Grundgesamtheit.
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3.3.1 Auswahlverfahren, die auf dem Zufallsprinzip beruhen
Bei diesen Auswahlverfahren entscheidet ein Zufallsprozess u¨ber die Aufnahme eines
Elements in die Stichprobe. Fu¨r jedes Element der Grundgesamtheit muss eine bere-
chenbare Wahrscheinlichkeit, in die Stichprobe zu gelangen, angebbar sein, die gro¨ßer
Null ist.
Mit der Stichprobenziehung verbunden ist die Frage, wie gewa¨hrleistet werden kann,
dass die Stichprobe die Grundgesamtheit mo¨glichst getreu repra¨sentiert. Globale Re-
pra¨sentativita¨t bezu¨glich aller Merkmale kann nur durch die Ziehung von Zufallsstich-
proben zu erreichen versucht werden.
Einfache Zufallsauswahl
Bei der einfachen Zufallsauswahl werden die Elemente zufa¨llig aus der Grundgesamt-
heit ausgewa¨hlt, wobei alle Elemente die gleiche Auswahlwahrscheinlichkeit haben, un-
abha¨ngig davon, welche weiteren Elemente bereits zur Stichprobe geho¨ren. Maßzahlen
der Zufallsstichprobe ko¨nnen zufa¨llig mehr oder weniger vom Parameter der Grund-
gesamtheit abweichen (Zufallsfehler). Die Mittelwerte einer Reihe von unabha¨ngigen
Stichproben, zusammengefasst als neuer Mittelwert, entsprechen dem Mittelwert der
Grundgesamtheit.
Ungeschichtete – geschichtete Zufallsauswahl
Eine ungeschichtete Zufallsauswahl liegt vor, wenn die Stichprobenziehung aus der
nicht unterteilten Grundgesamtheit erfolgt. Wird die Grundgesamtheit so in Teilgesamt-
heiten (Schichten) zerlegt, dass sich jedes Element in einer – und nur einer – Gruppe
befindet, aus denen dann Zufallsstichproben gezogen werden, spricht man von geschich-
teter Zufallsauswahl. Voraussetzung fu¨r eine Einteilung in Schichten ist die Kenntnis
einiger Parameter der Grundgesamtheit. Die geschichtete Zufallsauswahl erlaubt eine
Reduzierung des Stichprobenfehlers. Zudem kann sie kostengu¨nstiger sein. Schließlich
ermo¨glicht sie unabha¨ngige Scha¨tzungen fu¨r jede Schicht. Sollen z. B. die sozialen Leis-
tungen von großen, mittleren und kleinen Betrieben verglichen werden, ist es sinnvoll,
die Gesamtheit der Betriebe in Gro¨ßenklassen aufzuteilen und daraus die Stichprobe zu
ziehen.
Einstufige – mehrstufige Auswahl
Bei einstufigen Auswahlen erfolgt die Auswahl in einem Schritt, Auswahl- und Un-
tersuchungseinheiten sind identisch. Bei mehrstufigen Auswahlen sind Kombinationen
mehrerer Auswahlverfahren mit unterschiedlichen Auswahleinheiten hinter einander ge-
schaltet. Dazu wird die Grundgesamtheit zuna¨chst in Gruppen von Elementen unterteilt
(so genannte Prima¨reinheiten), aus denen eine Stichprobe der Sekunda¨reinheiten gezo-
gen wird, die dann entweder befragt / beobachtet / codiert werden oder ihrerseits wie-
derum als Auswahlgrundlage der folgenden, nunmehr dritten Zufallsstichprobe dienen,
usw. Werden auf der letzten Stufe alle in den Auswahleinheiten enthaltenen Elemente
erfasst, spricht man von einer Klumpenauswahl.
Da in Deutschland kein Zentralregister vorhanden ist, werden bei bundesweiten all-
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gemeinen Bevo¨lkerungsumfragen oft auf der ersten Stufe Fla¨chen (Stimmbezirke, Ge-
meinden etc.) ausgewa¨hlt, auf der na¨chsten Stufe Haushalte und auf der dritten Stufe
Haushaltsmitglieder. Bei diesem mehrstufigen Verfahren handelt es sich um das so ge-
nannte
”
ADM Mastersample“ (ADM, 1999); bei Registerstichproben, also Auswahlen aus
den Unterlagen der Einwohnermeldebeho¨rden, entfa¨llt i. d.R. die zweite Auswahlstufe.1
Eine Klumpenauswahl la¨ge z. B. dann vor, wenn jeweils alle Mitglieder der ausgewa¨hlten
Haushalte befragt wu¨rden.
Techniken der Zufallsauswahl
• Echte Zufallsauswahl:
– Auslosen (Lotterieverfahren): Alle Elemente sind in einer Urne vertreten, aus
der zufa¨llig die Auswahl erfolgt (nur fu¨r kleine Grundgesamtheiten geeignet).
– Zufallszahlen: Zufallszahlen sind Folgen der Ziffern 0, 1, ..., 9, die durch einen
Zufallsprozess zustande gekommen sind. In die Stichprobe gelangen die Ele-
mente, deren Identifikationsnummer als Zufallsziffer aufgetreten ist. Zufalls-
zahlen kann man Zufallszahlentabellen entnehmen oder durch Computer ge-
nerieren lassen.
• Hilfsverfahren:
– Systematische Auswahl mit Zufallsstart: Wenn die Elemente der Grundge-
samtheit durchnummeriert sind, kann man zufa¨llig eine Startzahl bestimmen
und in gewissen Absta¨nden (in Abha¨ngigkeit vom gewu¨nschten Stichproben-
umfang) jedes n-te Element auswa¨hlen.
–
”
Buchstabenauswahl“,
”
Schlussziffernverfahren“,
”
Geburtstagsverfahren“:
Diese Hilfsverfahren sind mit spezifischen Problemen behaftet, die u. a. mit
einer mo¨glicherweise systematischen Anordnung der Liste oder der Verteilung
der Auswahlmerkmale zusammenha¨ngen ko¨nnen; fu¨r na¨here Einzelheiten sei
auf Bo¨ltken (1976) verwiesen.
3.3.2 Auswahlverfahren, die nicht auf dem Zufallsprinzip beruhen
• Willku¨rliche Auswahl
Die willku¨rliche Auswahl erfolgt nicht nach bestimmten Regeln, sondern liegt al-
lein im Ermessen des Auswa¨hlenden: Es werden die Personen ausgewa¨hlt, die am
na¨chsten zur Hand sind, als erste u¨ber die Straße laufen oder A¨hnliches, eben nach
willku¨rlichen Kriterien. Da weder die Grundgesamtheit definiert wird, noch Aus-
wahlwahrscheinlichkeiten der Elemente angegeben werden, genu¨gen willku¨rliche
Auswahlen den Anforderungen wissenschaftlicher Arbeit i. d.R. nicht; sie werden
1Die Personenstichprobe aus den Einwohnermelderegistern ist auf der Personenebene selbstgewichtend ;
dies ist bei dem ADM-Design nicht der Fall (Vgl. ZA und ZUMA, 2000, S. 11). Wollte man
”
repra¨senta-
tive“ Aussagen machen, mu¨ssten daher beim Letztgenannten Transformationsgewichte gesetzt werden,
beim Erstgenannten nicht.
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meistens, wenn u¨berhaupt, im Vorfeld der eigentlichen Erhebungen durchgefu¨hrt,
z. B. beim Pretest.
• Bewusste Auswahl
Bei bewussten Auswahlen wird der Versuch unternommen, die Zusammensetzung
der Stichprobe bewusst so zu gestalten, dass sie ein mo¨glichst wirklichkeitsgetreues
Abbild der Grundgesamtheit liefert.
– Auswahl typischer Fa¨lle: Es werden die Elemente fu¨r die Stichprobe aus-
gewa¨hlt, von denen angenommen wird, dass sie typische Repra¨sentanten der
Grundgesamtheit sind. Offensichtlich ist die Schwierigkeit, zu entscheiden,
welches Element typisch ist, welche Kriterien dafu¨r herangezogen werden sol-
len.
– Auswahl nach dem Konzentrationsprinzip (
”
cut off“-Verfahren“): Bei diesem
Verfahren gelangen nur die wesentlichen, in der Regel großen, Elemente in die
Stichprobe. Interessiert z. B. das Ausmaß der Umweltverschmutzung durch
Chemiefirmen, ko¨nnte es ausreichend sein, die wenigen sehr großen Firmen zu
untersuchen. Dieses Auswahlverfahren ist nur fu¨r bestimmte Fragestellungen
geeignet.
– Schneeballverfahren: Beim Schneeballverfahren werden, ausgehend von einer
Startperson, sukzessive alle von ihr als fu¨r die Thematik relevant benannten
Personen sowie wiederum jene von diesen benannten Personen befragt, etc.
Seinen Einsatz findet dieses Auswahlverfahren vor allem, wenn soziale Netz-
werke (Freundschaften, Kontakte zur Problembewa¨ltigung, Eliten usw.) oder
auch seltene und zahlenma¨ßig kleine Populationen untersucht werden sollen.
– Quotenauswahl : Die Stichprobe wird so zusammengesetzt, dass sie hinsicht-
lich bestimmter (bekannter) Merkmale mo¨glichst exakt der Grundgesamtheit
entspricht. Die endgu¨ltige Auswahl von Personen bleibt dabei dem Interviewer
u¨berlassen. Hinter diesem Vorgehen steht folgende Annahme: Falls die Stich-
probe in den ausgewa¨hlten Basismerkmalen der Grundgesamtheit entspricht,
gilt dies auch fu¨r die untersuchungsrelevanten Merkmale. Beim konkreten Vor-
gehen erha¨lt der Interviewer einen Quotenplan, in dem eingetragen ist, wie
viele Personen mit bestimmten Merkmalen (Kontrollmerkmale; z. B. Alter,
Geschlecht) er zu befragen hat.
Die Quotenauswahl ist billiger und schneller als die Zufallsauswahl durch-
zufu¨hren. Allerdings kann es zu Verzerrungen kommen, da die letztendliche
Auswahl der Elemente ins Belieben der Interviewer fa¨llt – und deren Auswahl-
kriterien du¨rften dem Forscher nicht immer konvenieren. Und da die Quo-
tenauswahl keine Zufallsauswahl darstellt, somit kein Auswahlfehler berech-
net werden kann, ist die Anwendung von Inferenztechniken, wenn u¨berhaupt,
dann nur sehr eingeschra¨nkt mo¨glich.
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3.4 Ausfa¨lle
Bei den meisten Erhebungen gibt es eine Reihe von Lu¨cken in den Daten. Diese sind
zuru¨ckzufu¨hren auf Verweigerungen, Nichterreichbare sowie Nichtbefragbare (z. B. Per-
sonen mit bestimmten Krankheiten). Verweigerungen ko¨nnen sich auf das gesamte In-
terview beziehen oder auch nur auf einzelne Fragen. Da die statistische Theorie von
vollsta¨ndigen Daten ausgeht, beeintra¨chtigt jede Lu¨cke folglich die Ergebnisse. Das Feh-
len von Daten ist besonders schwerwiegend, wenn die Ausfa¨lle nicht zufa¨llig, sondern
systematisch auftreten.
Mo¨glichkeiten zur Schließung der Datenlu¨cken sind die direkte Scha¨tzung der fehlen-
den Werte, die Scha¨tzung der Antwortwahrscheinlichkeiten sowie die Verwendung eines
zweiphasigen Erhebungsverfahrens (Beispiel: Nichtantwortende bei einer schriftlichen
Befragung werden anschließend (fern-) mu¨ndlich befragt).
3.5 Weiterfu¨hrende Literatur
• ADM (1999)
• Bo¨ltken (1976)
• Esser u. a. (1989)
• Gabler (1992); Gabler und Ha¨der (1999a,b)
• Ha¨der (2000)
• Henry (1990)
• Hoag (1986)
• Kaplitza (1982)
• Koolwijk (1974)
• Schnell, Hill und Esser (1999)
• Sudman (1983)
• Ulmer (1987)
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4.1 Beobachtung
4.1.1 Definition und Einsatzfelder
Als Beobachtung bezeichnet man die Erfassung sinnlich wahrnehmbarer Tatbesta¨nde in
einem sozialen Kontext. Jede wissenschaftliche Beobachtung unterliegt einem dreifachen
Selektionsprozess:
•
”
Selektive Zuwendung: Es muss definiert werden, welche Inhalte zu beobachten
sind.
• Selektive Wahrnehmung: Es muss definiert werden, worauf bei den ausgewa¨hlten
Inhalten zu achten ist, wann die Beobachtung beginnt und wie lange sie dauert.
• Selektive Erinnerung: Die Beobachtung muss aufgezeichnet werden entweder mit
Hilfe eines Beobachtungsschemas oder durch audiovisuelle Hilfsmittel...“ (Fried-
richs, 1990, S. 271f.).
Die Theorie geleitete Standardisierung dieser Selektionsprozesse stellt die Abgrenzung
der wissenschaftlichen Beobachtung von der Alltagsbeobachtung dar.
Die Methode der Beobachtung ist besonders geeignet, wenn
1. explorativ erste Eindru¨cke und Informationen u¨ber den Untersuchungsgegenstand
zu generieren sind,
2. die verbale Selbstdarstellung des Verhaltens begrenzt ist bzw. zu unbewussten oder
bewussten Verzerrungen fu¨hren wu¨rde,
3. das interessierende Verhalten fu¨r selbstversta¨ndlich gehalten wird oder unbewusst
geschieht,
4. Interaktionen und nicht das einzelne Individuum im Mittelpunkt des Forschungs-
interesses stehen.
In jedem Fall gewa¨hrleistet die Beobachtung die Erfassung tatsa¨chlichen Verhaltens
und nicht nur von Aussagen daru¨ber. Nicht leisten kann die Beobachtung dagegen die
Erfassung latenter Eigenschaften oder von Informationen u¨ber vergangene, nicht wieder-
holbare oder zuku¨nftige Ereignisse, sowie u¨ber die Verteilung von Merkmalen in großen
Populationen.
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Das Beobachtungsverfahren ist eine der a¨ltesten Erhebungsmethoden, wird aber auf-
grund der
”
Generalisierungsproblematik“ und des Aufwands bei der Datenerhebung und
-analyse nur relativ selten eingesetzt.
4.1.2 Formen der Beobachtung
Die einzelnen Verfahren der Beobachtung lassen sich nach folgenden Kriterien abgrenzen:
• systematisch — unsystematisch
• teilnehmend — nicht teilnehmend
• offen — verdeckt
• Labor — Feld
Systematisierung
Bei der Dimension Systematisierung handelt es sich um ein Kontinuum mit den Ex-
trempunkten
”
freie Beobachtung“ und
”
vo¨llige Kategorisierung“. Generell gilt: Je kom-
plexer die Forschungsfrage und je unspezifizierter der allgemeine theoretische Bezugs-
rahmen, desto schwieriger die Systematisierung des Beobachtungsprozesses.
Demnach findet sich die unsystematische Beobachtung vor allem in der explorativen
Untersuchungsphase mit dem Ziel, die im Beobachtungsfeld wirkenden Sinn- und Be-
deutungszusammenha¨nge sowie die dort geltenden Verhaltenserwartungen zu erfassen.
Der Gefahr, das Untersuchungsziel zu verfehlen, sollte durch die Verwendung eines Be-
obachtungsleitfadens vorgebeugt werden. Dennoch bleibt die Frage der Validita¨ts- und
Reliabilita¨tsu¨berpru¨fung ungekla¨rt.
Die systematische Beobachtung findet dagegen insbesondere bei Hypothesen testenden
Untersuchungen Anwendung. Dazu werden aufgrund eines theoretischen Modells aus der
Menge aller mo¨glichen Einheiten die relevanten Beobachtungseinheiten ausgewa¨hlt.
In dem Kategoriensystem sollte erfasst werden (Mayntz, Holm und Hu¨bner, 1972, S.
94):
• der Zusammenhang zwischen beobachtetem Verhalten, der Situation und dem
sozio-kulturellen System,
• die Anfangsbedingungen, unter denen dieselben / a¨hnliche Handlungsfolgen immer
wieder auftreten,
• die Rollenstruktur, die sie kennzeichnenden Verhaltenserwartungen und die objek-
tiven Sanktionsmo¨glichkeiten,
• die subjektive Deutung der Situation,
• die objektiven Folgen fu¨r das Individuum und das sozio-kulturelle System; diese
manifestieren sich allerdings meist erst außerhalb des Beobachtungszeitraumes.
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In der Praxis finden sich bezu¨glich der Anzahl einfache bina¨re, aber auch bis u¨ber 80
Kategorien. Dabei ist zu beachten, dass eine große Anzahl von Kategorien nicht unbe-
dingt erscho¨pfend ist und auch nicht die Reliabilita¨t oder Validita¨t des Schemas sicher-
stellt. Vielmehr kommt es darauf an, dass der Inhalt der Kategorien genau konkretisiert,
jede Kategorie genau abgrenzbar ist, und die Kategorien vollsta¨ndig sind. Ein Problem
in diesem Zusammenhang sind die Residualkategorien: die darin enthaltenen Fa¨lle sind
kaum zu interpretieren. Eine Konsequenz der Kategorienbildung ist die Zerlegung der an-
sonsten als Einheit wahrgenommenen Handlungsabla¨ufe in mehrere Einzelhandlungen.
Falls Sequenzen untersucht werden sollen, kann es bei deren ex-post-Rekonstruktion zu
Schwierigkeiten kommen.
Teilnahme
Das Kontinuum der Dimension Teilnahme zeigt den Grad, in dem der Forscher in das
Beobachtungsfeld integriert ist und darin aktiv ein Rolle u¨bernimmt.
Die Anwendbarkeit der nicht teilnehmenden Beobachtung ha¨ngt zuna¨chst davon ab, ob
in dem interessierenden Beobachtungsfeld
”
die Minimalrolle des Unbeteiligten“ (Mayntz,
Holm und Hu¨bner, 1972, S. 98) vorhanden ist. Die Mo¨glichkeit zu systematischer Be-
obachtung und sofortiger Aufzeichnung werden durch die Nicht-Teilnahme begu¨nstigt,
da der Beobachter nicht gezwungen ist, sich handelnd an den sozialen Prozessen zu be-
teiligen. Dieses Nichthandelnmu¨ssen ist aber zugleich eine Beschra¨nkung insofern, als
der Beobachter keine Mo¨glichkeit hat, interessierende Verhaltenssequenzen zu provozie-
ren. Die spezielle Schwa¨che dieses Beobachtungsverfahrens liegt in der Gefahr, dass dem
Forschenden die zutreffende Interpretation des subjektiven Sinns und der sozialen Be-
deutung einer bestimmten Verhaltensweise verborgen bleibt. Ein anderes Problem stellen
die nicht zu spezifizierenden Einflu¨sse eines unbeteiligten Beobachters auf das
”
normale“
soziale Geschehen dar.
Bei der teilnehmenden Beobachtung u¨bernimmt der Forscher neben seiner eigentlichen
Rolle als Wissenschaftler noch eine oder mehrere zusa¨tzliche Rollen im untersuchten
sozio-kulturellen System. Eine optimale Rolle ist nach Friedrichs (1990, S. 296) durch
drei Merkmale gekennzeichnet:
1.
”
Sie sollte im Feld bereits vorhanden sein;
2. mit ihr sollten nur wenige Interaktionserwartungen verbunden sein (...);
3. ihre Einnahme durch einen Beobachter sollte von den Betroffenen akzeptiert wer-
den.“
Die Einfu¨hrung des Beobachters ist dabei besonders problemlos, wenn es sich um eine
Rolle handelt, deren Inhaber ha¨ufig wechseln (z. B. Praktikant); am schwierigsten ist die
Einfu¨hrung, wenn im Beobachtungsfeld verschiedene Sozialsysteme und Rollenstruktu-
ren vorhanden sind.
Ein sehr wichtiger Aspekt bei der Wahl der geeigneten Rolle ist die damit verbundene
Beobachtungsperspektive. Je nach Wahl ergeben sich ganz verschiedene Erfahrungs- und
Deutungsweisen. Die Wahl der geeigneten Rolle erfordert daher die Orientierung an den
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expliziten Forschungsinteressen unter dem Gesichtspunkt des optimalen Informationsge-
winns.
Je la¨nger der Zeitraum ist, u¨ber den sich eine Beobachtung erstreckt, und je aktiver
der Beobachter seine Rolle spielt, in desto gro¨ßerem Maße wird er sich mit seiner Rolle
identifizieren. Das kann dazu fu¨hren, dass der Beobachter das Wertesystem und die
Sicht- und Handlungsweisen, die mit seiner Rolle verbunden sind, vo¨llig u¨bernimmt; das
Resultat sind Verzerrungen der Beobachtungsergebnisse.
Je nach Rolle kann es unmo¨glich sein, das Beobachtete direkt aufzuzeichnen. Die Auf-
zeichnung ex post wird relativ unstrukturiert sein und somit ebenfalls die Gefahr des
Auftretens unkontrollierbarer Verzerrungen bergen.
Offene und verdeckte Beobachtung
Bei der offenen Beobachtung teilt der Forscher den Untersuchungspersonen mit, dass
sie beobachtet werden, wohingegen sie bei der verdeckten Beobachtung keine Kenntnis
von dem Beobachtungsvorgang haben.
Bei der offenen Beobachtung besteht die Gefahr reaktiven Verhaltens, d. h. von Verhal-
tensa¨nderungen der Untersuchungspersonen aufgrund der Kenntnis des Beobachtungs-
vorganges.
Die verdeckte Beobachtung ohne das Wissen der Beobachteten ist ethisch a¨ußerst
fragwu¨rdig. Eine negative Konsequenz der verdeckten Beobachtung ist der damit ver-
bundene eingeschra¨nkte Aktionsradius: Der Beobachter kann sich nicht, ohne Argwohn
zu erwecken, so frei bewegen oder offen fragen, wie dies bei einer offenen Beobachtung
mo¨glich ist.
Feld- und Laborbeobachtung
Feld- und Laborbeobachtung unterscheiden sich durch das soziale Umfeld, in dem die
Beobachtung durchgefu¨hrt wird.
Bei der Beobachtung im
”
Feld“ wird die natu¨rliche Situation beobachtet, wobei, be-
gru¨ndet durch deren Komplexita¨t, nur ein Ausschnitt daraus erfasst werden kann. Die
Laborbeobachtung ist hingegen dadurch gekennzeichnet, dass man den
”
beobachteten Ge-
genstand aus seiner natu¨rlichen (meist sehr komplexen) Umwelt herauslo¨st, um in der
Beobachtung die mo¨glichen Wirkfaktoren einzuschra¨nken und das Auftreten unerwarte-
ter Faktoren mo¨glichst zu verhindern bzw. unter Kontrolle zu haben“ (Ko¨nig, 1968, S.
36). Voraussetzung fu¨r die Anwendung ist die Rekonstruierbarkeit der interessierenden
Verhaltenssequenzen und Handlungsmuster im Labor.
4.1.3 Verzerrungen durch den Beobachter
Bei Urteilsfehlern handelt es sich um systematische Fehler, die das Urteil eines Beob-
achters in gerichteter und konstanter Weise beeinflussen. Ha¨ufige Urteilsfehler sind:
1. logischer Fehler: Tendenz, gewisse Eigenschaften nach der Logik ihrer Zusammen-
geho¨rigkeit zu interpretieren,
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2.
”
Middle-message-loss“: Tendenz, die Mitte einer Verhaltenssequenz außer Acht zu
lassen und nur die Anfangs- und Endpunkte aufzuzeichnen,
3.
”
Halo“-Effekt: Tendenz, sich in der Beobachtung einer einzelnen Eigenschaft von
dem Gesamteindruck oder einer hervorstechenden Eigenschaft beeinflussen zu las-
sen,
4. Verku¨rzung: die Berichterstattung erfolgt ku¨rzer, einfacher und undetaillierter, als
es eigentlich erforderlich wa¨re,
5. Versta¨rkung von Gegensa¨tzen in dem Bemu¨hen, das Beobachtete in klare Einheiten
zu teilen,
6. zentrale Tendenz: Extreme Stimuli wandern bei der Beurteilung zur Skalenmitte,
7. Angleichung an zuvor Beobachtetes oder an erwartetes Verhalten,
8. Inferenzproblem: verarbeitende Schlussfolgerungen des Beobachters, wobei er den
aus der Wahrnehmung stammenden Informationen andere, quasi aus seiner (All-
tags-)
”
Theorie“ abgeleitete Informationen hinzufu¨gt (z. B. die Beurteilung der
Intention oder der Effekte einer Handlung, ohne diese explizit beobachtet zu ha-
ben).
Es ist davon auszugehen, dass der Einfluss dieser Fehler umso sta¨rker wird, je gro¨ßer
der zeitliche Abstand zwischen Beobachtung und Aufzeichnung und je la¨nger die Beob-
achtungsphase ist.
Methodische Verbesserungen im Hinblick auf eine Fehlerreduzierung ko¨nnen z. B. die
Abgabe ordinaler statt absoluter Urteile, der Einsatz mehrerer Beobachter, die indivi-
duelle Bestimmung von Beobachtungsintervallen oder die Vermeidung von Gewo¨hnung
(z. B. durch Pausen, wechselnde Aufgabenstellung) sein. In jedem Fall sollte aber eine
gru¨ndliche Schulung der Beobachter und eine Trennung der Rollen des Forschers und
des Beobachters vorgenommen werden.
4.1.4 Zuverla¨ssigkeit und Gu¨ltigkeit
Die Zuverla¨ssigkeit und Gu¨ltigkeit des Beobachtungsverfahrens ist ein mehrdimensiona-
les Problem mit intervenierenden Einflu¨ssen durch Beobachter, Instrument, Situation,
Stichprobe und Beobachtete.
Zur U¨berpru¨fung der Reliabilita¨t werden vier Vorgehensweisen verwendet, mit denen
idealerweise die Beobachtungen von
• zwei Beobachtern zum gleichen Ereignis (
”
observer agreement“),
• einem Beobachter zu zwei a¨hnlichen Ereignissen zu verschiedenen Zeitpunkten
(
”
stability coefficient“),
• zwei Beobachtern zum gleichen Ereignis zu zwei Zeitpunkten (
”
reliability coeffi-
cient“)
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verglichen werden. Daru¨ber hinaus sollte
• die interne Konsistenz der Kodierung eines beobachteten Ereignisses durch einen
Beobachter (
”
internal consistency“)
u¨berpru¨ft werden.
Unstimmigkeiten bei der U¨berpru¨fung weisen auf mangelnde Zuverla¨ssigkeit des Be-
obachtungsverfahrens hin, ohne jedoch Aufschluss u¨ber die Fehlerquelle und die letztlich
gu¨ltige Beobachtung zu geben.
4.1.5 Weiterfu¨hrende Literatur
• Bortz und Do¨ring (1995, Kap. 4 und 5)
• Diekmann (2000, Kap. XI)
• Friedrichs und Lu¨dtke (1971)
• Gru¨mer (1974)
• Hunt (1991, S. 20ff.)
• Ko¨nig (1968)
• Laatz (1993, Kap. 4)
• Lu¨ders (2000)
• Marx (2000)
• Schnell, Hill und Esser (1999)
• Weidmann (1974)
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4.2 Dokumenten-/Inhaltsanalyse
4.2.1 Definition und Einsatzfelder
”
Die Inhaltsanalyse ist eine empirische Methode zur systematischen und intersubjektiv
nachvollziehbaren Beschreibung inhaltlicher und formaler Merkmale von Mitteilungen“
(Fru¨h, 1989, S. 23). Mit Hilfe der Inhaltsanalyse ko¨nnen neben Gebrauchs- und Sach-
texten z. B. auch Gema¨lde, Fotos, (TV-) Filme, Tonbandaufzeichnungen und Antworten
auf offene Fragen in Interviews etc. untersucht werden.
Der Begriff Dokumentenanalyse ist umfassender. Sie fokussiert auch Pha¨nomene wie
”
Verhaltensspuren“,
”
Abnutzung und Abdru¨cke“ und schreckt auch nicht vor der
”
Ab-
fallforschung“ zuru¨ck (vgl. Diekmann, 2000, S. 537f.).
Als Ausgangspunkt liegt der Inhaltsanalyse das Modell sozialer Kommunikation zu-
grunde:
WER (Sender) sagt WAS (Nachricht) zu WEM (Empfa¨nger) WIE (Sendekanal)?
U¨ber diese vier fu¨r eine Informationsvermittlung unabdingbaren Elemente hinaus kann
des Weiteren nach demWARUM (Kontext der Mitteilung) und dem EFFEKT (Wirkung
der Nachricht auf den Empfa¨nger) gefragt werden.
Damit dient die Inhaltsanalyse zum einen der theoriegeleiteten Deskription der sich
in Textmerkmalen widerspiegelnden Eigenschaften, Absichten und Fa¨higkeiten von Au-
tor und Rezipient sowie des sozio-kulturellen Systems, dem die Kommunikationspartner
angeho¨ren.
Zum anderen ko¨nnen die Ergebnisse der Inhaltsanalyse, integriert in eine u¨bergeordne-
te Forschungslogik, fu¨r die U¨berpru¨fung von Zusammenha¨ngen etwa mit sozio-kulturellen
Faktoren herangezogen werden. Ebenfalls erfasst werden ko¨nnen mittels der Inhaltsana-
lyse formale Eigenschaften von Texten wie etwa Umfang, Form, Stil, Gestaltung usw.
Der Einsatz der Inhaltsanalyse bietet einige Vorteile:
• sie ermo¨glicht Aussagen u¨ber Merkmale vergangener oder nicht direkt zuga¨nglicher
Kommunikationsvorga¨nge,
• die Analyse ist beliebig reproduzierbar,
• unterschiedlichstes Material kann analysiert werden,
• Disziplin u¨bergreifende Verwendbarkeit der Methode,
• der Forscher ist nicht auf die Kooperation von UntersuchungsteilnehmerInnen an-
gewiesen,
• keine Reaktivita¨t seitens des Untersuchungsobjektes.
Die Kontroverse um quantitative und qualitative Inhaltsanalyse la¨sst sich im wesentli-
chen auf die Frage zuru¨ckfu¨hren, ob der Ha¨ufigkeit des Vorkommens von Kategorien eine
inhaltliche Bedeutung zukommt. Die Bedeutung einer Ha¨ufigkeitsverteilung ha¨ngt jedoch
von dem konkreten Forschungsproblem ab, so dass eine Gewichtung kontextabha¨ngig
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vorgenommen werden muss. Ebendies kann mittels der quantitativen Inhaltsanalyse ge-
schehen. Zudem ko¨nnen mittels einer quantitativen Verarbeitung der Textmerkmale auf
Aggregatebene neue qualitative Erkenntnisse u¨ber Strukturmerkmale von Textmengen
gewonnen werden, d. h. Eigenschaften eines Aggregats, die der einzelne Text nicht be-
sitzen muss. Daru¨ber hinaus verhilft das quantitative Vorgehen zu gro¨ßerer Systematik
und Objektivita¨t und erlaubt die Anwendung der Stichprobentheorie.
Immer Aktualita¨t wird allerdings die Frage besitzen, inwieweit die durch die Codierung
erfassten Inhalte in der gewa¨hlten quantitativen Repra¨sentation angemessen abgebildet
sind.
Fu¨r die Erfassung von Bewertungen durch die Inhaltsanalyse kommt dem Codierer die
zentrale Bedeutung zu: Unter Anwendung der vom Forscher vorgegebenen Codierregeln
rekonstruiert er mittels seiner Sprachkompetenz aus den formalen Zeichenketten deren
Bedeutung.
4.2.2 Phasen der Inhaltsanalyse
Da die Inhaltsanalyse eine Selektions- und Klassifikationsstrategie ist,
• erfasst sie nur die hypothesenrelevanten Merkmale der Texte (Selektion),
• werden definierte Mengen origina¨rer Inhaltsaspekte unter einem u¨bergeordneten
Gesichtspunkt als a¨quivalent betrachtet und in Kategorien zusammengefasst (Klas-
sifikation).
Fu¨r jedes Forschungsproblem muss jeweils eine neue methodische Variante entwickelt
werden. Nach Formulierung der forschungsleitenden Hypothesen sind folgende Teilschrit-
te durchzufu¨hren:
1. Bestimmung des relevanten Textmaterials und Festlegung einer Auswahlgesamt-
heit, und zwar nach den Kriterien der Relevanz fu¨r den Untersuchungszweck, der
tatsa¨chlichen Existenz sowie der Zuga¨nglichkeit.
2. Ziehung einer Stichprobe der zu untersuchenden Texte (Modell der Zufallsstich-
probe).
3. Durcharbeitung der Texte, um einen Eindruck von der Beschaffenheit des Materials
zu bekommen und um Dimensionen herauszuarbeiten.
4. Bestimmung der Codiereinheiten, d. h. der kleinsten Textteile, an denen das Vor-
kommen von Kategorien festgestellt wird (syntaktischer Art: z. B. Wort, Satz, Ab-
schnitt, Seite; oder semantischer Art: z. B. Thema, Person, Argument).
5. Entwicklung eines Kategorienschemas aus theorie- und empiriegeleiteten Vorgaben.
Das Kategoriensystem sollte
a) eindimensional sein, d. h. jede Kategorie darf sich nur auf eine Bedeutungsdi-
mension beziehen (einheitliches Klassifikationsprinzip),
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b) vollsta¨ndig sein, d. h. alle theoretisch relevanten Bedeutungsaspekte in Form
von Kategorien enthalten,
c) trennscharf sein, d. h. es darf keine U¨berschneidung der Bedeutungsfelder der
Kategorien geben, eine eindeutige Zuordbarkeit muss gewa¨hrleistet sein.
6. Operationale Definition der Kategorien, indem konkrete Merkmale der Texte iden-
tifiziert werden, die den Bedeutungsraum der einzelnen Kategorien abgrenzen.
7. Formulierung von Codierregeln, die bestimmen, wie groß der Interpretationsspiel-
raum der Codierer ist.
8. Codierung des Inhalts.
9. Auswertung gema¨ß des gewa¨hlten Verfahrens.
Um der Forderung nach Systematik und Intersubjektivita¨t einer Inhaltsanalyse nach-
zukommen, muss
• eine gleich bleibende Anwendung der Methode auf das ganze Analysematerial
gewa¨hrleistet sein, sowie
• der Bezug zwischen theoretischen Konstrukten und Kategorien in pra¨zisen Defini-
tionen offengelegt und die Anwendung des Kategoriensystems auf das Textmaterial
durch detaillierte Codierregeln dokumentiert werden.
4.2.3 Inhaltsanalytische Verfahren
Frequenzanalyse
Bei der Frequenzanalyse werden lediglich Textelemente klassifiziert und deren Ha¨ufig-
keit geza¨hlt. Beispielsweise ko¨nnten mit der Frequenzanalyse mehrere Zeitungen darauf-
hin vergleichend untersucht werden, in welchem Ausmaß sie im Verlauf einer bestimmten
Zeitspanne – etwa im Vorfeld einer Bundestagswahl – eine oder mehrere Parteien pra¨fe-
rieren. Gemessen wu¨rde die Ha¨ufigkeit, mit der etwa die verschiedenen Parteien, ihre
Repra¨sentanten und Programme erwa¨hnt werden.
Die Frequenzanalyse kann erweitert werden zu einer Frequenz- und Raumanalyse, in-
dem zusa¨tzlich der Raum erhoben wird, der der Pra¨sentation von Inhalten zugebilligt
wird.
Der Vorteil der Frequenzanalyse liegt in der einfachen Anwendbarkeit. Ihr Nachteil:
Der Kontext, in dem die Textelemente auftreten, sowie deren Bewertung werden voll-
kommen außer Acht gelassen.
Bewertungsanalyse
Mit Hilfe der Bewertungsanalyse ko¨nnen fu¨r die interessierenden Textelemente (Ein-
stellungsobjekte = EO) Bewertungen ermittelt werden. Es kann sich dabei um einfache
Bewertungen (negativ, neutral, positiv) oder um Bewertungen mit Intensita¨tsangaben
(z. B. Kontinuum von -3 bis +3) handeln.
Die Bewertungsanalyse beruht auf folgenden Voraussetzungen:
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1. Unterscheidbarkeit der Ausdru¨cke fu¨r die Einstellungsobjekte und fu¨r die wertge-
ladenen Ausdru¨cke,
2. Codierer stimmen ausreichend u¨berein im Hinblick auf die Beurteilung der in einem
Satz enthaltenen Richtung und Intensita¨t der Bewertung,
3. Eindeutigkeit der Wertgeladenheit von Worten (dies ist sicherlich z. B. bei dem
Wort
”
Mord“ gegeben; bei
”
streiken“ du¨rfte sich die Wertgeladenheit des Wortes
aus Sicht eines Unternehmers von der eines Gewerkschafters unterscheiden).
Eine mo¨gliche Fragestellung wa¨re z. B. zu u¨berpru¨fen, ob, und wenn ja, inwieweit
sich die Bewertung des Einstellungsobjektes (EO)
”
Michel Friedman“ in ausgewa¨hlten
Zeitungen der BRD nach seiner Kokain/Prostituierten-Affaire, verbunden mit seinem
Ru¨ckzug aus der TV-Moderatorenta¨tigkeit und aus dem Pra¨sidium des Zentralrats der
Juden in Deutschland vera¨ndert hat. Das eigentliche Verfahren der Bewertungsanalyse
besteht dann aus folgenden Schritten (vgl. Mayntz, Holm und Hu¨bner, 1972, S. 162ff.):
1. Alle fu¨r das Einstellungsobjekt auftretenden verschiedenen Ausdru¨cke (z. B. Fried-
man, Moderator,
”
Judenfunktiona¨r“) werden durch semantisch neutrale Symbole
(z. B. XY) ersetzt, um den mo¨glichen verzerrenden Einfluss auf die Einstellung der
Codierer und deren Auswirkung auf die Analyse auszuschalten.
2. Alle Sa¨tze mit solchen neutralen Symbolen werden herausgefiltert und in standar-
disierte Aussagesa¨tze u¨bersetzt. Diese transformierten Sa¨tze bestehen grammati-
kalisch aus Subjekt, Pra¨dikat und Komplement, inhaltlich aus dem Symbol des
Einstellungsobjektes und einem wertgeladenen Ausdruck.
Um bei unserem Beispiel zu bleiben: Ein Satz in einem Kommentar mo¨ge lauten:
”
Der Hessische Rundfunk kritisiert heftig den von Michel Friedman ku¨rzlich ein-
gestandenen Kokainkonsum, begru¨ßt aber zugleich das offene Eingesta¨ndnis seiner
diesbezu¨glichen Schuld. Er bedauert um so mehr, dass der Moderator nicht auch
ein kla¨rendes Wort zum Themenkreis
”
Prostitution“ gea¨ußert hat“.
Neutralisiert lautet der Satz dann folgendermaßen:
”
AB kritisiert heftig den vom EO ku¨rzlich eingestandenen Kokainkonsum, begru¨ßt
aber zugleich EO’s offenes Eingesta¨ndnis einer diesbezu¨glichen Schuld. AB be-
dauert um so mehr, das EO nicht auch ein kla¨rendes Wort zum Themenkreis
”
Prostitution“ gea¨ußert hat“.
Es folgt die Transformation in standardisierte Aussagesa¨tze:
• AB kritisiert EO heftig.
• AB begru¨ßt EO’s Schuldeingesta¨ndnis.
• AB bedauert EO’s fehlende Klarstellung.
3. Jetzt werden fu¨r jedes interessierende Einstellungsobjekt alle neutralisierten und
standardisierten Aussagesa¨tze auf einem Codeblatt zusammengestellt. Dann wird
52
4 Grundlegende Datenerhebungsmethoden
jeder Satz, in dem das Einstellungsobjekt aufscheint, im Hinblick auf die Richtung
und die Intensita¨t der darin enthaltenen Bewertungen des Einstellungsobjektes be-
arbeitet. Zugewiesen werden negative, neutrale oder positive Werte (z. B. zwischen
-3 und +3). Ein positiver Wert des Pra¨dikats symbolisiert eine verbindende, as-
soziative Funktion zwischen EO und Komplement (z. B. DX unterstu¨tzt DY). Ein
negativer Wert stellt eine trennende, dissoziative Funktion dar (z. B. DX beka¨mpft
DY).
Fu¨r die in den Zahlenwerten zum Ausdruck kommenden Intensita¨ten der Wertge-
ladenheit mu¨ssen operationale Definitionen und Codierregeln entwickelt werden,
um so eine mo¨glichst einheitliche Einscha¨tzung durch die Codierer zu erreichen.
”
Die meisten Verben im Pra¨sens erhalten ±3, Hilfsverben ±2, Verben, die nur eine
hypothetische Beziehung herstellen, ±1. Die Zuordnung der Werte 1, 2 und 3 bei
den umgangssprachlichen Termini entspricht in etwa den Intensita¨ten extrem –
mittel – schwach“ (Friedrichs, 1990, S. 329). Richtung und Intensita¨t der in jedem
Satz enthaltenen Bewertung wird als Produkt der Werte von Pra¨dikat und Kom-
plement aufgefasst. Das Codeblatt fu¨r das angefu¨hrte Beispiel ko¨nnte wie das in
Tabelle 4.1 dargestellte aussehen.
Tabelle 4.1: Codeblatt fu¨r eine Bewertungsanalyse
EO Pra¨dikat Wert Komplement Wert Produkt
EO wird +2 heftig kritisiert -3 -6
EO erfa¨hrt +3 Zustimmung +2 +6
EO wird +2 kritisiert -2 -4
Satzzahl: 3 -2
4. Um nun die durchschnittliche Bewertung eines Einstellungsobjektes in einem Text
zu kennzeichnen, wird ein Index gebildet. Der Wertebereich des Index entspricht
den Intensita¨tsgrenzen (hier: zwischen -3 und +3).
Die gebra¨uchliche Formel fu¨r einen solchen Index lautet:
idx = 1/3 · (
∑
WP · WKom / N)
wobei
N = Anzahl der auftretenden Sa¨tze
Wp = Wert der Pra¨dikate
Wkom = Wert der Komplemente
Man bildet also die Summe der Produkte aus der Bewertung der einzelnen Sa¨tze,
dividiert diese durch die Anzahl der analysierten Sa¨tze und multipliziert mit 1/3.
In unserem Beispiel:
idx = 1/3 · (-2/3) = -0,67
Anhand der Index-Werte lassen sich nun verschiedene Texte, Einstellungsobjek-
te oder – wie in unserem Beispiel – verschiedene Zeitra¨ume (vor und nach dem
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Bekenntnis des Moderators) im Hinblick auf eine signifikant unterschiedliche Be-
wertung vergleichen.
Kontingenzanalyse
Mittels der Kontingenzanalyse wird das Auftreten gewisser sprachlicher Elemente im
Zusammenhang mit anderen Begriffen u¨berpru¨ft. Ziel der Analyse ist das Aufdecken
bestimmter Assoziationsstrukturen der Verfasser. Dafu¨r werden die Kategorien auf ihr
gemeinsames Auftreten hin untersucht: Ein u¨ber bzw. unter der Zufallswahrscheinlichkeit
liegendes ha¨ufiges bzw. seltenes gemeinsames Auftreten zweier Kategorien la¨sst Ru¨ck-
schlu¨sse u¨ber den Verfasser und seine kognitive Assoziationsstruktur zu.
Der große Nachteil der Kontingenzanalyse liegt darin, dass die Art der semantischen
Beziehung der sprachlichen Einheiten nicht festgestellt werden kann, da die Kontin-
genzanalyse die syntaktischen Zusammenha¨nge der sprachlichen Einheiten vo¨llig un-
beru¨cksichtigt la¨sst.
”
Wenn z.B. in einer bestimmten Tageszeitung der Satz
’
Freiheit
und Kommunismus schließen einander aus‘ ebenso ha¨ufig auftritt wie in einer anderen
der Satz:
’
Kommunismus ist Voraussetzung der Freiheit‘ , dann bildet der eine seman-
tisch die Negation des anderen, wa¨hrend fu¨r beide Tageszeitungen die Kontingenzanalyse
den gleichen, vom Zufall unterschiedenen Zusammenhang zwischen
’
Freiheit‘ und
’
Kom-
munismus‘ ausweist“ (Mayntz, Holm und Hu¨bner, 1972, S. 166).
4.2.4 Computerunterstu¨tzte Inhaltsanalyse (CUI)
Bei der computerunterstu¨tzten Inhaltsanalyse erfolgen die von Vercodern zu leistenden
Merkmalszuordnungen mit Hilfe von Computerprogrammen. Vorteilhaft anzuwenden ist
die CUI, wenn
• in kurzer Zeit große Datenmengen verarbeitet werden sollen,
• es sich um einfache und eindeutige Indikatoren handelt,
• das zu analysierende Material in maschinenlesbarer Form vorliegt.
Die große Sta¨rke der CUI liegt in der Gewa¨hrleistung einer 100%igen Durchfu¨hrungs-
objektivita¨t bei der Codierung der Texte, da sa¨mtliche durch Codierer bedingte Fehler
wegfallen. Ihr Hauptproblem stellt andererseits die Validita¨t dar, da der Computer kei-
ne hinreichende Sprachkompetenz besitzt und deshalb auch keine Bedeutungen codiert,
sondern nur deren formale Zeichengestalten ausza¨hlt, somit das Problem der Ambiguita¨t
von Worten offen bleibt.
4.2.5 Zuverla¨ssigkeit und Gu¨ltigkeit
Reliabilita¨tstests erlauben die Kontrolle der Qualita¨t des Kategoriensystems und der
Einhaltung der Codierregeln seitens der Codierer. Die Intercoder-Reliabilita¨t gibt an, in-
wieweit unterschiedliche Codierer dieselbe Stichprobe des Untersuchungsmaterials u¨ber-
einstimmend codieren. Die Intracoder-Reliabilita¨t gibt die U¨bereinstimmung an, mit der
dieselben Codierer in zeitlichem Abstand dasselbe Textmaterial codieren. Je gro¨ßer die
Korrelation zwischen den Codierungen, desto gro¨ßer ist die Reliabilita¨t.
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Die Validita¨tspru¨fung einer Inhaltsanalyse erfolgt entweder u¨ber eine einfache Plausi-
bilita¨tskontrolle (
”
face-validity“) oder durch Vergleiche mit Außenkriterien (Kriteriums-
validita¨t; z. B. Befragung des Autors u¨ber seine mit dem Text verfolgten Absichten).
4.2.6 Weiterfu¨hrende Literatur
• Banks (2001)
• Bungard und Lu¨ck (1974)
• Fru¨h (1989, 1991)
• Herkner (1974)
• Hunt (1991, S. 35ff.)
• Klingemann (1984)
• Laatz (1993, Kap. 5)
• Leeuwen und Jewitt (2001)
• Mathes, Kutteroff und Freisens (1990)
• Merten (1995)
• Schnell, Hill und Esser (1999, Kap. 7.3)
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4.3 Befragung
4.3.1 Einleitung
Bei der Befragung geht es darum, eigens ausgewa¨hlten Personen oder Personengrup-
pen planma¨ßig mu¨ndlich oder schriftlich eine Reihe von Fragen zu stellen, um aus den
Antworten Aufschluss u¨ber die zu untersuchende Dimension der sozialen Wirklichkeit
zu erhalten. Die
”
objektiven“ Eigenschaften oder Merkmale der Untersuchungsobjekte –
z. B. demografische Daten wie Alter, Geschlechtszugeho¨rigkeit, Familienstand – werden
dabei ebenso wie die
”
subjektiven“ – Einstellungen, Meinungen, Bewertungen – nicht
unmittelbar erfasst, sondern nur mittelbar u¨ber die mu¨ndlich oder schriftlich gea¨ußer-
ten Informationen der Befragten. Diese A¨ußerungen sind subjektive Mitteilungen und
ko¨nnen mehr oder minder von der
”
wahren“ Wirklichkeit abweichen (vgl. Bu¨schges und
Lu¨tke-Bornefeld, 1977, S. 145).
Die Befragung ist i. d.R. dann das angemessene Datenerhebungsverfahren, wenn es
in einer Untersuchung darauf ankommt, soziale Tatbesta¨nde wie z. B. Fakten, Wissen,
Meinungen, Einstellungen oder Bewertungen zu erfassen, die von Individuen verbalisiert
werden ko¨nnen. Dies wa¨re nicht der Fall, wenn es z. B. um die Erfassung langfristi-
ger sozialer Prozesse oder um Verhaltensweisen bestimmter Subpopulationen (wie z. B.
Kleinkinder oder Personen mit bestimmten Krankheiten) geht.
Die Befragung ist insbesondere dafu¨r geeignet, individuelle Daten u¨ber große Teilge-
samtheiten von Bevo¨lkerungen zu erfassen und diese zu aggregieren, d. h. zusammenzu-
fassen, und so zu Aussagen u¨ber Klassen, Schichten, Gruppen und Typen von Individuen
zu gelangen. Dies wa¨re mit anderen Datenerhebungsverfahren kaum mo¨glich.
4.3.2 Grundlegende Formen der Befragung
Formen der Befragung variieren nach folgenden Dimensionen:
• nach dem Grad der Standardisierung (nicht standardisiert – halb standardisiert –
standardisiert)
• nach der Art der Befragungssituation (mu¨ndlich
”
face to face“ – telefonisch –
schriftlich – computerunterstu¨tzt – Befragungen im Internet)
• nach der Zahl der befragten Personen zur gleichen Zeit (Einzelinterview – Grup-
penbefragung)
• nach der Ha¨ufigkeit oder zeitlichen Erstreckung der Befragung (Querschnittbefra-
gung – La¨ngsschnittbefragung)
Grad der Standardisierung
Beim nicht standardisierten (ungelenkten, unstrukturierten) Interview bekommt der Be-
fragte ein Rahmenthema genannt und erha¨lt dann die Gelegenheit, sich frei dazu zu
a¨ußern. Eine Vertiefung der Themen und das Hinzufu¨gen neuer Aspekte sind freige-
stellt. Das nicht standardisierte Interview hat sich vor allem in explorativen Studien
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bewa¨hrt, wobei es vom Forscher im Wesentlichen zur Sondierung des Gegenstandsberei-
ches genutzt wird. Es wird ha¨ufig auch Tiefen- oder Intensivinterview genannt.
Beim standardisiertem Interview werden der genaue Wortlaut und die Reihenfolge der
Fragen fu¨r den Interviewer verbindlich vorgegeben. Das standardisierte Interview eignet
sich fu¨r Themenbereiche, u¨ber die bereits detaillierte Kenntnisse vorliegen und die klar
umrissen sind. Der Vorteil dieser Art des Interviews liegt in der Vergleichbarkeit und
Quantifizierbarkeit der Ergebnisse sowie der erho¨hten Zuverla¨ssigkeit.
Zwischen den Extremen des standardisierten und des nicht standardisierten Interviews
ist das halb standardisierte Interview anzusiedeln. Beim halb standardisierten Interview
ist zwar der Themenbereich fest vorgegeben; kennzeichnend fu¨r diese Interviewform ist
aber die Verwendung eines Interview-Leitfadens, der zwar den zu erhebenden Inhalt
fixiert, die Gestaltung der Fragenformulierung und -anordnung hingegen mehr oder we-
niger ins Belieben des Interviewers stellt.
Art der Befragungssituation
Wa¨hrend der mu¨ndlichen (perso¨nlichen,
”
face to face“-) Befragung (PAPI)1 ist der In-
terviewer perso¨nlich vor Ort. Der Befragte antwortet auf die Fragen, die vom Interviewer
verlesen oder frei formuliert werden. Der Nachteil dieser Art der Befragung sind die ho-
hen Kosten (z. B. Reise- und Schulungskosten fu¨r die Interviewer) sowie das Auftreten
von Interviewereffekten. Eine spezielle Variante dieser Befragungsart stellt die Passan-
tenbefragung dar.
Bei der schriftlichen Befragung fu¨llt der Befragte eigensta¨ndig einen Fragebogen nach
vorausgegangener mu¨ndlicher oder schriftlicher Instruktion aus. Sie wird ha¨ufig als posta-
lische Umfrage, gelegentlich auch als Befragung in Klassenraumsituationen durchgefu¨hrt.
Der jeweilige Vorteil liegt ha¨ufig bei den geringeren Kosten. Des Weiteren ko¨nnen kei-
ne Interviewereffekte auftreten. Fehlende Kontrolle der Feldsituation sowie die ha¨ufig
geringe Ru¨cklaufquote fallen jedoch negativ ins Gewicht.
Bei der telefonischen Befragung, die meist computerunterstu¨tzt angelegt ist (CATI)2,
antwortet der Befragte auf telefonisch gestellte Fragen. CATI dominiert bereits zah-
lenma¨ßig unter den Umfragen im Bereich der Marktforschung. Der Vorteil dieser Metho-
de liegt u. a. in der Kontrollierbarkeit der Interviewer und den im Vergleich zur perso¨nli-
chen Befragung geringen Kosten. Ausreichend hohe Telefondichte, u.U. Zuga¨nglichkeit
der Telefonnummern und Lokalisierung von Handy-Nummern sowie das kognitive Niveau
der Befragten du¨rften hier die meisten Schwierigkeiten bereiten.
Auch CAPI, das computerunterstu¨tzte perso¨nliche Interview3, nimmt stark zu. Hierbei
liest der Interviewer die Fragen vom Laptop ab und gibt die Antworten der Befragten
selbst ein.
Nicht weit von dieser Technik entfernt liegt CASI, das omputerunterstu¨tzte Selbstin-
terview4, bei dem der Befragte einen Laptop mit entsprechender Software erha¨lt und mit
1=
”
paper and pencil interview“.
2=
”
computer assisted telephone interview“.
3=
”
computer assisted personal interview“.
4=
”
computer assisted self interview“.
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oder ohne Unterstu¨tzung eines Interviewers agiert. Insbesondere bei der Variante
”
oh-
ne Interviewerunterstu¨tzung“, die auch als reines CSAQ-Instrument5 bezeichnet wird,
ko¨nnen sowohl kognitive als auch Probleme der Situationskontrolle auftreten.
Ebenfalls stark nehmen elektronische Befragungen im Internet in Form von Befragun-
gen per E-Mail und WWW- bzw. Online-Befragungen zu. Gleiches gilt fu¨r die Sonder-
formen Online- bzw. Access-Panels und die elektronische Testmarktforschung. Online-
Forschung ist selbstversta¨ndlich an das Vorhandensein von E-Mail- bzw. WWW-Adres-
sen gebunden.
Zahl der zur gleichen Zeit befragten Personen
Wird nur eine Person befragt, spricht man von einem Einzelinterview. Bei der Grup-
penbefragung findet die Befragung in einer Gruppensituation (z. B. in einer Schulklasse)
statt, das Ausfu¨llen der Fragebo¨gen erfolgt aber eigensta¨ndig. Die Gruppenbefragung ist
nicht zu verwechseln mit der Gruppendiskussion!6
Ha¨ufigkeit oder zeitliche Erstreckung der Befragung
Man unterscheidet:
• Querschnittbefragung : Hierbei handelt es sich um eine einmalige Befragung einer
Untersuchungspopulation.
• La¨ngsschnittuntersuchung : Hierbei wird die Untersuchungspopulation mehrmals
befragt. Man kann die La¨ngsschnittuntersuchung aufteilen in:
– Follow-up- oder Folge-Studie: Strukturgleiche Stichproben werden u¨ber die
Zeit hinweg untersucht. Aussagen u¨ber die Entwicklung sind hier nur auf
Kollektivebene mo¨glich.
– Panel-Studie: Identische Personengruppen werden u¨ber die Zeit hinweg unter-
sucht. Hier sind zusa¨tzlich Aussagen u¨ber individuelle Entwicklungen mo¨glich.
Problematisch kann die Ausfallrate (Panelmortalita¨t) werden.
– Trend- oder Zeitreihenanalysen: Hier wird in der Regel ein einziges bestimm-
tes Merkmal u¨ber die Zeit hinweg untersucht (vgl. z. B. Meier, 1988). Viele
Beispiele dafu¨r lassen sich in der Amtlichen Statistik finden.
4.3.3 Entwicklung des Fragebogens
In der Vergangenheit wurde i. d.R. zu jedem Forschungsproblem ein neuer Fragebogen
entwickelt. In letzter Zeit wird ha¨ufig auf bereits bestehende, bewa¨hrte, das gleiche
Forschungsproblem betreffende Fragebo¨gen und auf Skalenhandbu¨cher zuru¨ckgegriffen.
Die Fragebogenkonstruktion erfolgt in zwei Schritten: der Formulierung von Fragen und
Antworten und der anschließenden Anordnung der Fragen.
5=
”
computer assisted self administrated questionnaire“.
6Siehe dazu Na¨heres auf S. 67.
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Formulierung von Fragen
Grundsa¨tzlich gilt, dass die Fragenformulierung die U¨bersetzung von Variablen dar-
stellt, es sich also um deren Operationalisierung handelt. Da es keine gesicherte Theorie
der Frage gibt, arbeitet man mit empirischen Erfahrungsregeln.
1. Sprachliche Form: Die Befragung sollte i. d.R. mo¨glichst wie ein allta¨gliches Ge-
spra¨ch ablaufen. Daher ist es notwendig, auf bestimmte Formulierungen zu verzich-
ten, wie z. B. Fremdwo¨rter, abstrakte Begriffe, doppelte Negationen, komplizierte
Sa¨tze. Des Weiteren sollten suggestive Formulierungen vermieden werden. Sie le-
gen dem Befragten eine bestimmte Antwort nahe und wirken somit verzerrend. Bei
Ha¨ufigkeitsfragen sollte dem Befragten ein Bezugsrahmen fu¨r die Beurteilung ge-
geben werden, da Begriffe wie
”
ha¨ufig“,
”
selten“ etc. individuell stark verschieden
gedeutet werden.
2. Informationsstand der Befragten: Ein unterschiedlicher Informationsstand auf
Seiten der Befragten sollte, z. B. durch eine Einleitung zum Thema, beru¨cksichtigt
werden.
3. Offene und geschlossene Fragen: Einer offenen Frage schließen sich keine Ant-
wortvorgaben an, der Befragte kann seine Antwort selber formulieren. Bei der
geschlossenen Frage sind die Antwortmo¨glichkeiten vorgegeben. Ob offene oder ge-
schlossene Fragen gestellt werden, ha¨ngt letztlich vom Forschungsgegenstand ab.
Bei einem wenig bekannten Forschungsgegenstand ist die offene Frageformulierung
zu wa¨hlen, da nicht alle Antwortmo¨glichkeiten vorauszusehen sind. Offene Fragen
in einem ansonsten mit geschlossenen Fragen aufgebauten Interview geben den Be-
fragten die Mo¨glichkeit, Sachverhalte zu a¨ußern, die ihrem Empfinden nach nicht,
zu wenig oder unzutreffend thematisiert worden sind. Nachteilig sind die geringe
Vergleichbarkeit und die erschwerte Auswertung der Antworten. Fu¨r die Fragebo-
genauswertung sind geschlossene Fragen wegen der Vergleichbarkeit vorzuziehen.
4. Frageformulierung bei Antworthemmung: Zielt das Forschungsinteresse auf
heikle Themen wie z. B. sexuelles Verhalten ab, so ko¨nnen Befragte in ihren Ant-
worten gehemmt sein und sie verweigern oder unzutreffende Antworten geben,
wodurch die Gu¨ltigkeit der Erhebung beeintra¨chtigt wird. Es gibt verschiedene
Strategien, dies zu verhindern:
a) der Befragte erha¨lt die Mo¨glichkeit, eine allgemeine, ungefa¨hre Antwort zu
geben,
b) in der Frage werden entscha¨rfende, verharmlosende Formulierungen verwen-
det,
c) man zielt auf einen Mitla¨ufereffekt ab, indem man etwa formuliert:
”
Es ist ja
bekannt, dass die meisten ...“,
d) etwas wird zur Selbstversta¨ndlichkeit gemacht (= Spezialfall des Mitla¨uferef-
fektes),
59
4 Grundlegende Datenerhebungsmethoden
e) der Befragte wird
”
u¨berrumpelt“, d. h. es wird in der Frage unterstellt, dass
der Befragte die (gesellschaftlich negativ sanktionierte) Handlung bereits voll-
zogen hat.
Bei einigen dieser Strategien werden absichtlich suggestive Formulierungen be-
nutzt, um Antworthemmungen abzubauen. Dabei kann nicht ausgeschlossen wer-
den, dass ein Befragter Einstellungen a¨ußert oder Verhaltensweisen angibt, die
unzutreffend sind. Deshalb verzichtet man ha¨ufig darauf, solche heiklen Themen
per Fragebogen anzugehen und verwendet statt dessen indirekte oder projektive
Methoden.
Anordnung von Fragen
Bei der Anordnung der Fragen sollte man die Spannungskurve, also die Vera¨nderung
der Motivation der Befragten, beru¨cksichtigen. In der Regel versucht man zu Beginn des
Interviews den Befragten zu motivieren, indem man z. B. interessante Fragen stellt. Dann
folgen komplexere, zum Schluss wieder einfachere, wie z. B. nach Beruf, Konfession etc.
(Standarddemografie), da nach einer gewissen Befragungszeit Ermu¨dungserscheinungen
auftreten ko¨nnen, die die Motivation verringern. Die zeitliche Erstreckung der Befra-
gung variiert mit dem Untersuchungsinteresse und der Zielgruppe: Bei einer allgemeinen
Bevo¨lkerungsumfrage betra¨gt sie in der Regel eine halbe bis ganze Stunde, Expertenin-
terviews ko¨nnen sich in Extremfa¨llen u¨ber mehrere Stunden erstrecken.
Des Weiteren ist bei der Anordnung der Fragen zu beachten, dass Inhalt und
”
Gefu¨hls-
wert“ einer Frage auf die na¨chste einwirken ko¨nnen (ein weiterer so genannter
”
Halo-
Effekt“). Da dies zu erheblichen Verzerrungen fu¨hren kann, sollte dieser Effekt neutrali-
siert werden, z. B. durch Zwischenschalten von Ablenkungsfragen.
4.3.4 Interview als soziale Situation
Das mu¨ndliche Interview stellt eine besondere Form sozialer Interaktion zwischen zwei
Personen, dem Interviewer und der befragten Person dar, die sich einander in bestimmten
sozialen Rollen gegenu¨bertreten. Eine solche soziale Interaktion zwischen zwei Rollen-
tra¨gern entwickelt jeweils eine eigene soziale Dynamik, die von Interview zu Interview
variiert. Sollen die verbalen Reaktionen der Befragten nun vergleichbar und zuverla¨ssig
sein, so reicht es nicht aus, nur die Fragen und Antworten und die Reihenfolge der Ant-
worten zu standardisieren, sondern es muss auch eine Normierung der Interviewsituation
erfolgen, d. h. es mu¨ssen die Situationsfaktoren, die die Antworten beeinflussen, kontrol-
liert werden. Voraussetzung dafu¨r sind Kenntnisse daru¨ber, welche Situationsfaktoren
Antworten in welche Richtung beeinflussen. Diesen Situationsfaktoren sind die na¨chsten
Abschnitte gewidmet.
4.3.5 Soziale Regelma¨ßigkeiten des Interviewer- und Befragtenverhaltens
Drei personale Bedingungen sollten erfu¨llt sein, wenn eine Befragung zu sachgerechten
bzw. gu¨ltigen Antworten fu¨hren soll:
1. Interviewer und Befragte mu¨ssen motiviert sein,
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2. beide mu¨ssen den Befragungsprozess kognitiv beherrschen,
3. beide mu¨ssen in der Erwartung handeln ko¨nnen, dass sie keine – oder nur minimale
– negativen Nebenfolgen (Sanktionen, Kosten) zu gegenwa¨rtigen haben, wenn sie
sich am Interviewprozess beteiligen.
Diese drei Bedingungen variieren jedoch in Abha¨ngigkeit von situativen Umsta¨nden
(z. B. Thematik der Umfrage, vermuteter Auftraggeber, a¨ußere Merkmale des Interview-
ers etc.). Es ist also notwendig, neben den drei personalen Bedingungen immer jeweils
die spezifische Situation in die Erkla¨rung der Handlungsweisen der Interaktionspartner
mit einzubeziehen. Im Folgenden werden einige typische Konstellationen dieser persona-
len Bedingungen und spezifische Situationen aufgefu¨hrt, unter denen gewisse
”
Effekte“,
die manche auch unter
”
Fehler bei der Datenerhebung“ subsumieren, auftreten. Es wird
dabei unterschieden zwischen Interviewer- und Befragteneffekten.
1. Interviewereffekte
Unter Interviewereffekten versteht man das nicht sachgerechte Verhalten des In-
terviewers. Dabei ko¨nnen zwei Arten von Effekten unterschieden werden:
a) Bewusste oder unbewusste Falschvercodungen von Antworten: Dadurch, dass
die Vercodung der Daten unabha¨ngig vom Befragten verla¨uft, ko¨nnen trotz
”
richtiger“ Befragtenreaktionen Verzerrungen durch falsche Protokollierung
entstehen.
b) Bewusste oder unbewusste Beeinflussung des Befragten durch den Interview-
er: Hier entsteht eine Verzerrung – unabha¨ngig von der Protokollierung –
durch die Beeinflussung des Befragtenverhaltens durch den Interviewer.
Die Bereitschaft eines Interviewers, Umfragen durchzufu¨hren, kann auf zwei Grund-
motivationen zuru¨ckgefu¨hrt werden, na¨mlich
a)
”
Task Involvement“ (Sachorientiertheit) und
b)
”
Social Involvement“ (alle anderen Interessen, z. B. Geldverdienen, soziale
Anerkennung).
Dabei besteht ein reziprokes Verha¨ltnis zwischen diesen Grundmotivationen und
den genannten Effekten. Hohe Sachorientiertheit du¨rfte sich einerseits positiv auf
die Gewissenhaftigkeit der Interviewer (z. B. genaue Einhaltung des Interviewver-
laufs) auswirken; andererseits kann sich starkes Interesse des Interviewers am For-
schungsthema in einer unbewussten Beeinflussung der Untersuchungsteilnehmer
niederschlagen. Bei ausgepra¨gtem
”
social involvement“ wird dagegen das Interes-
se am Thema geringer sein, was zwar zu einer geringeren Beeinflussung fu¨hren,
worunter jedoch auch die Durchfu¨hrungsqualita¨t leiden kann.
Eine andere Ursache fu¨r das Zustandekommen von Interviewereffekten liegt in der
Kognition begru¨ndet, und zwar dergestalt, dass Falsch-Vercodungen und Beein-
flussungen in Folge gewisser Erwartungsmuster des Interviewers im Hinblick auf
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eigentlich zusammenha¨ngende Merkmale des Befragten erfolgen. Falschvercodun-
gen entstehen hauptsa¨chlich durch fehlerhafte Erwartungen des Interviewers: Er
fu¨hrt unabha¨ngig von der Befragtenreaktion, gema¨ß seiner eigenen Erwartung u¨ber
diese, die Protokollierung durch. Erwartungskonforme Fehlvercodung wird desto
wahrscheinlicher, je deutlicher der
”
Typ“ des Befragten aufscheint und je gro¨ßer der
Spielraum der Antworten fu¨r Interpretationen ist. Beeinflussungen des Befragten
geschehen zumeist durch nicht verbale, unbeabsichtigete Kommunikation. Ob die-
se Beeinflussungen letztlich auch tatsa¨chlich zu einem
”
Effekt“ fu¨hren, ha¨ngt auch
von dem Befragten selbst ab, d. h. auch dieser muss in die Analyse miteinbezogen
werden.
2. Befragteneffekte
Die Befragteneffekte sind der bedeutsamere und schwierigere Bereich der
”
Fehler“
bei der Datenerhebung, da die meisten Verzerrungen auf irgendeine Weise mit dem
Befragtenverhalten verbunden sind und diese nicht vollsta¨ndig kontrolliert werden
ko¨nnen. Im Folgenden werden die Befragteneffekte unter drei Gesichtspunkten be-
trachtet, und zwar im Hinblick auf die Teilnahme an der Datenerhebung u¨berhaupt,
auf die Beantwortung einzelner Fragen und schließlich auf die inhaltliche Reaktion
dabei.
a) Generelle Teilnahme an der Befragung
Wenn eine Befragung
”
repra¨sentative“ Ergebnisse bringen soll, wird die Fra-
ge der generellen Teilnahme besonders wichtig: Durch Ausfa¨lle ausgewa¨hlter
Zielpersonen wird die Repra¨sentativita¨t der Untersuchung trotz Verwendung
eines repra¨sentativen Auswahlverfahrens in Frage gestellt, insbesondere wenn
die Ausfa¨lle systematisch sind. Gerade solche Ausfa¨lle aber lassen sich ha¨ufig
beobachten.
Eine besondere Bedeutung spielen hierbei motivationale Faktoren. Personen,
die eine enge Beziehung zum jeweiligen Thema oder zur Untersuchungssitua-
tion haben, entschließen sich eher zu einer Teilnahme an einer Befragung als
solche, fu¨r die das nur eingeschra¨nkt, wenn u¨berhaupt, gilt.
”
Neben diesem
’
In-
teresse am Fragethema‘ wird aber auch eine ganz allgemeine Motivation zur
Teilnahme an o¨ffentlichen Vorga¨ngen bedeutsam: der Forschungskontakt wird
offenkundig als Teil von Verflechtungen in o¨ffentliche Angelegenheiten angese-
hen. Von daher erkla¨rt sich, dass Verweigerer von Interviews sich auch weniger
an Wahlen beteiligen und auch sonst von o¨ffentlichen Vorga¨ngen
’
disengagiert‘
sind“ (Esser, 1984b, III, S. 56).
Ein weiterer Grund fu¨r Ausfa¨lle ko¨nnen kognitive Faktoren sein: Personen
mit ho¨herer Schulbildung, ho¨herer Intelligenz u. a¨. fa¨llt die Aufnahme eines
Forschungskontaktes erheblich leichter, da sie sich eher mit dem jeweiligen
Thema vertraut machen ko¨nnen.
Schließlich beeinflussen Befu¨rchtungen vor etwaigen negativen Nebenfolgen
die Teilnahmebereitschaft. Dies hat zur Folge, dass Personen, die u¨berse-
hen ko¨nnen, dass normalerweise Umfragen keinerlei perso¨nliche Folgen fu¨r
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sie haben, eher an ihnen teilnehmen. Andere Personen dagegen, die im Alltag
gewisse Routinen im Umgang mit Fremden nicht entwickeln konnten, empfin-
den ein Interview eher als bedrohlich und nehmen deswegen eher nicht teil.
b) Beantwortung einzelner Fragen
Auch durch Nichtbeantwortung einzelner Fragen ko¨nnen Verzerrungen entste-
hen; erneut spielen die Faktoren Motivation, Kognition, Befu¨rchtungen eine
entscheidende Rolle. Folglich gilt hier im Prinzip das gerade Ausgefu¨hrte.
c) Inhaltliche Reaktion
Die generelle Bereitschaft zur Teilnahme an einer Befragung und die Beant-
wortung einzelner Fragen sind notwendige Bedingungen der Datenerhebung.
Die Zuverla¨ssigkeit und Gu¨ltigkeit der Messungen selbst entscheiden sich aber
erst in der inhaltlichen Reaktion der Befragten auf die Fragestimuli im Rah-
men der Befragungssituation. Die
”
fehlerhaften“ Reaktionen kann man un-
terscheiden in unsystematische und systematische
”
Fehler“.
i. Unsystematische
”
Fehler“ bei der inhaltlichen Reaktion
Unsystematische Fehler sind zufa¨llige Schwankungen des Messergebnisses
um einen
”
wahren“ Wert. Sie werden bestimmt durch personale Bedin-
gungen, insbesondere der Kognition. Hierbei ist anzusprechen, dass In-
dividuen eben einen unterschiedlichen Informationsstand haben und sich
nicht zu allen Fragethemen eine dezidierte Meinung gebildet haben. Auch
situative Faktoren, wie Versta¨ndlichkeit und Eindeutigkeit der Frage, ver-
strichene Zeit bei Erinnerungsfragen u. a¨. spielen hier eine Rolle.
ii. Systematische
”
Fehler“ bei der inhaltlichen Reaktion
Systematische Fehler, auch
”
Response Set“ genannt, werden definiert als
”
Tendenz, in eine bestimmte Richtung zu reagieren, unabha¨ngig vom In-
halt eines Stimulus“ (Erbslo¨h, 1972, S. 100). Man unterscheidet zwei ver-
schiedene Arten systematischer Reaktionen:
• Reaktionen, die ohne genaue Erkennung der Situation erfolgen (z. B.
dann, wenn der Frageinhalt nicht verstanden wird),
• Reaktionen, die erst mit genauer Situationserkennung erfolgen (ko¨n-
nen) und mit denen der Befragte ganz spezifische Ziele verfolgt (z. B.
die Erlangung sozialer Anerkennung durch den Interviewer).
Zwei spezielle Arten von
”
Response Set“, die ha¨ufiger auftreten, werden
hier na¨her betrachtet:
• Zustimmungstendenz (
”
acquiescence response set“): Unter der Zu-
stimmungstendenz versteht man die Neigung der Befragten, auf Fra-
gen beliebigen Inhalts mit Zustimmung zu reagieren. Hierbei handelt
es sich typischerweise um eine Reaktion, die vor allem bei fehlender
Situationserkennung auftritt.
”
Anders als bei den inhaltsbezogenen
Reaktionen oder den Entscheidungen zur Teilnahme oder Fragenbe-
antwortung u¨berhaupt, kann die Zustimmungstendenz nicht mit spe-
zifischen Motiven oder dem spezifischen Inhalt der Situation oder des
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Befragungsthemas erkla¨rt werden“ (Esser, 1984b, III, S. 69). In der
Literatur findet man vielmehr folgende Erkla¨rung:
”
Zustimmungs-
tendenzen sind Strategien von Befragten, eine fu¨r sie verunsichernde,
undurchschaubare und bedrohliche Situation zu u¨berstehen. Diese
Strategien – der Beschwichtigung durch Zustimmung – werden sub-
kulturell gelernt und sogar kontrolliert und gerade dann angewandt,
wenn eine aktive, inhaltsbezogene Handlung nicht mo¨glich erscheint“
(ebenda).
• Erwu¨nschtheitstendenz (
”
social desirability response set“): Un-
ter Erwu¨nschtheitstendenz versteht man die Neigung, sozial gefa¨llig
zu reagieren. Dieser
”
Response Set“ kann nur auftreten bei einer Si-
tuationserkennung durch den Befragten, da dieser ja wissen muss,
von welcher Norm eine
”
wahre“ Antwort abweiche. Was jeweils so-
zial erwu¨nscht ist, variiert von Thema zu Thema, von Befragtem zu
Befragtem, von Situation zu Situation.
Zwei Ebenen sind es, die die Neigung einer Person zu sozial erwu¨nsch-
ter Reaktion bestimmen:
– (Sub-)Kulturelle Normen der Bezugsgruppe der Befragten: Z.B.
ko¨nnte in der so genannten Mittelschicht die Bereitschaft zur A¨uße-
rung ausla¨nderfeindlicher Meinungen als sozial unerwu¨nscht gelten,
nicht aber in der so genannten Unterschicht. Die Besonderheit be-
steht hier darin, dass die Richtung der Befragtenreaktion schon vor
dem Beginn der Datenerhebung und auch unabha¨ngig von sonsti-
gen Faktoren (z. B. Eigenschaften des Interviewers) festliegt.
– Spezielle Situation der Datenerhebung: Merkmale des Interviewers
wie Rasse, Geschlecht, Religion, Schichtzugeho¨rigkeit (
”
Interview-
eranwesenheitseffekt“), Hinweise auf den Auftraggeber (
”
Sponsor-
ship-Effekt“), Bemu¨hen auf Seiten der Befragten, sich als gute
Versuchspersonen darzustellen (
”
good subject“), ko¨nnen sozial er-
wu¨nschte Reaktionen hervorbringen.
Die Sta¨rke der sozial erwu¨nschten Reaktionen ha¨ngt vor allem von
der Bedeutsamkeit der Situation fu¨r den Einzelnen ab. Je nach in-
dividueller Bedeutsamkeit der Befragung, wird der Interviewte sozial
erwu¨nscht reagieren. Auch muss die Situation eine gewisse Transpa-
renz aufweisen, um sozial erwu¨nschte Antworten zu produzieren.
4.3.6 Zuverla¨ssigkeit und Gu¨ltigkeit
Die Zuverla¨ssigkeit des Interviews als Instrument der Datenermittlung ha¨ngt vom Grad
der Standardisierung ab. Je standardisierter die Fragen, um so unabha¨ngiger ist der auf
den Befragten einwirkende Stimulus. Daneben beeinflusst die Frageformulierung die Zu-
verla¨ssigkeit. Unklar formulierte Fragen, die von verschiedenen Befragten unterschiedlich
verstanden werden, beeintra¨chtigen die Zuverla¨ssigkeit. Die Zuverla¨ssigkeit von Fragen
kann z. B. durch einen Retest u¨berpru¨ft werden.
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Die Gu¨ltigkeit von Befragungsdaten ha¨ngt davon ab, ob die Fragen tatsa¨chlich gu¨lti-
ge Indikatoren fu¨r die theoretisch konzipierten Merkmalsdimensionen sind, die gemessen
werden sollen. Daneben beeinflusst die Interviewsituation die Gu¨ltigkeit von Befragungs-
daten, indem sie auf die Antworten des Befragten wie auf ihre Registrierung durch den
Interviewer einwirkt. Die Gu¨ltigkeit kann u¨berpru¨ft werden mit Hilfe der verschiedenen
Verfahren, die in Kapitel 2 besprochen wurden.
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5.1 Gruppendiskussion
In Abgrenzung zum Gruppeninterview, bei dem die Gruppe lediglich fu¨r den Abruf
bereits vorhandener Informationen gebraucht wird, steht bei der Gruppendiskussion die
gemeinsame Generierung von Daten im Mittelpunkt.
Die Methode der Gruppendiskussion ist besonders geeignet, um
• ohne besonderen Aufwand ein neues Untersuchungsfeld zu explorieren, indem meh-
rere mit dem Thema vertraute Personen befragt und zur Diskussion angeregt wer-
den,
• die Variationsbreite und U¨berzeugungssta¨rke einzelner Meinungen und Einstellun-
gen zu einem Thema zu erkunden,
• informelle Gruppenmeinungen zu diskutieren,
• den Meinungsbildungsprozess selbst zu untersuchen.
Die Gruppen werden entweder eigens zu diesem Zweck aus ansonsten sich fremden
Personen gebildet (
”
synthetische“ Gruppen), oder der Forschende greift auf bereits be-
stehende, so genannte
”
natu¨rliche“ Gruppen zuru¨ck (z. B. Arbeitsgruppe, Bu¨rgerinitia-
tive, Stammtisch). Falls es sich nicht um eine
”
natu¨rliche“ Gruppe handelt, werden die
Gruppenmitglieder
”
anonymisiert“, d. h. sie erhalten Decknamen, um ihnen freie Mei-
nungsa¨ußerungen zu erleichtern.
In der Regel bietet der Diskussionsleiter zu Beginn einer Gruppendiskussion einen
thematisch passenden Grundreiz dar (z. B. Film, Zeitungsartikel, Untersuchungsergeb-
nisse), der den Diskussionseinstieg erleichtern soll. Dieser Grundstimulus, wie auch alle
anderen
”
Schlu¨sselreize“, die vom Diskussionsleiter ausgehen, sollten bei Diskussionen
in verschiedenen Gruppen mo¨glichst normiert sein. Die Dauer von Gruppendiskussionen
kann in Abha¨ngigkeit vom Thema und den Teilnehmenden erheblich variieren.
Vor oder nach der Gruppendiskussion werden mit Hilfe eines mo¨glichst kurzen, schrift-
lichen Fragebogens beno¨tigte soziodemografische Merkmale der Diskussionsteilnehmen-
den erfasst.
Als Vorteile der Gruppendiskussion zu nennen sind die Mo¨glichkeiten zur:
• Erfassung von breiten und thematisch vertieften Informationen,
• Erfassung detaillierter und gru¨ndlich durchdachter A¨ußerungen,
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• Untersuchung von Strukturen und Prozessen individueller und kollektiver Mei-
nungsbildung,
• gegenseitigen Anregung der Teilnehmenden bei gleichzeitiger Spontanita¨t aufgrund
der Alltagsna¨he des Vorgehens.
Als Nachteile der Methode zu thematisieren sind:
• Ungleichma¨ßige Diskussionsbeteiligung der Gruppenmitglieder aufgrund sozialer
und sprachlicher Barrieren,
• Auftreten von Verzerrungen durch gruppendynamische Gesetzma¨ßigkeiten, deren
Standardisierung unmo¨glich ist (z. B. die Monopolisierung der Diskussion durch
Meinungsfu¨hrer),
• Unbestimmbarkeit von Zuverla¨ssigkeit und Gu¨ltigkeit.
Durch das Pha¨nomen der
”
Schweiger“, die sich wa¨hrend einzelner bzw. aller Abschnitte
der Diskussion nicht an dem Gespra¨ch beteiligen, wird die Vielfalt sowie die
”
Repra¨sen-
tativita¨t“ des registrierten Meinungsbildes eingeschra¨nkt.
Fu¨r die Durchfu¨hrung von Gruppendiskussionen existieren eine Reihe von Kunstre-
geln, um gruppendynamische Bedingungen zu schaffen, die die aktive Mitarbeit aller
Gruppenmitglieder erleichtern. Jedoch ist ihre Anwendung entsprechend dem jeweiligen
Forschungsinteresse zu variieren.
• Gruppengro¨ße: Die Gruppe sollte acht bis zwo¨lf Personen umfassen. Ist sie klei-
ner, kann es an Anregungen mangeln; ist sie gro¨ßer, ist die aktive Beteiligung aller
Gruppenmitglieder erschwert.
• Soziale Zusammensetzung: Die Gruppe sollte nicht zu heterogen sein. Die
Gruppenmitglieder sollten keine oder nur geringfu¨gige Status- und Bildungsun-
terschiede aufweisen sowie eine gemeinsame Sprach- und Ausdrucksweise besitzen.
• Repra¨sentativita¨t: Um die Ergebnisse der Gruppendiskussion generalisieren zu
ko¨nnen, mu¨ssen Diskussionen in vielen verschiedenen, in sich homogenen Gruppen
durchgefu¨hrt werden, um insgesamt repra¨sentative Ergebnisse zu erhalten.
• Diskussionsleiterverhalten: Das Verhalten der leitenden Person wa¨hrend des
Meinungsaustausches sollte freundlich-neutral sein. Sie sollte sich auf die forma-
le Lenkung des Diskussionsgeschehens beschra¨nken und erst in der Phase, in der
spontan keine neuen Aspekte mehr gea¨ußert werden, standardisierte Reizargumen-
te einbringen.
• Aufzeichnung: Die Gruppendiskussion sollte auf einen Tontra¨ger aufgenommen
und mo¨glichst auch von einem Beobachter beobachtet werden. Sehr hilfreich zur Er-
fassung der non-verbalen sowie der korrekten Zuordnung der verbalen a¨ußerungen
der Diskussionsteilnehmenden ist die audiovisuelle Aufzeichnung des Diskussions-
verlaufes.
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• Auswertung: Die verbalen A¨ußerungen sind anschließend zu transkribieren und
mit der Methode der Inhaltsanalyse auszuwerten. Fu¨r die Auswertung der non-
verbalen A¨ußerungen muss ein Beobachtungsschema entwickelt werden, das die
zentralen, fu¨r das Forschungsthema bedeutsamen Verhaltenselemente zu messen
erlaubt.
5.2 Soziometrie
Soziometrische Methoden als Datenerhebungs- und Datenanalyseverfahren dienen der
Erfassung und Auswertung interpersoneller Beziehungen in Gruppen (z. B. Arbeitsgrup-
pen, Cliquen von Jugendlichen, Schulklassen). Sie haben in den vergangenen Jahren
eine starke Ausweitung auf die Analyse genereller sozialer Netzwerke erfahren (vgl. z. B.
Jansen, 1999).
Soziometrische Daten ko¨nnen in Form von Beobachtungen erhoben werden, in aller
Regel geschieht dies jedoch mit Hilfe der Befragung eines jeden Gruppenmitgliedes.
Soziometrische Daten ko¨nnen verschiedene Aspekte erfassen:
• Beziehungen der Zu- und Abneigung:
”
Wer mag wen und wen nicht?“
• Subjektive Interaktionspra¨ferenzen:
”
Wer mo¨chte mit wem etwas tun und mit wem
nicht?“
• Faktische Interaktionspra¨ferenzen:
”
Wer interagiert tatsa¨chlich mit wem und mit
wem nicht?“
Die charakteristischen Eigenschaften soziometrischer Daten sind somit:
1. Kriterium derRelationalita¨t: Es handelt sich um Sender-Empfa¨nger-Beziehungen.
2. Kriterium der doppelten Identifizierung: Sender und Empfa¨nger mu¨ssen ein-
deutig bei Erhebung und Auswertung identifizierbar bleiben.
3. Kriterium der Gruppenspezifita¨t: Daten werden innerhalb eines in seinen Gren-
zen vorher festgelegten Kollektivs von Objekten erhoben.
4. Kriterium der Einschra¨nkungsfreiheit: Jedes Gruppenmitglied muss Sender und
Empfa¨nger sein ko¨nnen.
Daru¨ber hinaus beziehen sich soziometrische Daten immer nur auf ein oder mehrere
Wahlkriterien (z. B.:
”
Neben wem mo¨chtest du im Unterricht gerne sitzen?“). Solcher-
art konkretisierte Wahlfragen werden
”
soziometrisches Kriterium“ genannt. Sie erfassen
lediglich bestimmte Teilbeziehungen in Gruppen, etwa die Dimensionen Herrschaft, Sym-
pathie und Antipathie, Kooperation und Kommunikation. Somit gelten die Ergebnisse
auch nur fu¨r diesen operationalisierten Teilaspekt.
Voraussetzungen fu¨r die Anwendung der Soziometrie sind eine nicht zu große Gruppen-
gro¨ße, ein gewisser Bekanntheitsgrad unter den Gruppenmitgliedern sowie eine Theorie
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geleitete Bestimmung der Wahlkriterien. Die Erhebungssituation sollte frei von Span-
nungen und die Gruppe
”
angewa¨rmt“ sein, um die A¨ußerung der wirklichen Pra¨ferenzen
zu fo¨rdern.
Die Erhebung soziometrischer Daten kann verschieden gestaltet werden. Mo¨gliche Ge-
staltungsdimensionen sind:
• Anzahl der Wahlkriterien: eines oder mehrere;
• Abfrage des Kriteriums: hypothetisch, realistisch, vergangenheitsbezogen;
• Art der Wahl: positiv, negativ, beides;
• Anzahl der Wahlen: festgelegt, unbegrenzt, Maximum, Minimum;
• Intensita¨t der Wahlen: Angabe einer Reihenfolge der Pra¨ferenzen;
• Soziale Selbstwahrnehmung: Vermutung u¨ber erhaltene Wahlen.
Die Auswertung der soziometrischen Daten erfolgt mit Hilfe von Diagrammen, Matri-
zen und Indexen.
Das Soziogramm stellt graphisch die sozialen Beziehungen zwischen den Gruppen-
mitgliedern dar. Eingetragen werden die positiven / negativen und gegenseitigen / einsei-
tigen Beziehungen sowie deren Sta¨rke bzw. Ha¨ufigkeit. Aufgrund der Unu¨bersichtlichkeit
ist diese Darstellungsform wenig geeignet fu¨r wissenschaftliche Zwecke.
Die Soziomatrix entha¨lt die interpersonellen Beziehungen zu einem gegebenen Kri-
terium. Mo¨glich ist eine bina¨re, gewichtete oder bipolare Darstellung. Vielfa¨ltige Aus-
wertungsmo¨glichkeiten geben Aufschluss u¨ber den soziometrischen Status, die Fu¨hrer,
die Isolierten und Aussenseiter sowie u¨ber die soziale Expansion, die Gruppenkoha¨sion,
soziometrische Ketten und Cliquen.
Eine Vielzahl von Indexen dient der Beschreibung soziometrischer Daten, wie z. B.
der Index der positiven / negativen Verbundenheit oder der Index der emotionalen Ver-
bundenheit. Solange der Forschende erla¨utert, welche U¨berlegungen der Indexbildung
zugrunde liegen und welche Operationen genau vorgenommen wurden, steht es ihm frei,
neue Indexe zu entwickeln.
Das Problem von Zuverla¨ssigkeit und Gu¨ltigkeit stellt sich in gleicher Weise wie
bei einer anderen Befragung. In besonderer Weise zu beru¨cksichtigen ist allerdings, dass
die Befragten ihren Namen nennen mu¨ssen; Anonymita¨t ist daher grundsa¨tzlich nicht
gegeben, was zu hohen Ausfallquoten fu¨hren kann, die die Gu¨ltigkeit der Ergebnisse
weiter in Frage stellen.
5.3 Weiterfu¨hrende Literatur
Gruppendiskussion:
• Laatz (1993, S. 114ff.)
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• Mangold (1973)
• Bohnsack (2000)
Soziometrie:
• Dollase (1976)
• Jansen (1999) (Netzwerkanalyse)
• Moreno (1996)
• Nehnevajsa (1973)
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6.1 Einzelfallstudie
Die Einzelfallstudie (engl.
”
case study“) untersucht mehr oder minder komplexe so-
ziale Einheiten (z. B. Gruppen, Organisationen, Stadtteile, Kulturen) als Ganzes und
versucht, sie mo¨glichst erscho¨pfend zu analysieren. Dazu ko¨nnen ganz verschiedene Da-
tenerhebungsmethoden verwandt werden, einschließlich ihrer diversen Varianten.
Vorteile dieses Verfahrens liegen in der mo¨glichen Breite und Perspektiven- sowie
Methodenvielfalt der Untersuchung, Nachteile in der geringen Generalisierungsfa¨hig-
keit der erzielten Resultate. Daher sind Einzelfallstudien
”
auch eher zur Entwicklung
theoretischer Konzepte oder einzelner Hypothesen, zur Erkundung des Forschungsfeldes
im Vorfeld umfassenderer Erhebungen, zur U¨berpru¨fung und Verbesserung von For-
schungsmethoden sowie zur Vertiefung und Illustration bereits gewonnener genereller
Aussagen geeignet als fu¨r Zwecke repra¨sentativer, einen großen Generalisierungsbereich
erlaubender Erhebungen“ (Bu¨schges und Lu¨tke-Bornefeld, 1977, S. 185). Aus Sicht einer
strikten Falsifikationstheorie reicht allerdings ein einziger Fall aus, um einen allgemeinen
Satz zu widerlegen, d. h. die Einzelfallstudie kann bei deterministischen Aussagen auch
Hypothesen pru¨fend eingesetzt werden.
6.2 Paneluntersuchung
Die Paneluntersuchung ist eine Spezialform der La¨ngsschnittuntersuchung, bei der in be-
stimmten zeitlichen Absta¨nden fu¨r dieselben Untersuchungseinheiten mindestens zwei-
mal dieselben Merkmale erhoben werden. Die Erhebung erfolgt meistens mittels Befra-
gungen, prinzipiell ist sie jedoch auch mittels Beobachtungen mo¨glich. Vorrangiges Ziel
ist die Erfassung von Wandlungsvorga¨ngen auf Individualebene. Dies ist bei Trend- oder
Folgeuntersuchungen, die auf jeweils neue Stichproben zuru¨ckgreifen und ausschließlich
kollektiven Wandel zu erfassen suchen, nicht mo¨glich.
Auch mit dieser Untersuchungsform sind spezielle Probleme verbunden:
• Zeitlicher Abstand der Panelwellen: Sind die Intervalle zu groß, so ist es
mo¨glich, dass ein doppelter, d. h. zur Ausgangsposition zuru¨ckkehrender Wech-
sel der Einstellung als Stabilita¨t erscheint. Andererseits ko¨nnen mit der zeitli-
chen Na¨he von Wellen Effekte auftreten bzw. versta¨rkt werden, die ebenfalls un-
erwu¨nscht sind, z. B. Verzerrungen durch Erinnerung an das Antwortverhalten bei
der vorhergehenden Welle, die die tatsa¨chliche Einstellungsa¨nderung verdecken.
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•
”
Panel-Effekt“: Durch die wiederholte Erfragung derselben Merkmale kann es zu
Verzerrungen kommen (z. B. Erinnerungs- und Lerneffekte, Auslo¨sung bzw. Ver-
hinderung von Einstellungs- und Verhaltensa¨nderungen).
•
”
Panel-Mortalita¨t“: Durch Ausfall von Panelteilnehmern (z. B. aufgrund von
Umzug, Krankheit oder mangelndem Interesse) kommt es bei jeder Panelwelle
zu einer Verkleinerung der Stichprobe. Der Ausfall ist dabei um so schwerwie-
gender, je weniger zufa¨llig und je systematischer – und damit verzerrender – er
ist. Um die Mitarbeit der Panelmitglieder zu sichern, ko¨nnen ihnen beispielswei-
se regelma¨ßig Informationen zugeschickt oder finanzielle Anreize geboten werden
(
”
Panel-Pflege“).
• Die Auswertung von Paneldaten wird umso komplexer, je mehr Wellen mitein-
ander verglichen werden und je mehr externe potenzielle Einflussfaktoren beru¨ck-
sichtigt werden mu¨ssen.
6.3 Experiment
Das Experiment ist eine Forschungsanordnung, die darauf abzielt, kausale Zusammen-
ha¨nge zwischen einer oder mehreren unabha¨ngigen und einer abha¨ngigen Variablen unter
Konstanthaltung aller u¨brigen Einflussfaktoren festzustellen.
Ein kausaler Zusammenhang zwischen einer unabha¨ngigen und einer abha¨ngigen Va-
riablen ist dann gegeben, wenn sie in einem empirisch nicht umkehrbaren, asymmetri-
schen Zusammenhang stehen: wenn X, dann Y, aber nicht umgekehrt. Fu¨r die Durchfu¨h-
rung eines Experiments mu¨ssen zuerst Hypothesen u¨ber den Zusammenhang zwischen
einer unabha¨ngigen und einer abha¨ngigen Variable formuliert werden. Im Experiment
variiert der Forschende dann die Antezedensbedingung und pru¨ft, inwieweit die von
ihm vorhergesagten Effekte eintreten. Um die Eindeutigkeit dieser Ursache-Wirkungs-
Beziehung sicherzustellen, muss jeglicher systematischer Einfluss anderer Variablen un-
terbunden bzw. kontrolliert werden. Die Durchfu¨hrbarkeit von Experimenten ha¨ngt so-
mit davon ab, ob die unabha¨ngige Variable manipuliert und die anderen Faktoren wirk-
sam kontrolliert werden ko¨nnen. Aus diesem Grund werden Experimente ha¨ufig im La-
bor, das dies eher erlaubt, und nicht in natu¨rlichen Situationen (Feld) durchgefu¨hrt. Als
Datenerhebungsmethode werden sowohl Befragungen als auch Beobachtungen verwen-
det.
Die Gu¨te (Validita¨t) einer experimentellen Untersuchung ha¨ngt davon ab, mit welcher
Sicherheit die Vera¨nderungen der abha¨ngigen Variablen nach der Manipulation der un-
abha¨ngigen Variablen auf diese Variation zuru¨ckgefu¨hrt werden ko¨nnen. Das Ausmaß,
in dem dies gewa¨hrleistet ist, bezeichnet man als
”
interne Validita¨t“. Beeintra¨chtigt
werden kann die interne Validita¨t durch personengebundene Sto¨rvariablen, die auf sys-
tematische Unterschiede zwischen den untersuchten Personengruppen zuru¨ckzufu¨hren
sind, sowie durch situative Sto¨rvariablen.
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Mit Hilfe von Kontrolltechniken soll dieser verzerrende Einfluss ausgeschaltet wer-
den:
• Gruppenzusammensetzung:
–
”
Randomisierung“: Dazu werden die Untersuchungsteilnehmer zufa¨llig den
Experimentalbedingungen zugeordnet. Folgt man der mathematisch-statisti-
schen Wahrscheinlichkeitstheorie, so sind diese zwei Stichproben innerhalb
angebbarer Fehlergrenzen und unter angebbaren Wahrscheinlichkeiten in al-
len ihren Merkmalen gleich. Voraussetzung ist allerdings, dass die Stichpro-
ben nicht zu klein sind. In der Praxis ist die Randomisierung als effektivste
Kontrolltechnik ha¨ufig jedoch nicht einsetzbar, und zwar insbesondere dann,
wenn das Untersuchungsinteresse auf natu¨rliche Gruppen gerichtet ist, denen
die Untersuchungsteilnehmer bereits zugeordnet sind. In diesem Fall spricht
man von Quasi-Experimenten.
–
”
Matching“: Dazu werden Paare von Untersuchungsteilnehmern gebildet,
deren Merkmalsauspra¨gungen bezu¨glich der neben X als beeinflussend an-
gesehenen Variablen (z. B. Alter, Familienstand) u¨bereinstimmen. In zwei
Gruppen geteilt, weisen beide Gruppen bezu¨glich dieser Variablen die glei-
che Struktur auf (
”
Parallelisierung“).
• Experimentalbedingungen:
– Um sto¨rende situative Bedingungen auszuschalten, sollten gleiche Bedingun-
gen fu¨r alle Versuchsgruppen geschaffen werden. Dies umfasst so verschiedene
Aspekte wie z. B. die Ra¨umlichkeiten, die Instruktionen, das Verhalten des
Versuchsleiters usw.
Neben der Anwendung der genannten Kontrolltechniken kann auch mittels expe-
rimenteller Versuchspla¨ne die interne Validita¨t verbessert bzw. gesichert werden.
Versuchspla¨ne variieren in Experimenten die Zusammensetzung der Gruppen (Kontroll-
und Experimentalgruppe) sowie die Testzeitpunkte.
1. Nur-Nachtest-Versuchsplan
Beim Ex-post-facto-Experiment wird die Wirkung einer experimentellen Manipu-
lation auf das Verhalten dadurch gepru¨ft, dass die Experimentalgruppe E einem
Stimulus R ausgesetzt wird, die Kontrollgruppe K dagegen nicht. In einem Nach-
test T werden beide Gruppen bezu¨glich der interessierenden Variable gepru¨ft (vgl.
Abbildung 6.1).
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E → R → T
Z
K → T
Wobei Z = Zufallszuordnung der Untersuchungsteilnehmer
E = Experimentalgruppe
K = Kontrollgruppe
R = Realisation der experimentellen Bedingung (Stimulus)
T = Test
Abbildung 6.1: Nur-Nachtest-Versuchsplan
E → T1 → R → T2
Z
K → T1 → T2
Abbildung 6.2: Vortest-Nachtest-Kontrollgruppenvergleich
Hinter diesem Vorgehen steht die – auch bei Anwendung der genannten Kontroll-
techniken nicht gesicherte – Annahme, dass beide Gruppen im Hinblick auf die
abha¨ngige Variable ohne die experimentelle Manipulation im Gruppendurchschnitt
identisch wa¨ren.
2. Vortest-Nachtest-Kontrollgruppenvergleich
Beim Test-Retest-Verfahren werden Experimental- und Kontrollgruppe zu Beginn
getestet. Die Experimentalgruppe wird dann dem experimentellen Stimulus aus-
gesetzt. Anschließend werden beide Gruppen erneut getestet.
Mo¨glicherweise kommt es bei dieser Versuchsanordnung durch Vortestsensitivie-
rung (z. B. Lerneffekte) bei der ersten Testung zur Beeinflussung der Reaktion auf
den experimentellen Stimulus.
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3. Solomon-Vier-Gruppen-Versuchsplan
Dieser Versuchsplan soll die Kontrolle von Sto¨reinflu¨ssen durch externe Ereignis-
se, Reifungsprozesse der Versuchsteilnehmer oder Vortestsensitivierung erlauben.
Allerdings ist die Durchfu¨hrung sehr aufwendig.
E1 → T1 → R → T2
K1 → T1 → T2
Z
E2→ R→ T1
K2 → T1
Abbildung 6.3: Solomon-Vier-Gruppen-Versuchsplan
Diese wenigen ausgewa¨hlten Beispiele sollten Prinzipien der Versuchsanordnung und
die Mo¨glichkeiten der Kontrolle von Sto¨rfaktoren aufzeigen. Welche Versuchsanordnung
im Einzelfall zu wa¨hlen ist, ha¨ngt von der konkreten Fragestellung ab.
Die Generalisierbarkeit der gefundenen Ergebnisse (
”
externe Validita¨t“) ist im all-
gemeinen bei Feldexperimenten, die in der natu¨rlichen Umgebung der Versuchsteilneh-
mer durchgefu¨hrt werden, gro¨ßer als bei Laborexperimenten. Jedoch steht einer gro¨ßeren
externen Validita¨t in der Regel eine geringere interne Validita¨t gegenu¨ber, da in der Feld-
situation Sto¨reinflu¨sse weit weniger wirkungsvoll kontrolliert bzw. gar nicht ausgeschaltet
werden ko¨nnen.
Neben formalen Aspekten des Experiments ko¨nnen auch Versuchsteilnehmer und, vor
allem, Versuchsleiter verzerrend wirken. Fu¨r das Experiment als soziale Situation gilt
somit das in den Kapiteln zur Befragung und zur Beobachtung Gesagte.
6.4 Simulation
Unter Simulation versteht man u¨blicherweise, komplexe Sachverhalte als dynamische,
mathematische Modelle zu formulieren, die in der Regel mit realen Daten durchgerech-
net werden, um so die Effekte zu ermitteln, die sich aus Vera¨nderungen der Einfluss-
gro¨ßen (erkla¨rende, Quellvariablen) bei der oder den (abha¨ngigen) Zielvariablen ergeben.
”
Per Simulation wird in den Sozialwissenschaften ein Stu¨ck sozialer Wirklichkeit nach-
geahmt mit dem Ziel, eine noch nicht oder nur latent vorhandene Wirklichkeit sichtbar
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zu machen“ (Klein, 1991). Simulationen werden u¨berwiegend fu¨r Prognosezwecke ein-
gesetzt, kommen aber auch da zum Einsatz, wo fu¨r eine Problemlo¨sung noch zu wenig
abgesichertes theoretisches Wissen vorhanden ist und daher die Auswirkungen verschie-
dener alternativer Variablen- und Datenkonstellationen durchgespielt werden, um das
Vertrauensintervall mo¨glicher Ausga¨nge bestimmen zu ko¨nnen. Außerdem werden sie
dann durchgespielt, wenn die zu untersuchenden Ereignisse selten sind, d. h. die Basis
zur Berechnung statistisch abgesicherter Koeffizienten zu klein ist. Zu beru¨cksichtigen
ist, dass Simulationsmodelle immer nur Ausschnitte aus der komplexen Realita¨t abbil-
den ko¨nnen, so dass die berechneten Simulationsergebnisse nur mit mehr oder minder
großen Vorbehalten auf die soziale Wirklichkeit u¨bertragen werden ko¨nnen.
Sozialwissenschaftliche Computersimulation auf der Makroebene ist vor allem seit den
durch den Club of Rome angeregten Forschungen Ende der 60-er, Anfang der 70-er Jahre
auch einem nicht wissenschaftlichen Publikum bekannt geworden. Ziel dieser Simulatio-
nen war es, die Entwicklung der Weltbevo¨lkerung und ihrer Ressourcen bis zum Ende
des 21. Jahrhunderts zu prognostizieren (vgl. Meadows u. a., 1972).
Die aktuelle Forschungssituation dominieren allerdings Mikrosimulationen, wobei der
bekannteste Anwendungsbereich noch die eher kurzfristige Bevo¨lkerungsentwicklung be-
trifft und mehr oder weniger auf Fortschreibungen einiger Parameter beruht. Fu¨r die
Vorhersage la¨ngerer Zeitra¨ume sind hingegen dynamische Mikrosimulationen erforder-
lich, die die Wahrscheinlichkeit des Auftretens bestimmter Ereignisse (Heirat, Scheidung,
Tod) integrieren. Viele Beschra¨nkungen von mikro- und makroanalytisch ausgefu¨hrten
Simulationen ko¨nnen durch mehrebenenanalytische Ansa¨tze u¨berwunden werden (vgl.
Troitzsch, 2000).
6.5 Sekunda¨ranalyse
Unter Sekunda¨ranalyse wird eine Methode verstanden, bereits vorhandenes Datenma-
terial, das durch eine Prima¨rerhebung gewonnen wurde, ein weiteres Mal auszuwerten,
ohne damit unbedingt dieselben Ziele und Zwecke zu verfolgen, die den Prima¨rforscher
geleitet hatten. Andere, aber seltenere Begriffe fu¨r das gleiche methodische Verfahren
sind Reanalyse, erweiterte Analyse oder auch
”
secondary evaluation“.
Gru¨nde, die einen Forscher dazu fu¨hren ko¨nnen, anstatt selbst Prima¨rerhebungen
durchzufu¨hren, auf die jeweils mit spezifischen Problemen behafteten Daten anderer
Forscher zuru¨ckzugreifen, sind die folgenden:
1. Finanzielle und institutionelle Umsta¨nde: Was die finanziellen Umsta¨nde anbe-
langt, so haben insbesondere Diplomanden und Doktoranden, ha¨ufig aber auch
Professoren nicht ausreichend Mittel zur Verfu¨gung, um eigene Datenerhebungen
durchfu¨hren zu ko¨nnen. Neben diesen finanziellen Gesichtspunkten ist aber auch
an den institutionellen Rahmen zu denken, in dem sich Forscher bewegen, und der
ihnen ha¨ufig eigene Erhebungen unmo¨glich macht: Z. B. zu wenige und / oder nicht
entsprechend ausgebildete Mitarbeiter, fehlendes
”
Know-how“ bei ihnen selbst etc.
2. Gesonderte empirische Erhebungen sind selbstversta¨ndlich u¨berflu¨ssig, wenn an-
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dere Forscher bereits entsprechende Daten erhoben haben. Diese Daten kann man
dann – gegebenenfalls unter einem anderen theoretischen Bezugsrahmen – erneut
analysieren.
Aufschluss daru¨ber, wer, wie, wo, wann und mit welchem Zweck sozialwissenschaftlich
relevante Datenerhebungen durchgefu¨hrt hat, gibt in Deutschland vor allem das Zen-
tralarchiv fu¨r empirische Sozialforschung an der Universita¨t Ko¨ln. Dort sind die Daten
und Erhebungsunterlagen mehrerer Tausend Studien gespeichert, die zum großen Teil
fu¨r jedermann zuga¨nglich sind. Aus verschiedenen Vero¨ffentlichungen des ZA (
”
Daten-
bestandskatalog“,
”
ZA Informationen“ und
”
Studienverzeichnis“), vor allem aber via
World-Wide Web kann man eruieren, welche Studien zu welchen Themenbereichen zu
welchen Konditionen erha¨ltlich sind.1
6.5.1 Verwendungsarten der Sekunda¨ranalyse
Archivierte Studien ko¨nnen zu verschiedenen Zwecken verwendet werden. Klingemann
und Mochmann (1975) nennen drei Verwendungsarten:
1. Vorbereitung eigener Prima¨rerhebungen
2. Analysen ohne eigene Prima¨rerhebungen
Diesen zwei eher technischen Verwendungsarten ist ein dritter wissenschaftstheo-
retischer oder wissenschaftssoziologischer Zweck hinzufu¨gen, na¨mlich:
3. Gewa¨hrleistung von Intersubjektivita¨t und Diskurs in der Forschung
Sekunda¨ranalyse zur Vorbereitung eigener Prima¨rerhebungen
Zur Vorbereitung empirischer Studien sind neben dem unumga¨nglichen Literaturstu-
dium, der Onlinerecherche und der Feldexploration ha¨ufig auch Sekunda¨ranalysen ge-
eignet: Sie ko¨nnen daru¨ber Aufschluss geben, welche Methoden und Techniken, welche
Frageformulierungen und welche Operationalisierungen sich bereits in der Vergangen-
heit bewa¨hrt haben. Dies gilt ganz besonders fu¨r komparative, den nationalen Rahmen
u¨berschreitende Untersuchungen, wie sie Klingemann und Mochmann (1975, S. 184ff.)
anfu¨hren.
Analysen ohne eigene Prima¨rerhebungen
Bestimmte Forschungsfragen ko¨nnen ausschließlich mittels sekunda¨ranalytischer For-
schungsstrategien beantwortet werden. Vier solcher Anwendungsgebiete sollen hier an-
gefu¨hrt werden:
1. Interkulturell vergleichende Untersuchungen
1www.gesis.org/za/
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Offensichtlich u¨berschreiten solche Untersuchungen in der Regel den Rahmen, den
ein vertretbarer finanzieller und organisatorischer Aufwand fu¨r ein einzelnes Pro-
jekt setzt.
2. Analyse langfristiger Zeitreihen
Auch hier werden in der Regel mehrere Datensa¨tze miteinander verglichen, die
zu dem gleichen Themenkomplex durchgefu¨hrt wurden. Langfristige Verlaufsda-
tenanalysen, zum Beispiel von Daten, die 1950, 1960, 1970, 1980, 1990 und 2000
erhoben wurden, sind meist nur als Sekunda¨ranalysen mo¨glich.
3. Kumulation von Daten
Unter diesem Begriff wird die Zusammenlegung mehrerer Datensa¨tze verstanden,
die die gleiche Grundgesamtheit repra¨sentieren. Ziel dabei ist es, gro¨ßere Stich-
proben zu erhalten, die dann zuverla¨ssigere und gu¨ltigere Resultate zu erzielen
erlauben.
4. Kombination von Daten verschiedener Aggregationsstufen
Die Kombination solcher Datensa¨tze ist ha¨ufig fu¨r die Durchfu¨hrung von Mehre-
benenanalysen notwendig, zum Beispiel, wenn bei der individuellen Befragung im
Kontext einer Arbeitsorganisation den jeweils pro Individuum erhobenen Daten
solche hinzugefu¨gt werden sollen, die Aufschluss u¨ber die Eigenschaften der Ar-
beitsgruppe, in dem das Individuum agiert, geben, wie etwa Gruppenkoha¨sion,
Gruppenleistung, Gruppengro¨ße, Gruppennormen und A¨hnliches.
6.5.2 Gewa¨hrleistung von Intersubjektivita¨t und Diskurs
Dieser Punkt ist ein u¨bergreifender Gesichtspunkt, der besonders dringlich fu¨r die Durch-
fu¨hrung von Sekunda¨ranalysen spricht. Die Begru¨ndung la¨sst sich aus einem (la¨ngeren)
Zitat von Sahner (1982, S. 226f.) entnehmen:
”
Wie kann die wechselseitige Kritik der Wissenschaftlergemeinschaft aber realisiert
werden? Zumindestens mu¨ssen dafu¨r zwei wichtige Voraussetzungen erfu¨llt werden: ers-
tens intersubjektive Zuga¨nglichkeit des jeweils erfassten Sachverhaltes und zweitens eine
mo¨glichst heterogene Zusammensetzung der am Diskurs beteiligten Wissenschaftler, weil
bei einer Homogenita¨t der Weltanschauungen das kritische Potential gering sein du¨rfte.
Wir sind nun der Ansicht, dass die Sekunda¨ranalyse ein Instrument ist, diese Voraus-
setzungen zu erfu¨llen, und damit den Weg fu¨r eine effektive Kritik bereitet. Denn durch
Sekunda¨ranalyse kann der Kreis der am Diskurs Beteiligten beliebig erweitert werden.
Der Sachverhalt wird dem Sekunda¨ranalytiker gleichermaßen wie dem Prima¨ranalytiker
zuga¨nglich. Intersubjektivita¨t ist also gewa¨hrleistet. Durch Sekunda¨ranalyse ko¨nnen also
die stets zu erwartenden individuellen Verzerrungen, die nach Erstellung eines Datensat-
zes auftreten, kontrolliert werden. Bekanntlich gibt es keine Autonomie der Tatsachen.
Schließlich sei noch auf einen meta-theoretischen Aspekt verwiesen. Wie die Praxis zeigt,
eignet sich Sekunda¨ranalyse auch zur U¨berpru¨fung von Instrumententheorien. So wurde
durch Sekunda¨ranalysen von Untersuchungen u¨ber die Machtverha¨ltnisse in Gemeinden
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nachgewiesen, dass die Aussagen u¨ber die Machtverteilung in den Gemeinden instru-
mentenspezifisch variieren.
Damit aber u¨berhaupt Sekunda¨ranalysen mit dieser Zielsetzung durchgefu¨hrt werden
ko¨nnen, bedarf es einiger Voraussetzungen:
1. Die Ergebnisse mu¨ssen reproduzierbar sein. Das du¨rfte heute nur fu¨r einen ge-
ringen Teil der Publikationen mo¨glich sein, weil die Daten nicht mehr existieren
oder nicht mehr zuga¨nglich sind, weil wichtige Informationen fehlen (Codepla¨ne,
Variablenbildung, etc.). Es ist keinesfalls erforderlich, diese Angaben jeweils mit
zu publizieren. Sie mu¨ssen aber verfu¨gbar gehalten werden.
2. Die Daten mu¨ssen fu¨r Sekunda¨ranalysen zur Verfu¨gung gestellt werden. Auch das
du¨rfte heute nur ausnahmsweise mo¨glich sein, weil irgendwelche Auftraggeber oder
Erhebungsinstitute aus den unterschiedlichsten Gru¨nden nicht an Replikationen
interessiert sind. Zumindest die mit o¨ffentlichen Geldern gefo¨rderten Untersuchun-
gen mu¨ssten nach einem bestimmten Zeitraum zuga¨nglich sein. Die Erfahrung lehrt
leider, dass dies nicht immer der Fall ist. Dabei kann man mit der Fristsetzung,
mit der Daten zuga¨nglich sein sollten, ruhig großzu¨gig verfahren, weil schon die
Mo¨glichkeit der o¨ffentlichen Zuga¨nglichkeit heilsame Wirkung ausu¨ben du¨rfte.
3. Herausgeber von Zeitschriften nehmen nur solche Artikel mit Substanzforschung
auf, deren Autoren einen verwendbaren Datensatz fu¨r Sekunda¨ranalysen nach ei-
nem angemessenen Zeitraum zur Verfu¨gung stellen.“
6.5.3 Fehlerquellen und Probleme bei der Sekunda¨ranalyse
Selbstversta¨ndlich weist die Sekunda¨ranalyse auch ihre eigenen Probleme und Fehler-
quellen auf. Zuna¨chst ist die Sekunda¨ranalyse mit allen Fehlern behaftet, die im Verlauf
der Prima¨rerhebung begangen wurden. Eine offene Frage ist in diesem Zusammenhang,
inwieweit sich – wenn u¨berhaupt – Fehler, die bei der Erhebung der Daten auftraten,
unter Umsta¨nden aufheben, abschwa¨chen oder gar versta¨rken, wenn man Datensa¨tze
kumuliert.
Das zweite Problem stellt die Auswahl von Datensa¨tzen fu¨r Sekunda¨ranalysen dar.
Wenn nicht nur eine, sondern mehrere interessierende Studien fu¨r ein bestimmtes The-
ma zur Sekunda¨ranalyse zur Verfu¨gung stehen, muss gewa¨hrleistet werden, dass die Aus-
wahl anhand
”
objektiver“ Kriterien erfolgt, die nachvollziehbar sind und befolgt werden
mu¨ssen.
Das dritte Problem bezieht sich auf die Indikatorenauswahl und die Indikatorena¨qui-
valenz. Die Indikatorena¨quivalenz verschiedener Untersuchungen ist besonders bei in-
terkulturell vergleichenden Sekunda¨ranalysen oder bei u¨ber lange Zeitra¨ume laufen-
den La¨ngsschnittuntersuchungen zu u¨berpru¨fen. Dies erfordert unter Umsta¨nden einen
großen Arbeitsaufwand und die Mitarbeit speziell ausgewiesener Berater wie zum Bei-
spiel Historiker, Ethnologen oder Kulturanthropologen. Die Indikatorenauswahl ist des-
halb problematisch, weil ein theoretisches Konstrukt ja in aller Regel auf verschiedene
Weise operationalisiert werden kann und dementsprechend auch operationalisiert wird.
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Es stellt sich somit die Frage, welche Operationalisierung des Konstruktes man wa¨hlt,
wenn man verschiedene Studien fu¨r eine Sekunda¨ranalyse zur Auswahl hat. Eine Richt-
linie dafu¨r stellt das Ausmaß der Validierung dar, das in den verschiedenen Studien
im Hinblick auf die interessierenden Variablen erreicht wird. Außerdem sollte ein Aus-
wahlkriterium sein, ob eine Operationalisierung bereits gut eingefu¨hrt ist und damit die
Vergleichbarkeit der Ergebnisse mit anderen Untersuchungen gefo¨rdert wird.
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Aggregierte Daten
Antizipierte Antworthemmung
Atomistische Betrachtungsweise
Ausscho¨pfungsgrad
Auswahlgesamtheit
Basissatzproblem
Bedeutungsanalyse
Begriffsnominalismus
Begriffsrealismus
Begru¨ndungszusammenhang
Beobachtung
Bewertungsanalyse
CAPI
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Codieren
CSAQ-Instrument
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Einzelfallstudie
Empirischer Wert
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Experiment
Explanandum
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Interne Gu¨ltigkeit
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Kontingenzanalyse
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Kontrollgruppe
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Korrespondenzproblem
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Laboruntersuchung
La¨ngsschnittuntersuchung
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Materiale Gu¨ltigkeit
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Merkmal
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Messen
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Offene Fragen
Online-Access-Panel
Online-Befragung
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Overcoverage
PAPI
Panel
Panel-Mortalita¨t
Panel-Effekt
Parallelisierung
Paralleltest
Passantenbefragung
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Pretest
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Reanalyse
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Sekunda¨ranalyse
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Soziometrie
Standarddemografie
Standardisierung
Stetige Variablen
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Suggestivfragen
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Versuchsplan
Verwertungszusammenhang
Vollerhebung
Vortest-Nachtest-Kontrollgruppenvergleich
Zeitreihenuntersuchung
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