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Abstract
Relationship between Age-Related Cognitive Impairment and Anatomical Changes in Dendritic
Bundles and Neuronal Microcolumns in the Prefrontal Cortex
Frank Jones
Dr. Luis Cruz
The effects of normal aging in the brain can be characterized by mild impairments in memory
and executive function. The earliest of these impairments start developing in healthy people in their
mid to late thirties and progress until old age, but the neuroanatomical basis of this cognitive decline
is not known. Extensive studies have shown that neurons are not lost in normal aging in contrast
with neurodegenerative diseases such as Alzheimer’s disease. However, decreases in microcolum-
nar “strength” correlate with cognitive decline, suggesting that subtle spatial alterations between
neurons may impair their function. Previous work has shown that dendritic arbors undergo age-
related changes in area 46. One hypothesis is that these changes in dendritic arbors may contribute
to micrometer-scale alterations of the surrounding cortical tissue that could ultimately lead to the
disruptions in neuron position and microcolumnar strength. We developed a method to identify
and measure the width of and spacing between dendrite bundles in Layers 3 and 4 of both banks
of the sulcus principalis of 17 behaviorally tested female rhesus monkeys aged 6 to 31 years. There
are significant age related changes in dendrite bundle spacing primarily in layer 4 of the ventral
bank. Both banks exhibit an increase in the variance of inter-bundle distances with age. These
changes may reflect a change in the organization of dendrites within a bundle, or a change in the
number of dendrites in the area. Both possibilities could significantly affect the inter-connectivity
between microcolumns, layers, and cortices. These measurements were then compared with micro-
column strength and inter-column distance of neuronal microcolumns in both banks of layer 3 of the
same animals. While no significant correlation between microcolumn measurements and dendrite
bundle measurements is identified, we did observe that the spacing between neuronal microcolumn
and dendritic bundles is approximately the same, which is consistent with the view that bundles of
apical dendrites form the core of the neuronal microcolumns. During this investigation we became
aware of various factors that influence the reported inter-column spacing including: slice thickness,
intersection angle of columns with the slice, organization of columns, and the imaging process. To
address these factors we propose several modifications to an existing method for identifying neurons
in 3 dimensional confocal image stacks and propose an algorithm to identify microcolumns in 3
xiv
dimensional reconstructions of tissue from these images. Using this method, we present a sample
application to show how accurate measures of inter-column and inter-bundle spacing can be obtained
in future work.
Abstract

1Chapter 1: Introduction
A well known, albeit unfortunate, consequence of getting older is the detrimental effects of normal
aging on cognition. Advances in modern medicine have resulted in longer life expectancies than ever
before, exceeding 81 years in developed countries as presented in Figure 1.1. As a result, greater
portions of the population will experience the effects of age related cognitive decline. Because of this,
research is shifting from increasing human life expectancy to increasing human health span (Srini-
vasan, 2015). In humans free of neurodegenerative diseases, normal aging is usually accompanied
by the decrease of cognitive abilities including memory, learning, and executive functions(Albert,
1993; Salthouse et al., 2003; Fisk and Sharp, 2004; Rhodes, 2004; Sorel and Pennequin, 2008; Bartus
et al., 1979; Rapp, 1990; Lai et al., 1995; Herndon et al., 1997; Voytko, 1999; Moore et al., 2003,
2006). The proverbial “senior moment” is characterized by decreases in the ability to remember
large amounts of information or recall information after a period of time (Albert, 1993; Arnsten
and Goldman-Rakic, 1985; Bachevalier et al., 1991; Bartus et al., 1978; King and Michels, 1989;
Marriott and Abelson, 1980; Rapp and Amaral, 1989; Roberts et al., 1997) as well as difficulty
recalling sources of information (Janowsky et al., 1989; McIntyre and Craik, 1987; Naveh-Benjamin
and Craik, 1995). Deficits in memory related tasks begin to manifest as early as 50 years of age,
often resulting in significant declines in working memory by age 70 (Albert, 1993; Gilbert and Levee,
1971). The functions affected by age-related cognitive impairment are known to be associated with
the prefrontal cortex. In addition to executive functions such as attention, short-term and working
memory, planning, and problem solving, the prefrontal cortex also contributes to memory encoding,
temporal memory, abstraction, and verbal expression.
In this thesis we focus our study on Brodmann area 46, located in the dorsolateral prefrontal
cortex. We specifically address the dorsal and ventral banks of the principal sulcus as it most closely
resembles human area 46 (Walker, 1940; Barbas and Pandya, 1989; Petrides and Pandya, 1999). An
illustration of the rhesus monkey prefrontal cortex from Petrides and Pandya (1999) is presented in
2Figure 1.1 Life expectancy is increasing. Over the last century, life expectancy has increased 30
years in many developed countries to 81 years. Data from Roser (2015).
Figure 1.2 with area 46 highlighted in yellow. Area 46 has historically been associated with working
memory (Jacobsen, 1936). Additionally, it plays an important role in temporary memory and
executive functions involved with task completion (Goldman-Rakic, 1988; Fuster, 1993; Funahashi
and Takeda, 2002; Jacobsen, 1936; Funahashi et al., 1993), all of which have been shown to deteriorate
during normal aging (Albert, 1993; Salthouse et al., 2003; Fisk and Sharp, 2004; Rhodes, 2004; Sorel
and Pennequin, 2008).
The cortex is divided into 6 horizontal layers, or laminae, defined by different densities, size, and
type of neurons. The layers of the cortex receive connections from a multitude of other cortices.
Layers 1,2, and 3 comprise the supragranular layer. Layer 1 contains few neurons and is mainly
occupied by the tufts created by branching apical dendrites originating from neurons in deeper layers.
Layers 2 and 3, labeled the external granular and external pyramidal layers respectively, maintain
associational connections within the same hemisphere and callosally projecting neurons that project
to the contralateral hemisphere by way of the corpus callosum (Greig et al., 2013). Layers 2 and
3 contain many horizontally projecting fibers that help transmit signals between neighboring cells
within the same layer (Yabuta and Callaway, 1998). Additionally, the neurons of layer 3 send
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3Figure 1.2 An illustration of the areas of the rhesus monkey prefrontal cortex. This thesis focuses
on area 46, highlighted in yellow, due to its implications in working memory. From Petrides and
Pandya (1999).
connections to deeper layer 5 and 6 neurons. Internal granular layer 4 has been regarded as the
“inbox” of the cortex where afferent inputs come from the auditory, visual, and somato-sensory
associated cortices, as well as the thalamus (Barbas and Mesulam, 1985; Petrides and Pandya, 1988;
Chao and Knight, 1998; Jones and Powell, 1970; Barbas et al., 1991; Giguere and Goldman-Rakic,
1988; Siwek and Pandya, 1991). Meanwhile, infragranular layers 5 and 6 have been labeled the
“outbox” of the cortex. Internal pyramidal layer 5 projects to the motor cortex, brain stem, and
spinal cord, while fusiform layer 6 projects back to the thalamus. Dendrites of the fusiform cells of
layer 6 also project laterally within the same layer as well as towards the pia.
Each layer contains various types of neurons that range in size, shape, projection, and function.
Cell types can be divided into two categories, spiny and non-spiny cells. Spiny cells are excitatory
cells that include pyramidal neurons that can be found in layers 2–5 and stellate cells primarily of
layer 4. Non-spiny cells consist of locally projecting, inhibitory interneurons (DeFelipe and Farinas,
1992). While several types of neurons exist, cognition is believed to be dominated by the pyramidal
neuron (DeFelipe and Farinas, 1992; Elston, 2003) which accounts for about 80% of the over 2.8×1010
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4Figure 1.3 An illustration of a typical layer 3 pyramidal neuron. (a) Cell soma, (b) Basal Dendrites,
(c) Apical Dendrite, (d) Dendritic Spines, (e) Axon.
neurons(Mountcastle, 1997) in the neocortex.
1.1 The Pyramidal Neuron
The pyramidal neuron of the prefrontal cortex is comprised of 4 structures: the soma, axon, den-
drites, and dendritic spines. Figure 1.3 presents a typical layer 3 pyramidal cell. The cell body,
called the soma, usually appears triangular in shape giving this neuron its name. A typical soma
has a diameter of about 10µm from which two types of dendrites and an axon project. The soma
contains many of the metabolic structures of the cell and is also the location where incoming signals
are processed and outgoing signals are generated. The pyramidal neuron has two types of dendritic
arbors. Basal dendrites project from the bottom (or base) of the pyramidal cell. These relatively
short projections extend into the internal granular (4) and infragranular layers (5/6) and become
highly branched. The basal dendrites receive inputs from layer 4 neurons as well as local excitations
from neighboring neurons. The apical dendrite projects from the top (apex) of the soma towards
the pial surface where it terminates in layer 1 through a series of bifurcations forming an apical
tuft where it receives connections from various cortical areas (Spruston, 2008). The purpose of the
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5dendrites is to receive excitations, called Action Potentials (AP), from other neurons, and propagate
this signal to the neuronal soma.
The AP is transfered from one neuron to another by way of synapses where the excitation
is received by dendritic spines. A single pyramidal neuron can possess several thousand spines.
Though the precise purpose of spines is still up for debate, several theories exist. Spines may
increase the surface area of the dendrite allowing it to accept many afferent synapses(Stepanyants
et al., 2002). Spines may also reduce the electric resistance of the dendrite(Stratford et al., 1989)
while weighting synaptic input by attenuating the excitation after passing through the narrow stems
connecting the spine to the dendrite(Chang, 1952). Finally, it has been proposed that spines create
a chemical environment around synapses affecting input through a chemical resistance(Koch et al.,
1992). Finally, a single axon projects from the base of the neuron and can reach a length of several
centimeters after profuse branching. The axon carries the AP away from the soma and transmits it
to the dendrites of other neurons.
Historically, age related cognitive impairment was believed to be a result of large scale neuronal
loss during aging. Indeed, initial studies on the effects of aging found a significant loss of nearly
50% of cortical neurons between 50 and 90 years of age (Brody, 1955; Henderson et al., 1980).
However, more recent studies present a drastically different picture. Several studies have shown that
cortical neuronal density remains constant in a normal aging brain unaffected by neurodegenerative
diseases (Pakkenberg and Gundersen, 1997; Peters et al., 1998; Pakkenberg et al., 2003; Cragg, 1975;
Anderson et al., 1983; Terry et al., 1987; de Brabander et al., 1998; Wong et al., 2000; Parkin et al.,
1995; Haug, 1985; Haug et al., 1984; Haug and Eggers, 1991; Gallagher and Rapp, 1997; Peters and
Sethares, 1996; Wickelgren, 1996). This realization has prompted further studies into the causes of
age related cognitive impairment. As a result, focus has shifted to local changes in neuronal density,
suggesting that while large scale neuron density remains stable, age related neuronal loss may be
local to specific areas(West, 1993; Coleman and Flood, 1987; Smith et al., 2004). The question
remains, if large scale neuronal loss does not account for the cognitive decline of normal aging, what
other factors could influence cognition in the aging brain?
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6In an analogy to a computer, a single neuron can be compared to a single logic gate. While
both are fundamental components of the greater system, neither are especially powerful on their
own. Only when several units are joined together to form a network, is their true potential realized.
When joined together, logic gates form more complex structures such as registers and logic units,
that are capable of performing more complex tasks than the simple boolean operation of a single
unit. An analogous structure composed of neurons has been identified in the cerebral cortex of many
mammals called the microcolumn.
1.2 Microcolumns
The neuronal microcolumn consists of a vertical array of 80–100 neurons oriented perpendicular to
the pial surface and spanning layers 2–6 of the cortex(Mountcastle, 1978). It has been suggested
that the microcolumn is a fundamental unit of computation (Mountcastle, 1957). Fundamental to
this hypothesis is the belief that cells near the middle of the column (i.e. neurons in layer 3) receiving
connections from the thalamus use the columnar structure to form connections with other layers
of the cortex. By forming these connections, excitations can be transmitted quickly and efficiently
between all layers at a cost much lower than would be required for axons to form every connection
individually (Hofman, 2001). Beyond simply supplying connections between layers, microcolumns
may also aide in selective discrimination of sensory input by limiting response to only relevant
information (Opris et al., 2011).
Microcolumns are principally composed of pyramidal neurons and are easily identified in Nissl
stained tissue where distinct columns of pyramidal neurons are visible as depicted in Figure 1.4. The
cell sparse area surrounding the column consists of axons, dendrite bundles, and synapses (Jones
and Burton, 1974; Szentagothai, 1983; Seldon, 1981; Ong and Garey, 1990). Microcolumns consist
of several cell types. These include the pyramidal neuron, which project to other cortices (Jones,
1984), inhibitory interneurons, including basket cells, chandelier cells, and double bouquet cells, and
excitatory stellate cells (Jones, 1984; DeFelipe and Farinas, 1992; Houser et al., 1983; Hendry et al.,
1987). A model presented by Peters and Sethares (1991) is presented in Figure 1.4b.
Reports on the inter-column spacing between microcolumns ranges from 80µm to 26µm depend-
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7(a) Microcolumnar Arrangement of Neurons
From Cruz et al. (2009).
(b) Microcolumn Model
From Peters and Sethares (1991).
Figure 1.4 The microcolumnar arrangement of pyramidal neurons. (a) Pyramidal neurons forming
a typical vertical column from Cruz et al. (2009) (scale bar = 100µm). (b) An example model from
(Peters and Sethares, 1991) illustrating the organization of neurons and dendrites in microcolumns
throughout the layers of the cortex.
ing on species and area of the cortex (Buldyrev et al., 2000; Buxhoeveden et al., 2000; Casanova,
2006; Di Rosa et al., 2009; Williams and Casanova, 2010). Additionally, Cruz et al. (2005) demon-
strated that neurons within columns of Brodmann area 46 are spaced 23µm apart and columns are
separated by 28µm. The neuropathology of microcolumns is affected by neurological and psychi-
atric conditions. In autism microcolumn spacing is reduced in addition to a decrease in the size of
pyramidal cell somas which may result in a decrease in long range connections (Casanova, 2006). In
schizophrenia, inter-microcolumn spacing increases (Di Rosa et al., 2009; Casanova et al., 2008). Ad-
ditionally, in a study of prenatal drug exposure in rats, inter-column distance was found to decrease
after exposure to cocaine(Buxhoeveden et al., 2006).
Interestingly, age related cognitive impairment significantly correlated with an increase in the
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8Figure 1.5 An illustration of changing columnar strength ranging from a strong column (left) rep-
resenting a young, unimpaired brain, to a weak column (right) characteristic of an impaired aged
brain.
displacement of neurons within a column. A statistically significant decrease in the “strength”
of a microcolumn can result from random displacements of the neurons within the column by as
little as 3µm (Cruz et al., 2004). In a related study, Cruz et al. (2009) showed that decreases in
microcolumnar strength significantly correlate with increased age as well as cognitive decline in layer
3 of the ventral bank of female rhesus monkeys. However, there was no correlation in the dorsal
bank, suggesting that these banks contribute to different cognitive tasks. It has been suggested that
the reduced microcolumnar strength is a result of atrophy in the surrounding neuropil (Cruz et al.,
2004). Atrophy of dendritic arbors would reduce the structural integrity of the columns granting
neurons freedom to make small movements. Figure 1.5 presents an illustration depicting columns of
pyramidal cell somas at various degrees of columnar strength. During normal aging the positions of
neurons appear to shift away from the columnar structure. Larger displacements in neuronal position
from this columnar structure produce a “weaker” column, ie. a decrease in columnar strength.
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It has been suggested that changes in dendrites may account for some of the effects of cognitive de-
cline (Peters and Rosene, 2003). We hypothesize that age-related changes in neuronal microcolumns
are a result of subtle changes in surrounding dendritic arbors. Dendritic minicolumns, or “bundles”
in this thesis, consist of bundles of apical dendrites originating from layer 5 pyramidal neurons that
project to layer 1 (Peters and Kara, 1987). Additional apical dendrites from pyramidal neurons
in layers 2 and 3 join the bundle before reaching layer 1 where the dendrites branch extensively.
These bundles appear to form the core of the microcolumn, surrounded by pyramidal cell bodies
(Peters and Sethares, 1991; Peters, 1994; Peters and Sethares, 1996). The number of apical den-
drites forming a bundle varies between area and species. Bundles in the monkey visual cortex were
reported to be made up of about 8 apical dendrites with a spacing of 22µm between bundles (Peters
and Sethares, 1996), while the rat visual and somatic sensory cortices contain bundles of at least 3
dendrites with 50− 60µm spacing between neighboring bundles (Peters and Kara, 1987; Peters and
Walsh, 1972). Bundles are also observed in the cat and rabbit neocortex (Feldman and Peters, 1974;
Schmolke, 1987).
The apical dendrites of the pyramidal neurons that comprise these bundles have been shown to
undergo various degrees of age related changes, some regressive and some regenerative (Nakamura
et al., 1985; Jacobs et al., 1997, 2001; Cupp and Uemura, 1980; Duan et al., 2003; Buell and Coleman,
1981). The precise changes appear to vary by area, layer of the cortex, and between hemispheres.
For example, it is generally agreed upon that dendritic length decreases with age (Jacobs et al.,
1997, 2001; Kabaso et al., 2009; Anderson and Rutledge, 1996). However, the degree of regression
appears specific to the type of dendrite. Branches of apical dendrites are lost with age along the
entire length, while basal branches are primarily lost in the distal branches (Cupp and Uemura,
1980; Jacobs and Scheibel, 1993). Variations in regression are also observed between the dendrites
of layer 3 and layer 5 neurons. The regression of branches is more prominent in the basal dendrites
of layer 5 pyramidal neurons than those of layer 3 (Nakamura et al., 1985; de Brabander et al., 1998;
Jacobs et al., 1997, 2001).
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Interestingly, Jacobs et al. (1997) found that changes in dendritic spine loss stabilized after
about 40 years of age, if not sooner (de Brabander et al., 1998). Additionally, Jacobs et al. (1997)
identified that the changes in dendritic length only affected dendrite branches beyond the third
branching point, which suggests that the core structure of the tree remains unaltered. Indeed, Buell
and Coleman (1981) report regression of dendrites as well as new dendritic growth in aging subjects.
Additionally, they noticed an increase in dendritic length and the number of branches of aged subjects
over those of adult subjects. They identified significant growth of dendrite terminal segments from
age 44 to 92 at the rate of 1.99µm per cell per year. Duan et al. (2003) carried out detailed
3D reconstructions of dendritic arbors to address these changes with age. Their results present a
very localized interpretation of regressive effects on dendrites. They report spine number changes
affecting proximal branches of apical dendrites, while basal dendrites saw changes primarily in distal
branches. Additionally, it is apparent that age related changes in dendritic length and branching
affect only limited portions of the dendritic tree and may reflect targeted changes resulting from
changing connectivity(Duan et al., 2003).
While there is contradictory information on the exact changes in dendrite length and branching
patterns that occur with increased age, it is universally agreed upon that there is significant age
related reductions in dendritic spine numbers of between 25–50% in the pyramidal neurons of layers
2 and 3, while dendrites of layer 5 neurons have been shown to lose 20% of their synapses, though
this reduction shows no correlation with cognitive impairment(Duan et al., 2003; Kabaso et al., 2009;
Page et al., 2002; Jacobs et al., 1997, 2001; Scheibel et al., 1975; Peters et al., 2008). In addition
to dendritic spine loss, Scheibel et al. (1975) report thickening of the dendrite shaft followed by a
loss of horizontal dendritic arrays, especially in the basilar dendritic system. These findings match
those of Cupp and Uemura (1980) where, while terminal branches of basal dendrites lengthened,
there was a decrease in the branch order.
While there is some disagreement as to at what age dendritic arbors begin to change and whether
all of the changes are regressive or if some are generative, a clearer picture is beginning to emerge.
Young adulthood is accompanied by an increase in dendritic length as well as increased branching.
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Upon reaching midlife, growth appears to stop, and regressive effects begin to take over. Thickening
of dendritic shafts result in the death of sections of dendritic arbors. As one enters the eldest
stages of adulthood, this degenerative process is overcome with new growth. Terminal branches of
dendrites lengthen perhaps to account for the reduced connectivity. However, aging is accompanied
by significant loss of dendritic spines and synapses of up to 50% along on all parts of the dendritic
arbor, unlike the decreases in dendritic branching that appear to happen locally in specific segments
of the arbor.
It is clear that dendritic arbors undergo a variety of age related changes. These changes may affect
the matrix supporting the position of neurons within the microcolumn. As a result, regression of
the dendritic arbor with age could allow for the small displacements in neuronal positions observed
with increasing age. These small displacements would manifest themselves as a decrease in the
microcolumnar strength. To test this hypothesis, the inter-bundle spacing and bundle width of
apical dendrite bundles was measured in 17 behaviorally characterized female rhesus monkeys of
various ages of adulthood.
1.4 Subjects
The rhesus monkey (Macaca Mulatta) provides an ideal model for studying the effects of age related
cognitive decline. Rhesus monkeys have a maximum life span of about 35 years(Tigges et al., 1988)
and are sexually mature at 4–5 years of age suggesting a ratio of 1:3 monkey to human years. Several
problems exist in human studies that are not present in animal based studies as identified by Luebke
et al. (2010). First, it is difficult to collect significant amounts of data for a single human subject over
the course of their life time. Secondly, problems in adequate preservation of the brain postmortem
affect the accuracy of measurements. Third, the presence of environmental and genetic health factors
including undiagnosed cases of Alzheimer’s in the study can impede measurements. It is believed that
many of the initial studies that reported decreases in neuronal density in humans were unknowingly
skewed by including subjects with undocumented cases of Alzheimer’s disease. The rhesus monkey,
on the other hand, is not susceptible to AD (Mishkin, 1993). Finally, Rhesus monkeys are able to
perform difficult cognitive tasks similar to those of humans allowing for direct comparisons (Peters
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et al., 1996). Age related deficits in these tasks are comparable to deficits identified in humans.
Aged monkeys have been found to suffer from impaired reversal learning (Bartus et al., 1979) which
has been attributed to age related attention deficits (Rapp, 1990), deficits in short term memory
and executive function (Presty et al., 1987; Moss et al., 1988; Rapp and Amaral, 1989; Bachevalier
et al., 1991), and age related impairment on tasks requiring the prefrontal cortex (Rapp, 1995). In
this work, we measure features of apical dendrite bundles in area 46 of the prefrontal cortex and
correlate them with age and cognitive impairment. Additionally, we compare these measurements
to neuronal microcolumn features from the same area of the same subjects to identify correlations
between dendrite bundles and neuronal microcolumns.
1.5 Thesis Outline
In this thesis, we test the hypothesis that age-related changes in the structure of neuronal micro-
columns is a consequence of atrophy in the surrounding neuropil and that these changes are correlated
with age-related cognitive impairment. Specifically, we measure features such as bundle width and
inter-bundle distance of apical dendrite bundles forming the core of neuronal microcolumns in be-
haviorally characterized rhesus monkeys spanning the age range of young adult to elderly. Features
are then compared with age and cognitive impairment as well as microcolumnar strength and the
inter-column distance of neuronal microcolumns in a subset of the subjects. To obtain these measure-
ments, dendritic bundles must first be identified in large sections of tissue. Manual identification and
measuring of bundles is an arduous and time consuming task. Because of this, Chapter 2 presents an
automated algorithm for identifying dendritic bundles in digital images of immunostained cortical
slices of brain tissue. This method also automates the process of measuring bundle properties, such
as inter-bundle distance and bundle width. Following this description, Chapter 3 presents the results
of applying this method to digital images of a cohort of 16 behaviorally characterized female rhesus
monkeys. Additionally, these measurements are compared with neuronal microcolumn properties for
a subset of the subjects. We test our hypothesis that changes in the distribution of bundles of apical
dendrites are correlated to age related cognitive impairment and is a possible cause of the displace-
ment of neurons observed in neuronal microcolumns. We find that the distance between dendritic
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bundles is larger for the aged subjects than it is for young subjects. Additionally, the variance in
measured inter-bundle distance of the aged group is also larger than the young group. However, we
do not observe a correlation between neuronal microcolumn features and dendritic bundle features.
Because dendritic bundles are believed to form the core of the microcolumn, it would be expected
that changes in dendritic bundles should manifest themselves as changes in the position of neurons
within the column.
During the process of obtaining neuronal microcolumn measurements, several factors were ob-
served to influence the ability to obtain accurate measures of the inter-column distance of neuronal
columns. Chapter 4 addresses concerns regarding how the organization of microcolumns and exper-
imental factors affect the consistency of inter-column distance measurements. These factors include
the distribution of the microcolumns in the tissue, the angle of intersection of the columns with
the tissue slice, and the small displacements of neurons within microcolumns associated with nor-
mal aging. It is shown that these factors significantly affect the measured inter-column distance.
Additionally, the magnitude of the effects of these factors varies depending on the measurement
method used. Chapter 5 provides additional analysis of the effects of experimental design that must
be considered when comparing both inter-column and inter-bundle distance measurements between
studies using different slice thicknesses and different brain areas. As a result, we will demonstrate
that the decision to use coronal slices of brain tissue as well as the chosen slice thickness significantly
affects the measured inter-column and inter-bundle distance. However, because the dendritic bundle
and neuronal microcolumn study was conducted using measurements obtained for the same region
of interest in the same subjects, these factors do not influence the analysis of Chapter 3.
Finally, Chapters 6 and 7 present methods for overcoming the caveats associated with the use
of coronal slices of brain tissue described in Chapters 4 and 5, through the use of thick confocal
data sets. Chapter 6 presents a method for automated 3D reconstruction of neuron positions and
contours from confocal images, while Chapter 7 presents an algorithm to accurately measure mean
nearest column distances in the 3 dimensional reconstructions. The method is validated with the
use of computationally generated 3D models of microcolumns reflecting the arrangement of neurons
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in an aged brain. In Chapter 8, we conclude our work and present possible future studies to
more accurately identify age related changes in the organization of dendrite bundles and neuronal
microcolumns.
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Chapter 2: Automated identification of dendrite bundles
Changes in dendrite structure provide insights into changes in function, but the quantification of
structure from digital tissue images is currently a labor-intensive job requiring extensive manual
marking. For example, a recent semi-automated study (Helmstaedter et al., 2013) mapped a 950-
cell section of the mouse retina and all the interneuron connections. This semi-automated method
still required over 200 trained human annotators and over 20,000 hours to complete. Manual marking
techniques are labor and time intensive methods that make large scale analysis of brain tissue nearly
impossible.
In this chapter, a novel method is presented to automatically identify and measure dendrite bun-
dle properties in digital images of MAP2 immunostained tissue. Identification of dendrite bundles
by hand is a long and arduous process with several shortcomings. Besides the enormous amount of
time required to identify hundreds of bundles by hand and subsequently make thousands of measure-
ments, fatigue and inter-person variability between the individuals carrying out the manual process
create inconsistencies and errors in the obtained results. These caveats necessitate an automated
process that can accurately and reliably identify dendrite bundles and measure their features. Sev-
eral semiautomatic methods currently exists where user defined start, end, and branch points help
guide an automated segmentation process usually based on live-wire or active contour segmentation
(e.g. Meijering et al., 2004; Schmitt et al., 2004). Other methods take advantage of the increased
dimensionality of 3D confocal image sets and again rely on user defined seed points for segmentation
and utilize thinning algorithms to identify the skeleton of dendrites (e.g. Srinivasan et al., 2007;
Rusakov and Stewart, 1995). These methods require high magnification and high resolution images
to accurately identify individual dendrites.
We developed a method that is optimized to utilize MAP2 stained tissue sections imaged at a
lower resolution and magnification because of their ease of production and the widespread availabil-
ity. In addition to dendrite recognition, with the addition of minimal user input in the preprocessing
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stage, our method also automates the process of measuring widths of dendrite bundles and inter-
bundle distances. We validate our method by comparing the output to manual dendrite measure-
ments, and then use the automated method to measure bundle widths and inter-bundle distances as
a function of age in rhesus monkeys. By granting the ability to efficiently measure subtle changes in
cortical dendrites, this measurement tool may provide insight into the causes of age related cognitive
impairment.
The subjects consist of 9 young (7.8-12.1 years) and 7 old (19.9-31.5 years) female rhesus
macaques (Macaca mulatta) corresponding to an equivalent human age range of 23.4 years to 94.5
years(Tigges et al., 1988). Subjects were selected according to strict health criteria designed to
exclude diseases or manipulations that could confound investigations of the brain or behavior and
received extensive behavioral testing (e.g. Herndon et al., 1997; Moore et al., 2006) so anatomical
findings can be checked for correlations to cognitive ability. Tissue sections from the middle third
of the sulcus principalis were selected as in the study by Cruz and colleagues Cruz et al. (2009)
and the slides were digitized using Turboscan Surveyor system (Objective Imaging, UK) software
coupled to a Nikon E600 light microscope equipped with a motorized stage at 20X. Neuroanatomists
then outlined the cortical layers of dorsal and ventral area 46 to prepare the image for automated
processing.
2.1 Methods
The following sections presents the implementation of our method for identifying dendrite bundles
in digital images and subsequently making measurements of inter-bundle distance and bundle width.
2.1.1 Dendrite Recognition and Quantification
Figure 2.1(a) shows a typical digital image of a section stained for MAP-2 and counter stained
with thionin showing dendrites in a radial orientation. Of the several challenges that an efficient
automated dendrite recognition methodology has to overcome, one of the major challenges is differ-
entiating foreground (dendrites) from background. This problem is compounded when dealing with
images with very low contrast between dendrites in the foreground and the surrounding tissue in
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(a) Ideal Staining (b) Dark Staining (c) Layer Variation
Figure 2.1 Digital images showing variations in the staining in MAP2 immunostained images. (a) An
ideal stain presenting clearly defined dark dendrites on a light background, (b) dark staining with
reduced contrast between foreground dendrites and background tissue, and (c) variation in staining
commonly observed near layer transitions (marked by yellow lines). A color gradient is visible as
layer 3 transitions from layer 2 and into layer 4. Layer 2 appearing darker, while layer 4 is much
brighter. Scale bars are 66µm, 66µm, and 200µm respectively.
the background, as illustrated in Figure 2.1(b). In addition to low contrast, Figure 2.1(c) depicts
significant variations in staining intensities in areas near transitions between layers. A similar chal-
lenge arises from variations in staining intensity that can occur in a single stained section, as seen in
Figures 2.2(a) and 2.2(b) which depict two different staining intensities within the same layer. Other
challenges include identifying occasional artifacts in the tissue and cleaved dendrites resulting from
the tissue slicing. The method we developed to resolve these problems and to locate and analyze
dendrites consists of five steps: (i) pre-processing by locating and extracting the region of interest
(ROI) for analysis, (ii) converting the image to a binary representation, labeled the control image,
of foreground and background pixels by using a method based on adaptive histogram equalization
and thresholding, (iii) segmenting the control image to separate pixels corresponding to different
dendrite bundles, (iv) recognizing dendrite bundles and discarding artifacts by classifying objects
based on segmentation properties including area, roundness, and aspect ratio, and (v) obtaining
measurements of inter-bundle distance and bundle widths. The details of these steps are as follows.
2.1.2 Pre-Processing
To ensure the same region of interest was used in each animal, we selected a 1.5mm strip of tissue
located 0.5mm above the bottom of the sulcus on a straight and flat section of the sulcus principalis as
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Figure 2.2 Staining variations between different areas of the same layer. It is very common that
tissue within the same layer exhibits variability in the intensity of the image. This variability makes
it difficult to choose a global equalization and threshold for the entire layer. As a result, adaptive
equalization and thresholding must be applied during preprocessing. Scale bars are 66µm.
shown in Figure 2.2. Even in this location area 46 can be slightly curved, so user defined orientation
vectors were recorded at various locations in the image orthogonal to the apical dendrites and parallel
to the pial surface, marking the directions that measurements should be made. This step facilitates
analysis of long sections of cortex, 1.5mm or more, without having to sub-divide tissue into small
regions that must be rotated so bundles are all oriented along the same axis. This is the only manual
step in our methodology.
Adaptive Histogram Equalization and Thresholding
Next, detection algorithms that separated the dendrites from the background were applied. This
method first addresses the problems of staining intensity variations between different parts of the
ROI as well as, at the more local level, staining variations that caused a staining gradient within
a single layer (Figure 2.2). Because these staining variations occur on a small scale (approximately
100 microns), they had to be corrected through adaptive methods rather than global adjustments.
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(a) Original Image (b) Equalized Image (c) Control Image
Figure 2.3 The steps involved in creating the control image from the original digital image. (a) The
original image extracted from the ROI, (b) the equalized version of the original image, and (c) the
final control (black and white) image after adaptive thresholding. Scale bars are 66µm.
To do this, an adaptive histogram equalization method (Pizer et al., 1987) was used that suppressed
background areas in the image while simultaneously enhancing foreground regions based on the local
pixel neighborhood.
Adaptive Equalization
Equalization methods enhance contrast by mapping pixel values in the original, low contrast image
to new values that take up the full spectrum of intensity values, resulting in a linear cumulative
distribution function (cdf), where cdf is defined by:
cdf(xi) =
i∑
j=0
p(xj) (2.1)
where xi is a pixel intensity value in the range 0 to 255 and p(xj) is the probability of a pixel
having color value xj . For example, an image with low contrast, depicted in Figure 2.3(a), will have
a narrow distribution of color values as seen in Figure 2.4a. This distribution results in a nonlinear
cdf shown in Figure 2.4b(black). Equalization adjusts the color values of the image by reassigning
color values so that the distribution p(x) takes up the full color range. This is accomplished by
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(a) Non Equalized Intensity Distribution
(b) Non Equalized(black) and
Equalized(red) CDFs
Figure 2.4 The effects of image equalization on the intensity distribution. (a) Intensity distribution
for a low contrast non equalized image. (b) CDF for the non equalized(black) and equalized(red)
image.
linearizing the cdf. The new equalized pixel value (h) of a pixel is given by:
h(ν) = round
(L ∗ cdf(ν)−M ∗N
M ∗N
)
(2.2)
where ν is the original pixel value, M and N are, respectively, the width and height of the image,
round is a function that rounds down to the nearest integer value, and L is the number of possible
intensity values in the image. In the present case, this is typically equal to 256 as a result of using
8-bit images. An example of a transformed image using new h values is shown in Figure 2.3(b) with
increased contrast and a linear cdf (Figure 2.4b(red)). Because the intensity of the foreground and
background can change throughout a given layer even within the same tissue section, equalization
has to be carried out in an adaptive manner, that is, each pixel is adjusted based on the cdf of its
neighboring pixels inside a running window and not over the entirety of the image. The current pixel
being adjusted is located at the center of this running window. The size of this window (taken here
as MxN of 64x64 pixels (about 40x40µm2) is an adjustable parameter, where too large of a window
would tend to suppress dendrites in darker and lighter regions, while a too small window would add
noise to regions that were uniform. In general, the window size interacts with the bundle widths so
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(a) Adaptive Threshold (b) Global Threshold
Figure 2.5 Images from the same ROI showing different outcomes from different threshold methods
using: (a) adaptive threshold values and (b) global thresholding. Global thresholds result in poor
separation between dendrites and a loss of detail in lighter stained regions. Adaptive thresholds
retain the contrast between the foreground and background in both light and dark stained areas.
Scale bars are 100µm.
its width should be at least twice that of the diameter of a bundle to allow for equal numbers of
foreground and background pixels in the running window. After testing different areas in our image
samples, we found that a window of dimension 64x64 pixels (about 40x40µm2) optimized this step.
Adaptive Thresholding
Next, a control image was obtained for every equalized image by converting the equalized image to
binary (with pixel values 0 or 1) by thresholding. However, because of variations in pixel intensities,
global thesholding using one value for the whole image could not be done. This was most apparent
when examining regions between bundles or regions containing closely packed bundles. Background
pixels between bundles i dark regions could have the same intensity value as bundle pixels in other
regions of the image, partly because areas with darker dendrite staining typically also showed sig-
nificantly darker background staining. To address this problem, we used an adaptive thresholding
method to accurately distinguish background pixels from foreground pixels. Figure 2.5 compares
an adaptive threshold image (Fig. 2.5a) to a global threshold image (Fig. 2.5b). The value of each
pixel in the control image, ν, is determined based on the mean values of neighboring pixels using
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the following formula:
ν =

0 ν ≤ sc ∗ 100−t100
1 otherwise
(2.3)
Here, ‘0’ represents a foreground pixel while ‘1’ represents a background pixel, c is the number of
pixels in the WxW window (W = 64 pixels), s is the sum of all pixel values in the window, and t
is the threshold percentage. After this step there are two working images: the contrasted version
of the original image obtained after adaptive equalization (Fig. 2.3b), and the control binary image
obtained by adaptive thresholding of the equalized image (Fig. 2.3c). This latter modified image
will be used for segmentation.
2.1.3 Image Segmentation
The control image is a binary image of the ROI with pixels that compose dendrite bundles represent
by 0s and the background represented by 1s. In addition to dendrites, the image contains artifacts
of the thresholding process that must be removed. Additionally, individual bundles must recognized
and separated before bundle width and inter-bundle distance can be measured. To segment dendrite
bundles in the control image (eg, black area in Fig 2.3.) into dendrite bundles, a watershed algorithm
was used. The segmentation process consists of three steps: (i) skeletonization of the image, (ii)
calculation of the distance transform, and (iii) applying a watershed filter.
Skeletonization
Skeletonization algorithms reduce large connected regions in an image to thin patterns resembling a
skeleton of the original shape. The algorithm iteratively thins connected regions by removing edge
pixels. The decision to remove a pixel is based on geometric constraints to preserve the original
shape. In general a pixel “p” may be removed if:
1. p is part of a bundle i.e. has value “0”.
2. p is not an end point pixel. End pixels are defined as pixels with exactly 1 8-neighbor pixel
with a value of “0”.
3. p is an edge pixel on the perimeter of the contour.
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For a review of several skeletonization routines, see Lam et al. (1992). In this method we utilize the
skeletonization algorithm implemented in the image processing package ImageJ (Schneider et al.,
2012). The resulting skeletons maintain all connected areas. As a result, each dendrite bundle
is represented by a thin, single pixel wide curve. These curves are utilized as seed points for
the watershed algorithm as opposed to the traditional distance transform usually employed by the
watershed algorithm.
Watershed
Figure 2.6 Watershed segmentation can be imagined the process of water filling the valleys between
neighboring peaks. Water begins pooling at the local minima. As the water level rises each valley
is segmented into distinct regions.
To obtain a segmented control image, a watershed segmentation algorithm was applied next.
The watershed segmentation algorithm can be understood by envisioning the distance transform
as a topographic map where the values for each pixel represent the depth at that point. One can
imagine rain drops falling on this map. The rain would begin to pool at local minimums where the
depth is lower than the surrounding areas. The water level would continue to rise as more rain fell
and would eventually flow out of the local minimums in to other regions of the map. Watershed
segmentation uses this analogy to divide an image into various regions. An example is presented in
Figure 2.6. In this figure, three regions are segmented. The thick black line represents an orthogonal
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slice of the distance transform. The minima represent locations that are farther away from edge
pixels than their neighboring pixels. Each level represents the ‘water’ level at successive iterations of
the algorithm. Using the seed lines located in the previous step as the starting basins where ‘water’
begins to pool, each initial seed begins as a unique segment. At each iteration of the algorithm,
the ‘water’ level is increased and the segments expand. Eventually the ‘water’ level will reach the
highest point in the distance transform map and segmentation will stop. At this point the map
will be divided into various regions, some of which are bundles while others are extra segments.
These extra segments are staining artifacts that were not removed during the preprocessing phase.
Segments that were not part of bundles were removed during the next phase - dendrite classification.
2.1.4 Dendrite Classification
After segmentation, the resulting segmented image typically contained a large number of segments
corresponding to artifacts that are non-dendrite objects. The origin of these artifacts can be typically
traced to problems with image quality and staining, and to thresholding artifacts. These artifacts
were eliminated based on three properties that resulted from the watershed segmentation: (i) area of
the segment, (ii) roundness, and (iii) segment aspect ratio. The criteria for eliminating segments are
given by examining all segments and determining the range of these values by comparing them to
a gold standard of manually identified dendrite bundles. Segments with values outside these ranges
were eliminated. In detail, for step (i), the area of each segment was calculated by counting the
number of pixels in the segment. Segments whose area was too small to be a bundle were removed.
An area threshold of 400 pixel area was found adequate to eliminate small artifacts that were too
small to be bundles. For step (ii), the roundness of each segment was calculated with:
r =
4 ∗ a
pi ∗ ‖M‖2 (2.4)
where ‖M‖ is the length of the major axis and is represented by the farthest distance between two
pixels in the segment and a is the area of the segment. Artifacts in the image have a roundness much
larger than the long segments of dendrite bundles. A maximum roundness of 0.5 was determined to
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sufficiently remove artifacts while preserving bundle recognition. Finally, for step (iii), any remaining
artifacts were then eliminated by analyzing the aspect ratio of the width of a segment to its height.
Dendrite bundles in each image appear as long thin segments. A maximum aspect ratio of 0.11 was
found to be sufficient to remove the remaining artifacts from the segmented image.
2.1.5 Measurements
Figure 2.7 A magnified representation of the inter-bundle distance and width measuring process.
The nearest pixels to the projected measurement line (red) are identified. Darker color pixels are
closer to the line. The resulting inter-bundle line (yellow) measures the distance between the two
nearest perimeter pixels of the two bundles. Width measurements (green) use pixels that have a
maximum distance between them within the same bundle along the direction of the orientation line.
Visually, Area 46 of the rhesus monkey brain exhibits dendrite bundles that seem to be regularly
spaced and composed of densely packed radially aligned dendrites. Because of this regularity, we
hypothesize that we can characterize dendritic structures by widths of dendrite bundles and inter-
bundle distances. Measurements of these features, facilitated by the previously described methods,
could be used to describe patterns in dendrite structure throughout the brain. The magnification
level of our images was not high enough to enable separation of bundles into individual dendrites,
but our method could be applied to images of higher magnification or resolution to provide mea-
surements of inter-dendrite spacing. However, some of the parameters implemented for bundles such
as roundness, aspect ratio, and area of the segmentation data, would have to be changed for that
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purpose. Following the classification step, all remaining segments in the control image were classi-
fied as dendrite bundles and measurements were made between neighboring pairs of bundles. The
measurement process begins by iteratively choosing a dendrite bundle. Starting at one end of this
bundle (top or bottom), a line is projected along the direction of the orientation vector closest to this
bundle. The nearest neighboring bundle is identified as the first intersection between this line and
another bundle. In order to measure the distance between the two bundles along the projected line,
the exact point of intersection needed to be identified. Because objects in an image are represented
by a series of points called pixels located at precise integer grid locations, the probability of the
projected line exactly intersecting one of these pixels is approximately 0. To identify which pixels to
measure between, the distances from each pixel on the perimeter of the bundle to the projected line
intersecting the bundle is calculated. Pixels within 1 pixel of the line are used to measure between
bundles. The distance between each selected pixel of the current bundle and each selected pixel of
the nearest neighbor bundle is measured. The shortest distance measured represents the nearest
neighbor distance between the two bundles. This process is depicted in Figure 2.7. Two bundles
are depicted using squares that represent the pixels that make up the bundle image. The projected
line, colored red, is used to identify which pixels to measure between. For each bundle, the distance
between each pixel on the perimeter and the projected line (red) is calculated. Only pixels located
at a distance less than 1 pixel away from the projected line are considered. These pixels are colored
grey, with darker colors representing shorter distances to the projected line. The nearest neighbor
measurement (yellow) results from the shortest distance measured between all identified perimeter
pixels of the left bundle and all identified perimeter pixels of the right bundle. The process was
repeated along the length of the reference bundle at 4 µm intervals. This interval is small enough to
provide multiple inter-bundle distance measurements for bundles of various lengths, but not so small
that it would grossly over measure and slow down the measurement process. Once all measurements
had been made for the length of the bundle, the process was repeated with the neighboring bundle
as the new reference bundle. During the course of our measurements, we found that we had to intro-
duce a lower distance cutoff of 3 µm for inter-bundle distances. This cutoff eliminated a substantial
Chapter 2: Automated identification of dendrite bundles 2.1 Methods
27
number of close-ranged measurements between structures that were part of the same bundle, but
may have been accidentally segmented away from the bundle. Alternatively a dendrite may have
split from the bundle somewhere along its length. The width of each bundle was measured using
the segmented image in a similar manner. A line was projected along the direction of the bundle’s
nearest orientation vector spanning the width of the dendrite bundle. Again, all perimeter pixels
within 1 pixel of the line were identified. The distance between each pixel in this set was calculated
and the largest inter pixel value was recorded as the width of the bundle. This process is represented
by the green lines in Figure 2.7. A series of measurements of bundle widths spaced 4 µm apart were
taken starting at one end of the bundle and continuing along the entire length of the bundle. These
periodic measurements provide a more accurate measure of bundle width than the manual measure-
ments which used the average of the widest and thinnest part of each bundle. Because widths and
inter-bundle distances varied along the length of the bundles, the distribution of their values were
used to determine averages and errors in their calculation.
2.1.6 Validation through Manual Markings
To evaluate the accuracy of our method we compared our measurements to a set of manual measure-
ments in the same regions of the tissue. Manual measurements were made as follows: Using ImageJ
software, a grid was overlaid onto ROI images. The grid spacing was 146×146µm and each grid box
contained on average 4 dendrite bundles. Each box within the grid was numbered, and a random
subset of boxes was selected for analysis using a random number generator. Dendrite bundles within
the selected boxes were outlined, and inter-bundle distances were measured at equally spaced points
along the length of the bundle. Maximum and minimum widths were also measured for each bundle.
2.1.7 Benchmarks
Our automated method can provide results 7 times faster than manual measurement techniques
based on the following reference values. For the brain sections in area 46 used in this study, including
dorsal and ventral banks of the principal sulcus and cortical layers 3 and 4, the total area per layer in
the ROI is on the order of 80,000 µm2 with about 100 dendrite bundles. For this area, the automated
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(a) Manual Measurements (b) Automated Measurements
Figure 2.8 A comparison of manually-marked and automated measurements for one sub-image of
a tissue section. (a) Manual measurements produced 22 inter-bundle measurements. In addition
to inter-bundle distances, this image also contains bundle width markings and two vertical lines
that represent the bundle orientation.(b) Our automated measurements resulted in 68 inter-bundle
measurements. This image does not include bundle width markings. Scale bars are 40µm.
method takes an average time of 20 minutes to analyze and measure all 100 dendrite bundles in each
layer. In comparison, while the number of boxes required for adequate manual sampling of dendrites
varies depending on the size of a given layer, there can be as many as 15 boxes per layer. Since it
can take up to 10 minutes to identify and mark all the dendritic bundles in each box, it can take
a total time of 150 minutes (i.e 2.5 hours) to measure an entire layer. In addition to being much
faster, the automated method also minimizes user bias.
2.2 Results
To validate bundle widths and inter-bundle distances obtained through the automated procedure,
we compared them with manually acquired measurements from a subset of images. Figure 2.8
shows a representative image with manual (Fig. 2.8a) and automated (Fig. 2.8b) measurements.
The manually measured image shows inter-bundle distances and bundle widths marked as yellow
lines. The left and right vertical lines indicate the axis of the dendrites. Figure 2.8b shows mark-
ings only for inter-bundle distances. A simple visual comparison shows that both the manual and
automated methods identify all dendrite bundles, measure the inter-bundle distances between the
same neighboring bundles, and produce similar measurement values. In the example in Figure 2.8,
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(a) Manual Meausrements (b) Automated Measurements
(c) Comparison
Figure 2.9 Results of inter-bundle distance measurements using both manual and automated meth-
ods produce a similar distribution in a 126x126µm area of dorsal layer 4 in area 46. (A) Manual
inter-bundle distance measurements of 6 identified bundles. (B) Automated inter-bundle distances
measured between 7 identified bundles. (C) A direct comparison of manually marked and automati-
cally measured inter-bundle distances. The automated process produced approximately 3 times the
number of handmade measurements with the peak of the distribution shifted slightly towards larger
distance values. This peak still contains all handmade measurements and is most likely a result of
the increased sampling rate of the automated method.
manual marking identified 6 dendrite bundles(top) while the automatic method identified 7 bun-
dles (bottom). In general, the automated method tended to mark more bundles than the manual
method, because forks or apparent breaks in the bundle (due to dendrites or bundles coming in and
out of the plane of section) usually caused the automatic method to define multiple bundles from
a single one. However, because of the regular sampling of measurements (equally spaced along the
bundles) and normalization of measurements (see below), this over counting of bundles did not alter
the observed bundle spacing. Histograms of the inter-bundle distance measurements from manual
and automated methods are shown in Figure 2.9 for one 146× 146µm image of layer 4 that contains
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(a) Manual Measurements (b) Automated Measurements
(c) Comparison
Figure 2.10 Results comparing manual and automated inter-bundle distance measurements for dorsal
layer 4 in area 46. (A) Manual measurements of inter-bundle distance. (B) Automated measurements
of inter-bundle distances. (C) A direct comparison of manually marked and automatically measured
inter-bundle distances. While the distributions do not match exactly we do find peak measurements
for both manual and automated methods at 20µm while there is a second peak around 10µm in the
hand measured data that is not apparent in the automated data.
5 bundles. Manual measurements show a discretized distribution with a peak around 17µm. The
distribution of manual measurements is not a continuous curve. Instead, the relatively small number
of measurements made between neighboring bundles creates separate, discrete peaks in the distri-
bution. Automated measurements have a distribution with a similar peak in inter-bundle distances
beginning around 17µm but continuing to a distance of 25µm. This slightly wider distribution is
most likely due to the continuous sampling of the automated method.
Figure 2.10 shows a comparison of manual and automated measurements for the ROI in layer
4 of dorsal Area 46, with 87 manual identifications made on this tissue section compared to 456
automated identifications of the same ROI. The manual data shows 2 separate peaks, one centered
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Figure 2.11 Results comparing handmade and automated bundle width measurements for dorsal
layer 4 in area 46. Both methods produce matching peaks at 6µm. Hand measured data produces
a narrower distribution that is due to a lack of number of measurements made per bundle.
at 11µm and one that spans 15µm to 30µm with a maximum at 18µm. Data from the automated
method shows a continuous distribution of distances from 15 to 30µm, similar to the distribution
obtained in the manual measurements. The peak at 11µm in the manual measurements may be
due to the relatively small sample size of the manual trial. It is possible that with a larger set
of manual measurements, the fraction of small inter-bundle distances would decrease. The mean
inter-bundle distance between each pair of bundles obtained manually is not significantly different
from inter-bundle distances measured using this automated method (P = 0.54) as determined by
a Kolmogrov-Smirnov test. Figure 2.11 presents a comparison of manual and automated bundle
width measurements for the ROI in layer 4. Both methods display a peak bundle width of 6µm.
In both cases the distribution of width measurements is narrow; however the automated method
produces a slightly larger range of values. While the manual measurement of a bundle’s width is
the mean of the width at the thinnest and widest points, the automated bundle width average is
derived from equally spaced bundle width measurements along the entire length of each bundle. As
a result, manual identification produced 174 width measurements compared to 743 measurements
from the automated method.
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2.3 Applications
The automated method presented here allows for the identification and analysis of bundles of apical
dendrites in the cerebral cortex with speed and accuracy not possible due to the time and effort
involved in manual identification and measurement. By objectively measuring the features of a
specific brain region’s dendritic bundles in detail, we can quantify the structure of dendritic bundles
in the normal adult brain and compare this with those seen in development, aging, and disease.
In the present case, this method was developed using brain tissue (Brodmann Area 46) derived
from both young and aged female rhesus monkeys. In the following chapter, it will be applied
to characterize dendrite bundle widths and inter-bundle distances across age, and correlated with
behavioral measures of cognitive function. This will determine whether dendrite structure in this
cortical region changes with age, and whether these changes are associated with age-related cognitive
decline. This is important as in a previous study of this same population, Cruz et al. (2004) found
that the arrangement of neurons into vertical microcolumns was less organized in aged monkeys than
in young, becoming less columnar possibly due to random small displacements of their positions.
Moreover, this decrease in microcolumn strength correlated with behavioral measures of cognitive
decline. One of several possible factors that could contribute to decreased microcolumn strength
is alterations in surrounding neuropil, including dendritic atrophy (Luebke and Rosene, 2003). In
the following chapter we address this question using the techniques presented here to analyze brain
sections stained with MAP2 and counter stained with thionin. We use chromatic segmentation of
neurons and dendrites to obtain bundle and microcolumnar measurements from the same animals to
determine whether dendrite bundle structure changes as microcolumn strength decreases. Because
microcolumn strength correlates with cognitive decline (Cruz et al., 2004), this investigation will
contribute to the understanding of how even subtle changes to cortical structure may affect cognition.
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Chapter 3: Dendrite Bundle Measurements
3.1 Introduction
In this chapter, we use the automated method described previously to identify and measure dendrite
bundles in Brodmann area 46 of the prefrontal cortex in a cohort of 17 behaviorally characterized
female rhesus monkeys. The subjects’ ages cover the full spectrum of adult life, ranging from young
adult(6.5 yo) to very elderly(31 yo). This represents a human age range of 19.5 to 93 years (Tigges
et al., 1988). Additionally, subjects were tested on a battery of cognitive tests to characterize learning
and memory (e.g. Herndon et al., 1997) and executive function (Moore et al., 2005). This allows
us to compare changes in dendrite bundle width and inter-bundle distance with age and cognitive
impairment.
Finally, we address the connection between neuronal microcolumns and dendrite bundles by
measuring the microcolumnar strength and inter-column distance of a subset of 9 animals for which
Nissl stained sections exist. We compare the measured inter-bundle distances to these microcolumnar
properties in layer III of the dorsal and ventral banks of area 46.
3.2 Method
3.2.1 Subjects
Brain tissue was obtained from 17 female rhesus monkeys ranging from 6.531 years of age. This
material was derived from archived tissue samples available from a study of the neural bases of age
related cognitive decline. Hence no animals were utilized explicitly for this study. Under the proce-
dures of that study, animals were selected from the population of monkeys at the Yerkes National
Primate Research Center (YNPRC) at Emory University according to strict selection criteria that
excluded any monkeys with health or experimental histories that could have affected the brain or
cognitive function. The ratio of rhesus monkey years to human years is approximately 3:1 (Tigges
et al., 1988). Subjects in this study represent a human age range of 19.5 to 93 years. Female
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subjects were selected for consistency with previous studies on neuronal microcolumns (Cruz et al.,
2004, 2009).
3.2.2 Subjects and Tissue Preparation
Subjects were 7 young (7.8-12.1 years) and 10 old (19.9-27.5 years) female rhesus macaques (Macaca
mulatta). Since the ratio of rhesus monkey years to human years is about 3:1 (Tigges et al., 1988),
subjects represent the human age range of about 23 years to 82 years. These are the same subjects
used as in previous studies of microcolumns (Cruz et al., 2004, 2009). These subjects were part of a
larger study of cognitive aging in the rhesus monkey (see Peters and Sethares, 1996) for which mon-
keys were selected according to strict health criteria designed to exclude diseases or manipulations
that could confound investigations of the brain or behavior. Monkeys received extensive behavioral
testing (e.g. Herndon et al., 1997; Moore et al., 2006) so anatomical findings can be checked for
associations with age-related cognitive decline. Additionally, all monkeys received a battery of MRI
scans (e.g. Makris et al., 2007; Wisco et al., 2008). At the end of all testing, monkeys are deeply
anesthetized and perfused through the heart with 4% paraformaldehyde. Brains are postfixed in
4% paraformaldehyde, cryoprotected in glycerol, frozen, and cut into 30 micron coronal sections.
Sections are stored in 15% glycerol at −80 ◦C until thawed together for batch process immunohis-
tochemistry.
3.2.3 Immunohistochemistry
Sections from the middle third of the sulcus principalis were selected as in the study by Cruz and
colleagues Cruz et al. (2009). Tissue was processed according to the guidelines of Hoffman and
colleagues Hoffman et al. (2008) with minor modifications. Tissue from all cases was removed from
−80 ◦C storage, thawed to room temperature, and washed in 0.05M potassium phosphate buffered
saline (KPBS) 3 times to remove the glycerol. This same rinse was used between each step of the
IHC protocol, and all steps occurred on a rocker at room temperature unless otherwise specified.
Tissue sections were post-fixed in 4% paraformaldehyde and 2.5% acrolein for 10 minutes, washed,
and then incubated in 0.26M sodium borohydride. Immunostaining was initiated by incubation in
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anti-MAP2 (Millipore) diluted 1:1,000,000 with 0.4% triton-X100 for 1 hour at room temperature
(RT) then for 48 hours at 4 ◦C. After rinsing it was incubated in a biotinylated secondary antibody
(Vector) with 0.4% Triton-X100 for 1 hr, rinsed and then incubated in ABC Elite solution (Vector)
for 1 hr. After three rounds of KPBS rinses and three rinses in 0.175M sodium acetate, sections
were incubated in nickel-enhanced diaminobenzidine for 20 minutes. Sections were then rinsed again
in sodium acetate, then KPBS, and finally mounted on subbed slides and air-dried. The next day
the sections were counterstained with thionin, dehydrated in graded alcohols, cleared in xylene, and
coverslipped using Permount (Fisher).
3.2.4 Image acquisition
Tissue slides were digitized as 10X montages using the Turboscan Surveyor system (Objective Imag-
ing, UK) software coupled to a Nikon E600 light microscope equipped with a motorized stage. The
system allows for high resolution acquisition with a stitching program that creates montages from
the individual tiles. The result is an image of the regions of interest (ROI) at a resolution of 1.57
pixels per micron. These montages were used to outline the cortical layers of dorsal and ventral area
46 as regions of interest(ROI’s) for image processing. Up to five 30µm thick MAP2-stained sections
spaced 300− 600µm apart were selected for all 17 subjects. In total, four images (two layers x both
banks) from between 1 and 5 sections of each of 17 subjects were analyzed for a total of 223 images.
3.2.5 Cytoarchitectonic regions to be studied
Area 46 of the prefrontal cortex was studied in this work due to its implication in working memory
and executive functions (Goldman and Rosvold, 1970; Goldman et al., 1971; Goldman-Rakic, 1988;
Petrides, 2000a,b; Moore et al., 2002; Carlson et al., 1997; Jacobsen, 1936; Funahashi et al., 1993;
Goldman-Rakic, 1996). Each dorsal and ventral bank can be divided into 6 layers determined by
neuronal density and type of neuron. Our analysis was limited to layers 3 and 4 of area 46 for
several reasons. First, the apical dendrites of pyramidal neurons in layer 3 share connections with a
multitude of other cortices including connections with the visual cortex (Savaki and Dalezios, 1999;
Moschovakis et al., 2004; Friedman and Goldman-Rakic, 1994) and auditory associated areas (Chao
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Figure 3.1 Comparison of dendrite bundles: a) layer 4 dorsal and b) layer 3 ventral. Dendrites
form more distinct bundles in layer 4 that appear to permeate the majority of the layer. In layer 3,
dendrites branch from bundles and the bundling pattern is not as prominent. Scale bars are 100µm.
and Knight, 1998; Barbas et al., 2005; Medalla et al., 2007; Medalla and Barbas, 2014). Additionally,
the pyramidal neurons of this area have been studied extensively and have been shown to be strongly
connected to cognitive functions that change with age (e.g. Page et al., 2002; Duan et al., 2003; Chang
et al., 2005). Our previous research demonstrated a significant correlation between a decrease in
the strength of neuronal microcolumns in layer 3 with increased cognitive impairment. Second, as
shown in Figure 3.1a, dendrite bundles in layer 4 are easily identified and span the entire length of
the layer. The uniformity of bundles in layer 4 facilitates identification and creates high contrast
between bundles and the surrounding tissue. Similarly, layer 3 bundles (Figure 3.1b) are also visible;
however, bifurcations make it more difficult to identify and track individual dendrite bundles. This
variation in across layers results in bundles of layer 3 dendrites being closer together than bundles in
layer 4. Finally, we chose to analyze each layer individually. Dendrite bundles spanning from Layer
6 to Layer 1 undergo many alterations in packing tightness and the number of dendrites comprising
the bundle. While some dendrites originate from neurons in Layers 5 and 6, dendrites originating
from pyramidal neurons in Layers 3 and 4 join the bundle. Combining averages from all layers could
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Figure 3.2 An example of the region of interest for this study. Layers 2, 3 and 4 are outlined in
yellow on both dorsal and ventral banks. We restricted our measurements to bundles located in the
regions outlined in black in each layer keeping a consistent ROI for each animal that is also away
from curvatures of the tissue.
obscure these features. Sections of tissue from each layer originating 0.5mm from the sulcus and
spanning a length of 1.5mm along the layer were used for this study. Figure 3.2 presents an example
of the region of interest used for this study. Yellow lines outline entire layers, while the black boxes
depict the regions used for this study. This region usually produces straight sections, away from any
curvature of the layer and is far enough from the sulcus and gyrus that the curvature of the tissue
did not affect the measurement process. Additionally, this provided a consistent location and size
of the region of interest across all subjects.
3.2.6 Analysis Method
To identify and measure dendrite bundles, each layer image was supplied as input to an automated
algorithm (not published). This method identifies dendrite bundles by applying a skeletonization
algorithm on a processed version of the input image that provides seed points for watershed seg-
mentation. The identified segments are analyzed to remove non-bundle objects and image artifacts
based on minimum area, maximum circularity, and aspect ratio cutoffs. Orientation vectors are
drawn through the entire layer to identify the angle at which measurements between dendrites
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Figure 3.3 Sample Automated Measurements. a) Sample center-to-center measurements of nearest
neighbour dendrite bundles. b) Sample width measurements of dendrite bundles. Scale bars are
100µm.
should be made. This allows the algorithm to make accurate measurements of inter-bundle spacing
even in tissue containing high degrees of curvature. Inter-bundle distance measurements are made
between neighboring dendrite bundles. For each dendrite bundle, the neighboring bundle is defined
as the bundle to which the most amount of measurements can be made without intersecting another
bundle first(Figure 3.3a). A series of equally spaced measurements are made from a bundle to its
neighbor. Measurements are made along the direction of the nearest orientation vector to the bun-
dle pair and the average distance between the bundles is recorded. Similarly, the average bundle
width is recorded from a series of width measurement for each bundle along the entire length of the
bundle(Figure 3.3b). Again, measurements are made along the direction of the nearest orientation
vector. For each section, the median of inter-bundle distances is calculated. The values of corre-
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Table 3.1 Inter-bundle distance and bundle width for each layer of interest. Asterisks(*) represent
significant differences across banks. Ventral layer 4 has significantly wider bundles spaced farther
apart than bundles in all other layers.
Inter-Bundle Distance
Layer Mean ± Std Err(µm) Std Dev(µm)
Total 34.63± 0.32 2.48± 0.28
Dorsal 3 33.52± 0.51 2.36± 0.39
Dorsal 4 34.58± 0.69 3.09± 0.70
Ventral 3 34.26± 0.37 1.61± 0.28
Ventral 4 36.19± 0.62∗ 2.67± 0.46
Bundle Width
Total 6.89± 0.09 0.76
Dorsal 3 6.70± 0.17 0.69
Dorsal 4 6.64± 0.14 0.54
Ventral 3 6.95± 0.13 0.51
Ventral 4 7.60± 0.18∗ 0.74
sponding sections for each animal are averaged together providing averages of the median for each
layer, resulting in 4 values per animal(2 layers x 2 banks) for inter-bundle distance measurements
and 4 values per animal for bundle width measurements. To compare our results to neuronal mi-
crocolumns, we utilized the grey level index method described by Casanova and Switala (2005) to
measure inter-column distances between microcolumns. Additionally, the microcolumnar strength
was measured with the use of the density map method developed by Cruz et al. (2005). Both
methods use the positions of neurons identified in the regions of interest of Nissl stained tissue.
3.2.7 Statistical Methods
When comparing means between groups(layer 3 vs layer 4, dorsal vs ventral) t-tests were used when
there were equal variances between groups and the Wilcoxon Rank Sum test was used when groups
had unequal variances(young vs aged). A two-tailed significance level of P ≤ 0.05 is used for single
comparisons and a Bonferroni correction is used for multiple comparisons. Additionally when testing
for correlations between two parameters (eg. Inter-bundle distance vs CII), the Spearman ranked
correlation coefficient was used.
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Table 3.2 Mean and standard deviation of inter-bundle distances for young and aged groups. Aster-
isks(*) represent significant differences between young and aged groups.
Layer Mean ± Std Err (µm) Standard Deviation (µm)
Young Aged Young Aged
Dorsal 3 32.76± 0.14 33.58± 0.82 0.72± 0.23∗ 2.76± 0.46∗
Dorsal 4 34.48± 0.59 35.13± 1.04 2.00± 0.47 3.07± 0.87
Ventral 3 33.40± 0.38 34.41± 0.55 0.95± 0.27 1.64± 0.36
Ventral 4 35.70± 0.50∗ 37.21± 0.86∗ 1.59± 0.35∗ 2.65± 0.52∗
3.3 Results
In all of the 17 monkeys used in this study, we examined digital images of layers 3 and 4 from area
46 in the dorsal and ventral banks of the sulcus principalis. Average inter-bundle distances for the
entire population as well as per layer are presented in Table 3.1. Mean inter-bundle distances in
ventral layer 4 are significantly larger than inter-bundle distances in all 3 other layers, even after
corrections for multiple comparison. Across banks, the mean inter-bundle distance of dorsal layer
3 was not significantly different from that of ventral layer 3. Layer 3 mean inter-bundle distance
was also not significantly different from that in layer 4 within the dorsal bank. Additionally, the
variances of the layers were not found to be significantly different. The average bundle widths for
the entire population as well as for each layer are also presented in Table 3.1. The width of ventral
layer 4 bundles is significantly larger than the width of bundles in all other layers studied. Besides
for this layer, the difference in bundle widths between layers is not significant in any region.
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3.3.1 Quantitative Analysis Inter-Bundle Distance Measurements
(a) Mean inter-bundle distance between age groups.
(b) Standard deviation of inter-bundle distance between age groups.
Figure 3.4 Mean and variance of inter-bundle distance. (a) Average center-to-center inter-bundle
distance comparing young (≤ 15 yo) vs aged(> 15yo) subjects. The only significant correlation
appears in layer 4 ventral. An average difference of 1.5µm in bundle spacing is observed between
young and aged animals. (b) Variance of center-to-center inter-bundle distance comparing young
(≤ 15 yo) vs aged(> 15 yo) subjects. The variability in inter-bundle distances increase with age
in every layer but only reaches significance in Layers 3 dorsal and 4 ventral. Asterisks(*) represent
significant differences.
Subjects were grouped in to young(N=7) and aged(N=10) classes where young animals were less
than 15 years old and aged animals were older. Inter-bundle distance measurements for dorsal layers
3 and 4 and ventral layers 3 and 4 are summarized in Table 3.2 for each group.
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Figure 3.5 Average center-to-center inter-bundle distance vs subject age. No layers show a correlation
between an increase in inter-bundle distance and increasing age.
The results show layer specific differences between age groups. In all layers investigated, aged
animals presented larger inter-bundle distances; however, the difference only reaches significance in
layer 4 of the ventral bank (Z = −2.147, p = 0.028 two tail). Further inspection revealed two
subjects, (aged AM250 = 18yo, AM200 = 21yo), who display inter-bundle distance measurements
that are substantially larger than the inter-bundle distances of the remainder of the aged animals.
While the Wilcoxon Rank Sum Test does report a significant difference between age groups, a
Kolmogrov-Smirnov test between the distribution of inter-bundle distances of the young and aged
subjects does not show a significant difference in ventral 4 (D = 0.5, p − value = 0.19, two sided).
When these two subjects are removed from the analysis, the Wilcoxon Rank Sum Test also finds
no significant difference between age groups (Z = 0.446, p − value = 0.37). However, the two
subjects are not otherwise outside of the normal population of subjects. In addition, inter-bundle
spacing is increased across all layers of the two subjects which reduces the probability that a single
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Figure 3.6 Average center-to-center inter-bundle distance vs cognitive impairment index(cii). Simi-
larly to the comparison with age, there is no correlation between an increase in inter-bundle distance
and increasing CII in any of the layers investigated.
artifact influenced the measurements of layer 4 of the ventral bank. Additionally, the number of
bundles identified in both subjects was consistent with the number of identified bundles of the other
15 subjects. However, upon further inspection of the tissue, bundles in several sections of AM250
tissue are difficult to identify and sometimes only a single apical dendrite is visible where a bundle of
dendrites would be expected. Finally, a section of tissue from animal AM200 contains a large amount
of curvature. While the measurement method allows the user to define orientation lines indicating
the direction of measurement in curved tissue, large curvature of the tissue can still influence inter-
bundle distance measurements. Additionally, the angle at which the bundles intersect the tissue
slice appears to vary significantly in areas of large curvature. This may also influence inter-bundle
distance measurements.
Additionally, the variance of the mean inter-bundle distance in the aged group was significantly
larger than in the young group in both layer 4 of the ventral bank (W = 6.24, p = 0.016 two tail)
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and layer 3 of the dorsal bank (W = 9.47, p = 0.007 two tail). While the variance of inter-bundle
distances in ventral 3 and dorsal 4 on average are larger in aged subjects than young subjects, the
differences did not reach significance. These results are summarized in Figure 3.4a. Figure 3.4b
presents the standard deviation of inter-bundle distances among subjects in each group. It is clear
that animals in the aged group have much larger variability in the range of inter-bundle distances
than the young group. When the two subjects with the largest inter-bundle distances in ventral 4
are removed, the difference in variance between age groups in ventral 4 is no longer significant at the
95% confidence limit (W = 3.41, p = 0.088). However, the removal of these two subjects does not
change the significance of the difference in variance of age groups in dorsal 3 (W = 5.70, p = 0.032).
This difference between age groups suggests simply that not all subjects age the same.
Finally, Figure 3.5 presents a scatter plot and linear regression of age and inter-bundle distance.
The Spearman Rank Correlation Coefficient was calculated to assess the relationship between subject
age and inter-bundle distance. No significant correlation is found in any of the regions studied.
Cognitive impairment values of the animals range from not impaired (−0.095) to highly impaired
(8.773). Figure 3.6 presents a scatter plot and linear regression of cognitive impairment and inter-
bundle distance for each region investigated. Again, the Spearman Rank Correlation Coefficient was
calculated to assess the relationship between CII and inter-bundle distance. There is no significant
relationship between CII and inter-bundle distance in any region studied. We do, however, observe
that increasing CII very nearly correlates with increasing inter-bundle distances in layer 4 of the
ventral bank(Z = 1.84, p = 0.065).
3.3.2 Quantitative Analysis of Bundle Width Measurements
Table 3.3 presents bundle width measurements for young and aged animals in each layer of interest.
There is no significant difference between the bundle width of young animals and that of aged animals
in any region studied. Similarly, the variance in bundle width is not significantly different between
young animals and aged animals. These results are summarized in Figure 3.7. Figure 3.8 presents a
scatter plot and linear regression of subject age and bundle width. There is no correlation between
age and bundle width in any region studied. In Figure 3.9 we present a scatter plot and linear
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Table 3.3 Mean and standard deviation of bundle width for young and aged groups. There are no
significant correlations between groups.
Layer Mean ± Std Err (µm) Standard Deviation (µm)
Young Aged Young Aged
Dorsal 3 6.54± 0.19 6.45± 0.24 0.27 0.83
Dorsal 4 6.74± 0.19 6.69± 0.19 0.53 0.63
Ventral 3 7.06± 0.20 7.01± 0.17 0.51 0.46
Ventral 4 7.90± 0.29 7.70± 0.22 0.91 0.55
Figure 3.7 Bundle width for young and aged animals. There is no significant difference between
bundle width in young animals (≤ 15 yo) and aged animals(> 15 yo).
regression of cognitive impairment and bundle width for each region. Again, there is no significant
relationship between CII and bundle width.
3.4 Microcolumnar Properties
The spacing between neuronal microcolumns is an analogous measure to the inter-bundle spacing
in our study. Because of this, we also measured inter-column spacing(denoted as P in (Cruz et al.,
2004)) as well as microcolumnar strength(S) for the subjects in which Nissl stained tissue already ex-
isted. These values are compared with subject age, cognitive impairment, and inter-bundle distance
measured above.
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Figure 3.8 Bundle width and age. Average bundle width shows no correlation with increasing age
in any region investigated.
3.4.1 Inter-Column Distance.
Table 3.4 summarizes the mean distances between neuronal microcolumns for the entire population
as well as in each bank. The mean inter-column distance is also identified for young and aged subjects
separately. There is no significant difference between inter-column distances across banks or within
the same bank. Figure 3.10 presents scatter plots and linear regression of inter-column distance and
age as well as inter-column distance and cognitive impairment. There is no significant correlation
between inter-column distance and age or cognitive impairment. These results are not surprising
following previous work by Cruz et al. (2009) who also found no correlation between inter-column
distance and age or CII. Additionally, the results are consistent with the lack of correlation between
dendrite bundle spacing and age presented above. Unlike inter-bundle distances, we do not observe
significant differences in the variance of inter-column distance between young and aged animals in
either layer.
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Figure 3.9 Average bundle width shows no correlation with increasing CII in any region investigated.
3.4.2 Microcolumnar Strength.
Microcolumnar strength does not show any significant correlation with age or cognitive impairment
in layer 3 of either bank. However, there is a consistent trend towards decreasing microcolumnar
strength with increasing impairment in layer 3 of the ventral bank. The correlation fails to reach
significance after accounting for multiple comparisons(Z = −2.027, p = 0.03633). These results are
presented in Figure 3.11. Surprisingly, these results do not follow the same findings reported by
Table 3.4 Summary of inter-column distances for dorsal and ventral banks in young and aged sub-
jects. The banks show no significant difference in the mean spacing between neuronal microcolumns.
Additionally, young and aged animals do not have significantly different inter-column spacing in ei-
ther bank.
Layer Mean ± Std Err (µm) Standard Deviation (µm)
Total 29.50± 1.13 4.44
Dorsal 3 27.58± 1.59 2.33
Ventral 3 27.58± 1.59 2.33
Young Aged Young Aged
Dorsal 3 25.47± 2.00 29.20± 2.08 7.44 6.36
Ventral 3 31.16± 1.72 29.63± 2.10 1.46 4.05
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Figure 3.10 Inter-column distance and Age and CII. Comparison of Inter-column distance and
age(top) and inter-column distance and cognitive impairment(bottom) for layer 3 of both dorsal
and ventral banks. There is no significant correlation between inter-bundle distance and age or
cognitive impairment.
Cruz et al. (2009) who identified a strong correlation between decreasing microcolumnar strength
and increasing age in the ventral bank of area 46 for female subjects. While we did not observe the
same level of significance, we did find the same trend of decreasing strength with increasing cognitive
impairment.
3.4.3 Comparison with dendrite bundles.
In addition to age and impairment, we compared inter-column distance between neuronal micro-
columns to inter-bundle distance between dendritic bundles. No significant correlation was found
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Figure 3.11 Microcolumnar Strength and Age and CII. Comparison of microcolumnar strength and
age(top) and microcolumnar strength and cognitive impairment(bottom) for layer 3 of both dorsal
and ventral banks. There is no significant correlation between microcolumnar strength and age or
cognitive impairment. However, decreasing microcolumnar strength is nearly significantly correlated
with increasing age in the ventral bank.
between the two measurements in either banks as shown in Figure 3.12. As one would expect given
that dendrite bundles are believed to form the core of the microcolumn, the average distance between
microcolumns (M = 29.50µm, SD = 1.13µm) is approximately the same as inter-bundle spacing
(M = 33.77µm, SD = 1.73µm). The two measurements are not significantly different from each
other (t = −2.53, p = 0.11).
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Figure 3.12 Inter-Bundle Distance vs Inter-Column Distance with best fit line and 95% confidence
intervals. No significant correlation exists between the two measurements. However, inter-column
distance approximately equal to inter-bundle distance.
3.5 Discussion
3.5.1 Summary
In this chapter we use an automated dendrite bundle identification method to quantify the structure
of dendrite bundles in four parts of area 46 - layers 3 and 4 of the dorsal and ventral banks of
the middle level of the sulcus principalis of the prefrontal cortex - in behaviorally characterized
aging female monkeys. We investigate the effects of normal aging on dendrite bundle width and
inter-bundle spacing as well as how these features correlate with age related cognitive impairment.
Additionally, we utilized the grey level index method of Casanova and Switala (2005) to measure
inter-column spacing between neuronal microcolumns as well as the density map method of Cruz
et al. (2005) to measure microcolumnar strength in layer 3 of the dorsal and ventral banks of 9
subjects. These microcolumnar features are also correlated to age and cognitive impairment. We
hypothesize that the changes in neuronal microcolumns are a result of subtle changes in surrounding
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dendritic arbors. To test this hypothesis, we compare microcolumnar strength and inter-column
distance of neuronal microcolumns to the inter-bundle distance of dendrite bundles.
3.5.2 Bundle Properties Between Layers
To begin, we address differences between layer dendrite bundles in 3 and layer 4. Analysis shows
no significant difference between the inter-bundle distances of layers 3 and 4 of the dorsal bank.
Interestingly, a significant difference is seen between layer 3 and layer 4 of the ventral bank. As
seen in Figure 3.1, bundles in layer 3 appeared to branch more often than bundles of layer 4. These
branches increase the number of bundles observed in layer 3 which results in smaller distances
between bundles. The fact that this difference is not observed in the dorsal bank may be a result of
the different functions associated with these two regions. We do not observe a difference in bundle
width between the two layers in the dorsal bank, however the bundles in layer 4 of the ventral bank
are significantly wider than those in layer 3 of the same bank.
Next we compare the features of dendrite bundles between the dorsal and ventral banks. While
on average the inter-bundle distance in both ventral layers is slightly larger on average than inter-
bundle distances in the dorsal bank, this difference only reaches statistical significance in ventral
layer 4, in which bundle spacing is significantly larger than all other layers studied. Similarly, in
all regions of interest, layer 4 of the ventral bank is significantly wider than bundles of every other
layer. Of the three remaining banks, there is no significant difference in bundle spacing or bundle
width.
3.5.3 Bundle Properties and Age and Cognitive Function
Next, we investigate the changes in dendrite bundle features associated with normal aging and how
these changes correlate with age related cognitive impairment. We find that the mean inter-bundle
distance is larger in aged subjects than young subjects in all areas, but only reaching significance
in layer 4 of the ventral bank. Specifically, the spacing between bundles increases by as much as
3µm between young and aged monkeys when analyzed as groups in this layer. However, two middle
aged animals in the aged group contain inter-bundle distances that are significantly larger than the
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remainder of the animals in the group in most layers. While behaviorally, the animals did not appear
unique from the rest of the subjects, tissue curvature and a lack of bundles containing more than
a single apical dendrite may have influenced the measured inter-bundle distance. A larger sample
size will help determine if the observed increased inter-bundle distance and variability between age
groups is a significant age-related anatomical difference.
We do not observe any significant correlations between inter-bundle spacing and CII. However,
layer 4 of the ventral bank very nearly shows a significant increase in inter-bundle distance with
an increase in CII. We believe the lack of a significant relationship in this layer is a result of one
animal with an uncharacteristically high CII (CII220 = 8.7). This animal performed poorly during
training and was also observed to be thin and not motivated by food. If this subject is removed from
analysis, a significant increase in inter-bundle distance is observed with increasing CII in ventral 4.
However, this animal does not affect the significance of the correlations in other layers.
Finally, analysis of the magnitude of the variance of mean inter-bundle distances of aged animals
suggests much more variability in bundle spacing in aged animals that is not present in young ani-
mals. Specifically, the variance of the mean inter-bundle distances in the aged group was consistently
larger than in the young group. The increase in variance reaches significance in both layer 3 of the
dorsal bank and layer 4 of the ventral bank and very nearly in layer 4 of the dorsal bank. This
suggests that significant changes are occurring in these areas of the aging brain, though a trend
towards larger inter-bundle distances is not necessarily apparent.
3.5.4 Bundle Properties and Microcolumnar Strength
Changes in the distance between dendrite bundles may correlate with other anatomical changes
occurring in this area. Indeed, Cruz et al. (2009) observe a decrease in the strength of neuronal
microcolumns with increasing age as well as with increasing cognitive impairment. Additionally,
this decrease in strength only correlates with an increase in CII on the ventral bank of area 46.
With the use of a computational model, Cruz et al. (2004) showed that the observed reduction
in microcolumnar strength could be accounted for if neuron locations were displaced by as little as
2.6µm. This displacement is comparable to the difference in inter-bundle distance of 2µm we observed
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(a) 17 Subjects from dendrite study (b) 9 Subjects from microcolumn study
Figure 3.13 Correlation between Age and CII. (a) Age is significantly correlated with CII(R =
0.66, p < 0.005) in the 19 subjects used to measure dendrite bundle properties. (b) The 9 subjects
used in the neuronal microcolumn study do not show a significant correlation between Age and
CII(R = 0.53, p = 0.14). The lack of correlation is a likely cause of the lack of correlations identi-
fied between microcolumn properties and CII. A larger subject pool will help illuminate potential
correlations. Plots contain best fit lines and 95% confidence intervals.
between highly impaired and unimpaired subjects. Interestingly, they do not report a significant
correlation between inter-column spacing and age, which one would expect to be an analogous
measurement to our inter-bundle spacing. To compare our inter-bundle findings to microcolumn
properties we computed the strength and inter-column distance of microcolumns in dorsal and
ventral layer 3 for 9 of the 17 subjects used in the dendrite study for which we had Nissl stained
tissue. In this group of subjects, decreasing strength of the microcolumn does not significantly
correlate with increasing age or increased cognitive impairment in either the dorsal or ventral banks
for Layer 3. However, decreasing microcolumnar strength of ventral 3 nearly reaches significance
with increasing impairment as presented in Figure 3.11.
When comparing microcolumnar strength to the inter-bundle distance of dendrite bundles for the
same subjects, we found no correlation between microcolumnar strength and inter-bundle distance.
However, with such a small sample size of 9 subjects, it may be the case that these correlations are
secondary effects and will only be revealed with much larger sample sizes.
It is important to note that while age was strongly correlated with CII(R = 0.66, p < 0.005) for
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the larger subject pool used for inter-bundle measurements(N = 17), we did find that age did not
significantly correlate with CII in our pool of 9 subjects(R = 0.53, p = 0.14). This is a likely cause
of the lack of significant correlation especially between microcolumnar strength and CII. Figure 3.13
presents correlations between age and CII in (a) the 17 subjects used for dendrite bundle analysis
and (b) the 9 subjects used in the microcolumn analysis. Age and CII are significantly correlated
in the 17 subjects, but not in the 9 subjects used in the second half of this study. Because age and
impairment have been shown to be strongly correlated (Peters et al., 1996), it would be desirable to
re-investigate these correlations with a larger subject pool.
3.5.5 Inter-Bundle Distance and Inter-Column Distance
Finally, we address correlations between microcolumn inter-column distance and age related cog-
nitive impairment. Our study did not identify any significant correlations between changing inter-
column distance and increasing age or increased cognitive impairment. This result agrees with pre-
vious studies by Cruz et al. (2009) who also found no correlation. The average inter-column distance
was measured to be 29µm which is in the expected range reported by other studies (e.g. Cruz et al.,
2009; Casanova et al., 2008). Additionally, we compared subject dendrite inter-bundle distance to
neuronal inter-column distance. Again, no significant correlation between these two measurements
was identified. The means of the two measurements were found to be on the same order with inter-
bundle distance (33.77µm) approximately equal to the mean inter-column distance (29.48µm). The
two measurements are not significantly different from each other (t = −2.53, p = 0.11).
3.6 Conclusion
Our study shows that there are possible age related changes in dendrite bundles in layer 4 of 46V.
The presence of an uncharacteristically high impaired animal likely resulted in the lack of correlation
between inter-bundle distance and impairment in this layer. With this animal removed, increasing
cognitive impairment is significantly correlated with increasing inter-bundle distance in this layer.
This animal did not affect correlations in any other layer however. The average distance between
neighboring bundles of apical dendrites was larger for the aged group than the young group in all
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layers investigated. This increase reaches significance in layer 4 of the ventral bank. Additionally,
the variance in inter-bundle distance was significantly larger in the aged group than the young group
in dorsal layer 3 and ventral layer 4, suggesting subtle changes in bundle structure occur with age.
The observed changes are consistent with the idea that changes in microcolumns of neurons in this
cytoarchitectonic area are a result of changes in the surrounding neuropil. For example, if bundles of
apical dendrites originating from layer 5 pyramidal neurons form the core of neuronal microcolumns,
as it is believed(Peters and Sethares, 1991), then changes in the dendritic bundles in layer 4 should
manifest as changes in microcolumnar properties in the neuronal columns of layer 3. This hypothesis
is consistent with the age related changes of dendrite bundles observed in layer 4 of the ventral bank
and the changes in microcolumnar strength in layer 3 of the ventral bank reported by Cruz et al.
(2009). Additionally, the identification of layer specific differences in inter-bundle distance and
bundle width is consistent with recent work by Duan et al. (2003), who only observed significant
changes in the total length and total number of segments of dendrites of pyramidal neurons in very
limited regions of the apical dendrites. Furthermore, the lack of correlations in the dorsal bank is
consistent with the view that these two areas have different functions (Petrides, 2000b, 2005) and the
observation of layer-specific dendritic regression(de Brabander et al., 1998). The increased variability
of inter-bundle distance found in the aged group when compared to the young group also suggests
that anatomical changes are occurring during normal aging, even in regions where no significant
correlation between inter-bundle distance and age is seen. It is apparent that the brain undergoes
subtle morphological changes as it ages. Synaptic changes can take place over the course of minutes
and hours (O’Malley et al., 1998; Leuner et al., 2003; Lamprecht and LeDoux, 2004) to several
days (Knafo et al., 2004) depending on the catalyst. Dendrites can also sprout or regress (Duan
et al., 2003; Buell and Coleman, 1981). Additional analysis of animals with recorded microcolumnar
properties may illuminate the connection between the changes in neuronal microcolumns and those
observed in dendrite bundles. While the current study did not reveal any correlations between these
two structures, it is possible that the small sample size, consisting of only a subset of the subjects
used for the dendrite bundle analysis was not large enough to identify significant correlations. While
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it may be the case that these two structures are independent of one another, it may also be true that
there are smaller, second order effects taking place that require a much larger group of subjects or
higher resolution to identify. For example, changes in the individual dendrites of the bundle, which
the current study did not have the resolution to identify, may be too small to identify by simply
observing bundle width.
In the following chapters, we evaluate several factors that influence the identification of mi-
crocolumns and measurement of inter-column spacing. These factors include the organization of
microcolumns, intersection angle of columns with the slice, small neuronal displacements associated
with decreased microcolumnar strength, tissue slice thickness, and the projection of column posi-
tions to the image plane. By doing this, we hope to shed light on some caveats associated with
measuring inter-column distances and address several possibles reasons why no correlation between
inter-column distance and age or CII has been identified. After addressing these concerns, Chapters
6 and 7 present a novel approach to overcoming the shortcomings of the current methods.
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Chapter 4: Analysis of Microcolumn Methods
4.1 Introduction
Neuronal microcolumns share an intrinsic relationship with dendrite bundles as it is believed the
bundles of apical dendrites form the core of the neuronal microcolumn (Peters and Sethares, 1991;
Peters, 1994; Peters and Sethares, 1996). Changes in the distance between neuronal columns have
been observed in several disorders including autism, dyslexia, and schizophrenia. In subjects with
autism, a higher density of columns with reduced inter-column spacing likely results in increased
signaling between neighboring columns (Casanova, 2006; Williams and Casanova, 2010; Buxhoeve-
den et al., 2006). Conversely, in subjects with dyslexia columnar width is increased in addition
to an increase in the space between columns(Williams and Casanova, 2010). Similar results are
reported in schizophrenia, where the lack normal age related thinning of columns results in wider
columns(Di Rosa et al., 2009). It is apparent that the distance between neighboring microcolumns
has a large effect on the resulting inter-column connections.
Recent interest in the organization of neuronal microcolumns has resulted in several new methods
for identifying microcolumns and measuring their properties such as the spacing and organization
of neurons within a column, and the distances between neighboring microcolumns.
In the previous chapter, we utilized two of these methods to obtain information about the or-
ganization of microcolumns. First, the density map method of Cruz et al. (2005) was employed to
measure the strength of the microcolumns in 9 female rhesus monkeys. Second, we utilized the grey
level index(GLI) described by Casanova and Switala (2005) to measure the inter-column distance
between neighboring microcolumns. While the density map provides a method to measure inter-
column spacing, during the microcolumn study carried out in the previous chapter, we noticed that
the GLI and density map produced significantly different measures of inter-column distance. Fig-
ure 4.1 presents a comparison of the measurements produced by both methods on the same tissue.
Even though the algorithms use different methods to measure inter-column distance, the results
58
5 15 25 35
15
20
25
30
35
40
Dorsal 3
5 15 25 35
15
20
25
30
35
40
Ventral 3
Density Map IC Distance (µm)
G
LI
 IC
 D
ist
an
ce
 (µ
m
)
Figure 4.1 A comparison of the inter-column distances measured by the density map method and
grey level index method on the same tissues including best fit line and 95% confidence interval. The
two methods produce significantly different results. The causes of this difference are investigated in
this chapter.
should still be highly correlated. We observe that there is no significant correlation between the
measurements produced by these two methods for the same tissue (Rdorsal = 0.59, pdorsal = 0.09
and Rventral = 0.21, pventral = 0.58, n = 9). Additionally, the mean inter-column distances re-
ported by the two measurements are significantly different (Dorsal: t = 5.59, p < 0.0001, Ventral:
t = 6.24, p < 0.0001, two-tailed, t-test). This difference prompted us to study the effects of the
organization of microcolumns on measurement accuracy.
In this section we reconcile the reason for the differences in inter-column distance for these two
methods. Additionally, we investigate several confounding factors that may affect the ability of the
density map of Cruz et al. (2005) and the GLI method of Casanova and Switala (2005) to accurately
measure the inter-column spacing of neighboring microcolumns. The factors addressed are: the
organization of the columns in the tissue where columns are distributed on a lattice and where
columns are randomly distributed, slice angle, and neuronal displacements. It will be shown that
both methods have preferred orientations and organizations of microcolumns required to produce
accurate results. As a result, the observed inter-column distance will change depending on the
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distribution of the columns and the measurement method used. Therefore, care must be taken when
reporting and comparing measurements between studies and areas of the brain.
4.2 Data Generation
To evaluate the confounding factors that may influence inter-column distance measurements, we
computationally generate several data sets isolating each factor and compare the resulting inter-
column distance measurements to measurements obtain without the influence of these factors. To
investigate the effects of microcolumn distribution, we propose two different organizations of micro-
columns. In the first, microcolumns are assumed to be randomly positioned throughout the cortical
layer with a hard-core exclusion radius of 10µm around each column. This radius represents the
minimum distance separating two microcolumns. Because neurons of neighboring columns cannot
overlap, columns must be separated by at least the diameter of a neuron. Cruz et al. (2005) report
little periodicity in area 46, suggesting that the columns in this region are randomly distributed.
The second case assumes a lattice based structure of column positions where columns are placed on
the vertices of a hexagonal lattice as per Cruz et al. (2008). This distribution of columns is observed
in several areas of the brain, including the auditory(Seldon, 1981) and visual(Peters and Sethares,
1991) cortices.
For each organization, column locations are generated such that the mean nearest neighbor
distance is in the range of 15µm to 50µm. Cruz et al. (2009) measure the mean inter-column
distance to be about 26µm in layer 3 of prefrontal area 46 rhesus monkeys while Casanova (2006)
report it to be about 33µm in human areas 3, 4, 9, and 17. In humans with dyslexia, the spacing
increases to about 40µm in areas 9 and Tpt. Peters and Sethares (1991) report an inter-column
spacing of 30µm in the monkey visual cortex. The range up to 50µm includes cases much larger than
the 30µm slice thickness of the tissue. One hundred realizations of each desired mean inter-column
spacing(15− 50µm) are simulated and used as seed points for the location of columns. Each dataset
is contained in a 768×768µm square region representing a transverse slice of tissue cut perpendicular
to the axis of the column. In the case of a lattice distribution of columns, the columns are centered
on the vertices of a hexagonal lattice where the distance between vertices is equal to the desired
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inter-column spacing.
Lattice column locations are generated as follows. First, the vertices of a hexagonal lattice are
calculated where the distance between each vertex is equal to the desired inter-column spacing. The
lattice is generated in a circular window of radius 768µm. The use of a circular window prevents
edge clipping after rotation in the next step. After the lattice is generated, the entire window is
rotated by a random angle. The angle is generated from a uniform random distribution in the range
0− 180◦. The random rotation accounts for the likely cases where the tissue slice is not cut parallel
to the orientation of the lattice. After rotation, a 768 × 768µm square region is extracted from
the center of the window. 100 realizations are generated for each desired mean nearest neighbor
distance.
Random microcolumn positions are generated based on a random hard-core process. A hard-core
point process unlike a completely random process has pairwise interactions between points, i.e. it is
a random point process conditional on all points being separated by at least a distance r.
The creation of the process is carried out using a thinning model. First a uniform random point
process is generated with the desired intensity λ. The desired intensity is related to the intended
mean nearest neighbor distance, R, by
λ =
1
4R2
(4.1)
and the number of points to be generated is a Poisson random variable with intensity λ. Points
are generated sequentially with equal probability throughout the window. In addition to an (x,y)
coordinate, each point is also labeled with an arrival time t indicating the iteration of the sequence
at which the point was added. In this way, points can be ordered by arrival time. After the set of
points X = (x1, x2, . . . , xn) has been created, the process is thinned following Matern’s Model II.
In this model, for any two points, if the distance between the two points is less than the hard-core
cutoff radius r then the point that arrived later, i.e. larger t, is removed from the process. In this
way, a hard-core random process is generated with a cutoff radius of r, where r = 10µm is the
diameter of the average neuron.
The removal of points during this process influences the intensity of the process and therefore
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(a) Base Column Locations (b) 3D Column Model (c) Sample 30µm Thick Slice
Figure 4.2 The data for this study was generated in 3 steps. First, 40 sets of random points were
generated to serve as the base positions of the neuronal microcolumns. A sample of these base
locations is shown in (a). Next, a 3D model of the microcolumns was generated for each set of base
locations. The model created both columns with perfectly ordered neurons in the columns stacked
directly on top of each other, or columns of neurons with small deviations in their positions within
the column. (b) shows a sample of the model with small random deviations in neuron positions.
Finally, the 3D cube of points is rotated depending on the intersection angle being investigated and
a 30µm thick slice is taken. The neurons in the slice are projected along the plane of the slice to
create the image in (c) that will be used to test the measurement methods.
the mean nearest neighbor distance. To account for this, the initial intensity is selected to be
slightly larger than the desired final intensity. After generation, the resulting process is checked for
convergence to the desired mean nearest column distance.
The coordinates generated in the previous step are used as the locations of the bases of the
microcolumns. Columns are generated using the 3 dimensional model process described in (Cruz
et al., 2008) and further analyzed in (Henderson et al., 2014). Bases of columns are centered on
the base coordinates generated using the lattice or random process described above. Columns are
grown by stacking neurons on top of each other at each base coordinate. Neurons within columns
are spaced 23µms apart as described in (Cruz et al., 2008) and columns span the entire height of
the cube. Neurons are represented by identical hard spheres with a 5µm radius. Figure 4.2 presents
the process of generating a data set from random column locations to a 3 dimensional cube of
microcolumns.
For each organization of bundles (lattice and random), we evaluate the effects of varying amounts
of disorder within a microcolumn on measured mean inter-column spacing. Here, disorder is used
to describe shifts in the relative position of neurons within a microcolumn away from their initial,
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(a) No neuronal displacement (b) 5µm random neuronal displacement
Figure 4.3 A comparison of perfectly aligned microcolumns to columns whose neurons have under-
gone small displacements on the order of 5µm. a) Sample data generated to represent perfectly
straight microcolumns in which neurons within a column are stacked directly on top of each other
representing high values of microcolumnar strength. b) Sample data generated to represent micro-
columns with random displacements(sigma=5um) in neuron position representing the organization
of neurons found in aged brains.
perfectly columnar, structure. Small amounts of disorder are meant to reflect the columnar structure
identified in young brains. This means that neurons within a column are displaced from their initial
position by small amounts but are still located (almost)directly above and below one another. Higher
amounts of disorder reflect the structure of aged brains where neurons are randomly displaced within
the column by larger amounts. The process for creating these displacements is described below.
Figure 4.3 presents a comparison of a group of columns with no disorder and with random mean
displacements of 5µm. Disorder described here is analogous to the microcolumnar strength defined
by Cruz et al. (2004). It has been demonstrated that displacements in neuronal position of as little as
3− 4µm are enough to reduce microcolumnar strength from that of a young animal to an impaired
aged animal(Cruz et al., 2004; Henderson et al., 2014). Therefore, we restrict our displacements
to a range of 0 − 5µm. To simulate the degree of neuronal displacement associated with normal
aging, neurons in the 3D model undergo iterations of random walks. At each iteration, a restorative
harmonic force is applied to each neuron restricting the amount of displacement. By doing this, the
displacement of the neurons can be controlled to reflect young and aged brains by adjusting the spring
constant, k, of the restorative force. Young brains are simulated with strong restoring forces, while
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aged brain models use weak restoring forces. This process is meant to reflect the hypothesis that
neuronal displacements are restricted as a result of the density of neuropil surrounding each neuron.
In young brains, the matrix of processes surrounding each neuron is dense enough to prevent the
neuron from being displaced. As the neuropil atrophies with age, neurons are free to displace farther
from their columnar location. Simulation of the random displacement is conducted by generating a
random 3D unit vector, ~vi, for each neuron. Neurons are displaced along the direction of this vector
by 0.7µm. The restorative force Fn,j defined by:
~Fn,j = −~k(~rn,j − ~rn,j) (4.2)
is added to the random walk. Here rn,j−r0n,j is the displacement of neuron n from its initial position
at time t = 0 in the j = (x, y, z) direction; k is the force constant. The resulting displacement vector,
(~vi + ~Fn,j), is normalized to prevent biologically impossible movements. This process is repeated
for 400 time steps. At the end of each iteration, neurons are checked for overlap by computing the
pairwise distance between all neurons. If the distance between the centers of two neurons is less than
one neuronal diameter, a repulsive displacement of 1µm is applied along the vector connecting the
neuron centers before the restorative force is applied. Young animals are simulated with k = 0.1 and
aged animals with k = 0.01 in accordance with Henderson et al. (2014). To evaluate the effects of
the neuronal displacements, these models are compared to a model with no neuronal displacement.
Completion of the previous steps produces a 3 dimensional cube of microcolumns composed of
individual neurons positioned at x,y,z coordinates. To simulate digital images of coronal slices, a
30µm thick slice of the cube is taken in a similar fashion to experimental tissue. The slabs are
created in the following process. All neurons within the 30µm thick slice through the center of the
block are projected to the x-y plane to produce a flat image of the tissue.
In addition to neuronal displacement, it is also likely that an entire microcolumn is not contained
in a slice of tissue. The axis of the microcolumn may not be perfectly parallel to the orientation
of the slice. While difficult to observe in microcolumns, variations in the “intersection angle” can
easily be observed in images of dendrites in MAP2-stained sections as presented in Figure 4.4a. The
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Figure 4.4 a) Labeled intersection angles(degrees) of dendrites along the tissue show large variations
in the angle that dendrites intersect the slice at. b and c) To calculate the angle, the length of the
dendrite visible in the image is measured. The angle can then be calculated knowing the thickness of
the slice. Examples are presented for dendrites intersecting the slice at 7 degrees (b) and 56 degrees
(c).
intersection angle can be estimated by measuring the length of the visible portion of each dendrite.
Knowing the visible length of the dendrite and the slice thickness, the angle can be calculated. This
measurement is depicted in Figure 4.4b,c. In Figure 4.5, various intersection angles are simulated
with the use of the 3D microcolumn model discussed above. In a modified version of this model,
dendrite bundles are placed between the microcolumns, filling the gaps between the lattice. Dendrite
bundles are represented as a series of non overlapping hard spheres stacked end to end. Spheres
are 5µm in diameter roughly approximating the width of a bundle of apical dendrites. The bundles
project vertically along the same axis as the neuronal microcolumns. During the simulation phase of
model generation, as the neurons move within the model they collide with the dendrites and displace
them. After the simulation, the block is rotated and a 30µm thick slice is taken and projected onto
a flat image. In the image, bundles are represented by 4 lines intended to reflect the set of dendrites
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Figure 4.5 Comparisons of the 3D dendrite model for various intersection angles and real tissue
samples of dendrites.
composing the bundle. Lines connect the spheres center to center with small random displacements
between −2.5 and 2.5µm. Figure 4.5 visually compares several slices of MAP2 stained brain tissue to
several simulated degrees of rotation. Visual inspection suggests that bundles and columns intersect
the tissue at angles between 0◦ and 60◦. To evaluate the effects of intersection angle on inter-column
measurements, we rotate the 3D block of microcolumns in this range of values.
The intersection angles results in microcolumns of varying lengths. Small angles, where the
slice is made parallel to the axis of the columns, produces long columns, while large angles approach
tangential cuts, resulting in short columns. Figure 4.6 depicts an example case where several columns
intersect a slice at an angle such that the columns do not span the entire length of the slice. We
evaluate the effects of intersection angle on measurements of inter-column distance for columns
completely contained in the slice to those that project through the slice at various intersection
angles between 0◦ and 60◦. Figure 4.6 presents two examples of slices obtained using this process.
The first sample contains columns in a unrotated block. The second contains columns in a block
rotated by φ = 30◦.
4.3 Method Comparison
4.3.1 Density Map Method
Buldyrev et al. (2000) developed a statistical density map method derived from work in condensed
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(a) 0 Degree column intersection angle (b) 30 Degree column intersection angle
Figure 4.6 A comparisons of microcolumns oriented parallel to the slice to microcolumns that in-
tersect the slice at 30 degrees. Samples are generated using the process outlined in Section 4.2. a)
Sample neuronal positions generated to represent a coronal slice of brain tissue cut exactly parallel
to the axis of the microcolumns. b) Sample neuronal positions generated to represent a coronal slice
of brain tissue with microcolumns intersection the slice at 30 degrees.
matter physics to identify and quantify changes observed in microcolumns. The study reported
changes in microcolumnar width(W) and vertical length (L) of microcolumns in both Alzheimers
Disease and Lewy Body Dementia subjects. This method was further developed by Cruz et al.
(2005) who report an age-related reduction in the strength of the microcolumnar structure (Cruz
et al., 2004). Specifically, decreases in the microcolumnar strength of layer 3 neurons of ventral area
46 were found to strongly correlate with age-related cognitive impairment in female rhesus monkeys
ranging from 6-33 years of age.
The density map method requires the 2 dimensional (x, y) coordinates of neuron locations in
coronal slices of brain tissue. After obtaining neuron locations using any of the multitude of methods
available (e.g. Oberlaender et al., 2009; Inglis et al., 2008; Kamali et al., 2009), the orientations of the
microcolumns are identified by hand. The orientation of the microcolumn is usually perpendicular
to the pial surface and is aligned with the axis of the column. The region of interest, usually an
entire cortical layer, is divided into several sub windows and each window is rotated based on the
orientation lines so that the axis of the microcolumns within the window is aligned vertically. Neuron
positions from within the cortical layer of interest are extracted and used to calculate the density
correlation function g(x, y) that describes the neuronal density surrounding the average neuron.
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Figure 4.7 A sample density plot generated using microcolumns generated using the 3D model for
a lattice configuration. Box (a) is the central neuron. Boxes (b and c) are the neighboring neurons
within the same microcolumn. Boxes (d and e) are neighboring microcolumns.
The process for calculating the density correlation function is as follows: Each neuron in a small sub
window of the region of interest is assigned an index (i = 1, 2, 3N) and N copies of the window are
created. Each copy is translated so that neuron i of copy i is centered over the origin. The copies
are then superimposed one on top of another. The superimposed images are flattened and a grid
of spacing D is placed on the resulting image. Counting the number of neurons in each grid cell,
m(x, y), produces a 2-dimensional density map g(x, y) where g(x, y) = m(x, y)/ND2. The resulting
image is a grey level map where darkness is proportional to neuronal density. Patterns in the
density map signify regular arrangements of neurons. This process is repeated for each sub window
in the region of interest and all of the resulting density maps are averaged together. To ensure
that angular changes of the columns throughout the layer do not affect the results, each window
is rotated so that microcolumns are oriented vertically in the image. The resulting density map
is used to calculate the following microcolumnar properties: microcolumn width(W), inter-column
distance(P), microcolumn length(L), microcolumn strength(S), and microcolumnar periodicity(T).
Figure 4.7 presents a sample density map with marked regions showing where each parameter is
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Figure 4.8 A sample image of neurons from layer 3 of prefrontal area 46 is rotated so microcolumns
are oriented vertically(a). To construct the grey level index, a threshold is applied to the image and
is then inverted. An elliptical Gaussian blur is applied to produce the resulting GLI image in (b).
measured. This study is particularly interested in the ability of this method to accurately measure
the inter-column distance(P).
The inter-column distance is calculated by extracting a 10µm thick row of the density plot
centered on the origin. The columns of the rows are averaged together to produce one signal. The
signal is smoothed by calculating a 5µm and 3µm wide running average and the first peak to the
right of the center neuron is identified for both smoothing windows. The average of these two
distances is recorded as the inter-column distance. Cruz et al. (2005) provide justification for the
accuracy of this method to measure inter-column distances under the assumption that microcolumns
are positioned on the vertices of a triangular lattice. We provide further evidence to support their
claim, but also address the case in which the lattice assumption is replaced with randomly distributed
microcolumns. Justification of a random organization of columns is given in Cruz et al. (2005) where
a low value of the microcolumnar periodicity(T) was measured in layer 3 of area 46.
4.3.2 Grey Level Index Method
The grey level index(GLI) based method presented by Casanova and Switala (2005) is a kernel
smoothing based method for measuring inter-column distances. This method was originally devel-
oped by Schleicher and Zilles to analyze structural inhomogeneities in nervous tissue(Schleicher and
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Figure 4.9 Microcolumn ridges of the GLI image. Ridges represent the columns in the tissue.
Distances between neighboring ridges are measured and averaged to produce the mean inter-column
distance.
Zilles, 1990) and later in cortical mapping(Schleicher et al., 2005). This method was then expanded
upon by Casanova and Switala (2005) to study the changes in microcolumns for subjects with autism
and used in several other studies(Casanova, 2006; Buxhoeveden et al., 2006; Di Rosa et al., 2009;
Casanova et al., 2010). Similar to the density map method, it requires small regions of interest
extracted from a cortical layer. The column orientation is identified using Fourier-based texture
analysis. To identify valid columns, precise 2 dimensional locations of neurons are also required, as
well as a threshold version of the digital image of the tissue with visual neuronal somas. For each
image, the background is removed so only cell bodies are visible. Small interneurons, glia, and partial
cell segments are removed by discarding objects below a minimum size threshold of 10µm2. Finally,
overlapping neurons are separated using watershed segmentation. The resulting image contains only
large pyramidal neurons whose cell body is located completely within the image. After preprocessing
and thresholding, the image is convolved with an elliptical Gaussian kernel of size 11µm x 110µm
full width at half max. The dimensions reflect the diameter of a pyramidal neuron and the length
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of a microcolumn. The major axis of the kernel is oriented along the axis of the microcolumns. The
presence of microcolumns produces large elliptical regions with peaks forming ridges along the axis
of the microcolumns and valleys between the columns. Figure 4.8 presents an example GLI image
produced with this method. Finally, the ridges of the columns are identified using a ridge filter. The
ridge filter is constructed by computing the Hessian matrix of the GLI image. The Hessian matrix is
the second partial derivative of the GLI image at each pixel. It is usually the case that a smoothing
kernel is applied to the image to reduce noise and the derivatives can be numerically calculated for
each pixel in the smoothed image. Instead, we will calculate the second derivative of the smoothing
kernel and convolve it with the GLI image. The Gaussian smoothing kernel is used and its second
derivative is calculated as follows:
∂2G(x, y, σ)
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The second derivatives are convolved with the GLI image and the ridge filter is obtained by
selecting the major eigenvalues of the Hessian matrix:
H =
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To identify the ridges, the filtered image is thresholded at 0.25max(Ifiltered) where Ifiltered is
the ridge image and max() is the global maximum of the image. Using this threshold image, ridges
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are identified by computing the skeleton of each region in the same manner as Chapter 2. Pixels are
iteratively subtracted until only a single line of pixels, defining the shape of the ridge, remains.
Not all ridges are used to measure inter-column distances. To prevent measurements between
columns that are not contained completely in the image, only ridges made up of at least 10 neurons
are used. To identify valid columns, each neuron is associated with its nearest ridge by calculating
the shortest distance of each neuron to each ridge. Ridges associated with fewer than 10 neurons
are removed. Figure 4.9 presents example ridges for the sample image of Figure 4.8.
Inter-column distances are measured by identifying neighboring ridges and measuring the distance
between them perpendicular to the axis of the columns. To accomplish this, we identify the end
points of each ridge and the center of mass. The perpendicular distance between the center of mass
of each ridge whose end points overlap are calculated. The column with the shortest distance is
the nearest neighboring column and the distance between these two columns is the inter-column
distance. This distance is measured for each column, and the average of these distances for an entire
cortical region of interest is the average inter-column distance within that ROI.
This method requires images of neuronal somas to construct the GLI. The slabs of tissue gen-
erated from the model described above only contain the coordinates for the center of mass of each
neuron. In order to construct an image containing somas, a 10µm diameter circle is placed at each
neuron location. The resulting image is used to construct the GLI image.
4.4 Results
Results are separated into two categories: Lattice configurations of microcolumns in which each
columns location is placed on the vertex of a hexagonal lattice, and randomly placed microcolumns.
These organizations are intended to reflect the distribution of columns observed in various areas
of the cortex. For example, the auditory and visual cortices display a lattice-like distribution of
microcolumns(Seldon, 1981; Peters and Kara, 1987) while the columns of area 46 appear randomly
distributed(Cruz et al., 2005).
We compare the inter-column measurements produced by each method to the “precise” inter-
column distance where the locations of the microcolumns are known exactly. The process of measur-
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(a) Base column Locations (b) Precise measurement values
Figure 4.10 The process for measuring inter-column distances when the precise positions of the
columns are known. A 30µm thick section( a. red box) is extracted from each set of microcolumn
base locations (a). To simulate the process of taking an image, the Y coordinates of the columns are
projected to the center of the slice to create a flat image. Using the X coordinates of each column,
the distance between neighboring columns from left to right is measured (b).
ing the precise distance is as follows. For each set of microcolumn base positions generated above, a
30µm thick region 512µm long is extracted from the center of the process. This represents the visible
bundles in the 30µm thick tissue used in this study but from a transverse (top down) view. This
slice is made at the same location as the slice obtained in the 3D model generation process. Each
column in the region is flattened along the Y axis, simulating the process of taking digital images
of the tissue sections in which the information relating to the depth of each column in the tissue is
lost. Inter-column spacing used in this study is not a direct measure of nearest neighbor distances.
Instead it is a measurement of the spacing between neighboring microcolumns across a layer from
left to right. The X coordinate of each column location is accumulated and sorted. The distance
between neighboring columns is measured from left to right (smaller X coordinate to larger). The
complete process is depicted in Figure 4.10. The median inter-column distance is calculated for each
sample data set.
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Figure 4.11 Grey level index measurements for lattice configurations of microcolumns at various
intersection angles with best fit lines and 95% confidence intervals. The method has difficulty
measuring small inter-column distances and can grossly overestimate the value. This is a result of
the regularly spaced columns being close enough together that the blur step prevents the method
from identifying multiple columns. The method is also affected by intersection angle. Increasing
intersection angle causes the method to under estimate the inter-column spacing. Intersection angles
greater than 0 are significantly different from the measurements obtained at 0 intersection angle, but
they are not significantly different from each other. However, all measurements are still significantly
correlated with precise inter-column distance measurements regardless of intersection angle (R0 =
0.5209, R15 = 0.9918, R30 = 0.9982, R45 = 0.6283, R60 = 0.9985, p < 0.01).
4.4.1 Lattice Configurations
Effect of Intersection Angle
Figure 4.11 presents the results of measurements made with the GLI method for various intersec-
tion angles. In all cases, for small inter-column distances, this method overestimates inter-column
distances when compared to the precise measurements. This is a result of the GLI creation step
where the image is blurred which can blur neighboring microcolumns together in to one column if
they are too close. As a result, there is a reduced number of small inter-column distances.
When the slice is made parallel to the axis of the columns (φ = 0), inter-column distances up to
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Figure 4.12 Density map measurements for lattice configurations of microcolumns at various in-
tersection angles with best fit lines and 95% confidence intervals. The intersection angle has
no significant effect on the ability of this method to measure inter-column spacing in the lat-
tice configuration. The method appears to slightly over estimate the measurements for small
inter-column distances when compared to the precise measurements. All measurements are sig-
nificantly correlated with precise inter-column distance measurements for all intersection angles
(R0 = 0.9962, R15 = 0.9962, R30 = 0.9957, R45 = 0.9963, R60 = 0.9962, p < 0.0001).
35µm are affected by the blurring step, causing neighboring columns to be identified as one object.
This results in an increase in the measured inter-column distance. As the precisely measured inter-
column distance increases above 35µm, there are fewer columns spaced close enough together to be
affected by this problem, and the GLI method produces measurements of inter-column spacing that
are consistent with the precise measurement. As the intersection angle increases to φ = 15 − 30◦,
there is a significant decrease in the measured inter-column distance. The increasing angle results
in additional columns intersecting the slice. The vertical blur of 110µm along with the increased
number of columns causes ridges to connect neurons of multiple columns instead of only neurons
from a single column. As a result, measurements are made between columns that are not actually
neighbors. This causes an increase in smaller distance measurements. As the intersection angle
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increases to φ = 45−60◦, individual columns become unrecognizable. As a result, no vertical columns
are present. This is due to the observed positions of the neurons taking the shape of the lattice the
columns are positioned on as the slab approaches a transverse slice. Instead of identifying columns
of neurons, the ridges begin connecting the vertices of the lattice. Inter-column distances when
intersection angles are greater than 0◦ are significantly different from measurements obtained when
columns intersect parallel to the slice(φ = 0). They are a constant 7 ± 1.2µm smaller (p < 0.001).
However, measurements when intersection angle is greater than 0◦ are not significantly different
from each other. However, all measurements are still significantly correlated with precise inter-
column distance measurements regardless of intersection angle (R0 = 0.5209, R15 = 0.9918, R30 =
0.9982, R45 = 0.6283, R60 = 0.9985, p < 0.01).
Inter-column distance measurements produced by the density map method are presented in
Figure 4.12 for various intersection angles. The density map method does not suffer from the same
problems as the GLI method. For a lattice configuration of microcolumns, the density map method‘s
accuracy surpasses that of the GLI method. It produces a linear trend with increasing measurements
proportional to increasing inter-column distance regardless of the columns intersection angle. There
is a slight increase in the measured distance for spacings below 30µm. However, the effect is much
smaller than that of the GLI method. Additionally, the intersection angle has no significant effect
on the inter-column distance measurement. The method produces nearly identical results regardless
of the intersection angle. All measurements are significantly correlated with precise inter-column
distance measurements for all intersection angles (R0 = 0.9962, R15 = 0.9962, R30 = 0.9957, R45 =
0.9963, R60 = 0.9962, p < 0.0001)
Effect of Neuronal Displacement
Figure 4.13 presents measurement results for the lattice configuration of neurons in which the posi-
tion of neurons within a column are displaced by small amounts on the order of those associated with
decreases in microcolumnar strength consistent with age-related cognitive impairment. Using the
3D model presented above, the neurons of young brains are held in place by springs of spring con-
stant k = 0.1 which results in a mean displacement of about 2.5µm. Similarly, the movement of aged
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(a) GLI Measurements (b) Density Map Measurements
Figure 4.13 GLI(left) and Density Map(right) measurements for lattice configurations of micro-
columns where neurons are displaced by small amounts. The GLI method significantly over esti-
mates small inter-column distances. The strict regularity of the lattice configuration results in more
columns being affected by the blur step than in the random configuration. As a result, 5µm displace-
ments in neuron position are enough to significantly affect the measured inter-column distance. As
the precise inter-column distance increases the effect is less prominent and all 3 sets converge to the
same value. The density map method is not significantly affected by small neuronal displacements.
neurons is restricted by springs of spring constant k = 0.01. This produces a mean neuronal displace-
ment of about 5µm. Both the GLI(a) and Density map(b) methods produce accurate measurements
of inter-column spacing independent of the degree of neuronal displacement. As was the case with
the intersection angle, Casanovas GLI method suffers from inaccuracies when columns are separated
by small distances. As neuronal displacement increases, inter-column distance measurements are sig-
nificantly affected. Inter-column measurements of perfectly columnar and young brains are highly
correlated with precise measurements (R∗0 = 0.5209, R
∗
young = 0.6178, Raged = −0.4107, p∗ < 0.01).
The measurements obtained in the aged brain simulation are significantly different from those of
the young and perfectly columnar brain (p < 0.01). The individual measurements show that the
effect is significant up to a inter-column distance of 40µm. Beyond this, all 3 organizations pro-
duce the same measurements and measurements of the aged brain become significantly correlated
(R>40µm = 0.9927, p < 0.0001). The 5µm displacements are large enough to cause the method
to cluster multiple neighboring columns into one wide column. The density map method, on the
other hand, is not significantly affected by the neuronal displacements and produces consistent
measurements in all cases. All measurements obtained using this method are significantly cor-
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related with precise niter-column distance measurements independent of microcolumnar strength
(R0 = 0.9962, R2.5 = 0.9963, R5 = 0.9956, p < 0.0001).
4.4.2 Random Configurations
Effect of Intersection Angle on GLI
Figure 4.14 presents inter-column measurements obtained using the GLI method for randomly placed
microcolumns intersecting the slice at various angles. For columns oriented parallel to the slice (φ =
0), this method produces measurements consistent with the precise measurements made knowing
the exact location of each column. Again, small inter-column spacings are difficult to measure
due to the blurring step. Because of this, the method consistently over estimates the inter-column
distance. This factor significantly affects measurements when the precise inter-column distance is
below 30µm. Once inter-column measurements are above 30µm the GLI method increases linearly
with the precise measurements. As the intersection angle increases, we observe significant deviations
from measurements when the columns are parallel to the slice. Again, this is likely due to the
effects of vertical blurring that cause columns to appear next to other columns that otherwise
would not otherwise be neighbors. Additionally, neurons that are part of neighboring columns
may be recognized as one connected column. The effect increases up to an intersection angle of
45◦ above which columns are nearly unrecognizable, and the tissue begins to reflect a random
distribution of neurons. Inter-column measurements when intersection angles below 15◦ are not
significantly different from each other. However, measurements obtained when intersection angle
is above 15◦ are significantly different from measurements of columns that intersect parallel to the
slice. However, all measurements are still significantly correlated with the precise measurements
(R0 = 0.8979, R15 = 0.6727, R30 = 0.5119, R45 = 0.5887, R60 = 0.653, p < 0.01). As a result, if
intersection angle is consistent throughout a study, correlations involving inter-column distance are
still valid though the precise values may not accurately reflect the inter-column distance within the
region of interest.
Chapter 4: Analysis of Microcolumn Methods 4.4 Results
78
Figure 4.14 Grey level index measurements for randomly distributed microcolumns for various in-
tersection angles. The GLI consistently over estimates small inter-column distances as a result of
the GLI creation step where the image is blurred. Increases in intersection angle also result in a
decrease in the measured distance of large inter-column distances.
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Figure 4.15 Grey level index measurements for randomly distributed microcolumns for various de-
grees of neuronal displacement. The method is not significantly affected by displacement on the
order 0-5µm.
Effect of Neuronal Displacement on GLI
Figure 4.15 presents measurement results of the GLI method for various degrees of neuronal displace-
ments within a column. The measurement accuracy is not significantly affected when the position
of neurons within a column are moved by the small displacements on the order of those required
to observe changes in microcolumnar strength. This method will consistently measure inter-column
distances independent of the amount of neuronal displacement (R0 = 0.8979, R2.5 = 0.8453, R5 =
0.8004, p < 0.0001). This means that it will be possible to compare measurements between young
brains with high values of microcolumnar strength, to aged brains with reduced microcolumnar
strength due to small neuronal displacements. Interestingly, this is different from the measurements
obtained when columns are in a lattice distribution. The variance in the model parameters in the
lattice case were significantly smaller than the random case. As a result, small deviations in the lat-
tice produce significant differences in inter-column measurements. In the random case, the variances
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are large enough that the small neuronal displacements produce only minor effects.
Density Map Measurements
Figure 4.16 Density map measurements for randomly positioned microcolumns at various intersec-
tion angles. There is no correlation between the measured inter-column distance and the precise
distances. As the intersection angle increases, the only identifiable peak in the probability distribu-
tion corresponds to the reference neuron at the center of the density map.
Figures 4.16 and 4.17 present measurements of inter-column distances for random microcolumn
positions using the density map method for various intersection angles and various degrees of dis-
placement. Regardless of intersection angle(Figure 4.16) or neuronal displacements(Figure 4.17),
the density map method is not able to extract inter-column measurements (R0 = 0.1796, R15 =
0.2576, R30 = −0.0494, R45 = 0.0508, R60 = 0.2607, Ryoung = 0.1332, Raged = −0.0294). This is a
result of the lack of periodicity in the random column configuration. There are no identifiable peaks
in the probability distribution except for the one corresponding to the reference neuron at the center
of the density map. Because of this, the density map method is ill suited for measuring inter-column
spacing in areas of the brain that lack strong periodicity.
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Figure 4.17 Density map measurements for random configurations of microcolumns with various
degrees of neuronal displacement. There is no correlation between the values measured by the
density map and the precise inter-column distance.
4.5 Discussion
Changes in inter-column distance between neuronal microcolumns has been correlated with sev-
eral disorders such as autism (Buxhoeveden et al., 2006; Casanova, 2006; Casanova et al., 2008),
dyslexia (Casanova et al., 2002), Down‘s Syndrome(Buxhoeveden and Casanova, 2002b), and schizophre-
nia(Di Rosa et al., 2009). In chapter 3 we investigated age related changes in the distance between
neighboring microcolumns and the mean distance between neighboring dendritic bundles in 9 female
monkeys. During this study we employed two unique methods for measuring inter-column spacing.
The first method is based off of a statistical density map of the relative position of pyramidal neurons
within the ROI. The method constructs a density correlation function by creating N copies of the
region of interest, one copy per neuron in the ROI, and translating the copy so that neuron i in copy
i is centered over the origin. A grid of spacing D is placed over the set of copies and the number
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Figure 4.18 Density map profiles used by density map method to calculate inter-column spacing
for lattice(top) and random(bottom) configurations of microcolumns. The periodic organization of
microcolumns is only present in the lattice configuration. Because the probability distribution of
the random configuration is constant, the density map has difficulty measuring column spacing.
of neurons in each grid location is counted. The density correlation function is created by dividing
the counts for each grid location by the neuronal density of the tissue. The inter-column distance is
identified first extracting a 10µm thick row from the center of the density map and averaging along
the y-axis. A 5µm and 3µm wide running average smooths the signal, and the inter-column distance
is obtained by identifying the first peak in the signal away from the center for each smoothing win-
dow, and averaging the resulting distances. The second method employed was the grey level index
method described by Casanova and Switala (2005). Basic preprocessing removes the background
of the digital image and minimum area thresholds remove small neurons and glia. The resulting
image consists purely of neuronal somas on a white background. This image is convolved with an
elliptical Gaussian whose major axis aligns with the axis of the columns. To identify columns, ridges
of the smoothed image are extracted, and each neuron is associated with its nearest ridge. Ridges
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associated with 10 or more neurons are classified as microcolumns.
During the process of applying these two methods to the 9 subjects, we noticed large discrepancies
in the resulting inter-column distance measurements. To address these discrepancies, we investigated
the ability of each method to accurately measure inter-column distances in various configurations of
simulated neuronal microcolumns. To identify confounding factors that influence the measurement
of inter-column distance we generated two distributions of columns. The first configuration assumed
columns were positioned on a hexagonal lattice, while the second assumed randomly positioned
columns with a hard core distance cut off of 10µm. The hard core cut off is intended to simulate
the hard core diameter of neurons within microcolumns. Because the neurons of two neighboring
columns cannot occupy the same space, columns must be separated by at least the diameter of a
neuron. Both methods are compared to the precise inter-column measurement obtained by knowing
the exact position of each microcolumn.
Data was generated using the 3D model created by Cruz et al. (2008) using an anatomically
accurate configuration as discussed by Henderson et al. (2014). The positions of columns are gener-
ated in both a lattice and random hard-core configuration with mean inter-column distances in the
range of 15− 50µm. For each organization, 100 samples of each desired mean inter-column distance
are generated in a 768µm2 window. These column locations are then provided to the 3D model as
locations where microcolumns are created. The creation process begins by stacking neurons on top
of each other at each column location. Neurons are spaced 23µm apart and columns span the entire
height of the 3D cube, i.e. 768µm high.
The effects of two confounding factors are addressed. The first measures the effects of micro-
column intersection angle with the slice. It is estimated that columns intersect the tissue slabs at
angles between 0− 60◦. To simulate this, each 3D cube is rotate to 0◦, 15◦, 30◦, 45◦, and 60◦. After
rotation, a 30µm thick slice is taken through the center of the tissue, and neurons within the slice are
projected onto a flat image. The second factor addresses the effects of decreases in microcolumnar
strength on the observed inter-column measurement. To accomplish this, the 3D model simulates
small neuronal displacements where, over a series of iterations, neurons are randomly displaced from
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their starting positions. Each neuron remains connected to its initial position by a harmonic force
of spring constant k. The constant can be adjusted to obtain slices that resemble young and aged
brains.
For a hexagonal lattice, the density map method of Cruz et al. (2005) produces the most accurate
results. The GLI method of Casanova and Switala (2005) is capable of measuring inter-column
distances in this configuration, but suffers from inaccuracies, especially when small inter-column
distances are present. Additionally, the GLI method is affected by the intersection angle of the
columns with the slice as well as small neuronal displacements consistent with those observed in
an aged brain while the density map method produces consistent results independent of the angle
and amount of displacement. As one may expect, the 11µm blur used in the GLI based method
makes it difficult to measure small inter-column distances. As the inter-column distance increases
this effect is less evident. In practice it most likely does not cause a large problem because columns
are generally believed to be spaced farther than 25µm apart (e.g. Cruz et al., 2005, 2009; Casanova
et al., 2002; Casanova and Switala, 2005). When columns are regularly spaced as they are in the
lattice, the blur can group several, or possibly all, columns into one very wide column. It may be
possible to account for the effects of intersection angle if the angle can be estimated. However, as
was shown above, the intersection angle can vary significantly along the length of a single layer.
This requires estimating intersection angle along the entire length of the layer.
The density map method is accurate at measuring both small and large inter-column distances in
the lattice configuration. Additionally, it does not suffer from inaccuracies associated with increasing
intersection angles. At each angle this method produced consistent results. Finally, the density
map method was not significantly affected by small neuronal displacements on the order of those
associated with normal aging.
When columns are randomly positioned, the GLI method produces a consistent measure of inter-
column distances. Again the measurements are slightly larger than the precise measurements due to
the blurring process inhibiting the ability to measure small distances. On the other hand, the density
map performs poorly in this configuration. The density map measures the inter-neuron probability
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distribution. The inter-column distance is identified as the first peak away from the central neuron
in the probability distribution. In the case of random column positions, the probability distribution
is constant and therefore no peak can be resolved. Figure 4.18 presents a comparison of the density
map projection used to identify microcolumn spacing for a lattice(top) and random(bottom) column
positions. Neighboring columns are clearly visible in the lattice configuration. However, the random
configuration lacks any prominent peaks. The GLI method on the other hand, measures the distance
between each column, and averages them together. This produces a measure of the mean nearest
neighbor distance even when columns are randomly positioned.
Interestingly, the intersection angle has a significant impact on the measured inter-column dis-
tance for the GLI method. The affect is observed in both lattice and random configurations of
columns, though the effect is more pronounced when columns are randomly distributed. The vari-
ability of measurements when intersection angle is taken into account means that comparing across
studies and even across animals within the same study must be carried out with care. It is possible
that columns change their orientation throughout the length of a slice of tissue. At one end of the
tissue the column may be oriented nearly perpendicular to the tissue, while at the other end, they
may have rotated to be parallel. Estimation of the angle can be accomplished by examining the
length of dendrites in the same region as the neurons as was done in Section 4.2.
4.6 Conclusion
When microcolumns are distributed in a lattice-like configuration, both methods produce consistent
measures of inter-column distance for columns whose neurons are displaced by the small amounts
associated with normal aging. For small inter-column distances, the GLI does not have the resolution
to make accurate measurements and over estimates the mean inter-column distance. Depending on
the orientation of the microcolumns in the tissue and how they intersect the slice, the method
may produce different values of inter-column distance. While the GLI method works well when
microcolumns are oriented parallel to the slice, as the intersection angle increases, the measured
inter-column distance significantly decreases. This decrease is likely due to fewer visible neurons
per column in addition to more columns being present in the slice. As a result, the method has
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Figure 4.19 A sample density map of Animal 254 (11yo). An increased density above and below the
central neuron is present indicating the measure of microcolumnar strength. However, no significant
peaks are identifiable horizontally outward from the central neuron. The lack of a peak suggests
that columns do not repeat at regular intervals, but instead are randomly dispersed throughout the
layer.
difficulty identifying the position of columns. The density map method, however, produces consistent
and reliable results independent of the angle of intersection or the amount of neuronal displacement.
The biggest difference between the two methods is in their dependence on the distribution of column
positions. The density map method innately has difficulty measuring inter-column distances when
columns are randomly distributed. The degree to which this is a problem is dependent on the area of
the brain being investigated. For example, the auditory cortex and visual cortex have been quoted
as having regularly spaced columns which are ideal for the density map method(Seldon, 1981; Peters
and Kara, 1987). Areas that lack strong regularity would be better suited for the GLI method.
This helps explain the differences between the inter-column distances presented in Figure 4.1.
Figure 4.19 presents a sample density map profile for a subject used in the study in Chapter 3. It
is apparent that there is no discernible peak representing the first neighboring microcolumn. This
further supports the finding that microcolumns in layer 3 of area 46 are more randomly distributed
than they are lattice-like. Because of this, we utilized the GLI method to measure inter-column
Chapter 4: Analysis of Microcolumn Methods 4.6 Conclusion
87
distances in the previous chapter. We limited our measurements to straight sections of the layers of
interest to minimize the effects of the angle of intersection of the columns with the slice. However,
it is possible that even within these regions the intersection angle did change. It is also possible
that the angle varied between sections of the same subject and between subjects. Finally, as will be
further discussed in the following chapter, the organization of the microcolumns, whether randomly
position or lattice-like, plays an important role in the observed inter-column distance. As we will
show, microcolumns positioned randomly throughout the layer are observed as having a larger inter-
column distance than when they are positioned on a lattice, even when the simulated mean inter-
column distance is the same. Knowing this, the results of the previous chapter can be interpreted as
follows. First, the inter-column and inter-bundle distance measurements may not accurately reflect
the true mean distances throughout the entire layer of interest. The true distances will depend on
the distribution of the columns and bundles within the tissue. Additionally, inter-column distances
are affected by the angle of intersection of the column which is not accounted for. Dendrite bundles
are individually identified and, therefore, the angle of intersection does not significantly affect the
measurement. Bundles are easily identified and separated from neighboring bundles regardless of
the intersection angle. Additionally, restricting the region of interest to a consistent 1.5mm long
section limits variations in intersection angle. However, because neuronal microcolumn and dendritic
bundle properties are measured in the same region of the same group of subjects, the conclusions and
correlations are still accurate. Any significant changes in inter-bundle and inter-column distances
are still significant regardless of the organization of structures.
In the next chapter, we address how the experimental setup affects measurements of inter-column
and inter-bundle measurements. Specifically, we investigate the reported inter-column distance as
a function of slice thickness and how the organization of columns affects these measurements. Ad-
ditionally, the projection of column positions to the image plane also influences the observed inter-
column distance. It will be shown that the selected slice thickness as well as the distribution of
the columns throughout the tissue significantly affects the measured inter-column distance. Addi-
tionally, reporting slice thickness is crucial when comparing inter-column and inter-bundle distances
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between studies. However, while these factors influence inter-column and inter-bundle distance
measurements, because the slice thickness, region of interest, and subjects used to measure neuronal
microcolumn and dendritic bundle properties are the same in this study, the correlations identified
in Chapter 3 are still consistent.
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Chapter 5: Effects of Slice Thickness and Imaging
The previous chapter investigated the effects of microcolumn organization as well as the angle at
which columns intersect tissue slices on the ability accurately measure inter-column distances. The
density map method of Cruz et al. (2005) and the grey level index (GLI) method of Casanova
(2006) were used to obtain measurements of inter-column distance. Models of coronal slices of tissue
were computationally generated to simulate tissue with small neuronal displacements, slices made
at various intersection angles, and random and lattice-like distributions of columns. Simulated data
allowed us to compare the inter-column measurements obtained by both methods to the precise mea-
surements obtained when the exact location of the microcolumns is known. This chapter addresses
three additional considerations that also play an important role in interpreting inter-column as well
as inter-bundle distances from digital images of brain tissue. The first consideration addresses the ef-
fect of slice thickness on inter-column measurements. The second consideration investigates how the
projection of microcolumn positions to the image plane affects the perceived inter-column distance.
Finally, the influence of columnar distribution on measured inter-bundle distance is investigated.
When comparing inter-column and inter-bundle distance measurements between studies, it is
sometimes the case that the thickness of coronal slices varies between studies. For example, several
studies of microcolumnar properties have utilized 30µm and 60µm thick tissue slices (e.g Cruz et al.,
2004, 2009). Other studies used slice thicknesses of 50µm (e.g. Buldyrev et al., 2000; Peters and
Sethares, 1991), 200µm, and 500µm (Casanova, 2006). Additionally, some studies utilize z-stacks
of multiple confocal images to obtain digital images of the tissue that span the entire depth of
the slice while others utilized one image with an effective thickness equal to the depth of field of
the setup. In this study, we investigate the effects of slice thickness on microcolumns organized in
lattice and random configurations. We demonstrate that slice thickness has a significant impact on
the measured inter-column distance.
Additionally, the process of taking images of coronal sections of brain tissue eliminates the ability
90
to discriminate between microcolumns or dendrite-bundles that are located at different depths within
the tissue. As a result, part of the position information of each column is lost. We will show that
this loss of depth significantly reduces the measured inter-column distance when compared to the
true mean inter-column distance of the tissue slice.
Finally, different areas of the cortex appear to have different distributions of neuronal micro-
columns. For example, the microcolumns of the auditory and visual cortices are often considered
to be arranged in a lattice-like distribution (Seldon, 1981; Peters and Kara, 1987) while it has been
demonstrated in Chapter 3 and by Cruz et al. (2005) that the microcolumns of area 46 appear
randomly distributed. We will show that the organization of columns has a significant effect on the
measured inter-column distance. The difference in measurements between the two distributions is a
consequence of the limited window size resulting from the use of thin tissue slices.
5.1 Data Generation
Random and lattice-based configurations of microcolumns are computationally generated in the same
manner described in Section 4.2. Briefly, the base positions of columns in a lattice configuration are
located on the verticies of a hexagonal lattice. Randomly positioned microcolumns are distributed
randomly throughout the simulation window and each column is separated by at least the hard-core
cut-off of 10µm. Neurons in the model are hard spheres with a 5µm radius and columns are created
by stacking neurons vertically (along the z-axis) at each base location with a 23µm vertical spacing
between neurons. Mean inter-column distances ranged from 15− 50µm. Several measurements are
made for each distribution of base locations in the microcolumn dataset. First, several slices of
various thickness are extracted from the center of each sample set. Each sample was sliced into
20µm, 30µm, and 45µm thick slices. The positions of column locations are recorded for all columns
within the slice. The mean nearest neighbor distance between columns in each slice is recorded using
their two dimensional positions. Finally, the y coordinates of the columns in each slice are flattened
and precise inter-column distance measurements are made following the same method as the precise
measurements in described in Section 4.4. The generation phase produces 100 microcolumn config-
urations for each simulated inter-column distance in lattice and random configurations resulting in
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7200 sample configurations. Inter-column measurements presented represent average inter-column
distances for all 100 samples in each configuration.
5.2 Results
Results are separated into two sections. First the effects on perceived inter-column distance as a
result of projecting a slice of tissue to a flat image are presented. Following this, the effect of slice
thickness on measured inter-column distances for both configurations of columns is addressed.
5.2.1 The effects of imaging
In this section, the mean inter-column distance of the computationally generated tissue is compared
to the precisely measured inter-column distance of 30µm thick sections intended to mimic the cor-
tical slices of tissue used in Chapter 3. The measurements are separated for lattice and random
organizations of microcolumns. For each organization, the measurements are fit with a linear model
with slope β. Each factor is fit independently. Figure 5.1 presents a comparison lattice and random
distributions of columns. A significant difference is seen between these two organizations. Precise
measurements of inter-column distances in the lattice configuration accurately reflect the simulated
inter-column distances. This is in stark contrast to measurements of the random configuration
which deviate significantly from the simulated mean inter-column distance. The deviation of precise
measurements from the simulated inter-column distance in the lattice distribution is a result of the
selected slice thickness and the flattening of the positions of the columns to one dimension. The
reduced dimensionality resulting from projecting the columns to the image plane makes columns
appear closer together than they actually are. As the simulated inter-column distance grows larger
than the slice thickness, fewer columns are visible in the image. As a result, the observed spacing in-
creases closer to the simulated inter-column distance. Precise measurements of randomly distributed
columns are significantly larger than the simulated inter-column distance. This is a result of the
edge effect caused by only examining column positions within a small region of a larger window.
The mean inter-column distance within the 30µm thick slice is not an accurate representation of the
mean inter-column distance of the entire window. The fitted parameters for the lattice and random
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Figure 5.1 Simulated inter-column distance and precisely measured inter-column distance for random
and lattice configurations of columns. The measured inter-column distance for the same simulated
inter-column distance varies depending on the distribution of columns. Columns distributed on
a lattice produce measurements closer to the simulated inter-column distance whereas the mean
inter-column distance of randomly distributed columns deviates significantly from the simulated
distance.
configurations are presented in Table 5.1.
This effect has significant implications for estimating the mean inter-column distance from images
of coronal slices. The measured inter-column distance will vary depending on the organization of
the columns in the slice, whether they are organized in a regularly spaced, lattice-like configuration
or randomly distributed. In the case of randomly organized columns, inter-column distances are
overestimated. However, measurements of both organizations of columns are still highly correlated
with the generated mean inter-column distance (RRandom = 0.9741, RLattice = 0.9962, p < 0.0001).
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Table 5.1 Parameters for fits of inter-column distance measurements for Lattice and Random or-
ganizations of columns. The two organizations of columns produce significantly different models
(F=177.04, p=1e-04).
β σβ Intercept σint
Random 2.7547 0.0787 -26.1520 2.6855
Lattice 1.2736 0.1113 -11.8523 3.7979
As a result changes in the measured inter-column distance still reflect changes in the mean inter-
column distance of the tissue, though measurements of columns randomly distributed throughout
the tissue will be larger than the true mean inter-column distance of the tissue.
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(a) Lattice Microcolumn Positions
(b) Random Microcolumn Positions
Figure 5.2 Precise inter-column distance measurements vs the 2D nearest neighbor distance of the
slice. The projection of columns to the image plane produces a shorter measurement of inter-column
distance. Additionally, this effect is heavily influenced by the slice thickness, especially in the lattice
case. As slice thickness increases, more columns are visible in the slice which results in shorter inter-
column distance measurements for distances much smaller than slice thickness. Black lines are y = x
representing perfect agreement between the generated mean nearest neighbor distance in the slice
and the precisely measured inter-column distance. Values below this line represent measurements
of inter-column distance that are smaller than the generated mean nearest column distance of the
slice.
The pure effects of imaging independent of columnar organization can be seen in Figure 5.2.
In both lattice and random organizations, the precise inter-column distance is less than the two
dimensional nearest neighbor distance of only the columns within the slice. Additionally, as discussed
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Figure 5.3 A comparison of precisely measured inter-column distances for various slice thicknesses for
randomly positioned columns. Thinner slices result in larger inter-column distance measurements.
As slice thickness increases, the measured inter-column distance decreases. This is a result of an
increased in the number of visible columns in thicker slices.
below, the slice thickness heavily influences the precise measurement. As slice thickness increases,
the number of columns visible in the slice increases. The one dimensional nature of the precise
measurement results in a decrease in the measured inter-column distance as the depth of the column
can not be identified. Instead, measurements are made purely along the x-axis, where the increased
number of columns results in a decrease in the inter-column distance. This effect is detailed in the
following section.
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Figure 5.4 A comparison of precisely measured inter-column distances for various slice thicknesses for
columns positioned on a lattice. Thicker slices produce smaller inter-column distance measurements
than thinner slices. Again, this is caused by more columns being visible in thicker slices of tissue.
5.2.2 The effects of slice thickness
Precisely measured distances for various slice thicknesses for randomly distributed microcolumns
are presented in Figure 5.3. Thinner slices produce significantly larger measurements of inter-
column distances than thicker slices. As slice thickness increases, the measured inter-column distance
decreases.Table 5.2 presents parameters to the linear fit with slice thickness as a confounding factor.
There is a statistically significant difference between the models for varying slice thicknesses.
Figure 5.4 presents a similar plot for lattice configurations of columns. Again thinner tissue
sections result in larger inter-column distance measurements when compared to thicker slices. Ta-
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Table 5.2 Model parameters for the mean inter-column distance of the random model for various
slice thicknesses. Slice thickness significantly affects the measured inter-column distance(F=11.58,
p=1e-04).
β σβ Intercept σint
20µm 2.9347 0.1083 -15.2566 3.6961
30µm 2.7547 0.1532 -26.1520 5.2271
45µm 2.2256 0.1532 -24.5460 5.2271
Table 5.3 Model parameters for the mean inter-column distance of the lattice model for various
slice thicknesses. Slice thickness significantly affects the measured inter-column distance(F=13.58,
p=1e-04).
β σβ Intercept σint
20µm 1.8932 0.0918 -23.3364 3.1311
30µm 1.2736 0.1298 -11.8523 4.4281
45µm 1.3488 0.1298 -20.1230 4.4281
ble 5.3 presents parameters to the linear fit with slice thickness as a confounding factor. Again, slice
thicknesses significantly affects the model parameters. As a result, slice thickness must be carefully
considered when comparing inter-column distances between studies.
5.3 Discussion
Several recent studies have focused on the spacing between neuronal microcolumns in various areas of
the brain. These studies investigated differences in inter-column distance between healthy individuals
and individuals with autism and dyslexia. Studies have also been constructed to investigate changes
in inter-column distance that occur with normal non-diseased aging, and how these changes correlate
with age-related cognitive impairment. These studies used a variety of experimental setups including
various tissue slice thicknesses from various areas of the brain.
In this chapter, we investigate the effects of these experimental factors on reported inter-column
distances. We report three important considerations that must be made when comparing the results
of inter-column distance measurements between studies as well as between areas of the brain. These
results apply equally to measurements of spacing between neuronal microcolumns and between den-
dritic bundles. The first consideration involves the distribution of microcolumns or dendrite bundles
within the area of interest. We observe that inter-column measurements in areas with microcolumns
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Figure 5.5 Mean inter-column distance within slices of various thickness compared to the simulated
mean inter-column distance. The mean nearest column distance is calculated using the exact two
dimensional position of each column within a slice of randomly positioned columns. When sim-
ulated inter-column distances are larger than slice thickness, large edge effects prohibit accurate
measurements of mean nearest column distances for the entire region.
positioned in a strict lattice-like periodic organization will produce significantly different values from
measurements in areas with randomly organized microcolumns, even when the mean nearest column
distance in the cortical region of interest is the same in both organizations.
The reason for this discrepancy can be attributed to the limited observation window resulting
from the use of thin tissue slices. If the slice thickness is on the order of the true mean inter-column
distance, it is not possible to obtain a large enough sample of columns within the slice to evaluate
the true inter-column distance of the entire region of interest and large edge effects begin to take
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Figure 5.6 Effects of slice thickness on perceived inter-column distance. Sample microcolumn loca-
tions (left) with slices of various thicknesses (red boxes) and the resulting image used for inter-column
measurements (right). Thick slices result in images that appear to have a high density of columns,
while thin slices appear to have lower densities of columns. Images of thicker slices will produce
mean nearest neighbor distances that are smaller than thinner slices taken from the same tissue.
over. Lattice organizations are not as severely affected because their repeating structure is easily
observed in slices whose thicknesses are near the separation between columns. As the inter-column
distance grows larger than the slice thickness, these effects become apparent.
Figure 5.5 compares simulated mean nearest column distances to mean nearest column distances
measured within a slice for randomly placed columns. Even though the slice is taken from a large
sample of known mean nearest column distance, the inter-column distance within the slice does
not accurately represent the mean nearest column distance of the entire sample. This effect is
dependent on the distribution of columns within the tissue. As a result it is difficult to compare
distance measurements between columns from different areas of the brain that may not have the
same distribution of columns. It is likely the case that the organization of columns is not strictly
random or lattice-like, but some combination of the two, resulting in various amounts of regularity in
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different areas of the brain. Areas with regularly spaced columns will produce different inter-column
distance measurements from areas with less regularity, even if the mean inter-column distance within
the entire area is actually the same in both regions.
The second consideration involves the influence the projection of the two dimensional position
of columns to the image plane has on measurements. It is clear that the two dimensional nearest
column distance between nearest neighboring columns within a slice will always be larger than the
measured inter-column distance obtained through measurement of a coronal image of the slice. The
reduced measurement can be attributed to the loss of depth information on column positions within
the slice. As a result, a column near the front of a 30µm thick slice and a column directly behind near
the back of the slice are separated by approximately 30µm. However, once projected to the image
plane, these two columns will appear almost on top of each other. The inter-column measurement
will be approximately 0 (or more likely the columns will be indistinguishable), and an inaccurate
measurement of inter-column distance will be obtained. This effect is compounded by the third
consideration, slice thickness.
Studies using thin slices will measure larger inter-column distances than studies using thick
slices even when the true mean nearest column distance is the same. The difference is a result of
projecting the two dimensional positions of the columns to one dimension in the plane of the image.
More columns are visible in images of thicker slices than in images of thin slices. As a result, the
inter-column distance appears smaller as shown in Figure 5.6. In addition to slice thickness, depth
of field of measuring equipment also plays an important role. Confocal image stacks have the ability
to construct images of the entire thickness of the tissue slice. Images taken without this technique
are equivalent to taking slices with thickness equal to the equipments depth of field which is likely
only a few microns.
Finally, in addition to more visible columns in thicker sections of tissue, the reduced dimensional-
ity of projecting the 2D microcolumn positions to 1D positions in the image plane, results in smaller
inter-column distance measurements than the true distance between neighboring columns.
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5.4 Conclusion
There are several factors to consider when comparing inter-column and inter-bundle distance mea-
surements between areas of the brain or between studies. The distribution of columns in the areas of
interest as well as the slice thickness used in the study significantly affect the measured inter-column
distance. These effects are a result of both the limited window size of thin slices of tissue and the
use of images of coronal slices of tissue. Because the tissue is sliced along the axis of the column,
it is not possible to determine the depth of a column in the tissue. Additionally, if columns are
separated on average by a distance close to, or above, the slice thickness, it becomes increasingly
difficult to obtain an accurate measurement of the mean inter-column distance.
While the effects addressed here play an important role when comparing measurements between
studies, correlations found within a single study are still relevant as long as the measurements
were all carried out under the same conditions. For example, a comparison between a study using
a 60µm slice thickness and one using 30µm thickness would have questionable significance, while
comparisons made within a single study consistently using 30µm thick slices are valid. Likewise,
inter-column measurements obtained in a study using transverse slices of tissue are not comparable
to measurements obtained from coronal slices due to the loss of depth in coronal digital images.
Therefore, the correlations reported in Chapter 3 are still accurate, while the exact value reported
may not necessarily be equal to the nearest column distance in the tissue. Because both dendritic
bundle and neuronal microcolumn properties were obtained from the same subjects in the same
region of interest, the distribution of both structures can be assumed to be the same if dendritic
bundles do in fact form the core of the microcolumn. The lack of a correlation between inter-column
distance and inter-bundle distance is likely a result of the influence of a large or changing intersection
angle of the columns with the slice.
A possible solution to these problems is to use transverse slices of tissue, where columns intersect
the slice perpendicularly. This eliminates the effects of slice thickness and the projection of micro-
column positions onto the image plane. However, identification of microcolumns in transverse slices
of tissue is also problematic. Columns are not visible in this orientation and therefore it may not be
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possible to distinguish between single neurons not part of a column and neurons within columns.
A solution to all of the problems presented can be found in the emerging techniques of three
dimensional imaging. Large confocal image stacks that span hundreds of microns in depth can be
analyzed to produce three dimensional reconstructions of tissue where the exact location of each
neuron and their associated columns can be identified. The next chapter presents a method for
identifying neurons and reconstructing their shapes and positions from large confocal image stacks.
This is followed by a discussion on a possible method for identifying and measuring mean nearest
column distances in three dimensional image stacks.
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Chapter 6: 3D Identification of Neurons
The arguments presented in Chapters 4 and 5 point out several flaws with the current methodology
for measuring the distances between neuronal microcolumns as well as distances between dendrite
bundles. These flaws include the effects of column distribution, slice thickness, imaging, and the
intersection angle of columns with the tissue slice. While the distribution of columns, and slice thick-
ness do not affect the correlations of Chapter 3 because dendritic bundle and neuronal microcolumn
properties are measured in the same region of interest of the same set of subjects, the values of inter-
column and inter-bundle distance reported may not accurately reflect the true distances in the tissue
due to the effects of slicing and the observation that column positions appear randomly distributed
in the tissue. Additionally, the intersection angle of the neuronal columns likely significantly affects
the measurements of inter-column distance. It is clear that in order to obtain an accurate view of
the organization of microcolumns and dendrite bundles, a new method not subject to the effects of
slicing and reduced dimensionality is required.
Recent advances in confocal imaging and tissue staining techniques have facilitated the ability to
obtain thick image stacks consisting of several hundred images covering tissue thicknesses in excess of
3mm(108). This means that neuronal recognition on entire brain areas now possible, an essential step
for identifying structure in the brain. Previously, the identification of structures such as neuronal
microcolumns and dendrite bundles was limited to two dimensional images of slices of brain tissue
cut along either the transverse or coronal axis (Jacobs et al., 1997; Cupp and Uemura, 1980; Petrides,
2005; Pakkenberg et al., 2003; Cruz et al., 2004; Page et al., 2002; Chang et al., 2005; Goldman-Rakic,
1988; Herndon et al., 1997; Goldman and Rosvold, 1970; Duan et al., 2003; Petrides and Pandya,
1994; Peters and Sethares, 1991; Buxhoeveden and Casanova, 2002a; Peters and Sethares, 1996;
DeFelipe et al., 1990). The projection of 3D structures onto two dimensional images in conjunction
with thinly sliced tissue sections produces inherent problems when measuring properties such as
the distance between microcolumns as well as in identifying the large scale organization of neurons.
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Thick confocal datasets provide a unique opportunity to evaluate the precise organization of neurons
and their microcolumns that was not previously possible. Identification of neurons in images of
brain tissue has made tremendous progress since the days of manual counting. Several segmentation
algorithms have since been developed to produce semi-automated and a few fully-automated neuron
recognition methods. Common methods rely on watershed segmentation (Uzunba et al., 2014;
Vachier and Meyer, 2005; Liu et al., 2013; Huang et al., 2010; Lin et al., 2005, 2007), active contour
based segmentation (Inglis et al., 2008), as well as other unique methods (see D). However, few
algorithms exist that provide methods for identifying neurons in large confocal datasets. Some
example algorithms can be found in(Oberlaender et al., 2009; Kamali et al., 2009; Lin et al., 2007).
This chapter follows the work of Kamali et al. (2009) who present a threshold-based segmentation
algorithm for identifying neurons in confocal images of the zebrafish brainstem. This method, as
opposed to the others referenced above, was selected because of its simplicity both in the algorithm
used and in the implementation, while still maintaining the ability to produce accurate recognition.
While the 2 dimensional segmentation of neurons for individual images in the stack largely follows
the method described in Kamali et al. (2009), we present an alternative, clustering-based algorithm,
for the 3 dimensional reconstruction of thick sections of brain tissue.
6.1 Methods
6.1.1 Tissue Preparation
The imaging of entire regions of brain tissue is an inherently difficult process due to the abundance of
structures and lipids inhibiting direct views of tissue beyond the surface. The CLARITY approach
addresses these issues by preserving structure and molecular information while removing the lipids
that would otherwise obscure the view (Chung et al., 2013). CLARITY infuses hydrogel monomer
molecules that form a rigid infrastructure that supports tissue structure and covalently links to
biomolecules but not to lipids. Electrophoresis of the tissue removes lipids and produces transparent
tissue from which confocal microscopy can produce clear images of the tissue at various depths.
Chapter 6: 3D Identification of Neurons 6.1 Methods
105
(a) Schematic view of z-stack images (b) 3D visualization of z-stack
Figure 6.1 A sample illustration of the construction of a z-stack from serial sections of tissue. The
resulting visualization was constructed from 232 individual images.
6.1.2 Image Acquisition
Datasets consist of a series of sequential optical sections of tissue called z-stacks obtained with a
confocal microscope. Confocal microscopy reduces out of focus florescence flare, allows for a shallow
depth of field, and enables the 3D visualization of tissue through z-series creation. In the following
chapters we are interested in z-stacks of thick tissue sections. A series of images are obtained by
stepping the fine focus of the microscope and thereby adjusting the focal point to various depths
within the tissue sample. At each step, an image is taken. When images are stacked on top of one
another, a 3 dimensional visualization of the tissue can be constructed. Figure 6.1a presents the
organization of the z-stack from serial image sections. Figure 6.1b presents a 3D visualization of
tissue obtained from a z-stack consisting of 232 images. The z-step, and therefore the separation
between each image in the stack, is 1.3µm.
6.1.3 Preprocessing
Simple image preprocessing steps are required before segmentation of images. Initially, images
contain both dendrites and somas. These two objects are loaded into separate channels of the image
Chapter 6: 3D Identification of Neurons 6.1 Methods
106
Figure 6.2 A schematic of the 3D neuron reconstruction process.
where dendrite information resides in the green channel and somas in the red channel. The channels
are separated and the red channel is retained to use for recognition. Channel separation produces
an 8-bit grey scale image of the red channel. Depending on the variations in the intensity of images
in the stack, it may be beneficial to equalize all images to the same intensity range. At the very least
each image may benefit from global equalization to increase contrast between foreground objects
and the background. In our experience, images near the front and rear of the stack appear over
exposed, resulting in high intensity values, while images in the center of the stack appear darker.
Additionally, the borders of the images can sometimes appear darker than the center. Equalization
can help fix these inhomogeneities. Next, a small amount of Gaussian blur of half a neuronal soma
diameter (σ = 5µm) helps remove sharp contours from within cells that may affect segmentation,
like the presence of the nucleus of the cell. This helps prevent neurons from being segmented into
multiple objects.
6.1.4 3D Reconstruction Algorithm
The 3D reconstruction algorithm detailed below consists of two steps: (i) an iterative process for
identifying neurons in individual images and (ii) 3D reconstruction of the recognized neurons. A
schematic of the process is presented in Figure 6.2. The neuron recognition process (i) is applied
independently to each image in the stack. Because the stepping distance between adjacent images in
the stack (1.3µm) is less than the diameter of a neuron (about 10µm), a single neuron will be visible
in multiple images in the stack. After the contours and positions of each neuron in the individual
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images are identified, the information is combined using a clustering algorithm to reconstruct the
neurons in 3 dimensions.
6.1.5 2D Image Segmentation
Following preprocessing, each image contains multiple soma cross sections of various diameters
colored in light gray with a black background. The image segmentation step attempts to separate
neurons from the background. Additionally, this step also attempts to separate neurons that are
located so close to one another that they can appear as one large extended object. Each image may
contain a combination of pyramidal neurons and inter-neurons as shown in Figure 6.4a. Pyramidal
neurons (red box) are generally large and appear as bright objects in the image. However, because
each image contains only a partial cross section of each neuron, it is often the case that some neurons
appear much smaller than their theoretical maximum cross section would suggest (green box). This
variability in neuron size makes it difficult to consistently identify neurons as well as separate one
neuron from a close neighbor. The threshold segmentation described below helps overcome this
difficulty.
Recognition of neurons within each image in the stack is accomplished using the following iterative
3 step algorithm. For each iteration of the algorithm: (i) a threshold value is selected and applied
to the image; (ii) all segments in the threshold image are classified as neurons or discarded based
on shape characteristics; (iii) the position and contour of neurons recognized in previous iterations
are updated to the current iteration. A schematic of the 2D recognition process is presented in
Figure 6.3. During each iteration of the process, the threshold value is reduced by a set step size
and the recognition process is repeated. Each step of the process is detailed below.
Thresholding
Two-dimensional segmentation is an iterative process consisting of a series of successive thresholds
for each image in the stack. Using the image in Figure 6.4a as an example, an initial threshold value
is chosen that is high enough that the resulting segments don‘t combine two adjacent neurons. A
value of 254 (one less than the maximum pixel intensity) is a viable value. However, the higher the
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Figure 6.3 A schematic of the 2D neuron recognition process.
threshold, the greater the number of iterations will be required to segment the entire image. User
discretion must be used to select a sufficiently high value that does not greatly increase computation
time. In our investigation, an initial threshold value of 220 was sufficiently high to meet this criteria.
This value will likely change depending on the intensity range of the image set. An example of
the first threshold iteration is presented in Figure 6.4b. Following each shape recognition step,
described next, the threshold is decreased by a set step size, and the shape recognition is repeated.
The threshold step size is also a user controlled variable. Choosing a small step size will increase
computation time. However, the system will benefit from a more accurate outline of neurons as well
as separation of neurons located close together. A larger step size will decrease computation time,
but may result in missed or clumped neurons.
Shape recognition
At each threshold step, all connected regions in the image are identified. These segments represent
potential neurons. Each segment is analyzed based on four criteria: area, circularity, roundness,
Chapter 6: 3D Identification of Neurons 6.1 Methods
109
Figure 6.4 A sample image from the center of a confocal image stack (a) and an example first
threshold step of the image (b). The image contains both large pyramidal cells (red box), smaller
cross sections of pyramidal cells (green box) and some smaller inter-neuron cells. The algorithm
must be able to identify both large neurons as well as smaller neurons and small cross sections of
neurons. At the initial threshold value, the pyramidal neuron is visible and recognizable as a neuron.
The smaller cross section appears as only a small segment at this threshold level.
and aspect ratio. Each of these features has a large range of possible values due to several factors.
Partial cross sections of neurons in each image result in a variety of area and shape possibilities in
each image. For example, at its widest point, the diameter of a neuron may be 15µm wide. However,
cross sections of the soma close to the edges of neurons appear much smaller. Therefore any object
segmented in the image whose diameter is within the range of 2µm to 15µm may be the complete
cross section of the neuron visible in this image.
Recognition criteria must be sufficient to recognize both small and large cross sections. Fig-
ure 6.5a presents the cross section of a large pyramidal neuron. At an initial high threshold value
(Figure 6.5b), this object appears smaller than the size of the actual neuron. Figures 6.5c,d,e show
successive iterations of the algorithm. With each new threshold value, the area of the identified neu-
ron increases, and approaches the size of the actual neuron in the image. For comparison Figure 6.5f
presents a small neuron. This neuron may be a smaller inter-neuron, or a small cross section of a
larger pyramidal neuron. This neuron is of similar size to the large pyramidal neuron segmented at
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Figure 6.5 A large pyramidal neuron (a) with successive iterations of the threshold process (b,c,d,e)
and a small neuron cross section (f) with the initial threshold step (g). The range in size of neurons
prevents strict thresholds on neuron size and shape during object recognition. The algorithm must
be able to identify large neurons as well as small neurons and cross sections.
high threshold in Figure 6.5b. The initial threshold produces a segment that is already nearly the
same size as the neuron in the image (Figure 6.5g). Successive iterations of lower threshold values
will not increase the size of this segment greatly. Because of the difference in neuron sizes, this
algorithm must be able to identify large neurons accurately while not overlooking small neurons or
smaller cross sections. A minimum area of 20µm2 is used to filter out small objects. Additionally,
a maximum area of 700µm2 removes segments that are too large to be considered neurons.
Another factor that influences recognition criteria is the variability in the shape of neurons.
Inter-neurons and small cross sections of pyramidal neurons are usually very circular. These objects
result in high values of roundness, circularity, and aspect ratio. However, pyramidal neurons, as their
name suggests, appear triangular. These neurons provide a lower bound to the roundness required
to identify a segment as a neuron. Roundness can be calculated by:
R =
4A
pi‖ ~M‖2 (6.1)
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Figure 6.6 (a) A convex circular object with both high roundness and high circularity. (b) A concave
object with high roundness and low circularity. This object looks similar to a neuron with a dark
nucleus that does not get segmented into a concave object. (c) An extended shape with low circularity
and low roundness. For a neuron to be recognized, it will ideally have both high roundness and high
circularity.
where A is the area of the segment and ‖ ~M‖ is the magnitude of the major axis of the segment.
Likewise, circularity is calculated by:
C =
4piA
P 2
(6.2)
where P is the perimeter length of the segment. A roundness of 1 represents a perfect circle. A
comparison of round and circular objects is presented in Figure 6.6 which compares shapes with
high and low roundness and circularity values. To account for the variety of neuron shapes in the
images, a minimum roundness and circularity of 0.51 was selected by manually observing recognition
results. Objects with roundness and circularity less than this value do not correspond to neurons.
Propagation of Identified Neurons
After all neurons for the current iteration are identified, they must be tracked from the previous
iteration. Eventually, a segment that once represented a neuron will expand to a size and shape that
no longer matches the criteria to be defined as a neuron. When this occurs, the previous iteration
of the neuron is marked as the final shape. To identify this situation, each neuron in the previous
iteration is linked to its corresponding neuron in the current iteration. Neurons are match between
iterations by searching for overlapping segments. Each successive iteration produces a larger segment
than the previous iteration. When a segment in the current iteration overlaps with a segment from
the previous iteration, it is considered to be the same object.
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Figure 6.7 The centers of mass of two adjacent neurons shift when the threshold is low enough
to cause the two neurons to combine into one object. Each successive iteration produces a more
accurate representation of the contour of the neurons (b,c,d) until the threshold is too low and the
neurons combine into one object (e). The shift in the centers of mass of the two neurons is larger
than the threshold of 2µm and the contours of the neurons are saved as the previous iteration (d).
When a neuron that was recognized in a previous iteration of the algorithm does not have a
corresponding segment identified in the current iteration, this means that the segment no longer
represents the shape of a neuron. This can occur for several reasons. The first is when the threshold
level becomes lower than the background surrounding the neuron. When this happens, the segment
will expand past the edge of the neuron and into the background. The resulting object no longer
matches the shape criteria of a neuron. The previous iteration of the corresponding neuron is saved
as the final location and shape of the identified neuron. In some cases, two adjacent neurons will
converge into one extended object at a low enough threshold value. In this case, the center of
mass of the two neurons will shift to the center of the combined object. This process is displayed
in Figure 6.7. To identify these situations, the center of mass of each neuron is identified at each
iteration. The change in center of mass is measured between subsequent iterations. If this shift is
large enough, i.e. ‖CMi,j−1 − CMi,j‖ > dmin, it is apparent that two neurons were segmented as
one object. Here, CMi,j is the center of mass of segment i in iteration j and dmin is the minimum
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allowed change in center of mass. The new object is discarded and the neurons are saved as their
previous iterations. A maximum center of mass shift of dmin = 2µm is selected as a cutoff. It is
assumed that between threshold steps, the center of mass of a single recognized neuron will not shift
more than this.
6.1.6 3D Reconstruction
After each confocal image is segmented using the 2D segmentation method described above, the tissue
can be reconstructed in 3D. In the following sections we present a method for 3D reconstruction
from the 2D images based on the DBScan clustering algorithm.
DBScan clustering.
The centers of mass of each 2 dimensional neuronal segment identified in the previous process are
recorded. Because the spacing between adjacent images in the z-stack is less than the diameter
of a neuron, each neuron is visible in multiple image sets and is therefore represented by multiple
segments. As a result, each neuron is represented by multiple centers of mass, one point for each
image the neuron is visible in. Each neuronal center of mass from each image contains an x and
y position, but the image itself corresponds to a particular z depth. By assigning the depth of the
particular image to the z coordinate of each center of mass, a 3 dimension position is obtained for
each segment.
The 3 dimensional center of mass for each neuron is obtained by clustering the collection of points
from all segments in all images. This is accomplished using the DBScan clustering algorithm. The
DBScan algorithm, unlike the common kmeans algorithm, is a density based clustering algorithm
that groups points into common clusters based on proximity without prior knowledge of the number
of clusters expected. In the end, all points corresponding to a single neuron will be clustered together.
For each cluster, the center of mass of points associated with the cluster is calculated and used as
the center of mass of the neuron in 3 dimensions.
The DBScan algorithm has 2 parameters. The first parameter is the maximum distance between
points to be considered part of the same cluster. If this value is too large, neurons in close proximity
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to each other can be clustered together. If it is too small, a single neuron may be clustered into
multiple separate objects. In general, the maximum distance will be dependent on the separation
between confocal images and must be larger than the this distance. For the example below, each
image in the stack is separated by 1.3µm. We sampled several different distance cutoffs and a found
2µm distance to be optimal. We do not use the precise spacing between adjacent images because
there is a possibility that the center of masses of adjacent segments shift slightly. By using a
maximum distance larger than the image separation, small deviations in the center of mass between
adjacent segments can be accounted for. One caveat of this method is that neighboring neurons
with less than 2µm spacing between them along the z-axis will be clustered into one object. This is
due to one neuron ending just as the next neuron appears in the adjacent image.
The second parameter is the minimum number of points needed to classify a set of points as
a cluster. This value also depends on the thickness and separation between images. For example,
a neuron with 10µm diameter would be expected to show up in 10 images, if the z step is 1µm.
Therefore 10 may be a valid minimum cluster for an object to be classified as a neuron. However,
not all neurons are the same size; smaller neurons may be missed. A value that is too large will miss
smaller neurons. Conversely, sometimes artifacts are identified as neurons in one or two images.
These artifacts can be discarded if the minimum number of points is large enough. An artifact that
appears in 2 or 3 images will not create a cluster if the minimum number of points is 8. If this value
is too small, artifacts will be recognized as neurons. In practice, we found a minimum of 5 points
to be sufficiently large enough to not obtain an abundance of artifacts, while being small enough to
recognize both large and small neurons.
6.2 Results
A sample reconstruction of 326 × 326 × 277.5µm3 tissue taken from layers 4/5 of prefrontal area
46 of the rhesus monkey is presented in Figure 6.8. A total of 1911 neurons were identified using
this algorithm. This corresponds to slightly higher than 85% accuracy when compared to manual
identification. This percentage is acceptable for the microcolumn study discussed in the following
chapter. We identified two main causes for the reduced recognition rate. First, as discussed in
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Figure 6.8 Reconstruction of tissue from layers 4/5 of prefrontal area 46 after neuron recognition.
1911 neurons were identified in the tissue.
section 6.1.5, the various shapes of neurons required loose constraints on roundness and circularity.
This resulted in several cases where two neurons positioned close together were combined into a
single segment that still satisfied the shape recognition criteria. The second reason for reduced
identification comes from the selected minimum threshold. The intensity of neurons near the edge
of the image is much lower than the intensity of neurons in the center, i.e. neurons in the center
appear very bright, while neurons near the edge are dark. The background intensity of the image also
follows this trend. When the minimum threshold is too low, the brighter background regions begin
segmenting. Because of the loose conditions of circularity and roundness, some of these segments
get classified as neurons. To prevent this from happening, the minimum threshold is raised. As a
result, some dark neurons near the edge of the image are never segmented. in images with uniform
intensity, the magnitude of this effect will diminish.
6.2.1 Benchmarks
Because this process segments each image in the stack independently, it is trivially parallelizable.
The process is limited by the number of system cores and amount of system memory available to
store multiple images. Additionally, segmentation can be split up among multiple computers and
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the centers of mass of segments for each image can be recombined before the clustering step. Each
image takes approximately 3 minutes to segment on an Intel Xeon E5-2660 v2 2.2GHz CPU. The
precise time will vary depending on the number of segmentation iterations chosen.
6.3 Discussion
Advances in tissue processing coupled with the virtues of confocal microscopy has facilitated 3
dimensional imaging of thick sections of brain tissue. When combined with accurate neuron recog-
nition, these techniques provide an opportunity to reliably measure neuronal microcolumn features
independent of the factors that have affected previous measurements.
In this chapter, 3 dimensional positions of neurons are obtained from confocal image stacks using
a threshold based segmentation algorithm. The algorithm involves two main steps: (i) 2D neuron
recognition and (ii) 3D clustering and reconstruction. Two dimensional neuron recognition uses
iterative thresholding to obtain segments of various pixel intensity in the image. Each segment is
analyzed based on shape criteria, and segments resembling a neuron are retained. Through each
iteration, the threshold value is reduced and segment recognition is repeated. After the threshold
reaches a defined minimum value, the remaining segment contours define the shape of the neurons
in the image. After recognition has been applied to each image in the stack, each neuron will be
represented by multiple segments due to the same neuron being visible in multiple adjacent images.
The center of mass of each neuronal segment is calculated and the DBScan clustering algorithm is
applied to cluster neighboring segments together. The center of mass of each cluster corresponds to
the 3 dimensional position of a neuron in the stack.
The algorithm obtained a recognition rate of 85% when compared with manual markings. There
are two factors hindering the accuracy of the method. First, non-uniformity in shape characteristics
of the neurons makes it difficult to apply strict cutoffs on circularity and roundness measures.
Because cutoffs must be loose enough to identify triangular pyramidal neurons, additional extended
objects are also prone to being identified. The most common instance of this error is when two
neighboring neurons in the same image are segmented as one object. Additional post-processing of
segmented images may correct for these problems. However, the accuracy of the method described
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above is sufficient for the application of identifying microcolumns described in the next chapter. If
improved recognition becomes a priority, machine learning based techniques for separating multiple
clustered objects have shown promising potential. A simple support vector classifier using Hu
moments (Hu, 1962) of the identified clusters was able to differentiate between single neurons and
segments consisting of two neurons clustered together with an accuracy of 94% on the test set.
This method can be expanded to segment clusters of neurons into multiple objects using a simple
watershed algorithm. Lin et al. (2005) provide a suitable algorithm for resolving over segmentation of
watershed objects. A similar approach could be beneficial when resolving two overlapping neurons.
Second, variations in image intensity influenced the selection of the minimum threshold value.
Tissue near the center of the image appears bright while the edges have a much lower intensity. In
order to prevent segments from forming in the light background regions, a minimum threshold was
selected that prevent some of the lower intensity neurons from being identified. Images with more
uniform intensity ranges would likely not suffer from this problem.
Having obtained the positions of neurons in 3 dimensional tissue, the following chapter presents a
method for identifying microcolumns in the 3D data. This process improves on the methods currently
in use by allowing precise identification and measurements of neuronal microcolumns without the
negative effects of tissue slicing and imaging. Furthermore, the organization of microcolumns can be
observed in the 3D reconstructions which will facilitate the ability to identify neuron organization
in the healthy brain, and compare that structure with the columns of aged and diseased brains.
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Chapter 7: 3D Microcolumns
Three dimensional data sets provide the ideal configuration for measuring inter-column characteris-
tics such as nearest neighbor distances between columns and the degrees of randomness, clustering,
and regularity in different regions of the cortex. While microcolumns are three dimensional struc-
tures, with neurons having three dimensional positions in the tissue, when analyzing their positions
with respect to one another, it is easier to view their locations within any single layer as two dimen-
sions in the plane parallel to the pial surface. Transverse cross sections of columns allow accurate
measurements of inter-column spacing; however, they lack the tissue thickness to identify columns
of neurons as it is not necessarily the case that a neuron from every column is in the slice or that
all neurons are part of a column. Without information on where neurons are stacked on top of
each other, it is not possible to separate columns of neurons from individual, free floating neu-
rons. Two dimensional coronal sections are difficult to analyze because they effectively reduce the
dimensionality of the column from two to one dimension.
In this chapter, we present a method for identifying neuronal microcolumns in 3D data sets.
Using this method, the caveats associated with two dimensional images of coronal slices discussed
in Chapters 4 and 5 are avoided, and accurate measures of microcolumnar features can be obtained.
Due to the novelty of this method, the large sections of tissue required to make accurate measure-
ments are not currently available. Instead, we perform measurements on computationally generated
data that reflects distribution of neurons within layer 3 of the prefrontal cortex of an aged brain.
This data is generated using the model presented by Cruz et al. (2008) and detailed in Section 4.2
where columns consist of vertical arrays of neurons represented by hard spheres of of radius 5µm.
After validation on the computational data set, we demonstrate the algorithm on two experimental
tissue sets in the discussion.
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(a) 3D voxel representation of tissue (b) Division of GLI along Y axis (c) Division of GLI along X axis
Figure 7.1 3D Microcolumn ridge filter process. (a) 3D representation of tissue as voxels. Voxels are
analogous to 3D pixels where each voxel corresponds to a pixel from an image in the confocal stack.
Two ridge filters are applied along the y (b) and x (c) axes. The resulting ridges are combined to
identify columns.
7.1 Identifying Bundles in 3D
Three dimensional reconstructions of neurons removes the caveats associated with identifying and
measuring microcolumnar properties from 2 dimensional digital images. Most notably, the precise
locations of each microcolumn can be identified instead of using estimates based on a 2D projection.
Additionally, the extra dimensionality facilitates the separation of neighboring columns. In two
dimensional images, it is difficult to discriminate between neurons forming a single column and
neurons comprising multiple columns but aligned in such a way that individual columns are not
discernible. The tissue depth visible in three dimensional data sets separates adjacent columns,
preventing them from appearing as one large column. As a result, it is possible to accurately
identify column positions and measure nearest column distances.
Thick tissue sections, preferably several hundred microns or more, provide ample window size to
identify the microcolumnar organization of the tissue without significant edge effects. The measure-
ments obtained by this method rely on identifying nearest neighboring microcolumns. Edge effects
occur when a column‘s true nearest neighbor is outside of the observation window. Only neighboring
columns within the window can be identified. In thin tissue sections, where slice thickness is on the
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order of the true inter-column distance, it is possible that the nearest neighboring microcolumn is
outside of the observation window (i.e. tissue slice) for the majority of columns. As a result, the
reliability of nearest neighbor dependent analysis is reduced in thin sections of tissue.
Like in the 2D case presented in Chapter 4, individual neurons must be identified in the 3 dimen-
sional dataset. Chapter 6 presents a suitable method for identifying the positions and contours of the
neurons in each image of the confocal stack. Briefly, the method uses threshold-based segmentation
and shape analysis to identify neurons in each image. The DBScan clustering algorithm is used to
reconstruct the position and 3 dimensional contour of each neuron in the section.
After identification, the axis of the microcolumns is aligned with the z axis. This can be achieved
by manually identifying the orientation of the column in the 3D reconstruction, and rotating the
entire dataset so that the column orientation is aligned vertically (along the z-axis).
Three dimensional identification of microcolumns is done in a similar fashion to the GLI method
described in Chapter 4. Three dimensional microcolumn identification uses the contours of the
neurons recognized in the 3D process. If only the 3D positions of the neurons are available, a
sphere of 10µm diameter can be placed over each position to simulate the contours of neuronal
somas. In this way we construct a 3 dimensional “image” of the tissue. A Gaussian kernel of shape
σx = 5µm, σy = 5µm, σz = 55µm, reflecting the shape of a microcolumn, is convolved with the 3D
data. The major axis is aligned with the axis of the microcolumns oriented in the z direction. This
step mimics the construction of the GLI in Section 4.3.2 but in three dimensions.
The 3D GLI is a three dimensional matrix of voxels representing a 3D image where the value
of each voxel is synonymous to the intensity of a pixel in a 2D image. In this way, a voxel can be
thought of as a 3D pixel. The dimensions of the voxel will depend on the resolution of the confocal
image stack. For example, if each image in the stack as a resolution of 1µm per pixel, and the stack
consists of images taken every 1µm throughout the tissue section, then a single voxel corresponds
to a 1µm3 cube of tissue. Two ridge filters are applied to the 3D GLI matrix, one filter in the x-z
plane and one perpendicular in the y-z plane. This process is depicted in Figure 7.1. First, in the
x-z plane, the 3D GLI is divided into 2 dimensional images along the y axis (see Figure 7.1b). Each
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image is one voxel deep, which produces a flat 2D image. The ridge filter and skeletonization routine,
detailed in Section 4.3.2, are applied to each image along this axis. Joining the ridges back together
produces a 3D construction of the ridges as viewed along the y axis. This process is repeated, except
the 3D GLI is divided along the x-axis(see Figure 7.1c). Again a 3D matrix of ridges is produced as
viewed along the x-axis. The matrices are binary where ridges are represented by voxels with values
1. The sum of the two ridge matrices produces a new 3D matrix with values 0, 1, and 2. Voxels
with value 2 identify locations where the ridges identified along each axis intersect. These voxels
identify the potential skeleton of the microcolumns. A new binary 3D matrix is created where the
skeleton voxels (represented by a value of 2 in the previous step) are assigned a value of 1, and all
other voxels are assigned a value of 0.
Microcolumns are identified by first locating and labeling all connected ridge voxels in the new
binary matrix. A ridge voxel vi is connected to another ridge voxel vj if vj is one of vi‘s 26 connected
neighbors (i.e. voxel vj is a neighbor of voxel vi in any of the three dimensional directions. Each
voxel is given a label such that all connected voxels have the same label. In this way, each ridge
is assigned a unique label. After each ridge is identified, the distance between each neuron and all
ridge voxels is measured. Each neuron is then associated with its nearest ridge voxel. This voxel
has a label associated with a particular ridge. In this way each neuron becomes associated with its
nearest ridge. The number of neurons associated with each ridge is recorded, and ridges with fewer
than Nmin associated neurons are removed. The exact value of Nmin will depend on the minimum
expected number of neurons required to constitute a microcolumn within the region of interest. Here
a minimum of 10 neurons was used in accordance with the original method described in Section 4.3.2
although it is likely that many more neurons are associated with each ridge. The remaining ridges,
associated with at least Nmin neurons, correspond to the skeleton of the microcolumns in the tissue.
At this point, we have obtained a 3D representation of microcolumns in a slab of tissue. Each
column is represented by a ridge associated with a minimum of 10 neurons. Additionally, ridges
associated with fewer than 10 neurons have been removed. Microcolumns span multiple cortical
layers and are usually visible throughout entire sections of thick tissue. This means a microcolumn
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can be thought of generally as a cylinder with diameter roughly the diameter of a neuron plus the
magnitude of the small neuronal displacements from their completely columnar positions. The axis
of the cylinder is aligned along the axis of the microcolumns, perpendicular to the pial surface and
spanning multiple cortical layers. Each microcolumn therefore has an x,y coordinate representing
the location of the base of the microcolumn. To analyze the distribution of microcolumns within
a single cortical layer, we identify the center of mass of the neurons associated with each column
in the layer of interest. For column i with ni associated neurons, the mi <= ni neurons within
the layer of interest are identified. The center of mass of these neurons is calculated and the 2D
(x,y) coordinates are used as the base position of the column in this layer. Here, the x-y plane is
orthogonal to the axis of the column. Using these points, mean nearest neighbor distance and other
organizational features can be measured.
7.1.1 Sample Microcolumn Construction
Due to the novelty of the 3D imaging techniques discussed in Chapter 6, few large tissue samples have
been digitized. As a result it is difficult to procure tissue that is large enough and contains enough
microcolumns to make meaningful measurements. To alleviate this limitation while demonstrating
the effectiveness of our method, we computationally generated our own 3 dimensional tissue samples.
The samples generated are 768 × 768 × 768µm3 cubes containing microcolumnar arrangements of
neurons. With these samples, we are able to test that the measurements obtained after applying
this algorithm reflect the true organization of the columns generated. Data was generated following
the same procedure described in Chapter 4. Random column positions were generated using a hard-
core random process with a hard-core cut-off of 10µm and mean nearest neighbor distance in the
range 15 − 50µm. Another data set was constructed where columns are positioned on the vertices
of a hexagonal lattice with the distance between vertices also in the range 15− 50µm. Using these
coordinates as the base of the columns, neurons are stacked on top of each other with 23µm spacing
between each neuron within the column. This results in pristine columns, where each neuron is
perfectly aligned with the other neurons in its column. For a more accurate representation of the
anatomical organization of neurons, especially in aged brains exhibiting reduced microcolumnar
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(a) Perspective views of generated aged columns.
(b) Perspective views of identified microcolumns.
Figure 7.2 (a) Sample generated computationally generated neurons in “aged” columns. Columns are
randomly placed with nearest neighbor distance equal to 30µm. (b) The resulting three dimensional
grey level index used to identify microcolumns. In order to visualize columns, a 50% intensity
threshold is applied to the image.
strength, the position of each neuron is displaced following the procedure outlined in the simulation
step described in Section 4.2. A spring constant of k = 0.01 was used to simulate the microcolumnar
arrangement of an aged brain. Finally, we remove 20% of the neurons within the tissue and replace
them with randomly positioned neurons. This reflects the distribution of neurons in the cortex, which
is comprised of roughly 80% column forming pyramidal neurons and 20% inter-neurons. In total, 4
data sets were generated: two pristine data sets where neurons form perfectly aligned columns in
both lattice and random organizations, and 2 aged data sets where neuronal displacements reflect
those observed in aged brains in both lattice and random configurations. Figure 7.2 presents a
sample data set generated using this process. The three dimensional positions of the neurons and
their columnar structure can be seen in Figure 7.2a. Figure 7.2b presents the skeletons of the
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Figure 7.3 Computationally generated microcolumn positions and identified columns. Columns are
distributed randomly throughout the window with a hard-core cutoff of 10µm and mean inter-column
spacing of 30µm. Black circles mark the base locations of the generated columns. Red crosses mark
the identified locations of microcolumns. The two red circles identify areas where the close proximity
of neighboring columns inhibits separation of one column from another.
microcolumns identified in this data set.
7.2 Results
The 3D microcolumn identification algorithm described above was applied to 720 sets of compu-
tationally generated models of columnar tissue. These data sets consisted equally of columns of
neurons distributed in lattice and random organizations where the mean nearest column distance
was in the range of 15− 50µm. Two groups of data sets were created, one with perfect columnarity,
where all neurons form perfectly aligned columns, and one reflecting the organization of neurons in
aged brains. For each data set, the base (x,y) coordinates of each column are identified following the
algorithm described above. The mean nearest neighbor distance is calculated from these base column
coordinates and this value is compared to the mean inter-column distance that was generated for
the given distribution of columns. A comparison of the column locations identified by our algorithm
and the generated column locations is presented in Figure7.3. The generated microcolumn base
coordinates are plotted as black circles and the column coordinates identified by the algorithm are
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plotted as red crosses. In this figure, the generated data set consisted of random column locations
with a mean nearest column distance of 30µm. Neurons within the columns are displaced by an
average of 5µm reflecting the distribution of an aged brain. The identified column positions are in
strong agreement with the generated columns. However, it is apparent that some columns are not
resolvable due to the proximity of neighboring columns (See red circle in Figure 7.3).
The mean inter-column distance measured using this method is compared to the mean nearest
column distance of the computationally generated data for lattice (Figure 7.4) and random (Fig-
ure 7.5) configurations for neurons arranged in pristine columns and columns reflecting those of an
aged brain. The parameters of linear fits to the data are presented in Table 7.1.
Table 7.1 Linear coefficients for pristine and aged columns in random (R) and lattice (L) configura-
tions. The slopes of pristine and aged columns in the lattice configuration are significantly different.
This suggests the displacement of neurons with age will have a significant effect on the measured
inter-column distance. The mean inter-column distance of Aged columns in the random configu-
ration are consistently larger than the distance between pristine columns. The difference however
is only 2.08± 0.37µm, and can be attributed to columns being positioned immediately adjacent to
their nearest neighbors.
m sigmam Intercept σint
Aged(R) 0.9843 0.0319 5.9115 1.0881
Pristine(R) 0.9586 0.0168 4.6051 0.5340
Aged(L) 0.8348 0.0144 -0.5983 0.5184
Pristine(L) 0.9949 0.0025 -0.3696 0.0967
7.2.1 Lattice Configuration
The mean nearest column distance of pristine columns in a lattice organization measured using
this method perfectly correlates with the computationally generated data (R=0.999, n=36, m=0.99,
b=-0.37). This is a significant improvement over the measurements obtained using two dimensional
datasets in Chapter 4. When neurons are displaced on average by 5µm, simulating the effects of
normal aging on the strength of microcolumns, a small, but significant deviation from the compu-
tational data is observed (R=0.976, n=36, m=0.83, b=-0.5983356). Additionally, the method fails
to measure the mean inter-column distance for inter-column spacings below 25µm. The reduced
inter-column distance is not surprising given the tight packing of the lattice. Any deviation from
its lattice position will move a column closer to its nearest neighboring column. As a result, any
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Figure 7.4 Mean inter-column distance measurements for pristine and aged columns in lattice con-
figurations.
measurement error will result in a smaller mean inter-column distance. Additionally, the neuronal
displacements are large enough that some neighboring columns are recognized as one large column.
Fine tuning of the GLI kernel width, and ridge filter may help correct for this. Importantly, the
measurements of both the pristine columns and aged columns correlate nearly perfectly with the
generated mean inter-column distance for inter-column spacing greater than 25µm.
7.2.2 Random Configuration
When columns are distributed randomly throughout the tissue, measured mean inter-column dis-
tances are slightly larger than the mean inter-column distances of the computation data when neu-
rons are organized in both pristine and aged columns. Similar to the lattice distribution of columns,
this is a result of the neurons of neighboring columns being positioned close enough that they are
analyzed as one large column. Measurements of pristine columns are consistently smaller than the
measurements of aged columns by 2.09 ± 0.38µm. The larger inter-column distances measured in
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Figure 7.5 Mean inter-column distance measurements for pristine and aged columns randomly dis-
tributed throughout the observation window.
aged brains is, again, a result of neighboring neurons appearing as a single large column. Because
columns are allowed to be located immediately adjacent to neighboring columns, this effect is likely
more pronounced in this computationally generated data than in experimental data, where the somas
of neurons in neighboring columns are less likely to be physically touching each other.
However, measurements of both the pristine and aged data were significantly correlated with the
computational data (Rpristine = 0.98, Raged = 0.99). This is a significant improvement over the two
dimensional data sets of Chapter 4.
7.3 Discussion
Identification of microcolumns in two dimensional coronal slices of tissue is an arduous task. Factors
such as the intersection angle of the columns with the tissue slice as well as the small displacements of
neurons within columns associated with normal aging significantly influence the ability to distinguish
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the neurons of one column from those of a close neighboring column. Additionally, even when it
is possible to accurately identify one column from another, the projection of column positions to
the image plane, as well as slice thickness and the distribution of columns throughout the tissue
exacerbate the ability to make accurate measurements of the distance between neighboring columns.
In this chapter, an algorithm is presented to help alleviate many of these problems and promote
identification of neuronal microcolumns as well as accurate measures of microcolumnar properties
such as mean nearest column distance.
This algorithm operates on three dimensional reconstructions of thick tissue sections. Tissue
sections are ideally several hundred microns in depth and may span several cortical layers. Tissue is
digitized as a series of confocal images from which the positions and contours of pyramidal neurons
can be identified. A three dimensional digital reconstruction of the tissue is then constructed from
these neuron locations. At this point, the digital reconstruction is manually rotated so that the
microcolumns are aligned vertically along the z-axis. The microcolumn identification algorithm con-
sists of the following three steps. (i) A Grey level index image is created from the three dimensional
reconstruction by convolving it with an elliptical Gaussian approximating the three dimensional
shape of a microcolumn. (ii) Ridge filters and skeletonization routines are applied along the x and y
axes of the GLI cube. Overlapping ridges form the skeleton of potential microcolumns. (iii) Finally,
each neuron is associated with its nearest ridge. Ridges with fewer than a user defined minimum
number of associated neurons are removed. The remaining ridges identify the skeleton of neuronal
microcolumns in the tissue.
The algorithm was validated on computationally generated tissue where the distribution of
columns and mean nearest column distance is known a priori. The data sets consisted of two
organizations of columns: lattice based columns, where microcolumns are positioned on the vertices
of a hexagonal lattice and the mean nearest column distance is equal to the lattice spacing, and
randomly position columns, where columns are distributed randomly throughout the observation
window with a hard-core cutoff of 10µm and desired mean nearest column distance. Mean nearest
column distance was selected in the range of 15−50µm. From distribution of column positions, two
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arrangements of neurons are generated. In the first, pristine columns of neurons are constructed
where columns are formed by creating vertical arrays of neurons at each column base location.
Neurons within a column are separated by 23µm and there is no deviation in the position of the
neurons from their columnar location. The second arrangement of neurons reflects the organization
of columns within an aged brain. Columns are again constructed by creating vertical arrays of
neurons at each base column coordinate. Neurons are then displaced from their columnar locations
on average by 5µm to reflect the decreased microcolumnar strength associated with aged brains.
Twenty percent of the pyramidal neurons forming columns are then replaced by randomly position
inter-neurons.
When located on the vertices of a hexagonal lattice, this algorithm produces accurate measures
of mean inter-column distance for pristine columns. When neurons are displaced to reflect aged
columns, measurements begin to deviate significantly from the generated data. This is a consequence
of the GLI kernel and ridge filter combining the neurons of neighboring columns into one single large
column. As a result, any small deviation of the base position of the columns from their lattice
location moves the columns closer together, reducing the nearest neighbor distance. The parameters
of the GLI kernel width and the ridge filter kernel may be adjusted to limit this effect, however, this
may result in the recognition of additional columns as a consequence of neurons being displaced from
their columnar positions. Even with these caveats, the algorithm obtains consistent measurements of
inter-column distance. The only region in which the method struggles is when inter-column spacing
is below 25µm in an aged brain. In this regime, neurons of neighboring columns are close enough
that a significant number of individual columns are combined into one large column.
When columns are distributed randomly throughout the observation window, this algorithm also
accurately measures mean inter-column distance. In this configuration the measured inter-column
distance is slightly larger than the mean inter-column distance of the generated data sets. Columns
are only restricted to a minimum nearest column distance of 10µm reflecting the hard sphere area
exclusion of neurons. When columns are positioned this close together the method recognizes these
arrangements as one large column and not multiple neighboring columns. As a result, the nearest
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neighbor distance increases. However, the neuronal displacements associated with normal aging
only produce small effects on the measured mean inter-column distance when compared to pristine
columns. This amounts to an increase of 2.09± 0.38µm in measured mean inter-column spacing in
aged columns over pristine columns.
Because this method uses thick three dimension sections of tissue, it is not affected by many
of the caveats of the methods presented in Chapter 4. The three dimensional reconstruction of
the tissue can be rotated so that columns are always consistently oriented alleviating the effects of
columns traversing the tissue at large intersection angles. Additionally, the position of columns are
no longer projected to a flat image. This allows for accurate identification of the precise position of
microcolumns within the tissue, and subsequently, accurate measurements of inter-column distance.
7.3.1 Application to Experimental Data
To demonstrate the algorithm on experimental tissue, the contours and positions of neurons were
identified in two confocal image sets using the method described in Chapter 6. Figure 7.6a presents
the 3 dimensional reconstruction of neuron locations in a 403 × 854 × 305µm3 section of tissue
containing most of layer 4 in area 46. Figure 7.6b presents the identification of the microcolumns
for this tissue section. Unfortunately, this section is located near the transition of layers 4 and 5
making it difficult to observe long columns of neurons. Additionally, the sections of tissue are not
aligned also limiting the ability to identify columns.
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Figure 7.6 (top) Neuron reconstruction for tissue near layer boundary. Due to the layer bound-
ary bisecting the tissue, and the misaligned sections, long columns are not easily distinguishable.
(bottom) Column structure identified in the tissue section.
Similarly, Figure 7.7a presents the 3 dimensional reconstruction of a 30µm thick slice of tissue
spanning from the pial surface to white matter. Likewise, Figure 7.7b presents the microcolumns
observed in this tissue for neurons in layer 3. While the tissue is very narrow, several columns are
still visible. However, the tissue is too small to make meaningful measurements of inter-column
distances.
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Figure 7.7 (top) Neuron reconstruction for tissue spanning layers 1 to 6. This tissue is only thick
enough to identify very few bundles. Thicker tissue sections are required to calculate meaningful
statistics. (bottom) Column structure identified in the tissue section.
Ideally, thick tissue sections focused on a single layer of the cortex would be used in this method.
Large sections of tissue provide enough columns to accurately measure inter-column spacing. Re-
stricting the algorithm to a single layer helps prevent artifacts near layer transitions where the
density of neurons may change. In these regions the change in density of neurons can result in
multiple columns joining together at the transition. The method can be applied to tissue containing
all layers as in Figure 7.7, however, it is recommended that each layer is analyzed individually.
7.4 Conclusion
As 3 dimensional imaging techniques and neuron recognition improves it will become possible to
examine more precisely the organization of microcolumns throughout the layers of the cortex. In
this chapter, a suitable method for identifying three dimensional columns of neuronal cell bodies is
presented. The application of the current study to experimental data is limited by the availability of
large sections of tissue that encompass a significant portion of a single cortical layer. The available
sections are either too small and do not contain enough columns to make meaningful measurements
or contain too little of a single layer and are centered on the transition between layers. Because
of this, the algorithm described in Section 7.1 was validated on several sets of computationally
generated data intended to reflect the columnar organization observed in area 46 of the prefrontal
cortex. This data allowed the method to be tested for accuracy over various columnar organizations
with varying columnar strength. In the future, this method will help facilitate the identification and
measurement of neuronal microcolumns and their features.
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Chapter 8: Conclusion
Age related cognitive impairment is a growing problem due to increases in human life expectancy.
By observing anatomical features of the healthy brain, it is possible to identify changes that correlate
with cognitive impairment. Neuronal microcolumns have been a structure of increasing interest as
it has been reported that small deviations in the relative position of neurons within these columns
correlates significantly with age related cognitive decline. It has been hypothesized that the dis-
placement of the neurons is a result of atrophy of the surrounding neuropil, specifically dendrites.
In this thesis, we test the hypothesis the changes in neuronal microcolumns are a result of small
changes in the organization of the bundles of apical dendrites that form the core of the neuronal
column and that degradation of this surrounding matrix is correlated with age related cognitive
impairment. We identify an increase in the distance between neighboring dendritic bundles in aged
subjects when compared to young subjects as well as an increase in the variance of inter-bundle
distances in aged subjects. These findings suggest that the dendritic arbors that form the core of
the neuronal microcolumn undergo subtle age related changes. Additionally, we identify several
factors that influence the observed inter-column distance of neuronal microcolumns in thin coronal
sections of brain tissue. Finally, an improved algorithm was proposed to alleviate these factors and
accurately measure inter-column distances using confocal images of thick sections of tissue. We
validated this algorithm on several computationally generated models that reflect the organization
of neurons in aged brains.
To conduct our experiment, an automated method was developed to identify dendrite bundles in
digital images of coronal slices of brain tissue. Having identified the bundles, the method would then
proceed to make measurements of inter-bundle distance and bundle width. An automated method
was required due to the time and accuracy requirements needed to make significant measurements.
Manual measurements are time consuming and suffer from user biases caused by user fatigue and
inter-user variability.
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Having developed an algorithm to identify and measure features of dendrite bundles, the method
was applied to digital images of brain tissue slices on 17 behaviorally characterized female rhesus
monkeys. Dendrite bundles were analyzed in 4 cortical regions: Layers 3 and 4 of the dorsal and
ventral bank of area 46. Because this area has been shown to play an important role in executive
functions and cognition, we correlate changes in inter-bundle distance and bundle width with age
and cognitive impairment. Additionally, we compared dendrite bundle properties to the strength
and inter-column distance of neuronal microcolumns in the same layers. Microcolumnar strength
has been shown to be significantly correlated with age-related cognitive impairment(Cruz et al.,
2004, 2009), while inter-column distance is expected to be the microcolumnar analog to inter-bundle
distance. It is believed that the bundles of apical dendrites formed from layer 5 pyramidal neurons
form the core of the microcolumn’s structure(Peters and Sethares, 1991). As a result, we hypothesize
that changes in the structure of the dendritic bundles may influence the position of the surrounding
neurons of the column.
Inter-bundle distance is larger in aged than young subjects. Inter-bundle distance was
found to be larger in all aged subjects than in young subjects, though the increase was only significant
in layer 4 of the ventral bank. Additionally, inter-bundle distance was nearly correlated with CII in
ventral layer 4. The variance in inter-bundle distance was also significantly larger in the aged group
than in the young group in layer 3 on the dorsal bank and layer 4 on the ventral bank. Inter-bundle
width was not significantly different between age groups and there was no correlation observed
between inter-bundle distance and the strength or inter-column distance of neuronal microcolumns
within the same animals. While no other correlations were found to be significant, it may be the case
that our sample sizes were too small to observe significant changes. Microcolumn analysis was limited
to only 9 of the 17 subjects used in the dendrite bundle study. Additionally, these subjects did not
show a correlation between age and cognitive impairment. Analysis of microcolumnar properties
from all 17 subjects would lead to a better understanding of the relationship between dendritic
bundles and neuronal microcolumns.
Inter-column distance measurements are affected by various factors including the
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columnar organization, microcolumnar strength, and the angle at which columns in-
tersect cortical slices. While measuring the features of neuronal microcolumns to compare to
dendritic bundle measurements, we observed several inconsistencies between two prominent meth-
ods used in several studies to measure the distance between neighboring neuronal columns. After
further analysis we discovered that the measured inter-column distance is highly dependent on the
organization of microcolumns within the tissue. Inter-column distance measurements of neuronal
columns distributed in a regularly spaced lattice like organization are significantly different from the
measurements obtained when columns are randomly distributed throughout the tissue. This effect is
a consequence of using thin (about 30µm) coronal slices of tissue. The limited window size prevents
the adequate sampling of inter-column distances required to obtain accurate measurements. As a
result, the measured inter-column distance of randomly distributed columns are significantly larger
than those of columns positioned on a lattice. When comparing the inter-column distance between
different areas of the cortex, the distribution of the columns will heavily influence the measured
inter-column distance. For example, the auditory and visual cortices have columns distributed in a
lattice-like organization(Seldon, 1981; Peters and Kara, 1987), while columns appear to be more ran-
domly distributed throughout area 46. Additionally, while tissue slices are made along the coronal
axis, the intersection angle of microcolumns with the tissue slice can vary significantly throughout a
cortical layer. This angle has a significant effect on the measured inter-column distance. Finally, we
also noted the effects of slice thickness and imaging process on the resulting inter-column measure-
ments. Because imaging reduces the dimensionality of microcolumn positions, it is difficult to obtain
accurate estimates of the true inter-column distance within the region of interest. This effect is fur-
ther effected by the selected slice thickness for the experiment, with larger slice thicknesses resulting
in smaller inter-column distance measurements. As a result, it is difficult to compare inter-column
distance between studies that used different slice thicknesses.
The effects of organization, slice thickness, and image projection apply equally to measurements
of dendrite bundle spacing as to inter-column spacing. However, because in this study, microcolumn
and dendritic bundle measurements are made in the same tissue of the same subjects, the effects
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are consistent between the two measurements and any correlations remain valid. Furthermore, the
identification of dendritic bundles is not affected by intersection angle or lateral shifts in the bundle
orthogonal to the axis of the column.
Microcolumn analysis in three dimensional reconstructions of tissue facilitate ac-
curate measurements of inter-column spacing. Imaging and reconstruction of 3 dimensional
tissue sections presents a promising avenue to correct for these problems and accurately measure
microcolumn properties. Computationally generated models of 3 dimensional cubes of tissue con-
taining neurons organized in columns were used to demonstrate a potential method for identifying
microcolumns and measuring microcolumnar properties in 3D tissue samples. The models were gen-
erated to reflect the columnar organization associated with aged brains where the position of neurons
are randomly displaced from their columnar locations by an average distance of 5µm. Columns were
computationally generated in a lattice-like and random organization to observe the influence of dis-
tribution on mean nearest column distance. The method of identifying microcolumns in these data
sets is an extension of the GLI method presented by Casanova and Switala (2005) to 3 dimensions.
A 3D image is constructed from each model by generating a binary 3 dimensional matrix where a
sphere of 5µm radius is placed at the the coordinates of each neuron in the model in order to repre-
sent the contour of a neuronal soma. The 3D GLI is constructed by convolving an elliptical Gaussian
approximating the shape of an average microcolumn with the 3D image. Two 2 dimensional ridge
filters are applied along orthogonal axes to each other and orthogonal to the axis of the columns.
Both sets of ridges are combined where overlapping ridges identify the skeletons of the columns.
Each neuron in the model is associated with its nearest ridge, and ridges with 10 or more associated
neurons are identified as columns. The position of each column is the center of mass of the column’s
associated neurons. The mean nearest column distance is calculated using these coordinates. This
method produces accurate measures of the computationally generated mean inter-column distance
for both lattice and random organizations of columns.
In future work this method can be applied to thick sections of tissue to obtain accurate measures
of inter-column distance. This requires the acquisition of large sections of tissue that can be digitized
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into 3D confocal image sets that span the entire cortical layer of interest. Using these images, the 3
dimensional contour of neurons can be obtained using the threshold-based segmentation method
described in Chapter 6. Finally, microcolumns can be identified using the method detailed in
Chapter 7 their organization can be accurately measured in various areas of the brain. Additionally,
this methods can also be applied confocal images of dendrites to further investigate correlations
between the organization of neuronal microcolumns and bundles of their apical dendrites that was
previously unobtainable. After identifying the organization of these structures for young, healthy,
subjects, the methods can be reapplied to aged subjects. By doing this, changes in the structure
of microcolumns and dendrite bundles can more accurately be correlated with age and age related
cognitive impairment.
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Appendix A: Preprocessing Procedure
Digital images of brain tissue used in this study are provided in two parts (Figure A.1). The first is
a high resolution digital image of the brain tissue slice of the region of interest (ROI) (Figure A.1a).
MAP2 immunostain sections from the middle third of the sulcus principalis were selected as in
the study by Cruz and colleagues Cruz et al. (2009). These images are used during the analysis
process because of their high resultion. The second image set consists of low resolution screenshots of
tissue with layer boundaries marked on the high resolution images using ImageJ Software (Schneider
et al., 2012) (Figure A.1b). Each layer marked in the low resolution screenshots must be extracted
from the high resolution version of these images. A helper program was developed to facilitate this
process. The program consists of multiple steps to ultimately extract regions of interest from the
high resolution images using the layer outlines provided.
A.1 Preprocessing Workflow
The process of extracting the region of interest from high resolution digital images and perparing the
ROI for processing is divided into the following 4 steps. (i) The low resolution layer outline image is
scaled to match the high resolution image. The two images are overlayed allowing the user to trace
the layer outlines on the high resolution image. (ii) The region of interest for each layer is selected.
Guide lines ensure that an accurate and consistent ROI is extracted for all tissue samples. (iii)
Regions of tissue that should excluded are marked. These regions include blood vessels and tissue
artifacts such as tears. (iv) Orientation lines are drawn perpendicular to the axes of the dendritic
bundles throughout the ROI. This helps guide the measurement process on curved tissue sections.
These steps are detailed below.
A.2 Image Scaling
The software developed allows the user to overlay the low resolution layer outlines on top of the
high resolution image. The user can then manually click along the layer outlines and trace each
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(a) High resolution image (b) Low resolution with layer boundaries
Figure A.1 Layer extraction scaling. (a) Example High resolution image. (b) Example screenshot
of layer boundaries marked by yellow polygons. The Xs in each image represent the points used to
scale and translate the lower resolution image (b) to match the high resolution image (a).
layer with a polygon. However, before this can happen, the low resolution image must be scaled
and translated to match the high resolution image. Because the layer outline images are screenshots
of the ImageJ program, the aspect ratio is not necessarily the same as the original image. Often
times, the entire tissue image is not in view. Only the region containing the outlined layers is visible
(Figure A.1). Therefore, it is not possible to simply scale the low resolution image to match the
same height and width of the high resolution image. This also means that the scaled low resolution
image must be translated to align with the high resolution image. Additionally, the screenshots
are taken at different zoom levels, so the scaling used for one image is not necessarily the same as
the scaling for another. The program described here helps facilitate this scaling process. First, the
program loads the low resolution screenshot of the tissue containing the layer outlines. The user
manually selects two identifiable points. These two points can be any easily recognizable locations
in the image. The points should be located as far away from each other as possible to increase
scaling accuracy(Figure A.1a yellow circles). After selecting the points, the high resolution image is
automatically loaded. The user then selects the same two points as closely as possible(Figure A.1b
yellow circles). The ratio of the distances between the two points in the two images identifies the
Appendix A: Preprocessing Procedure A.2 Image Scaling
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Figure A.2 The low resolution layer outlines scaled and translated to match the high resolution
image is overlayed on top of the high resolution image. The opacity of the scaled image is 50%
so that layer boundaries in yellow are still visible on top of the high resolution image. The red X
represents the location a user would click to begin drawing guide lines.
scaling between the low resolution and high resolution images:
S =
Phigh1Phigh2
(Plow1Plow2)
(A.1)
The low resolution image is scaled by this factor to match the high resolution image. Finally, the
scaled image must be translated to the proper position in order to match up with the high resolution
image. The scaled image is translated so the first point selected in the low resolution image is now
located at the same position as the first point selected on the high resolution image(Figure A.2).
A.3 Region Of Interest
While each tissue section is taken from prefrontal area 46, there is still a large variation in the
size and shape of each section between animals and even between sections of the same animal. To
keep a consistent tissue size between tissue sections we limit our investigation to a 1.5mm strip of
tissue located 0.5mm above the bottom of the sulcus on a straight and flat section of the sulcus
principalis. This region was chosen because, in general, it is a relatively straight and uniform
Appendix A: Preprocessing Procedure A.3 Region Of Interest
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Figure A.3 Final set of guidelines used to identify a consistent region of interest for each tissue
section. The small blue circle marks the beginning of the ROI 0.5mm away from the sulcus. The
black circle identifies the end of the 1.5mm long region of interest. The orientation lines provide
guides through the layers of interest. Additionally, each layer within this region has been outlined
and saved to file.
section. Curvature in the layer produces a variety of inter-bundle distance measurements which may
obscure measurements. Limiting ourselves to this 1.5mm long region not only allows us to keep a
consistently sized region of interest between sections and animals, but also produces a consistently
straight selection. Following scaling and translation of the low resolution layer markings, the user
selects a point near surface of the sulcus. Using this click as a reference location, the program draws
two circles to use as guidelines for selecting the 1.5mm long section (Figure A.3). The first, small
blue circle has a radius of 0.5mm and marks the starting point of the region of interest that is half
a millimeter away from the sulcus. The black circle has a 2mm radius and marks the end of the
1.5mm long region that will be extracted. Finally, the user clicks on the points where the guide
circles intersect with the pial surface of the dorsal and ventral banks. After doing this, 4 additional
guidelines are created. These guidelines are perpendicular to the line connecting the two points
selected on each bank and should therefore be perpendicular to the cortical layers as long as there
isnt a large amount of curvature. The guidelines extend from layer 1 into layer 4 of their respective
banks and mark the 0.5mm and 2mm boundaries of the region of interest.
Appendix A: Preprocessing Procedure A.3 Region Of Interest
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Figure A.4 Example of layer 4 of the dorsal bank extracted using this method.
A.4 Layer Selection
Using the guidelines laid out in the previous step, the user can begin to use the markings in the
low resolution screenshot to outline each layer in the high resolution image. Beginning at layer 3
of the dorsal bank, the user clicks along the layer markings. A polygon is drawn as the user clicks
to identify the selected region. The outlining is facilitated by the use of the guidelines to ensure
that only the part of the layer within the 1.5mm region is selected. Once the layer is outlined, the
user middle clicks with the mouse, and the layer is saved. The user then begins outlining dorsal 4,
following the same process. Once dorsal 4 is saved, ventral 3 and ventral 4 are outlined. Figure A.3
presents the finished outline of all layers within the region of interest. After all 4 layers are outlined,
each layer is extracted in the following process. First a blank image is generated that is the same
dimensions as the high resolution tissue image and the polygon representing the region of interest is
drawn in the image. This image is used as a mask to cut the region of interest out the high resolution
image. The final image is trimmed to remove excess white space from the image. After all 4 layers
are extracted, the layer outline image for the next tissue section is automatically loaded and the
process is repeated. Figure A.4 presents an example of dorsal layer 4 extracted by this process.
A.5 Region Exclusion
In some layers, blood vessels, tissue tears, or other atrifacts are visible and can result in erroneous
measurements of bundle width and inter-bundle distance. An example of this is shown in Figure A.5.
It is important to exclude these regions from the measurement process. The measurement program
Appendix A: Preprocessing Procedure A.4 Layer Selection
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Figure A.5 Example of regions to be excluded from the measurement process.
Figure A.6 This section is not oriented in such a way that measurements can be made horizontally.
Additionally, curvature along the layer prevents the user from simply rotating the image. Orientation
lines identify the directions along which measurements should be made.
uses an exclusion file consisting of a list of polygons that mark excluded regions. During the mea-
suring process, if a measurement between two bundles passes through one of these excluded regions,
the measurement is not recorded. To obtain these excluded region, a separate program allows the
user to outline regions of tissue to be excluded in a similar manner to the layer marking process.
The program displays the extracted layer obtained from the process described in Section A.4. The
user identifies regions in the image to be excluded by outlining the region with a polygon by clicking
along the regions borders. After outlining the region, the polygon is saved and the user proceeds to
outline other regions in the same manner. Once all regions to be excluded are outline, polygons are
saved to file by pressing the ‘n’ key and the next layer image is automatically loaded.
A.6 Orientation Lines
The final step before running analysis is to mark the direction in which measurements should be
made. In the majority of tissue sections layers are not oriented exactly horizontally, so measurements
Appendix A: Preprocessing Procedure A.6 Orientation Lines
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from one dendrite bundle to another can not be made along the horizontal axis. Because of this the
direction of the measurements must be defined. It would be possible for the user to manually rotate
each image so that measurements can be made horizontally. However, curvature of the layer or
changes in the orientation of the dendrites means that the measurement direction is not always the
same in all areas of the layer. To accommodate for this, and to prevent requiring the user to divide
each layer into small sub-images that each must be manually rotated, an additional piece software
was created with which a user can define orientation lines for measurements to follow. Similar to the
region exclusion process defined above, the user inputs a file containing a list of all layer images. The
first image in the list is loaded and drawn on the screen. The user begins creating orientation lines
by clicking on the image to define a start point and end point for each orientation vector. These lines
should be perpendicular to the dendrite bundles, along the axis that measurements should be made.
As the orientation of the dendrite bundles changes throughout the layer, additional orientation lines
are added. When the user has finished creating these lines, he presses the n key and the lines are
saved to a file and the next image is loaded. Figure A.6 shows sample orientation lines. During the
measurement process, when measurements are being made between a bundle and its neighbor, the
nearest orientation line is identified and used as the axis along which the measurement is made.
Appendix A: Preprocessing Procedure A.6 Orientation Lines
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Appendix B: Dendritic Bundle Measurement Validation
The dendrite bundle measurement method presented in Chapter 2 was validated by comparing
automated measurements to manual measurements on the same tissue. For additional validation,
this algorithm was applied to computationally generated images mimicing digital images of MAP2
stained brain tissue. The generated images reflect the binary images of brain tissue post preprocess-
ing. Bundles of apical dendrites are represented as thick black lines and are randomly distributed
horizontally throughout the image. The images are constructed to have the same resolution as the
images of brain tissue as well as similar dimensions of the region of interest.
B.1 Image Creation
Dendrite bundle images are computationally generated in the following steps. First a random mean
inter-bundle distance, R = R0 + U [−10, 10], is selected, where R0 = 30µm and U [−10, 10] is a
uniform random number between [−10, 10]. Next, a random bundle width, W = W0 + U [−2.5, 2.5],
is calculated, where W0 = 7µm. Bundle positions are sequentially generated from a Poisson random
number generator P (λ), with density λ = 1
R. Given a set of bundle positions X = x0, x1, . . . , xn, the position of the next bundle is caluclated
as xn+1 = xn + dx, where dx = P (λ). Values of dx < W + 3µm are regenerated so that neighboring
bundles are separated by a hard-core distance of 3µ. Bundles are generated in a window of length
L = 1.5mm at a resolution of 1.5 pixels per micron, matching the digital images used in Chapter 3.
B.2 Results
Twenty images were computationally generated and the bundle measurement algorithm was applied
to each image. Figure B.1 presents measured mean inter-bundle distance and the precise inter-
bundle distance obtained knowing the precise location of each bundle. The measurements produced
by the algorithm are perfectly correlated with the precise inter-bundle distances of the generated
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data (m = 0.999 ± 0.0001, b = 0.007 ± 0.004, R = 1). This further validates the algorithm’s ability
to accurately measure inter-bundle distances.
Figure B.1 Inter-bundle distance measurements of computationally generated dendrite bundle im-
ages.
Figure B.2 Bundle width measurements of computationally generated dendrite bundle images.
In addition to inter-bundle spacing, bundle width is also obtained from the measurement algo-
rithm. The results of bundle width measurements are presented in Figure B.2. While the mea-
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surements are not as precise as the inter-bundle distance measurements, they are still very accurate
and highly correlated (m = 0.91 ± 0.04, b = 0.88 ± 0.3, R = 0.98, p < 0.0001). Deviations in the
measured bundle width from the precise bundle width are a result of the algorithm attempting
to measure along the direction of the orientation vector. Because the algorithm identifies the two
perimeter pixels that are farthest apart but also along the direction of the orientation line, bundle
width measurements appear slightly over estimated.
Figure B.3 Inter-bundle distance (top) and bundle width (bottom) measurements on a computation-
ally generated dendrite bundle image.
For comparison, Figure B.3 presents sample measurements of inter-bundle distance and bundle
width. By visual inspection, the algorithm accurately identifies inter-bundle distances. Additionally,
bundle width is accurately identified, however the lack of smooth edges along the perimeter of the
bundle results in the algorithm introducing slight variations in the direction of the measurement.
However, because bundle edges in digital images of tissue are generally smooth and continuous, this
effect is less likely to be present.
Appendix B: Dendritic Bundle Measurement Validation B.2 Results
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Appendix C: Manual Identification of Dendrite Bundles
Manual identification of dendrite bundles, albeit one of the most accurate methods of bundle recog-
nition, is a cumbersome and time consuming process. Graphical software was developed to facilitate
manual identification of dendrite bundles and automate the measurement process reducing the time
required to analyze digital images of brain tissue. Using this software, the user first imports a grey
scale digital image of brain tissue. The digital image consists of montages of photomicrographs using
a 20x objective. Neuroanatomists outline the cortical layers of dorsal and ventral area 46 to prepare
the image for processing. Preprocessing of the image begins by selecting a sub image from the large
tissue montage in the cortical layer of interest. The sub image is rotated so the visible columns align
vertically with the Y axis. Using the mouse, the user manually traces the left and right side of each
dendrite bundle in the image beginning at the top left moving down the left side and finally moving
to the top right of the bundle and tracing the right side. After a bundle is traced it is saved and the
center line of the bundle is automatically computed. This center line is used to calculate the center-
to-center distance between neighboring bundles. Additionally, 10 equally spaced measurements of
bundle width are automatically made and saved to file. The bundle is divided into 10 equally spaced
regions using the bounding box defined by the user defined outlines of the sides of the bundle. At
each of the 10 regions, a horizontal line drawn horizontally from the left edge of the bundle to the
right edge measures the bundle width. After every bundle in the image is identified, the user selects
groups of two bundles to perform inter-bundle measurements on. Two measurements are made per
pair of bundle selected. First 10 equally spaced center to center distance measurements are made
between vertically overlapping regions of the two bundles. The vertically overlapping regions are
defined as the region where the left most selected bundles right edge is at the same height as the left
edge of the right most selected bundle. Second, 10 equally spaced edge to edge distance measure-
ments are made within the same region as the center-to-center measurements. Because the axes of
the bundles are aligned vertically, both measurements are made horizontally from the left bundle to
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Figure C.1 Software for manual identification of dendritic bundles. The left and right edge of each
bundle is manually outlined. The center line and bundle width measurements are automatically
calculated using the edges. The user selects pairs of neighboring bundles to measure inter-bundle
distance between.
the right. After a pair of bundles has been measured, the user continues selecting additional pairs
until each neighboring pair of bundles has been analyzed. This process is repeated for every sub
image in the region of interest. A sample of the process is presented in Figure C.1. The sub image
is loaded into the ‘red’ channel and bundles are outlined. Blue lines outline the left side of each
bundle while white lines outline the right side. Bundle width measurements are depicted as white
lines through the center of each bundle. Edge to edge measurements are depicted as green lines
between two bundles, while the black lines represent center-to-center measurements between bundle
centers.
C.1 Discussion
Manual methods provide precise identification and measurements of dendrite bundles and their
properties. However, the effectiveness of this process is hindered by multiple factors. The first is
the amount of time involved in identifying each bundle manually. Even with the aid of our software,
a user may spend upwards of 30 minutes identifying bundles in each sub image. A single layer of
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the cortex may be divided into upwards of 20 images. Additionally, a study will likely investigate
multiple layers of the cortex and contain multiple sample slices from a a number of subjects. Each
of these factors exponentially increases the amount of time required to analyze images by hand.
Secondly, as user fatigue sets in, the consistency of the user to accurately identify all bundles can
drop off dramatically. While the employment of multiple users can alleviate this problem, user
interpretation of what constitutes a bundle can change from person to person and will affect results.
It is obvious that a consistent automated method is preferable to the manual one.
Appendix C: Manual Identification of Dendrite Bundles C.1 Discussion
161
Appendix D: Neuron Recognition Alternatives
D.1 Introduction
Recognition of neurons in digital images is a process that has been addressed with a multitude of
algorithms. Unfortunately, many algorithms require specific types of images. Usually these images
are at very high magnification(60x or greater) and have very high contrast between neurons and the
background. Here, I will discuss a method that, in addition to the method described in Chapter 6,
may be used to identify neurons in 2 dimensional digital images. This method utilizes an adaptive
histogram equalization algorithm to locate the center of each neuron in digital image of brain tissue.
D.2 Adaptive Histogram Equalization
Image processing techniques often employ various preprocessing functions to increase contrast and
correct intensity imbalances in an image. Histogram equalization is a process that attempts to
increase the contrast in an image by linearizing the cumulative distribution function of pixel intensity
values. Pixel intensity values take on a very narrow range of values in low contrast images. Histogram
equalization rescales the intensity values to span the entire possible range of values, usually 0-255
in 8bit images.
Adaptive histogram equalization applies this process localy to sub sections of the image. Adaptive
methods are particularly useful when images contain regions of both extremes of intensity values.
The intensity histogram of images with both dark regions and bright regions spans the entire range
of intensity values and therefore traditional global equalization will not increase contrast within the
dark and light regions. Adaptive equalization solves this problem by applying intensity equalization
locally in an image. As a result, contrast is increased in both bright and dark regions.
Digital images of cortical slices of tissue containing neuronal cell bodies contain light and dark
regions. Neurons appear as bright objects surrounded by dark backgrounds. As a result, they
are generally easily segmented into foreground neurons and background with a simple threshold.
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Figure D.1 Digital image of neurons in the fly brain.
However, confocal images also contain neurons that are not entirely in focus. These objects create
glare in the image. As a result, areas of the image that have a high density of neurons appear much
brighter than regions with a low density. Figure D.1 presents an example where the dense cluster of
neurons near the center of the image is much brighter than the darker region surrounding the lower
density neurons. Additionally, depending on the depth of field of the image and the spacing between
adjacent images in the confocal stack, smaller interneurons may never be directly in focus. As a
result, they will never appear as bright as neurons that are completely in focus. A global threshold
that provides good separation of larger, in focus, pyradmidal neurons may completely remove less
prominent neurons from the image.
D.3 Neuron Recognition
An adjustable parameter of the adaptive equalization method is the window size of the effected area
to be equalized. It is a possible that the pixel intensity values within the window will be in a narrow
range such that extreme equalization effects occur. For example, if a window contains only pixels
of two brightness values (i.e. 100,101), equalization will attempt to adjust these values to span the
entire brightness range. As a result, these pixels would be set to values 0 and 255 respectively. This
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Figure D.2 Adaptive equalization of digital image of fly brain. Potential neurons appear as “mounds”
in the equalized image with a white peak.
effect becomes more prominent as window size decreases as it is less likely that there will be large
variations in pixel brightness in small windows. This side effect is is used to identify the positions
of neurons.
Figure D.1 presents an image of the fly brain with visible neurons. Due to the packing tightness
of the neurons in the central bright region, the method described in Chapter 6 has difficulty selecting
thresholds that don’t result in multiple neurons being clustered together. To identify neurons, first
we apply a small amount of gaussian blur to reduce the prominence of the nucleus visible in the
center of the neuron. Then we apply our adaptive equalization method with a window square window
of side length equal to the diameter of a neuron in the image. As the window passes over a neuron,
background pixels surrounding the edge of the neuron are darker than the pixels that make up the
neuron. In low density areas, the background is much darker than the neuron. In high density
areas, the background is only slightly darker than the neuron. Because the window size is so small,
even in the high density areas, where the background is nearly the same intensity as the neuron, the
equalization effect drastically enhances the brightness of the neuron. When the window is centered
directly over the neuron this results in a bright dot at the center of the neuron. Figure D.2 presents
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Figure D.3 After equalization, a threshold is applied to the image. The position of each neuron is
identified as a small circular white segment. Larger white segments result from noise in the equalized
image.
the resulting image after equalization.
After equalization, a threshold is applied to the image. This results in small white circles where
neurons are located. There are additional artifacts in the image which are removed by applying a size
constraint on the segments. Figure D.3 presents the resulting image after thresholding. Finally, the
center of mass of each of the remaining segments is calculated. For each remaining center of mass,
a square of side length equal to one neuron diameter is centered on the coordinates and the pixel
values from the equalized image are recorded. The distribution of pixel values is compared with the
distribution of pixels of several known neurons averaged together to create an intensity distribution
of the average neuron. The distribution of pixel values for known neurons is presented in Figure D.4.
Distributions that closely match that of the average neuron are saved. These points correspond to
the position of the neurons in the image. Figure D.5 presents the recognition coordinates overlayed
on top of the original image.
This method works well for images of densly packed neurons that would otherwise be difficult
to separate. Additionally, it is a simple algorithm to implement. However, there are a few caveats
associated with it. First, it is not possible to retrieve the shape of the neuron from the image. This
Appendix D: Neuron Recognition Alternatives D.3 Neuron Recognition
165
Figure D.4 The distribution of pixel intensity values of the average neuron. The intensity distribution
in a 5µm radius around each segment in the threshold image is compared with this distributions.
Segments with distributions similar to this are marked as neurons.
method only provides the position of neurons and additional contour information requires additional
processing by either a watershed segmentation algorithm or active contour using the neuron locations
as seed points. Second, due to the dependence on window size, different window sizes are required to
identify neurons of various sizes. This makes it difficult to apply the method to tissue sections that
have multiple types of neurons present, like those in Chapter 6. Multiple passes of the algorithm for
various window sizes can be applied, however, idntifying which segment represents a neuron becomes
increasingly difficult.
If only neuron locations are required, and neurons are consistent in size and shape, with limited
further development, this algorithm may provide a simple and effective method of neuron identifi-
cation.
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Figure D.5 Positions of identified neurons are marked with blue dots. Only segments with intensity
distributions matching that of an average neuron are identified.
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