We prove in a uniform way that the following lattices have no computable presentations: the lattice of all computable order theoretic automorphisms of the rational numbers; the lattice of the computable functions from the rational numbers to the rational numbers having continuous extensions to functions on the real numbers; and the lattice of the monotonic functions on the natural numbers. Nevertheless, we prove that the lattice of all computable mappings from the rational numbers to the rational numbers has a computable presentation.
subgroups with undecidable word problem was found later (see [8] ). This method could be actually used in the proof that the group Aut c Q; has no computable presentation.
In this paper, we prove in a uniform way the non-existence of computable presentations for the lattice of all computable automorphisms of Q; as well as for the lattices of all computable monotonic and strictly monotonic functions from ω to ω. Actually, it appears that these lattices have no computable presentations because they have finite substructures for which one cannot uniformly enumerate all their finite extensions, i.e., these lattices are not locally constructivizable in the sense of [1] . We also prove that nevertheless, the lattice Q Q c of all computable functions from Q to Q and the lattice Q ω c of all computable functions from ω to Q, which is isomorphic to it, have computable presentations, which shows the importance of the restrictions we put on the functions. The main difficulty about the lattice of all computable automorphisms of Q, is that it is locally finite, i.e., each its finite subset generates a finite sublattice; by this, the trick with undecidable word problem fails to work. Indeed, denote by f A the restriction of a function f to a set A; then for each finite family f 1 , . . . , f k of automorphisms of Q, , the sets {x ∈ Q | f i (x) < f j (x)} and {x ∈ Q | f i (x) = f j (x)}, i, j = 1, . . . , k generate a finite Boolean algebra by means of unions, intersections, and complements. Let α 1 , . . . , α l be the list of all its atoms. Then the values of all terms built up from f 1 , . . . , f k by means of ∨ and ∧ will be contained among the finite family of functions of the form l j=1 f i j α j , which implies that the sublattice generated by f 1 , . . . , f k is finite. In addition, this lattice looks so homogeneous that has been suspected to have a computable presentation. Now we introduce some notations. The cardinality of a set A will be denoted by |A|. We use common notations for intervals:
The set of atoms of a Boolean algebra B which are less or equal than a ∈ B will be denoted by at (a). We will need a well-known and rather obvious fact that each f ∈ Aut c Q; has a unique continuous extension f ⊇ f , f : R → R. Let Aut Q; be the group of all automorphisms of the ordering on the rational numbers. In accordance with the general terminology for the group Aut Q; (see, for instance, [2] ), the support Proof. Let G be the set of all computable automorphisms of Q;
. An element f ∈ G is called an ω-element provided that there exist an unbounded computable family of rational numbers a 0 < b 0 a 1 < b 1 · · · and a computable family of bumps (p i ) i∈ω of parity +1 such that sp (p i ) = (a i , b i ) for all i ∈ ω, and f = 1 ∨ i∈ω p i . For any ω-element f , the corresponding bump p i will be denoted by f i .
Note that this definition implies that the set Q ∩ i∈ω (a i , b i ) is computable.
Let f be an ω-element and let X ⊆ ω; then the element 1 ∨ i∈X f i will be denoted by f X .
Lemma 2. Assume that f is an ω-element and X ⊆ ω. Then f X ∈ G if and only if X is computable.
Proof. Suppose that f X ∈ G, i.e., f X is computable and let a 0 < b 0 a 1 < b 1 · · · be an appropriate computable sequence of the rational numbers for f as in the definition of ω-elements. Then obviously
and thus the computability of f X implies the computability of X. Assume now that X is computable. Then f X could be computed by the following algorithm:
The proof of Lemma 2 is now complete.
Lemma 3. Assume that f , g, h ∈ Aut Q; < satisfy the following conditions: f is a bounded bump of parity +1 and
Then {g, h} = {1, f }.
Note that S = = ∅, otherwise if some c ∈ (a, b) were in S = then we would have
which contradicts the condition f (c) > c for f . It follows that the sets S + and S − have the properties S + ∪ S − = (a, b) and S + ∩ S − = ∅. In as much as these sets are open, we conclude that one of these sets is empty, which implies that g h or h g; and in any case {g, h} = {1, f }. The proof of Lemma 3 is now complete.
Lemma 4.
For each ω-element f , the following conditions are satisfied:
(1) For all X ⊆ ω hold f X ∨ f ω\X = f and f X ∧ f ω\X = 1 (where A \ B denotes the difference of any two given sets A and B).
(2) Suppose that g, h ∈ G satisfy the conditions
Then there exists a computable set X ⊆ ω such that g = f X and h = f ω\X .
Proof. Property 1 is obvious. Let us prove property 2. Assume that g and h satisfy (1). By Lemma 3, for an appropriate X ⊆ ω we have g = f X and h = f ω\X . By Lemma 2, X is computable. The proof of Lemma 4 is now complete.
We will use the abbreviation x ⊕ y = f for the following quantifier-free formula with parameters:
It follows from the above that, for any x, y, f ∈ G, where f is an ω-element, the condition x ⊕ y = f is equivalent to the existence of a computable set X ⊆ ω such that x = f X and y = f ω\X . For an arbitrary ω-element f , we let S(f ) to be the set of all elements of the form f X , where X is a computable set. Note that, for each ω-element f , the relation x ∈ S(f ) is definable in L c by the ∃-formula ∃y(x ⊕ y = f ) with parameters f and 1.
Now we fix ω-elements , even , odd ∈ G with the following properties, for all i ∈ ω:
For instance, these bumps could be taken to be finite unions of linear functions with rational coefficients. We leave the proof of the existence of such elements to the reader. (For some general constructions of computable bumps, see [4] ). One can see that the bumps of even consecutively partition bumps of into pairs, namely, for all i ∈ ω, the bump ( even ) i covers exactly the bumps 2i and 2i+1 ; the bumps of odd with numbers greater than 0 also partition the bumps of into pairs starting at the bump 1 : for all i ∈ ω, the bump ( odd ) i+1 covers exactly the bumps 2i+1 and 2i+2 .
Then for all n ∈ ω, it holds 2n+1
x ⇔ 2n+2 x.
(2) Assume that
Then for all n ∈ ω, it holds
Proof. Let us prove property 1. By the condition together with the above, there exists a set X ⊆ ω such that x = X and y = ω\X . There also exists a set X ⊆ ω such that x = ( odd ) X and y = ( odd ) ω\X . Suppose that 2n+1
we obtain that n + 1 ∈ X . On the other hand, the condition 2n+2
The assumption that 2n+1 x but 2n+2 x can be seen to derive a contradiction in a similar way. Property 2 is handled similarly. The proof of Lemma 5 is now complete.
Denote the formula
by x 0 , y 0 a,b x 1 , y 1 . Note that this formula is quantifier-free. With the use of this abbreviation, the conjunction of conditions (2) can be written as x, y , odd x , y , and the conjunction of conditions (3) can be, respectively, written as x, y , even x , y . Lemma 6. There exist computable families of ∃-formulas (ϕ + i (x)) i∈ω and (ϕ − i (x)) i∈ω built up from a fixed finite set of parameters from G which define in L c the elements of the forms X∪{0,...,i} and X\{0,...,i} , respectively.
Proof. To prove the lemma, it suffices to define the sequence (ϕ + i (x)) i∈ω and after this we can let
. We construct our formulas by induction. Actually, we will constrict formulas which are equivalent to ∃-formulas. First we let
Let us now prove that this formula has the required properties. Indeed, suppose that this formula is satisfied on x. Take some elements x , y , x , y whose existence is asserted by the formula. The condition ϕ + 2n (x ) implies that 0 , . . . , 2n
x . Further on, the property x , y , even x , y together with Lemma 5(2) yields that 2n+1
x . Finally, x x implies that 0 , . . . , 2n , 2n+1
x, which is the required condition. Assume now that 0 , . . . , 2n , 2n+1
x. Select x , y , x , y as follows:
One immediately checks that these elements are witnesses o ϕ + 2n+1 (x). Thus, the formula ϕ + 2n+1 (x) expresses the required property.
Suppose now that the formula ϕ + 2n+1 (x) is already constructed. Let
A similar proof shows that this formula expresses the required property. It remains to note that in all these formulas, only the elements 1, , odd , even , and 0 have been used as parameters.
The proof of Lemma 6 is now complete.
Lemma 7.
There exists a computable sequence of ∃-formulas (ψ i (x)) i∈ω built up from a fixed finite family of parameters from G such that each formula ψ i (x) defines in L c the set of all elements satisfying the conditions
Proof. Fix two elements in G, which will be used as parameters:
We build the formulas ψ i (x) by induction. Again, the formulas we are going to define will be equivalent to ∃-formulas. Let
Obviously, these formulas express the required properties. Assume that the formula ψ 2n+1 (x) is already defined. Let
Let us prove that this formula satisfies the conditions of Lemma. Assume that ψ 2n+2 (x) is true. From ϕ − 2n+1 (x), we obtain that x ∈ S( ) and 0 , . . . , 2n+1
x. Take elements x , x , x * , y , and z whose existence is asserted by ψ 2n+2 (x). From ψ 2n+1 (x ) and x E 1 it follows that x ∈ S( ) and that 0 , . . . , 2n
x , 2n+1
x , 2n+2
x .
, odd x , y (by Lemma 5) we conclude that 2n+1
x ∨ x * is equivalent to 2n+2
x ∨ x * . In as much as the left hand part of this equivalence is true, we obtain: 2n+2
x ∨ x * . From this and 2n+2
x we obtain that 2n+2 x * . Now it remains to use the inequality x * x. Assume now that x ∈ S( ), 0 , . . . , 2n+1
x, and 2n+2
x. Let us show that x satisfies the formula ψ 2n+2 . Its part before the existential quantifier ∃x . . . is obviously true. Let now
An immediate check shows that these values are witnesses for the part of ψ 2n+2 which starts at ∃x . . .
Assume that ψ 2n (x), n > 0 is already constructed. Let
The proof for this formula is similar. The proof of Lemma 7 is now complete.
Now suppose that the lattice L c has a computable presentation. Since the set S( ) is defined by an ∃-formula, in this effective presentation, the set S( ) is the set of all elements of some computable sequence (x n ) n∈ω . Define now the function F from ω × S( ) to {0, 1} as follows:
Its graph can be defined by the following condition which uses a finite fixed number of parameters in G:
Since the family of ∃-formulas (ψ i ) i∈ω is computable, this implies that F is computable in any computable presentation of L c . Now one can easily see that for each computable set X ⊆ ω we have:
This means that the function F (m, n) = F(m, x n ) is a universal function for the class of all computable functions from ω to {0, 1}, i.e., F (m, n) is computable and each computable function from ω to {0, 1} coincides with some function of kind F (m, x) , for an appropriate m. But this can be easily seen to imply a contradiction, by just taking an m 0 so that F (m 0 , x) = 1 − F (x, x) and let x = m 0 ). The proof of the theorem is now complete.
Note that the same proof actually proves the following
Then the lattice C c (Q), ∨, ∧ has no computable presentations.
Using the same ideas, we can prove similar results for other lattices of functions. 
Proof. Clearly, g(x)
Without loss of generality we can assume that g(a + 1) = b. Then by monotonicity of g we have b = g(a + 1) g(a + 2)
The proof of Lemma 10 is now complete.
Define now ω-elements of M as the elements of the form
is a computable sequence of natural numbers with b i − a i 2, for all i. The elements of type f a i ,b i that form f will be again referred to as f i , and we use the same notation f X for the elements 1 ∨ i∈X f i .
Let now
Lemma 11. Let f be an ω-element of M. Then for each X ⊆ ω, f X ∈ M if and only if X is computable.
We leave the proof of this lemma to the reader. The rest of the proof is actually the same as in Theorem 1. The proof of the theorem is now complete. 
An element f is called an ω-element of M + if there exists a computable sequence a 0 < b 0
by this, as done earlier, the function f a i ,b i will be referred to as f i . If f is an ω-element then we define elements f X in the same way as above.
Lemma 13. Assume that a < b ∈ ω, b − a 2, g, h ∈ M + , and g ∨ h = f a,b , g ∧ h = e. Then {g, h} = {f a,b , e}.
Proof. We have: max{g(a + 1), h(a + 1)} = f a,b (a + 1) = a + b + 2. Without loss of generality we may suppose that g(a + 1) = f a,b (a + 1). Now by strict monotonicity of g we have:
Since all these values are natural numbers, the only possibility for g is g(a 
Now we let
= e ∨ i∈ω f 2i,2i+2 ;
Again, we need the following The proof is left to the reader.
Again, the further proof is exactly the same as in Theorem 1, the only difference being that 1 is replaced with e. The proof of the theorem is now complete.
To that these results are not trivial, we first note that the lattice of all computable functions from ω to {0, 1} has a computable presentation because it is isomorphic to a reduct of a countable saturated atomic Boolean algebra, which has a computable isomorphic copy. (This follows from Vaught's criterion, see [3, 6] ). A less nontrivial example is given by the following Proof. Since the lattice Q Q c is actually isomorphic to the lattice Q ω c of all computable functions from ω to Q, we will prove that Q ω c has a computable isomorphic copy.
First we describe the lattice M which will be proven to be isomorphic to Q ω c . We first need to outline the implicit construction of a specific computable atomic Boolean algebra B (which is actually a countable saturated atomic Boolean algebra with a concrete computable presentation in which we can decide some problems which are relevant to our purposes). Fix computable functions c : ω 2 → ω and , r : ω → ω such that c( (n), r(n)) = n, c(m, n) = m, and rc(m, n) = n; i.e., these functions code and decode the pairs of natural numbers. Fix some one-to-one numbering ν : ω → Q so that given any n ∈ ω we can effectively compute k, l, m ∈ ω such that ν(n) = k−l m+1 . It follows that given a rational number q we can effectively fund its ν-number, i.e., the unique natural number n such that ν(n) = q. Consider a linear ordering 0 of type ω × η on ω × Q defined as
Define the numbering μ of this ordering as μ(n) = (n), ν(r(n)) .
Using the fact that ν is one-to-one, one can ascertain that the ordering defined as
is computable and is isomorphic to 0 . Now let B be the interval Boolean algebra for , i.e., the subalgebra generated in the Boolean algebra of all subsets of ω by all the -intervals of the form (−∞, m], [m, n), [m, ∞). Since each element of B has a presentation as a union of intervals mentioned above, we can consider B as a computable Boolean algebra by using any coding of finite sets of such intervals such that given any number n of an element of B one can effectively compute a presentation of the element with number n as a union of intervals, i.e., effectively compute the sequence of the ends of these intervals. The Boolean algebra B has the following properties:
(1) Given an element a ∈ B, one can effectively recognize whether a is a sum of a finite family of atoms and, in case a is such a sum one can effectively compute the number of atoms less than a.
(2) For any a ∈ B, if a is a sum of a countable set of atoms then there exists an element b ∈ B such that b < a and the elements b and a \ b are sums of countable sets of atoms; it follows from the conditions that such a b can be found effectively from a.
A partition of a Boolean algebra B is a finite family of non-zero elements a 0 , . . . , a k such that a i ∩ a j = 0, for all i < j k, where 0 is the minimal element of B, and a 0 ∪ . . . ∪ a k = 1, where 1 is the maximal element of B.
Consider a lattice M which consists of all functions f from the set of atoms of B to Q for which there exists a partition a 1 , . . . , a k of B such that for each i = 1, . . . , k and for all atoms α, β a i we have f (α) = f (β). The ordering on such functions is defined as usual: f g if and only if f (α) g(α), for all atoms α of B. Such a function f could be represented by a finite function f from some partition a 1 , . . . , a k of B to Q such that f (α) = f (a i ) if α a i . We will be mainly working with such presentations of elements of M. Note that all these presentations have a numbering in which given a number of such a presentation one can effectively compute its partition and the corresponding function from it to Q. Let us prove that given any numbers for presentations of f 0 , f 1 ∈ M one can effectively compute numbers for some presentations of f 0 ∨ f 1 and f 0 ∧ f 1 . Note that if f : {a 1 , . . . , a k } → Q is a presentation for f and a partition b 1 , . . . , b s is a refinement of a partition a 1 , . . . , a k , i.e., each b j is less or equal to some a i then the function f :
is also a presentation for f ; we will also call such a presentation f a refinement of presentation f . Next, given two presentations g 0 : {a 1 , . . . , a k } → Q and g 1 : {b 1 , . . . , b s } → Q for f 0 and f 1 , respectively, we can effectively find some partition c 1 , . . . , c l which is a common refinement for the partitions a 1 , . . . , a k and b 1 , . . . , b s . This partition consists of all nonzero intersections a i ∩ b j . Now we can compute the refinements g 0 and g 1 for g 0 and g 1 respectively. One can ascertain that f 0 ∨ f 1 has presentation max{g 0 , g 1 } and f 0 ∧ f 1 has presentation min{g 0 , g 1 }. Note that two presentations g 0 and g 1 represent the same element if and only if some their refinements with the same partitions coincide. This proves that M has a computable presentation.
If f , g : A → Q then the notation f g means that for all x ∈ A we have f (x) < g(x). Assume that we have already constructed finite sublattices L 0 and L 1 of Q ω c and M respectively, an isomorphism θ from L 0 onto L 1 , a partition B 1 , . . . , B k of ω into computable sets, a partition a 1 , . . . , a k of B, computable functions f 1 , . . . , f s : ω → Q, and rational numbers q 1 , . . . , q s so that the following conditions are satisfied:
( . . . f s (e) rational numbers q 1 < . . . < q s (f) an isomorphism θ from L 0 onto L 1 extending θ such that all the conditions above are satisfied for these partitions, functions, numbers, and θ ; (2) for each g ∈ L 1 there exist finite extensions L 0 and L 1 of L 0 and L 1 respectively, such that g ∈ L 1 , and there exist partitions, functions, numbers, and an isomorphism θ from L 0 onto L 1 for which the same conditions as in the previous item are satisfied;
then the standard back-and-forth argument will yield the isomorphism Q ω c ∼ = M; we can start our back-and-forthconstruction with the partitions B 1 = ω, a 1 = 1 ∈ B, an arbitrary f 1 ∈ Q ω c , and q 1 = 0.
First, take an arbitrary f ∈ Q ω c . The nonempty sets form a refinement B 1 , . . . , B k of the partition B 1 , . . . , B k , and since f and all the f j 's are computable, the sets of this new partition are again computable. Using the properties of B and the equalities |B i | = |at (a i )|, we can select a corresponding refinement a 1 , . . . , a k of a 1 , . . . , a k so that |B i | = |at (a i )|, for all i = 1, . . . , k , and a i a j if and only if B i ⊆ B j . For each i = 1, . . . , k , consider the functions f j B i , j = 1, . . . , s. All these functions form an increasing chain
For the function f B i exactly one of the following conditions is satisfied:
f B i = f j B i , for some j = 1, . . . , s − 1,
