Very few data-driven methods for dynamic biological networks reconstruction from gene expression data evaluate the statistical significance of a model. A hypothesis testing procedure examining the goodness of fit of trajectory-based modeling is designed, in contrast to transition-based model fitting. The former has substantially reduced the modeling error. Simulation studies on the residual between noisy observations and true system dynamics suggest the use of the statistical hypothesis testing, so that one can evaluate how significantly a model is supported by the observed data under certain noise distribution. This method can also evaluate the dynamic model for each individual gene. Through a biochemical reaction model in the yeast pheromone pathway the effectiveness of the proposed evaluation procedure is demonstrated.
Introduction
Statistical significance evaluation of dynamical system models for biological networks is crucial before a reconstructed model is delivered to a biologist. In typical system identification problems in control theory where sample size is much larger than dimensionality, statistical significance is often automatically assumed; while in dynamic biological network modeling, one often faces small sample size but much higher dimensionality and has to answer the question whether a model is significantly justified by the data. The modeling demands have been driven by high throughput instrumentation at molecular level, which can provide snapshots of thousands of biochemical concentrations within a cell. The snapshots can be acquired over time to understand the underlying system mechanism in reaction to external stimuli [1] . The vast magnitude of such experimental data enables potential discoveries about gene interactions in a biological network. Not surprisingly, various models have been designed for dynamic biological networks [2] , such as Boolean networks (BNs) and their generalizations, dynamic Bayesian networks (DBNs) and differential equations networks (DENs).
Boolean networks are the simplest dynamical system model and were used for modeling gene regulatory networks in 1960's [3] . Probabilistic Boolean networks (PBNs) [4] , extending the rule-based properties of BNs, are robust under uncertainty and represent dynamics in the probabilistic context of Markov chains.
Bayesian networks, a graph-based model of joint probability distributions, are effective at capturing conditional independence among variables [5] . DBNs [6] enable modeling of the dynamical aspect of biological interactions. As data-driven DBN modeling is N P -hard, DBN modeling is under constant improvement [7] ; and DBN has been shown to subsume certain families of PBNs [8] .
Difference and differential equation networks are also dynamical system models [9] . DENs allow detailed description of network dynamics, by explicitly modeling the concentration changes of molecules over time. The data may contain thousands of genes taken over fewer than tens of time-steps. Thus the modeling may be subject to the curse of dimensionality, though one may expand the sample sizes by adding noisy duplicates [10] or combining time-course datasets [11] .
Data-driven methods used by PBNs or DBNs for reconstructing biological networks are transition-based under Markovian assumption, and they optimally fit transitions from one time point to the next. This does not necessarily lead to minimization of residuals from model prediction to the corresponding observation. Additionally, statistical significance evaluation of neither the entire nor partial network has been systematically studied in the past. Hereby, we focus on the evaluation procedure of data-driven methods for reconstruction of biological networks in the framework of discrete dynamical system (DDS) modeling. After optimizing transition-based fitting [12] to obtain an initial estimate of a DDS model, we continue to optimize the system parameters to fit the original observations. We then analyze the residuals and design a hypothesis testing procedure which determines the significance of a model as supported by data. The effectiveness of the procedure will be illustrated by a real biochemical reaction network model for the yeast pheromone pathway [13] .
Transition-versus trajectory-based DDS modeling
Many data-driven complex dynamical system modeling algorithms are based on the Markovian assumption leading to the reduction of the DDS model fitting problem to transition-based [12] model fitting. Since real systems are not ideally Markovian, a transition-based approach does not immediately lead to a DDS model that fits best to observed trajectories. However, directly fitting a DDS model to the observed trajectories, instead of the transitions, is a high dimensional hybrid numerical and combinatorial optimization problem and cannot be readily solved. In our approach, we first use transition-based model fitting to obtain quantitative relationships in a biological network. This first step mostly identifies non-zero coefficients in a system. Then we perform trajectory-based DDS model fitting to minimize residuals by optimizing the non-zero coefficients. The firstorder linear DDS model [12] is defined as
where
represents the concentration value of all N nodes at time t, t is the observation index, t = 1, ..., T − 1, T is the total number observation time points, h is the actual time interval between t and t − 1, e[t] is the strength of K external signals at time t, A is the system matrix (N × N ) representing the regulatory network, non-zero element a ij in A means node i is regulated by node j, B is the influence matrix (N × K), and [t] is a vector of noise to all variable at time t.
We also define the first-order quadratic DDS model, for each variable i = 1, ..., N , by
where Q i is the N × N quadratic coefficient matrix for gene i, and all other coefficients and variables are the same as the first-order linear DDS model.
We illustrate the transition-and trajectory-based fitting using the first-order linear DDS model. The fitting principle is the same for the quadratic DDS model, even though the actual computation might be intensified due to the complexity introduced by the quadratic terms.
Transition-based DDS model fitting
In transition-based DDS modeling, we solve A and B row-by-row which leads to N multiple linear regression problems by combinatorial least squares as Figure 1 . A toy example comparing predictions of models reconstructed using transition-versus trajectorybased fitting. The circles represent the observed trajectory
, a i and b i are the i-th row in A and B , respectively. The solution details can be found in [12] . Biologically, it is unlikely for node i to be controlled by all other nodes. Thus, we limit the maximum number of non-zero coefficients to a given number. For each set of feasible non-zero coefficients, we compute the pvalue of the corresponding multiple linear regression. Then we solve for a i and b i by minimizing the p-value of the multiple linear regression.
Trajectory-based DDS model fitting
While transition-based fitting provides an initial solution for A and B, trajectory-based fitting-minimizes the residuals between the predictions and the observations. The prediction of a linear DDS model is given bŷ
(4) The objective of trajectory-based fitting is to
Note that the minimization will only be applied to the nonzero coefficients in A and B obtained from transitionbased fitting and the t as mentioned before is observation index, which is from 0 to T − 1. We used the LevenbergMarquardt algorithm to do the unconstrained linear leastsquare optimization [14] . Figure 1 shows the observations and predictions of two models for the first node, out of a total of nine nodes. One prediction was made by the model obtained with transition-based fitting; the other with the trajectory-based fitting. The initial states used in the predictions of the two models are the same. This toyexample has indicated that the trajectory-based solution is much superior to the transition-based solution, as the former is closer to the mean of the trajectory -the best one can do theoretically. Because we can only assume the mean of the replicas is the truth from the data.
Statistical analysis of DDS modeling error
Considering underfitting or overfitting problems, we will propose a statistical method to analyze the fitting results after introducing the properties of modeling error. When we formulate the DDS reconstruction problem in the framework of statistical hypothesis testing, the null hypothesis states that there is no interaction between any nodes. The alternative hypothesis states that there are some interactions (directed edges) among some nodes. Thus, when a non-singleton DDS model is reconstructed, the test statistic used in the reconstruction based on observed data must reject the null hypothesis with statistical significance. The test statistic follows certain distribution determined by the noise in the observed dynamical data. We assume that the trajectory data contains two types of additive noise: biologicalnoise due to random differences between individuals, and measurementnoise due to instrumentation. Let vector x[t] represents the groundtruth state at time t, the observation vector is defined as
where vector m [t] is measurement noise at time t, and x b [t] is the sum of x[t] and biological noise
where vector b [t] is the biological noise at time t, and f is function defining the relationship among nodes.
The residual distribution under null hypothesis of no interaction
Under the null hypothesis, as shown in Eq. (6), if the output of function f is constant, there is no relationship among any nodes. The system dynamics are caused simply by noise as
where x is time-invariant. If we assume noise b and m are independent and zero-mean normally distributed random vectors, it follows that the residual (x−o[t]) is also normally distributed. Simulation has verified that the residual under the noise assumptions made here does not increase over time.
The residual distribution under alternative hypothesis of interaction
We believe that additional complexity for a model cannot improve the fitting when the residual is already normally distributed with zero mean. Under the first-order linear DDS model, we have
We define the residuals at time t as
where r b represents the residuals caused by biological noise (t > 0)
While shown above theoretically, our simulation has also confirmed that the residual under the alternative hypothesis of interaction increases over time. 
Hypothesis testing based on comparative residuals
How would one know if the model has underfitting or overfitting? we propose a statistical strategy to answer this question. We are interested in if consistent behaviors in the observations can be captured by a model with statistical significance. According to the previous residual analysis, we design a hypothesis testing somehow similar to the F -test. Letx[t] be the fitted value for x[t].
The Λ test statistic
Under the null hypothesis of no interaction, the prediction of the null model and the sum of residual squares for the null model arê
and
Under the alternative hypothesis of interaction, the residuals of each node are accumulated and dependent on each other. By Eq.(4) and letx[t] =ˆ[t] g, the sum of residual squares for the alternative model is
Applying the relative residual reduction ratio principle in the F -test widely used in linear regression, we create the Λ test statistic
where p is the maximum number of parents allowed for each node, controlling the complexity of the alternative model. In this definition, the test statistic will be large when reduction in residual by the interaction model is sufficiently greater than the model residual, modulus the model degrees of freedoms.
Simulation study of the distribution of Λ
As observations at different time points are generally not independent in a dynamical system, Λ does not necessarily follow an F -distribution. Our simulation study has also shown p-value from Kolmogorov-Smirnov test of Λ-distribution and F -distribution is less than 2.2 × 10 −16 which rejecting that Λ has an F -distribution. Since the Λ distribution is a theoretical open problem, we can estimate the statistical significance or p-value by simulation.
We permute the observation data by time sequence for each node, respectively, to destroy all dynamical interactions, while keeping the marginal distribution of each node unchanged from the original. After DDS reconstruction on the permuted data sets, is obtained for each node of each data set by Eq. (10) . The number of the permuted data sets is typically at least 400. The null distribution of Λ is thus obtained. It can be used to calculate the corresponding p Λ -value.
A recommended procedure for evaluating the significance of DDS models
Based on the above analysis, we propose a procedure to evaluate the modeling outcome of each node in a DDS model. This node-by-node procedure is especially useful when various noises unevenly influence nodes in a network. Based on the understanding that if residuals are normally distributed, a model has reached the maximum performance, we recommend the following procedure for evaluating the modeling for each node: 1) Permute observations many times (>400) and obtain model predictions; 2) Collect Λ for permuted data sets to form null distribution; 3) Reconstruction a DDS model from the original observations and obtain model prediction; 4) Calculate Λ, using the model from Step 3, for each node by Eq. (10) and the corresponding p-value; and 5) Analyze each node for its residual distribution. According to the Λ statistic and the distribution of residuals obtained from the above procedure, four evaluation conclusions regarding each node can be made as shown in Table 1 . And the normal distribution of the residual can be checked by the Shapiro test. This table gives rise to an iterative modeling procedure with increased model complexity.
DDS modeling of an artificial discrete dynamical system
An artificial DDS was utilized to demonstrate how to use the proposed model evaluation procedure.
Residuals of each node
The model is significant. The artificial DDS model includes 32 nodes, with (32 × 32 + 32) = 1, 056 coefficients in the first-order linear DDS, and (((32+1)×32/2+32)×32+32) = 17, 952 coefficients in the first-order quadratic DDS. The relationships between nodes are described as difference equations. Some nodes have only linear terms, the others have quadratic terms. Noise was added to simulated trajectories with a signal to noise ratio (SNR) of 20dB. We generated 2 trajectories, each containing 6 time points, starting from different initial states.
After the transition-based fitting Eq. (3) and trajectorybased fitting Eq. (5), we first reconstructed a linear DDS model from the noisy data. The ground-truth, observations and linear DDS predictions are shown in Fig. 3 . According to Eq. (10), we can calculate Λ and find its distribution for the linear DDS model based on the 2 trajectories, as well as the p Λ -value and p shapiro -value from Shapiro test for normality of residual. From Table 2 , the p 2,Λ -value (> 0.05) indicates that the DDS model is insignificant. p 2,shapiro -value (> 0.05) states that the residuals are already normally distributed, suggesting the modeling performance cannot be improved by increasing replica to reduce noise. This analysis concludes that the system dynamics are not adequately represented by the 2 trajectories and it is necessary to use additional initial states to probe the underlying system. This leads to increasing the number of trajectories from 2 to 16, starting from 16 different initial states. The statistics of modeling on the enlarged data set is also shown in for the nodes shown.
After increasing the number of trajectories, the model is significant for the data set, Table 3 . But the p Shapiro -value ( 0.05) suggests non-normality of the residua and thus a bias could exist due to the insufficient complexity of the DDS model. This pushed the modeling to proceed from the linear to the quadratic. After we applied the quadratic model to the 16 trajectory data set, we obtained further modeling improvement as shown in Table 4 
DDS modeling of the yeast pheromone pathway
We applied our model evaluation procedure on a real biochemical reaction network model for the yeast pheromone pathway [13] to illustrate the effectiveness of the statistical procedure. The biochemical reaction network is composed of about 35 nonlinear ODEs for the proteins and enzymes involved. Each protein constitutes a node in the network. The set of ODEs, encoded in the SBML, is indexed as BIOMD0000000032 from the BioModels database [15] .We used the MATLAB SBML Toolbox [16] to simulate noisy trajectories. We added biological noise with strength shown in Table 5 and measurement noise (σ m = 0.2) to the original ODEs. Then we performed simulation of the ODE model starting from an initial state, and collected data between 0 and 4 minutes with 10 time steps in 3 trajectories, shown as circles in Fig. 5 . After we reconstructed a linear DDS model from the simulated data from the yeast pheromone pathway, the residual for most nodes are not normally distributed. Then we moved up to use the first-order quadratic DDS model, Eq. (2).
We estimated the first three modules -the receptor activation, the G protein cycle, the complex formation involving Ste5 -in the yeast pheromone pathway, from the simulated trajectories (Fig. 5) . The maximum number of parents is 4, but the product of two molecules in the quadratic model was counted as only one parent. Figure 5 shows the observations and the model predictions of some sample proteins made by both the transition-and the trajectory-based modeling. Table 5 . Statistics of the reconstructed DDS model from simulated noisy data generated in the yeast pheromone pathway.
other nodes are not satisfactorily modeled. There maybe at least two reasons for the latter: the network simulation is incomplete in covering various aspects of the system dynamics; and some nodes have highly linearly correlated dynamics even under no noise, so that the parent selection performance may be negatively influenced. The strategy to overcome the two disadvantages is to perform simulation from various initial states and apply variable clustering before DDS modeling.
Conclusion
Based on the analysis on the residual between model predictions and observations, a data-driven model evaluation procedure based on a statistical hypothesis testing was introduced. This procedure can evaluate a dynamical system model by answering the question whether an entire model or a part of it is supported significantly by the data. One can either further improve the model by increasing its complexity, or decide that the data are too noise to draw any conclusion and further data collection is entailed. Only after this iterative model development procedure, the model for an entire biological network or a partial network can be transferred to a wet lab for biological validation.
