The direct method developed in the first paper (J. Comp. Sci. Tech. 6 (2012), 147-156) to solve the finite-difference systems for Poisson's equation is extended to the cases with more complex boundary conditions. The first case is the plasma reactor of the international standard and the second is the three-dimensional plasma reactor. In the first case the computer execution time for the present method is 1 to 3% of the time for SOR with Chebyshev acceleration. In the second case the computer time for the present method is nearly the same as that for FFT method.
Introduction
Electronics industry is requesting PIC/MC simulations (1) , (2) of materials processing plasmas with realistic dimension and complexity. (3) The electric field in plasmas is governed by
Poisson's equation. To answer the request we need a quick and accurate solver of Poisson's equation subject to complex boundary conditions. In the previous paper (4) we considered the simplest boundary condition for the axisymmetrical Poisson's equation. Here we treat more complex cases. We first consider the representative plasma reactor named GEC cell (Gaseous Electronics Conference cell) (5) , that has been widely used among theoreticians and experimentalists as the international standard. Here the finite-difference systems for the axisymmetrical Poisson's equation for this plasma reactor are solved by extending the previous direct method. (4) The computer execution time for the obtained method is compared with that for SOR with Chebyshev acceleration. Adopting the double precision computation, we used a single processor (class s, 100 GFLOPS) of the vector supercomputer NEC SX-9 in Cyber Science Center of Tohoku University. The processor has a function of automatic vector operation. We employed the function but did no efforts to enhance the vector operation ratio. Two sample calculations were performed : (1) 143000 grid points and (2) 358000 grid points. In case (1) the computer time 0.22s for the present method is 2.6% of the time for SOR and in case (2) the time for the present method is 1.1% of that for SOR. Secondly, the finite-difference system for three dimensional Poisson's equation is solved by extending the previous direct method. (4) The computational domain is the box with 50 × 50 × 50 grids. The finite-difference system is solved by the present method and also by the FFT(fast Fourier-transform) method. The computer time 0.37s for the present method was nearly equal to the time 0.34s for the FFT. Note, however, that the FFT method is applicable only to very simple boundary conditions. The direct method in the first paper can be extended to problems with geometry more complex than in this paper. Since such a task of making the algorithm may take time, however, it appears to be better to use the algorithm in Section 2 in the first paper, which is applicable in principle to any band matrix resulting from complex geometry. Figure. 1 shows GEC cell. This is a typical plasma reactor for etching or sputtering used in semiconductor industry. Two electrodes with radii R 1 and R 2 are in the circular cylinder with radius R. The surface of the lower electrode is at z = H 1 and that of the upper electrode is at z = H 2 . The height of the reactor is H.
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Axisymmetrical GEC cell
In the axisymmetrical coordinates system Poisson's equation is
where the domain is 0 ≤ r ≤ R and 0 ≤ z ≤ H. We choose the boundary conditions as follows
If we think of Φ I,J as Φ (IΔr, JΔz), the difference equation takes the form We emphasize that the FFT method is not applicable in solving (3) because of complexity of the boundary conditions. A sample of grid points and serial grid numbers is shown in Fig.1 ( II ) Middle region: H 1 < z < H 2 and 0 ≤ r ≤ R. We put M grid points and U 2 grid points in the r-and z-direction respectively. The number of grid points in this region is N 2 (= MU 2 ).
(III) Upper region: H 2 ≤ z ≤ H and R 2 ≤ r ≤ R. We put N grid points and U 3 grid points in the r-and z-direction respectively. The number of grid points in this region is N 3 (= NU 3 ).
The total grid points in the domain amount to
. This is the number of unknowns. In the lower region the serial grid number j for the grid point (I, J) is
Note that j increases with decreasing I. See Fig. 1 . In the middle region the serial grid number is
In the upper region the serial grid number is
Let us write x j = Φ I,J . Then we have x j+1 = Φ I−1,J and x j−1 = Φ I+1,J . In the lower region (3) takes a general form
where f j = (Δr) 2 g I,J and
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Regard f j as the quantity after correction of the boundary condition. For convenience' sake we left null
., N 1 lie in the middle region.
In the middle region (3) takes a general form
where d j , a 1, j , and b 1, j are given by (5) and a M, j = b M, j = β. Correction of (7) due to boundary conditions (2a), (2b), (2e), and (2f) is as follows. Equation (2a) requires the replacement
That is,
Other replacement is
After the replacement we remove the relevant terms of a 1, j x j+1 , b M, j x j−M , and a M, j x j+M from (7). Also we remove b 1, j x j−1 for I = M and
Note that the first term of (8a) has this form because the grid point j − L is in the lower region.
Regard d j , b 1, j , and f j relevant to the boundary conditions as the quantities after correction. Also we have left certain null a 1, j 's and b 1, j 's in (8) .
In the upper region a general form is
Equation (2h) requires the replacement
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The resulting system of equations is
Regard f j as the quantity after correction of the boundary condition. Also, we left null a 1, j 's and b 1, j 's in (10) for convenience' sake. The total system of equations consists of (6), (8), and (10). The coefficients matrix has the form in Fig. 2 .
Let us follow the procedure described in Section 3 of the previous paper. (4) We eliminate
.., x n−1 in turn from the system of equations. As before, the index k means the set of equations that does not include x k . Let j = k + l, where l = 1, 2, ..., L in the lower region, l = 1, 2, ..., M in the middle region, and l = 1, 2...., N in the upper region. Here we give only the equations for l = 1, which are required in obtaining the solution. Let j be k + 1. Starting from (6a), we obtained 
where
where 
In case of k = 1 the required coefficients are d 
The procedure of obtaining the solution may be clear. Obtain the coefficients for k = 1, 2, ..., and we have x n , x n−1 , ..., x 1 by using (11j) to (11a), and (6a).
Effectiveness of the method was examined by solving a sample problem. The choice of the reactor dimension is R = 200, R 1 = 120, R 2 = 100, H = 280, H 1 = 100, and H 2 = 200. The right -hand side of the system of (6), (8) , and (10) was determined by substituting (x 1 , x 2 , ..., x n ) of
into the left-hand side. The solution (X 1 , X 2 , ..., X n ) was first obtained for Δr = Δz = 0.5, for which n = 143041. The computer execution time t was 0.22s and the relative error ε defined by
was 3.8 × 10 −12 .
The solution was also obtained for Δr = 0.5 and Δz = 0.2, for which n = 358201. The time t was 0.56s and the error ε was 1.1x10 −11 . The computer time and the error of this order are more than enough for PIC/MC simulations of processing plasmas.
(1), (2) The computer execution time for the present method was compared with that for SOR with Chebyshev acceleration. (6) This SOR is adopted because the optimal over relaxation parameter is given explicitly as a function of Jacobi spectral radius. That is, there is no ambiguity in choosing the optimal relaxation parameter. The error limit ε of SOR is set to 10 −7 . In case of n = 143041 the computer time for SOR was 39 times larger and in case of n = 358201 the time for SOR is 92 times larger than that for the present method.
Three-dimensional plasma reactor
Three-dimensional PIC/MC simulations have been requested in plasma processing.
(3), (7) A quick solver of 3D Poisson's equation for electrical potential Φ central-difference representation of (15) becomes
where We introduce the serial grid number j instead of (I, J, K)
where j = 1, 2, ..., n and M = mm y , Mm z (= n) being the number of unknowns. If we replace
, and x j−M = Φ I,J,K−1 . Then (16) takes the form
Taking the null boundary conditions into consideration, we have, from (18)
Here a 1, j x j+1 = 0 for j = m from the boundary condition at x = a. But the term is left for convenience' sake. For j > m we have 
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