The study of planktonic ecosystems is important as they make up the bottom trophic levels of aquatic food webs. We study a closed NutrientPhytoplankton-Zooplankton (NPZ) model that includes size structure in the juvenile zooplankton. The closed nature of the system allows the formulation of a conservation law of biomass that governs the system. The model consists of a system of nonlinear ordinary differential equation coupled to a partial differential equation. We are able to transform this system into a system of delay differential equations where the delay is of threshold type and is state-dependent. The system of delay differential equations can be further transformed into one with fixed delay. Using the different forms of the model we perform a qualitative analysis of the solutions, which includes studying existence and uniqueness, positivity and boundedness, local and global stability, and conditions for extinction. Key parameters that are explored are the total biomass in the system and the maturity level at which the juvenile zooplankton reach maturity. Numerical simulations are also performed to verify our analytical results.
Introduction
Nutrient-Phytoplankton-Zooplankton (NPZ) models are used to describe the bottom two trophic levels of an aquatic ecosystem. As is the case with many ecological models, they range from very simple to very complex. Simple models, such as the Lotka-Volterra system [16] , are beneficial in that one can obtain analytical results more easily, but often suffer from lack of realism. On the other hand, complex models may theoretically represent a more accurate description of reality, but may be difficult or impossible to understand in any general way, and may be useless without precise and accurate parameter values. A lot of structure can be given to an NPZ model, such as size-dependence and spatial dependence, and this structure leads to rich modelling possibilities such as sizedependent parameters and coupling with external factors like fluid dynamics or higher predation. To strike a balance, it may be useful to start with a simple model that focuses on one factor affecting the ecosystem, and use it to obtain analytical results and study general trends. For an introduction in the construction of NPZ models, see [6] .
We will focus on the role of maturity in the juvenile zooplankton population within an ecosystem while keeping all other factors as simple as possible. In this vain, a simple NPZ model is coupled with a standard linear first-order PDE that describes the spectrum of the juvenile zooplankton population as a function of time and maturity. It is a known result that this type of PDE is closely related to delay equations. Examples of population models where time delay is a consequence of age structure can be found in [10] , [1] , [23] , [2] . We will be considering size structure where the rate of growth of the juvenile zooplankton is permitted to depend on the concentration of the phytoplankton. With this assumption, the delay in the related delay equation is not explicitly defined, but rather defined implicitly through a threshold-type condition. Consequently, systems with this type of delay are known as threshold delay differential equations. They have been studied in the case of a single population in [20] and for an insect species in [17] , for example. These models operate under the assumption that maturation occurs when an immature individual accumulates enough of some quantity, such as size or weight. Other applications include red blood cell production [15] and immunology [25] .
Our model is formulated in such a way that biomass is conserved. In other words, we are considering a closed ecosystem with no mass being added to or subtracted from the system. NPZ models with this property have been studied, for example, by [7] and [26] . A typical property of these systems is that the amount of biomass, which is determined by initial conditions, plays a crucial role in determining the types of dynamics that can and do occur. Most notably, an insufficient amount of biomass leads to the extinction of plankton; either the zooplankton only, or both the phytoplankton and zooplankton.
Structured Model
We consider a Nutrient-Phytoplankton-Zooplankton (NPZ) model in which the zooplankton population is split into a mature class and a juvenile class. We will consider the juvenile class as a function of time and maturity, denoted ρ(t, s). Maturity is considered to be an abstract quantity, of which the juvenile zooplankton much accumulate enough in order to enter adulthood. The total concentration of immature zooplankton with maturity levels between s 1 and s 2 at time t is then s2 s1 ρ(t, s) ds. We restrict s to the interval [0, m] , where m is the required level of maturity for adulthood. The nutrient, phytoplankton, and mature zooplankton variables will therefore only depend on time.
Since the zooplankton feed on phytoplankton, we will assume that the growth rate of the juvenile zooplankton depends on the quantity of phytoplankton present in the system. We will denote this dependence as R(P (t)). The following equations model the ecosystem and we will refer to it as the PDE1 model. dN (t) dt = −µP (t)f (N (t)) + λP (t) + δZ(t) + (1 − γ)gZ(t)h(P (t)) + m 0 δ 0 ρ(t, s) ds, (1a) dP (t) dt = µP (t)f (N (t)) − λP (t) − gZ(t)h(P (t)), (1b) dZ(t) dt = R(P (t))ρ(t, m) − δZ(t), (1c) ∂ρ ∂t (t, s) + R(P (t)) ∂ρ ∂s (t, s) = −δ 0 ρ(t, s), (1d)
R(P (t))ρ(t, 0) = γgZ(t)h(P (t)). (1e)
Appropriate initial conditions for these equations are N (0) = N 0 , P (0) = P 0 , Z(0) = Z 0 , ρ(0, s) = ρ 0 (s), (2) where N 0 , P 0 , and Z 0 are nonnegative real numbers and ρ 0 is a nonnegative function on the interval [0, m].
A few basic ecological processes govern the system. Phytoplankton, P , uptake nutrient, N , at a rate that is proportional to the quantity of phytoplankton and a function of the dissolved nutrient, f (N ). Zooplankton, Z, graze on phytoplankton at a rate that is proportional to the quantity of zooplankton and a function of phytoplankton, h(P ). This is marked by a grazing efficiency factor, γ ∈ (0, 1]. Phytoplankton mortality is proportional to the amount of phytoplankton present at the time. Zooplankton mortality is similarly proportional to the amount of zooplankton in the system at that time. Nutrient recycling transforms dead biomass and faecal matter back to the dissolved nutrient variable. Equation (1d) is a standard transport equation [15] with a decay term due to natural mortality. The boundary condition, given in equation (1e), says that the birth rate of the immature zooplankton is equal to some fraction of the biomass obtained by the zooplankton through grazing.
Some assumptions are made on the functional responses. For the phytoplankton nutrient uptake response, we assume f ∈ C 1 and
Similarly, for the zooplankton functional response for grazing on phytoplankton, we assume h ∈ C 1 and
These assumptions on h encompass both Type II (concave down) and Type III (sigmoidal shaped) responses, as described in [12] .
We will also assume throughout that all parameter values are positive (although we will allow δ 0 to be zero) and that µ > λ, γg > δ, so that f −1 (λ/µ) and h −1 (δ/(γg)) exist. It will be assumed that R ∈ C 1 and that it satisfies the following properties.
These assumptions can be justified by laboratory experiments in [14] , where they measured the development rate of the zooplankter Daphnia as a function of F , the amount of available food. They found that the development rate was proportional to F/(F + F half ).
The assumptions on h in equation (4) and the third assumption on R in equation (5) imply that
This puts a bound on ρ(t, 0) as the phytoplankton population approaches zero, as seen in equation (1e).
As previously stated, there is no biomass lost from system (1). We can confirm this by noting that PDE1 model (1) satisfies the following conservation law:
where N T is the total biomass in the system. Given this conservation law, the total amount of juvenile zooplankton can be determined from the total biomass and the quantity of the dissolved nutrient, phytoplankton, and zooplankton. Making the appropriate substitution of equation (7) into (1) yields the following system:
We will refer to this system as the PDE2 model. While the substitution is straightforward, it is important to note that we have now fixed N T . Thus, in order for a solution of system (8) to be the same as a solution to system (1), we must choose initial conditions in (2) that satisfy
In other words, the total biomass, N T , is set by the initial conditions for the PDE1 model (1), so if we treat it as a parameter in the PDE2 model (8), then we have to restrict the possible initial conditions by the relation (9). If we fix N T in system (8) and choose initial conditions that do not satisfy (9) , then the resulting solution is not a solution to PDE1. Indeed, if we define
it can be verified that a solution to (8) satisfies
This implies that if equation (9) is not satisfied (∆(0) = 0), then equation (7) is never satisfied (∆(t) = 0). However, a solution for PDE1 always satisfies equation (7) (∆(t) ≡ 0). We can conclude, however, that a solution to system PDE2 will asymptotically approach a solution to PDE1, assuming that both solutions exist for all time. Due to the simpler nature of the PDE2 model, we will study it instead of the original system, and assume that initial conditions satisfy equation (9) .
[20] studies a model in a similar form to the PDE2 model (8) , although the system is for a single species where the mature population is coupled with its own immature class. The growth rate of the immature class depended on the size of the mature population. [20] reduced the equations so that they became a scalar threshold delay equation. This type of equation has a state-dependent delay due to the fact that a new-born individual must first reach maturity before entering into the adult population. This delay is defined implicitly via an integral which represents the condition for reaching maturity. [20] then uses a clever change of variables to transform the system to a functional differential equation where the delay no longer depends on the state. Due to the similar form of (1) to Smith's model, we will use the same methods to reduce our model to a threshold delay equation and then to a delay differential equation with a bounded and state-independent delay.
Reduction to a Threshold Delay Equation
As in [20] , we can solve (8d) and (8e) for ρ as a function of P and Z using the method of characteristics, and then substitute this solution into (8c). It can be verified that the solution for ρ is
where P t (u) = P (t + u), and τ (s, P t ) is defined implicitly by
Biologically, it is the time it takes for the immature zooplankton to grow to size s as a function of the history of phytoplankton. For example, if the phytoplankton population is at an equilibrium value P (t) = P * for all t, then τ (s, P t ) = s R(P * ) . Substituting ρ(t, m), defined by equation (12) , into (8c) gives a nonautonomous threshold delay equation. Alternatively, we can change our initial conditions from (2) to
for t ∈ [−t 0 , 0], with τ (m, φ 2 ) = t 0 . The initial conditions are shifted in a non-standard way so they correspond with the original PDE1 model (1) . The time t 0 is when all of the immature zooplankton initially present at t = 0 have reached maturity. With these initial conditions, we can restrict ρ(t, s) to S 2 . Then we have the following autonomous system
for t ≥ t 0 , where the function τ is given by equation (13) . We will refer to this system as the TDE model, as systems in this form are known as threshold delay equations. Substituting ρ(t, s) for (t, s) ∈ S 2 into the definition of ∆ in equation (10), we find that
It can be verified that solutions to system (15) still satisfy equation (11) with ∆ defined by equation (16) . In particular, if the initial conditions (14) satisfy
then we have
for t ≥ t 0 . Since initial conditions satisfying equation (17) are the only ones that relate to the original system (1), we will restrict our attention to this particular choice. For later use we define the set (17) is satisfied}.
This is the set of initial conditions that we will consider. That is, we will not study cases where N, P, or Z have initial values equal to zero as we are interested in studying the dynamics when all three trophic levels are initially present. We note that system (15) is a differential equation with locally bounded delay. Since we allow for the case where R(0) = 0, it is possible that the delay becomes arbitrarily large if the phytoplankton population approaches zero. However, for any given state, the delay is bounded for all states within its neighbourhood. Results for differential equations with locally bounded delay can be found in [24] . However, our system is in the form that it my be transformed into a system with state-independent delay as in [19, 20] . We will therefore use this approach.
Transformation to a State-Independent Delay Differential Equation
It is possible to remove the state-dependence on the delay through a clever change in variable, as given in [19, 20] . The transformation is a state-dependent change of the time variable:t
for t > 0, where R * is a typical value of R(P ). With this transformation t − τ (s, P t ) becomes a constant, since fort ≥ s/R * we havê
from the definition of τ in equation (13) .
. That is, the delay no longer depends on the state. Furthermore, we can obtain an explicit equation for τ . Defineτ :
where we have used the substitution
In a similar way, we can invert the time transformation:
With this change of variables, the TDE model (15) is transformed to the following delay differential equation:
fort ≥ T , where T = m/R * andτ (m,Pt) is defined by equation (20) . We will refer to this system as the DDE model. The corresponding initial conditions areN
. Again, solutions corresponding to the PDE1 model (1) should satisfy
For an initial condition that satisfies equation (24) , the solution to system (22) satisfies
for allt ≥ T for which the solution exists.
If we were to apply the time transformation in equation (19a) directly to the PDE2 model (8) , and then proceed with the method of characteristics, we would arrive at the DDE model (22) . In essence, the time transformation removes the dependency of the characteristic curves on P (t), and instead places this dependence on the solutions along the curves. In [21] and [22] , he applies an analogous time transform to a system coupling a single adult population coupled with its corresponding maturity-structured juvenile population.
Since the delay in the DDE model (22) is bounded and state-independent, the standard theory for functional differential equations [11] may be applied.
Existence and Uniqueness of Solutions
In this section, we will develop conditions for there to be a unique solution to the initial value problem for the TDE model (14)- (15) that exists for all time. This will be done by matching it to a corresponding initial value problem for the DDE model (22)- (23). First, define the open set
Standard results on functional differential equations with bounded delay (for example, see [11] ) give us that for (φ 1 ,φ 2 ,φ 3 )
T ∈Ω, the initial value problem (22)- (23) has a unique maximal solution. We can then deduce the following result.
Proposition 5.1 Ifφ 1 ,φ 2 ,φ 3 are positive functions that satisfy equation (24) , then the unique maximal solution to the initial value problem (22)-(23), denoted as (N ,P ,Ẑ)
Proof: Sinceφ 1 ,φ 2 ,φ 3 are positive functions, the result is clearly true for t ∈ [0, T ]. By the properties of R in equation (5) and the definition of the phase space,Ω in equation (26), we find thatP (t) > 0 for allt ∈ [0,ŵ). Suppose there exists
we have that
≥ −δẐ(t), which implies thatẐ(t) > 0 sinceẐ(T ) > 0. In particular,Ẑ(β 1 ) > 0, which is a contradiction, so it must be true thatẐ(t) > 0 for allt ∈ [0,ŵ). Equation (25) then implies thatN (t)+P (t)+Ẑ(t) < N T , which implies thatN is increasing at sufficiently small and positive values ofN (t). Therefore,N (t) > 0 for allt ∈ [0,ŵ). From equation (25) ,N (t),P (t),Ẑ(t) > 0 implies also thatN (t),P (t),Ẑ(t) < N T .
It follows from this Proposition that all solutions are bounded. From the definition of the phase space,Ω in equation (26), standard results for functional differential equations [11] imply that each solution to the initial value problem (22)- (23) either exists for all time or satisfies lim t→ŵ − R(P (t)) = 0.
That is, solutions either exist for all time or approach ∂Ω.
T ∈ D NT , then the solution to the initial value problem (14)- (15) exists for all time and satisfies N (t), P (t), Z(t) ∈ (0, N T ) for all t ∈ [0, ∞).
Proof: Consider the corresponding initial value problem (22)- (23) withφ i (t) = φ i (t) for i = 1, 2, 3 witht and t related through equation (19a). There exists a unique maximal solution (N ,P ,Ẑ)
Using the results in [19] , (N, P, Z)
T is the unique maximal solution to the initial value problem (14)- (15) with
T is bounded by Proposition 5.1, in order for the solution to approach ∂Ω we must have that
This implies that limt →ŵ −P (t) = 0. From equation (22b) and the properties of h and R in equations (4) and (5), there exists a positive A such that
The last part, that N (t), P (t), Z(t) ∈ (0, N T ) for all t ∈ [0, ∞), follows directly from Proposition 5.1 and the fact that (N (t), P (t), Z(t)) T = (N (t),P (t),Ẑ(t)) T .
Equilibrium Solutions
To begin, note that (N * , P * , Z * ) T is an equilibrium solution of the DDE model (22) if and only if (N * , P * , Z * ) T with R(P * ) = 0 is an equilibrium solution of the TDE model (15) . For a fixed value of N T , the system (22) has an equilibrium solution (N (t),P (t),Ẑ(t))
If δ 0 = 0, then these three equations are redundant in the sense that if two are satisfied, then the third is also true. To avoid this problem, we use the conservation law (18) in place of equation (27a). For P * = 0, equilibrium solutions should satisfy However, when δ 0 = 0, equations (28a)-(28c) give the equilibrium solution corresponding to the value of total biomass, N T , in which we are interested, whereas equations (27a)-(27c) do not.
There are two types of equilibrium solutions that can exist:
T . We will say that an equilibrium point exists if all its components are non-negative, as these represent physical quantities. We will only consider Z * 2 > 0 to distinguish between the two types. Note that any equilibrium solution (N * , P * , Z * ) of the DDE or TDE model corresponds to an equilibrium solution (N * , P * , Z * , ρ * (s)) of the P DE1 or P DE2 model, with
The PDE1 and PDE2 models admit the solution (N, P, Z, ρ(., s))
T to the TDE model (15) or the DDE model (22) since neither model is defined for P ≡ 0. However, it is possible for these models to asymptotically approach the point (N T , 0, 0)
T . For this reason, we will define the point e 0 = (N T , 0, 0) T , where the lower case e is for emphasis that this is not an equilibrium solution, but a limit point.
The Phytoplankton-only Equilibrium E 1
Considering E 1 , we see that Z * = 0 implies that (28c) is satisfied. Then, for positive P * 
Note that as N T increases, P * 1 increases linearly while N * 1 remains fixed. That is, while E 1 is a stable equilibrium, increasing the total biomass in the ecosystem increases the phytoplankton population while the dissolved nutrient remains fixed.
The Phytoplankton-Zooplankton Equilibrium E 2
For the equilibrium E 2 , we have that Z * 2 > 0, so it is required that γge
in order for (28c) to be satisfied. This is true if and only if
Given m, P * 2 is defined implicitly through this equation. Under the assumption that R and h are both increasing and saturating functions, we can see that P * 2 increases with m, P * 2 = h −1 (δ/γg) when m = 0, and P * 2 → ∞ as m ր R ∞ ln(γg/δ)/δ 0 . There is no solution for m larger than this value. However, if m ∈ [0, R ∞ ln(γg/δ)/δ 0 ), then there is a unique positive value P * 2 that satisfies (30).
Assuming that m ∈ [0, R ∞ ln(γg/δ)/δ 0 ), we find that (28b) is satisfied if and only if
with P * 2 fixed and given by (30). We can see that N * 2 increases with increasing N T and that N * 2 = N T 1 when N T = N T 1 + P * 2 . Therefore, E 2 exists and is unique if and only if m ∈ [0, R ∞ ln(γg/δ)/δ 0 ) and N T > N T 2 where Table 1 : Parameter values used for all computations with P * 2 defined through equation (30). Since N T 2 > N T 1 , the existence of E 2 implies the existence of E 1 . As N T is increased, P * 2 is fixed while N * 2 and Z * 2
increase. Figure 1 shows how the dominant equilibrium solutions change as the total biomass increases. We use parameter values given in Table 6 .2, which were taken from [18] . We consider the case where R(P ) = P/(P + 0.159) and various values of m. The top three plots are for δ 0 = 0 and the bottom three are for δ 0 = δ. We see that N * = N T and P * = Z * = 0 for N T < N T 1 (e 0 is plotted). Then for N T 1 < N T < N T 2 (E 1 is plotted), P * increases linearly with N T while N * is fixed at N T 1 and Z * is fixed at 0. Then for N T > N T 2 (E 2 is plotted), P * is fixed and N * and Z * increase with N T , though Z * saturates and N * increases indefinitely. Note that N T 2 depends on m when δ 0 = 0, but not when δ 0 = 0. Also, P * is independent of m when δ 0 = 0, but changes for N T > N T 2 when δ 0 = 0. The value to which Z * saturates does not change with m when δ 0 = 0, but increases with m when δ 0 = 0.
Linearization and Characteristic Equation
In this section, we will show that a general threshold delay equation and its corresponding delay differential equation, as in [19] , have identical linearizations about an equilibrium solution.
Consider the threshold delay equation in the general form
and the corresponding functional differential equation
where f and K are differentiable, and K * is a typical value of K. Results on the linearization of state-dependent delay differential equations with bounded T is plotted delay can be found in [4] . These results apply to systems with bounded delay, which do not apply necessarily apply directly to the system here. Nevertheless, we will show that applying the linearization procedure for a state-dependent delay system with bounded delay to system (31) yields the same linearization as linearizing system (32) in the standard way for fixed delay systems. Let x * be an equilibrium solution of equations (31) and (32). That is, a constant function such that f (x * , x * , τ * ) = 0 where τ
By setting the state-dependent delay to its equilibrium value, and linearizing equation (31) as in [4] , we obtain
where D i f is the derivative of f with respect to its ith argument and 
where
Without any loss of generality, we can set K * = K(x * ). Indeed, this would be the natural choice of K * if we were interested in solutions near a given equilibrium. Then it can be see that equations (33) and (35) are identical.
We can check that (34) is correct by verifying that
where h ∈ C[−r, 0] for some r > τ (φ) for all φ in a neighbourhood of x * . Here, ||.|| is the usual sup norm. We proceed as follows:
Under the assumption that K ∈ C 1 , it is true that K(
where ||.|| E is the Euclidean norm on R n . Then
Then by the definition of τ :
So it can then be seen that
from the properties of G.
To verify equation (36), we check that
This follows from the definition ofτ in equation (32) and the fact that for
for some functionĜ that satisfies
In particular, the linearized system for our model ( (15) or (22)) about an equilibrium solution (N * , P * , Z * ) T with R * taken to be R(P * ) is
, and T = m/R(P * ) = τ (m, P * ) =τ (m, P * ). Substituting y(t) = ve st into (40), with v ∈ R 3 , we can obtain the characteristic equation:
If all values of s that satisfy equation (41) have a negative real part, then (N * , P * , Z * ) T is an asymptotically stable equilibrium solution of system (22) [11] . Due to the equivalence of systems (15) and (22), they are asymptotically stable under identical conditions. Thus, we can use the characteristic equation (41) to obtain asymptotic stability in system (15) . Therefore, if all values of s that satisfy equation (41) have a negative real part, then (N * , P * , Z * ) T is an asymptotically stable equilibrium solution of system (15).
Stability and Extinction

Conditions for the Extinction of Plankton
It is possible for the solutions to the TDE model (15) to approach the point e 0 = (N T , 0, 0)
T . To show this, we will use the following Lemma.
Lemma 8.1 If (N (t), P (t), Z(t))
T is a solution to system (15) such that lim t→∞ P (t) = 0, then lim t→∞ (N (t), P (t), Z(t)) T = (N T , 0, 0) T .
Proof:
Assume that lim t→∞ P (t) = 0. The term e −δ0τ (m,Pt) is clearly bounded. Also, by Proposition 5.2, Z(t − τ (m, P t )) < N T , so this term is also bounded. From the properties of h and R in equations (4) and (5), there is a function, w, such that lim t→∞ w(t) = 0 and dZ(t) dt < w(t) − δZ(t) for t ≥ t 0 . Integrating this inequality, we obtain Z(t) < e −δ(t−t0) Z(t 0 ) + e −δt t t0 e δu w(u) du.
In the case where
e δu w(u) du < ∞ it is obvious the final term approaches zero as t → ∞. Otherwise, we can apply l'Hôpital's rule and get the same result. Since Z(t) > 0 by Proposition 5.2, we have that lim t→∞ Z(t) = 0.
The result then follows from the conservation law (18) if it is true that
If lim t→∞ τ (s, P t ) < ∞, then Z(t − τ (s, P t )) → 0 and the result immediately follows. If lim t→∞ τ (s, P t ) = ∞ then e −δ0τ (s,Pt) → 0 and the result follows. This also implies that ifP (t) in the solution to the DDE model (22) reaches zero in finite time, thenẐ(t) reaches zero at the same finite moment in time. This is because the transformation maps t = ∞ tot =ŵ < ∞.
The following Proposition shows conditions for the extinction of plankton. Proof: From (15b), we have that dP dt < µf (N T )P (t)− λP (t). Then N T < N T 1 implies that µf (N T ) − λ < 0, which implies that P (t) < P (t 0 )e (µf (NT )−λ)(t−t0) . Since P (t) > 0 from Proposition 5.2, lim t→∞ P (t) = 0. The result then follows from Lemma 8.1.
Global Stability of E 1
Here we will show conditions for the global stability of E 1 . Consider the following Lemma.
T ∈ D NT and denote (N, P, Z) T : [0, ∞) → R 3 as the solution to the initial value problem (14)- (15) . If N T > N T 1 , then for any constant β > N T − N T 1 , there exists a t 1 ≥ t 0 such that P (t) < β for all t ≥ t 1 .
Proof: Fix β < N T − N T 1 . From the conservation law (18) and Proposition 5.2, N (t) < N T − P (t). Then for P (t) ≥ β we have
for P (t) ≥ β. Therefore there exists t 1 ≥ t 0 such that P (t) < β for all t ≥ t 1 .
as the solution to the initial value problem (14)- (15) .
Proof: Note that µf (N * 1 ) − λ = 0 and P *
We have that V 1 (t) ≥ 0 for P (t) > 0. Taking the derivative along solutions to the TDE model (15), we obtain
for some positive constant M . This M exists because N (t) and P (t) are bounded and from the properties of h in (4) . Then consider the function
We have that V 2 (t) ≥ 0. Choose β ∈ (N T − N T 1 , P * 2 ). Then by Lemma 8.3, there exists t 1 ≥ t 0 such that P (t) < β for t ≥ t 1 . This implies that
where we have used that
, h(P (t)) < h(β), and e −δ0τ (m,Pt) < e −δ0τ (m,β) for t ≥ t 1 . Setting V (t) = V 1 (t) + M+M1 α V 2 (t) where M 1 > 0, we have that V (t) ≥ 0 and that
for t ≥ t 1 . Integrating, we obtain that
Since V (t) and the above integrand are nonnegative, and since the inequality (42) must be true for all time, it follows that
By Barbȃlat's Lemma [8] , it must be true that N (t) → N * 1 and Z(t) → 0. By the conservation law (18) it then follows that P (t) → P * 1 . The attractivity of E 1 has thus been shown. However, Proposition 8.4 does not address its stability. Let (N, P, Z)
T : [0, ∞) → R 3 denote the solution to the initial value problem (14) - (15) . We will consider an equilibrium point E to be asymptotically stable if for any ε > 0, there exists a neighbourhood N ε around E such that if (φ 1 , φ 2 , φ 3 ) ∈ D NT ∩ N ε then ||(N (t), P (t), Z(t)) T − E|| < ε for t ≥ t 0 and lim t→∞ (N (t), P (t), Z(t)) T = E. We will use the linearization of the TDE model (15) to prove the following Proposition.
T exists. The characteristic equation of the corresponding linear system is
The first two factors give two negative real eigenvalues. Since N T < N T 2 , it is true that γgde −δ0T < δ. Set s = α + iω for real α and ω and assume that α ≥ 0. We have that s+δ−γgde −(δ0+s)T = 0 if and only if α+iω+δ = γgde −(δ0+α+iω)T . Squaring the modulus of both sides we obtain
which implies α < 0. This contradiction shows that there are no solutions with nonnegative real part. Since all the eigenvalues have negative real parts, E 1 is asymptotically stable. The global attractivity together with the local stability of E 1 for N T 1 < N T < N T 2 shows that E 1 is globally asymptotically stable on D NT .
Stability of E 2 : No Delay
If m = 0 then the zooplankton are considered mature immediately at birth. In this case there is no delay and system (15) is just a system of ordinary differential equations. In [13] , we showed that if h has a negative second derivative (a Type II response) and f has a negative second derivative, which is the case we will consider in the following sections, there is a unique N T 3 > N T 2 such that E 2 is asymptotically stable if N T 2 < N T < N T 3 and unstable if N T > N T 3 . This value of N T 3 is independent of δ 0 and the functional form of R(P ), since m = 0 implies that δ 0 and R(P ) do not play a role in system (15) under the assumption that (φ 1 , φ 2 , φ 3 ) ∈ D NT .
Stability of E 2 : State-Independent Delay
Consider the case where R(P ) is constant. That is, the growth rate of zooplankton is independent of the phytoplankton population. Without loss of generality, we will assume m has been scaled so that R(P ) = 1. In this sense, m has dimensions of time, and represents the age at which zooplankton reaches maturity. In this case, the delay is no longer state-dependent and is fixed at τ = m.
Due to the complicated nature of the resulting characteristic equation, we use numerical methods to study the stability of E 2 (both here in the stateindependent delay case and in the following section, which deals with the statedependent delay problem). We use the parameter values in Table 6 .2.
By setting s = iω in the characteristic equation (41) and allowing the m and N T parameters to vary, we can find solutions where the eigenvalues have zero real part. These represent critical points where stability might switch. Since the characteristic equation is complex valued, it gives us two equations that need to be satisfied. The equilibrium equations change with changing m and N T , so (28) gives us three more equations to solve. We then have six unknowns: N * , P * , Z * , m, N T , ω. We can then find one-dimensional curves where the five equations are satisfied, using pseudo-arclength continuation [9] . Note that if (N * , P * , Z * , m, N T , ω) solves the five equations then ω represents the frequency for solutions to system (15) near the corresponding equilibrium solution (N * , P * , Z * ) when the size at which the immature zooplankton reach maturity is m and the total biomass is N T . Figure 2 shows regions in the m − N T plane where the equilibrium solutions exhibit different behaviour. This was done for two cases: δ 0 = 0 (left in Figure  2 ) and δ 0 = δ (right in Figure 2 ). The former case represents the situation where the immature zooplankton have a zero death rate. That is, we ignore the possibility of them dying before reaching maturity. In region 1 we have that E 1 
and E 2 do not exist. This region is the same, regardless of the value of δ 0 . In region 2, E 1 exists, but E 2 does not. This region does depend on the value of δ 0 , as a larger δ 0 requires more biomass for the E 2 equilibrium to exist. Region 3 shows where E 1 and E 2 exist. We note that R ∞ ln(γg/δ)/δ 0 ≈ 19.77, which is an upper limit for m when δ 0 > 0. The solid curves shows the values of m and N T where the linearized system has an eigenvalue with zero real part. The subset of region 3 below the solid curves represents values of m and N T where the E 2 equilibrium is asymptotically stable. This follows from the continuity of the eigenvalues with respect to parameter values and the fact that there are no eigenvalues with nonnegative real parts when m = 0 and N T 2 < N T < N T 3 (between where the upper dotted curve intersects the vertical axis and where the solid curve intersects the vertical axis).
These regions are all fairly independent of m when δ 0 = 0. That is, if the juvenile zooplankton have a zero death rate, then the required level of maturity has little effect on the stability of the equilibrium solutions. However, when there is positive death rate for the immature zooplankton, the required level of maturity plays a more important role. We see that critical values of total biomass increase with increasing m. Figure 3 shows the frequencies that correspond to the curves in Figure 2 . These are the imaginary parts of the eigenvalues with zero real parts along the curves. For values of m and N T near the solid curves in Figure 2 , we would expect a slow growth or decay rate in the solution to system (15) when it is near the equilibrium solution, and for it to have a frequency close to the corresponding value of ω in Figure 3 . As before, region 1 is where neither E 1 nor E 2 exist. Region 2 is where E 1 exists, but E 2 does not. Region 3 is where both E 1 and E 2 exist. The solid curves are where there is an eigenvalue with zero real part for the system linearized about E 2 . Hence, the subset of region 3 beneath the solid curves represents the values of m and N T where the equilibrium solution E 2 is asymptotically stable.
We can see that the case where l = 0.01 is very similar to the case R(P ) = 1, shown in Figure 2 . This is due to the fact that l in this case is small enough relative to P so that R(P ) is approximately constant.
When l is increased to 0.159, its value is no longer small relative to typical values of P (see Figure 1) . In this case, the delay has a stronger dependence on the quantity of the phytoplankton.
We see many more curves in the case of δ 0 = 0. The minimum values of N T for each of these curves increases slightly as m is increased. For l = 1.00 there are about an order of magnitude more curves. The minimum values of N T for these curves increases more as m is increased, which creates an overall larger region of stability than when l = 0.159.
For l = 0.159 and δ 0 = δ there is a single curve that loops three times. In fact, we observed that l = 0.01 is a single curve with three loops as well, but we would have to plot it for N T values much larger than 100 in order to see this. As we vary l from 0.01 to 0.159, we see this loop become tighter. As l increases to 1.00, the loops either vanish or become smaller than what can be detected at this scale. Either way, we get a much simpler region of stability, even though a larger value of l means that the delay has a stronger dependence on the quantity of phytoplankton. Figure 5 shows the corresponding frequencies to the curves in Figure 4 . In this figure, ω is the imaginary part of the eigenvalues with zero real parts. In the case where δ 0 = 0, it is true that the characteristic equation is periodic in m in the sense that if the characteristic equation is zero when m = m 0 , then it is also zero when m = m 0 + 2nπR(P * )/ω. This is because m only appears in the characteristic equation in the form e imω/R(P * ) . This periodicity can be easily seen in Figure 5 when δ 0 = 0. Since changing l by an order of magnitude changes R(P * ) by an order of magnitude, we get an order of magnitude more curves for the same range of m.
Numerical Simulations
In order to verify some of the results from the previous section, we performed a series of numerical simulations. Rather than simulating system (15) directly, we simulated (22) and then transformed the resulting time series using equations (19b)-(19d) and (21) . System (22) was simulated with a second-order method, which included numerically solving the integral (20) using a trapezoidal rule.
The simulations allowed us to verify the regions of stability for E 2 that were computed numerically. For instance, we varied values of m and N T near the solid curves in Figure 4 . The initial conditions for the simulation were chosen close to the equilibrium solution E 2 . For values of m and N T that were in a stable region, we verified that the time series of the simulation decayed in time. For values of m and N T that were in an unstable region, we verified that the time series of the simulation grew in time. Many tests were done for various values of l and for δ 0 = 0 and δ 0 = δ, and no inconsistencies were found. That is, the simulations always agreed with the numerical bifurcation analysis. Figure 6 shows one such verification. For l = 0.159, δ 0 = δ, and m = 6, Figure 4 predicts that E 2 should be stable for N T = 10 0.49 and unstable for N T = 10 0.51 . On the left in Figure 6 , the simulation for N T = 10 0.49 indeed suggests that the equilibrium solution is stable. On the right in Figure 6 , the simulation for N T = 10 0.51 suggests that the equilibrium is unstable. While such simulations are by no means a proof of stability, it is still reassuring that they agree with the predictions from the numerical bifurcation analysis. Thus, we might expect the solution to exhibit up to five frequencies. In Figure  7 we see that the solution is very irregular, which is not surprising given the predicted spectrum shown in Figure 3 . Figure 4 : The solid curves are where the linearized system has an eigenvalue with zero real part for R(P ) = P P +l for various values of l and δ 0 = 0 (left) and δ 0 = δ (right). Region 1 is where E 1 and E 2 do not exist. Region 2 is where E 1 exists, but E 2 does not. Region 3 is where E 1 and E 2 exist. The subset of region 3 under the solid curves is where E 2 is asymptotically stable 
Discussion
We have looked at a model of a closed planktonic ecosystem that depends on the maturity structure of the immature zooplankton. Using techniques in [19] and [20] , we were able to transform the model into a delay differential equation with a state-dependent threshold-type delay or a delay differential equation with a state-independent delay. Such transformations allowed us to use results readily available from the theory of delay differential equations to study the qualitative features of the model, such as existence and uniqueness of solutions, boundedness, persistence, and stability. For instance, we showed that solutions exist for all time, remain positive, and are bounded, which are desirable features for an ecological model to have.
Being able to represent a system in a variety of ways is very beneficial from a mathematical perspective, as we are able to choose the framework that is most convenient for the situation at hand. For instance, the state-independent delay differential equation was useful for applying well-established theory for functional differential equations with fixed delay, as well as performing numerical simulations. The state-dependent threshold differential equation was convenient for computing the linearization and for arguing qualitative results. The partial differential equation was useful since it represents the model in its most intuitive form, and therefore offers the best framework for interpreting results.
Furthermore, in a practical sense, the different models offer flexibility in what initial data is required for numerical simulations. For instance, in some situations it may be convenient to measure the spectrum of the juvenile zooplankton at a given time, while in other situations it may be more convenient to measure the histories of the phytoplankton and mature zooplankton over a sufficiently long time interval. Since it is possible to transform between the PDE and TDE models, the type of data obtained for the initial conditions does not necessarily dictate which equations we need to use to simulate the ecosystem.
A key parameter in the study of closed ecosystems is the amount of biomass, which is fixed by the initial conditions. General results include the existence of two critical values of the total biomass. The first is the minimum amount needed to sustain the phytoplankton population, which we have called N T 1 . If the biomass is less than N T 1 , then the phytoplankton and zooplankton both become extinct, as there is not enough biomass to sustain their populations. Conversely, if the biomass is greater than N T 1 , then the phytoplankton do not become extinct. The second critical value of the total biomass, which we have called N T 2 , is the minimum amount needed to sustain the zooplankton population. If the total biomass is less than N T 2 then the zooplankton population becomes extinct, but does not if the biomass is greater than N T 2 . We have shown that if the total biomass is greater than N T 1 , but less than N T 2 , then the system globally approaches a unique, phytoplankton-only equilibrium solution that depends on the total biomass. Future work might include further study of the system when the biomass is greater than N T 2 , including a formal study of weak/strong (uniform) persistence [3] and possibly global behaviour of solutions. Here, for N T > N T 2 , we mainly focused on local stability of the unique equilibrium solution with numerical techniques for a chosen set of parameter values.
In the case when the juvenile zooplankton have a zero mortality rate, (δ 0 = 0), the stability results have a strong dependence on the total biomass (N T ) while the required level of maturity (m) is less significant. In essence, it seems that the time to maturity does not matter if juvenile zooplankton are not being lost due to mortality. However, when we allow them to have a positive mortality rate (δ 0 > 0), the required level of maturity becomes more important with regards to stability. In this case, Figure 4 suggests that m must increase with N T in order to maintain stability of the phytoplankton-zooplankton equilibrium.
As well as stable behaviour, the model ecosystem can simple exhibit periodic solutions as well as more complicated dynamics. We saw complicated orbits in many cases where parameters were such that the characteristic equation had multiple pairs of eigenvalues that had real parts close to zero.
Further work may include adding structure to the immature phytoplankton population in a similar way to what was done for the immature zooplankton. In [13] , we have included a delay in nutrient recycling while ignoring the structure of the immature zooplankton, but a more complete model would include both of these effects. It may also be worthwhile to see how non-linear closure terms affect the overall behaviour of the system when the zooplankton size-structure is present. An investigation into the role of this closure term in models without such size-structure is given in [5] and is generally considered to be very significant in determining the dynamics that can occur. Spatial structure can also be added, but similar transformations between partial differential equations and delay differential equations may not be possible in this case.
