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Abstract
The filter bank multicarrier modulation based on offset quadrature amplitude modulation (FBMC/OQAM) is being
considered as an eligible technology for future wireless communications. However, the orthogonality may be
destroyed in the presence of multipath fading, and thus, the demodulated data may be affected by inter-symbol and
inter-carrier interference. To restore the orthogonality, it is deemed necessary to either precode the symbols to be
transmitted or equalize the demodulated data. Under severe propagation conditions, both the precoders and
equalizers should perform multi-tap filtering. In this paper, we try to determine whether it is the best choice to
combat the channel at the transmit, or at the receive side. The answer to this question is not trivial, since with data
precoding, the transmit power may increase, while equalization at the receive side may enhance the noise power. To
cast light on this issue, this paper characterizes the average transmit and noise power to determine the influence of
multi-tap filtering on the transmit signal power and on the noise variance. The analysis conducted in this paper
reveals that if multi-tap precoding yields a power increase, then the noise variance would increase with the same
magnitude if the same linear filter was moved from the transmit to the receive side. Therefore, if symbols are properly
scaled when the transmit power increases, there is no degradation due to placing the complexity burden at the
reception rather than at the transmission. To scale the symbols, it is mandatory to know the additional transmit power.
In this sense, a low-complexity method to estimate the power increase is proposed. Simulation-based results confirm
that the estimation is reasonably accurate.
1 Introduction
Networks are evolving in such a way that different sys-
tems with specific characteristics co-exist in the same
area. Cognitive radio networks, where secondary users
share the same spectrum as the primary licensed users, are
a good example. In these systems, secondary users have
to detect the spectrum conditions to transmit on those
bands where the primary user is inactive [1]. In this regard,
there are initiatives to use spectral slots in the professional
mobile radio (PMR) band and white spaces freed up by
the current digital television system. In these scenarios,
the devices that transmit in the unoccupied bands have to
guarantee that no interference will be induced in legacy
primary networks. Therefore, future wireless communica-
tions should be able to transmit in a fragmented spectrum
where different spectral components are unlikely to be
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tightly synchronized. This observation highlights that it
is deemed necessary to utilize spectrally agile waveforms,
and thus, further research beyond the established orthog-
onal frequency division multiplexing (OFDM) technique
is required [2]. It is worth mentioning that due to the
aforementioned features, other modulation formats are
also considered for the next generation systems [3,4].
The filter bank multicarrier modulation based on off-
set quadrature amplitude modulation (FBMC/OQAM),
also known as OFDM/OQAM, is a potential candidate
to satisfy the upcoming needs of future wireless com-
munications [5]. This modulation is gaining momentum
since it achieves maximum bandwidth efficiency as no
redundancy is transmitted. In addition, the data trans-
mitted on each subcarrier can be shaped with frequency
well-localized waveforms, which allow a flexible use of
the spectrum [6]. An efficient implementation of the
FBMC/OQAM scheme for non-contiguous spectrum use,
which is especially relevant in cognitive radio networks, is
presented in [7].
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In summary, FBMC/OQAM exhibits a low out-of-band
emission while the spectral efficiency is not degraded,
which is a desirable feature to protect legacy users
in cognitive radio networks or when perfect synchro-
nization between nodes cannot be attained. However,
the FBMC/OQAM transmit signal induces interference,
which is known as modulation-induced interference or
intrinsic interference. Under ideal propagation condi-
tions, the receiver can recover the data perfectly if the
subband pulses fulfill the perfect reconstruction (PR)
property [5]; thus, interference is eliminated. It must be
mentioned that multipath fading destroys this property,
and as a consequence, inter-symbol interference (ISI) and
inter-carrier interference (ICI) is present at detection.
This highlights that the channel has to be counteracted
to restore the orthogonality. It is well known that in gen-
eral, multi-band processing is required to better cope with
the interference coming from adjacent subcarriers. On
the negative side, the complexity is substantially increased
when subcarriers are jointly processed. The complexity
order is O (LsLt) when each subchannel is equalized after
combining the information received in Ls adjacent subcar-
riers through a multi-band processor that uses Lt taps per
subband. As Ls increases, the number of arithmetic opera-
tions required to counteract the channel increases as well.
Thanks to the good spectral confinement exhibited by the
subcarrier signals, the performance enhancement brought
by the joint processing of Ls = 3 subcarriers is marginal
with respect to the case that Ls = 1 [8]. The improve-
ment could be more significant by increasing Ls beyond
3, yet the complexity would substantially augment. For
this reason, we discard the implementation of multi-band
equalizers, and we focus on filters that equalize the chan-
nel on a per-subcarrier basis. Some examples can be found
in the literature when the channel is compensated at
reception [9-14] or at the transmit side [15].
When the frequency selectivity of the channel becomes
appreciable at the subcarrier level, both the equalizers
and the precoders have to perform multi-tap filtering
to compensate the channel. Otherwise, orthogonality is
destroyed and residual interference terms may signifi-
cantly degrade the performance. Among all the possible
designs, we favor the subband processing based on the
frequency sampling approach described in [9] because it
offers a good trade-off between performance and imple-
mentation complexity. As the authors highlight in [16],
the complexity needed to design the optimum minimum
mean square error (MMSE) equalizer, which is designed
in the time domain [10], is higher while the bit error rate
(BER) is only lower than that achieved by the frequency
sampling method at a very high energy-bit-to-noise ratio
in highly frequency-selective channels [8]. It is important
to mention that the equalizer in [9] can be applied at the
transmitter as it is proposed in [15].
This paper studies the impact of multi-tap filtering in
FBMC/OQAM systems to determine whether it is the
best choice to combat the channel at the transmit or at
the receive side. A similar comparison has been made
in narrowband multiple-input-multiple-output (MIMO)
systems by examining different types of linear process-
ing [17]. Therein, the authors have concluded that the
receive filters outperform the transmit filters for low
signal-to-noise ratio (SNR), while the transmit filters pro-
vide better results for high SNR. The conclusions drawn
in [17] may not necessarily be the same in this paper
because of the characteristics of FBMC/OQAM together
with the fact that we propose to apply the same process-
ing either at transmission or at reception. Regarding the
FBMC/OQAM specificities, it is important to remark that
the FBMC/OQAM signal structure may be responsible for
boosting the power when multi-tap precoders are used.
By analogy, multi-tap equalization may result in noise
enhancement. These two features highlight the necessity
of conducting a new analysis, taking into account the
FBMC/OQAM characteristics. Based on that, the contri-
butions of the paper may be summarized as follows:
• The average transmit power has been characterized
when the channel is pre-equalized at transmission.
• The average noise power has been characterized
when the channel is equalized at reception.
• A low-complexity method to estimate the additional
transmit power is devised when precoders are
designed according to the frequency sampling
approach.
From the closed-form expressions derived in this paper,
we may conclude that if the transmit power increases/
decreases, then the noise variance increases/decreases as
well with the same magnitude, as long as the same fil-
ters are used as precoders or equalizers. This reveals
that if the transmitted symbols are properly scaled when
the transmit processing boosts the power, then there is
no degradation due to equalizing the demodulated data
instead of precoding the symbols to be transmitted. In
view of this discussion, it is of paramount importance to
determine if the power is boosted due to transmit pro-
cessing operations and to state if some normalization is
required. The analysis that has been conducted allows us
to approximately formulate the power as the function of
the statistical expectation of precoders, which depends on
the statistical channel information. Thus, a priori knowl-
edge of channel statistics is required. It is worth men-
tioning that many algorithms, such as the MMSE channel
estimation, alsomake use of channel statistics information
[18]. Alternatively, we may compute the instantaneous
transmit power given the precoders. However, the power
has to be recalculated if precoders are updated to adapt
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to the new channel conditions. Simulation-based results
confirm that the method based on the statistical channel
information characterizes the transmit power with rea-
sonable accuracy. Hence, the proposed method may be
used to determine if the transmitted symbols should be
scaled or not without computing the instantaneous power,
thus reducing the complexity.
The rest of the paper is organized as follows. Section 2
describes a FBMC/OQAM-based communication system
where channel impairments are combated either at the
transmission or at the reception side. Next, Section 3
addresses the design of equalizers and precoders, which
may have multiple taps. The effects of performing multi-
tap filtering are studied in Section 4. To that end, we
provide analytical expressions to determine if multi-tap
precoding boosts the average transmit power and if multi-
tap equalization enhances the average noise power. In
order to validate the closed-form expressions derived
in Section 4, some numerical results are presented in
Section 5. Finally, Section 6 draws the conclusions.
2 Systemmodel
This section is devoted to describing the communication
system that is depicted in Figure 1, which is based on
the FBMC/OQAM scheme [5]. It should be noted that
at the transmit side, the sequence of low-rate symbols
{xm[k]} is divided into M branches. At each branch, the
input symbols are linearly filtered by multi-tap precoders
{bm[k]}. Then, the precoded symbols are fed into the syn-
thesis filter bank (SFB) to perform multiplexation in the
frequency domain. The block diagram of the transmitter
highlights that the SFB consists of a bank of filters that is
built upon the prototype pulse p[n]. In other words, the
subband filters are generated by frequency shifting p[n].
The SFB output may be regarded as the superposition of
M subcarrier signals in time, which is formulated as
str[n]=
∑
k∈Z
M−1∑
m=0
(xm[k] ∗ bm[k]) fm
[
n − kM2
]
, (1)
where fm[n]= p[n] e j 2πmM (n−(L−1)/2). The prototype pulse
is a finite impulse response filter of the order L − 1. The
delay L−12 forces the subband filter to be causal [5]. In
this paper, the pulse p[n] is designed by following the
frequency sampling approach proposed in [19] with an
overlapping factor equal to four, thus L = 4M. The pro-
totype pulse is properly scaled to have unit energy, i.e.,∑
∀n
∣∣p[n]∣∣2 = 1. Note that due to the rate conversion,
different sampling indexes have been used. In this sense,
the index n is used by high-rate signals, while k is uti-
lized by low-rate signals. It is important to remark that
the transmitted symbols are generated by staggering real
and imaginary parts ofMs-ary QAM symbols. Therefore,
the symbols may be represented in the format xm[k]=
dm[k] θm[k], where dm[k] is drawn from a
√Ms-ary pulse-
amplitude modulation (PAM) constellation, and the phase
term is defined as
θm[k]=
{
1 k + m even
j k +m odd . (2)
At the other end of the link, the transmitted signal
is affected by multipath propagation and contaminated
by noise. As a consequence, the received signal is given
by r[n]= h[n] ∗ str[n]+v[n], where h[n] is the channel
impulse response (CIR), and v[n] is the sequence that con-
tains the noise samples. The noise at the receiver input is
circularly symmetric and Gaussian distributed, i.e., v[n]∼
CN (0,N0). To recover the information conveyed on each
subband, the received samples are fed into a bank of fil-
ters, which are matched to the transmit filters, and then
the outputs are downsampled. The output of the qth fil-
ter is given by yq[k]=
(
r[n] ∗ f ∗q [−n]
)
↓M2
. The operation
(.)↓x performs a decimation by a factor of x. To combat
the channel impairments at the receive side, demodu-
lated signals can be processed with multi-tap equalizers{
aq[k]
}
. At the output of the qth equalizer, we receive an
estimation of the transmitted data that is written as
Figure 1 Block diagram of the transceiver.
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xˆq[k] = aq[k]∗ yq[k]=
q+1∑
m=q−1
aq[k]∗ (dm[k] θm[k]) ∗ bm[k]
∗ gqm[k]+aq[k]∗
(
v[n]∗ f ∗q [−n]
)
↓M2
(3)
with
gqm[k]=
(
fm[n] ∗ h[n] ∗ f ∗q [−n]
)
↓M2
. (4)
Since the frequency spectrum of p[n] is confined within
the interval
[− 2πM 2πM ], the subcarrier signals only overlap
with the most immediate neighbors. As a consequence,
the roll-off factor is equal to 1, which implies that the
summation zone in (3) solely encompasses the values{
q − 1, q, q+ 1}. It is important to mention that the effect
of the channel does not widen the bandwidth occupied
by the subcarrier signals. Therefore, the limitation done
in formula (3), in terms of number of included summa-
tion elements, is accurate and does not have any influence
on the performance of the receiver. The assumption that
inter-carrier interference comes from the adjacent sub-
carriers would be wrong only in the presence of very
high carrier frequency offsets. However, we assume that
there is perfect synchronization between the transmitter
and receiver, since we do not want to focus on the influ-
ence of the synchronization errors, rather our goal is to
concentrate on the impact of multi-tap filtering on the
transmit/noise power boost.
To illustrate the good spectral containment exhibited by
the subcarrier signals, Figure 2 shows the power spectral
density (PSD) of the signal transmitted on the tenth sub-
channel when the air interface is based on OFDM and
FBMC/OQAM. The PSD is normalized so that the gain in
the passband region is 0 dB.
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Figure 2 Power spectral density of the tenth subcarrier in OFDM
and FBMC/OQAM systems.
Finally, the real-valued PAM symbols are estimated after
compensating the phase term and extracting the real part,
i.e., dˆq[k]= 
(
θ∗q [k] xˆq[k]
)
. After that, dˆq[k] can be sent
to the symbol demapper.
It is worth noticing that the joint design of precoders
and equalizers is definitely challenging because the sub-
carriers are coupled. Therefore, the subcarriers have to
be jointly optimized, which requires a complexity that
becomes prohibitively high ifM is large. By applying some
bounds, the problem can be simplified as it is demon-
strated in [20], yet the complexity burden is still high.
To alleviate the complexity, we concentrate on two sim-
pler strategies to counteract the channel. The first one
sets aq[k]= 1 for all q and places the complexity at the
transmit side. Then,
xˆq[k] =
q+1∑
m=q−1
(dm[k] θm[k]) ∗ bm[k] ∗ gqm[k]
+
(
v[n] ∗ f ∗q [−n]
)
↓M2
.
(5)
Alternatively, in the second approach, the system exclu-
sively relies on the equalizers to combat the negative
effects of the channel. Thus, (3) is simplified to
xˆq[k] =
q+1∑
m=q−1
aq[k] ∗ (dm[k] θm[k]) ∗ gqm[k]
+ aq[k] ∗
(
v[n] ∗ f ∗q [−n]
)
↓M2
,
(6)
which is obtained by fixing bm[k]= 1 for allm.
3 Subband processing
Under ideal propagation conditions, that is in the absence
of noise and multipath propagation, the symbols can be
perfectly estimated as follows: dq[k]= 
(
θ∗q [k] yq[k]
)
,
without resorting to neither precoders nor equalizers.
However, p[n] has to be designed to satisfy the perfect
reconstruction property [5]. Based on this, it is clear that
the objective of precoding and equalizing the symbols is
to counteract the channel. In other words, the equiva-
lent responses given by bm[k] ∗ gqm[k] and aq[k] ∗ gqm[k]
should be as similar to
(
fm[n] ∗ f ∗q [−n]
)
↓M2
as possible.
For the sake of brevity, from here onwards, we exclusively
focus on the precoding design, yet the same steps can be
taken to design the equalizers. Regarding the optimization
criterion, we have favored the design that is described in
[15], which is based on the frequency sampling approach
proposed in [9]. The rationale behind this choice has to do
with the fact that the frequency sampling approach gives a
satisfactory performance with affordable complexity. The
objective pursued by this precoder is to set its frequency
response to the given target values. In particular, we focus
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on the scheme that fixes the length of the precoders to
be equal to 3, i.e., bm[k] 	= 0 for −1 ≤ k ≤ 1, because
this configuration achieves the best trade-off between
performance and complexity in most scenarios (see, e.g.,
[8,9,15]). As a consequence, the filter bm[k] is designed
to equalize the channel at the following frequency points:
w(−1)m = 2πmM − πM , w(0)m = 2πmM , and w(1)m = 2πmM + πM .
Without the loss of generality, precoders are expressed as
the function of a finite impulse response filter that is mul-
tiplied by a scalar that controls the power allocated to each
subband. In consequence, bm[k]= √αmum[k]. Then, the
following system of linear equations
Ceum =
⎡
⎢⎣ e
−j−π2 (−1) e−j−π2 (0) e−j−π2 (1)
e−j0(−1) e−j0(0) e−j0(1)
e−j π2 (−1) e−j π2 (0) e−j π2 (1)
⎤
⎥⎦
⎡
⎣ um[−1]um[0]
um[1]
⎤
⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H
(
w(−1)m
)∗
∣∣∣H(w(−1)m )∣∣∣2+η
H
(
w(0)m
)∗
∣∣∣H(w(0)m )∣∣∣2+η
H
(
w(1)m
)∗
∣∣∣H(w(1)m )∣∣∣2+η
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(7)
enables us to obtain transmit processing on even sub-
bands. On odd subbands, the problem reads as follows:
Coum =
⎡
⎢⎣ e
−j π2 (−1) e−j π2 (0) e−j π2 (1)
e−jπ(−1) e−jπ(0) e−jπ(1)
e−j 3π2 (−1) e−j 3π2 (0) e−j 3π2 (1)
⎤
⎥⎦
⎡
⎣ um[−1]um[0]
um[1]
⎤
⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H
(
w(−1)m
)∗
∣∣∣H(w(−1)m )∣∣∣2+η
H
(
w(0)m
)∗
∣∣∣H(w(0)m )∣∣∣2+η
H
(
w(1)m
)∗
∣∣∣H(w(1)m )∣∣∣2+η
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(8)
In notation terms, let H(w) be the channel frequency
response evaluated on the radial frequency w. The target
points in (7) and (8), indicated explicitly by the right-hand
side of these formulas, can be selected according to the
zero forcing (ZF) or the mean square error (MSE) crite-
ria. In this regard, we set η = 0 when the ZF approach is
followed. By contrast, the target points used in the MSE
criterion are such that η = N0. Finally, for both criteria,
the vectors are scaled as follows: αm = pm‖um‖22 . The power
distribution can be designed to satisfy different criteria
without violating the constraint
∑M−1
m=0 pm ≤ PS, where PS
denotes the maximum power that can be assigned to one
multicarrier symbol.
When it comes to designing equalizers, the system
of Equations in (7) and (8) can also be used to deter-
mine the value of each tap. Therefore, we obtain am[k]=√
αmum[k]. Now, the scaling factor is independent of the
power distribution and is formulated as αm = 1‖um‖22 .
4 Detrimental effects of multi-tap filtering
The perfect reconstruction property derived in [5] indi-
cates that in the FBMC/OQAM context, the transmit-
ted data can be perfectly recovered at the receive side
under ideal propagation conditions. However, orthogo-
nality properties are only satisfied in the real field. As a
consequence, multipath propagation will certainly induce
ISI and ICI. This justifies the need to counteract the chan-
nel in order to restore the orthogonality. As Section 2
proposes, signal processing techniques aimed at combat-
ing the channel can be performed either at the transmit
or at the receive side. Previous works on this topic have
concluded that multi-tap filtering becomes mandatory if
the channel frequency selectivity is appreciable at the sub-
carrier level [9,10,12-15].Nevertheless, the use of multiple
taps may involve some detrimental effects. When broad-
band processing is applied at the transmitter, the power
emitted might be boosted as if there was no precoding,
because consecutive multicarrier symbols are correlated.
By contrast, the consequence of performing multi-tap
equalization is a possible noise enhancement. It is worth
mentioning that in the FBMC/OQAM context, the power
from the input of the modulator to the channel input is
preserved if the transmit processing is based on single-
tap precoding. That is because the symbols transmitted
in different subcarriers are independent along with the
fact that
∑
∀n
∣∣ fm[n] ∣∣2 = 1 for all m, since the energy of
the prototype pulse is equal to one. In the following, we
will study the effects of multi-tap precoding and multi-
tap equalization on the transmit and the noise power,
respectively.
4.1 Average transmit power
To study the impact of precoding the symbols, we work
with the most general model where the order of {bm[k]} is
higher than 1. Considering that a frame transmission con-
tains N multicarrier symbols, the average transmit power
per frame is given by
PT =
LN−1∑
n=0
E
{∣∣str[n] ∣∣2}
=
LN−1∑
n=0
N−1∑
k,s=0
M−1∑
m,l=0
E
{
(dm[k] θm[k]∗ bm[k]) (dl[s] θl[s]
∗ bl[s])∗
}
fm
[
n − kM2
]
f ∗l
[
n − sM2
]
,
(9)
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where LN = (N − 1)M2 + L accounts for the total number
of samples. It is important to remark that the expectation
is taken over symbols and precoders, which are assumed
to be independent. If E {dm[k] dl[s]} = δm,lδk,s, it follows
that
E
{|str[n] |2} = N−1∑
k,s=0
M−1∑
m=0
E
{
(dm[k] θm[k] ∗ bm[k])
× (dm[s] θm[s] ∗ bm[s])∗
}
fm
[
n− kM2
]
× f ∗m
[
n− sM2
]
(10)
with
E
{
(dm[k] θm[k] ∗ bm[k]) (dm[s] θm[s] ∗ bm[s])∗
}
=
N−1∑
z,t=0
E
{
dm[t] dm[z] θm[t] θ∗m[z] bm[k − t] b∗m[s− z]
}
=
N−1∑
t=0
E
{
bm[k − t] b∗m[s− t]
}
=
min(k,1)∑
r=max(−1,k−N+1)
E
{
bm[r] b∗m[s+ r − k]
}
.
(11)
It is worth mentioning that the variable s in
(10) cannot be omitted because the equality E{
(dm[k] θm[k] ∗ bm[k]) (dm[s] θm[s] ∗ bm[s])∗
} = pmδk,s is
not satisfied. This can be verified by realizing that any two
samples of the sequence dm[k] θm[k] ∗bm[k], which are
evaluated in consecutive time epochs, are correlated. The
term s can only be omitted if precoders have a single tap.
The summation zone in the last equality of (11) has been
reduced since bm[k] is other than zero for −1 ≤ k ≤ 1.
According to (7) and (8), the terms {um [−1] ,
um [0] , um [1]} are function of the channel frequency
response (CFR). Since it is customary to model the taps
of the channel impulse response as random variables, the
CFR evaluated at any given frequency is also a random
variable, and therefore, the taps of the precoders are
random variables that are uncorrelated with the symbols.
Incorporating (10) and (11) into (9) results in
PT =
LN−1∑
n=0
N−1∑
k,s=0
M−1∑
m=0
min(k,1)∑
r=max(−1,k−N+1)
E
{
bm[r] b∗m[s + r − k]
}
×fm
[
n− kM2
]
f ∗m
[
n − sM2
]
=
N−1∑
k,s=0
M−1∑
m=0
min(k,1)∑
r=max(−1,k−N+1)
E
{
bm[r] b∗m[s + r − k]
}
×Rfm
[
(s − k)M2
]
=
N−1∑
k=0
k∑
z=k−N+1
M−1∑
m=0
min(k,1)∑
r=max(−1,k−N+1)
E
{
bm[r] b∗m[r − z]
}
×Rfm
[−zM2 ]
(12)
with
Rfm
[
(s − k)M2
] = ∑
n∈Z
fm
[
n− kM2
]
f ∗m
[
n− sM2
]
=
L−1+min(s,k)M2∑
n=max(s,k)M2
p
[
n−kM2
]
p
[
n−sM2
]
ejπm(s−k).
(13)
From (12), it can be inferred that if precoders have a sin-
gle tap, the average transmit power per frame will read as
PT =
M−1∑
m=0
pmNRfm [0] . (14)
In order to determine if the addressed subband process-
ing leads to an increase of the transmit power, we shall
compare (12) with (14). To simplify the analysis, we first
split (12) into two terms as follows:
PT = PT1 + PT2 (15)
z 	= 0 → PT1 =
N−1∑
k=0
k∑
z=k−N+1
z 	=0
M−1∑
m=0
min(k,1)∑
r=max(−1,k−N+1)
×E {bm[r] b∗m[r − z] }Rfm [−zM2 ]
=
N−1∑
k=0
M−1∑
m=0
E
{
P1m[k]
}
(16)
z = 0 → PT2 =
N−1∑
k=0
M−1∑
m=0
min(k,1)∑
r=max(−1,k−N+1)
E
{|bm[ r] |2}Rfm [0]
=
N−1∑
k=0
M−1∑
m=0
Rfm [0]E
{
P2m[k]
}
.
(17)
From (17), we can infer that PT2 is always positive. By
contrast, (16)may assume negative values, which indicates
that PT1 cannot be expressed in units of power. Since PT
accounts for the transmit power, it follows that PT ≥ 0.
Therefore, if PT1 < 0, the inequality
∣∣PT1 ∣∣ ≤ PT2 will
always be satisfied. Taking into account that the mth pre-
coder has a norm equal to√pm, then P1m[k] and P2m[k] can
be expressed in the form of
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P1m[ k]=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
bm[0] b∗m[1]Rfm
[M
2
]+ bm[−1] (b∗m[0]Rfm [M2 ]+ b∗m[1]Rfm [M]) k = 0
bm[1] b∗m[0]Rfm
[−M2 ]+ bm[0] b∗m[−1]Rfm [−M2 ]+ P1m[0] k = 1
bm[1] b∗m[−1]Rfm [−M] + P1m[1] 2 ≤ k ≤ N − 3
bm[0] b∗m[1]Rfm
[M
2
]+ bm[−1] b∗m[0]Rfm [M2 ]+ P1m[N − 1] k = N − 2
bm[1]
(
b∗m[0]Rfm
[−M2 ]+ b∗m[−1]Rfm [−M])+ bm[0] b∗m[−1]Rfm [−M2 ] k = N − 1
(18)
P2m[ k]=
⎧⎨
⎩
|bm[−1] |2 + |bm[0] |2 k = 0
pm 1 ≤ k ≤ N − 2
|bm[0] |2 + |bm[1] |2 k = N − 1
.
(19)
Then, it follows that
PT2 =
M−1∑
m=0
(
E
{|bm[0] |2}+ pm (N − 1))Rfm [0] . (20)
It is important to remark that the discrete orthogonality
conditions restrict Rfm
[−M2 ] ,Rfm [M2 ] to be real-valued
and Rfm [−M] ,Rfm [M] to be pure imaginary [5]. Using
the fact that p[ n] is real-valued and symmetric around
the sample n = L−12 , it can be deduced from (13) that
Rfm
[M
2
]
,Rfm
[−M2 ] , Rfm[−M] ,Rfm[M] ∈ R. As a result,
Rfm[M] ,Rfm[−M] are only allowed to assume the value 0.
From (13), it can also be demonstrated that Rfm
[M
2
] =
Rfm
[−M2 ] for all m, as well as Rf2m [M2 ] = −Rf2q−1 [M2 ] for
0 ≤ m, q ≤ M2 − 1. Bearing in mind the above discus-
sion and assuming that the orthogonality properties are
satisfied, PT1 can be compactly formulated as
PT1 =
M−1∑
m=0
(N − 1)E {bm[0] b∗m[1]+ b∗m[0] bm[1]
+ bm[−1] b∗m[0]+b∗m[−1] bm[0]
}
Rfm
[M
2
]
.
(21)
Note that
{|um[−1] |22 , |um[0] |22 , |um[1] |22} are positive;
thus, the maximum value that |bm[0] |2 can reach is
lower or equal than pm for any channel realization. Then,
E
{|bm[0] |2} ≤ pm, which implies that
PT2 ≤
M−1∑
m=0
pmNRfm [0] . (22)
Based on this result, the analysis of the transmit power
hinges on the evaluation of the positivity of (21). Hence,
if PT1 < 0, we will conclude that there is no penalty
for using the addressed transmit filters. On the contrary,
if PT1 > 0, we shall scale the symbols so that (14) is
satisfied, which is equivalent to multiplying the symbols
by β =
√∑M−1
m=0 pmNRfm [0]
PT1+PT2 . Taking into account (20) and
(22), we can lower bound the scaling factor as follows:
β ≥
(
1 + PT1N∑M−1m=0 pmRfm [0]
)−1/2
. Nevertheless, it is diffi-
cult to formulate PT1 in a closed-form expression, since
the expectation of a fraction cannot be computed straight-
forwardly. In this sense, Appendices 1 to 4 give details on
how to obtain an approximate value of (21).
One alternative to compensate the possible boost of
power due to multi-tap precoding is to evaluate (21) given
the precoders, which is equivalent to dropping the expec-
tation, and then using this value to compute β . While this
ensures that the power is not increased, it entails the recal-
culation of β whenever the precoder is modified. If we
are able to characterize the expected value of PT1 , then β
does not have to be updated since its value is based on
the statistical knowledge of the channel. The reduction of
the complexity burden justifies the attempt to derive an
analytical expression of (21).
4.2 Average power of the equalized noise
Analogously to the previous section, the average power
of the equalized noise within one subband at the receiver
side will be analyzed in this part. According to Figure 1,
the received signal before the detection process can be
described as
xˆq[k] = aq[k] ∗ yq[k]= Dq[k]+Nq[k]
=
Desired part︷ ︸︸ ︷
q+1∑
m=q−1
(dm[k] θm[k]) ∗ bm[k] ∗ gqm[k] ∗ aq[k]
+
Equalized noise︷ ︸︸ ︷(
v[n] ∗ f ∗q [−n]
)
↓M2
∗ aq[k] ,
(23)
where Dq[k] refers to the desired part of the received sig-
nal, i.e., user data, and Nq[k]=
(
v[n] ∗ f ∗q [−n]
)
↓M2
∗ aq[k]
represents the colored (equalized) noise. Focusing on the
second part of the formula, one can calculate the aver-
age noise power as E
{|Nq[k] |2}. By denoting the first
convolution in the noise term as ζq[k], i.e.,
ζq[k]=
(
v[n] ∗ f ∗q [−n]
)
↓M2
, (24)
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the noise power in the qth subcarrier during the frame
transmission can be represented as follows:
PNq =
N−1∑
k=0
E
{|Nq[k] |2}=N−1∑
k=0
E
{(
ζq[k]∗aq[k]
) (
ζq[k]∗aq[k]
)∗}.
(25)
Taking into account that ζq[ k] 	= 0, for 0 ≤ k ≤ N − 1,
one can rewrite formula (25) in this form:
PNq =
0∑
s,l=−1
E
{
aq[l]a∗q[s]
}
E
{
ζq[−l] ζ ∗q [−s]
}
+∑1s,l=0 E{aq[l]a∗q[s]}E{ζq[N− 1 − l] ζ ∗q [N− 1 − s]}
+
N−2∑
k=1
1∑
s,l=−1
E
{
aq[l]a∗q[s]
}
E
{
ζq[ k − l] ζ ∗q [ k − s]
}
.
(26)
Taking into account relation (24), the expression
E
{
ζq[k − l] ζ ∗q [k − s]
}
can be derived as
E
{
ζq[k − l] ζ ∗q [k − s]
}
= E
{∑
u∈Z
v[u] f ∗q
[
−(k − l)M2 + u
]
×
∑
r∈Z
v∗[ r] fq
[
−(k − s)M2 + r
]}
=
∑
u,r∈Z
N0δr,u︷ ︸︸ ︷
E
{
v[u] v∗[r]
}
× E
{
fq
[
−(k − s)M2 + r
]
× f ∗q
[
−(k − l )M2 + u
]}
= N0
∑
u∈Z
fq
[
−(k − s)M2 + u
]
× f ∗q
[
−(k − l)M2 + u
]
.
(27)
Substituting (27) to (26) and resorting to (13), the fol-
lowing relation is obtained:
PNq = N0
0∑
l,s=−1
E
{
aq[l] a∗q[s]
}
Rfq
[
(s − l)M2
]
+N0∑1l,s=0 E {aq[l] a∗q[s]}Rfq [(s − l)M2 ]
+N0
1∑
l,s=−1
E
{
aq[l] a∗q[s]
}
Rfq
[
(s − l)M2
]
.
(28)
Knowing that aq[k]= √αquq[k] as well as Rfq [M] = 0,
it follows that PNq = PNq1 + PNq2 , where
s = l → PNq2 =
(
E
{∣∣aq[0] ∣∣2}+ E {αq ∥∥uq∥∥22} (N − 1))
×N0Rfq [0] ≤ E
{
αq
∥∥uq∥∥22}NN0Rfq [0]
(29)
s 	= l → PNq1 = (N − 1)N0E
{
aq[0] a∗q[1]+ aq[1] a∗q[0]
+ aq[0] a∗q[−1]+ aq[−1] a∗q[0]
}
Rfq
[M
2
]
.
(30)
For the specific case of an one-tap equalizer, the above
formula can be simplified as PNq = NN0E
{∣∣aq[0] ∣∣2}Rfq
[0]. If bq[k]= aq[k], ∀q, then we can state that the
increase/decrease of the transmit power and the
increase/decrease of the noise power for using multi-tap
filtering coincide because this relation is satisfied
PT1 + PT2
M−1∑
q=0
pqNRfq [0]
=
M−1∑
q=0
PNq1 + PNq2
M−1∑
q=0
NN0E
{∣∣aq[0] ∣∣2}Rfq [0]
. (31)
The denominator on the left-hand side corresponds to
the transmit power, when precoders have a single tap.
The denominator on the right-hand side accounts for the
summation of the average noise power in all subcarriers,
when the length of the equalizers is one. In light of con-
dition (31), we may conclude that if symbols are properly
scaled when the transmit power increases, then there is
no degradation for counteracting the channel at reception
rather than at transmission, as long as the same filters are
used as precoders or equalizers.
5 Numerical results
This section provides some numerical results to pro-
vide insight into the effects of multi-tap filtering. In
particular, we evaluate the average transmit power and
the BER. As for the communication system, we simu-
late the model pictured in Figure 1. As it is proposed
in Section 2, we concentrate on two simpler cases. The
first scenario that is studied is based on a transmulti-
plexer that performs broadband filtering at the transmitter
without equalizing the signals at reception. By contrast,
the second scenario that is assessed is based on a sys-
tem that exclusively hinges on multi-tap equalization to
counteract the channel. Concerning the design criteria, we
have favored the ZF approach described in Section 3. As
Appendix 4 demonstrates, the ZF criterion offers better
analytical tractability than the MSE alternative. Besides,
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the performance difference between ZF and MSE is small,
as it is shown in [9]. As for the system parameters, the
FBMC/OQAM modulation scheme splits the 10-MHz
bandwidth intoM = 1, 024 or 512 subcarriers. The frame
transmission comprisesN = 20multicarrier symbols, and
the sampling frequency is set to fs = 10 MHz leading to
subcarrier spacing equal to 9.76 or 19.53 KHz, depending
on the total number of subcarriers. The channel is gen-
erated following the ITU Vehicular B (VehB) or the ITU
Vehicular A (VehA) guidelines [21]. The transmitted sym-
bols are generated by staggering real and imaginary parts
of complex-valued symbols drawn from the 16-QAMcon-
stellation. It must be mentioned that the study of the
impact that the power distributionmay have on the results
is out the scope of the paper, and thus, the power is equally
split among subcarriers, i.e. pm = 1 ∀m.
5.1 Average transmit power
First, we study the impact of using the multiple-tap filters
described in Section 3 as precoders on the average trans-
mit power. To that end, PT1 is approximately computed
as detailed in Appendix 1. Since the proposed method is
based on the knowledge of the statistical channel informa-
tion (SCI), it will be identified from this point on with the
acronym SCI. The SCI has been used to compute PT1 as it
is shown in Equations (41), (43), and (48). As a benchmark,
we compute the empirical expectation of PT1 . This way of
performing boils down to dropping the expectation in (21)
and averaging PT1 over 10,000 channel realizations. Then,
PT1 is the function of the precoders, which in turns are
the function of the instantaneous CFR. Therefore, from
here onwards, the acronym CFR will be used when we
refer to the benchmark. To determine the validity of the
proposed analytical expression, we gather in Table 1 the
value of PT1 that is obtained by SCI and CFR for differ-
ent subcarrier spacing and channel models. The number
of taps is set to three. The results confirm that the pro-
posed method enables us to predict with a reasonable
accuracy whether precoding results in an increased aver-
age transmitted power or not. The discrepancy between
SCI and CFR is mostly due to the truncation of the Tay-
lor series when computing (21). In any case, the difference
is small with respect to PT2 that is approximately equal to
M×N = 1, 024×20 orM×N = 512×20. Themost inter-
esting conclusion that can be drawn is that the precoding
Table 1 Computation of PT1
M = 1,024 M = 512 M = 1,024 M = 512
(VehB) (VehB) (VehA) (VehA)
SCI(frequency sampling) −139.29 −222.16 −0.55 −1.09
CFR(frequency sampling) −133.21 −229.96 −0.76 −1.49
CFR(MMSE) 304.00 337.98 −0.15 5.66
design based on the frequency sampling approach comes
at no cost in terms of the average transmit power since PT1
is negative in all the cases.
In all the scenarios that have been simulated, it has been
observed that multi-tap filtering has no harmful effects in
terms of transmit power, thus supporting its utilization. In
accordance with (31), we can also state that the average
noise power is not enhanced due to multi-tap equaliza-
tion. Although this result cannot be generalized for any
channel, we provide the mathematical analysis to draw
conclusions in other scenarios.
To determine if other techniques behave simi-
larly to the frequency sampling approach, PT1 has
been computed when the taps of the precoders, i.e.,
{um[−1] , um[0] , um[1]}, are designed according to the
MMSE criterion proposed in [10]. As Table 1 indicates,
the MMSE precoder has a harmful effect in the average
transmit power for VehB and VehA channels. However,
for other types of channels, the conclusions may differ.
It is left for future work to determine, in a mathematical
or deductive way, which type of channels and precoders
yield a positive PT1 .
5.2 BER performance
To show the importance of performing multi-tap precod-
ing and equalization, we portray in Figures 3, 4, 5 and 6
the BER against the energy bit-to-noise ratio
(
Eb
N0
)
when
the frequency sampling method is employed. Note that
different subcarrier spacing and precoder and equalizer
lengths have been simulated. In all figures, the curves
corresponding to the systems that exclusively rely on
precoding and those that rely on equalization virtually
coincide. This observation is in line with the analysis con-
ducted in Section 4. It must be highlighted that when
the channel follows the VehB model, three-tap filtering
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Figure 3 BER against EbN0 whenM = 1, 024 and the frequency
sampling approach is considered in VehB channels.
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Figure 4 BER against EbN0 whenM = 512 and the frequency
sampling approach is considered in VehB channels.
offers increased resilience against multipath fading when
compared to the single-tap counterpart. This justifies the
application of broadband processing. Nevertheless, the
curves exhibit an error floor, which reveals that resid-
ual interference is present. As it is shown in [9], the BER
deteriorates when the number of subcarriers is reduced,
mainly because the subcarrier spacing widens. As a con-
sequence, the equalization of the channel becomes more
challenging, and so, the channel variations in the subcar-
rier pass band region may not be perfectly compensated.
By examining Figures 5 and 6, we can conclude that when
the propagation conditions are generated according to
the VehA model, there is almost no degradation for nei-
ther reducing the number of subcarrier nor the number
of taps. Therefore, we can assume that the channel fre-
quency response is flat within the subchannels, even when
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Figure 5 BER against EbN0 whenM = 1, 024 and the frequency
sampling approach is considered in VehA channels.
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Figure 6 BER against EbN0 whenM = 512 and the frequency
sampling approach is considered in VehA channels.
M = 512. Hence, in Figures 5 and 6, the channel is
effectively compensated.
Note that the results depicted in Figures 3 and 4 have
room for significant improvement. It is worth emphasiz-
ing that in our system, we do not use neither cyclic prefix
nor channel coding; thus, the error floor will be signifi-
cantly lowered, or will even disappear (see [22]), when the
nowadays coders will be added. If bits are not encoded,
then the error floor could be eliminated by applying a two-
step approach as in [11,13] or by performing a multi-band
processing. However, the penalty that is paid to improve
the systemperformance in both cases is an increased com-
plexity burden, which may render the solution impracti-
cal. A less computationally demanding alternative, which
is able to lower the BER to some extent, consists of design-
ing precoders and equalizers according to the optimum
MMSE criterion [10]. As the Figures 7 and 8 show, the
optimum MMSE approach slightly outperforms the fre-
quency sampling method in VehB channels. When the
VehA model is simulated, the difference between the BER
plots in Figures 5 and 6, and Figures 9 and 10 is almost
non-existing. Therefore, we can state that theMMSE gives
the best performance only at high EbN0 in channels where
the frequency selectivity is severe at the subcarrier level,
which matches the conclusion drawn in [8]. It is worth
noticing that the difference between the performance
achieved for the frequency sampling method and the opti-
mum MMSE criterion could be higher in the case of very
low SNRs. In return, the complexity burden to compute
the taps is substantially higher in the optimum MMSE
case than in the frequency sampling counterpart (see
[16]). The above discussion further motivates us to favor-
ably consider the use of the frequency sampling method
because it exhibits a good balance between complexity
and performance.
Caus et al. EURASIP Journal on Advances in Signal Processing 2014, 2014:84 Page 11 of 15
http://asp.eurasipjournals.com/content/2014/1/84
0 5 10 15 20 25
10
−3
10
−2
10
−1
10
0
Eb/N0 (dB)
B
E
R
3−tap precoding
3−tap equalization
1−tap precoding
1−tap equalization
Figure 7 BER against EbN0 whenM = 1, 024 and the optimum
MMSE criterion is considered in VehB channels.
Our current investigation confirms that there is still
some space for improvement, mostly in highly frequency-
selective channels, so finding a better trade-off between
the performance and the complexity still remains as an
open research problem in the FBMC/OQAM context.
However, the goal of the paper is not to propose a new
subband processing to combat the channel impairments
with affordable complexity but to characterize the average
transmit and noise power with the emphasis on systems
with tractable complexity.
6 Conclusions
FBMC/OQAM has the key ingredients to deal with the
restrictions that will be introduced by future wireless sys-
tems, such as the transmission in a fragmented spectrum.
It is well known that the channel has to be counteracted
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Figure 8 BER against EbN0 whenM = 512 and the optimumMMSE
criterion is considered in VehB channels.
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Figure 9 BER against EbN0 whenM = 1, 024 and the optimum
MMSE criterion is considered in VehA channels.
to some extent in the FBMC/OQAM context to guar-
antee a certain quality of service. This translates into
precoding the symbols at the transmit side or equalizing
the demodulated data at the receive side. Both precoders
and equalizers should perform multi-tap filtering when
the channel is highly frequency-selective. The work pre-
sented here characterizes the average transmit power and
the noise power when multi-tap precoders and equaliz-
ers are used. The closed-form expressions reveal that if
the same filter is used as a precoder or equalizer, then the
transmit power and the noise power increase or decrease
with the same magnitude. Therefore, we can conclude
that there is no degradation due to combating the chan-
nel at reception rather than at transmission, as long as
the transmitted symbols are properly scaled if transmit
processing boosts the power. To determine whether the
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Figure 10 BER against EbN0 whenM = 512 and the optimum
MMSE criterion is considered in VehA channels.
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symbols should be scaled or not, we have formulated the
transmit power as the function of the statistical knowledge
of precoders when the criterion of design is based on the
frequency sampling approach. The main reason to focus
on the frequency sampling method is because it offers a
good analytical tractability, which paves the way to get
closed-form expressions, while it has a performance com-
parable to the optimum MMSE. The numerical results
show that the analytical expressions derived in this paper
are reasonably accurate, and thus, they can be used to
address the issue related to the power boost. The alterna-
tive to using the precoder statistics consists in computing
the instantaneous power. However, this solution is very
demanding in terms of complexity, since the power has
to be recalculated whenever precoders are updated. This
highlights that the characterization of the transmit power
derived in this paper, which relies on precoder statis-
tics, is useful since it provides reliable information with
reduced complexity. Both the numerical results and the
closed-form expressions allow us to conclude that in the
simulated scenarios, multi-tap precoding and equaliza-
tion based on the frequency sampling approach do not
boost the power. It is left for future work to investigate
which precoding designs have a negative impact on the
transmit power. Although the design of new equalization
techniques is out of the scope of this paper, the numeri-
cal results have revealed that there is still space to improve
the trade-off between complexity and performance of the
state-of-the-art solutions.
Appendices
Appendix 1: expectation of the ratio of two random
variables
In this appendix, we tackle how to approximately com-
pute the statistical expectation of the ratio of two random
variables, which is the key issue to determine the positiv-
ity of PT1 . Following the same steps described in [23], the
expected value of a/b, where a and b are two correlated
random variables, is given by
E
{a
b
}
= E {a}
E {b}E
{(
1+ b − E {b}
E {b}
)−1}
+ 1
E {b}E
{
(a − E {a})
(
1+ b − E {b}
E {b}
)−1}
.
(32)
Let b = bR + jbI and E {b} = μR + jμI . Expanding
f (bR, bI) =
(
1 + bR−μR+j(bI−μI )
μR+jμI
)−1
as a Taylor series in
(μR,μI) leads to
f (bR, bI) =
∞∑
n1 ,n2=0
(bR−μR)n1 (bI−μI )n2
n1!n2!
(
∂n1+n2 f
∂bn1R ∂b
n2
I
)
(μR,μI ) .
(33)
It must be mentioned that we assume that the series
converges, so that the equality between f (bR, bI) and
its Taylor series is valid. For complexity reasons, we
have truncated the Taylor series so that only the terms
(n1, n2) = (0, 0), (n1, n2) = (1, 0), and (n1, n2) = (0, 1)
have been considered. Then, f (bR, bI) is given by
f (bR, bI) ≈ 1 − b − E {b}
E {b} . (34)
Based on this result, E
{a
b
}
can be approximated as
follows:
E
{a
b
}
≈
E
{
a
(
1 − b−E{b}
E{b}
)}
E {b} . (35)
Extending the series by including these terms (n1, n2) =
(2, 0), (n1, n2) = (0, 2), and (n1, n2) = (1, 1), the function
f (bR, bI) becomes
f (bR, bI) ≈ 1 − b − E {b}
E {b} +
(b− E {b})2
(E (b))2
. (36)
Then, E
{ a
b
}
can be written in this form
E
{a
b
}
≈
E
{
a
(
1 − b−E{b}
E{b} + (b−E{b})
2
(E(b))2
)}
E {b} . (37)
Although (37) is more accurate than (35), we will stick
to the approximation written in (35), if otherwise stated.
By extending the Taylor series, the function f (bR, bI) is
refined, but in exchange, the resulting expression is cum-
bersome. For this reason, we have favored (35) over (37), in
some cases. In light of this discussion, we give priority to
the analytical tractability by plugging a = pmum[s] u∗m[z]
and b = ‖um‖22 into (35), which leads to this result
E
{
pmum[s] u∗m[z]
‖um‖22
}
≈ 2pmE
{
um[s] u∗m[z]
}
E
{‖um‖22}
− pmE
{
um[s] u∗m[z] ‖um‖22
}
(
E
{‖um‖22})2 .
(38)
The coefficient pm can be taken out of the expectation
as long as it is independent of the taps of the filter. From
the expressions that are derived in Appendices 2 and 3, it
is possible to infer how to compute (38), which enables us
to evaluate (21) that is the ultimate goal. It is worth men-
tioning that the expressions provided in Appendices 2 and
3 are only valid when the subband processing is designed
according to the ZF criterion. That is, when η = 0
in (7) and (8). The analysis in the MSE case cannot be
presented as concisely as in the ZF case. However, we indi-
cate in Appendix 4 how to generalize the mathematical
developments so that the MSE criterion is covered.
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Appendix 2: computation ofE
{
um[s] u∗m[z]
}
This appendix details how to obtain E
{
um[s] u∗m[z]
}
for
m even and s, z ∈ {−1, 0, 1}. The process is identical for
m odd. Bearing in mind (7), the autocorrelation can be
expressed as follows:
E
{
um[ s]u∗m[z]
} = 1∑
x,y=−1
[
(Ce)−1
]
(s+2)(x+2)
[
(Ce)−1
]∗
(z+2)(y+2)
× E
⎧⎪⎨
⎪⎩
1
H
(
w(x)m
)
H
(
w(y)m
)∗
⎫⎪⎬
⎪⎭ ,
(39)
where
[
(Ce)−1
]
ab refers to the element of matrix (Ce)−1
located at the ath row and bth column. Note that we have
to face again the problem of evaluating the expected value
of a fraction. Resorting to (37), which is more accurate
than (35), we can approximate E
{
1
H
(
w(x)m
)
H
(
w(y)m
)∗
}
to
E
⎧⎪⎨
⎪⎩
1
H
(
w(x)m
)
H
(
w(y)m
)∗
⎫⎪⎬
⎪⎭≈
E
{(
H
(
w(x)m
)
H
(
w(y)m
)∗)2}
(
E
{
H
(
w(x)m
)
H
(
w(y)m
)∗})3 .
(40)
Step-by-step derivation of (40) hinges on the
characterization of E
{
H
(
w(x)m
)
H
(
w(y)m
)∗}
and
E
{(
H
(
w(x)m
)
H
(
w(y)m
)∗)2}
. The former expression is
given by
E
{
H
(
w(x)m
)
H
(
w(y)m
)∗} = E
⎧⎨
⎩
Lh−1∑
n,i=0
h[n]h∗[i] e−jwxmnejw
y
mi
⎫⎬
⎭ ,
(41)
where h[n] denotes the channel impulse response.
Assuming that the taps are modeled as indepen-
dent complex Gaussian variables, i.e., h[n]∼ CN (0, σ 2n ),
E {h[n] h∗[i]} = δn,iσ 2n , Equation (41) can be transformed
into
E
{
H
(
w(x)m
)
H
(
w(y)m
)∗} = Lh−1∑
n=0
σ 2n e−j
π
M (x−y)n. (42)
To complete the formulation of (40), we have to
compute
E
{(
H
(
w(x)m
)
H
(
w(y)m
)∗)2} = Lh−1∑
i,l,k,n=0
E
{
h[i]h∗[l]h[k]h∗ [n]
}
× e−jwxmiejwymle−jwxmkejwymn.
(43)
Using the statistical channel information, it follows that
E
{
h[i] h∗[l] h[k] h∗[n]
} =
⎧⎪⎪⎨
⎪⎪⎩
2σ 4i i = l = k = n
σ 2i σ
2
n i = l, n = k, i 	= n
σ 2i σ
2
l i = n, l = k, i 	= l
0 otherwise
.
(44)
Plugging (44) into (43) leads to
E
{
H
(
w(x)m
)
H
(
w(y)m
)∗
H
(
w(x)m
)
H
(
w(y)m
)∗}
=
Lh−1∑
i=0
2σ 4i e−j
π
M (2x−2y)i
+
Lh−1∑
i=0
Lh−1∑
n=0,n 	=i
σ 2i σ
2
n e−j
π
M (x−y)ie−j πM (x−y)n
+
Lh−1∑
i=0
Lh−1∑
l=0,l 	=i
σ 2i σ
2
l e−j
π
M (x−y)ie−j πM (x−y)l.
(45)
With (45) and (42), which are independent ofm, we can
obtain an approximated value of (39) as function of the
statistics of the channel.
Appendix 3: computation of E
{
um[s] u∗m[z] |um[l] |2
}
Similarly to Appendix 2, we start by formulating
E
{
um[s] u∗m[z] |um[l] |2
}
as function of the channel fre-
quency response form even and s, z, l ∈ {−1, 0, 1}. In this
sense, we obtain
E
{
um[s] u∗m[z] |um[l] |2
} = 1∑
r,t,x,y=−1
[
(Ce)−1
]
(s+2)(r+2)
[
(Ce)−1
]∗
(z+2)(t+2)
[
(Ce)−1
]
(l+2)(x+2)
× [(Ce)−1]∗(l+2)(y+2) E
⎧⎪⎨
⎪⎩
1
H
(
w(r)m
)
H
(
w(t)m
)∗
H
(
w(x)m
)
H
(
w(y)m
)∗
⎫⎪⎬
⎪⎭ .
(46)
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Considering model (37), we can characterize (46) using this approximation
E
⎧⎪⎨
⎪⎩
1
H
(
w(r)m
)
H
(
w(t)m
)∗
H
(
w(x)m
)
H
(
w(y)m
)∗
⎫⎪⎬
⎪⎭ ≈
E
{(
H
(
w(r)m
)
H
(
w(t)m
)∗
H
(
w(x)m
)
H
(
w(y)m
)∗)2}
(
E
{
H
(
w(r)m
)
H
(
w(t)m
)∗
H
(
w(x)m
)
H
(
w(y)m
)∗})3 . (47)
The denominator of the right-hand side of (47) can be obtained from the expressions written in (44) and (45). The
numerator can be expressed as function of the channel impulse response as follows:
E
{(
H
(
w(r)m
)
H
(
w(t)m
)∗
H
(
w(x)m
)
H
(
w(y)m
)∗)2} = Lh−1∑
i,i′,l,l′=0
k,k′,n,n′=0
E
{
h[i]h[i′]h∗[l]h∗[l′]h[k]h[k′ ]h∗[n]h∗[n′]
}
×e−jwrmie−jwrmi′ejwtmlejwtml′e−jwxmke−jwxmk′
×ejwymnejwymn′ .
(48)
To formulate (48) as function of the channel statistics, it is necessary to compute E
{
h[i] h[i′] · · ·h∗[n] h∗[n′]}. In this
sense, we can follow the approach presented in [24] to characterize the expectation as function of
{
σ 2n
}
,
{
σ 4n
}
,
{
σ 6n
}
and
{
σ 8n
}
, depending on the value of i, i′, l, l′, k, k′, n, n′. Since there are a lot of combinations that result in different
expressions and thus a lot of space will be needed, we have not included the closed-form expression of (48). However,
the steps required to compute (48) using the statistics of the channel are indicated, which allows us to approximately
compute (46). Note that again, the result will be constant regardless of the subcarrier index.
Appendix 4: comments on the MSE approach
In this appendix, we would like to show that the approach proposed in details for ZF can be also applied for MSE
criterion; however, the mathematical tractability is highly demanding in that case. Since the main difference between
the ZF and the MSE concerns the definition of the target points, the whole derivations applied for ZF criterion can be
straightforwardly used for MSE until (38). From that point on, some additional comments have to be made in order to
tackle the computation of E
{
um[s] u∗m[z]
}
and E
{
um[s] u∗m[z] |um[l] |2
}
. Focusing first on the former one, we get
E
{
um[s] u∗m[z]
} = 1∑
x,y=−1
[
(Ce)−1
]
(s+2)(x+2)
[
(Ce)−1
]∗
(z+2)(y+2)
×E
⎧⎪⎪⎨
⎪⎪⎩
H
(
w(x)m
)∗
H
(
w(y)m
)
(∣∣∣H (w(x)m )∣∣∣2 + η)(∣∣∣H (w(y)m )∣∣∣2 + η)∗
⎫⎪⎪⎬
⎪⎪⎭ .
(49)
Analogously, the latter expectation can be represented as
E
{
um[s] u∗m[z] |um[l] |2
} =
1∑
r,t,x,y=−1
[
(Ce)−1
]
(s+2)(r+2)
[
(Ce)−1
]∗
(z+2)(t+2)
[
(Ce)−1
]
(l+2)(x+2)
[
(Ce)−1
]∗
(l+2)(y+2)
×E
⎧⎪⎪⎨
⎪⎪⎩
H
(
w(r)m
)∗
H
(
w(t)m
)
H
(
w(x)m
)∗
H
(
w(y)m
)
(∣∣∣H (w(r)m )∣∣∣2 + η)(∣∣∣H (w(t)m )∣∣∣2 + η)∗ (∣∣∣H (w(x)m )∣∣∣2 + η)(∣∣∣H (w(y)m )∣∣∣2 + η)∗
⎫⎪⎪⎬
⎪⎪⎭ .
(50)
In both cases, the expected value of the division of random variables can be approximated according to (35) and (37).
Assuming the channelmodel introduced in Appendix 2, it is easily to observe that the derivation of closed-form formulas
for MSE require calculation of nth order moments of Gaussian variables, which, in general form, can be represented as
μr1,...,rm(Z) = E
{ m∏
i=1
Zrii
}
, (51)
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where r1+ r2+ . . .+ rm = n, ri ≥ 1, and {Zi} are complex-
valued random variables. The effective and generic way
to calculate the expectation of the product of m com-
plex random variables is presented in [24], particularly in
Definition 1 and the succeeding formula (5). Following
that approach, one can calculate the closed-form for MSE
criteria, and, in general,- for any other criteria which could
be presented in the form discussed in that paper.
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