ABSTRACT. Density of Lipschitz functions in Newtonian spaces based on quasi-Banach function lattices is discussed. Newtonian spaces are first-order Sobolev-type spaces on abstract metric measure spaces defined via (weak) upper gradients. Our main focus lies on metric spaces with a doubling measure that support a p-Poincaré inequality. Absolute continuity of the function lattice quasi-norm is shown to be crucial for approximability by (locally) Lipschitz functions. The proof of the density result uses, among others, that a suitable maximal operator is locally weakly bounded. In particular, various sufficient conditions for such boundedness on rearrangement-invariant spaces are established and applied.
INTRODUCTION
Newtonian functions represent an analogue and a generalization of first-order Sobolev functions in metric measure spaces. The notion of a distributional gradient relies heavily on the linear structure of n , which is missing in the setting of metric spaces. In the Newtonian theory, the distributional gradients are replaced by the so-called upper gradients or weak upper gradients, which were originally introduced by Heinonen and Koskela [25] and Koskela and MacManus [30] , respectively. The foundations for the Newtonian spaces N 1,p , based on the L p norm of a function and its (weak) upper gradient (i.e., corresponding to the classical Sobolev spaces W 1,p ) were laid by Shanmugalingam [42] . In the past two decades, various authors have developed the elements of the Newtonian theory based on other function norms, see e.g. [16, 23, 39, 46] . Most recently, general complete quasi-normed lattices of measurable functions were considered as the base function space in Malý [34, 35] . For many applications of the classical Sobolev spaces, it is of utmost importance that smooth functions are dense and provide good approximations of Sobolev functions. On metric spaces, the notion of a derivative, and hence of a smooth function, is unavailable; nevertheless, we may consider regularity in terms of (local) Lipschitz continuity. Such a regularity condition has turned out to suffice in many cases, e.g., within non-linear potential theory, see Björn and Björn [8] . It has been shown already in Shanmugalingam's work [42] that Lipschitz functions are dense in N 1,p ( ) provided that is endowed with a doubling measure and supports a p-Poincaré inequality (see Definition 2.7 below). Tuominen [46] has proven a similar result for Orlicz-Newtonian spaces with doubling Young function, while replacing the p-Poincaré inequality by an Orlicz-type Poincaré inequality.
Costea and Miranda [16] studied the density of Lipschitz functions in Newtonian spaces based on the Lorentz L p,q spaces, assuming that carries an L p,q -Poincaré inequality. They managed to prove the density for 1 ≤ q ≤ p < ∞ using the fact that a Lorentz-type maximal operator is bounded from L p,q to L p,∞ . They also found a counterexample for 1 < p < q = ∞. The case when 1 ≤ p < q < ∞ was however left open. Similar results were obtained earlier by Podbrdský [39] considering a more general setting of Banach space valued Lorentz functions, where the case 1 ≤ p < q < ∞ was not solved either. It is known that Poincaré inequality is not a necessary condition to obtain the desired density. Using tools from optimal transportation theory, Ambrosio, Gigli and Savaré [2] argued that Lipschitz functions are dense in N 1,p ( ) for p ∈ (1, ∞) if is compact and endowed with a doubling metric. Norm convergence of the sequence of approximating Lipschitz functions follows from reflexivity of N 1,p ( ), which was in that setting shown by Ambrosio, Colombo and Di Marino [1] .
The current paper studies the question of density in situations when the base function space is a quasi-Banach function lattice with absolutely continuous quasi-norm. First, we provide a general theorem, where Newtonian and Hajłasz's theory of Sobolevtype spaces on metric measure spaces are intertwined. There, we do not need to assume that carries any Poincaré inequality and the measure need not be doubling. The Hajłasz gradient is however required to satisfy a weak type norm estimate. The connection between (weak) upper and Hajłasz gradients is then established via the fractional sharp maximal operator and a p-Poincaré inequality. This leads to the assumption that a maximal operator of Hardy-Littlewood type (corresponding to the right-hand side of the p-Poincaré inequality supported by ) is weakly bounded on the function lattice. In particular, the open case in Lorentz-Newtonian spaces is settled with an affirmative answer. The presented results also extend the theory of Lipschitz truncations in variable exponent Newtonian spaces by Harjulehto, Hästö and Pere [23] since we allow the infimum of the exponent to be 1.
To determine whether Newtonian functions may be approximated by bounded functions is one of the steps towards the desired results. We will see that the absolute continuity of the function norm on sets of finite measure plays a vital role, which will help us with construction of examples where bounded functions are not dense in the quasiBanach function lattice, whence neither are (locally) Lipschitz continuous functions in the corresponding Newtonian space.
One of the aims of the paper is to provide rather general theorems on the density of Lipschitz functions in Newtonian spaces with tangible hypotheses. Therefore, we also study when the suitable maximal operators are weakly bounded on sets of finite measure. We are particularly interested in their boundedness on rearrangement-invariant spaces and in its characterization in terms of the properties of the fundamental function.
We will prove that Lipschitz functions are dense in every Newtonian space based on a rearrangement-invariant space with absolutely continuous norm provided that supports a 1-Poincaré inequality. If carries merely a p-Poincaré inequality with p > 1, then it suffices, besides absolute continuity of the norm, that the upper fundamental (Zippin) or the upper Boyd index is less than 1/p. Moreover, if is complete, then the indices may be equal to 1/p. More generally, one can instead assume that t → φ(t) p ffl t 0 φ(s) −p ds is bounded in a small neighborhood of 0, where φ is the fundamental function of X .
If the Newtonian space is trivial, i.e., equal to the base function lattice, then the situation is much simpler. Regardless of the doubling condition of µ, we give a general characterization of this triviality in terms of properties of the Sobolev capacity and of the X -modulus of a family of curves. In particular, we will see that the Newtonian space coincides with the base function lattice as sets if and only if their quasi-norms are equal. Such a characterization seems to be new even in the setting of the well-studied spaces N 1,p that are built upon L p . If a trivial Newtonian space is based on a Banach function space, then Lipschitz functions are dense whenever the norm is absolutely continuous. The structure of the paper is the following. Section 2 provides an overview of the used notation and preliminaries in the area of quasi-Banach function lattices and Newtonian spaces. Moreover, the characterization of triviality of a Newtonian space is given here. In Section 3, we study the density of truncated functions. Then, we obtain the general form of the main theorem about density of Lipschitz functions in Newtonian spaces in Section 4, using the connection between Hajłasz gradients, fractional sharp maximal operators and (weak) upper gradients. Rearrangement-invariant spaces lie in the focus of Section 5. There, we also present a certain type of function spaces that will serve as counterexamples, where Newtonian functions cannot be approximated by Lipschitz functions. In Section 6, we study maximal operators, with particular attention aimed at the weak boundedness in the setting of rearrangement-invariant spaces. Finally, Section 7 contains various concretizations of the main result of the paper, giving sufficient conditions for Lipschitz functions to be dense in the Newtonian space.
PRELIMINARIES
We assume throughout the paper that = ( , d, µ) is a metric measure space equipped with a metric d and a σ-finite Borel regular measure µ such that every ball in has finite positive measure. In our context, Borel regularity means that all Borel sets in are µ-measurable and for each µ-measurable set A there is a Borel set D ⊃ A such that µ(D) = µ(A). Since µ is Borel regular and can be decomposed into countably many (possibly overlapping) open sets of finite measure, it is outer regular, see Mattila [37, Theorem 1.10] .
The open ball centered at x ∈ with radius r > 0 will be denoted by B(x, r). Given a ball B = B(x, r) and a scalar λ > 0, we let λB = B(x, λr). We say that µ is a doubling measure, if there is a constant c dbl ≥ 1 such that µ(2B) ≤ c dbl µ(B) for every ball B. In Sections 2 and 3, unlike in the rest of the paper, we will not assume that µ is doubling or non-atomic. Let ( , µ) denote the set of all extended real-valued µ-measurable functions on . The set of extended real numbers, ∪ {±∞}, will be denoted by . We will also use + , which denotes the set of positive real numbers, i.e., the interval (0, ∞). The symbol will denote the set of positive integers, i.e., {1, 2, . . .}. We define the integral mean of a measurable function u over a set E of finite positive measure as
whenever the integral on the right-hand side exists, not necessarily finite though. The characteristic function of a set E will be denoted by χ E . Given an extended real-valued function u : → and a real number σ ≥ 0, we define u (σ) as the superlevel set {x ∈ : |u(x)| > σ}. The notation L R will be used to express that there exists a constant c > 0, perhaps dependent on other constants within the context, such that L ≤ cR. If L R and simultaneously R L, then we will simply write L ≈ R and say that the quantities L and R are comparable. The words increasing and decreasing will be used in their non-strict sense.
A linear space X = X ( , µ) of equivalence classes of functions in ( , µ) is said to be a quasi-Banach function lattice over ( , µ) equipped with the quasi-norm · X if the following axioms hold:
• u X = 0 if and only if u = 0 a.e.,
• au X = |a| u X for every a ∈ and u ∈ ( , µ), • there is a constant c ≥ 1, the so-called modulus of concavity, such that
); (P2) · X satisfies the lattice property, i.e., if |u| ≤ |v| a.e., then u X ≤ v X ; (RF) · X satisfies the Riesz-Fischer property, i.e., if u n ≥ 0 a.e. for all n ∈ , then
n u n X , where c ≥ 1 is the modulus of concavity. Note that the function ∞ n=1 u n needs to be understood as a pointwise (a.e.) sum. Observe that X contains only functions that are finite a.e., which follows from (P0)-(P2). In other words, if u X < ∞, then |u| < ∞ a.e.
Throughout the paper, we will also assume that the quasi-norm · X is continuous, i.e., if u n − u X → 0 as n → ∞, then u n X → u X . We do not lose any generality by this assumption as the Aoki-Rolewicz theorem (see Benyamini where r = 1/(1 + log 2 c ) ∈ (0, 1], which implies the continuity. The theorem's proof shows that such an equivalent quasi-norm retains the lattice property (P2). It is worth noting that the Riesz-Fischer property is actually equivalent to the completeness of the quasi-normed space X , given that the conditions (P0)-(P2) are satisfied and that the quasi-norm is continuous, see Maligranda [33, Theorem 1.1] . If c = 1, then the functional · X is a norm. We then drop the prefix quasi and hence call X a Banach function lattice.
A (quasi)Banach function lattice X = X ( , µ) is called a (quasi)Banach function space over ( , µ) if the following axioms are satisfied as well:
(P3) · X satisfies the Fatou property, i.e., if 0 ≤ u n ր u a.e., then u n X ր u X ; (P4) if a measurable set E ⊂ has finite measure, then χ E X < ∞; (P5) for every measurable set E ⊂ with µ(E) < ∞ there is C E > 0 such that E |u| dµ ≤ C E u X for every measurable function u. Note that the Fatou property implies the Riesz-Fischer property. Axiom (P4) is equivalent to the condition that X contains all simple functions (with support of finite measure). Due to the lattice property (P2), we can equivalently characterize (P4) as embedding of L ∞ ( , µ) into X on sets of finite measure. Finally, condition (P5) describes that X is embedded into L 1 ( , µ) on sets of finite measure.
In the further text, we will slightly deviate from this rather usual definition of (quasi)Banach function lattices and spaces. Namely, we will consider X to be a linear space of functions defined everywhere instead of equivalence classes defined a.e. Then, the functional · X is really only a (quasi)seminorm. Unless explicitly stated otherwise, we will always assume that X is a quasi-Banach function lattice.
The quasi-norm · X in a quasi-Banach function lattice X is absolutely continuous if every u ∈ X satisfies the condition (AC) uχ E n X → 0 as n → ∞ whenever {E n } ∞ n=1 is a decreasing sequence of measurable sets with µ E n = 0 implies that there is n 0 ∈ such that E n = for all n ≥ n 0 . However, atomic measures lie outside of the main scope of our interest.
where ( , ν) is a given metric measure space and u ∈ ( , ν). We also define the superlevel set 
Given a function lattice X , we also define a "local" space X fin that consists of measurable functions whose restrictions to sets of finite measure belong to X , i.e., u ∈ X fin if uχ E ∈ X for every measurable set E with µ(E) < ∞. If µ( ) < ∞, then obviously X fin = X . We say that a (sub)linear mapping T :
is bounded if and only if T : X → Y is bounded. We will also say that X is continuously embedded in Y fin , which will be denoted by X → Y fin , if the identity mapping Id :
By a curve in we will mean a non-constant continuous mapping γ : I → with finite total variation (i.e., length of γ(I )), where I ⊂ is a compact interval. Thus, a curve can be (and we will always assume that all curves are) parametrized by arc length ds, see e.g. Heinonen [24, Section 7.1] . Note that every curve is Lipschitz continuous with respect to its arc length parametrization. The family of all non-constant rectifiable curves in will be denoted by Γ( ). By abuse of notation, the image of a curve γ will also be denoted by γ.
A statement holds for Mod X -a.e. curve γ if the family of exceptional curves Γ e , for which the statement fails, has zero X -modulus, i.e., if there is a Borel function ρ ∈ X such that´γ ρ ds = ∞ for every curve γ ∈ Γ e (see Malý [34, Proposition 4.8] Observe that the (X -weak) upper gradients are by no means given uniquely. Indeed, if we have a function u with an (X -weak) upper gradient g, then g + h is another (Xweak) upper gradient of u whenever h ≥ 0 is a Borel (measurable) function.
where the infimum is taken over all upper gradients g of u. The Newtonian space based on X is the space
Let us point out that we assume that functions are defined everywhere, and not just up to equivalence classes µ-almost everywhere. This is essential for the notion of upper gradients since they are defined by a pointwise inequality.
The functional · N 1 X is a quasi-seminorm on N 1 X and its modulus of concavity equals the modulus c of the base function space X . We may very well take the infimum over all X -weak upper gradients g of u in (2.2) without changing the value of the Newtonian quasi-seminorm. Moreover, N 1 X is complete (see [34, Theorem 7 .1]). The (Sobolev) capacity, defined as C X (E) = inf{ u N 1 X : u ≥ χ E } for E ⊂ , is a set function that distinguishes which sets do not carry any information about a Newtonian function and thus are negligible. The natural equivalence classes in N 1 X are given by equality outside of sets of zero capacity. These as well as other basic properties of Newtonian functions have been established in [34] .
It has been shown in [35] that the infimum in (2.2) is attained for functions in N 1 X by a minimal X -weak upper gradient. Such an X -weak upper gradient is minimal both normwise and pointwise (a.e.) among all (X -weak) upper gradients in X , whence it is given uniquely up to equality a.e.
The following lemma provides us with several equivalent conditions that describe triviality of the Newtonian space in the sense that N 1 X = X . Such a characterization seems to be new even for the well-studied spaces
Lemma 2.5. The following are equivalent:
(b) ⇒ (c) Let {x n ∈ : n ∈ } be a dense subset of . For each n ∈ , we can find a set of radii {r n,k > 0 : k ∈ }, dense in (0, ∞), such that the spheres S(x n , r n,k ) = {z ∈ : d(x n , z) = r n,k } satisfy µ S(x n , r n,k ) = 0 for every k ∈ . Such a sequence indeed exists since at most countably many spheres centered at x n have positive measure as balls would not have finite measure otherwise.
Let
As there are no (non-constant) curves that have a constant distance from all points x n , n ∈ , we obtain that
In the next proposition, we demonstrate that the density of Lipschitz functions relies only on the properties of X whenever the Newtonian space is trivial.
Proposition 2.6. Let X be a Banach function space with absolutely continuous norm, i.e., it satisfies (P0)-(P5) and (AC). Suppose that N
Proof. Simple functions are dense in X by [6, Theorem I.3.11] . Let E ⊂ be a measurable set of finite measure and ǫ > 0 be arbitrary. Then, there exists a bounded set
Therefore, for every measurable E ⊂ of finite measure, there is a bounded closed set F ⊂ E such that χ E\F X is arbitrarily small by the absolute continuity of the norm. For such a set F , we define
By the dominated convergence theorem (which follows from the absolute continuity, see [6, Proposition I.3.6]), we obtain η k → χ F in X as k → ∞. Therefore, every simple function can be approximated in the norm of X by Lipschitz functions.
Consequently, every u ∈ X = N ( ) and all upper gradients g of u,
This form of the inequality is sometimes called a weak p-Poincaré inequality. The word "weak" indicates that the dilation factor λ is allowed to be greater than 1. Note also that it follows by [34, Lemma 5.6] that we may equivalently require that the inequality holds for all p-weak upper gradients g of u and, in particular, for all X -weak
There are several other characterizations in [8, Proposition 4.13], e.g., we may require that (2.3) holds only for u ∈ L ∞ , or conversely that it holds for all measurable functions u if the left-hand side is interpreted as ∞ whenever uχ B / ∈ L 1 .
APPROXIMATION BY BOUNDED FUNCTIONS
In this section, we will determine a set of sufficient conditions ensuring that truncated functions provide a good approximation of Newtonian functions, which is an important step on the way to study the density of Lipschitz functions as these are bounded on bounded sets. In Section 5, we will find a certain type of function spaces where the truncations are not dense, which will lead us later on to constructing examples when (locally) Lipschitz functions are not dense in the Newtonian space.
Lemma 3.1. Let X be a quasi-Banach function lattice with absolutely continuous quasinorm. Then every function u ∈ X can be approximated by its truncations with arbitrary precision in the norm of X , i.e., if we define u
Recall that u (σ) denotes the superlevel set of |u| with level
Proof. Let u ∈ X and let u σ be its truncations at the levels ±σ for every σ ∈ + . Then,
Since |u| < ∞ a.e. in , we have that µ σ>0 u (σ) = 0. The absolute continuity of the quasi-norm of X implies that
The following lemma shows that the measure of the superlevel sets of an L p fin function is finite if the level is chosen sufficiently large. In fact, it tends to zero as the level approaches infinity.
Proof. Since |u| < ∞ a.e., we obtain that µ σ>0
. Suppose on the contrary that µ u (σ) = ∞ for every σ > 0. Then, we can construct a set F of finite measure such that uχ F / ∈ L p as follows. Let us choose a sequence of pairwise disjoint sets F k , where
In order to investigate whether truncated functions are good approximations in Newtonian spaces, we need to check how truncation affects weak upper gradients.
The following auxiliary lemma will help us settle this problem as the gradient may be modified so that it vanishes on a given level set of a Newtonian function. 
Suppose now that the curve γ intersects with the set E. Let
These estimates together give that |u(γ(0)) − u(γ(l γ ))| ≤´γgχ \E ds holds for Mod Xa.e. curve γ whencegχ \E is an X -weak upper gradient of u and so is gχ \E . Now, we are ready to prove that truncated functions are dense in N 1 X as well, provided that X has absolutely continuous quasi-norm. In Example 5.11 below, the absolute continuity is shown to be crucial for the density of truncations in N 
X can be approximated by its truncations with arbitrary precision in N
X be given and suppose that g u ∈ X is its minimal X -weak upper gradient. Then, g u is an X -weak upper gradient of u − u σ as well. The previous lemma implies that g u χ u (σ) is also an X -weak upper gradient of u − u σ as
Since µ σ>0 u (σ) = 0, the absolute continuity of the norm of X leads to
MAIN RESULTS IN THEIR GENERAL FORM
The main results on density of Lipschitz functions in Newtonian spaces are stated and proven in this section. Here, we show general theorems and provide examples of Newtonian spaces where they can be readily applied. Various special cases of the main theorems, whose hypotheses are easier to verify, will be discussed in Section 7. Recall that in this as well as in all subsequent sections, we will assume that µ is a non-atomic doubling measure (unless explicitly stated otherwise).
A different approach to study Sobolev-type functions on metric measure spaces was proposed by Hajłasz in [20] . Instead of (weak) upper gradients, another type of gradient was used, which allows a simple construction of Lipschitz approximations.
Definition 4.1. Let u :
→ . Then, a measurable function h : . Such a result is further refined in [36] , where 2h is proven to be an X -weak upper gradient of a measurable function u that is absolutely continuous on Mod X -a.e. curve, regardless of the doubling condition of µ and regardless of the summability of u or h. Moreover, the factor 2 is shown to be optimal.
On the other hand, without any additional assumptions on the metric measure space, it is in general impossible to find a Hajłasz gradient using a (weak) upper gradient of a function. 
Note that we will not use the doubling condition of µ in the proof, and indeed Theorem 4.2 holds even if the measure violates this condition. On the other hand, µ needs to be assumed non-atomic.
Proof. Since σχ
h (σ) ≤ hχ h (σ) for every σ ≥ 0, the absolute continuity of the quasinorm of X yields that σχ
2 , where c ≥ 1 is the modulus of concavity of the quasinorm of X . Using Corollary 3.4, we find σ 0 > 1/ǫ such that u − v N 1 X < η, where v is the truncation of u at the levels ±σ 0 .
. Therefore, we can choose σ 0 > 0 sufficiently large to obtain µ u (σ 0 ) < η in this case. Note that h is a Hajłasz gradient of v as well. Now, we will show that the weak estimate σχ
For an upper gradient g ∈ X of u, we can find σ 1 ≥ σ 0 such that gχ h (σ 1 ) X < η by the absolute continuity of the quasi-norm of X . If µ h (σ) < ∞ for some σ > 0, then
. Therefore, we can choose σ 1 sufficiently large so that µ h (σ 1 ) < η in this case. Now, fix σ ≥ σ 1 such that σχ h (σ) X < η. Let E ⊂ be the exceptional set, where (4.1) fails, and let A η = E ∪ h (σ). Thus, we obtain that v| \A η is 2σ-Lipschitz continuous, since |v( y) . We define u ǫ as the truncation of the upper McShane extension of v| \A η at levels ±σ, i.e.,
an upper gradient of u, it is an upper gradient of v as well. Then, g + 2σ is an upper gradient of v − u ǫ . Furthermore, it follows by Lemma 3.3 that (g + 2σ)χ A η is an X -weak upper gradient of v − u ǫ , whose minimal X -weak upper gradient can be estimated by
. Both σ and σ 0 depend on ǫ and σ ≥ σ 0 → ∞ as ǫ → 0. Thus, ǫ>0 E ǫ = E ∪ τ>0 ( h (τ) ∪ u (τ)), which yields that µ ǫ>0 E ǫ = 0 since both h and u are finite a.e. If the superlevel sets are of finite 
−n for every n ∈ . We choose a sequence of pairwise disjoint sets F n such that
. We have thus shown that µ h (σ) < ∞ for some σ > 0. Consequently, lim σ→∞ µ h (σ) = µ σ>0 h (σ) = 0.
Note that the hypotheses in Theorem 4.2 are sufficient but not necessary by any means. We saw in Proposition 2.6 that the density of Lipschitz functions in N 1 X relies only on the properties of X if the Newtonian space is trivial (i.e., if
Another tool to study Lipschitz and Hölder continuity of Sobolev (thus Newtonian) functions was introduced by Calderón and Scott [12] in 1978, cf. Calderón [11] . Let
where E is the set where (4.1) fails. Then, u| \E L is 2L-Lipschitz and it has a unique continuous extension to since \ E L is dense in . Such an extension retains the 2L-Lipschitz continuity. 
Similarly as before, we can find u ǫ = u outside of a set of arbitrarily small measure provided that there are some superlevel sets of u and u 
Therefore, v 
In the previous proof, we have used that a multiple of the fractional sharp maximal function u Similarly as before, the approximating Lipschitz functions coincide with the approximated Newtonian functions outside of sets of arbitrarily small measure provided that X ⊂ L q fin for some q > 0.
Proof.
Since is a p-Poincaré space, we obtain that u q > n. We will show that the hypotheses of Theorem 4.5 are fulfilled for every u ∈ N 1,q with q ∈ [1, n) as well, yielding density of Lipschitz functions in N 1,q for every
. We can split = + ∪ − , where Suppose now that r > |x| and x ∈ + . By the triangle inequality, we obtain that
+ . An analogous argument shows that the inequality holds for x ∈ − as well. Therefore, there is c > 0 such that
where h(x) = 1/|x| for x ∈ . The function M 1 g fulfills the needed weak estimate by [8, Lemma 3.12 and Theorem 3.13] (see also Section 6 below). The superlevel sets h (σ) are balls of radius 1/σ, centered at the origin. Therefore, σχ
Note that the rate of convergence depends on v L ∞ , i.e., on the chosen truncation of u. Theorem 4.5 now gives that u can be approximated in N 1,q by Lipschitz functions.
The case q = n is more delicate. In general, we obtain merely that σχ ♯ v (σ) X is bounded but does not tend to zero as σ → ∞. For example, such a behavior is exhibited by v(x) 
In this estimate, we have used that σ>0 f (σ/2) = 0 so that the absolute continuity of the norm yields zero as the limit. Theorem 4.6 and its proof give the desired conclusion of density of Lipschitz functions in N 1,p(·) ( n ).
REARRANGEMENT-INVARIANT SPACES
In order to be able to study boundedness of the maximal operators M p , some structure of the function space X needs to be known. In the current paper, we discuss a rather wide class of function spaces where the function norm is, roughly speaking, invariant under measure-preserving transformations. The setting of these so-called r.i. spaces includes among others the Lebesgue L p spaces, the Orlicz L Ψ spaces, and the Lorentz L p,q spaces.
A quasi-normed function lattice X = X ( , µ) is rearrangement-invariant if it satisfies the condition (RI) if u and v are equimeasurable, i.e.,
We say that X is an r.i. space if it is a rearrangement-invariant Banach function space. In other words, X satisfies not only (P0)-(P5) with the modulus of concavity c = 1, but also (RI). It is easy to show that if X → Y fin , where both X and Y are r.i. spaces over ( , µ), then the constant c E ≥ 0 in the embedding inequality uχ E Y ≤ c E u X actually depends only on µ(E) for all measurable sets E ⊂ of finite measure. For f ∈ ( , µ), we define its distribution function µ f by
Furthermore, we define the decreasing rearrangement f * of f as the right-continuous generalized inverse function of µ f , i.e.,
For a measure space ( , ν), a function u ∈ ( , ν), and t ∈ [0, ν( )), we can find a measurable "superlevel" set A ⊂ such that ν(A) = t and |u(x)| ≥ |u( y)| whenever x ∈ A and y ∈ \ A. In general, such a set A is not defined uniquely by these conditions. Hence, we define u (t) as the family of all measurable sets A with ν(A) = t that obey
Depending on the context, we will use either ( , ν) = (
Definition 5.1. Given a quasi-normed rearrangement-invariant function lattice X , we define the fundamental function of X as
where E t ⊂ is an arbitrary measurable set with µ E t = t.
The purpose of defining φ X beyond µ( ) is merely for the sake of convenience, which will allow us to skip the distinction of the exact (possibly infinite) value of µ( ) in the coming claims and proofs. We will simply write φ instead of φ X whenever any confusion of function spaces is unlikely to arise. Different spaces may very well have the same fundamental function, which is seen in the example below.
Example 5.2. (a) For the Lebesgue
(c) The fundamental functions of the grand and small Lebesgue spaces, which arise in the extrapolation theory, are for t near zero estimated by
which was established by Lang and Pick, see Capone and Fiorenza [13] . 
If R = ∞, we say simply that f is quasi-concave.
Note that a function f that is quasi-concave on [0, R) for some R > 0 is Lipschitz (and hence absolutely continuous) on 
It is shown in [6, Corollary II. 
If φ is an increasing concave function, we define the Lorentz space Λ φ via its norm
where dφ(t) = φ ′ (t) d t a.e. on + due to the absolute continuity of φ.
Given an r.i. space X with fundamental function φ (as long as X is considered renormed so that φ is concave if needed), we write Λ(X ), Λ q (X ), M (X ), and M * (X ) 
If X is an r.i. space, then Λ(X ) and M (X ) are r.i. spaces by [6, Proposition II.5.8, Theorem II.5.13]. In general, M * (X ) is merely a rearrangement-invariant quasi-Banach function lattice. They all have the same fundamental function as X and
with the embedding norms equal to 1. 
Lemma 5.5. Let φ be a quasi-concave function and suppose that
and the norm of the embedding can be estimated independently of φ.
. First, we show that v ∈ M * φ using the relation φ ′ (s) ≤ φ(s)/s for s > 0, which follows from the quasi-concavity of φ,
where c q = q 1/q . Now, we can estimate
Thus, we obtain the desired inequality
Given an r.i. space X over ( , µ), there is an r.i. space X over ( + , λ 1 ), the so-called
. Existence of such a space X is established by the Luxemburg representation theorem (see [6, Theorem II.4.10] ). For the sake of uniqueness, X may be chosen such that
, and M * (X ) = M * (X ). The next lemma shows another rather unsurprising fact, namely, that the norm of the representation space retains the absolute continuity. Proof. Let f ∈ X . Then, there is a non-negative function u ∈ X such that u * = f * by [6,
be a decreasing sequence of sets in (0, µ( )) such that ∞ n=1 E n = 0. Let ǫ > 0 be arbitrary. Since ∞ R=1 ( \ B(z, R)) = for any fixed z ∈ , we can find a ball B ⊂ such that uχ \B X < ǫ/2. Choose F ∈ f (µ(B)) arbitrarily (recall that f (t) was defined in (5.1) as the collection of all measurable "superlevel" sets of f whose measure is equal to t ≥ 0).
Thus, there is n 0 ≥ 1 such that uχ G n X < ǫ/2 for every n ≥ n 0 . For such n, we can estimate by their norms
If X is an r.i. space whose fundamental function is φ, then we write
, respectively. . By [6, Proposition II.5.10], there exists a concave function ψ(t) ≈ t/φ(t), t > 0, since the latter is quasi-concave, which follows from quasi-concavity of φ. Moreover, ψ is increasing and absolutely continuous. Let now u ≥ 0 be chosen such that u * (t) is the right-continuous representative of the right derivative ψ ′ + (t). Since ψ(t)/t ≈ 1/φ(t) → ∞ as t → 0+, we have that u * (0+) = ∞, whence u is not bounded. Now, we will show that u ∈ X , but no sequence of bounded functions converges to u in X . Indeed,
It is easy to verify that
In the setting of r.i. spaces that contain unbounded functions, the absolute continuity (on sets of finite measure) is actually indispensable for the density of bounded functions. such that µ E k → 0.
The latter condition can be understood as absolute continuity of the norm on sets of finite measure. If µ( ) < ∞, then it is equivalent to the absolute continuity of the norm. Otherwise, the absolute continuity is more restrictive since it requires that uχ E k X → 0 even in the case when µ E k = ∞ for all k ∈ but µ ∞ k=1 E k = 0, see Example 5.10 below.
In order to prove the density of truncations in X under the condition of absolute continuity of the norm on sets of finite measure, we do not really need all the axioms of an r.i. space. It would suffice to assume that X is a quasi-Banach function lattice and X ⊂ L p fin for some p > 0. Recall that this inclusion with p = 1 follows by the axiom (P5) in the definition of quasi-Banach function spaces (and hence r.i. spaces). It is for the converse we make use of the remaining axioms of r.i. spaces.
Proof. Suppose first that the norm of X is absolutely continuous on sets of finite measure. Let u ∈ X . Recall the notation u (k) = {x ∈ :
by (P5) in the definition of r.i. spaces. Let u k be the truncation of u at the levels ±k. Then, the absolute continuity of the norm of X on sets of finite measure implies that
which finishes the proof of the sufficiency. Suppose next that the norm of X is not absolutely continuous on sets of finite measure, i.e., there exists v ∈ X and a decreasing sequence of sets {E k } ∞ k=1 with µ E k → 0 such that vχ E k X → a > 0 as k → ∞. We also have that φ(0+) = 0 since X contains unbounded functions. By passing to a subsequence if needed, we may assume that
Thus, u ∈ X whileũ > k on E k . Let now u n = min{u, n} for n ∈ . Then, u − u n ≥ |v| on E k whenever k ≥ n 2 , which yields u−u n X ≥ vχ E n 2 X ≥ a > 0 for every n ∈ .
The next example illustrates that absolute continuity on sets of finite measure really is a more general notion than absolute continuity of the quasi-norm. 
It is not absolutely continuous, but merely absolutely continuous on sets of finite measure. Indeed, let u ≡ 1 ∈ X and let E k = \ kB for k ∈ , where B ⊂ is a ball. Then,
If we however have a decreasing sequence of sets
Consequently, the truncations are dense in X by Lemma 5.9, whereas this conclusion cannot be drawn from Lemma 3.1.
We may modify the proof of Corollary 3.4 similarly as in Lemma 5.9 to see that the absolute continuity on sets of finite measure suffices for the density of truncations in N 1 X provided that X ⊂ L p fin for some p > 0. The Marcinkiewicz spaces, whose norms in general lack the absolute continuity (also on sets of finite measure), will provide us with a setting where we can construct an unbounded Newtonian function whose truncations lie far away from the function. The situation here is somewhat more involved since not only X , but also N 1 X has to contain unbounded functions. 
Let X = M φ over n endowed with the Euclidean metric and the n-dimensional
Lebesgue measure, where n > q. Then, the truncations are not dense in N 1 X , which is seen by the following argument:
Let f (t) = t/φ(t n ) for t > 0. Then, f is decreasing and f (0)
which holds due to the monotonicity of φ(t)/t and φ(t) q /t, leads to 
where ω n is the measure of the n-dimensional unit ball. Therefore, u ∈ N 
, is a minimal X -weak upper gradient of u − u k . This provides us with the estimate
X cannot be approximated in N 1 X by its truncations.
WEAK TYPE BOUNDEDNESS OF THE MAXIMAL OPERATOR
The general main result for p-Poincaré spaces, Theorem 4.6, relies on the fact that the maximal function M p g fulfills the weak estimate σχ p g (σ) X → 0 as σ → ∞ whenever g ∈ X . Recall that n follows from Wiener [47] . The converse estimate was established much later (1968) and is attributable to Herz [27] in one dimension, and to Bennett and Sharpley [6] in n dimensions. See also Asekritova, Kruglyak, Maligranda, and Persson [3] .
The proof of Theorem III.3.8 in Bennett and Sharpley [6] works verbatim for the left-hand inequality even in the setting of metric measure spaces.
The proof of the right-hand inequality is however somewhat more involved. Let u ∈ L 1 loc ( ) and t > 0 be given. We may suppose that (M 1 u) * (t) < ∞ since the inequality holds trivially otherwise. 
For every α ∈ I , there is x α ∈ 4c W B α \ E. Hence,
This allows us to estimate
wherec ≥ 1 depends only on the doubling constant of µ and on c W . Due to the subadditivity of the elementary maximal operator, we obtain that
As a direct consequence of the Herz-Riesz inequality for M 1 , we can also estimate the rearrangement of M p u for any p ∈ [1, ∞).
Corollary 6.2 (Herz-Riesz inequality). For every p
Proof. By the definition of the decreasing rearrangement, we have (M p u) * (t) = 0 whenever t ≥ µ( ). In view of Proposition 6.1, we can estimate for t < µ( ) that
The following lemma shows that if M p is a bounded operator from X to X fin , then it obeys the desired weak type estimate. In this case, we allow X to be a more general function lattice with absolutely continuous norm. Recall that a (sub)linear operator T is bounded from X to X fin if for every E ⊂ of finite measure there is c E ≥ 0 such that (Tu)χ E X ≤ c E u X whenever u ∈ X . 
, we may use Lemma 3.2 to prove that there is
Then, using a Chebyshev-type estimate for σ ≥ σ 0 and the boundedness of M p , we obtain that
The following example shows that the assumption on absolute continuity of the quasi-norm of X is crucial in the previous lemma and without it the weak type estimate may fail even though M p is bounded. 
Proof. If φ q is concave on [0, δ), then it is quasi-concave there by (5.2).
Suppose now that φ q is quasi-concave on [0, δ). For t ∈ (0, δ), we obtain 1] ), giving the claimed boundedness on (0, 1).
We can also obtain a global result by a minor tweak of the previous argument. 
In order to show that (6.3) holds, we may, roughly speaking, measure the "modulus of quasi-concavity" of the fundamental function. This gives us a slightly finer condition that generalizes the one established in the previous lemma.
Lemma 6.16. Given a quasi-concave function
Proof. For 0 < t < 1, a change of variables yields Diverse properties of r.i. spaces can be captured and described by various indices. The Boyd indices and the fundamental (Zippin) indices belong to the best studied characteristics. We will see that the upper Boyd index of an r.i. space X can be used to determine whether M p : X → X is bounded, whereas the upper fundamental index determines whether M p : M * (X ) → M * (X ) is bounded. and we can find a function u ∈ X such that M p u ≡ ∞.
MAIN RESULTS
The main theorem for p-Poincaré spaces as stated in its general form (Theorem 4.6) depends on a weak type estimate for the maximal operator M p , which may be deemed rather obscure. Using the results of Section 6, we can replace this estimate by somewhat more tangible hypotheses. These will also allow us to find examples of base function spaces, for which the Newtonian functions can be approximated by Lipschitz continuous functions. We also need to show that M p : X → X fin is bounded. Let u ∈ X and let E ⊂ be of finite measure. The Hölder inequality implies that
The density result now follows from Theorem 7.1. It is also worth noting that if µ( ) = ∞, then M p u / ∈ X (unless u = 0 a.e.), but merely M p u ∈ L s ∩ L p,∞ .
If q ≥ 1, then it is possible to draw the same conclusion on density of Lipschitz functions in N 1 X using Example 6.8 and Theorem 7.6 (a) below.
If the base function space is in fact an r.i. space, then we obtain the required weak type estimate for the maximal operator M p even when M p is merely weakly bounded (on sets of finite measure). Proof. By Lemma 6.6, we have that the boundedness of the maximal operator implies that σχ p f (σ) X → 0 whenever f ∈ X as σ → ∞. The conclusion then follows from Theorem 4.6.
As a special case, we obtain that if supports a 1-Poincaré inequality, then the Lipschitz truncations are dense in all Newtonian spaces based on arbitrary r.i. spaces with absolutely continuous norm. Note that the previous proposition does not discuss the case 1 = p < q < ∞ as L 1,q are not r.i. spaces for q > 1, but mere rearrangement-invariant quasi-Banach function lattices. It was shown in [34, Example 2.6] that the Newtonian space may be trivial then, i.e., N 1 L 1,q = L 1,q , even though there are many curves in the metric measure space. In this case, the density can be established using arguments similar to those in Proposition 2.6 above.
