In the present article we develop some efficient bounds for the distribution function of a two dimensional scan statistic defined on a (double) sequence of iid binary trials. The methodology employed here takes advantage of the connection between the scan statistic problem and a equivalent reliability structure and exploits appropriate techniques of reliability theory to establish tractable bounds for the distribution of the statistic of interest. An asymptotic result is established and a numerical study is carried out to investigate the efficiency of the suggested bounds.
Introduction
Assume that a two dimensional rectangular region R = [0, L 1 ] × [0, L 2 ] is observed and our interest is focused on the patterns in which a certain event E occurs in R. let n 1 , n 2 be two positive integers and define h i = L i /n i , i = 1, 2. Furthermore, assume that n 1 , n 2 are large enough so that in each of the n 1 × n 2 rectangular subregions R ij = [(i − 1)h 1 , ih 1 ] × [(j − 1)h 2 , ih 2 ], i = 1, 2, ..., n 1 , j = 1, 2, ..., n 2
the event E may occur only once or does not occur at all. A question that comes in naturally within this setup is whether reasonable criteria providing evidence of clustering of the occurrences of E over R could be established. In order to establish a probabilistic model, let us introduce the Bernoulli r.v.'s X ij , i = 1, 2, ..., n 1 , j = 1, 2, ..., n 2 indicating the occurrence (X ij = 1) or non-occurrence (X ij = 0) of the event E in subregion R ij . We assume that X ij are iid r.v.'s with success probabilities q = P (X ij = 1) = 1 − P (X ij = 0) = 1 − p.
For 1 ≤ a ≤ n 1 − k 1 + 1, 1 ≤ b ≤ n 2 − k 2 + 1 we define S(a, b) =
to be the number of events in a rectangular region comprised of k 1 × k 2 adjacent subregions R ij , a ≤ i ≤ a + k 1 − 1, b ≤ j ≤ b + k 2 − 1 (k 1 , k 2 are positive integers). If S(a, b) exceeds a preassigned value r we shall say that (at least) r events have been clustered within the inspected region. The two dimensional (binary) discrete scan statistic is then defined as the largest number of events in any of the (n 1 − k 1 + 1)(n 2 − k 2 + 1) observed regions, i.e. S = S k 1 ,k 2 ,n 1 ,n 2 = max{S(a, b) : a = 1, 2, ..., n 1 − k 1 + 1, b = 1, 2, ..., n 2 − k 2 + 1}.
It is clear that such a statistic can be exploited for testing the null hypothesis of uniformity against an alternative hypothesis of two dimensional clustering, that results in an increased occurrence of events in square subgrids of the rectangular arrangement of the observations. Astronomy is probably one of the earliest sciences where the scan statistic was fruitfully used. The search of heavens for clustered galaxies, particles, signals or radiation sources attracted the interest of astronomers from the very beginning. Orford [10] reviews approaches for analyzing cosmic ray data in one and two dimensions, with an extensive discussion of the scan statistic. Two dimensional scans play a critical role in several other scientific areas as well, for example, ecology, computer science, mechanical engineering, biosciences, image analysis, minesfield detection, pattern recognition; for a detailed review see Glaz, Naus and Wallenstein [8] and the references therein.
In addition to such diverse and fascinating applications, the study of scan statistics involves many sophisticated and intricate theoretical methods, for example Poisson and compound Poisson approximations, large deviation theory, Bonferroni-type inequalities, order statistics and spacings, Monte Carlo simulation etc.
The distribution of the scan statistic S can alternatively be expressed as the reliability of a twodimensional r-within-consecutive-k 1 × k 2 -out-of-n 1 × n 2 system. This system consists of n 1 n 2 independent components arranged in a square grid of size n 1 × n 2 and fails if and only if there exists at least one square block of size k 1 × k 2 (1 < k 1 ≤ n 1 , 1 < k 2 ≤ n 2 ) which contains at least r ≥ 2 failed components. A typical application of this system in electrical engineering comes from the TFT Liquid Crystal Display technology where an increased number of non-functional pixels in fixed size rectangular subgrids of the screen is considered as a criterion for rejecting the produced item.
If R = R r,k 1 ,k 2 ,n 1 ,n 2 denotes the reliability of a two-dimensional r-within-consecutive-k 1 × k 2 -outof-n 1 × n 2 system with component failure probabilities q ij , i = 1, 2, ..., n 1 , j = 1, 2, ..., n 2 , it is clear that P (S k 1 ,k 2 ,n 1 ,n 2 ≤ r −1) = R r,k 1 ,k 2 ,n 1 ,n 2 . Hence, the determination of the distribution of S is equivalent to the assessment of the reliability of a two-dimensional r-within-consecutive-k 1 ×k 2 -out-of-n 1 ×n 2 system. Unfortunately, the exact reliability evaluation of this system is a formidable (or non-feasible) task even for moderate values of k 1 , k 2 (cf. Akiba and Yamamoto [1] ). Therefore, it seems reasonable to resort to approximations or bounds. Chen and Glaz [5] and Makri and Psillakis [9] used Bonferroni inequalities to establish reliability bounds for this system; Chen and Glaz [5] investigated also several product type approximations for the distribution of the two dimensional scan statistic S. Recently, Boutsikas and Koutras [4] employed a finite Markov chain imbedding method to derive accurate approximations for R r,k 1 ,k 2 ,n 1 ,n 2 . For a detailed review of these approaches the interested reader may consult Glaz, Naus and Wallenstein [8] .
The purpose of this article is to develop improved (upper and lower) bounds for the distribution of the discrete scan statistic S in the case of independent and identical X ij 's. These bounds are extremely useful especially for the cases where the lower and upper bounds are close to each other therefore giving rise to narrow interval estimates for the unknown exact distribution. The consideration here of the special case of iid Bernoulli trials was for typographical convenience only. It is straightforward to verify that many of the results developed in this article could be easily adjusted to the case where the trials are independent but not necessarily identical. This task is left to the interested reader as an exercise.
The derivation of the new bounds is chiefly couched on the general results provided in a recent publication of the authors of the present article. More specifically, Boutsikas and Koutras [3] introduced several generalizations of well-known reliability bounds based on arbitrary partitions of the family of minimal path or cut sets of a coherent structure. After the introduction of the necessary definitions and notations (Section 2) we proceed at the establishment of product-type upper and lower bounds for the cumulative distribution function of the scan statistic (Section 3). In Section 4 we provide some additional bounds of a different nature (non-product-type) while in Section 5 the asymptotic behavior of S is investigated by the aid of the results developed in the previous sections. Finally, in Section 6, a detailed numerical experimentation is carried out, which elucidates the quality of the suggested bounds.
Definitions and notations
As already mentioned, the development of bounds for the distribution function of the scan statistic S = S k1,k2,n1,n2 will be carried out by considering the equivalent two-dimensional r-within-consecutivek 1 × k 2 -out-of-n 1 × n 2 system, bounding its reliability R = R r,k 1 ,k 2 ,n 1 ,n 2 from above and below and subsequently using the transition formula P (S < r) = R. We shall introduce now the necessary notations for the presentation that will follow. Let I = {(i, j) : i = 1, 2, ..., n 1 , j = 1, 2, ..., n 2 } be the collection of system's components (equipped with the lexicographic order) and denote by X 0 ij = 1 − X ij , the indicator r.v.'s describing the components' state i.e. X 0 ij = 1 if component (i, j) is functioning and X 0 ij = 0 if component (i, j) has failed. Then, the failure probabilities q of system's components may be expressed as
In order to describe the minimal cut sets of the system we set N 1 = n 1 − k 1 + 1, N 2 = n 2 − k 2 + 1 and introduce the sets
By the definition of the system, its minimal cut sets C are all the subsets of A ij , i = 1, 2, ..., N 1 , j = 1, 2, ..., N 2 with cardinality |C| = r. Therefore, the family C of all minimal cut sets can be expressed as
A more convenient description of C is achieved by considering the disjoint families of cut sets
and observing that the next equality is true as well
If A is a collection of subsets of I, the symbol R(A) will denote the reliability of a system which has as cut sets all the elements of A, that is
Finally, we shall use the notation
for the tail probabilities of the binomial distribution.
Product-type bounds
One of the earliest approaches to the problem of developing product-type reliability bounds may be attributed to Esary and Proschan [6] who suggested the simple lower bound
(see also Barlow and Proschan [2] ). A direct application of this result in the special case of a twodimensional-r-within-consecutive-k 1 × k 2 -out-of-n 1 × n 2 system yields the next Proposition.
Proposition 1
The cumulative probability P (S ≤ r − 1) = R r,k1,k2,n1,n2 of the scan statistic S is bounded below by
where
and therefore,
The cardinality of C can be easily evaluated if we notice that, in view of (9),
and then proceed to a careful enumeration of the elements of each family C ij . The lower bound of Proposition 1 is pleasing in its simplicity; however, it succeeds in approximating satisfactorily the exact cumulative probability only for low values of q. A better approximation may be established by using the next proposition.
Proposition 2 The cumulative probability P (S ≤ r − 1) = R r,k1,k2,n1,n2 of the scan statistic S is bounded below by
Proof. Since C ij , i = 1, 2, ..., N 1 , j = 1, 2, ..., N 2 are disjoint and satisfy (9), they form a partition of the family C of system's minimal cut sets. As Boutsikas and Koutras [3] have proven (cf. Theorem 2) the quantity
will consist a lower bound of system's reliability. We observe next that each R(C ij ) can be expressed in terms of the tail probabilities of appropriate binomial distributions. More specifically, on introducing the events
and the index sets,
we may write
The desired result can now be easily verified by substituting all R(C ij ) in (21). So far, the cumulative probabilities of the scan statistic S were lower bounded by computationally tractable bounds. A natural question at this point is whether upper bounds could also be established by exploiting the connection between the scan statistic distribution and the reliability of a two-dimensional r-within-consecutive-k 1 ×k 2 -out-of-n 1 ×n 2 system. Unfortunately, should we wish to calculate the Esary and Proschan [6] upper reliability bounds we need to establish first all the minimal path sets of the system. The computational complexity of the last task is huge and therefore such an approach seems quite intricate. Fu and Koutras [7] developed a set of upper reliability bounds which are based on the minimal cut sets of a coherent structure and offer a satisfactory counterpart for Esary and Proschan lower bounds. In order to apply these, one has to consider a certain ordering (arrangement) of system's minimal cut sets and introduce appropriate index sets. If L C denotes the index set associated to minimal cut set C ∈ C (for the details on the construction of it see Fu and Koutras [7] ) the upper bounds take on the form
In the case of a two-dimensional r-within-consecutive-k 1 ×k 2 -out-of-n 1 ×n 2 system, a simple arrangement (linearization) of the family C of minimal cut sets is established as follows: place first (in any order) the |C 11 | cut sets of the family C 11 , next place (in any order) the |C 12 | cut sets of the family C 12 , etc.
(use lexicographic ordering for the indices (i, j) in C ij ) ... , place at the end (in any order) the |C N1N2 | cut sets of the family C N1N2 . It can be easily ascertained that the family of index sets
satisfy the conditions required in the Fu and Koutras [7] approach. Thus in the iid case we get the upper bound
and taking into account that
we easily arrive at the following result.
Proposition 3 The cumulative probability P (S ≤ r − 1) = R r,k 1 ,k 2 ,n 1 ,n 2 of the scan statistic S is bounded above by
A substantially better upper bound is provided by the next proposition which makes use of the generalized Fu and Koutras upper bound given in Boutsikas and Koutras [3] .
Proposition 4
The cumulative probability P (S ≤ r − 1) = R r,k 1 ,k 2 ,n 1 ,n 2 of the scan statistic S is bounded above by
where Q i , i = 1, 2, 3, 4 are given as in Proposition 2, and
The quantities C * * ij are defined as
where A ij are defined in (6) and minimal(A) denotes the set of all minimal sets of A with respect to the partial ordering induced by the inclusion operator ⊂.
Proof. Recalling once more the partition described in the proof of Proposition 2 and applying Corollary 1 of Boutsikas and Koutras [3] (the optimum choice of the required binary functions a s should be invoked) we readily obtain the upper bound
The evaluation of the quantities R(C ij ) has already been discussed in Proposition 2.
Since the evaluation of P ij is in general tedious, a convenient lower bound for these quantities would be quite helpful. Such a bound can be easily constructed if we observe that, on introducing the index sets,
we may write the inequality
which guarantees the validity of the inequality
Therefore, it can be easily verified that P ij ≥ p (k1−1)(3k2−2)+k1(k2−1)+(k1−1)(k2−1) while a more detailed investigation reveals the following Proposition.
Proposition 5 The cumulative probability P (S ≤ r − 1) = R r,k1,k2,n1,n2 of the scan statistic S is bounded above by
where Q i , i = 1, 2, 3, 4 are given in Proposition 2.
For small r's, the RHS and the LHS of formula (36) are close together while for large r's the actual value of P ij exhibits strong deviations from the RHS term. Consequently, the upper bound in (37) is sharp only when r is relatively small. A better bound could be established though by conducting a careful inspection of the set C * * ij for specific values of k 1 , k 2 , r. For example, for r = 2, we may derive the following slightly better bound
Covariance bounds
In this Section we are going to develop an upper bound different in nature than the bounds developed so far. The key tool for the construction of this bound is a general result given by Boutsikas and Koutras [3] ; since the latter involves covariances of appropriate discrete random variables, the resulting upper bound will be referred as covariance bound. To start with, let us denote by B ab the set of all components (i, j) such that (i, j) < (a, b) (use lexicographic ordering) and
It can be easily verified that B ab can be decomposed as
ab may occasionally be empty). Finally, let us denote by F (x, y, z) the sum
and by i the quadruple (i 1 , i 2 , i 3 , i 4 ).
Proposition 6
where Q 1 is given as in Proposition 2,
and
Proof. Applying Theorem 3 of Boutsikas and Koutras [3] for the partition C 1 = {C ij , i = 1, 2, ..., N 1 , j = 1, 2, ..., N 2 } of C, we deduce an upper bound of the form
Since C 1 consists of 4 different types of sets with similar structure (cf. (8)), the final form of the bound (50) will be rather cumbersome. In order to gain a simpler (and slightly worse of course) upper bound we consider the system whose family of minimal cut sets is given by
Let us also denote by R 0 r,k 1 ,k 2 ,n 1 ,n 2 the reliability of this last system. Since
. Applying once more Theorem 3 of Boutsikas and Koutras [3] for the partition C 2 = {C 0 ij , i = 1, 2, ..., N 1 , j = 1, 2, ..., N 2 } we may easily arrive at the upper bound for R 0 r,k1,k2,n1,n2 (which is also an upper bound for R r,k1,k2,n1,n2 ),
where, in this case, R(C
For the evaluation of S 1 we observe that 
(56) More specifically, by virtue of the inclusion-exclusion theorem we may write
and the evaluation of the probabilities P (∩ i∈D AB i ) can be accomplished if we recognize that the events of interest can be expressed via iid binary r.v.'s Z i such that P (Z i = 1) = q. In particular, it is not difficult to check that, on setting
(a convenient expression for that is given in (40)) we may write P (∩ i∈D AB i ) = F
i (a, b), i = (i 1 , i 2 , i 3 , i 4 ) with the indices i j , j = 1, 2, 3, 4 being 1 or 0 according to whether j ∈ D or j / ∈ D respectively and
Combining all the above we deduce
Arguing in exactly the same way, we may also compute S 2 , S 3 , S 4 (the technical details are lengthy but straightforward).
Asymptotic results
Many real life applications call for the study of the two dimensional scan statistic S in a large square grid of size n 1 × n 2 (i.e. for large n 1 , n 2 ) or equivalently, for the study of huge two-dimensional r-withinconsecutive-k 1 ×k 2 -out-of-n 1 ×n 2 reliability structures with high quality components. In these cases, the evaluation of lower and upper bounds though feasible, quickly become tedious. An asymptotic estimate of the tail probability or system's reliability, may therefore be useful. In this paragraph we aim at an asymptotic result concerning the case when n 1 , n 2 converge to infinity and at the same time q → 0 so that n 1 n 2 q r converges to a positive number. To achieve this we may use either the bounds developed in the previous section (e.g. L EP , U F K ) or the general results for coherent structures presented by Fu and Koutras [7] .
Proposition 7 If r, k 1 , k 2 are fixed and n 1 , n 2 → ∞, q → 0 such that
Proof. It suffices to observe that max¯L C j¯r emains bounded as n 1 , n 2 → ∞ (cf. 28) and then apply Corollary 4.2. of Fu and Koutras [7] . The desired result follows immediately, on using expression (14) for |C|. An alternative proof of the same result can also be established by using the simpler bounds L EP , U F K developed in the previous sections.
We are now presenting an interesting consequence of the above proposition relating to the asymptotic distribution of the time to failure T of a two-dimensional r-within-consecutive-k 1 × k 2 -out-of-n 1 × n 2 reliability system. More specifically, suppose that this system starts functioning at time 0 equipped with n 1 n 2 new (unused) components and denote by T the time until system's failure and by T ij the lifetime of the (i, j) component. Then we have the next result.
Corollary 1 Let the common lifetime distributions of the components be of the form
where a, θ are positive constants. Then, the asymptotic lifetime T of the system (properly normalized) follows a Weibull distribution with parameter
more specifically,
as n 1 , n 2 → ∞.
Proof. It is an immediate consequence of Proposition 7 since q = q((n 1 n 2 ) −1/ra t) → 0 and
as n 1 , n 2 → ∞. Note that, the assumption made above that components' failure distribution satisfies q(t) = θ a t a + o(t a ), t ≥ 0, is a rather mild one (it is equivalent to lim t→0 + t −a q(t) ∈ (0, ∞) for some a > 0). There are quite a few lifetime distributions which satisfy this condition, including exponential, Weibull, gamma, uniform, etc.
Numerical comparisons
In Tables 1-9 we provide, for selected values of r, k 1 , k 2 , n 1 , p, the values of the bounds described in formulae (13), (18), (29), (37) (or (38) for r = 2), (41) (they have been labeled as
respectively) along with the Bonferroni-type bounds developed by Makri and Psillakis [9] (for the case n 1 = n 2 , k 1 = k 2 ). These bounds have been labeled as L Bonf , U Bonf . We also provide a simulated value (R simul ) and an approximate value (R approx ) based on the results of Boutsikas and Koutras [4] .
It is worth stressing that for large systems (e.g. n 1 , n 2 > 30), the computer times for assessing the simulated values of R are extremely large, especially when a large number of iterations are performed. This is why in most cases we were forced to reduce the number of iterations to 10 4 or 10 5 (only in Table  1 we employ 10 6 iterations). This fact may have resulted in quite crude approximations of the exact reliability. However, the bounds are easily evaluated no matter how large the values of n, k are.
A careful inspection of the tables reveals that L G EP is the best lower bound of the three for each of the cases we consider, while, for very high component survival probabilities, U G CB is the best of the four upper bounds. For lower component survival probabilities the leading bounds are U G F K (for small r) or U Bonf . 
