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Resumo
Seja T : X → X uma aplicac¸a˜o expansora em um espac¸o me´trico com-
pacto X.
Demonstramos o teorema de Ruelle para potenciais na classe de Schwarz,
que e´ uma classe um pouco mais geral do que a classicamente analisada (apenas Ho¨lder).
A demonstrac¸a˜o de alguns itens do teorema de Ruelle fica trivial quando usamos o te-
orema de Ledrappier [W1], que caracteriza as g-medidas. Para o teorema sobre a
existeˆncia e unicidade das g-medidas, T ale´m de ser expansora deve ser, tambe´m, to-
pologicamente mixing.
Por fim, estudamos func¸o˜es expansoras por partes (tambe´m conhecidas
como aplicac¸o˜es monotoˆnicas, ou mono´tonas por partes). Ale´m do espectro do operador
de Ruelle relacionado com estas func¸o˜es, apresentamos o estado de equil´ıbrio para tais
func¸o˜es.
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Introduc¸a˜o
Durante as u´ltimas treˆs de´cadas a compreensa˜o do comportamento assin-
to´tico de o´rbitas gene´ricas para inu´meras classes de sistemas dinaˆmicos se consolidou
consideravelmente. De um ponto de vista inicialmente mais determin´ıstico, os estudos
evolu´ıram no sentido de considerar propriedades com cara´ter estat´ıstico. Este pro-
cedimento se mostrou extremamente frut´ıfero, permitindo-se avanc¸ar o entendimento
dos sistemas uniformemente hiperbo´licos que comec¸ara a consolidar-se nos anos oitenta
para os na˜o-uniformemente hiperbo´licos que tem sido o grande desafio dos u´ltimos
anos. Essas te´cnicas foram desenvolvidas para sistemas uniformemente hiperbo´licos
mas, felizmente, puderam ser estendidas a uma classe mais ampla de transformac¸o˜es.
Uma pequena parte desse desenvolvimento sera´ apresentada neste trabalho. Para isso
vamos tornar nossas ide´ias um pouco mais precisas.
Gene´rico e´ entendido aqui no sentido da teoria da medida. Assuma que
(X,A) e´ um espac¸o mensura´vel, com X um espac¸o me´trico compacto, e T : X → X
uma aplicac¸a˜o A-mensura´vel (i. e., T−1(A) ∈ A para qualquer A ∈ A). Por MT (X)
denotamos o espac¸o das probabilidades invariantes por T no espac¸o de medida (X,A, µ)
(i. e., para todo A ∈ A vale que µ(A) = µ(T−1(A))). No que segue, X sera´ um espac¸o
me´trico compacto, A a σ-a´lgebra de Borel dada pela me´trica de X e C(X) denotara´ o
espac¸o das func¸o˜es de X em R cont´ınuas. Considere uma func¸a˜o positiva g : X → R
usualmente chamada de potencial. Estamos interessados nas medidas de probabilidade
que maximizam a pressa˜o topolo´gica, i. e., medidas µ ∈ MT (X) tais que
hµ(T ) +
∫
X
log g dµ = sup
{
hν(T ) +
∫
X
log g dν; ν ∈ MT (X)
}
,
onde hµ(T ) representa a entropia da transformac¸a˜o relativamente a` medida µ, cuja de-
finic¸a˜o e´ demasiadamente longa para ser apresentada nesta introduc¸a˜o, mas que esta´
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apresentada no apeˆndice deste trabalho. Pode-se definir a pressa˜o topolo´gica do poten-
cial g via:
P (T, g) = sup
{
hν(T ) +
∫
X
log g dν; ν ∈ MT (X)
}
.
Uma medida que satisfaz a primeira igualdade e´ dita um estado de equil´ıbrio para o
potencial g, caso g ≡ 0 enta˜o esta medida maximiza a entropia. Esses estados de
equil´ıbrio teˆm propriedades ergo´dicas fortes e sa˜o relevantes em aplicac¸o˜es f´ısicas. Para
se obter uma tal medida uma te´cnica foi desenvolvida por Ruelle em seu trabalho
pioneiro [R], para func¸o˜es g : X → R Ho¨lder, que consiste no estudo das propriedades
de convergeˆncias para iteradas do operador Lg : C(X)→ C(X), agindo no espac¸o das
func¸o˜es cont´ınuas em um espac¸o me´trico compacto a valores reais, sendo T : X → X
uma aplicac¸a˜o expansora definimos
Lg(ϕ)(x) =
∑
y∈T−1(x)
g(y)ϕ(y)
onde a quantidade de pre´-imagens, por T, para cada x ∈ X e´ finita, uma vez que X
e´ compacto. Tal operador e´ conhecido usualmente como operador de Ruelle-Perron-
Frobenius (ou operador de transfereˆncia) e e´ apresentado em va´rias formas permitindo,
em algumas delas, ser estendido ao espac¸o das func¸o˜es integra´veis com respeito a alguma
medida especial. Por exemplo, se o espac¸o ambiente e´ uma variedade riemanniana
pode-se definir para uma aplicac¸a˜o expansora o operador de Ruelle-Perron-Frobenius,
L, como a aplicac¸a˜o em L1(µ) tal que para toda f ∈ L1(µ) e para todo boreliano A
satisfac¸a ∫
A
L(f)dµ =
∫
T−1(A)
fdµ,
onde µ aqui denota a medida de Lebesgue da variedade.
Para se obter boas propriedades de convergeˆncias das iteradas deste ope-
rador devemos fazer algumas restric¸o˜es sobre o sistema dinaˆmico em questa˜o, bem como
sobre o potencial que comec¸amos. Falando informalmente, o ambiente geral que garante
a validade da te´cnica depende da exigeˆncia de um certo tipo de hiperbolicidade fraca
(expande distaˆncias) no sistema dinaˆmico e na restric¸a˜o do potencial para uma classe de
func¸o˜es boas onde o operador age como uma tranformac¸a˜o que essencialmente contrai.
Para va´rios casos de sistemas dinaˆmicos uma classe de potenciais g deve
ser escolhida de modo a se obter um u´nico estado de equil´ıbrio. O procedimento tambe´m
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e´ aplicado a sistemas descont´ınuos, em particular, para aplicac¸o˜es mono´tonas por partes
do intervalo onde o potencial e´ assumido ser de variac¸a˜o limitada, [LY2],[Wo].
No in´ıcio dos anos oitenta Keller, Hofbauer e outros comec¸aram o estudo
das propriedades espectrais do operador de Ruelle-Perron-Frobenius no caso de trans-
formac¸o˜es mono´tonas por partes do intervalo, e conseguiram um enfoque unificado na
maioria dos casos onde as propriedades de convergeˆncia foram obtidas das proprieda-
des espectrais deste operador. Esta abordagem teve, apo´s isto, um desenvolvimento
importante trazendo a` tona as condic¸o˜es espectrais necessa´rias que devemos exigir para
obtermos as propriedades de convergeˆncia desejadas [B]. Finalmente novas te´cnicas fo-
ram desenvolvidas em parte por Lai-Sang Young, que se mostraram aplica´veis a outras
situac¸o˜es onde menos hiperbolicidade e´ assumida sobre a aplicac¸a˜o.
Esta mesma te´cnica comec¸ada com Ruelle, que permite a obtenc¸a˜o de
estados de equil´ıbrio, pode encontrar medidas SRB e estados de Gibbs ou ate´ mesmo
medidas absolutamente cont´ınuas com respeito a` medida de Lebesgue, quando o espac¸o
e´ uma variedade riemanniana, desde que se escolha corretamente o potencial inicial-
mente estudado.
Neste trabalho vamos apresentar esta teoria para dois casos. O primeiro
segue de perto a apresentac¸a˜o de Peter Walters em [W1] exceto que na˜o e´ desenvolvido
no caso de subshifts unilateral, abordada em Bowen [B1] por exemplo, mas em um am-
biente mais geral que sa˜o as aplicac¸o˜es chamadas expansoras em espac¸os me´tricos [C1]
que incluem transformac¸o˜es espansoras de variedades e subshifts unilaterais. Ale´m disso
o potencial e´ escolhido em uma classe diferente que chamamos de classe de Schwarz,
cujas definic¸a˜o foi usada inicialmente por Schwarz na sua bem conhecida prova do teo-
rema de Denjoy sobre a na˜o existeˆncia de intervalos na˜o-errantes para difeomorfismos
de classe C1+ε do c´ırculo. Na segunda parte desse trabalho apresentaremos o enfoque
espectral, devido a Keller e Hofbauer [HK], para aplicac¸o˜es mono´tonas por partes do
intervalo.
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Cap´ıtulo 1
Transformac¸o˜es expansoras
Neste cap´ıtulo apresentaremos uma breve introduc¸a˜o a` teoria ergo´dica e
logo apo´s definiremos transformac¸o˜es expansoras em variedades compactas e em espac¸os
me´tricos compactos, e mostraremos que toda transformac¸a˜o expansora em variedade e´
expansora no sentido me´trico. Na sec¸a˜o seguinte enunciaremos o teorema de Ruelle e
faremos uma aplicac¸a˜o do teorema para um potencial pre´-definido. Na u´ltima sec¸a˜o
deste cap´ıtulo definiremos func¸o˜es homo´logas, enunciaremos o Shadowing Lemma e
provaremos quando duas func¸o˜es Ho¨lder sa˜o homo´logas. Por fim, provaremos que se
duas func¸o˜es Ho¨lder sa˜o homo´logas enta˜o elas possuem os mesmos estados de equil´ıbrio.
1.1 Elementos de Teoria Ergo´dica
Iniciaremos esta sec¸a˜o com uma breve revisa˜o sobre teoria da medida,
onde apenas enunciaremos algumas definic¸o˜es ba´sicas. Para resultados em teoria da
medida as refereˆncias sa˜o [Ca], [Co] ou [Ru]. Logo apo´s apresentaremos algumas de-
finic¸o˜es e resultados ba´sicos de um curso de teoria ergo´dica, onde citamos [M1] e [W2].
Definic¸a˜o 1.1. Seja X um conjunto arbitra´rio. Uma famı´lia A de subconjuntos de X
e´ uma σ-a´lgebra se
i) X ∈ A
ii) se A ∈ A enta˜o Ac = X − A ∈ A
iii) se Ai ∈ A para i = 1, 2, 3, . . . enta˜o
⋃
i≥1
Ai ∈ A.
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Definic¸a˜o 1.2. Se A e´ uma σ-a´lgebra de subconjuntos de X, dizemos que µ : A →
[0,+∞] e´ uma medida se
a) µ(∅) = 0
b) para toda famı´lia {Ai}i, i = 1, 2, 3, . . . , de conjuntos disjuntos em A vale que
µ
(⋃
i≥1
Ai
)
=
∑
i≥1
µ(Ai).
Definic¸a˜o 1.3. Um espac¸o de medida e´ uma terna (X,A, µ) onde X e´ um conjunto
arbitra´rio, A e´ uma σ-a´lgebra de subconjuntos de X e µ uma medida.
Dizemos que o espac¸o de medida (X,A, µ) e´ um espac¸o de probabilidade
se µ(X) = 1, neste caso a medida µ e´ dita ser uma medida de probabilidade ou,
simplesmente, uma probabilidade.
Definic¸a˜o 1.4. Seja (X,A, µ) um espac¸o de probabilidade. Se A0 e´ uma famı´lia de
subconjuntos de X, dizemos que A e´ gerada por A0 se A0 ⊆ A e toda σ-a´lgebra A
′
de subconjuntos de X tal que A0 ⊆ A
′ satisfaz A ⊆ A′. Se An e´ uma famı´lia de
subconjuntos de X, n ≥ 1, denotamos por
∨
n≥1An a σ-a´lgebra gerada por
⋃
n≥1An.
Obs.: Se X e´ um espac¸o topolo´gico, a σ-a´lgebra de Borel de X e´ a σ-a´lgebra gerada
pela famı´lia dos conjuntos abertos. Neste caso, os conjuntos em A denominam-se
borelianos de X.
Definic¸a˜o 1.5. Seja (X,A, µ) um espac¸o de medida. Definimos o suporte de µ pelo
conjunto
sup(µ) = {x ∈ X; ∀Vx, µ(Vx) > 0}
onde Vx e´ uma vizinhanc¸a do ponto x.
Definic¸a˜o 1.6. Se (X,A, µ) e´ um espac¸o de medida e para todo A ∈ A, A ⊆
∞⋃
i=1
Ai,
com µ(Ai) < +∞ para todo i ≥ 1, dizemos que µ e´ uma medida σ-finita.
Um dos principais objetivos da teoria ergo´dica e´ o estudo da dinaˆmica
das transformac¸o˜es que preservam medida. Assim, vamos a` definic¸a˜o de uma medida
invariante.
Definic¸a˜o 1.7. Sejam (X,A, µ) e (Y,B, ν) espac¸os de medida.
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a) Dizemos que uma transformac¸a˜o T : (X,A, µ) → (Y,B, ν) e´ mensura´vel se para
todo A ∈ B tivermos que T−1(A) ∈ A.
b) A transformac¸a˜o T : (X,A, µ) → (Y,B, ν) preserva medida se e´ mensura´vel e
para todo A ∈ B temos que µ(T−1(A)) = ν(A).
Obs.: Estaremos interessados principalmente em casos onde (X,A, µ) = (Y,B, ν). Se
T : (X,A, µ)→ (X,A, µ) e´ uma transformac¸a˜o que preserva medida, tambe´m dizemos
que T preserva µ ou que µ e´ T -invariante, ou ainda, que µ e´ invariante por T.
Definic¸a˜o 1.8. Seja T : X → X uma aplicac¸a˜o cont´ınua em um espac¸o me´trico
compacto. O conjunto das probabilidades sobre os borelianos de X e´ denotado por
M(X) e denotamos por MT (X) o conjunto das µ ∈ M(X) invariantes por T.
Obs.: Seja T : X → X uma transformac¸a˜o cont´ınua em um espac¸o me´trico com-
pacto. Como consequeˆncia do teorema de Krylov e Bogolioubov [W2], temos que o
espac¸oMT (X) na˜o e´ vazio e e´ um subconjunto convexo deM(X) e ainda e´ fracamente
compacto.
Definic¸a˜o 1.9. Uma transformac¸a˜o T : (X,A, µ)→ (X,A, µ) em um espac¸o de proba-
bilidade que preserva medida e´ chamada ergo´dica se os u´nicos membros A ∈ A tais
que T−1(A) = A satisfazem µ(A) = 0 ou µ(A) = 1. Neste caso, dizemos que µ e´ uma
medida ergo´dica.
Definic¸a˜o 1.10. Seja (X,A, µ) um espac¸o de probabilidade. Dizemos que um conjunto
A ⊆ X e´ de medida nula se existe A1 ∈ A tal que A ⊆ A1 e µ(A1) = 0. Dizemos que
dois conjuntos A1, A2 ∈ A coincidem µ mod 0, e o denotamos por A1 = A2 mod 0 se
A1∆A2 := (A1 − A2) ∪ (A2 − A1) e´ de medida nula.
Definic¸a˜o 1.11. Seja (X,A, µ) um espac¸o de probabilidade. Uma propriedade aplicada
a pontos de um subconjunto S ⊆ X vale em µ quase todo ponto (abreviadamente µ
q.t.p., ou simplesmente, q.t.p.), ou quase sempre (µ q.s., ou simplesmente, q.s.) se o
conjunto dos pontos de S onde a propriedade e´ falsa tem medida nula.
Definic¸a˜o 1.12. Seja (X,A, µ) um espac¸o de probabilidade. Se B e´ uma famı´lia de
subconjuntos de X, escrevemos A ∈ B mod 0 se A = A0 mod 0 para algum A0 ∈ B e
definimos
B mod 0 = {A ⊆ X;A ∈ B mod 0}.
Dizemos que B gera A mod 0 se A = A0 mod 0, onde A0 e´ a σ-a´lgebra gerada por B.
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Definic¸a˜o 1.13. Seja T : (X,A, µ) → (X,A, µ) uma transformac¸a˜o que preserva
medida em um espac¸o de probabilidade. Dizemos que T e´ uma transformac¸a˜o exata ou
que µ e´ uma medida exata com respeito a T, se para todo A ∈
⋂
n≥0
T−n(A) mod 0, (ou
seja, A pertence a
⋂
n≥0
T−n(A) a menos de um conjunto de medida nula) tivermos que
µ(A) = 0 ou µ(A) = 1.
Precisaremos de alguns teoremas de integrac¸a˜o, os mais utilizados sa˜o os
seguintes.
Definic¸a˜o 1.14. Seja X um espac¸o me´trico compacto. Definimos por C(X) o espac¸o
de todas as func¸o˜es cont´ınuas de X em R. Sobre C(X) usaremos a seguinte norma
‖f‖C = sup{|f(x)|; x ∈ X}.
Teorema 1.1. Sejam ν, µ duas medidas de probabilidade de Borel sobre o espac¸o
me´trico X. Se ∫
X
fdµ =
∫
X
fdν, ∀f ∈ C(X)
enta˜o µ = ν.
Demonstrac¸a˜o. [W2]
Teorema 1.2 (Representac¸a˜o de Riesz). Sejam X um espac¸o me´trico compacto e
L : C(X) → R uma aplicac¸a˜o linear cont´ınua que satisfac¸a L(1) = 1 e L(f) ≥ 0 para
toda f ≥ 0. Enta˜o existe µ ∈ M(X) tal que
L(f) =
∫
X
fdµ, ∀f ∈ C(X).
Demonstrac¸a˜o. [Ca]
Obs.: Em [W2] temos a prova de que M(X) e´ identificado com um subconjunto
convexo da bola unita´ria em C(X)∗, o dual de C(X). Por este motivo podemos obter
uma topologia paraM(X) atrave´s da topologia fraca-* em C(X)∗.
Definic¸a˜o 1.15. A topologia fraca-* sobre M(X), onde X e´ um espac¸o me´trico com-
pacto, e´ a menor topologia onde cada aplicac¸a˜o µ→
∫
X
fdµ, para f ∈ C(X), e´ cont´ınua.
Uma base para tal topologia e´ dada pela colec¸a˜o de todos os conjuntos da forma
Vµ(f1, . . . , fk; ε) =
{
ν ∈ M(X);
∣∣∣∣∫
X
fidν −
∫
X
fidµ
∣∣∣∣ < ε, 1 ≤ i ≤ k}
onde µ ∈ M(X), k ≥ 1, ε > 0 e para todo i ∈ {1, 2, . . . , k}, fi ∈ C(X).
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Teorema 1.3. Se X e´ um espac¸o me´trico compacto enta˜oM(X) e´ compacto na topo-
logia fraca-*.
Demonstrac¸a˜o. [W2]
Teorema 1.4. Sejam T : X → X cont´ınua em um espac¸o me´trico compacto e µ ∈
M(X). Enta˜o, µ ∈ MT (X) se e somente se∫
X
f ◦ Tdµ =
∫
X
fdµ, ∀f ∈ C(X).
Demonstrac¸a˜o. [W2]
Definic¸a˜o 1.16. Uma transformac¸a˜o entre espac¸os me´tricos ψ : (X, dX) → (Y, dY ) e´
Ho¨lder cont´ınua, ou simplesmente Ho¨lder, se existem M > 0 e γ > 0 tais que
dY (ψ(x), ψ(y)) ≤MdX(x, y)
γ
para x, y ∈ X. A constante γ e´ o expoente de Ho¨lder. No caso Y = R dizemos que
ψ : X → R e´ uma func¸a˜o Ho¨lder.
Definic¸a˜o 1.17. Dizemos que ψ : X → X em uma variedade riemanniana e´ de classe
Ck+γ, para γ > 0 e k ≥ 1, se ψ e´ de classe Ck e a derivada Dk(ψ) e´ Ho¨lder cont´ınua
com γ sendo o expoente de Ho¨lder.
Por fim, caso T : X → X seja uma transformac¸a˜o cont´ınua em um espac¸o
me´trico compacto, temos que MT (X) 6= ∅. Enta˜o cabe perguntar se MT (X) conte´m
elementos ergo´dicos.
Ate´ o final desta sec¸a˜o estaremos trabalhando com T : X → X uma
transformac¸a˜o mensura´vel em um espac¸o me´trico compacto. Para maiores informac¸o˜es
veja [M1].
Definic¸a˜o 1.18. Definimos Σ0(T ) como o conjunto dos pontos x ∈ X tais que, para
toda f : X → R cont´ınua, exista o limite
lim
n→∞
1
n
n−1∑
j=0
f(T j(x)).
Se x ∈ Σ0(T ) definimos Lx : C(X)→ R por
Lx(f) = lim
n→∞
1
n
n−1∑
j=0
f(T j(x))
8
que e´ linear e positivo donde, pelo teorema 1.2, existe uma u´nica probabilidade µx sobre
os borelianos de X tal que
Lx(f) =
∫
X
fdµx.
Definic¸a˜o 1.19. Definimos Σ1(T ) como o conjunto dos x ∈ Σ0(T ) tais que µx e´ T -
invariante.
Obs.: Quando T e´ cont´ınua, Σ0(T ) = Σ1(T ) [M1].
Definic¸a˜o 1.20. Definimos Σ2(T ) como o conjunto dos x ∈ Σ1(T ) tais que µx e´
ergo´dica, e tambe´m definimos Σ(T ) como o conjunto dos x ∈ Σ2(T ) tais que x ∈
sup(µx).
Obs.: Os conjuntos Σ(T ), Σi(T ), i = 0, 1, 2 sa˜o borelianos [M1].
Definic¸a˜o 1.21. Um conjunto A ⊆ X e´ de probabilidade total se µ(Ac) = 0 para toda
µ ∈ MT (X).
Por fim, enunciamos o teorema da decomposic¸a˜o ergo´dica das medidas
invariantes.
Teorema 1.5. Se MT (X) 6= ∅, Σ(T ) e´ um conjunto de probabilidade total.
Demonstrac¸a˜o. [M1]
1.2 Transformac¸o˜es Expansoras
As transformac¸o˜es expansoras em variedades sa˜o aplicac¸o˜es de grande
importaˆncia na teoria de sistemas dinaˆmicos e, consequentemente, na teoria ergo´dica.
Seja, portanto, a definic¸a˜o.
Definic¸a˜o 1.22. Seja X uma variedade riemanniana compacta sem bordo. Dada a
transformac¸a˜o T : X → X de classe Cr, r ≥ 1, dizemos que T e´ expansora se existe
α > 1 tal que
‖DT (x)v‖ ≥ α‖v‖
para todo x ∈ X e v ∈ TxX.
O exemplo mais imediato deste tipo de transformac¸a˜o e´:
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Exemplo1. Se X = S1 = {z ∈ C; |z| = 1}, seja T : S1 ←↩ dada por
T (z) = zn, com n ≥ 2.
Enta˜o S1 com a me´trica induzida de C ' R2 satisfaz
T ′(z) = nzn−1
‖T ′(z)‖ = n‖zn−1‖ = n
e enta˜o se fizermos α = n teremos o resultado.
Exemplo 2. Seja A uma matriz 2× 2 de coeficientes inteiros satisfazendo |α| > 1 para
qualquer α ∈ esp(A), onde esp(A) e´ o espectro de A. Temos que A(Z2) ⊆ Z2. Deste
fato segue que A induz sobre o toro T2 = R2/Z2 a aplicac¸a˜o T : T2 → T2 tal que se
pi : R2 → T2 e´ a projec¸a˜o canoˆnica, i. e., pi(x) = [x] = x + Z2 enta˜o T ◦ pi = pi ◦ A.
Do fato que A tem apenas autovalores com mo´dulo maior que um, segue
que se 1 < α < inf{|γ|; γ ∈ esp (A)} enta˜o
‖DxTv‖ ≥ α‖v‖.
Esta˜o caracterizadas todas as variedades que admitem uma transformac¸a˜o
expansora (ver [S1] e [G1]). A existeˆncia de medidas especiais para as transformac¸o˜es
expansoras em variedades esta´ provada quando a classe de diferenciabilidade e´ C1+ε,
∀ε > 0. Em particular elas admitem medidas SRB, medidas de equil´ıbrio, etc. Um dos
objetivos deste trabalho e´ a apresentac¸a˜o destas propriedades em um contexto mais
geral que engloba o conceito de transformac¸a˜o expansora de variedades, mas que atinge
tambe´m os shifts unilaterais e outros exemplos em espac¸os me´tricos. E´ importante
observar que a condic¸a˜o α > 1, na definic¸a˜o de transformac¸a˜o expansora, e´ claramente
uma condic¸a˜o aberta na topologia C1 e que portanto, toda aplicac¸a˜o suficientemente
C1-pro´xima de uma aplicac¸a˜o destas tambe´m e´ expansora (para uma apresentac¸a˜o sobre
a topologia C1 veja [S2]).
Um resultado importante e´ o seguinte:
Teorema 1.6. Dada T : X → X expansora em um espac¸o me´trico compacto X existe
uma u´nica probabilidade, µ, sobre os borelianos de X, invariante por T e que seja
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absolutamente cont´ınua relativamente a` medida de Lebesgue, m, de X. Ale´m disso, µ
pode ser obtida pelo limite
lim
n→∞
1
n
n−1∑
j=0
T j∗ (m) = µ
onde o limite acima e´ considerado na topologia fraca-* e T j∗ (m) denota a medida
T j∗ (m)(A) = m(T
−j(A))
para qualquer A ∈ A onde A e´ a σ-a´lgebra dos borelianos de X.
Vamos generalizar o conceito de transformac¸a˜o expansora que engloba o
anterior e inclui os shifts unilaterais.
Definic¸a˜o 1.23. Seja X um espac¸o me´trico compacto e d sua me´trica. Uma trans-
formac¸a˜o expansora e´ uma aplicac¸a˜o T : X → X cont´ınua satisfazendo:
existem r > 0, 0 < α < 1 e c > 0 tais que
i) x 6= y, T (x) = T (y)⇒ d(x, y) > c
ii) ∀x ∈ X e a ∈ T−1(x) existe uma func¸a˜o cont´ınua ϕ : Br(x)→ X tal que
ϕ(x) = a
(T ◦ ϕ)(z) = z, ∀z ∈ Br(x)
d(ϕ(z), ϕ(z′)) ≤ αd(z, z′), ∀z, z′ ∈ Br(x).
Obs.: A func¸a˜o ϕ e´ denominada de ramo da inversa de T.
No que segue, iremos definir subshift unilateral do tipo finito.
Para n ≥ 1 seja In = {1, 2, · · · , n}. Seja B
+(n) o conjunto das sequeˆncias
de n s´ımbolos, ou seja,
B+(n) = {θ; θ : N→ In}.
Definimos um cilindro de largura m com in´ıcio em j como sendo o conjunto
C(j; i0, i1, . . . , im−1) = {θ ∈ B
+(n); θ(j + l) = il, il ∈ In, l = 0, 1, . . . , m− 1}.
Podemos munir B+(n) da topologia produto, associada a` topologia discreta de In,
donde pelo teorema de Tychonoff (veja [Ke]) segue que B+(n) e´ um espac¸o topolo´gico
compacto. Os cilindros formam uma base para a topologia produto de B+(n), veja [B].
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Sobre B+(n) definimos
d′(θ, η) =

1
2k+1
, θ 6= η
0, θ = η
onde k e´ o menor ı´ndice tal que θ(k) 6= η(k). Temos que d′ e´ uma me´trica e (B+(n), d′)
e´ um espac¸o me´trico compacto.
Seja A = (aij) uma matriz n × n formada por 0 e 1, chamada matriz de
transic¸a˜o. Considere B+(A) ⊆ B+(n) o subconjunto dado por
B+(A) = {θ ∈ B+(n); aθ(i)θ(i+1) = 1, ∀i ∈ N}.
Sobre B+(A) consideremos a aplicac¸a˜o σ : B+(A)→ B+(A) dada por
σ(θ)(i) = θ(i+ 1), i = 0, 1, . . .
tal aplicac¸a˜o e´ denominada de shift.
Definic¸a˜o 1.24. Ao sistema dinaˆmico
(B+(A), σ)
como definido acima, denominamos de subshift unilateral de tipo finito associado a`
matriz A.
Lema 1.1. A aplicac¸a˜o σ : B+(A)→ B+(A) e´ expansora.
Demonstrac¸a˜o. Sejam θ e γ dois elementos de B+(A) tais que
θ 6= γ e σ(θ) = σ(γ).
Enta˜o,
σ(θ)(i) = σ(γ)(i), ∀i = 0, 1, . . .
θ(i+ 1) = γ(i+ 1), ∀i = 0, 1, . . .
θ(i) = γ(i), ∀i = 1, 2, . . .
Como θ 6= γ ⇒ θ(0) 6= γ(0) e portanto
d′(θ, γ) =
1
2
.
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Fazendo 0 < c < 1/2 provamos i).
Seja θ ∈ B+(A). Enta˜o
σ−1(θ) = {(i, θ(0), θ(1), . . .); 1 ≤ i ≤ n e aiθ(0) = 1}.
Sejam r = 1/2 e γ = (i, θ(0), θ(1), . . .) com aiθ(0) = 1. Assim, se ω ∈ Br(θ)
enta˜o ω satisfaz ω(0) = θ(0). Definimos a aplicac¸a˜o ϕ : Br(θ) → B
+(A) dada por
ϕ(ω) = iω, onde iω denota o elemento de B+(A) definido por
(iω)(j) =
i, j = 0ω(j − 1), j ≥ 1.
Enta˜o, para quaisquer ω1, ω2 ∈ Br(θ) temos
d′(ϕ(ω1), ϕ(ω2)) = d
′(iω1, iω2) =
1
2
d′(ω1, ω2).
Basta pois tomar α = 1/2, terminando assim a prova do lema.
Lema 1.2. Seja T : X → X uma aplicac¸a˜o expansora em uma variedade compacta.
Enta˜o T e´ expansora no sentido me´trico.
Demonstrac¸a˜o. Sejam T : X → X uma aplicac¸a˜o expansora de variedade e (Ui)i uma
cobertura finita de X tal que ∀i
f−1(Ui) =
k⋃
j=1
Vij
onde f : Vij → Ui e´ um difeomorfismo. Seja r1 o nu´mero de Lebesgue desta cobertura.
Seja r2 > 0 tal que se p, q ∈ X e d(p, q) < 2r2 enta˜o, da compacidade de X, existe
uma geode´sica minimizante ligando p e q, i. e., γ : [0, 1]→ X geode´sica com γ(0) = p,
γ(1) = q e d(p, q) = l(γ).
Tome r = inf{r1, r2}. Seja p ∈ X, enta˜o existe um aberto Ui tal que
Br(p) ⊂ Ui, γ = T ◦ β onde β e´ uma curva (que pode ser ou na˜o uma geode´sica) que
liga ϕ(p) a ϕ(q), onde ϕ : Br(p)→ X e´ um ramo da inversa de T. Assim,∫
X
‖γ˙(t)‖dt =
∫
X
‖T ′(β(t))β˙(t)‖dt ≥
∫
X
α‖β˙(t)‖dt = αl(β)
portanto l(γ) ≥ αl(β) donde d(p, q) ≥ αl(β) ≥ αd(ϕ(p), ϕ(q)) e, por fim, temos que
d(ϕ(p), ϕ(q)) ≤
1
α
d(p, q).
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Como α > 1, 0 < 1/α < 1 e a prova de ii) esta´ conclu´ıda.
Para provarmos i), como X e´ compacto e supondo i) falso ter´ıamos
sequeˆncias (pn)n e (qn)n em X tais que
pn → p qn → q
T (pn) = T (qn)
e temos que
ϕ : Br(T (p))→ X.
Como ϕ e´ um homeomorfismo local, chegamos a uma contradic¸a˜o.
Isto mostra que a definic¸a˜o de transformac¸a˜o expansora engloba a grande
maioria dos exemplos conhecidos.
Definic¸a˜o 1.25. Seja T : X → X uma tranformac¸a˜o bijetora em um espac¸o me´trico.
A o´rbita de um ponto x ∈ X e´ o conjunto {T n(x);n ∈ Z}.
Definic¸a˜o 1.26. Seja T : X → X uma transformac¸a˜o cont´ınua em um espac¸o me´trico
compacto. Dizemos que um ponto x ∈ X e´ um ponto perio´dico para T se T n(x) = x
para algum n ≥ 1. O menor n ∈ N cuja igualdade e´ va´lida, e´ o per´ıodo do ponto x.
Caso n = 1 dizemos que o ponto e´ fixo.
Definic¸a˜o 1.27. Dizemos que uma transformac¸a˜o T : X → X cont´ınua em um espac¸o
topolo´gico X e´ topologicamente mixing se para todo par de abertos U e V em X existe
N > 0 tal que
T−n(U) ∩ V 6= ∅
para todo n ≥ N.
Obs.: Pode-se provar que se uma transformac¸a˜o T : X → X e´ topologicamente
mixing em um espac¸o topolo´gico enta˜o e´ transitiva, ou seja, existe uma o´rbita densa
em X, ver [M1].
Sejam T : X → X expansora no espac¸o me´trico compacto X e Per(T ) o
conjunto dos pontos perio´dicos de T, denotaremos por Λ o fecho dos pontos perio´dicos
de T, ou seja, Λ = Per(T ).
Teorema 1.7. Sejam T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto X e Λ = Per(T ). Enta˜o existem compactos disjuntos u´nicos Λ
(m)
i ⊆ X onde
i = 1, . . . , nm, m = 1, . . . , N tais que
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(a) T (Λ
(m)
i ) = Λ
(m)
i+1, 1 ≤ i ≤ nm, 1 ≤ m ≤ N
T (Λ
(m)
nm ) = Λ
(m)
1 , 1 ≤ m ≤ N
(b)
⋃
i,m
Λ
(m)
i = Λ,
(c) T nm
∣∣∣Λ(m)i : Λ(m)i → Λ(m)i e´ topologicamente mixing
Ale´m disso, valem as seguintes propriedades:
(d) T nm
∣∣∣Λ(m)i : Λ(m)i → Λ(m)i e´ uma transformac¸a˜o expansora
(e) para todo aberto U de Λ
(m)
i , existe M > 0 tal que
(T nm)M(U) = Λ
(m)
i .
Demonstrac¸a˜o. [C1]
Lema 1.3. Seja T : X → X uma transformac¸a˜o expansora topologicamente mixing em
um espac¸o me´trico compacto, enta˜o
a) para qualquer aberto U ⊆ X existe um M > 0 tal que TM(U) = X.
b) dado ε > 0 existe M > 0 tal que para qualquer x ∈ X, T −M(x) e´ ε-denso em X.
Demonstrac¸a˜o. a) Sendo T topologicamente mixing, a decomposic¸a˜o de Λ = Per(T ),
dada pelo teorema 1.7, e´ formada por um u´nico compacto [M1] donde no teorema
anterior temos que N = 1 e, pelo item (e) do citado teorema para todo aberto U de Λ
existe um M > 0 tal que TM(U) = Λ = X.
A igualdade X = Λ depende do Shadowing Lemma e sera´ provada na
sec¸a˜o 1.4.
b) Da compacidade de X e´ poss´ıvel escolher uma cobertura de abertos
U de X formada por um nu´mero finito de bolas de raio ε/2. Ja´ sabemos, por a), que
existe um M > 0 tal que
TM(U) = X
para toda U ∈ U . Agora, escolha qualquer x ∈ X e considere a bola B(y, ε) para
algum y ∈ X. Enta˜o, existe U ∈ U tal que y ∈ U mas como diam(U) < ε segue que
U ⊆ B(y, ε). Ale´m disso,
TM(B(y, ε)) ⊇ TM(U) = X.
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Em particular, existe z ∈ U ⊆ B(y, ε) tal que TM(z) = x, provando que T−M(x) e´
ε-denso.
1.3 O teorema de Ruelle e algumas aplicac¸o˜es
Para as pro´ximas definic¸o˜es precisaremos do conceito de entropia de uma
transformac¸a˜o e da prova da existeˆncia de partic¸o˜es geradoras para uma transformac¸a˜o
expansora, que esta˜o apresentados no apeˆndice deste trabalho.
Definic¸a˜o 1.28 (Estados de Equil´ıbrio). Sejam ψ : X → R uma aplicac¸a˜o cont´ınua
em um espac¸o me´trico compacto X, T : X → X uma aplicac¸a˜o expansora e ν ∈ M(X)
(uma medida invariante por T ). A pressa˜o topolo´gica de ψ e´ dada por
P (T, ψ) = sup
{
hν(T ) +
∫
X
ψdν; ν ∈ MT (X)
}
onde hν(T ) denota a entropia de T com relac¸a˜o a` medida ν. Dizemos que µ ∈ MT (X)
e´ um estado de equil´ıbrio associado a ψ se satisfaz
P (T, ψ) = hµ(T ) +
∫
X
ψdµ.
Definic¸a˜o 1.29 (Medidas SRB). Seja T : (X,A, µ)→ (X,A, µ) uma transformac¸a˜o
mensura´vel em uma variedade riemanniana. A bacia de µ e´ o conjunto B(µ) dos pontos
y ∈ X tais que
lim
n→∞
1
n
n−1∑
j=0
ϕ(T j(y)) =
∫
X
ϕdµ
para qualquer func¸a˜o cont´ınua ϕ : X → R. Dizemos que a medida µ e´ f´ısica ou SRB
(Sinai-Ruelle-Bowen) para T se sua bacia B(µ) tem medida de Lebesgue positiva.
E´ poss´ıvel provar, veja [V], que para T : X → X expansora em variedade
temos que µ e´ SRB se para os conjuntos A ⊆ X, de medida de Lebesgue total, i. e.,
m(X − A) = 0 tivermos que para todo x ∈ A
lim
n→∞
1
n
n−1∑
j=0
ϕ(T j(x)) =
∫
X
ϕdµ
onde ϕ : X → R e´ uma func¸a˜o cont´ınua.
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Medidas SRB podem ser entendidas como aquelas medidas invariantes
compat´ıveis com o volume quando este na˜o e´ preservado pela transformac¸a˜o. Uma
observac¸a˜o a ser feita a respeito das medidas SRB para transformac¸o˜es expansoras e´
que essas medidas sa˜o u´nicas, e sempre existem [V].
Finalmente apresentamos a noc¸a˜o de medida de Gibbs que sa˜o medidas
invariantes definidas sobre os shifts. Para isto seja a func¸a˜o ϕ : B+(n)→ R cont´ınua e
defina sua variac¸a˜o por
vark(ϕ) = sup{|ϕ(θ)− ϕ(η)|; θ(i) = η(i), ∀i ≤ k}
para k ≥ 1.
Definic¸a˜o 1.30 (Medidas de Gibbs). Uma medida de Gibbs para o potencial ϕ e´
uma medida de probabilidade invariante µ tal que existem constantes c1 > 0, e P > 0
satisfazendo: para todo cilindro C(0; i0, . . . , im−1) vale
c1 ≤
µ(C(0; i0, . . . , im−1))
exp
(
−mP +
m−1∑
k=0
ϕ(σk(θ))
) ≤ c−11 .
Definic¸a˜o 1.31. Sejam ψ : X → R uma func¸a˜o cont´ınua numa variedade compacta
X e T : X → X expansora. O operador de Ruelle-Perron-Frobenius (ou operador de
transfereˆncia) Lψ : C(X)→ C(X) e´ definido por
Lψϕ(x) =
∑
y∈T−1(x)
eψ(y)ϕ(y)
para ϕ ∈ C(X) e x ∈ X.
Para as va´rias propriedades do operador de Ruelle-Perron-Frobenius ci-
tamos [R], [AB], [LY2] e [B].
Obs.: 1) Sejam X uma variedade compacta e k o grau topolo´gico de T : X → X,
i. e., o nu´mero de pre´-imagens da aplicac¸a˜o T. Se a aplicac¸a˜o for um difeomorfismo
local, prova-se que este nu´mero e´ constante e independe dos pontos x ∈ X, veja [E].
Observe que a definic¸a˜o de transformac¸a˜o expansora em variedade implica que T e´ um
difeomorfismo local.
Obs.: 2) Em espac¸os me´tricos compactos vamos supor que o nu´mero de pre´-imagens
de um ponto seja um conjunto conta´vel (finito ou enumera´vel) e que o operador de
Ruelle-Perron-Frobenius seja soma´vel.
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Teorema 1.8 (Ruelle). Sejam T : X → X expansora em uma variedade riemanniana
compacta e ψ : X → R Ho¨lder cont´ınua. Enta˜o existem h : X → R Ho¨lder cont´ınua e
estritamente positiva, ν ∈ M(X) e λ > 0 tais que
a) Lψh = λh
b) L∗ψν = λν
c)
∫
X
hdν = 1
d) ∀ϕ ∈ C(X), ∥∥∥∥ 1λnLnψϕ− h
∫
X
ϕdν
∥∥∥∥
C
→ 0
e) h e´ a u´nica auto-func¸a˜o positiva de Lψ, a menos de multiplicac¸a˜o por escalar
f) A probabilidade µ = hν e´ T -invariante, exata, positiva sobre abertos e satisfaz
log λ = hµ(T ) +
∫
X
ψdµ
g) ∀η ∈ MT (X), η 6= µ
logλ > hη(T ) +
∫
X
ψdη.
Vejamos como este teorema pode ser aplicado a`s transformac¸o˜es expan-
soras de variedade na obtenc¸a˜o de medidas absolutamente cont´ınuas relativamente a`
medida de Lebesgue bem como de medidas que maximizam a entropia.
No restante desta sec¸a˜o estaremos trabalhando sempre com T : X → X
uma aplicac¸a˜o de classe C1+γ, com γ > 0, expansora em uma variedade riemanniana
compacta e com a func¸a˜o
ψ(x) = − log | detDxT |
e e´ fa´cil ver que a func¸a˜o ψ e´ Ho¨lder. Assim, o operador de Ruelle-Perron-Frobenius
usado no restante desta sec¸a˜o e´
Lψϕ(x) =
∑
y∈T−1(x)
ϕ(y)
| detDyT |
.
A σ-a´lgebra dos borelianos de X sera´ denotada por A. E vamos assumir que a medida
de Lebesgue em X, m, e´ uma probabilidade, ou seja, m(X) = 1.
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Afirmac¸a˜o 1. Para ψ(x) = − log | detDxT | temos que se m e´ a medida de Lebesgue
em X enta˜o L∗ψm = m.
Demonstrac¸a˜o. Seja m a medida de Lebesgue de X, queremos calcular L∗ψm. Observe
que (L∗ψm)ϕ = m(Lψϕ) e assim
(L∗ψm)ϕ =
∫
X
ϕdL∗ψm =
∫
X
Lψϕdm =
∫
X
∑
y∈T−1(x)
ϕ(y)
| detDyT |
dm.
Para calcularmos esta integral subdividimos a variedade compacta X em
abertos disjuntos (Ui)i tais que ∀i
f−1(Ui) =
k⋃
j=1
Vij
onde f : Vij → Ui e´ um difeomorfismo local. Assim,∫
X
∑
y∈T−1(x)
ϕ(y)
| detDyT |
dm(x) =
n∑
i=1
∫
Ui
∑
y∈T−1(x)
ϕ(y)
| detDyT |
dm(x).
Sejam gij : Ui → Vij os ramos da inversa de T em Ui. Enta˜o∫
Ui
∑
y∈T−1(x)
ϕ(y)
| detDyT |
dm(x) =
∫
Ui
k∑
j=1
ϕ(gij(x))
| detDgij(x)f |
dm(x)
=
k∑
j=1
∫
f(Vij )
ϕ(gij(x))
| detDgij(x)f |
dm(x)
=
k∑
j=1
∫
Vij
ϕ(gij(f(z)))
| detDgij(f(z))f |
| detDzf |dm(z)
=
k∑
j=1
∫
Vij
ϕ(z)dm(z)
=
∫
k⋃
j=1
Vij
ϕ(z)dm(z).
logo, ∀ϕ ∈ C(X)∫
X
∑
y∈T−1(x)
ϕ(y)
| detDyf |
dm(x) =
n∑
i=1
∫
Ui
∑
y∈T−1(x)
ϕ(y)
| detDyf |
dm(x)
=
∑
i,j
∫
Vij
ϕ(x)dm(x)
=
∫
X
ϕ(x)dm(x)
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ou seja,
L∗ψm = m.
Afirmac¸a˜o 2. Sejam ν, h e µ dadas pelo teorema de Ruelle enta˜o µ = hm onde m e´
a medida de Lebesgue.
Demonstrac¸a˜o. Do item d) do teorema de Ruelle temos que
1
λn
Lnψϕ− h
∫
X
ϕdν → 0
integrando relativamente a m tem-se
1
λn
∫
X
Lnψϕdm→
∫
X
hdm
∫
X
ϕdν
1
λn
∫
X
ϕdLn∗ψ m→
∫
X
hdm
∫
X
ϕdν
1
λn
∫
X
ϕdm→
∫
X
hdm
∫
X
ϕdν
donde λ = 1 e segue que ∀ϕ ∈ C(X),∫
X
ϕdm =
∫
X
(∫
X
hdm
)
ϕdν
fazendo ϕ ≡ 1 temos ∫
X
dm =
∫
X
hdmν(X)∫
X
hdm = 1
i. e.,
∫
X
ϕdm =
∫
X
ϕdν
∀ϕ ∈ C(X), implicando que
m = ν
como µ = hν segue que
µ = hm.
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Afirmac¸a˜o 3. Seja ψ(x) = − log | detDxT |. Seja µ a medida dada pelo teorema de
Ruelle. A entropia de T com relac¸a˜o a µ vale
∫
X
log | detDxT |dµ e, ale´m disso, para
outra medida invariante η, diferente de µ, temos que
hη(T ) +
∫
X
log | detDxT |dη ≤ 0.
Demonstrac¸a˜o. Do item f) do teorema temos que
0 = hµ(T ) +
∫
X
− log | detDxT |dµ
⇒ hµ(T ) =
∫
X
log | detDxT |dµ.
Agora de g) se η e´ uma medida invariante por T diferente de µ enta˜o
hη(T ) +
∫
X
log | detDxT |dη ≤ 0.
Afirmac¸a˜o 4. Para qualquer A ∈ A vale que
m(T−n(A))→ µ(A)
onde m e´ a medida de Lebesgue em X, com m(X) = 1, e µ a medida dada pelo teorema
de Ruelle.
Demonstrac¸a˜o. Seja ϕ ∈ C(X) e considere∫
X
ϕ ◦ T ndm =
∫
X
ϕ ◦ T ndLn∗ψ m =
∫
X
Lnψ(ϕ ◦ T
n)dm
vamos analisar o comportamento de Lnψϕ(x). Para n = 1 temos
Lψϕ(x) =
∑
y∈T−1(x)
ϕ(y)
| detDyT |
ja´ para n = 2 vale que
L2ψϕ(x) = Lψ(Lψϕ)(x) =
∑
y∈T−1(x)
(Lψϕ)(y)
| detDyT |
=
∑
y∈T−1(x)
1
| detDyT |
∑
z∈T−1(y)
ϕ(z)
| detDzT |
=
∑
z∈T−2(x)
ϕ(z)
| detDzT 2|
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segue, por induc¸a˜o, que para qualquer n ∈ N
Lnψϕ(x) =
∑
y∈T−n(x)
ϕ(y)
| detDyT n|
donde
Lnψ(ϕ ◦ T
n)(x) =
∑
y∈T−n(x)
ϕ ◦ T n(y)
| detDyT n|
= ϕ(x)
∑
y∈T−n(x)
1
| detDyT n|
.
Assim, ∫
X
Lnψ(ϕ ◦ T
n)dm =
∫
X
ϕ(x)
∑
y∈T−n(x)
1
| detDyT n|
dm
=
∫
X
ϕ(x)(Lnψ1)(x)dm
→
∫
X
ϕ(x)h(x)dm
=
∫
X
ϕdµ
ou seja, ∫
X
ϕ ◦ T ndm→
∫
X
ϕdµ, ∀ϕ ∈ C(X).
Logo, se A ∈ A enta˜o∫
X
χA ◦ T
ndm→
∫
X
χAdµ
onde χA e´ a func¸a˜o caracter´ıstica do conjunto A, assim
m(T−n(A))→ µ(A).
Afirmac¸a˜o 5. Se a aplicac¸a˜o ψ usada no teorema de Ruelle for identicamente nula
enta˜o teremos outra medida de probabilidade µ
max
que maximiza a entropia entre as
medidas invariantes.
Demonstrac¸a˜o. Para obtermos outra medida de probabilidade invariante toma-se
ψ(x) ≡ 0
e o operador de Ruelle-Perron-Frobenius se escreve
Lψϕ(x) =
∑
y∈T−1(x)
ϕ(y)
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acarretando a existeˆncia de λ, h e ν ∈ M(X) nas condic¸o˜es do teorema. Sendo k o
grau topolo´gico de T segue que
Lψ1(x) =
∑
y∈T−1(x)
1(y) = k = k1(x)
i. e., Lψ1 = k1 donde tiramos que
λ = k e h = 1.
Ale´m disso,
1
kn
∑
y∈T−n(x)
ϕ(y)→
∫
X
ϕdµmax, ∀ϕ ∈ C(X).
Esta e´ a medida que maximiza a entropia pelo princ´ıpio variacional. Sobre princ´ıpio
variacional veja [M1] ou [W2].
A afirmac¸a˜o anterior motiva a definic¸a˜o de entropia topolo´gica para a
aplicac¸a˜o T : X → X cont´ınua no espac¸o compacto X, que e´ o supremo das entropias
me´tricas, ou seja,
htop(T ) := sup{hµ(T );µ ∈ MT (X)}.
1.4 Func¸o˜es homo´logas
Pode acontecer que dois potenciais diferentes gerem o mesmo conjunto de
estados de equil´ıbrio. Vamos desenvolver nesta sec¸a˜o um crite´rio que garanta quando
dois potenciais possuem o mesmo conjunto de estados de equil´ıbrio.
Definic¸a˜o 1.32 (Crite´rio de Homologia). Supondo T : X → X expansora em um
espac¸o me´trico compacto X e topologicamente mixing, dizemos que ψ e ϕ ∈ C(X) sa˜o
homo´logas, ψ ∼ ϕ, se existir uma func¸a˜o u ∈ C(X) tal que
ψ = ϕ+ u ◦ T − u.
Um corola´rio do pro´ximo teorema apresenta um me´todo de construc¸a˜o
da func¸a˜o u quando ψ e ϕ sa˜o func¸o˜es Ho¨lder.
Teorema 1.9. Suponhamos ψ : X → R Ho¨lder cont´ınua em um espac¸o me´trico com-
pacto X e T : X → X expansora e topologicamente mixing. Enta˜o ψ ∼ 0 se, e somente
se,
T n(x) = x implica Snψ(x) =
n−1∑
j=0
ψ(T j(x)) = 0.
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Na demonstrac¸a˜o deste teorema usamos alguns resultados de dinaˆmica
de transformac¸o˜es expansoras que podem ser encontrados em [C1]. Iremos demonstrar
apenas um destes lemas, devido a` sua importaˆncia, que e´ uma versa˜o do Shadowing
Lemma para transformac¸o˜es expansoras em espac¸os me´tricos.
Definic¸a˜o 1.33. Sejam (X, d) um espac¸o me´trico compacto, T : X → X uma aplicac¸a˜o
expansora, ε > 0 e δ > 0. Dizemos que:
i) a sequeˆncia {xn}n≥0 de pontos em X e´ uma ε-pseudo-o´rbita para T se acontecer
que d(xn+1, T (xn)) < ε, n ≥ 0.
ii) a sequeˆncia {xn}n≥0 de pontos em X e´ uma ε-pseudo-o´rbita perio´dica de per´ıodo
N > 0 se e´ uma ε-pseudo-o´rbita e xi+N = xi, ∀i ≥ 0.
iii) a sequeˆncia {xn}n≥0 de pontos em X e´ δ-sombreada pela o´rbita de um ponto x ∈ X
se d(xn, T
n(x)) < δ, n ≥ 0.
Antes de enunciar e provar o Shadowing Lemma vamos lembrar que se
T : X → X e´ expansora no espac¸o me´trico compacto X, a func¸a˜o ϕ : S ⊆ X → X e´
ramo contrativo de T−n se T n(ϕ(x)) = x, ∀x ∈ S e
d(T j(ϕ(x)), T j(ϕ(y))) ≤ αn−jd(x, y), ∀x, y ∈ S, 0 ≤ j ≤ n
onde 0 < α < 1 e´ a constante da definic¸a˜o de T expansora.
Lema 1.4 (Shadowing Lemma). Seja T : X → X expansora em espac¸o me´trico
compacto. Para todo ε > 0 existe δ > 0 tal que se {xn}n≥0 ⊆ X e´ uma δ-pseudo-o´rbita
enta˜o existe um u´nico x ∈ X cuja o´rbita forma uma ε-sombra sobre {xn}n≥0.
Demonstrac¸a˜o. Sejam ε > 0, T : X → X expansora e r > 0, 0 < α < 1 da definic¸a˜o de
T. Seja
δ < min
{
1− α
α
ε,
r
α
− r
}
e considere a δ-pseudo-o´rbita {xn}n≥0.
Considere os ramos contrativos, ϕn : Br(xn)→ X, de T
−n com ϕn(T (xn−1)) =
xn−1. Se z ∈ Br(xn) enta˜o
d(z, T (xn−1)) ≤ d(z, xn) + d(xn, T (xn−1)) < r + δ
d(ϕn(z), xn−1) = d(ϕn(z), ϕn(T (xn−1))) < α(r + δ) = αr + αδ < r
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resultando que ϕn(Br(xn)) ⊆ Br(xn−1), ∀n ≥ 1.
Consideremos {ϕ1 ◦ · · ·◦ϕn(Br(xn))}n≥1 que e´ uma sequeˆncia decrescente
de conjuntos compactos com diaˆmetro tendendo a zero. Logo, existe um u´nico ponto
x ∈ X tal que x ∈
⋂
n≥1
ϕ1 ◦ · · · ◦ ϕn(Br(xn)).
Seja m ∈ N qualquer, enta˜o
d(Tm(x), xm) ≤ αd(T
m+1(x), T (xm)) ≤ αd(T
m+1(x), xm+1) + αd(xm+1, T (xm))
≤ α2d(Tm+2(x), T (xm+1)) + αd(xm+1, T (xm)) ≤ · · ·
≤ αd(xm+1, T (xm)) + α
2d(xm+2, T (xm+1)) + · · ·+ α
m+jd(xm+j, T (xm+j))
< δ
m+j∑
i=1
αi.
Fazendo j →∞ obtemos
d(Tm(x), xm) < δ
α
1− α
< ε.
Quanto a` unicidade sejam x, y ∈ X pontos distintos cujas o´rbitas formam
uma ε-sombra sobre {xn}n≥0. Assim, ∀n ≥ 0 temos que
d(xn, T
n(x)) < ε e d(xn, T
n(y)) < ε
T n(x), T n(y) ∈ B(xn, ε), ∀n ≥ 0
x, y ∈ T−n(B(xn, ε)), ∀n ≥ 0
e pela definic¸a˜o de T expansora, temos que diam(T−n(B(xn, ε))) ≤ α
nε com 0 < α < 1
e ε > 0 arbitra´rio, provando assim que x = y.
Corola´rio 1.4.1. Sejam T : X → X uma transformac¸a˜o expansora em um espac¸o
me´trico compacto, ε > 0 e δ > 0 dado pelo Shadowing Lemma. Seja {xn}n≥0 uma δ-
pseudo-o´rbita perio´dica de per´ıodo N. Enta˜o, existe um u´nico ponto perio´dico de per´ıodo
N, x ∈ X, cuja o´rbita forma uma ε-sombra sobre {xn}n≥0.
Demonstrac¸a˜o. Sejam ε > 0 e {xn}n≥0 uma δ-pseudo-o´rbita perio´dica de per´ıodo N > 0
para δ > 0. Seja x ∈ X o ponto cuja o´rbita forma uma ε-sombra sobre {xn}n≥0,
obtido pelo Shadowing Lemma. Assim, para 0 ≤ i ≤ n, d(T i(x), xi) < ε e tambe´m
d(T i+kN(x), xi) < ε para 0 ≤ i ≤ n e k > 0. Logo, z = T
N(x) tambe´m e´ uma ε-sombra
e, por unicidade da sombra, z = x mostrando que TN(x) = x.
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Corola´rio 1.4.2. Seja T : X → X uma transformac¸a˜o expansora topologicamente
mixing em um espac¸o me´trico compacto. Enta˜o X = Per(T ).
Demonstrac¸a˜o. Sejam x ∈ X qualquer e z ∈ X um ponto cuja o´rbita e´ densa em X.
Assim, dado ε > 0 seja δ > 0 dado pelo Shadowing Lemma. Seja B(x, δ/2) enta˜o
existem 0 < k < j naturais tais que T k(z) e T j(z) ∈ B(x, δ/2) (use a densidade)
portanto {T k(z), T k+1(z), . . . , T j−1(z), T k(z), T k+1(z), . . .} e´ uma δ-pseudo-o´rbita pois
d(T k(z), T j(z)) < δ/2 + δ/2 = δ. Logo, pelo corola´rio anterior, existe uma ε-sombra
perio´dica w ∈ Per(T ) e d(w, x) ≤ d(x, T k(z)) + d(T k(z), w) = 2ε.
Obs.: Se xj+1 = T (xj), 0 ≤ j ≤ N − 2 e d(T (xN−1), x0) < δ resulta que, para
0 ≤ j ≤ N − 1,
d(T j(x), T j(x0)) = d(T
j(x), xj) ≤ α
N−jd(TN(x), T (xN−1))
veja [C1].
Agora vamos provar o teorema 1.9.
Demonstrac¸a˜o. [⇒] Se ψ ∼ 0 enta˜o existe uma func¸a˜o u ∈ C(X) tal que ψ = u ◦T −u.
Seja x ∈ X tal que T n(x) = x, enta˜o
Snψ(x) =
n−1∑
j=0
ψ(T j(x)) =
n−1∑
j=0
(
u ◦ T (T j(x))− u(T j(x))
)
=
n−1∑
j=0
(
u(T j+1(x)− u(T j(x))
)
= u(T n(x))− u(x)
implicando que Snψ(x) = 0.
[⇐] Seja Snψ(x) = 0 para todo x ∈ X tal que T
n(x) = x. Como T e´
topologicamente mixing tambe´m e´ transitiva [M1], ou seja, existe um a ∈ X tal que a
o´rbita de a e´ densa em X. Agora, definimos u na o´rbita de a como
u(T n(a)) = u(a) + Snψ(a)
onde u(a) e´ um valor qualquer.
Para provar a continuidade uniforme sejam δ > 0 e d(Tm(a), Tm+n(a)) <
δ, e podemos tomar a δ-pseudo-o´rbita
Tm(a), Tm+1(a), . . . , Tm+n−1(a), Tm(a), . . . .
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Dado ε > 0, seja δ tal que existe x perio´dico de per´ıodo n cuja o´rbita ε-
sombreia a δ-pseudo-o´rbita acima. E temos que d(T j(x), Tm+j(a)) ≤ αn−jd(x, Tm+n(a)),
0 ≤ j ≤ n− 1. Assim, se C > 0 e γ > 0 sa˜o as constantes da definic¸a˜o de ψ Ho¨lder
|u(Tm+n(a))− u(T n(a))| = |Sm+nψ(a)− Smψ(a)| = |Snψ(T
m(a))|
= |Snψ(T
m(a))− Snψ(x)| ≤
n−1∑
j=0
|ψ(Tm+j(a))− ψ(T j(x))|
≤ C
n−1∑
j=0
d(Tm+j(a), T j(x))γ ≤ C
n−1∑
j=0
(αn−jε)γ ≤ C1ε
γ
o que prova a continuidade uniforme de u. Assim, podemos estender u a uma func¸a˜o
cont´ınua em X. Seja y ∈ X com y = lim
j→∞
T nj(a). Enta˜o,
u(T (y))− u(y) = lim
j→∞
u(T nj+1(a))− lim
j→∞
u(T nj(a))
= lim
j→∞
Snj+1ψ(a)− Snjψ(a) = lim
j→∞
ψ(T nj(a))
= ψ(y).
Logo, ψ = u ◦ T − u.
Corola´rio 1.9.1. Sejam ψ e ϕ Ho¨lder cont´ınuas definidas no espac¸o me´trico X. Enta˜o
ψ ∼ ϕ se, e somente se, T n(x) = x implica que Snψ(x) = Snϕ(x).
Demonstrac¸a˜o. E´ uma consequeˆncia imediata do teorema 1.9.
Teorema 1.10. Sejam ψ, ϕ : X → R func¸o˜es homo´logas e T : X → X expansora em
espac¸o me´trico compacto. Enta˜o Eψ = Eϕ onde
Eϕ =
{
µ ∈ MT (X); hµ(T ) +
∫
X
ϕdµ = sup
ν∈MT (X)
{
hν(T ) +
∫
X
ϕdν
}}
e´ o conjunto dos estados de equil´ıbrio para ϕ.
Demonstrac¸a˜o. Se µ ∈ MT (X) enta˜o∫
X
ψdµ =
∫
X
(ϕ+ u ◦ T − u)dµ =
∫
X
ϕdµ
donde ∫
X
ψdµ =
∫
X
ϕdµ.
Assim, se µ ∈ Eψ, hµ(T ) +
∫
X
ϕdµ = hµ(T ) +
∫
X
ψdµ e portanto µ ∈ Eϕ.
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Obs.: O teorema acima e´ valido para a seguinte generalizac¸a˜o de homologia. As
func¸o˜es ϕ, ψ ∈ C(X) sa˜o homo´logas com constante c se existe uma aplicac¸a˜o u ∈ C(X)
tal que para algum c ∈ R vale ϕ = ψ + u ◦ T − u+ c.
Lema 1.5. Seja T : X → X expansora em um espac¸o me´trico compacto. Consideremos
ϕ, ψ : X → R Ho¨lder cont´ınuas tal que ψ ∼ ϕ. Enta˜o,
µψ = hνψ e µϕ = e
−uhνϕ
onde µψ e µϕ denotam o estado de equil´ıbrio para ψ e ϕ, respectivamente, e h e´ a func¸a˜o
dada pelo teorema de Ruelle.
Demonstrac¸a˜o. Sejam T : X → X e ψ satisfazendo as hipo´teses do teorema de Ruelle
e suponha que ψ ∼ ϕ. Assim, para qualquer f ∈ C(X), e x ∈ X
Lψ(f)(x) =
∑
y∈T−1(x)
eψ(y)f(y) =
∑
y∈T−1(x)
eϕ(y)+u◦T (y)−u(y)f(y)
= eu(x)
∑
y∈T−1(x)
eϕ(y)f(y)e−u(y).
Sejam λ e h autovalor e autovetor, respectivamente, do operador de Ruelle-Perron-
Frobenius dados pelo teorema de Ruelle. Assim, Lψ(h) = λh e
Lψ(h)(x) =
∑
y∈T−1(x)
eψ(y)h(y) =
 ∑
y∈T−1(x)
eϕ(y)h(y)e−u(y)
 eu(x) = λh(x)
para Lϕ(e
−uh) temos, usando que ϕ = ψ − u ◦ T + u
Lϕ(e
−uh)(x) =
∑
y∈T−1(x)
eϕ(y)e−u(y)h(y) = e−u(x)
∑
y∈T−1(x)
eψ(y)h(y)
= e−u(x)Lψ(h)(x) = λe
−uh(x).
Isto e´, se Lψ(h) = λh enta˜o
Lϕ(e
−uh) = λe−uh
e, portanto, e−uh e´ o autovetor associado ao autovalor λ. Assim, se µψ (µϕ) denota o
estado de equil´ıbrio para ψ (ϕ) temos que
µψ = hνψ
µϕ = e
−uhνϕ.
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Cap´ıtulo 2
Jacobiano
Estritamente relacionado ao operador de Ruelle-Perron-frobenius esta´ a
ide´ia de Jacobiano de uma medida relativamente a uma transformac¸a˜o localmente in-
jetiva. Esta noc¸a˜o e´ claramente uma extensa˜o da noc¸a˜o usual de Jacobiano de um
difeomorfismo com respeito ao volume no Rn. Neste cap´ıtulo iremos definir o Jacobi-
ano de uma medida e calcula´-lo para alguns casos. Tambe´m provaremos sua existeˆncia
e o teorema da mudanc¸a de varia´vel e uma variac¸a˜o do teorema da func¸a˜o inversa,
ambos utilizando essa noc¸a˜o de Jacobiano. No pro´ximo cap´ıtulo iremos explicitar a
importaˆncia do Jacobiano.
2.1 Definic¸a˜o e existeˆncia do Jacobiano para medi-
das
No nu´cleo da nossa apresentac¸a˜o sobre o assunto desta sec¸a˜o esta´ o con-
ceito de Jacobiano de uma transformac¸a˜o relativamente a uma medida, na˜o necessa-
riamente invariante por esta transformac¸a˜o. Sendo esta noc¸a˜o uma clara generalizac¸a˜o
do conceito de Jacobiano para um difeomorfismo de um conjunto aberto do Rn, com
respeito a` medida de Lebesgue, vamos primeiramente recordar esta definic¸a˜o.
Para uma aplicac¸a˜o diferencia´vel que e´ localmente um difeomorfismo, a
seguinte identidade e´ bem conhecida de um curso de ana´lise
m(f(A)) =
∫
A
| detDf(x)|dm(x)
onde f : U ⊆ Rn → Rn e´ um difeomorfismo local C1, m e´ a medida de Lebesgue em
29
Rn, e A e´ um conjunto de Borel tal que f |A e´ injetiva. A func¸a˜o
Jm(f) : U → R
definida por Jm(f) = | detDf(x)| e´ usualmente chamada de determinante do Jacobiano
de f no ponto x. Vamos estender esta definic¸a˜o de Jacobiano para isto, seja a seguinte
definic¸a˜o.
Definic¸a˜o 2.1. Sejam (X,A, µ) um espac¸o de medida e p ≥ 1. Denota-se Lp(X,A, µ),
ou Lp(µ) o conjunto das func¸o˜es f : X → R tais que |f |p e´ integra´vel, identificando
func¸o˜es que coincidem em q.t.p., i. e., a menos de um conjunto de medida nula. Em
Lp(µ) definimos a norma ‖ · ‖p por
‖f‖p =
(∫
X
|f |pdµ
)1/p
.
Se p = ∞, define-se L∞(X,A, µ), ou L∞(µ) como o conjunto das func¸o˜es f : X → R
tais que existe K > 0 onde |f(x)| ≤ K para q.t.p. x ∈ X, identificando func¸o˜es que
coincidem em q.t.p. O ı´nfimo dos K com esta propriedade denota-se ‖f‖∞ e define
uma norma em L∞(µ).
Definic¸a˜o 2.2. Seja T : X → X uma func¸a˜o cont´ınua localmente injetiva definida em
um espac¸o me´trico compacto X, e seja µ uma medida sobre os borelianos em X. Uma
func¸a˜o Jµ ∈ L
1(µ) onde
Jµ(T ) : X → R
+
e´ um Jacobiano para T, com respeito a` medida µ, se vale
µ(T (A)) =
∫
A
Jµ(T )dµ
para qualquer boreliano A ⊆ X tal que T |A e´ injetiva.
Obs.: Quando um Jacobiano existe ele deve ser u´nico, µ quase sempre.
Definic¸a˜o 2.3. Seja (X,A, µ) um espac¸o de medida. Dizemos que T : (X,A, µ) →
(X,A, µ) e´ duplamente mensura´vel se para todo A ∈ A vale que
T (A) ∈ A e T−1(A) ∈ A.
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Definic¸a˜o 2.4. Sejam T : (X,A, µ) → (X,A, µ) duplamente mensura´vel e µ uma
medida σ-finita, na˜o necessariamente T -invariante. Dizemos que T e´ µ absolutamente
cont´ınua (para frente) se ∀A ∈ A com µ(A) = 0 tivermos que µ(T (A)) = 0.
Para a prova da existeˆncia do Jacobiano, para transformac¸o˜es duplamente
mensura´veis, vamos precisar do seguinte lema.
Lema 2.1. Sejam (X,A, µ) um espac¸o de medida e T : X → X localmente injetiva em
um espac¸o me´trico separa´vel. Para todo A ∈ A tal que T |A e´ injetiva definimos
ν(A) = µ(T (A)).
Enta˜o, ν e´ uma medida sobre A.
Demonstrac¸a˜o. Seja X um espac¸o me´trico separa´vel. Enta˜o existe um conjunto denso
e enumera´vel em X, seja S = {x1, x2, x3, . . .} esse conjunto.
Como T : X → X e´ localmente injetiva, para cada x ∈ X existe εx > 0
tal que T |Bεx(x) e´ injetiva. Note que X =
⋃
x∈X
Bεx(x).
Sejam, para todo i ≥ 1, Bi = Bεx(x) tal que xi ∈ Bεx(x) para todo
xi ∈ S. Assim, temos que {Bi}i e´ uma famı´lia enumera´vel de bolas abertas que cobrem
X. Agora, consideremos os conjuntos
A1 = B1
A2 = B2 − A1
...
An = Bn −
n−1⋃
j=1
Aj
...
Assim, {Aj}j e´ uma famı´lia de borelianos disjuntos cuja unia˜o e´ X e tal que T |Aj , para
todo j ≥ 1, e´ injetiva.
Se B ∈ A enta˜o B =
∞⋃
j=1
(B ∩ Aj). Agora definimos ν : A → [0,+∞] por
ν(B) =
∞∑
j=1
µ(T (B ∩ Aj))
para todo B ∈ A. Vamos provar que ν e´ uma medida.
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Inicialmente e´ trivial que ν(∅) = 0. Caso B =
∞⋃
j=1
(Bi) ∈ A e´ uma unia˜o
de conjuntos disjuntos, enta˜o
ν(B) = ν
(
∞⋃
i=1
(Bi)
)
=
∞∑
j=1
µ
(
T
(
∞⋃
i=1
(Bi) ∩ Aj
))
=
∞∑
j=1
µ
(
∞⋃
i=1
T (Bi ∩ Aj)
)
caso {T (Bi ∩ Aj)}i na˜o for uma famı´lia de conjuntos dois a dois disjuntos, deve existir
um ponto y ∈ X tal que para i 6= k, quaisquer
y ∈ T (Bi ∩ Aj) e y ∈ T (Bk ∩ Aj)
donde devem existir xij ∈ Bi∩Aj e xkj ∈ Bk∩Aj tais que y = T (xij) e y = T (xkj). Como
{Bi}i e´ uma famı´lia de subconjuntos disjuntos, temos que xij 6= xkj. Mas, xij ∈ Aj e
xkj ∈ Aj e sendo T |Aj injetora temos uma contradic¸a˜o. Logo, {T (Bi ∩ Aj)}i e´ uma
famı´lia de conjuntos dois a dois disjuntos. Assim,
ν(B) =
∞∑
j=1
µ
(
∞⋃
i=1
T (Bi ∩ Aj)
)
=
∞∑
j=1
∞∑
i=1
µ (T (Bi ∩ Aj))
=
∞∑
i=1
ν(Bi).
Provando assim, que ν e´ uma medida sobre A.
Teorema 2.1. Seja T : (X,A, µ) → (X,A, µ) uma aplicac¸a˜o duplamente mensura´vel
e localmente injetiva em um espac¸o me´trico compacto. Seja µ uma medida de proba-
bilidade. Suponha que T seja µ absolutamente cont´ınua (para frente). Enta˜o, existe o
Jacobiano de T com respeito a` medida µ.
Demonstrac¸a˜o. Para todo A ∈ A tal que T |A e´ injetiva seja, pelo lema anterior, a
medida ν : A → [0,+∞] dada por
ν(A) = µ(T (A))
que e´ finita sobre A.
Assim, se A ∈ A e´ tal que µ(A) = 0 enta˜o ν(A) = µ(T (A)) = 0, por
hipo´tese. Logo, ν  µ e pelo teorema de Radon-Nikodym [DS] existe uma func¸a˜o
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f ∈ L1(µ) tal que para todo A ∈ A,
ν(A) =
∫
A
fdµ.
Chamamos Jµ(T ) = f o Jacobiano de T com respeito a` medida µ.
2.2 Propriedades do Jacobiano
Lema 2.2. Sejam T : (X,A, µ) → (X,A, µ) uma func¸a˜o cont´ınua localmente injetiva
definida em um espac¸o me´trico X e µ uma medida σ-finita e T -invariante enta˜o Jµ(T )
satisfaz ∑
y∈T−1(x)
1
Jµ(T )(y)
= 1, µ q.s.,∀x
sempre que Jµ(T ) > 0.
Demonstrac¸a˜o. Pelo teorema de Radon-Nikodym, veja [DS]
lim
ε→0
µ(T (Bε(x)))
µ(Bε(x))
= Jµ(T )(x), µ q.s. , ∀x.
Seja T−1(x) = {x1, . . . , xn} e tome ε > 0 ta˜o pequeno que
T−1(Bε(x)) =
n⋃
i=1
Ai
onde xi ∈ Ai e Ai ∩ Aj = ∅ para i 6= j, 1 ≤ i, j ≤ n. Enta˜o,
n∑
i=1
1
Jµ(T )(xi)
= lim
ε→0
n∑
i=1
µ(Ai)
µ(T (Ai))
= lim
ε→0
n∑
i=1
µ(Ai)
µ(Bε(x))
= lim
ε→0
1
µ(Bε(x))
n∑
i=1
µ(Ai) = lim
ε→0
µ(T−1(Bε(x)))
µ(Bε(x))
= 1
pois µ(T−1(Bε(x))) = µ(Bε(x)) porque µ e´ T -invariante.
Vejamos como o operador de Ruelle-Perron-Frobenius se relaciona com a
noc¸a˜o de Jacobiano.
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Definic¸a˜o 2.5. Seja T : X → R uma func¸a˜o definida em um espac¸o me´trico. O suporte
de T e´ o conjunto
supp(T ) = {x ∈ X;T (x) 6= 0}.
Caso supp(T ) seja um conjunto compacto, dizemos que T tem suporte compacto.
Lema 2.3. Seja T : X → X expansora em espac¸o me´trico compacto. Seja ν a medida
obtida pelo teorema de Ruelle para ψ : X → R Ho¨lder cont´ınua onde
L∗ψν = λν, λ > 0.
Enta˜o,
Jν(T ) = λe
−ψ.
Demonstrac¸a˜o. Seja A um boreliano de X tal que A ⊆ S onde ϕ : S → X e´ um ramo da
inversa de T. Considere uma sequeˆncia ϕn : X → R, ϕn ∈ C(X) com suporte compacto
em A e tal que o suporte na˜o intersecta os outros ramos da inversa. Suponha, ainda,
que
ϕn → χA em L
1, q.t.p.
‖ϕn‖C < 2.
Enta˜o, pelo teorema da Convergeˆncia Dominada de Lebesgue [DS]∫
X
λe−ψχAdν = lim
n→∞
∫
X
λe−ψϕndν
mas ∫
X
λe−ψϕndν =
∫
X
λe−ψϕn
1
λ
dL∗ψν =
∫
X
e−ψϕndL
∗
ψν
=
∫
X
Lψ(e
−ψϕn)dν
Lψ(e
−ψϕn)(x) =
∑
y∈T−1(x)
e−ψ(y)eψ(y)ϕn(y) =
∑
y∈T−1(x)
ϕn(y).
Afirmac¸a˜o: definindo gn(x) =
∑
y∈T−1(x)
ϕn(y) segue que gn(x)→ χT (A).
De fato, se x ∈ T (A) e como T |A e´ injetiva, existe um u´nico y∗ ∈ A tal
que T (y∗) = x e observe que ϕn(z) = 0 para todo z ∈ T
−1(x) ∩ Ac. Logo,∑
y∈T−1(x)
ϕn(y) = ϕn(y∗)→ 1, ν q. s.
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⇒ gn(x)→ 1.
Se x /∈ T (A) enta˜o ∀y ∈ T−1(x), y /∈ A e portanto
gn(x)→ 0 ν q. s.
isto e´,
gn → χT (A).
Segue que∫
A
λe−ψdν = lim
n→∞
∫
X
Lψ(e
−ψϕn)dν = lim
n→∞
∫
X
∑
y∈T−1(x)
ϕn(y)dν(x)
= lim
n→∞
∫
X
gn(x)dν(x) =
∫
X
χT (A)dν
= ν(T (A)),
donde, pela unicidade q.t.p. do jacobiano,
Jν(T ) = λe
−ψ.
Corola´rio 2.3.1. Seja T : X → X expansora em espac¸o me´trico compacto. Se µ = hν
dado pelo teorema de Ruelle enta˜o
Jµ(T ) = λe
−ψh ◦ T
h
.
Demonstrac¸a˜o. Ideˆntica a do lema anterior.
O pro´ximo lema servira´ de motivac¸a˜o para apresentar o lema da distorc¸a˜o
limitada. O lema da distorc¸a˜o, ale´m de mostrar que a distorc¸a˜o de iteradas da T
e dos ramos da inversa sa˜o limitadas, auxilia na definic¸a˜o da classe de Schwarz, que
enunciaremos no pro´ximo cap´ıtulo.
Lema 2.4. Seja T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto. Se Jµ(T ) > 0 e´ Ho¨lder cont´ınua enta˜o existe A > 0 tal que para todo n, se
ϕ : S ⊆ X → X e´ ramo contrativo de T−n enta˜o para quaisquer x, y ∈ ϕ(S),
Jµ(T
n)(x)
Jµ(T n)(y)
≤ A.
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Demonstrac¸a˜o. [C1]
Lema 2.5 (Distorc¸a˜o). Nas hipo´teses do lema anterior, existe B > 0 tal que para
S1, S2 subconjuntos de S e ϕ : S ⊆ X → X ramo da inversa de T
n temos que
1
B
µ(ϕ(S1))
µ(ϕ(S2))
≤
µ(S1)
µ(S2)
≤ B
µ(ϕ(S1))
µ(ϕ(S2))
.
Demonstrac¸a˜o. A ide´ia da prova e´, fixado x ∈ ϕ(S), temos
µ(S1) =
∫
ϕ(S1)
Jµ(T
n)dµ ≤ AJµ(T
n)(x)µ(ϕ(S1))
µ(S2) =
∫
ϕ(S2)
Jµ(T
n)dµ ≥
1
A
Jµ(T
n)(x)µ(ϕ(S2))
e o resultado sai da manipulac¸a˜o entre essas duas desigualdades [C1].
Lema 2.6. Se T : X → X e´ uma aplicac¸a˜o expansora em um espac¸o me´trico compacto
e topologicamente mixing com Jµ(T ) > 0, enta˜o µ e´ positiva sobre abertos.
Demonstrac¸a˜o. Assuma, por contradic¸a˜o, que existe um conjunto aberto U ⊆ X tal
que µ(U) = 0. Por induc¸a˜o, e usando a hipo´tese Jµ(T ) > 0, podemos provar que
µ(T n(U)) = 0 para qualquer n > 0. Mas sabemos que para algum M > 0
TM(U) = X
e enta˜o µ(X) = 0 absurdo. Logo, µ e´ positiva sobre abertos.
Obs.: Uma consequeˆncia do lema 2.6 e´ que o suporte da medida µ e´ todo o espac¸o
X, veja [C1].
Lema 2.7 (Fo´rmula da Mudanc¸a de Varia´vel). Sejam T : X → X uma aplicac¸a˜o
cont´ınua definida em um espac¸o me´trico, localmente injetiva e µ uma medida de Borel.
Se Jµ(T ) : X → R e´ o Jacobiano para T , com respeito a` medida µ, e Jµ(T ) ∈ L
∞(µ)
enta˜o para qualquer f ∈ L1(µ) vale∫
T (A)
fdµ =
∫
A
(f ◦ T )Jµ(T )dµ
sempre que A e´ um conjunto boreliano tal que T |A e´ injetiva.
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Demonstrac¸a˜o. Sabemos que
µ(T (A)) =
∫
A
Jµ(T )dµ
assim, se f = χB para algum conjunto boreliano B enta˜o∫
T (A)
χBdµ = µ(B ∩ T (A)) = µ(T (A ∩ T
−1(B)))
=
∫
A∩T−1(B)
Jµ(T )dµ =
∫
A
Jµ(T )χT−1(B)dµ
=
∫
A
(χB ◦ T )Jµ(T )dµ
isto e´, ∫
T (A)
χBdµ =
∫
A
(χB ◦ T )Jµ(T )dµ
para qualquer boreliano A tal que T |A seja injetivo.
Como este resultado e´ va´lido para qualquer func¸a˜o simples, tambe´m sera´
va´lido para qualquer f ∈ L1(µ).
Lema 2.8. Sejam T : X → X uma aplicac¸a˜o expansora definida em um espac¸o me´trico
compacto e µ uma probabilidade a Borel. Se Jµ(T ) : X → R e´ o Jacobiano para T , com
respeito a` medida µ, e Jµ(T ) > 0 enta˜o
Jµ(T )(xj) =
1
Jµ(ϕj)(x)
, ∀x ∈ X
onde xj = ϕj(x), e ϕj e´ um ramo da inversa de T.
Demonstrac¸a˜o. Sejam ϕj : Sj → X um ramo da inversa de T e L : Sj → X dada por
L = T ◦ ϕj que e´ a identidade em Sj. Assim, para todo boreliano A em Sj temos que
µ(L(A)) = µ(A) e pela definic¸a˜o de Jacobiano temos∫
A
1dµ = µ(A) =
∫
A
Jµ(L)dµ
donde Jµ(L) = 1 para µ q.t.p.
Para terminar a demonstrac¸a˜o basta provar que para todo x ∈ X vale
Jµ(T )(xj)Jµ(ϕj)(x) = 1.
Para isto vamos verificar que
Jµ(T ◦ ϕj) = (Jµ(T ) ◦ ϕj)Jµ(ϕj).
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Assim, seja A um boreliano qualquer em Sj enta˜o
µ(T ◦ ϕj(A)) =
∫
A
Jµ(T ◦ ϕj)dµ
por outro lado, usando o teorema anterior temos que
µ(T ◦ ϕj(A)) =
∫
ϕj(A)
Jµ(T )dµ =
∫
A
(Jµ(T ) ◦ ϕj)Jµ(ϕj)dµ.
Logo, para quase todo ponto temos que
Jµ(T ◦ ϕj) = (Jµ(T ) ◦ ϕj)Jµ(ϕj).
Assim, como ϕj e´ qualquer e pela unicidade do Jacobiano segue o resultado.
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Cap´ıtulo 3
g-medidas
Neste cap´ıtulo ale´m de explicitarmos a importaˆncia do Jacobiano, sa˜o
dadas definic¸o˜es e teoremas importantes como a representac¸a˜o integral do operador
de Ruelle seguindo Lasota e Yorke. Tambe´m definimos a classe de Schwarz que sera´
utilizada no teorema de Ruelle no pro´ximo cap´ıtulo. No final desta sec¸a˜o sera´ demons-
trado o teorema de Ledrappier que caracteriza os estados de equil´ıbrio para potenciais
na classe das func¸o˜es G. Por fim provaremos um teorema de existeˆncia e unicidade de
g-medidas quando g esta´ em G e na classe de Schwarz.
3.1 Representac¸a˜o integral do operador de Ruelle-
Perron-Frobenius
No que segue, vamos mostrar que o procedimento geral para a contruc¸a˜o
do operador de Ruelle pode ser visto como um mecanismo de achar uma medida asso-
ciada a um Jacobiano pre´-conhecido. Em outras palavras, comec¸ando com uma func¸a˜o
dada tentamos achar uma medida cujo Jacobiano e´ esta func¸a˜o. Para ser um Jacobiano
a condic¸a˜o que a func¸a˜o deve satisfazer e´ exatamente o que define a classe das g-func¸o˜es
como apresentada por Peter Walters em [W1].
O operador de Ruelle-Perron-Frobenius pode ser representado de va´rias
maneiras, vamos definir e unificar duas dessas representac¸o˜es. A forma mais comum
do operador de Ruelle-Perron-Frobenius, que chamaremos de definic¸a˜o cla´ssica, e´ a
seguinte:
Sejam T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
39
compacto e ψ : X → R uma func¸a˜o cont´ınua. O operador de Ruelle-Perron-Frobenius
Lψ : C(X)→ C(X) e´ dado por
Lψ(f)(x) =
∑
y∈T−1(x)
eψ(y)f(y)
para f ∈ C(X) e x ∈ X.
Nos restringiremos ao caso X = M uma variedade compacta, T uma
aplicac¸a˜o expansora C1 diferencia´vel,
ψ(x) = − log | detDxT |
e m a medida de Lebesgue em M. Uma propriedade interessante para este caso e´ que
para f, g ∈ L2(m) ∫
M
Lψ(f)gdm =
∫
M
fUT (g)dm
onde UT : L
2(m)→ L2(m) e´ o operador
UT (f) = f ◦ T.
Assim, se olharmos para ambos os operadores agindo em L2(m) teremos
< Lψ(f), g >=< f, UT (g) >
mostrando que Lψ = U
t
T . Podemos facilmente provar esta propriedade usando o argu-
mento na prova de L∗m = m dado no primeiro cap´ıtulo.
Alguns autores usam esta forma integral para definir o operador de Ruelle-
Perron-frobenius no contexto acima especificado, citamos [Kl] e [AB]. Assumindo que
T preserva uma medida de probabilidade µ que e´ invariante e absolutamente cont´ınua
com respeito a medida de Lebesgue m, eles escrevem Lµ para o operador de Ruelle-
Perron-Frobenius com respeito a essa medida. Esse operador satisfaz∫
M
Lµ(f)gdµ =
∫
M
fUT (g)dµ
para todas as f ∈ L1(µ) e g ∈ L∞(µ) normalizadas, i. e., Lµ1 = 1. Se µ tem densidade
h, ou seja, µ = hm onde h : X → R e´ uma func¸a˜o cont´ınua enta˜o Lµ e Lm sa˜o
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relacionadas pela equac¸a˜o Lµ(f) = L
m(hf)
h
. De fato,∫
M
Lµ(f)gdµ =
∫
M
fUT (g)dµ =
∫
M
fUT (g)hdm
=
∫
M
Lm(fh)gdm =
∫
M
Lm(fh)
g
h
hdm
=
∫
M
Lm(fh)
g
h
dµ
⇒ Lµ(f) =
Lm(fh)
h
.
Uma bela representac¸a˜o integral do operador de Ruelle-Perron-Frobenius
e´ apresentada por Lasota e Yorke no artigo [LY1]. Vamos seguir essa representac¸a˜o no
que segue.
Definic¸a˜o 3.1. Seja (X,A, µ) um espac¸o de probabilidade. Seja T : X → X uma
transformac¸a˜o duplamente mensura´vel. Dizemos que T e´ na˜o-singular, ou que e´ µ
absolutamente cont´ınua (para tra´s), se
µ(T−1(A)) = 0, sempre que µ(A) = 0.
Definic¸a˜o 3.2. Se T : (X,A, µ) → (X,A, µ) e´ uma transformac¸a˜o duplamente men-
sura´vel e na˜o-singular em um espac¸o de medida, com µ uma medida σ-finita. Definimos
o operador de Ruelle-Perron-Frobenius P : L1(µ)→ L1(µ) por Lasota e Yorke como∫
A
P (f)dµ =
∫
T−1(A)
fdµ
para quaisquer A ∈ A e f ∈ L1(µ).
Dado f ∈ L1(µ) considere a medida ν dada por
ν(A) =
∫
T−1(A)
fdµ.
Se A ∈ A e µ(A) = 0 enta˜o, como T e´ na˜o-singular, µ(T−1(A)) = 0 e assim
ν(A) =
∫
T−1(A)
fdµ = 0
mostrando que ν  µ. Logo, pelo teorema de Radon-Nikodym [DS] temos que
P (f) =
dν
dµ
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onde d/dµ denota a derivada de Radon-Nikodym. Este operador e´ claramente linear,
preserva a integral e e´ uma contrac¸a˜o em L1(µ), a saber,
‖P (f)‖L1 ≤ ‖f‖L1.
Vamos ver como as representac¸o˜es cla´ssica e por Lasota e Yorke, do ope-
rador de Ruelle-Perron-Frobenius, esta˜o relacionadas.
Lema 3.1. Sejam (X,A, µ) um espac¸o de medida, com µ uma medida σ-finita, e P :
L1(µ) → L1(µ) o operador de Ruelle-Perron-Frobenius, de acordo com a definic¸a˜o de
Lasota e Yorke, e assuma que T : X → X e´ localmente injetiva e admite um Jacobiano
Jµ(T ) > 0. Se L e´ o operador de Ruelle-Perron-Frobenius, de acordo com a definic¸a˜o
cla´ssica, enta˜o P (f)(x) = L− log Jµ(T )(f)(x) para toda f ∈ L
1(µ).
Demonstrac¸a˜o. Se f ∈ L1(µ) temos que
P (f)(x) = lim
ε→0
ν(Bε(x))
µ(Bε(x))
= lim
ε→0
∫
T−1(Bε(x))
fdµ
µ(Bε(x))
= lim
ε→0
∑
j
∫
Aj
fdµ
µ(Bε(x))
= lim
ε→0
∑
j
∫
ϕj(Bε(x))
fdµ
µ(Bε(x))
= lim
ε→0
∑
j
∫
Bε(x)
(f ◦ ϕj)Jµ(ϕj)dµ
µ(Bε(x))
=
∑
j
lim
ε→0
∫
Bε(x)
(f ◦ ϕj)Jµ(ϕj)dµ
µ(Bε(x))
=
∑
j
(f ◦ ϕj)(x)Jµ(ϕj)(x)
=
∑
y∈T−1(x)
f(y)
Jµ(T )(y)
, µ q.s., x ∈ X
onde ϕj : Bε(x) → X sa˜o os ramos da inversa de T e usamos tambe´m a definic¸a˜o de
diferencial de uma medida [Ru] e os lemas 2.7 e 2.8.
Assim, temos que ∀f ∈ L1(µ)
P (f)(x) =
∑
y∈T−1(x)
f(y)
Jµ(T )(y)
= L− log Jµ(T )(f)(x).
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E´ importante notar que, na definic¸a˜o do operador de Ruelle-Perron-
Frobenius, P , na˜o estamos exigindo que µ seja T -invariante. Por este fato neces-
sitamos da condic¸a˜o de na˜o-singularidade. Quando µ e´ T -invariante a condic¸a˜o de
na˜o-singularidade e´ trivial e pode ser omitida.
3.2 O teorema de Ledrappier
A definic¸a˜o do operador de Ruelle-Perron-Frobenius, Lψ, no nosso con-
texto sera´ a cla´ssica onde T : X → X e´ uma aplicac¸a˜o expansora topologicamente
mixing de um espac¸o me´trico compacto e ψ : X → R uma func¸a˜o cont´ınua.
Para provar propriedades espectrais relevantes de Lψ precisamos restringir
as func¸o˜es ψ para uma classe menor de func¸o˜es. Na literatura sa˜o propostas diferentes
classes de func¸o˜es, mas do nosso ponto de vista nenhuma parece culminar em uma
apresentac¸a˜o unificada e transparente. Assim, para preencher esta lacuna propomos a
seguinte classe de func¸o˜es:
Definic¸a˜o 3.3. Seja T : X → X uma aplicac¸a˜o expansora em um espac¸o me´trico
compacto, sendo d sua me´trica, e r > 0 dado pela definic¸a˜o de T. Dizemos que uma
aplicac¸a˜o ψ : X → R satisfaz a propriedade de Schwarz com respeito a T se:
a) ψ(x) 6= 0, para todo x ∈ X
b) existem A(r) > 0 e B > 0 tais que se n ≥ 1 e s : U → X e´ um ramo contrativo
de T−n com diam(U) ≤ r vale
n−1∏
j=0
ψ(T j(x))
ψ(T j(y))
≤ A(r)exp
(
B
n−1∑
j=0
d(T j(x), T j(y))
)
para todos x, y ∈ s(U)
c) lim
r→0+
A(r) = 1.
Esta classe de func¸o˜es e´ uma leve modificac¸a˜o da classe de func¸o˜es primei-
ramente introduzida por Schwarz na sua famosa demonstrac¸a˜o do teorema de Denjoy.
A func¸a˜o ψ que aparece na definic¸a˜o cla´ssica do operador de Ruelle-Perron-Frobenius
esta´ fortemente relacionada com o Jacobiano das medidas invariantes provenientes do
operador. Bons Jacobianos ira˜o constituir o que na literatura e´ chamado de “distorc¸a˜o
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limitada.”E isto e´ o que temos quando requeremos que certa func¸a˜o pertenc¸a a` classe
de Schwarz. Nos parece, e o leitor podera´ se convencer a medida que avanc¸a no texto,
que esta classe de func¸o˜es e´ a mais apropriada para esta teoria.
Exemplo. A qualquer func¸a˜o ψ : X → R Ho¨lder em um espac¸o me´trico compacto, que
na˜o se anula em nenhum ponto, podemos adicionar uma constante para que ψ passe a
pertencer a classe de Schwarz.
Lema 3.2. Seja T : (X,A, µ) → (X,A, µ) uma transformac¸a˜o mensura´vel em um
espac¸o de medida. Para todo n ≥ 0 seja An = T
−n(A). Enta˜o, Φ : X → R e´ An-
mensura´vel se, e somente se, existe ψ : X → R A-mensura´vel tal que
Φ = ψ ◦ T n
para todo n ≥ 0.
Demonstrac¸a˜o. Para todo n ≥ 0 seja An = T
−n(A). Claramente, An e´ uma σ-a´lgebra
e
A ⊇ A1 ⊇ A2 ⊇ · · · ⊇ An ⊇ . . .
Assim, se
L2(An, µ) = {Φ ∈ L
2(µ) : Φ e´ An mensura´vel}
para qualquer n ≥ 0 teremos, tambe´m, que
L2(A, µ) ⊇ L2(A1, µ) ⊇ · · · ⊇ L
2(An, µ) ⊇ . . .
Para descrever L2(An, µ), seja Φ : X → R uma aplicac¸a˜o An-mensura´vel para um n ≥ 0
qualquer. Enta˜o, para cada y ∈ R
Φ−1(y) ∈ An
e portanto Φ−1(y) = T−1(zy), ou seja, Φ|T−n(zy) = y com zy ∈ A. Em particular, para
cada x ∈ X
Φ|T−n(x) = cte.
Defina ψ : X → R por ψ(x) = Φ|T−n(x). Enta˜o
ψ(T n(x)) = Φ|T−n(Tn(x)) = Φ(x)
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ou, em outras palavras
Φ = ψ ◦ T n.
Ale´m disso, ψ e´ A-mensura´vel. De fato, dado A um boreliano qualquer
de R
Φ−1(A) = T−n(ψ−1(A))
desde que Φ seja An-mensura´vel. Enta˜o,
Φ−1(A) = T−n(B) com B ∈ A.
Deste argumento segue que Φ : X → R e´ An-mensura´vel se, e somente se, existe
ψ : X → R A-mensura´vel tal que
Φ = ψ ◦ T n.
Definic¸a˜o 3.4. Uma transformac¸a˜o T que preserva medida de um espac¸o de probabi-
lidade (X,A, µ) e´ um endomorfismo exato (µ e´ exata) se
A∞ :=
⋂
j≥0
T−j(A) mod 0 = {X, ∅}.
Obs.: A definic¸a˜o anterior e´ equivalente a
µ e´ exata ⇐⇒
⋂
n≥0
L2(An, µ) = {cte}
veja [M1].
Definic¸a˜o 3.5. Sejam (X,A, µ) um espac¸o de probabilidade e B ⊆ A uma sub-σ-
a´lgebra. O operador esperanc¸a condicional e´
E(.|B) : L1(X,A, µ)→ L1(X,B, µ)
que a cada f ∈ L1(X,A, µ) associa uma u´nica func¸a˜o, µ q.s., denotada por E(f |B) ∈
L1(X,B, µ) tal que ∫
B
fdµ =
∫
B
E(f |B)dµ
para todo B ∈ B.
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Sejam (X,A, µ) um espac¸o de probabilidade, e B ⊆ A uma sub-σ-a´lgebra.
Para f ∈ L1(X,A, µ) positiva seja
νf(B) =
∫
B
fdµ, ∀B ∈ B
νf e´ uma medida em B, veja [W2], e νf  µ. Enta˜o, pelo teorema de Radon-Nikodym
[DS], existe um u´nico elemento E(f |B) ∈ L1(X,B, µ) tal que
νf (B) =
∫
B
E(f |B)dµ
para todo B ∈ B. Usando as partes positiva e negativa de uma f ∈ L1(X,A, µ) ar-
bitra´ria temos que E(.|B) age como um operador linear para todo L1(X,A, µ). Logo,
E(.|B) esta´ bem definida.
Lema 3.3. Sejam (X,A, µ) um espac¸o de probabilidade e B uma sub-σ-a´lgebra de A. A
restric¸a˜o do operador esperanc¸a condicional E(.|B) a L2(X,A, µ) e´ a projec¸a˜o ortogonal
de L2(X,A, µ) em L2(X,B, µ).
Demonstrac¸a˜o. Para f ∈ L1(X,A, µ) sabemos que E(f |B) e´ a u´nica func¸a˜o B-mensura´vel
tal que ∫
B
E(f |B)dµ =
∫
B
fdµ, ∀B ∈ B.
Seja P a projec¸a˜o ortogonal de L2(X,A, µ) sobre um subespac¸o fechado L2(X,B, µ).
Se f ∈ L2(X,A, µ) ∫
B
fdµ =
∫
X
fχBdµ =< f, χB >=< f, PχB >
=< Pf, χB >=
∫
B
Pfdµ, ∀B ∈ B.
Portanto,
Pf = E(f |B).
Outras propriedades sobre esperanc¸a condicional podem ser encontradas
no apeˆndice deste trabalho.
Definic¸a˜o 3.6. Sejam (X,A, µ) um espac¸o de medida, onde X e´ um espac¸o me´trico
compacto, e T : X → X uma transformac¸a˜o expansora. Definimos
G =
g : X → R ; g ∈ C(X), g > 0 e ∑
y∈T−1(x)
g(y) = 1, ∀x ∈ X
 .
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Assim, dado g ∈ G seu operador de Ruelle-Perron-Frobenius associado e´
definido por
Llog g(f)(x) =
∑
y∈T−1(x)
g(y)f(y)
para f ∈ C(X) e x ∈ X. Note que Llog g satisfaz
Llog g(UT (f))(x) =
∑
y∈T−1(x)
g(y)f(T (y)) =
∑
y∈T−1(x)
g(y)f(x)
= f(x)
∑
y∈T−1(x)
g(y) = f(x).
Portanto, ∀f ∈ C(X)
Llog g(UT (f)) = f
ou, de outro modo,
Llog g(UT ) = Id
onde Id : C(X)→ C(X) e´ a aplicac¸a˜o identidade.
Teorema 3.1 (Ledrappier). Sejam (X,A, µ) um espac¸o de probabilidade, onde X e´
um espac¸o me´trico compacto, T : X → X uma transformac¸a˜o expansora e g ∈ G. Se L
denota Llog g enta˜o sa˜o equivalentes
i) L∗µ = µ
ii) µ ∈ MT (X) e para qualquer f ∈ L
1(µ)
E(f |T−1(A))(x) =
∑
z∈T−1(T (x))
g(z)f(z) µ q.s., x ∈ X
iii) µ ∈ MT (X) e µ e´ um estado de equil´ıbrio para log g.
Demonstrac¸a˜o. i) ⇒ ii) Seja f ∈ C(X) e suponha que L∗µ = µ. Pelo teorema 1.4,
para provar que µ ∈ MT (X) basta mostrar que
∫
X
f ◦Tdµ =
∫
X
fdµ. Mas isto e´ va´lido
pois
∫
X
f ◦ Tdµ =
∫
X
f ◦ TdL∗µ =
∫
X
L(f ◦ T )dµ
=
∫
X
L(UT (f))dµ =
∫
X
fdµ, ∀f ∈ C(X)
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mostrando assim que µ ∈ MT (X).
Agora, seja A ∈ T−1(A) donde∫
A
fdµ =
∫
X
fχAdµ =
∫
X
L(fχA)dµ
=
∫
X
L(fχA) ◦ Tdµ =
∫
X
∑
y∈T−1(T (x))
g(y)f(y)χA(y)dµ.
Como A ∈ T−1(A), para algum B ∈ A temos que A ∈ T−1(B). Enta˜o, se
x ∈ A vale que T (x) ∈ B e, portanto T−1(T (x)) ⊆ A. Disto segue que
χA(y) = χA(x), ∀y ∈ T
−1(T (x)).
Portanto,∫
X
∑
y∈T−1(T (x))
g(y)f(y)χA(y)dµ(x) =
∫
X
χA(x)
∑
y∈T−1(T (x))
g(y)f(y)dµ(x)
=
∫
A
∑
y∈T−1(T (x))
g(y)f(y)dµ(x)
i. e., ∀A ∈ T−1(A) ∫
A
fdµ =
∫
A
∑
y∈T−1(T (x))
g(y)f(y)dµ.
Ja´ que
∑
y∈T−1(T (x))
g(y)f(y) e´ claramente uma func¸a˜o T−1(A)-mensura´vel, segue que
E(f |T−1(A))(x) =
∑
y∈T−1(T (x))
g(y)f(y).
ii)⇒ iii) A prova da existeˆncia de partic¸o˜es geradoras para T expansora
se encontra no apeˆndice. Assim, seja P = {P1, . . . , Pn} uma partic¸a˜o de X tal que
∞∨
j=0
T−j(P) = A mod 0
e portanto, para qualquer ν ∈ MT (X),
hν(T ) = −
∫
X
log gν(x)dν,
onde gν : X → R e´ a func¸a˜o definida, ν q.s., por
Eν(f |T
−1(A))(x) =
∑
y∈T−1(T (x))
gν(y)f(y).
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Esta definic¸a˜o de entropia e a prova da existeˆncia da func¸a˜o gν se encontram no apeˆndice
do trabalho. Assim,
hν(T ) = −
∫
X
log gν(x)dν = −
∫
X
Eν(log gν|T
−1(A))dν
= −
∫
X
∑
y∈T−1(T (x))
gν(y) log gν(y)dν.
Logo, usando que log x ≤ x− 1 para todo x temos
hν(T ) +
∫
X
log gdν = −
∫
X
log gνdν +
∫
X
log gdν =
∫
X
log
(
g
gν
)
dν
≤
∫
X
(
g
gν
− 1
)
dν
=
∫
X
E
(
g
gν
− 1
∣∣∣∣T−1(A)) dν
=
∫
X
∑
y∈T−1(T (x))
gν(y)
(
g(y)
gν(y)
− 1
)
dν
=
∫
X
∑
y∈T−1(T (x))
(g(y)− gν(y))dν = 0
i. e.,
hν(T ) +
∫
X
log gdν ≤ 0.
Mas,
hµ(T ) +
∫
X
log gdµ = 0.
Enta˜o ν e´ um estado de equil´ıbrio para log g se, e somente se,
log
g
gν
=
g
gν
− 1, ν q.s.
i. e.,
g = gν, ν q. s.
Como ν satisfaz ii), gν = g portanto ν e´ um estado de equil´ıbrio para
log g.
iii)⇒ i) Sendo ν ∈ M(X) um estado de equil´ıbrio para log g enta˜o pelo
argumento acima gν = g. Assim, se f ∈ C(X)∫
X
L(f)dν =
∫
X
L(f) ◦ Tdν =
∫
X
∑
y∈T−1(T (x))
g(y)f(y)dν
=
∫
X
E(f |T−1(A))dν =
∫
X
fdν
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i. e.,
L∗ν = ν.
Definic¸a˜o 3.7. Dado g ∈ G, uma medida satisfazendo as condic¸o˜es equivalentes do
teorema de Ledrappier e´ dita de g-medida.
Obs.: Nas hipo´teses do teorema de Ledrappier, segue do teorema de Schauder-Tychonoff
[DS] que L∗ sempre tem um ponto fixo emM(X) donde uma g-medida sempre existe.
Ale´m disso, se µ e´ uma g-medida vale que
hµ(T ) +
∫
X
log gdµ = 0
e g-medidas sa˜o estados de equil´ıbrios para log g.
Lema 3.4. Sejam (X,A, µ) um espac¸o de probabilidade, onde X e´ um espac¸o me´trico
compacto, T : X → X uma transformac¸a˜o expansora que admite um jacobiano Jµ(T ) >
0, seja ainda g ∈ G. Se µ e´ uma g-medida enta˜o
i) Jµ(T ) = 1/g
ii) µ e´ positiva sobre abertos quando T e´ topologicamente mixing
iii) se g1, g2 ∈ G e alguma g1-medida coincide com outra g2-medida qualquer enta˜o
g1 = g2.
Demonstrac¸a˜o. i) Temos que∫
A
1
g
dµ =
∫
X
1
g
χAdµ =
∫
X
L
(
1
g
χA
)
dµ
=
∫
X
∑
y∈T−1(x)
g(y)
1
g(y)
χA(y)dµ
=
∫
X
χT (A)(x)dµ(x) = µ(T (A))
para qualquer A ∈ B tal que T |A e´ injetiva. Portanto,
Jµ(T ) =
1
g
.
ii) Segue imediatamente do lema 2.6 pois Jµ(T ) > 0.
iii) Segue imediatamente da unicidade do Jacobiano e de i).
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O pro´ximo teorema afirma que sobre apropriadas restric¸o˜es na func¸a˜o
g ∈ G existe uma u´nica g-medida µ. Ale´m disso, para qualquer f ∈ C(X) temos a
convergeˆncia uniforme
Ln(f) ⇒
∫
X
fdµ
onde usaremos ⇒ para denotar a convergeˆncia uniforme. Para simplificar a notac¸a˜o
vamos denotar µ(f) =
∫
X
fdµ.
Teorema 3.2. Sejam T : X → X uma transformac¸a˜o expansora topologicamente mi-
xing de um espac¸o me´trico compacto e g ∈ G na classe de Schwarz. Enta˜o, existe uma
u´nica g-medida µ. Ale´m disso, se L denota Llog g vale que L
n(f) converge uniformemente
para µ(f), ∀f ∈ C(X).
Demonstrac¸a˜o. Dado f ∈ C(X) primeiro vamos provar que
(Ln(f))n
e´ um subconjunto equicont´ınuo de C(X) para obtermos, enta˜o, a convergeˆncia uniforme
[DS]. Um ca´lculo direto nos da´ que para todo n ≥ 1 e x ∈ X
Ln(f)(x) =
∑
y∈T−n(x)
g(y)g(T (y)) · · ·g(T n−1(y))f(y).
Dado ε > 0 escolha δ > 0 tal que se d(x, y) < δ possamos escrever, para
todo n ≥ 1
T−n(x) = {x1, . . . , xrn}
T−n(y) = {y1, . . . , yrn}
tal que para todos 1 ≤ j ≤ n e 1 ≤ i ≤ rn,
d(T j(xi), T
j(yi)) < α
n−jd(x, y)
onde 0 < α < 1 vem da definic¸a˜o da transformac¸a˜o expansora T. Como g esta´ na classe
de Schwarz, existem A(δ) > 0, B > 0 e ∀xi ∈ T
−n(x), ∀yi ∈ T
−n(y) vale que
n−1∏
j=0
g(T j(xi))
g(T j(yi))
≤ A(δ) exp
(
B
n−1∑
j=0
d(T j(xi), T
j(yi))
)
≤ A(δ) exp
(
B
n−1∑
j=0
αn−jd(x, y)γ
)
≤ A(δ) exp(Cd(x, y)γ)
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onde C = B
∞∑
n=0
αn < +∞, γ > 0. Diminuindo δ > 0, se necessa´rio, podemos assumir
que se d(x, y) < δ enta˜o
d(f(x), f(y)) <
ε
2
.
Enta˜o,
|Ln(f)(x)− Ln(f)(y)| =
∣∣∣∣∣
rn∑
i=1
g(xi) · · ·g(T
n−1(xi))f(xi)
−
rn∑
i=1
g(yi) · · · g(T
n−1(yi))f(yi)
∣∣∣∣∣
≤
rn∑
i=1
g(xi) · · · g(T
n−1(xi))|f(xi)− f(yi)|
+
rn∑
i=1
|f(yi)||g(xi) · · · g(T
n−1(xi))− g(yi) · · ·g(T
n−1(yi))|
≤
ε
2
rn∑
i=1
g(xi) · · ·g(T
n−1(xi)) + ‖f‖C
rn∑
i=1
∣∣∣∣∣
n−1∏
j=0
g(T j(xi))−
n−1∏
j=0
g(T j(yi))
∣∣∣∣∣
mas, ∣∣∣∣∣
n−1∏
j=0
g(T j(xi))−
n−1∏
j=0
g(T j(yi))
∣∣∣∣∣ =
n−1∏
j=0
g(T j(yi))
∣∣∣∣∣
n−1∏
j=0
g(T j(xi))
g(T j(yi))
− 1
∣∣∣∣∣
≤
n−1∏
j=0
g(T j(yi)) sup{A(δ) exp(Cd(x, y)
γ)− 1, 1− A(δ) exp(Cd(x, y)γ)}
=
n−1∏
j=0
g(T j(yi))K.
Assim,
|Ln(f)(x)− Ln(f)(y)| ≤
ε
2
+ ‖f‖CK
∑
i
n−1∏
j=0
g(T j(yi))
=
ε
2
+ ‖f‖CK
ja´ que
rn∑
i=1
n−1∏
j=0
g(T j(yi)) = 1.
Como K = sup{A(δ) exp(Cd(x, y)γ)−1, 1−A(δ) exp(Cd(x, y)γ)} enta˜o se diminuirmos
o valor de δ > 0, mais uma vez, tal que
K <
ε
2‖f‖C
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obtemos que, para d(x, y) < δ
|Ln(f)(x)− Ln(f)(y)| < ε
provando que (Ln(f))n e´ equicont´ınua. Ja´ que ‖L
n(f)‖C ≤ ‖f‖C segue do teorema de
Arzela´-Ascoli [DS] a existeˆncia de uma sequeˆncia (ni)i de nu´meros naturais e f∞ ∈ C(X)
tais que
Lni(f) ⇒ f∞.
Agora, vamos provar que f∞ e´ uma func¸a˜o constante. Para cada f ∈ C(X) sejam
I(f) = inf{f(x); x ∈ X}
S(f) = sup{f(x); x ∈ X}.
Note que I(f) ≤ I(L(f)) e S(f) ≥ S(L(f)). De fato, para qualquer x ∈ X
L(f)(x) =
∑
y∈T−1(x)
g(y)f(y) ≥ I(f)
∑
y∈T−1(x)
g(y) = I(f)
e enta˜o I(L(f)) ≥ I(f). Analogamente provamos a desigualdade para S.
Ale´m disso, I(f∞) = I(L(f∞)) e S(f∞) = S(L(f∞)). Vamos provar a
primeira igualdade, a segunda e´ ana´loga. Como Lni(f) ⇒ f∞ temos que L
ni+1(f) ⇒ f∞
e portanto
I(f) ≤ I(L(f)) ≤ · · · ≤ I(Ln(f)) ≤ · · · ≤ I(f∞).
Agora como
I(Lni+1(f)) ≤ I(f∞)
conclu´ımos que
I(L(f∞)) ≤ I(f∞)
e como ja´ vimos que
I(f∞) ≤ I(L(f∞))
segue o resultado.
Finalmente, se x ∈ X e´ tal que
I(f∞) = I(L(f∞)) = L(f∞)(x)
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enta˜o para qualquer y ∈ T−1(x) vale que f∞(y) = I(f∞). Se na˜o for este o caso,
I(f∞) = I(L(f∞)) = L(f∞)(x) =
∑
y∈T−1(x)
g(y)f∞(y)
>
∑
y∈T−1(x)
g(y)I(f∞)
= I(f∞)
um absurdo. Enta˜o, ∀y ∈ T−1(x)
f∞(y) = I(f∞).
Se U ⊆ X e´ um conjunto aberto qualquer, pelo item a) do lema 1.3, existe
um M > 0 tal que
TM(U) = X.
Isto significa que existe y ∈ U tal que TM(y) = x, i. e., y ∈ T−M(x) e portanto
f∞(y) = I(f∞).
Ale´m disso, f∞ assume seu valor mı´nimo (global) em qualquer conjunto aberto e como
f∞ e´ cont´ınua segue que e´ constante. Disto segue facilmente que
Ln(f) ⇒ f∞.
Usando o teorema de representac¸a˜o de Riesz, teorema 1.2, existe µ ∈
M(X) uma probabilidade tal que
Ln(f) ⇒ µ(f)
para toda f ∈ C(X). Se f ∈ C(X) enta˜o∫
X
fdL∗µ =
∫
X
L(f)dµ = lim
n→∞
Ln(L(f)) = lim
n→∞
Ln+1(f)
= µ(f)
provando assim que µ e´ uma g-medida.
Finalmente, se ν e´ outra g-medida enta˜o para toda f ∈ C(X)∫
X
fdν =
∫
X
fdL∗ν =
∫
X
L(f)dν =
∫
X
Ln(f)dν
→
∫
X
(∫
X
fdµ
)
dν =
∫
X
fdµ
e enta˜o, pelo teorema 1.1, µ = ν finalizando assim a prova do teorema.
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Exemplo. Neste exemplo definiremos o subshift de Bernoulli. Para isto, seja B+(n) o
espac¸o das sequeˆncias unilaterais no conjunto X = {1, . . . , n}. Seja µ0 uma probabili-
dade de X definida por µ0({i}) = pi onde 0 ≤ pi ≤ 1 e
∑n
i=1 pi = 1. Pelo teorema de
extensa˜o de medidas existe uma u´nica medida de probabilidade µ, denominada medida
produto associada a µ0, tal que
µ(C(j;A0, . . . , Am)) =
m∏
j=0
µ0(Aj).
Denotamos por B+µ (n) ao espac¸o B
+(n) munido da medida µ, e o shift σ : B+µ (n) →
B+µ (n) e´ denominado shift de Bernoulli.
Se definirmos a func¸a˜o g : B+µ (n) → R como g(θ) = pj onde θ(0) = j
enta˜o a medida produto µ e´ a u´nica g-medida para o sistema.
Exemplo. Sejam X = R/Z e Tx = 2x( mod 1). Se g ∈ G e´ dada por g(0) = g(1/3) =
g(2/3) = 1 enta˜o e´ fa´cil provar que as medidas
µ0 = δ0 e µ1 =
δ1/3 + δ2/3
2
onde δp e´ a medida de Dirac do ponto p, satisfazem L
∗
log gµ = µ portanto, sa˜o ambas
g-medidas.
Exemplo. Sejam X = R/Z e Tx = 2x( mod 1). Vamos considerar uma func¸a˜o g dada
por
g(x) =

1+cos 2pix
2
, x 6= 0, 1/2
1/2, x = 0, 1/2.
Um ca´lculo simples nos da´ que para qualquer f ∈ C(X) temos que Lnlog gf converge a
f(0) tome, por exemplo, f ≡ 1 e x = 0. Pore´m, µ = δ0 na˜o e´ uma g-medida pois g e´
descont´ınua em zero.
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Cap´ıtulo 4
Prova do teorema de Ruelle
Neste cap´ıtulo provaremos o principal teorema deste trabalho, o teorema
de Ruelle para potenciais na classe de Schwarz.
4.1 Prova do teorema
Definic¸a˜o 4.1. Seja T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto (X, d). Para qualquer n ≥ 1 definimos a me´trica dn por
dn(x, y) = sup{d(T
j(x), T j(y)); 0 ≤ j ≤ n− 1}
∀x, y ∈ X.
Obs.: E´ trivial provar que dn e´ uma me´trica.
Agora podemos enunciar e provar o principal teorema deste trabalho que
pode ser visto como uma generalizac¸a˜o do teorema 3.2.
Teorema 4.1 (Ruelle). Sejam T : X → X uma aplicac¸a˜o expansora topologicamente
mixing em um espac¸o me´trico compacto, ψ ∈ C(X) uma aplicac¸a˜o tal que eψ esteja na
classe de Schwarz e Lψ o operador de Ruelle-Perron-Frobenius dado por
Lψ(f)(x) =
∑
y∈T−1(x)
eψ(y)f(y)
para toda f ∈ C(X). Enta˜o, existem um nu´mero λ > 0, uma func¸a˜o h ∈ C(X) e uma
medida ν ∈ M(X) tais que
i) L∗ψν = λν
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ii) h > 0 e Lψh = λh
iii) h e´ a u´nica autofunc¸a˜o positiva de Lψ exceto por multiplicac¸a˜o por escalar
iv)
∫
X
hdν = 1
v) para toda f ∈ C(X) vale ∥∥∥∥λ−nLnψf − h ∫
X
fdν
∥∥∥∥
C
→ 0
vi) µ = hν e´ uma probabilidade T -invariante, exata, positiva sobre abertos e
log λ = hµ(T ) +
∫
X
ψdµ
vii) para qualquer η ∈ MT (X), η 6= µ vale
logλ > hη(T ) +
∫
X
ψdη.
Demonstrac¸a˜o. Primeiro, vamos provar o item i) e a existeˆncia de ν ∈ M(X) e λ > 0.
Seja o operador L :M(X)→M(X) definido por
L(ν) =
L∗ψν
(L∗ψν)(1)
.
ComoM(X) e´ um conjunto convexo e compacto, o teorema do ponto fixo de Schauder-
Tychonoff [DS] nos garante a existeˆncia de um ponto fixo, ν ∈ M(X), para L. Portanto,
L∗ψν = λν
onde λ = (L∗ψν)(1) > 0.
Para achar h e provar o item ii) vamos, novamente, fazer uso do teo-
rema de Schauder-Tychonoff para Lψ agindo em um subconjunto de C(X) convexo e
compacto. Para definir este conjunto fixemos ε0 > 0 menor que a constante de expan-
sividade de T, 0 < α < 1, e tal que para quaisquer x, y ∈ X com d(x, y) < ε0 e n > 0
possamos escrever
T−n(x) = {x1, . . . , xs}
T−n(y) = {y1, . . . , ys},
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onde s e´ o nu´mero de pre´-imagens de T, satisfazendo para 0 ≤ j ≤ n e 0 ≤ i ≤ s
d(T j(xi), T
j(yi)) ≤ α
n−jd(x, y).
Para cada k ≥ 1, n > 0 e x, y ∈ X com dk(x, y) ≤ ε0 definimos
Bnk (ψ)(x, y) = sup
{
n−1∏
j=0
eψ(T
j(xi))
eψ(T j (yi))
; 1 ≤ i ≤ kn
}
onde T−n(x) = {x1, . . . , xkn}, T
−n(y) = {y1, . . . , ykn} e
d(T j(xi), T
j(yi)) ≤ α
n−jd(x, y)
para 0 ≤ j ≤ n e 1 ≤ i ≤ kn.
Finalmente, definimos
Bk(ψ)(x, y) = sup{B
n
k (ψ)(x, y);n ≥ 1}.
E´ fa´cil ver que, quando eψ pertence a` classe de Schwarz, Bk e´ uma func¸a˜o cont´ınua bem
definida em X ×X.
Agora, consideremos o conjunto
Λ = {f ∈ C(X); ν(f) = 1, f > 0 e ∀k ≥ 1,
f(x) ≤ Bk(ψ)(x, y)f(y) se dk(x, y) ≤ ε0}
temos que Λ e´ um subconjunto convexo e compacto de C(X).
De fato Λ e´ um subconjunto convexo pois se α + β = 1 com α, β > 0 e
f, h ∈ Λ enta˜o quando dk(x, y) ≤ ε0
αf(x) + βh(x) =
f(x)
f(y)
αf(y) +
h(x)
h(y)
βh(y)
≤ sup
{
f(x)
f(y)
,
h(x)
h(y)
}
(αf(y) + βh(y))
≤ Bk(ψ)(x, y)(αf(y) + βh(y))
provando que αf + βh ∈ Λ.
Para provar que Λ e´ limitado, escolha M > 0, dado pelo item b) do lema
1.3, tal que para qualquer ponto x ∈ X, T−M(x) e´ ε0-denso. Enta˜o considere quaisquer
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pontos x, z ∈ X e escolha y ∈ T−M(z) com d(x, y) ≤ ε0. Se f ∈ Λ, f > 0 enta˜o
(LMψ f)(z) =
∑
s∈T−M (z)
eψ(s)+···+ψ(T
M−1(s))f(s)
≥ eψ(y)+···+ψ(T
M−1(y))f(y)
≥ e−M‖ψ‖B−11 (ψ)(y, x)f(x)
≥ e−M‖ψ‖B−11 f(x)
onde B1 = sup{B1(ψ)(x, y); x, y ∈ X}. Portanto,
f(x) ≤
(LMψ f)(z)
λM
eM‖ψ‖B1λ
M
para todo z, e integrando esta desigualdade com respeito a ν e usando o fato que
L∗ν = λν obtemos
f(x) ≤ λMeM‖ψ‖B1ν
(
LMf
λM
)
= λMeM‖ψ‖B1 = K.
Assim, f e´ limitada.
Para provar a equicontinuidade seja ε > 0 e escolha k ≥ 1 tal que
K|Bk − 1| < ε.
Agora escolha δ > 0 tal que
d(x, y) < δ ⇒ dk(x, y) ≤ ε0.
Enta˜o, se d(x, y) < δ, dk(x, y) ≤ ε0 e
|f(x)− f(y)| ≤ f(x)|Bk − 1|
≤ K|Bk − 1| < ε.
Como Λ e´ claramente fechado segue do teorema de Arzela´-Ascoli [DS] que
Λ e´ compacto.
Defina L : C(X)→ C(X) por
L = λ−1Lψ
e vamos verificar que L(Λ) ⊂ Λ.
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Se f ∈ Λ, L(f) > 0 e ν(L(f)) = ν(f) = 1. Ale´m disso, se dk(x, y) ≤
ε0 podemos escrever T
−1(x) = {x1, . . . , xs}, T
−1(y) = {y1, . . . , ys} com d(xi, yi) ≤
αd(x, y). Enta˜o, dk+1(xi, yi) ≤ ε0 e
(L(f))(x) = λ−1
∑
i
eψ(xi)f(xi)
≤ λ−1
∑
i
eψ(xi)Bk+1(ψ)(xi, yi)f(yi)
= λ−1
∑
i
eψ(xi)
eψ(yi)
Bk+1(ψ)(xi, yi)e
ψ(yi)f(yi)
≤ λ−1
∑
i
Bk(ψ)(x, y)e
ψ(yi)f(yi)
= Bk(ψ)(x, y)(L(f))(y)
provando que L(f) ∈ Λ, i. e.,L(Λ) ⊂ Λ.
O teorema do ponto fixo de Schauder-Tychonoff [DS] nos garante enta˜o,
a existeˆncia de um ponto fixo para o operador L, i. e., uma func¸a˜o h ∈ Λ tal que
L(h) = h
ou, de outro modo,
Lψh = λh.
Para provar que h > 0, assuma por contradic¸a˜o que h(x) = 0 para algum
x ∈ X. Como L(h) = h segue que
L(h)(x) = λ−1
∑
y∈T−1(x)
eψ(y)h(y) = h(x) = 0
e enta˜o, h(y) = 0 para qualquer y ∈ T−1(x). Por induc¸a˜o, h(z) = 0 para todo z ∈
T−n(x) e todo n ≥ 1. Como T−n(x) e´ ε-denso para n suficientemente grande e h ∈ C(X),
segue que h ≡ 0 contradizendo o fato que ν(h) = 1.
Os items i) e ii) ja´ esta˜o provados. Como h ∈ Λ enta˜o ν(h) = 1 que e´ o
item iv).
Agora vamos provar o item v). Para isto seja
g(x) =
eψ(x)h(x)
λh(T (x))
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e vale que g e´ cont´ınua, g > 0 e∑
y∈T−1(x)
g(y) =
∑
y∈T−1(x)
eψ(y)h(y)
λh(T (y))
=
1
λh(x)
∑
y∈T−1(x)
eψ(y)h(y)
=
1
λ
(Lψh)(x)
h(x)
= 1.
Ale´m disso,
L(f)(x) =
1
λ
∑
y∈T−1(x)
eψ(y)f(y)
=
∑
y∈T−1(x)
eψ(y)h(y)
λh(T (y))
f(y)
h(y)
h(T (y))
= h(x)
∑
y∈T−1(x)
g(y)
(
f
h
)
(y)
= h(x)Llog g
(
f
h
)
(x)
ou seja, L(f) = hLlog g(f/h). Para a (n+ 1)-e´sima iterada temos que
Ln+1(f) = L(Ln(f)) = L
(
hLnlog g(f/h)
)
= hLlog g
(
hLnlog g(f/h)/h
)
= hLn+1log g(f/h)
provando, por induc¸a˜o, que para toda f ∈ C(X)
λ−nLnψ(f) = hL
n
log g(f/h).
Precisamos aplicar o teorema 3.2 e para isto precisamos provar que
g(x) =
eψ(x)h(x)
λh(T (x))
esta´ na classe de Schwarz. Assim, para qualquer r > 0 defina
K(r) = sup
{
h(x)
h(y)
; d(x, y) ≤ r
}
.
Como eψ esta´ na classe de Schwarz, existe uma constante B > 0 e A(r) > 0 tal que
sempre que S : W → X e´ um ramo contrativo de T−n, n ≥ 1 e x, y ∈ S(W ) enta˜o
n−1∏
j=0
eψ(T
j(x))
eψ(T j(y))
≤ Aψ(r) exp
(
B
n−1∑
j=0
d(T j(x), T j(y))
)
.
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Assim,
n−1∏
j=0
g(T j(x))
g(T j(y))
=
n−1∏
j=0
eψ(T
j (x))
eψ(T j (y))
h(T j(x))λh(T j+1(y))
λh(T j+1(x))h(T j(y))
=
(
n−1∏
j=0
eψ(T
j(x))
eψ(T j (y))
)
h(x)
h(y)
h(T n(y))
h(T n(x))
≤ Aψ(r)K(r)
2 exp
(
B
n−1∑
j=0
d(T j(x), T j(y))
)
= Ag(r) exp
(
B
n−1∑
j=0
d(T j(x), T j(y))
)
.
Claramente, lim
r→0
Ag(r) = 1, provando que g pertence a` classe de Schwarz. Enta˜o apli-
cando o teorema 3.2 obtemos
1
λn
Lnψf = h(x)L
n
log g(f/h)(x)→ hµ(f/h)
onde µ e´ a u´nica g-medida. Assim,
1
λn
Lnψf → h
∫
X
f
h
dµ.
Defina η = hdν e como L∗ψν = λν enta˜o∫
X
fdL∗log gη =
∫
X
Llog gfdη =
∫
X
Llog gf
h
h
dη
=
∫
X
1
λh
Lψ(fh)dη =
∫
X
1
λh
Lψ(fh)hdν
=
1
λ
∫
X
Lψ(fh)dν =
1
λ
∫
X
fhdL∗ψν
=
1
λ
∫
X
fhdλν =
∫
X
fdη
i. e., para toda f ∈ C(X) ∫
X
fdL∗log gη =
∫
X
fdη
e enta˜o
L∗log gη = η.
Portanto da unicidade das g-medidas temos que
η = µ
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i. e., µ = hdν e provamos que para qualquer f ∈ C(X)
1
λn
Lnψf ⇒ h
∫
X
fdν
quando n→∞, ou seja ∥∥∥∥ 1λnLnψf − h
∫
X
fdν
∥∥∥∥
C
→ 0.
Pelo teorema de Ledrappier 3.1 segue que a medida µ = hν e´ probabili-
dade T -invariante, um estado de equil´ıbrio para log g, e´ positiva sobre conjuntos abertos
e e´ exata. E ainda temos que hµ(T ) +
∫
X
ψdµ = logλ pois
hµ(T ) =
∫
X
− log gdµ =
∫
X
− log eψ(x)
h(x)
λh(T (x))
dµ
= −
∫
X
ψdµ−
∫
X
log hdµ+ logλ+
∫
X
log h(T (x))dµ
= −
∫
X
ψdµ+ log λ−
∫
X
log hdµ+
∫
X
log h ◦ Tdµ
= −
∫
X
ψdµ+ log λ.
O que prova vi). Ale´m disso, se η e´ outra probabilidade T -invariante enta˜o
logλ > hη(T ) +
∫
X
ψdη.
Terminando, assim, a prova do teorema de Ruelle.
Para finalizar este cap´ıtulo vamos apresentar dois corola´rios do teorema
de ruelle que envolve func¸o˜es homo´logas.
Corola´rio 4.1.1. Sejam T : X → X uma aplicac¸a˜o expansora e topologicamente mixing
em um espac¸o me´trico compacto, e φ ∈ C(X) tal que eφ pertence a` classe de Schwarz.
Enta˜o, para ν ∈ M(X), λ > 0 e h ∈ C(X) dados pelo teorema de Ruelle,
i) φ tem um u´nico estado de equil´ıbrio, µφ, e µφ(f) = ν(hf), ∀f ∈ C(X)
ii) µφ e´ a u´nica g-medida para g =
eφh
λhT
iii) µφ e´ positiva sobre abertos na˜o-vazios
iv) a pressa˜o topolo´gica de φ com relac¸a˜o a T vale log λ em s´ımbolos, P (T, φ) = log λ
e λ e´ o raio espectral de Lφ e vale a convergeˆncia (logL
n
φ1)/n→ P (T, φ).
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Demonstrac¸a˜o. i) Calculando o logaritmo de g = e
φh
λhT
obtemos que φ ∼ log g pois
φ = log g + log h ◦ T − log h + logλ
assim, pelo teorema 1.10, Eφ = Elog g. Vimos que L
n
log g(f) converge a ν(fh) donde temos
que log g tem um u´nico estado de equil´ıbrio dado por µφ(f) = ν(hf), ∀f ∈ C(X). Assim
µφ e´ o u´nico estado de equil´ıbrio para φ.
ii) Segue do teorema de Ruelle.
iii) E´ imediato do item ii) do lema 3.4.
iv) Como µφ e´ um estado de equil´ıbrio para φ = log g+log h◦T − log h+
logλ temos, por um ca´lculo direto, que
P (T, φ) = hµφ(T ) + µφ(φ) = hµφ(T ) + µφ(log g) + log λ = logλ.
O raio espectral para Lφ e´ dado por
lim
n→∞
‖Lnφ‖
1/n = lim
n→∞
‖Lnφ1‖
1/n = λ
pelo teorema de Ruelle. Como Lnφ1/λ
n → h segue que (logLnφ1)/n→ P (T, φ).
Note que λ, ν e h > 0 sa˜o todos unicamente determinados por Lnφf/λ
n →
hν(f) visto que
logλ = lim
n→∞
1
n
logLnφ1
e
h = lim
n→∞
Lnφ1
λn
.
Corola´rio 4.1.2. Sejam T : X → X expansora e topologicamente mixing em um espac¸o
me´trico compacto e as aplicac¸o˜es φ, ψ ∈ C(X) tais que eφ e eψ pertencem a` classe de
Schwarz. Enta˜o, µφ = µψ se e somente se φ−ψ = f ◦T − f + c para alguma f ∈ C(X)
e c ∈ R.
Demonstrac¸a˜o. [⇒] Vamos supor que µφ = µψ. Pelo corola´rio anterior temos que µφ e´
a u´nica g1-medida para alguma g1 = e
φh1/(λ1h1T ) e e´ a u´nica g2-medida para alguma
g2 = e
φh2/(λ2h2T ). Assim, pelo item iii) do lema 3.4 temos que g1 = g2. Portanto,
φ− ψ = log
h1 ◦ T
h2
− log
h1
h2
+ log
λ1
λ2
.
[⇐] Foi provado no teorema 1.10.
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Cap´ıtulo 5
Aplicac¸o˜es Expansoras por Partes e
Teoria Espectral
Primeiramente vamos expor o ambiente de trabalho para este cap´ıtulo.
Para definic¸o˜es complementares em topologia geral veja [Ke]. Seja (X,<)
um conjunto totalmente ordenado, fechado, limitado pela ordem e completo pela ordem,
i. e., todo conjunto na˜o-vazio com uma cota superior tem um supremo. A topologia da
ordem para X e´ a menor topologia onde a ordem e´ cont´ınua no sentido que se a, b ∈ X
com a < b enta˜o existem vizinhanc¸as U de a e V de b tais que para quaisquer x ∈ U e
y ∈ V tenhamos que x < y.
Consideraremos T : X → X uma aplicac¸a˜o mono´tona por partes e
cont´ınua pela ordem. Uma func¸a˜o mono´tona por partes T : X → X e´ tal que para
N > 1, X =
⋃N
i=1 Ii, onde os Ii sa˜o intervalos disjuntos e T |Ii e´ cont´ınua e preserva ou
inverte a ordenac¸a˜o de modo que T (Ii) ainda seja um intervalo.
Em X consideramos uma medida que e´ uma probabilidade a Borel, l, e
denotamos por Bl(X) o espac¸o das func¸o˜es mensura´veis a Borel e limitadas em X.
Definic¸a˜o 5.1. Sejam (X,<) um conjunto totalmente ordenado, fechado, limitado pela
ordem e completo pela ordem e f : X → R. A variac¸a˜o de f em X e´ dada por
varX(f) = sup
{
n∑
i=1
|f(xi)− f(xi−1)|;n ≥ 2, x0 < x1 < . . . < xn
}
.
A func¸a˜o f e´ dita de variac¸a˜o limitada se varX(f) <∞.
Dada uma func¸a˜o densidade (ou potencial) g : X → (0, d] onde d < 1,
que assumimos ser de variac¸a˜o limitada denotamos, como nos cap´ıtulos anteriores, o
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operador de Ruelle-Perron-Frobenius por
L :Bl(X)→ Bl(X)
L(f)(x) =
∑
y∈T−1(x)
g(y)f(y)
para f ∈ Bl(X) e x ∈ X.
Quando T : X → X e´ uma aplicac¸a˜o C1+γ expansora por partes e
g(x) =
1
|DT (x)|
e´ fa´cil verificar que L satisfaz
m(Lf) = m(f)
onde m e´ a medida de Lebesgue no intervalo. Assim, adicionamos essa hipo´tese a` nossa
medida, i. e.,
l(Lf) = l(f)
para toda f ∈ Bl(X).
Definic¸a˜o 5.2. Definimos por BV (X) o espac¸o das func¸o˜es de variac¸a˜o limitada em
X com a norma
‖f‖
var
=
∫
X
|f |dl + varX(f).
Precisaremos da variac¸a˜o para func¸o˜es em L1(l), o conjunto de todas as
classes de equivaleˆncia das func¸o˜es a valores complexos, l-integra´veis em X. Assim,
definimos para f ∈ L1(l)
var(f) = inf{varX(f˜) : f˜ ∼ f}.
5.1 Lemas Ba´sicos
Vamos recordar nossas definic¸o˜es usuais. Para f ∈ Bl(X) o operador de
Ruelle-Perron-Frobenius L e´ dado por
L(f)(x) =
∑
y∈T−1(x)
g(y)f(y)
=
N∑
i=1
g(T−1i (x))f(T
−1
i (x))χT (Ii)(x)
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onde Ti = T |Ii. Tambe´m assumimos que l e´ uma medida que e´ uma probabilidade a
Borel em X e que satisfaz
l(Lf) = l(f), ∀f ∈ Bl(X).
Gostar´ıamos de mudar nossa func¸a˜o de forma que o suporte de l se torne
invariante, e enta˜o estudar a aplicac¸a˜o restrita ao suporte da medida l. Para isto preci-
samos garantir que o operador L na˜o sofra mudanc¸as ao agir em L1(l). Para fazer isto
precisaremos dos seguintes lemas.
Lema 5.1. Seja B um boreliano de X com l(B) = 0 enta˜o l(T (B)) = 0.
Demonstrac¸a˜o. Podemos assumir que B ⊆ Ii para algum i. Se l(T (B)) > 0 enta˜o
l(B) = l(χB) = l(LχB) = l
(
N∑
j=1
g(T−1j (x))χB(T
−1
j (x))χT (Ij)(x)
)
= l
(
g(T−1i (x))χB(T
−1
i (x))χT (Ii)(x)
)
= l
(
g(T−1i (x))χT (B)(x)
)
pois χB(T
−1
i (x)) = 0 se x /∈ T (B).
Agora considere o conjunto
Ak =
{
x ∈ T (B) : g(T−1i (x)) ≥
1
k
}
para todo k > 1, como l(T (B)) > 0,
∫
T (B)
gdl > 0 e enta˜o existe um k0 tal que
l(Ak0) > 0.
Assim, temos que
l(B) = l
(
g(T−1i (x))χT (B)(x)
)
≥
1
k0
l(T (B) ∩ Ak0) > 0
o que prova o lema.
Definic¸a˜o 5.3. Seja A = {I1, . . . , IN} uma partic¸a˜o de X em intervalos onde a func¸a˜o
T e´ cont´ınua e mono´tona. Enta˜o, para todo k ≥ 1, Ak =
∨k−1
i=0 T
−i(A) e´ uma partic¸a˜o
finita de X em intervalos onde T ainda e´ cont´ınua e mono´tona.
Lema 5.2. Para todo k ≥ 1 e A ∈ Ak temos que l(A) ≤ dk onde d < 1 e´ tal que
g : X → (0, d]. Em particular, l({x}) = 0 para todo x ∈ X.
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Demonstrac¸a˜o. Vamos provar por induc¸a˜o. Se A ∈ Ak podemos assumir que A ⊆ Ij
para algum 1 ≤ j ≤ N. Enta˜o,
l(A) = l(χA) = l(LχA) = l
(
g(T−1j (x))χA(T
−1
j (x))χT (Ij)(x)
)
= l
(
g(T−1j (x))χT (A)(x)
)
≤ dl(T (A)).
Como A ∈ Ak temos que T (A) ∈ Ak−1 e pela hipo´tese de induc¸a˜o l(T (A)) ≤ dk−1.
Assim,
l(A) ≤ l(T (A))d ≤ dk−1d = dk.
Lema 5.3. Seja Y =
⋂
{F ;F ⊆ X,F e´ fechado e l(F ) = 1} o suporte de l. A aplicac¸a˜o
T pode ser mudada em um nu´mero finito de pontos de tal modo que T (Y ) ⊆ Y e
T−1({x}) ⊆ Y para todo, exceto por um nu´mero finito, x ∈ Y.
Demonstrac¸a˜o. Comec¸amos provando que se J ⊆ X e´ um intervalo enta˜o l(J) = 0 se e
somente se l(T (J)) = 0. Se l(J) = 0 enta˜o pelo lema 5.1 temos que l(T (J)) = 0. Agora
se l(T (J)) = 0 enta˜o
l(J) ≤ l(T−1(T (J))) = l(χT (J) ◦ T ) = l(L(χT (J) ◦ T ))
= l(χT (J)L(1)) ≤ l(T (J))Nd
pois g ≤ d e #T−1(x) ≤ N para todo x ∈ X.
Este resultado implica que se x ∈ int(Ii) enta˜o x ∈ Y se e somente se
T (x) ∈ Y. Quando x e´ um ponto extremal do intervalo, sabemos do lema 5.2 que x na˜o
pode ser isolado em Y e assim redefinimos T (x) de modo que seja o limite unilateral
de T (y) para y ∈ Y. Enta˜o, T (Y ) ⊆ Y o que finaliza a prova do lema.
Teorema 5.1 (Helly, [V]). Seja ϕn : X → R, n ≥ 1 uma sequeˆncia de func¸o˜es em
BV [X] e assuma que existam constantes K1 > 0 e K2 > 0 tais que sup|ϕn| ≤ K1 e
varX(ϕn) ≤ K2 para todos os n ≥ 1. Enta˜o, existe uma subsequeˆncia (ϕnk)k e uma
func¸a˜o ϕ0 : X → R com sup(ϕ0) ≤ K1 e varX(ϕ0) ≤ K2 tal que (ϕnk)k converge a ϕ0
quando k →∞ l-quase sempre em L1(l).
Demonstrac¸a˜o. Como (ϕn)n sa˜o func¸o˜es de variac¸a˜o limitada podemos escreveˆ-las na
forma ϕn = ϕ
+
n − ϕ
−
n onde ϕ
±
n sa˜o sequeˆncias uniformemente limitadas de func¸o˜es
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na˜o-decrescentes [Ru]. Usando o processo da diagonal [V] podemos escolher (nk)k tal
que
ϕ±nk(q)→ ϕ
±
0 (q)
quando k →∞, para cada q em um conjunto denso S em X. Se q < q ′ em S enta˜o
ϕ±nk(q) ≤ ϕ
±
nk
(q′) ≤ K1
e assim, ϕ±0 (q) ≤ ϕ
±
0 (q
′) ≤ K1 mostrando que ϕ
±
0 e´ uma func¸a˜o na˜o-decrescente em S.
Portanto podemos estender ϕ±0 a todo o conjunto X definindo
ϕ±0 (x) = inf
q∈S,q>x
ϕ±0 (q).
Vamos agora provar que ϕ±nk(x) converge a ϕ
±
0 (x) quando k →∞, para todo ponto de
continuidade de ϕ±0 . De fato, dados x um ponto de continuidade de ϕ
±
0 e ε > 0 existe
δ > 0 tal que |x− x′| < δ implica que |ϕ±0 (x)− ϕ
±
0 (x
′)| < ε/2. Escolha q, q′ ∈ S tal que
q′ < x < q e |q − q′| < δ/2. Enta˜o,
ϕ±0 (q
′) < ϕ±0 (x) < ϕ
±
0 (q).
Agora seja k0 > 0 tal que se k > k0
ϕ±0 (q
′)−
δ
2
< ϕ±nk(q
′) < ϕ±0 (x) < ϕ
±
nk
(q) < ϕ±0 (q) +
δ
2
.
Enta˜o, se k > k0
ϕ±nk(q
′) < ϕ±nk(x) < ϕ
±
nk
(q)
e portanto
|ϕ±nk(x)− ϕ
±
0 (x)| < ε, ∀k ≥ k0.
Assim, ϕ±nk converge para ϕ
±
0 exceto em um conjunto conta´vel. Como
l({x}) = 0 segue que ϕ±nk converge para ϕ
±
0 l-quase sempre. Seja ϕ˜
±
0 uma func¸a˜o
cont´ınua pela direita coincidindo com ϕ±0 em todo ponto de continuidade de ϕ
±
0 . Logo,
ϕn converge para ϕ0 = ϕ˜
+
0 − ϕ˜
−
0 l-quase sempre em L
1(l). Ale´m disso,
|ϕ0(x)| ≤ lim
k→∞
|ϕnk(x)| ≤ K1
N∑
j=1
|ϕ0(aj)− ϕ0(aj−1)| = lim
k→∞
N∑
j=1
|ϕnk(aj)− ϕnk(aj−1)|
≤ sup
k
varX(ϕnk) ≤ K2
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sempre que x e a1 < a2 < . . . < aN esta˜o em X exceto para um conjunto conta´vel.
Como ϕ0 e´ cont´ınua pela direita segue que
|ϕ0(x)| ≤ K1, ∀x ∈ X,
e
varX(ϕ0) ≤ K2
Lema 5.4. i) Para todo c > 0 o conjunto E = {f ∈ L1(l, X) : ‖f‖
var
≤ c} e´ compacto
em (L1(l), ‖ · ‖1);
ii) (BV [X], ‖ · ‖
var
) e´ um espac¸o de Banach;
iii) BV [X] e´ denso em (L1(l), ‖ · ‖1).
Demonstrac¸a˜o. i) Seja (fn)n ⊆ E. Enta˜o, para cada ε > 0 existe (f˜n)n uma sequeˆncia
de func¸o˜es tal que
var(f˜n) ≤ var(fn) + ε, ∀n.
Assim, f˜n : X → R e´ uma func¸a˜o em L
1(l) tal que
var(f˜n) + ‖f˜n‖1 ≤ c+ ε.
Afirmamos que
sup |f˜n| ≤ var(f˜n) + ‖f˜n‖1.
Para provar isto, sejam ε0 > 0 qualquer e x¯ ∈ X tal que |f˜n(x¯)| ≥ sup |f˜n|+ ε0. Agora
seja y ∈ X tal que |f˜n(y)| ≤
∫
X
|f˜n|dl enta˜o
sup |f˜n|+ ε0 ≤ |f˜n(x¯)| ≤ |f˜n(x¯)− f˜n(y)|+ |f˜n(y)| ≤ var(f˜n) +
∫
X
|f˜n|dl
e como isto vale para qualquer ε0 arbitra´rio, segue o resultado.
Assim,
sup |f˜n| ≤ var(f˜n) +
∫
X
|f˜n|dl ≤ c + ε.
Aplicando o teorema de Helly a (f˜n)n obtemos uma subsequeˆncia de
func¸o˜es (f˜nk)k : X → R e uma func¸a˜o f0 : X → R tal que sup|f0| ≤ c+ε e var(f0) ≤ c+ε
ale´m disso,
f˜nk → f0, quando k →∞
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l-quase sempre em L1(l). Da prova do teorema de Helly segue que
var(f0) = lim
k→∞
var(fnk)
‖f0‖1 = lim
k→∞
‖f˜nk‖1
e portanto,
‖f0‖var ≤ c+ ε, ∀ε.
Como ε > 0 e´ arbitra´rio existe f˜0 : X → R tal que ‖f˜0‖var ≤ c e ‖f0‖1 = ‖f˜0‖ provando
que E e´ um conjunto compacto.
ii) Exceto pelo completamento, as outras propriedades de um espac¸o de
Banach sa˜o o´bvias. Assim, seja (fn)n ⊆ BV [X] uma sequeˆncia de Cauchy. Enta˜o para
cada ε > 0 existe N > 0 tal que se m,n > N
‖fn − fm‖var < ε.
Disto segue que ‖fn − fm‖1 < ε se n,m > N e portanto (fn)n e´ uma sequeˆncia de
Cauchy em L1(l, X). Assim, existe uma constante c > 0 tal que
fn ∈ Ec = {f ∈ L
1(l, X); ‖f‖var ≤ c}.
Como por i) Ec e´ compacto em L
1(l, X), existe uma f ∈ Ec tal que
fn → f em L
1(l, X)
l-quase sempre. Usando o mesmo argumento da prova do teorema de Helly podemos
provar que
var(fn − f)→ 0 quando n→∞
e enta˜o
‖fn − f‖var → 0 quando n→∞
provando que BV [X] e´ completo, sendo portanto um espac¸o de Banach.
iii) Como
⋃∞
n=1A
n gera a σ-a´lgebra de Borel, l-quase sempre, enta˜o as
func¸o˜es simples em An sa˜o densas em (L1(l, X), ‖ · ‖1).
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5.2 Propriedades Espectrais de L e UT
Vamos iniciar com a seguinte fo´rmula importante
L(f(ϕ ◦ T ))(x) =
n∑
i=1
g(T−1i (x))f(T
−1
i (x))ϕ ◦ T (T
−1
i (x))χT (Ii)(x)
=
(
n∑
i=1
g(T−1i (x))f(T
−1
i (x))χT (Ii)(x)
)
ϕ(x)
= ϕ(x)L(f)(x)
para f, ϕ ∈ Bl(X), ou seja,
L(f(ϕ ◦ T )) = ϕL(f).
No pro´ximo lema vamos estender L ao espac¸o L1(l, Y ).
Lema 5.5. Seja F o conjunto de todas as func¸o˜es a valores complexos limitadas em Y
e que sa˜o mensura´veis com respeito a` σ-a´lgebra de Borel B. Para toda f ∈ F vale
‖L(f)‖1 ≤ ‖f‖1.
Demonstrac¸a˜o. Se f ∈ F defina ϕ(x) = L(f)(x)/|L(f)(x)| quando L(f)(x) 6= 0 e
ϕ(x) = 1 caso contra´rio. Enta˜o, para todo x ∈ Y temos que |ϕ(x)| = 1. Assim,
‖L(f)‖1 =
∫
Y
|L(f)|dl =
∫
Y
L(f)ϕdl =
∫
Y
L(fϕ ◦ T )dl
=
∫
Y
fϕ ◦ Tdl ≤
∫
Y
|f ||ϕ ◦ T |dl ≤
∫
Y
|f |dl
= ‖f‖1
De acordo com o lema 5.1 qualquer mudanc¸a de f em um conjunto de
medida nula (com respeito a` medida l) mudara´ L(f) em um conjunto de medida tambe´m
nula (com respeito a` medida l). Assim, L pode ser visto como um operador agindo no
conjunto de func¸o˜es limitadas em L1(l, Y ). Fazendo uso do lema 5.5 podemos estender
L para que atue no espac¸o L1(l, Y ). De agora em diante, vamos assumir que
L : L1(l, Y )→ L1(l, Y ).
Defina gn(x) =
∏n−1
j=0 g(T
j(x)). Como 0 < g(x) ≤ d < 1, ∀x, podemos escolher M ∈ N
tal que
‖gM‖∞ = sup{gM(x); x ∈ Y } <
1
3
.
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O lema seguinte e´ o resultado principal sobre o operador L e expressa o fato que o
operador de Ruelle-Perron-Frobenius melhora a regularidade de func¸o˜es de variac¸a˜o
limitada com respeito a suas variac¸o˜es.
Lema 5.6. Existem 0 < α < 1 e β > 0 tal que para toda f ∈ L1(l, Y )
var(LM(f)) ≤ αvar(f) + β‖f‖1.
Demonstrac¸a˜o. Escrevendo Q para LM e U para TM temos que
Q(f)(x) =
N∑
i=1
gM(U
−1
i (x))f(U
−1
i (x))χU(Ji)(x)
onde (J1, J2, . . . , JN) e´ uma partic¸a˜o de Y em intervalos onde U |Ji e´ mono´tona, cont´ınua
e var(gM |Ji) ≤ ‖gM‖∞. Para achar a u´ltima exigeˆncia precisaremos subdividir a partic¸a˜o
de U em intervalos onde U e´ mono´tona e cont´ınua. Para ε > 0 associe f˜ na classe de
equivaleˆncia definida por f ∈ L1(l, Y ) tal que
var(f˜) ≤ var(f) + ε.
Seja Ki = U(Ji) = U([ai, bi]). Enta˜o
varY (Q(f˜)) = varY
(
N∑
i=1
gM(U
−1
i (x))f˜(U
−1
i (x))χKi(x)
)
≤
N∑
i=1
varY
(
gM(U
−1
i (x))f˜(U
−1
i (x))χKi(x)
)
≤
N∑
i=1
varKi(gM f˜) + ‖gM‖∞
N∑
i=1
(|f˜(bi)|+ |f˜(ai)|).
No sentido de calcular o segundo termo, para xi ∈ (ai, bi)
|f˜(bi)|+ |f˜(ai)| ≤ |f˜(bi)− f˜(xi)|+ |f˜(ai)− f˜(xi)|+ 2|f˜(xi)|
≤ var[ai,bi](f˜) + 2|f˜(xi)|.
Como esta desigualdade vale para todo xi ∈ (ai, bi) segue que
|f˜(bi)|+ |f˜(ai)| ≤ var[ai,bi](f˜) + 2di
onde di = inf{|f˜(x)|; x ∈ Ji}. Do teorema do valor me´dio para integrais [HS]
di ≤ l([ai, bi])
−1
∫ bi
ai
|f˜ |dl
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e portanto,
di ≤ b
−1
∫
Ji
|f˜ |dl
onde b = min{l([ai, bi]); 1 ≤ i ≤ N}. Assim,
N∑
i=1
(|f˜(bi)|+ |f˜(ai)|) ≤
N∑
i=1
varJi(f˜) + 2b
−1
∫
Y
|f˜ |dl.
Do primeiro termo se x1 < y1 < x2 < . . . < yr e´ uma partic¸a˜o de Ji enta˜o
r∑
k=1
|f˜(yk)gM(yk)− f˜(xk)gM(xk)|
≤
r∑
k=1
|f˜(yk)gM(yk)− f˜(yk)gM(xk)|+
r∑
k=1
|f˜(yk)gM(xk)− f˜(xk)gM(xk)|
≤
r∑
k=1
|f˜(yk)||gM(yk)− gM(xk)|+
r∑
k=1
|gM(xk)||f˜(yk)− f˜(xk)|
≤
r∑
k=1
|f˜(yk)|var[xk,yk](gM) + ‖gM‖∞varJi(f˜).
Mas,
r∑
k=1
|f˜(yk)|var[xk,yk](gM) ≤
r∑
k=1
(|f˜(yk)− di|+ |di|)var[xk,yk](gM)
≤
r∑
k=1
(varJi(f˜) + di)var[xk,yk](gM)
≤
r∑
k=1
(
varJi(f˜) + b
−1
∫ bi
ai
|f˜ |dl
)
var[xk,yk](gM)
≤
(
varJi(f˜) + b
−1
∫ bi
ai
|f˜ |dl
)
varJi(gM)
≤ ‖gM‖∞
(
varJi(f˜) + b
−1
∫
Ji
|f˜ |dl
)
.
Disto segue que
r∑
k=1
|f˜(yk)gM(yk)− f˜(xk)gM(xk)| ≤ ‖gM‖∞
(
varJi(f˜) + b
−1
∫
Ji
|f˜ |dl
)
+ ‖gM‖∞varJi(f˜)
e enta˜o
varJi(f˜gM) ≤ ‖gM‖∞
(
varJi(f˜) + b
−1
∫
Ji
|f˜ |dl
)
+ ‖gM‖∞varJi(f˜)
74
somando sobre os valores de i temos
N∑
i=1
varJi(f˜ gM) ≤ ‖gM‖∞
(
varY (f˜) + b
−1
∫
Y
|f˜ |dl
)
+ ‖gM‖∞varY (f˜).
Juntando essas estimativas temos
var(Q(f˜)) ≤ 2‖gM‖∞
(
varY (f˜) + b
−1
∫
Y
|f˜ |dl
)
+ ‖gM‖∞varY (f˜) + 2b
−1
∫
Y
|f˜ |dl
= 3‖gM‖∞varY (f˜) + 3b
−1‖gM‖∞‖f˜‖1
= αvarY (f˜) + β|f˜‖1
onde α = 3‖gM‖∞ < 1 e β = 3b
−1‖gM‖∞ para b = min{l(Ji); 1 ≤ i ≤ N}.
Como, claramente, Q(f˜) e´ equivalente a Q(f) segue que
var(Q(f)) ≤ var(Q(f˜)) ≤ αvarY (f˜) + β|f˜‖1
= αvarY (f) + β‖f‖1 + ε
sendo ε arbitra´tio segue o resultado.
O pro´ximo teorema e´ uma consequeˆncia imediata do teorema ergo´dico de
Ionescu Tulcea e Marinescu [ITM] que enunciamos, sem prova. Para isto sejam E um
espac¸o de Banach linear sobre o corpo dos complexos e B um subespac¸o de Banach de
E.
Seja C(B,E) a classe dos operadores lineares T : B → T (B) ⊆ B limita-
dos satisfazendo
i)existe uma constante positiva H tal que para todo n ≥ 1, ‖T n‖B ≤ H;
ii) existem duas constantes positivas R e p < 1 tais que ‖T (x)‖B ≤
p‖x‖B +R‖x‖E para qualquer que seja x ∈ B;
iii) se P ⊆ B e´ um subconjunto limitado enta˜o T (P ) e´ um compacto em
E.
Teorema 5.2 (Ionescu Tulcea e Marinescu). Seja T um operador em C(B,E).
Enta˜o,
i) na˜o existe mais que um nu´mero finito de autovalores, λ1, λ2, . . . , λr, de mo´dulo 1
de T ;
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ii) podemos escrever para todo n ≥ 1,
T n =
r∑
i=1
(1/λni )Ti + S
n
onde Ti, para 1 ≤ i ≤ r, sa˜o operadores limitados de B em uma parte linear de B
com dimensa˜o finita e S : B → S(B) ⊆ B um operador linear limitado;
iii) para todo i, T 2i = Ti, para i 6= j vale que TiTj = 0 e para todo i, TiS = STi = 0;
iv) para todo n ≥ 1, ‖Sn‖ ≤M/(1 + h)n onde M e h sa˜o duas constantes positivas.
Teorema 5.3. Com as hipo´teses do teorema de Ionescu Tulcea e Marinescu para L,
T, X e l temos
i) L : L1(l, X)→ L1(l, X) tem apenas um nu´mero finito de autovalores λ1, λ2, . . . , λr
de mo´dulo 1;
ii) seja Ei = {f ∈ L
1(l, X);L(f) = λif} para 1 ≤ i ≤ r. Enta˜o, Ei ⊂ BV [Y ] e
dimEi < +∞;
iii) o operador L pode ser representado por
L =
r∑
i=1
λiφi + ψ
onde φi sa˜o projec¸o˜es sobre os autoespac¸os Ei, ‖φi‖ ≤ 1 e ψ e´ um operador linear
em L1(l, X) com sup{‖ψn‖1;n ≥ 1} < +∞. Ale´m disso, φiφj = 0 para i 6= j e
φiψ = 0 para todo i;
iv) ψ(BV [Y ]) ⊂ BV [Y ] e ψ visto como um operador linear em (BV, ‖ · ‖
var
) satisfaz
‖ψn‖
var
≤ Hqn (n ≥ 1) para constantes H e q com H > 0 e 0 < q < 1;
v) 1 e´ um autovalor de L. Vamos assumir que λ1 = 1;
vi) Escrevendo h = φ1(1) e µ = hl temos h ≥ 0,
∫
hdl = 1 e L(h) = h. Enta˜o µ e´
uma probabilidade T -invariante em Y e portanto em X. Se µ′ e´ T -invariante e
µ′  l enta˜o µ′  µ.
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Demonstrac¸a˜o. Do item i) ao iv) e´ imediato do teorema de Ionescu Tulcea e Marinescu.
De iii) segue que
L2(f) =
r∑
i=1
λiφi(L(f)) + ψ(L(f))
=
r∑
i=1
λiφi
(
r∑
j=1
λjφj(f) + ψ(f)
)
+ ψ
(
r∑
j=1
λjφj(f) + ψ(f)
)
=
r∑
i,j=1
λiλjφiφj(f) + λiφiψ(f) +
r∑
j=1
λjψφj(f) + ψ
2(f)
=
r∑
i=1
λ2iφi(f) + ψ
2(f)
onde usamos que φ2i = φi e φiφj = 0, i 6= j e φiψ = 0, ∀i. Indutivamente temos que
∀k ∈ N
Lk(f) =
r∑
i=1
λki φi(f) + ψ
k(f).
Seja hn = 1/n
∑n−1
k=0 L
k(1). Enta˜o hn ≥ 0 e
∫
Y
hndl = 1
hn =
1
n
n−1∑
k=0
(
r∑
i=1
λki φi(1) + ψ
k(1)
)
=
r∑
i=1
(
1
n
n−1∑
k=0
λki
)
φi(1) +
1
n
n−1∑
k=0
ψk(1)
donde
hn =
r∑
i=1
γn(i)φi(1) +
1
n
n−1∑
k=0
ψk(1)
onde γn(i) =
1
n
∑n−1
k=0 λ
k
i . De iv), como 1 ∈ BV (Y ) segue que
var(ψk(1)) + ‖ψk(1)‖1 ≤ Hq
k
e portanto ∥∥∥∥∥ 1n
n−1∑
k=0
ψk(1)
∥∥∥∥∥
1
≤
1
n
n−1∑
k=0
‖ψk(1)‖1 ≤
1
n
n−1∑
k=0
Hqk
=
(
H
1− qn
1− q
)
1
n
→ 0 quando n→∞.
Agora vamos analisar o primeiro termo de hn. Para cada i tal que λi 6= 1,−1 temos
γn(i) =
1
n
n−1∑
k=0
λki =
1
n
(
1− λn
1− λ
)
→ 0 quando n→∞.
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O mesmo vale quando λi = −1, i. e., γn(i)→ 0.
Assim, se 1 /∈ {λ1, . . . , λr} enta˜o em L
1(l, Y ) vale que hn → 0. Pois∫
hndl = 1 para todo n que na˜o valha. Assim, 1 ∈ {λ1, . . . , λr} e assumimos que
λ1 = 1. Do argumento acima vemos que γn(1) = 1 e γn(i) → 0 para i 6= 1. Logo, em
L1(l, Y )
hn → φ1(1).
Vamos denotar h = φ1(1). Enta˜o, h ≥ 0 e
∫
Y
hdl = 1. Ale´m disso, h e´ invariante por L.
De fato,
L(h) = L
(
lim
n→∞
hn
)
= lim
n→∞
L(hn) = lim
n→∞
1
n
n−1∑
k=0
Lk+1(1)
= lim
n→∞
1
n
(1 + L(1) + · · ·+ Ln−1(1) + Ln(1)− 1)
= lim
n→∞
hn +
Ln(1)− 1
n
= h
pois ‖Ln(1)‖ ≤ ‖1‖. Ale´m disso,
µ(f ◦ T ) = l(hf ◦ T ) = l(L(hf ◦ T )) = l(fL(h))
= l(fh) = µ(f)
isto e´, µ = hl e´ T -invariante. Finalmente, assuma que µ′ e´ T -invariante e µ′  l enta˜o
µ′ = h′l para alguma h′ ∈ L1(l, Y ), e
µ′(f ◦ T ) = µ′(f)
µ′(f ◦ T ) = l(fL(h′))
µ′(f) = l(fh′)
enta˜o ∫
fL(h′)dl =
∫
fh′dl
para todo f ∈ L1(l, Y ) implicando que
L(h′) = h′.
Da´ı segue que h′ ∈ BV [Y ] donde existe c > 0 tal que h′ ≤ c. Assim,
∀n ≥ 1
h′ =
1
n
n−1∑
k=0
Lk(h′) ≤
1
n
n−1∑
k=0
cLk(1) ≤ c
1
n
n−1∑
k=0
Lk(1).
Portanto, h′ ≤ ch′ ou seja, µ′  µ completando a prova do teorema.
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Um modo de garantir a existeˆncia de medidas invariantes absolutamente
cont´ınuas com respeito a` medida de Lebesgue m, para uma aplicac¸a˜o mono´tona por
partes T : [0, 1] → [0, 1] e´ dada pelo teorema de Lasota e Yorke [LY2], que pode ser
visto como um corola´rio do teorema 5.3 onde o potencial g e´ o inverso do determinante
da derivada de T. Como T e´ expansora segue que sup(g) < 1 e portanto, o potencial
g satisfaz as condic¸o˜es do teorema de Lasota e Yorke. Ale´m disso, o teorema de mu-
danc¸a de varia´vel acarreta que m(Lf) = m(f) donde as condic¸o˜es do teorema 5.3 sa˜o
satisfeitas.
Antes de enunciar o teorema vamos relembrar a definic¸a˜o do operador de
Ruelle-Perron-Frobenius. Sendo T : [0, 1] → [0, 1] na˜o-singular definimos o operador
PT : L1 → L1, por
PTf(x) =
d
dx
∫
T−1([0,x])
f(s)ds.
Algumas propriedades de PT sa˜o
a) PT e´ positiva, i. e., f ≥ 0 implica que PTf ≥ 0
b)
∫ 1
0
PTfdm =
∫ 1
0
fdm, ∀f ∈ L1
c) PTn = P
n
T .
d) PTf = f se e somente se a medida dµ = fdm e´ invariante por T.
Agora vamos enunciar, sem prova, o resultado de Lasota e Yorke [LY2]
Corola´rio 5.3.1. Seja T : [0, 1]→ [0, 1] uma aplicac¸a˜o C2 por partes tal que inf{|T ′(x)|; x ∈
[0, 1]} > 1. Enta˜o, para qualquer f ∈ L1 a sequeˆncia
1
n
n−1∑
j=0
P nT f
converge, em norma, para f ∗ ∈ L1. A func¸a˜o limite tem as seguintes propriedades
1) f ≥ 0⇒ f ∗ ≥ 0
2)
∫ 1
0
f ∗dm =
∫ 1
0
fdm
3) PTf
∗ = f ∗ e, consequentemente, a medida dµ∗ = f ∗dm e´ invariante por T
4) a func¸a˜o f ∗ e´ de variac¸a˜o limitada e existe uma constante c, independente da
escolha inicial de f, tal que var[0,1]f
∗ ≤ c‖f‖.
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Vamos apresentar um exemplo, que pode ser encontrado em [LY2], onde
a hipo´tese |T ′(x)| > 1 falha em apenas um ponto do domı´nio da T. Seja
T (x) =
x/(1− x), 0 ≤ x < 1/22x− 1, 1/2 ≤ x ≤ 1
onde T ′(0) = 1. A sequeˆncia P nT (f), ∀f ∈ L
1, converge em medida para zero, para uma
definic¸a˜o de convergeˆncia em medida veja [DS] ou [Ca]. Tambe´m, PT (f) = f tem como
u´nica soluc¸a˜o a trivial e na˜o existe uma medida na˜o trivial e absolutamente cont´ınua
com respeito a` medida de Lebesgue que seja invariante por T.
A prova da convergeˆncia em medida se faz do seguinte modo, primeiro
prova-se que para f0 ≡ 1 a sequeˆncia gn(x) = xfn(x) converge para uma constante
c, onde fn = P
n
T (f0). Enta˜o, usando que ‖fn‖ = 1 obtemos c = 0 donde fn → 0 em
medida. Por fim, por um argumento de aproximac¸o˜es podemos estender este resultado
para uma sequeˆncia arbitra´ria P nT (f) com f ∈ L
1.
5.3 Propriedades de (UT , µ)
Os pro´ximos lemas descrevem a adjunta, U ∗T , de UT em termos de L. Para
simplificar a notac¸a˜o vamos utilizar L2µ no lugar de L
2(µ,X).
Lema 5.7. Para toda f ∈ L2µ e λ ∈ C temos que
i) U∗Tf = L(fh)/h
ii) U∗Tf = λf se e somente se L(fh) = λfh.
Demonstrac¸a˜o. i) segue das identidades
〈U∗T f, g〉 = 〈f, UTg〉 =
∫
fg ◦ Tdµ =
∫
fg ◦ Thdl =
∫
L(fg ◦ Th)dl
=
∫
gL(fh)dl =
∫
g
L(fh)
h
hdl =
∫
g
L(fh)
h
dµ
=
〈
L(fh)
h
, g
〉
.
O item ii) segue imediatamente de i).
Lema 5.8. Valem as seguintes afirmac¸o˜es
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i) (U∗T )
nUnT = Id para cada n ∈ N
ii) UnT ◦ (U
∗
T )
n = Ln onde Ln denota a projec¸a˜o ortogonal sobre o subespac¸o U
n
T (L
2
µ).
Demonstrac¸a˜o. Para provar i) note que
〈U∗TUT f, g〉 = 〈UTf, UTg〉 = 〈f, g〉
e enta˜o U∗TUT = Id. Portanto, para cada n ∈ N vale que (U
∗
T )
nUnT = Id.
Para provar o item ii) vamos provar primeiro que UnT (U
∗
T )
n e´ uma projec¸a˜o
UnT ◦ (U
∗
T )
n ◦ UnT︸ ︷︷ ︸
Id
◦(U∗T )
n = UnT ◦ (U
∗
T )
n
(UnT ◦ (U
∗
T )
n)∗ = (U∗T )
n∗(UnT )
∗ = UnT ◦ (U
∗
T )
n.
Seja E = UnT ◦ (U
∗
T )
n(L2µ). E´ claro que U
n
T (L
2
µ) ⊂ E. Agora, vamos assumir que f ∈ E
enta˜o existe g ∈ L2µ tal que
UTn ◦ U
∗n
T g = f
ou seja,
f = UnT ĝ
onde ĝ = U∗nT g, i. e.,
f = UnT ĝ
onde ĝ ∈ L2µ e enta˜o
E ⊂ UnT (L
2
µ).
Logo,
E = UnT (L
2
µ).
Teorema 5.4. Seja esp(UT ) ⊆ {z ∈ C; |z| = 1} o conjunto dos autovalores de UTf.
Enta˜o,
i) esp(UT ) ⊆ {λ1, . . . , λr};
ii) UTf = λf ⇐⇒ U
∗
Tf = λf e |λ| = 1;
iii) dimE(UT ,µ)(λ) < +∞ para cada λ ∈ esp(UT ) onde E(UT ,µ)(λ) = {f ∈ L
2
µ;UTf =
λf}.
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Demonstrac¸a˜o. Vamos provar o item ii) primeiro.
[⇒] Se UT (f) = λf enta˜o UTf = λf e
U∗Tf = λλU
∗
Tf = λU
∗
Tλf = λU
∗
TUTf = λf.
[⇐] Agora, se U ∗Tf = λf com |λ| = 1 enta˜o
〈f, f〉 = λλ 〈f, f〉 = 〈λf, λf〉 = 〈U ∗Tf, λf〉 = 〈f, λUT f〉
e
〈λUTf, λUTf〉 = 〈UT f, UTf〉 = 〈f, f〉
ou seja,
〈f, f − λUTf〉 = 0
e
〈f − λUTf, λUTf〉 = 0.
Apo´s subtrairmos temos
〈f − λUTf, f − λUTf〉 = 0
e portanto f = λUTf, UTf = λf.
Para provar i) assuma UTf = λf. Usando o lema e o item iii) temos
U∗T f = λf, L(hf) = λhf
implicando que λ e´ um autovalor de L, ou seja,
esp(UT ) ⊆ {λ1, . . . , λr}.
Por outro lado, se L(g) = λg para algum i, enta˜o g ∈ BV e pelo teorema
|g| = |λni g| = |L
n(g)| ≤ ‖g‖∞L
n(1)
|g| ≤ ‖g‖∞
1
n
n−1∑
j=0
Lj(1)→ ‖g‖∞h
isto da´ |g|/h ≤ ‖g‖∞ e enta˜o |g|/h ∈ L
2
µ. Usando o lema temos
U∗T
(g
h
)
=
L( g
h
h)
h
=
L(g)
h
= λi
g
h
.
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Finalmente, usando novamente o lema
UT
(g
h
)
= λi
(g
h
)
ou seja, λi ∈ esp(UT ) donde
{λ1, . . . , λr} ⊆ esp(UT )
terminando assim a prova de i). O mesmo argumento prova iii).
Definic¸a˜o 5.4. Seja T : X → X uma transformac¸a˜o que preserva medida de um espac¸o
de probabilidade (X,A, µ). Dizemos que (T, µ) e´ fracamente mixing se para quaisquer
A,B ∈ A
lim
n→∞
1
n
n−1∑
i=0
|µ(T−i(A) ∩ B)− µ(A)µ(B)| = 0.
Obs.: Temos que (T, µ) e´ fracamente mixing se e somente se T tem espectro cont´ınuo,
ou seja, 1 e´ seu u´nico autovalor e suas autofunc¸o˜es sa˜o constantes. Uma prova deste
fato pode ser encontrada em [W2].
Teorema 5.5. Seja B∞ =
∞⋂
n=1
T−n(B) onde B denota a σ-a´lgebra de Borel em Y. Enta˜o,
i)
{
f ∈ L2µ; f ∈ B∞ mensura´vel
}
=
∞⋂
n=1
T n(L2µ) =
r∑
i=1
E(UT ,µ)(λi). Em particular B∞
e´ finito µ-quase sempre.
ii) Se (T, µ) e´ fracamente mixing enta˜o B∞ e´ trivial, i. e., (T, µ) e´ exata.
Demonstrac¸a˜o. Para provar i) seja Bn = T
−n(B) e En = {f ∈ L
2
µ; f ∈ Bn mensura´vel}.
Provamos anteriormente que
En =
{
f ∈ L2µ; f = g ◦ T
n onde g e´ B-mensura´vel, g ∈ L2µ
}
e portanto En = U
n
T (L
2
µ) donde segue a primeira identidade.
Para provar a segunda igualdade tome f ∈
∑r
i=1E(UT ,µ)(λi). Enta˜o,
f =
r∑
i=1
fi, fi ∈ E(UT ,µ)(λi).
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Se g =
∑r
i=1 λ
n
i fi, enta˜o teremos que
UnT (g) =
r∑
i=1
λni T
nfi =
r∑
i=1
λni λ
n
i fi
=
r∑
i=1
fi = f.
Da´ı, segue que f ∈ UnT (L
2
µ) e assim
r∑
i=1
E(UT ,µ)(λi) ⊆ U
n
T (L
2
µ)
para todo n ∈ N, e portanto
r∑
i=1
E(UT ,µ)(λi) ⊆
∞⋂
n=1
UnT (L
2
µ).
ii) Se (T, µ) e´ fracamente mixing enta˜o 1 e´ o u´nico autovalor e o autoespac¸o
de autovetores associados a 1 conte´m apenas func¸o˜es constantes. Assim,
r∑
i=1
E(UT ,µ)(λi) = E(UT ,µ)(1) = {f ∈ L
2
µ; f = cte. µ q. s.}
=
∞⋂
n=1
UnT (L
2
µ) = {f ∈ L
2
µ; f ∈ B∞ mensura´vel}
i. e., {f ∈ L2µ; f e´ B∞ mensura´vel} = {f = c}.
Assim, B∞ = {X, ∅} provando que (T, µ) e´ exata.
Obs.: As definic¸o˜es para esta observac¸a˜o se encontram no final da primeira sec¸a˜o do
primeiro cap´ıtulo. A medida µ pode na˜o ser ergo´dica, mas se µ′ e´ uma componente
ergo´dica de µ enta˜o supp(µ′) = W ⊆ Y e´ um conjunto invariante por T , ou seja,
T−1(W ) = W e χW ◦ T = χW . Definindo l
′(A) = l(A ∩W )/l(W ) obtemos
l′(Lf) =
l(χW ◦ Lf)
l(W )
=
l(L(fχW ◦ T ))
l(W )
l(fχW ◦ T )
l(W )
=
l(fχW )
l(W )
= l′(f)
ale´m disso, temos que
L(hχW ) = L(hχW ◦ T ) = χWL(h) = χWh = h
′.
84
Assim, toda componente ergo´dica de µ e´ da forma µ′ = h′l′ para l′ satisfazendo l′(Lf) =
l′(f) e h′ tal que L(h′) = h′.
Considerando T k, onde k e´ tal que λki = 1 para todo i, enta˜o uma compo-
nente ergo´dica de µ e´ fracamente mixing para T k. De agora em diante vamos considerar
T k ao inve´s de T e gk no lugar de g na definic¸a˜o de L. Portanto podemos assumir que
µ e´ fracamente mixing.
5.4 Estados de Equil´ıbrio
Vamos provar que g satisfaz
hµ(T ) +
∫
log gdµ = sup
{
hν(T ) +
∫
log gdν
}
onde o supremo e´ tomado sobre todas as probabilidades ν que sa˜o T -invariantes em
Y. Provar isto e´ o mesmo que provar que µ e´ um estado de equil´ıbrio para o potencial
log g. Para isto, vamos precisar de alguns lemas.
Definic¸a˜o 5.5. Seja f : Y → R definimos a parte positiva de f por f+(x) = max{f(x), 0}.
Lema 5.9. Se f : Y → R e´ mensura´vel e ν e´ uma probabilidade T -invariante em Y,
enta˜o (f − f ◦ T )+ ∈ L1ν implica que f − f ◦ T ∈ L
1
ν e∫
Y
(f − f ◦ T )dν = 0.
Demonstrac¸a˜o. Seja F = (f − f ◦ T )+ enta˜o 0 ≤ F − (f − f ◦ T ) = F + f ◦ T − f
se definirmos fn : Y → R por fn(x) = min{f(x), n} obtemos 0 ≤ F + fn ◦ T − fn e
tambe´m
lim
n→∞
fn ◦ T − fn = f ◦ T − f.
Agora, usando o lema de Fatou [DS]∫
(F + f ◦ T − f)dν =
∫
lim inf(F + fn ◦ T − fn)dν
≤ lim inf
∫
(F + fn ◦ T − fn)dν
=
∫
Fdν < +∞.
Da´ı, segue que F + f ◦ T − f ∈ L1ν e portanto
f ◦ T − f ∈ L1ν.
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Mas |fn ◦ T − fn| ≤ |f ◦ T − f | e pelo teorema da convergeˆncia dominada de Lebesgue
[DS] ∫
Y
(f ◦ T − f)dν = lim
n→∞
∫
Y
(fn ◦ T − fn)dν = 0.
Lema 5.10. Se ν e´ uma probabilidade T -invariante em Y e
g =
gh
h ◦ T
enta˜o ∫
log gdν =
∫
log gdν.
Demonstrac¸a˜o. Sabemos que Lh = h, ou seja,
∑
y∈T−1(x) g(y)h(y) = h(x). Enta˜o,∑
y∈T−1(x)
g(y) =
∑
y∈T−1(x)
g(y)h(y)
h ◦ T (y)
=
1
h(x)
∑
y∈T−1(x)
g(y)h(y) =
h(x)
h(x)
= 1
donde para todo x ∈ Y,
∑
y∈T−1(x) g(y) = 1. Desta igualdade e do fato que g ≥ 0
obtemos que log g ≤ 0.
Se
∫
log gdν =
∫
log gdν = −∞ enta˜o na˜o ha´ nada para provar.
Se
∫
log gdν > −∞ enta˜o log g ∈ L1ν e
log g = log g + log h− log h ◦ T
i. e.,
log h− log h ◦ T = log g − log g.
Assim,
(log h− log h ◦ T )+ = (log g − log g)+ ≤ | log g|
pois log g ≤ 0 (g(x) ≤ d < 1.) Agora aplicamos o lema para obter
log h− log h ◦ T ∈ L1ν .
Enta˜o,
log g ∈ L1ν
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e usando novamente o lema
0 =
∫
(log h− log h ◦ T )dν =
∫
log gdν −
∫
log gdν.
Se
∫
log gdν > −∞, usando o argumento acima para
log h−1 − log h−1 ◦ T
temos o resultado.
Lema 5.11. A medida µ e´ um estado de equil´ıbrio para log g em Y.
Demonstrac¸a˜o. Defina o operador
Lgf(x) =
∑
y∈T−1(x)
g(y)f(y)
queremos aplicar o teorema de Ledrappier 3.1. Para isto, primeiro note que g ∈ G e
vamos verificar que L
∗
µ = µ. Esta u´ltima igualdade e´ va´lida pois
L
∗
µ =
∫
fdL
∗
µ =
∫
Lfdµ
=
∫ ∑
y∈T−1(x)
g(y)h(y)
h ◦ T (y)
f(y)hdl
=
∫
L(fh)dl =
∫
fhdl =
∫
fdµ.
5.5 Existeˆncia e exemplos
Para provarmos a existeˆncia de uma medida l e uma func¸a˜o g que sa-
tisfac¸am
i) l(Lf) = l(f), para qualquer l ∈ F
ii) g : X → (0, d] com d < 1 e tal que varX(g) <∞
precisaremos que o espac¸o X onde a transformac¸a˜o T mono´tona por partes esta´ definida
seja totalmente ordenado, munido da topologia da ordem, compacto e separa´vel.
A existeˆncia da medida l sera´ obtida ao aplicarmos o teorema de Schauder-
Tychonoff a` aplicac¸a˜o cont´ınua
l →
L˜∗l
L˜∗l(1)
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onde L˜ e´ o operador de Ruelle-Perron-Frobenius definido em X ′, que e´ uma modificac¸a˜o
de X. Vamos iniciar pela definic¸a˜o de X ′.
Seja A = {I1, . . . , IN} uma partic¸a˜o de X. Ale´m disso, para k ≥ 1 de-
finimos Ak como no in´ıcio deste cap´ıtulo. Sejam ϕ ∈ C(X) de variac¸a˜o limitada
satisfazendo
∑∞
i=1 vari(ϕ) < ∞ onde vari(ϕ) = sup{|ϕ(x) − ϕ(y)|; x, y ∈ A,A ∈ A
i}.
Seja W˜ =
⋃∞
j=0 T
−j(E) onde
E =
{
lim
t↑x
T k(t), lim
t↓x
T k(t); k ≥ 1 e x ∈ ∂(Ii), 1 ≤ i ≤ N
}
,
onde ∂(Ii) e´ a fronteira do intervalo Ii.
Seja W o conjunto, aberto e fechado, dos pontos de W˜ que na˜o sa˜o pontos
extremos de intervalos. Considere X ′ = X ∪W ′ onde W ′ e´ uma co´pia de W disjunta
de X. Em X ′ vamos estender a relac¸a˜o de ordem da seguinte forma, seja y < x < z
em X com x ∈ W e seja x′ ∈ W ′ associado a x enta˜o, definimos y < x < x′ < z ou
y < x′ < x < z tal que possamos estender T continuamente em X ′. Sendo T cont´ınua
em X ′ e definindo W˜ para X ′, todos os elementos de W˜ sa˜o extremos de intervalos, que
sa˜o abertos e fechados. A topologia da ordem de X ′ e´ compacta e separa´vel. Tambe´m
estendemos ϕ continuamente em X ′ para enta˜o definirmos o opeador L˜ por
L˜f(x) =
∑
y∈T−1(x)
eϕ(y)f(y)
para x ∈ X ′.
Como os intervalos T (Ii) para 1 ≤ i ≤ N sa˜o abertos e fechados em X
′,
L˜ leva C(X ′) em C(X ′). Agora podemos aplicar o teorema de Schauder-Tychonoff na
aplicac¸a˜o
l →
L˜∗l
L˜∗l(1)
definida no conjunto das probabilidades que e´ um subconjunto compacto e convexo do
dual de C(X ′) com a topologia fraca-*. Assim, obtemos um ponto fixo l tal que
l(L˜f) = λl(f)
para todo f ∈ C(X ′) onde λ = L˜∗l(1).
Agora seja g˜(x) = eϕ(x)/λ, queremos mostrar que ‖g˜n‖∞ < 1, para algum
n, onde
g˜n(x) = g˜(x)g˜(T (x)) · · · g˜(T
n−1(x))
e tambe´m provar que l(W ′) = 0. Para isto sejam os lemas
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Lema 5.12. Seja A um boreliano de X ′ tal que T n|A e´ mono´tona para todo n. Suponha
que para todo j ≥ 1 exista um boreliano Bj que e´ um subconjunto de algum elemento
de Akj (definido no in´ıcio deste cap´ıtulo) e que satisfac¸a T kj(Bj) = A, para algum kj.
Ale´m disso, suponha que Bi ∩ Bj = ∅ para i 6= j e que existe um r ∈ N tal que Bj e A
estejam contidos no mesmo elemento de Akj−r para todo j ≥ 1. Enta˜o, l(A) = 0.
Demonstrac¸a˜o. Temos que
l(Bj) = λ
−kj l(L˜kjχBj ) ≥ inf{g˜kj(y); y ∈ Bj}l(A)
e, similarmente,
l(A) ≤ sup{g˜kj(y); y ∈ A}l(T
kj(A)).
Isto implica que
l(Bj)l(T
kj(A)) ≥
inf{g˜kj(y); y ∈ Bj}
sup{g˜kj(y); y ∈ A}
l(A)2 ≥ exp
(
−
∞∑
i=0
variϕ− 2r‖ϕ‖∞
)
l(A)2
pois A e Bj esta˜o contidos no mesmo elemento de A
kj−r. Como os Bj sa˜o disjuntos,
temos que l(Bj)→ 0 quando j →∞. Claramente, l(T
kj(A)) ≤ 1 donde l(A) = 0.
Lema 5.13. Seja J um intervalo fechado que e´ um subconjunto de algum elemento de
An. Enta˜o,
sup{g˜n; J} ≤
Kl(J)
l(T n(J))
onde K = exp (
∑∞
i=1 variϕ) .
Demonstrac¸a˜o. Temos que
l(J) = λ−nl(L˜nχJ) ≥ inf{g˜n; J}l(T
n(J))
≥ sup{g˜n; J} exp
(
−
n∑
i=1
variϕ
)
l(T n(J))
≥ K−1 sup{g˜n; J}l(T
n(J)).
Para finalizar, vamos aplicar os lemas anteriores em dois exemplos que
sa˜o, o subshift unilateral do tipo finito e uma aplicac¸a˜o mono´tona por partes.
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Exemplo 1. Neste exemplo mostraremos, para qualquer ϕ : X → R de variac¸a˜o limitada
que satisfac¸a
∑∞
i=1 vari(ϕ) <∞, a existeˆncia de uma probabilidade µ, um λ > 0 e n ∈ N
tal que l(Lf) = l(f) e ‖g‖∞ < 1 e´ satisfeita para g(x) = exp
(∑n−1
i=0 ϕ(T
i(x))
)
/λn. Ale´m
disso, µ e´ um estado de equil´ıbrio para ϕ.
Seja X = B+(M) um subshift unilateral do tipo finito com N s´ımbolos,
vamos supor que X seja topologicamente transitivo, ou seja, a matriz de transic¸a˜o M e´
irredut´ıvel [M1]. Ale´m disso, assumimos que a entropia topolo´gica de X e´ positiva ou,
em outras palavras, que X na˜o e´ formado apenas de o´rbitas perio´dicas.
Se introduzimos em X a ordem lexicogra´fica, ou seja, dizemos que θ < η
em X se ao menor i ≥ 0 tal que θ(i) 6= η(i) tivermos que θ(i) < η(i). A transformac¸a˜o
shift σ : X → X enta˜o se torna uma transformac¸a˜o mono´tona por partes. Para isto
basta considerar os cilindros disjuntos C(0; i), para 1 ≤ i ≤ N, onde X = ∪Ni=1C(0; i) e
σ restrito a cada cilindro e´ cont´ınua.
Temos que W = ∅ e, consequentemente, X ′ = X. Vamos aplicar o lema
5.12 ao conjunto A = {θ} para θ ∈ X. Como X na˜o tem so´ o´rbitas perio´dicas, pode-
mos achar uma imagem inversa η0, η1, . . . , ηm−1, θ0, θ1, . . . de θ = θ0, θ1, . . . que na˜o e´
perio´dica. Sendo M irredut´ıvel existe um k0 tal que para todo θj, θ0 ∈ {1, 2, · · · , N}
existem i0 = θj, i1, i1, . . . , ik = η0 com k ≤ k0 e M(ir, ir+1) = 1 para 0 ≤ r ≤ k − 1.
Enta˜o, existe uma infinidade de pontos da forma
θ0, θ1, . . . , θj, i1, i . . . , ik−1, η0, η1, . . . , ηm−1, θ0, θ1, . . . ∈ X
para j ≥ 1. Eles podem ser usados no lema 5.12 como Bj com r = m + k0 para obter
l({θ}) = 0.
Seja qk = max{l(A) : A ∈ A
k}, neste caso Ak e´ o conjunto de todos os
cilindros C(0; η0, η1, . . . , ηk−1). Temos que qk → 0 quando k → ∞ pois, caso contra´rio,
ter´ıamos θ ∈ X e ε > 0 tal que cada vizinhanc¸a de θ conte´m um A ∈ Ak, para algum
k com l(A) ≥ ε. Mas isto implicaria que l({θ}) ≥ ε, uma contradic¸a˜o.
Agora vamos provar que o suporte, Y, de l e´ o espac¸o todo X. Existe, pelo
menos, um i entre 1 e N tal que l(C(0; i)) > 0 pois, caso contra´rio, ter´ıamos l(X) = 0.
Escolha algum cilindro C(0; j0, . . . , jn−1) e, como argumentado acima, podemos escolher
i0 = jn−1, i1, . . . , ik = i com M(ir, ir+1) = 1. Enta˜o,
l(C(0; j0, . . . , jn−1, i1, . . . , ik)) ≥ (inf g˜)
k+n−1 l(C(0; ik)) > 0
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donde l(C(0; j0, . . . , jn−1)) > 0. Isto implica que Y = X. Em particular, l(C(0; i)) > 0
para 1 ≤ i ≤ N.
Agora seja J = C(0; θ0, . . . , θn−1) enta˜o σ
n(J) ⊇ C(0; i) para algum i,
donde
l(σn(J)) ≥ min{l(C(0; i)); 1 ≤ i ≤ N} = c > 0.
O lema 5.13 implica que sup{g˜n; J} ≤ Kqn/c. Como J e´ um elemento arbitra´rio de A
n,
existe n com ‖g˜n‖∞ < 1. Tomando g = g˜n, temos que L = L˜
n/L e os itens i) e ii) da
sec¸a˜o anterior esta˜o satisfeitos, assumindo que ϕ, g˜ e g sa˜o de variac¸a˜o limitada.
Como Y = X e do fato que hµ(σ
n) = nhµ(σ) segue, pelo lema 5.11, que
µ e´ um estado de equil´ıbrio para ϕ.
Exemplo 2. Alguns resultados usados neste exemplo esta˜o provados no artigo [H1]
que considera transformac¸o˜es mono´tonas por partes em [0, 1] que tenham entropia to-
polo´gica positiva. Assim, sejam X = [0, 1], T : X → X mono´tona por partes com en-
tropia topolo´gica positiva. Seja ϕ a func¸a˜o identicamente nula enta˜o g˜ = eϕ(x)/λ = λ−1.
Se fizermos g = g˜ e se λ > 1 enta˜o os itens i) e ii) do in´ıcio desta sec¸a˜o sera˜o satisfeitos.
Consideremos os subintervalos Ii ⊆ X
′, 1 ≤ i ≤ N, onde T e´ mono´tona.
Dizemos que um intervalo K e´ um sucessor de um intervalo J ⊆ Ii se K e´ um dos
intervalos, na˜o-vazios, da forma T (J) ∩ Ii, 1 ≤ i ≤ N. Definimos D como o conjunto
que conte´m Ii, 1 ≤ i ≤ N, e cada intervalo com seus respectivos sucessores. Como
as imagens dos subintervalos Ii sa˜o subconjuntos abertos e fechados de X
′, todos os
elementos de D sa˜o abertos e fechados. Definimos, tambe´m, M uma matriz com valores
0 ou 1 dada por M(J,K) = 1 se e somente se K e´ um sucessor para J onde J,K ∈ D.
Elementos de D sa˜o sucessores de mais que um elemento de D. Se a matriz M na˜o e´
irredut´ıvel podemos divid´ı-la em submatrizes irredut´ıveis Ll, l ∈ N, tal que a cada Ll
esta´ associado um subconjunto Ω ⊆ [0, 1] fechado e invariante por T [H1].
Se F ⊆ D e´ um conjunto de ı´ndices para Ll, ou seja, se Ll = M |F enta˜o
I = ∪{J ; J ∈ F˜}, onde
F˜ = {J ∈ D; ∃J0, J1, . . . , Jn = J com J0 ∈ F e M(Ji, Ji+1) = 1},
e I ′ = ∪{J ; J ∈ F˜ − F} sa˜o conjuntos invariantes por T que sa˜o unio˜es finitas de
intervalos e
Ω =
∞⋂
i=0
T−i(I − I ′).
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Vamos escolher Ω tal que r(L) = r(M), onde r denota o raio espectral de L e M
vistos como operadores agindo no espac¸o l1. Sendo I invariante por T, T |I e´ ainda uma
transformac¸a˜o mono´tona por partes. Assim, podemos considerar I como sendo X e
assumir que a medida de Lebesgue l esta´ concentrada em I.
Lema 5.14. (a) Se M(Ji, Ji+1) = 1 para 0 ≤ i ≤ k−1 enta˜o T
k(J0∩· · ·∩T
−k(Jk)) = Jk.
(b) Para todo J ∈ F, temos que l(J) > 0.
Demonstrac¸a˜o. (a) A prova e´ por induc¸a˜o. O processo de induc¸a˜o e´ dado por
T k(J0 ∩ T
−1(J1) ∩ · · · ∩ T
−k(Jk)) = T
k−1(T (J0) ∩ J1 ∩ · · · ∩ T
−k+1(Jk))
= T k−1(J1 ∩ · · · ∩ T
−k+1(Jk))
pois T (J0) ⊇ J1, visto que J1 e´ sucessor para J0.
(b) Note que existe K ∈ F˜ com l(K) > 0, pois l(I) = 1. Podemos achar
J0 = J, J1, . . . , Jk = K com M(Ji, Ji+1) = 1 e J ∈ F. Como L e´ irredut´ıvel, podemos
fazer isto para todos os J ∈ F. Seja Z = J0 ∩ T
−1(J1) ∩ . . . ∩ T
−k(Jk) ⊆ J. Enta˜o,
usando o item anterior
l(Z) = λ−kl(L˜kχZ) = λ
−kl(T k(Z)) = λ−kl(K) > 0.
Portanto, l(J) > 0 o que prova o item.
Outro resultado do artigo [H1] e´ que r(M) = exp htop(X). Assim, r(L) =
r(M) > 1 e L consiste na˜o somente de um ciclo. Entretanto podemos achar J0, J1, . . . , Jn =
J0 ∈ F e K0 = J0, K1, . . . , Kk = Jr ∈ F para alguns n, k ≥ 0 e 0 ≤ r ≤ n− 1 tal que
M(Ji, Ji+1) = M(Ki, Ki+1) = 1. Agora seja
Ak =
k−1⋂
i=0
T−ni
(
n−1⋂
j=0
T−j(Jj)
)
, A =
∞⋂
k=0
Ak,
Bj =
jn⋂
i=0
T−i(Ji(mod n)) ∩
k⋂
i=1
T−jn−i(Ki) ∩
∞⋂
i=1
T−jn−k−i(Jr+i(mod n)).
Os conjuntos Bj sa˜o disjuntos pois T
jn(Bj) ⊆ K1, T
jn(Bj+m) ⊆ J1 e K1 e J1 sa˜o
intervalos disjuntos pois sa˜o sucessores distintos para J0. Ale´m disso, T
jn+k+n−r(Bj) =
A e A e Bj esta˜o contidos no mesmo elemento de A
jn. E segue do lema 5.12 que
l(A) = 0. Agora, aplicando o lema 5.13 obtemos que
sup
Ak
g˜kn ≤
Kl(Ak)
l(T kn(Ak))
. (5.1)
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Como T kn(Ak) = T (Jn−1) ⊇ J0, pelo item (a) do lema 5.14, e l(J0) > 0, pelo item
(b) do lema 5.14, os lados direito e esquerdo da desigualdade 5.1 tendem a zero. Logo,
existe um k com supAk g˜kn < 1. E, finalmente, como g˜kn ≡ λ
−kn obtemos que λ > 1.
Segue do lema 5.2 que l(x) = 0 para todo x ∈ X ′, donde l(W ′) = 0.
Uma prova similar a`quela do item (b) do lema 5.14 mostra que o suporte
Y de l conte´m Ω. Como htop(Ω) = log r(L) = log r(M) = htop(X), segue do lema 5.11
que µ e´ uma medida com entropia ma´xima.
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Cap´ıtulo 6
Apeˆndice
As cinco primeiras sec¸o˜es deste apeˆndice esta˜o inteiramente contidas em
[PY], a na˜o ser pela construc¸a˜o da partic¸a˜o geradora para uma transformac¸a˜o expan-
sora, a u´ltima sec¸a˜o deste apeˆndice e´ importante pois trata do ca´lculo da entropia para
transformac¸o˜es expansoras e provamos alguns resultados usados na demonstrac¸a˜o do
teorema de Ledrappier. Outros textos que abordam entropia num sentido mais geral
sa˜o [M1] e [W2].
6.1 Partic¸o˜es e Esperanc¸a Condicional
Comec¸aremos com a definic¸a˜o de partic¸a˜o de um espac¸o de probabilidade.
Para isto, usaremos a definic¸a˜o 1.10 de um conjunto de medida nula.
Definic¸a˜o 6.1. Seja P = {Pi}i∈I uma partic¸a˜o mensura´vel conta´vel de um espac¸o de
probabilidade (X,A, µ), ou seja, P satisfaz
i) X =
⋃
i∈I
Pi a menos de um conjunto de medida nula, com respeito a` µ;
ii) Pi ∩ Pj = ∅ para quaisquer i 6= j, a menos de um conjunto de medida nula, com
respeito a` µ.
De agora em diante P = {Pi}i∈I denotara´ uma partic¸a˜o de um espac¸o de
probabilidade. Os elementos Pi de uma partic¸a˜o sa˜o chamados de a´tomos da partic¸a˜o.
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Definic¸a˜o 6.2. Definimos a func¸a˜o informac¸a˜o I(P) : X → R em um espac¸o de
probabilidade (X,A, µ) por
I(P)(x) = −
∑
i∈I
logµ(Pi)χPi(x),
ou seja, I(P)(x) = − logµ(Pi) se x ∈ Pi, ∀i ∈ I.
A esperanc¸a condicional E(.|B) : L1(X,A, µ) → L1(X,B, µ) em um
espac¸o de probabilidade com respeito a` σ-a´lgebra A e a sub-σ-a´lgebra B, definida em
3.5, tem algumas propriedades interessantes que enunciaremos agora.
Lema 6.1. Sejam (X,A, µ) um espac¸o de probabilidade e B uma sub-σ-a´lgebra. As
principais propriedades de E(f |B) sa˜o:
i)
∫
B
E(f |B)dµ =
∫
B
fdµ, para todo B ∈ B e f ∈ L1(X,A, µ)
ii) E(f |B) ∈ L1(X,B, µ)
iii) se f ∈ L1(X,A, µ) e g ∈ L∞(X,B, µ) enta˜o E(fg|B) = gE(f |B)
iv) se f ∈ L1(X,A, µ) e B2 ⊆ B1 ⊆ A sa˜o sub-σ-a´lgebras enta˜o E(E(f |B1)|B2) =
E(f |B2)
v) se f ∈ L1(X,A, µ) enta˜o |E(f |B)| ≤ E(|f ||B), e se f, g ∈ L2(X,A, µ) e 1/p +
1/q = 1 enta˜o E(|fg||B) ≤ E(|f |p|B)1/pE(|g|q|B)1/q
vi) se T preserva µ enta˜o E(f |B)T = E(f ◦T |T−1(B)), onde T−1(B) = {T−1(B);B ∈
B}.
Demonstrac¸a˜o. Os itens i) e ii) sa˜o essencialmente a definic¸a˜o de esperanc¸a condicional
e ja´ foram apresentados no cap´ıtulo 3. A prova dos outros itens pode ser encontrada
em [W2].
Definic¸a˜o 6.3. Sejam (X,A, µ) um espac¸o de probabilidade e P uma partic¸a˜o. Dada
qualquer sub-σ-a´lgebra B ⊆ A definimos a func¸a˜o informac¸a˜o condicional I(P|B) :
X → R por
I(P|B) = −
∑
i∈I
logµ(Pi|B)(x)χPi(x)
onde µ(Pi|B)(x) = E(χPi |B)(x) e´ chamada de medida condicional.
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As propriedades seguintes sa˜o uma consequeˆncia imediata da definic¸a˜o.
Lema 6.2. Sejam (X,A, µ) um espac¸o de probabilidade, P uma partic¸a˜o e B ⊆ A uma
sub-σ-a´lgebra.
(1) Quando B = {∅, X} enta˜o E(Pi|{∅, X})(x) = µ(Pi), para todo i ∈ I, e tambe´m
I(P|{∅, X})(x) = I(P)(x).
(2) Se T : X → X preserva a medida µ enta˜o I(P|B)(T (x)) = I(T−1(P)|T−1(B))(x),
onde T−1(P) = {T−1(Pi); i ∈ I}.
(3) Se P ⊆ B enta˜o I(P|B) = 0 quase sempre.
Podemos associar a cada partic¸a˜o P a σ-a´lgebra Pˆ gerada por P.
Definic¸a˜o 6.4. Dadas duas partic¸o˜es P = {Pi}i∈I , Q = {Qj}j∈J de um espac¸o de
probabilidade (X,A, µ). Definimos seu refinamento por
P ∨ Q = {Pi ∩Qj; i ∈ I, j ∈ J}.
Dadas duas σ-a´lgebras A, B denotamos por A∨B a σ-a´lgebra gerada por
{A ∩B;A ∈ A e B ∈ B}.
Lema 6.3 (Identidade Ba´sica da Informac¸a˜o). Sejam (X,A, µ) um espac¸o de
probabilidade, P, Q, R partic¸o˜es de X e Rˆ a σ-a´lgebra gerada por R. Enta˜o temos que
I(P ∨Q|Rˆ)(x) = I(P|Qˆ ∨ Rˆ)(x) + I(Q|Rˆ)(x)
µ q.s.
Demonstrac¸a˜o. Observe que para qualquer func¸a˜o g ∈ L1(X,A, µ) temos que
E(g|Rˆ)(x) =
∑
R∈R
χR(x)
∫
R
g(x)dµ
µ(R)
.
Em particular, para Q ∈ Q podemos fazer g(x) = χQ(x) e enta˜o
µ(Q|Rˆ)(x) =
∑
R∈R
χR(x)
µ(Q ∩R)
µ(R)
e, portanto,
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I(Q|Rˆ) = −
∑
R∈R,Q∈Q
χR∩Q(x) log
(
µ(Q ∩ R)
µ(R)
)
. (6.1)
A partic¸a˜o Q ∨R nos da´ que
I(P|Rˆ ∨ Qˆ)(x) = −
∑
R∈R,Q∈Q,P∈P
χP∩Q∩R(x) log
(
µ(P ∩Q ∩ R)
µ(Q ∩R)
)
. (6.2)
Somando 6.1 e 6.2 obtemos
I(Q|Rˆ)(x) + I(P|Qˆ ∨ Rˆ)(x)
= −
∑
R∈R,Q∈Q,P∈P
χP∩Q∩R(x)
(
log
(
µ(Q ∩ R)
µ(R)
)
+ log
(
µ(P ∩Q ∩ R)
µ(Q ∩R)
))
= −
∑
R∈R,Q∈Q,P∈P
χP∩Q∩R(x) log
(
µ(P ∩Q ∩R)
µ(R)
)
= I(P ∨Q|Rˆ)(x).
Definic¸a˜o 6.5. Sejam P e Q partic¸o˜es de (X,A, µ) um espac¸o de probabilidade. Es-
crevemos P < Q se todo elemento de P for uma unia˜o de elementos de Q. Neste caso
P ∨ Q = Q.
Corola´rio 6.3.1. Nas hipo´teses do lema anterior, se P < Q enta˜o I(P|Rˆ)(x) ≤
I(Q|Rˆ)(x).
6.2 Entropia de uma Partic¸a˜o
Nesta sec¸a˜o (X,A, µ) sera´ um espac¸o de probabilidade, e toda partic¸a˜o
mencionada e´ referente a este espac¸oX. A aplicac¸a˜o T : X → X sera´ uma transformac¸a˜o
que preserva a medida µ.
Definic¸a˜o 6.6. Definimos a entropia da partic¸a˜o P por
H(P) =
∫
I(P)dµ = −
∑
P∈P
µ(P ) logµ(P ).
Dada uma sub-σ-a´lgebra B ⊆ A definimos a entropia condicional por
H(P|B) =
∫
I(P|B)dµ.
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Lema 6.4. Sejam P uma partic¸a˜o e B uma sub-σ-a´lgebra.
(1) Quando B = {∅, X} enta˜o H(P|{∅, X}) = H(P).
(2) Se T : X → X preserva a medida µ enta˜o H(P|B) = H(T−1(P)|T−1(B)).
(3) Se P ⊆ B enta˜o H(P|B) = 0.
(4) Dados P e R partic¸o˜es temos que H(P|R) ≤ H(P).
Demonstrac¸a˜o. Os itens (1), (2) e (3) seguem da integrac¸a˜o dos correspondentes resul-
tados para a func¸a˜o informac¸a˜o no lema 6.2.
Vamos provar o item (4)
H(P|R) = −
∑
R∈R,P∈P
µ(P ∩R) log
(
µ(P ∩R)
µ(R)
)
= −
∑
R∈R
µ(R)
[∑
P∈P
µ(P ∩R)
µ(R)
log
(
µ(P ∩ R)
µ(R)
)]
≤ −
∑
P∈P
[∑
R∈R
µ(P ∩ R)
]
log
[∑
R∈R
µ(P ∩ R)
]
≤ −
∑
P∈P
µ(P ) logµ(P ) = H(P)
onde para P ∈ P fixado usamos que
−
∑
R∈R
µ(P ∩ R)
µ(R)
log
(
µ(P ∩ R)
µ(R)
)
≤ −
[∑
R∈R
µ(P ∩R)
]
log
[∑
R∈R
µ(P ∩R)
]
para provar este fato usamos a concavidade da func¸a˜o t→ −t log t, veja [W2].
Lema 6.5 (Identidade Ba´sica para Entropia). Dadas as partic¸o˜es P, Q e uma
terceira R que gera a σ-a´lgebra Rˆ, temos que
H(P ∨ Q|Rˆ) = H(P|Qˆ ∨ Rˆ) +H(Q|Rˆ).
Demonstrac¸a˜o. Segue imediatamente do lema 6.3.
Uma consequeˆncia da identidade ba´sica da entropia e´ o seguinte corola´rio.
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Corola´rio 6.5.1 (Monotonicidade da Entropia para Partic¸o˜es). Dadas duas
partic¸o˜es P e Q com P < Q temos que
H(P|Rˆ) ≤ H(Q|Rˆ)
e, em particular, H(P) ≤ H(Q).
Definic¸a˜o 6.7. Assuma que T : X → X preserve a medida µ. Dada uma partic¸a˜o
P = {Pi}i∈I escrevemos, para n ≥ 1
n−1∨
i=0
T−i(P) = {Ar0 ∩ T
−1(Ar1) ∩ · · · ∩ T
−n+1(Arn−1);Ari ∈ P, 0 ≤ i ≤ n− 1}.
Obs.: Frequentemente iremos denotar Rˆ por R, donde se escrevermos H(P|R) en-
tendemos que isto significara´ H(P|Rˆ).
Seja o seguinte lema sobre sequeˆncias nume´ricas.
Lema 6.6. Seja {an}n≥1 uma sequeˆncia de nu´meros reais tal que am+n ≤ am + an,
∀m,n, enta˜o existe o limite lim
n→∞
an/n e vale inf{an/n;n ≥ 1}. (O limite pode valer
−∞ mas se an for limitada por baixo enta˜o o limite e´ positivo.)
Demonstrac¸a˜o. [W2]
Obs.: Uma sequeˆncia de nu´meros reais que satisfac¸a as hipo´teses do lema 6.6 e´ dita
de sequeˆncia subaditiva.
Para n ≥ 1 escrevemos Hn(P) = H(∨
n−1
i=0 T
−i(P)). Assim,
Hm+n(P) = H
(
P ∨ T−1(P) ∨ · · · ∨ T−m(P) ∨ T−(m+1)(P) ∨ · · · ∨ T−(n+m−1)(P)
)
≤ H
(
P ∨ T−1(P) ∨ · · · ∨ T−(m−1)(P)
)
+H
(
T−m(P) ∨ T−(m+1)(P) ∨ · · · ∨ T−(n+m−1)(P)
)
= H
(
P ∨ T−1(P) ∨ · · · ∨ T−(m−1)(P)
)
+H
(
T−m
(
P ∨ T−1(P) ∨ · · · ∨ T−(n−1)(P)
))
= Hm(P) +Hn(P)
provando assim, que a sequeˆncia Hn(P), n ≥ 1 e´ subaditiva donde temos a existncia do
limite na pro´xima definic¸a˜o.
Definic¸a˜o 6.8. Definimos a entropia da partic¸a˜o P relativa a` transformac¸a˜o T : X →
X pelo limite
h(T,P) = lim
n→∞
Hn(P)
n
.
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Proposic¸a˜o 6.1 (Definic¸a˜o Alternativa de h(T,P)).
h(T,P) = lim
n→∞
H
(
P
∣∣∣∣∣
n−1∨
i=1
T−i(P)
)
.
A´s vezes, e´ conveniente escrevermos este limite como H(P|
∨∞
i=1 T
−i(P)).
Demonstrac¸a˜o. Pelo lema 6.5 temos que, para todo n ≥ 1
H
(
n−1∨
i=0
T−i(P)
)
= H
(
P
∣∣∣∣∣
n−1∨
i=1
T−i(P)
)
+H
(
n−2∨
i=0
T−i(P)
)
= H
(
P
∣∣∣∣∣
n−1∨
i=1
T−i(P)
)
+H
(
P
∣∣∣∣∣
n−2∨
i=1
T−i(P)
)
+H
(
n−3∨
i=0
T−i(P)
)
· · ·
=
n∑
r=2
H
(
P
∣∣∣∣∣
r−1∨
i=1
T−i(P)
)
+H(P).
Vemos enta˜o que
lim
n→∞
1
n
H
(
n−1∨
i=0
T−i(P)
)
= lim
n→∞
H
(
P
∣∣∣∣∣
n−1∨
i=1
T−i(P)
)
.
Aqui usamos o fato que se uma sequeˆncia de nu´meros reais e´ tal que an → a enta˜o
a1+a2+···+an
n
→ a.
A entropia de uma transformac¸a˜o relativa a duas partic¸os e´ descrita pela
seguinte desigualdade.
Lema 6.7. Para partic¸o˜es com entropia finita P e Q temos
h(T,P) ≤ h(T,Q) +H(P|Q).
Demonstrac¸a˜o. Como (
∨n−1
i=0 T
−i(P))∨ (
∨n−1
i=0 T
−i(Q)) >
∨n−1
i=0 T
−i(P) temos, usando o
lema 6.5, que
H
(
n−1∨
i=0
T−i(P)
)
≤ H
((
n−1∨
i=0
T−i(P)
)
∨
(
n−1∨
i=0
T−i(Q)
))
= H
(
n−1∨
i=0
T−i(Q)
)
+H
(
n−1∨
i=0
T−i(P)
∣∣∣∣∣
n−1∨
i=0
T−i(Q)
)
.
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Agora, seja
H
(
n−1∨
i=0
T−i(P)
∣∣∣∣∣
n−1∨
i=0
T−i(Q)
)
= H
(
P
∣∣∣∣∣
n−1∨
i=0
T−i(Q)
)
+H
(
n−1∨
i=1
T−i(P)
∣∣∣∣∣P ∨
(
n−1∨
i=0
T−i(Q)
))
≤ H(P|Q) +H
(
n−1∨
i=1
T−i(P)
∣∣∣∣∣
n−1∨
i=1
T−i(Q)
)
≤ H(P|Q) +H
(
n−2∨
i=0
T−i(P)
∣∣∣∣∣
n−2∨
i=0
T−i(Q)
)
.
Indutivamente temos que
H
(
n−1∨
i=0
T−i(P)
∣∣∣∣∣
n−1∨
i=0
T−i(Q)
)
≤ nH(P|Q).
Finalmente, podemos perceber que
1
n
H
(
n−1∨
i=0
T−i(P)
)
≤
1
n
H
(
n−1∨
i=0
T−i(Q)
)
+H(P|Q).
E o lema esta´ provado ao tomarmos n→∞.
Corola´rio 6.0.1. Para partic¸o˜es com entropia finita P e Q temos que
|h(T,Q)− h(T,P)| ≤ H(Q|P) +H(P|Q).
Demonstrac¸a˜o. Basta mudar P porQ no lema 6.7 onde obtemos que h(T,Q) ≤ h(T,P)+
H(Q|P).
6.3 Entropia de uma Transformac¸a˜o
Nesta sec¸a˜o consideraremos T : X → X uma transformac¸a˜o que preserva
medida em um espac¸o de probabilidade (X,A, µ).
Definic¸a˜o 6.9. Definimos a entropia me´trica para a transformac¸a˜o T por
hµ(T ) = sup
P
h(T,P)
onde o supremo e´ tomado sobre todas as partic¸o˜es finitas de X.
101
Pode ser muito dif´ıcil calcular a entropia me´trica para uma transformac¸a˜o
T. Agora, vamos enunciar dois resultados que auxiliam nesse ca´lculo.
Lema 6.8 (Abramov). Seja
A1 ⊆ A2 ⊆ · · · ⊆ Ak ⊆ A
uma sequeˆncia crescente de partic¸o˜es com entropia finita e tal que
⋃
k≥1Ak gera a σ-
a´lgebra A. Enta˜o,
hµ(T ) = lim
k→∞
h(T,Ak).
Demonstrac¸a˜o. [PY]
A seguinte definic¸a˜o nos da´ um modo de generalizar partic¸o˜es crescentes.
Definic¸a˜o 6.10. Dizemos que uma partic¸a˜o P com entropia finita e´ um gerador para
o espac¸o de probabilidade (X,A, µ) se
∨∞
i=0 T
−i(P) = A(mod 0).
Caso T seja invers´ıvel, dizemos que uma partic¸a˜o P com entropia finita
e´ um gerador para o espac¸o de probabilidade (X,A, µ) se
∨∞
i=−∞ T
−i(P) = A(mod 0).
Lema 6.9 (Sinai). Se P e´ uma partic¸a˜o geradora enta˜o hµ(T ) = h(T,P).
Demonstrac¸a˜o. [PY]
No que segue, iremos provar a existeˆncia de uma partic¸a˜o geradora para
uma transformac¸a˜o expansora em um espac¸o me´trico compacto.
Teorema 6.1. Seja T : (XA, µ)→ (XA, µ) uma transformac¸a˜o expansora definida em
um espac¸o me´trico compacto X. Enta˜o existe uma partic¸a˜o geradora para A.
Demonstrac¸a˜o. Seja T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto. Sejam 0 < α < 1, r > 0 e c > 0 constantes dadas pela definic¸a˜o de T
expansora.
Considere a cobertura de X dada por⋃
x∈X
B(x, r∗)
onde B(x, r∗) e´ a bola aberta de centro em x e raio r∗ e r∗ < min{r/2, c/5}. Como X
e´ compacto existem x1, x2, . . . , xm ∈ X tais que
m⋃
i=1
B(xi, r
∗) ⊇ X.
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Seja P a partic¸a˜o de X dada por
P = {P1, . . . , Pm}
onde
P1 = B(x1, r
∗)
P2 = B(x2, r
∗)−B(x1, r
∗)
...
Pm = B(xm, r
∗)−
m−1⋃
i=1
B(xi, r
∗).
Definimos Pn = P ∨ T−1(P) ∨ · · · ∨ T−n+1(P). Queremos mostrar que P e´ geradora,
isto e´, que
A ⊆
∞∨
j=0
T−j(P)(µ (mod 0)).
Agora, seja A ∈ A um aberto qualquer. Para n ≥ 1 definimos os conjun-
tos
An = {P ∈ P
n;P ⊆ A}
Bn =
⋃
P∈An
P
note que B1 ⊆ B2 ⊆ · · · ⊆ Bn ⊆ · · · ⊆ A. Agora, vamos provar que A =
⋃
n≥1Bn.
Sejam x ∈ A e ε > 0 tais que d(x, ∂(A)) = ε, onde ∂(A) e´ a fronteira de
A, enta˜o pelo lema 6.10 (enunciado e provado logo apo´s o te´rmino desta demonstrac¸a˜o)
existe um n ∈ N tal que diam (Pn) ≤ ε/2. Assim, deve existir P ∈ Pn tal que x ∈ P,
uma vez que diam (P ) ≤ ε/2 donde P ⊆ A. Como isto vale para todo x ∈ A e todo
ε > 0, temos que todo ponto de A esta´ contido em um Bn e podemos concluir que
A =
⋃
n≥1
Bn.
Assim, para uma medida qualquer µ temos que
µ(A∆Bn)→ 0
quando n → ∞, ou seja, A ∈
∨∞
n=0 P
n. Provando, assim, que T possui uma partic¸a˜o
geradora.
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Lema 6.10. Sejam T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto, e P a partic¸a˜o de X definida na prova do teorema 6.1. Considere, para
n ≥ 1, Pn = P ∨ T−1(P) ∨ · · · ∨ T−n+1(P). Se diam(Pn) = sup{diam(P );P ∈ Pn}
enta˜o diam(Pn) converge a zero quando n→∞.
Demonstrac¸a˜o. Seja T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto. Sejam 0 < α < 1, r > 0 e c > 0 constantes dadas pela definic¸a˜o de T
expansora e r∗ < min{r/2, c/5}.
Seja Q um a´tomo qualquer de Pn, enta˜o
Q = Pi1 ∩ T
−1(Pi2) ∩ · · · ∩ T
−n+1(Pin).
Vamos provar, por induc¸a˜o em n, que
diam (Q) ≤ αnr∗.
Se n = 0 enta˜o da pro´pria definic¸a˜o de P temos que se Q ∈ P enta˜o
diam (Q) < r∗.
Suponhamos a afirmac¸a˜o verdadeira para um n > 0. Agora vamos verificar
para n+ 1. Observe que
Q = Pi1 ∩ T
−1(Pi2) ∩ · · · ∩ T
−n+1(Pin) ∩ T
−n(Pin+1).
Enta˜o, Q = Pi1 ∩ T
−1(Q′) onde Q′ = Pi2 ∩ · · · ∩ T
−n+1(Pin+1) ∈ P
n. Segue por induc¸a˜o
que diam (Q′) < αnr∗. Agora, T−1(Q′) e´ formada por k pre´-imagens disjuntas de Q′.
Afirmamos que duas destas pre´-imagens quaisquer na˜o podem interceptar o mesmo
a´tomo de P pois, caso contra´rio, dado que diam (Pi1) < c/5 segue que quaisquer dois
pontos destas duas pre´-imagens que sa˜o levados, por T, em um mesmo ponto estariam
a uma distaˆncia menor que c, contradizendo o fato de T ser expansora.
Logo, existe ϕ : Q′ → X um ramo contrativo de T−1 tal que
ϕ(Q′) ∩ Pi1 = T
−1(Q′) ∩ Pi1
e portanto
diam (Q) = diam (T−1(Q′) ∩ Pi1) = diam (ϕ(Q
′) ∩ Pi1)
< diam (Q′)α < r∗αnα = r∗αn+1.
Provando assim o lema.
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6.4 O Teorema de Martingale
Seja T : (X,A, µ) → (X,A, µ) uma transformac¸a˜o em um espc¸o de pro-
babilidade. Sabemos que se f ∈ L1(X,A, µ) e B ⊆ A e´ uma sub-σ-a´lgebra enta˜o
podemos associar a esperanc¸a condicional E(f |B) ∈ L1(X,A, µ). O teorema de Mar-
tingale descreve como E(f |B) depende da σ-a´lgebra B.
Lema 6.11. Sejam (X,A, µ) um espac¸o de probabilidade,
A1 ⊆ A2 ⊆ · · · ⊆ AN ⊆ A
uma sequeˆncia de σ-a´lgebras e λ > 0. Se
E =
{
x ∈ X; max
1≤n≤N
E(f |An)(x) > λ)
}
enta˜o temos uma cota superior para sua medida, i. e.,
µ(E) ≤
1
λ
∫
|f |dµ, ∀f ∈ L1(X,A, µ).
Demonstrac¸a˜o. Sem perda de generalidade podemos assumir que f ≥ 0, pois caso
contra´rio mudamos f por maxx∈X{f(x), 0}.
Consideremos a partic¸a˜o E = E1 ∪ E2 ∪ · · · ∪ EN onde para 1 ≤ n ≤ N
En = {x ∈ X;E(f |An)(x) > λ,E(f |Ai)(x) ≤ λ, 1 ≤ i ≤ n− 1}
e observe que En ∈ An. Assim, Ei ∩ Ej = ∅ para todo i 6= j. Enta˜o, podemos escrever∫
E
fdµ =
N∑
n=1
∫
En
fdµ =
N∑
n=1
∫
En
E(f |An)dµ ≥
N∑
n=1
λµ(En)
= λµ(E).
Assim, µ(E) ≤ 1
λ
∫
fdµ = 1
λ
∫
|f |dµ.
Obs.: O lema 6.11 e´ muito parecido com a desigualdade de Chebyshev para f ∈
L1(X,A, µ) e λ > 0 que afirma que
µ{x ∈ X; f(x) > λ} ≤
∫
|f |dµ
λ
.
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Teorema 6.2 (Teorema Crescente de Martingale). Sejam (X,A, µ) um espac¸o
de probabilidade e f ∈ L1(X,A, µ). Assuma que
A1 ⊆ A2 ⊆ · · · ⊆ AN ⊆ A
seja uma sequeˆncia crescente de σ-a´lgebras e que a unia˜o
⋃∞
n=1An gere a σ-a´lgebra A,
que denotamos por An → A. Enta˜o, E(f |An) → f em L
1(X,A, µ) e E(f |An)(x) →
f(x), µ q.s.
Demonstrac¸a˜o. O teorema e´ claramente verdadeiro no subespac¸o
⋃∞
n=1 L
1(X,An, µ)
pois se g ∈ L1(X,An, µ) enta˜o E(g|An) = g para n ≥ k. Ale´m disso, esse subespac¸o e´
denso em L1(X,A, µ) na norma L1.
Dada f ∈ L1(X,A, µ) podemos escolher ε > 0 e g ∈ L1(X,An, µ) com,
digamos,
∫
|f − g|dµ < ε. Assim, para qualquer n ≥ k temos que∫
|E(f |An)− f |dµ
≤
∫
|E(f |An)− E(g|An)|dµ+
∫
|E(g|An)− g|dµ+
∫
|g − f |dµ
≤ 2
∫
|g − f |dµ
onde
∫
|E(g|An)−g|dµ = 0 pois E(g|An) = g e usamos que E(·|An) e´ uma contrac¸a˜o em
L1(X,A, µ). Em particular, lim sup
n→∞
∫
|E(f |An)− f |dµ ≤ 2ε. Como ε > 0 e´ arbitra´rio,
temos a convergeˆncia em L1.
Para mostrar que tambe´m temos a convergeˆncia µ quase sempre, seja
µ
{
x ∈ X; lim sup
n→∞
|E(f |An)(x)− f(x)| > ε
1/2
}
≤ µ
{
x ∈ X; lim sup
n→∞
(|E(f − g|An)(x)− (f − g)(x)|
+|E(g|An)(x)− g(x)|) > ε
1
2
}
≤ µ
{
x ∈ X; lim sup
n→∞
|E(f − g|An)(x)|+ |(f − g)(x)| > ε
1
2
}
≤ µ
{
x ∈ X; lim sup
n→∞
|E(f − g|An)(x)| >
1
2
ε
1
2
}
+ µ
{
x ∈ X; |(f − g)(x)| >
1
2
ε
1
2
}
≤ 2
(
1
1
2
ε1/2
)∫
|f − g|dµ ≤ 2
(
1
1
2
ε1/2
)
ε ≤ 4ε1/2
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onde usamos o lema 6.11 e a desigualdade de Chebyshev. Sendo ε > 0 arbitra´rio, isto
mostra a convergeˆncia µ quase sempre.
6.5 Entropia e σ-a´lgebras
Vamos aplicar o teorema crescente de Martingale para uma sequeˆncia de
func¸o˜es informac¸a˜o. Como anteriormente, (X,A, µ) sera´ um espac¸o de probabilidade.
Lema 6.12. Sejam P uma partic¸a˜o com H(P) < ∞ e as sub-σ-a´lgebras A1 ⊆ A2 ⊆
· · · ⊆ A. Enta˜o, ∫ (
sup
n≥1
I(P|An)
)
dµ ≤ H(P) + 1
e, em particular, f(x) = sup
n≥1
I(P|An)(x) ∈ L
1(X,A, µ).
Demonstrac¸a˜o. Podemos escrever, para f ∈ L1(X,A, µ)∫
f(x)dµ(x) =
∫ ∞
0
F (t)dt (6.3)
onde F (t) = µ{x ∈ X; f(x) > t} supondo que o lado direito de 6.1 seja finito. Assim,
sendo P ∈ P disjuntos
F (t) = µ
{
x ∈ X; sup
n≥1
I(P|An)(x) > t
}
= µ
{
x ∈ X; sup
n≥1
(
−
∑
P∈P
χP (x) log µ(P |An)(x)
)
> t
}
=
∑
P∈P
µ
(
P ∩
{
x ∈ X; sup
n≥1
(− logµ(P |An)(x)) > t
})
.
Simplificando temos{
x ∈ X; sup
n≥1
(− log µ(P |An)(x)) > t
}
=
{
x ∈ X; inf
n≥1
(log µ(P |An)(x)) < −t
}
=
{
x ∈ X; inf
n≥1
(µ(P |An)(x)) < e
−t
}
=
⋃
n≥1
An
onde para todo n ≥ 1,
An =
{
x ∈ X;µ(P |An)(x) < e
−t, µ(P |Ai)(x) ≥ e
−t, 1 ≤ i ≤ n− 1
}
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sa˜o conjuntos disjuntos. Se escrevermos
F (t) =
∑
P∈P
µ
(
P ∩
⋃
n≥1
An
)
=
∑
P∈P
∑
n≥1
µ(P ∩ An)
enta˜o podemos usar a estimativa
µ(P ∩ An) =
∫
An
χPdµ =
∫
An
E(χP |An)dµ ≤
∫
An
e−tdµ = e−tµ(An).
Assim, temos duas poss´ıveis cotas superiores para a mesma soma, ou seja,∑
n≥1
µ(P ∩ An) ≤
∑
n≥1
e−tµ(An) = e
−t
∑
n≥1
µ(P ∩ An) ≤ µ(P ).
Logo, F (t) ≤
∑
P∈P min{e
−t, µ(P )}. Finalmente, podemos usar esta cota para a esti-
mativa seguinte∫ ∞
0
F (t)dt ≤
∫ ∞
0
(∑
P∈P
min{e−t, µ(P )}
)
dt
= −
∑
P∈P
(
µ(P ) logµ(P )−
∫ ∞
− log µ(P )
e−tdt
)
= −
∑
P∈P
(µ(P ) logµ(P )− µ(P ))
= H(P) + 1.
Teorema 6.3. Se P e´ uma partic¸a˜o com H(P) < ∞ e A1 ⊆ A2 ⊆ · · · → A e´ uma
sequeˆncia crescente de sub-σ-a´lgebras enta˜o I(P|An)(x) → I(P|A)(x) quase sempre e
em L1. Assim, H(P|An)→ H(P|A) quando n→∞.
Demonstrac¸a˜o. Pelo teorema 6.2 temos que µ(P |An) → µ(P |A) quase sempre, para
qualquer P ∈ P. Isto implica que I(P|An)(x)→ I(P|A)(x) quase sempre.
Pelo lema 6.12 temos que I(P|An) sa˜o dominadas pela func¸a˜o integra´vel
supn≥1 I(P|An)(x). Assim, pelo teorema da convergeˆncia dominada de Lebesgue [DS]
temos que I(P|An)(x)→ I(P|A)(x) µ em L
1, ou seja,∫
|I(P|An)(x)− I(P|A)(x)| dµ(x)→ 0
quando n→∞.
Por integrac¸a˜o temos que H(P|An)→ H(P|A) quando n→∞.
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Corola´rio 6.3.1. Seja T : X → X uma transformac¸a˜o que preserva a medida µ. Sejam
B ⊆ A uma sub-σ-a´lgebra e P uma partic¸a˜o de X com entropia finita e tal que
∞∨
j=0
T−j(P) = B mod 0.
Enta˜o,
h(T,P) = −
∫
X
∑
i≥1
logE(χPi|T
−1(B))(x)χPi(x)dµ(x)
onde E(χPi |T
−1(B)) denota a esperanc¸a condicional de χPi relativa a σ-a´lgebra T
−1(B).
Demonstrac¸a˜o. Da proposic¸a˜o 6.1 temos que
h(T,P) = lim
n→∞
H
(
P
∣∣∣∣∣
n−1∨
j=1
T−j(P)
)
= lim
n→∞
H
(
P
∣∣∣∣∣T−1
(
n−2∨
j=0
T−j(P)
))
= lim
n→∞
H(P|T−1(Pn))
onde Pn =
n−2∨
j=0
T−j(P). Como lim
n→∞
Pn = B, temos que
lim
n→∞
T−1(Pn) = T
−1(B),
e pelo teorema 6.3 segue que
h(T,P) = lim
n→∞
H(P|T−1(Pn)) = H(P|T
−1(B))
=
∫
X
I(P|T−1(B))(x)dµ(x)
= −
∫
X
∑
i≥1
logE(χPi |T
−1(B))(x)χPi(x)dµ(x).
6.6 Ca´lculo da Entropia das Transformac¸o˜es Expan-
soras
Lema 6.13. Sejam T : X → X uma transformac¸a˜o expansora em um espac¸o me´trico
compacto e µ uma probabilidade T -invariante sobre os borelianos A de X. Enta˜o existe
gµ : X → R
+
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uma aplicac¸a˜o µ-integra´vel tal que para toda f ∈ L1(X,A, µ) e x ∈ X
E(f |T−1(A))(x) =
∑
y∈T−1(T (x))
gµ(y)f(y).
Demonstrac¸a˜o. Dado ϕ : B → A um ramo contrativo de T−1 definimos ν a medida
definida em T (B) dada por
ν(C) = µ(ϕ(C))
enta˜o ν  µ pois, se µ(C) = 0 enta˜o µ(T−1(C)) = 0, uma vez que µ e´ invariante por
T, e como
ϕ(C) ⊆ T−1(C)
segue que µ(ϕ(c)) = 0 e portanto, ν(C) = µ(ϕ(C)) = 0. Assim, segue do teorema de
Radon-Nikodym que existe
Jµ(ϕ) : T (B)→ R
+
tal que
ν(C) = µ(ϕ(C)) =
∫
C
Jµ(ϕ)dµ.
Seja X =
⋃N
i=1Ai tal que T |Ai : Ai → T (Ai) e´ um homeomorfismo e Ai
e´ um conexo contido em uma bola de raio r > 0, e tal que a fronteira de Ai tenha
µ medida nula. Observe que (T |Ai)
−1 : T (Ai) → Ai e´ um ramo contrativo de T
−1.
Definimos gµ : X → R
+ via, se x ∈ Ai enta˜o
gµ(x) = Jµ(ϕi)(T (x))
que e´ uma aplicac¸a˜o µ-integra´vel. Onde ϕi : T (Ai)→ Ai e´ um ramo contrativo de T
−1.
Agora, devemos mostrar que∫
A
∑
y∈T−1(T (x))
gµ(y)f(y)dµ =
∫
A
fdµ
para todo A = T−1(B) com B ∈ A. Basta verificar esta fo´rmula para A ∈ T−1(A) tais
que A = T−1(B) com B ⊆ Br(y) de modo a termos ramos contrativos definidos em B,
i. e., T−1(B) =
⋃k
i=1Ai com ϕi : B → Ai, i = 1, 2, . . . , k ramos contrativos de T
−1.
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Assim,∫
A
∑
y∈T−1(T (x))
gµ(y)f(y)dµ(x) =
∫
A
k∑
i=1
gµ(ϕi(T (x)))f(ϕi(T (x)))dµ(x)
=
∫
X
k∑
i=1
gµ(ϕi(T (x)))f(ϕi(T (x)))χA(x)dµ(x)
=
∫
X
k∑
i=1
gµ(ϕi(T (x)))f(ϕi(T (x)))χT (A)(T (x))dµ(x)
nesta u´ltima igualdade usamos que χA(x) = χT (A)(T (x)) e usando que µ e´ invariante
por T temos∫
X
k∑
i=1
gµ(ϕi(T (x)))f(ϕi(T (x)))χT (A)(T (x))dµ(x)
=
∫
X
k∑
i=1
gµ(ϕi(y))f(ϕi(y))χT (A)(y)dµ(y)
=
k∑
i=1
∫
X
gµ(ϕi(y))f(ϕi(y))χT (A)(y)dµ(y)
=
k∑
i=1
∫
T (A)
gµ(ϕi(y))f(ϕi(y))dµ(y)
=
k∑
i=1
∫
B
gµ(ϕi(y))f(ϕi(y))dµ(y).
Mas, tambe´m temos que∫
ϕi(B)=Ai
fdµ =
∫
B
Jµ(ϕi)(y)f(ϕi(y))dµ(y).
Logo, para x = ϕi(y) temos que
gµ(x) = Jµ(ϕ)(T (x)).
Enta˜o,
k∑
i=1
∫
B
gµ(ϕi(y))f(ϕi(y))dµ(y) =
k∑
i=1
∫
B
Jµ(ϕi)(y)f(ϕi(y))dµ(y)
=
k∑
i=1
∫
ϕi(B)=Ai
fdµ
=
k∑
i=1
∫
Ai
fdµ =
∫
A
fdµ
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provando a igualdade desejada.
Corola´rio 6.13.1. Sejam T : X → X uma transformac¸a˜o expansora em um espac¸o
me´trico compacto X, que preserva a medida de probabilidade µ e admite um Jacobiano
Jµ(T ) > 0. Seja gµ : X → R tal que
E(f |T−1(A))(x) =
∑
y∈T−1(T (x))
gµ(y)f(y).
Enta˜o para µ q.t.p. x ∈ X
gµ(x) =
1
Jµ(T )(x)
.
Teorema 6.4. Sejam T : X → X uma transformac¸a˜o expansora, que preserva a medida
de probabilidade µ, P uma partic¸a˜o geradora para T e seja gµ : X → R tal que
E(f |T−1(A))(x) =
∑
y∈T−1(T (x))
gµ(y)f(y).
Enta˜o,
hµ(T ) = −
∫
X
log gµ(x)dµ(x).
Demonstrac¸a˜o. Como P e´ geradora, segue que
∞∨
j=0
T−j(P) = A mod 0.
Assim, pelo lema 6.9 e o corola´rio 6.3.1 segue que
hµ(T ) = h(T,P) = −
∫
X
∑
i≥1
logE(χPi|T
−1(A))(x)χPi(x)dµ(x)
= −
∑
i≥1
∫
X
logE(χPi|T
−1(A))(x)χPi(x)dµ(x)
= −
∑
i≥1
∫
Pi
logE(χPi|T
−1(A))(x)dµ(x).
Como os a´tomos de P foram escolhidos de modo que T |Pi seja injetiva, ver prova de
6.1, segue que se x ∈ Pi para algum i ≥ 1
logE(χPi |T
−1(A))(x) = log
 ∑
y∈T−1(T (x))
gµ(y)χPi(y)
 = log gµ(x)
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pois, se T−1(T (x)) = {x1, . . . , xn} e xi 6= x enta˜o xi /∈ Pi pois x ∈ Pi e T |Pi e´ injetora.
Logo, χPi(xi) = 0. Portanto,
hµ(T ) = −
∑
i≥1
∫
Pi
log gµ(x)dµ(x) = −
∫
X
log gµ(x)dµ(x)
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