In this paper we explore some of the most important areas of information retrieval. In particular, Crosslingual Information Retrieval (CLIR) 
Introduction
Information Retrieval [IR] is the act of storing, searching, and retrieving information that match a user's request [3] . With the start of the Internet, information retrieval became increasingly relevant and researched. Now, most people use some type of modern information retrieval system on a daily basis, whether it is Google or some specially created system for libraries. This deals with asking question in one language and retrieving documents in one or more different languages. The variants of the IR are BLIR, CLIR and MLIR. In this paper we will only concentrate on CLIR and MLIR. CLIR deals with asking questions in one language and retrieving documents in different language. MLIR deals with asking questions in one or more languages and retrieving documents in one or more different languages. With an increasingly globalized economy, the ability to find information in other languages is becoming a necessity.
The rest of the paper is organized as following. Section 2 introduces the most important IR methods, various works of CLIR and its future is presented in Section 3, and in Section 4 MLIR system and review its previous research works are discussed, at last, we conclude in Section 5.
IR Methods
In classical IR search engines, both the query and the retrieved documents are in the same language. The classical IR regards the documents in foreign language as the unwanted "noise" [1] . These needs to introduce new area of IR which takes into account all the documents received regardless of the languages being used. This is where the bilingual, cross-lingual and multilingual IR plays a part. But to perform these variants of IR, a variety of translation methods are required. These are described in the following sub-sections.
Translation can be done to the query, the document or both when any retrieval system involved with many languages. Query translation involves translating the query to the target language. Document translation translates the document into the source language (i.e. the language used for the query). There are various methods to translate query, document or both. There are three primary tools for translations are dictionaries, machine translation systems and parallel corpora. Query translation, typically, uses either dictionary based or corpus based translation. Document translation, for the most part, only uses machine translation.
Dictionary Based
A bilingual dictionary is a list of words in the source language and their translation(s) in the target language. Optionally, these dictionaries have translation probabilities assigned that allow for disambiguation and weighting. There are plenty of bilingual dictionaries are available in the literature both in Indian and Foreign languages.
Machine Translation
The Machine translation method simply uses a machine translation system to translate either the document or query. The main drawback of this method is computational expensive. In situations where there is a large collection of documents or when searching for documents on the web, machine translation is impractical.
Parallel Corpora
When compared to dictionary based corpus based translation typically gives much better performance, as [5] found. However, the creation of parallel corpora is complicated and quite expensive. It can be extremely difficult to find parallel corpora for certain languages or that are large enough to be of use.
The main problems with both corpus based and dictionary based translation are coverage and quality. Poor quality corpora and dictionaries can greatly decrease the performance of a system [5] . Coverage relates to out of vocabulary words, or words that are not present in the dictionary or corpus. These words will have no translation, while in some languages that are related this is no problem in other language pairs such as Chinese and English this is a big problem [6] . Because of this there has been considerable research done on automatically or semi-automatically acquiring parallel corpora or bilingual lexicons.
The same methods are used for CLIR and MLIR. These two systems may use translation of all documents into a common language, either automatic translation of the queries, or combination of both query and document translations.
CLIR
One area of IR that has seen a great deal of interest and has had many exciting advances made in it, is CLIR. The goal of CLIR is to allow users to make queries in one language and retrieve documents in one or more other languages. The resulting documents can then be translated into the language used for the query to allow the user to get the gist about the information retrieved. For example, a user makes a query in English about "flower arrangement" and receives documents back in Japanese about "Ikebana" which is Japanese flower arrangement.
Most systems in CLIR use some type of translation. While there exist non-translation methods, such as cognate matching [2] , latent semantic indexing [10] , and relevance models [4] , here the predominate method is still translation. As such one of the main problems in CLIR is dealing with language translation. What should be translated, how should it be translated, and how to eliminate bad translations are some of the major areas of research in CLIR. In addition how to acquire large enough amounts of translation data is also an active topic for research.
CLIR survey for Indian languages and Foreign Languages
In [11] , the task is to retrieve relevant documents from an English corpus in response to a query expressed in different Indian languages including Hindi, Tamil, Telugu, Bengali and Marathi. A word alignment table have been used that was learnt by a Statistical Machine Translation (SMT) system trained on aligned parallel sentences, to map a query in source language into an equivalent query in the language of the target document collection. The relevant documents are then retrieved using a Language Modeling based retrieval algorithm. This work has been tested on CLEF 2007 data set.
The most commonly used vocabulary in Indian language documents found on the web contains a number of words that have Sanskrit, Persian or English origin. [12] Used approximate string matching techniques to exploit relatively large number of cognates among Indian languages, which are higher when compared to an Indian language and a non-Indian language. An approach to identify cognates was presented and make use of them for improving dictionary based CLIR when the query and documents both belong to two different Indian languages. Experiments using a Hindi document collection and a set of Telugu queries were conducted and report the improvement due to cognate recognition and translation.
The main objective of this work [13] is to analyze and evaluate the retrieval effectiveness of various indexing and search strategies based on test collections written in four different languages: English, French, German, and Italian. Data base merging strategies have been used. Experiments are done in CLEF 2000 corpora. This paper [14] describes an approach that employs user-assisted query translation to help searchers better understand the system's operation. [15] This article identifies the key issues in dictionary-based CLIR, develops unified frameworks for term selection and term translation that help to explain the relationships among existing techniques, and illustrates the effect of those techniques using four contrasting languages for systematic experiments with uniform query translation architecture. The other works are given in table 1.
The table I describe the foreign languages which are involved in the CLIR/MLIR system, the translation technique/method and finally the evaluation initiatives used in the research work for experiments are enumerated. The table II describes the Indian languages which are involved in the CLIR/MLIR system, the translation technique/method and finally the evaluation initiatives used in the research work for experiments are enumerated.
MLIR
MLIR facilitates the uses of queries in one language to access documents in different languages. In recent years, large amount of multilingual information is created and disseminated. Due to this reason it attracts the attention of the researchers lately. In order to retrieve this multilingual information efficiently the adaptation of traditional IR systems has been considered. That is query translation and document translations have been used. The problem of MLIR is an extension of the general problem of monolingual information retrieval [16] . Table 1 . An overview of CLIR and MLIR research works in foreign languages.
Table 2. An Overview of CLIR and MLIR Research Works In Indian Languages
MLIR can be thought of as a combination of machine translation and traditional monolingual information retrieval. Most research has focused on locating and exploiting translation resources with which the user's search requests or target documents (or both) are translated into the same language.
A multilingual data collection is a set of documents that are written in different languages. There are two types of multilingual data collection. The first one contains several monolingual document collections. The second one consists of multilingual-documents. A multilingualdocument is written in more than two languages. Some multilingual-documents have a major language, i.e. most part of the document is written in the same language.
MLIR Survey for Indian Languages and Foreign Languages
There are no works in Indian languages as such and very few works are available for foreign languages. They are presented as follows: Most systems in MLIR use some type of translation. While there exist non-translation methods, such as: Translation-free technique is based on an ontological representation of documents and queries. A multilingual ontology for documents/queries representation has been used [18] .
Integrate query and document translation with monolingual retrieval to improve retrieval accuracy have been presented in [19] , and perform clustering to improve browsing efficiency. Finally, an entropy-driven technique in evaluating clustering methods has been introduced. Participated in NTCIR-2 Japanese/English cross-language (J-E and E-J) and multi-lingual (J-JE and E-JE) information retrieval tasks. In this paper, performance evaluation is done with respect to the NTCIR-2 collection. The paper [20] deals with Chinese, English and Japanese MLIR. Merging problem in distributed MLIR is studied. [21] Presented a MLIR based on knowledge representation model. This model permits to describe the semantic of document in a multilingual context. This model, called semantic graph, is an extension of the Sowa's model of conceptual graphs where different vocabularies' are available. [22] Developed and evaluated a multilingual English-Chinese Web portal in the business domain. A dictionary-based approach has been adopted that combines phrasal translation, co-occurrence analysis, and pre-and post-translation query expansion.
Recently, a number of tracks and workshops have sprung up to support research in this area. They are TREC (Text Retrieval Conference), came up in 2008, its first conference held in USA and it is sponsored by the National Institute for Standards and Technology (NIST). It has organized 26 tracks: they are Question answering track, Genomics track, HARD track, robust retrieval track, Terabyte track, etc. CLEF (Cross Language Evaluation Forum) first workshop held in Europe and closely followed the TREC model. Its motivation is to develop linguistic resources and retrieval in each languageand there is another new track ImageCLEF which combines access to textual and graphic data. NTCIR (NII Test Collection for IR Systems) Project is a yearly competition in Japan that covers many topics including CLIR. The workshops have started since 1997and it has apatent, a Web and a question-answering track.
Conclusion
Cross-lingual and Multi-lingual IR provides new paradigms in searching documents through myriad varieties of languages across the world and it can be the baseline for searching not only among two languages but also in multiple. This report explains a description on cross-lingual and multi-lingual IR, its challenges and current methods, techniques and evaluation tracks to overcome problems for efficient and resourceful searching. This report meant for reviewing not all but some of the latest researches in the area of cross-lingual and multi-lingual IR.
