I. INTRODUCTION
N digital communication systems, the convolutional encoding and I Viterbi decoding is considered as the optimum error correcting scheme. But because of a large number of calculation and memory, the implementation of Viterbi decoder is very complicated. In recent years, many simplifying schemes for Viterbi decoder were proposed. Among them, the better one is the SST-type Viterbi decoder. Different from the conventional schemes which decodes directly the received signal, it allows the received signal firstly to pass through a predecoder, separates the mixed channel noise from the received code, and then the mixed noise code is sent into a Viterbi decoder decoding. From the decoded noise code, we can retrieve the original information code.
In the SST-type Viterbi decoder, because the decoded noise code is an Gaussian distribution, the occurring probability of decoding states is nonuniform. This property is called as likelihood concentration. It is with this property that the GVA mode can simplify Viterbi decoder by eliminating some decoding states.
There are three problems in the GVA-mode decoder. First, it is only suitable to QLI codes which is inferior to the optimum code in distance property. Second, because of the nonuniform distribution of the decoding signal, the ML decision is no longer the optimum criterion. Last, the elimination of decoding states does not make full use of likelihood concentration property. Focusing on the above problems, a kind of more effective simplifying scheme for Viterbi decoder is proposed.
II. SIMPLIFYING SCHEME OF VITERBI DECODER FOR OPTIMUM
CODE
In SST-type circuit configuration, two received signal pass through a inverse circuit, and get an information code mixed channel noise. As the inverse circuit for an QLI code is only an adder, the decoder have likelihood concentration, otherwise, the decoder may lost the property. This paper proposes a kind of predecoding method which 
where we let e; = e l k -l + eZk + Furthermore, s k is reencoded, and the output of the encoder adds with the received symbols. We get the input of Viterbi decoder p 1 k = e; + e ; -, + e;-4 + e;-5 + e;-6elk P 2 k = e; + e;-, + e;-3 + e;-4 + ei-6 + (2-5) In the Viterbi decoder, e; is the equivalent information symbol which will be decoded. The output e; of decoder adds with s k delayed time 7 , and if the decoding is correct, that is, e; = e;, we have x k = x k + e; + e'k = xk (2-6) the original information data is retrieved. Table I gives an comparison to the (147, 135) code, the optimum code and the QLI code in distance property where L is the number of mixed channel noise in the decoded symbol e;. It is shown that the (147, 135) code is almost as good as the optimum code.
As the equivalent information symbol in Viterbi decoder consists of the channel noise, its occurring probability is unequal. In this 0090-6778/91/0100-01$01.00 0 1991 IEEE In a digital transmission system, we assume that the codelength of information X is L. Therefore there will be M (= 2L+') kind of possible code sequence at all. X is encoded and outputs a sequence Y. The decoder receives an corrupted signal Z which is transmitted over an additive white Gaussian noise link, and outputs the decoded sequence X.
According to Viterbi algorithm, the output of the decoder should be the sequence X which have the maximum likelihood for the received signal Z. This is known as ML criterion. That is X = { X , : P r ( Z ( X,) L P r ( Z ( X , ) , r e M } where Pr ( Y I X ) is conditional probability. In accordance with signal detection theory, the optimum detection for a random digital signal should satisfy
, r e M } which is called as MAP criterion. From Bayes formula P r ( X ( Z ) = P r ( Z I X ) P r ( X ) / P r ( Z ) . 
When the distribution of information code is uniform, it has
In this case, we can see that (34) is equivalent to . That means ML criterion is the same as MAP criterion. But when the distribution of information code is nonuniform, the ML is no longer the optimum criterion. From (2) (3) (4) (5) , the distribution of the equivalent information code in the decoder is completely decided by the channel noise, and in general, the probability that the code is "one" is much smaller than 1/2. Therefore, only with MAP criterion, we can realize the optimal decision decoding in the decoder. In the implementation of the decoder, the decoded sequence X, should satisfy Pr(X,(Z) = Max{Pr(X,IZ)}. (3) (4) (5) (6) Assuming that there is no intersymbol between neighbor symbols, and taking natural logarithm in the above equation, we have LogPr ( Z I X,) = Max {Log Pr ( Z I X,) + C,} (3) (4) (5) (6) (7) where C, is called a decision threshold. It is equal to
. (3) (4) (5) (6) (7) (8) When information code is uniform, C, = 0, MAP decision in (3) (4) (5) (6) (7) turns into ML decision.
IV. A SIMPLIFIED VITERBI DECODER-PSS MODE
In Viterbi algorithm, the number of decoding states is M = 2 k-I .
Because each state must be calculated and stored, the complexity of the decoder is exponentially increasing with constraint length k.
Therefore, for simplifying effectively the hardware of the decoder, we must reduce the number of decoding states. From (2) (3) (4) (5) in part 2. It can be equivalent to an codec system which transmits sequence { e ; } . The block diagram is shown in Fig. 2 . Because of the likelihood distribution of code e;, we can eliminate those states in which the occurring probability is nearly zero.
For example, to the mentioned r = 1/2, k = 7 (147, 135) code, we eliminate 22 states which have the smallest occurring probability in all 64 decoding states, and Table II gives the occurring probability of all eliminated states under different BER situation. We can see that the simplification in PSS-type decoder hardly influences the decoding performance in high SNR. Table III gives an comparison of decoder complexity in three
Viterbi decoder schemes and with simulation by an VAX 11 computer, we obtain their BER performance shown in Fig. 3 . Therefore we can see that the decoding performance of PSS-type Viterbi decoder is as good as the conventional Viterbi decoder, but the hardware of PSS-type decoder is only about half of the latter.
V. CONCLUSION
This paper proposes a new kind of decoding algorithm with SST-type circuit configuration, which significantly reduce the com-plexity as compared to that in the conventional Viterbi decoder. The proposed method has three advantages over GVA-type decoder.
a) It is suitable to the optimum code which has better distance property than that of QLI code.
b) It applies the optimum decoding in PSS-type decoder.
c) It makes full use of likelihood concentration property. The simulating BER performance of r = 1/2, k = 7 (147, 135) code and PSS-type Viterbi decoder approximates to the optimum performance of the standard Viterbi decoder, but PSS-type decoder can reduce about half of the hardware than the conventional Viterbi decoder.
