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Abstract 
When people change jobs, it is useful for both employers and employees to find  best-fit jobs on 
the basis of the employees’ skillsets.  We utilize the O*NET database to introduce the notion of the job 
distance, which allows us to measure the difference between jobs based on the skillsets required to 
successfully perform them.  We then apply this measure to data from the Bureau of Labor Statistics 
(BLS) to model the job distribution in each metropolitan or rural area.  Novel graph metrics are found 
along the way, but we ultimately address the impact of automation by combining a gravity and Markov 
model. 
Subject Keywords: job distance; automation  
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1. Introduction 
The creation and extinction of jobs in the United States often force the unemployed into some 
form of migration, whether geographic or professional, in search of employment.  With automation on 
the rise, certain jobs are more likely to become free of manpower than others.  This reality motivates us 
to study the behavior in which the automation of certain jobs leads to a redistribution of the 
unemployed.  We base our argument on several graph theory measurements and compare the findings 
to a recent study.  
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2. Motivations 
In the big data era that we are in, automation and its potential consequences are becoming 
increasingly controversial topics [1].  Automation technologies are putatively created for the betterment 
of humankind, but could there be drawbacks, e.g. in loss of employment?  Although many have 
discussed whether the consequences could be positive or negative, few have actually experimented 
with and displayed mathematical results.  We were motivated to show how different areas could be 
affected by the same phenomenon and see if there were solutions that could apply differently.  In this 
thesis we first outline the basis of our research and integrate it with government databases.  Different 
graph metrics and models presented along the way help support our ultimate argument.   
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3. Description of Research Results 
3.1 O*NET Database 
To understand the similarity between occupations, we turn to the Occupation Information 
Network (O*NET) [2], the nation’s primary source of occupational information.  The O*NET database 
contains hundreds of standardized and occupation-specific descriptors, which will be critical in obtaining 
the differences between jobs.  The information contained was obtained by surveying a broad range of 
workers from each occupation. 
O*NET classifies occupations into one of five ‘Job Zone’ groups, which are ranked based on the 
level of education, experience, and training necessary to perform the occupation – Zone One being jobs 
with little or no preparation needed to Zone Five being jobs with extensive preparation needed. 
Each job has descriptors that define the attributes of the job: abilities, interests, knowledge, skills, 
work activities, work styles, and work values.  Each of these descriptors has additional sub-descriptors 
with an individual rating from zero to one hundred.  Using the m = 962 jobs listed in the O*NET database 
with the n = 189  sub-descriptors, we can define an m-by-n  adjacency matrix 𝑁𝑖𝑗  that lists the sub-
descriptor ratings for each job available, where i ≤ m, j ≤ n. 
3.1.1 Derivation of Job Distance 
Given the distribution of important skills, we can define the notion of a Job Distance as the 
difference of total sub-descriptor rating between two jobs.  For any two occupations x and y, we can 
establish a job distance 
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such that we take the total difference between all corresponding sub-descriptors.  Ergo we can find 𝑎𝑥𝑦 
for all pairs of jobs to define the m-by-m job distance matrix 𝐴𝑥𝑦. 
𝐴𝑥𝑦 will be the raw distance matrix between all pairs of jobs where greater 𝑎𝑥𝑦 implies greater 
distance and vice versa.  But typically in a weighted matrix, it is assumed that the values correlate 
positively with importance – jobs that are closer are more significant than those further apart, and so 
should retain higher values.  It is thus necessary to modify the edge values of 𝐴𝑥𝑦. 
Let β be the midpoint (i.e. average of the minimum and maximum values) of the matrix 𝐴𝑥𝑦 and 
δ be the difference between the midpoint and raw job distances. 
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Then for every 𝑎𝑥𝑦 we can calculate a new ?́?𝑥𝑦 such that 
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is essentially a mirror image of all 𝑎𝑥𝑦 about the midpoint found.  Then matrix ?́?𝑥𝑦 – undirected, 
symmetric, and complete – will have edge weights denoting the strength of the connection between 
jobs x and y. 
3.1.2 Visualization via Backbone Algorithm 
Having calculated the job distance matrix, a graphical representation would be helpful in 
interpreting it.  But the sheer size of an m-by-m complete graph prevents us from extracting anything 
insightful.  The Backbone Algorithm [3,4] was implemented to filter the most significant edges.  The 
adjacency matrix is first normalized such that 
 
xy xy
xy
i xy
y
a a
p
s a
 
 

 
(5) 
 
represents a matrix of the edge weights normalized by the sum of the edges incoming on a particular 
node.  New edge weights are calculated by the relation 
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But because 𝛼𝑥𝑦 ≠ 𝛼𝑦𝑥, we symmetrize the matrix by assigning 
 
 max ,xy yx xy yx      (7) 
 
With the fixed matrix 𝛼𝑥𝑦 we do an element-wise comparison to a set significance level α such that the 
edges are included in the backbone if the weights 𝛼𝑥𝑦 satisfy 𝛼𝑥𝑦 < α.  An example is shown in Figure 1. 
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Figure 1 A subsection of the backbone network for the job distance matrix when ∝= 𝟎. 𝟐𝟓.  Displayed using the Harel-Koren 
Fast Multiscale algorithm. 
 
3.2 New Clustering Coefficient 
We have derived a reference network ?́?𝑥𝑦 that signifies the strength between each pair among 
962 occupations.  Using this standard we can assess the data provided by the U.S. Department of Labor – 
Bureau of Labor Statistics (BLS).  In particular, the Occupation Employment Statistics (OES) program [5] 
produces employment changes and wage estimates annually on a national, state, and city level. 
We first model the job distribution in each metropolitan area where the edge weights will be job 
distances and node weights are the employment rates.  Using the data available from 1999 to 2015, we 
calculate the clustering coefficient for New York City, Los Angeles, Chicago, Houston, Philadelphia, and 
San Francisco.  The canonical clustering coefficient is a measure of triad connectivity and is used in binary, 
undirected networks.  The global clustering coefficient is given by 
 
cc =
# of closed triplets
# of triplets
 
(8) 
 
Because the graph is complete in our case, the canonical clustering coefficient is always equal to 1. 
We redefine the definition of the clustering coefficient to fit the needs of our node & edge-
complete network.  Starting with our weighted, complete job distance matrix ?́?𝑥𝑦, we first normalize all 
edge weights by the maximum value such that all values are between 0 and 1.  We then filter the 
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normalized ?́?𝑥𝑦 through a selected threshold tϵ[0,1] with N subintervals.  For each of the N subintervals, 
we create a new binary adjacency matrix ?́?𝑡 created for values that passed the threshold, and calculate 
the clustering coefficient 𝐶𝑡 for that particular matrix, where 
 
𝐶𝑡 = 𝑐𝑐𝑒𝑑𝑔𝑒 × 𝑐𝑐𝑛𝑜𝑑𝑒 
=
# of closed triplets
# of triplets
×
3 ∗ ∑ closed triplet weights
∑ triplet weights
 
(9) 
 
Finally, 𝐶𝑡 is averaged over all subintervals tϵ[0,1] to obtain 
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But this method [6] proved to be too computationally intense, as at low thresholds t, almost all 
edges were passed and very little nodes were eliminated as a result.  The clustering coefficient’s 𝑐𝑐𝑛𝑜𝑑𝑒 
term consumed most of the computing time attempting to calculate the weight of all triplets in a near-
complete m-by-m matrix.  We can redefine 𝑐𝑐𝑛𝑜𝑑𝑒 by recalling the definition of the clustering coefficient.  
One can think of it as a measure for testing for actual against potential connectivity – the network’s 
current completeness vs. potential completeness.  We rewrite 𝑐𝑐𝑛𝑜𝑑𝑒 as 
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where v is the weight of the corresponding node.  Our method is illustrated in Figure 2. 
 
 
Figure 2 𝒄𝒄𝒏𝒐𝒅𝒆 implemented in three triplets of the same cluster.  We observe that the node with highest degree and 
highest weight yields the greatest coefficient, as intuition suggests. 
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We can also simplify 𝑐𝑐𝑒𝑑𝑔𝑒 such that 
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Then our new clustering coefficient can be found by 
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We model the new clustering coefficient for 19 time instances for each of the 6 metropolitan 
areas.  The method is repeated for rural areas, which include regional Oregon, Florida, Maine, Arkansas, 
Iowa, and Montana.  The urban and rural clustering coefficients are displayed in Figures 3 and 4, 
respectively.  It is observed that the metropolitan areas have a higher coefficient overall than the rural 
areas.  Because a metropolis is likely to both have more total employed people and a more diverse 
distribution of jobs, it is reasonable that its clustering coefficient is higher than that in a rural area, 
where there would be fewer people and jobs. 
 
Figure 3 The clustering coefficient for metropolitan areas during the years 1999 to 2015.  The values range from 0.25 to 
0.55.  A sharp spike can be observed between 2003 and 2004, which is attributable to a change in the job 
classification system.  More jobs were entered into the database, leading to an increase in employment numbers. 
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Figure 4 The clustering coefficient for rural areas during the years 2006 to 2014.  The values range from 0.18 to 0.38.  The 
less diverse job pool correlates with the lower coefficient values. 
 
Using the clustering coefficient values, we can model them not for time but against employment 
to visualize their explicit relationship.  In Figure 5, we observe that the metropolitan and rural areas are 
divided into two major areas.  A best fit line across the scattered points, as shown in Table 1, shows that 
the overall slope (excluding the negative entries) of the rural regions is ~10 times that of the metropolitan 
areas.  One can extrapolate that the rural areas have a higher increase (~10 times) in the clustering 
coefficient as the employed population increases than do the metropolitan areas.  If both places were to 
receive a fixed number of newly employed people, the rural area is sure to have a higher impact as a result 
of the increase in job diversity than in bustling cities. 
 
Table 1 
Slopes of Lines of Best Fit for cc vs. employment 
Metropolitan Rural 
Chicago 1.1 × 10−7 Oregon 2.4 × 10−6 
Houston 1.1 × 10−7 Florida 1.7 × 10−7 
Los Angeles 1.1 × 10−7 Maine 1.2 × 10−6 
New York 
City 
4.7 × 10−8 Arkansas −9.2 × 10−7 
Philadelphia −2.6 × 10−9 Iowa 1.2 × 10−7 
San Francisco 3 × 10−7 Montana 2 × 10−6 
Average 1.354 × 10−7 Average 1.178 × 10−6 
 
9 
 
 
Figure 5 Clustering coefficient vs. employment scatter plot for metropolises and rural areas.  We find the line of best fit for 
each city/region separately. 
 
3.3 All-Pairs Distribution 
We can solve the all-pairs shortest path problem by implementing the Floyd-Warshall algorithm 
[7].  Because our graph ?́?𝑥𝑦 is complete, the distribution of shortest paths will be composed mostly of the 
original edge weights.  The algorithm will iterate through all pairs of paths in the network and assign the 
shortest path for each pair such that 
 
       , min( , , , , )a i j a i j a i k a k j      (14) 
 
The results of the algorithm on one metropolis, Chicago, and one rural region, Oregon, are shown in 
Figures 6 and 7. 
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Figure 6 The All-Pairs distribution plot for Chicago from 1999 to 2015 overlaid. 
 
 
Figure 7 The All-Pairs distribution plot for Oregon from 2006 to 2014 overlaid. 
 
We observe that the shapes of the distributions were alike, suggesting that there is a consistent 
ratio of low-distance pairs to high-distance pairs that is pertinent to a city regardless of its population.  It 
is noted that the frequency axis of Chicago is on the order of 10−4 while that for Oregon is of 10−3.  
Chicago seemed to have a higher percentage of low-distance pairs than Oregon.  Although this was done 
with just one example from each region, one may speculate that this was because Chicago not only has 
more jobs, but they are better connected and similar to each other than the jobs in Oregon. 
 
3.4 Kullback-Leibler Divergence 
One can think of the OES city data as the realizations of a random variable in which each 
occupation entry has a set probability.  Each city would have a unique probability mass function, which 
can be defined based on the number of occurrences of each job in each year.  The KL (Kullback-Leibler) 
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divergence, 
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where p(x) and q(x) are two discrete probability distributions, can be defined as a measure of the 
difference between two distributions, or in our case, that between two city distributions.  The KL 
divergences for metropolises and rural areas with respect to each other are shown in Tables 2 and 3 
respectively. 
 
Table 2 
KL Divergence for Metropolises 
𝐷𝐾𝐿(𝑃||𝑄) C H L N P S 
C 0 4.916 5.253 3.883 2.648 1.083 
H 6.820 0 5.610 6.598 4.207 4.605 
L 5.296 4.251 0 3.592 3.040 1.158 
N 5.490 6.950 5.675 0 4.874 1.977 
P 8.190 7.719 8.065 7.803 0 3.714 
S 17.66 19.08 17.38 16.98 15.03 0 
C(Chicago), H(Houston), L(Los Angeles), N(New York City), P(Philadelphia), S(San Francisco) 
Table 3 
KL Divergence for Rural Areas 
𝐷𝐾𝐿(𝑃||𝑄) A F I Ma Mo O 
A 0 41.80 80.86 22.26 72.28 30.31 
F 36.38 0 78.28 19.68 60.77 22.07 
I 14.59 18.87 0 8.996 32.19 8.059 
Ma 69.44 72.56 121.6 0 100.6 42.41 
Mo 38.17 31.86 63.59 17.20 0 15.17 
O 71.55 68.92 113.7 36.35 91.47 0 
A(Arkansas), F(Florida), I(Iowa), Ma(Maine), Mo(Montana), O(Oregon) 
We observe that, overall, the KL divergences among rural areas are generally greater in value than those 
among metropolises.  Because rural areas have a smaller pool of employed people, especially in 
geographically different locations, one can understand that they are more likely to have groups of jobs 
that exist in one but not in the other location.  Contrary to this, most large cities do have some 
specialties, but also have many jobs in common as a foundation which are able to accommodate a larger 
population.  This suggests that large cities may share a common job distribution overall with a few 
differences here and there, but rural areas have different specializations that make them unique. 
3.5 Markov Model 
There have been studies on the distribution of skillsets throughout jobs in the United States [8,9] 
and others on the hypothetical effects of automation on the industry [10,11,12].  From here on, we take 
this stance and look into how we can simulate automation and observe its effects. 
Going back to the idea of considering the data as realizations of a random variable, we can also 
think of the data as time intervals of a discrete Markov chain [13] such as 
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where 𝑆1, 𝑆2 are 1-by-m matrices that correspond to the normalized employment data and P is an m-by-
m transition probability matrix that would represent the transition probability distribution between jobs 
between two consecutive years.  Ideally speaking, because we have only one variable P that we wish to 
solve for, taking the inverse of one side and performing simple matrix multiplication would be simple, 
but this would result in a pseudo-inverse P since both sides of the equations are not m-by-m.  To 
circumvent this issue, we take a different standpoint.  In the real world, the probability of one person 
changing his/her job on an annual basis is relatively low and it is more likely that one will maintain that 
job for several years before deciding to transition to a different career path.  As such, we wish to identify 
P as a matrix that resembles the identity matrix I as much as possible.  To do this, we set up the data 
matrices with an adjustment such that 
1,2'
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The new matrices 𝑆′1, 𝑆
′
2 are also m-by-m matrices, except that their i
th row is equal to 𝑆1, 𝑆2 and the 
rest of the entries are filled with random noise identical on both sides.  Now we can solve for the 
transition probability matrix P such that 
 
1
1 2P S S
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3.5.1 Gravity Model 
The conventional Newtonian gravitational model [14,15] refers to planetary bodies and their 
attractions/repulsions with respect to each other based on their masses via the equation 
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Just as the Markov Model set up a bridge between two datasets by defining a transition probability matrix 
P, we can define a gravity model where the jobs are nodes in a network with defined attraction/repulsion 
features.  In our case, these features will be determined by the set rate at which people migrate between 
jobs. 
To do this we utilize the Job Openings and Labor Turnover Survey (JOLTS) [16] dataset, which is 
also from the Bureau of Labor Statistics.  JOLTS keeps an up-to-date record of each industry and its 
corresponding rate of average job openings, hires, quits, and layoffs & discharges.  We use these exact 
records as average job openings α, hires β, quits γ, and layoffs & discharges δ.  We then establish a gravity 
model from job 𝑗 to 𝑖 as 
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Unlike the Newtonian gravitational model, our gravity model will be directed such that 
 
ij jig g  (21) 
 
3.5.2 Automation Model 
Recall that our network of jobs is defined by the job distance matrix ?́?𝑗𝑖.  Considering the fact that 
this matrix is m-by-m large, it is not worth addressing the weaker job distances when considering the 
transitions between jobs, as they will seldom occur.  Thus we wish to restrict our setting such that only 
the top half, i.e. 50% of job distances, are affected, effectively sparsifying the job distance matrix ?́?𝑗𝑖  into 
?̇?𝑗𝑖. 
In our job network, the gravity model should be the governing principle of the behaviors of that 
network.  We desire this setting to be closed such that there is no external influence and think of the 
setting as a flow problem.  The flow strengths should be proportional to the gravity and Markov strengths, 
and the nodes would have a capacity equal to the original employment data size. 
In this setting we can simulate the effects of automation by removing a particular job node (by 
setting its value to null) and distributing its node value (employment) to its neighbors defined by the 
sparsified job distance matrix ?̇?𝑗𝑖.  Intuitively, stronger job distances and larger node capacities should be 
able to receive more displaced employees from the automated job.  But that does not require that a 
receiving node has the burden of taking a majority of the employees when it happens to have the 
strongest job distance but a relatively small employment size to begin with.  As such, we place a restriction 
that the receiving nodes can only take up to 20% of their current capacity.  The distribution of the 
displaced employees will be based on a flow model that incorporates both the Markov and gravity models.  
Recall that the Markov model produced a matrix based on the node employment data, and the gravity 
model produced a matrix based on an attraction/repulsion measure between the jobs.  We define a flow 
value from node 𝑗 to node 𝑖 such that 
 
2 1
3 3
ijflow edge node   
(22) 
 
where edge refers to the gravity model value and node refers to the Markov model value.  More 
specifically, 
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(23) 
 
where nw and ew correspond to node weight and edge weight respectively. We rely more on the gravity 
model than on the Markov model because of the inconsistency of the random noise generated while 
producing the transition probability matrix P in the Markov chains.  Figures 8 and 9 demonstrate an 
example. 
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Figure 8 A graph with a central node 150, which is to be removed. 
 
 
Figure 9 The redistribution of central node 150’s weight upon removal, where this process would be repeated for any 
surrounding nodes that are above 20% their original capacity. 
 
3.5.3 Addressing Automation 
Using the automation model defined above, we simulate this for different cities throughout the 
United States.  We test the reliability of this model by varying the nodes that are to be removed.  For a 
given year of a city, we take (1) the top 5 most employed jobs, (2) the bottom 5 least employed jobs, and 
(3) 10 jobs at random excluding the previous ones and remove them using the method above.  We then 
look at the percentage changes of the employment before and after those nodes were removed to see 
how the distribution of the overall city was changed. 
We will be testing for the same six metropolitan and rural areas as we have previously, but from 
years 2007 through 2014. 
When testing to see which removal of jobs affects the distribution of the city the most, Figure 10 
strongly supports the removal of the top 5 nodes.  We observe that removal of the top five most employed 
nodes in a city has the greatest impact, which agrees with intuition.  Taking this into account, when 
speaking of removal of nodes we will always be referring to the automation of the top 5 nodes within a 
city. 
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Figure 10 Bar graph displaying the percentage changes for when the top 5, bottom 5, and random 10 nodes were removed. 
 
 
Figure 11 Percentage change for Chicago 2007 with top 5 nodes removed. 
 
 
Figure 12 Percentage change for Arkansas 2007 with top 5 nodes removed. 
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3.5.4 Gini Coefficient 
To make sense of the automation-simulated results above, we introduce the Gini coefficient.  
Typically used to represent the distribution of wealth of a nation, we can alter its parameters to show not 
the spread of wealth but the spread of automated jobs.  If 𝑥𝑖 is the wealth of a person 𝑖 and there are 𝑛 
persons, then the Gini coefficient is given by: 
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(24) 
 
Its value varies from 0 (complete equality) to 1 (complete inequality).  G = 0 would be when everyone 
has the same wealth, and G = 1 when one person has all the wealth.  The analogy to our situation will be 
such that 𝑥𝑖 instead represents the percentage increase of employment of job 𝑖 as a result of automation 
of the top 5 jobs, and there are 𝑛 jobs.  Here, G = 0 would be when all jobs have the same increase in 
percentage, and G = 1 when there is only one job that was increased as a result of automation and the 
remaining n-1 jobs were unaffected. 
 
 
Figure 13 Gini coefficients for all metropolitan and rural cities. 
 
We calculate the Gini coefficient for both the metropolitan and rural cities to determine how the 
impact of automation may vary.  As shown in Figure 13, all of the rural areas seemed to yield a higher Gini 
coefficient than all of the metropolitan areas. 
 
3.6 Overview & Discussion 
In terms of the general distribution, the rural areas had a few noticeable spikes occasionally 
throughout the job distribution while the other values were negligibly small.  For the metropolitan areas, 
however, the distribution of percentage changes was much smoother throughout the spectrum of jobs.  
One can say that rural areas are less robust to automation than are metropolitan areas.  In big cities, the 
changes are widespread whereas in smaller areas the damage would be more concentrated in specific 
jobs. 
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Other changes we saw were that if a job was listed as one of the top percentage changes in a rural 
area, the same job was not necessarily among the top of the metropolitan area and vice versa.  Because 
cities and rural areas have different job specializations and areas of investment, one can see how this 
makes sense.  The changing of and relationships among jobs differ across regions of the country. 
One anomaly we identified was that for each of the latter years, there were one or two jobs with 
percentage changes three to four times what we had set the limit to be, i.e. 20%.  We deduce this to be 
the result of a cascading effect throughout the network.  When a job is removed and its employment 
distributed, we mark that specific node as visited and proceed to not touch it again.  Although an outlying 
job may have a significant job distance from the automated job, the 20% cap we placed causes any leftover 
people to roll over to the surrounding jobs.  When all other nodes are marked as visited, the last node in 
the sequence bears the burden of the residual employment.  But because we proceed through the 
network both in order of adjacency and job distance, the last node to receive is probably also the least 
affected directly in the real world. 
With rural areas having higher coefficients than metropolitan areas, we can argue that the rural 
areas have a more unequal distribution of job changes, whereas the metropolis has a more equal 
distribution.  This strengthens our previous argument that rural areas are less robust to automation than 
are metropolitan areas.  When the top 5 jobs of a city are automated, the rural areas seem to have a more 
unequal distribution, suggesting the changes were focused in a small subset of jobs.  In metropolitan 
areas, this effect was comparably less, and the changes were somewhat spread out. 
Sun, et al. [17] also tackled this problem of job loss due to automation within small and large 
cities.  Our practices were similar in that both had probability mass functions derived from databases, but 
differed in that while we identified automated jobs in order of employment size, they had used a 
probability of computerization for each job.  Thus we look at a worst-case result whereas they look at an 
average-case assessment.  They discuss how likely a city is to be affected by automation by deriving a 
predictability factor, which outlines that each city should expect between one-half and three-quarters of 
their current employment to be affected.  We take a different approach by first assuming that a certain 
job is automated and then see how the redistribution of its unemployed affects the surrounding related 
jobs.  While both omit the possibility of job creation as a result of automation, we emphasize the different 
impact automation has across cities and conclude that larger cities are more robust to automation. 
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4. Conclusion 
Shown in the clustering coefficient, all-pairs distribution, Kullback-Leibler divergence, and the Gini 
coefficient from our automation model, rural areas have both less employees and fewer jobs than 
metropolitan areas, leading to greater job distances and dissimilar job distributions to other rural areas.  
Large cities, on the other hand, have more people and a diverse pool of occupations.  From this, we infer 
that rural areas are much more susceptible to automation than are metropolitan areas.  While a 
metropolis may have more jobs that are affected, the damage to any single job will be far greater in a 
rural area (with our assumption that the automated job is within the top 5 most employed jobs for that 
city). 
In the future, as with the Gini coefficient, we may calculate the Shannon entropy for each city that 
would represent the predictability of its automation.  A higher value would represent more 
unpredictability and we can rank the cities in terms of robustness to automation based on this Shannon 
entropy. 
When modeling the change and redistribution of employees in our automation model, we 
assumed our network was a closed setting such that there is no in/outflow of capacity to an exterior 
source.  But in the real world not everyone is successfully transferred from one job to another.  An 
extension we can consider is to create a separate pool for the unemployed, and identify the probability 
that someone may end up unemployed.  Then our model would more accurately represent the workforce 
as it is. 
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