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Abstract 
An ordered binary decision diagram (OBDD) is a graph representation of a Boolean function. 
In this paper, the size of ordered binary decision diagrams representing threshold functions is 
discussed. We consider two cases: the case when a variable ordering is given and the case 
when it is adaptively chosen. We show 1) 0(2”!‘) upper bound for both cases, 2) R(2”j2) lower 
bound for the former case and 3) R(n2 &12) lower bound for the latter case. We also show some 
relations between the variable ordering and the size of OBDDs representing threshold functions. 
1. Introduction 
It is a very fundamental problem to represent and manipulate Boolean functions 
efficiently. Many data structures have been studied, such as truth tables, Boolean for- 
mulae, Boolean circuits, etc. An ordered binary decision diagram (OBDD) [ 1,3] is a 
directed acyclic graph representing a Boolean function, and is considered as a restricted 
branching program. OBDDs have the properties that many practical Boolean functions 
are represented in feasible size, that Boolean operations are executed efficiently, and 
that there exist canonical representations when the variable ordering is fixed. According 
to these good properties, OBDDs are widely used in many applications especially in 
computer-aided designs of logic circuits. 
For any data structure, most of the Boolean functions cannot be represented in 
polynomial size. It is natural to ask which functions can be or cannot be represented 
by OBDDs of small size. For example, it is shown that the nth bit of the output of 
an n-bit binary multiplier cannot be represented by an OBDD of polynomial size [4]. 
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The class of Boolean functions which can be represented by polynomial size OBDDs 
has also been studied [9,15]. 
For some classes of Boolean functions, estimations on the size of OBDDs sufficient 
to represent any function in the classes of Boolean functions is shown in [14]. Tight 
lower bounds are proved for linear functions and symmetric functions, which are O(n) 
and @(n2), respectively, where n is the number of variables of the Boolean functions. 
For monotone functions and self-dual functions, exponential lower bounds are proved 
by counting argument. These lower bounds are fi(2n’2/n) and R(2”/n), respectively. 
As an upper bound for all Boolean functions is 0(2n/n) [IO], the bound for self-dual 
functions is tight. 
In this paper, we consider the size of OBDDs sufficient to represent any threshold 
function. A threshold function is a Boolean function whose output is defined by whether 
the sum of weighted inputs is larger than a threshold value or not. Because of the im- 
portance of threshold functions, many theoretical approaches have been made, such as 
the number of threshold functions [ 171, the maximum weight of threshold functions 
[l 11, realization of a Boolean function by a network of threshold functions [12]. 
On the size of OBDDs representing threshold functions, no non-obvious bounds 
are previously known. It is noted in [9] that, when the weights are bounded by a 
polynomial of the number of variables, the size of an OBDD has a polynomial upper 
bound. However, it was not shown whether any threshold function can be represented 
by a polynomial size OBDD or not. In this paper, we prove that there exist threshold 
functions which cannot be represented by polynomial size OBDDs. 
The size of an OBDD representing a Boolean function may vary exponentially when 
the variable ordering is changed. For example, the size of an OBDD representing the 
output of an n-bit comparator with inputs x = (xi ,x2,. . . ,xn), y = (~1, ~2,. . . , y,) is lin- 
ear to the number of input variables when the variable ordering is xi yi x2 y2 . . . x, y,. 
However, the size is exponential to the number of input variables when the variable 
ordering is ~1x2 ..’ x, yi y2 “. yn. This suggests that we should treat two cases: the 
case when a variable ordering is given, and the case when any variable ordering can 
be selected adaptively to minimize the size of the OBDD. We show an upper bound of 
0(2”‘2) for both cases. For the former case, we show the tight lower bound of R(2”i2), 
and we show a lower bound of R(n2fiJ2) for the latter case. 
It is important to find a good variable ordering, however it is known to be a very 
difficult problem. In general, it seems to require exponential time to find the optimal 
variable ordering to minimize the OBDD size [5]. On shared OBDDs, this problem is 
proved to be NP-complete [ 161. Hence, there are quite many heuristic approaches to 
lind a good variable ordering e.g. [6,13,8,2]. Although it is difficult to find a good 
variable ordering, it may be easier when we consider a restricted class of Boolean 
functions. For example, on symmetric functions, it is obvious that the size of OBDDs 
does not depend on the variable ordering. 
In this paper, we also consider the relations between the variable ordering and the 
size of OBDDs representing threshold functions. First, we show that the descending 
order of weights is not always the good variable ordering, that is, the size can be 
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exponentially larger compared with the case of the optimal variable ordering. Next, we 
consider some simple operations to change the variable ordering and show their effect 
to the size of OBDDs. 
This paper is organized as follows. In Section 2, definitions of threshold functions 
and OBDDs are given. In Section 3, we investigate upper bounds and lower bounds 
on the size of OBDDs representing threshold functions. In Section 4, we study the 
relation between the size of OBDDs representing threshold functions and the variable 
ordering. Conclusions and future works are noted in Section 5. 
2. Preliminaries 
2. I. Threshold function 
Let x = (x1,x2 ,..., x,) (E {O,l}“) b e a set of variables, and f(x) be a Boolean 
function of IZ variables. f(x) is a threshold function if and only if f’(x) can be 
represented by a set of IZ weights w = (wi, ~2,. . , w,) (E ‘33 “) and a threshold value 





In the following, w, is the weight of a variable xi if it is not particularly specified. 
If a threshold function f (x1 ,x2 , . . .,x,) is represented by ~1, WI,. . , w, and t, f(. , 
Xp, . . .) is represented by WI,. . . , ~~-1, -wp, wp+l,. . , w, and t - wp. As the size of an 
OBDD does not change by the negation of a variable, we can assume without loss of 
generality that all the weights are positive. 
2.2. Ordered binary decision diagram (OBDLI) 
An ordered binary decision diagram (OBDD) [ 1,3] is a directed acyclic graph that 
represents a Boolean function. The nodes of an OBDD consist of variable nodes and 
two value nodes. One of the variable nodes is the source and the value nodes are 
sinks. Two value nodes are labeled by 0 and 1, respectively, and a variable node is 
labeled by a variable. Let label(v) be the label of node V. Each variable node has two 
outgoing edges, which are called a O-edge and a l-edge. Let edgeO(v), edge,(v) denote 
the nodes pointed by the O-edge and the l-edge of node U, respectively. There is a 
total ordering of variables for an OBDD, which is called a variable ordering. On every 
path from the source to a value node, each variable appears at most once according to 
the total ordering. If label(v) is the kth element of the variable ordering, we say that 
k is the level of u and denote level(u) = k. 
The value of the function is given by traversing from the source to a value node. 
At a variable node, one of the outgoing edges is selected according to the assignment 
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to the variable. The value of the function is 0 if the label of the value node is 0, and 
1 if the label is 1. The Boolean function that is represented by node u, denoted by f”, 
is defined as follows by Shannon’s expansion: 
f” = 
i 
label(v) (if v is a value node), 
label(a) . fedge,(v) + label(u) . fed&,(v) (otherwise). 
An OBDD represents the function represented by the source. 
When two nodes i and j have the same label and represent the same function, 
they are called to be equivalent nodes. An OBDD is called a dense OBDD when 
all the edges from the variable nodes point nodes in the next level. A dense OBDD 
which has no equivalent nodes is called a quasi-reduced OBDD [7]. In terms of 
branching programs, it is called a read-once-only oblivious branching program. When 
edge,(i) = edge,,(i), node i is called to be a redundant node. An OBDD which has no 
equivalent nodes and no redundant nodes is called a reduced OBDD. It is known that 
a Boolean function is uniquely represented by a reduced OBDD or a quasi-reduced 
OBDD, provided that the variable ordering is fixed. In the following, an OBDD means 
a quasi-reduced OBDD unless otherwise specified. Note that a quasi-reduced OBDD 
is the minimum dense OBDD. 
The size S of an OBDD is the total number of nodes. The width of the level 
corresponding to xi, denoted as Wi, is the number of nodes labeled by xi. The width 
W of an OBDD is the maximum of Wi for all i. Wn+l is the number of value nodes 
and equals 2. 
3. Bounds on the size of OBDDs representing threshold functions 
3.1. OBDDs representing threshold functions 
First, we introduce some properties of OBDDs representing threshold functions. We 
define the weight of a path as the sum of weights for variables corresponding to nodes 
whose outgoing l-edges are on the path. The temporary sum of node v for a path is 
the weight of the path from the source to node v. The temporary sum set of node v, 
which is denoted as TS(V), is the set of the temporary sums of node v for all paths 
from the source to node v. The temporary sums of a sink whose label is 1 are at least 
the threshold value. 
Lemma 1. On an OBDD representing a threshold function, for two d@erent nodes 
u, v in the same level, either max TS(v) < min T,!?(u) or max TS(u) < min TS(v) holds. 
Proof. Let fU be the Boolean function represented by node u. Then fU represents a 
threshold function which depends on the variables in levels from level(u) to n and the 
threshold value is t -k (kits). When max TS(u)> minTS(u), fU = 1 for any as- 
signment which makes fU = 1, because the threshold value of fU is smaller than or equal 
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to that of fv from t - maxTS(u) <t - minTS(u). Therefore, maxTS(u)a min TS(u) 
means that fv logically implies fU. 
In the same way, maxTS(u) > minTS(u) means that fU logically implies fC. Thus 
max TS(u)3 min TS(u) and maxTS(u)> minTS(u) means that fU = fL and nodes 
u, u must be the same node. 0 
This lemma means that, on a quasi-reduced OBDD, the temporary sum set can be 
represented by the smallest and the largest temporary sums of the node. The set P of 
all the temporary sums that appear in the nodes of level s + 1 is written as 
P = 
{ I 
c a A C{wt, w12,. , wjs}, XI, is the variable of the ith level 
I &A 
Let ~1, ~2,. . . , pt be all the elements of P arranged in the ascending order. The tem- 
porary sum set whose smallest and largest elements are pi and pj (i < j) is denoted 
as pi N pj. 
Lemma 2. Let pi, pj be temporary sums in level 1 that satisfy pi < pi. If there is 
a path P from the source to a sink that satisjes the following conditions, pi and pj 
must be represented by dtfherent nodes. 
1. The weight of the path P equals t. 
2. The weight of the path P from the source to level 1 equals pi. 
Proof. Let u, u be nodes that represent pi and pi, respectively. Consider the assignment 
defined by P for variables that appear in levels from 1 to n. As fU = 0 and J; = 1 for 
the assignment, u # u. q 
3.2. Upper bounds 
Here we assume without loss of generality that the variable ordering is ~1x2 . .x,. 
That is, W, is the width of level i. 
Lemma 3. On an OBDD representing any n-variable threshold function, the width 
of level i (2<i<n) satisjies Wi< min(2E$-1,2&+i - 1). 
Proof. W, d 2W_1 is obvious. It is true for any OBDD representing any Boolean func- 
tion. Now we prove Wi 6 2 W+l- 1. For a node u of an OBDD representing a threshold 
function, let 
ord(v) = l{u 1 level(u) = level(u),maxTS(u) < minTS(u)}I. 
From Lemma 1, { ord(u) 1 level(u) = i } = (0, 1,2,. . . , Wt - 1). Let sumord(u) = 
ord(edge,(v)) + ord(edge,(v)), then { sumord(u) 1 level(u) = i} ~{0,1,2,...,2(K+i - 
1)). Here, sumord(u) # sumord(u) for any different nodes u, u in the same level. This 
is because ord(edge,(u))<ord(edge,,(u)), ord(edge,(u))dord(edgei(u)), and nodes u, u 
are not equivalent. Consequently, we have Wt < 2W+1 - 1. 0 
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Theorem 4. The width W and the size S of an OEDD representing a threshold 
function satisfy the foi/owiq equations. 
242 (n: even), 
2(“-1)/2 + 1 (n: odd), 
3 x 2n/2 + n/2 - 2 (n: even), 
4 x 2(“-‘)‘2 + (n - 1)/Z - 1 (n: odd). 
Proof. It can be calculated from Wi < min(2’-‘,2’-‘+’ + l), which is easy to see from 
WI = 1, W,+, = 2 and Lemma 3. 0 
3.3. Lower bounds 
In this section, we show lower bounds for two cases. The first one is the tight lower 
bound in the case when a variable ordering is given. 
This lower bound is achieved by the function to compute the carry bit of addition. 
Two n/2-bit binary numbers x = x,/2- 1 . . .x0 and y = y,,/2_ 1 . . . yo are given and the 
output is 1 iff the sum xs y has the carry to the (n/2)th bit. Obviously, it is a threshold 
function. The weights of xi, yi are 2’ and the threshold value is 2”12. It is well-known 
that the size of the OBDD representing this function is exponential to the number 
of variables when the variable ordering is ~0x1 . . .x,/z--l yoyl . . y,/~_ 1. The following 
theorem is obtained by counting the number of nodes of the OBDD. When n is odd, 
it is sufficient to add a variable of weight 1 between x and y. 
Theorem 5. When the variable ordering is$xed, the width and the size of the OBDD 
representing the carry of addition satisfies 
w= 
i 
’ 242 (n: even), 
P-1)/2 + 1 (n: odd), 
3 x s 2”j2 + n/2 - 2 (n: even), = 
4 x 2(“-1)‘2 + (n - 1)/2 - 1 (n: odd). 
The lower bounds in Theorem 5 coincide with the upper bounds of Theorem 4. How- 
ever, since a serial adder needs only three states to compute the sum, this fimction 
can be represented by an OBDD of constant width when the variable ordering is 
~O.YO~lYl . . x,/2-1Yn/2-1. 
Next, we investigate the case when any variable ordering can be chosen to minimize 
the size of the OBDD. 
Definition. Let k be a positive even number. EXP~Z is the k2-variable threshold function 
whose weights wi,i and threshold value t are defined as follows. 
Wi,j = 2’-’ + 2’+k-1 (1 <i, j<k), 
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t = 5 5 wi,,i/2 = k(22k - 1)/2. 
1=I j=l 
The variable corresponding to the weight Wi,j is denoted as xl,j- 
Theorem 6. The tower bound on the width of the OBDD representing EXP, i.~ 
R(2fij2), when my variable ordering is allowed to minimize the width of the OBDD. 
Proof. We prove that the width of the OBDD representing ExPk2 satisfies W >2ki2 
in any variable ordering. Weights of ExPk2 are expressed in 2k-bit binary numbers. 
Exactly, two of the bits are 1, and the other bits are 0. One of the bits which are 
1 is in either of lower k bits, and the other is in either of higher k bits. For each 
i E ( 1,2, _ . . ,2k), there are k weights whose ith bit is 1. The threshold value of ExP~: 
is k/2 times as large as the 2k-bit binary number whose all bits are 1. 
Let Z(i,j) be the level of xi,j. Let I( I) = {i 1 3j I(i,j) < r}, J(I) = { j 1 3i l(i,j) 6 I}. 
Let L be the minimum 1 that satisfies either IZ(l)l = k/2 or 15(1)1 = k/2. Without loss 
of generality, we can assume that II(L)1 = k/2. Let L’ be the minimum 1 satisfying 
IJ(Z)/ = k/2. There are at least 2ki2 paths from the source to nodes in level L+ 1 whose 
weights are different from one another. This is because II(L)1 = k/2 implies that there 
are, in levels from 1 to L, k/2 weights which differ in lower k bits. We show that, for 
any assignment for the variables in levels from 1 to L, we can determine an assignment 
for the remaining variables so that the total sum of weights is exactly the threshold 
value. 
Let 71, p be any permutation tinctions on { 1,2,. , k} which satisfy I(L) = { n(i) / 
1 <i 5: k/2 } and J(L’) = { p(j) / 1 <j <k/2 }. The variables that appear in levels from 
1 to L can be represented as xn(i),p(j) (Z(n(i), p(j))<L). Notice that i,j satisfying 
/(x(i), p(j)) gL also satisfy 1 <i,j <k/2. The assignment for variables x~(~).~(,)( 1 <i, 
j<kk/2, I(x(i),p(j)) > L) is determined arbitrarily. We use, in the rest of this proof, 
only the fact that an assignment for variables Xn(i),p(j) (1 <i, j <k/2) is fixed in some 
way. Using the assignment, we determine the following assignment. 
&(i),p( j) = &(i),p(j-k/2) ( 1 <i<k/2, k/2 + 1 <j<k). 
By this assignment, I{p(j) 1 xn(l),p(j) = l} 1 = k/2 for any i (1 <i<k/2). The assign- 
ment for the rest of variables is 
xn(i),p(j) = Xn(i-k/Z),p( j) (k/2 + 1 d i Gk). 
By this assignment, 1(x(i) 1 Xx(i),p(j) = l} I = k/2 for any j( 1 <j < k). Furthermore, 
l{p( j) I Xn(i),p(j) = l} I = k/2 for any i(k/2 + 1 <i <k). After all, each bit of weights 
is added into the weight of the path exactly k/2 times. This is an assignment to make 
the weight of the path exactly the threshold value. Thus, from Lemma 2, there are 2k’2 
different nodes in level 1, + 1. q 
As the similar discussion holds for levels from k*/4 + 1 to 3k2/4, the following 
lower bound is obtained on the size of the OBDD. 
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Corollary 7. The size of an OBDD representing E~P,, is R(n2fij2), when any variable 
ordering is allowed to minimize the size of the OBDD. 
4. Variable ordering and the size of OBDDs representing threshold functions 
4.1. Descending order of weights 
It is difficult to find the variable ordering that minimizes the size of an OBDD. 
However, when the OBDD represents a threshold function, it seems possible to find 
out some relations between the size of the OBDD and the weights of variables. The 
assignments for variables which have larger weights affect a lot to the sum of the 
weighted inputs. Therefore, it is likely that the size of the OBDD representing a thresh- 
old function is small when the variable ordering is the descending order of weights. 
We prove that this is not always true. That is, we show that there exists a threshold 
function which is represented by an OBDD of polynomial size and, however, requires 
exponential size when the variable ordering is the descending order of their weights. 
Definition. Let n be a positive even number. VARORD~ is the n-variable threshold 




2”12 - 2”-’ (n/2 + 1 <i<n), 
t=k Wi/2 = n2”12/4. 
i=l 
Theorem 8. When the variable ordering is the descending order of their weights, the 
width of the OBDD representing VARORD, is at least ,,/2C,,l4, which is the number of 
combinations to choose n/4 direrent elements from n/2 elements. 
Proof. As the descending order of weights is w,, w,_i . . WI, the variables in levels 
from 1 to n/2 are xj (n/2 + 1 Bi <n). Therefore, the temporary sums obtained by any 
combination of these weights are different from each other. If we select the assignment 
for the rest of variables as xi = X,-i+] (1 <i<n/2), the number of paths whose weights 
are exactly the threshold value is at least n/2C,i4. The reason is that the sum of weighted 
inputs becomes the threshold value if an assignment for exactly a half of the variables 
xi (n/2 + 1 di<n) is 0. Thus, from Lemma 2, there are at least ,,&,,4 nodes in level 
n/2+1. 0 
Theorem 9. VARORD, is represented by an OBDD of width O(n) when the variable 
ordering is x1 x,, x2 x,,_ 1 . . . x,,p x,,nj2+l. 
Proof. The weights corresponding to nodes in levels 2i - I, 2i (1 d i <n/2) satisfy 
wj = w n-i+, = O(mod2’-‘). This means that the lower i bits of the temporary sums 
never change in levels from 2i + 1 to n + 1. Therefore, it is possible to ignore the bits 
when we calculate temporary sums of level 2i + 1. The temporary sums of nodes in 
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level 2i - 1 are 2”” x j (O<j<i) or 2n/2 x j - 2’-’ (1 <j<i) when we ignore the 
lower bits. Therefore, the number of temporary sums in a level is O(n), which is an 
upper bound of the width. 0 
4.2. Reversed variable ordering 
In the remainder of this paper, we deal with several simple operations to change 
the variable ordering. We assume without loss of generality that the original variable 
ordering is ~1x2.. .x,. Let FVi,S denote the widths and the size of the OBDD in the 
original ordering, and let Wi*,S* denote those after changing the variable ordering. 
In this section, we consider to reverse the variable ordering. The reversed variable 
ordering is similar to the original ordering because, for any variable, the variables in 
adjacent levels are not changed at all. We show that the difference of their sizes is at 
most n - 1, where n is the number of variables. 
Let R, = {wl,w2,. . . , ws} and RI = {ws+ 1, w,+2, . . , w,}. Let P, Q be the sets of 
weights composed of the weights in R,,R$ respectively. That is, 
Let PI,P~,...,PI and ql,q2,..., qm be all the elements of P and Q arranged in the 
ascending order, respectively. If XI , . . .,x, appear in levels 1 to S, P represents all 
the possible temporary sums in level s + 1. ~1, ~2,. . , pt are classified into several 
temporary sum sets by Q. We denote the width of level s + 1 as W~Q because it is 
determined only by P and Q. 
We first consider a more general operation to change the variable ordering. This 
operation makes x,+1,. ,x, appear in levels 1 to II - s and XI,. . . ,x, appear in levels 
n - s + 1 to II. After the operation, Q represents all the possible temporary sums in 
level ?I - s + 1. Let the width of level n - s + 1 after the operation be WQ~. 
Lemma 10. W~Q and W&J have the following relation: 
1. Jf pt<t andq,>t, WQP = WPQ + 1. 
2. If p,>t andq,<t, WQfJ = WPQ - 1. 
3. If PI<& qrn<tor pl>t, qrnat, wQp=%Q. 
Proof. Let pi - p,, pj+l N pk be temporary sum sets of nodes in level s + 1 of 
the original OBDD. We call such nodes adjacent pair of nodes. As pj+l N pk is a 
temporary sum set of a node, the following relation holds for some i’. 
pi+1 + ql’ 3 t, 
Pk +qi’-l ct. 
Note that the second inequality is not necessary when i’ = 1. For all the elements in 
Pjil - pk, qi’ makes the total sum of weights larger than or equal to t, and qir_, 
makes it smaller than t. pi+1 + qm < t never holds because pj+r # pl. 
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Similarly, considering pi-pi, the following relation holds for some j’. 
Pi + q/+1 2t 
(i’ Gj’). 
pj + qj' <t 
Note that the first inequality is not necessary when j’ = m. 
From the above inequalities, we can observe that the following inequalities hold in 
any case: 
4j’ + Pj < C 
qi’ + Pj+l > t. 
This means that, for all the elements in qi/ wq,./, pj makes the total sum of weights 
smaller than t and pj+i makes it larger than or equal to t. That is, after changing the 
variable ordering, qij N qj/ must be represented by a single node in level IZ - s + 1. 
The other equations show that qit _, and qjf+l are represented by different nodes if 
they exist. Consequently, a node in level n - s + 1 after changing the variable ordering 
is determined by an adjacent pair of nodes in level s + 1 of the original variable 
ordering. 
Now we consider the case 1 of the theorem, that is, the case when pi < t and q,,, > t. 
As pi + qm = q,,, 2 t, j’ < m for any adjacent pair of nodes. As pi + q1 = pl < t, 
i’ > 1 for any adjacent pair of nodes. Therefore, II& = (II+,, - 1) + 2 = WPQ + 1. 
Similarly, in case 2, as p1 + qm < t, pi + q1 B t, there are adjacent pairs of nodes 
which make i’ = 1 or j’ = m. In case 3, either i’ = 1 or j’ = m is satisfied for an 
adjacent pair of nodes. q 
Theorem 11. Consider two OBDDs representing the same function whose variable 
orderings are ~1x2 . . . xn_ lx, and x,,x,_ 1 . . .x2x1. Then the d#erence of their sizes is 
at most n - 1. 
Proof. From Theorem 10, 1 K+l - W:1<1 for any s (l<‘s<n - 1). Clearly, Wi = 
IV,* = 1. Then the difference of the size is at most n - 1. 0 
It is easy to see that this relation does not hold for general Boolean mnctions. A 
well-known example is a multiplexer. When data bits are placed in higher levels, the 
OBDD requires exponential size. However, in the reversed variable ordering, control 
bits are placed in higher levels and it can be represented in a polynomial size OBDD. 
4.3. Jump and exchange of variables 
Bollig et al. [2] considered how the size of OBDDs can change by the following 
simple operations on the variable ordering. 
- jump-up(i, j): Move the variable xi to level j (j < i). 
- jump-down(i,j): Move the variable xi to level j (j > i). 
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_ swap(i - 1, i): Exchange two adjacent variables xi-1 and x,. 
_ exchange(i, j): Exchange two variables x, and xi. 
These operations are used in several heuristic algorithms for minimizing OBDDs. They 
showed that the following relations are satisfied on the size of reduced OBDDs repre- 
senting any function. 
_iump-up: , , , s1J2 <s <2,y 
jump-down : S/2 <S* 6 s2, 
swap: s/2 <s* a2s, 
exchange; S1j2 <S* <S2. 
In this section, we consider the case when the variable ordering is changed by the 
above operations on the quasi-reduced OBDDs representing threshold functions and 
show that some of the bounds are improved in this case. 
Theorem 12. The size of the OBDD after the jump-up(i,j) operation satisfies 
Theorem 13. The size of the OBDD after the jump-down(i, j) operation satisfies 
s*<w1 t.. ’ + K + (2K+L? - 1) + ” + (2E5+1 - 1) + FT$+l + . . + W,+j. 
The upper bound for the jump-up(i, j) operation is obtained without considering the 
properties of threshold functions and is essentially the same as that of [2]. Thus we 
show only the proof for the case of the jump-down(i, j) operation. 
Proof of Theorem 13. The variable ordering is changed by the operation as follows. 
(before) xi,. .,xi-l~xi,xl+l,...) Xj-l,Xj,X,+l,. . . ,xn, 
(after) xi ~..~,Xi-l~Xi+l,...,Xj-l,~j,X,,Xj+l,...,~~. 
It is clear that Wf = Wk (k < i - 1, k 2 j + l), because the set of variables in levels 
less than k is not changed by the operation. By the same reason, we have y,*, = Wt. 
Now we consider W,* (i + 2 ,< k <j). Let Ri ,Rz be the following sets of weights. 
RI = {wlr...,wi-l,wi+~~...,w~-l}, R2 = {w~,...,w,}. 
Let P, P’, Q, Q’ be defined as follows using RI, R2. 





Using the notation in Theorem 10, Wk = I+&~)& and W* = WpCQugj. WptpuQ~) isk 
maximized when P is not classified by both Q and Q’ at the same place. Thus, Wk* 
is bounded by Wpe and Wpe/ as follows. 
w,“<(Wp,- l)+(w,,l - 1)+ 1 = wp,+ Wpel - 1. 
As P’ (Q’ resp.) is computed by adding wi to each element of P (Q resp.), Wpe/ = 
W p/e. Moreover, 
@‘Q G ~lW')Q = wk, 
6'Q c Tf’“f”)Q = wk. 
Using the above equations, we have 
As the similar argument is possible for q*, &* Q2I+$+i - 1. Thus, the upper bound 
is obtained. 0 
The upper bound is tight for the following function and jump-down(n/2 + 1, n) 
operation. 
{ 
2”-’ (if idn/2), wi = 
2i--n/2-1 (if i 2 n/2 + I), 
t =~Wj,/2=2”‘2-1. 
i=l 
In this case, the widths of each level of these OBDDs are as follows. 
WC = wk (1 <k<i - 1 = n/2), 
I%, = Wi, 
wk = 2n--k+* + 1 (n/2+3 = i+2<k<n), 
W; = 2n-k+2 + 1 (n/2 + 3 = i + 2 Q k Qn), 
wn72+1 = 2w,+1 - 1. 
We can easily check that 
s* = WI+** . + K/2+1 + @W,/Z+~ - 1) + +p. + (2W$+1 - 1) + W,,,. 
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Corollary 14. The following inequalities hold for the operations on the OBDDs rep- 
resenting threshold -functions: 
jump-up : s/2 <s* < 2s, 
jump-down : S/2 d S* d 2S, 
swap : s/2 <s* d 2s, 
exchange : S/4 d S* d 4s. 
Proof. Upper bounds for the jump-up and jump-down operations are obtained from 
Theorems 12 and 13. In case of the jump-down operation, 
S* < WI + ‘. + W, + (2@+* - 1)+..,+(24+, - l)+V$+, +...+w,+,. 
*PPlY wk G 2 @+ I - 1 for j + 1< k < n and then apply W,, , = 2. Then we have 
The lower bound for the jump-up operation is obtained from the upper bound of the 
jump-down operation because the jump-up operation is the inverse of the jump-down 
operation. The swap operation is a special case of the other operations and the exchange 
operation is realized by executing a jump-up and a jump-down operation. 0 
5. Conclusion 
In this paper, we have studied the size of OBDDs representing threshold functions. 
We have proved exponential upper and lower bounds for representing any threshold 
function. In the case when any variable ordering can be selected to minimize the size 
of OBDDs, there still remains a large difference between the upper and lower bounds. 
In other words, there remains a problem whether the variable ordering can be of help 
to reduce the size even for the worst case. 
We have also clarified several relations between the variable ordering and the size of 
OBDDs. Although it is difficult to find the optimal variable ordering, when we consider 
only threshold functions, it may be computed within polynomial time from the weights 
of variables and the threshold value. It seems to be an interesting problem to find the 
classes of Boolean functions for which it is easy to find a good variable ordering. 
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