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Backlund transformations are used to search for solutions, particularly soliton solutions, of
non-linear differential equations. In this paper we present an invariant geometrical theory of Backlund
transformations for second order evolution equations. The main concept is that of connection defining
the representation of zero curvature for a given partial differential equation. We systematically use the
invariant analytical method of E. Cartan [C1,2] and G.F. Laptev [L1-5]. All differential-geometric
considerations in this paper are local.
We show that the Backlund transformations of a second order evolution equation with one
space variable ( ) 0,,,, =− xxxt zzzxtfz
can be represented in the following form
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where 111
1
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00
1
10 ,,, γγγg  are coefficients of a special connection defining the representation of zero
curvature for the given evolution equation. Notice that  Backlund transformations for evolution
equations are more specific than Backlund transformations for  general equations:( ) ( )2,1,,0,,, == KjizzzxF lkji  (see Remark 1.1).
We prove that any second order evolution equation with one space variable, which admits
Backlund transformations, is of the following form( ) ( ) .0,,,,,, =−⋅−
xxxxt zzxtMzzzxtLz
In a special case, when the equation is of the form( ) ,0, =−− xxxt zzMzz
we  state the problem of existence of standard Backlund  transformations (for which
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10 ,,, γγγg  depend on z and xz  only). It is shown here that any equation of type
( ) ,0, =−−
xxxt zzMzz  which admits standard Backlund transformations, has the following form
( ) ( ) ( ) ( ) .02 =−⋅−⋅−− zzzzzzz
xxxxt ζηξ
We prove that standard Backlund transformations for such equation exist if and only if the equation is
of the form
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                   (Eq1)
or, of the form
             ( ) ( ) ( ) ( ) ( )( ) ( )( ) 02/ =++−⋅−⋅−− ∫− CdzeBzAezzzzFzz zFzFxxxxt ηη ,        (Eq2)
where  .,, constCBA =
It is possible to reduce (Eq1) to the Burgers equation
0=⋅+−
xxxt ZZZZ
by introducing a new dependent variable. Similarly, one can reduce (Eq2), in special case( ) ( )constkkz =≡η , to the linear equation
( ) .0=−+−−− CZBkAZkZZ
xxxt
These results have been partially announced in [R2, RS3].
21.  Introduction.
Traditionally, the concept of Backlund map (and Backlund transformation) is
interpreted in the following way. Suppose we are given a partial differential equation
with n  independent variables ( )nlkjixi ,,1,,,, KK = , their function z and the partial
derivatives K,, lkj zz
                                                 ( ) .0,,,, =Klkji zzzxF                                                (1)
It is customary to define the Backlund map of the equation (1) as a system
                                              ( ) ,0,,,,, =Ψ Klki yzyzxξ                                              (2)
which is completely integrable over y if and only if ( )nxxzz ,,1 K=  is a solution of
the equation (1) (here ,U∈ξ  where U  is some set of indices). If any solution( )nxxyy ,,1 K=  of the system (2) (where ( )nxxzz ,,1 K=  is any pre-assigned
solution of the equation (1)) is at the same time a solution of a differential equation
                                                ( ) ,0,,,, =Φ Klkji yyyx                                              (3)
then the Backlund map of the equation (1) is called the Backlund transformation of
the equation (1) to the equation (3).
Example.  Given the Burgers equation 
                                                 .0=⋅+− xxxt zzzz                                                   ( )/1
Consider the system
                                                 .
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The system ( )/2  is completely integrable over y if and only if ( )xtzz ,=  is a solution
of ( ).1/
Using the second equation of the system ( )/2 , we get ( ).2 cy
y
z x +=  Hence,
( ).22 2 cyyyyyz xxxxx +−=  Substituting the expressions for z and xz  into the first
equation of the system ( )/2 , we get
                                                ( ) .022 2 =⋅+⋅+−
y
y
cy
y
yy x
xxxt                              ( )/3
By choosing new dependent variable 
y
c
Y
2= , we obtain the Burgers equation
                                                         .0=⋅+−
xxxt YYYY         1
The above-mentioned traditional definition of the Backlund map is not
invariant with respect to non-degenerate coordinate changes; moreover, it seems to be
artificial. It turns out that an invariant interpretation is possible in the differential-
geometric setup. In this work we present the invariant theory of Backlund maps for
second order evolution equations, i.e., for equations of the form
3                                                     ( ) .0,,,, =− lkjit zzzxtfz                                       (4)
The main concept of this theory is the notion of connection defining the representation
of zero curvature for the evolution equation (4). The theory of Backlund
transformations is developed here as a special chapter in the theory of connections.
We systematically employ the invariant analytical method of E. Cartan [C1,2] and
G.F. Laptev [L1-5] and, in particular, Laptev’s theory of structural forms of fibred
spaces and connection forms (see [ELOS], or original works of Laptev [L1-5]).
Nowadays this theory is the most powerful method of research in local differential
geometry.
In 1979 F.A.E. Pirani, D.C. Robinson, and W.F. Shadwick [PRS] attempted
to use the theory of connections for their investigation of Backlund transformations;
however, their method was not so effective. In 1999, using the Cartan--Laptev
method, we presented the invariant theory of Backlund maps for general (non-
evolution) second order PDE [RS1,2]. The theory for the evolution equations
presented in this work and the theory for general differential equations that we
elaborated in 1999 have essential differences, although they are analogous in many
respects.
While considering the evolution equation (4), we assume that zxxt n,,,, 1 K
are adapted local coordinates on an ( )−+ 2n dimensional general type bundle E  on a
fibred ( )−+1n dimensional base M  (the variables nxxt K,, 1  are local coordinates on
the manifold M ). We also assume that non-degenerate coordinate changes of the
form ( ) ( ) ( )zxxtzxxtxtt nnnii ,,,,~;,,~;~ 1110 KK +=== ϕϕϕ
are admissible transformations of local coordinates on .E  Notice that these
coordinate transformations do not change the form (4) of the evolution equation.
We say that a section E⊂σ  is a solution of the evolution equation (4) if the
equation (4) is identically satisfied on σ . Notice that any section E⊂σ  can be
defined by an equation of the form ( )nxxtzz K,, 1= . 
Let us briefly describe the structure of the paper. First, in Section 2, we recall
the notion of  connection defining the representation of zero curvature for a partial
differential equation (PDE). Then, in Section 3, we consider the frame bundle of the
first order ER1  on .E  We pick out two factor-manifolds of the manifold ER1 : ER∗
and .ER
∧
∗  Both ER∗  and ER
∧
∗  are the principal bundles over a common base EJ∗ ,
where EJ∗  is some factor-manifold of the 1-jet manifold EJ1 . The Lie groups
( )1+nGL  and ( )1+nSL  are structural groups of RR∗  and ER∧∗  respectively. The
group ( )1+nGL  is a subgroup of the group ( ).1+nGL  The group ( )1+nSL  is a
subgroup of ( )1+nGL  and, at the same time, it is a subgroup of the group ( ).1+nSL  
In Section 4 we study special connections in ER∗  and ER
∧
∗ . These special
connections generate corresponding connections in associated bundles ( )ERF ∗  and


 ∧∗ ERF  with a typical fibre F  (and, in particular, in associated bundles with a one-
dimensional typical fibre). Notice (see Lemma 3.1) that if 1=n , then the bundle
4( ) ( )1dim =∗ FERF   does  not  exist;  in this case  only  the  bundle
( )1dim =


 ∧∗ FERF  exists.
In Section 5 we introduce the concept of Backlund connection corresponding
to an evolution equation with one space variable( ) .0,,,, =−
xxxt zzzxtfz
A connection in associated bundle ( )1dim =

 ∧∗ FERF  is called a Backlund
connection if it is generated by a special connection defining the representation of
zero curvature.
The Pfaff equation
,0~ =
σ
θ
where 
σ
θ~  is the connection form for a Backlund connection considered on a section
,E⊂σ  is completely integrable if and only if the section E⊂σ  is a solution of the
evolution equation (it is assumed that E⊂σ  is fixed). This Pfaff equation is
equivalent (under a special choice of the principal forms) to a system of PDEs, which
is traditionally called the “Backlund transformation” of (1). Yet, we prefer to use a
slightly different terminology: we call this new system the Backlund system. We
prove that the Backlund system for the second order evolution equation is of very
special form (Theorem 1):
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where 111
1
10
1
00
1
10 ,,, γγγg  are coefficients of the special connection in ( )1=∧∗ nER
that define the representation of zero curvature (considered on the lifted section
EJ11 ⊂σ  corresponding to the fixed section E⊂σ ).
Remark 1.1.  It is known [RS1,2] that the Backlund system for a general PDE( ) ( )2,1,,0,,, == KjizzzxF lkji
can be written in the form ( ),2,121122 =Γ−Γ+Γ= iyyy iiii
where 21
1
2 ,, iii ΓΓΓ  are the coefficients of a special connection defining the zero
curvature representation for this PDE. By choosing new dependent variables in a
convenient way one can transform this system to the system
( ),2,11 2112 =Γ⋅−Γ+Γ= − ieCeCY iYiYii
where 0≠C  is a constant, or to the system ( ) ( ).2,1cossin 21122112 =Γ+Γ⋅−Γ⋅+Γ−Γ= iXXX iiiiii
We see that when a given PDE is an evolution PDE, the Backlund system is more
special: in this case the differential structure on the manifold E  is different from the
differential structure on E  in the general case.
5In Section 6 we prove (Theorem 2) that any second order evolution equation
with one space variable, that admits a Backlund transformation, is of the following
form ( ) ( ) .0,,,,,, =−⋅−
xxxxt zzxtMzzzxtLz
In Section 7 we consider a special case where the evolution equation is of the
form ( ) .0, =−− xxxt zzMzz
For such equations we state the problem of existence of standard Backlund
transformations (for which 111
1
10
1
00
1
10 ,,, γγγg  depend on z and xz  only). It is proved
(Theorem 3) that any equation of type ( ) 0, =−−
xxxt zzMzz , that admits standard
Backlund transformations, has the following form
( ) ( ) ( ) ( ) .02 =−⋅−⋅−− zzzzzzz
xxxxt ζηξ
Then, in Theorem 4, we prove that such equation admits standard Backlund
transformations if and only if it is of the form (Eq1) or (Eq2). We notice (Remark 7.4)
that it is possible to reduce (Eq1) to the Burgers equation .0=⋅+−
xxxt ZZZZ  We
also show (Remark 7.5) that (Eq2), in the special case ( ) conskz ==η , can be
reduced to the linear equation ( ) .0=−+−−− CZBAkZkZZ
xxxt  The Backlund
systems for (Eq1) and (Eq2) have the form (35) or the form (36) respectively (see
Remark 7.6).
2.  Connections in the associated bundles generated by connections defining
representations of zero curvature.
Let EJr  be the manifold of holonomic EMBEDr-jets of local sections of a
manifold E , and let B  be a factor-manifold of EJr  for some r (or maybe
EJB r= ). Recall that a connection in the principal bundle ( )GBP ,  is called a
connection defining the representation of zero curvature for a given evolution
equation (4) if its curvature forms vanish on the solutions E⊂σ  (more exactly, on
the corresponding lifted sections of the solutions E⊂σ ) of the equation (4) and only
on them.
Any connection in the principal bundle ( )GBP ,  generates a connection in the
associated bundle ( )( )GBPF ,  with typical fibre ,F  where F  is the representation
space of the structural group .G  In particular, we consider generated connections in
associated bundles with one-dimensional typical fibres.
Recall that a differential equation defining a 1-dimensional representation of
Lie group G  has the form
( ) ,0=⋅− AA XdX ωξ
where Aω  are the invariant structural forms of the group ( ).dim,,1,, GBAG KK =
Coefficients ( )XAξ  satisfy Lie identities
                                            ;ACBAB
C
C
B C
dX
d
dX
d ξξξξξ =⋅−⋅                                        (5)
here ACBC  are the structural constants of the Lie group G . The set of the fibred forms
of ( )( ) ( )1dim, =FGBPF  consists, as well-known (see for example [ELOS]), of a
form
6( ) .AA YdY ωξθ ⋅−=
Here Aω  are the fibred forms in ( ),,GBP  and the coefficients Aξ  satisfy Lie
identities (5). Let a connection in the associated bundle ( )( ) ( )1dim, =FGBPF  is
generated by a connection in the principal bundle ( ).,GBP  Then the set of the
connection forms in ( )( ) ( )1dim, =FGBPF  consists of a form
( ) ,~~ AA YdY ωξθ ⋅−=
where Aω~  are the connection forms in ( ).,GBP  The form θ~  satisfies the structural
equation
,
~
~~ A
A
AA
dY
d
d Ω−

 ⋅−∧= ξωξθθ
where AΩ  are the curvature forms for the connection in ( ).,GBP
Remark 2.1.  Suppose a connection in ( )( ) ( )1dim, =FGBPF  is generated by a
connection in ( )GBP ,  defining the representation  of zero curvature for the  evolution
equation (4). Then Pfaff equation
0~ =
σ
θ
considered  on any  section E⊂σ  is completely integrable if and only if the section
E⊂σ  is a solution of equation (4) (it is understood that E⊂σ  is fixed).
3. The principal bundles ER∗ , ER
∧
∗  and  bundles associated with them.
Let us consider the sequence of jet bundles .,, 21 KEJEJ  Denote the
adapted local coordinates of EMBED r-jet manifold EJr  by ,,,
1
∧∧
∧
αii
i pzx
K
 where
r,,1K=α  ( ∧∧
αii
p
K1
 are symmetric by subscripts). Here nji ,,1,0,, KK =∧∧  and
.
0 tx =  In particular, ji ppzx ,,, 0
∧
 are the local coordinates on 1-jet manifold .1EJ
The same variables with the exception of ,0p  i.e. variables ,,, j
i pzx
∧
 are the local
coordinates of another manifold ,1 EJ
∗
 which is a factor-manifold of .1EJ
For any section E⊂σ , defined by the equation ( )nxxtzz ,,, 1 K= , one can
consider the lifted sections ( )K,2,1=⊂ rEJrrσ defined by the equations( ) ( ).,,1;,,,
11
1
rzpxxtzz
iiii
n KK
KK
=== ∧∧∧∧ α
αα
The following is a somewhat more general form of the equation (4) :
                                              ( ) .0,,,,0 =− lkji ppzxtfp                                            (6)
On the lifted section EJ22 ⊂σ  of E⊂σ  the equation (6) has form (4).
Let 110 ,,,, +nn ωωωω K  be the principal forms of the manifold .E  They
satisfy the structural equations
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When we consider the regular prolongation of these equations (see [L3] to get
acquainted with this procedure), a sequence of the structural forms of frame bundles
of various orders appears. The set of structural forms of the first-order frame manifold
ER1  contains the forms .,, 11 ++ ∧
∧
n
j
ni ωωω  These forms are also the principal forms of
the 1-jet manifold .1EJ  The same forms with the exception of ,10
+nω  i.e. the forms
,,,
11 ++∧ n
j
ni ωωω  are the principal forms of .1EJ
∗
One can pick out factor-manifolds ER∗  and ER
∧
∗  of the first-order frame
manifold ER1  so that:
• The forms ijinjni ωωωωωω ,,,,, 00011 ++
∧
 are the structural forms for the manifold
ER∗ ;
• The forms 00011 ,,,, ωδωωωωω ijijinjni −++
∧
 are the structural forms for the manifold
ER
∧
∗ .
Both ER∗  and ER
∧
∗  are the principal bundles over the common base EJ
∗
1 . If a point
of the base EJ
∗
1  is fixed, the fibred forms of ER∗ , i.e., the forms ij
i ωωω ,, 000 ,
become the invariant structural forms of the  Lie group
( ) ( ) ( )( )111 +⊂++ nGLnGLnGL . The group ( )1+nGL  is the structural group of
ER∗ . Similarly, if a point of the base EJ
∗
1  is fixed, then the fibred forms of ER
∧
∗ ,
i.e., the forms 000 , ωδωω ijiji − , become the invariant structural forms of Lie group
( )1+nSL  ( ( ) ( )11 +⊂+ nGLnSL  and, at the same time,  ( ) ( )11 +⊂+ nSLnSL ).
Let us consider the associated bundles ( ) ( )1dim =∗ FERF  and
( )1dim =

 ∧∗ FERF .
LEMMA  3.1.  One-dimensional representations of the Lie group ( )11+GL  do not
exist.  So, if 1=n , then the bundle ( ) ( )1dim =∗ FERF  does not exist.
PROOF:  The proof is via reductio ad absurdum. Suppose that there is a 1-
dimensional representation of ( )11+GL . Recall that the structural equations of
( )11+GL  are of the form
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note that the invariant structural forms of the group ( )11+GL  (i.e., forms
1
1
1
0
0
0 ,, ωωω ) can be replaced  with the forms 1000110011 ,, ωωωωω −+ . The forms
0
0
1
1
1
0 , ωωω −  are at the same time the invariant structural forms of the group
( ) ( ).1111 +⊂+ GLSL  Each of the forms 00110011 , ωωωω −+  (or their linear
combination with constant coefficients) can be considered as the invariant structural
form of  the 1-dimensional Lie group ( ).111 +⊂ GLG  The differential equation
defining the 1-dimensional representation of  ( )11+GL  mus t be of the form
               ( ) ( ) ( ) ( ) ( ) .00011001110 =+⋅−−⋅−⋅− ωωζωωηωξ YYYdY                            (7)
We claim that ( ) 0≠Yζ   here. Really, if ( ) ,0=Yζ  then the differential
equation (7) is of the following form( ) ( ) ( ) ,0001110 =−⋅−⋅− ωωηωξ YYdY
and this differential equation does not define the representation of 3-dimensional
group ( )11+GL  (it defines the representation of the 2-dimensional group
( ) ( )1111 +⊂+ GLSL , if ( ) 0≠Yξ , or the representation of 1-dimensional group 1G , if( ) 0=Yξ ). EMBEDDATEdd/MM/yyyy HH:mm:ss
The coefficients ( ) ( ) ( ) 0,, ≠YYY ζηξ  must satisfy the Lie identities
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One can rewrite these equations as follows
                                                .,0
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Yddd
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                                           (8)
As 0== ζ
η
ζ
ξ dd , we have
                                   ( ).,, constBABA === ζηζξ                            (9)
Substituting (9) into the third equation of the system (8) we get, in light of 0≠ζ , 
.0=A
Therefore, the differential equation (7) has the following form
9( ) ( ) ( ){ } ,000110011 =++−⋅− ωωωωζ ABYYd
and it does not define a 1-dimensional representation of group ( )11+GL : it defines a
1-dimension representation of group 1G .
This contradiction concludes the proof.       1
Remark 3.1.  If 1=n , one can represent  fibred form in 

 ∧∗ ERF  ( )1dim =F  as
follows
                              ( ) ( )[ ] ( )( ),0100011 ≠−−+⋅= YydyY ξωωωξθ                         (10)
where y is an antiderivative of the function ( )Yξ
1− .
It is obvious that if 1=n , the fibred form θ  in 

 ∧∗ ERF  ( )1dim =F  has the
following representation ( ) ( ) ( ) ( )( ).0001110 ≠−⋅−⋅−= YYYdY ξωωηωξθ
In this case the Lie identities are as follows
( )
( )
( ) .Y
Yd
Y
dY
ξ
η
ξ −=
Hence, (10) easily follows.       1
4.  Special connections in ER∗  and ER
∧
∗ . Connections in 

 ∧∗ ERF  ( )1dim =F
generated by special connections in ( )1=∧∗ nER .
In ER∗  and ER
∧
∗  one can consider special connections, i.e., connections for
which all connection coefficients, except for coefficients of nωωω ,,, 10 K ,EMBED
are equal to zero. The class of special connections stands out invariantly [R1]. In the
case 1=n  the connection forms corresponding to the special connections in ER∗
(denoted by 11
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~
,
~
,
~ ωωω ) can be described by the system
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and the connection forms corresponding to the special connections in ER
∧
∗  (denoted
by 11
1
0
~
~
,
~
~ ωω ) can be described by the system
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If ,, 10 dxdt == ωω  one can assume, that 0111000 === ωωω . In this case
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EMBED
Remark 4.1.  Let 1=n . To define a special connection in ER∗  it is necessary and
sufficient to define a special connection in .ER
∧
∗
Really, it is easy to verify that if a special connection in ( )1=∗ nER  with the
connection coefficients 111
1
10
1
00
0
00 ,,, ΓΓΓΓ  is given, then one can define the special
connection in ( )1=∧∗ nER  with the connection coefficients:
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Conversely, if a special connection in ( )1=∧∗ nER  with the connection
coefficients 111
1
10
1
00
1
10 ,,, γγγg  is given, then one can define the special connection in
( )1=∗ nER  with the connection coefficients:
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=Γ=Γ
=Γ−=Γ g
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Special connections in principal bundles ER∗  and ER
∧
∗  generate connections
in associated bundles ( )ERF ∗  and 

 ∧∗ ERF  with the typical fibre F  (and, in
particular, in the associated bundles with a 1-dimensional typical fibre). Notice that if
1=n , the bundle ( ) ( )1dim =∗ FERF  does not exist (see Lemma 3.1).
In this work we shall consider a connection in the associated bundle 

 ∧∗ ERF
( )1dim =F  generated by a special connection in ER∧∗  ( )1=n . As follows from
Remark 3.1,  the curvature form corresponding to such connection can be written as
                                          ( ) ( ).~~~~~~ 1011 ωωξθ −+⋅= ydyY                                              (12)
Here, y is an antiderivative of ( )Yξ
1−   ( ( ) 0≠Yξ ). If dxdt == 10 ,ωω ,
011
1
0
0
0 === ωωω , then by (11) the form θ
~
~
 can be described as
                             ( ) ( ) ( )[ ].~~ 110111100110 dxydtgydyY γγγξθ +−−+−−⋅=                   (13)
11
Backlund connections and Backlund maps.
Suppose a connection in the associated bundle 

 ∧∗ ERF   ( 1dim =F ) is
generated by a special connection in ER
∧
∗  defining the representation of zero
curvature for the evolution equation (6); then, the former connection in 

 ∧∗ ERF
( 1dim =F ) is called a Backlund connection of the evolution equation (6).
Notice (see Remark 2.1) that if θ~~  is a connection form for the Backlund
connection, then the Pfaff equation
                                                                     ,0
~~ =
σ
θ                                              (14)
considered on a section E⊂σ , is completely integrable if and only if the section
E⊂σ  is a solution of equation (6) (it is understood that E⊂σ  is fixed). The Pfaff
equation (14) defines a mapping that takes each solution E⊂σ  of the equation (6) to
the section 

⊂Σ
∧
∗ ERFσ  ( 1dim =F ), which is a solution of the Pfaff equation (14)
considered on E⊂σ  (if E⊂σ  is fixed). We shall say that this mapping is the
Backlund map corresponding to the evolution equation (6). We call the equation (14)
the Pfaff equation defining the Backlund map.
Consider a Backlund connection corresponding to the evolution equation
with one space variable:
                                                 ( ) .0,,,, 1110 =− ppzxtfp                                         (15)
Let the principal forms of the bundle ER
∧
∗   ( 1=n ) be contact forms
.;;; 11101
11
110
1110 dxpdtpdpdxpdtpdzdxdt −−=−−=== ++ ωωωω
Then, by (13), the Pfaff equation (14) has the following form
                               ( ) ( ) .0110111100110 =+−−+−− dxydtgydy γγγ                             (16)
The coefficients 111
1
10
1
00
1
10 ,,, γγγg  depend on .,,, xzzxt  The Pfaff equation (16) is
equivalent to the system of PDEs
                                         
( ) ( )
( ) ( ) .,,,,,,
,,,,,,,
1
10
1
11
1
00
1
10



+⋅−=
+⋅−=
xxx
xxt
zzxtzzxtyy
zzxtzzxtgyy
γγ
γ
                      (17)
The system (17) is exactly the system (2), which is traditionally called the “Backlund
transformation”, but our terminology is more invariant and, therefore, more natural.
So, the following theorem is valid
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THEOREM  1.  The system (2) defining the Backlund map ( the Backlund system) for
a second order evolution equation with one space variable can always be represented
in the form (17), where 111
1
10
1
00
1
10 ,,, γγγg  are the coefficients of a special connection in
ER
∧
∗   ( 1=n ) defining the representation of zero curvature for the evolution
equation.
6. Necessary conditions for existence of a Backlund map for a second order
evolution equation with one space variable.
Let us consider second order evolution equations with one space variable,
i.e., equations of the form (15). Ask the following question. What evolution equations
of form (15) admit connections defining the representations of zero curvature (and
therefore admit Backlund maps)? 
Let us examine the structural equations of a special connection in ER
∧
∗
( 1=n ) (we assume that principal forms are contact). These equations can be written
in following form (dots denote the sum of terms that contain the external products of
the principal forms different from dxdt∧ )
                                     ,
2
~
~
,2
~
~
~
~
~
~
10
1
1
1
100
1
1
1
0
1
0



+∧=
+∧=∧−
K
K
dxdtd
dxdtd
ρω
ρωωω
                              (18)
where
.
2
,2
1
10
1
10
1
11
1
00
11
1
1
00
10
1
1
10
1
1
00
0
1
10
1
00
1
101
100
11
1
1
10
10
1
1
11
1
1
10
0
1
11
1
10
1
11
10







⋅+⋅−
−⋅∂
∂−⋅∂
∂+⋅∂
∂−⋅∂
∂+∂
∂−∂
∂=
⋅∂
∂−⋅∂
∂+⋅∂
∂−⋅∂
∂+∂
∂−∂
∂=
g
p
p
p
p
p
z
p
zxt
p
p
g
p
p
p
z
g
p
zx
g
t
γγγ
γγγγγγρ
γγγρ
               (19)
Notice that 10ρ  and 1 100ρ  are the components of a tensor (this tensor is a subtensor of
the curvature tensor).
It is well known that if the forms 111
1
,,,,
+++
∧∧∧
∧
n
ii
n
j
ni
kK
K ωωωω  are contact, then
the lifted sections EJkk 11 −− ⊂σ of the sections E⊂σ (and only the sections
EJkk 11 −− ⊂σ ) are the integral manifolds of the Pfaff system
.0111
1
==== +++ ∧∧∧ n
ii
n
j
n
kK
K ωωω
So, on the lifted section of any section E⊂σ  the equations (18) have the form
.
2
~
~
,2
~
~
~
~
~
~
10
1
1
1
100
1
1
1
0
1
0



∧=
∧=∧−
dxdtd
dxdtd
σ
σ
ρω
ρωωω
Here the coefficients 
σσ
ρρ 101 100 2,2  satisfy the equations (19) under the condition
                           .,,, 111010 xxxtxt zpzpzpzp ====                       (20)
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Curvature forms vanish on the section E⊂σ  if and only if
                                                .0,0 1 10010 ==
σσ
ρρ                                           (21)
The system (21) is a system of the form
                
( )
( )
.
0,,,
,0,,,
111
11
1
1
00
1
1
10
1
10
1
1
10
1
1
11
1
11







=+⋅∂
∂−⋅∂
∂+⋅∂
∂
=+⋅∂
∂−⋅∂
∂+⋅∂
∂
===
===
xxx
zp
xt
zp
t
zp
xxx
zp
xt
zp
t
zp
zzxtVz
p
z
p
z
z
zzxtUz
p
g
z
p
z
z
xxx
xxx
γγγ
γγ
     (22)
The special connection in ER
∧
∗   ( 1=n ) defines a representation of zero
curvature for the equation (15) if and only if the system (21) is equivalent to the
equation (15). This equivalence holds  if and only if we can get  the first equation of
the system (22) by multiplying the equation (15) by 
z∂
∂ 111γ , and get the second
equation of the system (22)   by multiplying (15) by 
z∂
∂ 110γ . So, the equation (15) must
be of the form
                               ( ) ( ) 0,,,,,, =−⋅−
xxxxt zzxtMzzzxtLz ,                                   (23)
and the coefficients 111
1
10
1
00
1
10 ,,, γγγg  must form a solution of the PDE system
                            











⋅−⋅+∂
∂+∂
∂−⋅∂
∂=∂
∂⋅
∂
∂=∂
∂⋅
∂
∂+∂
∂−⋅∂
∂=∂
∂⋅
∂
∂=∂
∂⋅
=∂
∂=∂
∂
1
10
1
10
1
11
1
00
1
00
1
10
1
1
00
1
10
1
1
00
1
10
1
10
1
11
1
1
10
1
11
1
1
10
1
11
1
1
10
1
1
11
,
,
,
,0
g
xt
p
zz
M
pz
L
x
g
t
p
z
g
z
M
p
g
z
L
pp
γγγγγγγ
γγ
γγ
γ
γγ
           (24)
under the additional condition
                                               .0
21
10
21
11 ≠



∂
∂+



∂
∂
zz
γγ
                                             (25)
Thus, the following theorem holds:
THEOREM  2.  Any second order evolution equation with one space variable, which
admits a Backlund map, is of the form( ) ( ) ,0,,,,,, =−⋅−
xxxxt zzxtMzzzxtLz
and the Backlund maps exist if and only if the system (24) has a solution under the
condition (25).
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Remark 6.1.  Notice the coefficients 110γ  and 111γ  do not depend on 1p  (see  the first
equations of the system (24)).
7.  The problem of existence of Backlund transformations for evolution equations
of the form ( ) ( ) 0,, =−⋅−
xxxxt zzMzzzLz .
Suppose we are given a special connection in ER
∧
∗   ( 1=n ) defining the
representation of zero curvature for the evolution equation (23). If the coefficients
1
11
1
10
1
00
1
10 ,,, γγγg  depend only on z and 1p , we say that this connection is standard.
Remark 7.1.  If the special connection is standard, then the coefficients 111γ  and 110γ
are the functions of  z only, as they do not depend on 1p  (see Remark 6.1).
Remark 7.2.  If there exists a standard connection for the equation (23), then this
equation is of the form
                                   ( ) ( ) .0,, =−⋅−
xxxxt zzMzzzLz                                            (26)
It is warranted by the form of the system (24).       1
We say that a Backlund map is standard if it corresponds to a standard
connection. A standard Backlund map is defined by a Backlund system of the form
                                     
( ) ( )
( ) ( ) 


+⋅−=
+⋅−=
zzyy
zzzzgyy
x
xxt
1
10
1
11
1
00
1
10 ,,,
γγ
γ
,                                     (27)
under the additional condition
                                            .0
21
10
21
11 ≠


+



zd
d
zd
d γγ
                                             ( /25 )
Remark 7.3. A standard Backlund map is always a Backlund transformation.
It follows from ( /25 ) and the second equation of the system (27) that( )
x
yyzz ,= . Hence ( )
xxxxx
yyyzz ,,= . Substituting the expressions for z and 
x
z
into the first equation of the system (27), we obtain a second order evolution equation
in y.      1
In this work we solve the problem of existence of the standard Backlund
transformations for the evolution equation (26) in the special case of ( ) 1, 1 ≡pzL , i.e.,
for the equations
                                            ( ) .0, =−−
xxxt zzMzz                                                  (28)
Let us first prove the following theorem:
THEOREM  3.  Any equation of type (28), that admits a standard Backlund
transformation, is of the form
                         ( ) ( ) ( ) ( ) .02 =−⋅−⋅−− zzzzzzz
xxxxt ζηξ                                       (29)
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Moreover, if ,0
1
11 ≠
zd
dγ
 then ( ) 0=zζ .
PROOF:  By Theorem 2 (and Remarks 7.1 and 7.3), an evolution equation of type
(28) admits a standard Backlund transformation if and only if the PDE system (24),
where 1=L  and ( )1,pzMM = , has a solution for which ( )1110110 ,pzgg = ,
( )1100100 ,pzγγ = ,  ( )z110110 γγ = ,  ( )z111111 γγ = , and, moreover, the condition ( /25 )
holds. This PDE system has the following form
                               .
,
,
,
1
10
1
10
1
11
1
001
1
00
1
10
1
1
00
1
10
1
1
10
1
11
1
1
10
1
11









⋅−⋅+⋅∂
∂=⋅
∂
∂=
⋅∂
∂=⋅
∂
∂=
gp
zzd
d
M
pzd
d
p
z
g
zd
d
M
p
g
zd
d
γγγγγ
γγ
γ
γ
                             (30)
If the system (30) has a solution, then it is possible that for this solution
0
1
11 ≠
zd
dγ
 (the case 1) or 0
1
11 =
zd
dγ
 (the case 2). Let us treat these cases separately.
Case 1.  Let be 0
1
11 ≠
zd
dγ
; then we have (see the first equation of the system (30))
                                                ( ).1
1
111
10 zp
zd
d
g ϕγ +⋅=                                                 (31)
Here ( )zϕ  is some function.
Substituting (31) into the second equation of the system (30), we get
( ) .1
11
112
12
1
11
211
11 p
zd
d
zd
d
p
zd
d
zd
d
M ⋅⋅


+⋅⋅


=
−− ϕγγγ
Hence, in the Case 1
( ) ( ) ( ) 121 pzpzM ⋅+⋅= ηξ , 
where    ( ) ,2
1
11
211
11
zd
d
zd
d
z
γγξ ⋅


=
−
    ( ) .
11
11
zd
d
zd
d
z
ϕγη ⋅


=
−
Case 2.  Let  0
1
11 =
zd
dγ
; then it follows from ( /25 ) that .0
1
10 ≠
zd
dγ
In this case
                                                 consa ==111γ ,                                                        (32)
and, moreover (see the first and the second equations of the system (30)),
.0
1
1
10
1
10 =∂
∂=∂
∂
p
g
z
g
16
Therefore,
                                                        .110 constbg ==                                                 (33)
From the third equation of the system (30) it follows that
                                                   ( ),1
1
101
00 zp
zd
d ψγγ +⋅=                                            (34)
where ( )zψ  is some function.
Substituting (32), (33), and (34) into the fourth equation of the system (30), we get
( ) ( ).110
11
10
1
11
102
12
1
10
211
10 γψγψγγγ ba
zd
d
pa
zd
d
zd
d
p
zd
d
zd
d
M −⋅


+⋅







+⋅


+⋅⋅


=
−−−
Hence, in the Case 2
( ) ( ) ( ) ( )zpzpzM ζηξ +⋅+⋅= 121 , 
where     ( ) 2
1
10
211
10
zd
d
zd
d
z
γγξ ⋅


=
−
,     ( ) a
zd
d
zd
d
z +⋅


=
− ψγη
11
10 ,
( ) ( ).110
11
10 γψγζ ba
zd
d
z −⋅


=
−
We therefore see that the Theorem 3 is valid.      1
We are interested in the following two equations
( )
( ) ( ) ( ) ( )( ),00 /2/
//
≠=⋅−⋅−− zzzz
z
z
zz
xxxxt ηηη
η
                                           (Eq1)
( ) ( ) ( ) ( ) ( )( ) ( )( ) ,02/ =++−⋅−⋅−− ∫− CdzeBzAezzzzFzz zFzFxxxxt ηη                (Eq2)
where consCBA =,, ; here ( )( ) ( )∫ + zdeBzA zFη  is an arbitrary chosen
antiderivative.
Remark 7.4.  Equation (Eq1) can be reduced to the Burgers equation ( /1 ) in Z ,
0=⋅+−
xxxt ZZZZ
by the substitution ( ).zZ η−=
Remark 7.5.  In the special case where ( ) kz ≡η  the equation (Eq2) has the following
form
            ( ) ( ) ( ) ( ) ( )( ) .02/ =++−−⋅−− ∫− CzdeBkAezkzzFzz zFzFxxxxt            (Eq /2 )
The equation (Eq /2 ) is reduced to the linear equation in Z,( ) 0=−+−−− CZBkAZkZZ
xxxt
by the substitution ( )∫= dzeZ zF ; here ( )∫ zde zF  is an arbitrary chosen antiderivative.
Now we can state
THEOREM  4.  An evolution equation of type( ) 0, =−−
xxxt zzMzz
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admits  a standard Backlund transformation if and only if it is of the form (Eq1) or, of
the form (Eq2).
PROOF:  The proof follows from Theorem 3 and Lemmas A and B (see Appendices
A and B).      1
Remark 7.6.  For (Eq1) the Backlund system has the following form
( ) ( ) ( ) ( )
( ) ( )
,
2
1
,
22
1
2
1
2
1
2
2
22/
1



+

 −⋅+−=


 ++






 

−+⋅⋅+−=
a
a
c
zcyy
a
c
z
a
a
c
zzzcyy
x
xt
η
ηηη
                   (35)
where 21,, cca  are constants ( 0≠a ).
For (Eq2) the Backlund system has the form( ) ( )( ) ( )( )[ ] ( )
( )( ) ,
,
1
2
2



++−=
⋅++−++=
∫
∫
czdecyAy
zecczdeAzcyBAy
zF
x
x
zFzF
t η
                                 (36)
where 21,, ccc  are constants such that 0≠c , and 1ñ , 2ñ  satisfy the relation( ) CcAcBA =++ 212 .
By using (17) and (a10), (a11) from Appendix A, we get (35). Similarly, using
(17) and (b11) from Appendix B we obtain (36).       1
Remark 7.7.  The transformation (35) takes the equation (Eq1) to the equation 
,02
1
2 =



−
−−⋅−−
cy
ay
a
c
yyy x
xxxt
which is reducible to the Burgers equation ( /1 ) in Z  by the substitution
.
2 2
1



 +−−= a
c
cy
a
Z
Remark 7.8.  The transformation (36) takes the equation (Eq /2 ) to the linear
equation ( ) .02 =−+−−− ccyBkAykyy xxxt
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In appendices A and B we consider the problem of existence of a standard
connection corresponding to a given evolution equation of type (29). We investigate
separately the problem of existence a standard connections, for which 0
1
11 ≠
zd
dγ
 (in
appendix A) and 0
1
11 =
zd
dγ
 (in appendix B).
APPENDIX  A.  Standard connections  corresponding to the evolution equations
of type (29) and satisfying .0
1
11 ≠
zd
dγ
EMBED Recall (see Theorem 3) that if ,0
1
11 ≠
zd
dγ
 then the evolution equation
is of the following form
                                      ( ) ( ) ( ) .02 =⋅−⋅−−
xxxxt zzzzzz ηξ                                    (a1)
Recall also that the required standard connection exists if and only if the PDE system
(30) has a solution (under the condition ( ) ( ) ( ) 121 pzpzM ⋅+⋅= ηξ ), for which
0
1
11 ≠
zd
dγ
 (see Theorem 2 and Remarks 7.1 and 7.2).  Let us write up this PDE
system:
                    
( )
( ) ( )
( )
( )( ) ( )
;
,
,
,
1
10
1
10
1
11
1
001
1
00/1
101
2
1
1
1
00/1
10
1
10/1
111
1
1
10/1
11









⋅−⋅+⋅∂
∂=⋅⋅+⋅
∂
∂=
∂
∂=⋅+⋅
∂
∂=
gp
z
pp
p
z
g
p
p
g
γγγγγηξ
γγ
γηξ
γ
                 (a2)
here 
zd
d
zd
d 110
1
11
,
γγ
 are denoted by ( ) ( )/110/111 , γγ  respectively.
It follows from the first and the third equations of the system (a2) that( ) ( )
( ) ( ) ,
,
1
/1
10
1
00
1
/1
11
1
10



+⋅=
+⋅=
zp
zpg
ψγγ
ϕγ
where ( )zϕ  and ( )zψ  are certain functions.
Substituting these expressions into the 2nd the 4-th  equations of the system
(a2), we get
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( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) .
,
1
10
1
11
1
/1
11
1
10
/1
10
1
11
/2
1
//1
101
/1
10
2
1
/1
10
/
1
//1
11
/1
111
/1
11







⋅−⋅+
+⋅⋅−⋅++⋅=⋅⋅+⋅⋅
+⋅=⋅+⋅⋅
ϕγψγ
γγγγψγγηγξ
ϕγγηγξ
pppp
pp
Both sides in these relations are polynomials in 1p . Compare the coefficients
on both sides:
                                              
( ) ( )
( ) ( )
( ) ( ) ( )
( )
.
0
,
,
,
,
1
10
1
11
//1
11
/1
11
1
10
/1
10
1
11
//1
10
//1
11
/1
11
//1
10
/1
10







=⋅−⋅
=⋅
⋅−⋅+=⋅
=⋅
=⋅
ϕγψγ
ϕγη
γγγγψγη
γγξ
γγξ
                  (a3)
Remark A1.  Notice that ( )/110γ  and ( )/111γ  are proportional:
                                               ( ) ( ) ,/1111/110 γγ c=                                                          (a4)
 where constc =1  and, therefore,
                                                
( ) ( )
( ) ( ) .
,
1
/1
111
1
00
1
/1
11
1
10



+⋅=
+⋅=
zpc
zpg
ψγγ
ϕγ
                                       (a5)
PROOF:  This statement follows from the 1st and 2nd equations of (a3). In case of( ) 0/110 =γ  our assertion is evident. Therefore, let ( ) 0/110 ≠γ , and then we have
( )
( )
( )
( ) ./111
//1
11
/1
10
//1
10
γ
γ
γ
γ =
Hence,
( ) ( ) ,lnln //111//110 = γγ
and (a5) holds.           1
Remark A2.  It follows from (a4) that
                                                       ,1111
1
10 ac += γγ                                                   (a6)
where consca =1, , and, moreover,
                                                               .0≠a                                                          (a7)
PROOF:  Since (a6) is evident, it is sufficient to prove (a7). The proof is by reductio
ad absurdum. Assume the converse, i.e., let 0=à . Then
                                                          ,1111
1
10 γγ c=                                                      (a8)
and, in view of  0111 ≠γ , the last equation of (a3)EMBED implies that
20
.1ϕψ c=
Therefore, by invoking (a5), we have
                                                           .1101
1
00 gc=γ                                                    (a9)
If xdtd == 10 , ωω , then by using (a8), (a9), and (11), we get
,
~
~
~
~ 1
11
1
0 ωω c=
The last relation always holds ( not only when xdtd == 10 , ωω ).
So, if 0=a , then the connection forms 1110 ~~,~~ ωω  are linearly dependent. But,
in general, they are independent.  This contradiction concludes the proof.     1
Remark  A3.  In light of Remarks A1 and A2, it follows from (a3) that
                                     ( ) ( ),
2
1
2
21
11 constc
a
c
z =

 −= ηγ                                 (a10)
and, therefore, since ( ) 0/111 ≠γ , we have
( ) .0/ ≠zη
Moreover,
                        
( )
( ) ( ) ( )
( ) ( )
.
4
1
2
1
,
22
1
2
,
2
2
22
1
/1
10
2
2
22
1
/11
00
211
10










 

−+⋅⋅=


 ++






 

−+⋅=
+

 −=
a
c
zpzg
a
c
z
a
a
c
zpz
c
a
a
c
z
c
ηη
ηηηγ
ηγ
       (a11)
PROOF:  Substituting (a6) into the 3rd equation of the system (a3), and taking into
account the 4th equation of (a3), we get( ) .0/1111 =−− ϕγψ ca
Therefore,
                                                     .21
1
11 cca ++= ϕγψ                                            (a12)
Substituting (a6) and (a12) into the last equation of (a3), we obtain
                                                      ( ) .11122111 γγϕ ⋅+=
a
c
                                           (a13)
Furthermore, by considering the fourth equation of (a3) in light of (a13), we get (a10)
(in view of ( ) 0/111 ≠γ ). Therefore,  in light of (a10), (a12), and (a13), we get
                                   
( )
( ) ( )
,
,
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,
4
1
2
2
221
2
22









 ++


 

−=



 

−=
a
c
z
a
a
c
z
c
a
c
z
ηηψ
ηϕ
                       (a14)
and  we get (a11) (cf. (a5), (a6), (a10), and (a14)).         1
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Now we can prove the following lemma.
LEMMA  A.  An evolution equation of type (a1) admits a standard connection (with
the coefficients ( )1110 ,pzg ,  ( )11 00 ,pzγ ,  ( )z110γ , and ( )z111γ , where 0
1
11 ≠
zd
dγ
) if and
only if the equation (a1) is of the form (Eq1). Moreover, the connection coefficients
are defined by formulas (a10), (a11).
PROOF:
1.  Let the equation (a1) admit a standard connection for which 0
1
11 ≠
zd
dγ
. Then, as
follows from Remark A3, ( )z111γ  is defined by (a10), and ( ) 0/ ≠zη . Substituting
(a10) into the second equation of (a3), we get
( ) ( )( ) ./
//
z
z
z η
ηξ =  
So, we see that our evolution equation (a1) is of the form (Eq1). The coefficients 110g ,
1
00γ , 110γ  are defined by (a11).
2.  Conversely, suppose we are given an evolution equation of the form (Eq1).
Consider the system (a2) together with the condition /
//
η
ηξ = . It is easy to verify that
there is a solution of the system (a2) defined by the formulas (a10), (a11). So (see
Theorem 2), an evolution equation (Eq1) admits a standard connection.
This completes the proof of Lemma A.     1
APPENDIX  B.  Standard connections  corresponding to the evolution equation
(29) and satisfying 0
1
11 =
zd
dγ
.
Suppose that a standard connection corresponding to a given evolution
equation of type (29) exists, and, moreover, 0
1
11 =
zd
dγ
. Notice that in this case
0
1
10 ≠
zd
dγ
 (see ( /25 )). Here, it will be more convenient  to write the equation (29) as
follows (we denote ξ  by /F )
                          ( ) ( ) ( ) ( ) .02/ =−⋅−⋅−− zzzzzFzz
xxxxt ζη                                   (b1)
Notice also that 
                                                      consa ==111γ ,                                                (b2)
as 0
1
11 =
zd
dγ
.
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The system (30) (cf. Theorem 2) corresponding to the equation (b1) and
satisfying (b2)  can be written as follows:
                
( )
( )( ) ( )
;
,
,0
,0
1
10
1
10
1
001
1
00/1
101
2
1
/
1
1
00/1
10
1
10
1
1
10









⋅−+⋅∂
∂=⋅+⋅+⋅
∂
∂=
=∂
∂
=∂
∂
gap
z
ppF
p
z
g
p
g
γγγγζη
γγ
                (b3)
here 
zd
d 110γ  is denoted by ( )/110γ .
It follows from the first and the second equations of this system  that
                                                      ,110 constbg ==                                                   (b4)
and from the third equation of (b3)  that
                                                 ( ) ( ),1/110100 zp ψγγ +⋅=                                             (b5)
where ( )zψ  is a certain function.
Substituting (b4) and (b5) into the fourth equation of (b3), we get
( )( ) ( ) ( )( ) ( )( ) .1101/1101/1//110/110121/ γψγψγγζη bpappppF −+⋅+⋅+⋅=⋅+⋅+⋅       (b6)
Both sides in this relation are polynomials in 1p . Compare the coefficients on both
sides (remember that ( ) 0/110 ≠γ )
                                          
( )
( )
( ) ( )
( )
.,
,
1
10
/1
10
//1
10
/
/1
10
//1
10







−=⋅
=⋅−
=
γψγζ
ψγη
γ
γ
ba
a
F
                                                  (b7)
Remark  B1.  It follows from (b7) that
                                          ( )( ),1110 ∫ += czdec zFγ                                                     (b8)
                           ( ) ( )( ) ( )( )[ ],21100 ñzdeazpec zFzF +−+⋅= ∫ ηγ                                 (b9)
where 21,, ñññ  are constants ( 0≠c ).
PROOF:  It follows from the first equation of (b7) that( ) ( ) ,/110 zFec=γ
where 0≠ñ  (remember that ( ) 0/110 ≠γ ). Therefore, (b8) holds.
Substituting (b8) into the second equation of (b7), we get( )( ) ( ) ,/ zFeazc −= ηψ
23
and, hence,
                                          ( ) ( )( ) ( )( ).2∫ +−= czdeazcz zFηψ                                 (b10)
Using (b5), (b8), and (b10), we obtain (b9).         1
Now we are ready to prove the following lemma.
LEMMA  B.  An evolution equation of type (29) admits a standard connection (with
the coefficients ( )1110 ,pzg ,  ( )1100 ,pzγ ,  ( )z110γ ,  ( )z111γ , where 0
1
11 =
zd
dγ
) if and only if
the equation (29) is of the form (Eq2). Moreover, the connection coefficients are
defined by the formulas
                               
( )( )
( ) ( )( ) ( )( ) ;,
,
,
21
10
21
1
00
1
1
10
1
11







−−=
+−+⋅=
+=
=
∫
∫
BAg
czdeAzcpec
czdec
A
zFzF
zF
ηγ
γ
γ
                    (b11)
here 21,, ccc  are constants ( 0≠c ), and 21,cc  satisfy ( ) .212 CcAcBA =++
PROOF:
1.  Let an equation of type (29) admits a standard connection for which 0
1
11 =
zd
dγ
.
Then, by Remark B1, ( )z110γ  and ( )z111γ  are of the form (b8) and (b9)  respectively.
Substituting (b8) and (b10) into the last equation of (b7), we get (in view of 0≠ñ )
( ) ( ) ( )( ) ( )( ),∫ ++= − CzdeBzAez zFzF ηζ
where
                                                     .,
,
12
2



−=
−−=
=
cbcaC
baB
aA
                                                (b12)
So, we see that our evolution equation is of the form (Eq2).
Moreover (see (b12)),
                                                   ,, 2 BAbAa −−==                                      (b13)
and from the last equation of (b12) we get( ) .212 CcAcBA =++  
Formulas (b11) follow from (b2), (b4), (b8), (b9), and (b13).
2.  Conversely, suppose we are given an evolution equation of type (Eq2). Consider
the PDE system (30) under the condition
( ) ( ) ( ) ( ) ( )( ) ( )( ).121/ CzdeBzAepzpzFM zFzF +++⋅+⋅= ∫− ηη
It is easy to verify that there is a solution of this PDE system that is defined by
formulas (b11). So, as follows from Theorem 2, an evolution equation of type (Eq2)
admits a standard connection.This completes the proof of Lemma B.        1
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