Entrepreneurship is a high-risk activity. In the entrepreneurial process, it may cause a significant loss or even bankruptcy for entrepreneurial enterprise if entrepreneurial enterprise cannot prevent and control risk effectively. Therefore, it is very necessary to use scientific and effective methods to estimate and control the early risk of entrepreneurial enterprise. In this paper, the index system of the risk early warning of high-tech entrepreneurial enterprise was built. Then based on artificial neural network theory, the BP neural network model of high-tech entrepreneurial enterprise's risk early warning was established, and the relevant algorithm was proposed too. With good ability of fault-tolerance and adaptability, this model avoids the subjectivity of the man-made interference in the course of risk early warning, which provides a new approach for the risk early warning of high-tech entrepreneurial enterprise. The result of empirical research indicates that the risk early warning model of high-tech entrepreneurial enterprise based on BP neural network is strongly scientific, practical and effective, thus it is worthy being popularized and applied.
INTRODUCTION
With the development of society and technology, people are paying more attention to the technology content of the products, and more and more scientists and technicians start their businesses on high-tech projects. However, high-tech entrepreneurship is an activity of high risk for the entrepreneurs. The uncertainty of external environment, the difficulty and complexity of the project and the limitation of the entrepreneurs' ability could possibly lead to a delay, a halt or a failure. According to some references in the United States, entrepreneurial success rate is less than 25%, while high-tech entrepreneurial success rate is less than 10% (Motiar Rahman, Kumaraswamy, 2003) . So, it is very necessary to build an efficient risk early warning system of high-tech entrepreneurial enterprise for the management of entrepreneurial risk.
At present, entrepreneurship risk management has attracted more and more scholars' attention. Consequently, some achievements have been obtained (Zhongrui Wang, Shaojun Ma, Yitian Xu, 2003; Yuhua Li, Hongwen Lang, 2004; Pena I, 2002; Shimizu, Katsuhiko, 2012) . In those papers, the risk early warning model of entrepreneurial enterprise is built mainly by Fuzzy Evaluation Method, ANN(Artificial Neural Network), Multivariate Statistical Analysis and Zeta Model. These methods need to rely on historical samples and expert experience, the learning of early warning knowledge is indirect and inefficient. Besides, dynamic early warning capability is Inadequate. As a result, the predictions are not perfect enough. So, it is necessary to apply other technologies and analysis methods to research the risk early warning of entrepreneurial enterprise. Using the method of ANN (Artificial Neural Network), this paper establishes the BP neural network model of hightech entrepreneurial enterprise's risk early warning. The empirical research indicates that this model has adaptive ability, learning ability and capability of dealing with non-linear problems, which provides a new approach for the risk early warning of entrepreneurship.
The paper is organized as follows. In section 2, the index system of the risk early warning of hightech entrepreneurial enterprise is built. In section 3, the traditional BP artificial neural network is introduced. In section 4, based on artificial neural network theory, the BP neural network model of 
THE RISK EARLY WARNING INDEX SYSTEM
High-tech entrepreneurial enterprise refers to newborn enterprises engaged in the research and development of the advanced technologies, producing high-tech products and representing the direction of future industrial development. High-tech entrepreneurial enterprise is characterized by high investment, high risk and high yields (Zhi Zhuo, 2006) . Risk early warning of high-tech entrepreneurial enterprise is to research on the important indexes that reflect the operations of the entrepreneurial enterprise by applying certain methods and obtain the actual risk profile. To achieve this, a risk early warning index system of entrepreneurial enterprise is required in the first place. There are many factors that influence normal operation of the high-tech entrepreneurial enterprise and the relations among the factors are complex. So, the following principles should be followed:
(1) Comprehensive principle. The index system should have a wide coverage and be able to completely reflect the practical results and existing problems of the risk early warning management.
(2) Sensitive principle. The index system is required to reflect the risk precisely and sensitively and embody the true state of the enterprise's operation in time.
(3) General principle. High-tech entrepreneurial enterprise has different types of risk in different growth periods, so the index system must have high ability of generalization and be able to reflect the most essential features.
(4) Measurable Principle. The index system is required to be represented by precise and quantitative numerical values which derive not only from empirical research but also from expert evaluation.
(5) Irrelevant principle. Cut down the relevant relations and overlapping area between the indexes as far as possible and reduce the correlation to a minimum.
According to the principles above, the factors that influence the normal operation of the enterprise are classified into several parts that form the frame of the index system. By sending questionnaires, interviewing experts and referring to some literature at home and abroad (Yanping Yang, 2005; Qun Xie, Xiaozhe Yuan, 2006; Rennan. M, Schwartz .E, 2006; Fengchao Liu, Yuandi Wang, 2004) , the frame is subdivided, supplemented and deleted in detail. Finally, the index system is built, as is shown in table 1. 
BP NEURAL NETWORK ARCHITECTURE AND ALGORITHM
A standard back propagation neural network is shown in Figure 1 . The first layer consists of n input nodes. Each of the n input nodes is connect to each of the r nodes in the hidden layer. The r output nodes of the hidden layer are all connected to each of the m node in the output layer. BP is a supervised learning algorithm for multilayer networks (Naiyao Zhang, Pingfan Yan, 1998). The algorithm aims at minimizing the MSE between the actual output of the network and the desired output. Gradient descent search is user in BP. In BP learning, a set of patterns of the form <x 1 ,…,x n , y 1 ,…, y m >, where x 1 ,…, x n are the components of the input vector and y 1 ,…, y m are the components of the desired output vector, is repeatedly given to the network until the learning of weights converges (Liming Zhang, 1993) .
If the BP neural network has N nodes in each layer, The transfer function is the sigmoid function, , the training samples involve M different patterns (Xp, Yp), P=1,2,…M. Corresponding the Input sample P, let netpj represent the input total of node j, let O pj represent the output value, that is The error between input values and output values is as following:
The revise connection weights of BP neural network are as following: Where η represents the learning rate, it can increase convergence in speed, α represents the momentum coefficient. The value of a is a constant, it affects the connection weights of next step. Details of the traditional BP artificial neural network algorithm can be found in the original paper by Jingwen Tian and Meiquan Gao (Naiyao Zhang, Pingfan Yan, 1998) .
The input/output problem of one set of samples is changed by the traditional BP network model into a nonlinear optimization problem with a very common algorithm---Gradient Descent. This traditional model has strong ability of problem identification and can reduce the errors to a minimum theoretically for the simulation of complex and nonlinear models. However, this traditional model still has some drawbacks (Liqun Han, 2002), so we improve it and put forward the BP neural network of self-adjusted all parameters learning algorithm (Xiaofeng Li, 2003) . The new algorithm can not only accelerate the convergence speed of the network but also optimize the network topology and enhance the adaptability of the BP neural network.
THE MODEL ARCHITECTURE OF EARLY RISK WARNING

The Risk Early Warning Index Assignment Method
In section 2, the risk early warning index system of high-tech entrepreneurial enterprise is built, but most second-class indexes are hard to be represented directly by numbers. We can adopt the fuzzy statistical method to find out the functions and get the valuations of these second-class indexes. Comment set consisting of evaluation levels in descending order is V= {excellent, fine, ordinary, bad} = {A 1 , A 2 , A 3 , A 4 } = {1, 2, 3, 4}. According to fuzzy statistics, the experts involved in the evaluation are required to grade the indexes. Next, we count the frequency m it of each index u i belonging to grade A t.
Let us denote 
BP Neural Network Model Architecture
Based on the traditional ANN (Artificial Neural Network), the BP network model architecture of early risk warning of high-tech entrepreneurial enterprise is divided into three layers:
(1)Input layer: The input variables are the second-class indexes of the index system (shown in table 1), so there are 22 input layer nodes. Then, the indexes are given values using the evaluation method illustrated in section 4.1. These values would be learning samples of the BP network.
(2)Hidden layer: When it comes to the selection of the number of hidden layer nodes, referring to the BP neural network of self-adjusted all parameters learning algorithm that is mentioned in paper [15], we set the number of nodes large enough at the beginning. Then, the network will learn by itself until we get the appropriate number of nodes.
(3)Output layer: The early risk warning of hightech entrepreneurial enterprise is a process from qualitative analysis to quantitative analysis and back to qualitative analysis. This model converts the qualitative to quantitative output. Then, we warn the risks according to the comment set and output. The risks are classified into four levels: safe, light, serious, and dangerous. These levels can be represented by the output vectors (1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1). So, the number of output layer nodes is four.
BP Neural Network Model Algorithm
The BP neural network model algorithm is as follows:
Step 1: Give values to the indexes and input them as variables to the neural network.
Step 2: Set the number of input nodes and initialize the parameters (including the learning accuracy ε ， the prescribed number of iterative steps M ， the upper limit of hidden layer nodes, learning parameter b, momentum coefficient a, the number of initial hidden layer nodes a should be large.)
Step 3: Input the learning samples and make the values of sample parameters [0, 1].
Step 4: Give random numbers between -1 and 1 to the initial weighting matrix.
Step 5: Train the network with the modified BP method.
Step 6: Judge whether or not the number of iterative steps is exceeding the prescribed. If yes, end; If no, go back to step 5 and continue learning.
Step 7: Collect the values of the indexes and process these data to make them [0, 1].
Step 8: Input the processed data to the trained BP neural network and get the output.
Step 9: Warn the risk early of the entrepreneurial enterprise according to the output and the risk level comment set. (Q17); The experts are invited to evaluate the operation risks of these entrepreneurial enterprises by using Delphi method and AHP method. We come to a conclusion: the risk level of Q1、Q2、Q7、 Q13 is 'safe'; the risk level of Q3、Q4、Q8、 Q9、Q14 is 'light'; the risk level of Q5、Q10、 Q11、Q15 is 'serious'; the risk level of Q6、 Q12、Q16、Q17 is 'dangerous'. We take 12 enterprises at the top of the list as the training samples of BP network model and the last 5 enterprises as the prediction samples.
EMPIRICAL RESEARCH
BP Neural Network Training
The BP neural network architecture is built by 22-30-4 (The number of input layer nodes is 22, the number of hidden layer nodes is 30, the number of output layer nodes is 4). We initialize the network (the upper limit ε=0.0002, learning rate, η=0.5, Inertia Parameter a=0.1), give values to the indexes of risk early warning of the 12 high-tech entrepreneurial enterprises (Q 1 -Q 12 ) and input the processed data to the BP network model. Then the network is trained by the modified BP learning algorithm and the network architecture becomes 22-15-14. At the same time, we get the optimized network weight matrix.
Risk Early Warning
Now, it is time to early warn the risk of the enterprises Q 13 、Q 14 、Q 15 、Q 16 、Q 17 utilizing the trained neural network. Give values to the risk early warning indexes of the 5 high-tech entrepreneurial enterprises, input the processed data to the trained BP neural network and get the output of risk early warning. As is shown in table 2 and table 3, the predictions of BP neural network accord with the practical ones completely, which indicates that this risk early warning model feasible and effective. 
CONCLUSIONS
From the analysis above, we come to the following conclusions.
(1)This paper builds a risk early warning model of high-tech entrepreneurial enterprise by taking advantage of the self-organization ability, selfadjustment ability and self-learning ability of BP neural network. This model has a good effect on the risk early warning of these enterprises. The influence of human factors and fuzzy randomness brought by human evaluation can be eliminated, which makes the evaluations more objective and accurate.
(2)This paper takes the values of the risk early warning indexes as the learning samples of the model. These samples will dynamically learn evaluating and reasoning by themselves. With time passing and samples increasing, further study and dynamic tracking will be carried out.
(3)Nonlinear functions that applies to the complex, nonlinear and dynamic economy system are used in BP neural network, which gets rid of the linear analysis tools in classical economics and provides more accurate information. So, this method has great advantage over the traditional ones and provides an effective path for risk early warning of entrepreneurial enterprises.
