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Noting the erroneous proclivity of information-theoretic approaches, like the Akaike information
criterion (AIC), to select simpler models while performing model selection with a small sample-size,
we address the problem of new physics model selection in b→ cτντ decays in this paper by employing
a specific machine learning algorithm (self-normalizing neural networks, a.k.a. SNN) for supervised
classification and regression, in a model-independent framework. While the outcomes of the classifi-
cation with real data-set are compared with AIC, with the SNNs outperforming AICc in all aspects
of model selection, the regression-outcomes are compared with the results from Bayesian analyses;
the obtained parameter spaces differ considerably, while keeping maximum posterior (MAP) esti-
mates similar. A few of the two-operator scenarios with a tensor-type interaction are found to be
the most probable solution for the data. We also test the effectiveness of our trained networks with
the expected, more precise data in Belle-II. The trained networks and associated functionalities are
supplied for the use of the community.
I. INTRODUCTION
Exclusive B → D(∗)`ν` (with ` = e, µ, τ) decays have
got a lot of attention in recent years both from the
theoretical and experimental perspectives. Some of
these modes are the useful probes of the Cabibbo-
Kobyashi-Masakawa (CKM) matrix element Vcb (for
an update see [1–9] and the references therein). At the
same time, some of the observables in these modes
are potentially sensitive to the physics beyond the
standard model (BSM), (see [10, 11]). Measurements
have been carried out with reasonable precision for the
ratios R(D(∗)) = B(B → D(∗)τντ )/B(B → D(∗)`ν`)
[7, 12–14]. While these are predicted in the standard
model (SM) with uncertainties less than 3% (for de-
tails, check out the refs. [5, 8, 9, 15–18]), there is some
degree of discrepancy between the measured and pre-
dicted values of R(D(∗)). There is scope of improve-
ment in both theory and experimental measurements.
For that we have to wait for the lattice inputs on the
respective form-factors at non-zero recoils and the re-
sults from high precision experiments like Belle-II and
LHCb [19, 20].
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It is not surprising that a multitude of new physics
models can explain the observed discrepancies. How-
ever, a simple model-independent analysis with differ-
ent new effective operators can already give us infor-
mation about the size and the pattern of new contri-
butions, which can further be utilized to build a new
physics model or to constrain the parameters of an
existing model. Among the plethora of works present
in the literature, here we point out a few of such anal-
yses which are based on the most updated results in
both theory and experiment [9, 21–25]. As all these
studies suggest that many possible scenarios (one or
two- operator) are capable of describing the observed
data, one is confronted with the problem of model
selection. The problem with a simple goodness-of-fit
test approach after fitting a model suffers from the
fact that a better fit does not necessarily imply supe-
rior predictive performance. A statistical analysis of a
data-set with a model examines the capability of the
model in question to adequately explain the important
features of the data. An improper choice of model or
method can lead to severely misleading conclusions,
or disappointing predictive performances. Therefore,
a crucial step in a typical data analysis is to consider
a set of candidate models, and then select the most
appropriate one that describes the data best.
Information criteria, such as Akaike Information Cri-
terion (AIC) or the corrected version AICc, divergence
measures like Kullback-Leibler divergence (DKL), and
cross-validation techniques like leave-one-out-cross-
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2validation (LOOCV) have been used for model selec-
tion in various fields for quite a long period of time. In
flavor physics, they have been used in the analysis of
semileptonic b → c [26, 27] and b → s LFUV anoma-
lies [28–30]. They have also been used to optimize the
order of the B → D(∗) form-factor polynomials [9, 24].
A comparative analysis of the selection results of AICc
and LOOCV has been carried out In ref.s [28, 29] and
interesting differences have been found. In the present
context of the considered cases, using these criteria to
settle the model selection question has the following
limitations:
a. For small, finite sample sizes, the results of
AICc as well as LOOCV, are unstable. In case of
exclusive semileptonic B → D(∗), only four observ-
ables are measured till date, one of which (Pτ (D
∗))
is really imprecise. There are, in total, seven such
measurements possible in those channels, except the
branching fractions, most of which are not measured
yet. The status of other observables, such as RJ/Ψ,
was ambiguous till very recently, as the SM predic-
tions for those were extremely model-dependent and
differed over a wide range. Lattice predictions of the
form factors at zero and non-zero recoils have come
out only during the course of the present work. Us-
ing these meager number of observables to do a stable
statistical model-selection is problematic at best.
b. As the application of any information criterion
(IC) depends on the maximum-likelihood-estimator
(MLE) estimate of the model parameters beforehand,
bringing more complex models (with dimensions equal
or more than the available data) in the mix re-
mains out of question. This restricts the model space
severely and finding the underlying structure of the
data-distribution for model-separation becomes im-
probable. Also, as they depend only on the MLE
estimate, uncertainty of the data-distribution are not
taken into account. This leads to the selection of mod-
els that are too simple.
c. The statistical methods, as mentioned above,
can only perform a model selection for a given set
of data and can not be generalized to future, more
precise data.
It is well known that a model with too few param-
eters can involve making unrealistically simple as-
sumptions, which leads to high bias, poor predic-
tions due to under-fitting, and consequently, missed
opportunities for insight. On the other hand, mod-
els, with greater complexity than needed, may over-
fit the data, and generally tend to have poor predic-
tive performance. Any machine learning algorithm,
optimized with a well-chosen objective function, can
tune the desired complexity of the model and thus
takes care of both over and under-fitting by minimiz-
ing the generalization error (by using unseen data-
sets for validation). This fact can be used for not
only regression in presence of a specific model, but
also to assign inverse probabilities to models, given
data; this enable one to do ‘classification’/model se-
lection. For the stated classification/model-selection
algorithm, as well as for performing regression for a
specific model in the present analysis, we choose a
special type of artificial neural network, called Self-
normalizing Neural Networks (SNN) [31]. This net-
work is well suited for deep supervised learning and
was introduced very recently to overcome the short-
comings of vanilla fully-connected-networks (FNN) in
high-level abstract representation problems. Using
the self-normalizing properties (like variance stabi-
lization which in turn avoids exploding and vanish-
ing gradients) of the unique activation function called
scaled exponential linear units (SELU), the SNNs
have stable outputs over longer chains in face of input-
perturbations and their variances always tend to that
of a unit normal (given unit-normalized inputs). This
enables the SNNs to robustly train over many layers
[31].
II. BACKGROUND
1. Theoretical Framework
In an effective theory framework, the most general
effective Hamiltonian describing the b → c`ν` transi-
tions (where ` = e, µ or τ ) can be written as
Heff = 4GF√
2
Vcb
[
(δ`τ + C
`
V1)O`V1 + C`V2O`V2 + C`S1O`S1
+ C`S2O`S2 + C`TO`T
]
, (1)
where GF is the Fermi coupling constant, Vcb is the
Cabibbo-Kobayashi-Maskawa (CKM) matrix element.
Here we have considered only the dimension-six oper-
ators, and the operator basis is given by
O`V1 = (c¯LγµbL)(τ¯Lγµν`L),
O`V2 = (c¯RγµbR)(τ¯Lγµν`L),
O`S1 = (c¯LbR)(τ¯Rν`L),
O`S2 = (c¯RbL)(τ¯Rν`L),
O`T = (c¯RσµνbL)(τ¯Rσµνν`L) . (2)
These operators are weighted by the corresponding
Wilson coefficients C`W (W = V1, V2.S1, S2, T ). Note
3that only the left-handed neutrinos are considered
here. We have neglected the possibility of any NP ef-
fects in transitions involving light leptons (` = e and
µ) in this analysis. So far, the data is in good agree-
ment with the respective SM estimates. The possible
NP contributions are considered to be present only in
the third generation of leptons (τ).
2. Observables
A brief discussion on various observables related to
b→ c`ν` decays is given in this subsection. Measure-
ments are available only for some of them, and in our
analysis, we have used them as inputs for parameter-
inference after model selection. We also provide the
predictions of the Bayesian fits corresponding to the
best selected models for many of the observables.
a. B → D(∗)τντ : With the given hamiltonian in
eq. (1), one can derive the differential decay rates for
B → D(∗)τντ . These rates can be expressed in terms
of helicity amplitudes, sensitive to the different new
contributions in these decays. For details, see [26, 32]
and the references therein. The significant sources
of uncertainties in these decays are the form-factors,
whose shapes in the full kinematically allowed range of
q2 are the things that we need to know. Different ways
of parametrizing the form factors have been developed
to this goal. We have used the Boyd-Grinstein-Lebed
(BGL) parametrization [33] in this analysis. All the
relevant inputs associated with the form-factor param-
eters are taken from [9]. In terms of the differential
decay distributions, the ratios RD(∗) can be defined
as:
RD(∗) =
[∫ q2max
m2τ
dΓ
(
B → D(∗)τν)
dq2
dq2
]
×
[∫ q2max
m2`
dΓ
(
B → D(∗)`ν)
dq2
dq2
]−1
, (3)
with q2max = (mB −mD(∗))2, and ` = e or µ. Along
with these, there are other observables like the τ -
polarization asymmetry (Pτ (D
(∗))), D∗ -longitudinal
polarization (FD
∗
L ) and the lepton forward-backward
asymmetry (A(∗)FB) which are sensitive to NP. The def-
initions of these observables and the respective SM
predictions are given in [9, 27].
The current experimental status of the observables as
mentioned above are given in table I. Here, the first
uncertainty is statistical and the second one is sys-
tematic. The value of RD and RD∗ exceed their SM
predictions [6] by 1.4σ and 2.5σ respectively. If we
consider the correlation of RD −RD∗ , which is -0.38,
the BSM-SM deviation increases to ∼ 3.08σ. The
measurement of τ polarization asymmetry is done by
Belle collaboration. Although the data is very im-
precise, it is consistent with the SM prediction [27].
Recently, the first measurement of D∗- meson polar-
ization in the decay B0 → D∗−τ+ντ was reported
by Belle collaboration [34]. This result agrees within
about 1.7 standard deviations of the SM prediction.
b. Λb → Λcτντ : The primary quark level transi-
tion b → cτντ can also be probed in Λb decays. Sim-
ilar to the ratios like RD(∗) , here we can define an
observable:
R`Λ =
B (Λb → Λcτ ν¯τ )
B (Λb → Λc`ν¯`) . (4)
The other relevant observable associated with this
mode is the forward-backward asymmetry (AΛFB).
Theoretical expressions for the differential q2 distri-
bution of these observables are given in [35]. For
the form-factors, we have followed the inputs/method
given in [36]. No data is currently available for ei-
ther of these observables. We, however, have provided
the predictions of R`Λ from Bayesian fit results corre-
sponding to the best selected models.
c. Bc → J/ψτντ : Similar to the ratios defined in
eqs. 3 and 4, RJ/ψ can be defined in Bc → J/ψτντ by
replacing the respective mesons. In our previous anal-
ysis [27] we had studied the NP sensitivity of RJ/ψ.
The major source of contention about the theoreti-
cal estimate of the observable was the QCD modeling
of the form-factors. Depending on that, the central
value of the SM estimate of RJ/ψ had a range from
0.25 to 0.29. The theoretical uncertainties of the form
factor parameters coming from different parametriza-
tions makes this theoretical range even larger. How-
ever, in a very recent result from lattice [37], the form-
factors in Bc → J/ψ semileptonic decays are extracted
in the full physical q2 range. We have incorporated
these new results from lattice as theory inputs in our
analysis. Besides RJ/ψ, there are a few other observ-
ables like the forward-backward asymmetry AJ/ψFB , the
τ polarization asymmetry P
J/ψ
τ , and the longitudi-
nal polarization fraction F
J/ψ
L for which experimental
results are not yet available. Detailed description of
the form-factors and full analytical expressions for the
considered observables are given in [38]. Table I also
includes the recent measurements of RJ/ψ by LHCb.
As the experimental uncertainty is large, the value of
RJ/ψ is still consistent with the SM prediction within
90% C.L range.
4(a) Single operator real WCs (b) Some single operator complex WCs
FIG. 1: Illustrative example to show the complexity of an inverse problem in presence of competing models.
Observables Measurement
RD[6]
 4-obs. data-set
0.340(27)(13)
RD∗ [6] 0.295(11)(8)
Pτ (D
∗) [39] −0.38(51)( +0.21−0.16)
FD
∗
L [34] 0.60(8)(4)
RJ/ψ [12] 0.71(17)(18)
TABLE I: Present experimental status of the
observables. The two types of uncertainties are
respectively statistical and systematic.
III. PROBLEM STATEMENT
A. Model Selection: A Recap
1. The Premise
As discussed above, presently the standard way of ex-
plaining the deviations of LFUV observables from SM
is to consider NP in only b → cτν channels and con-
struct the most general effective Hamiltonian with all
possible four-Fermi operators. This gives rise to five,
in general complex, NP Wilson coefficients (WCs).
In principle, any high-scale theory can contribute to
these decay modes. Since the new particles are ex-
pected to be rather heavy, respecting the SM gauge
symmetries, their contributions can be parametrized
to a good approximation in terms of dimension-six
effective operators as given in eq.1. Fixing such a the-
ory beforehand and then trying to find the parameter
space of that chosen theory, allowed by these observ-
ables, is the standard statistical inference problem. In
that case, implementing constraints from other possi-
ble channels affected by that theory is the most non-
trivial task at hand; as examples, see [40, 41]. In
practice, instead of constraining the parameter space
of a specific theory, an attempt is made to constraint
possible combinations of WCs, which will be affected
by that theory. This gives us a chance of constrain-
ing classes of theories at a time. From hereon, any
such combination of WCs will be called a model, i.e.,
‘model’ means a combination of NP WCs, not any
underlying theory.
In principle, any number of theories could give rise
to deviations in these observables. Given an observed
data-set, selecting the best (optimal) candidate model
to explain the data is a different type of problem,
known as the ‘inverse problem’. The notion of an ‘op-
timal model’ is very close to the concept of parsimony
[42], which in statistical terms is equivalent to the op-
timization of both bias and variance. Bias decreases
and variance increases with varying model complexity.
The goal thus becomes to find the ‘optimally complex’
model, which corresponds to minimizing some combi-
nation of bias and variance [43].
2. Cross-Validation
In an ideal regression scenario, in the presence of a
very high volume of data, finding the optimal model
boils down to using ‘cross-validation’. If we break up
the available data in two parts, one for the model to
5fit, other to then validate the fit results, then some
estimation of the predictive power of the fitted model
can be obtained by creating an objective function. If
we then repeat this procedure randomly, ensuring to
obtain the contribution of every data point in both
fitting and validation set, an average measure of the
objective function for the model in question can be
obtained. In presence of a collection of such candidate
models, this measure can then be used to separate
the ‘best’ or ‘optimal’ models from the less applicable
ones. The best, and computationally most expensive,
practice regarding cross-validation is to take out one
data-point at a time for validation and repeating the
process for all data. This is called leave-one-out-cross-
validation (LOOCV).
3. Information Criteria
In realistic scenarios, however, the number of avail-
able data is small and often comparable to the size of
the most complex model. Also, the pool of candidate
models may be too large for the data to be capable of
discerning the best ones. For small sample sizes, cross-
validation results are unstable and have questionable
applicability [44, 45]. An alternative way of finding
the optimal model comes from information theory. In
the frequentist interpretation, given that there is a
true model, which is the source of the data, all models
used by a practitioner are approximations of that true
one. There would be information loss due to this ap-
proximation and that loss would be minimum for the
best approximating model. In Bayesian/subjective
probability interpretation, where no ‘true’ model ex-
ists, but the data-distribution is ‘true’, information is
lost when a prior distribution Q is used to approx-
imate a posterior P , which is representative of the
‘true’ distribution of the data. This information loss
can be quantified by some estimator measuring the
‘divergence’ between P and Q.
A popular choice of such a divergence is the DKL, or
‘relative entropy’, between target distribution P and
obtained distribution Q [46]:
DKL(P ||Q) =
∫ ∞
−∞
p(~x) log
p(~x)
q(~x)
d~x , (5)
for continuous probability distributions of random
variable vectors ~x, where p and q are probability den-
sity functions of P and Q, respectively1. Unlike a
1 For discrete distributions, the integral changes to summation
over the probability space.
‘distance’ measure, this does not need to be symmet-
ric, i.e., DKL(P ||Q) 6= DKL(Q||P ), in general. The
best models approximating the data should thus have
the smallest divergence estimates.
To estimate the amount of information loss, depend-
ing on these divergences, an IC for each model can be
created:
IC = −2log(L(θˆ|y)) + 2p∗ , (6)
where L(θˆ|y) is the likelihood of the model estimated
at the MLE θˆ of the model parameter vector θ, y is
the data-distribution and p∗ is the generalized dimen-
sion of the model: p∗ = Tr(J−1K), where J is the
expectation of the information matrix and K is the
variance of the score vector. These are taken with re-
spect to the unknown data-generating density g(y). It
is instructive to note that the log-likelihood at MLE is
an estimate of the bias and p∗ is a penalty-function for
model-complexity. Together, minimizing any IC over
all possible models is thus equivalent to the model-
selection problem stated before.
Under the assumption that some approximating
model fi is correct, i.e., g(y) = fi(θˆ|y), p∗ ≡
length(θ) = p, where p is the number of parameters
in the model. In this case, the IC is called Akaike
Information Criterion (AIC) [47]. Though it has been
shown that minimizing AIC is asymptotically equiv-
alent to cross-validation [48], AIC is prone to select
more complex models with increasing sample size. A
second-order, corrected version of AIC, noted as AICc
[49], takes the sample-size N into account in the fol-
lowing manner:
AICc = −2log(L(θˆ|y)) + 2p N
N − p− 1 . (7)
Whereas AICc for all models under consideration are
on a relative scale, ∆AICi = AIC
i
c − AICminc esti-
mates the relative expected information loss for the
i-th model, enabling us to rank them in increasing
order of ∆AICi . It is possible to quantify the weight
of evidence/probability in favor of a model by defin-
ing a set of positive “Akaike weights”, w∆AICci =
(e(−∆
AIC
i /2))/(
∑R
r=1 e
(−∆AICr /2)), adding up to 1 [50].
This is equivalent to applying a Soft-max function,
to find class probability, in multi-class classification
problems.
B. Proposal: Supervised Classification
Unlike other real-world problems, where the data
comes first and the model-space is then distributed to
6FIG. 2: Structure of the SNN used in this analysis. The graph above shows the full network, and the one
below shows the expanded form of one module containing one fully-connected (linear) layer of 50 neurons, a
SELU activation layer, and one Alpha-Dropout layer. Layers labeled 8 and 9 are a linear layer of width same
as the number of possible models and a Soft-max layer, respectively. The shown network is for the
4-observable data-set. For other data-sets, the input dimension would change accordingly. During training for
classification, a cross-entropy loss layer is added to the output and the target, while for regression, it is
replaced with a mean-squared loss layer.
(a) Loss (4 Obs.) (b) Loss (5 Obs.) (c) Loss (13 Obs.)
(d) Error (4 Obs.) (e) Error (5 Obs.) (f) Error (13 Obs.)
FIG. 3: Plot of Loss and Error-rate for both training (orange) and validation (blue), w.r.t. number of rounds,
for all data-sets. Best rounds are also shown. See section IV B 1 for details.
explain those, a global collection of all possible models
is already available in the form of the combinations
of WCs for the particular case at hand. This gives
rise to an unique opportunity of using our theoretical
knowledge of the observables for model selection. It is
possible, using that knowledge, to know beforehand,
which models best explain any precise data in the
future. This is not possible using general statistical
techniques, which require an a priori data-distribution
for any inference, be it regression or model-selection.
As an instructive example of the last point, let us con-
sider just the two LFUV observables RD(∗) and five
scenarios/models with only one type of real WC. Fig.
1a shows the parametric variation of these observ-
7FIG. 4: Variation of classification accuracy of
‘ensemble-net’ with number of constituent nets. Each
point corresponding to a specific n represents the
highest accuracy possible among all n-combinations.
ables with each WC. The arrows show the direction of
change with the increase of the WCs2. Obviously, they
all intersect at the SM estimate of the observables.
This is naturally an idealistic scenario. In presence of
theoretical uncertainties (e.g. from form-factor esti-
mates), these will be fuzzy lines, but the idea holds.
For these simple models at least, position of the exper-
imental results on this plane points us somewhat to
possible model(s) responsible for that result. This in-
ference becomes more probabilistic with the inclusion
of experimental uncertainties, which are still consid-
erable (as shown by the gray ellipse corresponding to
the 68% confidence region of present global average of
RD(∗) [6]) Overlap regions of the model-lines are posi-
tions of high entropy, with multiple models present as
candidates for explaining the data situated at those
points.
The situation quickly worsens after the inclusion of
models with more than one parameter. The overlap
regions become too big to reasonably isolate the best
candidate models visually, even when experimental re-
sults are very precise. In fig. 1b we show the possi-
ble regions for just three models with complex WCs.
The boundaries of these regions are the corresponding
cases from Fig. 1a. It quickly becomes evident that
discriminating between the models using just the ex-
perimental result becomes impossible (the global av-
erage is equivalently likely from all three models).
The model-discriminating capability of the data in-
creases if we consider more observables. However,
2 For the case of Re(CV1 ), the arrows switch direction for neg-
ative and positive values of the parameter.
we face a different kind of problem in that case. It
becomes increasingly problematic to visualize the at-
tributes of the higher-dimensional data-set that are re-
sponsible for discriminating between the models. This
is the quintessential ‘curse of dimensionality’ [51].
To solve the ‘inverse problem’ stated in section III A 1,
inspired by the arguments as mentioned earlier, we
may be motivated to define an ‘inverse’ classifier func-
tion which, when given an N -dimensional data-vector
as input, churns out a specific model as the best can-
didate. More generally, we expect to construct a vec-
tor of probability content for each possible model.
Though traditional statistical procedures will be of
little help to us here, newly emerging machine learn-
ing techniques give us a clue for solving this using
supervised learning. Unsupervised learning methods
on the other hand can give us a handle in visualiz-
ing the underlying features of the data by reducing
the feature-dimension but are not the concern for the
present work.
One possible methodology to do this would be to per-
form the following procedure:
• Select a specific model. Varying the parameters
of that model in a wide, theoretically allowed
region, populate the N -dimensional data-space.
• Keep each combination of model-information for
a specific parameter-value set and corresponding
data-vector as set of rules or association sets.
• Repeat this for all possible models. Combine
the data-set.
• Train a sufficiently complex machine-learning al-
gorithm by providing a data-set of data-vectors
as inputs and corresponding model-information
as target output. Thus it becomes a classifica-
tion problem of dimension equal to the number
of allowed models.
If the training is properly done (by minimizing cross-
entropy loss), given the real data-set, we expect the
trained algorithm to find the best probable classes
(models) for generating the data. The reason is that
for a fixed reference distribution P , DKL is identi-
cal to cross-entropy up to an additive constant and
minimizing one is equivalent to minimizing the other
[52]. Furthermore, as the classifier is trained on the
whole parameter-space, this algorithm is future-proof
given the same set of observables, i.e., if some future
experiment performs more precise measurements on
any number of the said observables, the algorithm
8(a) 4-obs. (b) 5-obs. (c) 13-obs.
FIG. 5: Confusion matrices for ensemble-nets for all data-sets, after applied on test-data. See section IV B 1.
Index Parameters Index Parameters Index Parameters
1(1) Re(CV1) 16 Re(CV1), Re(CV2), Re(CS1) 31(16) CV1
2(2) Re(CV2) 17 Re(CV1), Re(CV2), Re(CS2) 32(17) CV2
3(3) Re(CS1) 18 Re(CV1), Re(CV2), Re(CT ) 33(18) CS1
4(4) Re(CS2) 19 Re(CV1), Re(CS1), Re(CS2) 34(19) CS2
5(5) Re(CT ) 20 Re(CV1), Re(CS1), Re(CT ) 35(20) CT
6(6) Re(CV1), Re(CV2) 21 Re(CV1), Re(CS2), Re(CT ) 36 CV1 , CV2
7(7) Re(CV1), Re(CS1) 22 Re(CV2), Re(CS1), Re(CS2) 37 CV1 , CS1
8(8) Re(CV1), Re(CS2) 23 Re(CV2), Re(CS1), Re(CT ) 38 CV1 , CS2
9(9) Re(CV1), Re(CT ) 24 Re(CV2), Re(CS2), Re(CT ) 39 CV1 , CT
10(10) Re(CV2), Re(CS1) 25 Re(CS1), Re(CS2), Re(CT ) 40 CV2 , CS1
11(11) Re(CV2), Re(CS2) 26 Re(CV1), Re(CV2), Re(CS1), Re(CS2) 41 CV2 , CS2
12(12) Re(CV2), Re(CT ) 27 Re(CV1), Re(CV2), Re(CS1), Re(CT ) 42 CV2 , CT
13(13) Re(CS1), Re(CS2) 28 Re(CV1), Re(CV2), Re(CS2), Re(CT ) 43 CS1 , CS2
14(14) Re(CS1), Re(CT ) 29 Re(CV1), Re(CS1), Re(CS2), Re(CT ) 44 CS1 , CT
15(15) Re(CS2), Re(CT ) 30 Re(CV2), Re(CS1), Re(CS2), Re(CT ) 45 CS2 , CT
TABLE II: List of all models used in this analysis. The indices within parentheses are for the 4 and 5
observable data-set. Those without, are for the 13 - observable one. See section IV B 1.
will work with same accuracy on that updated data-
set, and equally quickly, provided the underlying the-
oretical information (e.g. form-factors) remains un-
changed.
Creating a fine-grained data-set for training is
computation-intensive, but has further goodies to pro-
vide. If instead of saving just the model information
for each data-point, we save the parameter-value vec-
tor in the ‘input-target’ association as well, then us-
ing those, we can potentially create a ‘future-proof’
predictor algorithm for each model as well3. In
other words, given any data-set, from past, future,
or present, a well-trained regression algorithm should
potentially find the parameter space with equal ease.
In the best case, this can be used as an extremely fast
automated statistical inference toolkit for this partic-
ular problem, or at least, in the worst scenario, can
point us to the general direction of the parameter-
space for further sophisticated inference.
3 Because minimizing MSE, as happens in case of training of a
predictor (when variance is independent of inputs), is equiv-
alent to maximizing the log-likelihood [52].
9Training Info. Details
Batches/Round 170
Batch Size 10000
Best Valid. Round 20
Final ` 0.0009998
Initial ` 0.001
Avg. Batches/Second 81.65
Final Round Loss 0.406
Final Round Error 14.48%
Total Batches 7820
Total Rounds 46
Validation Loss 0.51
Validation Error-Rate 21%
TABLE III: Details of training of a single SNN for
the 4-obs. data-set. See section IV B 1 for details.
Measure 4 Obs. 5 Obs. 13 Obs.
Accuracy 85.88% 88.67% 89.68%
Cohen’s κ 85.14% 88.08% 89.42%
Error 14.12% 11.33% 10.32%
Geometric Mean Prob. 69.54% 71.97% 71.75%
Mean Cross-Entropy 0.363 0.329 0.332
Mean Decision Utility 85.88% 88.67% 89.68%
Perplexity 1.44 1.39 1.39
Scott’s pi 85.13% 88.07% 89.42%
TABLE IV: Results of various performance measures
for each ensemble-nets trained on the three
observable-sets. See section IV B 1 for details.
IV. METHODOLOGY
A. The Classifier Network
As mentioned earlier, we have used SNN as the
classifier/model-selection algorithm in this analysis.
These were created to overcome a shortcoming of fully
connected neural-nets (FNN), in that it is extremely
difficult to train an FNN more than a few layers deep.
Even then, their performances are not even at par with
traditional machine-learning algorithms such as Ran-
dom Forest, Support Vector Machine etc. The reason
for this difficulty in training was of either vanishing
[53] or exploding gradients. The traditional activation
functions, like hyperbolic tangent or logistic sigmoids,
used in FNNs, are bound to give outputs in a small re-
Classifier Accuracy
ensemble-SNN 89.08%
Random Forest 82.70%
Decision Tree 78.27%
Nearest Neighbors 74.22%
Gradient Boosted Trees 74.10%
Support Vector Machine 63.82%
Markov Process 50.76%
Naive Bayes 46.64%
Logistic Regression 29.80%
TABLE V: Comparison of accuracy of ensemble-SNN
with that of various shallow learning processes. See
section IV B 1 for details.
gion. Thus, for some problems, during stochastic gra-
dient descent and back-propagation, some gradients
in a ‘deep’ FNN network become vanishingly small
and prevent the weights from updating. Newer and
more widely used rectifier alternatives like Rectified
linear units (RELU) suffer less from this problem, as
they saturate only in one direction [54]. A different
problem occurs for these, where the activation out-
puts are unbounded on one side. Here, in some cases,
the changes in weights are so large that the activa-
tion functions get stuck on the positive side and thus
become ‘dead’. This is the exploding gradient prob-
lem. Ad-hoc procedures like gradient clipping or L2
regularization are used to solve this problem.
Though other types of weight-sharing networks, such
as convolutional (CNN) or recurrent type (RNN) are
extremely successful at perception tasks (e.g. com-
puter vision or natural language processing), and the
use of batch normalization layers and skip-connections
(ResNets) in these networks make them stable and
faster to train, a deep FNN alternative of traditional
machine-learning methods for non-perception tasks,
such as classification and regression of numerical or
nominal data, was not present even a few years back.
Proposed in 2017, SNNs are demonstrated to have
better accuracy than all FNN alternatives in all 121
UCI tasks [55] while being very deep at the same time.
Extensive theoretical proofs are also provided to show
that if input data is standard-normalized (distributed
in an unit normal), the activation outputs converge
to a unit normal as well - that too, throughout the
depth of the network. To achieve this, these networks
use a special type of activation function, released in
the same paper, called scaled exponential linear units
(SELU). Like the unique activation function, there are
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Data-Set Models Parameters Aggregate DKL SNN-Central ∆AICc w
∆AICc
(SNN-Aggregate) Prob. (%) Serial Serial Serial (%)
12 Re(CV2), Re(CT ) 38.48 2 1 18 0.07
15 Re(CS2), Re(CT ) 26.30 3 5 6 0.32
13 Re(CS1), Re(CS2) 11.53 9 7 9 0.29
14 Re(CS1), Re(CT ) 8.04 1 15 17 0.11
4-Obs. 8 Re(CV1), Re(CS2) 5.01 18 3 7 0.32
10 Re(CV2), Re(CS1) 2.80 6 2 11 0.16
6 Re(CV1), Re(CV2) 2.19 14 9 12 0.12
11 Re(CV2), Re(CS2) 1.74 4 4 8 0.32
19 CS2 1.18 17 6 10 0.29
12 Re(CV2), Re(CT ) 42.62 1 2 17 0.69
13 Re(CS1), Re(CS2) 15.71 19 6 7 3.19
15 Re(CS2), Re(CT ) 8.56 4 10 4 3.37
6 Re(CV1), Re(CV2) 6.7 16 12 11 1.33
5-Obs. 8 Re(CV1), Re(CS2) 6.54 18 4 5 3.31
14 Re(CS1), Re(CT ) 6.09 2 7 15 1.14
7 Re(CV1), Re(CS1) 4.63 8 11 12 1.29
11 Re(CV2), Re(CS2) 3.7 3 3 6 3.3
10 Re(CV2), Re(CS1) 2.66 6 1 9 1.67
17 CV2 1.45 15 9 10 1.33
TABLE VI: Main results of model selection using SNN classifier for the 4 and 5-obs cases. The 2nd - 4th
columns list best model-indices, parameters, and classification probabilities (> 1%). Next 3 columns list their
positions in lists sorted by DKL, SNN applied on just central values, and ∆AICc, respectively. Corresponding
w∆AICc values are listed in the last column. See section V 1 for details.
some other specialties regarding SNNs. If dropout lay-
ers are to be used in the network, they have to be of
a special type, called Alpha-Dropout, proposed in the
same paper. Also, at the beginning of training, the
initial choice of weights should be such that variance
of arrays is preserved when propagated through lay-
ers and for this network, they need to be distributed
normally.
In our work, we have used a seven-module SNN, where
each module comprises of a fully connected/linear
layer of 50 artificial neurons, a SELU activation and
an Alpha-Dropout layer with dropout-probability of
1%. At the end of the network-chain, another linear
layer changes the dimension of the output to the num-
ber of classes/models considered and a Soft-max layer
changes those outputs to probabilities. During train-
ing, the cross-entropy between the outputs and the
targets is minimized using the stochastic ADAM op-
timizer [56]. We set the initial learning-rate ` = 0.001
and apply no L2-regularization. Nets are initialized
with the method proposed in ref. [57]. This standard-
ized net-model was curated and stored by Wolfram
organization in their Neural-Net Repository [58]. Fig.
2 shows a schematic graph of a representative network
which takes 4 dimensional vectors as inputs and clas-
sifies it among 20 classes.
B. Simulated Data and Training
1. Classification
The workflow is in three parts. First, we check the
model-selection capabilities of the 4 observables from
B → D(∗)τν channel with experimental measure-
ments. As the number of observables is small, we
restrict our choice of models with up to two param-
eters, including real and imaginary parts of the pos-
sible WCs. This gives us 20 possible models/classes.
We generate 100,000 points in each class, calculate
the observables for each parameter-vector and ensure
that they are not too far away from the correspond-
ing experimental results (e.g. RD(∗) values are gen-
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FIG. 6: 2-D parameter spaces for the best models. The green (filled) and black (empty) contours show
Bayesian fits for 5 and 4-observable cases respectively. Three contours correspond to 68.27%, 95.45%, and
99.73% credible regions. Red contours show 2 credible regions with the predictor SNNs applied on 4
observables. Corresponding 5-observable cases are blue density histograms. The gray-shaded and the
diagonally hatched regions are discarded by 10% and 30% limits on Br(Bc → τντ ), respectively.
erated within (0, 0.6)); the class labels are saved as
the training-target for each point. Next we train the
aforementioned SNN with this training data-set and
save the trained network with all information about
training in a database-structure.
To take care of over-fitting, we use early stopping and
validation. The data-set used for training is randomly
broken into two parts, with 85% of points as ‘training-
data’ and the remaining 15% used as ‘validation-data’.
Training is then done in batches, where a large batch-
size of 10,000 is used to minimize training time. When
all of training-data are used, a ‘round’ of training is
done. After one round, the trained net is applied on
the validation-data to obtain the performance-metrics
of the net, e.g., ‘validation-loss’ and ‘validation-error’.
The whole process is then repeated. The training au-
tomatically stops when the validation-loss does not
decrease after 25 rounds of getting the previous low-
est value. Fig 3 demonstrates how loss and error-rate
(for both training and validation) change over rounds.
The orange curves, denoting the training metrics, are
obtained by collecting info after each batch, whereas
the blue validation curves are created with informa-
tion obtained after each round. The best round (for
which the validation-loss is minimum) is also depicted
in each plot.
If we train identical copies of an SNN over the same
data-set, the slight differences in the initial random
seeds and the general training procedure will ren-
der the final trained networks equivalent, but ever so
slightly different. Consequently, their accuracy mea-
sures will also be similar but slightly different. We
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FIG. 7: 1-D parameter spaces for the selected best models.
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Dataset Model Index DKL Net Performance (%)
(Net) (Bayes) σ R2 MSE
15 3.75 31.78 1.80 99.93 0.03
14 10.43 1.15× 105 2.03 99.91 0.04
4-Obs. 10 14.53 1.21× 106 3.08 99.84 0.10
12 18.20 6.53× 104 1.30 99.93 0.02
11 29.67 5.49× 105 2.34 99.91 0.05
12 95.60 6.29× 106 1.58 99.90 0.02
15 1146.50 1.92× 106 2.19 99.89 0.05
5-Obs. 14 1631.02 9.60× 107 2.33 99.88 0.05
10 3232.05 5.20× 106 3.28 99.82 0.11
11 3905.8 2.41× 106 2.97 99.86 0.09
TABLE VII: Main results for regression with the predictor SNNs for 4 and 5-obs. cases. 5 best models, DKL
scores of the SNN-parameter-space and of the Bayesian fits are in 2nd - 4th columns. Last three columns list
performances of SNNs from test data-set. See section V 2 for details.
can then create an ensemble of such SNNs acting on a
data simultaneously, with the output as the mean of
the individual outputs of each net. It has been seen
that the accuracy of the ensemble-net exceeds that
of each individual net [52, 59]. We thus follow this
procedure using an ensemble of 10 such SNNs and af-
ter taking all possible combinations of the individual
nets, find the ensemble which gives us quite a consid-
erable increase in accuracy. During this process, we
found that the accuracy of an n-net ensemble first in-
creases with increasing n, but then starts decreasing
after a certain value of n. Taking all possible combi-
nations of the individual nets, we plot the maximum
accuracy of any n-ensemble with n in figure 4, for all
data-sets. For our final analysis, we use the ensemble
corresponding to the maximum accuracy for a specific
data-set.
In the next part, we repeat the whole training and
testing procedure detailed above for all the five ob-
servables with experimental results (including RJ/Ψ)
and then again with all 13 observables listed in sec-
tion II 2. For the 13-obs. data-set, as the dimen-
sionality of the data-set almost doubles, we expect
the model-discriminating capability of the SNN to in-
crease a lot. We keep all models with up to 4 param-
eters for this case, making the class-size 45. Table II
lists the model-indices and the corresponding param-
eters of these 45 models. The model indices in paren-
theses are the corresponding serials of those models in
the 20-model list used in the 4 and 5-observable classi-
fication. Table III showcase the details of the training
of a single SNN, part of the final classifier ensemble,
for the 4-obs. data-set.
To have a clear idea about the performance of our
trained networks, we have applied them on unseen
test data-sets created for all the different observable
cases. The size of the test data-set is 10% of the cor-
responding training data-set. The results of various
performance measures for each ensemble nets trained
on the three observable-sets are listed in table IV and
the confusion matrices of the resulting classifications
are shown in fig. 5. These provide us with a visual es-
timate of misclassification among all available classes.
The deeper the color, the larger are the number of
data in each box. The i-jth box contains all data ac-
tually coming from class j, identified as class i by the
classifier. In an ideal classifier, all test data will be cor-
rectly classified and thus only diagonal boxes will be
populated. Unsurprisingly, the model-discriminating
performance of the net trained on all observables is
better throughout all measures than those with 4 or
5 observables, in spite of the considerable increase in
the number of available models (from 20 to 45) 4.
To know how the SNN performs compared to some
other classical machine-learning techniques, we cre-
ated small data-sets (using the 5-obs. data-set) of
10,000 and 1500 points for each model as respectively
4 A note here: in realistic cases, the effective accuracy of the
nets are even higher. For those cases where one of the pa-
rameters (WCs) in a model has significantly smaller value
(especially the imaginary parts), the net identifies it as the
simpler model with only real WC. This is why there are more
misclassified examples in the lower half of the matrices than
the upper ones. This, in real cases, is consistent with parsi-
mony and will be identified as a correct classification for all
intents and purposes.
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training and validation data, and performed classi-
fication with various different shallow-learning tech-
niques, as well as our ensemble-SNN. We then applied
the resultant trained classifiers from each method on
a test data-set of 2000 points and compared their ac-
curacy. Table V contains the results of those. The
ensemble-net clearly has a considerably larger accu-
racy than even the best of the shallow-learning pro-
cesses, which in this case is ‘Random Forest’5.
To compare the classification results with a stan-
dard statistical model selection procedure, we perform
both frequentist and Bayesian fits for each model,
using the present global averages of the 4 and 5-
observable data-sets. All fits and subsequent analyses
are done using a Mathematica R© package [61]. Calcu-
lating AICc with the frequentist MLE estimates, we
calculate the w∆AICc (defined in section III A 3) to
get the probabilistic estimates for the data to come
from each model. For the Bayesian fit results, we
apply a slightly different tactic of using the DKL.
Using the obtained multivariate posterior density of
the parameters, we obtain the predicted distribution
in the observable-space. The goal here is to check
which model predicts a observable-distribution with
the minimum DKL with respect to the original data-
distribution, i.e., which predicted observable distribu-
tion is the closest to that of the original data. Fi-
nally, we compare these results with the prediction of
the trained ensemble SNN, applied on a large random
set sampled from the data-distribution. The obtained
probability estimates for each sample-point are aggre-
gated and the final vector is normalized to get a prob-
ability distribution. This is repeated for each model.
This procedure can now only be done for the 4 and
5-observable cases, but with more measurements in
the future, model-selection capabilities of the global
trained network can also be tested.
2. Regression
As mentioned earlier, we saved each parameter-vector
while generating training data-set. This enables us
to train another variant of SNN, able to perform re-
gression on the data, given a specific model. For this
purpose, we have increased the number of points in the
5 In a recent work using deep neural networks to encode like-
lihood functions [60], the authors also found SNNs, specifi-
cally SELU activation to perform much better than RELUs
or ELUs.
training-set to 1,000,000, for each model and trained
a separate network indexed for that model. This pro-
cedure is repeated for all the 4, 5 and 13 observable
cases. The idea is to first select the best candidate-
models for a particular real data-set, then apply the
predictor SNN for each of those models to a large set
of points sampled from the data-distribution, to ob-
tain the parameter space of the said model.
The predictor SNN differs from the classifier SNN only
in the fact that the last Soft-Max layer is absent in
the regression SNN. While training, we set the “co-
efficient of determination” ( ‘R2’ [62]) metric as the
training-stopping-criterion, i.e., training stops if ‘R2’
does not increase after 30 rounds. In all other aspects,
the training and validation processes are more-or-less
identical to the classification one.
To validate the results of the regression SNN, we
use the Bayesian parameter spaces for the 4 and 5-
observable case. For a selected model, we take the
large samples generated for the posterior distribution
of the parameters in the Bayesian analysis and create
the corresponding predicted observable-distribution.
If the regression SNN is working correctly, we should
exactly get back the Bayesian posterior by applying
it on this predicted observable-distribution. Next, we
apply the net to the sampled distribution of the real-
world 4 and 5-observable global averages to compare
the outcome with that of the Bayesian results. This
process is repeated for all the best-selected models.
Luminosity Model Index DKL (Net)
12 35.04
5ab−1 14 231.44
15 306.41
12 239.15
50ab−1 15 454.78
14 2790.54
TABLE VIII: SNNs predictions for synthetic data of
the 4-obs. case with same central values as present
and predicted uncertainties at future luminosities of
Belle II, with corresponding DKL scores. See section
V 3 for details.
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V. RESULTS
1. Classification
As discussed in the previous section, we use the
present world average of the 4 and 5-observable data-
sets to perform both frequentist and Bayesian fits to
all the 20 models used in the classification training.
This enables us to do multiple things:
• We perform a classical model-selection using
AICc. Comparing the results of these with the
more sophisticated techniques tells us how bi-
ased AICc is in selecting less complex models for
a very small data-set such as the present one.
• The posterior parameter-distributions obtained
in the Bayesian analysis helps us in validat-
ing both classification and regression results.
During classification, we use them to generate
the predicted observable-distribution for each
model. The better the model is, the closer the
predicted distribution would be to the original
data-distribution. We use DKL as the measure
for dissimilarity between these two distributions.
Then the models are sorted according to this
DKL. In absence of any other regression result,
this is the most faithful model-selection possible.
• In regression, the same predicted observable-
distribution lets us check whether our regression
network can faithfully reconstruct the (source)
posterior parameter-distributions.
Table VI encapsulates the main results of model se-
lection using SNN classifier for the 4 and 5-observable
cases. The second column lists the serials of the best
models picked by the classification SNN with proba-
bility > 1%. The model-parameters and the corre-
sponding probabilities are in the next two columns,
respectively. The fifth column lists the positions of
those models in the list of models sorted by DKL.
Similarly, the next two columns list the positions of
those models in the list sorted by model-probabilities
after applying the SNN on just the central value of the
data-set and ∆AICc, respectively. The corresponding
w∆AICc values are listed in the last column. Note that
the current data select a couple of two-operator sce-
narios with real WCs. A few of them which include a
tensor type operator are highly probable.
Taking the DKL measure as our optimum model-
selection criterion, it becomes clear that in this small
sample-sized data-set, ∆AICc completely misses the
best models and rejects them in preference for less
complex ones. Actually, the only models picked up
within 0 ≤ ∆AICc ≤ 4 are one-parameter models with
model indices 1, 4 and 5 - none of which appear in the
list.
On the other hand, 5 of the best candidate models, ac-
cording to DKL are there in the list picked up by the
SNN, for both data-sets. The corresponding model-
indices are in bold in table VI. The appearance of
some less probable models, selected by the SNN, can
be attributed to the large uncertainty in the observ-
able Pτ (D
∗). Note that their respective DKL mea-
sures select some of these models. As was previously
explained in section IV B 1, these model probabilities
(fourth column in table) are not obtained by just ap-
plying the SNN on the central values. To take the full-
data-distribution into account, we have aggregated
the probabilities of each class for a large sample of
points from this distribution. As the uncertainty of
Pτ (D
∗) is huge (∼ 200%), different model-sets are
selected in different regions of the sample. This en-
hances the final aggregated probabilities of those mod-
els, and though they are not viable candidates near
the central value, they still appear in the list. This
variation of model prediction can be easily checked
by sorting the results of the SNN on just the central
value of the data-set and comparing the serials of the
aggregate-probability-selected models in that sorted
list. The sixth column of table VI contains the posi-
tions of the selected models in that list.
Armed with the knowledge of the classification capa-
bility of the SNNs, we then have trained ensemble
classifier SNNs for the 13-observable case. The per-
formance of the chosen ensemble, compared to those
of the 4 and 5-observable ones, is listed in table IV.
Using the higher dimensionality of the data-sets, these
can not only discriminate between a larger number of
models, but also does that with far better accuracy.
2. Regression
Following the procedure described in section IV B 2,
we have trained regression SNNs for each model for
all of the 4, 5, and 13-observable cases. The 4 and
5-observable networks help us to validate the regres-
sion capability of the SNNs by comparing them with
the results of the Bayesian fits. Figure 6 shows this
comparison for five of the best selected models (in-
dices: 10, 11, 12, 14, and 15). Though model 13 is
selected by the network as well, it does not represent
the data-distribution faithfully, as seen from the DKL
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FIG. 8: 2-D parameter spaces for the best models. The green (filled) and black (empty) contours show
Bayesian fits for 5 and 4-observable cases respectively. Three contours correspond to 68.27%, 95.45%, and
99.73% credible regions. Red contours show the first two credible regions with the predictor SNNs applied on
4 observables. Corresponding 5-observable cases are blue density histograms. The gray-shaded and the
diagonally hatched regions are discarded by 10% and 30% limits on Br(Bc → τντ ), respectively.
score and we refrain from using it.
The green (filled) and black (empty) contours show
the parameter spaces after Bayesian fits for 5 and 4-
observable cases respectively. For these cases, three
credible probability regions (68.27%, 95.45%, and
99.73%) are shown. With the exception of model
12, all posterior distributions are multi-modal, with
a stray > 99.73% credible region near Re(CT ) ≈ 0.3
for model 15. We have used these parameter spaces
to create Bayesian-predicted observable distributions
and then applied SNNs on them. The predictor SNNs
reproduce the original parameter spaces quite faith-
fully. This consistency can be checked from the 1-
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FIG. 9: Comparison of measured, predicted (with the Bayesian results for the 5-Obs. case of the best models),
and SM observable spaces. Only 68.27% C.Is are shown. All SM predictions for observables for the D∗ mode
are taken from ref. [9]. Uncorrelated measurements are shown as rectangles, while the correlated ones are
ellipses, with rotation of semi-major axis of the ellipse denoting the correlation. Experimental measurements
have boundaries, while the predictions from models have none.
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dimensional parameter spaces depicted in figure 7.
The faithful reproduction of the Bayesian parameter-
spaces ensures the validity of the regression nets while
using them on the actual data-distribution.
The red contours in figure 6 show the 68.27% and
95.45% credible regions for the parameter-space ob-
tained by directly applying the corresponding regres-
sion SNNs on the data-distribution of the 4 observ-
ables. Similar regions for the 5-observable case are
shown as blue density histograms. Across all models,
these distributions are much flatter, i.e.,though the
maximum posterior (MAP) estimates are almost al-
ways overlapping, the equivalent credible regions are
much larger than the Bayesian results. The locations
of the modes match, but not the spreads. The gray-
shaded and the diagonally hatched regions show the
parameter-spaces discarded by the tighter 10% and
moderate 30% limits on Br(Bc → τντ ), respectively.
Figure 6 shows that for all models, there are at least
parts of the 68.27% credible probability regions al-
lowed by the tightest constraints. Note that in all the
selected scenarios, the absolute values of the WCs are
< 1.0.
The results make sense, as we already know about the
huge spread of Pτ (D
∗). Still, to validate that the pre-
dictive observable-distributions generated by the SNN
parameter spaces represent the data-distribution more
faithfully than those for the Bayesian results, we have
compared the DKL scores between these with respect
to the original data-distribution for all models. Table
VII lists the 5 best models (same for both data-sets,
but with different order) in terms of the DKL scores
of the SNN-parameter-space. As can be checked from
the fourth column of that table, corresponding DKL
scores of the Bayesian fits are orders of magnitude
larger. These first 5 best models are the ones whose
parameter-spaces are shown in fig. 6. All other mod-
els have orders of magnitude larger DKL scores than
these. Each row of the last three columns of the same
table lists the performance of the predictor SNN for
the corresponding model, evaluated on the indepen-
dent test data-set. As expected, the standard devia-
tion (fifth column) and the mean squared error (last
column) are very low for the selected models, and the
coefficient of determination (penultimate column) is
really high.
Relatively larger values of theDKL for predictor SNNs
for the 5-observable case compared to the 4-observable
ones point to the fact that addition of RJ/Ψ actu-
ally worsens both the net prediction and the Bayesian
fit results. This finding is consistent with our earlier
analyses [27, 63] and the possible reason is the large
deviation of the central value of the experimental re-
sult of RJ/Ψ (∼ 2.5 times the SM). As the underlying
quark structure of both B → D(∗)τν and B → J/Ψτν
are same, this enhancement should have been of sim-
ilar order as that of RD(∗) [27, 63, 64]. This worsens
the predictions over all models.
This way of first using the regression SNNs on the
data-distribution for each model and then using DKL
to find the best ones among them constitutes a length-
ier and computationally costlier version of model-
selection. However, this is the most robust and theo-
retically most stable technique of all.
3. Probing Future Precision
Belle II has already started taking data and is ex-
pected to take 50 times the present Belle data sample
by 2025. The unprecedented increased luminosity and
the resultant statistics will make the statistical uncer-
tainty so small, that the ultimate relative uncertainty
is expected to be dominated by systematics, which
are also expected to decrease with the increased sam-
ple size of the dominant background channels [65]. To
test the effectiveness of the trained SNNs with more
precise data in the future, we have created a synthetic
data-set of our 4-observables case, following the pre-
dicted relative uncertainties of these 4 observables at
5 and 50 ab−1 luminosity, from ref. [20], and keeping
the central values fixed at their present value.
As the central values are kept fixed and the uncer-
tainties are decreased, we expect to pick a subset of
the selected models obtained using the rigorous tech-
nique described in the previous section and listed in
table VII. Indeed, we find that with increasing preci-
sion, only some of the models are favored as shown in
table VIII. Applying the trained classifier ensemble-
SNN on these data also yield similar results. Model
12 (Re(CV2), Re(CT )) has aggregate probabilities of
68.87% and 76.49% for data corresponding to 5 and
50 ab−1 luminosities, respectively, whereas the same
values for model 15 are 15.48% and 9.97%. Comparing
these values with the corresponding ones in table VI
shows that with increasing precision, model selection
becomes increasingly decisive.
The effect of increased precision is reflected in the
model parameter-space as well. In figure 8, we show-
case the decrease in parameter-uncertainty for the
best models and compare them with the present pa-
rameter space. Along with being more precise, this
points to the fact that if the central values of these 4
observables remain unchanged in the future, all of the
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68% and most of the 96% credible regions of the pa-
rameter spaces of models 14 (Re(CS1), Re(CT )) and
15 (Re(CS2), Re(CT )) will be discarded by the 10%
upper limit on B (Bc → τν). The two-operator sce-
nario with a right-handed vector and a tensor type
quark current will be only possible solution.
In figure 9, we have compared the measured values and
SM predictions of some of the observables, with their
predicted regions obtained from the Bayesian results
(for the 5-Obs. case) of the best three models. As
was expected, though different models have different
predictions for Pτ (D
∗), they are all equivalently con-
sistent with different parts of the 1σ C.I. of the exper-
imental result, due to its very large uncertainty. The
mentioned tension between SM and measured values
of RJ/Ψ is also evident from the corresponding plot.
None of the models are able to explain the experi-
mental result within 1σ. Only one model-prediction
(Model-15; with operators OS2 and OT ) is consistent
with the experimental 1σ of FD
∗
L . We have also pro-
vided the predicted distributions of some other ob-
servables without any measurement till date. All pre-
dictions are consistent with the experimental results
within 2σ.
Supplied additional Material: We have provided the
trained classifier SNNs for all data-sets and the
corresponding predictor SNNs for all models in
MxNet(JSON) and Wolfram Language (WLNET) for-
mats. These, along with some simulated data exam-
ples and requisite example codes in a Mathematica R©
notebook are in a GitHub repository [66]. Further up-
dates, with future Wolfram Language resources will be
notified and archived in the our group web-page [67].
VI. SUMMARY
In this article, we have looked at the opportuni-
ties of solving the ‘inverse problem’, in other words,
model selection, in b → cτντ decays. With a small
number of available experimental results, this sector
is challenging in this respect, as standard statisti-
cal and information-theoretic techniques like cross-
validation and AICc become unstable for a proper
model selection. Noting that the training of a multi-
class classifier machine learning model by optimizing
a cross-entropy loss function is equivalent to minimiz-
ing the information-loss as measured by K-L diver-
gence, we attempt to solve this problem using a deep
self-normalizing neural network architecture, through
supervised training over simulated data-sets.
By generating the pool of ‘models’ with different com-
binations of dimension-six operators, with the cor-
responding Wilson coefficients considered complex in
general, we first perform a standard frequentist anal-
ysis for model selection with AICc and a Bayesian one
as well, for inferring the parameter spaces. All of this
is repeated for three separate data-sets, two with ob-
servables already measured by some experimental col-
laboration, and one with all significant NP-sensitive
observables, both measured and unmeasured. The re-
cent lattice update of the SM prediction of ratio RJ/Ψ
enables us to use it in our data-sets as a NP-sensitive
observable.
To increase the accuracy of the SNN classifiers, they
are combined in ensembles and we also study the vari-
ation of accuracy with the depth of the nets. The
model-selection-prowess of these classifiers are tested
by comparing there predictions with both AICc re-
sults and the K-L divergence between the data and
predicted distributions of the Bayesian results for the
corresponding models. Performance of the ensemble
classifier is tallied with a collection of various shallow
machine learning algorithms and it is found to be ex-
ceeding that of the best of them by a large margin. We
find that due to the small size of data, AICc unerringly
picks simpler models, neglecting the ones which have
predicted distributions most consistent with the real
data-distribution.
In the next step, we use a variant of the SNNs as pre-
dictors of parameter space for each model. We see that
though the MAP estimates of these are equivalent to
the Bayesian results in most cases, the obtained pa-
rameter distributions are much flatter. Ordering these
models in increasing K-L divergence between the data
and predicted distributions (predictions with SNN-
obtained parameter space) is the most robust possible
way of doing model selection at present, though com-
putationally cumbersome. After doing that we see
that best selected models in this way are consistent
with results of the classifier SNNs.
The trained predictor networks provide us a way of
probing the reach of future experiments with higher
luminosity with the model predictions. Using the SNN
results, we have qualitatively shown how the uncer-
tainties in the parameter spaces decrease with increas-
ing luminosity. We have also provided observable-
predictions of the selected best three models in our
analysis, with their Bayesian fit results. Models with
either a simultaneous presence of scalar and tensor in-
teractions, or right-handed vector and tensor interac-
tions are picked as best models all through the analy-
sis process. If the central values of the measurements
remain unchanged, only one model, with simultane-
ous scalar and tensor interactions will survive the con-
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straints from B(Bc → τν) with increased luminosity
and precision of future measurements.
With the upcoming experiments like Belle-II and high-
luminosity LHCb, we expect to see a hoard of new
measurements. In view of that, the supplied trained
networks can be useful to the community for both
model selection and at least crude regression of the
selected models, without the need for running a so-
phisticated statistical analysis every time. This has
the potential to help model builders to come up with
suitable models to explain the data at that time.
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