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In 1847, Gabriel Lamé outlined a proof of Fermat’s Last Theorem based on fac-
toring the equation xp + yp = zp in C, specifically the cyclotomic field based on
the p-th roots of unity. His proof failed, however, because it assumed incorrectly
that such complex numbers can be factored uniquely into primes, similar to inte-
gers. This gap was pointed out immediately by Joseph Liouville, who later read
a paper that demonstrated this failure of unique factorisation, written by Ernst
Kummer. Using the general approach outlined by Lamé, Kummer proved both
cases of Fermat’s Last Theorem for all regular prime numbers. However, he could
not prove the theorem for the exceptional primes (irregular primes) that conjec-
turally occur approximately 39% of the time; the only irregular primes below 100
are 37, 59 and 67.
An odd prime number p is defined to be regular if it does not divide the
class number of the p-th cyclotomic field Q(ζp), where ζp is a primitive p-th root
of unity, Ernst Kummer (Kummer 1850) showed that an equivalent criterion for
regularity is that p does not divide the numerator of any of the Bernoulli numbers
Bk for k = 2, 4, 6, . . . , p − 3. In this thesis we focus on one implication of this
theorem in 3.27, namely if p satisfies the criterion if and only p | h−, the relative
class number of Q(ζp), the quotient between the class numbers h and h+ of Q(ζp)
and its maximal real subfield Q(ζp + ζ−1p ), respectively. The second implication
can be proved by showing p | h− ⇔ p | h which is beyond the scope of this thesis.
The proof can be found in the end of chapter 5 Washington [1].
In the first chapter we introduce the basic concepts that we will use through-
out this thesis, in particular properties of finite extensions of Q (or number fields)
and their rings of integers. We find out that the rings of integers are Dedekind
domains and there exists unique factorization of ideals into prime ideals. The
normal uniqueness of factorization does not hold here and the extent of how this
unique factorization fails is measured by a number called class number. We then
define the cyclotomic fields, the number fields of our main focus, and Dirichlet
characters. The Dirichlet characters ˆ(Z/nZ)× provide us valuable information
about Q(ζn).
In the second chapter we introduce two generalizations of Riemann zeta func-
tions ζ(s), the Dirichlet L-series L(s, χ), which contain a Dirichlet character χ in
the nominator, and Dedekind zeta function ζK(s), which are defined in a num-
ber field K. These two functions are related by Theorem 2.7. By class number
formula the class number of K appears in the residue of ζK(s) at the simple pole
s = 1 and the values of L(s, χ) can be computed in terms of generalized Bernoulli
numbers (Theorem 2.5 and Theorem 2.20 (without proof)). This gives us a con-
nection between the class number and generalize Bernoulli numbers.
In the last chapter we establish the tie between the ordinary Bernoulli numbers
and generalized Bernoulli numbers modulo a prime p. In order to achieve this
goal we introduce p-adic L-functions and investigate their properties by p-adic
analysis. The desired congruences between ordinary and generalized Bernoulli
numbers then emerge from Corollary 3.26.
2
1. Cyclotomic fields and Dirichlet
characters
1.1 Basics from algebraic number theory
Definition 1.1. Let K be a field. We say that K is a number field of degree d
if it is a finite extension of Q of degree d, i.e. d-dimensional vector space over Q
Definition 1.2. Let K be a number field. By its ring of integers OK we mean a
subring of K consisting of all roots of polynomials with integer coefficients in K.
Definition 1.3. A ring A is integrally closed if it is its own integral closure in
its field of fractions K.
Definition 1.4. A Dedekind domain is an integral domain A such that
1. A is Noetherian
2. A is integrally closed
3. every nonzero prime ideal is maximal
Theorem 1.5. Let A be a Dedekind domain. Every proper nonzero ideal P of A
can be written in the form
P = Pr11 . . .Prnn
with the Pi distinct prime ideals and the ri > 0; the Pi and the ri are uniquely
determined.
For proof see Milne [3, Theorem 3.7].
Definition 1.6. A fractional ideal of A is a nonzero A-submodule a of K such
that
da
def= {da | a ∈ a}
is contained in A for some nonzero d ∈ A, i.e., it is a nonzero A-submodule of K,
whose elements have a common denominator.
Every nonzero element b of K defines a fractional ideal
(b) def= bA def= {ba | a ∈ A}
A fractional ideal of this type is said to be principal.





aibi | ai ∈ a, bi ∈ b}
This is again a fractional ideal: it is obviously an A-module, and if da ⊂ A and
eb ⊂ A, then deab ⊂ A. For principal fractional ideals (a)(b) = (ab).
Theorem 1.7. Let A be a Dedekind domain. The set Id(A) of fractional ideals
is a group, in fact, it is the free abelian group on the set of nonzero prime ideals.
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For proof see Milne [3, Theorem 3.20].
Definition 1.8. We define the ideal class group Cl(A) of A to be the quotient
Cl(A) = Id(A) = P (A) of Id(A) by the subgroup of principal ideals. The class
number of A is the order of Cl(A) (when finite). In the case that A is the ring
of integers OK in a number field K, we often refer to Cl(OK) as the ideal class
group of K, and its order as the class number of K.
Theorem 1.9. Let K be a number field, then the class number of K is finite.
For proof see Milne [3, Theorem 4.4].
Theorem 1.10. Let A be a Dedekind domain with the field of fractions K, and
let B be the integral closure of A in a finite separable extension L of K. Then B
is a Dedekind domain.
For proof see Milne [3, Theorem 3.29].
Definition 1.11. Let K be a number field with ring of integers OK , and a a
nonzero (integral) ideal of OK . The absolute norm of a is
N(a) := [OK : a] = |OK/a| .
By convention, the norm of the zero ideal is taken to be zero.
Definition 1.12. Let A be a Dedekind domain with field of fractions K, and let
B be the integral closure of A in a finite separable extension L of K. A prime
ideal p of A will factor in B:
pB = Pe11 . . .Pegg , ei ≥ 1
If any of the numbers ei is greater than 1, then we say that p is ramified in B (or
L). The number ei is called the ramification index. We say P divides p (written
P | p) if P occurs in the factorization of p in B. We then write e(P/p) for the
ramification index and f(P/p) for the degree of the field extension [B/P : A/p]
(called the residue class degree, note that A/p can be embedded into B/P by the
map a (mod p) ↦→ a (mod P)). A prime p is said to split (or split completely)
in L if ei = fi = 1 for all i, and it is said to be inert in L if pB is a prime ideal
(so g = 1 = e).
Theorem 1.13. Let m be the degree of L over K, and let P1, . . . ,Pg be the




If L is Galois over K, then all the ramification numbers are equal, and all the
residue class degrees are equal, and so
efg = m
For proof see Milne [3, Theorem 3.34].
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1.2 Cyclotomic fields and Dirichlet characters
Definition 1.14. The n-th cyclotomic field Q(ζn) (where n > 2) is obtained by
adjoining a primitive n-th root of unity ζn to the rational numbers.
Definition 1.15. A prime p is called regular if p divides the class number of
Q(ζn). Otherwise p is called irregular.
Theorem 1.16. Z[ζn] is the ring of algebraic integers of Q(ζn).
For proof see Washington [1, Theorem 2.6].
Lemma 1.17. If α is an algebraic integer all of whose conjugates have absolute
value 1, then α is a root of unity.
Proof. The coefficients of the irreducible polynomials for all powers of α are in Z
which can be given bounds depending only on the degree of α over Q. It follows
that there are only finitely many irreducible polynomials which can have a power
of α as a root. Therefore there are only finitely many distinct powers of α. The
lemma follows.
Theorem 1.18. Let ϵ be a unit of Z[ζp]. Then there exist ϵ1 ∈ Q(ζp + ζ−1p ) and
r ∈ Z such that ϵ = ζrϵ1.
For proof see Washington [1, Proposition 1.5].
Definition 1.19. A Dirichlet character is a multiplicative homomorphism χ :
(Z/nZ)× → C×.
If n | m then χ induces a homomorphism (Z/mZ)× → C× by composition
with the natural map (Z/mZ)× → (Z/nZ)×. Therefore we could also regard χ
as being defined mod m or mod n, since both are essentially same map. It is
convenient to choose n minimal and call it the conductor of χ, denoted f or fχ.
It is convenient to classify characters into two types: if χ(−1) = 1 then χ is
called even; if χ(−1) = −1 then χ is called odd. Moreover we can regard χ as a
map Z → C by letting χ(a) = 0 if (a, fχ) ̸= 1. In this case it is important to make
a convention regarding the modulus of definition of χ. We shall always regard χ
as being defined modulo its conductor. Such characters are called primitive.




Proof. Since χ(a) = 0 for gcd(a, f) ̸= 1 we only need to consider residues a
coprime to f . Let b ̸= 1 be a natural number coprime to f then b · (Z/fZ)× is











and the conclusion follows.
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In the following, when we talk of the characters of (Z/nZ)×, or of the char-
acters mod n, we shall be including the characters of conductor dividing n, for
example the trivial character of conductor 1. This set of characters with multi-
plication forms a group denoted by ˆ(Z/nZ)×.
The convention that all characters are primitive plays a part in the multipli-
cation of characters. Let χ and ψ be Dirichlet characters of conductors fχ and
fψ. Since lcm(fχ, fψ) is the common period of χ and ψ, we have the following
homomorphism
γ : (Z/lcm(fχ, fψ)Z)× → C×
defined by γ(a) = χ(a)ψ(a). Then χψ is the primitive character associated to γ.
It is sometimes advantageous to think of Dirichlet characters as being char-
acters of Galois groups of cyclotomic fields Q(ζn), if we identify Gal(Q(ζn)/Q)
with (Z/nZ)×. In general, let χ be a character mod n, hence a character of
Gal(Q(ζn)/Q). Let K be the fixed field of the kernel of χ. Then K ⊂ Q(ζn), and
if n is minimal then n = fχ. The field K depends only on χ and is called the
field belonging to χ.
More generally, let X be a finite group of Dirichlet characters. let n be the
least common multiple of the conductors of the characters in X, so X is a sub-
group of the characters of Gal(Q(ζn)/Q). Let H be the intersection of the kernels
of these characters and let K be the fixed field of H. The field K is called the
field belonging to X and if X is cyclic and generated by χ, then K is precisely
the same as the field belonging to χ mentioned above.
In the statements below we consider only finite abelian groups G.
Lemma 1.21. If G is a finite abelian group, then G ∼= Ĝ.
For proof see Washington [1, Lemma 3.1].
Corollary 1.22. ˆ̂G ∼= G ”canonically”, so we can equate ˆ̂G with G.
For proof see Washington [1, Corollary 3.2].
Remark. An element g of G can be considered an element of ˆ̂G in the following
way
g(χ) def= χ(g), ∀χ ∈ Ĝ
Definition 1.23. Now let H be a subgroup of G (Since we consider a finite
abelian group G, H is always normal). Let
H⊥ = {χ ∈ Ĝ | χ(h) = 1,∀h ∈ H}.
Lemma 1.24. We have a natural isomorphism H⊥ ∼= (̂G/H).
Proof. Consider the map φ : H⊥ → (̂G/H) by φ(χ)(g + H) = χ(g) for χ ∈
H⊥. The map φ(χ) is well-defined, i.e. it does not depend on the choice of the
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representative g for the equivalence class g +H, because χ(H) = {1}. The map
is injective, because if φ(χ) is trivial on (G/H) then
χ(g) = φ(χ)(g +H) = 1
so χ is trivial on G. Let χ′ ∈ (̂G/H) and consider χ(g) def= χ′(g + H). Clearly
g is a well-defined character of G, which is trivial on H, so g ∈ H⊥ and φ is
surjective, thus a group isomorphism. By the first isomorphism theorem we have
H⊥ ∼= (̂G/H).
Lemma 1.25. Ĥ ∼= Ĝ/H⊥.
For proof see Washington [1, Proposition 3.3].
Lemma 1.26. (H⊥)⊥ = H (here we equate ˆ̂G = G).
For proof see Washington [1, Proposition 3.4].
Remark. From the remark below Corollary 1.22 g ∈ (H⊥)⊥ ⇔ 1 = g(χ) = χ(g),
so
(H⊥)⊥ = {g ∈ G | χ(g) = 1∀χ ∈ H⊥}
or the intersection of the kernels of χ in H⊥.
Lemma 1.27. Consider X ⊂ ˆGal(Q(ζn)/Q) a finite group of Dirichlet characters
and K ⊂ Q(ζn) the field belonging to X. It is well-known that each σ ∈ Gal(K/Q)
can be extended to (σ̂) ∈ Gal(Q(ζn)/Q). Then the following map is a group
isomorphism
φ : X → ˆ(Gal(K/Q))
χ ↦→ (σ ↦→ χ(σ̂))
In certain sense X is precisely the set of homomorphism Gal(K/Q) → C×.
Proof. By definition K is the fixed field of
X⊥ = {g ∈ Gal(Q(ζn)/Q) | χ(g) = 1,∀χ ∈ X}
then X⊥ = Gal(Q(ζn)/K) by Galois theory. Therefore
Y
Lemma 1.26= (Y ⊥)⊥ = Gal(Q(ζn)/K)⊥ Lemma 1.24=
= ˆ(Gal(Q(ζn)/Q)/Gal(Q(ζn)/K))
Galois theory= ˆGal(K/Q)
Remark. It follows that we have a one-one correspondence between subgroups of
ˆGal(Q(ζn)/Q) and subfields of Q(ζn).
We now show how ramification indices maybe computed in terms of characters.









where χp is a character defined mod pa. This can be seen from the character
multiplication homomorphism (̂Zn)××(̂Zm)× → ˆ(Zmn)×, where m,n are coprime.
This map is an isomorphism because it is injective and by Lemma 1.21 both sides
are finite groups of the same size.
Lemma 1.28. If gcd(fχ, fψ) = 1 then fχψ = fχfψ.
Proof. We know that fχψ ̸= fχfψ, then in the above isomorphism χψ would
decompose into a product of different characters than in the decomposition of
fχfψ, which is a contradiction.
Theorem 1.29. Let χ and ψ be primitive Dirichlet characters, if χ(a) ̸= 0 or
ψ ̸= 0 then χ(a)ψ(a) = χψ(a).
Proof. If both χ(a) and ψ(a) are non-zero then gcd(fχfψ), a) = 1, hence the con-
ductor of χψ is also coprime to a and the conclusion follows.
If ψ(a) = 0 then χ(a) ̸= 0. Clearly there exists a prime p|a such that ψ(a) = 0.
Obviously χ(p) ̸= 0 and if χψ(p) = 0 then χψ(a) = 0, so it is enough to prove
for p. Let fχ = pbm, where p ̸| m then χ = χ1χ2 with conductors pb and m,
respectively, by gcd(pb,m) = 1 and Lemma 1.28. Since fχ2ψ | fχ2fψ we have
gcd(p, fχ2ψ) = 1 and again by Lemma 1.28 fχψ = pfχ2ψ. Therefore p|fχψ and
χψ(p) = 0.
Definition 1.30. If X is a group of Dirichlet characters, then we let
Xp = {χp | χ ∈ X}
Theorem 1.31. Let X be a group of Dirichlet characters and K the associated
field. Let p be a prime number with ramification index e in K. Then e = |Xp|.
For proof see Washington [1, Theorem 3.5].
Corollary 1.32. Let χ be a Dirichlet character and K the associated field. Then
p ramifies in K if and only if χ(p) = 0 (equivalently p | fχ).
More generally, let L be the field associated with a group X of Dirichlet characters.
Then p is unramified in L/Q if and only if χ(p) ̸= 0 for all χ ∈ X.
For proof see Washington [1, Corollary 3.6] Corollary 3.6.
Theorem 1.33. Let X be a group of Dirichlet characters, K the associated field.
Let
Y = {χ ∈ X | χ(p) ̸= 0}, Z = {χ ∈ X | χ(p) = 1}
Then
e = [X : Y ], f = [Y : Z], and g = [Z : 1]
are the ramification index for p in K, the residue class degree, and the number of
primes lying above p, respectively. In fact
X/Y ∼= the inertia group, X/Z ∼= the decomposition group
Y/Z ∼= is cyclic of order f
8
For definition of the inertia group see Milne [3, page 130], the decomposition
group see Milne [3, page 139] and for proof see Washington [1, Theorem 3.7].
Theorem 1.34 (Conductor-Discriminant Formula). Let K be the number field






where r2 is the number of conjugate pairs of complex embedding K → C.
For proof see Washington [1, Theorem 3.11] and chapter 4 page 35.
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2. Analytic number theory
2.1 Dirichlet L-series
Throughout this chapter χ will denote a Dirichlet character of conductor f .







The series converges when Re(s) > 1, where Re(s) denotes the real part of s
because
|ns| =
⏐⏐⏐e(Re(s)+iIm(s)) log(n)⏐⏐⏐ = ⏐⏐⏐eRe(s) log(n)⏐⏐⏐ · ⏐⏐⏐ei(Im(s)log(n))⏐⏐⏐ = ⏐⏐⏐eRe(s)log(n)⏐⏐⏐ = nRe(s)









For χ = 1 this is the usual Riemann zeta function. It is well known that L(s, χ)
may be continued analytically to the whole complex plane, except for a simple




s−1e−xdx be the gamma function, τ(χ) = ∑fa=1 χ(a)e2πia/f be
a Gauss sum and δ = 0 if χ(−1) = 1, δ = 1 if χ(−1) = −1. Then we have a

















1 − s+ δ
2
)
L(1 − s, χ)






























(fn+ a)s = L(s, χ)
Later on we will be interested in the values of L(s, χ), where s is a non-positive




Definition 2.2. The ordinary Bernoulli numbers Bn are defined by
t






where the right hand side is the Taylor expansion of the function on the left hand










Remark. For a nontrivial Dirichlet character χ it is easy to see that the defining
relation for the Bn,χ is an even function of t when χ is even and odd when χ is
odd. Therefore
Bn,χ = 0 if n ̸≡ δ (mod 2)







et − 1 =
t(et − 1) + t
et − 1 = t+
t







so Bn,1 = Bn except for n = 1, when we have B1,1 = 12 and B1 = −
1
2 .
We also need the Bernoulli polynomials Bn(X) defined by:
teXt
























et − 1 =
t













The last equality follows from two Taylor expansions. Comparing the coefficients



















which is what we want.
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Theorem 2.4. Let F be any multiple of f . Then





































where the last equality follows from the definition 2.2 for the general Bernoulli
numbers with Ft plugged into t and a/F plugged into X. Let g = F/f and
a = b + cf . Let b run from 1 to f and c run from 0 to g − 1 respectively. Each
a between 1 and F corresponds to exactly one pair of b and c. Also note that



































and the result follows.
Theorem 2.5. L(1 − n, χ) = −(Bn,χ/n), n ≥ 1. More generally
ζ(1 − n, b) = −Bn(b), 0 < b ≤ 1.
For proof see Washington [1, Theorem 4.2].
2.3 Class number
Definition 2.6. Let K be a number field. Its Dedekind zeta function ζK(s) is






where I ranges through the non-zero ideals of the ring of integers OK of K
and NK/Q(I) denotes the absolute norm of I (which is equal to both the index
[OK : I] or equivalently the cardinality of quotient ring OK/I.
The Dedekind zeta function ζK(s) of K has an Euler product which is a






, for Re(s) > 1.
This is the expression in analytic terms of the uniqueness of prime factorization
of the ideals I in OK , since it is a Dedekind domain. It is well known that ζK(s)
may be continued analytically to the whole complex plane, except for a simple
pole at s = 1.
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Theorem 2.7. Let X be a group of Dirichlet characters, K the associated field,





Proof. Let n be the least common multiple of the conductors of the characters
of X, then K ⊂ Q(ζn) and X ≤ Gal(Q(ζn)/Q) ∼= (Z/nZ)×. Since (Z/nZ)× is
abelian, X is a normal subgroup of Gal(Q(ζp)/Q), hence K is a Galois extension.
Let p be a prime in Z. Since K is a Galois extension by Theorem 3.34 (Milne
[3]) the prime ideals in the decomposition of (p) in K have the same ramification
index e and residue class degree f . Suppose
(p) = (P1 . . .Pg)e
is the prime factorization of p in K, NP = pf . Then ζK(s) contains the factor∏
P|p
(1 − (NP)−s)−1 = (1 − p−fs)−g
We will prove it is equal to ∏χ∈X(1−χ(p)p−s)−1, the Euler factors corresponding
to p in L(s, χ). Since each prime ideal P appears in the decomposition of only
one prime p in Z this would prove our theorem. Those χ with χ(p) = 0 do not
contribute so we ignore them. By Theorem 1.33, Y/Z is cyclic of order f , where Y
is the group of those χ ∈ X with χ(p) ̸= 0 and Z consists of those with χ(p) = 1.
As χ runs through a set of coset representatives for Y/Z, χ(p) runs through all
f -th roots of unity (since if χ1(p) = χ2(p) then χ1χ−12 (p) = 1, which means it is
1 in Y/Z). Each coset has g elements. Since:
f−1∏
a=0
(1 − ζaf p−s) = (1 − p−fs)
and the result follows.
Corollary 2.8. L(1, χ) ̸= 0
Proof. Let K be the field belonging to χ. It is well known that the zeta function








Since both ζ(s) and ζK(s) has a simple pole at s = 1, none of the factors L(s, χa)
can vanish at s = 1. This completes the proof.
Definition 2.9. Let K be a number field, and let OK be its ring of integers.
Let b1, . . . , bn be an integral basis of OK (i.e. a basis as a Z-module), and let
{σ1, . . . , σn} be the set of embeddings of K into the complex numbers. The
discriminant of K is the square of the determinant of the n by n matrix B whose
(i, j)-entry is σi(bj).
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Definition 2.10. Let K be a number field and r1, r2 are the numbers of real
embeddings and conjugate pairs of imaginary embeddings to C, respectively. Let
r = r1 + r2 − 1 and let ϵ1, . . . , ϵr be a set of independent units of K. Write the
embeddings of K to C as σ1, . . . , σr1 , σr1+1, σr1+1, . . . , σr, σr, where σj, 1 ≤ j ≤ r1,
is real, and σj, σj, r1 + 1 ≤ j ≤ r + 1, is a pair of complex embeddings. Finally
let δj = 1 if σj is real and δj = 2 if σj is complex. The regulator is define to be
RK(ϵ1, . . . , ϵr) = |det(δj log |σi(ϵj)|)
1≤i,j≤r
|
Note that we omit one σj. Since the norm of each ϵ is ±1, the sum of all
σi, 1 ≤ i ≤ r + 1, of δi log |σi(ϵj)| is 0. Since we take the absolute value of
the determinant, the possible sign change from omitting different σ does not hap-
pen.
If ϵ1, . . . , ϵr is a basis for the group of units of K modulo roots of unity, then
RK(ϵ1, . . . , ϵr) = RK is called the regulator of K. Again, the fact that we took
the absolute value of the determinant makes RK independent of the choice of
basis and ordering of the σ’s.






where r1, r2 are defined as usual, h is the class number of K, R is the regulator,
w is the number of roots of unity in K, and d is the discriminant. Suppose K
belongs to a group X of Dirichlet characters. Using Theorem 2.7, and the fact










Definition 2.11. A field is called totally real if all its embeddings into C lie in R
and totally imaginary if none of its embeddings lie in R. A CM -field is a totally
imaginary quadratic extension K of a totally real number field K+.
Lemma 2.12. Let K be a CM-field, then K+ = K ∩ R.
Proof. Clearly K+ ⊂ K ∩R, but [K : K+] = 2 a prime, so any intermediate field
must be K or K+. Since K is totally imaginary, K ∩ R must be K+.
Lemma 2.13. Let K be a CM-field and φ, ψ : K → C be two embeddings. Then
φ−1(φ(α)) = ψ−1(ψ(α)) In other words complex conjugation on C induces an
automorphism on the field K which is independent of the embedding into C.
Proof. First note that φ(K)/φ(K+) is quadratic, hence normal (since if φ(K)
contains a root of a quadratic polynomial over φ(K+) then the second root lies in
φ(K) as well). Since K+ is totally real, φ(K+) lies in R and complex conjugation
fixes φ(K+). Therefore from normality of φ(K)/φ(K+) we get φ(K) = φ(K). In
particular φ−1(φ) is defined.
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Clearly both φ−1(φ) and ψ−1(ψ) are automorphisms of K and both fix K+
since it is totally real. Since K is totally imaginary, neither automorphism can
be the identity. Therefore they must be equal since Gal(K/K+) has order 2.
Remark. Consequently, when working with CM -fields we may talk about α and
|α|2 = αα, which are well-defined and independent of the embedding.
Example. Cyclotomic extensions Q(ζn) are CM -field because they are totally
imaginary quadratic extension of totally real number fields Q(ζn + ζ−1n ).
Theorem 2.14. Let K be a CM-field, K+ its maximal real subfield, and let h
and h+ be the respective class numbers. Then h+ divides h. The quotient h− is
called the relative class number.
For proof see Washington [1, Theorem 4.10].
Theorem 2.15. Let K be a CM-field and let E be its unit group. Let E+ be the
unit group of K+ and let W be the group of roots of unity in K. Then
Q
def= [E : WE+] = 1 or 2
Proof. Define φ : E → W by φ(ϵ) = ϵ/ϵ. Since K is a CM -field, by Lemma
2.13 (ϵσ) = (ϵ)σ for all embeddings σ, we have |φ(ϵ)σ| = 1 for all σ, hence by
Lemma 1.17 φ(ϵ) is a root of unity and φ is well-defined. If ϵ ∈ W ⊂ E, then
φ(ϵ) = ϵ/ϵ = ϵ2, thus W 2 ⊂ φ(E) and we can define a map ψ : E → W/W 2
induced by φ, i.e. the composition of phi with the natural projection from W to







so ϵ ∈ Ker(ψ). Conversely, suppose φ(ϵ) = ζ2 ∈ W 2. Then ϵ1 = ζ−1ϵ = ζ−1ζ2ϵ =
ζϵ = ζϵ = ϵ1 Then ϵ1 is real, hence by Lemma 2.12 belongs to E+. It follows that
Ker(ψ) = WE+. Since |W/W 2| = 2, we are done. Note that if φ(E) = W then
Q = 2 and if φ(E) = W 2 then Q = 1.
Corollary 2.16. Let K = Q(ζn). Then Q = 1 if n is a prime power and Q = 2
if n is not a prime power.
Proof. Conside ϵ ∈ E. Suppose n is an odd prime power and. Then from Theorem







= ζ2 ∈ W 2
so ψ(E) ⊂ W 2 and Q = 1. For p = 2 we cannot use Lemma 1.5. Suppose
ϵ is a unit in Q(ζ2m) such that ϵ/ϵ = ζ = ζs2m ̸∈ W 2, then s is odd and ζ
is a primitive 2mth root of unity since ζ2m has order 2m. The imaginary unit
i = ζ2m−22m ∈ Q(ζ2m). Let N denote the norm from Q(ζ2m) to Q(i). Consider
σ ∈ Gal(Q(ζ2m)/Q), then σ(ζ) = ζa for odd a between 0 and 2m, then σ fixes
Q(i) if and only if ia = σ(i) = i, which is equivalent to a ≡ 1 (mod 4), thus
Gal(Q(ζ2m)/Q(i)) = {ζ2m → ζa2m | 0 < a < 2m, a ≡ 1 (mod 4)}
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(1 + 4j) = 2m−2 + 2m−1(2m−2 − 1) ≡
≡ 2m−2 (mod 2m−1)
Therefore ζa is a primitive 4-th root of 1. It follows that N(ϵ)/N(ϵ) = ±i. But
N(ϵ) is a unit of Q(i), since its inverse is N(ϵ−1), therefore the only possibilities
are ±1 or ±i. None of these gives N(ϵ)/N(ϵ) = ±i, so we have a contradiction.
So Q = 1 for Q(ζ2m).
Now assume n is not a prime power. By Proposition 2.8, 1 − ζn is a unit. Then
ψ(1 − ζn) =
1 − ζn
1 − ζn
= ζn(ζn − 1)
1 − ζn
= −ζn
Suppose −ζn ∈ W 2. Then −ζn = (±ζrn)2 = ζ2rn , so −1 = ζ2r−1n . Clearly n is even,
otherwise −1 would not be a power of ζn, so n ≡ 0 (mod 4). Since −1 = ζn/2n , we
have n/2 ≡ 2r − 1 (mod n), therefore n/2 ≡ −1 (mod 2), which is impossible.
It follows that −ζn ̸∈ W 2, so Q = 2. This completes the proof.
Lemma 2.17. Let ϵ1, . . . , ϵr be independent units of a number field K which
generate a subgroup A of the units of K modulo roots of unity, and let η1, . . . , ηr
generate a subgroup B. If A ⊂ B is of finite index then
[B : A] = RK(ϵ1, . . . , ϵr)
RK(η1, . . . , ηr)







· (root of unity), with ail ∈ Z
Therefore
δj log |ϵσji | =
r∑
l=1
ailδj log |ησjl |
Consequently as matrix multiplication (the subscripts under the lines just mean
we are working with matrices)




(δj log |ησji |)
1≤i,j≤r
R(ϵ1, . . . , ϵr) = |det (ail)
1≤i,j≤r
|R(η1, . . . , ηr)
Since A ⊂ B are free modules over Z, a PID, by Drapal [6, I.6.3] there exist
bases x1, . . . , xr of A, y1, . . . , yr of B with xi = ydii , which implies log |xi| =
|di| log |yi|. Therefore [B : A] = |
∏r
i=1 di|. Consider the r × r integral matrices
(of the exponents) M,N corresponding to the change of bases from η1, . . . , ηr to
y1, . . . , yr, x1, . . . , xr to ϵ1, . . . , ϵr. These matrices have determinant ±1 because
they have integral inverses. Moreover
|det (ail)
1≤i,j≤r
| = |det(N (ail)
1≤i,j≤r
M)| = |det(dial(d1, . . . , dr))| = [B : A]
This completes the proof of the lemma.
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2r, where r = 12deg(K/Q) − 1
Proof. Since K is CM -field, thus by definition a totally imaginary field, so r1 =
0, r2 = deg(K/Q) and r = 12deg(K/Q) − 1 is by Dirichlet unit theorem (Milne
[3, Theorem 5.1]) indeed the rank of the free abelian group of units in K modulo
roots of unity. Let ϵ1, . . . , ϵr be a basis of for the group of units of K+ modulo
roots of unity, then
RK(ϵ1, . . . , ϵr) = 2rRK+1(ϵ1, . . . , ϵr)
Since in the definition of the regulator each δi = 1 for K+, a totally real field,
and each δi = 2 for K, a totally imaginary field. On the other hand by Theorem
2.15 ϵ1, . . . , ϵr form a basis for a subgroup of index Q in the units of K modulo
roots of unity. Therefore by Lemma 2.17
QRK = RK(ϵ1, . . . , ϵr = 2rRK+(ϵ1, . . . , ϵr) = 2rRK+
and the conclusion follows.







|d(K)|, if K is totally real
ideg(K/Q)/2
√
|d(K)|, if K is complex
For proof see Washington [1, Corollary 4.6].
Theorem 2.20.









χ(a)a if χ(−1) = −1
Theorem 2.21. Let K be a CM-field, X its associated group of Dirichlet char-





Proof. Let X be the group of Dirichlet characters and K the associated field. We
assume K is totally complex, so half of the characters in X are odd and half are































Now L(1, χ) = (πiτ(χ)/fχ)B1,χ for χ odd thanks to Theorem 2.20, and by the
Conductor-discriminant formula 1.34
√














Definition 3.1. An absolute value or (multiplicative) valuation on a field K is
a function | · | : K → R such that
1. |x| > 0 except that |0| = 0
2. |x||y| = |xy|
3. |x+ y| ≤ |x| + |y|
If the third condition is strengthened to |x+ y| ≤ max{|x|, |y|}, then | · | is called
a nonarchimedean absolute value.
Example. For any prime number p, we have the p-adic absolute value on Q. Let






















Definition 3.2. Let K be a field with a nontrivial absolute value. A sequence
(an)∞n=0 of elements in K is called a Cauchy sequence if, for every ϵ > 0, there is
an N such that
|an − am| < ϵ, ∀m,n > N
The field K is said to be complete if every Cauchy sequence has a limit in K.
(The limit is necessarily unique.)
Theorem 3.3. Let K be a field with an absolute value | |. Then there exists a
complete valued field (K̂, | |) and a homomorphism K → K̂ preserving the absolute
value that is universal in the following sense: every homomorphism K → L
from K into a complete valued field (L, | |) preserving the absolute value, extends
uniquely to a homomorphism K̂ → L.
For proof see Mile [3] Theorem 7.23.
Example. For K = Q and absolute value | |p we denote the completion by Qp.
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Definition 3.4. Define
Zp = {x ∈ Qp | |x|p ≤ 1}
to be the unit disk of Qp. It is easy to show that Zp is a ring which contains
a unique maximal ideal
m = {x ∈ Qp | |x|p < 1}
Definition 3.5. Let Qp denote the algebraic closure of Qp. By Milne [3] Corollary
7.40. the absolute value | |p on Qp can be uniquely extended to | |p on Qp. By
Washington [1] Proposition 5.1. Qp is not complete. Let Cp be its completion.
Fortunately Cp is algebraically closed, which we will prove below.
From now on unless stated otherwise we will only work with the absolute
value | |p, so we will omit the subscript.
Lemma 3.6 (Krasner). Suppose K is a complete field with respect to a non-
archimedean valuation. Let α, β ∈ K, the algebraic closure of K, with α separable
over K(β). Finally, suppose that for all conjugates αi ̸= α of α we have:
|β − α| < |αi − α|
Then K(α) ⊂ K(β). In other words, if β is sufficiently close to α then α ∈ K(β)
(here we use the extension of the absolute value from K to K, such an extension
exists and is unique from Milne [3] Corollary 7.40).
Proof. Consider the extension K(α, β)/K(β) and let L/K(β) be the Galois clo-
sure. Let σ ∈ Gal(L/K(β)). If | · | is an absolute value on L, then |σ(·)| is also
an absolute value because
1. |σ(0)| = |0| = 0 and if x ∈ L/{0} then σ(x) ̸= 0, |σ(x)| ≠ 0
2. |σ(xy)| = |σ(x)σ(y)| = |σ(x)||σ(y)|
3. |σ(x+ y)| = |σ(x) + σ(y)| ≤ |σ(x)| + |σ(y)|
By Milne [3] Theorem 7.38 the extension of the absolute value on L is unique,
hence |σ(x)| = |x| ∀x ∈ L. Then
|β − σ(α)| = |σ(β) − σ(α)| = |σ(β − α)| = |β − α| < |α1 − α|
for all αi ̸= α. Therefore
|α− σ(α)| ≤ max{|α− β|, |β − σ(α)|}|α1 − α|
It follows that σ(α) = αi for all conjugates αi of α, so α = σ(α), which means α
is fixed by all σ ∈ Gal(L/K(β)), hence α ∈ K(β).
Theorem 3.7. Cp is algebraically closed.
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Proof. Suppose α ̸= 0 is algebraic over Cp and let f(x) = anxn+an−1xn−1 + . . .+
a1x + a0 be its irreducible polynomial in Cp[x]. Since Qp is dense in Cp we may
choose a monic g(x) ∈ Qp[x] whose coefficient bi are close to those ai of f(x) such
that g(α) is arbitrarily small.












We see that |α−β| is small for some root β of g(x). In particular, we can choose
g(x) and then β so that |β − α| < |αi − α|, where αi’s are the conjugates of α.
By Lemma 3.6 α ∈ Cp(β) = Cp. The proof is complete.
From now on unless otherwise stated we shall be working in Cp, which may
be regarded as the p-adic analogue of the complex numbers. We next introduce
the p-adic exponential and logarithm functions. The following results of infinite
sequences are easy to prove or they can be found in Conrad [9].
Theorem 3.8. Let (xn)∞n=1 an infinite sequence in Cp, then
∞∑
n=1
xn converges ⇔ lim
n→∞
xn = 0




⏐⏐⏐⏐⏐ ≤ max0≤n |an|
Theorem 3.10. Let ∑∞n=1 xn converges then there exist m0 ∈ N such that for all
















By Theorem 3.8 this series converges if and only if xn/n! → 0 for n → ∞.
Since from 1 to n there are ⌊n/p⌋ multiples of p, ⌊n/p2⌋ multiples of p2 and so







Note that the sum is finite because for pi > n we have ⌊ n
pi
⌋ = 0. Suppose






















= n(1 − p
−a









log p ≤ ordp(n!) ≤
n
p− 1
It follows that |xn/n!| → 0 as n → ∞ if |x| < p−1/(p−1) and |xn/n| → ∞ if
|x| > p−1/(p−1). Therefore exp(x) has radius of convergence p−1/(p−1).
Definition 3.12. The logarithm function is defined by the power series





Since the exponent of p in n is at most log n/ log p, we find that the series has
radius of convergence 1.
Theorem 3.13. There exists a unique extension of logp to all of C×p such that
logp(p) = 0 and logp(xy) = logp(x) + logp(y) for all x, y ∈ C×p .
Proof. Cp contains the algebraic closure of Qp, hence also the algebraic closure of
Q. Consider Q ⊂ C. The algebraic closure of Q is unique up to an isomorphism
that fixes every element of Q, thus we can embed Q into Cp. For each rational
number r define the power pr of p to be the positive real r-th power of p in Q.
This choice ensures prps = pr+s for all rational numbers r, s. Denote by pQ the
set of pr, r ∈ Q.
Let α ∈ C×p . Qp is dense in Cp, so we can choose α1 ∈ Qp such that |α1 −α| <
|α|, which gives us the following equality:
|α1| = |α1 − α + α| = max(|α1 − α|, |α|) = |α|
By Milne [3] Theorem 7.38 we have |α1| = (p1/e)n for some integer n where e
is the ramification index of Qp(α1)/Qp. Therefore |α| = pr for some r ∈ Q and
|αp−r| = 1.
Now suppose αp−r = β ∈ C×p , |β| = 1. Choose β1 ∈ Qp such that |β1 −β| < 1,
then |β1 − β| < |β|, thus:
|β1| = |β1 − β + β| = max(|β1 − β|, |β|) = |β| = 1
so β1 is a unit of the finite extension Qp(β1)/Qp. Let O be the integral closure of
Zp in Qp(β1). According to Milne [3] Theorem 7.38 there is a unique prime ideal
P ⊂ O lying above p which is the local uniformizing parameter of the extended
absolute value on Qp(β1). The residue field O/P has characteristics p and pf
elements, where f is the residue class degree. The equivalence class of β1 in O/P
is a nonzero element because |β1| = 1, so β1 ̸∈ P. Then β1 is a root of the
equation xpn−1 − 1 = 0 in O/P. The exponent pn − 1 is coprime to p, so β1 is
a single root and via Hensel’s lemma there is a (pn − 1)-th root of unity ω in O
such that ω ≡ β1 (mod P). It follows that |β1 − ω| < 1 and
|βω−1 − 1| = |β − ω| = |β − β1 + β1 − ω| ≤ max(|β − β1|, |β1 − ω|) < 1
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Since pn−1 is coprime to p such roots of unity are distinct modulo P, therefore
the choice of ω is unique. Let W denote the group of all roots of unity of order
prime to p in C×p . From the decomposition α = pr × ω × βω−1. We have proved
that:
C×p = pQ ×W × U1
where
U1 = {x ∈ Cp | |x− 1| < 1}
Now let α = prωx, x ∈ U1. Define logp α = logp x. Since x ∈ U1, logp x is defined
by the power series. Clearly this extension satisfies the desired properties.
Suppose f(α) gives another extension. We have f(1) = f(1) + f(1), thus





(f(prN) + f(1) + f(xN)) =
= 1
N
(0 + 0 +Nf(x)) = f(x) = logp x
Therefore the extension is unique. This completes the proof of the proposition.
Lemma 3.14. If |x| < p−1/(p−1) then | logp(1 + x)| = |x| and if |x| ≤ p−1/(p−1)
then |logp(1 + x)| ≤ |x|.
Proof. If n ∈ N, n < p then |n| = 1, and in general |n| = 1/pvp(n) ≥ 1/n.
Therefore, if |x| < p−1/(p−1) < 1 we have⏐⏐⏐⏐xnn
⏐⏐⏐⏐ = |x|n−1 · |x| < |x| if 2 ≤ n < p
and ⏐⏐⏐⏐xnn
⏐⏐⏐⏐ < np(1−n)/(p−1)|x| ≤ |x| if n ≥ p

















For the second part note that in this case the equalities are not strict and the
conclusion follows similarly. This completes the proof.
Theorem 3.15. logp x = 0 ⇔ x is a rational power of p times a root of unity (of
arbitrary order).
Proof. Suppose x = prω, where r ∈ Q and ω ∈ W . Choose N ∈ N such that




(logp prN + logp ωN) =
1
N
(0 + 0) = 0
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Conversely, suppose logp x = 0. Since C×p = pQ ×W × U1 from Theorem 3.13
and the first two components are nullified by logp, we may assume x = 1+y with
|y| < 1. Let N ∈ N be large enough that |ypN | < p−1/(p−1). Then
xp





yj + · · · + ypN .





, thus all the middle terms
have absolute value at most |py| < |p| ≤ p−1/(p−1), and by the choice of N we
have |ypN | < p−1/(p−1). Therefore |xpN − 1| < p−1/(p−1) and from Lemma 3.14
|xpN − 1| = | logp(xp
N − 1 + 1)| = | logp(xp
N )| = 0
Therefore x is a pN -th root of unity. This completes the proof.
Theorem 3.16. If |x| < p−1/(p−1) then
logp exp(x) = x
and
exp logp(1 + x) = 1 + x
Proof. Both are formal power series identities, so we need only check convergence.
exp(x) converges for |x| < p−1/(p−1), so it remains to show that | exp(x) − 1| < 1.
Because vp(n!) < n/(p− 1) we have |n!| > p−n/(p−1), thus⏐⏐⏐⏐xnn!
⏐⏐⏐⏐ < |x|np np−1 < p −np−1 + np−1 = 1
If | exp(x) − 1| = 0 then | exp(x) − 1| < 1 holds trivially, because from Theorem
3.10 there exists k ∈ N such that









so logp exp(x) converges. For the second identity |x| < p−1/(p−1) < 1, so logp(1+x)
converges and we still need to check | logp(1 + x)| < p−1/(p−1), which follows from
Lemma 3.14.
Lemma 3.17. Let Pi(x) =
∑∞
n=0 an,ix
n, i = 0, 1, 2 . . . be a sequence of power
series which converge in a fixed subset D of Cp and suppose:
i an,i → an,0 as i → ∞ for each n, and
ii ∀x ∈ D and ∀ϵ > 0 there exists an n0 such that |
∑∞
n≥n0 an,ix
n| < ϵ uniformly
in i(= 0, 1, 2, . . .).
Then limi→∞ Pi(x) = P0(x) ∀x ∈ D.
Proof. Given ϵ and x choose n0 as above. For each n < n0 there exists jn ∈ N
such that |an,0 − an,i||xn| < ϵ,∀i ≥ jn. Let j = max1≤n<n0{jn} then ∀i ≥ j:



































with |an| ≤ Mrn for some M . Then f(x) may be expressed as a power series with
































|an,i − an,i+k| =
⏐⏐⏐⏐⏐ai+1 integer(i+ 1)! + · · · + ai+k integer(i+ k)!
⏐⏐⏐⏐⏐ ≤ MR−(i+1) → 0 as i → ∞
Therefore {an,i}∞i=1 is a Cauchy sequence. Let an,0 = limi→∞ an,i. Then |an,0| ≤
MR−n. Let P0(x) =
∑∞
n=0 an,0x







→ 0 as n → ∞





⏐⏐⏐⏐⏐⏐ ≤ maxn≥n0{MR−n|x|n} → 0 as n0 → ∞
uniformly in i. Therefore limi→∞ Pi(x) = P0(x) by Theorem 3.17, so f(x) can be
expressed as a power series, hence analytic.







where the sum is over those primes p such that p − 1 divides n. Consequently
pBn is p-integral, i.e. lies in Zp for all p.
Proof. We will use mathematical induction. The base case B2 = 16 can be verified
manually . We assume that the statement true for all even m < n and n > 2 is
even. In particular pBm ∈ Zp for all m < n because if m is even then the statement
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follows from the assumption, otherwise B0 = 1, B1 = −1/2 and Bm = 0 for odd
m ≥ 3. From Theorem 2.4 with χ = 1, hence fχ, and F = p we have



































(pB0)anp−2 + n(pB1)an−1p−1 + (pBn)pn−2 (mod Zp)
where the last congruence holds because (pBj)an−jpj−2 is p-integral for 2 ≤ j ≤ n
from the induction assumption. Since B1 = −12 we have p ̸= 2 ⇒ B1 ∈ Zp. If
p = 2, then since n is even, nB1 ∈ Z2, therefore we may omit the term with B1.
















Now if (p − 1) | n then an ≡ 1 (mod p) for a ̸≡ 0 (mod p) from Fermat’s Little
Theorem, thus:




Since 1 − pn is a unit in Zp whose inverse is congruent to 1 (mod p) we have
Bn ≡ −1p (mod Zp).
For the second case p− 1 - n consider a primitive root g modulo p, i.e. p− 1
is the smallest positive integer such that gp−1 ≡ 1 (mod p), then g0, g1, . . . , gp−2











gn − 1 (mod p)
Note that g(p−1)n − 1 ≡ 0 (mod p) and gn − 1 ̸= 0 (mod p), since g is a prim-
itive root and p− 1 - n. Hence Bn ∈ Zp for p− 1 - n.





. By the above, this is in Zp for every p, so there
are no primes in the denominator. Therefore it must be an integer.
3.2 p-adic L-function
Definition 3.20. Let q = p, if p ̸= 2 and q = 4, if p = 2. Given a ∈ Zp, p - a,
there exists a unique φ(q)-th root of unity ω(a) ∈ Zp such that




The function ω is also called Teichmüller character. We may define
⟨a⟩x = exp(x logp ⟨a⟩)
Since | logp ⟨a⟩|| ≤ |a − 1| ≤ |q| = 1/q by Lemma 3.14, this converges if |x| <
qp−1/(p−1)
Remark. We define q differently for p = 2, because if q = 2 then |2|2 would not
be strictly less than 2−1/(2−1) the convergence radius of exp(x) and the functions
⟨a⟩x would not have nice properties.
Then let’s define the following function
H(s, a, F ) =
∑













where s is a complex variable, a and F are integers with 0 < a < F , and
ζ (s, b) is the Hurwitz zeta function defined in the previous chapter. The Hurwitz
zeta function can be analytically extended to the whole complex plane except at
a simple pole s = 1. Then:
H(1 − n, a, F ) Theorem2.5= −F
n−1Bn(a/F )
n
∈ Q for n ∈ N
Now we will define the p-adic analogue of H(s, a, F ).
Theorem 3.21. Suppose q | F and p - a (a and F as above). Then there exists
a p-adic meromorphic function Hp(s, a, F ) on
{s ∈ Cp | |s| < qp−1/(p−1)}
such that
Hp(1 − n, a, F ) = ω−n(a)H(1 − n, a, F ),∀n ∈ N
In particular, when n ≡ 0 (mod p − 1) if p is odd, or (mod 2) if p = 2, then
ω−n = 1 and
Hp(1 − n, a, F ) = H(1 − n, a, F )
The function Hp is analytic in s except for a simple pole at s = 1 with residue 1F .
Proof. Let






















j > n. Then



































= ω−nH(1 − n, a, F ), as desired
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It remains to prove the convergence. By von Staudt-Clausen Theorem 3.19 we
have |Bj| ≤ p, thus combined with q | F, p - a we obtain |(F/a)jBj| ≤ p|q|j.
Therefore, by Theorem 3.18 with x = 1 − s, r = |q| = 1
q












is analytic on D = {s ∈ Cp | |1−s| < qp−1/(p−1)}. Similarly ⟨a⟩1−s is also analytic
on D. We will prove that D is the same set as D′ = {s ∈ Cp | |s| < qp−1/(p−1)}.
Put u = qp−1/(p−1), since u > 1 we obtain
|s| < u ⇒ |1 − s| ≤ max{|1|, |s|} < u
Thus D′ ⊂ D and similarly D ⊂ D′. This completes the proof.
Let χ be a p-adic Dirichlet character, i.e. with the codomain Cp. For a given
order the group of characters is still the same as with the codomain C, since the
algebraic closure of Q in Cp is isomorphic to the usual algebraic closure of Q in C.
Also, observe that ω(a) is a p-adic Dirichlet character of conductor q and order
φ(q).
Theorem 3.22. Let χ be a Dirichlet character of conductor f and let F be any
multiple of q and f . Then there exists a p-adic meromorphic (analytic if χ ̸= 1)
function Lp(s, χ) on {s ∈ Cp | |s| < qp−1/(p−1)} such that




If χ = 1 then Lp(s, 1) is analytic except for a simple pole at s = 1 with residue























χ(a)Hp(s, a, F )
Each Hp(s, a, F ) is analytic except at s = 1, where it has the residue 1/F so the
residue of Lp(s, χ) at s = 1 is
∑F
a=1,p-a χ(a)(1/F ). If χ = 1 then since q|F we
have p|F , hence the number of multiples of p from 1 to F is exactly F/p and the



















By Lemma 1.20 the first sum is 0. If p | f then χ(p) = 0. If p - f then since f |F
we also have f |(F/p), so again by Lemma 1.20 the second sum is 0. Therefore
Lp(s, χ) has no pole at s = 1 if χ ̸= 1.
Note that if p - a, then ω−n(a) ̸= 0, hence by Lemma 1.29 χ(a)ω−n(a) =
χω−n(a). If n ∈ N then by Theorem 3.21 we obtain








































By Theorem 2.4 with F and the character χω−n the first sum is −Bn,χω−n/n.
If p | fχω−n then χω−n(pb) = 0 and the whole expression χω−n(p)pn−1Bn,χω−n is
also zero. Otherwise since fχω−n | fχfω−n = fp we have fχω−n | f | F . Again by
Theorem 2.4 with F/p and character χω−n after factoring out χ(p) the second
sum is equal to χω−n(p)pn−1Bn,χω−n . Overall we get the following







Theorem 3.23. Suppose χ ̸= 1 and pq ̸= fχ. Then
Lp(s, χ) = a0 + a1(s− 1) + a2(s− 1)2 + · · ·
with |a0| ≤ 1 and p|ai for all i ∈ N.
Proof. We may choose F as in Theorem 3.22 so that q|F but pq - F . Also we
may assume χ is even since everything is 0 otherwise by Remark 2.2.
Consider a ∈ N such that a - p. If j ≥ 6 then by Theorem 3.19 and⏐⏐⏐⏐⏐Bjj! F
j−1
aj
⏐⏐⏐⏐⏐ ≤ pj/(p−1) · p · 1qj−1 ≤ 1q
The last inequality hold because if p is 2 then q is 4 and the total exponent of p
is j+ 1 − 2(j− 1) = 3 − j ≤ −2. If p is odd then p = q and the total exponent of
p is j/(p− 1) + 1 − (j − 1) ≤ j/2 − j + 2 = 2 − j/2 ≤ −1. A check of the cases
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j = 3, 4, 5 shows that the inequality holds for j ≥ 3. Therefore all coefficients in













are divisible by p. Now we look at the terms for j ≤ 2 individually. If j = 0, then
the denominator is F . If j = 1, then there is no denominator. Finally if j = 2,
then the denominator is 2. Overall they can have possibly q but not pq, in the
denominator. Similarly




j! (1 − s)
j(logp⟨a⟩)j




⏐⏐⏐⏐⏐ ≤ 1qj · pj/(p−1)
If p = 2 then the total exponent of p is j − 2j = −j. If p is odd then the total
exponent of p is j/(p − 1) − j ≤ j/2 − j = −j/2, thus all the coefficients are in
Zp, and they are divisible by pq for j ≥ 2 (if p = 3 the bound −3/2 implies the
bound −2 since the coefficients are in Zp, hence the power of p is an integer).










− 1 − s2a +
(1 − s)(1 − s− 1)F
12a2
)
Since the products of other terms contributes multiples of p to the coefficients of















We already know q | logp⟨a⟩ and since pq - F we have (logp⟨a⟩)/F and F/12 are
in Zp. If p is odd then 1/2a is also in Zp for a - p. If p = 2 then since a ≡ ω(a)














χω−1(a) ≡ 0 (mod q)
The last congruence follows from the same argument we used in Theorem 3.22
and χω−1 ̸= 1 because χ is an even character and ω is an odd character. This
















From the arguments mentioned above clearly F loga⟨a⟩/12a2 and logp⟨a⟩/2a
are divisible by p. If p ≥ 5 then F/12 ∈ pZp, so p | a1. If p = 2 or 3 then










χ(a) ≡ 0 (mod p)







12a2 ≡ 0 (mod p)
and this completes the proof.
Corollary 3.24. Suppose χ ̸= 1, pq - f . Let m,n ∈ Z (co kdyz p je 2). Then
Lp(m,χ) ≡ Lp(n, χ) (mod p),
and both numbers are p-integral.
Proof. By Theorem 3.23 both numbers are congruent to a0. Moreover |a0| ≤ 1
which implies they both belong to Zp.
Corollary 3.25 (Kummer’s congruences). Suppose m ≡ n ̸≡ 0 (mod p− 1) are






More generally, if m and n are positive even integers with m ≡ n (mod (p−1)pa)
and n ̸≡ 0 (mod p− 1), then
(1 − pm−1)Bm
m
≡ (1 − pn−1)Bn
n
(mod pa+1)
Proof. Since m ≡ n (mod p − 1) we have ωm = ωn and Lp(s, ωm) = Lp(s, ωn),
thus by Theorem 3.23
Lp(1 −m,ωm) = a0 + a1(−m) + a2(−m)2 + . . . ≡
≡ a0 + a1(−n) + a2(−n)2 + . . . =
= Lp(1 − n, ωm) = Lp(1 − n, ωn) (mod pa+1)
Finally by Theorem 3.22
(1 − pm−1)Bm
m




Corollary 3.26. Suppose n is odd, n ̸≡ −1 (mod p− 1). Then
B1,ωn ≡
Bn+1
n+ 1 (mod p)
and both sides are p-integral.
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Proof. Since n ̸≡ −1 (mod p − 1) we have ωn+1 ̸= 1. Also ωn(p) = 0 since n is
odd, hence not divisible by p− 1. Therefore by Theorem 3.22 and Corollary 3.24
B1,ωn =(1 − ωn(p))B1,ωn = −Lp(0, ωn+1) ≡




n+ 1 (mod p)
The p-integrality also follows from Corollary 3.24.
Theorem 3.27. Let p be an odd prime and let h−p be the relative class number of
Q(ζp). Then p | h−p ⇔ p divides the numerator of Bj for some j = 2, 4, . . . , p− 3.
Proof. Let ω be a generator of ˆGal(Q(ζp)/Q) ∼= ˆ(Z/pZ)×. The odd characters
corresponding to Q(ζp) are ω, ω3, . . . , ωp−2. Therefore, by Theorem 2.21 (Q = 1
by Corollary 2.16, and w = 2p, because there are 2p roots of unity in Q(ζp),









First note that B1(x) = x − 1/2,
∑p−1
a=1 ω
−1(a) = 0 and by Theorem 2.4 with
n = 1, F = p
















ω−1(a) ≡ p− 1
p
(mod Zp)





















and the theorem follows immediately.
Corollary 3.28. If a prime p divides the numerator of Bj for some j = 2, 4, . . . , p−
3. Then p is irregular.
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