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As a complicated lethal medical emergency, sepsis is not easy to be diagnosed until it is too
late for taking any life saving actions. Early prediction of sepsis in ICUs may reduce inpatient
mortality rate. Although deep learning models can make predictions on the outcome of ICU stays
with high accuracies, the opacity of such neural networks decreases their reliability. Particularly,
in the ICU settings where the time is not on doctors’ side and every single mistake increase the
chances of patient’s mortality. Therefore, it is crucial for the predictive model to provide some sort
of reasoning in addition to the prediction it provides, so that the medical staff could avoid actions
based on false alarms. To address this problem, we propose to add an attention layer to a deep
recurrent neural network that can learn the relative importance of each of the parameters of the
multivariate data of the ICU stay. Our approach sheds light on providing explainability through
attention mechanism. We compare our method with some of the state-of-the-art methods and show
the superiority of our approach in terms of providing explanations.
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CHAPTER I
INTRODUCTION

Sepsis, is a medical emergency during which the immune system of body, reacts to certain
infections that may result in dysfunction of organs and death [73]. It is the number one cause of
death in ICUs and imposes a huge financial burden on patients, hospitals, and insurance companies
[55]. Based on the statistics, sepsis-related medical expenses constitute over 23 billion dollars in the
USA alone [18]. On average, among the 35 million hospitalized patients in the USA, one quarter
million of them end up in developing hospital-based sepsis. In spite of the advances in health care,
biomedical technology, and decades of efforts for providing a formal definition of the sepsis, its
mortality rate is still high. Despite the high variety in the reported statistics on the sepsis mortality,
the overall rate averages to 35 percent. Diagnosis of sepsis still remains a challenging task. The
complexity of the nature of this medical phenomena, makes it hard to be detected and/or predicted
in a timely manner. Partly, due to the similar symptoms to that of other medical conditions, that can
be misleading in analysis of the patient’s status [73]. Another challenge is that the symptoms and
biomarkers are not always present or do not occur simultaneously. Another challenge in diagnosis
of the sepsis, is that the symptoms and status of the patient tends to aggravate in a short period of
time when it is too late for making preventive actions. Given the aforementioned circumstances
and constraints, predicting sepsis earlier, can be game changing.
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There has been efforts and studies in order to develop a set of policies and guidelines that could
enable the medical doctors to identify sepsis as early as possible [25]. For instance, MEWS [67],
APACHE II [40], SOFA [74], MEDS, and PIRO [50] are among the scores proposed to help the
doctors evaluate the patients status on-set. Moreover, joint efforts had been going on to produce a
general and standard definition for sepsis. The latest definition, is referred to as Sepsis-3 [66].
However, in recent years, the trailblazing developments in Artificial Intelligence, Machine
Learning, Robotics, and the enhancements in the computational power of hardwares, much more
powerful and complicated methods of analysis are made possible. Today, many health care
providers and hospitals collect the medical information of patients, through EHR systems, and
make them available to the researchers in order to conduct retrospective data analysis.
Myriad AI methods have been developed and applied to this problem [32]. Deep neural
networks have shown significant performance in prediction of medical problems [18]. For prediction of sepsis, various approaches have been proposed. To name a few we can mention to
[24, 47, 64, 13, 21, 22]. Despite the promising performance of deep models in prediction of
sepsis, measured by metrics such as accuracy, precision, recall, the opacity of their predictions
turns out to be a great weakness of their analysis. One cannot clearly explain and understand how
the underlying factors correlate to one another [57], due to the non-linear and architectures of the
predictive models. Whereas, in a clinical context, it is very important for a predictive model to
provide the correlations and cause and effect relationships among the factors so that the medical
staff could rely on the results and make decisions accordingly. The predictive model is expected
to be so-called Interpretable or Explainable [46]. In this study, as an extension to our previous
research [4], we aim to address this shortcoming of deep predictive models, focusing on the sepsis
2

as our case study. We have attempted to address the aforementioned issue by implementing a
deep attention-based recurrent neural network so that a medical doctor can understand the factors
that have contributed most to the diagnosis of sepsis in a given patient. The contributions of this
research can be summarized as follows:
• We have implemented an attention based recurrent neural network and trained it using vital
signs and lab measurements in order to predict sepsis in an interpretable way.
• In order to evaluate the practicality and effectiveness of our approach in diagnosis of sepsis,
we have qualitatively analyzed various cases of sepsis with different ages, sexes, and hospital
mortality outcomes.
• We have compared our approach with various state of the art approaches.
In this thesis, the details of the problem, the dataset of the study, and our proposed architecture
are discussed in more details. Finally, we compare the performance of our proposed method against
a few of the state of the art methods and qualitatively evaluate its interpretability.

3

CHAPTER II
BACKGROUND

In the last decade, machine learning has gained attraction from various disciplines as it is able
to learn and perform tasks that may have seemed impossible if not hard in the past. Image analysis
and computer vision [49, 48, 1, 68, 1, 70], natural language processing [75, 77, 58], robotics
and autonomy [38, 23], weather forecasting [2], and a myriad of medical applications [59, 11].
Theoretically, having enough sample data of a problem would enable a neural network to learn
to perform different tasks. This capability of neural networks has made them a flexible tool to
be applied in different applications, though with different problem-specific modifications. In this
chapter we provide a background on sepsis and machine learning in more details.

2.1

Sepsis

Sepsis can be divided into a sequence of progressive clinical phases, which in turn occur with
certain symptoms [55]. Understanding the indicators and possible causes of these phases can
make a difference in the early prediction of sepsis. In order to assess the usability of our approach
in prediction of sepsis, we first provide a more detailed explanation of sepsis stages. Next, we
qualitatively analyze the predictive ability of our model on several patients with different clinical
characteristics.
4

2.1.1

Sepsis Progression Stages

Although sepsis is a spectrum of host immune reaction to a systemic infection it can be broken
down into three general stages [54].
The first stage is when the host starts to display signs and symptoms of inflammatory response
such as Tachycardia (fast heart rate), Tachypnea (rapid breathing), Fever, and Leukocytosis (elevated
white blood cell). This stage is described by the Systematic Inflammatory Response Syndrome
(SIRS) in addition to a source of infection [7].
The second stage is severe sepsis when at least two inflammatory markers and a source of
infection are identified in combination with signs of organ failure and hypotension. During this
stage, the perfusion of organs becomes compromised, and therefore, the markers for organ hypoperfusion such as creatinine, bilirubin, lactic acid, etc. start to rise. The symptoms associated
with lack of perfusion can be decreased urine output, shortness of breath, altered mental status,
abdominal pain and congestive heart failure [19].
The third stage of sepsis is named septic shock. It occurs when severe sepsis is associated
with low blood pressure that does not respond to fluid resuscitation. The mortality associated with
sepsis is highest in this group of patients. The estimates are anywhere from 30 − 50% [43].
There is research that supports the presence of three phases in severe sepsis and septic shock
with regards to the mortality rates [54]. The mortality phases of severe sepsis and septic shock have
three peeks and two nadirs. Phase one lasts up to day 5, phase two lasts until day 15 and phase three
starts from day 16 and lasts until the end of the observational period of 150 days. Phases two and
three had most of the deaths. Phase three also had a resurgence of positive blood cultures. Some

5

people believe that the immune system may go through phases of hyperactivity and hypoactivity
during sepsis [54].

2.1.2

Typical Characteristics of Measurements in Septic vs. Non-Septic Patients

The set of graphs depicted in Fig. 2.1 and Fig. 2.2 visualize the aforementioned clinical features
in septic patients and provide a comparison between septic and non-septic patients. Despite the fact
that all these patients are in an ICU situation, the septic patients’ situations reflect the previously
mentioned characteristics more severely.

6

(a) Heart Rate

(b) Mean Blood Pressure

Figure 2.1: Statistics of Medical Measurements
The first, the second (median), and the third quartiles of some of the vital signs of the patients
during the first 24 hours of admission to the ICU.
7

(c) Respiratory Rate

(d) Glucose

Figure 2.1: Statistics of Medical Measurements

8

(a) Creatinine

(b) Platelet Count

Figure 2.2: Statistics of Lab Measurements
The first, the second (median), and the third quartiles of some of the lab test results of the patients
during the first 24 hours of admission to the ICU.
9

(c) Urine Output

(d) White Blood Cells

Figure 2.2: Statistics of Lab Measurements
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2.2

Machine Learning

The endeavour in creating life-like intelligence comparable to that of the humans started with
algorithmic searches that would look for the right set of actions in a huge search space. Despite
the successes in a few set of tasks, such as shortest path finding, many of the tasks such as image
recognition, speech analysis, and human language translation, seemed impossible. Nonetheless,
inspired by the neural networks of the living brains, a set of artificial neurons were designed and
developed that the weights of the interconnecting network, determine how the given inputs result
in the corresponding outputs. In other words, unlike the classical approach to AI in which a search
algorithm is designed to find a solution for each set of given inputs, an artificial neural network
is trained by feeding it with the input and output data and setting the weights of the connecting
neurons accordingly [12]. The new approach also known as Machine Learning seemed to be able
to handle very specific tasks although with many challenges and deficiencies. However, it attracted
a major interest with the ground breaking findings in training of deep neural networks in 2006
[29]. Machine learning has been applied in many different tasks in a wide range of disciplines.
For instance, in image processing, tasks such as analysis of medical images [48], autonomous
vehicles [45], video generation [68], improvement of realism of synthetic images [3], and smart
cities [14], in natural language processing, tasks such as human language translation [5], image
caption generation [1], and medical record analysis [77], automated answering of questions [61],
text summarization [58]. In the last decade, machine learning has become ubiquitous. Yet, there is
a great deal of challenges are ahead of the reseachers in this area to be addressed. In the following
sections of this chapter, first, the major architectures of artificial neural networks are introduced.
11

Then, the issue of interpretability is discussed, and finally, a brief review of the applications of
machine learning in medical applications is discussed.

2.2.1

Artificial Neural Networks

The brain consists of a complex network of interconnecting neurons. Based on the studies,
it is believed that the connections between neurons tend to strengthen or dissipate as a dynamic
mechanism of learning and forgetting [33]. As the input signals to a neuron pass a certain threshold,
the output of that neuron will activate and send a signal. Artificial Neural Network (ANN) is a
simplified model of neural networks that provides a similar functionality. As depicted in figure 2.3
A neural network with a single input layer and output layer, consists of a number of input neurons
dI and a number of output neurons dO . The outgoing signal ŷ j from the j − th output neuron
(1 ≤ j ≤ dO ), depends on the incoming signals from the input neurons xi (1 ≤ i ≤ dI ).
Since the value of each input neuron may affect output neurons differently, a value wi j , called
weight is assigned to the connection from input i to the output j. Finally, the value of the aggregation
of signals from the inputs is passed through a function known as Activation Function. Activation
function decides how the output j is activated, i.e. how the value of the outgoing signal is set. An
input to the network can be presented by a vector X ∈ RdI . And the weights of the network can be
denoted as a matrix W ∈ RdI ×dO . So, the neural network depicted in Fig. 2.3 can be mathematically
denoted as:

Y = W TX

12

(2.1)

Figure 2.3: Artificial Neural Network Diagram
An input X ∈ RdI is linearly mapped to an output Y ∈ RdO . The activation function adds
non-linearity. Since all neurons of the input layer are connected to all neurons in the output layer,
this type of neural network is sometimes referred to as Fully Connected Neural Network.
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The output of the network is calculated by applying the activation function fa on each element of
the vector Y :

Ŷ = faY

(2.2)

In order to add more flexibility in the representation power of the network, a bias value b ∈ RdO
may also be added to right hand side of the Eq. 2.1. The weights of a neural network are initially
set to random values. However, in order to set their values so that the network could learn to
produce the intended results given a certain task, weights are updated through an iterative process,
called training based on data or learning from data. Each iteration of the training process involves
updating the weights based on the error in the output called back-propagation [12]. The error (L)
may be calculated using Loss Function (L f ). The loss function may be euclidean distance, mean
absolute value, and so on. However, the procedure to update the weights of the network is more or
less the same:
L = L f Ŷ ,YT

(2.3)

In which the true value of the output from the training data is denoted as YT . The weights are
iteratively refined:
wi j ← wi j α

∂Lj
∂ wi j

(2.4)

Where α is Learning Rate, a coefficient that controls the speed at which the weights are updated.
Several layers of ANN may also be stacked on top of each other to form an architecture called MultiLayer Perceptron (MLP). ANN is the most basic form of neural network. However, understanding
how it works in practise is the basis of all other types of neural networks.
14

2.2.2

Convolutional Neural Networks

Another important architecture that is inspired by the neuronal activations in the vision system
of cats [31] is called Convolutional Neural Network (CNN). Unlike the fully connected neural
network discussed in section 2.2.1, only a local subset of neurons are taken into account for
calculating the outputs of the network in CNNs. Fig. 2.4 depicts a CNN. A CNN, is generally
composed of several main components:
(A) Convolutional Layer:
A layer in which features are computed from a local region of the input data, rather than
connecting all the inputs to the output. In data where the topological adjacency matters,
such as the frames in a sequence of a video or pixels of an image, this architecture tend to
perform better in detecting and learning features. As depicted in Fig. 2.4 the convolutional
layer performs the discrete counterpart of the convolution operation on the input data against
a set of kernels. Similar to other weights in the network, kernels are also learned through
training. The output of the convolutional layer, is called feature map and it represents the
local regions around which a pattern similar to that of a certain kernel exists. Considering
input X∈ Rh×w as an input instance, and K∈ Rm×n a convolution kernel, the convolution
operation may be denoted as follows:
mip =

x j ∈V p

kij × x j

for p ∈ X

(2.5)

Where x j denotes the element j from V p. V p is the set of all neighbouring points around the
point p in the input matrix X. Like-wise, kij is the point j that corresponds to the point x j from
the kernel i. The mip represents the value of the convolution in feature map corresponding
15

to kernel i and point p. V p represents a set of points in a certain neighborhood around the
point p in the input matrix X.
(B) Pooling Layer:
Another important step in a CNN is called pooling. The pooling operation is a non-linear
operation that down-samples its inputs. The pooling function is commonly max function
that returns the maximum of the input. Although mean function may also be used. Down
sampling through pooling enables the network to detect features invariant to their exact
locations, rather, more dependent on the relative positions.
(C) Activation Layer:
The outputs from pooling layer may be passed through an activation layer to add nonlinearity to the decision boundaries of the neural network. Although different types of
activation functions can be added to the network, the most prominent activation function is
the rectified linear unit [52].The computational simplicity and its robustness in training and
converging has made this activation layer so popular.
(D) Fully Connected Layer
This component of CNN is the regular ANN discussed in section 2.2.1. Based on the
similarity of patterns to the kernels, different points in feature maps may activate the outputs.
The output feature maps can be reshaped to form a long vector. Then, the resulting vector
may be fed into a fully connected layer that could classify the inputs, based on the present set
of features in the feature map. The training process for the convolutional neural networks is
16

pretty much the same. Weights of the network are initialized randomly and then are updated
based on the error in the output of the neural network.

2.2.3

Recurrent Neural Networks

In many of applications, samples of the data are not of the same size. Rather, they are in shape
of sequences of multivariate elements with different lengths. Obviously, Since the size of the input
in ANNs is fixed, the regular fully connected networks (ANN) are not able to handle this type of
data. Recurrent neural networks(RNN) were designed to process sequential data.
As depicted in Fig. 2.5, each cell keeps track of previous states of the cell in a vector [65]. Let
S be a sequence of length T consisting of vectors xt ∈ Rd , S = {x1 , x2 , ..., xT }. A vector h is used
to keep the state of the cell. The hidden state ht in step t is calculated from the combination of
previous state ht−1 and the current input xt . Hidden state ht is also updated per each input element.

ht = Au UT xt WT ht−1 bu

(2.6)

Where U∈ Rd×s and W∈ Rs×s are matrices and bu is the vector of biases and Au is the activation
function for the layer U. The output yt ∈ Rm corresponding to each element of the sequence xt , is
calculated from the state vector ht .

yt = Av VT ht bv

(2.7)

Similar to the Eq. 2.6,Av denotes an activation function, bv is the vector of biases. V T ∈ Rm×s
is a matrix.
17

Figure 2.4: Convolutional Neural Network Diagram
The general data flow in a CNN is: 1) Convolution operation is performed against kernels or
filters. 2) The feature-map is down-sampled in Pooling operation. 3) The down-sampled
feature-map is flattened into a vector and fed to a fully connected network (FCN), to produce the
result of classification.
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Figure 2.5: Recurrent Neural Network Diagram
To learn temporal relations, an RNN cell keeps track of the previous input elements of a
sequence.

Although RNN can learn a pattern across time, it tends to lose track of temporal dependencies in
long sequences. Modified architectures were proposed in order to handle this problem. Long Short
Term Memory (LSTM) learns to forget or store the hidden state through forget gates [8]. Another
modification to RNN that has a less complex design is Gated Recurrent Unit [15]. Yet, it performs
as well as LSTM. Another problem with RNNs is exploding or vanishing gradients. During the
back-propagation, gradients of hundreds of elements in a sequence are multiplied by each other.
This can result in exponential increase or decrease in the value of the gradients. Therefore, the final
gradient may become zero (vanish) or may exceed the processor’s representation power (explode).
As a result, the training might become impossible. However, various methods have been proposed
to prevent this failure in training [15].

19

Figure 2.6: Recurrent Neural Network Diagram (Unrolled)
An RNN can be depicted in unrolled form that is equivalent to feeding the hidden state and
elements of a sequence one by one to another network with the same weights. Until the elements
of the sequence have reached to the end.
20

2.3

Interpretability

The eye-catching capabilities of deep neural networks in performing tasks has made them so
popular that the use of them in almost all disciplines renders inevitable. However, the higher the
applicability, the more important the reliability becomes. In some applications the outcome of
inference in deep models can be as critical as the difference between life and death. For instance,
in medical settings, doctors might decide on the type of treatment based on the prediction of the
deep model. As another example, a wrong decision in an autonomous vehicle that relies on deep
models to drive, can end up in fatal accidents. A biased decision making in legal settings, may
result in a relatively severe and disproportionate punishment for convicts. The possibility of such
misinferences raise questions on the reliability of deep models in practise. In fact, due to the
opaque nature of inference in deep neural networks, it is not possible to judge whether the results
of the model are actually correct or incorrect although they may unexpectedly seem the opposite.
Thereupon, providing explanations on how a model has come up with certain results renders
necessary. Development of methods capable of generating explanations in order to justify their
results is a major challenge in machine learning and is known as explainability. In the literature, the
word interpretability also refers to the same concept, and the two words are used interchangeably.
Explainable models may also be considered transparent. Opposed to opaque models which do not
reveal the way they reason. Interpretability, increases the trustworthiness of the models and the
users of the AI systems tend to rely more on them.
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2.4

Applications in Healthcare

AI has been utilized in different segments of healthcare. For instance, on-set diagnosis and
prediction of diseases [4, 32], analysis of medical images in order to distinguish different types of
brain tumors [30], denoising of MRI images [34], in prediction of potential interactions of drugtargets,synthesis of medicines and drug discovery [26, 27, 28]. Even for the education of clinical
practitioners, AI has been utilized to develop robots that can imitate physiological responses of a
real human patient [56, 51]. Also, in development of assistive robots in healthcare environments
as nurse assistant [23], or in development of means of remote surgery [38], AI has been widely
implemented. since the main topic of this research report is prediction of a medical status given
the on-set data, we provide more backgrounds on this topic in the following section.

2.4.1

Diagnosis and Prediction of Diseases

Prediction of sepsis, and outcomes of intensive care units (ICU), have been a topic of interest
for the medical community for a long time. Considering the importance of this problem, computer
scientists are increasingly attracted to provide effective solutions to address this need. The advances
in the computational capabilities of current generation computers and the promising performance
of Artificial Intelligence and Deep Learning methods in many different applications, have paved the
path for the analysis and study of sepsis in more effective and efficient ways [72]. Hospitals collect
medical data of patients staying in intensive care units in electronic format known as Electronic
Health Records (EHR). This data includes vital signs, the values of laboratory test results, the notes
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of medical staff, and the types of interventions and procedures conducted by the physicians on set.
EHRs provide many opportunities for researchers to conduct analyses on many different topics in
health care. Causes, effects, and correlations among the patient’s status and the possible outcomes
of their stay at ICU [37].
Various approaches and models are proposed and studied in the literature for the prediction of
the outcomes of patients’ ICU stays. One can categorize these approaches in various ways based
on methods, architectures, data types, medical conditions, etc. However, in order to clarify the
merit of our research, we group these approaches based on the type of the medical data that has
been used in the experiments.
To the best of our knowledge, the previous research in the literature can be split into two major
groups. One group consists of the approaches that only make use of some codes that describe the
diagnoses or procedures performed on patients during certain visits to their health care providers.
These codes which are obtained from the billings of patients provide high-level information about
the patients’ statuses. These codes are referred to by International Classification of Diseases, 9th
Revision (ICD-9) 1 in the literature. Previous works on diagnosis of diseases, using only ICD-9
codes, include [17, 16, 63, 6, 42].
The other major group of approaches use Electronic Health Records (EHR) for diagnosis,
instead of ICD-9 codes. The works of [13, 21, 22, 39, 76, 71, 9, 53] fall into this category. There
are also some approaches that make use of both EHR and ICD-9 codes as in [47].
There are some essential differences among the two groups of the approaches that one should
consider [4]. The first difference is precision of the input data. The former set of models, simply
1https://www.cdc.gov/nchs/icd/icd9.htm
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use ICD-9 codes that are extracted from the billing records of the patients. These codes only
provide a label of the diagnosis of the patients without more details. Whereas, in the latter set
of models, EHRs are used that provide a more informative description of the patients’ status with
respect to time of their stays in hospitals. Therefore, one would consider the results of the analysis
of the EHR more reliable, as it takes into account more informative input data.
The second difference is the architectures proposed for this problem. Models based on ICD-9
data, apply machine translation approaches on data as in [5]. Therefore, most of the proposed
approaches rely on variants of Recurrent Neural Networks (RNN) such as Long Short-Term Memories (LSTM) and Gated Recurrent Units (GRU) [15]. However, for the analysis of EHR data,
alongside RNNs [13, 47, 21, 22], Convolutional Neural Networks (CNN) are used as in [71].
Additionally, other statistical approaches are developed such as [39, 53, 9].
Despite the fact the models proposed in both of the aforementioned groups tend to yield
promising performances, most of the approaches perform as a black-box, which lack explainability.
Whereas the physicians who use these AI models as a tool for making better decisions, will need
some sort of explanations in order to rely on the predictions and recommendations of the AI system.
Interpretability is addressed for the ICD-9 codes in [16, 63, 6, 42], though the drawbacks of ICD-9
codes exist. On the other hand, interpretable models implemented to work on EHRs do not have
those deficiencies related to use of ICD-9 codes such as [39, 53, 13].
In this research project, we apply an RNN with GRU cells with an attention layer in order to make
predictions with visual interpretations, thus addressing the issues with ICD-9 based approaches.
Essentially the problem studied in this paper is classification of patients as septic or non-septic.
However, throughout this paper, we use the word prediction instead.
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CHAPTER III
DATASET

We have obtained the dataset of the cohort of our study from Medical Information Mart
for Intensive Care (MIMIC) III which is a freely accessible database, developed and maintained
by The Laboratory of Computational Physiology at Massachusetts Institute of Technology [36].
This database, contains several types of information about over 53,000 patients hospitalized at
Intensive Care Unit (ICU), including, but not limited to, the charted measurements of vital signs
and laboratory test results, codes of diagnostics and procedures that the patients were billed for 1,
discharge summaries, interventions, and descriptive notes recorded by the medical staff. However,
for the purpose of this study, we have only considered a subset of this database. The general
demography of the selected cohort of our study is included in table 3.1.

3.1

Gold Standard

Sepsis is a complicated medical condition. Most of the physiological determinants of the sepsis
are nonspecific and can be observed in many other situations [55]. However, a patient is considered
septic under certain circumstances as defined by The Third International Consensus Definitions for
Sepsis and Septic Shock (Sepsis-3) [66]. We used the codes provided by [35, 18], which extract
1International Classification of Disease 9 (ICD-9)
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and prepare a cohort for the study of sepsis based on Sepsis-3 definition. Table 3.2 shows the
statistics of the patients and their outcomes.

3.2

Feature Selection and Preprocessing

As a hypothesis, we assumed that a systematic abnormality in the values of the patients’ data
may be an indicator of sepsis. The Sepsis 3 definition document [66] proposes a flowchart for
classifying a patient as septic. It uses two separate score for classification, known as Sequential
Organ Failure Assessment (SOFA) [74] and Quick SOFA [60]. Among the given data features,
we selected seven vital signs and thirty two laboratory and output values that are considered for
classification of the patient according to Sepsis 3 definition. The data of patients, which are time
series, are then aggregated into hourly bins. We handled the missing values issue by forward filling.
However, for the training set, the intermediate missing values were interpolated. In cases where an
entire parameter was not measured at all, we substituted the missing value with the median value
of that parameter among all of the patients of the cohort of the study. After this data preprocessing,
we considered nine states for each of the continuous input parameters as in [64]. The nine intervals
were chosen based on the reference values of the parameters for normal healthy person proposed
in [41]. We grouped each value as one of the following 9 categories:
• Three ranges for Lower than the reference values
• Three ranges for reference values considered as Normal
• Three ranges for Higher than the reference values
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The discretization process is depicted in Fig. 3.1. The multi-variate time series of the patients’
data of our study are of multiple sizes, as in real world scenarios, where patients get to stay in ICUs
for different time intervals.

Figure 3.1: Discretization method
The figure depicts how a continuous single measurement is converted to a discretized one-hot
vector, according to the reference values that are considered for a healthy normal adult. Each
measurement is mapped to a 9-bin one-hot vector.

3.3

Dataset Preparation

In order to prepare the dataset for our application, we used the scripts provided by [35] to
upload the data into a PostgreSQL2 dataset. Then, we executed several custom queries in order to
extract the subset of data related to sepsis. In order to further clean and prepare data and discretize
2https://www.postgresql.org/
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Table 3.1: A general demographic of the patients in our cohort of study

General Demography of the Cohort
Age ( mean ± std )

63.14 ± 18.6

BMI ( mean ± std )

28.69 ± 8.42

ICU LOS* (Q1 − median − Q3 )

1.1 - 1.88 - 3.47

Hospital LOS (Q1 − median − Q3 )

3.08 - 5.61 - 9.62

Race
White

8434

Black

1097

Hispanic

455

Asian

332

Other

455

SOFA Score (Q1 − median − Q3 )

2-3-5

SIRS Score (Q1 − median − Q3 )

2-3-3

Gender

Male

Female

Height ( mean ± std )

175.7 - 10.35

168.8 - 7.77

Weight ( mean ± std )

86.98 - 24.18 73.42 - 25.21

Count
*

6426

Length of Stay

28

5074

Table 3.2: A demographic of the patients with respect to their ICU outcomes.
Total

Septics

Non-Septics

Survivors

Non-Survivors

Age ( mean ± std )

63.14 ± 18.6

65.50 ± 17.62

60.86 ± 19.18

62.12 ± 18.65

71.50 ± 15.61

Weight ( mean ± std )

80.83 ± 25.56

81.67 ± 27.59

80.6 ± 23.52

81.26 ± 25.64

77.09 ± 24.56

Height ( mean ± std )

169.16 ± 11.88

169.27 ± 10.88

169.3 ± 12.89

169.25 ± 11.89

168.18 ± 11.7

28.69 ± 8.42

29 ± 8.73

28.36 ± 8.05

28.75 ± 8.23

28.01 ± 10.14

SOFA Score (Q1 − median − Q3 )

2-3-5

3-5-7

1-2-3

1-3-5

4 - 6 - 10

SIRS Score (Q1 − median − Q3 )

2-3-3

2-3-4

2-2-3

2-3-3

3-3-4

ICU LOS* (Q1 − median − Q3 )

1.1 - 1.88 - 3.47

1.48 - 2.60 - 5.21

0.98 - 1.45 - 2.33

1.10 - 1.86 - 3.23

1.06 - 2.40 - 5.63

Hospital LOS (Q1 − median − Q3 )

3.08 - 5.61 - 9.62 4.53 - 7.60 - 12.80 2.49 - 4.10 - 6.89

BMI ( mean ± std )

Count
*

11700

5783

3.37 - 5.78 - 9.77 1.05 - 3.22 - 7.86

5917

10435

1265

Length of Stay

them as depicted in Fig. 3.1, we developed scripts using Pandas3 and Numpy4 libraries of Python.
We then implemented our model of study using PyTorch5 framework.

3https://pandas.org
4https://numpy.org
5https://pytorch.org
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CHAPTER IV
METHODOLOGY

Following our previous work [4], since the format of the data of our study is time series, we
have decided to utilize Recurrent Neural Network (RNN) in order to make predictions. More
specifically, we chose Gated Recurrent Units (GRU) in our architecture [5]. As discussed in [5], in
machine translation problems, the words in a sequence contribute to the last output of the model.
Thus the outcome of the translation depends on different words non-uniformly. Considering the
similarities with the disease prediction problem, we assume that the different parameters in the
patients’ data contribute differently to the final status of the patients. Therefore, following the
method proposed in [16] and [42], we calculate the context using attention in order to find out the
amount of the contribution of each of the parameters present in the patients’ data to their respective
medical outcomes. Through out this paper, we refer to GRU by RNN. In the following subsections,
first the format of the input data is explained, then the architecture of the model is discussed. Lastly,
the theoretical foundations of the interpretation are presented.

4.1

Inputs of the Model
The data of each patient i is in format of a multi-variate time series Pi = x1 , x2 , x3 , ..., xn , where

xt ∈ {0, 1}r represents the status of physiological and laboratory measurements at time-step t in
the given sequence of length n. The dimension of the input vector, r, equals to the total possible
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number of states of the features, explained previously in section (3.2). Elements of the vector xt
take values of 0 or 1 according to the value of the continuous raw data, as depicted in Fig. 3.1 for
one single continuous parameter.

4.2

Architecture of the model

The model in this research project is similar to that of our previous work [4]. We built our model
upon the proposed model in [16]. Fig. 4.1 depicts an outline of the components of our model.
First of all, a linear embedding layer is used to consider the influences at the vector elements’ level
(each element of the input vector xt ):

vt = Wemb .xt

(4.1)

Where vector vt ∈ IRm represents the linear embedding of the input vector xt , Wemb ∈ IRm×r is
embedding matrix and m is the embedding dimension.
We calculate the attention at each time-step’s level and at the level of each variable. Thus
resulting in two sets of weights. Scalars α1 , α2 , ..., αn represent the relative effect of parameters
in each time step t on the final outcome, and the set of vectors β1 , β2 , ..., βn indicate the relative
influence of each element of the embedded vectors v1,1 , v1,2 , ..., v1,m , ..., vn,1 , vn,2 , ..., vn,m .
The RNNs employed in the baseline method which we built our architecture upon, is onedirectional [16]. However, in our proposed method, we utilize bidirectional RNNs as in [42, 6, 63].
Bidirectional RNNs have become popular in time series analysis due to their increased capabilities
in prediction and classification [42].
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Figure 4.1: Architecture of our deep model
An abstract architecture of the model presented in this study. The data flow in this model can be
separated into 7 stages. 1) The input data is embedded into a lower dimension format. 2) A
bidirectional GRU is trained to capture the per-variable contributions. 3) Another bidirectional
GRU is trained to capture the per time-step contributions. 4) per-feature contributions are
calculated for each data point at time step t. 5) The contribution of each time step is calculated. 6)
The contributions along time and features and the inputs are aggregated in order to generate the
context vectors. 7) Whether the patient is septic or not is calculated in this step.
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We generate the α 0 s and β 0 s separately using two bidirectional RNNs. Therefore, we calculate
the hidden states in both forward and backward directions. For each time step t, where 1 ≤ t ≤ n,
hidden states ht and gt of bidirectional RNNs are calculated as follows:
f

gt ; gtb = BiRNNα vt
f

gt = gt ; gtb
et = wTα gt bα

(4.2)

f

ht ; htb = BiRNNβ vt
f

ht = ht ; htb
Where f and b as superscripts represent the forward and backward directions respectively. The
relative effects of time steps along time denoted by α 0 s can then be calculated as below:
α1 , α2 , ..., αn = so f tmaxe1 , e2 , ..., en

(4.3)

For each of the time steps t = 1 to n, we can calculate the variable-level attentions as:

βt = tanhWβ ht bβ

(4.4)

In Eq. 4.5 vector ct is the context vector for the time-step t. In natural language processing,
context vector, represents the overall context that the given words until a certain time-step represent
[5]. Equivalently, here the context vector represents the overall status of the patient up to the time
step t. ct can be calculated using the equation below:
ct =

t
α jβ j
j=1
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vj

(4.5)

in equation 4.5 represents an element-wise multiplication. The true label yt ∈ {0, 1} of the given
time series, can be predicted using the context vector ct ∈ IRm , by the following equation:
yˆt = so f tmaxW ct b

(4.6)

During the training process, the parameters of the predictive layer, W ∈ IR2×m and b ∈ IR2 are
learned. Given time series data of N patients, each having a length of T n , We use cross-entropy as
our loss function as below:
L x1 , x2 , .., xN =

1 N 1 Tn >
>
y
log
y
ˆ
1
−
y
log1
−
y
ˆ
−
t
t
t
N n=1 T n t=1 t

(4.7)

Following the attention mechanism proposed in the RETAIN model [16], each time-step’s data
is first embedded using a Multi-Layer Perceptron (MLP) and then an RNN produces attention
weights. However, unlike the RETAIN model, our model uses a bidirectional RNN. Conversely,
[5] implements the reverse order of RNN and MLP in comparison to our model. In their model,
first the words are encoded by RNN and then attention weights are generated using MLP. The merit
of the order by which the data is handled is that the interpretability is kept by the MLP embedding
layer, then the attentions are calculated by RNNs, which capture the correlations of the data along
time as if a medical doctor notices certain variables in the data with higher attention.
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4.3

Interpretation

For determining the most effective factors on a given prediction, the same approach as in [16]
was taken. The variables α 0 s, β 0 s and vector elements v which determine the contributions of each
of the medical measurements in prediction, are kept fixed. As if a doctor pays more attention to
some of the medical factors he finds more important. Thereupon, an element in the initial input
xt that affects yn,s to have higher values, obviously can be considered to have higher amount of
contribution. The equations used for prediction can be rewritten as follows:

pyn |x1 , ..., xn = pyn |cn = so f tmax W ct b



(4.8)

Where cn ∈ IRm is the context vector as in Eq. (4.5). Furthermore, the Eq. (4.8) can be written as:

pyn |x1 , ..., xn = pyn |cn = so f tmax W

n
αt βt
t=1

 
vt b

(4.9)

The vector vt can be split into Wemb × xt components as in Eq. (4.1). The following equations will
hold:
pyn |x1 , ..., xi =
= so f tmax W
= so f tmax

n
αt βt
t=1

r
k=1

n r
xt,k αt W
t=1 k=1

 
xt,kWemb :, k b

βt

(4.10)

 
Wemb :, k b

Where xt,k represents the k-th element of vector xt . Eq. (4.10) can be rewritten as follows which
makes the calculation of the contribution of each elements of vector xt (where t ≤ n) to the
prediction of yn possible:
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λ yn , xt,k = αt W βt Wemb :, k xt,k
|
{z
}

(4.11)

Coefficient of contribution

In order to increase the readability of the equations, the index n were omitted from αt and βt .
Nonetheless, the index t emphasizes on the fact that the αt and βt are calculated for the step t.
The input vector xt only consists of ones and zeros; therefore, the coefficient alone represents the
amount of contribution. The values of the measurements were continuous per se and we discretized
them into binary vectors. However, if continuous data had been used directly, the parameter λ
would have represented the amount of contribution [16].
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CHAPTER V
PREDICTIVE EVALUATION

The performance of the presented model was compared against two baselines with different
configurations: The original RETAIN model [16] and a different attention-based model presented
in [6]. Five-fold cross validation was performed in order to assess the ability of this model. In this
section, the capability of the proposed model in prediction is discussed with the metric of the area
under the curve (AUC) of True Positive Rate to False Positive Rate.

5.1

Comparison with Baselines
Here are the baseline models that we compared our methodology against. All these methods

use an attention-based variant of RNNs. Therefore, this comparison provides an insight to the
quantitative quality of our approach according to its differences with the baselines. The quantitative
analysis in regards to explainability is discussed in the next section. The baselines include:
• One-directional LSTMs with the time series data, fed in reverse order [16]. In this paper, it
is simply referred to by RETAIN.
• An attention-based approach for capturing disease progression through time [6]. It is referred
to by CDP-TT.
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• The model presented here, which consists of two GRUs. It is referred to by Interpretable
Attention-based Sepsis Prediction (IASP) model.
For the RNNs implemented in the above models, we considered architectures with 1, 2, and 3
hidden layers. In our cohort, there are 5734 patients with sepsis, out of a total of 11700 patient
records. Although it is approximately half of the patients, we consider using ROC curve as the
metric of performance [20]. There are two classes here: septic and non-septic patients. Based
on our experiments, our model’s performance reaches to over 75% accuracy in AUROC. The area
under the ROC curve for each of our experiments are listed in table (5.1). According to the results
of this experiment, in terms of accuracy and AUC, our method is relatively similar to that of our
baseline method [16], and outperforms our other baseline [6]. Nonetheless, the advantage of the
presented method over other works is its explainability, as discussed in section 5.3.

Table 5.1: The summary of the performances of the different models on our sample data
AUC
HL # *
IASP

1

2

Accuracy
3

1

2

3

0.7478 0.7547 0.7558 0.7484 0.7548 0.7550

RETAIN 0.7539 0.7531 0.7494 0.7540 0.7530 0.7494
CDP-TT 0.6331 0.6265 0.6038 0.6346 0.6285 0.6077
*

Hidden Layers Count
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Despite the fact that we have reproduced the same RETAIN model, presented in [16], in
order to compare its performance against our approach, we observed different performance results
compared to what the authors have reported. The key factor that explains this difference is that
we predict the occurrence of a certain disease (in our case, sepsis) at the end of the sequence as
in [47]. And in order to feed the continuous medical measurements to the model, we imputed the
missing values and then discretized them by changing them to binary vectors. Whereas the dataset
used in RETAIN and in [6] is in fact of type ICD-9 labels and predictions are made for the next
time-step of the sequence given the previous encounter sequences.

5.2

Qualitative Analysis and Case Studies
The objective of this study is to have artificial intelligence as a tool that helps medical doctors

in providing more details about the contributing factors to the models prediction. Here, we analyze
three retrospective case studies qualitatively in order to assess the capability of our approach in
providing interpretable information about the prediction. For each of the case studies, we also
provide some demographic information so that the readers get a better sense of the patients’ overall
status. It is important to note that one of the authors of this work is an experienced Emergency
Medicine Doctor and subject matter expert, who has contributed heavily to these case studies.

5.2.1

First Case Study

The first case study which we refer to by subject #1 is a 53 year old male, that has stayed over
31 hours in the ICU. Given the patients’ medical information, the trained model has predicted this
patient to be septic with 95.28 percent of certainty. However, the sole probability value does not
provide much information about the patients’ status. Health providers would need more information
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regarding this prediction in order to make more proper decisions. We can see the raw medical
measurements of this patient in Fig. 5.2 as a reference of the patient’s physiological status.
In the ICU situation, medical doctors evaluate the patients’ status using the sepsis 3 definition,
and predefined set of rules and standards to decide whether the patient is septic or not. However, our
model, trained by observational data, provides some attention values that identify the contributing
factors to the final probability value. For this patient, the calculated contribution factors are
depicted in a heatmap in Fig. 5.1. The heatmap represents numbers in [0,1] interval, in the form
of colors ranging from black to very light yellow similar to how lava’s color changes with respect
to its temperature. These colors correspond to the relative contributions of each feature in each
time step according to what the model has learned. Fig. 5.1 depicts the relative importance of
different factors that have led the model to estimate the probability of the patient being septic over
95 percent.
In order to interpret Fig. 5.1, we should notice the parameters that have higher relative effect.
In other words, for the septic patients, the major factors that might have been affecting the patient’s
status, tend to have brighter colors in the same time interval. The results also comply with the
sepsis 3 definition [66]. For instance, this heatmap illustrates that the blood pressure here has
higher relative effect. Also, we see bright colors for urine, the status of ventilation, and intubation.
Furthermore, according to sepsis 3 definition [66], the abnormality of the number of white blood
cells in blood is considered one of the symptoms of the sepsis, and we can see brighter color in the
graph for this parameter. The raw values of some of these measurements are depicted in Fig. 5.2.
Health providers could quickly understand the reasoning behind the prediction by inspecting the
heatmap. However, despite these findings, more specific study is required in order to make general
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arguments on this issue which is beyond the scope of this research project. Nonetheless, we will
point out the limitations of our study in section 5.3.

5.2.2

Second Case Study

The second case study is a 63 year old male patient that has stayed in ICU for over 31 hours.
Given all the medical information of this patient, he is considered septic according to the sepsis 3
definition [66]. Fig. 5.4 visualizes some of the measurements of this patient during his ICU stay.
We can see some of the general symptoms of sepsis even in the raw data. However, as discussed
in section 3.1, the general symptoms may be caused by other medical conditions. The model
classifies this person as septic with a probability of 98 percent. Though this is a high value for
certainty, in order to be able to rely on this prediction, health providers require more information
than just a single probability value.
The model has provided the heat map depicted in Fig. 5.3. As in the first case study, we can
notice the brighter colors as the factors with higher contributions such as Mean Blood Pressure,
temperature and SpO2 , BUN, PT and partial pressure of Oxygen(PO2 ). A closer look at Fig. 5.3
reveals an overall pattern of higher attention in the earlier hours of the ICU stay which starts from
the moment of admission to ICU and lasts until the 18th hour of patient’s stay. By that time,
the high value of attentions can warn the doctors of the severity of the situation. However, the
attentions tend to decrease afterwards. Suggesting that the patient is in the first stage of sepsis. On
the other hand, analysis of the patient’s situation with the definition of sepsis [66] indicates that this
case of sepsis is not severe; hence, controllable. Also, based on the retrospective data, the patient

41

Figure 5.1: Subject #1 explanation heatmap

This heatmap corresponds to the patient #1 who is septic. Starting from ICU admission to
diagnosis with sepsis. It represents the contributions of each parameter, along the time of ICU
stay. The brighter the tile, the more it contributes to the final prediction that the person is septic.
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Figure 5.2: Subject #1: Raw measurements

This graph represents some of the raw values of the measurements for subject #1 along the time
of the ICU stay. The values displayed in this figure are either charted values or imputed ones.
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is discharged from ICU eventually. Fig. 5.4 provides the raw value of a subset of the parameters
available in patient’s EHR data for reference.

5.2.3

Third Case Study

The third patient whom is analyzed here is a 64 year-old female who has stayed in ICU for
around 30 hours. She was also a septic patient. The corresponding attentions heatmap, depicted
in Fig. 5.5, shows a higher amount of attention in the second half of the patient’s stay. Starting
from around the 18th hour of the ICU stay, there is an apparent sudden increase in the amount of
the attentions of most of the parameters such as urine output, ventilation status, intubated, BUN,
SpO2 , and white blood cells. This might be a possible indicator of the 3rd stage of sepsis (septic
shock).
Given the retrospective raw data of the patient as visualized partially in Fig. 5.6, and according
to the definition of sepsis [66], the 3rd stage of sepsis (septic shock) can be clinically identified
from low blood pressure and high lactate level. The heat map graph depicted in Fig. 5.5 indicates
increased attention on both of these parameters, aligning with the results from the definition. One
other factor that is present in all of these case studies, is the ventilator. Our model highlights this
factor as an important issue. This finding aligns with that of [62] as they suggest the ventilation
being correlated with patients’ mortality.

5.3

Discussion
Although deep learning shows promising performance in regards to the problem of predicting

sepsis before occurrence, there are some downsides and challenges yet need to be addressed.
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Figure 5.3: Subject #2: explanation heatmap

This heatmap corresponds to patient #2 who is also septic. As in Fig. 5.1 this figure represents
the contributions of each parameter, along the time of the ICU stay. The same convention for the
colors and the amount of contribution applies.
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Figure 5.4: Subject #2: Raw measurements

This graph represents some of the raw values of the measurements for the subject #2 along the
time of the ICU stay.
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Figure 5.5: Subject #3: explanation heatmap
This heatmap corresponds to the patient #3 who is septic starting from the moment patient was
admitted to the ICU up to the point that is diagnosed with sepsis.
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Figure 5.6: Subject #3: raw measurements

This graph represents some of the raw values of the measurements for subject #3 along the time
of the ICU stay. The values displayed in this figure are either charted values or imputed ones.
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One limitation is that the factors and inputs that are considered for training and testing purposes
are limited to the ones present in the sepsis 3 definition [66]. One may assert that the parameters in
sepsis 3 definition are the most relevant attributes that provide symptoms of the sepsis. However,
due to the complexity of the sepsis and the physiology of the human body, a set of certain parameters
may only partially reveal the signs of sepsis. Moreover, the interventions, procedures and other
actions taken by the medical staff, naturally affect the patients status. Although the focus of this
research was to provide prediction solely based on the status of the patient, future research might
need to take more factors into account.
Another problem that yet needs to be addressed is the issue of correlation and causation. This
is specially important in the case of sepsis, which is a very complicated disease. The symptoms
of sepsis are pretty much similar to many other medical conditions and diseases. Therefore, the
correlation among the data may not necessarily suggest a depending relationship. Hence, more
comprehensive evaluations should be performed in order to assure the presented model’s prediction
reliability.
Finally, we need to discuss explainability, which is the main track of this research. One may
argue the merit of having attention values, while doctors can study the raw medical measurements.
In fact, it is important to remember that doctors make decisions based on the predefined formulas
and guidelines provided by sepsis definitions. However, the subject matter experts agree that the
attention values provided by this mode present important insights into the possible symptoms that
the model has learned from the data. The presented model provides information beyond some
restricted set of if - else rules and guidelines. However, this approach is just a stepping stone
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towards a resolution for the problem of explainablity in sepsis prediction. Hence, it needs more
experimentation, adjustment, and improvement.
Nevertheless, the approach presented in this work sheds light on the predictions made by the
model. In general, evaluating the explainability of a deep model is not a trivial task. One cannot
simply assess the outcomes by using some validation numbers as in the case of the accuracy of
the prediction itself. For now, this approach requires a subject matter expert to actually perform
a close investigation on the outputs provided by the model to confirm that the results make sense.
This phase of qualitative analysis is time consuming and laborious. Hence, one can only assess the
model’s capability to a very limited extent. Some automated methods are required to be developed
so that the model’s interpretability could be compared with other models, hopefully with some
scoring.
In a nutshell, there is a long road of challenges and limitations ahead of the scientists with the
issue of interpretability of deep learning in disease prediction.
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CHAPTER VI
CONCLUSION AND FUTURE WORKS

The more deep learning approaches in medicine excel, the more important understanding of
their black boxes becomes. Although the performance metrics of the deep models suggest that
their capability in prediction is promising, due to the complexity of the multidimensional space of
the problems, the mere prediction probabilities are not of much use, nor are reliable. Especially, in
the case of health care applications, where the decisions made by the medical staff determine the
outcome of a life and death situation.
Following our previous research [4], in this study, we implemented a bidirectional GRU
recurrent network with an added attention layer in order to capture the contributions of each of the
medical parameters (including vital signs and lab measurements) to the final predicted outcome.
We also illustrated and discussed this model’s usability with qualitative analysis on a few case
studies.
There are various future directions for enhancing this research project further. As specified in
[69], the methods that generate saliency maps for explanation purposes, rely on heuristic formulas
that might not be inherently interpretable. Neither, the processes that lead to the interpretable
information, are transparent. Henceforth, sole verification based on localized visual evidences,
may not render sufficient. As a continuation of this study, signal methods may be applied to
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further explore and verify the cause and effect relationships among variables by considering the
stimulations and activations of the collection of neurons.
Another approach that may add up more explanation to the current method, is the utilization
of verbal explanations. Considering similar works in the literature [44, 10], generating human
language statements and explanations may reveal further underlying correlations that may not be
easily inferred from the visual interpretations. Also, extraction of cause and effect correlations as
sets of rules or logical IF statements, can reveal the reasoning by which the model has came up to
a conclusion. Hence, preventing potential false alarms of the model.
In terms of interpratability, there are many questions that yet remain unanswered and require
further investigations. Nonetheless, the interpretability that is provided by a model in any way,
should effectively enhance the applicability of the given algorithm on given tasks. In other words,
considering two certain algorithms A1 and A2 that provide explanations E1 and E2 on a given
classification task. Any of these explanations that could effectively increase the performance
of human subjects on that classification task, prove to be more useful in real world scenarios.
Thereupon, the corresponding algorithm is considered more interpretable. All in all, the problem
of interpretability still requires further investigation and investment so that trust can be built between
humans and their assisting AI systems.
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