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It is well-known in thermodynamics that the creation of correlations costs work. It seems then a
truism that if a thermodynamic transformation A → B is impossible, so will be any transformation
that in sending A to B also correlates among them some auxiliary systems C. Surprisingly, we show
that this is not the case for non-equilibrium thermodynamics of microscopic systems. On the con-
trary, the creation of correlations greatly extends the set of accessible states, to the point that we can
perform on individual systems and in a single shot any transformation that would otherwise be pos-
sible only if the number of systems involved was very large. We also show that one only ever needs
to create a vanishingly small amount of correlations (as measured by mutual information) among
a small number of auxiliary systems (never more than three). The many, severe constraints of mi-
croscopic thermodynamics are reduced to the sole requirement that the non-equilibrium free energy
decreases in the transformation. This shows that, in principle, reliable extraction of work equal to the
free energy of a system can be performed by microscopic engines.
Single-shot thermodynamics studies non-equilibrium
transformations of a small number of microscopic sys-
tems in contact with a heat bath. It departs substan-
tially from the familiar description of equilibrium sit-
uations: the work necessary to create a state does not
coincide with the work that can be extracted from it [1];
necessary and sufficient conditions for the existence of
a thermodynamic transformation connecting two non-
equilibrium states involve an infinite family of free ener-
gies {Fα} [2]; the quality of the extracted work must be
carefully assessed due to fluctuations [3, 4]. New tools
and concepts are indeed needed in this regime, and we
can now ask (and partially answer) many questions be-
yond those allowed in standard approaches [5–14].
In this paper we focus on the role of correlations in
this regime. We consider the general scenario in which,
given a system in any out-of-equilibrium state ρ, we
want to obtain a target state σ. We can use a thermal
bath and auxiliary systems c1, . . . , cN that catalyze the
transformation, but are given back unchanged. Severe
constraints need to be met for such a transformation to
exist [2]. We study here what happens if we allow the
auxiliary systems to get correlated in the process (see
Fig. 1).
At first glance it seems that this cannot be of any help,
because the creation of correlations increases the free
energy of the auxiliary systems. Hence, the argument
goes, the creation of correlations is yet another obsta-
cle to the requirement that the free energy has to de-
crease in the process. However, there is much more to
single-shot thermodynamics than just “the” free energy.
Surprisingly, we show that the creation of correlations
greatly enlarges the set of states that can be obtained
from ρ. Indeed, any transformation that decreases the
free energy becomes possible in the single-shot regime.
In other words, all transformations that would be pos-
FIG. 1. The general scenario: a quantum state ρ is transformed
into a state σ exploiting a thermal bath and auxiliary systems
that ease the transformation, but are given back unchanged
at the end. If correlations can be created among the auxiliary
systems, we prove that such a transformation is possible if and
only if F (ρ) ≥ F (σ).
sible in the thermodynamic limit of processing n → ∞
uncorrelated copies of a system [10, 15] become possible
on individual systems. This gives a single-shot opera-
tional meaning to the free energy and shows that if an
engine can access uncorrelated auxiliary systems, it can
operate as if it was reversible, even in extreme thermo-
dynamic regimes. We also show that the correlations
that one needs to create for this purpose are always van-
ishingly small.
In this work we will focus on quantum states initially
incoherent in energy. Notice that since all states in this
paper are block-diagonal in the energy eigenbasis, we
identify quantum states and the vector of their eigen-
values. A new framework for incorporating the role of
quantum coherence in thermodynamics, based on sym-
metry principles, has been put forward in [16, 17]. We
leave for future research the question of how to unify the
symmetry analysis on coherence with the present con-
siderations on correlations.
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2A. Severe constraints of single-shot thermodynamics
To better understand the issues at hand before pre-
senting our general result, we consider a paradigmatic
example. Suppose we are given a qubit system ρ, with
Hamiltonian HS = E |1〉〈1| and population p in the
ground state. To extract work from it we are allowed
to bring in a thermal bath in a Gibbs state (with arbi-
trary Hamiltonian and fixed temperature T ) and cou-
ple it to the system by any energy-preserving interaction
[1, 6, 15]. We also allow for the use of catalysts, i.e. aux-
iliary systems that facilitate the transformation but are
given back at the end unchanged and uncorrelated with
all other systems. These transformations are called cat-
alytic thermal operations (see [2] and Supplemental Ma-
terial A). Following [1, 2], work extraction is explicitly
modeled by introducing a “work bit” [1], i.e. a two-level
system with Hamiltonian HW = w |1〉〈1| that is initially
in the ground state |0〉 and at the end of the transforma-
tion is found with high probability in the excited state
|1〉:
ρ⊗ |0〉〈0| −→ γS ⊗ χ(w), (1)
where γS = e−βHS/ZHS is the thermal (Gibbs) state of
the system, ZHS is the partition function of the Hamil-
tonian HS , β = 1/kT is the inverse temperature of the
bath and
χ(w) =  |0〉〈0|+ (1− ) |1〉〈1| . (2)
The arrow in Eq. (1) represents a catalytic thermal oper-
ation.
It has recently been shown [2] that the existence of
a catalytic thermodynamic transformation between two
states incoherent in energy (as, e.g., in Eq. (1)) is equiv-
alent to the decrease of a family of generalized free
energies, {Fα}, where α ≥ 0. These are defined as
Fα(ξ) = kTSα(ξ‖γ)− kT logZH, where γ = e−βH/ZH
and Sα(·‖·) are informatic-theoretic generalizations of
the relative entropy, called Re´nyi divergences (see [18]
and Supplemental Material B). H is the total Hamilto-
nian of the system (in the case of Eq. (1),H = HS +HW ).
For α → 1, F1(ξ) ≡ F (ξ) = Tr [ξH] − kTH(ξ), the stan-
dard non-equilibrium free energy [4, 15], where H(ξ)
is the Shannon entropy of ξ. Deterministic transforma-
tions between non-equilibrium states are severely lim-
ited by these constraints. If we look at the asymptotic (or
“thermodynamic”) limit in which we process simultane-
ously a large number n → ∞ of independent and iden-
tically distributed (i.i.d.) states, then all these conditions
reduce to the single condition that the free energy F has
to decrease [15]. F also governs processes between equi-
librium states, as it coincides with the thermodynamic
free energy in those cases: F (γ) = −kT logZH. How-
ever, non-equilibrium thermodynamics of few systems
(or many, but correlated) is governed by all {Fα}. Far
from equilibrium processes and non-negligible correla-
tions are expected to be common in small-scale thermo-
dynamics, so the {Fα} are expected be relevant in this
regime.
Consider for example the choices βE = 1, βw = 0.01,
p = 0.73,  = 0.007 in Eq. (1). The free energy F de-
creases, ∆F < 0. However for other Fα this is not the
case. One can explicitly compute from Eq. (1)
∆Fα
kT
= − log(1+e−βE)+ 1
α− 1 log
α + (1− )αe−βw(1−α)
pα + (1− p)αe−βE(1−α)
and check that there is a range of α’s for which ∆Fα > 0
(e.g., take α = 4). Hence no catalytic thermal opera-
tion can perform the work extraction of Eq. (1), despite
∆F < 0.
Reconsider however the transformation in Eq. (1), and
now let us use two auxiliary systems c1, c2 with triv-
ial Hamiltonian and ground state occupations equal to s
and q, respectively. We assume that these get correlated
in the process, without changing their local states:
ρ⊗ |0〉〈0| ⊗ c1 ⊗ c2 −→ γS ⊗ χ(w)⊗ c12. (3)
Here c12 is the final, correlated state of the two catalysts.
Choose s = 0.95, q = 0.70, c12 := (x00, x01, x10, x11) =
(0.66, 0.29, 0.04, 0.01). We assume the process created
correlations between the catalysts without changing
their marginals, as in Fig. 1. Hence c1 = (x00 + x01, 1 −
x00 − x01) = (s, 1 − s), and similarly for c2 = (q, 1 − q).
One can check that despite the correlations we still have
∆F < 0. Moreover, using the techniques of [1] (i.e. look-
ing at the thermomajorization curves for the process of
Eq. (3), see Supplemental Material C), one can prove
that there exists a thermodynamic process performing
the transformation in Eq. (3). This may seem puzzling:
if the process in Eq. (1) is impossible, why is (3) now
possible? To understand this, we need to reconsider the
notion of entropy for non-equilibrium systems.
B. Anomalous α-entropy production
Non-equilibrium thermodynamics of small systems
presents severe challenges, but we can turn some pe-
culiar features of this regime to our advantage. One
striking difference between non-equilibrium and equi-
librium thermodynamics is that in the latter a unique en-
tropy function exists, characterizing the thermodynam-
ics of the systems at hand [19]. Conversely, the unique-
ness of the entropy function is provably equivalent to
physical conditions which are very unlikely to be sat-
isfied by non-equilibrium processes [20]. For example,
it implies that given any two arbitrary non-equilibrium
states A and B there exists a thermodynamic process
connecting A to B or vice versa (“Comparison Hypoth-
esis”). Moreover, it implies a scale-invariance property
that can hold only for an effective theory of macroscopic
systems [20]. Therefore the existence of a family of
3free energies {Fα} is not a mathematical curiosity with
no bearing on physics, but is tightly linked to the fun-
damental properties of non-equilibrium systems. This
gives the multiple constraints of non-equilibrium ther-
modynamics of [2], but also, as we shall now see, a key,
counterintuitive property of correlations: they can gen-
erate entropy while being created.
A result of [2] is that the catalysts used in the thermo-
dynamic processes can always be chosen to have trivial
Hamiltonians. Hence the free energies of the catalysts
are given by Fα = −kTHα, where Hα are information-
theoretic generalization of the Shannon entropy called
Re´nyi entropies (see [18] and Supplemental Material B).
One has H1 ≡ H , the Shannon entropy.
Because we usually deal with “the” entropy H , we
have some hard-wired intuitions about the connec-
tion between correlations and entropy. For example,
we expect two uncorrelated probability distributions to
become less disordered when correlations are created
(without changing the marginals). Intuitively this is be-
cause knowing the realization of one of them allows
(due to correlations) to more easily guess the realization
of the other. This is captured by the well-known subad-
ditivity of the entropy [21] and by the relation
H(pAB) = H(pA) +H(pB)− I(pAB), (4)
where I(pAB) (implicitly defined by Eq. (4)) is the mu-
tual information between A and B, and pA, pB are
the marginals of the joint distribution pAB . I(pAB) ≥ 0
(and I(pAB) = 0 if and only if pAB = pA ⊗ pB) implies
H(pAB) < H(pA ⊗ pB) whenever pAB is correlated. It
seems that creating correlations has an average work
cost [22, 23], because it leads to a reduction of entropy.
However, as discussed above, for non-equilibrium
processes we are forced to use many notions of entropy
and some of them are at odds with this intuition. In
other words the creation of correlations can be associ-
ated to an entropy production:
Hα(pA ⊗ pB) < Hα(pAB). (5)
We call this property “anomalous α-entropy produc-
tion”. If, for some α 6= 1, Eq. (5) holds for some distribu-
tion pAB , this suggests that the creation of correlations
can ease the thermodynamic transformation. Indeed,
we will see that the creation of correlations between the
catalysts used in the process massively enlarges the set
of accessible states and allows one to extract much more
high-quality work than would have been possible oth-
erwise.
We hinted at the fact that this is due to anomalous
α-entropy production. The non-uniqueness of entropy
carries physical consequences at odds with what is ex-
pected in the regimes where one entropy provides a
complete description. The following result shows that
what we came across in the example of the previous sec-
tion is a general thermodynamical property.
C. A general result
Let us denote by c1, . . . , cN the marginals of an N -
partite system c1,...,N . The general thermodynamical
property is the following: whenever we are given two
states that satisfy ∆F ≤ 0, we can find auxiliary systems
and correlations among them that make the transforma-
tion thermodynamically possible:
Theorem 1. Consider a system with Hamiltonian HS and
states ρ and σ block-diagonal in energy. The three following
statements are equivalent:
1. There exists a thermodynamic process transforming ρ
into a state σ arbitrarily close to σ, by creating corre-
lations among auxiliary systems, but without changing
their local states:
ρ⊗ c1 ⊗ · · · ⊗ cN → σ ⊗ c1,...,N . (6)
One can always choose N ≤ 3 and trivial Hamiltoni-
ans for the auxiliary systems.
2. There exists c1,. . . ,cN and c1,...,N such that anomalous
α-entropy production ensures that all {Fα} constraints
are satisfied in Eq. (6).
3. F (ρ) ≥ F (σ).
For a rigorous statement and proof, see Supplemental
Material D. The proof is based on a generalization of the
notion of catalytic majorization introduced in [24]. The-
orem 1 says that whenever a transformation is possible
in the thermodynamic limit (i.e. when ∆F ≤ 0, see [15]),
then it is also possible by processing individual systems
in the single-shot regime; what is needed is the cre-
ation of correlations among auxiliary systems whose lo-
cal state is left unchanged. This is a surprising simplifi-
cation of the thermodynamic ordering, compared to the
infinite constraints ∆Fα ≤ 0 of [2], and provides a non-
asymptotic, operational meaning to the non-equilibrium
free energy F .
It is useful to compare with recent results on work ex-
traction from single quantum systems. The free energy
F gives absolute limits on the average amount of energy
that can be extracted from single systems out of equilib-
rium [25]. However for small, single systems, the work
distribution can be very broad. These fluctuations are a
function of the initial non-equilibrium state and can be
of the same order as the average extracted energy itself.
Hence, arguably, the energy extracted can be more heat-
like than work-like [4].
Since the ability to extract fluctuation-free work seems
crucial for any engine that is trying to operate reliably in
a non-equilibrium environment, deterministic work ex-
traction has been recently investigated in [1, 2]. It has
been shown that from a system ρ incoherent in energy
we can deterministically extract work equal to F0(ρ) <
F (ρ). However, it holds F0(ρ) = 0 for any full-rank
state. As we can never ensure experimentally that a state
4does not have full rank, this immediately implies that
strictly deterministic work extraction through thermal
operations is practically impossible; at best, the work
yield will become tiny compared to F (ρ) the smaller
the failure probability we tolerate. This is why the au-
thors of [1] allow for some fixed (as opposed to arbi-
trarily small) error probability in their model, as does,
similarly, A˚berg in his analysis [4]. Indeed, as A˚berg’s
model shows, the role of the error probability is to fo-
cus on sufficiently likely energy levels of the system, a
safeguard from unlikely but potentially harmful energy
fluctuations.
The considerations above suggest that when perform-
ing work extraction at the nanoscale we either extract
very little or no work, or we must include some large
enough error probability in the protocol. The twist of
the present result is that neither of the two is neces-
sary. Error-free, fluctuation-free work extraction from
non-equilibrium systems is possible at optimal output
F (ρ) − F (γS) by creating correlations in the auxiliary
systems used in the process. From Theorem 1 it immedi-
ately follows that given ρ one can find auxiliary systems
in a state c1,...,N , N ≤ 3, such that
ρ⊗ |0〉〈0| ⊗ c1 ⊗ · · · ⊗ cN → γS ⊗ χ(w)⊗ c1,...,N , (7)
where w = F (ρ) − F (γS), and  > 0 can be chosen to
be arbitrarily close to zero. Physically speaking, there
is no difference between protocols ensuring an arbitrar-
ily small error probability in the work bit χ(w) and a
deterministic protocol that gives the pure excited state
|1〉 (see Supplemental Material E for a comparison with
other work extraction models). Also notice that we only
need to build up an arbitrarily small amount of correla-
tions among the auxiliary systems, as measured by the
mutual information. Indeed one can easily check from
the non-increase of F in (7) that I(c1,...,N ) ≤ H(, 1−)+
w/(kT ), where I generalizes mutual information to N -
partite systems (also known as total correlation [26, 27]):
I(c1,...,N ) = S1
(
c1,...,N
∥∥∥∥∥
N⊗
i=1
ci
)
=
N∑
i=1
H(ci)−H(c1,...,N ).
Actually, we also show that arbitrarily small I(c1,...,N )
can be achieved for any transformation in this frame-
work, not only for work extraction (see Supplemental
Material F). This is why Theorem 1 gets around the lim-
itations analyzed in [22, 23].
D. Conclusions
The non-equilibrium free energy F is known to have
meaning for the thermodynamics of a large number of
uncorrelated systems [15]. This is not surprising, be-
cause F (ρ) = Tr [ρH]− kTH(ρ), and the von Neumann
entropy H acquires its operational meaning in tasks in-
volving infinitely many, identical states [3, 28]. How-
ever we have shown here that F has a novel operational
meaning for single-shot thermodynamics, i.e. for non-
equilibrium, irreversible transformations on single sys-
tems.
An engine operating on correlated systems out of
equilibrium will face extra irreversibility in comparison
to the asymptotic or equilibrium regimes. For exam-
ple, the amount of work wform necessary to form a state
exceeds the amount of work wext that can be extracted
from it. This is because wform = F∞ > F0 = wext [1, 2].
However Theorem 1 shows that an engine can operate
at the reversible limit wform = wext = F if it can build up
a small amount of correlations among few auxiliary sys-
tems. In principle, we can think of an engine operating
on out-of-equilibrium microscopic systems and access-
ing a resource of “stochastic independence” (i.e. uncor-
related, auxiliary systems).
An interesting open question is the following: can
we engineer typical (weak) system-environment inter-
actions to generate the required correlations among the
auxiliary systems? This would allow for a practical im-
plementation of the engine. Moreover, are N = 2 aux-
iliary systems always enough? Can we give any bound
on their sizes, as for standard catalysis [29]? One can
show, for example, that a transition where F is constant
can be performed creating an arbitrarily small amount
of correlations only if the dimension of the auxiliary sys-
tems grows without bound (see Supplemental Material
G).
It is straightforward to generalize this result to the sit-
uation in which the Hamiltonian of the initial state and
that of the target state do not coincide, using the re-
sults of [1, 2]. A more difficult question is to ask what
happens in the case in which the states are not block-
diagonal in energy. Then considerations involving free
energies do not suffice [11, 16, 17] and asymmetry mea-
sures {Aα} quantifying the coherent content of the sys-
tems pose further constraints. Does the creation of corre-
lations help also in this case? One could hope so, as the
creation of correlations can “hide” local coherence, e.g.
coherence can be created locally with energy-preserving
transformations if correlations between systems are cre-
ated [12]. We leave this open for future research.
It also seems worthwhile to look for concrete physi-
cal situations where local states ci of large quantum sys-
tems, interacting with other systems in a heat bath, are
forced to remain constant (say, due to local conservation
laws). Our result suggests that there could be a tendency
to build up correlations, similarly as there is a tendency
to thermalize if the purity of the local states is allowed
to decrease. This is particularly interesting due to the
fact that the transition from product to correlated states
is often regarded as an instance of an arrow of time.
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I. APPENDIX
A. Thermal operations and catalysis
This work is based on the resource-theory approach to quantum thermodynamics, introduced in [6, 15] and in-
spired by developments in the theory of quantum entanglement [30]. The basic idea is to define a set of restrictions
on the allowed operations on a system. This in turn distinguishes between states that can be freely prepared given
the restrictions from those that are not and are hence resourceful. In thermodynamics, given a system S with Hamil-
tonian HS in state ρ, the set of allowed transformations is given by all energy-preserving unitary interactions U
between the system and a thermal bath with an arbitrary HamiltonianHB and fixed temperature T , and subsequent
6partial trace:
E(ρ) = TrB
[
U(ρ⊗ γB)U†
]
, [U,HS +HB ] = 0, (8)
where γB = e−βHB/ZB , ZB = Tr
[
e−βHB
]
, β = 1/kT . These transformations have been called thermal operations.
The only state that we can prepare for free without trivializing the theory is the thermal Gibbs state of the system
[2], γS = e−βHS/ZS , ZS = Tr
[
e−βHS
]
. This set was extended in [2] to allow for the use of catalysts, i.e. auxiliary
states c that activate an otherwise forbidden transformation, but are given back unchanged and uncorrelated. We
say that there exists a catalytic thermal operation mapping ρ to σ, and write ρ→ σ, if there is a catalyst c and a thermal
operation mapping ρ⊗ c to σ ⊗ c. This framework can be extended to the case where the Hamiltonian is allowed to
change, by introducing a clock degree of freedom [1, 2].
Thermodynamics is tightly linked, at least in the case of states with no quantum coherence, to the resource theory
of nonuniformity [8], through an embedding that resembles the connection between microcanonical and canonical
ensembles in statistical mechanics [2, 16]. This point will be crucial in proving our main result.
B. α-free energies and Re´nyi entropies
Let ρ be the state of a system with Hamiltonian H and γ the correspondent thermal state. Then the α-free energy
of ρ is defined as
Fα(ρ) = −kT logZH + kTSα(ρ‖γ),
where Sα are the so-called α-Re´nyi divergences [31, 32]. Notice that if ρ = γ is an equilibrium state, then Fα coincides
with the thermodynamic free energy. Because in this work we focus on quantum states block-diagonal in the energy
eigenbasis, i.e. [ρ, γ] = 0, the definition of Sα reduces that the one given by Re´nyi himself. Denoting the eigenvalues
of ρ and γ by pi resp. qi, we get Sα(ρ‖γ) = Sα(p‖q), and the latter is defined for α ∈ R \ {0, 1} as [18]
Sα(p‖q) = sgn(α)
α− 1 log
∑
i
pαi q
1−α
i .
The cases α ∈ {−∞, 0, 1,+∞} are defined via suitable limits (see e.g. [2]):
S∞(p‖q) = log max
i
pi/qi, S1(p‖q) =
∑
i
pi log(pi/qi),
S0(p‖q) = − log
∑
i|pi 6=0
qi, S−∞(p‖q) = S∞(q‖p).
Re´nyi also defined α-entropies as follows:
Hα(ρ) =
sgn(α)
1− α log
∑
i
pαi .
These are linked to the notion of trumping (that is, catalytic majorization) that found application in the theory of
entanglement [33, 34]. The cases α ∈ {−∞, 0, 1,+∞} are also defined by appropriate limits. Denoting by H the
Shannon entropy,
H∞(p) = − log max
i
pi, H1(p) = −
∑
i
pi log pi ≡ H(p),
H0(p) = log rank(p), H−∞(p) = log min
i
pi.
Using the expression above for S1, one can check the α = 1 free energy can be rewritten as
F1(p) = 〈H〉 − kTH(p) ≡ F (p).
This free energy is known to characterize transformations between a large number of identical and uncorrelated
systems [15].
7All the free energies {Fα} are monotonically decreasing under thermal operations. In fact, thermal operations
have the Gibbs state as a fixed point, E(γ) = γ, and the relative entropies Sα satisfy the data-processing inequality:
for every p, q and stochastic map Λ, Sα(Λ(p)‖Λ(q)) ≤ Sα(p‖q) [35]. From this one can easily see that for any block-
diagonal state ρ,
E thermal op. ⇒ Fα(E(ρ)) ≤ Fα(ρ), ∀α ∈ R. (9)
This result can be generalized to arbitrary quantum states, using extensions of the definition of Fα and the data-
processing inequality [2] to the fully quantum case. The main result of [2] is to prove that the condition
Fα(ρ) ≥ Fα(σ) for all α ∈ R (10)
is actually sufficient for the existence of a catalytic thermal transformation between ρ and (an arbitrarily good ap-
proximation of) σ when either of them is block-diagonal in energy. However, (10) is not sufficient to characterize all
possible transformations between states with coherences between energy levels [16].
It is possible to check directly that for the d-dimensional maximally mixed state η, it holds
Sα(p‖η) = log d−Hα(p).
This implies that for trivial HamiltoniansH ≡ 0,
Fα(p) = −kTHα(p). (11)
C. Numerical example
We present here the numerical example of the main text, alongside with the theory necessary to understand its
implications. As in the rest of the paper, the notation “→” denotes a catalytic thermal operation (see Appendix A).
Our goal is to find two states ρ and σ such that ρ → σ is forbidden by the laws of thermodynamics, but such that
the transition becomes possible when we allow the presence of correlations in the final state of the catalysts. We
will look for states that violate the condition Fα (ρ) ≥ Fα (σ) for some α 6= 1, but such that the free energy F ≡ F1
decreases in the process. The former condition ensures that ρ→ σ is impossible (see Appendix B and [2]). The latter
condition is required, because even if we allow correlations to be created among the catalysts c1,. . . ,cN , the condition
∆F := F (σ)−F (ρ) ≤ 0 remains necessary for the transformation to be possible. Specifically, if c1,...,N is a correlated
state with marginals equal to c1,. . . ,cN , one gets
ρ⊗ c1 ⊗ · · · ⊗ cN → σ ⊗ c1,...,N ⇒ F (ρ) ≥ F (σ),
where we used the monotonicity and superadditivity of the free energy F .
Since we are dealing with states block-diagonal in the energy eigenbasis, we can substitute the density matrices
of every state with the probability distributions over energy. Hence, we only need to find a pair of probability
distributions p and q such that the transition p → q is not allowed, but there are auxiliary systems c1, . . . , cN such
that p⊗ c1 ⊗ c2 ⊗ · · · ⊗ cN → q ⊗ c1,...,N becomes possible. Indeed, we will only need N = 2 for our example.
A simple way to check whether there is a thermal operation connecting two states ξ1 and ξ2 block-diagonal in the
energy eigenbasis is to verify that ξ1 thermomajorizes ξ2 [2]. Thermomajorization can be viewed as an extension
of the notion of majorization [1, 5, 8], a quasi-order between probability distributions that finds many applications,
from economics to the theory of quantum entanglement [30]. In the next subsection, we introduce the notion of
thermomajorization, and in the last subsection we use it to find an example of a creation of correlations that allows
an otherwise impossible thermodynamic transformation.
From majorization to thermomajorization
For the purpose of this discussion we introduce majorization geometrically, through the notion of Lorenz curve
(an equivalent, algebraic, definition is given in Appendix D). Let us consider a system in a state ξ1. Denote by p the
probability distribution given by the eigenvalues of the density matrix ξ1. From this probability distribution we can
define the vector p↓ whose elements are given by the entries of p in decreasing order (p↓1 ≥ p↓2 ≥ . . . ≥ p↓m). Now we
can build a cartesian plot of a piecewise linear function whose n-th point is given by
{
n,
∑n
i=1 p
↓
i
}
; this plot is called
the Lorenz curve of ξ1 [36]. We can do the same for the probability vector q of the eigenvalues of another state ξ2 that
8FIG. 2. Thermo-majorization: the red and blue thermal Lorenz curves represent two states. There is no thermal operation con-
verting one into the other, because the curves are crossing.
has the same dimension as ξ1. Once we have these two piecewise linear plots, we say that ξ1 majorizes ξ2 (and write
ξ1  ξ2) when the Lorenz curve of ξ1 is everywhere on or above the Lorenz curve of ξ2. ξ1  ξ2 can be proved to be
equivalent to the existence of a so-called noisy operation achieving the transition from ξ1 to ξ2 [37]. The connection
with thermodynamics comes from the fact that noisy operations can be thought of as thermal operations (introduced
in Appendix A) with trivial Hamiltonians [8].
The majorization criterion can be extended to the case of systems with nontrivial Hamiltonians and finite temper-
atures [1, 5]. Let us consider a system in a state ξ1 block-diagonal in energy, with eigenvalues pi representing the
probability that the system is in the i-th state of energy Ei. We want to transform this state into a target state ξ2 by
coupling the system to a thermal bath at inverse temperature β = 1/kT , i.e. we ask if there is a thermal operation
transforming ξ1 to ξ2.
To check if this is possible, the simple ordering of majorization is now replaced by the notion of β-ordering [1].
Define by gi the vector of Gibbs factors, gi = e−βEi . We construct the vector whose elements are Gibbs-rescaled
probabilities, pi/gi, and sort its elements in decreasing order. If for two indices i and j, the rescaled probabilities
coincide, i will precede j if pi ≥ pj . Using this ordering, we obtain the so-called β-ordered version of p, denoted by
p↓β . With the same ordering, we obtain the vector g↓β . We can now construct the thermal Lorenz curve of ξ1, that is
the plot of a piecewise linear function whose n-th point is
{∑n
i=1 g
↓β
i ,
∑n
i=1 p
↓β
i
}
. We can follow the same procedure
for ξ2. We say that ξ1 thermomajorizes ξ2 if the thermal Lorenz curve of ξ1 is everywhere on or above the thermal
Lorenz curve of ξ2. Notice that, for β = 0 (infinite temperature) or Ei = 0 for all i (trivial Hamiltonian), p↓β = p↓ and
g↓βi ≡ 1, so we recover majorization.
The crucial result is that a thermal operation from ξ1 to ξ2 (block-diagonal in energy) is possible if and only if the
thermal Lorenz curve of ξ1 is everywhere on or above the thermal Lorenz curve of ξ2 [1]. In some cases, it happens
that the thermal Lorenz curves are not disjoint (see Fig. 2). This means that there is no thermal operation that can
achieve the transition from ξ1 to ξ2 (nor from ξ2 to ξ1). In this case we can try to find an auxiliary system c such that
the thermal Lorenz curve of ξ1⊗c lies everywhere on or above the thermal Lorenz curve of ξ2⊗c. This means to look
for a catalyst for our transition, a system that allows an otherwise impossible transition and yet is left unchanged at
the end of the process. As seen in Appendix B, there exist necessary and sufficient conditions for this to be possible
(Eq. (10)).
Finding a correlating catalytic operation
With the thermomajorization criterion in mind, we reconsider the task introduced at the beginning of this Ap-
pendix: to find a pair of states ξ1 and ξ2 such that ξ1 → ξ2 is impossible, but becomes possible if we allow to build
up correlations among the catalysts (for brevity, we will call this a correlating-catalytic operation from ξ1 to ξ2). We can
now reformulate the problem of finding a non-trivial correlating catalytic operation as follows: find ξ1 and ξ2 s.t.
Fα(ξ1) < Fα(ξ2) for some α 6= 1, but such that F (ξ1) > F (ξ2); then find uncorrelated systems c1, . . . , cN and some
correlations between them (that is, a state c1,...,N with marginals c1,. . . ,cN ), such that the thermal Lorenz curve of
ξ1 ⊗ c1 ⊗ · · · ⊗ cN lies all above the thermal Lorenz curve of ξ2 ⊗ c1,..,N . Since all involved states are block-diagonal
in energy, we identify in the notation quantum states and the vectors of their eigenvalues.
With this in mind, consider a system with Hamiltonian HS = E |1〉〈1|, in an initial state ρ block-diagonal in the
9FIG. 3. The plot of ∆Fα shows explicitly that there exists no catalytic thermal operation allowing the transition from ρ⊗ |0〉〈0| to
γS ⊗ χ. The free energy F1 decreases in the process, but this is not the case for all Fα.
energy basis. The occupation probabilities of the ground and excited state are denoted by (p, 1− p). We consider the
work extraction process introduced in the main text:
ρ⊗ |0〉〈0| −→ γS ⊗ χ(w), (12)
where a work bit with Hamiltonian HW = w |1〉〈1| and initially in the ground state gets -close to the excited state.
Notice that in Eq. (12) we used the same notation of the main text, where
χ(w) =  |0〉〈0|+ (1− ) |1〉〈1| .
In order to maximize work extraction, we assume that the system is, at the end of the process, in a thermal state
γS = e
−βHS/ZS , with ZS = 1 + e−βE the partition function ofHS . This is summarized in Table I.
We now make the choices βE = 1, βw = 0.01, p = 0.73,  = 0.007. It is then clear from Fig. 3 that
∆Fα = Fα (γS ⊗ χ)− Fα (ρ⊗ |0〉〈0|) is negative for α = 1, but this not the case for all α > 1. According to the re-
sults of [2], this means that the transition of Eq. (12) is forbidden, i.e. impossible to achieve by a catalytic thermal
operation, for the chosen set of parameters. Hence, this example is a possible candidate for the construction of a
correlating-catalytic transformation.
We consider two qubit auxiliary systems with trivial Hamiltonians. The vector of their eigenvalues is denoted by
c1 = (s, 1− s) and c2 = (q, 1− q). We choose s = 0.95 and q = 0.7. In order to have a correlating-catalytic transition,
we need to check whether there exists correlations such that the following transformation is possible:
ρ⊗ |0〉〈0| ⊗ c1 ⊗ c2 → γS ⊗ χε ⊗ c12. (13)
In particular it will suffice to check that ρ⊗ |0〉〈0| ⊗ c1 ⊗ c2 thermomajorizes γS ⊗ χε ⊗ c12 for an appropriate choice
of the correlations in c12. Denote by c12 := (x00, x01, x10, x11) the joint probability distribution of the final state of the
two catalysts. We want to impose that its marginals are c1 and c2; this means that the catalysts are left unchanged
locally (the transition is summarized in Table 1). This condition fixes all but one of the parameters of c12, so that we
System Work bit Cat. (overall) Cat. 1 Cat. 2
Hamiltonian E |1〉〈1| w |1〉〈1| I⊗ I I I
Initial state ρ |0〉〈0| c1 ⊗ c2 c1 c2
Final state γS χ(w) c12 c1 c2
TABLE I. Summary of the states of each system and their Hamiltonians. The two catalysts c1 and c2 have trivial Hamiltonians
and they are added with the purpose of making the transition possible. They get correlated, but their local states do not change
and they are uncorrelated from system and work-bit.
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have a one-parameter family of possible correlations, defined as the solutions of the following equations:
xij ≥ 0, x00 + x01 + x10 + x11 = 1,
x00 + x01 = s, x00 + x10 = q.
We solve for x10 and choose x10 = 0.04. Hence we get
x00 = q − x10 = 0.66,
x01 = x10 + s− q = 0.29,
x11 = 1− s− x10 = 0.01.
We now construct the thermomajorization curves for this transition. The result is presented in Fig. 4. The initial
state thermomajorizes the final state, so it is possible to find a thermal map achieving a transition that was provably
impossible without building up the correlations among the catalysts.
FIG. 4. Thermal Lorenz curves for the transition in Eq. (13). In (a) we use two catalysts c1 and c2 as defined in the text, but they
are left uncorrelated in the final state: in this case, the Lorenz curve of the initial and of the final state cross. In (b) we allow the
two catalysts to be correlated in the final state: in this case the two Lorenz curves are disjoint and the transition is possible.
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D. Proof of the main theorem
The structure of the proof is as follows. First we recall a recent result on the theory of majorization [24] and show
that it immediately implies the general result of Theorem 1 in the special case in which the Hamiltonians of all
systems involved are trivial. We use then techniques introduced in [2] to extend the result to thermodynamics with
general Hamiltonians. In this work we assume that all systems are finite-dimensional.
1. Result for trivial Hamiltonians
The first step is to recall a recent characterization of von Neumann entropy through a generalized notion of ma-
jorization introduced in [24]. We begin with a notion of majorization that can be easily seen to be equivalent to the
one above based on Lorenz curves:
Definition 1 (Majorization [36]). For classical probability distributions p = (p1, . . . , pm) and q = (q1, . . . , qm), we say
that p majorizes q, and write p  q, if and only if
k∑
i=1
p↓i ≥
k∑
i=1
q↓i
for all k = 1, 2, . . . ,m, where p↓1 ≥ p↓2 ≥ . . . ≥ p↓m denotes the components of p arranged in non-increasing order.
For quantum states ρ and σ, we write ρ  σ if and only if λ(ρ)  λ(σ), where λ(ρ) and λ(σ) are the probability
distributions of eigenvalues of ρ and σ.
We now recall some results from [24]. While the results there have originally been formulated for classical prob-
ability distributions, it is easy to see that they carry over directly to quantum states, by identifying the vector of
eigenvalues with a probability distribution.
Definition 2 (c-trumping, [24]). We say that that ρ c-trumps σ, and write ρ c σ, if and only if there exists N ∈ N0
and a N -partite quantum state c1,2,...,N , with marginals c1,. . . ,cN , such that
ρ⊗ (c1 ⊗ · · · ⊗ cN)  σ ⊗ c1,2,...,N . (14)
Notice that majorization is a special case of c-trumping when N = 0 and trumping [33, 34] is a special case when
N = 1. We can now report one main result of [24]:
Theorem 2. Suppose that ρ and σ do not have identical sets of eigenvalues. Then ρ c σ if and only if rank(ρ) ≤ rank(σ)
and H(ρ) < H(σ), for H the von Neumann entropy. Moreover, we can always choose N = 3 in (14).
We can now show that the result of [24] immediately implies a result valid for thermodynamics, when the Hamil-
tonians of all systems are trivial. We denote by ‖ · ‖ the trace norm ‖X‖ = Tr
[√
X†X
]
. However note that the
following result actually holds for any general norm, as all norms are equivalent in finite dimension.
Theorem 3. Consider a system with trivial Hamiltonian. The following statements are equivalent:
1. For every  > 0 there exists a thermal operation E and N auxiliary systems with trivial Hamiltonians and joint state
c1,...,N with marginals c1, . . . , cN such that
(a) ‖σ − σ‖ < ,
(b) E(ρ⊗ c1 ⊗ · · · ⊗ cN ) = σ ⊗ c1,...,N .
One can always choose N ≤ 3.
2. H(ρ) ≤ H(σ)
Proof: When Hamiltonians are trivial, thermal operations take the form E(ρ) = Tr2
[
U(ρ⊗ η)U†], where η is a
maximally mixed state of any dimension and U is an arbitrary unitary. However, this is the definition of a noisy
operation [8, 37]. Furthermore, the existence of a noisy operation (mapping a given initial state arbitrarily close to a
given target state) is equivalent to the majorization condition, so we conclude that 1⇔ 1′, where
1’. For every  > 0
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(a) ‖σ − σ‖ < ,
(b) ρ⊗ c1 ⊗ · · · ⊗ cN  σ ⊗ c1,...,N .
Then 1′ ⇒ 2. In fact, Schur-concavity and subadditivity of H imply H(ρ) ≤ H(σ) for every  > 0. Then, by
continuity, taking  → 0 gives H(ρ) ≤ H(σ). Conversely, given H(ρ) ≤ H(σ), for any 0 < δ < 1 we can define the
state σδ := (1 − δ)σ + δI/d, where d is here the dimension of the Hilbert space of the system that carries the state
ρ. Clearly for any fixed  there exists δ small enough such that ||σ − σδ|| ≤ . Since H is strictly concave, we get
H(ρ) ≤ H(σ) < H(σδ). Also, by construction, rank(ρ) ≤ rank(σδ). Hence Theorem 2 implies 1′. This concludes the
proof that 1′ ⇔ 2 and hence 1⇔ 2.
We now introduce the tools necessary to extend this result to non-trivial Hamiltonians.
2. The embedding map
Given a vector of positive integers d = {d1, . . . , dn}, we can define the embedding map Γd, acting on a n-
dimensional probability distribution p as follows [2]:
Γd (p) :=
n⊕
i=1
piηi,
where the ηi are di-dimensional uniform distributions. The embedding map allows us to move from a “canonical”
theory governed by free energies {Fα} to a “microcanonical” theory governed by entropies {Hα} [16]. This is because
if we denote by γ a thermal Gibbs state with respect to the HamiltonianH, we can find d such that Γd(γ) = η, where η
is a uniform distribution of dimension D =
∑
i di (thus, it is the thermal state of a D-dimensional system with trivial
Hamiltonian). Such a map exists whenever all entries of γ are rational numbers, but we will drop this restriction
later.
We can then embed any probability distribution from Rn in RD via p 7→ Γd(p). If ρ is a quantum state block-
diagonal in energy – with occupations given by p and corresponding Gibbs state γ – then the free energies of ρ can
be computed from the entropies of the embedded distribution (Lemma 9 in [2] and Eq. (11)):
Fα(ρ)− Fα(γ) = kT
(
logD −Hα(Γd(p))
)
. (15)
3. Result for non-trivial Hamiltonians
We now rewrite Theorem 1 in order to make all the claims mathematically precise. As before, ‖·‖ can be any norm.
Theorem 4. Consider a system with Hamiltonian HS and states ρ and σ block-diagonal in energy. The three following
statements are equivalent:
1. For every  > 0 there exist N auxiliary systems with some Hamiltonians, in a state c1,...,N with marginals c1,...,cN , and
a thermal operation E such that
(a) ‖σ − σ‖ < ,
(b) E(ρ⊗ c1 ⊗ · · · ⊗ cN ) = σ ⊗ c1,...,N .
2. For every  > 0 there exists a state c1,...,N on N auxiliary systems with trivial Hamiltonians such that for every α ∈ R,
Fα(ρ)− kT
∑
i
Hα(ci) ≥ Fα(σ)− kTHα(c1,...,N ).
3. F (ρ) ≥ F (σ)
Notice that c1,...,N will in general depend on . It will follow from the proof that one can always choose N = 3 and trivial
Hamiltonians for the auxiliary systems in 1.
Proof : For the sake of the proof, we introduce two further statements that will turn out to be equivalent:
4. Identical to statement 1, but with the additional requirement that the auxiliary systems have trivial Hamiltoni-
ans.
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5. For every  > 0 there exist N auxiliary systems with some Hamiltonians and a state c1,...,N on them such that
for every α ∈ R,
Fα(ρ) +
∑
i
Fα(ci) ≥ Fα(σ) + Fα(c1,...,N ). (16)
Clearly the implications 4⇒ 1 and 2⇒ 5 are trivially true.
1⇒ 5: This follows immediately from the monotonicity of the α-free energies Fα under thermal operations, Eq. (9),
and their additivity on tensor products. The same argument proves 4⇒ 2.
5 ⇒ 3: Take α = 1 in Eq. (16). Since the total Hamiltonian on the N auxiliary systems is by definition the sum of
the local Hamiltonians, and due to the subadditivity of the Shannon entropy, we obtain
F (c1,...,N ) =
N∑
i=1
〈Hi〉 − kT H(c1,...,N ) ≥
N∑
i=1
〈Hi〉 − kT
N∑
i=1
H(ci) =
N∑
i=1
F (ci).
Thus (16) implies F (ρ) ≥ F (σ). Since this is true for all  > 0, and F is continuous, we also obtain F (ρ) ≥ F (σ).
3 ⇒ 4: The proof is based on the techniques developed in [2]. Let us define by p and q the eigenvalues of ρ and
σ. Consider the thermal state γS corresponding to the Hamiltonian HS . We may assume that q 6= γS , otherwise 4
follows trivially, with N = 0 and E the map that prepares the free Gibbs state.
First we consider the case that all components of γS are rational numbers. By assumption there exists then d =
{d1, . . . , dn} such that
γS =
{
d1
D
,
d2
D
, . . . ,
dn
D
}
,
n∑
i=1
di = D.
By definition, Γd(γS) = η, where η is a D-dimensional uniform distribution. We can introduce an auxiliary prob-
ability distribution qδ = (1− δ) q + δγS (with 0 < δ < 1) such that ‖q − qδ‖ ≤ δ. Since Shannon entropy is strictly
concave, F is strictly convex, and so
F (qδ) = F ((1− δ) q + δγS) < F (q).
This implies
F (p) ≥ F (q) > F (qδ) . (17)
From Eq. (15), it follows that H (Γd (p)) < H (Γd (qδ)). Furthermore rank (p) ≤ rank (qδ) by construction, and this
implies rank (Γd (p)) ≤ rank (Γd (qδ)). Using Theorem 2, this is equivalent to the existence of an auxiliary system
c1,...,N with marginals c1,. . . ,cN and a noisy map Λ such that
Λ (Γd (p)⊗ c1 ⊗ · · · ⊗ cN ) = Γd (qδ)⊗ c1,...,N ,
Λ (η ⊗ η1 ⊗ · · · ⊗ ηN ) = η ⊗ η1 ⊗ · · · ⊗ ηN .
If we consider the map Λth =
(
Γ−1d ⊗ I
)◦Λ◦(Γd ⊗ I) (with the identity acting on the space of the auxiliary systems),
it is easy to check that it is Gibbs-preserving, and it also maps p to q while correlating the auxiliary systems:
Λth (γS ⊗ η1 ⊗ · · · ⊗ ηk) = γS ⊗ η1 ⊗ · · · ⊗ ηk,
Λth (p⊗ c1 ⊗ · · · ⊗ ck) = qδ ⊗ c1,...,N .
The existence of a Gibbs-preserving map is equivalent to the existence of a thermal map in the “semiclassical” case
of block-diagonal states, because both are characterized by the same set of constraints [38]. Using this equivalence,
we obtain 4 with ε = δ.
Now let us consider the case of γS with general real entries. This extension follows the proof of Theorem 17 in [2],
but we sketch it here for convenience. From Lemma 15 of [2], we can construct a channel E that maps γS into an ε-
close distribution γ˜ with rational entries, while not perturbing p too much; more precisely, we can define a stochastic
map E such that
E (γS) = γ˜S ; ‖γS − γ˜S‖ ≤ ε,
‖p− E (p)‖ ≤ O (√ε) for all p.
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If ε is small enough, is it possible to follow [2] and show that
S (E (p) ‖γ˜S) > S (E (qδ) ‖γ˜S) .
This is equivalent to the condition F (E(p)) > F (E(qδ)), as long as we remember that now F is defined w.r.t. the
thermal state γ˜S . Since γ˜S has rational entries we use the first part of the proof and find a thermal map Λ˜th:
Λ˜th (γ˜S ⊗ η1 ⊗ · · · ⊗ ηk) = γ˜S ⊗ η1 ⊗ · · · ⊗ ηk,
Λ˜th (E(p)⊗ c1 ⊗ · · · ⊗ ck) = E(qδ)⊗ c1,...,N .
Using again Lemma 15 of [2], we can find a stochastic map E′ mapping γ˜S into γS without perturbing other prob-
ability distributions a lot. If we consider the map Λth = (E′ ⊗ I) ◦ Λ˜th ◦ (E ⊗ I) (where I acts only on the auxiliary
systems), one finds Λth satisfying
Λth (γS ⊗ η1 ⊗ · · · ⊗ ηk) = γS ⊗ η1 ⊗ · · · ⊗ ηk,
Λth (p⊗ c1 ⊗ · · · ⊗ ck) = E′ ◦ E(qδ)⊗ c1,...,N .
Furthermore ‖E′ ◦ E (qδ)− q‖ ≤ δ + O (
√
ε) and, since δ and ε can be chosen arbitrarily small, we recover the first
part of the proof and also obtain 4.
E. Comparison with other work extraction models
There is a subtle but important point that needs to be clarified when comparing our framework with other ap-
proaches to work extraction. In the context of single-shot thermodynamics, recent results fell into two categories:
one approach is to demand deterministic work extraction, studied for example in [2], where no probability of error
is allowed. They require a deterministic transformations of the work bit from its ground state to the excited state
|0〉 → |1〉 (this corresponds to  = 0 in Eq. (7)) and show that one can extract w = F0(ρ), provided that an arbitrarily
small amount of work is consumed in the process. Specifically, they allow the use of a system with trivial Hamilto-
nian and initially in a state |0〉, that is returned arbitrarily close to its initial state at the end of the process. Another
approach is the so-called almost-deterministic work extraction, followed for example in [4], where a fixed probability
of failure is allowed. Looking at Eq. (1) one may be tempted to conclude that we are looking at the latter case.
However, our main result (Theorem 1) is about transformations that can be performed with arbitrarily small error
probability . The same arbitrarily small error probability appears in the work extraction protocol of [2] as well,
however it goes in the pure state with trivial Hamiltonian that they allow to introduce. Hence the difference between
the two approaches is technical and not physical. Physically speaking, being able to ensure an arbitrarily small error
probability  in χ(w) is operationally indistinguishable from a deterministic protocol. For this reason, we preferred
to avoid invoking the use of a pure state as an extra resource.
F. Arbitrarily small amounts of correlation are needed
Let us now present a simple argument showing that one needs to generate only an arbitrarily small amount of
correlations among the auxiliary systems to induce any transformation between two states ρ and σ with F (ρ) ≥
F (σ). For this purpose, we introduce an extra system in a thermal state γS , and we consider the transformation
ρ ⊗ γS → σ ⊗ τ , where τ is chosen such that F (τ) = F (ρ) + F (γS) − F (σ). By construction the free energy F of the
left-hand-side equals the free energy of the right-hand-side, so Theorem 1 applies. Hence we can find c1,..,N with
marginals c1, . . . ,cN such that
ρ⊗ γS ⊗ c1 ⊗ . . .⊗ cN → (σ ⊗ τ) ⊗ c1,...,N ,
where (σ⊗τ) is a state -close to σ⊗τ in trace distance, and  > 0 can be chosen arbitrarily small. We can discard the
extra system and obtain σ -close to σ due to the monotonicity of the trace distance under partial traces. Computing
F on both sides of the previous equation, using the monotonicity of F and its additivity under tensor products, we
obtain
I(c1,...,N ) ≤
F (ρ) + F (γS)− F
(
(σ ⊗ τ)
)
kT
=
F (σ ⊗ τ)− F ((σ ⊗ τ))
kT
.
From the continuity of F , it follows that
I(c1,..,N )
→0−→ 0.
We conclude that by choosing  arbitrarily small, we can make the total correlations I arbitrarily weak.
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G. Dimension of the auxiliary systems
Let ρ and σ be two quantum states block-diagonal in energy such that
F (ρ) = F (σ).
Suppose that some of the free energy conditions of Eq. (9) are not satisfied (otherwise, a transformation that maps ρ
to a state arbitrarily close to σ could trivially be performed without creating any correlation between the auxiliary
systems, cf. Appendix I A). Then we know that there exists some α > 0, α 6= 1, s.t.
Fα(ρ) < Fα(σ). (18)
According to Theorem 4, for every  > 0 there exists a thermal operation E and c1,...,n such that
E(ρ⊗ c1 ⊗ . . .⊗ cn) = σ ⊗ c1,...,n, ‖σ − σ‖ ≤ . (19)
It follows immediately from the result of Appendix F that this implies
I(c1,...,n) = S(c

1,...,n‖c1 ⊗ . . .⊗ cn) →0−→ 0.
Due to Pinsker’s inequality this also implies
‖c1,...,n − c1 ⊗ . . .⊗ cn‖ →0−→ 0. (20)
At the same time, Eq. (19) and Eq. (10) imply that all free energy second laws are satisfied for all  > 0. In particular
then for every  > 0,
Fα(ρ)− Fα(σ) ≥ kT [Hα(c1 ⊗ . . .⊗ cn)−Hα(c1,...,n)].
By Eq. (18) and by continuity, the left-hand side turns to Fα(ρ)− Fα(σ) < 0 for → 0. Thus
lim sup
→0
(
Hα(c

1 ⊗ . . .⊗ cn)−Hα(c1,...,n)
)
< 0. (21)
Assume for now that α > 1. Then, using Hα(p) = 11−α log ‖p‖αα, we obtain
lim inf
→0
‖c1 ⊗ . . .⊗ cn‖α
‖c1,...,n‖α
> 1.
Using the triangle inequality on the numerator of the above expression,
‖c1 ⊗ . . .⊗ cn‖α
‖c1,...,n‖α
≤ 1 + ‖c

1,...,n − c1 ⊗ . . .⊗ cn)‖α
‖c1,...,n‖α
,
that implies
lim inf
→0
‖c1,...,n − c1 ⊗ . . .⊗ cn)‖α
‖c1,...,n‖α
> 0. (22)
However from the equivalence of all norms in finite dimension and Eq. (20),
‖c1,...,n − c1 ⊗ . . .⊗ cn‖α →0−→ 0.
For this to be possible and the inequality (22) to be satisfied we need
lim sup
→0
‖c1,...,n‖α = 0 = lim
→0
‖c1,...,n‖α. (23)
So we have a sequence of auxiliary systems satisfying the previous equation and the obvious normalization condition
‖c1,...,n‖1 = 1 ∀ > 0.
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However, we now use an inequality for the p-norms:
1 = ‖c1,...,n‖1 ≤ n()1−1/α‖c1,...,n‖α ∀ > 0, (24)
where n() is the product of the local dimensions of the n auxiliary systems. For Eq. (23) and Eq. (24) to be simulta-
neously satisfied, n() must tend to infinity as → 0.
Now consider the case 0 < α < 1. We have the following inequality from [39, Theorem 4]: set T := 12‖p− q‖1, then
for all probability distributions p, q ∈ Rd,
|Hα(p)−Hα(q)| ≤
Tα
(
d(d− 1))1−α − αT
1− α . (25)
(Actually, [39] shows this for the Tsallis entropy, but via | log x − log y| ≤ |x − y| for x, y ≥ 1 one can eas-
ily see that the bound carries over to Re´nyi entropy.) Suppose the dimension of the catalysts was bounded,
i.e. n() ≤ d for all  > 0, with d ∈ N some fixed number. Then Eq. (25) and Eq. (20) would imply that
lim→0Hα(c1 ⊗ . . .⊗ cn)−Hα(c1,...,n) = 0, in contradiction to Eq. (21).
That is, in all cases, we conclude that the dimension of the catalysts has to grow unboundedly if the accuracy 
tends to zero.
