, 0}. This extends a well known result of M. Christ for the classical Fourier transforms (Proc. Amer. Math. Soc. 95 (1985), [16] [17] [18] [19] [20] . The proof relies on a new local restriction theorem for the Dunkl transforms, which is stronger than the corresponding global restriction theorem, but significantly more difficult to prove.
Introduction and main results
The classical Fourier transform, initially defined on L 1 (R d ), extends to an isometry of L 2 (R d ) and commutes with the rotation group. For a family of weight functions h κ invariant under a reflection group, there is a similar isometry of L 2 (R d ; h 2 κ dx), called the Dunkl transform, which has applications in physics for the analysis of quantum many body systems of Calogero-Moser-Sutherland type (see, for instance, [20, 21] , [10, Section 11.6] , [17] ). From the mathematical analysis point of view, the importance of the Dunkl transform lies in that it generalizes the classical Fourier transform and plays a similar role as the Fourier transform in classical Fourier analysis.
The weight functions that will be considered in this paper are product functions of the form
These weights are invariant under the Abelian reflection group G = Z d 2 generated by the reflections σ 1 , · · · , σ d , where σ j denotes the reflection with respect to the coordinate plane x j = 0; that is,
κ dx) the L p -space defined with respect to the measure h The Dunkl transform enjoys many properties similar to those of the classical Fourier transform (see, for instance, [14, 20, 21] This last result extends the celebrated Thomas-Stein theorem for the Fourier transforms [22] . Thangavelu and Xu [20] also studied the maximal Bochner-Riesz operators:
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They proved that for 1 < p ≤ ∞ and δ > λ κ , (1.6) B δ * (h 2 κ ; f ) κ,p ≤ C f κ,p . In this paper, we shall give a necessary and sufficient condition on the order δ of the Bochner-Riesz means for which (1.6) holds for a given p ≥ 2 + 2 λ κ . Our main result is stated as follows. [6] ). We point out that in the case of the Fourier transform (i.e., the case of κ = 0), Theorem 1.1 is due to M. Christ [4] .
Note that Theorem 1.1 implies that if
It turns out, however, that the condition
for the almost everywhere (a.e.) convergence here can be dropped. More precisely, it can be shown that if p ≥ 2 and δ > δ κ (p), then (1.7) holds almost everywhere for all f ∈ L p (R d , h 2 κ ). In the case of the classical Fourier transform, this result is well known and is due to A. Carbery, J. L. R. De Francia, and L. Vega [3] . The proof of this result for general Dunkl transforms will appear elsewhere.
One of the main difficulties in the proof of Theorem 1.1 comes from the fact that the measure h 2 κ (x) dx is neither translation invariant nor rotation invariant, which makes many global estimates in classical analysis insufficient for our purposes. As a result, more delicate local estimates of certain highly oscillated kernels are required. For example, for the integral kernel K 
. It turns out, however, that unlike the classical case of Fourier transforms, this global restriction theorem is not enough for analysis near the zeros of the weight h 2 κ . The proof of the local restriction theorem (Theorem 1.2), on the other hand, is rather involved and significantly more difficult. It will be given in Section 4 of this paper.
To the best of our knowledge, both Theorems 1.1 and 1.2 seem new even for the Hankel transforms in one variable.
In addition to the local restriction theorem, the proof of Theorem 1.1 also requires weighted Littlewood-Paley inequalities with A p -weights in the Dunkl setting, which will be established in Section 5 of this paper. The crucial step in the proof of these weighted inequalities is to establish various pointwise kernel estimates in the Dunkl setting.
This paper is organized as follows. Section 2 contains some preliminary materials on analysis associated with the Dunkl transform. Section 3 is devoted to the proof of a global restriction theorem, which is relatively easier and, in fact, close to that of the classical Fourier restriction theorem. After that, in Section 4, we turn to our main estimate, the local restriction theorem (Theorem 1.2). The proof of this local estimate relies partially on the global estimate established in Section 3. Several useful corollaries of the local restriction theorem are also given in Section 4. Section 5 is devoted to the proof of the weighted Littlewood-Paley inequality associated with the Dunkl transform. Finally, in Section 6, we prove our main result, Theorem 1.1. The proof relies on the local restriction theorem and the weighted Littlewood-Paley inequality established in previous sections.
Preliminaries
In this section, we shall present some preliminary materials on Dunkl analysis associated with the group Z d 2 and the weight h 2 κ (x) given in (1.1), most of which can be found in [7-10, 17, 20, 21] .
Dunkl intertwining operators. The Dunkl operators
where E j denotes the difference operator given by
. These operators mutually commute and map P 
It was proved by Xuan Xu [23] that
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if κ j > 0, and dμ j is the Dirac measure supported at s = 1 if κ j = 0. In particular, the formula (2.3) extends V κ to a positive operator on the space of continuous functions on R d . For the Dunkl intertwining operator associated with a general finite reflection group, we refer to the work of Rösler [15] .
Dunkl transforms. The Dunkl transform
where c
, and J α denotes the Bessel function of order α of the first kind: ([14, 16] ).
, then the following inverse formula holds:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 
We will also consider the Dunkl transform on the space M of finite Borel measures on R d :
Many identities in this paper are interpreted in a distributional sense. Denote by
According to (2.6), we may define the distributional Dunkl transform
For later applications, we also record here some useful facts about the Bessel functions. 
(iii) ([2, p. 218, (4.11.12)]). Set j α (t) = Γ(α + 1)
Definition 2.3 ([16, 17, 20] ). Given
According to the inverse formula, if f ∈ S(R d ) and x, y ∈ R d , then
Licensed to AMS. 
The generalized translation has the following integral representation on the space
Here the operators T j,y j are defined by
, and the measure dμ j is the same as in (2.3).
According to (2.14), we have
where dμ x,y is a signed Borel measure supported on 
Generalized translations on
Throughout the paper, we will use (2.14) as the definition of the generalized
. This definition is justified by Proposition 2.5 and the fact that
. We point out that a proof of (2.17) was given in [20] using a duality argument and the Plancherel and the Riesz-Thorin interpolation theorems. However, it seems necessary to give some clarification on this duality argument because 
Thus, by Fubini's theorem and (2.15), we reduce to showing that
where T y is defined as
where for x, y ∈ R with xy = 0,
The desired inequality (2.18) then follows since sup y,z∈R\{0} R W (x, y, z)|x| 2κ dx ≤ C < ∞, which can be verified through straightforward calculations.
As a direct consequence of Proposition 2.5, we obtain the following. In the case when f is a radial Schwarz function, (2.19) is a direct consequence of (2.3) and a formula of Rösler [16] that is applicable to the general case of finite reflection groups. The main point in Corollary 2.6 lies in that (2.19) holds under
, which is very important in our later applications. It is worthwhile to point out that a limit argument using the result of [16] doesn't seem to yield (2.19) under the weaker condition.
The property (2.12) of the generalized translation operators carries over to L p spaces as well.
Generalized convolutions.
We start with the definition on the space S(R d ).
The generalized convolution has the following basic property:
Since the generalized translation operators are uniformly bounded on L p -spaces with 1 ≤ p ≤ ∞, the following Young's inequality can be established (see [20, Proposition 7 .2]):
where 1 ≤ p, q, r ≤ ∞ and 1 +
The following corollary can be easily verified.
holds in a distributional sense.
Spaces of homogeneous type.
A straightforward calculation shows that
This, in particular, implies that the measure dμ κ (x) = h 2 κ (x) dx satisfies the doubling condition on the space R d , and hence (R d , dμ κ ) is a space of homogeneous type in the sense of Coifman and Weiss [5] . In this subsection, we will review briefly some basic definitions and facts on homogeneous spaces, most of which can be found in [5, 13] . Definition 2.10. A space of homogeneous type (X, ρ, μ) is a topological space X endowed with a quasi-metric ρ and a nonnegative Borel measure μ such that (i) ρ is continuous on X × X and every ball B ρ (x, r) := {y ∈ X : ρ(x, y) < r} is open in X; (ii) the measure μ satisfies the doubling condition:
Definition 2.11. A weight w (any nonnegative measurable function) on a homogeneous space (X, ρ, μ) satisfies the
where the supremum is taken over all the balls B in X, and in the case of p = 1, we replace
The A p classes are increasing with respect to p; that is,
As a result, we can define the A ∞ class by A ∞ = p>1 A p .
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Definition 2.12. A function
and for all x, y, z ∈ X with x = y and ρ(x, z) ≤
.
13. An operator T is associated with a Calderón-Zygmund kernel K if for every compactly supported continuous function f on X,
The following result is a direct consequence of [1, Corollary 3.6] and [13, Theorem 1.2].
Theorem 2.14. Let T be a Calderón-Zygmund operator. If 1 < p < ∞ and
The weighted theory can be repeated for vector-valued Calderón-Zygmund operators, and hence Theorem 2.14 remains true in this case (see, for instance, [11, Chapter 4] ).
Global restriction theorem for the Dunkl transforms
Recall that dσ stands for the surface Lebesgue measure on
, the Dunkl transform of fdσ is defined by
It is known that (see, for instance, [7, Proposition 6.1.9])
In this section, we will prove the following global restriction theorem for the Dunkl transforms, which will be used in our proof of the local restriction theorem (Theorem 1.2).
The proof of Theorem 3.1 is very close to the proof for the classical Fourier transform. For completeness, we include it below.
Proof. By (2.5), the function
Furthermore, according to (2.11), the function K z has the following distributional Dunkl transform:
On one hand, by (3.2) and Young's inequality (2.23), we have that
On the other hand, by (3.3) and (2.24), it follows that
Thus, using Stein's interpolation theorem for analytic families of operators, we conclude that
Finally, by (3.1) and Young's inequality (2.23),
Theorem 3.1 then follows by the Riesz-Thorin theorem.
It is easy to verify that
where the notation ·, · H denotes the inner product of a given Hilbert space H.
Moreover, a straightforward calculation shows that for f ∈ S(R d ),
, we deduce the following.
Local restriction theorem for the Dunkl transform
The main purpose of this section is to show the following local restriction theorem. The proof of Theorem 4.1 is much more involved than that of the global restriction theorem. Indeed, a direct application of the techniques used in the proof of the classical Stein-Thomas restriction theorem would yield (4.1) for a smaller range of p only.
For the moment, we take Theorem 4.1 for granted and deduce the following corollary. 
where
Proof. Consider the operator T f :
and
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We further claim that
, where c κ is a positive constant depending only on d and
Since (see, for instance, [7, p. 77 ])
it then follows that
which proves the claim (4.4). Now using (4.2), (4.3), (4.4), and a standard duality argument, we obtain that 
We consider the following two cases:
which implies that 
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Thus, we may decompose the operator T as T = ∞ n=0 T n , where
First, we show that
To this end, we need the following kernel estimates.
Lemma 4.3. For α > −1 and n
The proof of Lemma 4.3 is long, so we postpone it until the next subsection. For the moment, we take it for granted and proceed with the proof of (4.7).
To show (4.7), we note that |y j | ∼ |ω j | for j ∈ I c whenever y ∈ B. Thus, using Lemma 4.3 with α = λ κ − 1 2 , we obtain that for x, y ∈ B,
Inequality (4.7) then follows by (4.5). Next, we show that for n ≥ 0,
To this end, we write
Let ψ be a radial Schwarz function on
The proof of (4.9) relies on the following lemma, which gives an estimate of this last integral.
Lemma 4.4. Assume that ϕ(x)
The proof of Lemma 4.4 will be given in subsection 4.3. By (4.10) and Lemma 4.4, it follows that for a.e.
Using (4.7), (4.9), and the Riesz-Thorin interpolation theorem, we obtain that
On the other hand, using (4.7) and Hölder's inequality, we obtain that
For the first sum Σ 1 , noticing that
we use (4.11) to obtain
For the second sum Σ 2 , we use (4.12) and obtain
where the last step uses the assumption θ ≥ c 0 > 0. This completes the proof of Theorem 4.1.
Proof of Lemma 4.3.
Without loss of generality, we may assume that κ min := min 1≤j≤d κ j > 0. (The proof in this subsection with slight modifications works equally well for the case of κ min = 0). Let η denote either the function ξ 0 or the function ξ on R depending on whether n = 0 or n ≥ 1. Then η is an even C ∞ cfunction on R which is constant near the origin. According to (2.3) and (2.19), we have (4.13)
By (2.8) and (2.9), it is easily seen that for α ∈ R,
By (4.13), we may write
where η(z) = η( |z|) for z ∈ R. Since η is constant near the origin, it is easily seen that η ∈ C ∞ c (R). Without loss of generality, we may assume that
By Fubini's theorem, we then have
Thus, for the proof of (4.8), it suffices to show that for each
To show (4.17), let η 0 ∈ C ∞ (R) be such that η 0 (s) = 1 for |s| ≤ 
where t = (t 1 , · · · , t m ). We then split the integral in (4.16) into a finite sum to obtain
Thus, it suffices to prove the estimate (4.17) with
By symmetry and Fubini's theorem, we need only prove (4.19) for the case of
Since the support set of each η 1
is a subset of {t j : |t j | ≤ 1 − 1 4 B j }, we can use (4.14) and integration by parts |l| = m j=m 1 +1 j times to obtain 
Finally, recall that η ∈ C ∞ c (R) for all n ≥ 0 and that η is zero near the origin for n ≥ 1. This implies that for all n ≥ 0, η u(x,y,t) 4 n = 0 unless c 1 4 n < 1+u(x, y, t) < c 2 4 n for some absolute constants c 1 , c 2 > 0. It then follows by (4.15) that
Thus,
Thus, using (4.18) and Fubini's theorem, we obtain that
where we used (4.22) and the fact that η 0
is supported in {t j : 1 − B j ≤ |t j | ≤ 1} for 1 ≤ j ≤ m 1 in the second step. This yields the desired estimate (4.19) and hence completes the proof of Lemma 4.3.
We conclude this subsection with the following useful corollary. 
. We then write
It is easily seen that K α,n (x, y) is supported in {(x, y) : x −ȳ ≤ 2 n+1 }. Thus, by (4.23) and (4.8), it follows that
where the last step uses the assumption that α > |κ| − 
Lemma 4.6. Assume that ϕ(x) = φ( x ) is a radial function on R d satisfying that
for some > 0 and ε > 0. Then for a.e. x, y ∈ R d and any t > 0,
Proof. The second inequality in (4.24) can be deduced from the first one by straightforward calculations. Hence, it suffices to show the first inequality in (4.24). Without loss of generality, we may assume that κ j > 0 for each j = 1, · · · , d. (All the general constants are uniform in κ when κ j → 0.) Note that for t > 0,
Thus, it suffices to show (4.24) for t = 1.
Indeed,
Since for each fixed t = (
it follows that
where j = κ j + ε j , ε j > 0, and
To complete the proof, we just need to observe that
We are now in a position to show Lemma 4.4.
Proof of Lemma 4.4. By Lemma 4.6, for any ∈ N and x ∈ R d ,
Thus, it is sufficient to show that for a sufficiently large (say, ≥ d + 1) and any
Without loss of generality, we may assume that 1 2 ≤ x ≤ 2, since otherwise the desired estimate (4.26) holds trivially. Writing x = x x , we have that for
Weighted Littlewood-Paley inequality
We start with the following definition.
Definition 5.1. Assume that Ψ is a radial Schwarz function on
The square function Lf ≡ L Ψ f associated with the function Ψ is defined by
Next, we recall that
A weight function w on R d is said to be Z 
where C depends only on Ψ and the A p constant of w. If, in addition,
We will also need the following modified Hardy-Littlewood maximal function on the homogeneous space (R d , dμ κ ):
where the supremum is taken over all the balls B in 
As a consequence of Theorem 5.2, we have the following.
Corollary 5.3. Let g be a function on
, and let Lf = L Ψ f be the square function as defined in (5.1). If 0 < δ < 1 and
where the constant C is independent of f .
Proof of Theorem 5.2. Recall that
with T y denoting the generalized translation operator. The proof of Theorem 5.2 relies on the following estimates of the vector-valued kernel
The proof of Lemma 5.4 will be given in subsection 5.2. For the moment, we take it for granted and proceed with the proof of Theorem 5.2.
Proof of Theorem 5.2. We start with the proof of the upper estimate:
We will use Lemma 5.4 and the theory of vector-valued Calderón-Zygmund operators, viewing the square function Lf as the 2 -norm of a vector-valued operator Lf := {Lf (x, j)} j∈Z given by
The only problem lies in that the function (x, y) → x −ȳ is not a quasi-metric on R d , and hence Lemma 5.4 cannot be applied to conclude that the kernel {K j (x, y)} j∈Z is a vector-valued Calderón-Zygmund operator on the homogeneous space (R d , dμ κ ). To overcome the difficulty, we set R σ = {xσ :
and write
where the last step uses the
where 
Let ρ(x, y) = x − y denote the Euclidean metric on R d . Since both w and dμ
is also a homogeneous space on which w is an A p -weight. Thus, for the proof of (5.9), it suffices to show that L σ is an 
Thus, L σ is an 2 -valued Calderón-Zygmund operator on the homogeneous space (R d + ; dμ κ ). This proves (5.9) and hence the upper estimate (5.7). Finally, we point out that the inverse inequality
follows by a duality argument. Indeed, Plancherel's theorem and the identity
Licensed to AMS.
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Since w
Thus, taking the supremum over all g ∈ L p (wdμ κ ) ∩ S(R d ) with g L p (wdμ κ ) = 1 yields the stated inverse inequality (5.7).
Proof of Lemma 5.4.
For simplicity, we set ρ := x −ȳ for x, y ∈ R d . Throughout the proof, the letter denotes a large positive number (say, > d+2|κ|) whose exact value is not important.
We start with the proof of (i). Using Lemma 4.6, we have
For the first sum, a straightforward calculation shows that
To estimate the second sum, we set J = {j :
Putting the above together completes the proof of assertion (i). Next, we show assertion (ii). Without loss of generality, we may assume that κ j > 0 for each j ∈ {1, · · · , d}. Write Ψ(x) = Φ( x ) with Φ ∈ S(R), and set
We then use Corollary 2.6 to obtain that for n = 1,
it follows that |x n − y n t n | |u(x, y, t)| for all x, y ∈ R d and t ∈ [−1, 1] d . Thus, using Lemma 4.6, we conclude that for any > 0,
By (4.25), this further implies that
It then follows by the mean value theorem that
This implies that
which, following the proof in part (i), is estimated by (B(y, ρ) ) .
This completes the proof of (ii).
5.3.
Proof of Corollary 5.3. Corollary 5.3 is a direct consequence of Theorem 5.2 and the following lemma. 
Maximal Bochner-Riesz operators
This section is devoted to the proof of Theorem 1.1. The necessity part of this theorem follows directly from Theorem 4.3 of [6] , as stated in the introduction. It remains to show the sufficiency.
The proof follows along the same lines as that of Christ [4] for the classical Fourier transforms. It has several components, some of which are quite technical. One of the most important tools is the square function defined below.
Define the square function G α by
Clearly, the function φ in the above definition satisfies the conditions
The proof of Theorem 1.1 can be reduced to the following estimate.
where the constant C is independent of the parameter α.
For the moment, we take Theorem 6.2 for granted and show how to deduce Theorem 1.1 from Theorem 6.2.
Proof of Theorem 1.1. The proof follows along the standard technique in [18] . For completeness, we write it below.
Let ξ be a C ∞ -function on R satisfying that ξ(x) = 1 for |x| ≤ 1 and ξ(x) = 0 for |x| ≥ 2, and set θ(x) = ξ(x) − ξ(2x). Clearly, supp θ ⊂ {x : 
where m
where the operators T β R,j are given by
, by Lemma 4.6, it's easily seen that
Next, for j ≥ 3, we write m
, it follows by Theorem 6.2 with
On the other hand, according to [18, (5.9) , p. 279], we have that for any ε > 0 and
This combined with (6.3) and (6.4) yields that
Thus, using (6.5), we prove that
Finally, the stated conclusion of Theorem 1.1 follows by applying Stein's interpolation theorem for a family of analytic operators, using (1.6) for the already proven case of δ = λ κ + ε and p = ∞ and (6.6) with δ = The proof of Theorem 6.2 is long and technical; therefore, we break it into several steps in the next three subsections. 
Proof. Assume momentarily that f is supported in a dyadic cube Q ∈ D j . By the local property of T and Hölder's inequality,
which, using (6.7), is estimated above by
This proves (6.8) for f supported in a dyadic cube Q ∈ D j . In general, we decompose a function f as f = Q∈D j fχ Q = Q∈D j f Q . Since T is sublinear, we have, by the local property of
It then follows by the already proven case of (6.8) that
This completes the proof of the lemma. 
The main goal in this subsection is to prove the following technical lemma, which plays a crucial role in the proof of Theorem 6.2. 
Proof. Let ψ ≡ ψ j denote the radial Schwarz function on R d whose Dunkl transform is equal to either the function η(ξ) or the function η(ξ)−η(2ξ) depending on whether
. Thus, it suffices to prove the estimates (6.10) for t = 1.
For simplicity, we shall assume throughout the proof that κ min := min 1≤j≤d κ j > 0. The proof below with slight modifications works equally well for the case κ min =0.
We first claim that for any x, y ∈ R d ,
where E is the set of all (
Note that (6.12) implies that
To show the claim (6.11), we use Corollary 2.6 to obtain (6.14)
Here we use a slight abuse of the notation that φ(x) = φ( x ). We also recall that (6.15) supp
Next, using (6.14) and (6.15), we obtain
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It follows from (6.16) that
On the other hand, according to (6.12) 
which completes the proof of the claim (6.11). Now we turn to the proof of the estimate (6.10) for t = 1. If x ≤ 1 32 and T y φ(x) = 0, then by (6.13),
Similarly, if x ≥ 16 and T y φ(x) = 0, then by (6.12), x −ȳ ≤ 
Thus, it remains to show that for all N ∈ Z + ,
. For the rest of the proof, we assume that 1 32 ≤ x ≤ 16. We first prove that
which will give (6.19 
This implies that for every polynomial P on R d ,
Thus, by (6.13), (6.12), and (6.17), F x,t (y) is a C ∞ -function of y supported in a set where
Furthermore, by (6.2),
∞ . Now using Taylor's theorem, we obtain that given any N ∈ Z + ,
It then follows by (6.14) that
Thus, using (6.21) and (6.23), we conclude that
This proves (6.20) 
This completes the proof of (6.19).
6.3. Proof of Theorem 6.2. In this subsection, we will prove Theorem 6.2. Recall that
. By a simple duality argument, the proof of Theorem 6.2 can be reduced to the following theorem. 
The rest of this subsection is devoted to the proof of Theorem 6.5. First, we define, for 2
. Let i be a positive integer such that 2 −i−1 < α ≤ 2 −i , and let {η j } ∞ j=i be a sequence of radial Schwarz functions on R d as defined in subsection 6.2. We then decompose T f(x, t) as
We break the proof of Theorem 6.5 into several lemmas. 
Proof. We first show (6.27) for n = 1. Note that
where φ t (ξ) = φ(ξ/t). It follows by the Fourier inverse formula that
Thus, using (6.29) and Minkowskii's inequality, we obtain that for t ∈ [2 −1 , 4], Thus, using Lemma 6.3, we conclude that for every test function f on R d (which is not necessarily compactly supported) and any nonnegative function g, It then follows from (6.32) that 
which, using Lemma 6.8, is estimated above by
However, by the weighted Littlewood-Paley inequality (i.e., Corollary 5.3), we have
This completes the proof of the theorem.
