A distributed computing system consists of heterogeneous computing devices, communication networks, operating system services and applications. As organisations move toward distributed computing environments, there will be a corresponding growth in distributed applications central to the enterprise.
Introduction
Distributed systems must be managed to ensure that they operate as intended. Distributed application management focusses speci cally on tools and services for managing the processes and les of applications running within a distributed system. It may be said to sit on top of network management (for the communications infrastructure) and system management (for the system services and devices such as le systems, operating systems, disk drives and printers). The management environment has to collect data about the existence and behaviour of services and devices of many kinds. The data has to be kept for analysis based on di erent viewpoints, such as the performance of a particular service, or the availability of a set of services, and for analysis over di erent time scales. The management system also has to provide automatic reactions of various kinds to maintain services and service quality.
Compared to network and system management, there has been little research on distributed application management (e.g., 2, 3, 4, 32] ). The distinguishing di culty of this level of management is that applications are, by their nature, more specialised, more distinctive, and more heterogeneous, than network devices or le services. Management tends to be developed specifically for one application or one domain. Domain-independence, environment independence and scalability are necessary characteristics of a e ective solution for application management.
In our previous work 3] we proposed a conceptual framework 1 with a central role for several powerful mid-level management services. These services interacted with managed applications and management agents, and which were integrated by a common data repository. The management services were in turn exploited by management applications. We have continued to work on our management framework, in particular by concentrating on the design, implementation and use of management services. This paper presents our results to date on management services.
The remainder of this paper is organised as follows. Section 2 reviews our management framework, then explains each of the management service subsystems that we have been developing as part of the project. Section 3 describes a prototype system developed to evaluate these services and experimental management applications. Section 4 positions our research with respect to related work. Section 5 presents the lessons we have learned and Section 6 concludes the paper with directions for future research.
Management Framework and Services
The management framework developed in our previous work is depicted in Figure 1 .
Management applications are used to perform management tasks, such as system con guration, analysis of performance bottlenecks, fault detection and location, report generation, visualisation of network or system activity, simulation, and modelling.
Playing a central role in our framework is a set of management services which in our previous work we organised as four subsystems: the repository services subsystem, the con guration services subsystem, the monitoring services subsystem and the control services subsystem. These service subsystems are described in Sections 2.1 through 2.3.
Managed objects are abstractions of real managed resources such as processes or devices. Management agents carry out management activities on behalf of management services and applications. For example, they may con gure the managed resources, monitor their behaviour, and perform control actions on them. Some agents may be capable of both monitoring and controlling functions; others may even possess some analysis capabilities. Management services may communicate with these agents using SNMP 6], CMIP 22] or proprietary protocols.
Each of the management services subsystems is described in detail in the following. We have de ned an object-oriented information model to describe the structural data. A portion of its class hierarchy is shown in Figure 2 ; a detailed description of the model is given in 31] . The classes in the model describe a distributed application in terms of both its code and runtime components. The code components of a distributed application include the les that are used to build an application such as source code les (Basic Engineering Objects), object code les (Clusters), executable les (Capsules) and data les. We have chosen to use generic terminology from the engineering structures of the Reference Model for Open Distributed Processing (RM-ODP) 42] in order to accommodate di erent styles of applications. The runtime components of a distributed application include the runtime managed objects such as application instances and processes. The relationships between the code and runtime objects of an application are represented as link or object reference attributes in the class de nitions.
Control data captures information related to the operation of an application and is of two types. The rst type of data is the set of environment and initialisation values for an application instance. The second type is the set of event noti cations generated by a managed object. For example, a process would send a noti cation to its management agent for events such as process creation, process termination, or remote procedure call (RPC) time-out. A history of the event noti cations may be maintained for use in management applications, such as fault management.
Measurement data describes the run-time operation of an object. It may be collected by monitoring the object, such as process CPU use or process disk I/O, or it may be derived from collected data, such as \resource use = CPU use + disk I/O". Measurement data provides the primary input for the performance management, performance modelling and fault management applications. It provides both the current state and the execution history of an application in terms of resource use and quality of service provided to users.
Accesses to the measurement data consist mainly of updates by the management agents collecting the data and retrievals by the management applications analysing it. Updates are typical database updates in that the new value is independent of the current value, but atypical in that they happen in real-time. The real-time characteristic of updates means that the overhead incurred by an update must be minimised and so favours a design in which updates can be performed on databases local to the management agents. Retrievals, on the other hand, do not have real-time requirements like updates but they may involve data about more than one managed object or summaries of the data across one or more dimensions. For example, an analysis of resource usage may require examining usage totals for an entire system, an application, or an individual process, on an hourly, daily or weekly basis. It will also be necessary to maintain historical data for certain types of analyses. Thus, the service to provide storage and management of measurement data must support both complex retrievals and realtime updates. One approach to providing the service is with a data warehouse 55] which will allow collection of the measurement data at distributed, independent sites and which will also integrate copies of the data in a common database for querying and analysis.
The di erent characteristics of the three types of data meant that no single type of database system could e ciently support all the data. This fact led to a repository subsystem composed of two di erent repositories: the Management Information Repository to store structural and control data, and the Measurement Data Warehouse to store measurement data.
Management Information Repository
The Management Information Repository (MIR) implements the information model and is used to store structural data and control data. It can be implemented with a client-server architecture in which the MIR Server stores the data, and provides retrieval and update functions to clients. Clients (users or management applications) retrieve data from the server in two ways, by issuing queries to the server searching for objects matching certain criteria, or by using a browsing paradigm to locate objects by exploiting the structure of the information model.
Clients interact with the MIR Server through a collection of functions called the MIR Client Library. The MIR Client Library presents clients with a view of the MIR which is consistent with the MANDAS Information Model. It also encapsulates communication so that interaction with the MIR Server can be independent of other management services. There are three basic object types used in the MIR: Management Meta Objects, Management Schema Objects, and Management Data Objects. Schema Objects are similar to classes in an objectoriented programming language. They de ne the attributes that a Data Object may contain. The attributes are further grouped into categories that are de ned by a Meta Object. Each Schema Object is an instance of one or more Meta Objects (thus specifying the categories of the attributes), and each Data Object is an instance of a Schema Object.
The MIR Client library provides functions to connect to, and disconnect from the MIR; to create, modify and retrieve Meta, Schema and Data Objects; to de ne query conditions and issue Data Object queries.
Measurement Data Warehouse
The Measurement Data Warehouse, shown in Figure 3 , stores the measurement data and the event histories. The data warehouse approach allows us to separate the real-time updates of the measurement data from the complex data analysis performed by management applications. The Measurement Data Warehouse is made up of the following components: A Collector is responsible for propagating data from a measurement data source into the warehouse. The measurement data source can be of various types, say, a le, or an agent that emits a data stream using a standard or proprietary protocol. The Collector takes the data from the source, converts it into repository format, then passes the data to the Integrator. The Integrator combines data from the various data sources, translates the data into changes to be applied to the views in the warehouse, then applies the changes to the warehouse data. The Data Warehouse is typically a relational database management system that maintains the measurement data in a form suited to analytical processing. Aggregates along various dimensions may be maintained as materialised views of the base data to support faster querying of the measurement data. The View Creator allows the system manager to de ne the views of the data that are to be kept in the warehouse. The Aggregate Navigator translates high-level data requests from the analytical processing into queries on the views in the data warehouse.
Con guration Services Subsystem
Structural data that captures the structure and relationships of a system and application is referred to as con guration data. Con guration data has both static and dynamic aspects. Static con guration data describes the organisation of the system and applications at startup. Changes made to the system or application while the system is running creates dynamic con guration data. A user request to start an application, or a process spawning a subprocess Processes in a speci c application instance RetrieveProcInAppInstance Information about a process of a speci c application instance Table 2 : Query services both represent the types of events which change a system's con guration. The con guration services subsystem is responsible for detecting, collecting and maintaining descriptive and location information about the entities of the distributed system. Con guration information is stored in the MIR. A service 34] is needed to enable management applications and other management service subsystems to update the con guration information as a result of changes. This service uses the MIR client library to provide a registration service and a query service to other management entities. The registration services permit registration of various system and application components in the MIR. The entities that can be registered, and the services responsible for doing so, are shown in Table 1 . The services available for retrieving information about system and application components from the repository are shown in Table 2 .
Monitoring and Control Services Subsystem
In our original management framework 3], we considered monitoring and control services as two separate subsystems. Our experiences to date suggest that they should be combined into one subsystem, supported by process instrumentation.
The monitoring subsystem is responsible for monitoring the behaviour of managed objects in the distributed system. Measurement data is collected by, or from, management agents and stored via the repository subsystem. Subsequently, data may be retrieved from the repository for analysis. Results may be returned to the repository for other uses, such as for later display or for further analysis.
The monitoring subsystem must be able to determine appropriate agents and information in response to requests for past, current or future information. Such requests could originate from administrators via management applications or come from other management service subsystems. Accordingly, the monitoring subsystem is responsible for initiating the collection of information at appropriate times, delegating monitoring requests to remote monitoring components or to subordinate systems and devices, coordinating the collection of data from multiple agents and ensuring that on-going monitoring activities continue even under failures. The control subsystem encompasses the set of components responsible for controlling the behaviour of managed objects. Control activities may also be carried out by interacting with management agents. The control subsystem requests may come from various management applications, from the monitoring subsystem, or from the con guration subsystem. For example, the monitoring subsystem or management tools may trigger appropriate control actions to be taken when exceptions on managed objects arise.
Both monitoring and control aspects of distributed application management make use of management agents and require processes to be instrumented. An instrumented manageable process is an application process with embedded instrumentation. Such a process can maintain management information, respond to management requests and generate event reports. Thus, instrumentation provides aspects of both monitoring and control services. More details on the design and implementation of the instrumentation may be found in 25, 26] . The instrumentation components are described below and are depicted graphically in Figure 4 .
The management coordinator facilitates communication between management agents and an instrumented process. Its role includes message routing for requests, replies and reports owing between the management system and the instrumentation code. The management coordinator, upon receiving incoming requests from management agents, invokes the appropriate functionality in the instrumentation code. Similarly, the instrumentation code sends requests or reports to the appropriate management agents through the management coordinator. Instrumentation code provides an internal view of the managed process. There are two types of instrumentation code: sensors and actuators. Sensors encapsulate management information. They collect, maintain, and (perhaps) process this information within the managed process. Sensors exhibit monitor-like qualities in that they encapsulate management information and provide an interface through which probes (see below), other sensors, and the management coordinator, can access their state in a controlled manner. Sensors can be provided for a variety of performance metrics, to measure resource usage, to collect accounting statistics and to detect faults. Sensors get their input data from probes inserted at strategic points in the process code or by reading other sensors. Sensors provide their information to the management coordinator in the form of periodic reports, alarm reports (when exceptional or critical circumstances arise) or in response to explicit requests. The second type of instrumentation code is an actuator. The actuator encapsulates management functions which exert control over the managed process to change its operation. Instrumentation probes are embedded in the process to facilitate interactions with the instrumentation code (the sensors and actuators). Probes may be implemented as macros, We will now illustrate these concepts with an example. We may specify that a client process should receive a response to a remote procedure call within x seconds. A probe is injected before and after each remote procedure call. The probe before the remote procedure call includes code to initialise a variable with the current time. The probe after the remote procedure call includes code to determine the elapsed time. This elapsed time is passed to a sensor. The sensor determines if a threshold has been exceeded. If it has then an event report is sent through the management coordinator to the management agent. If the management system decides to change the threshold from x seconds to x 0 seconds a message is sent through the management coordinator which then informs the sensor. A key aspect of our work has been to evaluate and re ne the proposed framework and services via prototypes and experimentation. A prototype implementation demonstrating some of our ideas and concepts as was shown at CASCON '96. The prototype platform was OSF/DCE 37] which was chosen because of its availability and our past experience with it. Section 3.1 describes the management applications that made use of the management services. Our management agent is described in Section 3.2. Section 3.3 describes our use of instrumented processes to implement aspects of the monitoring and control services. Sections 3.4 and 3.5 explain the implementation details of the MIR and Measurement Data Warehouse, respectively. Section 3.6 describes how the con guration services subsystem was implemented. Finally, Section 3.7 which describes how the prototype operates, and the interactions among its components.
Management Applications
To validate the management services as well as to investigate aspects of management applications, it was important to have, as part of the prototype system, several management applications.
Event Visualisation
POET, Partial Order Event Tracer 49], is a tool for collecting and visualising event traces from the execution of distributed applications. Although POET was originally intended for use as a debugging tool 50], its event displays are also useful for visualising the operation of an application in production use.
POET's notion of an event is fairly general, which allows it to remain independent of the target system generating the events. In the context of DCE, for example, events represent the creation and deletion of processes, threads and mutexes, RPC communication, and threadsynchronisation events such as mutex lock and unlock. POET displays show di erent event types with di erent combinations of open and lled circles and squares. Each entity (such as a process or a mutex) is visualised as one \trace line", events occuring within this entity are placed along the trace line in such a way that the underlying partial order on events is preserved. Events representing an interaction between entities are connected by an arrow showing the direction of information ow. In the case of an RPC, for example, the CALL event and the RECEIVE event are paired, with the CALL event occurring in a client process thread and the RECEIVE event occurring in a server process thread. In this context, POET can be used to view an application's execution on an on-going basis, scrolling the display automatically when the current display lls up. This allows a user to focus on the current activity of the application or system being monitored.
POET provides abstraction operations to group events into abstract events and traces into clusters. These abstractions can, in turn, be grouped again into higher-level abstractions, leading to tree-structured abstraction hierarchies. The user can navigate the abstraction hierarchies to visualise the execution at an appropriate abstraction level 29, 49] . The abstraction hierarchies can be built manually or by using automatic tools 28, 30] . Various forms of pattern speci cation and matching to automatically scan the incoming event trace are also supported. Some examples of these facilities are the agging of potential race situations, the detection of user-speci ed global predicates, or the automatic abstraction of certain user-speci ed communication patterns.
Performance Management
Delays caused by poor performance at the application level or network level can seriously a ect the usability and e ectiveness of a distributed application, or an entire distributed environment. Both application developers and managers of a distributed system must therefore take steps to ensure that their systems are performing well.
To that end, we have developed two performance-related management applications, both of which share a common subset of performance data stored in the Measurement Data Warehouse.
Measurement and Modelling of RPC Tra c. RPC performance is critically important to the distributed applications we are interested in. A real-time Performance Monitoring Tool was used to visualise DCE RPC performance data obtained from the Measurement Data Warehouse. RPCs are decomposed by DCE runtime software into a series of Protocol Data Units (PDUs), the size of which are implementation dependent. These PDUs are further decomposed by network software into a series of IP packets on the network. The superposition of these two processes determines the arrival process. The tool provides a visual picture of some of these characteristics in \real time", and can be used to observe the e ects of application, system and network factors on tra c patterns. Network-level performance is presented as a set of times: the interarrival times for all IP packets, the interarrival times for PDUs and the interarrival times for IP packets in PDUs. The use of this information in performance visualisation is illustrated in 47]; its use in performance prediction and workload modelling is discussed in detail in 48].
Automatic Construction of Predictive Models. Predictive performance models for distributed application systems can be used by distributed application developers and performance management sta to make quantitative comparisons between software design and system con guration alternatives. Models and their performance evaluation techniques 44, 45, 56] can also be used in capacity planning, to determine whether speci c application objects should be placed in the same server, or how server processes should be allocated to nodes for a given workload mix of application requests. We build these models based on data collected about applications as they run and stored in the Measurement Data Warehouse. The models require hardware resource demands and information about remote procedure call interactions between application objects. Some information is collected from the operating system using management agents, some from probes in the midware, and some from probes inserted in the application.
Automating Fault Location
One aspect of distributed application management is fault management|detecting that the behaviour of an application has deviated from the speci cation of its desired behaviour. This deviation is referred to as a failure, and is manifested through observed symptoms. Symptoms are detected and reported by instrumentation and management agents. At the source of a failure is a fault (or possibly several faults). Symptoms alone do not provide enough information to allow the fault to be corrected: many faults may give rise to the same symptom. We have developed a management application, the Fault Management Tool 54] , that automates the process of fault location. The steps in the fault location process are: reducing the number of symptoms for further examination, determining a set of system objects that could be the source of the fault, examining the failure history of these objects to determine an order in which to test them, then, nally, testing each object in turn. The tool makes use of con guration and repository services to determine the con guration of applications and hardware (to nd the set of objects that could be the source of the fault), and of management agents and instrumentation for determining the possible causes of a fault (through status checking and testing).
Con guration Management Application
The Con guration Management Application can retrieve con guration information about distributed applications from the MIR, including structure of executing distributed applications, the source code and the network topology. The user interacts with the Con guration Management Application to start, stop, view and manage applications.
The POET Event Server as Management Agent
The POET-based event visualisation management application described in Section 3.1.1 has its data supplied by a separate process called the POET event server. In previous work we used management agents that conformed to the CMIP protocol, with all the communication layers that entails. Since the POET event server is able to accept messages from applications and forward these messages to the visualiser, we chose to experiment with it to see if it can be used with other management applications as a \lighter weight" management agent.
The existing POET infrastructure was enhanced to support a wider variety of management applications as follows. Each management application interested in event information de nes its own target-system instrumentation, using the underlying POET event-collection functions. Events are typed, and event types are grouped into classes, one for each management application. As part of the registration of each event class, the event server is provided with the name of a class-speci c client. When events of a class other than POET appear in the event stream, the event server will bu er them in a bounded bu er and, if necessary, start up the corresponding client. It is up to the class-speci c clients to query the event server, using the standard protocol, for their event data. Also, once the connection is established, such clients can return control information via the event server to the embedded instrumentation. The base instrumentation package provides for the registration of callback functions by the class-speci c instrumentation packages. These callbacks will be invoked when control information reaches the instrumentation stubs.
This design has allowed the integration of event data collection for performance analysis, fault detection, and visualisation, using the same basic infrastructure.
Instrumentation
We developed an instrumentation library for the prototype that includes the following sensors and actuators.
Fault detection sensors These sensors collect information about remote procedure call timeouts and response times.
RPC statistics sensors These sensors compute RPC statistics (e.g., average service time) at the end of each reporting interval, then report them to the management coordinator.
Process control actuators These actuators control process termination, process suspension, process priority modi cation and change the length of the interval between RPC statistics event reports.
The following probes were inserted into source code by hand.
Process instrumentationInit().
For a process to be manageable, it is necessary that the process entry point have this instrumentation probe. It does the following: Retrieve the binding handle of the POET event server. The binding handle contains the information needed by a process to establish communication with the appropriate POET event server. Registration. The POET event server is noti ed of the existence of a new process and is provided with information about the process such as its process ID, parent process ID, host and start time.
Creates the Management Coordinator and Sensors. A management thread is created that becomes the management coordinator, the sensors and the actuators. 2. Process rpcRequestBegin() and Process rpcRequestEnd(). These are inserted before and after each remote procedure call. They update the RPC statistics and fault detection sensors. 3. Process instrumentationShutdown(). This probe noti es the POET event server of the termination of a process.
Management Information Repository
The MIR prototype is depicted in Figure 6 . The MIR Server has two components: the Telos Repository, which provides the back-end object-oriented database for the MIR, and the MIR Server which takes requests from an MIR client and translates them into requests to the Telos Repository, returning query results when necessary. Telos 33] is a conceptual modelling language which provides the concepts and facilities necessary to represent the di erent types of data objects and their relations relevant to distributed application management. The Telos Repository used for the MIR prototype is the University of Toronto implementation of the Telos language. This implementation uses ObjectStore 2 as the underlying storage mechanism.
Although MIR Clients could theoretically use the interface to the Telos Repository directly, an intermediate layer (the server interface) was built between the repository and the clients for following reasons:
Database Independence The MIR Server Interface bu ers the MIR clients from the speci cs of the Telos Repository. This will allow changes to the underlying storage mechanism with minimal modi cations to the overall system. Only the back-end of the MIR Server Interface would need to be modi ed in order to accommodate such a change. The MIR Client Interface would remain stable, thus requiring no change to the possibly numerous MIR Clients.
Multiplexing The communication mechanism used by the Telos Repository allows only a single client to access the repository at a given time. The MIR Server uses threads to service and coordinate multiple clients, sending one request at a time to the Telos Repository.
Extended Query Capabilities The Telos Repository provides very limited query capabilities. The MIR Server Interface extends these capabilities to include conjunctive queries based on instance-of conditions, is-a relations and queries by attribute value. The MIR Server Interface generates a query which can be processed by the Telos Repository, sends the request to the repository, then lters the result to return only the objects requested by the MIR Client. The MIR Server Interface is implemented in C++ and runs on an IBM RS/6000 3 Clients communicate with the MIR via DCE RPCs using the functions provided by the MIR API (the Client Library). The Client Library provides users with both a C and a C++ interface to the MIR.
In the CASCON '96 demo, the MIR was used to store the con guration information for distributed applications. The con guration management service used the MIR to register applications and their associated processes. Information such as process ID, parent process ID, host, start time, as well as many other parameters were stored about each process. Static information about an application such as references to the executables, pointers to the source code and other information were also stored in the MIR. When an application was started, an application instance was registered with the MIR for use by other management services and applications.
Measurement Data Warehouse
At the time of CASCON '96, the Data Warehouse was in the initial design stages. For this reason, we used a simpli ed version of the warehouse to demonstrate the concept. The warehouse comprised three main components, the Collector, the Integrator, and the underlying database, DB2/6000 4 .
For the CASCON '96 demo, processes associated with the target application were instrumented to collect information about each RPC, including the RPC identi er, the hosts of the processes involved, and the start and completion times for each RPC. A table was set up in DB2 to store this data.
The RPC information was passed from the instrumented processes to the Collector via the POET event server. In a fully implemented Data Warehouse, the data might come from an event stream, a at le or possibly another data base. The Collector was implemented as a POET event server client and was responsible for gathering the RPC information and passing it to the Integrator. The inter-process communication between the Collector and the Integrator was done using IBM's CORBA implementation, SOM/DSOM.
The sole responsibility of the Integrator in the CASCON '96 demo was to submit the data to DB2. This was done using embedded SQL. The Integrator will serve a much larger role in a full-scale data warehouse. The data stored in the data warehouse was retrieved and used by the Performance Monitoring Tool, where it was used to provide an application-level view of system performance.
Implementation of Con guration Services
The con guration services subsystem described in Section 2.2, was to be provided by a DCE server whose interface was shown in Tables 1 and 2 . This server process is an MIR client, hence it uses the MIR Client Library to store the information it collects in the MIR. Because of time constraints, this server was not ready in time for use in the demo (it has since been completed), so dynamic con guration information was maintained by the con guration management application.
The Prototype in Operation
We now describe the operation of the prototype, highlighting the interactions of the management components that are in place. We will begin by describing the sequence of operations that take place when an application instance is started.
1. Information about the application, which includes the list of executables needed, are stored in the MIR. Currently, this information is entered by hand by the developer or installer of the application. 2. The Con guration Management Application is started. The user selects the Start option.
This presents another menu with two options, one being Start Application. Selecting this option results in a window appearing with a list of applications, from which the user selects an application to be started. 3. After an application is selected, the Con guration Management Application:
Generates a unique application instance identi er for the chosen application and registers the application instance using the RegisterApplicationInstance registration service. Retrieves information about the executables using the RetrieveExeInApp con guration service. This returns information that includes the names of the executable les and the host on which each executable le should run. Starts an instance of the POET event server to act as management agent for the application instance. Sends control commands to the event server to cause it to run the executables making up the application on the appropriate hosts.
4. When a process starts, it executes Process instrumentationInit() which registers it. 5. The POET event server forwards the registration information to the MIR, where it is stored. It uses the RegisterProcess service to do this.
The user can now retrieve information about the new application instance through the Con guration Management Application. The information is retrieved using the RetrieveAppInstance and RetrieveProcInAppInstance query service operations. Once the processes in an application instance are operating, the probes Process rpcRequestBegin() and Process rpcRequestEnd() will update the information in the RPC statistics sensor. Periodically, the RPC statistics sensor computes statistics from the raw data collected by the probes and sends them to the POET event server. The POET event server forwards this to the Measurement Data Warehouse, where the performance-related management applications can retrieve it.
Suppose that a remote procedure call from one process to another fails. The fault detection sensor will generate a symptom, which will be passed to the POET event server, then to an instance of the Fault Management Tool. As previously described in Section 3.1.3, the Fault Management Tool will attempt to determine the source of the fault.
When the user of the Con guration Management Application selects the Stop Application option, a list of application instances is displayed. Once the user selects an application instance, the Con guration Management Application identi es its component processes using the MIR and, using the control services, instructs each of the processes to stop. It also causes the application instance information to be removed from the MIR.
Related Work
In this section we review related work in the areas of management frameworks, information models and management services.
Management Frameworks
Two management frameworks which are similar to our work are Tivoli and the Java Management Application Programming Interface. Tivoli provides a framework for management applications that helps to tie together management information from many heterogeneous sources. The sources can include SNMP agents, other monitors and even the MANDAS management services infrastructure. Attributes for each source are de ned using Application Description Files 52] . Special purpose agents called sentries acquire management data from managed components. The Application Description Files are used to interpret the data and make it available to Tivoli-based management applications. The layer of abstraction introduced between management applications and monitors helps to conceal the speci cs of each monitor to provide for more easily developed management applications.
Our framework is similar to the Tivoli framework in that we also provide a common model for describing managed objects and the data collected about them. Both have developed a set of services which maintain the information within a common repository and which allow for that information to be queried. Tivoli and its vendors do not consider issues related to distributed debugging or the development of predictive performance models for distributed applications which are part of our research.
The Java Management Application Programming Interface (JMAPI) 24] provides a framework for management applications that uses Java and Internet technologies to interact with sources of management information. The high level of connectivity o ered by Java helps to simplify the problem of connecting with a heterogeneous collection of monitors. In this way the JMAPI competes with yet complements Tivoli. Furthermore, JMAPI provides a framework for the development of management application user interfaces in Java, however, it does not provide any speci c management applications.
Other management frameworks, which have less in common with our work include the following:
OSF/DME 38] { This provides a single methodology (independent of the underlying operating system) for deploying, updating and controlling software in a heterogeneous environment, thus simplifying these operations. All of these frameworks are intended for the management of entities at the network or systems levels, in contrast to our work, which is at the application level.
Information Models
A choice of standards for con guration information models does exist. While the following standards are not explicitly associated with management, they can be adapted easily for the management domain. Choices of standard management models relevant to distributed applications did not exist when we began our work. Recently, the Internet Engineering Task Force (IETF) and the Desktop Management Task Force (DMTF) have proposed models which cover some of application management as de ned in this paper.
ISO
The IETF has proposed two extensions to its Management Information Base (MIB) structure called the Systems Application MIB 20] and the Application MIB 19] . The System Application MIB maintains information about applications that have been installed and run on a node. This information is limited to what can be obtained without instrumenting the application code, such as the application packages installed and their component les and executables; the application instances started and the processes making up an instance, and system-level measurements such as CPU usage and memory usage of a process. The Application MIB extends the System Application MIB structure to include attributes that require instrumentation of the application. In particular, it adds information on open les, open connections to other processes, and transaction statistics. The MIB descriptions are low-level compared to our information model. Our model provides powerful object-oriented abstraction mechanisms like inheritance which are not used in the MIBs. Our model provides more detailed descriptions of the code and runtime views of a distributed application than can be formulated with the MIBs. Our model also describes the distributed runtime environment of an application while the MIBs can only describe each local node individually.
The DMTF has proposed the Management Information Format (MIF) 10] which is similar to MIBs with respect to its modeling capabilities and which has the same shortcomings as MIBs when compared with our model. We note, however, that Tivoli Systems has extended the MIF speci cation to cover distributed applications in their Application Management Speci cation (AMS) 52].
In another e ort, the DMTF has proposed the Common Information Model (CIM) 12] which, in the same way as our model, applies object-oriented modeling techniques to network and systems management. The CIM Application Schema De nition, developed by the DMTF Application Management Working Committee 11] , is the component of the CIM closest to our work. The Application Schema deals with the installation and deployment of an application over its lifetime but does not include information relevant to other aspects of management such as descriptions of the run-time environment. Our model, on the other hand, provides a more complete description of a distributed application which can be used for con guration management, fault management and performance management.
Monitoring and Control of Distributed Applications
Some work has been done in implementing speci c tools for monitoring and controlling distributed applications. Some of these tools are described below.
Meta They use a separate thread to support management. The Meta Toolkit is meant to be within a specialised environment that is provided by ISIS. Our work is more general in that we do not make any particular assumptions about the underlying environment. The Megascope tool is speci c to DCE services while our work also encompasses distributed applications that use DCE services (or any other midware environment). The services provided by the Huang and Kintala tools can be implemented by an agent, or by sensors and actuators. MAL is similar to our work in instrumentation except that we further developed an architecture for instrumentation that includes both sensors and actuators.
Con guration Services
A review of the academic literature and current research 9, 13, 14, 16, 27] on con guration management has been concerned primarily with the development of languages and environments for the implementation of recon gurable systems. Most of these languages and systems adopt the principle of the strict separation between a module con guration language, which describes the overall static and dynamic structure of the program, and a module programming language, which is used to implement the algorithms within the application program. Recon guration facilities are usually restricted to a class of changes and are embedded into the module con guration language.
A review of the commercial side shows that Tivoli 52] and Computer Associates 1] have products that provide commercial products (based on one of the standards) that provide services for installation and version tracking.
Summary
As can be seen, much of the work described above focusses on a single aspect of management. For example, much of the work in monitoring tools does not explicitly consider integration of services for the collection, storage and analysis of data about the internal behaviour of processes.
In contrast to the bottom-up approach seen in much of the related work, we have chosen to consider the requirements of management applications. This has allowed us to extract a set of common requirements with respect to an information model, con guration services and repository services.
Lessons learned
Our work on the MANDAS framework has taught us a number of lessons concerning the management of distributed applications.
The framework developed in our initial work 3] treated monitoring and control services as two separate subsystems. We now see them as one subsystem implemented through a combination of instrumentation and management agents, the only di erence between control and monitoring being the direction of information ow: out of a managed process for monitoring, and into it for control. The management agents used in managing distributed applications may, and likely will, have a range of capabilities and rely on a variety of communication mechanisms. We have developed agents which use standard protocols, such as SNMP or CMIP, to communicate with management applications and service subsystems. We have also developed alternative agents, such as those described in this paper, using alternative protocols. We need to balance the ease of using agents with standard services, for example, a CMIP communication interface, where there is no need to translate management requests into lower level primitives, against the \weight" of the implementation of such an agent. To facilitate development of management applications it is most important to isolate the management agents from the management applications, so that developers can concentrate on functionality rather than protocol details. Our development of the prototype emphasised the importance of the information model in the framework. The information model provides a common description of all aspects of an application which can be used by all the management applications. The model and its associated MIR support integration of the set of management applications into the management framework. Distributed application management requires the collection and storage of di erent types of data with very di erent characteristics and access requirements. No one type of database system can adequately support all the requirements, so the repository service must consist of multiple database systems. We found that a reasonable approach was to use two database systems, namely one system with a powerful object-oriented model to store the structural data and a second system to handle the measurement data with its frequent updates and relational database-like querying requirements. Acquiring the data needed to perform management is a complex and tedious task so a management framework must include tools to support data acquisition. This includes tools to automatically extract con guration information from application les and tools to support the automatic generation of instrumentation code. A distributed system running a number of distributed applications has the potential to generate vast quantities of management data. To be scalable, e cient means of handling large amounts of data and approaches to ltering or aggregating data will be needed. We underestimated the importance of the human-computer interface in managing distributed applications. More research is needed to develop e ective ways of screening and presenting relevant data to the user.
Future directions
One of the motivations for developing a management framework is to enable the development of tools for automating some of the steps involved in generating and running manageable applications. We have developed, and are continuing to develop, such tools. Two examples of these tools, one aimed at creating applications, the other at creating management agents, are described below.
An automated model builder for distributed applications has been integrated into a prototype of IBM's Distributed Application Development Toolkit (DADT). With DADT, an application designer can specify object interfaces and choices for midwares. DADT then generates wrapper code to cause the appropriate object interactions with the speci ed midwares. The model building system 41] has three major components:
an instrumentation package and tool for capturing information about application level objects; a statistical analyser that deduces some model parameters from measurement data that can not be measured directly 43]; and, a model generator that gathers information from the management information repository and creates models for performance evaluation. Presently, the development of management agents is di cult, time-consuming and ad hoc. There are many decisions that must be made in the development of agents, such as, what services to o er, what relationships the agent should have with the environment (i.e., hardware or software resources, user interface, etc.) We have identi ed a set of services, independent of the underlying management protocols, that is required from all or most agents; these include accepting monitoring and control requests from managers, executing these requests, returning results, notifying the manager of pre-determined events of interest and communicating with other entities. We have also identi ed a generic architecture for agents describing the services that the agents should or could provide, the components of an agent and how the components satisfy the services. Based on this infrastructure, we have developed a tool that allows the user to specify the type of agent using a simple graphical user interface 39, 40] . The tool allows the user to enter the required information, ensures that the information entered is valid, then generates the code for the speci ed agent. We are currently examining how to extend this tool to a Java-based network environment.
We have developed a number of prototype management applications, but determining the kinds of management applications that will be needed in the eld remains an open problem. We believe that the use of policies may help drive this search. Policies originate with the business needs and objectives of the enterprise and represent the operational requirements of the systems, services and applications. We believe that the speci cation and enforcement of policies will give insight into the management applications needed and the services to support these applications.
Our current management applications have to know about the types and locations of management agents. Management applications could be more easily developed if these details were hidden by a service that takes requests for data and determines the best way of getting that data. We have begun work on such a service.
Finally, we have had some success in integrating di erent management applications into a prototype. What is still needed is a consistent user interface used by all the management applications | a management station with a consistent user interface rather than a collection of disparate tools.
