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Chaos, Dispersal and Extinction in Coupled Ecosystems
The role of chaos in population dynamics has been a matter of discussion and controversy. To some authors, chaotic dynamics together with environmental stochasticity should increase the probability of population extinction (Berryman & Millstein, 1989) . But later studies consistently showed that coupled populations can in fact avoid global extinction by means of chaotic dynamics (Allen et al., 1993) . This is probably one of the best examples of the relevance of chaos in biological systems.
The simplest example of a spatially-extended ecosystem is provided by two populations with discrete generations coupled through dispersal:
(1)
where x n , y n are the local population sizes in each patch, F(x n ) stands for the specific density-dependent population growth and D the dispersal rate (see Hastings, 1993 and references therein) . In spite of the simplicity of this model, a rich set of dynamical patterns has been observed (see Fig. 1 ) and their relevance for ecological systems has been discussed by several authors (Hastings, 1993; Gonza´lez-Andu´jar & Perry, 1993; Ruxton, 1993; Lloyd, 1995) .
Here we want to explore the question of persistence and chaos by means of model (1)-(2). Specifically, let us consider the following problem: when are two coupled chaotic populations desynchronized? Dispersal tends to synchronize populations whereas chaos introduces a sensitivity which can generate differences and so desynchronization. If both populations are synchronized at the chaotic regime, a stochastic environmental fluctuation can promote the simultaneous extinction of them. If these populations are desynchronized, then (following the Allen et al. argument) they should be less likely to reach global extinction. In this letter we derive a simple analytic relation between dispersal rate D and the degree of chaoticity of the isolated populations.
Let us consider that the local populations start with x 0 , y 0 = x 0 + e where e is a small value (i.e. e x 0 ). Using the transformation u = x + y, v = x − y, the following equation for the dynamics of v can be easily derived:
which is coupled with an additional equation for u n :
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Equation (3) gives the temporal dynamics of the differences between local populations. In a linear approximation, we have the following linearization performed at a specific point on an orbit:
where
. We are interested in the fixed point v* = 0 (synchronized populations) and its stability. More precisely, we restrict our attention to a point for which x n = y n i.e. such that (u n , v n ) = (u n ,0) = (x n ,0). Close to this point, the previous equation reads:
where now F' n (x n ) only involves the dynamics of an isolated population. The dynamical equation for u is now u m + 1 = F'(x n )u m and the eigenvalues for the full system are simply F'(x n ) and (1 − 2D)F'(x n ). The homogeneous, synchronized state will be stable provided that =(1 − 2D)F' n (x n )= Q 1 or, in other words, if =F' n (x n )= Q 1/(1 − 2D). By summing over N time steps after taking logarithms, this condition can be written as
which implies:
where l L is the Lyapunov exponent (LE) of a single-population dynamics. This is an interesting result: it gives a simple relation between the degree of instability (measured by the LE of the singlepopulation equation) and dispersal rate, without requiring a knowledge of the dynamics of the interaction and the two key ingredients affecting synchronization (chaos and dispersal) are made explicit.
A numerical example of this problem is shown in Fig. 1 where coupled logistic maps are considered i.e. Tribolium castaneum (flour beetle) (Constantino et al., 1997) . In this paper we analytically have found out a simple relationship between the dispersal rate in two coupled populations, and the characteristic Lyapunov exponent LE. Such an approach allows one to identify the degree of instability of the population dynamics with no previous knowledge of the respective time series. In order to empirically test this relationship, a simple experimental protocol similar to others formerly described (Prus, 1963; Yan et al., 1994) needs to be performed. given by the theoretical prediction (6) i.e. l c L (theory) = log(1 − 2D) −1 as well as the numerical results, where the LE is calculated by averaging over G = 250 generations after t = 250 transients are discarded (Fig. 2) . These values of G and t provided a good convergence. We can see a very good agreement which breaks down at D c 1 0.25, where populations remain synchronized even at the m = 4 extreme value, where l L = ln(2) 1 0.76.
In terms of stability and extinction, those coupled populations in the upper domain of the previous diagram (Fig. 2) will be less prone to global extinction. External perturbations can eventually extinguish one of the populations (the one with the smallest number of individuals) but because of the decorrelations introduced by chaos, the other population will be probably high, and after extinction of one of them, the other will colonize the empty patch. At the lower domain, synchrony will make extinction of both populations more likely to occur. A minimum degree of sensitivity to initial conditions is then needed to make populations asynchronous and more globally robust against external perturbations.
Strong experimental evidence of chaotic dynamics has already been reported for populations of
