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ABSTRACT
Multi-View neuroimaging retrieval and classification play an
important role in computer-aided-diagnosis of brain disor-
ders, as multi-view features could provide more insights of
the disease pathology and potentially lead to more accurate
diagnosis than single-view features. The large inter-feature
and inter-subject variations make the multi-view neuroimag-
ing analysis a challenging task. Many multi-view or multi-
modal feature fusion methods have been proposed to reduce
the impact of inter-feature variations in neuroimaging data.
However, there is not much in-depth work focusing on the
inter-subject variations. In this study, we propose a subject-
centered multi-view feature fusion method for neuroimaging
retrieval and classification based on the propagation graph fu-
sion (PGF) algorithm. Two main advantages of the proposed
method are: 1) it evaluates the query online and adaptively
reshapes the connections between subjects according to the
query; 2) it measures the affinity of the query to the subjects
using the subject-centered affinity matrices, which can be
easily combined and efficiently solved. Evaluated using a
public accessible neuroimaging database, our algorithm out-
performs the state-of-the-art methods in retrieval and achieves
comparable performance in classification.
Index Terms— multi-view, neuroimaging, retrieval, clas-
sification
1. INTRODUCTION
Neuroimaging plays an important role in computer-aided-
diagnosis of neurological disorders, such as Alzheimers dis-
ease (AD), Frontotemporal dementia (FTD), and Mild Cog-
nitive Impairment (MCI). Most of the previous neuroimaging
studies focus on the analysis of the disease-specific features
extracted from the imaging data. Many single-view fea-
tures, such as the brain grey matter volume [1], the cortical
surface gyrification [2], the cortical folding pattern [3], the
curvature [4], and the surface area [5], have been exten-
sively studied. Recent research on multi-view/multi-modal
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neuroimaging analysis suggests that the complementary neu-
ropathological insights in multi-view/multi-modal data could
lead to better analysis results [6, 7]. However, the large inter-
feature and inter-subject variations in the multi-view features
make the complementary information extraction challenging.
With increasing attention given in the multi-view anal-
ysis, a number of multi-view feature fusion methods have
been proposed. A straightforward solution is to concatenate
input multi-view features into a high-dimensional vector, and
then apply dimension reduction or feature selection methods,
such as t-test [8], ISOMAP [9], Elastic Net [10, 11], or the
combination of these methods [12, 13], to reduce the ‘curse
of dimensionality’. These methods show promising results.
However, the inter-subject variations cannot be eliminated
using the concatenation-based methods because the inter-
subject distances measured by different features may have
different scales and variations.
Recently, the multi-view analysis advances rapidly due
to the research efforts on the multi-view embedding (ME)
and the multi-kernel (MK) methods. ME methods, such as
Multi-View Spectral Embedding (MSE) [14, 15] and Multi-
View Local Linear Embedding (MLLE) [16], are based on the
manifold-learning and could explore the geometric structures
of local patches in multiple feature spaces and align the local
patches in a unified feature space with maximum preservation
of the geometric relationships. MK methods, such as the MK-
Support Vector Machine (MK-SVM) [6] and the Multifold
Bayesian Kernelization (MBK) [7], are fundamentally differ-
ent from ME methods. They construct a set of kernels that
can maximize the performance in single-view feature spaces,
and then combine the kernelized features. Although ME and
MK methods could reduce the inter-feature variations, the un-
predictable variations among the unseen queries pose a bottle-
neck on the performance.
In this study, we propose a subject-centered multi-view
feature fusion method for neuroimaging retrieval and classi-
fication based on the Propagation Graph Fusion (PGF) algo-
rithm [17], which could adaptively reshape the connections
between the subjects according to query, thus to find more
relevant subjects. We conduct two experiments to validate
the proposed method based on a publicly accessible database,
Alzheimer’s Disease Neuroimaging Initiatives (ADNI), with
758 magnetic resonance (MR) images. Our method shows
a modest improvement over the state-of-the-art multi-view
methods in retrieval, and also achieves comparable perfor-
mance in classification.
2. METHODS
2.1. Neuroimaging Database and Multi-View Features
The neuroimaging data used in this work were obtained from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [18].
Totally 758 T1-weighted MR volumes were selected from the
baseline ADNI database, including 180 AD patients, 374
MCI patients and 204 cognitively normal (CN) elderly. All of
these MR volumes were examined and corrected according
the ADNI image correction protocols [18]. We registered
the images to the ICBM-152 template [19] using the Im-
age Registration Toolkit (IRTK) [20], and then parcellated
them into 83 functional regions of interest (ROI) using the
multi-atlas propagation with the enhanced registration ap-
proach (MAPER) [21]. From each MR volume, we extracted
6 types of widely used features to describe patients from
different perspectives, including the grey matter volume [1]
for capturing the size variations of cortical regions, the lo-
cal gyrification index [2] for quantifying the cortical surface
gyrification, the curvedness and shape index [3] for extract-
ing the cortical folding patterns, and the convexity and the
solidity [7] for measuring the effects of brain atrophy. All
these features were localized features extracted from the 83
brain functional ROIs for each subject.
2.2. Subject-Centered Affinity Matrix Construction
The distances between two images in different feature spaces
reflect their geometric relationships in different views. To
preserve the local geometric structures, we construct a neigh-
borhood for each subject in each feature space. Assuming
Nv views of features have been extracted from Nd images
in the database D and denoting xi an image in the database
and X the feature set, the neighborhood of xi in the nth fea-
ture space is formed by itself and its k nearest neighbors, i.e.,
X
(n)
i = x
(n)
i , x
(n)
i1
, . . . , x
(n)
ik
. We establish the connections
between the subjects by measuring the consistency of their
neighborhoods using the Jaccard coefficient as in Eq.( 1):
w(x
(n)
i , x
(n)
j ) =
|X(n)i ∩X(n)j |
|X(n)i ∪X(n)j |
(1)
These connections form the directed paths linking the sub-
jects to each other. When a query xq comes, we apply the
same procedure to construct its neighborhoodX(n)q and deter-
mine its relative position in the feature space. Then we use the
position of the query as the origin, and let xq walk the paths to
its k nearest neighbors x(n)q1 , . . . , x
(n)
qk . The query continues to
propagate its walk from x(n)q1 , . . . , x
(n)
qk to their nearest neigh-
bors in X(n)q1 , . . . , X
(n)
qk in the next iteration. The propagation
stops until there is no other neighbor to be found. The longer
it takes for the query to reach a subject, the less relevant that
subject is expected to be. Thus, the links between subjects re-
flect the affinity of the query and the subjects. Taking into ac-
count this damping effect, we update the connection weights
with regard to a specific query as in Eq.( 2):
w′(x(n)i , x
(n)
j ) = α
tq(x
(n)
i ,x
(n)
j ) · w(x(n)i , x(n)j ) (2)
where α is a weight decay parameter to control the damping
effect of the walk and tq(x
(n)
i , x
(n)
j ) is the number of itera-
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Fig. 1: A toy example of the subject-centered affinity matrix
construction. The connections between the subjects, based on
2 nearest neighbors, could form directed paths, as indicated
by the green lines. The query at the center, as indicated by the
blue circle, visits its nearest neighbors in the first iteration and
then propagates to other neighbors alone the paths in follow-
ing iterations. The large green circles represent the subjects
that have been visited by the query, and the blue lines show
the routes. In this example, the propagation stops after 4 iter-
ations. However, there is still one subject unvisited and some
edges not weighted. We then perform the Laplace smooth-
ing to add a weak weight to all the edges, as indicated by the
dashed blue lines.
tions to reach the link (x(n)i , x
(n)
j ). If a link is visited multiple
times, we select the smallest tq for it.
The updated weights are saved in a Nd ×Nd affinity ma-
trix, A, as in Eq.( 3):
A(i, j) = w′(x(n)i , x
(n)
j ) (3)
This affinity matrix can be very sparse because many edges
might not be visited through the propagation. However, spar-
sity is not a desirable property in our algorithm, because it
will reduce the coverage of the candidate relevant subjects
when we fuse the affinity matrices using the geometric means
(see details in Section 2.3). Therefore, we apply the Laplace
smoothing to A by adding a small value of 1/Nd to all the
elements in A. Finally, we normalize A to guarantee it is
row-stochastic, i.e., each row sums to 1, as in Eq.( 4):
A′(i, j) =
A(i, j) + 1/Nd∑
Xj∈DA(i, l) + 1
(4)
An example of the subject-centered affinity matrix con-
struction is given in Fig. 1.
2.3. Affinity Matrix Fusion
For each query, a group of affinity matrices, A(1), . . . , A(Nv),
can be obtained. Instead of using the arithmetic mean as in
PGF [17], we use the geometric mean to fuse the affinity ma-
trices in this study to avoid the offset effect of the arithmetic
mean, as in Eq.( 5):
A∗(i, j) = Nv
√
ΠNvn=1A
(n)(i, j) (5)
Fig. 2 demonstrates the multi-view fusion with the arith-
metic mean and the geometric mean respectively. The
database contains three subjects as marked by different
shapes. Fig. 2a shows three views of the feature spaces
as indicated by different colors. The similarity between the
query and each subject is indicated by the concentric circles,
where lower value indicates smaller similarity. Fig. 2b shows
that it is not sufficient to differentiate the subjects using the
arithmetic mean. However, as shown in Fig. 2c, the geomet-
ric mean tends to give highly reliable results compared to
the arithmetic mean, for it measures the conformity of the
retrieval results across multiple views.
Our method requires A(n)(i, j) 6= 0, since otherwise the
link (x(n)i , x
(n)
j ) will be disconnected regardless of the con-
nections in other feature spaces. This will block the paths
for the query to access the potential relevant candidates. This
problem is solved by Laplace smoothing during the affinity
matrix construction as described in Section 2.2.
The weights inA∗ reflect the overall connectivity between
different subjects and their affinity to the query. If we takeA∗
as a transition matrix, an equilibrium state exists to reflect the
probabilities of the subjects to be visited. The subjects can
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Fig. 2: The comparison of the results derived from arithmetic
mean and geometric mean. The brain images are generated
using 3D Slicer (V4.3) [22].
be re-ranked according to their probabilities. The PageRank
algorithm is applied to derive the equilibrium distributions,
same as in [23].
3. EXPERIMENTS AND RESULTS
Two experiments were conducted to validate our proposed
method. Since PGF explores the connections between sub-
jects and their affinity to the query, one natural application of
PGF is the content-based image retrieval.
Another application of the PGF method is the multi-view
classification. The equilibrium distributions derived from
affinity matrix fusion are used as the feature representations
in the experiment of classification.
Table 1: The performance of different retrieval methods
CON MSE PGFa PGFg
MAP(1) 60.8 62.6 67.0 70.4
MAP(3) 53.0 54.8 58.4 60.0
MAP(5) 49.6 51.3 54.1 55.0
Table 2: The CN vs. AD classification performance
Accuracy Sensitivity Specificity
MK-SVM 76.5±0.9 80.2±1.5 72.2±1.0
PGFg-SVM 73.7±7.7 69.4±15.5 77.4±11.1
Table 3: The CN vs. MCI classification performance
Accuracy Sensitivity Specificity
MK-SVM 65.6±1.0 37.5±2.1 80.9±1.1
PGFg-SVM 64.9±4.2 75.7±4.0 45.0±10.5
3.1. Experiment I: Unsupervised Multi-View Retrieval
The PGF with geometric mean (PGFg) was compared to the
concatenation method (CON), MSE [14], and PGF with arith-
metic mean (PGFa) [17]. We adopted the query-by-example
paradigm and the leave-one-out cross-validation strategy for
all the methods. The performance was evaluated using the
Mean Average Precision (MAP) [12] with different cut-off
numbers (1, 3, 5) of the relevant results. The number of near-
est neighbors for constructing the local neighborhood was set
as k = 10 for PGF and MSE. Other hyper-parameters for
these methods were optimized through random search [24].
Table 1 shows performance comparison of different re-
trieval methods. The best single-view feature out of the 6 ex-
tracted features was the grey matter volume, with a MAP(1)
of 61.1%. The CON method has the worst performance, since
it suffers from the large feature variations. MSE shows better
performance than the CON method, with slight improvements
of 1.8% in MAP(1), 1.8% in MAP(3) and 1.7% in MAP(5).
Larger improvements are achieved by PGFa and PGFg, which
might benefit from the subject-centered workflows. PGFa
had an improvement of 4.4%, 3.6% and 2.8% over MSE in
MAP(1), MAP(3) and MAP(5), respectively. PGFg, benefited
from the geometric mean, further improved PGFa by 3.4% in
MAP(1), 1.6% in MAP(3) and 0.9% in MAP(5).
3.2. Experiment II: Supervised Multi-View Classification
Two classification tasks were conducted in this experiment,
i.e., 1) classifying AD (positive) from CN (negative), and 2)
classifying MCI (positive) from CN (negative). The equilib-
rium distributions derived by PGF were used to train the SVM
classifier. Our PGFg-SVM method was compared to the MK-
SVM method [6] based on 10-fold cross validation. Elas-
tic Net [10] was applied to select the features for MK-SVM.
The optimal hyper-parameters for both PGFg-SVM and MK-
SVM were chosen by random search [24].
Overall, PGFg-SVM achieved comparable performance
with MK-SVM in both tasks. The accuracy of PGFg-SVM
was very close to that of MK-SVM. However, the sensitivity
and specificity of these two algorithms were dramatically dif-
ferent, which suggested that MK-SVM and PGFg-SVM may
have different strengths and potentially could enhance each
other. MCI group usually has larger inter-subject variations
than AD and CN groups, since MCI has overlaps with both
AD and CN groups. MCI is the pre-symptomatic status of
AD, and MCI patients have ongoing memory problems but
not enough to interfere with daily activities. The sensitiv-
ity and specificity differences in task 1 and task 2 show that
the proposed PGF-based algorithm is more robust to the large
inter-subject variations, whereas the MK method could per-
form better when the inter-subject variations are small.
PGFg-SVM also had much greater standard deviations
than MK-SVM, since PGF is a non-parametric method de-
pending heavily on relationships between subjects. The clas-
sification performance of PGF might be restricted when the
training set is not sufficient. However, it has potential to be
extended when larger databases become available.
4. CONCLUSION
In this study, we proposed a subject-centered multi-view fea-
ture fusion method for neuroimaging retrieval and classifica-
tion, which could evaluate the query online and adaptively
reshape the connections between subjects for retrieving more
relevant subjects. Compared to the conventional multi-view
methods, our method could reduce the variations at both the
feature and query levels and outperform the state-of-the-art
methods in retrieval when evaluated on the same database.
Our method also achieved comparable performance as the
MK method in classification. Theoretically, our method is
more robust to the large inter-subject variations compared to
the MK method, but further investigation are needed to con-
firm this with additional experiments on larger datasets.
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