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from Alexander Franzen’s ComponentLibrary (version 3, available at http://www.gwoptics.org/





The advent of laser cooling and the advancement of atom trapping techniques have
enabled unprecedented control over atomic motion [1–6]. These developments have led
to the use of laser-cooled atoms in a range of applications from precision measurements
to studies of many-body quantum mechanics [7–14]. Among the early results was the
observation of Bose-Einstein condensation [15–17] and Fermi degeneracy [18–21] in
dilute gases of alkali atoms. A Bose-Einstein condensate (BEC) or degenerate Fermi gas
(DFG) is the many-body ground state for a confined, three-dimensional gas of bosons
or fermions, respectively. The trapping potential and the inter-atom interactions can be
controlled externally [9,11,22–27], so a quantum degenerate gas can be forced to emulate
a variety of physical systems [9]. If the changes to the potential and interactions are made
adiabatically, the atomic gas will remain in its ground state and can be used to explore the
low energy phase diagram of the simulated physical system [7,9,14]. This process is one
example of quantum simulation, which we will examine further in Section 1.2.
The first efforts to laser cool alkaline-earth-metal (AE) atoms [28–38] were mo-
tivated by their application to frequency metrology [8, 39–47].1 The valence shell of
alkaline-earth atoms contains two electrons, which can pair their spins in either a singlet
or triplet configuration (with the caveat that the pairing and orbital occupation must be
consistent with the Pauli exclusion principle). In the electric dipole approximation, op-
1For the purposes of this thesis, ytterbium is an alkaline-earth because it also has two valence electrons.
1
tical fields do not couple to the atomic magnetic moment, so we expect the singlet and
triplet pairings to give rise to two completely independent level structures [48, 49]. The
nuclear charge of the atom mixes the electronic spin and orbital angular momentum [48].
This mixing allows optical transitions between singlet and triplet levels to proceed, but
with substantially smaller linewidths than dipole-allowed transitions (see Table 1.1 and
Figure 1.1). Two of these transitions (1S0 → 3P0 and 1S0 → 3P2) violate an additional
transition selection rule,
J − J′ = 0,±1 (J = 0 9 J′ = 0), (1.1)
where J (J′) is the total electronic angular momentum of the lower (upper) state of
the transition [48, 50]. These doubly-forbidden transitions to |3P0〉 and |3P2〉 only have
non-zero linewidths because there are higher-order effects, such as magnetic quadrupole
transitions (for |3P2〉) and mixing among the 3PJ states (for |3P0〉) [51–55].2 The 1S0 →
3P0 transition has been of particular interest to the atomic clock community because,
in addition to its narrow linewidth and optical frequency, it is insensitive to first-order
Zeeman shifts [56–59].
Degenerate gases of alkaline-earth atoms are primarily interesting because, in the
1S0 and 3P0 states, they are insensitive to magnetic fields and because they can be
probed with unprecedented precision using the dipole-forbidden singlet-to-triplet tran-
sitions (see Figure 1.1). The 1S0 → 3P1 transition allows laser cooling to temperatures
of . 20 µK [33–38] and even, for Sr, to quantum degeneracy [65]. This transition has
also been used to tune atomic interactions [27, 66–68], generate spin-orbit coupling in a
DFG [69], produce homonuclear molecules [70–73], and aid excitation to Rydberg states
(which have large principal quantum numbers) [74–76]. The doubly-forbidden transi-
tions have enabled the observation of coherent nuclear spin exchange between electronic


















































Γ/2� ≈ 610 s-1
461 nm
Γ/2� ≈ 30.5 MHz
Γ/2� ≈ 105 s-1
Γ/2� ≈ 210 s-1
Figure 1.1: The lowest-lying energy levels of strontium that are relevant to this thesis (not to scale).
Linewidths and decay rates (denoted here by Γ) are taken from [60–64]. Cooling on the strong 1S0 → 1P1
transition can reduce the atomic temperature to ' 1 mK. This transition has a slow leak (1 in 50, 000
scattering events) that populates states in the 3PJ manifold. Atoms are returned to the ground state by
optically pumping them to |3P1〉 via |3S1〉. The weaker 1S0 → 3P1 transition allows cooling to temperatures
' 1 µK. Doubly-forbidden transitions from the ground state to either |3P0〉 (λ = 698 nm) or |3P2〉
(λ ' 671 nm) will allow high precision spectroscopy and manipulation of quantum degenerate gases.
states [77,78], the control of which is a prerequisite for quantum computation schemes in
AE atoms [79–81]. These doubly-forbidden transitions can also probe BECs [55,82] and
be used to study many-body dynamics in optical lattices [83–85]. Stray magnetic fields
are an important noise source in precision measurements, so using ultracold or degenerate
gases that are insensitive to such fields is advantageous [86–89]. Fermionic AE isotopes
have a small magnetic moment due to their nuclear spin, I (all bosonic AE atoms have
nuclear spin, I = 0, see Table 1.1). However, because the nuclear magnetic moment
is so small, the nuclear spin state is not perturbed by collisions between the fermionic
atoms [90]. The collisions conserve not only the total nuclear angular momentum, but
also its projection onto the quantization axis. This extra conservation law is the mani-
festation (by Noether’s theorem) of an underlying SU (2I + 1) symmetry obeyed by the
collisions.3 There are several interesting condensed matter systems that have SU (N )-
3The literature typically denotes this symmetry as SU (N ), where N = 2I + 1, and I shall refer refer to it
3
Table 1.1: Scattering lengths (as) [108–112], transition linewidths [62,63,113], nuclear spin (I), and natural
abundances [114,115] for the alkaline-earth(-like) elements that have been cooled to degeneracy. Alkaline-
earth atoms have an even number of electrons and an even number of protons. Thus, the bosonic isotopes
also possess an even number of neutrons. In nuclei with an even number of both protons and neutrons, the
nucleons pair their spins in a singlet configuration and so all alkaline-earth bosons have nuclear spin I = 0.
Isotope as Γ1S0→1P1 λ1S0→1P1 Γ1S0→3P1 λ1S0→3P1 I Abundance
40Ca 440 a0 34.7 MHz 423 nm 370 Hz 657 nm 0 96.94%43Ca ≈ 65 a0 7/2 0.13%
84Sr 123 a0
30.5 MHz 461 nm 7.5 kHz 689 nm
0 0.56%
86Sr 823 a0 0 9.86%
87Sr 96 a0 9/2 7.00%
88Sr −2 a0 0 82.58%
168Yb 252 a0
30.6 MHz 399 nm 182 kHz 556 nm
0 0.12%
170Yb 64 a0 0 2.98%
171Yb −3 a0 1/2 14.08%
172Yb −699 a0 0 21.69%
173Yb 199 a0 5/2 16.10%
174Yb 105 a0 0 32.02%
176Yb −24 a0 0 13.00%
symmetric Hamiltonians [90–101] and these Hamiltonians could be simulated using an
AE atom DFG [69,102–104].4
The creation of degenerate gases of AE atoms is technically challenging. Many
cooling and trapping techniques can only be applied to magnetic elements [3,6,15–18,50],
such as alkali atoms. Temperatures less than ' 100 µK have only been reached in atomic
gases of AE atoms by laser cooling on the dipole-forbidden 1S0 → 3P1 transition [33–38].
Laser systems capable of efficiently exciting this transition are complicated and, for Sr
and Ca, were not commercially available until recently. In addition, the wavelength of the
1S0 → 1P1 transition is < 560 nm for all AE elements [113]. Lasers that produce light
at such short wavelengths have low power output or incorporate frequency doubling. As
as such. Note that SU (N ) is the special unitary group of order N .
4Many Hamiltonians in high-energy physics also exhibit SU (N )-symmetry and so there have been
proposals to simulate lattice gauge theories using AE atoms [105–107].
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such, these laser systems are typically very expensive and can be difficult to maintain.
The first AE isotope to be cooled to degeneracy was 174Yb [116]. The poor col-
lisional properties of the most abundant isotopes hampered progress toward degeneracy
in calcium and strontium (see Table 1.1). Bose-Einstein condensation was achieved in
both elements in 2009 [111, 117, 118]. All the AE isotopes in Table 1.1 (save 172Yb and
43Ca) have been brought to degeneracy [119–124] and research is proceeding at several
additional institutions [77, 78, 125–128]. Calcium is difficult to work with due to the
very narrow linewidth of its 1S0 → 3P1 transition. The low natural abundance of the only
stable fermionic isotope, 43Ca, also restricts the study of SU (N )-symmetric Hamiltonians.
Ytterbium is the easiest AE element to cool to degeneracy due to the favorable scatter-
ing properties of several of its naturally abundant isotopes and its comparatively broad
1S0 → 3P1 transition. However, the 182 kHz width of this transition is a disadvantage
in many applications [66, 68, 69], and the related higher temperatures in the ytterbium
narrow-line MOT limited the degenerate gas atom number until recently [128, 129]. The
7.5 kHz wide 1S0 → 3P1 transition in strontium (see Figure 1.1) allows laser cooling to
temperatures lower than 1 µK [65,130], and consequently enables the production of large
degenerate gases [131]. The fermionic isotope of strontium, 87Sr, has the largest nuclear
spin of the AE atoms and it can be used to implement SU (N )-symmetric Hamiltonians
for N as large as 10. For these reasons, we have chosen to work with strontium rather than
ytterbium or calcium.
1.2 Quantum Magnetism
In crystalline solids, the electron dynamics can often be described using a tight-
binding model [7,132–136]. The nuclei of the crystal can be thought of as lattice sites that
the electrons hop among. When two electrons reside on the same site, they interact via
the Coulomb potential. The Hamiltonian for such a system, restricted to its lowest energy
5



















ε ini,mF . (1.2)
The first sum represents electron hopping among sites, the second sum encapsulates the
on-site interaction between electrons, and the last sum describes site-dependent energy
offsets (of size ε i). In anticipation of the rest of this section, We are neglecting any
possible spin dependence in the interaction and using mF to indicate the spin projection
onto the quantization axis. Sites of the crystal lattice are indexed by i and j. The fermionic
operator, c†i,mF , creates an electron on site i with spin projection mF (i.e. it creates an
electron in state |i,mF〉). We take the sum on 〈i, j〉 over the set of all nearest neighbors
i and j. There are ni,mF = c
†
i,mF
ci,mF electrons with spin projection mF on the lattice
site i. The parameters, J and U, can be calculated using the Wannier basis functions,















where m is the mass, V (~x) is the lattice potential, ~x0 is the lattice period, g0δ(~x − ~x′) is
the interaction potential,5 δ(~x) is the Dirac delta function, and ~x − ~x′ is the interparticle
distance [9, 79, 90, 137, 138]. For repulsive interactions (g0 > 0) and ε i = 0, the Hamilto-
nian 1.2 exhibits a quantum phase transition from ametallic phase, when J  U, to aMott
insulating phase, when U  J [7, 9, 133, 137, 138]. The Hamiltonian 1.2 has also been
proposed as a model for high-Tc superconductivity [135]. The extent to which the Fermi-
Hubbard Hamiltonian 1.2 captures the interesting behavior of condensed matter systems
such as high-Tc superconductors is not yet clear [135, 139, 140]. Efforts in this direction
5This approximation for the interaction potential is valid under the assumption that the positively charged
nuclei screen the Coulomb interaction at long range.
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Figure 1.2: Proposed realization of SU (N )-symmetric Hamiltonians in an optical lattice. Atoms can hop
between lattice sites and reduce their energy by J. If two atoms occupy the same lattice site, there is an
energy costU . The figure shows two technical issues that are not discussed in the text. An external harmonic
trapping potential causes the atomic density to vary across the lattice and the Gaussian profile of the lattice
beams causes the lattice depth to vary as well.
are hampered because the ε i are typically not well controlled in condensed matter systems
and because a theoretical, or computational, description of the strongly-interacting regime
of the Fermi-Hubbard model is challenging [135,139–142].
The dynamics of fermionic atoms confined in the nodes (or anti-nodes) of an optical
standing wave, an optical lattice, are also governed by the Fermi-Hubbard Hamiltonian 1.2
(see Figure 1.2) [9,90,137,138]. In alkali atoms,U depends on the atomic spin projection,
mF , due to the magnetic moment of the unpaired valence electron [9]. However, in
AE atoms, U is independent of atomic spin state because the collisions are SU (N )-
symmetric [90].6 When U  J, a Mott insulating state forms and the number of
atoms on each lattice site is restricted to integer values that are determined by the local
chemical potential [9, 90, 137, 138]. Deep in the Mott insulating regime, we can perform
a perturbative expansion on the Hamiltonian 1.2 using J as the small parameter. The
development and study of such an expansion is generically non-trivial, so I refer the
interested reader to the literature [90, 143–153]. However, if we restrict ourselves to
uniform filling of the lattice,7 the perturbative Hamiltonian takes on a particularly simple
6Note that, because both the 1S0 and 3P0 states obey SU (N ) symmetry, alkaline-earth atoms can be
used to study a more generic two-orbital SU (N )-symmetric Fermi-Hubbard Hamiltonian, which I will not
discuss here [90, 95].
7This means that we are neglecting the last term in Equation 1.2.
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c j,mF ′ swaps the atomic
spin state between sites i and j.8 Even the comparatively simple Hamiltonian of Equa-
tion 1.4 is predicted to display exotic phases, depending on the number of atoms per site
and the number of populated spin states [90, 92, 93, 96–101,154].
The perturbative expansion that leads to Equation 1.4 is only valid when the thermal
energy, kBT , is smaller than the spin exchange energy, which is on the order of J2/U.
Since the atoms are typically confined in a lattice formed by several retroreflected lasers
with wavenumber, k, the natural energy scale is the photon recoil energy, ER = ~2k2/2m.






















where as is the s-wave scattering length and g0 = 4π~2as/m for cold atoms (see Equa-
tion 1.3) [155–158].9 For a simple, cubic, three-dimensional optical lattice, the Mott
transition occurs when U ≈ 36J [138]. If we use as for 87Sr (see Table 1.1) and assume
a 1064-nm lattice laser wavelength, then the Mott transition occurs when V0 ≈ 14ER. At
this lattice depth, J2/kBU ' 20 pK, which is extraordinarily small (even in the context of
an ultracold atom experiment). To my knowledge, only two experiments have succeeded
in reaching equilibrium temperatures similar to J2/U [159, 160].10
8Because I’ve written the Hamiltonian in terms of S2i j instead of ~Si · ~Sj , the numerical prefactor is 2 and
not 4 [9, 49, 90].
9The scattering length is the radial intercept of the long-range scattering wavefunction [49]. In the
absence of SU (N ) symmetry of the collisions, we would replace as with the interspecies scattering length.
10Other groups have observed spin exchange interactions with systems prepared out of equilibrium [161–
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Figure 1.3: Proposed realization of SU (N )-symmetric spin Hamiltonians in a one-dimensional uniform
potential. In the limit of weak interactions,U, atoms cannot jump between energy levels of the box potential
during a collision. Atoms can only exchange their spin state. The energy levels of the square well potential
act like sites in an optical lattice, but the effective spin-spin interaction has infinite range.
Because there are significant challenges to achieving kBT . J2/U, we would like
to develop a way to study spin dynamics at higher temperatures. Figure 1.3 shows an
alternative method for realizing spin Hamiltonians with cold atoms [165]. An ultracold
gas can be made effectively one-dimensional by imposing a strong transverse confining
potential. When the energy quantum of the harmonic transverse confinement, ~ωx =
~ωy = ~ω⊥, exceeds the chemical potential, the gas enters the thermodynamically one-
dimensional regime.11 The interactions of atoms in a one-dimensional regime can be
described by a contact potential, g1Dδ(z − z′), where g1D = 2~ω⊥as and z is the axial
coordinate [9, 157]. If the axial trapping potential is a one-dimensional infinite square




dz φ j (z)φk (z)φ j ′ (z)φk ′ (z) (1.6)
164].
11Note that the collisions between the atoms are still three-dimensional because the transverse harmonic
oscillator length a⊥ =
√
~/mω⊥ is much larger than as .
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where φ j (z) =
√
2/L sin( jπz/L) is the wavefunction of an atom in a square well with
energy, E j = (~ jπ)2/2mL2. The initial states of the colliding atoms are indexed by
( j, k) and the final states are indexed by ( j′, k′). The integral in Equation 1.6 is non-zero
only when j ± k = ±( j′ ± k′) and, for sufficiently weak interactions, conservation of
energy requires that j2 + k2 = j′2 + k′2. Together, these two conditions imply that either
( j, k) = ( j′, k′) or ( j, k) = (k′, j′), and so U = 2~ω⊥as/L [165]. Assuming that there is










an atom in the square well energy level j in the spin state |mF〉) [165]. The Hamiltonians
of Equation 1.4 and Equation 1.7 both describe spin exchange processes on a lattice.
However, the interactions in Equation 1.7 are infinite range because the "lattice" sites are
the energy levels of the one-dimensional box potential. Importantly, the Hamiltonian 1.7
is valid provided that |E j − Ek | > U for all occupied energy levels j and k. The lowest
two energy levels have the smallest splitting, so we require






which is independent of the atomic temperature and can be satisfied by tuning the product
ω⊥L. For 87Sr, U/2π~ = 10 Hz satisfies Equation 1.8 for L = 10 µm and ω⊥/2π =
10 kHz [165]. Degenerate gases have recently been produced in uniform (i.e. box-like)
trapping potentials with length scales ' 10 µm [166–168]. This method for realizing
SU (N )-symmetric spin dynamics in a cold atom system is a viable path forward that does
12By loading a spin-polarized degenerate Fermi gas into the one-dimensional square well, we can ensure
that there are no doubly-occupied energy levels. A laser addressing a doubly-forbidden transition could then
initialize spin dynamics by changing the spin states of the atoms. This laser can also control the number of
spin states that are populated, and so control the order, N , of the SU (N ) symmetry group.
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not necessitate cooling to . 100 pK temperatures. We are currently working to extend
the capabilities of our apparatus so that we can study degenerate gases in one-dimensional
square-well potentials. As it is impossible to make an infinitely deep trap, we still need
to produce the strontium gases with temperatures, and chemical potentials, . 100 nK to
observe interesting dynamics (see Section 3.1.4.2).
1.3 Ultracold Gas Theory
Wemust prepare strontium degenerate gases to access the temperature regime where
the spin physics discussed in Section 1.2 becomes observable. An ultracold gas becomes
quantum degenerate when the spatial extent of a single particle wavefunction becomes
comparable to the mean interparticle spacing. This condition is conveniently expressed
in terms of the phase-space density,




where λT is the thermal de Broglie wavelength, n is the atomic density, m is the atomic
mass, and T is the temperature of the ultracold gas. Quantum degeneracy occurs in a
harmonically trapped gas when ρ & 1.
We can detect a degenerate gas using an absorption image taken after the atoms
have been released from our optical dipole trap (ODT, see Section 2.3) for a variable
time-of-flight (TOF). The absorption image measures the optical depth of the strontium
gas (see Section 3.2), from which we can extract the column density, ñ(x, y) =
∫
dz n(~x)
(and we have taken ẑ to be the imaging axis) [169]. Near the trap center, the optical dipole
trap produces a harmonic trapping potential,














where the trap frequencies are ωx,y,z and trap depth is V0 (see Section 2.3). To distinguish
a degenerate gas from a gas of thermal atoms, we must first understand the characteristics
of a thermal gas expanding out of the ODT.
1.3.1 Thermal Atoms
For thermal gases (i.e. gases with ρ  1), the Bose-Einstein and Fermi-Dirac
distribution functions ( f BE and fFD, respectively) can be approximated using Maxwell-
Boltzmann statistics. The mean occupation of the single-particle state `, with energy E`,
is then given by the Maxwell-Boltzmann distribution function,
f MB (E`) = e−(E`−µ)/kBT, (1.11)
where µ is the chemical potential. In the semiclassical approximation, Equation 1.11
becomes
f MB (~x, ~p) = e−(H (~x,~p)−µ)/kBT . (1.12)
The Hamiltonian, H (~x, ~p), for our harmonically trapped gas is





V (~x) − V0
]
, (1.13)
where V (~x) and V0 are defined in Equation 1.10. The density of thermal atoms in a

















d~x nth(~x) is the atom number, and our assumption
that ρ  1 allows us to neglect the chemical potential [157]. When the cloud is released






















Figure 1.4: Ideal column density distributions for an ultracold gas that has expanded out of a harmonic trap
for a long time-of-flight. A thermal gas (A), a degenerate Fermi gas (B), and a Bose-Einstein condensate
(C). The distributions contain the same number of atoms and have the same characteristic widths. The
fugacity, ζ = eµ/kBT , of the DFG is 100. (A) and (B) share the same color scale. The distributions were
created using Equations 1.16 (A), 1.34 (B), and 1.24 (C).
found at a position
~x(t) = ~xi + ~pt/m, (1.15)
where t is the time of flight. We can use Equation 1.15 and Liouville’s theorem to show
that the semiclassical distribution of the atomic cloud after the time-of-flight is given by
Equation 1.12 provided we replace ~x with ~x(t) − ~pt/m. The density distribution in TOF
can then be found by following the same procedure as we used to arrive at Equation 1.14.
The result of this calculation, after an additional integration over the imaging axis, is [157]




2/rx (t)2−y2/ry (t)2, (1.16)
where rx,y (t) = rx,y
√
1 + ω2x,yt2. For t  ω−1x,y, the atomic cloud is isotropic with
rx,y (t) = t
√
2kBT/m (see Figure 1.4(A)).
1.3.2 Bose-Einstein Condensates
Bose-Einstein condensation occurs in an ideal gaswhen amacroscopic fraction of the
constituent atoms occupies the ground state [48, 157, 169]. This macroscopic occupancy
is possible only when the atoms obey Bose-Einstein statistics (i.e. the many-particle
13
wavefunction is symmetric under particle permutation). We will now show, following the
derivation in [157], that a BEC will form in the three-dimensional Bose gas trapped in the
ODT at a temperature, Tc, above absolute zero. In an ideal Bose gas, the mean occupation
of the single-particle state `, with energy E`, is given by




On physical grounds, we expect f BE (E`) > 0, so the chemical potential must always be
smaller than the energy of the ground state, E0. It can be shown that the number of atoms
















eE ′/kBT − 1
,
(1.18)
where g(E) is the density of states, E′ = E − E0, and we have taken µ = 0 on the last
line of Equation 1.18. In the three-dimensional harmonic potential of our ODT (see
Equation 1.10), g(E) = E2/(2~3ωxωyωz) and therefore







where ε = E′/kBT . The integral in Equation 1.19 is finite, so Nex ∝ (kBT )3. At Tc, we
expect
N = Nex = C(kBTc)3, (1.20)
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where C is a constant.13 Equation 1.20 shows us that a BEC will form in a harmonically
trapped, three-dimensional Bose gas at Tc > 0.14 Although we have assumed an ideal
gas, the conclusion that Tc > 0 still holds for the interacting Bose gases present in the
experiment [157].
Unlike the thermal cloud, the density of a condensate is given by
nc(~x) = |ψ(~x) |2, (1.21)
where ψ(~x) is the ground state many-body wavefunction and
∫
d~x |ψ(~x) |2 = Nc. We can






V (~x) − V0
)
ψ(~x) + g0 |ψ(~x) |2ψ(~x) = µψ(~x). (1.22)
The mean-field interaction between the atoms in the BEC is characterized by g0 =
4π~2as/m. In typical BECs (and certainly in those that we can produce), the mean-
field term in Equation 1.22 dominates the kinetic energy term. The Gross-Pitaevskii
equation can then be simplified by making the Thomas-Fermi approximation (where we
completely neglect the kinetic term). After taking the approximation and combining







1 − (x/rcx)2 − (y/rcy)2 − (z/rcz )2, 0
]
, (1.23)
where the rcx,y,z =
√
2µ/mω2x,y,z are the Thomas-Fermi radii. We can proceed as we did
for a thermal gas (see Equation 1.16) to find the BEC column density after the time of
13Note that we’ve switched from a grand-canonical to a canonical description of the gas.
14This did not have to be the case. For example, it is well known that Tc = 0 for a homogeneous,
two-dimensional Bose gas [157].
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flight (see Figure 1.4(C)),
















The relationship between rcx,y (t) and rcx,y for our totally asymmetric ODT (i.e. ωx ,
ωy , ωz, see Table 2.3) must be measured or computed numerically [172]. However,
for a radially-symmetric tube-shaped trap (ωx = ωz  ωy), the relationship between the
time-of-flight and in situ Thomas-Fermi radii is [169, 172]




















and we have used rcy/rcx = ωx/ωy (see Equation 1.23). For a long TOF (t  ω−1x,y,z),
the ratio of the Equations 1.25 is rcy (t)/rcx (t) = (π/2)(ωy/ωx)2. The aspect ratio of an
asymmetric BEC inverts after a sufficiently long time of flight.
We have two ways to distinguish a BEC from a thermal gas in our TOF absorption
images. First, when T . Tc, the density distribution of the ultracold gas after TOF,
ñtot(x, y) = ñth(x, y) + ñc(x, y), (1.26)
is bimodal and the time-dependence is now implicit (see Equation 1.16 and Equation 1.24).
For T  Tc, ñtot(x, y) → ñc(x, y). Second, the aspect ratio of the BEC inverts in time of
flight (see Equation 1.25). The inversion of the aspect ratio occurs because themomentum-
space density of the BEC, nc(~p), is related to the condensate’s position-space density,
nc(~x), through a Fourier transform. In contrast, the aspect ratio of a thermal gas never
inverts and a thermal cloud is asymptotically isotropic (see Equation 1.16). Our ODT
is totally asymmetric and the tightest confinement is along the vertical axis. Observing
that the vertical width is greater than the horizontal width of an ultracold gas is the least
16
ambiguous way to distinguish a BEC from a thermal gas in our trapping configuration.
1.3.3 Degenerate Fermi Gases
Neutral strontium has a single stable fermionic isotope, 87Sr. Fermions obey Fermi-






The Fermi-Dirac distribution is similar to the Bose-Einstein distribution (Equation 1.17),
but the sign of the constant in the denominator has flipped. The change of sign is significant
because it means that, in contrast with Equation 1.17,
fFD (E`) ≤ 1. (1.28)
We can see from Equation 1.27 that in the T → 0 limit all states ` with E` < µT→0
will have unit occupancy and all states ` with E` > µT→0 will be empty. The chemical
potential at T → 0, µT→0, defines a temperature scale,
kBTF = µT→0, (1.29)
where TF is the Fermi temperature. The number of atoms in a harmonically trapped,

















where M is the number of populated spin states, ω̄ = (ωxωyωz)1/3, and we are assuming
equal occupation of each populated spin state [157]. By combining Equation 1.29 and






For T < TF occupation of states with E > kBTF is exponentially suppressed, while for
T > TF the gas will be governed byMaxwell-Boltzmann statistics. A Fermi gas, such as an
ultracold cloud of 87Sr, is called a degenerate Fermi gas (DFG) when its temperature is less
than the Fermi temperature (i.e. T/TF < 1). The crossover into the quantum degenerate
regime is smooth for a Fermi gas, while for a Bose gas there is a phase transition at the
onset of degeneracy (see Section 1.3.2). This smooth crossover makes detection of a DFG
substantially more difficult than detection of a BEC.
The density distribution of a Fermi gas can be found, in a semiclassical approx-







ζ−1eH (~x,~p)/kBT + 1
(1.32)
where ζ = eµ/kBT is the fugacity [173–177]. After carrying out the integral in Equa-
tion 1.32, we find,




















2kBT/mω2x,y,z and Lis (ν) is the polylogarithm of order s [173,175–177].
A free expansion of duration t and integration along the imaging axis yields the column
18
density distribution,













where rx,y (t) = rx,y
√
1 + ω2x,yt2 [174–177]. The column density of a degenerate Fermi
gas (Equation 1.34) is flatter, near the center, and broader, in the wings, than the equivalent
distribution for a thermal gas (Equation 1.16) at the same temperature that contains the
same number of atoms (see Figure 1.4(B)).
1.4 Thesis Outline
My thesis describes the construction and initial characterization of a new apparatus
that is capable of producing degenerate quantum gases of strontium. In this chapter, I
have discussed why such gases are of scientific interest, the theoretical tools that can be
used to study them, and the application that we’re currently pursuing in the Campbell
group.15 Chapter 2 contains the main result of the thesis: the realization, in our apparatus,
of degenerate quantum gases of three isotopes of strontium. In Chapter 3, I detail the
technical features of the experiment. The first experimental and theoretical results of the
strontium project are presented in Chapters 4 and 5, respectively. Appendix A describes
some technical aspects of the image processing for the fermionic isotope, 87Sr. I hope
that this thesis will be useful to future researchers on the Sr project and to others building
toward strontium degeneracy. Remember, if you’re bored, build more red lasers!
15For a more general (and historical) background on ultracold strontium gases, I suggest (in chronological
order) the theses of K. Vogel [178], M. Boyd [53], S. Nagel [179], A. Ludlow [180], P. Mickelson [181],
and S. Stellmer [182].
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Chapter 2: Production of Degenerate Gases
We have built an apparatus that can produce degenerate quantum gases of strontium.
In this chapter, I discuss the creation of degenerate quantum gases of three of the stable
isotopes of strontium (84Sr, 86Sr, and 87Sr). The technical details of the apparatus are
described in Chapter 3. Strontium experiments typically require three (or four) sequential
cooling and trapping stages in a UHV chamber to increase the phase-space density of the
atomic gas to the degenerate regime [117,118,121–123,181–184] and ours is no different.
The first trap is a Magneto-Optical Trap that operates on the blue, 461-nm, 1S0 → 1P1
transition (the bMOT). The bMOT captures strontium atoms from a Zeeman-slowed
atomic beam and cools them to temperatures of' 1 mK (see Section 2.1). These precooled
atoms can be transferred to a second Magneto-Optical Trap (the rMOT), operating on the
red, 689-nm, 1S0 → 3P1 transition, where the temperature is reduced to ' 1 µK (see
Section 2.2). In some of our procedures, the bMOT-to-rMOT transfer is mediated by a
magnetic quadrupole trap, the metastable reservoir, that can aid in the accumulation of
the lower abundance strontium isotopes (see Section 2.1 and Chapter 4). The fourth trap
is a 1064-nm crossed-beam Optical Dipole Trap (ODT) that allows us to perform forced
evaporation on the ultracold gas, and so achieve quantum degeneracy (see Sections 2.3, 2.4,
and 2.5).
2.1 The bMOT and the Metastable Reservoir
The bMOT provides the initial confinement and cooling of atomic strontium gases in
the experiment. It is a standard, three-beam, retroreflected magneto-optical trap operating
20
on the broad (Γbl/2π ' 30.5 MHz [62, 63]), 1S0 → 1P1 transition at 461 nm [5, 28, 30,
31, 178, 185–188]. Due to the simple hyperfine structure of the 1S0 state and the broad
transition linewidth, the behavior of the bMOT can be described by Doppler-cooling
theory. For simplicity, I will consider the case of two cooling beams that counter-propagate
along the z-axis, so that atoms move freely along the transverse dimensions. An atom at
position ~x = x x̂ + yŷ+ zẑ and moving with velocity ~v = vx x̂ + vy ŷ+ vz ẑ within the bMOT
volume then experiences an average scattering force [50]




1 + s+ + 4(∆ − ~k+ · ~v + gJ ′µBd ~B · ~x)2/Γ2bl
−
s− ẑ




where kbl = 2π/λbl = 2π/(461 nm) is the bMOT transition wavenumber, d ~B = dBẑ is
the magnetic field gradient, gJ ′ = 1 is the Landé g-factor for |1P1〉, ∆ is the laser detuning,
~k± = ±kbl ẑ is the wavevector of the upward (+) or downward (−) propagating beam, and
s± is the associated saturation parameter (here, and throughout the thesis, the z-axis is
vertical and the x-axis is parallel to the atomic beam). The beam propagating along ~k±
is circularly polarized in the σ± state with respect to the quantization axis defined by
ẑ. Equation 2.1 neglects the force due to gravity,1 but implicitly includes factors that
dependent on Clebsch-Gordan coefficients and the atomic angular momentum projection
on to the quantization axis. These factors are all equal to unity for bosonic isotopes and
need only be addressed explicitly when trapping 87Sr (see Section 2.2 or [186]).
For sufficiently small displacements and velocities, the force in Equation 2.1 pro-
duces damped harmonic motion, so we would naively expect the temperature of the atomic
gas confined in the bMOT to reach absolute zero. However, the discrete stochastic nature
of the scattering force imposes two important restrictions on the physically realizable
1In this section, this is reasonable because ~Fg ' 10−24 N is approximately 105× smaller than the
maximum scattering force.
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Table 2.1: The isotope shifts of the 461-nm transition referenced to the transition frequency in 88Sr,
ω88 [189,190]. For 87Sr, the bMOT operates on the F = 9/2→ F ′ = 11/2 transition. The g-factors for the
fermionic excited states, gF′ , are also shown.
Isotope Transition (ω − ω88)/2π gF ′
88Sr 1S0 → 1P1 0 MHz
87Sr 1S0, F = 9/2→ 1P1, F′ = 7/2 −9 MHz −2/9
87Sr 1S0, F = 9/2→ 1P1, F′ = 11/2 −52 MHz 4/99
87Sr 1S0, F = 9/2→ 1P1, F′ = 9/2 −69 MHz 2/11
86Sr 1S0 → 1P1 −125 MHz
84Sr 1S0 → 1P1 −270 MHz
temperature [48,50]. The scattering force is caused by discrete photon absorption events,
each imparting a momentum of ~kbl to the atom. If the atomic cloud reaches the recoil
temperature, Trecoil = ~2k2bl/mkB, further cooling cannot occur.2 Each atom absorbs and
re-emits photons randomly. Although the average force due to emission events is zero,
the fluctuations in both the absorption and emission processes prevent the strontium gas
temperature from lowering below [178,191]
T = TDoppler
1 + s+ + s− + 4(∆/Γbl )2
4|∆/Γbl |
. (2.2)
The Doppler temperature, TDoppler = ~Γbl/2kB, is the lowest temperature that can be
reached in Doppler-cooling theory. For the 1S0 → 1P1 transition, Trecoil ' 1 µK and
TDoppler ' 720 µK, so the bMOT temperature is Doppler limited. MOTs with alkali
atoms, which have complex hyperfine structure, can cool below the Doppler limit, but
TDoppler is the fundamental temperature limit in the bMOT.
The absence of sub-Doppler cooling in the bMOT also allows an additional heating
mechanism, which can typically be neglected in alkali atom experiments, to adversely
affect the sample temperature [192]. Local intensity imbalances, s+(x, y) , s−(x, y),
2There are clever methods to surpass this limitation (see, e.g., [50]), but they are not relevant to this
thesis.
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arising from imperfections in the transverse profile of the bMOTbeams add a component to
the low-velocity expansion of the scattering force that is proportional to s+(x, y)− s−(x, y)
and independent of ~v. If we expand the scattering force in a series about (~x,~v) = (0, 0),
then
〈~Fs (~x,~v)〉 = −
[
Cz z + Cvvz − Cs
(
s+(x, y) − s−(x, y)
)]
ẑ, (2.3)
where Cz, Cv, and Cs are constants that depend on all the parameters in Equation 2.1 [48,
50, 192]. The last term in Equation 2.3 implies that the atomic motion damps toward
a finite, imbalance-dependent velocity.3 Imperfections in the MOT beam optics cause
s+(x, y) − s−(x, y) to vary about its mean value across the transverse extent of the MOT
with an approximately Gaussian distribution. The width of the distribution of transverse
intensity fluctuations adds an additional width to the bMOT velocity distribution and so
limits the temperature of the atomic gas.4 The magnitude of the heating effect depends
on the MOT beam saturations, s±, so a bMOT operating with total saturation stot > 1 to
increase its atom loading rate is heavily penalized in achievable temperature. Note that
sub-Doppler cooling and recoil heating both add terms to Equation 2.3 that are independent
of s±.5 When either of these processes significantly affects the MOT dynamics, as is the
case in alkali MOTs, the additional heating term in Equation 2.3 can be reduced to a
negligible level by reducing the cooling beam intensities.
We load our bMOT from a Zeeman-slowed atomic beam [1, 193] (the details of
which I give in Chapter 3), which supplies a high flux of strontium atoms moving at
velocities . 100 m/s to the bMOT capture region.6 The bMOT beams have a 1/e2 radius
3Because the motion is harmonic, this effect can also be viewed as a local offset to the bMOT center
position.
4There are also density-dependent heating mechanisms, but the high achievable temperatures in the
bMOT limit the density and so reduce their importance.
5The hyperfine structure of 87Sr allows sub-Doppler cooling, but the achievable temperature is much
higher than in the rMOT [186].
6Chirp slowing is ruled out by the technical details of the 461-nm slave laser (see Section 3.1.1) and

































Figure 2.1: The intensity and field gradient ramps during the bMOT. We load either the bMOT (dashed red
repumping line in the bottom panel) or the metastable reservoir (solid red line in the same panel) for a time,
tload. A 75 ms Doppler-cooling stage commences at the end of the loading time to reduce the temperature of
the ultracold gas. When t = tload + 75 ms, we extinguish the bMOT cooling light and change the magnetic
field gradient to 1.5 G/cm to begin transfer of the strontium gas into the rMOT.
of ≈ 8 mm and a detuning of ∆/2π = −45 MHz ' −1.5Γbl/2π. The sum of the saturation
parameters of all six bMOT beams is stot ≈ 1.3 and the magnetic field gradient, along the
symmetry axis of the MOT quadrupole coil, during atom loading is dBz ≈ 46 G/cm. If
we assume that each bMOT beam uniformly illuminates a 1.6 cm diameter circular region
with an intensity given by stot/2 and that beams opposing the atomic velocity scatter
photons at the maximum rate, then the bMOT will capture all atoms moving with velocity
less than vc ' 80 m/s.7 A slow leak (≈ 1 in 5 × 104 photon scattering events [61]) from
the 1P1 state shelves atoms in the metastable 3P2 state, which is dark to the bMOT cooling
light (see Figure 1.1). Shelved atoms can be returned to the bMOT cooling cycle using
repumping lasers that pump these atoms into the comparatively short-lived 3P1 state (see
7The approximation for the intensity preserves the total beam power.
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Chapter 3 for details of the repumping scheme). Atoms that are shelved in low-field-
seeking Zeeman sublevels of |3P2〉 are magnetically trapped by the quadrupole field of the
bMOT [195] (the Landé g-factor for |3P2〉 is gJ = 3/2). If we opt to remove the repumping
light, the bMOT will continuously load atoms into this metastable reservoir.
The experimental sequence for loading the bMOT is shown in Figure 2.1. The
Zeeman slower loads the bMOT (corresponding to the dashed line in the Repump panel of
Figure 2.1) or the metastable reservoir (corresponding to the solid line in the same panel)
for a loading time, tload. We set the loading time so that the atom number at the end of the
broadband stage of the rMOT (see Section 2.2) is& 1×107. Our atom number requirement
means that tload is typically between 0.1 s and 10 s depending of the abundance of the
loaded strontium isotope (see Table 2.1 for a list of the 461-nm transition isotope shifts
and isotopic abundances). Once loading is complete, we use a Doppler-cooling stage in
the bMOT to reduce the temperature of the ultracold gas (if atoms were loaded into the
metastable reservoir, the repump lasers are turned on at this point). The power in each
bMOT beam is ramped from its peak (≈ 9 mW) to ≈ 2 mW in 75 ms. Simultaneously,
the magnetic field gradient is ramped from ≈ 46 G/cm to ≈ 58 G/cm, which alleviates the
decompression induced by the intensity ramp. The atomic cloud temperature at this point
is typically on the order of the Doppler temperature (i.e. T ' 1 mK). The final values of
the bMOT power and field gradient, and the ramp duration, were chosen to maximize the
atom transfer into the rMOT. After the Doppler-cooling stage, we extinguish the bMOT
beams and snap the magnetic field gradient to 1.5 G/cm to begin atom transfer into the
rMOT.
2.2 The rMOT
The rMOT cools the ultracold gas into the µK regime. It operates on the narrow,
689-nm, 1S0 → 3P1 intercombination transition (Γr/2π ' 7.5 kHz) and has a retrore-
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Table 2.2: The isotope shifts of the 689-nm transition referenced to the transition frequency in 88Sr,
ω88 [196–198]. For 87Sr, the rMOT requires light addressing both the F = 9/2 → F ′ = 11/2 and the
F = 9/2→ F ′ = 9/2 transitions. The g-factors for the fermionic excited states, gF′ , are also shown.
Isotope Transition (ω − ω88)/2π gF ′
87Sr 1S0, F = 9/2→ 3P1, F′ = 7/2 1352 MHz −1/3
87Sr 1S0, F = 9/2→ 3P1, F′ = 9/2 222 MHz 2/33
88Sr 1S0 → 3P1 0 MHz
86Sr 1S0 → 3P1 −164 MHz
84Sr 1S0 → 3P1 −352 MHz
87Sr 1S0, F = 9/2→ 3P1, F′ = 11/2 −1241 MHz 3/11
flected, three-beam configuration.8 The simple, ground-state hyperfine structure for the
bosonic isotopes means that Equation 2.1, with appropriate parameter replacements, still
accurately describes the cooling force. For the rMOT, TDoppler = ~Γr/2kB ' 180 nK and
Trecoil = ~2k2r /mkB ' 460 nK, so we expect an ultracold gas confined by the rMOT to
reach temperatures . 1 µK [130, 199].9 However, several important complications arise
because the rMOT cooling transition is ≈ 4000× narrower than the bMOT cooling transi-
tion [33,36,130,200,201] (see Section 3.1.2 for a discussion of the technical challenge of
addressing such a narrow transition). First, even if we make generous assumptions about
the rMOT scattering force, the rMOT capture velocity, vc, is . 1 m/s (see below for more
details on the rMOT beam parameters). Because the rMOT has such a small vc, the rMOT
cannot efficiently capture atoms from the Zeeman-slowed atomic beam, necessitating the
use of the bMOT for initial cooling. Second, appreciable photon scattering occurs only
when
4(∆ − ~k± · ~v ± gJ ′µBd ~B · ~x)2 . Γ2r , (2.4)
8The laser beams for the rMOT and bMOT are combined before the vacuum chamber using dichroic
mirrors, so the two traps share most of their optics.
9The rMOT is recoil limited, so the extra heating mechanism described in Section 2.1 is insignificant.
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where ~k± = ±kr ẑ, gJ ′ = 3/2 is the Landé g-factor for |3P1〉, and ∆ is the detuning from the
1S0 → 3P1 transition (other symbols have already been defined in Section 2.1). Because
Γr/2π = 7.5 kHz, the condition of Equation 2.4 is only satisfied inside a small phase-space
shell. The characteristic widths of this shell are wz = Γr/(gJ ′µBdB) ' 20 µm and wvz =
Γr/kbl ' 5 mm/s when s± ' 1. Even if we assume the maximum available saturation,
s± ' 2,400, the widths of the shell only increase to wz ' 800 µm and wvz ' 18 cm/s.
Both of these widths are smaller than the position and velocity distribution of the bMOT.
By frequency modulating the rMOT beams, we can simultaneously cool atoms in many
overlapping phase-space shells. Given our frequency modulation parameters and beam
powers (see below), atoms in the phase-space region defined by |~x | . 6 mm, |~v | . 1.4 m/s
will scatter photons rapidly.10 Third, the gravitational force is only ' 16× weaker than
the maximum rMOT scattering force and so is an important perturbation to the rMOT
dynamics.
Stable operation of the rMOT is even more complicated for 87Sr due to its nuclear
spin [36, 53, 182]. The 3P1 state has electronic spin angular momentum while the 1S0
state does not, which causes a large mismatch in the Landé g-factors. The g-factors,
gF ′, for |3P1〉 are listed in Table 2.2 and the nuclear g-factor, gI , for |1S0〉 is negligible
compared to the transition linewidth (the ground-state magnetic moment is given by
µI×mF ' 2π×200 Hz/G×mF , where mF is the projection of the total angular momentum
along the quantization axis [53]). We illustrate the issue created by the g-factor mismatch
in Figure 2.2. An atom experiences a restoring force at position z provided that the sign
of (
(mF ± 1)gF ′µB − mF µI
)
dBz z (2.5)
is independent of mF , where mF is the projection of the total angular momentum along
the quantization axis. Stable MOT operation occurs when the sign of Expression 2.5 is
10This overestimates the capture volume and capture velocity of the rMOT because I’ve neglected the
Gaussian intensity profile of the rMOT beams.
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Figure 2.2: (a) The shift in the 87Sr Zeeman levels of |1S0, F = 9/2〉 and |3P1, F ′ = 11/2〉 with position
z in the magnetic field of the rMOT (note that the Zeeman shifts for |1S0, F = 9/2〉 are negligible on the
energy scale of the figure). The ground (excited) state Zeeman levels are labeled using mF (mF′). The
transparent grey band indicates the transition linewidth, Γr , and the laser detuning |∆|  Γr . The energy of
the excited-state Zeeman level |mF′〉 is shown in green (purple) if a σ+ (σ−) photon can cause a transition
to it from the ground-state Zeeman level |mF = mF′ − 1〉 (|mF = mF′ + 1〉). Due to the mismatch in the
ground- and excited-state Landé g-factors, ground-state atoms in Zeeman states with mF > 0 (mF < 0) only
scatter photons on the left (right) side of the rMOT. (b) shows the Zeeman shifts and laser detunings at the
position marked by the dotted vertical line in (a). (a) and (b) share the same vertical scale, so the spectral
width of the excited-state Zeeman levels in (b) is the same as the width of the transparent grey band in (a).
The green (purple) numbers in (b) are the square of the Clebsch-Gordan coefficients, normalized so the
smallest coefficient is unity, for σ+ (σ−) transitions. The 55 : 1 of the squared Clebsch-Gordan coefficients
for σ± : σ∓ transitions favors trapping for |mF = ±9/2〉 on the ∓z side of the rMOT. Therefore, we can
stabilize the fermionic rMOT by rapidly pumping the ground-state population toward the local stretched
state (|mF = ±9/2〉). See the text for a more detailed explanation.


















for F → F .
(2.6)
Confinement in the 87Sr rMOT is provided by a trapping laser near-resonant with the
F = 9/2→ F′ = 11/2 transition, which violates Equations 2.6. However, stable trapping
is still possible because the mF = ±9/2 states preferentially scatter photons that provide
restoring momentum on the ∓z-side of the MOT (which is also the case for some other
±mF level pairs, see Figure 2.2). To realize a stable rMOT in this way, 87Sr atoms in the
∓z region must be optically pumped into |mF = ±9/2〉, so that they feel a restoring force.
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A second, stirring, laser that is near-resonant with the F = 9/2 → F′ = 9/2 transition
can perform the optical pumping because the g-factor for |F′ = 9/2〉 is substantially
smaller than the |F′ = 11/2〉 g-factor (see Table 2.2). The trapping laser, addressing
|F = 9/2〉 → |F′ = 11/2〉, confines 87Sr atoms that are in locally trappable mF levels and
the stirring laser, addressing |F = 9/2〉 → |F′ = 9/2〉, rapidly randomizes the ground-state
spin populations to prevent atoms from accumulating in untrapped mF levels.11 Both the
stirring and trapping lasers cool the 87Sr, but the achievable rMOT temperature is limited
because more optical power (as compared to the bosonic rMOT) is needed to maintain
stable operation. We observe 87Sr rMOT temperatures that are approximately 50% higher
than temperature of a 84Sr rMOT.
Here, I will discuss the rMOT trapping sequence for 87Sr. The trapping sequence
for bosonic isotopes is identical except that we need only one cooling laser to operate
the rMOT. We have chosen to use the 87Sr stirring laser for the 88,86,84Sr rMOT because
its laser locking setup is more flexible (see Section 3.1.2). Atom transfer into the rMOT
commences at the end of the bMOTDoppler-cooling stage, t = tload+75 ms (see Figure 2.1
and Figure 2.3, which show the rMOT portion of the experimental sequence). The
rMOT beams have a 1/e2 radius of 2.5 mm and the initial magnetic field gradient is
1.5 G/cm. The stirring and trapping beams are overlapped, with identical polarization
helicity, using a polarization-maintaining fiber beamsplitter (see Section 3.1.2). Each
stirring (trapping) beam initially contains 0.7 mW(3.25 mW)of power, which corresponds
to s± ' 2,400 (11,000). We increase the capture velocity of the rMOT by frequency
modulating both lasers at 30 kHz with a modulation depth of 2 MHz. The near-resonant
edge of the laser frequency spectrum has a detuning of ≈ −15 kHz for both lasers.12
We operate the rMOT at these initial conditions for 50 ms to recapture atoms from the
11The trapping instability discussed here also applies to the bMOT, but the large bMOT transition linewidth
and small hyperfine splitting between |F ′ = 11/2〉 and |F ′ = 9/2〉 mean that the bMOT stirs itself (see
Table 2.1).
12Note that, because we do not lock our 689-nm lasers to an atomic reference (see Section 3.1.2), there























































Figure 2.3: The temporal profiles of the rMOT trapping laser intensity (top), stirring laser intensity (upper
middle), detuning (lower middle), and field gradient (bottom). The shaded region in the detuning graph
indicates the spectral width of the laser frequency modulation. Atoms are recaptured from the bMOT
for 50 ms. The rMOT is then cooled, by lowering the laser intensities, and compressed, by reducing the
frequency modulation depth and increasing the magnetic field gradient, for 400 ms. The laser frequency
modulation is then switched off and the detuning is further reduced to ≈ −20 kHz over 10 ms. During
the final 45 ms of the rMOT, atoms are loaded into an optical dipole trap (see Section 2.3) while the
stirring (trapping) laser power is ramped to 10 µW (600 nW). For experiments with bosonic isotopes, the
87Sr stirring laser acts as the trapping laser and the 87Sr trapping laser is unused. In all other ways, the
experimental sequences for the bosonic rMOT and fermionic rMOT are identical.
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bMOT. The atom transfer into the rMOT is only ' 15% efficient, which is the primary
limitation on the final atom number in our degenerate gases.13 We then compress the
rMOT by linearly increasing the magnetic field gradient to 2.3 G/cm and linearly reducing
the frequencymodulation depth to 25 kHz over a period of 400 ms (see Figure 2.3 and note
the logarithmic scale on several of the vertical axes). The powers in the stirring (trapping)
beams are simultaneously reduced to 40 µW (100 µW) with a half-Gaussian temporal
profile, P(t) ∝ Pinite−(t/tramp)
2 , with tramp = 400 ms. At the end of this broadband cooling
period, the ultracold gas typically contains & 1 × 107 atoms (set by tload, see Section 2.1)
at a temperature . 2 µK. As the cooling beam power is reduced during the broadband
rMOT compression, the gravitational force causes the atoms to sag against the upward
propagating rMOT beams, giving the rMOT a characteristic pancake shape [53,180,182].
The rMOT sits at a vertical position z0 where the Zeeman shift and laser detuning adjust
the scattering force such that it balances the gravitational force, which causes the sample
temperature to decouple from the laser detuning.14 In this condition, we expect the







which, with suitable substitutions for s+, is in reasonable agreementwith ourmeasurements
(see [180] for further discussion and a derivation of Equation 2.7). To cool and compress
the rMOT further, we turn off the frequency modulation, setting the single frequency
detuning ∆ ≈ −40 kHz, and then linearly ramp ∆ to ≈ −20 kHz in 10 ms while the laser
intensities are held constant. The rMOT overlaps with the optical dipole trap during the
single frequency compression and dipole trap loading begins (see Section 2.3).15 At the
13The small size of the rMOT beams probably limits the transfer. Higher power trapping lasers would
allow us to expand the beams and we’ve purchased a 689-nm tapered amplifier toward this end.
14The gravitational sag effect is more pronounced for the bosonic isotopes for two reasons: we use less
optical power in the bosonic rMOT, and, in the 87Sr rMOT, the equilibrium position, z0, varies with |mF 〉.
15We use magnetic bias fields to set the final rMOT position to coincide with the ODT. These fields are
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end of the single frequency compression (and in the absence of the ODT), the rMOT
retains ≈ 90% of the atoms present at the end of the broadband compression. The rMOT
temperature for {88Sr, 87Sr, 86Sr, 84Sr} is approximately {600 nK, 1.5 µK, 1.3 µK, 1.0 µK}
and ρ & 10−2.16 We have found that increasing the single frequency compression time
is detrimental to the atom number and does not reduce the final temperature. The ODT
is loaded from the rMOT for 45 ms while the stirring (trapping) beam power is linearly
reduced to 10 µW (600 nW). We turn off the rMOT beams and the magnetic quadrupole
field at the end of the ODT loading time.
2.3 The Optical Dipole Trap
A 1064-nm, crossed-beam optical dipole trap confines the atoms during the final
cooling to quantum degeneracy. The tightly-focused ODT beams induce an AC Stark
shift on the energy levels of strontium atoms in the rMOT. The 1064-nm beams are
red-detuned from the 1S0 → 1P1 and 3PJ → 3S1 transitions, so the maximum 1064-nm
laser intensity locally minimizes the energies of |1S0〉 and |3PJ〉 [202]. That is to say, an
atom experiences a potential, V (~x), proportional to the laser intensity, I (~x), due to the
interaction of its induced electric dipole moment with the oscillating electric field of the
1064-nm laser:








where α(λ) is the electric polarizability of the atom and λ is the ODT laser wavelength.










supplied by several pairs of Helmholtz coils (see Section 3.4).
16Because 88Sr is nearly non-interacting, it can be cooled to much lower temperatures than the other




−1 and the jth atomic resonance occurs at a frequencyω j with a natural decay
rate Γj [202]. All the 1064-nm ODT beams are Gaussian, so, for a radially-symmetric
single beam trap, V (~x) is characterized by two length scales: the Gaussian 1/e2 radius
(i.e. the Gaussian waist), w, and the Rayleigh range, R = πw2/λ. Near the focus of the
Gaussian beam, we can expand the potential in a Taylor series and find that, to second
order,













where the m is the atomic mass and the origin coincides with the trap center. The
trap frequencies, ωx,y,z, and trap depth, V0, can be computed from the Gaussian beam
parameters and the polarizability of the atomic state, α(λ), at the wavelength of the ODT






















When the force of gravity can be neglected, V0 ∝ P and ωx,y,z ∝
√
P, where P is the
optical power in the ODT beam. Far-detuned dipole traps are nearly conservative, but
trapped atoms still scatter photons out of the ODT beam. In contrast to photon scattering
in a MOT, scattering events in an ODT cause heating because the scattering rate does not
depend on the atomic velocity. The maximum photon scattering rate occurs at the trap









For the dipole traps used in our experiment, γscatt . 5× 10−3 s−1. The associated heating
rate is given by
γheat ≤ 2ERγscatt . 2 nK/s, (2.13)
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where ER is the recoil energy for the 1064-nm ODT laser and we have used our upper
bound for γscatt .
An atomic gas in an optical dipole trap can be cooled using forced evaporation [21,
203–207]. The elastic collision rate, γel , between atoms is
γel = n0σev̄, (2.14)
where n0 is the peak atomic density, σe is the elastic scattering cross section, and v̄ =
√
16kBT/πm is the mean relative velocity [157]. For sufficiently small collision energies,
the elastic cross section is approximately σe = 8πa2s (for bosons) or σe = 4πa2s (for
fermions in distinct spin states), where as is the s-wave scattering length (see Table 1.1).17
The elastic collisions redistribute energy among the atoms and so allow some atoms to
acquire an energy E > V0. These atoms subsequently escape the trap and, because they
necessarily carry away more than the average energy per particle, the atoms remaining in
the trap will re-equilibrate to a lower temperature. Assuming that the ultracold gas obeys
Maxwell-Boltzmann statistics and that V0  kBT ,18 the rate at which atoms with E > V0






The exponential term in Equation 2.15 quickly suppresses evaporation when V0 is fixed.
By continuously reducing the trap depth, we can maintain a favorable ratio of V0 to kBT
and force evaporative cooling to nK temperatures. Evaporative cooling will increase the
phase-space density of our strontium gas provided that γevap exceeds the background
gas collision rate and the 3-body molecule formation rate [208–213]. The background
loss rate, Γ1 ' 0.1 s−1, is constant, but the 3-body loss rate Γ3 ∝ n20σ
2
e .19 So, efficient
17It should be noted that this constant σe approximation is not very good for several strontium iso-
topes [109].
18This is not typically true for our dipole traps.
19I am distinguishing between the 3-body loss constant, K3 and the 3-body loss rate, Γ3 ∝ K3n20.
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Table 2.3: The Gaussian 1/e2 radii for all the dipole traps. The horizontal lattice waist is calculated, but all
other waists were extracted from parametric heating measurements [214]. To prevent crosstalk, all heating
measurements were conducted in single beam traps (the vertical beams had to be setup in an optical lattice
configuration to allow this). We estimate that the uncertainty is ' 10% for most of the waist measurements.
A thermal effect complicates the data for the cross pancake trap and so the extracted waists, reported here,
are systematically larger than the actual beam waists.
Trapping Beam wx wy wz
Main Pancake 310 µm − 31 µm
Cross Pancake − 270 µm 16 µm
Vertical 105 µm 105 µm −
Cross/Lattice
Horizontal
− 100 µm 100 µm
Lattice
Loose Vertical Cross 230 µm 230 µm −
evaporation requires an intermediate n0 that permits γevap > Γ1, Γ3.
Our optical dipole trap is formed by the intersection of three Gaussian beams and its
designwas heavily influenced by thework of theRice and Innsbruck groups [131,182,215].
The Gaussian waists for all the beams implemented on the apparatus are listed in Table 2.3.
Themain pancake and cross pancake beams propagate in the horizontal plane and intersect
at an angle of 45°. Both pancake beamswere designed to have a'10:1 aspect ratio with the
tight waist aligned along the vertical axis (the cross pancake has a significantly different
aspect ratio due to astigmatism). We chose this crossed-pancake trapping configuration
to mimic the pancake shape of the rMOT. The vertical cross/lattice beam propagates
along the z-axis and is aligned to the center of the crossed-pancake trap. Although
the vertical beam does not support the atoms against gravity, it increases the horizontal
trapping frequencies. The tighter horizontal confinement provided by the vertical beam
is crucial to our realization of a degenerate Fermi gas (see Section 2.5). The vertical
beam passes through a liquid crystal variable waveplate on the far side of the vacuum
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chamber. Together, the variable waveplate and a polarizing beam cube act as a switch
that can change vertical dipole beam into a vertical optical lattice. Each of the three ODT
beams is linearly polarized along an axis that is perpendicular to the polarization vector
of the other two beams (for more details, see Section 3.1.4.1).
Two additional dipole beam paths are installed on the apparatus. These are the
loose vertical cross beam and the horizontal lattice beam (see Table 2.3).20 The loose
cross beam was used in conjunction with the main dipole beam to produce our first 86Sr
Bose-Einstein condensates (see Section 2.4.1). The confinement this beam produces is too
weak to significantly assist in the evaporation of other strontium isotopes, and so we have
discontinued its use. The horizontal lattice beam copropagates with the cross pancake
beam and creates an optical lattice along the y-axis. In combination with the vertical
cross/lattice beam, the horizontal lattice beam generates two-dimensional optical lattices.
Atoms trapped in such lattices can form a thermodynamically one-dimensional system,
which is a prerequisite for several of the theoretical proposals discussed in Section 1.2.
The ODT loading and forced evaporation sections of the experimental sequence for
producing degenerate Fermi gases are shown in Figure 2.4. The evaporation ramps for pro-
ducing Bose-Einstein condensates are similar and their differences from Figure 2.4 will be
discussed in Section 2.4. We turn on the ODT beams at the beginning of the experimental
cycle and hold them at the initial powers ({Pmain, Pcross, Pvert} = {1.6 W, 0.8 W, 0.1 W})
until loading from the rMOT is complete. The crossed-pancake ODT captures ' 80%
(' 30%) of bosons (fermions) from the compressed, single-frequency rMOT.21 We make
no effort to spin-polarize fermionic gases after loading into the dipole trap. All ODT
beam powers are adiabatically increased to {Pmain, Pcross, Pvert} = {3.2 W, 1.6 W, 0.6 W}
in 200 ms with a sinusoidal ramp.22 These ramps compress the strontium gas and increase
20These beams are not necessary for the results in this thesis, but I discuss them for completeness.
21The difference in transfer efficiencies is due to the differing rMOT gravitational sag for bosons and
fermions (see Section 2.2).
22P(t) = P f +Pi2 −
P f −Pi




































Figure 2.4: The power in the various ODT beams during trap loading and forced evaporation for 87Sr.
We load the ODT from the rMOT for 45 ms and then adiabatically compress the trap over a period of
200 ms. There are two exponential evaporation ramps with time constants of 2.5 s and 5.5 s, respectively.
The vertical beam power is reduced linearly during both evaporation stages. The ramps are similar for
experiments with the bosonic isotopes and the differences will be explained in Section 2.4.
the elastic scattering rate [169] (see Equation 2.14). Forced evaporation proceeds in two
exponential ramp steps. The first ramp has a time constant of 2.5 s and a duration of 7.5 s
for experiments with 87Sr. These two parameters are varied depending on the strontium
isotope (see Section 2.4). The second ramp has a time constant of 5.5 s and a variable
duration. It is necessary only for achieving degeneracy in 87Sr. Ramps for the vertical
beam are linear rather than exponential. The vertical beam power after the first (second)
evaporation ramp is 75 mW (15 mW). After the strontium atoms have been cooled to
degeneracy, we snap off all ODT beams and allow the atomic cloud to expand for a vari-
able time of flight (TOF). We then measure the momentum distribution of the gas using
resonant absorption imaging on the 1S0 → 1P1 transition (see Section 3.2).
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2.4 Strontium Bose-Einstein Condensates
2.4.1 86Sr BEC
The first degenerate gases we were able to produce were BECs of 86Sr. The large
scattering length of 86Sr leads to a large 3-body loss rate, which limits the evaporation
efficiency and final condensate atomnumber [121]. To overcome the large 3-body loss rate,
Γ3, evaporation must proceed at a peak density n0 ' 1012 cm−3 [131,210]. Originally, we
made 86Sr BECs in an ODT consisting of the main pancake and loose vertical cross beams.
We loaded the ODT with Pmain = 3 W and Ploose vert = 10 mW. After holding at the initial
powers for 100 ms, theODTcontained' 3×106 86Sr atoms at' 600 nK. We exponentially
reduced the power in the main beam for 2.5 s with a time constant of 1 s.23 The loose
vertical beam power was simultaneously increased linearly to Ploose vert = 75 mW. At the
end of the ramp, we had made nearly pure condensates containing ' 3 × 104 atoms. The
transition temperature was ' 50 nK.
We have recently made 86Sr BECs in the crossed-pancake ODT. Trap loading pro-
ceeds at the initial main and cross beam powers as described in Section 2.3. Neither
vertical beam is used and we omit the adiabatic compression. Again, we hold at the initial
powers for 100 ms and at the end of this time there are ' 3 × 106 atoms remaining in the
trap at ' 900 nK. We exponentially ramp down the cross and main beam powers toward
powers of 30 mW and 300 mW, respectively (these powers are the horizontal asymptotes
of the ramps). The ramp duration is still 2.5 s and the time constant remains 1 s. Im-
ages of BECs produced in the cross-pancake trap are shown in Figure 2.5. By reducing
the evaporation time, we produce partially condensed clouds that show the characteristic
bimodal density distribution (Figure 2.5(A)). If we evaporate for the full 2.5 s, the 86Sr
BEC is nearly pure and contains ' 1× 104 atoms (Figure 2.5(B)). Both absorption images












-975 -875 -775 -675 -575 -475
z (μm)






































-975 -875 -775 -675 -575 -475
z (μm)































Figure 2.5: The first 86Sr Bose-Einstein condensates produced in the crossed-pancake trap and observed
using the horizontal imaging system (see Section 3.2). (A) A partially Bose-condensed cloud of 86Sr atoms
after a TOF of 25 ms (right). The left plot in (A) shows slices (averaged over 2 pixels) through the cloud
and a two-dimensional fit to Equation 1.26. The temperature of the thermal component of the cloud in (A)
is ≈ 30 nK. (B) The corresponding plots for a nearly pure 86Sr BEC containing ' 1 × 104 atoms. Because
the thermal fraction of the gas is small, we fit the image in (B) with Equation 1.24. The inversion of the
aspect ratio can be seen clearly in both images.
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in Figure 2.5 have inverted aspect ratios, which confirms the presence of a BEC. With
further optimization of the trap loading and evaporation, the 86Sr BEC atom number in
the crossed-pancake could probably be increased to match the number we achieved in our
original realization.
2.4.2 84Sr BEC
We have also succeeded in creating Bose-Einstein condensates of 84Sr. The evap-
oration ramps for 84Sr are identical to the ramps for 87Sr (see Figure 2.4) except that the
time constant for the first ramp is 0.75 s. Only the first ramp is necessary to reach quantum
degeneracy, and in this section we do not use the second ramp. In Section 2.4.2.1, we
create 84Sr BECs using both evaporation stages to measure the ODT frequencies at the
trapping conditions where we achieve Fermi degeneracy.
Figure 2.6 shows absorption images and fits for some of the first 84Sr BECs that
were produced with our apparatus. If we truncate the evaporation, we can produce clouds
with both a clear bimodal density distribution and an inverted aspect ratio in the BEC
component (Figure 2.6(A)). When the evaporation continues for 2.25 s, the resulting
condensate is nearly pure and contains ' 4×105 atoms (Figure 2.6(B)). Systematic offsets
in the optical depth, or "flat-topping", due to technical noise are visible in both parts of the
figure. These systematics make fitting and accurate atom number counting difficult. The
fitted Thomas-Fermi radii are less sensitive to the systematic offsets and, in combination

















where ω̄ = (ωxωyωz)1/3, r̄ = (rxryrz)1/3, and ā =
√
























































-950 -850 -750 -650 -550 -450
z (μm)




















-950 -850 -750 -650 -550 -450
z (μm)










Figure 2.6: Bose-Einstein condensation of 84Sr the three-beam cross trap observed using the horizontal
imaging system (see Section 3.2). (A) A partially Bose-condensed cloud of 84Sr atoms after a TOF of 25 ms
(right). The left plot in (A) shows slices (averaged over 4 pixels) through the cloud and a two-dimensional
fit to Equation 1.26. The temperature of the thermal component of the cloud in (A) is ≈ 170 nK. (B) The
corresponding plots for a nearly pure 84Sr BEC containing ' 4 × 105 atoms. Because the thermal fraction
of the gas is small, we fit the image in (B) with Equation 1.24. The inversion of the aspect ratio can be seen
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Figure 2.7: Measurement of the vertical trap frequency of the three-beam cross trap using center-of-mass
(COM) oscillations of a partially Bose-condensed cloud of 84Sr. COM oscillations of the BEC fraction
(thermal fraction) are shown on the left (right). Solid lines are fits with an exponentially decaying sine
function. The extracted trap frequency, ωz/2π, from the left (right) plot is 286 Hz (279 Hz) and the average
of the two frequencies is ωz/2π = 283 Hz. We use the spectral width and S/N of the feature at ωz/2π in
the FFT of each data series to estimate that the uncertainty in the vertical trap frequency is . 10%.
defined in terms of the in-situ Thomas-Fermi radii, so using Equation 2.16 requires
numeric integration of the equations from [172] (see Section 1.3.2). For 84Sr BECs
created using the two-stage evaporation sequence (where we can use the trap frequency
measurements from Section 2.4.2.1), the Thomas-Fermi radii indicate that Nc ' 5 × 105
and µ/2π~ ' 1 kHz.
2.4.2.1 Trap Frequency Measurement
We measured the trap frequencies in the three-beam cross trap at the end of the
second evaporation stage. To do this, we prepared a 84Sr BEC using the same evaporation
profile as we use for the fermions. The 84Sr cloud still contains a significant thermal
component at the end of the evaporation.24 We held the trap at the final parameters for
10 ms and then excited the cloud by pulsing either the vertical dipole beam or the main
dipole beam to a high power. When we pulse the main beam to 300 mW, we excite center-
24We did not try to purify the BEC because we wanted to replicate the 87Sr evaporation procedure in
order to reduce any systematic errors (e.g. thermal lensing of the ODT optics).
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of-mass (COM) oscillations along the vertical, z-axis in both the condensate and thermal
components of the 84Sr cloud [172, 216–218]. A decaying sine fit to these oscillations
yields the vertical trap frequency, ωz/2π = 283 Hz (see Figure 2.7). Pulsing the vertical
beam to 100 mW excites both center-of-mass and breathing mode oscillations along both
horizontal axes. Anharmonicity of the ODT couples the oscillations along the x- and y-
axes, so we fit the oscillations with the sum of two exponentially decaying sine functions.
Figure 2.8 shows the breathing oscillations of the 84Sr condensate and fits to the data,
which yield trap frequencies of ωx/2π = 9.8 Hz and ωy/2π = 20 Hz. Although the data
are not shown, we also observe COM oscillations of the BEC and breathing oscillations of
the thermal component in this series of images. Fitting these additional oscillations allows
us to estimate, from the spread in the fit results, that the uncertainty in the horizontal
trap frequencies is ' 10%. We also took an FFT of each data series in Figure 2.7 and
Figure 2.8. The ratio of the spectral width to the S/N of the feature at ωx,y,z/2π in the FFT
gives the uncertainty in the trap frequency ωx,y,z/2π.25 The uncertainties derived from
the FFTs indicate that the uncertainty in each trap frequency is . 15%.
2.5 Degenerate Fermi Gas of 87Sr
The experimental sequence for producing a 87Sr DFG has been described in Sec-
tions 2.1, 2.2, and 2.3. Evaporation efficiency in Fermi gases drops precipitously with
temperature (faster than the prediction of Equation 2.15) because the antisymmetry of the
wavefunction prevents fermions in the same internal state from colliding in the s-wave
channel [18, 49, 175, 219].26 The large number (10) of nuclear spin states in 87Sr reduces
this Pauli blocking effect and has allowed other groups to efficiently evaporate to degen-
eracy in a completely depolarized 87Sr gas [123, 131, 182]. We pursued this approach to
25We symmetrize the data in Figure 2.8 about thold = 0 before taking the FFT to increase the spectral
resolution.
26Collisions in the p-wave channel in strontium typically are frozen out for T . 100 µK [109].
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Figure 2.8: Measurement of the horizontal trap frequencies of the three-beam cross trap using breathing-
mode oscillations of a partially Bose-condensed cloud of 84Sr. Breathing oscillations along the x-axis
(y-axis) are shown on the left (right). Anharmonicity of the trap couples the two oscillations. Solid
lines are fits to the sum of two exponentially decaying sine functions. The resulting trap frequencies are
ωx/2π = 9.8 Hz and ωy/2π = 20 Hz. We estimate that the uncertainty in the frequencies is ' 15% (see
text). FFTs of both plots exhibit a peaks near each trap frequency, which supports our analysis.
degeneracy because it is both the least technically challenging method and it has, thus
far, yielded the most degenerate 87Sr DFGs, T/TF ≈ 0.1 [123, 131, 220]. The 87Sr rMOT
is spin-depolarized by necessity (see Section 2.2), so we expect that the portion of the
cloud that we transfer into the ODT will also be depolarized.27 The imaging techniques
that are currently implemented on the apparatus cannot resolve the nuclear spin states of
87Sr, so we cannot confirm that the Fermi gas in our ODT is a balanced mixture of all 10
states. However, our ability to produce DFGs is strong evidence that a large fraction of
the nuclear spin states are significantly populated.
Fitting the TOF absorption images of our Fermi gases with Equation 1.34 is un-
desirable because the fugacity, ζ = eµ/kBT , affects both the amplitude and shape of
ñFD (x, y, t) [177]. We instead fit the processed optical depth, Drs, of the absorption
27During his visit to the JQI in the fall of 2015, Dr. Jun Ye told us that his group has found that Stark-shifts
to the rMOT cooling transition due to the 1064-nm ODT cause the rMOT to partially spin-polarize as it is
loaded into the ODT. The initial trap depth in the JILA experiment is substantially larger than ours, which



































































































Figure 2.9: A degenerate Fermi gas of 87Sr expanding from the three-beam cross trap, (C), and observed
using the vertical imaging system (see Section 3.2). Single-pixel wide slices through the image and either a
two-dimensional Gaussian fit (A) or a two-dimensional Fermi-Dirac fit (D). The associated two-dimensional
residuals are shown in (B) or (E). The temperature given by the Fermi-Dirac fit is ≈ 15 nK.
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images using28








in which ζ only affects the shape of the density distribution [177].29 We weight the fit
with the uncertainty in the optical depth, δDrs (x, y), which we compute using
δDrs (x, y) ≈ δbgeDr s (x,y), (2.18)
where δbg is the measured background noise level (see Section 3.2). Equation 2.17
contains seven fitting parameters: A, B, x0, y0, rx (t), ry (t), and ζ . Initial guesses for these
parameters, except for ζ , are generated from a Gaussian fit to the absorption image. To
avoid biasing our fits toward higher fugacities, and thus lower T/TF , we always initialize
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Note that the bosonic scattering cross section, σ88, appears in the expansion for N due to
technical details of the image processing (see Appendix A), and that we are computing T
using a long TOF approximation.
Figure 2.9 shows an absorption image of a 87Sr Fermi gas taken at 25 ms TOF, (Fig-
28We compute Li2(ν) using the approximation method developed in [221–223]. Methods for approxi-
mating Lis (ν) can be found in [224–226], but these approaches are slower than [221] for Li2(ν). The NIST
Digital Library of Mathematical Functions [227] is another useful resource.
29The column density, ñFD , and the processed optical depth, Dr s , are related to each other by the














Figure 2.10: Azimuthally averaged profiles of the degenerate Fermi gas and fits shown in Figure 2.9. The
azimuthally averaged {optical depth, thermal fit, Fermi-Dirac fit} is shown using the {black dots, green line,
purple line} (top). Azimuthally averaged fit residuals in colors corresponding to the fit (bottom).
ure 2.9(C)), and two-dimensional fits to the image assuming either Maxwell-Boltzmann
statistics, Equation 1.16 (Figure 2.9(A), (B)), or Fermi-Dirac statistics, Equation 2.17
(Figure 2.9(D), (E)). The duration of the second evaporation ramp for this experimental
run was 3.7 s. The fit to the thermal distribution overshoots in both the center and the
wings as we expect for a Fermi gas with T/TF < 1 (Figure 2.9(A)). The residuals for
this fit have a "bullseye" structure, which suggests that the density distribution cannot be
fully described with Maxwell Boltzmann statistics (Figure 2.9(B)). In Figure 2.9(D), we
see that a fit with Equation 2.17 yields substantially better agreement with the measured
column density. There is no clear pattern in the residuals for the Fermi-Dirac fit, as we
would expect if the fit correctly captured the essential features of the data (Figure 2.9(E)).
The difference in quality between the thermal and Fermi-Dirac fits is more apparent when
we azimuthally average the image and fits (Figure 2.10). Combining Equation 2.19 with
the parameters from the Fermi-Dirac fit yields T/TF = 0.17.
Care must be taken when fitting an absorption image with Equation 2.17. When
T/TF . 0.2, the variations in the density distribution with temperature are restricted to
the edges of the cloud because lower energy states are fully occupied [177]. The signal-
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to-noise ratio for absorption imaging in this region of the cloud is necessarily low, which
makes thermometry difficult. For this reason, we use the experiment’s vertical imaging
system, which employs a low-noise PIXIS camera from Princeton Instruments, to acquire
all the 87Sr DFG images. We also remove fringing in the absorption image by projecting
it onto a basis constructed using the Gram-Schmidt method (see Section 3.2). When
T/TF & 1, the Fermi-Dirac distribution is indistinguishable from a thermal distribution.
Because ζ enters Equation 2.17 as a shape parameter, a fit to an image with low peak
optical depth (i.e. with low S/N) can easily return T/TF < 1 even when the gas is not
degenerate.
We confirm that our fits accurately report the degeneracy by computing T/TF with
an independent method. We can find N by numerically integrating over the image ROI









where M is the number of populated spin states (we assume that M = 10) [175–177].
Together, Equation 2.20 and T give us T/TF provided that we know the trap frequencies
since ω̄ = (ωxωyωz)1/3. We measured the trap frequencies in Section 2.4.2.1, so we can
calculate T/TF at the end of the second evaporation ramp.
Figure 2.11 shows T/TF as a function of the duration of the second evaporation
stage. We calculate T/TF from both the fitted ζ (Equation 2.19, purple circles) and the
numerically integrated N (Equation 2.20, green triangles). Because we have not yet
measured the spin state populations, both methods for computing T/TF have substantial
uncertainty. Spin states with lower population are less degenerate (see Equation 2.20)
and so contribute predominantly to the wings of the density distribution. The opposite
is true for the spin states with higher than average population. The fitted fugacity, ζ ,
30It would be better to getT by fitting the time-dependence of rx,y (t) in a series of images taken at distinct
TOF, t. However, we have found that the method we employ here catches all images that fit degenerate, but

















Figure 2.11: T/TF as a function of the duration of the second evaporation ramp in the three-beam cross trap.
Purple circles indicate T/TF calculated from the fitted ζ using Equation 2.19. Green Triangles show T/TF
determined using Equation 2.20. The black arrow signifies the data point that is displayed in Figure 2.9 and
Figure 2.10. All data were taken with a 25 ms time-of-flight.
is a measure of the average degeneracy of the DFG, so it gives an upper bound on
T/TF (Equation 2.19) for the most populated spin state [123]. The T/TF determined
by computing TF (Equation 2.20) and T is also an upper bound on the degeneracy of
the most populated spin state. However, the bound produced with this method is looser
because Equation 2.20 requires an explicit assumption about the spin distribution. The
offset of T/TF between the two procedures might be caused by finite spin polarization of
the 87Sr DFG. However, the more likely culprit is the long TOF approximation that we
used to get the temperature (Equation 2.19). The measured trap frequencies indicate that
this approximation is only valid for t > 100 ms and such a long TOF is not possible in
our apparatus.31 Both measurements of T/TF indicate that we have produced 87Sr DFGs
with T/TF ' 0.2 and TF ' 56 nK. This temperature range is certainly sufficient for
31We could use the relationship between rx,y (t) and rx,y from Section 1.3.3 to get a better temperature
measurement. We have not done so here because the long TOF approximation gives a more conservative
bound on T/TF .
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initial quantum magnetism experiments, although temperatures that are at least an order
of magnitude lower will be necessary for many proposals [90].
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Chapter 3: Experimental Apparatus
Every laser cooling experiment has three essential components: a vacuum chamber,
a set of magnetic field coils, and a laser system. Computer control of these systems
facilitates the creation of quantum degenerate samples. To characterize the ultracold
gases, we image the momentum- or position-space distribution of the samples onto CCD
or CMOS cameras. In this chapter, I describe the realization of all of these systems in our
apparatus.
3.1 Laser Systems
Laser cooling and trapping of alkaline-earth atoms requires a complicated system
of multiple lasers. The non-magnetic ground state prevents sub-Doppler cooling and
RF-assisted evaporation (as described in Chapter 2). In combination with the low capture
velocity of the 1S0 → 3P1 transition, the technical challenges associated with the non-
magnetic ground state mean that high phase-space densities can only be produced using a
two-color laser cooling sequence. A 461-nm laser system provides initial cooling to mK
temperatures, so that our 689-nm lasers can capture the strontium atoms and further cool
them to the µK regime. Several repumping lasers return atoms that leak from the 1P1 state
into metastable 3P states to the ground state. These lasers allow accumulation of sufficient
atoms for a final stage of evaporative cooling, which proceeds in a 1064-nm optical dipole
trap. A blue-detuned optical dipole trap, at 445 nm, and red-detuned optical lattices, at
1064 nm, control the final potential experienced by our quantum degenerate samples.
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3.1.1 461-nm Laser System
The experiment uses two 461-nm lasers. The first is a Littman-Metcalf configuration
master oscillator that we constructed with an Anti-Reflection-coated (AR-coated) laser
diode (Nichia NDBA116T) and a holographic grating (Thorlabs GH13-18V). We lock
this laser to the 1S0 → 1P1 transition in 88Sr via polarization rotation spectroscopy. The
second laser is a Toptica TA-SHG pro slaved to the master oscillator with a low bandwidth
beatnote lock.
The Littman-Metcalf optomechanics of the master oscillator are based on a design
from JILA (we also use these optomechanics for our repump lasers, see 3.1.3). The
high quality of the laser diode AR-coating combined with the strong feedback from the
reflective grating have allowed the laser to operate in the same mode without realignment
of the optomechanics on a timescale of one year. The proximity of the master oscillator
to the 1064-nm optical setup initially caused the laser diode temperature to be unstable,
resulting in a rapid drift in the lasing frequency.1 This drift limited the period over
which the lock to spectroscopy could be maintained to ' 30 minutes. We overcame this
limitation by implementing a two-stage temperature stabilization scheme. By maintaining
the optomechanics baseplate temperature at 29 °C, we decouple the laser diode temperature
from the lab environment and increase the laser locking time to & 4 hours.2
Figure 3.1 shows the optics layout for the 461-nm master oscillator and polarization
rotation spectroscopy. After the light from the master oscillator passes through an optical
isolator (ConOptics 711C-3, return loss > 28 dB), approximately 15 mW of power is
available for spectroscopy and beatnote locking of the 461-nm slave laser. A polarizing
beamsplitter picks off several hundred µW of this power and sends it into a 50/50 single
mode fiber beamsplitter (Thorlabs FC488-50B-APC), where it is combined with light
1The AOMs used in the 1064-nmoptical setup get hot during operation.
2B. Reschovsky designed the temperature controller that stabilizes all the diode lasers that we con-





















Figure 3.1: The 461-nm master oscillator optics setup. The output of the laser splits at a PBS into a path to
the slave laser beatnote lock and a path to the spectroscopy lock optics. An intensity lock to the RF drive of
the frequency offset AOM stabilizes the optical power for spectroscopy. A hollow cathode lamp creates a
strontium sample for the polarization spectrometer, which locks the master laser frequency using feedback
to the laser’s PZT.
from the slave laser to generate an optical beatnote. Typically, the unused output port
of the fiber splitter has & 100 µW of light from the master oscillator. The remaining
power from the laser transmits the polarizing beamsplitter and is blueshifted 110 MHz by
an AOM (IntraAction AOM-1101GA1). A single mode optical fiber guides the beam to
a polarization rotation spectroscopy setup (which [228] inspired us to implement). The
spectroscopy light is polarized with a PBS and intensity stabilized using feedback to the
RF drive of the 110-MHz AOM. The small amount of light that is rejected by the PBS is
fiber coupled and sent to a wavemeter (HighFinesse WS-7). A second PBS divides the
beam into a weak probe and strong pump, each of which are transmitted through a Glan-
Laser polarizer (Thorlabs GL5-A) to increase the polarization purity. The pump and probe
counter-propagate through a hollow cathode lamp (Hamamatsu L2783-38NE-SR)3 that is
3Hamamatsu has discontinued its line of see-through HCLs. Similar lamps can be bought from Photron
Pty. Ltd. as a custom order. However, initial work with these lamps in the ErNa lab suggests that they
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placed at the focus of a 1:1 telescope to increase saturation of the optical resonance. The
HCL is magnetically shielded with MuMetal to reduce Zeeman shifts due to stray fields.4
A λ/4 waveplate circularly polarizes the pump beam before it enters the hollow cathode to
induce a differential saturation of the σ+ and σ− transitions of the 461-nm resonance. The
differential saturation causes a rotation of the probe beam polarization, which we detect
using a balanced polarimeter consisting of a PBS and a balanced photodetector (Thorlabs
PDB210A). The quality of the polarimeter could be increased by replacing the PBS with
a Wollaston polarizer, but we have not found the PBS to be detrimental to experimental
stability.5 The output of the polarimeter is fed into a JQI PID 2.5.2 (designed by J.
Tiamsuphat) that controls the position of the Littman-Metcalf cavity mirror with a PZT.
We have found that the large linewidth of the 461-nm transition renders feedback to the
laser diode current of the master oscillator unnecessary. However, a feedforward of the
PZT voltage to the current should be implemented in the next generation of the experiment
to increase the laser locking time. We always lock the laser to the 1S0 → 1P1 resonance of
88Sr due its high natural abundance and because the isotope shifts for the other reasonably
abundant isotopes (87Sr and 86Sr) are smaller than the width of the 88Sr feature.
We use a Toptica TA-SHG pro to generate sufficient power at 461-nm to load and
operate the bMOT. The TA-SHG pro consists of an IR Littrow-configuration seed laser
operating at 922 nm, a tapered amplifier, and a SHG crystal inside a bow-tie optical cavity.
The frequency-doubled output of the laser is initially split into two arms (see Figure 3.2).
A high-power arm supplies cooling and trapping light to the apparatus. A low-power arm
that generates the beatnote and provides a second probe beam. During normal operation,
provide lower optical depth than the Hamamatsu lamps.
4The shift in the laser lock point due to a refrigerator magnet positioned next to the HCL is about 10 MHz
(2 MHz) without (with) the MuMetal shield in place. A better shield should be built into the spectroscopy
setup when the experiment moves into the PSC.
5We have observed lab-temperature dependent drifts in the laser lock point that are ' 1 MHz peak-to-
peak. However, it is not clear whether these drifts are caused by temperature sensitivity of the PBS in the












































Figure 3.2: The 461-nm slave laser and optics for initial cooling of strontium gases. The innards of the
Toptica TA-SHG pro and the fiber link to the wavemeter are shown top left. The bottom left section contains
the horizontal probe optics and the beatnote lock fiber launch. The right side diagrams the high-power arm,
which supplies all cooling light and the vertical probe beam.
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there should be 400 to 500 mW of 461-nm light in the high-power arm. If the power
falls below 400 mW when the Toptica’s TA is being run at 2.2 A drive current, then
realignment of the internal optics of the TA-SHG pro may be required. In the low-power
arm, an AOM operating at 205 MHz blueshifts light for the horizontal imaging system.
The 0th-order output of this AOM goes to the 2nd input port of the beatnote lock fiber
beamsplitter. We align 0th-order light into the fiber splitter with the AOMon to ensure that
changes to the 0th-order beam mode due to diffraction into the 1st order do not degrade
the fiber coupling efficiency. The unused output port of the fiber splitter typically contains
& 400 µW (& 1 mW) of power from the slave laser with (without) the RF drive applied to
the AOM. We observe no power dependent offset to the beatnote locking frequency over
this range. A high-speed fiber-coupled photodiode (Thorlabs DET02AFC) detects the
beatnote between the two 461-nm lasers and sends it to a JQI PLL beatnote locking circuit
(implemented by N. Pisenti based on the design in [229]).6 The beatnote circuit stabilizes
the frequency offset of the slave from master such that the slave detuning is −205 MHz
from the Sr isotope of interest. By changing the reference frequency to the beatnote PLL,
we can rapidly switch the slave laser frequency to trap any Sr isotope (see Table 3.1).
Because locking the SHG cavity requires all the fast feedback inputs to the seed laser,
only PZT feedback is available for the beatnote lock. The high gain and slow response of
the PZT input combined with the fast bandwidth of the PLL chip make stable frequency
locking impossible to achieve unless we limit the feedback time constant to ' 1 Hz.7 This
low bandwidth is sufficient for stable operation of the bMOT and for spectroscopy on the
461-nm transition since the lock to the SHG cavity eliminates higher frequency noise.
The light entering the high-power arm of the slave laser setup is split into three
paths (see Figure 3.2). In the first path, a 400-MHz AOM (Brimrose TEM-400-100-
6The JQI beatnote circuit can be found on Github: https://github.com/JQIamo/beatnote-pll.
7As a result, we cannot currently perform isotopic mixture experiments since the slave laser frequency
takes several seconds to change by ' 50 MHz, the smallest isotope shift. We have designed a circuit to
feedforward the PZT voltage to overcome this challenge, but it has not yet been incorporated into the locking
electronics.
56
Table 3.1: The PLL reference frequencies for trapping each Sr isotope. Because the 88Sr beatnote frequency
is not 90 MHz, we can deduce that the zero crossing of the polarization rotation spectroscopy is offset
from the resonance by about one linewidth. The offset is likely due to a combination of imperfect laser
polarization, DC electromagnetic energy shifts in the excited state, and perturbations due to the unresolved
isotope shifts. The lock offset is stable on the timescale of several days, so it does not adversely affect
short-term experimental performance and we recalibrate the beatnote frequencies daily.
Isotope PLL Frequency
88Sr ≈ 129 MHz
87Sr ≈ 181 MHz
86Sr ≈ 254 MHz
84Sr ≈ 400 MHz
461) redshifts the light, which is then launched into a SM PM optical fiber (Coastal
Connections P-FAnsFAnskx-3.8c/125/3-7). This fiber delivers light to the Zeeman slower
and typically provides & 50 mW of power with a detuning of −605 MHz. A telescope
expands the Zeeman slower beam to a 1/e2 radius ' 6 mm before the beam enters the
vacuum chamber and is focused onto the nozzle of the Sr oven. The second path supplies
power to the bMOT.A double-passed 80-MHzAOM (IntraActionATM-801A1) blueshifts
light by 160 MHz to set the bMOT detuning to −45 MHz. This light is coupled into a
custom 1×3 SM PM fiber beamsplitter (Evanescent Optics Inc.) that connects to each
arm of the bMOT. The horizontal MOT beams contain ' 9 mW while the vertical beam
contains ' 11 mW.8 The bMOT beams have a 1/e2 radius of ≈ 8 mm, which corresponds
to a total peak saturation, stot = I/Isat , ≈ 1.3. We lock the intensity of the bMOT beams
to allow repeatable intensity sweeps at the end of the bMOT loading stage.9 A wedged
window picks off light from one of the horizontal bMOT beams and directs it to a PD
(Thorlabs DET36A). The PD signal is amplified (with an SRS SR570), filtered (Newport
LB1005 PI), and fed back to the 80-MHz AOM’s RF drive power. The third path couples
8The measured splitting ratio of the fibersplitter is 31% : 37% : 31%.
9We implemented these sweeps based on a tip from the group of Dr. T.C. Killian and have found that
they increase the rMOT atom number by ' 50%.
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blue light to the transverse-cooling stage and the vertical imaging system. An AOM
operating at 195 MHz (Brimrose TEM-200-50-461) blueshifts light to set the transverse-
cooling detuning to −10 MHz. The 1st order output of this AOM is coupled through an
SM PM optical fiber to the transverse-cooling stage while the 0th order output is deflected
into another AOM, which sets the vertical probe beam detuning. After the fiber, a PBS
divides the ' 20 mWof transverse-cooling light into two beams for vertical and horizontal
Doppler cooling. A cylindrical telescope expands each beam to a 1/e2 radius of 9 mm
(3 mm) along the direction parallel (perpendicular) to the propagation axis of the atomic
beam. The second AOM operates at 205 MHz (IntraAction ATM-2001A1) to shift its
1st order beam into resonance with the 1S0 → 1P1 transition. The resonant light is fiber
coupled to the vertical imaging system during normal operation, but can be switched to a
second horizontal imaging system by plugging the fiber into a different output port at the
experiment.
3.1.2 689-nm Laser System
Cooling strontium to µK temperatures requires a laser addressing the 1S0 → 3P1
intercombination transition.10 This transition has a linewidth of only 7.5 kHz. Such a
narrow linewidth could not be achieved with commercially available diode lasers when
we began constructing the apparatus. To obtain the necessary combination of narrow
linewidth, reasonable power, and frequency flexibility, we reference a set of slave lasers to
a cavity-stabilized master laser via injection locks or beatnote locks. This configuration
lets us easily change the laser frequency to trap any strontium isotope in the rMOT or to
perform spectroscopy on the 689-nm transition.
Our 689-nm master oscillator is a Toptica DL pro that we phase stabilize to a
high finesse ULE optical cavity (ATFilms ATF-6010-4) using the Pound-Drever-Hall
10In principle, µK temperatures could also be reached using a 5s5p 3P2 → 5s4d 3D3 MOT, but no group


























Figure 3.3: The 689-nm master oscillator optical setup. The Toptica DL pro output splits three ways for
linewidth reduction and slave laser locking. A double-passed 1-GHz AOM offsets the laser output frequency
from a ULE reference cavity with a linewidth of' 10 kHz. An EOM frequency modulates the beam incident
to the ULE cavity. A PD detects the light reflected by the ULE cavity and subsequent demodulation of the
PD output generates a PDH error signal. A Toptica FALC module servos (with & 1-MHz bandwidth) the
DL pro LD current to zero the error signal and so narrows the laser linewidth below the linewidth of the
ULE cavity.
technique [230]. The measured linewidth of the DL pro is 100 kHz and the finesse of the
ULE cavity is ' 240, 000, which corresponds to a linewidth ' 6 kHz. We enclose the ULE
cavity in a temperature-stabilized vacuum chamber at ' 5 × 10−8 Torr to prevent drifts in
the cavity resonance frequency due to changes in the ambient pressure. Figure 3.3 is a
schematic of the master laser optics. We send 1 mW of the DL pro output through a fiber
to injection-lock a slave laser to trap 87Sr. The remaining power double passes a GHz
AOM (Brimrose GPF-1000-500-689) and reaches the ULE cavity breadboard through a
SM fiber. In the double-pass configuration, the bandwidth of this AOM, 1 GHz, is larger
than half of the free spectral range of the cavity, 750 MHz. As such, we can use the GHz
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AOM to offset the master laser frequency from the ULE cavity resonance such that the
DL pro output is detuned by −80 MHz from the F = 9/2 → F′ = 11/2 resonance of
87Sr. The 0th order diffraction from the GHz AOM is coupled into a network of 99 : 1
and 50 : 50 fiber beamsplitters (the beatnote network) that sends light to a wavemeter
(HighFinesse GmbH WS-7) and mixes in light from the slave lasers to generate optical
beatnotes. Typically, 100 µW of light from the master laser is available at the ULE cavity
breadboard. A 20-MHz EOM (Thorlabs EO-PM-R-20-C1), powered by an amplified
Toptica PDH 110 module, phase modulates this light, which then passes through some
mode-matching optics and enters the optical cavity. An amplified Si PDmeasures the light
rejected by the ULE cavity. The PDH 110 demodulates the photodiode signal to create
the PDH error signal, which has a spectral width on the order of the cavity linewidth. A
Toptica FALC module uses the PDH error signal to narrow the DL pro linewidth below
the cavity linewidth. By observing the Fourier transform of the locked PDH error signal,
we can see that the FALC servo bandwidth is & 1 MHz. A second PD measures the
power transmitted by the optical cavity and serves as a useful diagnostic of the quality
of the lock. We have tested the master laser linewidth using three methods. First, we
used self-heterodyne through a 2 km fiber delay line to set a conservative upper bound
on the laser linewidth of 48 kHz [231–234].11 Second, the 88Sr rMOT temperature can
be as low as 600 nK, so we can use the Doppler-cooling limit (see Section 2.2) to bound
the convolution of the natural and laser linewidths at 25 kHz. Because 600 nK is similar
to the recoil limit for the 689-nm transition (see Section 2.2), we suspect that the locked
laser linewidth is actually < 7.5 kHz. Finally, the power transmitted by the ULE cavity is
stable when the master laser is locked, so the laser linewidth is on the order of the cavity
linewidth (' 6 kHz). We have found (unsurprisingly) that the number of atoms confined
by the rMOT depends strongly on the exact performance of the PDH lock. Degradation of
11The delay time of the fiber is td ≈ 10 µs, which corresponds to a linewidth, f = 1/2πtd ≈ 16 kHz.
The observed self-heterodyne signal shows clearly that td is not large enough for an accurate measurement,
































Figure 3.4: The 689-nm slave laser system. Right: an injection-locked laser diode provides trapping light
close to resonance with the F = 9/2 → F ′ = 11/2 transition for the fermionic rMOT. Left: a beatnote-
locked laser makes the bosonic rMOT or stirs the 87Sr spin population to stabilize the fermionic rMOT.
Center: a second beatnote-locked laser for optical Stern-Gerlach spin readout or optical Feshbach Resonance
spectroscopy.
the PDH lock does not strongly affect the rMOT temperature; providing further evidence
that the rMOT temperature is not laser linewidth limited. When the low atom number
condition occurs, the atom number can typically be recovered by tuning the gain of the
PDH 110 or by adjusting the PID gains of the FALC.
We currently have three 689-nm slave lasers integrated into the experiment (see
Figure 3.4). The 87Sr trapping slave is an injection locked LD (OptNext HL6750MG) that
addresses the F = 9/2 → F′ = 11/2 hyperfine transition [36, 196]. The other two lasers
are long-cavity (10 cm) and short-cavity (2.2 cm) Littrow configuration ECDLs that we
constructed based on the designs in [235]. Both Littrow ECDLs contain AR-coated LDs:
the long-cavity laser uses a Sacher SAL−690−025 LD and the short-cavity laser uses an
OptNext HL6738MG that we AR-coated in the UMD Nanocenter’s FabLab.12 The long-
12The anti-reflection coating is comprised of two layers, as suggested in [236]: one layer of Al2O3 to
bring the facet coating to λ/2, and a final λ/4 layer of HfO2. The deposition was done via electron beam
evaporation, and monitored in-situ by scanning the diode current across the lasing threshold.
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cavity laser (the stirring laser henceforth) provides trapping light for experiments with
bosonic isotopes and F = 9/2 → F′ = 9/2 stirring light for experiments with fermionic
strontium (see Section 2.2 or [36, 196]). The short-cavity laser will be used for optical
Stern-Gerlach (OSG) separation of the spin states of 87Sr in future experiments. All the
slave laser control electronics were constructed at JQI - by B. Reschovsky, N. Pisenti, and
me - using designs by N. Pisenti, B. Reschovsky, and A. Restelli (Some of these designs
are based on [237,238]).13 Beatnote locks to the 689-nmmaster laser stabilize and narrow
the frequencies of the OSG and stirring lasers. The beatnote signals are detected by fiber
coupled PDs (Thorlabs DET025AFC) and JQI PLL beatnote locking circuits compare
the beatnote frequency to a reference frequency from a JQI DDS v4.0 (designed by S.
Olmshenk) to transfer the master laser coherence to the slave lasers. Unlike the beatnote
lock described in Section 3.1.1, the implementation here combines fast feedback to each
slave’s LD current with slow feedback to its PZT. The beatnote locking bandwidth for both
Littrow configuration slaves is typically& 1 MHz and we can achieve locking bandwidths
up to 2 MHz with careful optimization of the grating feedback into the slave laser LD.
All three slave lasers have similar optical setups. Approximately 100 µW of each
laser’s output goes to the beatnote network (for the stirring laser and OSG laser) or to the
wavemeter (for the 87Sr trapping laser). An 80-MHz AOM (IntraAction ATM-801A1)
blueshifts the remaining power from each laser before coupling to the experiment through
an optical fiber. All laser beams can be extinguished with 100% contrast with SRS laser
shutters. For the stirring and trapping lasers, the RF drive frequency of theAOMcan set the
laser detuning within ' ±3 MHz of the relevant hyperfine transition without significantly
degrading the fiber coupling efficiency. We are therefore able to frequency broaden the
lasers by modulating the frequency of the AOM’s RF drive in the power efficient, single-
pass configuration without unwanted amplitude modulation (see also [182]). To enable
13The Github repositories for control circuits that I did not reference in 3.1.1 are: https://github.
com/JQIamo/current-controller, https://github.com/JQIamo/hv-piezo-driver.
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both simple frequency broadening and accurate detuning in single frequency operation,
the drive electronics for the AOMs can rapidly switch the RF source between a VCO
and a DDS.14 Two inputs of a custom 4×4 fiber beamsplitter (from Evanescent Optics
Inc.) transmit ' 700 µW/output (' 3 mW/output) of AOM-shifted light from the stirring
(trapping) laser to the rMOT.15 The fibersplitter facilitates the combination of multiple
laser frequencies into the rMOT and the integration of new slave lasers that will be
necessary for experiments with isotopic mixtures.16 In the current retroreflected rMOT
configuration we use only three outputs of the fibersplitter, so the power in 4th output
is wasted, but we will use this output to power the upward and downward propagating
rMOT beams separately in the next generation of the experiment [65,182,239]. The OSG
laser optics includes an AOM to preserve experimental flexibility and achieve fast optical
switching (the beatnote lock reference frequency is sufficient to set the OSG detuning
since only single frequency operation is necessary). Optical power for OSG separation
is guided to the experiment through a SM optical fiber. The experiment-side optics for
optical Stern-Gerlach have not been completed, but the planned entrance point for the
OSG beams is indicated in Figure 3.9.
3.1.3 Repump Lasers
Due to the 1P1 → 1D2 leak out of the bMOT, accumulation of sufficient atoms for
degenerate gas production is impossible without the assistance of repumping lasers. There
exists an infinite ladder of 3S, 3P, and 3D states above the metastable 5s5p 3P manifold. In
principle, the existence of this ladder implies that there are an infinite number of possible
14We are currently working to improve our AOM drive electronics and the new design is available on
Github: https://github.com/JQIamo/aom-driver.
15If we couple OSG laser light through the fiber splitter, ' 2 mW/output is available for the rMOT.
However, we observed no increase in atom number for either bosons or fermions when using the OSG laser
for the rMOT. This suggests that the transfer efficiency from the bMOT to the rMOT is not power limited
for the current rMOT beam radii.
16We have two spare long-cavity laser bodies and a 689-nm Toptica BoosTA awaiting their addition to
the 689-nm laser system.
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repumping transitions, but most of these transitions are impractical due to either their
resonant frequency or linewidth. To this point, five repumping methods have been used
in strontium quantum degenerate gas experiments [178, 240–242]. Our technique was
initially developed by the optical clock community. It utilizes two lasers addressing the
3P0 → 3S1, 679-nm transition and the 3P2 → 3S1, 707-nm transition. This approach is
advantageous because it rigorously returns all atoms to the ground state and inexpensive
laser diodes can produce the necessary wavelengths. The alternative strategies typically
require only a single laser, which reduces experimental complexity, but at a less convenient
wavelength.17
Wecurrently use four repumping lasers in the experiment (see Figure 3.5). The single
679-nm laser and two of the three 707-nm lasers (A and B) are Littman-Metcalf config-
uration ECDLs based on the JILA design (for additional discussion see Section 3.1.1).
These two 707-nm lasers use AR-coated laser diodes (Toptica LD-0705-0040-AR-1) and
the 679-nm laser uses an uncoated laser diode (similar to SDL7311). All the Littman-
Metcalf repumps were constructed using Thorlabs holographic gratings (either GH13-18V
or GH25-18V). Two-stage temperature control (as described in Section 3.1.1) improves
the frequency stability of the Littman-Metcalf repumps. The PZT voltage of the 707-nm
lasers feeds forward to the LD current to increase the mode-hop free tuning range. Typi-
cally, the free-running wavelength of the lasers drifts slowly enough that we can efficiently
recover atoms from the metastable reservoir for ' 1 hour without adjusting the PZT volt-
age or diode current. The last 707-nm laser (C) is an OptNext HL7001MG laser diode
that we injection lock using 707-nm laser B as a master oscillator. We fiber couple the
679-nm laser and 707-nm laser A to the experiment using the same SM fiber, which
delivers 2.5 mW (5 mW) of power at 679-nm (707-nm). 707-nm laser C is coupled to the
experiment through a fiber EOM (Jenoptik PM705) and can supply as much as 5.5 mW.
17We are currently considering a switch to a 5s5p 3P2 → 5s6d 3D2, 403-nm transition repumper because



























Figure 3.5: A sketch of the two repump laser optical breadboards. Top: the 679-nm laser and 707-nm
laser A reach the experiment through the same SM optical fiber. Bottom: 707-nm laser B injection locks
707-nm laser C so that the fiber EOM can supply enough power for repumping 87Sr. SRS shutters provide
digital control of the laser intensity and the lasers are individually coupled to a wavemeter that stabilizes
their frequency. The 688-nm depumping laser that we use in Chapter 4 is not shown, but the layout of its
breadboard is similar to those in the top panel.
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All the lasers can be extinguished using SRS shutters. Repumping in strontium does not
require laser switching faster than ' 1 ms, so we do not use AOMs with these lasers.
For experiments with bosonic isotopes, we use only the 679-nm laser and 707-nm
laser A. Each laser is coupled to the WS-7 wavemeter through a multimode fiber switch,
which allows us to readout the operating frequency of all the repump lasers rapidly. A
Labview program (written by B. Reschovsky) compares the measured frequency to a
setpoint and adjusts the laser’s PZT voltage with a low-speed DAC. We routinely stabilize
the frequency of each laser to within ±5 MHz, which is substantially narrower than the
observed width of the bosonic repumping spectrum. Repumping the fermionic isotope,
87Sr, ismore complicated than repumping bosonic isotopes due to the presence of hyperfine
structure. Using the known hyperfine A and B coefficients [243], we can see that the
707-nm repumping spectrum is broadened to ' 6 GHz.18 We have used several methods
to increase our 707-nm laser linewidths from. 1 MHz to ' 6 GHz. Initially, we emulated
several atomic clock groups and modulated the PZT of lasers A and B (which was fiber
coupled directly to the experiment during this time, see Section 4.1.3). For the results
presented in Chapter 2, we had successfully injection locked laser C, but did not have
an RF source for the fiber EOM. We modulated the frequency of laser A at 750 Hz and
stabilized laser C by locking laser B using the wavemeter. The repumping efficiency can be
moderately increased by tuning the drive current of laser C to make it slightly multimode.
The combination of a modulated laser and a single frequency (or slightly multimode)
laser allowed us to load enough 87Sr atoms to produce degenerate Fermi gases. However,
we have found that this repumping method is not repeatable from day to day because
it depends sensitively on the tuning of the grating feedback to 707-nm laser A and the
injection feedback to 707-nm laser C. A recently constructed RF source for the fiber EOM
allows more repeatable broadening of laser C. This source may eliminate the need for
18The 679-nm repumping spectrum is also broadened by hyperfine structure, but addressing a single
hyperfine transition allows efficient repumping.
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frequency modulation of laser A, which would reduce experimental complexity and make
production of Bose-Fermi isotopic mixtures possible. Repumping with the fiber EOM has
not yet been fully implemented, but the initial repumping tests have been promising.
3.1.4 Optical Dipole Traps
Atomic strontium is non-magnetic in its ground state, so optical confinement is
necessary for the production of quantum degenerate gases. Our experiment currently
has two laser systems for optical dipole trapping: a 30-W, 1064-nm fiber laser that
produces attractive potentials and a 1-W, 445-nm diode laser that generates repulsive
potentials. Only the 1064-nm system is necessary for the production of degenerate gases.
The 445-nm laser will be used in future experiments to create arbitrary and dynamically
tunable potentials to manipulate the degenerate samples.
3.1.4.1 1064-nm Laser System
A 30-W IPG fiber laser (YLR-30-1064-LP-SF) provides 1064-nm light for optical
dipole trapping. We split the output of the fiber laser into four paths to supply power
to the main pancake trap, cross pancake trap, vertical cross/lattice, and the horizontal
lattice (see Figure 3.6). Each path contains an AOM (IntraAction AOM-402AF4 or AOM-
302AF4) and a solenoid shutter. We built the solenoid shutters using computer speaker
voice coils using the design from [244]. The voice coils actuate mirrors that deflect
the 1064-nm light into beam blocks and give full extinction of the ODTs. We drive the
AOMs at RF frequencies offset from each other by 5 MHz and alternate between using
the +1 or −1 diffraction order to minimize interference effects between the ODT beams.
An amplified JQI DDS v4.0 is the RF source for each AOM. Each trapping beam is
separated in frequency from all the others by at least 10 MHz and the polarizations of






















Figure 3.6: The 1064-nm laser breakout breadboard. The IPG fiber laser output (left) is split into four
arms to supply power to each of the main pancake trap, cross pancake trap, vertical lattice, and horizontal
lattice. AOMs offset the laser frequency between the traps to prevent heating of the atomic samples due to
interference effects.
the experiment to further minimize interference.19 Despite an angle-cleaved AO crystal,
the AOM-AF series AOMs generate a back-reflected acoustic wave during operation. The
back-reflection mixes a 50-dB suppressed ∓1 order beam into the ±1 order output of each
AOM. The unwanted order can interfere with other ODT beams at the experiment and
drastically reduce the lifetime in a crossed dipole trap (see Figure 3.7). By offsetting each
AOM’s RF drive by 5 MHz, we ensure that the atomic sample cannot respond to the any
interference patterns created by the opposite order light.
We fiber couple the dipole trap light to the experiment with SM LMA optical fibers
(Coastal Connections S-FAmkFAmk-10nx/130/3-7.6). These fibers are significantly less
expensive than the photonic crystal fibers used elsewhere in the JQI and can withstand
up to 10 W of power in their core. The primary disadvantage of the LMA fibers is that
the fiber cladding alone is a multimode wave guide, so finding the core-guided mode
19We have used polarizing beamsplitters on the far side of the chamber to estimate that the polarization















Main Pancake AOM Frequency (MHz)
Figure 3.7: Atom number after a 2 s hold in the crossed dipole trap as a function of main pancake AOM
drive frequency. The black arrow indicates the cross pancake AOM drive frequency. The main and cross
pancake beams are nominally detuned from each other by 80 MHz. The data suggest that a back-reflected
acoustic wave couples a small amount of opposite diffraction order light from each AOM to the experiment.
We confirmed this hypothesis by heterodyning the fiber-coupled light for the dipole beams.
during initial alignment can be challenging. The IPG laser output has M2 ' 1, so we
routinely achieve fiber coupling efficiencies ' 80%. At the LMA fiber output, each dipole
beam is polarized with a Glan laser polarizer (Thorlabs GL10-C26). With the IPG power
set to 15 W, the {main pancake, cross pancake, vertical cross, horizontal lattice} beam
contains {4 W, 2.5 W, 1 W, 1 W} after the polarizer. The vacuum chamber optics for all
the dipole beams can be seen in Figure 3.8 and Figure 3.9. We pick off a fraction of each
dipole beam with either a backside-polished laser line mirror (Thorlabs NB1-K14-SP) or
an AR-coated wedged window (Thorlabs WW11050-C14) and focus it onto an InGaAs
PD (Thorlabs DET10C). Assuming the beam sampler’s Jones matrix is proportional to
the identity (i.e. the beam sampler’s reflectivity is polarization independent), then the
PD current is a measure of the full beam power. We convert the PD current to a voltage
(with either a 1-kΩ or a 5-kΩ resistor) and use it to stabilize the dipole beam power via
feedback to the AOM RF power from a PID 2.5.2. The typical amplitude of short-term
intensity fluctuations is . 1% when the dipole beams are intensity locked.20 However,
20We have not yet performed a spectrum analysis of these fluctuations, but the locking bandwidth is
typically ' 20 kHz. Out-of-loop PDs have only recently been installed on all the ODT beam paths. Analysis
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the long-term fluctuations (timescales ' 1 day) in the intensity lockpoint are ' 10%. We
investigated several potential sources of these drifts related to the intensity locking optics
and PDs, but none of these appear to be responsible. The most likely culprit is temperature
instability in either current-to-voltage conversion resistor or the input offset trimpot in the
PID. Although the long timescale drifts in laser intensity have not yet been an impediment
to experimental progress, the resistors and trimpots should be replaced when the next
version of the JQI PID is finished.
3.1.4.2 445-nm Laser System
The current goal of the strontium experiment is the realization of a uniform potential
for alkaline-earth-metal atoms. We have added a dynamically-shapable, blue-detuned
ODT to the apparatus in order to achieve this goal and increase experimental flexibility.
The light source for the blue-detuned trap is a multimode, high-power, 445-nm laser diode
(Casio M140). A DMD evaluation board (Texas Instruments DLP Lightcrafter 3000)
provides dynamic shaping of the potential. The DMD is a 608×684 array of 7.6 µm pitch
aluminum mirrors that is controlled by a Linux processor embedded on the Lightcrafter
evaluation board. Each mirror’s tilt can be switched between +12° and −12° relative to
the DMD chip normal. The Lightcrafter memory can store up to 96 1-bit depth BMP
images, which we create using Matlab.21 The "new" SetList v1.6.0 cycle control software
(see Section 3.5) loads the image patterns to the DMD and controls image display timing
with a TTL trigger.22 The maximum frame rate of the DMD depends of the number of
images in the pattern sequence. Sequences with ≤ 24 images fit inside a single buffer on
the DMD, allowing frame rates up to 4 kHz. Longer sequences require multiple buffers,
limiting the frame rate to 1.6 kHz. Once the ultracold gases have reached degeneracy, the
of fast intensity fluctuations will proceed when we can borrow a low-frequency spectrum analyzer.
21The image bit depth is not a limitation because we are using monochromatic illumination.
22The forthcoming version of Setlist will use a Matlab, rather than a Lua, function parser. This will allow
us to integrate image creation directly into Setlist.
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Figure 3.8: The vertical dipole trapping and imaging optics. The vertical MOT beams, a 707-nm repump
beam, two 1064-nm dipole trapping beams, and the vertical probe beam are combined above the chamber
using polarizing and dichroic beamsplitters. The laser beams are separated underneath the chamber in a
similar manner and the MOT beams are retroreflected (by optics that are not shown). The loose vertical
cross helped to produce our first 86Sr BECs, but we discontinued its use once the horizontal cross pancake
beam was added to the apparatus and its input fiber is currently disconnected on the laser side. A liquid
crystal variable waveplate (Meadowlark Optics SRC-200-IR2) allows either of the vertical cross beams to
be adiabatically deformed into an optical lattice.
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Figure 3.9: The horizontal dipole trapping and imaging optics. Dichroic beamsplitters combine 445-nm,
461-nm, and 1064-nm beams on the left side of the chamber to overlap dipole trapping beams and probe
light at the atoms. Future input points for OSG beams and a clock laser are indicated. The 445-nm laser



















 Error Function Fit
Figure 3.10: The USAF 1951 test pattern imaged with the DMD relay imaging system and error function
fits to 50-pixel wide slices through the indicated pattern feature in the inset (see Section 3.2). Error bars
represent the standard deviation of the pixels within the slice. By counting the width in pixels of group 7,
element 1 (inset, top left), we estimate the magnification, in this test setup, to be 10.87(32). The uncertainty
in the magnification represents a 1 pixel uncertainty in the separation of a line pair.
trap frequencies of the 1064-nm dipole traps are. 100 Hz, so even the lower of the DMD
frame rates enables adiabatic deformation of the potential.23
Quasi-uniform trapping potentials require rapid spatial changes in the magnitude
of the confining potential near the trap edge (and the minimization of such changes near
the trap center) [226, 245, 246]. In our case, the strength of the trapping potential is
proportional to the optical intensity. Sufficiently large intensity gradients are attainable
with the complementary approaches of high optical resolution and intensity. When cooled
to 14 °C, the Casio LD supplies up to 1 W of power at 443.5 nm with a spectral width
' 1 nm.24 The optics for the blue-detuned ODT can be seen in Figure 3.9. To prevent
any resonant ASE (near 461 nm) from reaching the degenerate gas, we send the blue
dipole beam through an optical bandpass filter (Chroma Technology ZET436/20x, cutoff
λ ≈ 446 nm). A wedged window (Thorlabs WW41050-C6) at near normal incidence
samples the beam after polarization by a Glan Laser polarizer (Thorlabs GLB10). We
23Assuming that suitable grayscale control of the potential has been implemented on the DMD via half-
toning or holography. If instead the DMD has only binary control of the potential, we would require the
trap frequencies to be much larger than this frame rate.
24With the laser at full output power, the Thorlabs TCLDM9 LD mount and ITC4005 temperature
controller can only maintain this temperature if the LD turns off for several seconds during bMOT loading
or between experimental cycles.
73
detect the sampled power with a Si PD (Thorlabs DET36A) and use the PD signal to lock
the laser intensity using feedback to the LD current from a Newport LB1005 PI controller.
A solenoid shutter gives us slow digital control of the blue-detuned beam and displaying
a black image on the DMD extinguishes the light at the atomic sample on a time scale
similar to the DMD frame rate. Two mirrors align the dipole light onto the DMD at an
angle of incidence of 24° so that the +12° tilted micromirrors reflect the beam at normal
incidence. Due to the small spatial extent of the micromirrors, the DMD is a diffractive
optical element, so the reflected (0th-order) beam typically contains only . 25% of the
incident power.25 We initially planned to fiber couple light from the LD to the DMD with
an SM fiber to improve spatial mode of the 445-nm beam incident to the DMD. However,
the multispatial mode of the LD output prevented efficient fiber coupling, which forced us
to transmit light to the DMD in free space.
To make a blue-detuned dipole trap, we relay-image the DMD onto the atomic
sample (see Table 3.2 for a list of lenses used in the forward blue dipole system).26 The
relay imaging system was designed to have a 10× demagnification and a diffraction-
limited Airy PSF radius of 2.5 µm. The large demagnification increases the intensity
of the ODT beam by ∼ 100× and means that each resolution-limited spot contains light
from approximately 51 micromirrors, so we can achieve nearly continuous grayscale
control of the trap shape (at fixed depth) via half-toning [247]. We characterized the relay
system by using it to image a USAF 1951 test target onto a CCD camera with 2.5 µm
pixels (Point Grey FL3-U3-32S2M-CS). Figure 3.10 shows the results of this test. We
can estimate the resolution and magnification of the imaging system from the number
of line pairs per mm of the largest unresolved feature group and by counting the pixel
width of a line pair, respectively. However, this method for determining the resolution
25Even when the 445-nm LD is operating at low power, there can be appreciable light anywhere in the
2π steradians that have a line of sight to the face of the DMD chip. Beware!
26This imaging system was named to distinguish it from the reverse blue dipole imaging system, which
uses some of the same optics for a different purpose.
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is inherently subjective, and better results can be achieved by fitting the edge of a test
pattern feature with a Heaviside theta function convolved with a Gaussian approximation
to the PSF − i.e. a Gaussian error function (see Table 3.3 for a summary of the results and
Section 3.2 for a more detailed explanation of the analysis). The Airy radius along the
~x (~z) axis of Figure 3.9 is 2.6(2) µm (3.9(2) µm). The difference in resolution between
the two directions is due to astigmatism.27 Dynamically-shapeable traps have a variety of
uses, but in order to study SU (N )-symmetric Hamiltonians, a box-like potential with the
smallest possible spatial extent is desirable (see Section 1.2). The current relay system’s
resolution will likely restrict the size of a uniform potential to be & 10 µm. If this line of
research is still active when the experiment moves to its new home in the PSC, a higher
resolution system should be implemented (perhaps using the method of [248]).
A useful dynamically-shapable trap must be substantially deeper than the chemical
potential of the degenerate gas that it is intended to confine. The intensity of the dipole
trapping beam at the atoms and the real part of the AC polarizability of strontium at
443.5 nm set the trap depth. Assuming uniform illumination of the DMD, the average
intensity inside a resolution limited spot is








608 × 684 × (7.64 µm)2
≈ 0.7 W/mm2. (3.1)
An optical power, P, reflects off a DMD with area, A, and propagates through an imaging
system with magnification 1/M (see Section 3.2 for discussion of the magnification
measurement). The diffractive nature of the DMD and losses in the imaging system allow
only a fraction, f , of P to reach the degenerate gas. Only 25% of P diffracts into the 0th
order and a further 50% is lost before the power can be measured on the far side of the
vacuum chamber, so we can conservatively estimate that f ≈ 1/8. The AC polarizability
of the 1S0 ground state, α1S0 , can be found using the method of [53, 202] and the data
27A deformed mirror is likely the cause of the aberration. Most of the mirrors have been changed between
the test setup and the experimental configuration.
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Table 3.2: The component lenses, data acquisition cameras, and magnification for each imaging system.
The forward blue dipole system images the DMD onto the atoms and the reverse blue dipole system allows
forward system’s objective lens to be used for high resolution imaging of ultracold samples.
Lens Horizontal Vertical Blue Dipole
Forward Reverse
Objective Thorlabs Edmund Optics CVIAC254-250-A 49-390 LAP-200.0-40.0-SLMF-450-PM
Relay 1 − OptoSigma Thorlabs026-1170 AC508-500-A
Relay 2 − Thorlabs Thorlabs ThorlabsACN254-075-A ACN254-050-A AC508-200-A
Eye Piece Thorlabs Thorlabs Thorlabs ThorlabsAC254-200-A AC508-400-A ACA254-200-A AC254-300-A
Camera Point Grey Princeton Instruments − Point GreyFL3-FW-20S4M-C PIXIS Excelon 1024B FL3-U3-32S2M-CS
Measured .898 5.48 11.86 3.85Magnification
from [113]. The maximum trap depth of the blue-detuned ODT is then ' 400 nK, which
is about {8×, 40×, 7×} larger than the chemical potential of the largest {84Sr, 86Sr, 87Sr}
degenerate gases created by the apparatus.
3.2 Imaging Systems
The quantities of interest in ultracold gas experiments are typically the momentum,
position, and internal state (spin) distributions of the atomic cloud. These distributions
and their time dependence can be measured with a variety of spectroscopy and imaging
techniques [17, 169, 218, 249–252]. We have chosen to use near-resonance absorption
imaging on the 461-nm, 1S0 → 1P1 transition for data collection. Absorption imaging
on this transition has the advantage of simplicity, high signal to noise, and high spatial
resolution for a givenNA.The downside of using the 32-MHzwide line is that the hyperfine
transitions in 87Sr are not resolved, which complicates image analysis (see Appendix A)
and prevents simple spectroscopic readout of the nuclear spin state.
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During each experimental run, we acquire three images: an absorption image, F1,
with both probe light and the atomic sample; a bright-field image, F2, with probe light
only; and a dark-field image, F3, that characterizes background light pollution. From these
three images, we can extract the optical depth of the ultracold gas, which can give us
access to all the distributions that we want to measure. Here I will discuss the absorption
technique following the approach of [169]. The images measure the optical depth of
the atomic cloud, Da, and the normalized probe intensity in the object plane, P, but are
effected by several noise sources: S represents scattering of the probe after the object
plane, A is the fluctuating probe amplitude, and B is the noise from all other sources.
The contribution from each noise source, Z , to the signal measured by a camera pixel at
position (x, y) can be treated as an independent random variable, z(x, y). The distribution
function for z(x, y) is Z (z, x, y). Without loss of generality, we can represent z(x, y) using
z(x, y) = z̄(x, y) + δz(x, y), (3.2)
where z̄(x, y) is the mean value of z(x, y) and δz(x, y) is another random variable with
distribution function Z (δz, x, y) = Z (z− z̄, x, y). The counts recorded by the camera pixel
at (x, y), in the image Fi, can be expressed in terms of the optical depth, probe intensity,
and noise terms as
F1(x, y) =a1(P(x, y)e−Da (x,y) + s1(x, y)) + b1(x, y),
F2(x, y) =a2(P(x, y) + s2(x, y)) + b2(x, y),
F3(x, y) =b3(x, y),
(3.3)
where Da (x, y) is the optical depth of the ultracold gas at (x, y), P(x, y) is the probe
intensity (normalized such that
∫
P(x, y)dxdy = 1). si (x, y), bi (x, y), and ai are sampled
from their underlying distribution functions (S(s, x, y), B(b, x, y), and A(a), respectively).
Note that we are neglecting fluctuations in P that could occur between F1 and F2. The
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optical depth of the atomic cloud measured by the pixel at (x, y), Dm(x, y), is
Dm(x, y) = − ln
[ F1(x, y) − F3(x, y)
F2(x, y) − F3(x, y)
]
= − ln
[ a1(P(x, y)e−Da (x,y) + s̄(x, y) + δs1(x, y)) + δb12(x, y)




In deriving Equation 3.4, we have used Equation 3.2 and taken δbi j (x, y) = δbi (x, y) −
δb j (x, y). The technical noise terms are small for our imaging systems, so Dm(x, y) ≈
Da (x, y). We can find the leading-order correction to Dm(x, y) by expanding the argument
of the logarithm of Equation 3.4 in a Taylor series,




1 − e−Da (x,y)




where, for simplicity, we take a = a1 ≈ a2, δ b(x, y) = δ b12(x, y) ≈ δ b23(x, y), and
δs(x, y) = δs1(x, y) ≈ δs2(x, y). The approximations for the random variables are valid
because the images, Fi, are taken in rapid succession and therefore the random variables
are correlated. Equation 3.5 shows that the sensitivity of absorption imaging to Da rolls
off exponentially with Da due to the imperfections of the imaging system. Formally, the
response, dDm, of measured optical depth to a change, dDa, in the actual optical depth is
given by
dDm(x, y) = dDa (x, y)
(
1 − K (x, y)eDa (x,y)
)
, (3.6)
where K (x, y) represents the fraction in the argument of the logarithm in Equation 3.5.
There are three imaging systems currently implemented on the apparatus: a low-
resolution, horizontal system that we use for TOF imaging of the MOTs and high temper-
ature gases in the ODT; a high-resolution, vertical system that we use for both TOF and
in-situ imaging of optically trapped samples; and a high-resolution, horizontal imaging
system (the reverse blue dipole path) that will eventually be used to measure spin state
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Figure 3.11: Imaging resolution tests for the horizontal, (a), and vertical, (b), imaging systems using the
USAF 1951 test pattern. The left and right graph in (a), (b), show error function fits to 10-pixel, 50-pixel,
wide slices through the pattern feature indicated in the inset.
tion camera for each imaging system. Flea cameras from Point Grey have a small form
factor with reasonable quantum efficiency (from 30% to 50%, depending on the sensor)
and dark counts (typically ≤ 30 counts for a 12-bit DAC). The Flea cameras can also be
dropped-in for temporary imaging or alignment tasks. The PIXIS provides high quantum
efficiency (for high-magnification imaging), low dark counts, and low readout noise. We
find the imaging magnification by observing the effect of gravity on the rMOT, or ODT,
in TOF (horizontal and reverse blue dipole) and measuring the TOF separation of a BEC
diffracted by an optical lattice (vertical). The forward blue dipole imaging magnification
was measured in situ by observing, with the vertical imaging system, the size at the atoms
of a known pattern on the DMD.
The key performance metrics for the imaging systems in our experiment are the
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resolution and point-spread function (PSF). There are two criteria, due to Rayleigh and
Sparrow, for assessing the resolving power of an optical system [253–255]. The Rayleigh
criterion says that two point-like objects are resolvable if the second object’s Airy diffrac-
tion pattern in the image plane is centered on the first null in the Airy pattern of the first
object. The Sparrow criterion posits that the two objects can be resolved when the distance
between them is equal to the FWHM of the central peak of the imaging system’s PSF.
We evaluate the resolution of each imaging system using a USAF 1951 test target (see
Figures 3.10 and 3.11). An imaging system’s PSF can be approximated as a Gaussian
with 1/e2 width w, g(x,w), and the change in optical intensity in the object plane across
the edge of a test pattern feature is proportional to the Heaviside theta function, Θ(x). The
resulting optical intensity in the image plane is
A1 + A2(g ∗ Θ)(x) = A1 + A2
∫ ∞
−∞
g(x′,w)Θ(x − x′)dx′ = A3 + A4 erf(x,w) (3.7)
where {A1, A2, A3, A4} are constants and erf(x,w) is the Gaussian error function. By
fitting slices through a square pattern in the test images with Equation 3.7, we can find the
Gaussian approximation to the PSF of each imaging system. The FWHM of the Gaussian
PSF gives a Sparrow resolution for the imaging system. The width of the Gaussian
approximate PSF and the position of the first null, x0, in the Airy PSF of an imaging
system are related by
x0 ≈ 0.529 × 3.8317 × w. (3.8)
The first numerical factor in Equation 3.8 converts the Gaussian width to the characteristic
width of the Airy function and the second factor relates the Airy width to the location of
the first null. The Rayleigh and Sparrow resolutions for all the tested imaging systems
can be found in Table 3.3. Because the objective for the blue dipole imaging system was
already installed on the apparatus, the reverse blue dipole imaging system resolution has
not been tested.
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Table 3.3: The Rayleigh (for an Airy PSF) and Sparrow (for a Gaussian PSF) resolutions for all three imaging
systems. I extracted the resolutions using the error function fits to the USAF test patterns in Figure 3.10
and Figure 3.11. The quoted resolution uncertainties were calculated using the 1σ uncertainty in the fitted
error function width. The horizontal and vertical systems were tested with 461-nm light, while the blue
dipole system was tested at 445 nm. The resolution tests did not include a viewport, but simulations of the
higher resolution systems in Zemax suggest that the vacuum chamber viewport should marginally improve
the imaging resolution.
Imaging Rayleigh Sparrow
System Row Column Row Column
Horizontal 16.0(8) µm 11.3(9) µm 13.1(7) µm 9.3(7) µm
Vertical 4.3(4) µm 4.8(6) µm 3.6(3) µm 4.0(5) µm
Blue Dipole 2.6(2) µm 3.9(2) µm 2.1(2) µm 3.2(2) µm
There are several potential technical issues that can affect the imaging performance.
The first is image blurring during the integration time, ∆t, due to the 461-nm photon
recoil velocity, vrec ≈ 9.8 mm/s. Given that the transition decay rate, Γbl , sets an upper
limit on the photon scattering rate, the root-mean-square blur is rrms = vrec
√
Γbl ∆t3/3 '
0.08 × (∆t/µs)3/2 µm, which suggests that we restrict the imaging time to . 10 µs for
' µm resolution imaging. The second potential issue is saturation of the atomic transition
by the probe beam, which causes bleaching of the ultracold gas and can reduce S/N . We
can relate the measured optical depth, Dm(x, y), to the resonant, unsaturated optical depth,
Drs (x, y) = ñ(x, y)/σ88 (see Appendix A), through the susceptibility [256, 257] and find
Drs (x, y) = Dm(x, y)(1 + 4∆2 + s(x, y)). (3.9)
∆ is the laser detuning in units of Γbl and s(x, y) is the local saturation parameter,
I (x, y)/Isat . The bright-field image contains I (x, y) in units of counts per pixel, which
we can convert into units of Isat with knowledge of two quantities: the imaging-system
magnification, and the system’s detection efficiency in mW/count (i.e. the total quantum
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efficiency of the imaging system).28 We can obtain the latter by irising the probe beam
until it is fully collected onto the camera and then measuring the probe power as it
enters the chamber with a trusted power meter. A third issue is differential mechanical
vibration of the optomechanical elements of an imaging system. If the relative motion
has a characteristic frequency that is incommensurate with the imaging frame rate, fringes
can appear in the processed absorption image. The best ways to eliminate this issue are
to increase the mechanical stability of the system, increase the frame rate, or decrease
the level of background vibration.29 For a sufficiently large data series, the associated
bright-field images are a representative sample of the space of all possible probe beam
images (for the given configuration of the apparatus). We take a random subset of the
bright-field images (usually 20 − 30) and create an orthonormal (albeit incomplete) basis
for the space of probe images using a Gram-Schmidt process.30 The probe beam intensity
profile in the absorption image can be reconstructed by projecting the atom-free region
of the image onto the orthonormal basis. This method removes most high-amplitude or
low-frequency fringes from the processed absorption image. Fitting to the basis is slow
and making the basis from a time-ordered subset of bright-field images can create fringing
in the processed image, so we only use an orthonormal basis in post-processing and not
during live data acquisition.
We use a multistep procedure to fit our absorption images with Equations 1.26
and 2.17. We begin by calculating the background noise level, δbg, using a region of the
image that contains no atoms. The uncertainty, δDrs (x, y), in the extracted optical depth,
Drs (x, y), of the strontium gas grows exponentially with Drs (x, y) (see Equations 3.5
28I (x, y) is given by a2(P(x, y) + s2(x, y)) (see Equation 3.3), so this correction is accurate only when
s2(x, y)  P(x, y).
29For our apparatus, the dominant source of mechanical noise is airflow from the HEPA filters above
the vacuum chamber, some of which have a line of sight to the optics. In the new PSC lab space, the
approximation to laminar flow is substantially better.
30The experience of the ErNa (née Na) experiment suggests that a complete basis requires ' 500 bright-
field images. This number is substantially less than the number of pixels because the space of all possible









Figure 3.12: A 3D model of the vacuum chamber for the experiment with the major sections indicated.
The ~B field generating coils, plumbing connections, elevated optical breadboards, and oven supports are not
shown.
and 3.6), so
δDrs (x, y) ≈ δbgeDr s (x,y)/CD, (3.10)
where CD is an empirically estimated cutoff. For images with a maximum optical depth
. 2, we take CD = 1. Optical depths > 2 are systematically underestimated due to
technical noise and we take CD ' 3 when we want to fit to these high optical depths (see
Equations 3.5 and 3.6). We use Equation 3.10 to weight our fits to the absorption image.
We fit Gaussians to the gas to create initial guesses for the column density ñ(x, y). The
guesses for the distribution of the cloud are then used to generate initial parameters for a
fit to Equation 1.26 or Equation 2.17.
3.3 Vacuum System
Ultracold neutral atom samples are extraordinarily delicate due to their low temper-
ature and the shallow depth of typical confining potentials. As such, quantum degenerate
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gases can only be produced in UHV or XHV environments. Because strontium only
begins to have appreciable vapor pressure when it is heated above 300 °C, the design of
a vacuum chamber that contains both a high-flux atomic source and a UHV region is
nontrivial. Our vacuum chamber achieves these conflicting goals by separating the atomic
beam source from the science chamber with several stages of differential pumping. The
differential pumping tubes divide the chamber (shown in Figure 3.12) into three sections:
the atomic-beam source, the transverse-cooling stage, and the science chamber.
An oven with a microcapillary array nozzle, based on the design in [258],31 is
our atomic beam source. Two custom ex vacuo heaters (Mellen Company Inc. 11C-
2403.5-TC and 11C-1302-TC) stabilize the nozzle and atomic reservoir temperatures to
650 °C and 600 °C, respectively, during experimental operation. We reduce the nozzle
and reservoir temperatures to 250 °C and 100 °C, respectively, when the experiment
is idle. Water-cooled brass blocks dissipate excess heat from the oven and keep the
remainder of the vacuum system at a reasonable temperature. Because these blocks are
cooled by house water, which has an effectively infinite reservoir, a flow switch (Proteus
0100C110) interlocks both the heaters and two electronic water valves to reduce the
severity of any floods.32 A pneumatically-actuated flag can shutter the atomic beam
during an experimental cycle, to reduce collisions with the ultracold gas and prevent
strontium buildup on the Zeeman slower viewport. A 75 L/s ion pump (Gamma Vacuum
75S-CVX-6S-SC-220-N)33 maintains a pressure ' 6×10−8 Torr when the oven is hot and
' 4 × 10−10 Torr when it is idling. These pressures are measured with a Varian UHV-24
ion gauge and they are typically one order of magnitude lower than the pressure implied
by the ion pump current. The beam source section of the chamber can be isolated with
31This nozzle was installed on Christmas eve, 2015. The prior nozzle was also a microtube array, but the
capillaries were secured with a high-temperature vacuum-compatible metallic epoxy. As we should have
expected, the epoxy was unequal to the 650 °C temperature of the nozzle and its outgassing may have caused
the slow poisoning of the oven section ion pump.
32We seek to prevent a repeat of the great RbYb flood of 2010.
33All our ion pumps accidentally have 220 V heaters.
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a manual gate valve, which allows us to vent and open this section to replenish strontium
or replace the ion pump while maintaining UHV in the remainder of the chamber. The
atomic beam exits this region of the chamber through a pair of 0.25" diameter, 3" long
differential pumping tubes.
A transverse-cooling stage increases the atomic flux into the science chamber. A
small, 6-way cross gives us optical access along the directions perpendicular to the atomic
beam. By inserting light detuned to the red of the 1S0 → 1P1 resonance, we can reduce
the divergence of the atomic beam with 2D Doppler cooling. This decreased divergence
increases the atom number in the bMOT by a factor of three. The distance between
the oven nozzle and the two-dimensional-cooling zone is d ≈ 35 cm. Other strontium
degenerate gas experiments place the Doppler-cooling region much closer (d ' 10 cm) to
the atomic beam source [53, 182]. We added several viewports to the atom source during
the oven changeover in the winter of 2015 because we suspected that the position of our
transverse-cooling stagemight adversely affect the atomic flux. The full, two-dimensional,
Doppler-cooling stage could not be moved into the atom source section of the chamber
due to the position of the atomic beam shutter. We split the Doppler-cooling stage so that
horizontal atomic beam collimation occurs in the atom source section of the chamber and
vertical collimation occurs in the transverse-cooling stage. The split-cooling configuration
marginally improved the atom number compared to the original two-dimesional-cooling
setup (the rMOT atom number was increased by ≈ 15%). The horizontal Doppler-cooling
beams cause heating in the vertical direction, which may be sufficient for atoms to be
skimmed from the atomic beam by the differential pumping tubes before the excess heat
can be removed by the vertical cooling beams. Switching the position of the beam shutter
and the vertical cooling would eliminate this issue and potentially further increase the
atomic flux.34 The transverse-cooling stage is pumped by a 75 L/s ion pump (75S-CVX-
34We do not plan to test this hypothesis, since the next generation of the experiment will use a commercial
strontium source from AOSense, Inc.
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6S-SC-220-N), which sustains a pressure of ' 6 × 10−10 Torr when the oven is hot and
' 1.5 × 10−10 Torr when the oven is idling. A single differential pumping tube and a
pneumatic gate valve isolate the transverse-cooling stage from the science chamber. The
gate valve closes automatically in the event of a power outage.35
The science chamber is a Kimball Physics spherical square attached to a 6-way
cross pump body. The pump body incorporates a 75 L/s ion pump (75S-CVX-6S-SC-
220-N), a titanium sublimation pump (VGScienta ST22 controlled by SPC8), a RGA
(MKS Instruments e-Vision2), and an ion gauge (Varian UHV-24P). The presence of the
pneumatic gate valve at the far end of the Zeeman slower tube enables independent venting
of the science chamber.36 Custom reentrant viewports on the top and bottom flanges of
the spherical square allow coils to be placed close to the atomic samples.37 All viewports
have a custom AR-coating from Spectrum Thin Films (laser line at 461 nm and 689 nm
plus broadband NIR).38 The 2.75" and 4.5" viewports were installed with custom washers
that allow Thorlabs cage system components to attach directly to the vacuum chamber. A
band heater (TEMPCO MBH00162) keeps the Zeeman slower beam’s sapphire entrance
viewport at 150 °C to reduce strontium deposition. Even when the viewport is hot, the
pressure in the science chamber is . 5 × 10−11 Torr (the measurement is limited by local
heating of the chamber by the ion gauge). The ion pump is capable of maintaining this
pressure without the assistance of the TSP (multiple TSP firings were necessary to initially
lower the pressure from ' 1 × 10−10 Torr). However, we run the TSP about once every
year to ensure that the controller is still operating. This yearly TSP firing usually affects
the pressure at the level of 1 × 10−12 Torr, which is similar to the background variation in
35These are more frequent than one would expect. The ion pumps are all connect to a UPSwith a' 9 hour
battery life. A pressurized air bladder, which is periodically refilled by a compressor, actuates the gate valve
and beam shutter.
36Fortunately, this feature has not been necessary.
37Due to a fabrication error, the reentrant viewports block optical access from the 1.33" flange viewports.
We have replacement viewports on hand that will be installed on the next generation of the apparatus.
38We do not think this coating is very high quality and are now using a wider band custom coating from
Cascade Optical Corporation on all new viewports.
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the ion gauge reading.
3.4 Magnetic Field Coils
The initial confinement and cooling stages of ultracold alkaline-earth-metal atom
experiments require spatially varying magnetic fields with magnitudes ' 100 gauss. For
our experiment, the stages that require magnetic fields are a Zeeman slower, the bMOT,
the metastable reservoir, and the rMOT. In principle, the necessary magnetic fields for
some [259–263] of these steps could be provided by permanent magnets, but we generate
all fields with electromagnetic coils for greater flexibility.
The Zeeman slower is a multilayer, variable-pitch "spin-flip" design with three coils:
a positive slower coil, a negative slower coil, and a compensation coil [1, 193, 264].39 A
laser beam detuned from the 461-nm transition by −605 MHz counter-propagates with the
atomic beam and slows the constituent atoms when the Doppler shift brings the laser into
resonance. An ideal slower coil produces a Zeeman shift that exactly compensates the
Doppler shift along its length to maintain a constant average scattering force, 〈~Fs〉, from
the 461-nm beam. The magnetic field profile that produces this compensation is
~Btarg (x) = (Bsqrt
√
x/x0 − 1 + B0) x̂, (3.11)
where x0 is the slower exit position, Bsqrt is the magnetic field scale factor, B0 is the
magnetic field offset, and the origin for x is located at the bMOT center position (see
Figure 3.13). The linewidth, Γbl , and wavevector, ~kbl , of the 1S0 → 1P1 transition set an
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Figure 3.13: Calculation and measurement of the Zeeman slower field profile. Top: The calculated and
desired acceleration profiles for the Zeeman slower (left axis). Middle: Calculated, desired and measured
magnetic field profiles for the slower (left axis) with the difference between calculated and measured fields
shown below. The measured profile had to be scaled by a factor of 62.5×, rather than the expected factor
of 50×, to achieve good agreement with the calculated profile. We believe that the discrepancy is due to
poor calibration of the gauss meter (see text). Top and Middle: The residuals at each step in the calculation
are divided by the allowed error (right axis). Bottom: the position of each turn in the positive (red circles),
negative (blue triangles), and compensation (red diamonds) coils as it crosses the xz-plane (see Figure 3.9)
above the slower axis.
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In practice, the available laser intensity, I, limits the maximum atomic deceleration below
~amax because, on resonance, 〈Fs〉 ∝ s/(1+ s), where s = I/Isat is the saturation parameter
of the 461-nm transition and Isat ≈ 40.3 mW/cm2. Our Zeeman slower is designed to
achieve a constant deceleration of ~atarg (x) = 0.4amax x̂, corresponding to s = 2/3, over a
length ' 25 cm.
An iterative procedure, written in Igor pro by C. Herold and I. Spielman for Rb
experiments, optimizes the design of the slower. I extended the program to handle a
more generic coil configuration and to permit easy "by-hand" manipulation of the coils
for making initial guesses. The iterative optimizer stretches and compresses four random
turns from the positive or negative current coils for better replication of an ideal slower
profile (it also adjusts the current in each coil section). Because we ultimately care about
the consistency of the acceleration, the optimizer alternately compares the configuration’s











to their target forms. The square deviation of the calculated and target fields is calculated
at each point (' 15 samples/cm) and is divided by the square of the position-dependent
allowed error (see Figure 3.13), which prevents unphysical changes in the field profile
from spoiling fit convergence.40 If the new coil configuration has a lower total deviation
than the old coil configuation, the optimizer retains the new configuration and updates the
residuals. With a reasonable initial guess for the coils, the program produced an acceptable
set of coil positions after about 1000 iterations and calculated the drive currents in the
40Note that the allowed error is determined empirically. I adjusted its value in the wings to improve the






















Figure 3.14: Left: the calculated (solid line) and measured (open circles) axial magnetic field profiles for
the MOT coils at a drive current of 1 A. The spacing between the MOT coils was 7.925 cm. The measured
profile had to be scaled by 1.25 to achieve quantitative agreement with the calculation (see text). Right: The
calculated magnetic field profiles for the vertical shim coil (solid red) and the horizontal shim coils (dashed
olive) at the maximum drive current of 6 A.
{positive, negative, compensator } coils to be {I+, I−, Ic} = {35.8 A,−29.0 A, 61.4 A}.41
The calculated acceleration and field profiles, as well as the associated coil positions,
are shown in Figure 3.13. We constructed the slower by wrapping 0.427 cm wide,
kapton-coated, square tubing (from Small Tube Products with coating provided by S&W
Wire Co.) onto a 1.51" diameter aluminum form. I then measured the field profile at
2% of the design current with a Hall probe. There is qualitative agreement between
the calculation and measurement, but quantitative agreement was only obtained with a
62.5× scale factor (rather than 50× as expected, see Figure 3.13). Three sources of the
discrepancy immediately present themselves: imperfect wrapping of the slower coils,
inaccurate currents from the test supplies, and poor calibration of the Hall probe. The
currents from the bench supplies that I used are only accurate at the 10% level. This
inaccuracy in the supply currents can account for some small kinks that are visible in
the plot of the magnetic field residuals (near the changeover from the positive to the
41Experimental optimization of the bMOT, and the transfer into the rMOT, yielded somewhat different
currents: {I+, I−, Ic } = {39.5 A,−32.0 A, 32.1 A}
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negative coil) in Figure 3.13, but not for the overall difference in scale. There are three
reasons I believe that the Hall-probe calibration is the primary culprit (and not errors in
the calculation or winding of the slower). First, the Hall probe is old and I did not test it
against a known reference. Second, the MOT coils were designed using an independent
method and their axial field was measured, using a current source with higher precision,
by the experiment’s first undergraduate researcher, P. McKenna (see Figure 3.14). The
only commonality between the MOT coil and Zeeman slower procedures was the Hall
probe, but the measurements both required rescaling by 1.25× for quantitative agreement
with the relevant calculation. Third, although the experimentally optimized drive currents
are distinct from the calculated values, the difference does not match the 1.25× factor that
we would expect if there were flaws in the coils.
The quadrupole and shimming fields for theMOTs are all simple paired coil designs.
We generate these designs by modeling each turn of a coil as a current-carrying loop and
then summing the magnetic fields from all the loops. The MOT coils were made from
the same tubing as the Zeeman slower, each consisting of 6 layers of 8 turns. The coils
were designed to induce magnetic field gradients of 1.15 gauss/cm/A in the quadrupole
configuration. As I discussed above, the measured field gradient only qualitatively agrees
with the calculation, which is likely due to poor calibration of the Hall probe (see the left
pane of Figure 3.14).42 The installed spacing (9.18 cm) between the MOT coils is slightly
larger than the designed spacing (7.925 cm), so the coils actually produce field gradients
of 0.96 gauss/cm/A. The shim coils each consist of 26 turns of 16 AWG wire. The x- and
y-axis shims have two layers and were wrapped directly onto the science chamber’s 4.5"
Conflat viewports. The z-axis shims have only a single layer wrapped onto the 8" flange
of the reentrant viewports. We have not measured the shim coil fields because the coils
were installed after the chamber was under vacuum. The calculated axial fields for the
42Because we have over-specified power supplies and for the reasons already discussed, we did not







Figure 3.15: The water cooling breakout manifold (left) and the bank of MOSFET current regulators (right).
horizontal and vertical shim coils can be seen in the right pane of Figure 3.14. The vertical
shims create a more uniform field because they are nearer to the Helmholtz configuration
than the horizontal shims.
Commercial power supplies provide the base current source for all coil sets. An
Agilent E3614A drives each shim coil pair. Ramps of the shim current are implemented
via analog voltage control of each Agilent supply’s current output. A Sorensen XG 8-100
or XG 12-70 powers each Zeeman coil and a TDK-Lambda GEN40-125 powers the MOT
coils. The currents for the Zeeman andMOT coils are regulated by PI feedback from a hall
sensor (F.W. Bell CSLM-50LA or CSLM-100LA). The PI control circuit was developed
at the JQI by I. Spielman, S. De, and K. Nelson based on the ideas in the Ph.D. thesis
of K. White [265].43 In our apparatus, each PI controller drives the gate voltages of a
bank of one or two N-type powerMOSFETs (STMicroelectronics STE250NS10),44 which
are connected in series with the regulated coil (see Figure 3.15). The MOSFETs act as
variable resistors and restrict the current flow from the power supply. Several varistors are
connected across each MOSFET to clamp the drain-source voltage at 36 V during current
switching. Efficient transfer of atoms from the bMOT to the rMOT necessitates a rapid
43The circuit schematic can be found in [264] and an updated version, by Z. Smith, suitable for driving
shim coils is available at https://github.com/JQIamo/bipolar-mosfet-board.
44These MOSFETs have been discontinued, but comparable parts are available from IXYS.
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change (tswitch ' 1 ms) in the MOT coil current from ' 50 A to ' 1 A. The measured
inductance, L = 375 µH, of the MOT coils limits the switching speed. This limitation
is particularly important near the end of the current sweep because interaction of the coil
inductance with the PI control loop can lead to ringing. We decrease the switching time by
connecting a snubbing circuit, which consists of a freewheeling Schottky diode and a 5 Ω
resistance, across the MOT coils, forming an LR circuit. When the reverse voltage across
the coil drops to ' 5 V, the snubber exponentially reduces the current with a time constant
' 75 µs. After installation of the snubber, the coils switch 96% of the way from the bMOT
to rMOT operating current in. 250 µs. Some small-amplitude ringing persists at the end
of the current switch, but it is not clear whether the effect is real or due to the overshoot
issues of the F.W. Bell sensors.45
The Zeeman slower, the MOT coils, and the MOSFETs require active cooling to
prevent overheating. We flow chilled water through the square tubing of the coils or
through the aluminum cooling block to which the MOSFET banks are bolted. The current
and water are combined at a manifold positioned next to the vacuum chamber’s optical
table (see Figure 3.15). I modified the current-water breakout tabs to suit our needs from
the design of R. Brown [266]. Because the chilled building water is dirty and has a low
input-to-return pressure differential, we built a closed chilled water loop in the lab. A
Neslab System I I I heat exchanger (P/N: 327004090100) uses the building water to cool a
mixture of distilled water and OptiShield anti-corrosive to 15 °C. The System I I I supplies
water from its reservoir to the manifold at 80 psi. Particulate filters (Swagelok 6S-FF-440)
on the input side of each manifold channel prevent the coils from clogging. Flow switches
on the output side (Proteus 0100C110) interlock the outputs of each coil’s power supply.
The heat exchanger includes a temperature sensor that shuts off its pump when the water
reservoir temperature exceeds 35 °C. This functionality provides an indirect temperature
interlock mediated by the flow switches. Our implementation of the current interlocks is
45These sensors will be replaced with LEM Ultrastab sensors when the experiment moves to the PSC.
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Figure 3.16: Screen capture of a typical experimental procedure as it appears in SetList v1.6.0. The group
column (purple) allows rows to be tagged in and out of the active procedure. User configurable layouts allow
device channels to be hidden or shown in groups based on experimental usage (the ODT channels layout is
visible above).
robust to power cycles (of either the flow switches, power supplies, or heat exchanger) and
loss of house water flow to the heat exchanger.
3.5 Computer Control
Two computers (creatively named Acquisition and Control) govern the experimental
procedure and data acquisition. Control runs the JQI "new" SetList v1.6.0 cycle control
software, which controls a host of commercial and custom hardware peripherals. Acqui-
sition acquires images in Labview or Lightfield and analyzes them in Igor. Figure 3.16
shows a typical SetList procedure (in this case for creating 84Sr Bose-Einstein condensates)
and Figure 3.17 shows the connections between the computers and the peripherals.
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The "new" SetList46 is an object-oriented Labview application that was initially
written by C. Herold, J. Tiamsuphat, and Z. Siegel.47 SetList has been significantly
extended by N. Pisenti, Z. Smith, B. Reschovsky and me since its v1.0.0 release. SetList
has two key advantages compared to its older cousin, both of which result in increased
portability between Labview releases. First, the move to object-oriented Labview allows
for accessible and transparent implementation of controls for new devices. Second,
we switched from standard Labview controls to an interactive text table (the setlist) for
procedure definition. All channels in the table can be grouped and colored to increase
readability. Also, the text format is easily version controlled with a local Git repository.
The setlist is a programming interface for a master device and a theoretically unlim-
ited number of slave devices (see Figure 3.16). At runtime, SetList loads each device with
its own hardware image table of the setlist. Themaster device, in our case a SpinCore Tech-
nologies Inc. PulseBlasterUSB, controls experimental timing. Several of its digital output
channels function as variable frequency clocks for the slave devices, commanding them
to step through their own hardware images. The slave devices in use on the experiment
include National Instruments multifunction DAQ cards, Arduino microprocessors, SRS
function generators (DS345), a Newport linear actuator, and the DMD (see Figure 3.17).
The NI cards provide AO, DO, and AI channels that control a host of analog and digital
devices (e.g. AOM RF drivers, camera shutters, ~B-field coil electronics). All AO and DO
channels are buffered to drive 50 Ω loads and the digital channels are opto-isolated as well.
The Arduino microprocessors give us tabled control over all the JQI DDS v4.0 boards in
the experiment (and will be used to control other devices in the future). We use the SRS
function generators for frequency and amplitude modulation of the RF drive to AOMs.
The linear actuator automatically sets the PIXIS camera position to keep the atomic cloud
in focus and the DMD generates arbitrary trapping potentials (see Section 3.1.4.2).
46So named because it is based on the NIST Laser Cooling and Trapping Group’s "old" SetList.































Figure 3.17: Schematic of the AO/DO cards and peripherals that we use to control the experiment. We
increased the number of PCI slots in Control with a PE3R PCI expansion from Magma. Red dashed lines
indicated clock connections, some of which are omitted for clarity.
The tasks of image acquisition and analysis are split between several programs. Like
many of the JQI ultracold atom groups, we use Igor pro for image analysis. The analysis
scripts were initially written for the RbI, RbII, and RbYb experiments. I modified these
scripts to analyze strontium gases correctly and to be more user friendly.48 I also added
a Gram-Schmidt basis constructor and, in collaboration with B. Reschovsky, several new
fitting routines. Point Grey’s Flea cameras are easily controlled with a Labview VI that
saves raw images to a dedicated disk in Igor binary format. During live image processing,
this VI also controls the Igor scripts via DDE. We use Princeton Instruments’s Lightfield
software to store images from their PIXIS camera. However, Lightfield can only store data
in the proprietary .spe file format, which cannot be read by Igor, and does not natively
acquire data in a manner compatible with the workflow of our typical data runs.49 I
48For example, data series are easily sortable; fit uncertainties are tracked; ROIs can be copied between
series; and data can be automatically reprocessed while allowing user supervision.
49D. Trypogeorgos has informed me that Princeton Instruments now bundles Lightfield with external
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alleviated the first problem by adding a .spe parser to the Labview Flea camera control VI
so that the PIXIS images could be converted to Igor binary. For the second issue, I wrote
a C# plug-in for Lightfield that allows for quasi-continuous, shot-based image readout.50
The interface between SetList, Lightfield, Igor, and the camera control VI is for the most
part harmonious, but short cycle times or complicated fitting routines can desynchronize
Acquisition and Control. The difficulty is the DDE connection between Labview and
Igor, which does not permit the camera control VI to grab new images until Igor finishes
its fitting routine. Our current workaround is to offset fitting from acquisition by one
parameter scan, so that we fit the previous data sequence while we acquire the next. In the
future, it would be useful to implement truly asynchronous data analysis.
libraries and Labview VIs. The workaround I developed would not have been necessary if the external
libraries had been included with our copy of Lightfield.




Chapter 4: Enhanced Magnetic Trap Loading
Our work to improve the atomic flux in order to produce degenerate gases of 84Sr and
87Sr included the investigation of a technique to increase the loading rate of the metastable
reservoir. While we have recently switched our initial trap from a continuously loaded
magnetic trap to a repumped bMOT, the loading rate enhancement that we measured may
be useful to other groups (especially those working with isotopic mixtures). Simulations
of the trap loading dynamics also show that groups that work with atomic calcium should
see greater improvements than wemeasured in strontium. Our measurements also resulted
in the first publication from the apparatus [267], the submitted ArXiv version of which
I reproduce, with some additional editing, in Section 4.1. The published work was a
collaboration between Ben Reschovsky, Neal Pisenti, Gretchen Campbell and me. Ben
and I conceived the measurement procedure (see Sections 4.1.3 and 4.1.4) and I built the
depumping laser optical setup, using a laser diode that was prepared by Ben and Neal (see
Section 4.1.3). Ben, Neal and I collectively acquired all the experimental data presented
in Section 4.1.4 and I developed the rate equation model in Section 4.1.5. All authors
discussed the results and contributed to the editing of my original manuscript. At the end
of the chapter, I discuss several blind alleys that we explored early in the data collection
effort.
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4.1 Publication: Enhanced magnetic trap loading for atomic strontium
4.1.1 Abstract
We report on a technique to improve the continuous loading of atomic strontium
into a magnetic trap from a Magneto-Optical Trap (MOT). This loading enhancement
is achieved by adding a depumping laser tuned to the 3P1 → 3S1 (688-nm) transition.
The depumping laser increases atom number in the magnetic trap and subsequent cooling
stages by up to 65 % for the bosonic isotopes and up to 30 % for the fermionic isotope of
strontium. Weoptimize this trap loading strategywith respect to the 688-nm laser detuning,
intensity, and beam size. To understand the results, we develop a one-dimensional rate
equation model of the system, which is in good agreement with the data. We discuss the
use of other transitions in strontium for accelerated trap loading and the application of the
technique to other alkaline-earth-like atoms.
4.1.2 Introduction
Alkaline-earth-like (AE) atoms have received a great deal of recent interest due to
the distinctive properties of their level structure [64,113]. The largely disconnected singlet
and triplet states in these atoms give rise to forbidden optical transitions, which could form
the basis for an improved time standard [56, 57]. These transitions are also advantageous
in a wide variety of other applications. For example, their low photon-scattering rates
allow for the production of highly-excited Rydberg atoms with reduced decoherence
compared to alkali metals [74]. Magnetic-field-insensitive singlet and triplet levels make
AE atoms attractive for precision measurement and quantum sensing applications [86,88].
In fermionic isotopes, these statesmanifest SU(2I+1) spin symmetry, where I is the nuclear
angular momentum, allowing quantum simulation of Hamiltonians that are inaccessible
with alkali atoms [90, 146, 165]. All of these applications require or benefit from a
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combination of large atom number and short experimental cycle times.
Recent advances in cooling and trapping techniques enabled production of the
first strontium degenerate gases [117, 118, 121–123]. The small negative s-wave scatter-
ing length of the most abundant isotope, 88Sr, hampered initial efforts to create Bose-
Einstein condensates [109,210,268–270]. While the other stable isotopes (87Sr, 86Sr, and
84Sr) possess favorable scattering lengths, their low natural abundance initially prevented
Magneto-Optical Traps (MOT) from collecting enough atoms to reach degeneracy. Fortu-
itously, laser cooling of strontium on the 461-nm line populates a magnetically-confined,
metastable reservoir of atoms in the 3P2 state (see Figure 4.1) [195]. The long lifetime
of this reservoir (typically &10 s) compared to the MOT allows for the accumulation of
sufficient populations of 87Sr, 86Sr, or 84Sr for forced evaporation or sympathetic cooling
of 88Sr [117, 118, 121–123]. The ≈1 µK temperatures attainable with laser cooling on
the 689-nm, intercombination transition (Figure 4.1) lead to short evaporation times to
reach degeneracy. Given the low abundance of the interacting isotopes, the short evap-
oration time means that the reservoir loading time usually dominates the experimental
cycle [118, 122, 123, 131].
Typical Sr degenerate gas experiments first use a MOT operating on the 1S0 → 1P1,
461-nm transition (bMOT) to capture atoms from a Zeeman-slowed atomic beam and cool
them to ≈1 mK. Atoms slowly leak out of the bMOT cooling cycle (1:50,000 branching
ratio) and into the metastable 3P manifold, where they populate the 3P2 and 3P1 states in a
1:2 ratio [60,61]. The bMOT quadrupole field can magnetically trap atoms in the 3P2 state
(the Landé g-factor is gJ = 3/2 for bosonic isotopes, where J is the electronic angular
momentum). Repumping lasers return 3P2 atoms to the ground state once magnetic trap
loading is complete, which, depending on the isotope, can take 30 s ormore [118,123,131].
Loading times are also long for experiments with isotopic mixtures, since the isotope shifts
of the 461-nm transition are on the same order of magnitude as the linewidth [122, 131].


















































Γ/2� ≈ 610 s-1
461 nm
Γ/2� ≈ 30.5 MHz
Γ/2� ≈ 105 s-1
Γ/2� ≈ 210 s-1
Figure 4.1: The low-lying energy levels of bosonic strontium with linewidths and natural decay rates taken
from [60–64]. A Magneto-Optical Trap operating on the blue, 461-nm transition (bMOT) captures atoms
from a Zeeman-slowed beam. Atoms in the bMOT continuously leak into the long-lived 3P2 state, which is
magnetically trapped by the bMOT quadrupole field. Two lasers at 688 nm and 679 nm increase themagnetic
trap loading rate by pumping atoms that populate 3P1 into 3P2. The 679-nm laser and a 707-nm laser return
atoms to the ground state via the 3P1 state once magnetic trap loading is complete. A Magneto-Optical Trap
operating on the red, 689-nm transition (rMOT) then cools the sample to ≈1 µK.
A second stage Magneto-Optical Trap using the 689-nm, intercombination line (rMOT)
cools these atoms to ≈1 µK and facilitates loading into an optical dipole trap. Evaporation
proceeds quickly due to the low initial temperature and degeneracy can be reached in ≈1 s
for most isotopes [131].
Here we present a technique to reduce the reservoir loading time or, equivalently,
increase the atom number for experiments with strontium, as first suggested in [182]. The
method relies on continuous optical pumping of atoms from the short-lived 3P1 state into
the magnetically trapped 3P2 reservoir using the 3P1 → 3S1, 688-nm transition. This
optical pumping greatly reduces the steady-state atom number in the bMOT, but increases
the flux of low-field seeking atoms into the metastable reservoir. Although the 3P2:3P1
branching ratio from the 1D2 state suggests that atom number should be enhanced by a
factor of three (see Figure 4.1), we show that this estimate is incorrect since it does not























9/2 → 11/2 7/2 → 9/2 9/2 → 9/2 7/2 → 7/2
11/2 → 9/2
9/2 → 7/2
Figure 4.2: Measured atom number enhancement as a function of 688-nm laser detuning, ∆688, for all
strontium isotopes. The detuning zero is referenced to 88Sr. For the data shown, the rMOT recaptures the less
abundant isotopes and the bMOT recaptures 88Sr. The depumper saturation parameter was s688 ≈ 35 (≈ 50)
for 88Sr (87Sr,86 Sr,84 Sr) and the 679-nm laser detuning, ∆679, was set to maximize bMOT fluorescence.
We label the fermionic hyperfine transitions with F→ F ′, where F is the total angular momentum quantum
number for 3P1 and F ′ the corresponding quantum number for 3S1. Inset: The detuning-dependent scattering
rate for each transition between 3P1 and 3S1 Zeeman levels, averaged over the volume of a one-dimensional
bMOT with s688 = 1 (see Section 4.1.5). Solid blue curves pump to a 3S1 Zeeman level that can decay to a
magnetically trappable 3P2 Zeeman state, but dashed red curves do not. Asymmetric lineshapes arise in the
atom number enhancement because the dashed red scattering rate curves dominate at negative detuning.
We describe our experimental apparatus in Section 4.1.3 with an emphasis on the
details relevant for the accelerated loading scheme. Section 4.1.4 explains the measure-
ment procedure and results. In Section 4.1.5, we develop a rate equation model and
demonstrate that our data is in agreement with expectations. We also simulate the trap
loading enhancement for several other transitions in strontium and two in calcium. Section
4.1.6 is a summary of our results and give an outlook for future advances.
4.1.3 Apparatus
Our experimental setup is similar to other strontium apparatuses designed for optical
clock and degenerate gas experiments [53, 180–182]. An oven with a microtubule array
nozzle, heated to 600 °C, creates an atomic strontium beam. Two stages of differential
pumping prevent the pressure in the experiment chamber (6 × 10−11 Torr) from rising
while the oven is in operation. The atomic beam passes through a transverse cooling
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stage, which consists of two orthogonal, retroreflected 461-nm laser beams. Each beam
has≈10mWof power, a 1:3 aspect ratio (1/e2 radius of 9mm along the atomic beam axis),
and −10 MHz detuning from the 1S0 → 1P1 transition. The Zeeman slower is a 35-cm
long, multilayer, variable-pitch coil located immediately after the transverse cooling stage.
The Zeeman slower is pumped with ≈48 mW of −600 MHz detuned 461-nm light, which
is focused onto the oven nozzle with an initial 1/e2 radius of 5 mm.
The bMOT has a standard retroreflected, three-beam configuration. Each beam
has a 1/e2 radius of 8 mm, a detuning ∆461 = −45 MHz, and contains either ≈7 mW
(for bosonic isotope data) or ≈9 mW (for 87Sr data) of power. These parameters give
s461 = I/Isat ≈ 0.16 per beam for the bosons and s461 ≈ 0.21 per beam for the fermion.
The quadrupole coil has a vertical axis of symmetry and produces amagnetic field gradient
of 6 mT/cm along that axis during bMOT operation. The bMOT field gradient is sufficient
for magnetically trapping of 3P2 atoms in the low-field-seeking |mJ = 1〉 and |mJ = 2〉
Zeeman sublevels. In our vacuum chamber, the position of two recessed viewports along
the symmetry axis of the coils limits the trap depth for the |mJ = 1〉 state to ≈5 mK. This
limitation is unimportant for us since our bMOT loads ≈1 mK atoms into the magnetic
trap, but it suggests that experiments with larger vacuum chambers may find that a higher
temperature bMOT optimizes magnetic trap loading [182].
Two repumping lasers addressing the 679-nm, 3P0 → 3S1 and the 707-nm, 3P2 →
3S1 transitions are used to return 3P2 atoms in the magnetic trap to the ground state. The
two beams co-propagate with the Zeeman slower beam, share a 1/e2 radius of ≈1 cm,
and contain ≈2.5 mW (679 nm) and ≈4.5 mW (707 nm) of power. For experiments with
the bosonic isotopes, we lock the repump laser frequencies using slow feedback from a
HighFinesse WS7 wavemeter.1 The locking stability is ±5 MHz, which is much narrower
than the observed bosonic repumping linewidth.2 The presence of hyperfine structure in
1The identification of commercial products is for information only and does not imply recommendation
or endorsement by the National Institute of Standards and Technology.












Figure 4.3: N/N0 for 88Sr recaptured in the bMOT as a function of ∆679. The 688-nm laser has s688 ≈ 35
and ∆688 ≈ 30 MHz. We reference the 679-nm detuning to the bMOT fluorescence maximum, indicated by
the dashed vertical line. As shown in the inset to Figure 4.2, the asymmetry arises from detuning-dependent
scattering rates. Transitions to 3S1 Zeeman levels that can decay into the magnetic trap are predominately
blue detuned, whereas red detuned transitions populate levels that decay to high-field seeking 3P2 Zeeman
states.
the fermion complicates repumping on the 3P2 → 3S1 transition. In order to cover as much
of the ≈5.5 GHz hyperfine spectrum of the transition as possible, we modulate the 707-nm
laser frequency at ≈700 Hz. To increase coverage of the hyperfine spectrum further, we
use a second 707-nm laser that we modulate at ≈600 Hz. When optimized, application of
the second laser to the experiment increases the 87Sr atom number by about 10 %. For
the fermionic data, the 679-nm laser is locked to the |3P0, F = 9/2〉 → |3S1, F = 11/2〉
transition (where F = I + J) using the wavemeter.
The linewidth of our 689-nm master oscillator is stabilized below the natural
linewidth of the 1S0 → 3P1 resonance using a Pound-Drever-Hall lock to an opti-
cal cavity (finesse ≈240, 000) [230]. We injection lock a slave laser diode to the
master to obtain sufficient power for trapping (for the fermion, this laser pumps the
|1S0, F = 9/2〉 → |3P1, F = 11/2〉 transition). Dichroic beamsplitters overlap the 689-nm
light for the rMOT with the bMOT beams. In each rMOT arm, the power is ≈3.5 mW
frequency offsets.
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and the 1/e2 radius is 2.5 mm. The quadrupole field gradient switches to 0.16 mT/cm
for rMOT operation. For the first 100 ms of rMOT operation, we frequency modulate
the trapping laser at 30 kHz with a modulation depth of 1 MHz to increase the capture
velocity of the rMOT. Over the next 400 ms, we linearly reduce the modulation depth to
100 kHz while simultaneously ramping the optical power to 100 µWwith a half-Gaussian
temporal profile. In this work, we terminate rMOT operation at this stage (T ≈ 2 µK), but
we can cool further by turning off the frequency modulation and reducing the intensity.
The hyperfine structure of the fermion requires the use of a second slave laser to make
a stable rMOT [36]. A beatnote lock to the master stabilizes the second laser to the
|1S0, F = 9/2〉 → |3P1, F = 9/2〉 line [229]. The second slave laser provides ≈ 800 µW
of light per rMOT beam to the experiment. Aside from the reduction in initial power,
the intensity and modulation ramps are identical to those for the trapping laser. We also
linearly increase the rMOT magnetic field gradient to 0.24 mT/cm during the final 400 ms
of the rMOT when trapping 87Sr to increase the atomic density.
To enhance magnetic trap loading, a 688-nm laser resonant with the 3P1 → 3S1
transition pumps atoms that decay to 3P1 out of the bMOT cycle and into 3P2. We
call this laser the depumper because it makes the bMOT transition less closed. The
depumper is a Littman-Metcalf configuration laser that we built using a laser diode (model
HL6738MG1) that was AR-coated in-house.3 The laser provides up to 2.8 mW of light
to the experiment, which corresponds to s688 = I/Isat ≈ 50. The 688-nm beam enters
the chamber horizontally and perpendicular to the Zeeman slower axis. This beam has a
1/e2 radius w688 = 1.35 mm except where otherwise noted. We stabilize the 688-nm laser
detuning, ∆688, to within ±3 MHz by locking to the wavemeter.
We measure the magnetic trap loading enhancement by interleaving shots with the
688-nm laser on and off. The 679-nm repumping laser closes the 3S1 → 3P0 leak to
3The anti-reflection coating is comprised of two layers, as suggested in [236]: one layer of Al2O3 to
bring the facet coating to λ/2, and a final λ/4 layer of HfO2. The deposition was done via electron beam
evaporation, and monitored in-situ by scanning the diode current across the lasing threshold.
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Figure 4.4: N/N0 for 88Sr recaptured in the bMOT versus s688 and w688, where w688 is the 1/e2 radius of the
depump beam. The standard errors are omitted for clarity, but are . 0.03. The optimal trap enhancement
occurs when w688 roughly matches the 1/e radius of the bMOT and s688 ≈ 1. ∆688 and ∆679 are both
≈30 MHz (corresponding to the maxima in Figures 4.2 and 4.3).
increase the depumper’s effect. This repumping laser remains on during both shots of
a depumper on/off pair of experimental runs, but does not affect trap loading when the
688-nm laser is off since the bMOT does not populate 3P0. After 0.5 s to 30 s of reservoir
loading, an acousto-optic modulator extinguishes the 688-nm beam and optical shutters
open to allow 707-nm light to reach the experiment. Either the bMOT or the rMOT
can recapture atoms from the magnetic trap for detection and imaging. However, rMOT
recapture greatly improves signal-to-noise for 87Sr, 86Sr, and 84Sr, so we use the rMOT
exclusively for recapture of these isotopes. The bMOT recapture stage lasts 100 ms and
rMOT recapture consists of the full rMOT cycle described above. We take an absorption
image after a 1 ms (25 ms) ballistic expansion for bMOT (rMOT) recapture using a
resonant, 10 µs pulse of 461-nm light with I/Isat ≈ 0.04. Numerical integration of the
image yields the atom number for each shot.
4.1.4 Results
We study the magnetic trap loading enhancement as a function of isotope, power,
detuning, and beam size. The enhancement is measured by comparing the atom number
recaptured in the rMOT or bMOT with and without the 688-nm laser. We find that the
depumper’s effect is independent of which MOT we use for atom recapture. The magnetic
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trap loading enhancement is given by the normalized atom number, N/N0, where N is the
atom number with the depumper on and N0 the number with it off.
We investigate the loading enhancement as we scan the depumper across the 688-nm
transition. For this data set, we set s688 ≈ 35 for 88Sr and s688 ≈ 50 for all other isotopes.
The repump laser frequencies are locked to maximize bMOT fluorescence. The magnetic
trap loading time, tload, for {88Sr, 87Sr, 86Sr, 84Sr} is {1.5 s, 10 s, 6 s, 7.5 s} resulting in
typical N0 of {2×107, 5×106, 1×107, 8×105} in the rMOT. Adjustment of the wavemeter
lockpoint allows us to scan∆688. Figure 4.2 shows the depumping spectrum for all isotopes
and hyperfine transitions, the locations of which are in good agreement with [271]. On
average, we observe trap loading improvements of ≈50 % for bosonic isotopes and ≈25 %
for the fermionic isotope even without detailed optimization of the depumping parameters.
The peak enhancement for each isotope occurs when ∆688 ≈ 30 MHz from resonance. In
Figure 4.2 we also see that the choice of hyperfine transition is crucial for atom number
gains in 87Sr. Pumping to |3S1, F = 7/2〉 and |3S1, F = 9/2〉 is always detrimental because
these manifolds decay with ≥60 % probability to |3P2, F = 7/2〉 and |3P2, F = 9/2〉, which
have Landé g-factors too small for magnetic trapping at the bMOTfield gradient. Pumping
to |3S1, F = 11/2〉 yields a lineshape similar to that of bosonic isotopes, but with reduced
amplitude.
The asymmetric lineshapes observed in Figure 4.2 are due to the non-uniform
magnetic fields in the bMOT. Quadrupole fields shift low-field-seeking states to higher
energy and high-field-seeking states to lower energy. Because the Landé g-factor for 3S1
is larger than for 3P1, this effect causes a blueshift for most transitions to 3S1 states that
can decay to |3P2,mJ = 1〉 or |3P2,mJ = 2〉 (see inset to Figure 4.2). For the same reason,
transitions to 3S1 states that can only populate untrapped 3P2 Zeeman states are redshifted.
As a result, trap loading is enhanced to the blue of resonance and reduced to the red of
resonance.
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Figure 4.5: Atom number enhancement versus s688 with w688 = 1.35 mm. 87Sr data are for the F = 11/2→
F ′ = 11/2 transition and all isotopes are recaptured in the rMOT. Error bars represent the standard error in
the mean for ≥ 10 measurements. The 688-nm and 679-nm laser detunings are set to ≈ 30 MHz.
is crucial; removing the 679-nm laser results in ≈50 % reduction of the enhancement.
The effect of the 679-nm laser was studied by varying its detuning, ∆679. As shown in
Figure 4.3, setting ∆679 ≈ 30 MHz (relative to the detuning that maximizes the bMOT
fluorescence) adds an additional ≈10 % to the enhancement. The asymmetric lineshape
is caused by the same mechanism discussed above for the 688-nm transition.
With ∆688 and ∆679 stabilized at their optimized values, we study the trap loading
enhancement for 88Sr as a function of s688 andw688. Slight focusing/defocusing of the 688-
nm beam changes the waist at the location of the bMOT, but the Rayleigh range is always
larger than the bMOT 1/e radius, rbMOT, for the parameter range we study. Figure 4.4
shows that trap loading enhancement increases with s688 provided w688 . rbMOT, with the
optimal enhancement occurringwhenw688 ' rbMOT. High s688 increasingly reduces N/N0
for larger beam waists. The data suggest that, for our bMOT parameters, a substantial
number of atoms populate the 3P manifold before being fully captured by the bMOT.
These atoms exist outside the bMOT radius and are too hot for magnetic confinement, but
they are cold enough that they do not leave the bMOT capture volume during the ≈1 ms
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decay time for the 1P1→ 1D2→ 3P1→ 1S0 path. The effect of varying s688 and w688 in
the other isotopes was similar to the 88Sr results. In Figure 4.5, we plot N/N0 for a wider
range of the saturation parameter at the optimum w688. All isotopes exhibit a steep rise
in trap loading enhancement for s688 . 1, followed by a shallow rolloff for s688 > 1. We
find that the enhancement is sensitive to the 688-nm beam alignment and that the peak at
s688 ≈ 1 is present only when the beam traverses the center of the bMOT.
Before recapturing atoms from the magnetic trap, we do not first discard ground-
state atoms remaining in the bMOT. Keeping the ground-state atoms increases both N and
N0, but decreases their ratio. This choice biases our results toward lower enhancement
values, particularly for short load times and for 88Sr. However, the reduced N/N0 is the
appropriate metric for evaluating the loading enhancement in most experiments, since the
cycle time is typically limited by N . In experiments with isotopic mixtures, in which
bMOT atoms are lost before recapturing from the magnetic trap, the depumping technique
is even more useful. If we remove the bMOT atoms before imaging, N/N0 increases by
up to 15 %.
Our technique reduces the trap loading time necessary to achieve a given atom
number. For short trap loading times, N/N0 is a measure of the increased loading rate
achieved with the depumping laser. This regime is shown in Figure 4.2. For longer trap
loading times, the atom number will saturate. Experiments requiring atom numbers close
to the saturation limit can expect even greater reductions in loading time than suggested
by the initial loading rate. We demonstrate this effect by fitting N (t) and N0(t) with
N (t) = Nmax(1 − e−αt ), where α is the loading time constant and Nmax is the saturated
atom number (see inset to Figure 4.6). Inverting the fitted function yields the loading time
necessary to reach a given atom number with the depumper on, t(N ), or with the depumper
off, t0(N0). We plot the loading time reduction factor, LTRF(N/Nmax0 ) = t0(N0=N )/t(N ),
for 88Sr and 84Sr in Figure 4.6. The loading time reduction diverges as N → Nmax0 since
Nmax > Nmax0 . For example, to reach an atom number of ≈N
max
0 , the depumping technique
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Figure 4.6: The Loading Time Reduction Factor (LTRF) for 88Sr (dotted blue line) and 84Sr (solid cyan
line). The saturated atom number, Nmax0 , is the asymptote of the trap loading curve with the 688-nm laser
off (for 88Sr, red triangles, inset). The loading time necessary to transfer N atoms into the rMOT with the
depump laser on (off) is given by t (t0). Inset: The raw data and fits associated with the 88Sr (dotted blue)
LTRF curve. The standard error is smaller than the data points. We find t and t0 by inverting the appropriate
fit function (see text).
can reduce the loading time by a factor of ≈3.
4.1.5 Simulation
To understand the enhancement better, we develop a one-dimensional rate equation
model to simulate the bMOT depumping process. This was motivated by two features of
our data: the asymmetric lineshapes depicted in Figure 4.2, and the discrepancy between
the observed performance and the 3× initial estimate given by the 3P2:3P1 branching
ratio. A simple calculation, based on analysis of the cascade of Clebsch-Gordan (CG)
coefficients connecting 1P1 to 3P1 and 3P2, suggests that 3× trap loading enhancement is
unlikely. However, this CG calculation depends sensitively on the relative populations of
the 1P1 Zeeman sublevels, which are position dependent, and the steady-state atom number
in the bMOT. Both of these complications prevent analysis of experimental performance
by this method. A full simulation of the optical pumping dynamics resolves both of these
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issues, allowing direct comparison of data with theory. Straightforward modifications
of the rate equation model allow us to compare our technique to alternative depumping
transitions.
In the rate equation model, we track the population, Pi,mi , in each magnetic sublevel
of i ∈ {1S0, 1P1, . . . , 3S1}, with mi the spin projection along the axis of a one-dimensional
bMOT. Each level decays at a rate given by the appropriate linewidth, γi j , from Figure 4.1,
Γ
decay
|i,mi〉→| j,m j ; mγ〉 = γi j

〈
j,m j ; 1,mγ i,mi
〉2 , (4.1)
where 〈i,mi; 1,mγ | j,m j〉 is the CG coefficient. In addition to the transitions shown in
Figure 4.1, we also include the 1D2 → 1S0 quadrupole decay because its linewidth is
non-negligible compared to decay rates into the 3P states [60]. Since we are not interested
in individual atom trajectories, we average the driven excitation rate for |i,mi〉 → | j,m j〉,
Γexc









For the 3P0 → 3S1 and 3P1 → 3S1 transitions, we arrive at
Γ
exc




si j γi j σ(mγ)

〈
i,mi; 1,mγ  j,m j
〉2
1 + si j + 4(∆mim j/γi j )2
dx dv ,
(4.3)
where si j is the saturation parameter, σ(mγ) is the fraction of si j with polarization
mγ ∈ {−1, 0, 1}, and the effective detuning between |i,mi〉 and | j,m j〉, ∆mim j , includes
Doppler and Zeeman shifts. We choose xmax , vmax to bemuch larger than the characteristic
scale of ρ(x, v). The symmetry of a one-dimensional MOT permits us to model only the












 88Sr Experiment  
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Figure 4.7: The 88Sr curve from Figure 4.2 (blue circles) plotted with simulation results (magenta line)
from the one-dimensional rate equation model described in Section 4.1.5. Parameters for the simulation are
identical to experimental conditions (see Section 4.1.3). The model reproduces the qualitative lineshape and
the peak enhancement of the data. The difference in the amplitude and width between the curves implies that
our one-dimensional model does not accurately capture the full three-dimensional nature of our experiment.
tracking of magnetically trapped atoms because the magnetic field does not change sign
in the simulation volume. Taking the transformation si j → 2si j in Equation (4.3) while
maintaining Σmγσ(mγ) = 1 gives the correct scattering rate for the two bMOT beams. We
assume a pure circular polarization for both bMOT beams and a random polarization for
the repumper and depumper.
We describe the evolution of the populations, {Pi,mi }, with a system of coupled
differential equations,







| j,m j ; mγ〉→|i,mi〉Pj,m j − Γ
exc
|i,mi ; mγ〉→| j,m j 〉Pi,mi
+ Γ
decay
| j,m j 〉→|i,mi ; mγ〉Pj,m j − Γ
decay




where δi, j is the Kronecker delta, F1S0 is the atomic flux from the Zeeman slower, and
β ≈ 0.1 s−1 is the experimentally measured 1-body loss rate (the effect of which is neg-
ligible for states with short lifetimes). Without repumping, the bMOT loading time
(. 100 ms) is short compared to the magnetic trap loading time, so we take Ṗi,mi = 0 for
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all i , 3P2. We solve algebraically for {Ṗ3P2,−2, . . . , Ṗ3P2,2} and numerically integrate the
resulting first-order equations from t = 0 to t = tload. The sum (P3P2,2 + P3P2,1 + P1S0,0)
gives the total atom number at t = tload (the population of other states is negligible), which
we equate with N or N0 depending on whether the 688-nm laser is on or off. A fit of the
model to the 88Sr, N0 versus tload data, with s3P13S1 ≡ s688 = 0 and F1S0 as the only free
parameter, matches the experiment to better than 4 % for all reservoir loading times (all
other parameters are taken from Section 4.1.3). We use the extracted value of F1S0 for all
subsequent simulations, but we find that the results are independent of F1S0 and β.
We plot the simulated and measured N/N0 for 88Sr in Figure 4.7. Parameters for
the simulation are taken from Section 4.1.3 except for s688 and ∆679, which are the same
as given in Figure 4.2. The simulation agrees reasonably well with experiment given the
simplicity of the model and the absence of free parameters. The simulation approximately
reproduces the asymmetric lineshape and the magnitude of the peak trap loading enhance-
ment. The one-dimensional model also qualitatively replicates the behavior of N/N0 as
a function of s688 and ∆679. The difference in dimensionality between the 1D simulation
and 3D experiment likely causes the mismatch in both the width and amplitude of the
lineshapes in Figure 4.7. The three-dimensional MOT beam configuration and magnetic
quadrupole field complicate the optical pumping dynamics.
The choice of a J = 1→ J′= 1 transition as our depumping line potentially limits the
trap loading enhancement, since the 688-nm line has position-dependent dark states and
small CG overlap with |3P2,mJ = 2〉. Furthermore, this transition requires a secondary
laser to depopulate the 3P0 state. Many repumping strategies exist for strontium and each
of these possesses a nearby depumping resonance [182, 240–242]. We assess the relative
merit of the various schemes by simulating them with optimum parameters (Figure 4.8).
The 5s5p 3P1 → 5s5d 3D2 line at 487 nm and the 5s5p 3P1 → 5s6d 3D2 line at 397 nm
have similar performance to the 688-nm line. All other transitions for which linewidth data
are available give less enhancement. For the 5s5p 3P1 → 5p2 3P2 transition, unfavorable
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relative Landé g-factors between the excited state and 3P1 marginally reduce the trap
loading improvement. The linewidth of the 5s5p 3P1 → 5s4d 3D2 transition is too narrow
for efficient optical pumping at bMOT temperatures.
We investigate the utility of the depumping scheme for other AE atoms. For Cd,
Hg, Yb, Be, and Mg, the 1D2 state lies above the 1P1 state, so efficient continuous loading
of the metastable reservoir does not occur [113,182]. Direct pumping to the magnetically
trapped state is possible for these atoms [272]. The 1D2:1S0 branching ratio in Ba and Ra
is very large, which means that cooling to temperatures below the magnetic trap depth may
not be possible without repumping [273, 274]. The level structure of calcium combines
several features that make depumping more effective than in strontium (see Figure 4.8).
The 3P2:3P1 branching ratio is ≈ 1:3 and, more importantly, the 1D2 → 1S0 quadrupole
transition linewidth is comparable to 1D2 → 3PJ decay rates. Ca can be trapped in a
MOT operating on 3P2 → 3D3 transition [275], the loading of which could also benefit
from this depumping technique. The loading enhancement for MOTs does not benefit
from the detuning-dependent asymmetry seen for magnetic trap loading, which limits the
simulated improvement in Ca to ≈50 %.
4.1.6 Conclusions
We have demonstrated that the 688-nm transition can be used to reduce cycle time
and increase atom number in ultracold strontium experiments. For the bosonic isotopes,
applying both a 688-nm and a 679-nm laser to the bMOT increases atom number in the
metastable reservoir by up to 65 % regardless of loading time. If an experiment requires
large atom number relative to experimental limits, the trap loading time can be reduced
by a factor of three or better. The enhancement is less for 87Sr due to complications
arising from hyperfine structure and smaller Landé g-factors for the 3P2 state. If a
second frequency component to simultaneously pump |F = 11/2〉 → |F′= 11/2〉 and






















Figure 4.8: Simulations of several depumping schemes for bosonic strontium (solid lines) and calcium
(dashed lines), which we label with the depumping transition excited state (the lower state is always
5s5p 3P1 for Sr and 4s4p 3P1 for Ca). In all simulations, we use our 88Sr values for rbMOT, tload, s461, ∆461,
F1S0 , and β. The depumper saturation parameter is sdepump = 1 except for the simulation of 5s4d
3D2,
where sdepump = 2000, which requires much higher saturation due to the narrow transition linewidth. For
the simulation of 5s6s 3S1, ∆679 is set to its optimal value. The Sr 5s5d 3D2, Sr 5s6d 3D2, Sr 5p2 3P2,
Ca 4p2 3P2, and Ca 4s4d 3D2 states may indirectly decay to 3P0 via intermediate states outside of the 3P
manifold. The model ignores these processes, but atoms decaying into 3P0 can be recovered using e.g. a
679-nm laser (for Sr). The apparent offset of the enhancement for Ca is a Gaussian pedestal with a full
width at half maximum of approximately 500 MHz. The linewidths necessary for these simulations can be
found in [64, 113,242,276].
comparable to the bosonic isotopes would be achievable. This improvement might make
the depumping technique a useful method to reduce dead time in 87Sr atomic clocks [58].
Comparison with a one-dimensional rate equation model shows that our results
for the bosons are consist with expectations. The initial prediction of 3× increased
atom number, based on the branching ratio from 1D2 into 3P2 and 3P1, is not feasible.
Simulations of alternative enhancement schemes indicate that pumping on either the
5s5p 3P1 → 5s5d 3D2 transition or the 5s5p 3P1 → 5s6d 3D2 transition, which are also
accessible with diode lasers, offers similar performance to the approach pursued in this
work. Regardless of the exact implementation, the trap loading enhancement scheme can
substantially increase atom number independent of the bMOT loading rate or vacuum
lifetime. We expect that this method will be helpful for experiments benefitting from high
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atom number or faster cycle times.
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4.2 Additional Work
We eventually settled on continuous interrogation of the bMOT with the 688-nm
laser as the best depumping method. However, we explored several other approaches to
try to alleviate the suppression of the bMOT atom number while preserving the enhanced
magnetic trap loading. First, we chopped the 688-nm laser intensity at 10 Hz with a
50/50 duty cycle. Because the bMOT loading time was ' 100 ms, we thought this might
increase the average bMOT atom number and preserve the depumping enhancement. We
instead observed a 50% reduction in the 688-nm laser’s effect, as one might expect from
the duty cycle.4 Second, we tried to create a dark spot bMOT by masking out the center
of the 707-nm repumping laser. By depumping the MOT region where atoms accumulate
and repumping the region outside the MOT where atoms have not been fully captured, it
seemed that the advantages of repumping and depumping could be combined. This laser
configuration resulted in no magnetic trap loading whatsoever. Either the dark spot was
not sufficiently dark or, as other groups have observed, the metastable reservoir has a very
large spatial extent [182]. Finally, we varied the 688-nm laser polarization from σ+ to
linear to σ−. The quadrupole field of the MOT effectively scrambles the laser polarization
due to the spatial dependence of the quantization axis, so we expected that the trap loading
enhancement would have no dependence on the laser polarization. However, we were able
to measure a small polarization dependent change in the depumping enhancement (on the
order of several percentage points), which suggests that our bMOT is not perfectly aligned
to the quadrupole field zero.
4It may be the case that more asymmetric duty cycles are advantageous.
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Chapter 5: Three-Photon Process
Once we abandoned continuously loading the magnetic trap as a route toward
quantum degeneracy, we began to search for alternative uses for the 688-nm laser. One of
our ideas resulted in a theory publication [277] and I have again included the submitted
ArXiv version, with a few additional edits, here (see Section 5.1). The published work
was a collaboration between Neal Pisenti, Ben Reschovsky, Gretchen Campbell and me.
I constructed the optical Bloch equations for the system and performed the numerical
simulations (see Section 5.1.3). Neal calculated the AC Stark shifts for Section 5.1.4. All
authors discussed and developed the rest of the work in Section 5.1.4. I wrote the paper
and it was edited by all authors. After the paper was accepted, we realized that stimulated
Raman adiabatic passage could be used to realize the three-photon transfer. I discuss the
results of my efforts to explore the utility of such a protocol in Section 5.2.
5.1 Publication: Three-photon process for producing a degenerate gas of
metastable alkaline-earth-metal atoms
5.1.1 Abstract
We propose a method for creating a quantum degenerate gas of metastable alkaline-
earth atoms. Such degenerate gases have yet to be achieved due to inelastic collisions that
limit evaporative cooling in the metastable states. Quantum degenerate samples prepared
in the 1S0 ground state can be rapidly transferred to either the 3P2 or 3P0 state via a
coherent 3-photon process. Numerical integration of the density matrix evolution for the
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fine structure of bosonic alkaline-earth atoms shows that transfer efficiencies of' 90% can
be achieved with experimentally feasible laser parameters in both Sr and Yb. Importantly,
the 3-photon process can be set up to impart no net momentum to the degenerate gas during
the excitation, which will allow for studies of metastable samples outside the Lamb-Dicke
regime. We discuss several experimental challenges to the successful realization of our
scheme, including the minimization of differential AC Stark shifts between the four states
connected by the 3-photon transition.
5.1.2 Introduction
Alkaline-earth-like (AE) atoms have attracted experimental and theoretical interest
due to their narrow optical resonances and non-magnetic ground state. Recent experi-
ments have exploited these properties to study atom interferometry [86, 88, 89], atomic
clocks [56,57], superradiant lasers [278], quantum simulation [104,279,280], and molec-
ular physics [70, 71, 281, 282]. An outstanding experimental challenge is the realization
of quantum degenerate samples of AE atoms in the metastable 3P2 and 3P0 states. These
samples would be useful in a wide variety of applications. For example, the 3P2 state has a
permanent electric quadrupole moment, and 3P2 degenerate gases are a potential platform
for quantum simulation [283] or for studies of anisotropic collisions [284,285]. Degener-
ate samples of 3P0 atoms could help to advance atomic structure calculations [286–288],
increase the accuracy of atomic clocks [58], or generate highly entangled states [289].
Simultaneous coherent manipulation of atoms in both 3P2 and 3P0 is required for several
proposed quantum computing schemes [80, 81].
Inelastic collisional losses, which are on the order of 10−10 − 10−11 cm3/s, prevent
direct evaporation of metastable AE atoms to quantum degeneracy [269, 290–294]. Pre-
vious experiments used either incoherent excitation [269, 290, 292, 294, 295] or coherent
excitation of a doubly-forbidden transition [293,296,297] to transfer pre-cooled AE atoms













Figure 5.1: Laser configuration for the 3-photon excitation scheme. A Bose-Einstein Condensate (BEC)
sits in an Optical Dipole Trap (ODT) in a region with a uniform magnetic field, ~B = B ẑ. Three lasers
cross at the BEC and drive the transition to the metastable state. These lasers address the 1S0 → 3P1,
3P1 → 3S1, and 3S1 → 3P0 (2) transitions with Rabi frequencies of Ω1S0,3P1 , Ω3P1,3S1 , and Ω3S1,3P0 (2) ,
respectively. The angles of incidence, ϕ3P1,3S1 and ϕ1S0,3P1 , between the excitation laser beams and the
x-axis can be chosen so as to eliminate the net momentum transfer to the condensate during the excitation
process. The double headed black arrows indicate the polarization of the optical fields, which decomposes
to either |σ = 1〉+ |σ = -1〉 or |σ = 0〉 in the circular basis, depending on whether the laser is polarized
parallel or perpendicular to the magnetic field. The angle between the ODT polarization vector and the
magnetic field, θ, can be tuned to control dephasing due to differential AC Stark shifts between the four
atomic states (see Section 5.1.4).
sample during excitation, limiting their application to either thermal atoms or the Lamb-
Dicke regime. Additionally, addressing a doubly-forbidden transition is challenging due
to the stringent requirements on the excitation laser’s linewidth and the need for accurate
spectroscopy of the 1S0 → 3P0 (2) transitions, which has only been performed on a few
isotopes of AE atoms [44, 55, 59, 82, 298].
We propose a 3-photon excitation scheme for the creation of degenerate gases in
metastable states by transferring the atoms through the 1S0 → 3P1 → 3S1 → 3P0 (2)
path. During the 3-photon process each atom absorbs two photons and emits one, so
an appropriate laser arrangement can eliminate the net momentum transfer to the atomic
sample (see Figure 5.1). All the transitions addressed in this scheme are much broader
than the doubly-forbidden transitions in AE atoms (the smallest single-photon linewidth
is ' 370 Hz for Ca, ' 7.5 kHz for Sr, and ' 180 kHz for Yb), which substantially relaxes
the laser linewidth requirements. For the 3-photon process to be coherent, the three lasers
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must be phase-locked. Although the necessary wavelengths potentially span hundreds of
nanometers (see Table 5.2), the lasers can be stabilized to each other with a cavity transfer
lock, an electromagnetically induced transparency (EIT) lock, or a beatnote lock to an
optical frequency comb [299–304].
Here, we investigate the feasibility of the 3-photon scheme by numerically integrat-
ing the optical Bloch equations (OBEs) for the 13-level system of bosonic AE atoms (see
Figure 5.2). The simulations use linewidths and wavelengths for strontium and ytterbium,
but the generic results should apply to calcium as well. We present the numerical results
and estimate the effective 3-photon linewidth in Section 5.1.3. Section 5.1.4 describes
possible solutions to several experimental challenges, including ways to extend the lifetime
of the metastable sample and mitigate inhomogeneous broadening. We summarize our
results and discuss future outlook in Section 5.1.5.
5.1.3 3-Photon Dynamics
Figure 5.2 shows the 13 relevant Zeeman sublevels for bosonic AE atoms and the
coupling lasers needed for the 3-photon transition. We label the states |`,mJ〉, where
` = 2S+1LJ is the term symbol for the state and mJ the projection of the total electronic
angular momentum, J, onto the z-axis. The optical field coupling level |`〉 to |`′〉 is given
by its electric field magnitude, E`,`′ = Ω`,`′/〈`′‖ ~d ‖`〉, where Ω`,`′ is the single-photon
Rabi frequency, 〈`′‖ ~d ‖`〉 is the reduced dipole matrix element, and we have taken ~ = 1.
The one-photon laser detuning is ∆3P1 , the two-photon detuning is ∆3S1 , and the 3-photon
detuning is either ∆3P2 or ∆3P0 depending on the desired final state. All the detunings,
∆`, are referenced to the lowest energy Zeeman state of level |`〉. A magnetic field,
~B = ΩB ẑ/µB with µB the Bohr magneton, breaks the degeneracy of the Zeeman states.
This splitting allows individual addressing of 3P0 or the mJ = ±2 states of 3P2. For our
calculation, we selected |3P2,±2〉 as the target states in 3P2 based on their large quadrupole





























Figure 5.2: The Zeeman level structure of bosonic AE atoms relevant for the 3-photon process. The
colored double-headed arrows indicate dipole-allowed transitions for each optical field after projection of
its polarization onto the quantization axis. These arrows are solid for the transitions closest to resonance
and dotted for transitions that are far off resonance. The polarization projection depends on the angle, α`,`′ ,
between the laser polarization vector and the magnetic field, ~B = ΩB ẑ/µB (see Figure 5.1), where ` (`′) is
the term symbol of the lower (upper) state of the transition and we have taken ~ = 1. The excitation laser
strength is E`,`′ = Ω`,`′/〈`′‖ ~d ‖`〉 with 〈`′‖ ~d ‖`〉 the reduced dipole matrix element. The detuning, ∆` , is
referenced to the lowest energy Zeeman state of |`〉. Here, we have depicted a 3-photon transition to either
|3P2,−2〉 or |3P0, 0〉, but |3P2, 2〉 can be reached by reversing the magnetic field or detuning each laser to the
blue of the highest energy Zeeman state that it addresses. RF transitions from |3P2,±2〉 can prepare other
Zeeman states in 3P2.
levels can be prepared using RF transitions, as has been demonstrated in [295]. The
laser polarizations, Zeeman splittings, and laser detunings must be carefully chosen to
suppress dipole-allowed transitions to undesired states (see Figure 5.2). For example,
the laser driving the |3P1〉 → |3S1〉 transition must be π polarized to prevent unwanted
accumulation of atoms in |3P1,±1〉.
In the rotating wave approximation, the Hamiltonian for the system shown in Fig-
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The first term in the brackets represents the energy shift of the Zeeman state |`,mJ〉 due
to the laser detuning and magnetic field, where gJ is the Landé g-factor and δ(`, `′) is the
Kronecker delta. The second term and its Hermitian conjugate contain the off-diagonal
couplings. We denote the photon polarization basis states by |σ〉, with σ ∈ {−1, 0, 1}. The
laser connecting |`〉 to |`′〉 propagates at an angle ϕ`,`′ relative to the x-axis and is linearly
polarized at an angle α`,`′ from the z-axis. These two angles control the projection of the
laser photon’s angular momentum onto the quantization axis and the relative phase of the
Rabi frequencies, Ω`,`′. For a coherent process, these phases are well-defined and we take
the Ω`,`′ to be real valued. The Clebsch-Gordan coefficients, C
σ,mJ ,mJ ′
`,`′
, set the relative
strength of the drive between different magnetic sublevels of |`〉 and |`′〉.
We incorporate the non-Hermitian component of the 3-photon process using the






ρ{`,mJ }, {`′,mJ ′ } |`,mJ〉〈`
′,mJ ′ |. (5.2)
Each state’s population, ρ{`,mJ }, {`,mJ }, decreases at a rate given by the sum of the natural
decay rates, Γ` =
∑
`′ Γ`′,`, connecting it to lower states |`′〉. The coherence, ρ{`,mJ }, {`′,mJ ′ },
between states with distinct term symbols ` and `′ decays at a rate Γ`,`′/2. Coherences
between the magnetic sublevels, |`,m1〉 and |`,m2〉 of a given |`〉 increase at a rate given
































Figure 5.3: Results of the numerical integration of the Optical Bloch Equations (OBEs) for bosonic AE
atoms given in equation (5.5). Solid curves show ground state populations while dashed and dash-dotted
curves show target state populations (|3P0, 0〉 and |3P2,−2〉, respectively). The populations in other states
are negligible and not shown. Each laser turns on instantaneously at time zero and is instantaneously
extinguished at time te . All the parameters for these simulations can be found in Table 5.1.







|`,mJ〉〈`′,mJ ′ |, (5.3)




























Oncewe insert the propagation angles,ϕ`,`′, and the polarization angles, α`,`′, for the target
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Table 5.1: The input parameters and results for the simulations in Figure 5.3. The peak population in the
target state, ρπ , is reached after an evolution time, tπ . By varying ∆3P0 (2) in the simulations, we can extract
the full width at half maximum of the 3-photon resonance, γ3-photon (see Figure 5.4). We quote detunings in
units of the natural decay rate of their associated level.
Sr, |3P2,±2〉 Sr, |3P0, 0〉 Yb, |3P2,±2〉 Yb, |3P0, 0〉
∆3P1 −100 × Γ3P1 −470 × Γ3P1 −230 × Γ3P1 −210 × Γ3P1
∆3S1 −21.6 × Γ3S1 −86.4 × Γ3S1 −38.9 × Γ3S1 −47.2 × Γ3S1
∆3P0 (2) 0 0 0 0
1
2πΩ1S0,3P1 0.25 MHz 0.25 MHz 1.5 MHz 1.5 MHz
1
2πΩ3P1,3S1 100 MHz 90 MHz 150 MHz 150 MHz
1
2πΩ3P0 (2),3S1 4.0 MHz 3.0 MHz 6.0 MHz 4.1 MHz
1
2πΩB 10 MHz 10 MHz 10 MHz 10 MHz
α1S0,3P1 90° 90° 90° 90°
α3P1,3S1 0° 0° 0° 0°
α3P0 (2),3S1 90° 90° 90° 90°
ϕ1S0,3P1 −60.9° −59.6° −53.8° −51.5°
ϕ3P1,3S1 60.8° 59.5° 80.7° 73.3°
ρπ 97.5% 94.0% 91.5% 91.0%
tπ 81.5 µs 112.3 µs 46.9 µs 51.4 µs
γ3-photon 10.0 kHz 7.2 kHz 17.6 kHz 15.5 kHz
state (either |3P2,±2〉 or |3P0, 0〉, see Table 5.1), the OBEs contain seven free parameters:
the detunings (∆3P1 , ∆3S1 , and ∆3P0 (2) ), the magnetic field strength (ΩB), and the three Rabi
frequencies (Ω1S0,3P1 , Ω3P1,3S1 , and Ω3P0 (2),3S1). Our objective is to find experimentally
reasonable values for the free parameters that produce Rabi dynamics between |1S0, 0〉 and
the target state.
We numerically integrate the OBEs and vary the input parameters to optimize the
amplitude of Rabi oscillations. The optical fields all turn on instantaneously at time zero,
uniformly illuminate the system for an evolution time, te, and then are all instantaneously
extinguished. For both Sr and Yb, we find values of the detunings and couplings that yield
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& 90% peak population transfer. Figure 5.3 shows the evolution of the relevant diagonal
elements of the density matrix for these parameter sets. The transfer efficiency is slightly
higher for strontium than ytterbium, which is likely due to the reduced linewidth of the
1S0 → 3P1 line. The coherence of the dynamics allows a degenerate gas to be transferred
to a metastable state with minimal heating. We plot the peak excitation fraction of the
target state as a function of the 3-photon detuning in Figure 5.4. The width of these curves
is a numerical estimate of the 3-photon linewidth, which we extract from a sinc2 fit to
the numerical results. The fit captures the behavior of the central peak, but deviates in
the wings because the actual lineshape is a convolution of multiple broadening effects.
We find that the full width at half maximum is ' 10 kHz for Sr and ' 20 kHz for Yb.
We have not simulated the 3-photon dynamics for AE fermions due to the 10× (6×, 2×)
larger Hilbert space for 87Sr (173Yb, 171Yb). However, the results for bosons suggest that
high efficiency transfer of a spin-polarized Fermi degenerate gas to a metastable state is
possible.
5.1.4 Experimental Considerations
In Section 5.1.3, we demonstrated that a coherent, 3-photon excitation scheme can in
principle transfer a large population fraction from |1S0, 0〉 to |3P0, 0〉 or |3P2,−2〉. However,
there are several technical details that must be considered in order to realize the 3-photon
process experimentally. For example, the incident laser beams must be carefully aligned
to minimize the net momentum transfer to the degenerate gas during excitation. The
differential AC Stark shift between the four Zeeman levels involved in the process must
also be controlled to avoid inhomogeneous broadening of the 3-photon transition. The
elastic and inelastic interactions of the degenerate gas could also broaden the 3-photon
transition or affect the utility of the resulting metastable sample.
For the 3-photon process to be successful, it must not excite center-of-mass oscilla-
































Figure 5.4: The excitation fraction of the target state, |3P2,±2〉 (|3P0, 0〉), at tπ as a function of the 3-
photon detuning is shown in the top (bottom) row. The left column shows the results for Sr and the right
column shows the results for Yb. Except for the 3-photon detuning, which is varied, the parameters for the
simulations are identical to those used in Figure 5.3 and reported in Table 5.1. The sinc2 fits (solid lines)
yield full widths at half maximum for the 3-photon transitions to 3P2 (3P0) of 10.0 (7.2) kHz for Sr and of
17.6 (15.5) kHz for Yb. The amplitude mismatch between the wings of the fit and the simulation is likely
caused by the convolution of power broadening and the transform limit.
into the laser beam addressing 3P0 (2) → 3S1 and absorbs one photon each from the other
two lasers. Because three photons are involved in the excitation, we can find angles of
incidence, ϕ`,`′, that eliminate net momentum transfer to the degenerate gas even though
each photon carries distinct momentum. For the laser configuration in Figure 5.1, the ϕ`,`′
are given by
k1S0,3P1cos(ϕ1S0,3P1 ) + k3P1,3S1cos(ϕ3P1,3S1 ) = k3S1,3P0 (2)
k1S0,3P1sin(ϕ1S0,3P1 ) + k3P1,3S1sin(ϕ3P1,3S1 ) = 0,
(5.6)
where k`,`′ is the wavenumber for the |`〉 → |`′〉 transition. The first equation in (5.6)
represents the momentum transfer along x̂ and the second is the transfer along ŷ (see
Figure 5.1). The angles for excitation to 3P0 (2) for both Sr and Yb are given in Table 5.1.
Misalignment of any of the lasers will lead to heating during the 3-photon transfer. We can
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Table 5.2: The wavelengths and linewidths for the transitions involved in the 3-photon process [113, 305].
Except for the 1S0 → 3P1 transition in Yb, diode lasers can easily generate the requisite wavelengths.
`, `′
Sr Yb
λ`,`′ γ`,`′ λ`,`′ γ`,`′
1S0, 3P1 689 nm 7.5 kHz 556 nm 180 kHz
3P0, 3S1 679 nm 1.4 MHz 649 nm 1.5 MHz
3P1, 3S1 688 nm 4.3 MHz 680 nm 4.3 MHz
3P2, 3S1 707 nm 6.7 MHz 770 nm 6.0 MHz
estimate the effect of misalignment by comparing the recoil energy of the net momentum
after the 3-photon process (Er) to the level spacing of the harmonic trapping potential
(Etrap). If we assume a trap frequency of 50 Hz and a ±1° error in either or both of
ϕ1S0,3P1 and ϕ3P1,3S1 , then Er/Etrap < 0.09 (0.07) for both target states in Sr (Yb). Each
of the lasers could also be misaligned out of the xy−plane. For the worst combination of
±1° vertical alignment errors and the same 50 Hz trap frequency, Er/Etrap < 0.27 (0.17)
for either target state in Sr (Yb). Both types of misalignment result in Er/Etrap being
substantially less than unity, so the recoil heating should be insignificant.
The Rabi frequencies {Ω1S0,3P1 , Ω3P1,3S1 , Ω3P0,3S1 , Ω3P2,3S1 } from Figure 5.3 corre-
spond to saturation parameters, I/Isat , on the order of {1000, 1000, 10, 1} (For Yb, the
saturation for Ω1S0,3P1 is on the order of 100). For the
3P1 → 3S1 transition, a laser beam
can achieve the necessary intensity with approximately 10 mW of power and a 1/e2 radius
' 400 µm. The other transitions only require a beam with . 1 mW of power and a waist
' 3 mm to reach the appropriate saturation. Diode lasers can easily produce these powers
and the requisite waists are much larger than the typical dimensions of a degenerate gas,
which will suppress dephasing due to the Gaussian intensity profile of the laser beams.
The three excitation lasers must be phase stabilized to better than the 3-photon
linewidth (see Figure 5.4 and Table 5.1) in order to produce coherent dynamics. The
lasers for Sr have similar wavelengths (see Table 5.2), and interrogation of the 1S0 → 3P1
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transition in Sr typically requires a high finesse optical cavity to decrease that laser’s
linewidth. These two observations make a cavity transfer lock an appealing strategy, and
cavity mediated stability transfer at the . 10 kHz level has been demonstrated in the
context of Sr Rydberg excitation [304]. The excitation wavelengths span a much larger
range for Yb, which increases the technical difficulty of a cavity transfer lock. The lasers
could instead be locked using a combination of cascade and lambda type EIT [299, 300]
or by stabilizing each laser with an optical frequency comb [302,303].
Ideally, the 3-photon excitation would occur in an optical trap with no differential
AC stark shift between any of the coupled levels. However, due to the dipole-allowed
transitions between |3S1〉 and the states in the 3PJ manifold, we should expect that no
practical wavelength satisfies this condition. Intuition from two-photon Raman processes
suggests, and simulations of our system verify, that trap induced shifts to the intermediate
detunings (∆3P1 and ∆3S1) contribute only weakly to inhomogeneous broadening of the
3-photon transition. Therefore, population transfer can occur in a trap operating at a
magic wavelength that eliminates the differential AC Stark shift between the initial and
final states. The magic wavelengths for |1S0〉 and |3P0〉 are well known in Sr and Yb
because of their application to optical clocks [56–58]. To search for magic wavelengths
for |3P2,±2〉, we calculate the polarizability (scalar and tensor) for each state involved
in the multi-photon transition following the procedure in [53, 256] with lines from [113]
and linewidths from [40, 113, 276, 306–309], for Sr, and [113, 305, 310, 311], for Yb.
We expect the calculated polarizabilities to predict magic wavelengths with better than
±10 nm accuracy (the level at which it reproduces known magic wavelengths in Sr) except
for the Yb 3P0 state, for which few matrix elements have been reported in the literature.
Figure 5.5 contains the results of our calculations for trapping lasers polarized
parallel and perpendicular to the magnetic field axis. The plots show the differential polar-
izabilities between {|3P0, 0〉, |3P1,±1〉, |3P2,±2〉, |3S1,±1〉} and the ground state, |1S0, 0〉.
In the two upper panels of Figure 5.5, we see two magic wavelengths for |1S0, 0〉 and
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|3P2,±2〉 near 520 nm and 950 nm. The lower panels in Figure 5.5 indicate that in Yb
there is a magic wavelength for these two states near 1100 nm. All of these magic wave-
lengths can be tuned over a wide range (& 100 nm for the near-IR wavelengths) by varying
the dipole trap polarization angle, θ, between 0° and 90°. In particular, the Yb |3P2,±2〉
magic wavelength moves to 1064 nm when θ ≈ 66° and the green magic wavelength in
Sr is tunable over the range {508, 520} nm. We can also see in Figure 5.5 that the near-IR
magic wavelengths for |3P1,±1〉 and |3P2,±2〉 have opposite angular dependence in both
Sr and Yb. This observation suggests the existence of a doubly-magic wavelength, λ2×m,
that eliminates differential light shifts between |3P2,±2〉, |3P1,±1〉 and |1S0, 0〉 when the
dipole trap is polarized at a magic angle, θ2×m. By varying θ, we are able to identify one
doubly-magic wavelength in Sr and two in Yb (see Table 5.3), which would allow further
reduction of the trap-induced inhomogeneous broadening. We note that the optical clock
transition magic wavelengths can also be made doubly-magic for both elements by tuning
the polarizability of |3P1,±1〉.
The remaining AC Stark shift of |3S1〉 or |3P1〉 with respect to the ground state
inhomogeneously broadens the 3-photon transition. This inhomogeneous broadening
arises due to the different harmonic confinement of |3S1〉 and |3P1〉 compared to the
ground state. We estimate the scale of the broadening by taking the difference between the
ground-state chemical potential of the degenerate gas, µ1S0 , and the chemical potential it
would have in |3S1〉, µ3S1 , or |
3P1〉, µ3P1 . Typical degenerate gases have chemical potentials
on the order of 1 kHz. The excited-state chemical potential is related to the ground-state
chemical potential by the ratio of the polarizabilities of the two states, assuming that
the s-wave scattering lengths are equal. For the magic wavelengths under consideration
(see Table 5.3), the ratio of the |3S1,±1〉 and |1S0, 0〉 polarizabilities for Sr (Yb) ranges
from −0.1 to −10 (−2 to −40), meaning that the inhomogeneous broadening, µ1S0 − µ3S1 ,
should be. 10 kHz for Sr and. 40 kHz for Yb. Because the inhomogeneous broadening






















































Sr, θ = 0˚
Sr, θ = 90˚
Yb, θ = 0˚
Yb, θ = 90˚
Figure 5.5: The differential AC polarizability between each of the excited states (|3P0, 0〉 (solid orange),
|3P1,±1〉 (dotted blue), |3P2,±2〉 (dash-dottedmagenta), and |3S1,±1〉 (dashed green)) and the |1S0, 0〉 ground
state in atomic units. The top two panels show the polarizability of Sr for ODT light polarized parallel
and perpendicular to the quantization axis, respectively. The bottom two panels are the corresponding plots
for Yb. Every zero crossing indicates a magic wavelength. We indicate the magic wavelengths of specific
interest here using black arrows. For |3P2,±2〉 and |3P1,±1〉, the laser polarization can tune the indicated
magic wavelengths over a wide range (see Table 5.3). Note that the position of the |3P0, 0〉 and |3P2,±2〉
magic wavelengths flips with respect to the |3P1,±1〉 magic wavelength in the near-IR as the polarization
angle changes from 0° to 90°. This indicates the presence of a double magic wavelength at a particular
polarization angle that equalizes the AC Stark shifts of three energy levels.
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Table 5.3: Magic wavelengths and magic wavelength ranges for the target states in the 3-photon process.
We also list the double magic wavelengths and associated angles that equalize the AC Stark shifts of
|3S0, 0〉, |3P1,±1〉, and |3P2,±2〉 or |3P0, 0〉. For |3P0, 0〉, magic wavelengths for fermionic isotopes are taken
from [56,58] and rounded to the nearest nm.




813 nm 780−1100 nm 759 nm
λ2×m 823 nm 813 nm 802 nm1036 nm
759 nm
θ2×m 44° 55° 15°58°
55°
broadening on the Rabi dynamics should be negligible. Similarly, our reasoning implies
that the inhomogeneous broadening from |3P1,±1〉will be. 5 kHz, which is substantially
smaller than the one-photon detunings we consider.
The s-wave scattering length of atoms in themetastable degenerate gaswill generally
differ from the scattering length of atoms in the ground state. This difference in interaction
strength will both shift the resonance frequency and cause inhomogeneous broadening
of the 3-photon transition. There have been few measurements or calculations of the
scattering lengths of metastable AE atoms [77, 78, 284, 296], so an accurate estimate of
this inhomogeneous broadening is not possible. However, it is reasonable to assume that
the interaction broadening will be on the order of the ground-state chemical potential, µ1S0 ,
and thus only weakly perturb the 3-photon dynamics since the intermediate detunings are
large. The inelastic collision rate for metastable AE atoms is on the order of 10−10 cm3/s to
10−11 cm3/s depending on the state and species [269,290–294], while AE degenerate gases
usually have densities & 1013 cm−3 [116, 241]. We would thus expect the lifetime of the
metastable degenerate gas to be limited to ' 10 ms, severely restricting the experimental
timescale. However, several AE atom isotopes (40Ca, 86Sr, 168Yb) have sufficiently strong
interactions to allow cooling to degeneracy at relatively low densities (' 1012 cm−3) [121,
124, 126]. These isotopes could also sympathetically cool other isotopes to degeneracy
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at low density. Alternatively, recent advances in optical trapping techniques might allow
dynamic decompression of the ground state degenerate gas at fixed trap depth [129, 312].
By using either a strongly interacting isotope or a dynamically decompressed trap to
generate a low density sample, the lifetime of a metastable degenerate gas could be
extended to ' 100 ms. This timescale is sufficient for a wide variety of experiments, and
for |3P2〉 it could be extended even further using a magnetic Feshbach resonance [284].
The Bose-Einstein or Fermi-Dirac statistics of the degenerate gas will suppress inelastic
collisions due to changes in the two-particle correlation function (as has been observed for
three-body loss processes in, e.g., [209,313]), potentially allowing longer sample lifetimes.
5.1.5 Conclusions
We have proposed and studied a coherent 3-photon process for creating quantum
degenerate metastable samples of AE atoms. Numerical simulations of the 3-photon
Rabi dynamics show that ' 90 % population transfer to 3P0 (2) can be achieved in Sr
and Yb. Similar transfer efficiency should be attainable in Ca as well. The smaller
mass of Ca reduces the linewidth of the 1S0 → 3P1 transition (to ' 370 Hz), which
will increase the technical challenge of phase-locking the necessary lasers. The Rabi
dynamics are fast compared to reasonable trap oscillation frequencies, but slow compared
to typical experimental timing resolution. We considered several experimental obstacles to
implementation of the transfer scheme. The excitation lasers require moderate laser power
(. 10 mW) with reasonable beam waists (& 100 µm) and can be arranged to cancel
the momentum kick during population transfer. An optical dipole trap could operate
near a doubly magic wavelength to cancel the differential polarizability between three
of the four states involved in the excitation. Even in the worst case, the inhomogeneous
broadening due to the remaining state, 3S1, is insignificant. The ratio of the detuning from,
and linewidth of, the remaining state (3S1) to the worst case inhomogeneous broadening
induced by the trap is large enough to render the broadening insignificant. A similar
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argument applies to interaction induced broadening effects. By using an isotope with
a large ground state s-wave scattering length or by dynamically changing the trapping
potential to decompress the degenerate gas at fixed trap depth, the lifetime of the final
metastable sample could be extended to ' 100 ms. The Bose or Fermi statistics of the
metastable sample suppress inelastic collisions [209, 313] and will increase the lifetime
further (potentially to several seconds for spin-polarized Fermi degenerate gases). The
100 ms timescale is long enough to perform useful experiments in the thermodynamically
3-dimensional limit [286] or to adiabatically ramp on an optical lattice to create a Mott
insulating state for quantum simulation experiments [283, 285].
The authors thank A. Gorshkov, Z. Smith, V. Vaidya, and S. Eckel for useful
discussions. This work was partially supported by ONR, and the NSF through the PFC at
the JQI.
5.2 STIRAP
Stimulated Raman adiabatic passage (STIRAP) is a powerful technique for coher-
ently transferring atomic samples between quantum states [314–316]. STIRAP reduces
the technical challenge of multiphoton population transfer because it suppresses popula-
tion in lossy intermediate states and is less sensitive to the precise temporal shape of the
laser pulses. Typically, STIRAP is applied to systems with a Λ-shaped level structure.
These systems possess a dark state, which can easily be identified when the two coupling
lasers are individually tuned to resonance. The level structure of the AE atom system we
are considering (see Figure 5.2) is substantially more complex than the standard STIRAP
picture. However, there still exists a dark state when all detunings are large enough that
we can simplify the level structure by neglecting the off-resonance couplings and decay
































Figure 5.6: Results of the numerical integration of a STIRAP pulse using the Optical Bloch Equations
(OBEs), for bosonic AE atoms, given in equation (5.5). Solid curves show ground state populations
while dashed and dash-dotted curves show target state populations (|3P0, 0〉 and |3P2,−2〉, respectively).
The populations in other states are negligible and not shown. The STIRAP pulse shapes are given by
Equation 5.10. All the parameters for these simulations can be found in Table 5.4.





















C−1,0 (−2),±13P0 (2),3S1 sin(α3P0 (2),3S1 ) e
−i(−ϕ3P0 (2),3S1
+ π/2)




This Hamiltonian has no useful dark state, which initially convinced us that the Hamil-
tionian of Equation 5.1 did not admit a STIRAP protocol. In the large Ω3P1,3S1 limit,
|3P1,−1〉 and |3S1,−1〉 hybridize, so the level structure becomes an effective stacked Λ
system. The apparent lack of a dark state is due to interference between excitation along
the upper and lower legs of this effective structure. A. Gorshkov pointed out that the
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C−1,0 (−2),±13P0 (2),3S1 sin(α3P0 (2),3S1 ) e
−i(−ϕ3P0 (2),3S1
+ π/2)




where |±〉 = ( |3S1,−1〉 ± |3P1,−1〉)/
√
2. Diagonalization of Ĥstirap and simplification,
using the Clebsch-Gordan coefficients and the laser polarization angles from Table 5.4,
yields the dark state
|D〉 =
eiϕ1S0,3P1Ω1S0,3P1 |
3P0 (2), 0 (−2)〉 − C−1,0 (−2),±13P0 (2),3S1 Ω3P0 (2),3S1 |
1S0, 0〉
Ω21S0,3P1
+ C−1,0 (−2),±13P0 (2),3S1 Ω3P0 (2),3S1
2
. (5.9)
This result suggests that the full Hamiltonian 5.1 may also have a dark state that can be
used to adiabatically transfer a degenerate gas to a metastable state.
I investigated the application of STIRAP to the bosonic AE level structure (Fig-
ure 5.2) via numerical simulation of the OBEs (Equation 5.5).1 To produce STIRAP
1Note that the full Hamiltonian of Equation 5.1 probably does not have a true dark state.
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Table 5.4: The input parameters and results for the simulations in Figure 5.6. The final population in the
target state, ρstirap, is reached after an evolution time, tstirap. By varying ∆3P0 (2) in the simulations, we can
extract the full width at half maximum of the STIRAP resonance, γstirap (see Figure 5.7). I quote detunings
in units of Ω3P1,3S1 . Note that the α`,`′ and the ϕ`,`′ have the same values as given in Table 5.1.
Sr, |3P2,±2〉 Sr, |3P0, 0〉 Yb, |3P2,±2〉 Yb, |3P0, 0〉
∆3P1 −0.009 ×Ω3P1,3S1 −0.61 ×Ω3P1,3S1 −0.097 ×Ω3P1,3S1 −0.88 ×Ω3P1,3S1
∆3S1 −1.8 ×Ω3P1,3S1 −7.1 ×Ω3P1,3S1 −2.7 ×Ω3P1,3S1 −1.4 ×Ω3P1,3S1
∆3P0 (2) 0 0 0 0
1
2πΩ1S0,3P1 0.75 MHz 1.25 MHz 1.5 MHz 2.0 MHz
1
2πΩ3P1,3S1 110 MHz 160 MHz 130 MHz 160 MHz
1
2πΩ3P0 (2),3S1 7.0 MHz 4.5 MHz 6.0 MHz 3.5 MHz
1
2πΩB 25 MHz 25 MHz 25 MHz 25 MHz
α1S0,3P1 90° 90° 90° 90°
α3P1,3S1 0° 0° 0° 0°
α3P0 (2),3S1 90° 90° 90° 90°
ϕ1S0,3P1 −60.9° −59.6° −53.8° −51.5°
ϕ3P1,3S1 60.8° 59.5° 80.7° 73.3°
ρstirap 98.3% 94.4% 96.7% 91.6%
tstirap 150 µs 150 µs 100 µs 100 µs
γstirap 9.2 kHz 60.2 kHz 13.9 kHz 14.4 kHz













in Equation 5.1. For sufficiently long tstirap, this replacement implements an adiabatic
ramp of the Rabi frequencies that appear in |D〉. Once again, the objective is to find
experimentally reasonable values for the Rabi frequencies and detunings that produce
significant population transfer to the target metastable state. Iterative optimization of
































Figure 5.7: The excitation fraction of the target state, |3P2,±2〉 (|3P0, 0〉), at tstirap as a function of the
three-photon detuning is shown in the top (bottom) row. The left column shows the results for Sr and the
right column shows the results for Yb. Except for the three-photon detuning, which is varied, the parameters
for the simulations are identical to those used in Figure 5.6 and reported in Table 5.4. The sinc2 fits (solid
lines) yield full widths at half maximum for the three-photon transitions to 3P2 (3P0) of 9.2 (60.2) kHz for
Sr and of 13.9 (14.4) kHz for Yb. The amplitude mismatch between the wings of the fit and the simulation
is likely caused by the convolution of power broadening and the transform limit.
converged to the parameter sets in Table 5.4 after ' 1000 runs. These parameter sets
transfer & 90% of the population to the target state and produce the dynamics shown in
Figure 5.6. Note that the balanced one- and two-photon detunings suggested by analysis
of the reduced STIRAP Hamiltonian (Equation 5.8) do not maximize adiabatic transfer
under the full OBE evolution. The optimization algorithm does not vary tstirap or ΩB, but
several hundred optimization runs at nearby values for these parameters did not improve
the results.
The utility of the STIRAP protocol depends greatly on the spectral width of the
STIRAP feature, since this width determines both the technical challenge of realizing
the protocol and its sensitivity to realistic perturbations (such as those discussed in Sec-
tion 5.1.4). There are two methods for extracting the three-photon transition linewidth:
numerical estimation using the OBEs or direct computation of the electric susceptibil-
ity [257, 317]. The latter approach works best in steady state or in the limit of weak
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excitation, neither of which apply here or in Section 5.1.3. In addition, analytical calcula-
tions of the susceptibility typically use a non-Hermitian Schrödinger equation technique








with t the interrogation time, for our parameter sets is large enough to invalidate the non-
Hermitian Schrödinger method (see Table 5.1 and Table 5.4). Directly solving the OBEs
for the system would yield an expression for ρ{3P1,−1}, {1S0,0}, which is proportional to the
susceptibility [257, 317]. However, even in steady state, solving the OBEs (Equation 5.5)
is nontrivial and, more importantly, the resulting analytical form for the susceptibility is
likely to be so complicated that it obfuscates the essential physics. For these reasons,
both here and in our publication, we prefer numerical methods to estimate the three-
photon linewidth. The variation in the final target-state population, ρstirap, with the
three-photon detuning is shown in Figure 5.7. The full width at half maximum of sinc2
fits to these numerical results is an approximate linewidth, γstirap, for the STIRAP process
(see Table 5.4). For Yb and |3P2,±2〉 in Sr, the STIRAP linewidths are similar to the Rabi
process linewidths reported in Section 5.1.3. Interestingly, the three-photon resonance
for |3P0, 0〉 in Sr is substantially broader, suggesting that there may be parameter sets that
achieve high transfer efficiencies with larger linewidths for the other target states as well.
The narrow linewidth of the three-photon transition (or a doubly-forbidden transition) is
the primary obstacle to realizing a metastable AE degenerate gas. A larger linewidth
reduces sensitivity to many of the technical issues discussed in Section 5.1.4, so a search
for these broader linewidth parameter sets should be a priority for anyone attempting to
implement the three-photon transfer scheme.
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Appendix A: Fermionic Absorption Cross Section
Resonant absorption imaging of 87Sr on the 461-nm transition is complicated by
the unresolved hyperfine structure of the 1P1 state. The splitting between the F = 11/2
and F = 7/2 (F = 9/2) excited states is 43 MHz (−17 MHz) The absorption cross
section for the fermionic isotope depends on both the spin state populations and the probe
laser polarization. We can use a rate-equation model to compute the optical pumping
dynamics during the probe pulse and extract the scattering cross section as a function of
pulse duration. The essential pieces of this calculation were initially worked out at Rice
University by P. Mickelson and are available in his Ph.D. thesis [181]. In this appendix, I
discuss the implementation of the rate equation model for our experiment and our method
for combining it with the image analysis techniques of Section 3.2.
A.1 Absorption for Bosonic Isotopes
Bosonic alkaline-earth atoms all have nuclear spin I = 0 and so possess no hyperfine
structure. This makes conversion between the measured optical depth and the atomic
column density straightforward. The absorption cross section for the bosons, including





1 + s + 4(∆/Γbl )2
=
σ88
1 + s + 4(∆/Γbl )2
, (A.1)
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Figure A.1: Rate equation simulation (see Equation A.5) of optical pumping of fermionic samples during
the absorption image at saturation parameter s = 0.01 for a linearly polarized probe (left) and a circularly
polarized probe (right).
where Γbl is the linewidth, ∆ the laser detuning, λbl is the wavelength, and s = I/Isat is
the saturation parameter for the 461-nm transition.1 The resonant, unsaturated bosonic
scattering cross section is σ88 = 3λ2bl/2π. In principle, Equation A.1 should contain a
Clebsch-Gordan factor, but for the 1S0 → 1P1 transition in the bosons all Clebsch-Gordan





1 + 4(∆/Γbl )2 + s(x, y)
σ88
, (A.2)
where Dm(x, y) is the measured optical depth and Drs (x, y) is the resonant, unsaturated
optical depth (see Section 3.2).
A.2 Relative Cross Section Calculation
The situation for the fermionic isotope is quite different. The 1P1 state splits into
three hyperfinemanifolds and none of these manifolds are spectrally resolved. To calculate
the absorption cross section accurately, wemust take contributions to the photon scattering
1Of course, with an appropriate change in parameters, Equation A.1 can also be applied to the 1S0 → 3P1
transition.
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Figure A.2: The fermionic cross section as a function of integration time relative to its steady state value
for a linearly polarized probe (left) and a circularly polarized probe (right).
rate from each of these levels into account. Because the size of our ultracold gases is
much larger than the optical wavelength and the lifetime of the 1P1 state (τ = 1/Γbl '
5 ns [62, 63]) is much shorter than the interrogation time (≈ 10 µs), we are justified in
using rate equations to model the optical pumping dynamics during the probe pulse. The
model will return the population in each of the Zeeman sublevels of the relevant states and
convert these populations into a scattering rate from which we can extract the absorption
cross section.
The optical pumping dynamics are governed by laser driven excitation to the 1P1
state and spontaneous decay that returns population to the ground state. The decay from




|e, Fe,mFe 〉→|g, Fg,mFg;mγ〉
= Γbl




The branching from the excited state into the magnetic sublevels of |g〉 is governed
by a Clebsch-Gordan coefficient, 〈Fg,mFg ; 1,mγ |Fe,mFe 〉.2 Excitation from |Fg,mFg 〉 to








Figure A.3: The steady state fermionic cross section as a function of detuning and saturation for a linearly
polarized probe (left) and a circularly polarized probe (right).
|Fe,mFe 〉, including the effect of saturation and detuning, proceeds at a rate given by
κexc
|g, Fg,mFg;mγ〉→|e, Fe,mFe 〉
=
s Γbl f (mγ)
〈Fg, mFg ; 1,mγ |Fe, mFe 〉

2
1 + s + 4(∆/Γbl )2
, (A.4)
where f (mγ) is the fraction of the incident probe light with polarization projection mγ.
We represent the populations in each Zeeman state with P|g,Fg,mFg 〉 and P|e,Fe,mFe 〉. Using
Equations A.3 and A.4, we can construct the rate equations for the singlet hyperfine
structure of 87Sr,




























We numerically solve the rate equations A.5 to see the optical pumping dynamics
as a function of probe polarization and saturation. The results of these simulations for
a balanced initial spin distribution are shown in Figure A.1. We can use the spin-state
populations and the probe-beam parameters to construct an effective cross section. The
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where I is the probe intensity, ω is the probe frequency, n =
∑
mFg nmFg , and nmFg is the
density in |g, Fg, mFg 〉 [50]. From Equation A.6, we can find the fermionic cross section














In Figure A.2, we compare the fermionic cross section to its steady-state value, assuming
an initially unpolarized distribution. The cross section rapidly converges to the steady
state for the polarizations and saturation parameters that we use in the experiment. The
horizontal probe beam is π-polarized with s ' 0.01 and the vertical probe beam is σ−-
polarized with s ' 1. Both imaging systems typically use a 10-µs integration time. We
created lookup tables for the steady state relative cross section, σ87(∞)/σ88, as a function
of s and∆ (Figure A.3). Because the integration time is long compared to the cross section











We checked the validity of the steady-state approximation of Equation A.8 by
adjusting the number of initially populated spin states in the rate equation model. The
simulations show that, for a π-polarized probe, the cross section depends only weakly
on the spin state (Figure A.4). A σ−-polarized probe causes much larger spin mixture
dependent variations in the cross section at low saturation (Figure A.4), but the effect is
reduced to negligible levels at higher saturation (e.g. Figure A.2). Although the simulation
data are not shown, we also ran simulations for a (σ++σ−)-polarized probe. The dynamics
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Figure A.4: The fermionic cross section as a function of integration time and number of populated spin
states at saturation parameter s = 0.01 for a linearly polarized probe (left) and a circularly polarized probe
(right). In the right hand graph, solid lines indicate nearly "stretched" spin distributions and dashed lines
indicated nearly "anti-stretched" spin distributions. For both plots, spin distributions are an even mixture of
the number of Zeeman states specified in the legend.
were nearly identical to those for π-polarized light and σ87(t) differed by . 1% from the
π-polarized value.














L̂Fe,mFe ,mFg , (A.9)
to confirm that the rate equations produce the correct optical pumping dynamics and cross
section. After taking the rotating-wave approximation, the Hamiltonian of the system in


























where Ω = Γbl
√
s/2 and δba is the Kronecker delta. The hyperfine splittings are ∆9/2/2π =
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Figure A.5: OBE simulation (see Equation A.5) of optical pumping of fermionic samples during the
absorption image at saturation parameter s = 0.01 for a linearly polarized probe (left) and a circularly
polarized probe (right).





















〈Fg,mFg ; 1,mγ |Fe,mFe 〉|g, Fg,mFg 〉〈e, Fe,mFe |. (A.12)
Numerical integration of the OBEs with a Rabi frequency corresponding to s = 0.01
produces the optical pumping dynamics of Figure A.5, which are qualitatively indistin-
guishable from the rate equation dynamics in Figure A.1. In the OBE formalism, the
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Figure A.6: The fermionic cross section extracted using the OBEs as a function of integration time at
saturation parameter s = 0.01 for a linearly polarized probe (left) and a circularly polarized probe (right).
For both plots, spin distributions are an even mixture of the number of Zeeman states specified in the legend.

















denotes the imaginary piece of ρ|g,Fg,mFg 〉,|e,Fe,mFe 〉. The














Figure A.6 shows the relative cross section calculated by inserting the OBE numerical
integration results into Equation A.14. The cross section derived from the OBEs differs
from the steady state rate equation cross section by < 1%. This difference is less than
the systematic atom number uncertainty for the bosons and the shot-to-shot atom number
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