Experts usually express their uncertainty by words of natural languages (like \perhaps", \for sure", etc). In the majority of expert systems and intelligent control systems, uncertainty of experts' statements is represented by a number from the interval 0,1]. There are many di erent procedures that translate the words that experts use into numbers from 0,1]. For one and the same word, di erent procedures can lead to di erent numbers. Some &? and _?operations are very sensitive to this di erence in the sense that small changes in t(A) and t(B) can lead to absolutely di erent estimates for t(A&B) and t(A _ B). In view of that, it is reasonable to restrict ourselves to the operations that are the least sensitive to such changes.
Introduction
Experts usually express their uncertainty by words of natural languages (like \for sure", \maybe", etc). However, in the majority of expert systems and intelligent control systems uncertainty of expert's statements is represented by a number from the interval 0,1]: t(A) = 1 means that an expert is absolutely sure in A, t(A) = 0 means that the expert is absolutely sure that A is false, and values from 0 to 1 represent di erent degrees of the expert's uncertainty. 4;5 ); some of them were proposed on a more theoretical basis (see, e.g., 6 ;7 ). A survey of such operations is given in 8 .
One of the most successful applications of this type of uncertainty representation is in the area of intelligent control. This area was rst outlined by L. Zadeh 9 and experimentally tested by E. Mamdani 10 in the framework of fuzzy set theory 1 , therefore this area of research is also called fuzzy control. For the current state of fuzzy control the reader is referred to the surveys 11;12;13 .
There are many procedures to estimate degrees of belief 6;7 . For one and the same word (i.e., for one and the same degree of belief), di erent procedures can lead to slightly di erent values from the interval 0,1]. Some &? and _?operations are very sensitive to such uncertainty in the sense that small changes in t(A) and t(B) can lead to absolutely di erent estimates for t(A&B) and t(A _ B). To avoid this undesirable situation, we would like to restrict ourselves to the operations that are the least sensitive to such changes.
We started analyzing this problem in 14;15 , where as a measure of this sensitivity we took the \worst case" sensitivity, i.e., the biggest possible di erence jf(a The \worst-case" sensitivity, however, does not give the complete description of how sensitive an operator is. For one and the same value of the \worst-case" sensitivity, there are two possibilities. It is possible that an operation is actually very sensitive in the sense that small deviations in a and b always cause big changes in f(a; b). Another possibility is that in general, resulting changes in f(a; b) are small, but for a few atypical cases, f(a; b) changes a lot. To distinguish between these two cases, we must analyze to what extent an operation is sensitive \in the average".
In this paper, we introduce (and justify) a numerical criterion for the sensitivity \in the average", and nd &? and _?operations for which this average sensitivity is the smallest possible. We also show how this idea can be applied to other logical connectives, and to the choice of membership functions. 
How to
This number describes the average sensitivity of f in a point (a; b) 2 0; 1] 0; 1].
Therefore, as an overall average sensitivity S(f), it is reasonable to take an average of S(f; a; b) over all possible a and b:
Substituting (4) into (5), we arrive at the following formula:
Strictly speaking, to apply this de nition, we must require that an operation f be di erentiable for all a and b. This is not always true for &? and _?operations.
For example, the original Zadeh's operations max(a; b) and min(a; b) are not di erentiable when a = b. How to describe average sensitivity for such operations?
The following natural idea is widely used in mathematics: an arbitrary continuous function f, if it is not di erentiable itself, can be approximated by di erentiable functions (i.e., in other words, represented as a limit of a sequence f n of di erentiable functions). For each of these functions f n , we can nd S(f n ). The fact that f is a limit of f n means that for large n, the function f n is close to f (and the larger n, the closer is f n to f). Therefore, as a good approximation to the sensitivity S(f) of f, we can take the sensitivity of S(f n ) for some large n. To get better and better approximation for the desired value S(f), we must take S(f n ) for su ciently large n. In mathematical terms, we thus kind of de ne S(f) as a limit of S(f n ) for n ! 1.
This limit is not necessarily nite, it can also be in nite. This would mean that such an operation f is oversensitive, and thus (from the above-described viewpoint) not good.
In a similar manner, for a non-smooth function f, we can de ne not only S(f), We can thus think of this sequence fd n g as having a \limit". This \limit" can be viewed as a generalized function. This is an exact mathematical term. Another term for that is a distribution (or Schwartz distribution). We do not want to transform this text into a tutorial on distributions (this will take too long; the interested reader is referred to 16 , or to any other book on distributions). However, we would like to outline a few things that will be used in the following text.
In order to make the above-described ideas precise, we must somehow explain what it means for functions f n and f to be close. First, we must de ne what it means for f n to converge at all. For real numbers, a sequence fx n g converges if and
only if it is a so-called Cauchy sequence, i.e., if and only if for every " > 0, there exists an N such that for n; m N, we have jx n ? x m j ". Similarly, we want to say that a sequence of functions f n converge (or, is a Cauchy sequence) if for every " > 0, there exists an N such that for every n; m N, we have kf n ? f m k " (where khk somehow describes the absolute value of the di erence h). So, we need to de ne this \absolute value". We want to de ne it in such a way that when f and g are close, then S(f) must be close to S(g). In particular, if h is close to 0 (i.e., if khk is close to 0), then S(h) must be close to 0. One way to achieve that would be to de ne khk as S(h). This is not exactly a good de nition for closeness. Indeed, for a non-zero constant function h, we would have S(h) = 0 and thus (under this de nition) khk = 0, while this constant is di erent from 0 and thus should not be that close. In other words, if khk is small, this must mean not only that S(h) is small, but also that the values of the functions h are small. To get khk with these two properties, we can add to the term S(h) (that describes that the derivatives are small) another term that describes that the function h itself is small. Similarly to S(h), this second term can be chosen as R h 2 da db, so we arrive at the following formula for the closeness:
The set of all sequences that are convergent in the sense of thus de ned closeness is called a Sobolev space; it is usually denoted by W (1) 2 (\2" because we use squares, and \(1)" because we use only the rst derivatives).
For functions f from this space, S(f) is well de ned. So, we will consider not only smooth functions as possible operations, but also functions from W (1) 2 .
De nitions and the Main Results
Let us recall some tutorial facts.
De nition 1. Remarks. 
Remark. Similarly to De nition 2, if the function f is not di erentiable, then we understand derivatives as generalized functions.
De nition 7. Assume that we have some known information (K; F) about the logical connective. We say that an operation f has the least average sensitivity of all operations that are consistent with this information (or, for short, is the least sensitive) if the following conditions are true:
this function f is consistent with the known information (K; F); for any function g, that is consistent with (K; F), and for which S(g) is well de ned, S(f) S(g).
It is reasonable to choose this \least sensitive" operation as the desired extension. The following theorem proves that this idea leads to a unique choice of an operation: Theorem 2 (Uniqueness). For every known information (K; F), if functions f and g are both the least sensitive of all operations that are consistent with (K; F), then f = g (i.e., f(a; :::; b) = g(a; :::; b) for all a; :::; b).
Remark. This theorem shows that the idea of the smallest sensitivity \in the average" leads to a a unique extension. How to compute this extension? This computation can be done either by applying numerical methods of solving variational problems (see, e.g., 20 , or Chapter 2 of 21 ) to the problem S(f) ! min f ; (8) or by noticing (like in the proof of Theorem 1, see below) that the solution of this variational problem must satisfy the Laplace equation @ 2 f @a 2 + ::: + @ 2 f @b 2 = 0; (9) and therefore, we can apply the known methods of solving this equation (see, e.g., B89]).
Example. As an example of this approach, let us consider \not"-operations. In this case, K = f0; 1g, and F is de ned as F (0) Remark. Comparing this result with the one from 14 , we see that, unlike &? and _, for :?operations, the same operation is the least sensitive both in the sense of \worst-case" sensitivity (described in 14 ) , and in the sense of our average sensitivity.
How to Choose a Membership Function: Another Application of This Idea
Motivations. Another possible application of this idea is to the problem of choosing a membership function. For example, suppose that when we want to formalize the notion \small". To do that, we must, for each value of the physical quantity x, describe our degree of belief (x) that this value x is small. In other words, we must describe a membership function that corresponds to the notion \small".
Usually, for some values of x we are absolutely sure that these values are small (i.e., for them, (x) = 1). For some other values x, we are absolutely sure that they are not small (i.e., (x) = 0). So, we have intervals, on which we know that (x) = 1 (or that (x) = 0). How to de ne for all other values, for which we are uncertain? For an arbitrary x, we can ask an expert to estimate his degree of belief that x is small. After he expresses his degree of belief by a word, we can apply a standard procedure to get a numerical estimate. However, we can only ask nitely many questions. Therefore, as a result of this elicitation, we will have only nitely many values (x i ) for some numbers x 1 < ::: < x n . To this information, we can add the intervals on which (x) = 0 and (x) = 1. Still, we do not have a unique description of (x) for all x.
For that, we need some interpolation. How to choose a proper interpolation procedure? A natural way to do that is as follows: not only our degrees of belief, but the measurement results to which we apply the membership functions are also imprecise. Therefore, it is reasonable to choose membership functions in such a way that the change in an input value x will lead to the smallest possible change in the value of (x) (and thus add as little as possible to the uncertainty of the truth values). In other words, membership functions must also be the least sensitive. In 14 , we considered the \worst-case" sensitivity and showed that for several important cases, piecewise-linear functions are the least sensitive in this sense. In this paper, we will consider the average sensitivity.
De nition 11. By a partial information about a membership function on an interval a; b], we mean a tuple (fx i g; f i g; fi k g; fj l g) consisting of a nite sequence a = x 1 < x 2 < ::: < x n = b, a sequence of values 1 ; :::; n 2 0; 1], and two se- One can easily check that the function f(a; b) = ab satis es both this equation, and these boundary conditions. It is known (see, e.g., 23 , Section 8. It is known that for an arbitrary quadratic functional S, the following parallelogram law is true: S(f + g) + S(f ? g) = 2S(f) + 2S(g) (see, e.g., 21 , Chapter 1, Problem 45). One can easily check this equality by writing down its left-hand side and using the formulas @(f g) @a = @f @a @g @a : (17) Dividing both sides of this law by 4, and using the fact that for a quadratic functional, S(f=2) = S(f)=4, we conclude that
The functional S is always non-negative, therefore S((f ? g)=2) 0. Hence,
We assumed that f and g are both the least sensitive, i.e., that S(f) = S(g) = min S(z). Therefore, 1=2 (S(f) + S(g)) = S(f) S(z) for all z. In particular, 1 2 (S(f) + S(g)) S(h): (20) Combining (19) and ( 
Let us consider two cases: (i) when derivatives are normal functions, and (ii) when derivatives are generalized functions.
(i) In the rst case, the function S(z; a; :::; b) is continuous (because both f and g are continuously di erentiable), and non-negative. Therefore, its integral is equal to 0 if and only if it is identically equal to 0. Hence, S(z; a; :::; b) = 0 for all the points (a; :::; b). Since S(z; a; b) is the sum of several non-negative numbers, and this sum is equal to 0, we can conclude that all these numbers are equal to 0. Therefore, all the partial derivatives @z=@a of a function z are equal to 0. Hence, z = (f ?g)=2 is a constant. For (a; :; ; ; b) 2 K, we have f(a; :::; b) = g(a; :::; b) = F(a; :::; b), and thence, z(a; :::; b) = 0. Therefore, this constant is identically 0.
So, z = (f ? g)=2 = 0, and f = g.
(ii) In this case, all the derivatives of a generalized function z are equal to 0, therefore, the function z is a constant 16 Proof of Theorem 4 is similar to the proof of Theorem 3.
Conclusions
As far as combining degrees of belief of experts is concerned, in situations where estimates can vary drastically, it is reasonable to use fuzzy logic connectives, which are the least sensitive to these variations. We prove that in this situation, the dual pair ab and a + b ? ab are the least sensitive operations.
The idea of choosing the least sensitive operation leads to a general methodology that enables us to extend an arbitrary logical connective from the classical set of truth values f0; 1g to the entire interval 0,1].
Another possible application of this idea is in choosing a membership function: it turns out that piecewise-linear functions are the least sensitive ones.
