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INTRODUCTION 
A liquid contained in a one-dimensional horizontal pipe occupies at the 
instant t, t > 0. an interval [O, s(t)], where s is an unknown function of the 
time describing the position of a freely moving p&tong. We are interested in 
the resulting pressure u = U(X, t) in the liquid. We assume that: 
(I) The changes in pressure are governed by the law 
for any t, a, P, 0 < a < P < S(t); 
(II) The motion of the piston obeys Newton’s law 
s’= H(s) - II, for ?r = s(t), t > 0, 
where H = H(s) is a given external force acting on the piston [Fig. 11. For 
the sake of simplicity we assume the mass of the piston and the area of its 
cross section are equal to one. 
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FIG. 2. The mathematical model. 
(III) The action of the piston is such that 
U.r = f(u) at x=s(t), f>O, 
where f is a given function. 
Moreover, at the point x = 0, we assume that ~(0, t) = $(t) for all t, and at 
the time t = 0 we assume u(x, 0) = g(x) for x E [0, s(O)]. Our aim is to find 
the pressure u and the function s. 
It follows from (I) that the function u satisfies the heat equation U, = u.~.~, 
on the interval 0 < x < s(t), t > 0. The problem just described is the free 
boundary problem for the heat equation [Fig. 21. 
The first to consider such problems were probably C. Lame and B. P. 
Clapeiron in 1831 and J. Stefan in 1889 (cf. [9]). J. Stefan considered the 
well-known “Stefan problem” a model of melting ice. Since that time many 
authors have studied it using different methods. For instance, Rubinstein [9] 
and Friedman [4] have used Green’s function for the heat equation. 
Kyner [7] has used special transformations and Schauder’s lixed-point 
theorem. Now the methods of variational and quasi-variational inequalities 
are intensively used to solve different Stefan-type problems. This direction of 
research is represented by Friedman [ 31, Friedman and Kinderlehrer [ 71, and 
Torelli [ 111. Fasano and Primicerio [ 21 have used the method of successive 
approximations. For other references and applications see [ 1 ] and [9]. The 
growing interest in the applications of the free boundary problem to game 
theory, cf. Van Moerbeke [ 121, is also observed. In our paper we use 
Rubinstein’s method, as described by Friedman [4]. 
1. GENERAL ASSUMPTIONS AND NOTATIONS 
We introduce some notations and assumptions which will be used without 
further references. 4, g will denote bounded continuously differentiable 
functions (on R +), and f; H will denote bounded functions which satisfy a 
Lipschitz condition, i.e., ]I$ ]]+no = SUP~<~<+~ I@(t)] < foe. I] g]], = 
~~~~~~~~ I &)I < +a~ Il.% = SUP,,~ IfW < +a~, and II fU/, = 
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SUP,.,~ IH( < fco. Moreover the functions Q, g satisfy the compatibility 
condition d(O) = g(0). For given T > 0, and function s(t), we define the set: 
R, = ((x. t) : 0 < x < s(t), 0 < t < T}. 
We remark that one may weaken these assumptions. We retain them in this 
paper to avoid unwarranted complications in our considerations. 
2. THE PROBLEM 
The mathematical formulation of our problem is to find functions 
u = u(x, t), x = s(t) > 0 satisfying the following free boundary problem: 
u=f+H(x) 
u, = fb 1 I 
if .K = s(t), 0 < f < T, 
s(0) = a, > 0; 
S(0) = a?; 
where a, > 0, a, are given constants. 
We consider the problem only when the function x = s(t), the free 
boundary, and the constant a, are positive. These restrictions, s(t) > 0 and 
a, > 0, are motivated by physical reasons as well as by our method. If s(t) 
becomes zero at moment t, > 0, we say the process under consideration 
comes to the end. 
DEFINITION. The pair (a, s) is a solution of (2.1) for 0 < t < T 
(0 < T< + to). if 
(i) u,,, it E C(Q,): 
(ii) U, E C(an, n (0 < t < T}); 
(iii) u E C(4,); 
(iv) S'E C([O, T]); 
(v) Eqs. (2.1) are satisfied. 
This is to say that we are looking for classical solutions to the problem. 
LOCALANDGLOBALSOLLJTIONS 309 
3. REDUCTION TO AN INTEGRAL EQUATION 
To prove the existence of the solution of problem (2.1), we transform it to 
an equivalent nonlinear system of integro-differential equations. The transfor- 
mation makes use of the Green’s function for the heat equation in the half 
plane s > 0: 
G(x. t; (, rj = K(.u, t; <, r) - K(-x, t; <, r); 
and the Neumann’s function: 
where 
N(X, t; t. r) = K(x. t; r, r) + K(-x. t: 6 r). 
K(x, t; <, r) = 
1 
2(7r(t - r))‘:’ exp 
(x - <)I 
- 4(t - 5) ’ 
The following lemma will be useful, see [5]. It gives a jump relation for 
K,(x. t; c. r) similar to that for single-layer potentials. 
LEMMA. Let p(t) (0 <t < 0) be a continuous function and let s(t) 
(0 < t < a) satisfi a Lipschitz condition. Then, for anv 0 < t < a. 
x !‘,-I~ j.‘p(r) KJx, t: s(r), r> dr 
0 
= fp(tj + (‘p(s) K,(s(t), t; s(r), r) dr. 
-0 
Now the following is true: 
THEOREM 3.1. If the pair (u, s) is a solution of problem (2.1) for some 
T > 0, then x = s(t) and u(t) = u(s(t), t) is a continuous solution of the 
system 
1)(t) = 2 1” 4(r) G,(s(t), t; 0, r) dr + 2 1.” g(r) G(s(t), t; <, 0) d< 
.o -0 
f 2 I.t [G@(t), t; s(r), r) s’(r) - G&s(t), t; s(r), r)] u(r) dr 
-0 
+ 2 )I W(t), t; s(r), r) f (a(r)) dr; (3.1) 
1’ = s’ + H(s); 
s(0) = a, > 0; 
s’(0) = a,. 
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Conversely, if the pair (~1, s) is a continuous solution of system (3. l), then the 
functions x = s(t) and u = u(x, t), defined by 
u(x, t) = If 4(r) G&x, t; 0, r) ds + 1.” g(r) G(x, t; L 0) ds’ 
.o -0 
+ 1’ [G(x, t; s(r), r) s’(r) - G&K, t; s(r), r)j c(r) dr 
.o 
+ 1” G(x, t: s(r), r)f(c(r)) dr. 
.o 
(3.2) 
form a solution of problem (2.1). 
Proof: Assume that (u, s) is a solution of system (2.1) for some constant 
T > 0. Integrating Green’s identity (for fixed (x. t) E f2,). 
; (Gu, - UC,) = f (Gu), 
over the domain f2,n (E < r < t - E ] and letting E .+ 0+ we get 
u(x, t) = 1.’ qb(r) G&x, t; 0, r) dr + 1.” g(r) G(x, t; <, 0) d< 
-0 .o 
+ 1” [G(x, t; s(r), r) s’(r) - G&x, t; s(r), r)] u(s(r), r) dr 
-0 
+ 1’ G(x, t; s(r), r) u,(s(r). r) dr. 
.o 
(3.3) 
Using the fact that u, = f(u) at x = s(t), taking the limit as x approaches s(t) 
from the left, and using the lemma, we obtain the first equation in (3.1). On 
the other hand, if the functions L’ = o(t), x = s(t) are solutions of system 
(3.1), then u = u(x, t), defined by (3.2), satisfies (cf. [5], [4]) the heat 
equation u,, = u, in L?,. regularity conditions uJX, u, E W,), 
u, E C(fi, n (0 < t < T}), u E C(b,) and the boundary conditions for x = 0 
and t = 0: u(x, 0) = g(x), ~(0, t) = 4(t). Now passing to the limit x -+ s(t) in 
(3.2) and using the lemma and (3.1), we obtain u(s(t), t) = u(t). Thus, 
u = S’f H(s) on the free boundary x = s(t). 
The property u, E C(b, n (0 < f < T}) may not appear so obvious. To 
demonstrate it we may, for example, proceed as follows. Consider the 
auxiliary problem: find a classical solution w = w(x, t) satisfing ~(0, t) = 4(t), 
w,(s(t), t) = f(v(t)) for 0 < f < T, W(X, 0) = g(x), and w~.~ = u’, for 
(x, t) E R,. The method of heat potentials guarantees the existence of w and 
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the continuity of bv, up to the boundary. Next we express w using the 
Green’s function G as before. Comparing with (3.2) we get 
if [ G(x, t; s(r), r) s’(r) 
-0 
- G&x. t: s(r), r)] [u(s(r), r) - w(s(r), r)] dr = 0. 
It follows that u = W, hence the desired continuity of u,. 
If we compare the integral representation (3.3) of u = U(X, t) in R, 
(expressed by Green’s function for the half plane x > 0) with (3.2) we obtain 
1” G(x, t; s(r), r)[u,(s(r>, r) -f(u(s(r), r))] dr = 0, 
-” 
so it is clear that U, =f(u) for x = s(t). 
4. THE LOCAL SOLUTION OF THE INTEGRAL EQUATION 
Due to Theorem 3.1, it suffices to solve system (3.1). It wih be done only 
locally. 
THEOREM 4.1. For sufjciently small T > 0 there exists a unique 
continuous solution of system (3.1). 
ProoJ The proof is similar to that presented by Friedman [4]. Let an 
operator P be defined on continuous functions u by the formula (which 
appears as the right-hand side of the first equation in (3.1)): 
P(u)(t) = 2 1’ 4(r) G&s(t). t; 0, r) dr + 2 f” g(r) G(s(t), t; <, 0) dr 
-0 -0 
+ 2 1.’ [G@(t), t; s(r), r) i(r) 
-0 
- G&(t), t; s(r), r)] u(r) dr 
+ 2 )-r G(s(t), t; s(t), r)f(v(r)) dr, 
-0 
where x = s(t) for given u is a solution of the differential equation 
f= H(s) - ?I; 
s(O) = a, > 0; 
s’(0) = a,. 
(4.1) 
409/82/2-2 
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The solutions s(t), 5(r) of (4.1), with respective inhomogeneities U, r? such 
that )] u ]IT. < M, ]] fi]], < M and T sufficiently small, satisfy the inequalities: 
/Is:-iI/,<IIL~-t’ll,; (4.2) 
lI~llz< w; 
where W > 0 is some constant independent of t’, 6. By a simple estimation of 
the integrals defining the operator P = P(v), we obtain IIP(v)ll, < M for 
/] tl]lr< it4, where M= ]] g/l,, + 1, provided T is small. Thus for the ball 
B(T)= {vEC(O,T):Il~llr<~l we have P: B(T)+ B(T). Next we prove 
that P is a contraction. To estimate the difference between P(u) and P(p) 
(~1, dE B(7)) we use (cf. [4]) inequalities (4.2) and the mean value theorem. 
In this way we obtain a constant T,, > 0 such that for T < T,. 
P: B(T) + B(T) is a contraction. T, depends on k = inf, s(t) > 0, /]i]]7 < + co 
and on the functions f, g, H, 4. Therefore, the operator P = P(C) has a tixed- 
point v E B(T), which defines the solution (t’, s) of system (3.1) provided s(t) 
is a solution of (4.1). In this way, the solution of (2.1) exists and is unique 
over a sufficiently small time interval. A natural question then arises. When 
does the solution of (2.1) exist for all f > O? 
5. THE GLOBAL SOLUTION 
Some simple examples show that, for suitably chosen functions f, g, H, 4, 
solutions can exist either for finite or infinite time intervals. For example, 
take g = ,I-‘, #=er-‘, H= 1, f(x)=x’, a,= 1, and a,=-1. Then 
u = ,x+t-1, s(r) = --t + 1 is the solution of (2.1) for t < 1. However, for 
4= et+‘, g= e-“+I, H = 1, f(x)= -x2, and a, =a, = 1 we know that 
u=e cPJ+‘, s(t) = t + 1 is the solution for infinite time. By Theorem 4.1. if 
there exists a constant k > 0 such that inf, s(t) > k, and if ]/s’]]r < + oo. then 
the solution is quaranteed to exist over the whole interval [O. T]. To charac- 
terize some of these cases we will obtain some a priori estimates for ]]s’]]r. 
THEOREM 5.1. Suppose u, , u?, u, < u2 are constants such thal 
f(u) > 0 for u<u,; 
and 
f(u) < 0 for u>u,; 
and let (u, s) be the solution of (2.1). Then Ils’llT < + 03 for any T > 0. 
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Proof For given T > 0, define the constants 
where O<x<a,, 0 <t < T, 0 < y. 
Our assumption about the function f =f(u) makes it possible to use a 
version of the strong maximum principle [5] for partial differential equations 
of parabolic type, obtaining the inequalities 
< u(x. t) < supt.+ (4 9 W)? g(x)) for (x, t j E Q r . 
Since f4 = s’+ H(s) we get 
m < i(t) < M for O< t< T. (5.1) 
This implies IIS’llr < + co for any T > 0. 
THEOREM 5.2. Let f be as in Theorem.5.1 and m, M as defined above. If 
either m > 0 and -a, < (2ma,)“‘2. or m = 0 and az > 0, then there e-xists a 
constant k > 0 such that s(t) > k > 0 for 0 6 t < T. 
If M > 0 and -a, > (2Ma,)“’ > 0, then in the interval 
-a, - (af - 2ma,)“’ -a, - (a: - 2Ma,)“’ 
1 
m M 
there exists a point T such that s(T) = 0. 
If M < 0, then there is a T in the interval 
-a, + (a; - 2ma,)“’ -a, + (a: - 2Ma,)“’ 
2 M 
3 
m 
for which s(T) = 0. If M = 0 and a, < 0, then there is a T in (0, a,/az) such 
that s(T) = 0. 
Proof: In order to prove the theorem we integrate the inequality (5.1) 
twice over [0, t] and make use of the boundary condition for x = s(t). The 
result is 
M 
Ft2+aZt+a,<s(t)<1t’+a2t+a,. 
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FIG. 3. The function I = s(f) satisfies S(I) > k > 0 for I > 0 
It follows that if either m > 0 and -a, < (2ma,)“’ or m = 0 and az > 0, then 
there exists a constant k > 0 such that s(f) > k > 0 for 0 < I < T and any 
T> 0 [Fig. 31. 
On the other hand, if either A4 > 0, -a, > (2Ma,)“’ or M < 0. or M = 0 
and a, < 0, then there exists T > 0 such that s(T) = 0. Estimates for such a T 
may easily be formed [see Fig. 4 ]. 
COROLLARY. Let f, m and M be as in Theorem 5.1 and satisfJ1 either 
m > 0, -aI < (2ma,)‘!’ or m = 0. a, > 0. Then, by Theorem 5.2. the solution 
(u, s) of (2.1) exists for T = + co. 
Unfortunately, Theorem 5.2 only gives sufficient conditions for the 
existence of solutions either for all t > 0 or for [0, T], T < +a. However, it 
does not seem so easy to find necessary and suffkient conditions. 
Some additional characterization of the free boundary may be given by 
similar methods (cf. Friedman and Jensen [6]). 
COROLLARY. For f, m, and M as in Theorem 5.1, the free boundarJ1 
x = s(t) is concave for m > 0, and convex for M < 0. 
FIG. 4. Existence of T > 0 for which s(T) = 0. 
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6. FINAL REMARKS 
Due to the form of the free boundary conditions we were allowed to 
replace our original problem by a nonlinear integral equation for 
L! = z&(t), t). The same procedure works in other cases also. For example, in 
the process of the melting of ice (c.f. [4]), when 
u=o 
u, = -s’ I 
for x = s(t), 
as well as in the problem of one-dimensional filtration, when 
u=s’+H(s)/ 
u, = uf. - u, \ 
on the free boundary. 
similar techniques may be used (cf. [lo]). The only difference in the first 
case is that the intermediate nonlinear integral equation is for L’ = uxr not for 
L’ = u, which depends, generally speaking, upon whether U, or u is expressed 
by s and its derivatives on the free boundary x = s(t). One may specify a 
whole class of free boundary problems for which the above method of 
nonlinear integral equations works, say for example, when derivatives of s of 
order higher than two may appear in boundary conditions. However, all 
these results are local in t. To construct a global solution, one needs a priori 
estimates. If possible, they are obtained by making use of the strong 
maximum principle. One among many open questins is how to compare 
solutions of (2.1) for different functions f, g, 0, and H. 
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