For many natural systems there is an advantage in their simulating on a computer. In this article, a way how to determine the influence of the predator-prey simulation's parameters on the model's behaviour based on the leverage points is examined. An investigation whether it is possible to sort the parameters according to the importance and if it is possible to automate the process to a certain degree is performed.
INTRODUCTION
Many natural systems are complex. They consist of a lot of interacting entities and, moreover, their interactions are random. There are two ways how to look at and how to simulate a complex system, top-down and bottom-up. System dynamics is a typical top-down modelling approach. System's status is expressed using summary variables; the behaviour of the system is expressed using equations. Feedback loops are expressed explicitly in the model. On the contrary, modelling with agents is typical for the bottom-up approach. Agents (basic elements) and their behaviour are defined. Mutual interactions among agents (and positive and negative feedback loops as well) result from agents' behaviour. This article is focused on the bottom-up approach. The behaviour of the system as a whole is not directly encoded in the rules governing individual elements nor there is an external source of order. Order in the system is the result of self-organisation. In biological systems, self-organisation is a process in which a pattern at the global level of a system emerges solely from numerous interactions between the lower-level components of the system. Moreover, the rules specifying interactions between the system's components are executed using only local information, without reference to the global pattern (Camazine et al. 2003) . Self-organisation is closely related to the phenomenon called emergence. Emergence is a spontaneous creation of macroscopic properties and structures of the complex system that are not easy to be derived from the properties of their elements (Fromm 2004 ). An example of emergence in biology is the view of biological organisation of life from the subatomic level to the entire biosphere. Leverage points are places in a complex system where a small change in one part of the system can result in a great change in all of its parts (Pelánek 2011) . Lever (in the system concept) is the ratio of the output change to the input change. Then the leverage point is a place in a system where the system can be effectively controlled (Harich 2010) . The leverage points' concept is used in various fields, such as biology, ecology, sustainability, managements, economics, and others. The study Managing the Ecosystem by Leverage Points: A Model for a Multispecies Fishery is the result of five years research of the south-eastern Australian continental shelf fishery ecosystem. It shows how leverage points can be found in this particular system (Bax et al. 1999 ). In the study Environmental and Societal Factors Affect Food Choice and Physical Activity: Rationale, Influences, and Leverage Points, the leverage points are used in the field of nutrition and dietetics (Booth et al. 2001) . The concept of leverage points was developed and generalised by Donella H. Meadows in her article Leverage points: Places to intervene in a system (Medows 1999) . She also introduced a sort of hierarchy of leverage points which is not limited to specific applications and has general use. The concept of leverage points is still being developed, e.g. in the article Change Resistance as the Crux of the Environmental Sustainability Problem, where the author deals with environmental sustainability (Harich 2010) . model's behaviour. But how is it possible to know which parameters are more and which less important? As a tool to know which parameters are more and less important, it is possible to follow the hierarchy of leverage points (Fig. 1, Meadows 1999) . Even though the hierarchy is built from the perspective of system dynamics (top-down), useful points for agent modelling (bottom-up) can be found. (Meadows 1999, in descending order as in the original paper)
PARAMETERS AND LEVERAGE POINTS
As can be seen, the parameters themselves are on the least important place in the hierarchy ( Figure 1 ). Yet, not all parameters are unimportant; some of them correspond with the more important leverage points. All that must be done is to match every parameter with the corresponding leverage point. Then it is possible to sort these parameters according to their influence on the system's behaviour.
EXPERIMENT
For our experiment, Wolf Sheep Predation simulation (Wilensky 1997 , Figure 2 ) is used which is available at (http://ccl.northwestern.edu/netlogo/models/WolfSheep Predation). This classical but still current model explores the stability of predator-prey ecosystems. Wolves and sheep wander randomly around the landscape while the wolves look for sheep to prey on. Each step costs the wolves energy and they must eat sheep in order to replenish their energy -when they run out of energy they die. The sheep must eat grass in order to maintain their energy as well. The simulation runs for each discrete step in which individual agents perform their actions. First of all, it is necessary to verify that the parameters of this simulation are related to the concept of leverage points. The Wolf Sheep Predation simulation has seven parameters ( To be able to evaluate the impact of these seven input parameters on the behaviour of the simulation model, we must also specify the output indicator to reflect this behaviour. As there are several input parameters, it is possible to have several output indicators as well. In this case, only one output indicator is chosen -total population. Total population indicator reflects the total population of wolves and sheep in every step of the simulation. So let's assign leverage points to each input parameters according to (Figure 1) . Parameters initial-number-wolves and initial-numbersheep are associated with the leverage point 12 because they are just numbers or constants. They are the least important parameters with regard to the output indicator which influences the size of the total population. Parameters sheep-reproduce and sheep-gain-from-food are associated with the leverage point 7 because they affect the positive feedback loop. The more food the sheep gets from the grass, the longer it is able to survive and the more offspring it can have. Analogously, the larger the value of sheep-reproduce is, the more sheep Increasing the values of this parameter extends the interval between the time it takes the grass to regrow, which increases the effect of negative feedback loop to the sheep and then to the wolves' population. The last two parameters, wolf-gainfrom-food and wolf-reproduce affect both positive and negative feedback loop (leverage point 8 and 7). A higher value of wolf-reproduce and wolf-gain-from-food parameter increases the wolf population and thus the overall population as well. But more wolves eat more sheep, thus reducing the population of sheep, which on the contrary negatively affects the overall population of both species. Because these parameters affect both negative and positive feedback loops, their effects should cancel out.
AUTOMATIC PARAMETERS' INFLUENCE SORTING
The aim of this chapter is to confirm the leverage points' concept for this scenario and also to find a procedure according to which it would be possible to automatically sort the input parameters according to their influence on the output indicator. This procedure consists of two steps. First of all, it is necessary to test all input parameters of simulation in their pre-defined range and then to determine the influence of these parameters on the desired output indicator from the results of the testing. The aim of testing the input parameters is to obtain the necessary data to evaluate the influence of input parameters on the output indicator. A prerequisite for this step is an already working simulation with default values of all input parameters (Table 1 ). Input parameters are tested progressively, one after another. Each parameter's value is always tested in its entire range, leaving other parameters at their default value.
In (Figure 2) , it can be seen what influence the input parameter sheep-reproduce (value 1-20) has on the output indicator total population. For each input parameter value the simulation was run 5 times so the results were averaged. Each simulation run lasted for 1000 steps. In the graph there is minimum, maximum and average value of the total population output indicator. In (Table 2) there are results of testing of all input parameters. One way how to compare the effects of input parameters is to interleave the result values from the simulation with the regression line (mean line). The slope of the line (its absolute value) determines the influence of the input parameter on the output indicator. A positive or negative value of the slope determines positive or negative influence of the input parameter to the output indicator. In the third column (Table 2) there are leverage points assigned previously to each input parameter in contrast to the slope of a regression line. As we can see, the test results (slope of a line value) as well as the original associated leverage points match in the influence magnitude they have on output indicator. Parameters initial-number-wolves and initial-numbersheep have almost no effect on the output indicator. Even the parameters wolf-gain-from-food and wolfreproduce have almost no effect on the output indicator, as they have impact on both the negative and the positive feedback loop. On the other hand, the last three parameters (grass-regrowth-time, sheep-reproduce and sheep-gain-from-food) do have some influence. By sorting these parameters according to the standardised absolute value of the slope of a line, we get some sort of hierarchy of the simulation parameters with growing influence on the output indicator. The more the To verify that we have chosen these parameters correctly, let's do multivariate regression (Table 3) . The R 2 tells us that these three parameters have given us approximately 91% of the information and explained the variation of our model by 91%. The degrees of freedom have been used to determine what the critical tvalue is and we have compared it to our t-statistics. The benchmark t-value is approximately 1.96, so any number above this number is significant variable. We can state that all of these three chosen variables are significant variables then.
CONCLUSION
Based on the experiments we can say that in order to assess the influence of input parameters on the predatorprey simulation, we can use the concept of leverage points. A similar interpretive value also has a regression line, obtained by testing all input parameters. Input parameters sorted by their influence according to the leverage points and input parameters sorted by their influence according to regression lines of the tested parameters match. Even though we use univariate regression, results are fast and reliable enough as it was confirmed in the experiment. On the other hand, multivariate regression is very time consuming to calculate, taking into consideration all the parameters of the simulation. Calculating the regression line and thus determining the influence of parameters can also be automated. Reliable and fast sorting of parameters according to their influence is one of the important steps to adaptation of the system's behaviour (Janošek et al. 2011) .
