In this paper, we propose a particle swarm-based extreme learning machine (ELM) to classify datasets with varying number of classes. This work emphasises on a couple of important parameters, like maximisation of classification accuracy and minimisation of training time. As a machine classifier, an ELM has been chosen, which is an improvement over back propagation network. For each of the input dataset an optimised target was determined by using particle swarm optimisation (PSO) technique. Those specific targets are used with the input data to train the ELM during classification process. For this, some of the bench mark classification datasets are used. To compare the proposed method and some of the existing methods an extensive experimental study has been carried out; a comparative analysis is done by taking parameters like percentage of classification accuracy, training time and complexity of the computing algorithm.
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Introduction
Two of the major tasks in data mining are data classification and prediction. Those continue to play a crucial role in the area of pattern classification, data filtering, financial analysis, stock market predictions, weather forecasting, disease predictions, genomic science, bioinformatics, image processing etc. (Dehuri and Cho, 2009a) . Main applications of data mining are associated with clustering and classifications, which are used to extract meaningful information from the available data and also give some useful inferences results which can then be applied to various problem domain of the real world. Classification is the task of dividing different data from their known features to a particular group. A classifier can be categorised as a binary or multinomial depending on the number of classes present in the dataset. Binary classifiers are applied to the data having two classes. In machine learning, multiclass or multinomial classification is the problem of classifying the given instances into more than two classes. While some classification algorithms naturally permit the use of more than two classes, others are by nature binary algorithms; these can, however, be turned into multinomial classifiers by a variety of strategies. Multiclass classification should not be confused with multi-label classification, where multiple classes are to be predicted for each problem instance.
In recent past the research is going on in the field of classification and particle swarm optimisation (PSO) has been used in different way with other machine learning techniques for finding better solutions. Cervantes et al. in 2005 proposed PSO algorithm to improve the result of discrete classification problem. Here a binary version of the PSO algorithm is used to create a set of logic rules which can map binary masks to the available classes. Hema et al. in 2008 suggested a PSO-neural network-based classification of mental tasks. Here PSO is associated with recurrent neural network and the classification performance is observed to be around 90% (Hema et al., 2008) . A PSO and back propagation learning-based functional link ANN (FLANN) is proposed by Dehuri and Cho (2009a) . Olivas et al. in 2015 created a fuzzy system to adjust the parameters of PSO. The parameters thus adjusted are claimed to improve the quality of results (Olivas et al., 2015) . Nayak et al. in 2015 proposed a higher order neural network to facilitate an efficient training algorithm for different classification tasks.
They have combined gradient descent learning and PSO to model the classifier where PSO has been used to find out the optimised weight set for the training algorithm . Bighnaraj et al. in 2015 proposed a PSO and GA-based FLANN model (PSO-GA-FLANN) for classification task. Here PSO is used iteratively to adjust the parameters of FLANN for minimising the level of error.
The Soule objective in this paper is to find out an optimised target for each of the input data which has been done by the use of PSO, so as to make the classifier efficient. Here we have used a variation of artificial neural network (ANN) which is the extreme learning machine (ELM), as a classifier but tried to improvise the model by using PSO technique for generating the optimised target with it. For measuring the performance the classification accuracy is taken as the prime criteria which are performed by k-cross validation scheme. The architectural complexity is taken care of, by optimising the number of nodes in the hidden layer. In this work, we have taken some tested classification datasets from the UCI learning repository. They are: iris, seeds and wine, diabetes and Bupa datasets.
Motivations
While designing any artificial machine classifiers major challenges lie in getting higher accuracy, reducing the training time and designing a robust machine which not only will handle different types of datasets but in a real time as well. Only designing a good classifier, giving higher percentage of accuracy is not meeting the present requirement. Therefore, it becomes important to design such a classifier which would be fast enough to cater the need of real time application, giving high level of accuracy and keeping the balance between training and testing time
Major contributions of the proposed approach
• To apply an optimisation technique-PSO for finding the target of the classifier for approaching towards better accuracy.
• To apply ELM for improvising the training time.
• To compare the results with PSO-based BPNN (PSO-BPNN) and PSO-based ELM (PSO-ELM).
The rest of the paper is sequentially arranged in the following order. Section 2 comprises the details of the dataset and pre-processing of the dataset. In Section 3, PSO is briefly described, which is used to model the target output of the classifier. Section 4 describes about the ELM which is used along with PSO to classify the datasets. Section 5 contains the results, for the evaluation of the proposed model on the basis of different criteria. Finally, Section 6 gives the detail of the conclusion and future work.
Datasets and preprocessing
In this work we have used five benchmark datasets, taken from UCI learning repository for verification and validation of the proposed model (Bache and Lichman, 2013) . A brief of the datasets are given in Table 1 . 
Preprocessing
In preprocessing phase the data are undergone normalisation, which is the process of bringing the input data in to a range of certain values to fall within an acceptable scope, and domain (Dehuri and Cho, 2009a) . Basically this is done to get a faster and efficient training. If the neurons used in the classifier have nonlinear transfer functions (whose output range is from -1 to 1 or 0 to 1), the data is needed to be normalised for efficiency. As our outputs are falling within these ranges, each feature in each dataset is normalised using column normalisation (Priyadarshini et al., 2010) . For each of the dataset used in this work has gone for a column normalisation which normalises the sum of the squares of the elements in each column to have a value of 1. Column normalisation is chosen because it retains the relative magnitudes of the data in each column with respect to the length of the vector they describe. Normalising between min and max destroys those inherent relationships. The normalised data are then used as the inputs to the machines.
Basic principles of PSO
PSO is a population-based stochastic search and optimisation technique, which was introduced by Kennedy and Eberhart in 1995. It is a multi-objective optimisation method to find optimal solution to the problems having multiple objectives (Dehuri and Cho, 2009b) . It is a technique, which is loosely modelled on the collective behaviour of groups, such as clouds of birds and schools of fish. It mostly shows a natural behaviour of a group of objects, searching for some target (e.g. food). It is a simulation of the coordinated behaviour of a swarm of particles moving to achieve a common goal (Dehuri et al., 2012) . The goal is to reach to the global optimum of some multidimensional and possibly nonlinear function or system (Kennedy and Eberhart, 1995) . The working principle of PSO is very much similar to any other evolutionary algorithms like genetic algorithm. Initially particles are randomly distributed over the search space. So each particle gets a virtual position that represents a possible potential solution to optimisation problem. It is an iterative process wherein each iteration every particle moves to a new position, navigating through the entire search space (Van der Merwe and Engelhrecht, 2003). Each particle keeps track of its position in the search space and its best solution so far achieved. The personal best value is called as p-Best and the ultimate goal is to find the global best called as g-Best (Devi et al., 2009 ). Here, a particle refers to a potential solution to a problem in d-dimensional design space with k particles. Each particle is characterised by position vector…… xi(t) and velocity vector…… vi(t).
Each particle has individual knowledge p-best, its own best-so-far position, Social knowledge g-best, p-best of its best neighbour. The equations for velocity and position updates are given below ( )
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The first equation updates a particle's velocity. The term v(t + 1) is the velocity at time t + 1. The new velocity depends on three terms. The first term is w * v(t). The w factor is called the inertia weight and is just a constant between 0 to 1. Here the value of w is taken as 0.73, and v(t) is the current velocity at time t. The second term is c1 * r1
The c1 factor is a constant called the cognitive (or personal or local) weight. The r1 factor is a random variable in the range [0, 1) which means, greater than or equal to 0 and strictly less than 1. The p(t) vector value is the particle's best position found so far. The x(t) vector value is the particle's current position. The third term in the velocity update equation is (c2 * r2 * (g(t) -x(t)). The c2 factor is a constant called the social, or global, weight. The r2 factor is a random variable in the range [0, 1). The g(t) vector value is the best known position found by any particle in the swarm so far. Once the new velocity, v(t + 1) has been determined, it is used to compute the new particle position x(t + 1).
PSO for target optimisation
In case of supervised learning, during the training process of neural network, three parameters are mostly required, the input, weight and target (Zhang, 2013) . In practical approach the target of a neural network is either randomly chosen or depends on the feature of input dataset e.g., if the input dataset has three different classes, three target outputs are generated. In case of unsupervised learning, the target does not exist at all; rather it is needed to be explored by the network itself. If any of the previously said problems occur, the efficiency of the neural network reduces drastically due to the following reasons 1 The neural network may take longer time to get trained as randomly chosen target outputs may not be the optimal one and do not contain any relevance with the input.
2 Extensive computations are required as additional mapping is required in order to match up with the input values to the randomly chosen target values.
3 Usually for classification tasks, the number of output neurons in a neural network depends on the number of classes present in the dataset (Haykin, 1999) , whereas the number of input neurons depends on the number of features per input data. This particular architecture fails to maintain the relevance between the input and the randomly chosen target. (Feature to number of class mapping is done instead of feature to feature mapping which is more accurate).
These problems are addressed by using the proposed PSO-based technique, which generates a nearly optimised target by analysing the input dataset of the machine classifier. The steps for designing the classifier are diagrammatically shown in Figure 1 . (Rajesh and Siva Prakash, 2011) . It automatically determines all the network parameters analytically, which avoids trivial human intervention and makes it efficient in online and real-time applications. The generalisation performance of the ELM algorithm for data classification problem depends basically on three free parameters (Huang et al., 2006) . They are 1 the number of hidden neurons 2 the input weights 3 the bias values which need to be optimally chosen.
Figure 1 Proposed model of PSO-ELM
Neural networks have been extensively used in several fields due to their ability to approximate complex nonlinear mappings directly from the input sample; and to provide models for a large class of natural and artificial phenomena that are difficult to handle using classical parametric techniques. One of the disadvantages of the neural network is the learning time. But ELM overcomes the problems caused by gradient descent-based algorithms such as back propagation applied in ANNs (Zhang, 2000) . ELM can significantly reduce the amount of time needed to train a neural network. This paper presents the efficiency of PSO-ELM over PSO-BPNN.
Training with ELM
Learning, otherwise called as adaption is the ability to approximate the behaviour adaptively from the training data whereas generalisation is the ability to predict the training data (Haykin, 1999) . Generalisation is a more desirable and critical feature because the most common use of a classifier is to make good prediction on new or unknown objects. We have divided the datasets into two parts; the training set and testing set. The testing set are those samples that are used in the training process. This is used to test the resulting system parameters after simulation with training dataset. Almost 2/3rd of the total dataset has been taken as training set (Zhang, 2007) . This is done through the analysis of the accuracy achieved through different testing cases. Then we have simulated our network. The algorithm for ELM training is given below.
ELM learning algorithm
ELM algorithm has three steps as follows:
Given a training set X = {(xi, ti) | xi ∈ Rn and ti ∈ Rm, i = 1, 2,…,N} activation function g (x) , and the number of hidden nodes L, 1 assign randomly input weight vectors ai and hidden node bias or impact factor bi, i = 1, 2,…,L 2 calculate the hidden layer output matrix H, where The term generalised inverse is sometimes used as a synonym for pseudo-inverse. The pseudo-inverse is unique for all matrices whose entries are real or complex numbers. It can be computed using the singular value decomposition. The most widely known type of matrix pseudo-inverse is the Moore-Penrose pseudo-inverse, which was described by E.H. Moore in 1920, Arne Bjerhammar in 1951 and Roger Penrose in 1955. The benefit of using Moore-Penrose generalised inverse technique is that, it can also be applied on non-square matrices. Figure 2 shows the architecture of ELM with d inputs, L hidden and L output nodes (Tang et al., 2015) . The weights from input to the hidden layers are randomly assigned. The output of hidden layer is calculated using the Sigmoidal activation function. The weight set connecting the hidden to output layer (output weight) is calculated using Moore-Penrose inverse. With the help of these weights and the input matrix the final output is calculated. 
Proposed approach
The proposed work incorporates, modification and improvement in the previous work (Dash et al., 2015) where a PSO-BPNN approach is being used. Unlike a PSO-BPNN, which consumes a considerable amount of time in the process of computing input layer output and hidden layer output and iterating the process till both the input weights and hidden weights are not optimised to map to the output, mainly in case of large datasets. During training a PSO-BPNN the initialised random weights are adjusted and are optimised by taking the difference between the calculated output and targeted output. Since it is an iterative process, a neural network may consume several epochs to get converged and thereby getting trained. In the proposed approach a PSO-ELM has been used which replaces the BPNN in the previous work. The objective behind this is the fact that the training occurring in the hidden layer is bypassed by using ELM. For which the model becomes faster and also gives an improvement in accuracy. This model overcomes the problem of training overhead incurring in case of PSO-BPNN. Because, in case of ELM, the weight-set connecting the hidden to output layer is determined by using Moore-Penrose inverse technique where as in PSO-BPNN, this weight optimisation is achieved due to training algorithm used in the classifier. The algorithm used for the proposed approach is given by Algorithm 1 and Algorithm 2. (ii) Do partition on each of the D to two parts; one part containing, 2/3rd and the next part containing 1/3rd of the data instances. The first part is used for training whereas the second part is used for testing purpose 5 Measure the accuracy by using cross validation technique.
End
In a k-fold cross-validation, the original input is randomly divided into k equal size subsamples. Of the k subset, a single subset is used as the validation data for testing the model, and the remaining (k -1) subsamples are treated as training data. The cross-validation process is then repeated k times called as k-folds), with each of the k subsamples used exactly once as the validation data. The k results from the folds can then be averaged (or otherwise combined) to produce a single estimation result. The method gives an advantage over repeated random sub-sampling is that all observations of the datasets are used for both training and testing, and each observation is used for testing exactly once. This piece of work uses five-fold cross validation for testing, and the given result is averaged over the entire cross validations. In this case all the datasets are divided into five parts (here k = 5). Then for the first iteration first four parts are used as training samples and the remaining part is used for testing samples. For the second iteration the second to fifth parts are used as training samples and the first part is used for the testing samples. This procedure is repeated for k times.
Experimental setup and parameter setting
The whole experiment is carried out, using MATLAB 7.0. At the outset the data are preprocessed and transformed into a desired format suitable for input. They are normalised by normc ( ) function of Matlab. For PSO the value for parameter c1 and c2 are taken as 1.4, the 'w' value which is the PSO momentum or inertia has been taken as .73. These values are taken from empirical studies. The input is varying for each of the dataset depending on the size of the data and the number of instances. The ELM used here uses four hidden nodes; the number of nodes taken basing on a hit and trial method. If we are taking number of nodes more than 4, there is no change in performance. So we are stick to 4. Due to nonlinearity in the dataset, it uses log Sigmoidal activation function to generate the hidden layer outputs. The value of learning parameter is taken as 1. Then ELM is used to compute the output with the help of Moore-Penrose matrix. The number of output depends on the number of classes present in the dataset. 
Results and observations
The process of classification was carried out on the previously mentioned datasets by taking the conventional ANN with back propagation learning algorithm as well as the proposed approach. In both the cases the classification accuracy was taken as the most vital factor for performance evaluation. Number of misclassification is calculated by measuring the Euclidean distance between the target and actual output. Percentage of misclassification is ratio of incorrectly predicted class and total number of data present in the testing samples multiplied by 100. Table 2 shows the overall comparison between the PSO-BPNN, BPNN and the improved PSO-ELM approach. It is clear from the result that the proposed approach shows significant improvement over BPNN and PSO-BPNN mainly in terms of time. Tables 3 to 7 show the simulation result of accuracy percentage of each of the dataset used in this work.
Analysis of time complexity
In neural network approach for data classification, the classification time is the sum of the training time and the simulation time. As the intermediate inputs at any layer can be calculated by multiplying two matrices (i.e., input and weight), the time complexity for a single epoch is in the order of (n 3 ) where n is the number of input samples . But the training process of neural network is a repetitive task consisting of several epochs becomes highly computationally intensive. As the number of epochs is not a definite value and training time directly varies with the number of epochs, a situation may arise when the training time will be unusually high due to large number of epochs leading to more computational overhead. In this situation ELM is showing its advantage as here no repetitive learning is occurring, it takes lesser time mainly in case of larger datasets. This characteristic of the model is effective when the chosen datasets are large in volume. Figure 3 shows the training time of PSO-BPNN and PSO-ELM. 
Conclusions and future work
The role of a target carries a lot importance in case of classifiers during the process of training. There is always a scope for increasing the classification accuracy with a reduced training time and there is a certain need to assess its efficiency in terms of learning time, simulation accuracy and robustness. In the proposed work we have tried to improve the classification accuracy, and got some promising results which verify that the proposed method shows a remarkable improvement over back propagation machine classifier alone and tested it with ELM. The PSO technique also played a vital role to provide the optimised target that made the learning process easier and efficient. Considering the inspiring results obtained from the proposed work the future objectives are 1 to apply the proposed method on some real life problems with some benchmark datasets mainly in the area of computational biology and bioinformatics
