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The two-time Green function method in quantum electrodynamics of high-Z few-electron atoms
is described in detail. This method provides a simple procedure for deriving formulas for the energy
shift of a single level and for the energies and wave functions of degenerate and quasi-degenerate
states. It also allows one to derive formulas for the transition and scattering amplitudes. Application
of the method to resonance scattering processes yields a systematic theory for the spectral line
shape. The practical ability of the method is demonstrated by deriving formulas for the QED
and interelectronic-interaction corrections to energy levels and transition and scattering amplitudes
in one-, two-, and three-electron atoms. Numerical calculations of the Lamb shift, the hyperfine
splitting, the bound-electron g factor, and the radiative recombination cross section in heavy ions
are also reviewed.
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I. INTRODUCTION
A great progress in experimental investigations of high-Z few-electron systems (see, e.g., [1,2]) stimulated theorists to
perform accurate calculations for these systems in the framework of quantum electrodynamics (QED). The calculations
of QED and interelectronic-interaction corrections in high-Z few-electron systems are conveniently divided into two
stages. The first stage consists in deriving formal expressions for these corrections from the first principles of QED.
The second comprises numerical evaluations of these expressions. The present paper is mainly focused on the first
stage. As to the numerical calculations, we give only a short overview of them in this paper. For more details we
refer to [3–7].
Historically, the first method suitable for deriving the formal expressions for the energy shift of a bound-state
level was formulated by Gell-Mann, Low, and Sucher [8,9]. This method is based on introducing an adiabatically
damped factor, exp (−λ|t|), in the interaction Hamiltonian and expressing the energy shift in terms of so-called
adiabatic Sλ matrix elements. Due to its simple formulation, the Gell-Mann–Low–Sucher formula for the energy
shift gained wide spreading in the literature related to high-Z few-electron systems [10–17]. However, the practical
use of this method showed that it has several serious drawbacks. One of them is the very complicated derivation of
the formal expressions for so-called reducible diagrams. By ”reducible diagrams” we denote those diagrams where an
intermediate-state energy of the atom coincides with the reference-state energy. (This terminology is quite natural
since it can be considered as an extension of the definitions introduced by Dyson [18] and by Bethe and Salpeter
[19] to high-Z few-electron atoms.) As to irreducuble diagrams, i.e. those diagrams where the intermediate-state
energies differ from the reference-state energy, the derivation of the formal expressions can easily be reduced to
the “usual (λ = 0) S-matrix” elements in each method, including the Gell-Mann–Low–Sucher method as well (see,
e.g., [12,16]). Another serious drawback of the Gell-Mann–Low–Sucher method is the fact that this method requires
special investigation of the renormalization procedure since the adibatic Sλ-matrix suffers from ultraviolet divergences.
The adiabatically damped factor, exp (−λ|t|), is non-covariant and, therefore, the ultraviolet divergences can not be
removed from Sλ if λ 6= 0. However, from the physical point of view one may expect these divergenes to cancel each
other in the expression for the energy shift. Therefore, they may be disregarded in the calculation of the energy
shift for a single level. For the case of degenerate levels, however, this problem remains since we can not expect
that the standard renormalization procedure makes the secular operator finite in the ultraviolet limit [11,13]. In
addition, we should note that at present there is no formalism based on the Gell-Mann–Low–Sucher approach which
would provide a proper treatment of quasidegenerate levels. Also no formalism in the framework of this approach
was developed for calculation of the transition or scattering amplitudes up to now. The same difficulties emerge in
the evolution operator method developed in Refs. [20–24]. Attempts to solve some of these problems by modifying
the Gell-Mann–Low–Sucher method were recently undertaken in [25–27].
Another way to formulate a perturbation theory for high-Z few-electron systems consists in using Green functions.
These functions contain the complete information about the energy levels and the transition and scattering amplitudes.
In this way, the renormalization problem does not appear, since Green functions can be renormalized from the very
beginning (see, e.g., [28]). Up to now, various versions of the Green function formalism were developed which differ
from each other by the methods of extracting the physical information from Green functions, i.e. the energy levels
and the transition and scattering amplitudes. One of these methods was worked out in [29–33]. It was successfully
employed in many practical calculations [34–46]. Since one of the key elements of this method consists in using
two-time Green functions, in what follows we will call it the two-time Green function (TTGF) method. This method,
which provides a solution of all the problems appearing in the other formalisms indicated above, will be considered
in detail in the present work.
As to other versions of the Green function method [13,17,47–55], a detailed discussion of them would be beyond the
scope of the present paper. We note only that some of these methods are also based on employing two-time Green
functions but yield other forms of perturbation theory. In Refs. [13,48–51], the two-time Green functions were used for
constructing quasipotential equations for high-Z few-electron systems. This corresponds to the perturbation theory in
the Brillouin-Wigner form while the method of Refs. [29–33] yields the perturbation theory in the Rayleigh-Schro¨dinger
form. Various versions of the Bethe-Salpeter equation derived from the 2N -time Green function formalism for high-Z
few-electron systems can be found in [13,52]. In [53,54] the perturbation theory in the Rayleigh-Schro¨dinger form is
constructed for the case of a one-electron system where the problem of relative time coordinates for the electrons does
not occur.
The relativistic unit system ( h¯ = c = 1 ) and the Heaviside charge unit (α = e
2
4pi , e < 0) are used in the paper.
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II. ENERGY LEVELS OF ATOMIC SYSTEMS
In this section we formulate the perturbation theory for the calculation of the energy levels in high-Z few-electron
atoms. In these systems the number of electrons denoted by N is much smaller than the nuclear charge number
Z. It follows that the interaction of the electrons with each other and with the quantized electromagnetic field is
much smaller (by factors 1/Z and α, respectively) than the interaction of the electrons with the Coulomb field of the
nucleus. Therefore, it is natural to assume that in zeroth approximation the electrons interact only with the Coulomb
field of the nucleus and obey the Dirac equation
(−iα ·∇+ βm+ VC(x))ψn(x) = εnψn(x) . (2.1)
The interaction of the electrons with each other and with the quantized electromagnetic field is accounted for by
perturbation theory. In this way we obtain quantum electrodynamics in the Furry picture. It should be noted that
we could start also with the Dirac equation with an effective potential Veff(x) which approximately describes the
interaction with the other electrons. In this case the interaction with the potential δV (x) = VC(x)− Veff(x) must be
accounted for perturbatively. Using the effective potential provides an extension of the theory to many-electron atoms
where, for instance, a local version of the Hartree-Fock potential can be used as Veff(x). However, for simplicity, in
what follows we will assume that in zeroth approximation the electrons interact only with the Coulomb field of the
nucleus.
In the present paper we will mainly consider the perturbation theory with the standard QED vacuum. The transition
to the formalism in which closed shells are regarded as belonging to the vacuum is realized by replacing i0 with −i0
in the electron propagator denominators corresponding to the closed shells.
Before formulating the perturbation theory for calculations of the interelectronic interaction and radiative correc-
tions to the energy levels, we consider standard equations of the Green function approach in quantum electrodynamics.
A. 2N-time Green function
It can be shown that the complete information about the energy levels of an N -electron atom is contained in the
Green function defined as
G(x′1, . . . x
′
N ;x1, . . . xN ) = 〈0|Tψ(x′1) · · ·ψ(x′N )ψ(xN ) · · ·ψ(x1)|0〉 , (2.2)
where ψ(x) is the electron-positron field operator in the Heisenberg representation, ψ(x) = ψ†γ0, and T is the
time-ordered product operator. The basic equations of quantum electrodynamics in the Heisenberg representation
are summarized in Appendix A. Equation (2.2) presents a standard definition of the 2N -time Green function which
is a fundamental object of quantum electrodynamics. It can be shown (see, e.g., [28,56]) that in the interaction
representation the Green function is given by
G(x′1, . . . x
′
N ;x1, . . . xN )
=
〈0|Tψin(x′1) · · ·ψin(x′N )ψin(xN ) · · ·ψin(x1) exp {−i
∫
d4z HI(z)}|0〉
〈0|T exp {−i ∫ d4z HI(z)}|0〉 (2.3)
=
{ ∞∑
m=0
(−i)m
m!
∫
d4y1 · · · d4ym 〈0|Tψin(x′1) · · ·ψin(x′N )ψin(xN ) · · ·ψin(x1)
×HI(y1) · · · HI(ym)|0〉
}{ ∞∑
l=0
(−i)l
l!
∫
d4z1 · · · d4zl 〈0|THI(z1) · · · HI(zl)|0〉
}−1
(2.4)
where
HI(x) = e
2
[ψin(x)γµ, ψin(x)]A
µ
in(x) −
δm
2
[ψin(x), ψin(x)] (2.5)
is the interaction Hamiltonian. The commutators in equation (2.5) refer to operators only. The first term in (2.5)
describes the interaction of the electron-positron field with the quantized electromagnetic field and the second one
is the mass renormalization counterterm. We consider here that the interaction of the electrons with the Coulomb
field of the nucleus is included in the unperturbed Hamiltonian, i.e. the Furry picture. However, there is also an
alternative method to get the Furry picture. In that method the interaction with the Coulomb field of the nucleus is
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included in the interaction Hamiltonion and the Furry picture is obtained by summing infinite sequences of Feynman
diagrams describing the interaction of the electrons with the Coulomb potential. As a result of this summation, the
free-electron propagators are replaced by bound-electron propagators. This method is very convenient for studying
processes involving continuum-electron states. It will be used in the section concerning the radiative recombination
process.
The Green function G is constructed by perturbation theory according to equation (2.4). This is carried out with
the aid of the Wick theorem (see, e.g., [28]). According to this theorem the time-ordered product of field operators is
equal to the sum of normal-ordered products with all possible contractions between the operators
T (ABCD · · ·) = N(ABCD · · ·) +N(AaBaCD · · ·) +N(AaBCaD · · ·)
+ all possible contractions , (2.6)
where N is the normal-ordered product operator and the superscripts denote the contraction between the correspond-
ing operators. The contraction between neighbouring operators is defined by
AaBa = T (AB)−N(AB) = 〈0|T (AB)|0〉 . (2.7)
If the contracted operators are boson operators, they can be put one next to another. If the contracted operators are
fermion operators, they also can be put one next to another but in this case the expression must be multiplied with
the parity of the permutation of the fermion operators. Since in the Green function the vacuum expectation value is
calculated, only the term with all operators contracted remains on the right-hand side of equation (2.6). In contrast
to the free-electron QED, in the Furry picture the time-ordered product of two fermion operators must be defined
also for the equal-time case to obtain the correct vacuum polarization terms. As was noticed in [57], the definition
T [A(t)B(t)] =
1
2
A(t)B(t) − 1
2
B(t)A(t) (2.8)
provides the following simple rule for dealing with the interaction operator. It can be written as
HI(x) = e ψin(x)γµψin(x)Aµin(x)− δmψin(x)ψin(x) (2.9)
and then the Wick theorem is applied with contractions between all operators, including equal-time operators. We
note that the problem of the definition of the time-ordered product of fermion operators at equal times does not
appear at all if the alternative method for obtaining the Furry picture discussed above is employed.
The contractions between the electron-positron fields and between the photon fields lead to the following propagators
〈0|Tψin(x)ψin(y)|0〉 =
i
2π
∫ ∞
−∞
dω
∑
n
ψn(x)ψn(y)
ω − εn(1− i0) exp [−iω(x
0 − y0)] (2.10)
and
〈0|TAµin(x)Aνin(y)|0〉 = −igµν
∫
d4k
(2π)4
exp [−ik · (x − y)]
k2 + i0
. (2.11)
Here the Feynman gauge is considered. In equation (2.10) the index n runs over all bound and continuum states.
The denominator in equation (2.3) describes unobservable vacuum-vacuum transitions and, as can be shown (see,
e.g., [28]), it cancels disconnected vacuum-vacuum subdiagrams from the numerator. Therefore, we can simply omit
all diagrams containing disconnected vacuum-vacuum subdiagrams in the numerator and replace the denominator by
1.
In practical calculations of the Green function it is convenient to work with the Fourier transform with respect to
time variables,
G((p′01 ,x
′
1), . . . , (p
′0
N ,x
′
N ); (p
0
1,x1), . . . , (p
0
N ,xN ))
= (2π)−2N
∫ ∞
−∞
dx01 · · · dx0Ndx′01 · · · dx′0N
× exp (ip′01 x′01 + · · ·+ ip′0Nx′0N − ip01x01 − · · · − ip0Nx0N )
×G(x′1, ..., x′N ;x1, ..., xN ) . (2.12)
For the Green function G((p′01 ,x
′
1), . . . , (p
′0
N ,x
′
N ); (p
0
1,x1), . . . , (p
0
N ,xN )), the following Feynman rules can be derived:
(1) External electron line
6
x y
✛
i
2piS(ω,x,y) ,
where
S(ω,x,y) =
∑
n
ψn(x)ψn(y)
ω − εn(1− i0) , (2.13)
ψn(x) are solutions of the Dirac equation (2.1).
(2) Internal electron line
x y
✛
i
2pi
∫∞
−∞
dω S(ω,x,y) .
(3) Disconnected electron line
x y
✛
i
2piS(ω,x,y)δ(ω − ω
′
) .
(4) Internal photon line
✂ ✁ ✂ ✁ ✂ ✁ ✂ ✁ ✂ ✁✄   ✄   ✄   ✄  
x y
i
2pi
∫∞
−∞
dω Dρσ(ω,x− y) ,
where, for zero photon mass, Dρσ(ω,x− y) is given by
Dρσ(ω,x− y) = −gρσ
∫
dk
(2π)3
exp (ik · (x− y))
ω2 − k2 + i0 (2.14)
in the Feynman gauge and by
D00(ω,x− y) = 1
4π|x− y| , Di0 = D0i = 0 (i = 1, 2, 3) , (2.15)
Dil(ω,x− y) =
∫
dk
(2π)3
exp (ik · (x− y))
ω2 − k2 + i0
(
δil − kikl
k2
)
(i, l = 1, 2, 3) , (2.16)
in the Coulomb gauge. (In this work we assume that the Coulomb gauge is used only for diagrams which do not
involve a renormalization procedure. The renormalization in the Coulomb gauge is discussed in Refs. [58,59].)
(5) Vertex
❆
❆
❆
❆❆
✁
✁
✁
✁✁
✂ ✁ ✂ ✁ ✂ ✁ ✂ ✁ ✂ ✁✄   ✄   ✄   ✄  x ω2
ω1
ω3
✲
❑
✕
−2πieγρδ(ω1 − ω2 − ω3)
∫
dx .
(6) The mass counterterm
ω
ω′
x
✻
✻
 ❅
2πiδ(ω − ω′)δm ∫ dx .
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(7) Symmetry factor (−1)P , where P is the parity of the permutation of the final electron coordinates with respect
to the initial ones.
(8) Factor (−1) for every closed electron loop.
(9) If, in addition, an external potential δV (x) is present, an additional vertex appears,
ω
ω′
x s✻
✻
−2πiγ0δ(ω − ω′) ∫ dx δV (x) .
In principle, the Green function G contains the complete information about the energy levels of the atomic system.
This can be shown by deriving the spectral representation for G. However, it is a hard task to extract this information
directly from G since it depends on 2(N − 1) relative times (energies) in the time (energy) representation. As we will
see in the next section, the two-time Green function defined as
G˜(t′, t) ≡ G(t′1 = t′2 = · · · t′N ≡ t′; t1 = t2 = · · · tN ≡ t) (2.17)
also contains the complete information about the energy levels, and it is a much simpler task to extract the energy
levels from G˜.
B. Two-time Green function (TTGF) and its analytical properties
Let us introduce the Fourier transform of the two-time Green function by
G(E;x′1, ...x′N ;x1, ...xN )δ(E − E′) =
1
2πi
1
N !
∫ ∞
−∞
dx0dx′0 exp (iE′x′0 − iEx0)
×〈0|Tψ(x′0,x′1) · · ·ψ(x′0,x′N )ψ(x0,xN ) · · ·ψ(x0,x1)|0〉 , (2.18)
where, as in (2.2), the Heisenberg representation for the electron-positron field operators is used. Defined by equation
(2.18) for real E, the Green function G can be continued analytically to the complex E plane. Analytical properties
of this type of Green functions in the complex E plane were studied in various fields of physics (see, e.g., [60–62]).
In quantum field theory they were considered in detail by Logunov and Tavkhelidze in [63] (see also [64]), where the
two-time Green function was employed for constructing a quasipotential equation. To study the analytical properties
of the two-time Green function we derive the spectral representation for G. Using the time-shift transformation rule
for the Heisenberg operators (see Appendix A)
ψ(x0,x) = exp (iHx0)ψ(0,x) exp (−iHx0) (2.19)
and the equations
H |n〉 = En|n〉 ,
∑
n
|n〉〈n| = I , (2.20)
where H is the Hamiltonian of the system in the Heisenberg representation, we find
G(E;x′1, ...,x′N ;x1, ...,xN )δ(E − E′)
=
1
2πi
1
N !
∫ ∞
−∞
dx0dx′0 exp (iE′x′0 − iEx0)
×
{
θ(x′0 − x0)
∑
n
exp [i(E0 − En)(x′0 − x0)]〈0|ψ(0,x′1) · · ·ψ(0,x′N )|n〉
×〈n|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ (−1)N
2
θ(x0 − x′0)
∑
n
exp [i(E0 − En)(x0 − x′0)]
×〈0|ψ(0,xN ) · · ·ψ(0,x1)|n〉〈n|ψ(0,x′1) · · ·ψ(0,x′N )|0〉
}
. (2.21)
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Assuming, for simplicity, E0 = 0 (it corresponds to choosing the vacuum energy as the origin of reference) and taking
into account that ∫ ∞
−∞
dx0dx′0 θ(x′0 − x0) exp [−iEn(x′0 − x0)] exp [i(E′x′0 − Ex0)]
= 2πδ(E′ − E) i
E − En + i0 , (2.22)∫ ∞
−∞
dx0dx′0 θ(x0 − x′0) exp [−iEn(x0 − x′0)] exp [i(E′x′0 − Ex0)]
= −2πδ(E′ − E) i
E + En − i0 , (2.23)
we obtain
G(E) =
∑
n
ΦnΦn
E − En + i0 − (−1)
N
∑
n
ΞnΞn
E + En − i0 , (2.24)
where the variables x′1, ...,x
′
N ,x1, ...,xN are implicit and
Φn(x1, ...xN ) =
1√
N !
〈0|ψ(0,x1) · · ·ψ(0,xN )|n〉 , (2.25)
Ξn(x1, ...xN ) =
1√
N !
〈n|ψ(0,x1) · · ·ψ(0,xN )|0〉 . (2.26)
In equation (2.24) the summation runs over all bound and continuum states of the system of the interacting fields.
Let us introduce the functions
A(E;x′1, ...,x
′
N ;x1, ...,xN ) =
∑
n
δ(E − En)Φn(x′1, ...,x′N )Φn(x1, ...,xN ) , (2.27)
B(E;x′1, ...,x
′
N ;x1, ...,xN ) =
∑
n
δ(E − En)Ξn(x′1, ...,x′N )Ξn(x1, ...,xN ) . (2.28)
These functions satisfy the conditions∫ ∞
−∞
dE A(E;x′1, ...,x
′
N ;x1, ...,xN ) =
1
N !
〈0|ψ(0,x′1) · · ·ψ(0,x′N )
×ψ(0,xN ) · · ·ψ(0,x1)|0〉 , (2.29)∫ ∞
−∞
dE B(E;x′1, ...,x
′
N ;x1, ...,xN ) =
1
N !
〈0|ψ(0,xN ) · · ·ψ(0,x1)
×ψ(0,x′1) · · ·ψ(0,x′N )|0〉 . (2.30)
In terms of these functions, the equation (2.24) is
G(E) =
∫ ∞
0
dE′
A(E′)
E − E′ + i0 − (−1)
N
∫ ∞
0
dE′
B(E′)
E + E′ − i0 , (2.31)
where we have omitted the variables x1, ...,xN ,x
′
1, ...,x
′
N and have taken into account that A(E
′) = B(E′) = 0 for
E′ < 0 since En ≥ 0. In fact, due to charge conservation, only states with an electric charge of eN contribute to A
in the sum over n in the right-hand side of equation (2.27) and only states with an electric charge of −eN contribute
to B in the sum over n in the right-hand side of equation (2.28). This can easily be shown by using the following
commutation relations
[Q,ψ(x)] = −eψ(x) , [Q,ψ(x)] = eψ(x) , (2.32)
where Q is the charge operator in the Heisenberg representation. Therefore, the equation (2.31) can be written as
G(E) =
∫ ∞
E
(+)
min
dE′
A(E′)
E − E′ + i0 − (−1)
N
∫ ∞
E
(−)
min
dE′
B(E′)
E + E′ − i0 , (2.33)
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where E
(+)
min is the minimal energy of states with electric charge eN and E
(−)
min is the minimal energy of states with
electric charge −eN . So far we considered G(E) for real E. The equation (2.33) shows that the Green function G(E)
is the sum of Cauchy-type integrals. Using the fact that the integrals
∫ ∞
E
(+)
min
dE A(E) and
∫ ∞
E
(−)
min
dE B(E) converge
(see equations (2.29), (2.30)), one can show with the help of standard mathematical methods that the equation
G(E) =
∫ ∞
E
(+)
min
dE′
A(E′)
E − E′ − (−1)
N
∫ ∞
E
(−)
min
dE′
B(E′)
E + E′
(2.34)
defines an analytical function of E in the complex E plane with the cuts (−∞, E(−)min] and [E(+)min,∞) (see Fig. 1). This
equation provides the analytical continuation of the Green function to the complex E plane. According to (2.33), to
get the Green function for real E we have to approach the right-hand cut from the upper half-plane and the left-hand
cut from the lower half-plane.
In what follows we will be interested in bound states of the system. According to equations (2.24)-(2.34), the
bound states correspond to the poles of the function G(E) on the right-hand real semiaxis. If the interaction between
the electron-positron field and the electromagnetic field is switched off, the poles corresponding to bound states are
isolated (see Fig. 2). Switching on the interaction between the fields transforms the isolated poles into branch points.
This is caused by the fact that due to zero photon mass the bound states are no longer isolated points of the spectrum.
Disregarding the instability of excited states, the singularities of the Green function G(E) are shown in Fig. 3. The
poles corresponding to the bound states lie on the upper boundary of the cut starting from the pole corresponding to
the ground state. It is natural to assume that G(E) can be continued analytically under the cut, to the second sheet
of the Riemann surface. As a result of this continuation the singularities of G(E) can be turned down as displayed in
Fig. 4.
In fact due to instability of excited states the energies of these states have small imaginary components and,
therefore, the related poles lie slightly below the right-hand real semiaxis (Fig. 5). However, in calculations of the
energy levels and the transition and scattering amplitudes of non-resonance processes we will neglect the instability of
the excited states and, therefore, will assume that the poles lie on the real axis. The imaginary parts of the energies
will be taken into account when we will consider the resonance scattering processes.
To formulate the perturbation theory for calculations of the energy levels and the transition and scattering ampli-
tudes we will need to isolate the poles corresponding to the bound states from the related cuts. It can be done by
introducing a non-zero photon mass µ which is generally assumed to be larger than the energy shift (or the energy
splitting) of the level (levels) under consideration and much smaller than the distance to other levels. The singularities
of G(E) with non-zero photon mass, including one- and two-photon spectra, are shown in Fig. 6. As one can see from
this figure, introducing the photon mass makes the poles corresponding to the bound states to be isolated.
In every finite order of perturbation theory the singularities of the Green function G(E) in the complex E-plane are
defined by the unperturbed Hamiltonian. In quantum mechanics this fact easily follows from the expansion of the
Green function (E −H)−1 = (E −H0 − δV )−1 in powers of the perturbation potential δV
(E −H)−1 =
∞∑
n=0
(E −H0)−1[δV (E −H0)−1]n . (2.35)
As one can see from this equation, to n-th order of perturbation theory the Green function has poles of all orders till
n+1 at the unperturbed positions of the bound state energies. This fact remains also valid in quantum electrodynamics
for G(E) defined above. It can easily be checked for every specific diagram in first and second order in α. A general
proof for an arbitrary diagram is given in Appendix B.
C. Energy shift of a single level
In this section we are interested in the energy shift ∆Ea = Ea − E(0)a of a single isolated level a of an N -electron
atom due to the perturbative interaction. The unperturbed energy E
(0)
a is equal to the sum of the one-electron
Dirac-Coulomb energies
E(0)a = εa1 + · · ·+ εaN , (2.36)
which are defined by the Dirac equation (2.1). In the simplest case the unperturbed wave function ua(x1, ...,xN ) is a
one-determinant function
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ua(x1, ...,xN ) =
1√
N !
∑
P
(−1)PψPa1(x1) · · ·ψPaN (xN ) , (2.37)
where ψn are the one-electron Dirac wave functions defined by equation (2.1) and P is the permutation operator. In
the general case the unperturbed wave function is a linear combination of the one-determinant functions
ua(x1, ...,xN ) =
∑
b
Cba
1√
N !
∑
P
(−1)PψPb1(x1) · · ·ψPbN (xN ) . (2.38)
We introduce the Green function gaa(E) by
gaa(E) = 〈ua|G(E)γ01 · · · γ0N |ua〉
≡
∫
dx1 · · · dxNdx′1 · · · dx′N u†a(x′1, ...,x′N )
×G(E,x′1, ...,x′N ;x1, ...,xN )γ01 · · · γ0Nua(x1, ...,xN ) . (2.39)
¿From the spectral representation for G(E) (see equations (2.24)-(2.34)) we have
gaa(E) =
Aa
E − Ea + terms that are regular at E ∼ Ea , (2.40)
where
Aa =
1
N !
∫
dx1 · · · dxNdx′1 · · · dx′N u†a(x′1, . . . ,x′N )〈0|ψ(0,x′1) · · ·ψ(0,x′N )|a〉
×〈a|ψ†(0,xN ) · · ·ψ†(0,x1)|0〉ua(x1, . . . ,xN ) . (2.41)
We assume here that a non-zero photon mass µ is introduced to isolate the pole corresponding to the bound state a
from the related cut. We consider that the photon mass is larger than the energy shift under consideration and much
smaller than the distance to other levels. To generate the perturbation series for Ea it is convenient to use a contour
integral formalism developed first in operator theory by Szo¨kefalvi-Nagy and Kato [65–70]. Choosing a contour Γ in
the complex E plane in a way that it surrounds the pole corresponding to the level a and keeps outside all other
singularities (see Fig. 7), we have
1
2πi
∮
Γ
dE Egaa(E) = EaAa , (2.42)
1
2πi
∮
Γ
dE gaa(E) = Aa . (2.43)
Here we have assumed that the contour Γ is oriented anticlockwise. Dividing the equation (2.42) by (2.43), we obtain
Ea =
1
2πi
∮
Γ
dE Egaa(E)
1
2πi
∮
Γ
dE gaa(E)
(2.44)
It is convenient to transform the equation (2.44) to a form that directly yields the energy shift ∆Ea = Ea −E(0)a . In
zeroth order, substituting the operators
ψin(0,x) =
∑
εn>0
bnψn(x) +
∑
εn<0
d†nψn(x) , (2.45)
ψin(0,x) =
∑
εn>0
b†nψn(x) +
∑
εn<0
dnψn(x) (2.46)
into equations (2.25) and (2.26) instead of ψ(0,x) and ψ(0,x), respectively, and considering the states |n〉 in (2.25)
and (2.26) as unperturbed states in the Fock space, from equations (2.24)-(2.26) and (2.39) we find
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g(0)aa =
1
E − E(0)a
. (2.47)
This equation can also be derived using the Feynman rules for G (see subsection II(E1)). Denoting ∆gaa = gaa− g(0)aa ,
from (2.44) we obtain the desired formula [29]
∆Ea =
1
2πi
∮
Γ
dE (E − E(0)a )∆gaa(E)
1 +
1
2πi
∮
Γ
dE ∆gaa(E)
. (2.48)
The Green function ∆gaa(E) is constructed by perturbation theory
∆gaa(E) = ∆g
(1)
aa (E) + ∆g
(2)
aa (E) + · · · , (2.49)
where the superscript denotes the order in α. If we represent the energy shift as a series in α
∆Ea = ∆E
(1)
a +∆E
(2)
a + · · · , (2.50)
the formula (2.48) yields
∆E(1)a =
1
2πi
∮
Γ
dE ∆E∆g(1)aa (E) , (2.51)
∆E(2)a =
1
2πi
∮
Γ
dE ∆E∆g(2)aa (E) −
(
1
2πi
∮
Γ
dE ∆E∆g(1)aa (E)
) (
1
2πi
∮
Γ
dE ∆g(1)aa (E)
)
, (2.52)
where ∆E ≡ E − E(0)a .
Deriving equations (2.44) and (2.48) we have assumed that a non-zero photon mass µ is introduced. This allows
taking all the cuts outside the contour Γ as well as regularizing the infrared singularities of individual diagrams. In
the Feynman gauge, the photon propagator with non-zero photon mass µ is
Dρσ(ω,x− y) = −gρσ
∫
dk
(2π)3
exp (ik · (x− y))
ω2 − k2 − µ2 + i0 (2.53)
or, after integration,
Dρσ(ω,x− y) = gρσ exp (i
√
ω2 − µ2 + i0 |x− y|)
4π|x− y| , (2.54)
where Im
√
ω2 − µ2 + i0 > 0. Dρσ(ω,x−y) is an analytical function of ω in the complex ω plane with cuts beginning
at the points ω = −µ+ i0 and ω = µ− i0 (Fig. 8). The related expressions for the photon propagator with non-zero
photon mass in other covariant gauges are presented, e.g., in [28].
As was noted in the previous subsection, the singularities of the two-time Green function in the complex E plane
are defined by the unperturbed Hamiltonian if it is constructed by perturbation theory. In particular, it means that
in n-th order of perturbation theory gaa(E) has poles of all orders till n+1 at the position of the unperturbed energy
level under consideration. Therefore, in calculations by perturbation theory it is sufficient to consider the photon mass
as a very small parameter which provides a separation of the pole from the related cut. At the end of the calculations
after taking into account a whole gauge invariant set of Feynman diagrams we can put µ → 0. The possibility of
taking the limit µ→ 0 follows, in particular, from the fact that the contour Γ can be shrunk continuosly to the point
E = E
(0)
a (see Fig. 7).
Generally speaking, the energy shift of an excited level derived by formula (2.48) contains an imaginary component
which is caused by its instability. This component defines the width of the spectral line in the Lorentz approximation
(see sections III(F,G) for details).
For practical calculations it is convenient to express the Green function gaa(E) in terms of the Fourier transform
of the 2N−time Green function defined by equation (2.12). By using the identity
1
2π
∫ ∞
−∞
dx exp (iωx) = δ(ω) (2.55)
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one easily finds (see Appendix C)
gaa(E)δ(E − E′) = 2π
i
1
N !
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N )δ(E′ − p′01 − · · · − p′0N )
×〈ua|G(p′01 , . . . , p′0N ; p01, . . . , p0N )γ01 . . . γ0N |ua〉 , (2.56)
where
〈ua|G(p′01 , . . . , p′0N ; p01, . . . , p0N)γ01 . . . γ0N |ua〉
≡
∫
dx1 · · · dxNdx′1 · · · dx′N ua(x′1, ...,x′N )
×G((p′01 ,x′1), . . . , (p′0N ,x′N ); (p01,x1), . . . , (p0N ,xN ))
×γ01 . . . γ0Nua(x1, ...,xN ) . (2.57)
According to equation (2.38) the calculation of the matrix elements in (2.56) is reduced to the calculation of the
matrix elements between the one-determinant wave functions
ui =
1√
N !
∑
P
(−1)PψPi1 (x1) · · ·ψPiN (xN ) , (2.58)
uk =
1√
N !
∑
P
(−1)PψPk1(x1) · · ·ψPkN (xN ) . (2.59)
To simplify the summation procedure over the permutations in (2.56) which arise from the wave functions as well as
from the Green function G(p′01 , . . . , p
′0
N ; p
0
1, . . . , p
0
N), it is convenient to transform equation (2.56) in the following way.
Denoting G = Gγ01 . . . γ
0
N , we can write
G((p′01 , ξ
′
1), . . . , (p
′0
N , ξ
′
N ); (p
0
1, ξ1) . . . , (p
0
N , ξN ))
=
∑
P
(−1)P Ĝ((p′0P1, ξ′P1), . . . , (p′0PN , ξ′PN ); (p01, ξ1), . . . , (p0N , ξN )) , (2.60)
where ξ ≡ (x, α) and α is the bispinor index (α = 1, 2, 3, 4). Substituting (2.60) in (2.56) and using the symmetry of
Ĝ with respect to the electron coordinates, for gik(E) = 〈ui|G(E)γ01 · · · γ0N |uk〉 one can obtain (see Appendix D)
gik(E)δ(E − E′) = 2π
i
∑
P
(−1)Pψ∗Pi1(ξ′1) . . . ψ∗PiN (ξ′N )
∫ ∞
−∞
dp01 . . . dp
0
Ndp
′0
1 . . . dp
′0
N
×δ(E − p01 − · · · − p0N)δ(E′ − p′01 − · · · − p′0N)
×Ĝ((p′01 , ξ′1), . . . , (p′0N , ξ′N ); (p01, ξ1), . . . , (p0N , ξN ))
×ψk1(ξ1) . . . ψkN (ξN ) , (2.61)
where repeated variables {ξ} imply integration (the integration over x and the summation over α ). In practical
calculations by perturbation theory, the formula (2.61) must be only employed for symmetric sets of Feynman diagrams
since the symmetry property was used in its derivation.
D. Perturbation theory for degenerate and quasidegenerate levels
In this section we are interested in the atomic levels with energies E1, ..., Es arising from unperturbed degenerate
or quasidegenerate levels with energies E
(0)
1 , ..., E
(0)
s . As usual, we assume that the energy shifts of the levels under
consideration or their splitting caused by the interaction are much smaller than the distance to other levels. The
unperturbed eigenstates form an s-dimensional subspace Ω. We denote the projector on Ω by
P (0) =
s∑
k=1
P
(0)
k =
s∑
k=1
uku
†
k , (2.62)
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where {uk}sk=1 are the unperturbed wave functions which, in a general case, are linear combinations of one-determinant
functions (see equation (2.38) ). We project the Green function G(E) on the subspace Ω
g(E) = P (0)G(E)γ01 ...γ0NP (0) , (2.63)
where, as in (2.39), the integration over the electron coordinates is implicit. As in the case of a single level, to isolate
the poles of g(E) corresponding to the bound states under consideration, we introduce a non-zero photon mass µ. We
assume that the photon mass µ is larger than the energy distance between the levels under consideration and much
smaller than the distance to other levels. In this case we can choose a contour Γ in the complex E plane in a way that
it surrounds all the poles corresponding to the considered states (E1, ...Es) and keeps outside all other singularities,
including the cuts starting from the lower-lying bound states (see Fig. 9). In addition, if we neglect the instability of
the states under consideration, the spectral representation (see equations (2.24)-(2.34)) gives
g(E) =
s∑
k=1
ϕkϕ
†
k
E − Ek + terms that are regular inside of Γ , (2.64)
where
ϕk = P
(0)Φk , ϕ
†
k = Φ
†
kP
(0) . (2.65)
As in the case of a single level, in zeroth approximation one easily finds
g(0)(E) =
s∑
k=1
P
(0)
k
E − E(0)k
. (2.66)
We introduce the operators K and P by
K ≡ 1
2πi
∮
Γ
dE Eg(E) , (2.67)
P ≡ 1
2πi
∮
Γ
dE g(E) . (2.68)
Using equation (2.64), we obtain
K =
s∑
i=1
Eiϕiϕ
†
i , (2.69)
P =
s∑
i=1
ϕiϕ
†
i . (2.70)
We note here that, generally speaking, the operator P is not a projector (in particular, P 2 6= P ). If the perturbation
goes to zero, the vectors {ϕi}si=1 approach the correct linearly independent combinations of the vectors {ui}si=1.
Therefore, it is natural to assume that the vectors {ϕi}si=1 are also linearly independent. It follows that one can find
such vectors {vi}si=1 that
ϕ†ivk = δik . (2.71)
Indeed, let
ϕi =
s∑
j=1
aijuj , vk =
s∑
l=1
xklul . (2.72)
The biorthogonality condition (2.71) gives
s∑
j=1
aijxkj = δik . (2.73)
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Since the determinant of the matrix {aij} is nonvanishing due to the linear independence of {ϕi}si=1, the system (2.73)
has a unique solution for any fixed k = 1, ..., s. ¿From (2.69)-(2.71) we have
Pvk =
s∑
i=1
ϕiϕ
†
ivk = ϕk , (2.74)
Kvk =
s∑
i=1
Eiϕiϕ
†
ivk = Ekϕk . (2.75)
Hence we obtain the equation for vk, Ek [29]
Kvk = EkPvk . (2.76)
According to (2.71) the vectors vk are normalized by the condition
v†k′Pvk = δk′k . (2.77)
The solvability of equation (2.76) yields an equation for the atomic energy levels
det (K − EP ) = 0 . (2.78)
The generalized eigenvalue problem (2.76) with the normalization condition (2.77) can be transformed by the substi-
tution ψk = P
1
2 vk to the ordinary eigenvalue problem (”Schro¨dinger-like equation”) [33]
Hψk = Ekψk (2.79)
with the ordinary normalization condition
ψ†kψk′ = δkk′ , (2.80)
where H ≡ P− 12 (K)P− 12 .
The energy levels are determined from the equation
det(H − E) = 0 . (2.81)
Generally speaking, the energies determined by this equation contain imaginary components which are due to the
instability of excited states. In the case when the imaginary components are much smaller than the energy distance
between the levels (or the levels have different quantum numbers), they define the widths of the spectral lines in
the Lorentz approximation. In the opposite case, when the imaginary components are comparable with the energy
distance between the levels which have the same quantum numbers, the spectral line shape depends on the process of
the formation of the states under consideration even in the resonance approximation (see sections III(F,G) for details).
In what follows, calculating the energy levels we neglect the instability of excited states and assume H ≡ (H +H†)/2
in equations (2.79), (2.81).
The operators K and P are constructed by the formulas (2.67) and (2.68) using perturbation theory
K = K(0) +K(1) +K(2) + · · · , (2.82)
P = P (0) + P (1) + P (2) + · · · , (2.83)
where the superscript denotes the order in α. The operator H is
H = H(0) +H(1) +H(2) + · · · , (2.84)
where
H(0) = K(0) , (2.85)
H(1) = K(1) − 1
2
P (1)K(0) − 1
2
K(0)P (1) , (2.86)
H(2) = K(2) − 1
2
P (2)K(0) − 1
2
K(0)P (2)
−1
2
P (1)K(1) − 1
2
K(1)P (1)
+
3
8
P (1)P (1)K(0) +
3
8
K(0)P (1)P (1)
+
1
4
P (1)K(0)P (1) . (2.87)
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It is evident that in zeroth order
K
(0)
ik = E
(0)
i δik , (2.88)
P
(0)
ik = δik , (2.89)
H
(0)
ik = E
(0)
i δik . (2.90)
To derive the equations (2.76)-(2.79) we have introduced a non-zero photon mass µ which was assumed to be larger
than the energy distance between the levels under consideration and much smaller than the distance to other levels.
At the end of the calculations after taking into account a whole gauge invariant set of Feynman diagrams, we can put
µ → 0. The possibility of taking this limit in the case of quasidegenerate states follows from the fact that the cuts
can be drawn to the related poles by a deformation of the contour Γ as shown in Fig. 10.
As in the case of a single level, for practical calculations we express the Green function g(E) in terms of the Fourier
transform of the 2N -time Green function
g(E)δ(E − E′) = 2π
i
1
N !
∫ ∞
−∞
dp01...dp
0
Ndp
′0
1 ...dp
′0
N δ(E − p01 · · · − p0N )δ(E′ − p′01 · · · − p′0N )
×P (0)G(p′01 , ...p′0N ; p01, ...p0N )γ01 ...γ0NP (0) , (2.91)
where G(p′01 , ..., p
′0
N ; p
0
1, ..., p
0
N ) is defined by equation (2.12).
E. Practical calculations
In this section we consider some practical applications of the method in the lowest orders of perturbation theory.
In what follows we will use the notation
I(ω) = e2αρασDρσ(ω) , (2.92)
where αρ ≡ γ0γρ = (1,α). In addition we will employ the following symmetry properties of the photon propagator
I(ω) = I(−ω) , I ′(ω) = −I ′(−ω) , (2.93)
which, in particular, are valid in the Feynman and Coulomb gauges. Here I ′(ω) ≡ dI(ω)/dω .
1. Zeroth order approximation
Let us derive first the formula (2.47) using the Feynman rules for G. According to the equations (2.56)-(2.61) we
have
gaa(E)δ(E − E′) = 2π
i
∑
P
(−1)P
∫
dx1 · · · dxNdx′1 · · · dx′N
×ψ†Pa1(x′1) · · ·ψ
†
PaN
(x′N )
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N )δ(E′ − p′01 − · · · − p′0N )
× i
2π
S1(p
0
1,x
′
1,x1)δ(p
′0
1 − p01) · · ·
i
2π
SN (p
′0
N ,x
′
N ,xN )δ(p
′0
N − p0N)
×γ01 · · · γ0Nψa1(x1) · · ·ψaN (xN ) (2.94)
=
2π
i
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N )δ(E′ − p′01 − · · · − p′0N )
× i
2π
1
p01 − εa1 + i0
δ(p′01 − p01) · · ·
i
2π
1
p0N − εaN + i0
δ(p′0N − p0N ) . (2.95)
Integrating over the energies one easily obtains equation (2.47).
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2. One-electron atom
Formal expressions for the energy shift in the case of a one-electron atom (or in the case of an atom with one electron
over closed shells) can be derived by various methods. In particular, the Dyson-Schwinger equation can be employed
for such a derivation. Therefore, the one-electron system is not the best example to demonstrate the advantages of
the method under consideration. However, we start with a detailed description of this simple case since it may serve
as the simplest introduction to the technique.
Let us consider first a diagram describing the interaction of a one-electron atom with an external potential δV (x)
to first order in δV (x) (Fig. 11). According to equation (2.56) we have
∆g(1)aa (E)δ(E − E′) =
2π
i
∫
dx′dzdx ψ†a(x
′)
i
2π
∑
n1
ψn1(x
′)ψn1(z)
E′ − εn1(1− i0)
×2π
i
γ0δV (z)δ(E′ − E) i
2π
∑
n2
ψn2(z)ψn2(x)
E − εn2(1− i0)
γ0ψa(x)
= 〈a|
∑
n1
|n1〉〈n1|
E − εn1(1− i0)
δV
∑
n2
|n2〉〈n2|
E − εn2(1− i0)
|a〉δ(E′ − E)
=
1
(E − εa)2 〈a|δV |a〉δ(E
′ − E). (2.96)
Substituting (2.96) into (2.51), we obtain
∆E(1)a =
1
2πi
∮
Γ
dE (E − εa)∆g(1)aa (E)
=
1
2πi
∮
Γ
dE
〈a|δV |a〉
E − εa = 〈a|δV |a〉 . (2.97)
To first order in α, the QED corrections are defined by the self energy (SE) and vacuum polarization (VP) diagrams
which are shown in Figs. 12 and 13, respectively. Consider first the SE diagram. We find
∆g(1)aa (E)δ(E − E′) =
2π
i
∫
dx′dydzdx ψ†a(x
′)
i
2π
∑
n1
ψn1(x
′)ψn1(y)
E′ − εn1(1− i0)
i
2π
∫ ∞
−∞
dp0
i
2π
∫ ∞
−∞
dω
×eγρ 2π
i
δ(E′ − p0 − ω)
∑
n
ψn(y)ψn(z)
p0 − εn(1− i0)Dρσ(ω,y − z)
×eγσ 2π
i
δ(p0 + ω − E) i
2π
∑
n2
ψn2(z)ψn2(x)
E − εn2(1− i0)
γ0ψa(x)
=
1
(E − εa)2 e
2 i
2π
∫ ∞
−∞
dω
∫
dydz ψ†a(y)α
ρ
∑
n
ψn(y)ψn(z)
E − ω − εn(1− i0)
×Dρσ(ω,y − z)ασψa(z)δ(E′ − E) , (2.98)
where αρ ≡ γ0γρ = (1,α). Denoting
〈a|Σ(E)|b〉 = i
2π
∫ ∞
−∞
dω
∑
n
〈an|e2αρασDρσ(ω)|nb〉
E − ω − εn(1− i0) , (2.99)
we get
∆g(1)aa (E) =
〈a|Σ(E)|a〉
(E − εa)2 . (2.100)
Substituting (2.100) into (2.51), we obtain
∆E(1)a =
1
2πi
∮
Γ
dE (E − εa)∆g(1)aa (E)
=
1
2πi
∮
Γ
dE
〈a|Σ(E)|a〉
E − εa = 〈a|Σ(εa)|a〉 . (2.101)
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Here we have taken into account the fact that, for a non-zero photon mass µ, ∆g(E) has isolated poles at E = εa in
every order of perturbation theory. In the final expression one can put µ→ 0.
The expression (2.101) suffers from an ultraviolet divergence and has to be considered together with a counterterm
diagram (Fig. 14). Taking into account the counterterm results in a replacement
〈a|Σ(εa)|a〉 → 〈a|ΣR(εa)|a〉 = 〈a|(Σ(εa)− γ0δm)|a〉 . (2.102)
The corresponding calculation for the VP diagram (Fig. 13) yields
∆g(1)aa (E)δ(E − E′) = −
2π
i
∫
dxdy ψa(x)
i
2π
1
E′ − εa
i
2π
∫ ∞
−∞
dω′
×eγρ 2π
i
δ(E′ + ω′ − E)Dρσ(ω′,x− y)e2π
i
δ(ω′)
× i
2π
∫ ∞
−∞
dω Tr
[∑
n
ψn(y)ψn(y)
ω − εn(1 − i0)γ
σ
] i
2π
1
E − εaψa(x) . (2.103)
Introducing the VP potential by
UVP(x) =
e2
2πi
∫
dy αρDρσ(0,x− y)
∫ ∞
−∞
dω Tr
[∑
n
ψn(y)ψ
†
n(y)
ω − εn(1− i0)α
σ
]
, (2.104)
we find
∆g(1)aa (E) =
〈a|UVP|a〉
(E − εa)2 (2.105)
and, therefore,
∆E(1)a = 〈a|UVP|a〉 . (2.106)
In reality, due to a spherical symmetry of the Coulomb potential of the nucleus, only zeroth components of the α
matrices contribute to UVP,
UVP(x) =
α
2πi
∫
dy
1
|x− y|
∫ ∞
−∞
dω Tr[GC(ω,y,y)] , (2.107)
where
GC(ω,x,y) =
∑
n
ψn(x)ψ
†
n(y)
ω − εn(1− i0) (2.108)
is the Dirac-Coulomb Green function. The expression (2.107) is ultraviolet divergent. The charge renormalization
makes it finite.
Let us now consider the combined δV -SE corrections described by the Feynman diagrams presented in Fig. 15. For
the diagrams ”a” and ”b” one easily finds
∆g(2,a+b)aa (E) =
1
(E − εa)2
∑
n
〈a|δV |n〉 1
E − εn 〈n|Σ(E)|a〉
+
1
(E − εa)2
∑
n
〈a|Σ(E)|n〉 1
E − εn 〈n|δV |a〉 . (2.109)
This contribution is conveniently divided into two parts: irreducible (εn 6= εa) and reducible (εn = εa). For the
irreducible part one obtains
1
2πi
∮
Γ
dE (E − εa)∆g(2,a+b,irr)aa (E) =
1
2πi
∮
Γ
dE
1
E − εa
(n6=a)∑
n
[ 〈a|δV |n〉〈n|Σ(E)|a〉
E − εn
+
〈a|Σ(E)|n〉〈n|δV |a〉
E − εn
]
=
(n6=a)∑
n
[ 〈a|δV |n〉〈n|Σ(εa)|a〉
εa − εn
+
〈a|Σ(εa)|n〉〈n|δV |a〉
εa − εn
]
(2.110)
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Here we have taken into account that, due to the spherical symmetry of the Coulomb potential, matrix elements
〈a|Σ(εa)|b〉 are equal to zero if εa = εb and a 6= b. The reducible part is
1
2πi
∮
Γ
dE (E − εa)∆g(2,a+b,red)aa (E) =
1
2πi
∮
Γ
dE
1
(E − εa)2
[
〈a|δV |a〉〈a|Σ(E)|a〉
+〈a|Σ(E)|a〉〈a|δV |a〉
]
= 2〈a|δV |a〉〈a|Σ′(εa)|a〉 , (2.111)
where Σ′(εa) ≡ (dΣ(E)/dE)E=εa . The reducible contribution should be considered together with the related contri-
bution from the second term in equation (2.52). Taking into account that
1
2πi
∮
Γ
dE (E − εa)∆g(1,δV )aa (E) = 〈a|δV |a〉 (2.112)
and
1
2πi
∮
Γ
dE ∆g(1,SE)aa (E) =
1
2πi
∮
Γ
dE
〈a|Σ(E)|a〉
(E − εa)2 = 〈a|Σ
′(εa)|a〉 (2.113)
we obtain
−
( 1
2πi
∮
Γ
dE (E − εa)∆g(1,δV )aa (E)
)( 1
2πi
∮
Γ
dE ∆g(1,SE)aa (E)
)
= −〈a|δV |a〉〈a|Σ′(εa)|a〉 . (2.114)
For the total contribution of the diagrams ”a” and ”b” we find
∆E(2,a+b)a =
(n6=a)∑
n
[ 〈a|δV |n〉〈n|Σ(εa)|a〉
εa − εn +
〈a|Σ(εa)|n〉〈n|δV |a〉
εa − εn
]
+〈a|δV |a〉〈a|Σ′(εa)|a〉 . (2.115)
For the vertex contribution (the diagram ”c”) we obtain
∆g(2,c)aa (E) =
1
(E − εa)2 e
2 i
2π
∫ ∞
−∞
dω
∫
dx dy dzψ†a(y)α
ρ
∑
n1
ψn1(y)ψ
†
n1 (x)
E − ω − εn1(1− i0)
δV (x)
×
∑
n2
ψn2(x)ψ
†
n2 (z)
E − ω − εn2(1− i0)
Dρσ(ω,y − z)ασψa(z) . (2.116)
This diagram is irreducible. A simple evaluation yields
∆E(2,c)a = e
2 i
2π
∫ ∞
−∞
dω
∫
dx dy dz ψ†a(y)α
ρGC(εa − ω,y,x)δV (x)
×GC(εa − ω,x, z)Dρσ(ω,y − z)ασψa(z) . (2.117)
The related mass-counterterm diagrams (Fig. 16) are accounted for by the replacement Σ → ΣR = Σ − γ0δm in
equation (2.115). This replacement makes the irreducible contribution in equation (2.115) to be finite. As to the
reducible contribution, its ultraviolet and infrared divergences are cancelled by the corresponding divergences of the
vertex contribution given by equation (2.117).
3. Atom with one electron over closed shells
The consideration given above can easily be adopted to the case of an atom with one electron over closed shells by
regarding the closed shells as belonging to a redefined vacuum. The redefinition of the vacuum results in replacing
i0 by −i0 in the electron propagator denominators corresponding to the closed shells. In other words, it means
replacing the standard Feynman contour of integration over the electron energy C by a new contour C′ (Fig. 17).
In this formalism the one-electron radiative corrections are incorporated together with the interelectronic-interaction
corrections and the total energy of the closed shells is considered as the origin of reference. The difference of the
19
integrals along C′ and C is an integral along the contour Cint. It describes the interaction of the valence electron with
the closed-shell electrons. Therefore, to find the interelectronic-interaction corrections we have to replace the contour
C in the expressions for the one-electron radiative corrections by the contour Cint. For example, in the case of one
electron over the (1s)2 shell in a lithiumlike ion, the first order interelectronic-interaction corrections are obtained
from the formulas for the SE and VP corrections derived above by the replacement
∑
n
|n〉〈n|
ω − εn(1− i0) → −
2π
i
δ(ω − ε1s)
(εc=ε1s)∑
c
|c〉〈c| . (2.118)
As a result of this replacement, one obtains for the interelectronic-interaction correction
∆E(1,int)a =
(εc=ε1s)∑
c
[〈ac|I(0)|ac〉 − 〈ac|I(εa − ε1s)|ca〉] , (2.119)
where I(ω) is defined by equation (2.92). In Ref. [38] this formalism was employed to derive formal expressions for
the interelectronic-interaction corrections to the hyperfine splitting in lithiumlike ions (see section IV(C2)).
4. Two-electron atom
Let us consider now the energy shift of a single level (n) in a two-electron atom. To first order in α, in addition to
the one-electron SE and VP contributions (Figs. 18,19) we have to consider the one-photon exchange diagram (Fig.
20). The derivation of the energy shift due to the SE and VP diagrams is easily reduced to the case of a one-electron
atom by a simple integration over the energy variable of a disconnected electron propagator. Therefore, below we
discuss only the one-photon exchange diagram.
For simplicity, we assume that the unperturbed wave function of the state under consideration is the one-determinant
function
un(x1,x2) =
1√
2
∑
P
(−1)PψPa(x1)ψPb(x2) . (2.120)
The transition to the general case of a many-determinant function (2.38) causes no problem and can be done in the
final expression for the energy shift.
According to equation (2.56), for the one-photon exchange diagram we have
∆g(1)nn =
( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
∑
P
(−1)P 1
p′01 − εPa + i0
1
E − p′01 − εPb + i0
× 1
p01 − εa + i0
1
E − p01 − εb + i0
〈PaPb|I(p′01 − p01)|ab〉 . (2.121)
Formula (2.51) gives
∆E(1)n =
1
2πi
∮
Γ
dE ∆E
( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
∑
P
(−1)P 1
p′01 − εPa + i0
× 1
E − p′01 − εPb + i0
1
p01 − εa + i0
1
E − p01 − εb + i0
×〈PaPb|I(p′01 − p01)|ab〉 , (2.122)
where, as in (2.51), ∆E ≡ E − E(0)n . Transforming
1
p′01 − εPa + i0
1
E − p′01 − εPb + i0
=
1
∆E
( 1
p′01 − εPa + i0
+
1
E − p′01 − εPb + i0
)
, (2.123)
1
p01 − εa + i0
1
E − p01 − εb + i0
=
1
∆E
( 1
p01 − εa + i0
+
1
E − p01 − εb + i0
)
, (2.124)
we obtain
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∆E(1)n =
1
2πi
∮
Γ
dE
1
∆E
{( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
∑
P
(−1)P
( 1
p′01 − εPa + i0
+
1
E − p′01 − εPb + i0
)
×
( 1
p01 − εa + i0
+
1
E − p01 − εb + i0
)
〈PaPb|I(p′01 − p01)|ab〉
}
. (2.125)
The expression in the curly braces of (2.125) is a regular function of E inside the contour Γ, if the photon mass µ
is chosen as indicated above. A direct way to check this fact consists in integrating over p01 and p
′0
1 by using the
apparent expression for the photon propagator given by equation (2.53). It can also be understood by observing that
the integrand in this expression is the sum of terms which contain singularities from the electron propagators in p01
(p′01 ) only above or only below the real axis (for real E). Therefore, in each term we can vary E in the complex
E plane within the contour Γ, keeping the same order of bypassing the singularities in the p01 (p
′0
1 ) integration by
moving slightly the contour of the p01 (p
′0
1 ) integration into the complex plane. (In contrast to that, the contour
of the p01 (p
′0
1 ) integration in equation (2.122) is sandwiched between two poles and, therefore, can not be moved
to the complex plane.) The branch points of the photon propagators are moved outside the contour Γ due to the
non-zero photon mass. However, instead of investigating the analytical properties for every specific diagram, it is
more convenient to use the general analytical properties of the Green function gnn(E) in the complex E plane in
every order of perturbation theory (see the related discussion above and Appendix B). According to these properties,
the function ∆g
(1)
nn (E) can not have poles at the point E = E
(0)
n of order higher than 2 and, therefore, the expression
in the curly braces of (2.125) is a regular function of E at this point. So, we have to calculate the first order residue
at the point E = E
(0)
n . We also stress that we do not need any apparent form for the analytical continuation of the
expression in the curly braces to the complex E plane since we calculate it only for real E, at the point E = E
(0)
n ,
where the present expression is valid. Calculating the E residue we obtain
∆E(1)n =
( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
∑
P
(−1)P
( 1
p′01 − εPa + i0
+
1
−(p′01 − εPa) + i0
)
×
( 1
p01 − εa + i0
+
1
−(p01 − εa) + i0
)
〈PaPb|I(p′01 − p01)|ab〉 . (2.126)
Taking into account the identity
i
2π
( 1
x+ i0
+
1
−x+ i0
)
= δ(x) (2.127)
we find
∆E(1)n =
∑
P
(−1)P 〈PaPb|I(εPa − εa)|ab〉 . (2.128)
5. General rules for practical calculations
Let us consider now some general remarks to the derivation given above. In order to perform first the integration
over E we have separated the singularity in ∆E by employing the identities (2.123) and (2.124). Another way could
consist in transforming the left-hand sides of equations (2.123) and (2.124) by the identity
1
p0 − εa + i0
1
E − p0 − εb + i0 =
2π
i
δ(p0 − εa) 1
∆E
+
1
p0 − εa − i0
1
E − p0 − εb + i0 , (2.129)
where we have used equation (2.127). Using this identity allows one to separate contributions singular in 1/∆E from
non-singular ones. The singular contributions result only from the first term in the right-hand side of equation (2.129).
It can easily be understood by observing that the second term has both singularities in p0 above the real axis (for
real E). It follows that the contour of the p0 integration in the expression for the energy shift can be moved slightly
into the complex E plane keeping the same order of bypassing the singularities. It means that we can vary E in the
complex E plane within the contour Γ and, therefore, the integrand is a regular function of E within this contour.
Identities like (2.129) are very useful in calculations of three- and more electron atoms (see section IV(B3)).
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We also want to note that in all cases the order of the singularity in 1/∆E is quite evident from the type of the
diagram under consideration. If the diagram is irreducible, the factors 1/∆E may come only from the initial and
final propagators. In this case the second term in the right-hand side of equation (2.129) does not contribute to the
energy shift and, therefore, the derivation of the formal expression for the energy shift becomes trivial. For reducible
diagrams the factors 1/∆E arise also from internal electron propagators.
We can formulate the following simple rule for deriving the energy shift from a certain diagram. Using identities
like (2.123), (2.124) or (2.129), we separate all singularities in 1/∆E and then integrate over E assuming that the rest
is a regular function of E within the contour Γ. As is discussed above, the order of the singularity is quite evident
for every specific diagram and it is a simple task to separate the factor 1/∆E to the right power. However, even if
we separate this factor to a power which is larger or smaller than the real order of the singularity, it is impossible to
miss the correct result. In the first case (the power is larger than the real order of the singularity) the result of the
calculation remains the same as in the case when we separate the factor 1/∆E to the right power. In the second case
(the power is smaller than the real order of the singularity) we obtain an infinite result (∼ 1/0). It means that we
should increase the power of the separated singularity and repeat the calculation until we get a finite result.
6. Two-photon exchange diagrams for the ground state of a heliumlike atom
The two-photon exchange diagrams are presented in Fig. 21. Here we derive the energy shift from these diagrams
for the case of the ground state of a heliumlike atom. The case of a single excited state of a two-electron atom is
considered in detail in [36]. The wave function of the ground state is given by
u1(x1,x2) =
1√
2
∑
P
(−1)PψPa(x1)ψPb(x2) . (2.130)
The unperturbed energy is E
(0)
1 = εa + εb, where εa = εb.
Consider first the two-photon ladder diagram (Fig. 21a). For the first term in (2.52) we have
∆E
(2)
lad =
1
2πi
∮
Γ
dE ∆E
∑
P
(−1)P
( i
2π
)3 ∫ ∞
−∞
dp01dp
′0
1 dω
×
∑
n1n2
〈PaPb|I(p′01 − ω)|n1n2〉〈n1n2|I(ω − p01)|ab〉
× 1
p′01 − εPa + i0
1
E − p′01 − εPb + i0
1
ω − εn1(1− i0)
× 1
E − ω − εn2(1− i0)
1
p01 − εa + i0
1
E − p01 − εb + i0
. (2.131)
Let us divide this contribution into irreducible (εn1 + εn2 6= εa + εb ) and reducible ( εn1 + εn2 = εa + εb) parts
∆E
(2)
lad = ∆E
(2,irred)
lad +∆E
(2,red)
lad . (2.132)
Using the identities (2.123) and (2.124) we obtain for the irreducible part
1
2πi
∮
Γ
dE ∆E∆g
(2,irred)
11 (E) =
1
2πi
∮
Γ
dE
1
∆E
{∑
P
(−1)P
( i
2π
)3 ∫ ∞
−∞
dp01dp
′0
1 dω
×
εn1+εn2 6=εa+εb∑
n1,n2
〈PaPb|I(p′01 − ω)|n1n2〉〈n1n2|I(ω − p01)|ab〉
×
( 1
p′01 − εPa + i0
+
1
E − p′01 − εPb + i0
)
× 1
ω − εn1(1− i0)
1
E − ω − εn2(1− i0)
×
( 1
p01 − εa + i0
+
1
E − p01 − εb + i0
)}
. (2.133)
22
The expression in the curly braces of (2.133) is a regular function of E inside the contour Γ if the photon mass µ is
chosen as indicated above. (If it were not so, we would get an infinite result; see the related discussion in the previous
subsection.) Calculating the E residue we find
∆E
(2,irred)
lad =
∑
P
(−1)P i
2π
∫ ∞
−∞
dω
εn1+εn2 6=εa+εb∑
n1,n2
〈PaPb|I(εPa − ω)|n1n2〉
×〈n1n2|I(ω − εa)|ab〉 1
ω − εn1(1− i0)
1
E
(0)
1 − ω − ǫn2(1− i0)
. (2.134)
This derivation shows that the energy shift from an irreducible diagram is obtained by evaluation of the ”usual S-
matrix” element. For the numerical evaluation of (2.134) it is convenient to rotate the contour of the integration in
the complex ω plane [71].
For the reducible contribution we have
1
2πi
∮
Γ
dE ∆E∆g
(2,red)
11 (E) =
1
2πi
∮
Γ
dE
1
(∆E)2
{∑
P
(−1)P
( i
2π
)3 ∫ ∞
−∞
dp01dp
′0
1 dω
×
εn1+εn2=εa+εb∑
n1,n2
〈PaPb|I(p′01 − ω)|n1n2〉〈n1n2|I(ω − p01)|ab〉
×
( 1
p′01 − εPa + i0
+
1
E − p′01 − εPb + i0
)
×
( 1
ω − εn1 + i0
+
1
E − ω − εn2 + i0)
)
×
( 1
p01 − εa + i0
+
1
E − p01 − εb + i0
)}
. (2.135)
The expression in the curly braces of (2.135) is a regular function within the contour Γ. Calculating the E residue
and taking into account that εa = εb, we get
1
2πi
∮
Γ
dE ∆E∆g
(2,red)
11 (E) = −
i
2π
∑
P
(−1)P
εn1+εn2=2εa∑
n1,n2
{∫ ∞
−∞
dp′01 〈PaPb|I(p′01 − εa)|n1n2〉
×〈n1n2|I(0)|ab〉 1
(εa − p′01 + i0)2
+
∫ ∞
−∞
dp01 〈PaPb|I(0)|n1n2〉
×〈n1n2|I(εa − p01)|ab〉
1
(εa − p01 + i0)2
+
∫ ∞
−∞
dω 〈PaPb|I(εa − ω)|n1n2〉
×〈n1n2|I(ω − εa)|ab〉 1
(εa − ω + i0)2
}
. (2.136)
This contribution should be considered together with the second term in equation (2.52). As was obtained above, the
first factor in this term is
1
2πi
∮
Γ
dE ∆E∆g
(1)
11 (E) =
∑
P
(−1)P 〈PaPb|I(0)|ab〉 . (2.137)
A simple calculation of the second factor yields
1
2πi
∮
Γ
dE ∆g
(1)
11 (E) =
1
2πi
∮
Γ
dE
1
(∆E)2
{( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
×
∑
P
(−1)P
( 1
p′01 − εa + i0
+
1
E − p′01 − εa + i0
)
×
( 1
p01 − εa + i0
+
1
E − p01 − εa + i0
)
〈PaPb|I(p′01 − p01)|ab〉
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= − i
2π
∑
P
(−1)P
{∫ ∞
−∞
dp′01
1
(p′01 − εa − i0)2
〈PaPb|I(p′01 − εa)|ab〉
+
∫ ∞
−∞
dp01
1
(p01 − εa − i0)2
〈PaPb|I(p01 − εa)|ab〉
}
. (2.138)
For the total reducible contribution we obtain
∆E
(2,red)
lad =
1
2πi
∮
Γ
dE ∆E∆g
(2,red)
11 (E)−
(
1
2πi
∮
Γ
dE ∆E∆g
(1)
11 (E)
) (
1
2πi
∮
Γ
dE ∆g
(1)
11 (E)
)
= −
∑
P
(−1)P
εn1+εn2=2εa∑
n1,n2
i
2π
∫ ∞
−∞
dω 〈PaPb|I(ω − εa)|n1n2〉
×〈n1n2|I(ω − εa)|ab〉 1
(ω − εa − i0)2 . (2.139)
A similar calculation of the two-photon crossed-ladder diagram (Fig. 21b) gives
∆E(2)cross =
∑
P
(−1)P
∑
n1,n2
i
2π
∫ ∞
−∞
dω 〈Pan2|I(ω − εa)|n1b〉〈n1Pb|I(ω − εa)|an2〉
× 1
ω − εn1(1− i0)
1
ω − εn2(1− i0)
. (2.140)
The contribution ∆E
(2,red)
lad contains an infrared divergent term which is cancelled by a related term (εn1 = εn2 = εa)
from the contribution ∆E
(2)
cross. In the individual contributions the infrared singularities are regularized by a non-zero
photon mass µ. If the ladder and crossed-ladder contributions are merged by the common ω-integration, the integral
is convergent and we can put µ → 0 before the integration over ω (see [36] for details). However, to show how the
calculation for a non-zero photon mass can be performed, let us calculate the reducible contribution for a finite µ.
We have to calculate the integral
I1 =
i
2π
∫ ∞
−∞
dω
exp [i
√
ω2 − µ2 + i0 (r12 + r34)]
r12r34
1
(ω − i0)2 . (2.141)
Using the identity
exp [i
√
ω2 − µ2 + i0 r] = − 2
π
∫ ∞
0
dk k
sin (kr)
(ω2 − k2 − µ2 + i0) , (2.142)
we obtain
I1 = − 2
π
i
2π
1
r12r34
∫ ∞
−∞
dω
∫ ∞
0
dk k
sin (k(r12 + r34))
(ω2 − k2 − µ2 + i0)
1
(ω − i0)2 . (2.143)
Decomposing the denominator
ω2 − k2 − µ2 + i0 = (ω −
√
k2 + µ2 + i0)(ω +
√
k2 + µ2 − i0) (2.144)
and integrating over ω, we find
I1 = − 1
π
1
r12r34
∫ ∞
0
dk k
sin (k(r12 + r34))
(k2 + µ2)3/2
. (2.145)
According to [72], the last integral is
I1 = − 1
π
r12 + r34
r12r34
K0[µ(r12 + r34)] , (2.146)
where
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K0(z) = − log (z/2)
∞∑
k=0
(z/2)2k
(k!)2
+
∞∑
k=0
z2k
22k(k!)2
ψ(k + 1) . (2.147)
Considering µ→ 0 we find
∆E
(2,red)
lad = −
α2
π
∑
P
(−1)P
∫
dx1 · · · dx4 ψPa(x3)ψPb(x4)γρ3γσ4
×
εn1=εn2=εa∑
n1,n2
ψn1(x3)ψn1(x1)ψn2(x4)ψn2(x2)γ
λ
1 γ
ν
2
( 1
r12
+
1
r34
)
×[log (r12 + r34) + logµ− log 2− ψ(1)]gρσgλνψa(x1)ψb(x2) . (2.148)
The corresponding contribution (εn1 = εn2 = εa) from the crossed-ladder diagram is calculated in the same way.
The sum of the reducible contribution from the ladder diagram and the related contribution from the crossed-ladder
diagram is [29]
∆E(2,infr) = −α
2
π
∑
P
(−1)P
εn1=εn2=εa∑
n1,n2
∫
dx1 · · · dx4 ψPa(x3)ψPb(x4)γρ3γσ4
×ψn1(x3)ψn1(x1)ψn2(x4)ψn2(x2)γλ1 γν2
×
[
gρσgλν
( 1
r12
+
1
r34
)
log (r12 + r34)
−gρνgσλ
( 1
r14
+
1
r23
)
log (r14 + r23)
]
ψa(x1)ψb(x2) . (2.149)
The terms containing the factor logµ − log 2 − ψ(1) have cancelled each other. For the numerical evaluation of this
contribution, one can use the following representation [36]
∆E(2,infr) =
1
π
∫ ∞
0
dy
y
〈ba|S′(y)|ab〉[2〈ab|S(y)|ab〉 − 〈aa|S(y)|aa〉 − 〈bb|S(y)|bb〉]
+
1
π
∫ ∞
0
dy
y
〈ba|S(y)|ab〉[2〈ab|S′(y)|ab〉 − 〈aa|S′(y)|aa〉 − 〈bb|S′(y)|bb〉]
− 2
π
∫ ∞
0
dy
y
〈ba|S(y)|ab〉〈ba|S′(y)|ab〉 , (2.150)
where
S(y) =
α(1−α1 · α2)
r12
e−yr12 , (2.151)
S′(y) = −α(1−α1 ·α2)e−yr12 . (2.152)
Other representations of this term can be found in Refs. [71,73].
7. Self-energy and vacuum-polarization screening diagrams
The self-energy and vacuum-polarization screening diagrams are presented in Figs. 22 and 23, respectively. The
derivation of the calculation formulas for the energy shift of a single level due to the SE screening diagrams using the
TTGF method is described in detail in Ref. [43]. If the unperturbed wave function is given by equation (2.120), the
contribution of the SE screening diagrams is written as
∆E = ∆Eirred +∆Ered +∆Ever , (2.153)
∆Eirred =
∑
P
(−1)P
{εn 6=εa∑
n
〈PaPb|I(∆)|nb〉 1
εa − εn 〈n|Σ(εa)|a〉
+
εn 6=εb∑
n
〈PaPb|I(∆)|an〉 1
εb − εn 〈n|Σ(εb)|b〉
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+εn 6=εPa∑
n
〈Pa|Σ(εPa)|n〉 1
εPa − εn 〈nPb|I(∆)|ab〉
+
εn 6=εPb∑
n
〈Pb|Σ(εPb)|n〉 1
εPb − εn 〈Pan|I(∆)|ab〉
}
, (2.154)
∆Ered = 〈ba|I ′(εb − εa)|ab〉
[
〈a|Σ(εa)|a〉 − 〈b|Σ(εb)|b〉
]
+
∑
P
(−1)P 〈PaPb|I(∆)|ab〉
[
〈a|Σ′(εa)|a〉+ 〈b|Σ′(εb)|b〉
]
, (2.155)
∆Ever =
∑
P
(−1)P
∑
n1n2
i
2π
∫ ∞
−∞
dω
[
〈n1Pb|I(∆)|n2b〉〈Pan2|I(ω)|n1a〉
[εPa − ω − εn1(1− i0)][εa − ω − εn2(1− i0)]
+
〈Pan1|I(∆)|an2〉〈Pbn2|I(ω)|n1b〉
[εPb − ω − εn1(1 − i0)][εb − ω − εn2(1− i0)]
]
, (2.156)
where ∆ = εPa − εa. The corresponding contribution of the VP screening diagrams is [40,44]
∆E = ∆Eirreda +∆E
red
a +∆Eb , (2.157)
∆Eirreda =
∑
P
(−1)P
{εn 6=εa∑
n
〈PaPb|I(∆)|nb〉 1
εa − εn 〈n|UVP|a〉
+
εn 6=εb∑
n
〈PaPb|I(∆)|an〉 1
εb − εn 〈n|UVP|b〉
+
εn 6=εPa∑
n
〈Pa|UVP|n〉 1
εPa − εn 〈nPb|I(∆)|ab〉
+
εn 6=εPb∑
n
〈Pb|UVP|n〉 1
εPb − εn 〈Pan|I(∆)|ab〉
}
, (2.158)
∆Ereda = 〈ba|I ′(εb − εa)|ab〉
[
〈a|UVP|a〉 − 〈b|UVP|b〉
]
, (2.159)
∆Eb =
∑
P
(−1)P 〈PaPb|IVP(∆)|ab〉 , (2.160)
where
IVP(ε,x,y) =
α2
2πi
∞∫
−∞
dω
∫
dz1
∫
dz2
α1µ exp (i|ε||x− z1|)
|x− z1|
α2ν exp (i|ε||y − z2|)
|y − z2|
× Tr[αµG(ω − ε
2
, z1, z2)α
νG(ω +
ε
2
, z2, z1)] . (2.161)
The expressions (2.153)-(2.160) are ultraviolet divergent. The renormalization of these expressions can be performed
in the same way as for the first-order SE and VP contributions (see Refs. [39,40,42,43] for details).
8. Quasidegenerate states
Let us now consider some applications of the method to the case of quasidegenerate states of a heliumlike ion. This
case arises, for instance, if one is interested in the energies of the (1s2p1/2)1 and (1s2p3/2)1 states. These states are
strongly mixed for low and middle Z and, therefore, must be treated as quasidegenerate. It means that the off-diagonal
matrix elements of the energy operator H between these states have to be taken into account. The unperturbed wave
functions are written as
ui(x1,x2) = AN
∑
mi1mi2
〈ji1mi1ji2mi2 |JM〉
∑
P
(−1)PψPi1(x1)ψPi2(x2) , (2.162)
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where AN is the normalization factor equal to 1/
√
2 for non-equivalent electrons and to 1/2 for equivalent electrons,
J is the total angular momentum, and M is its projection. However, in what follows, to compactify the formulas we
will construct the matrix elements of H between the one-determinant wave functions
ui(x1,x2) =
1√
2
∑
P
(−1)PψPi1(x1)ψPi2 (x2) . (2.163)
The transition to the wave functions defined by equation (2.162) can easily be accomplished in the final formulas.
First we consider the contribution from the one-photon exchange diagram. To derive the formulas for H
(1)
ik we will
assume that E
(0)
i 6= E(0)k . However, all the final formulas remain to be valid also for the case E(0)i = E(0)k which
was considered in detail above. According to the Feynman rules and the definition of g(E), the contribution of the
one-photon exchange diagram to g(1)(E) is
g
(1)
ik (E) =
( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
∑
P
(−1)P 1
p′01 − εPi1 + i0
1
E − p′01 − εPi2 + i0
× 1
p01 − εk1 + i0
1
E − p01 − εk2 + i0
〈Pi1Pi2|I(p′01 − p01)|k1k2〉 . (2.164)
Using the identities (2.123) and (2.124), we obtain
K
(1)
ik =
1
2πi
∮
Γ
dE
E
(E − E(0)i )(E − E(0)k )
{( i
2π
)2 ∫ ∞
−∞
dp01dp
′0
1
∑
P
(−1)P
×
( 1
p′01 − εPi1 + i0
+
1
E − p′01 − εPi2 + i0
)( 1
p01 − εk1 + i0
+
1
E − p01 − εk2 + i0
)
×〈Pi1Pi2|I(p′01 − p01)|k1k2〉
}
. (2.165)
The expression in the curly braces of (2.165) is a regular function of E inside the contour Γ, if the photon mass µ is
chosen as indicated above. Calculating the E residues and taking into account the identity (2.127), we obtain
K
(1)
ik =
i
2π
∫ ∞
−∞
dp01
∑
P
(−1)P E
(0)
i 〈Pi1Pi2|I(εPi1 − p01)|k1k2〉
E
(0)
i − E(0)k
×
( 1
p01 − εk1 + i0
+
1
E
(0)
i − p01 − εk2 + i0
)
+
i
2π
∫ ∞
−∞
dp′01
∑
P
(−1)P E
(0)
k 〈Pi1Pi2|I(p′01 − εk1)|k1k2〉
E
(0)
k − E(0)i
×
( 1
p′01 − εPi1 + i0
+
1
E
(0)
k − p′01 − εPi2 + i0
)
. (2.166)
In the same way we find
P
(1)
ik =
i
2π
∫ ∞
−∞
dp01
∑
P
(−1)P 〈Pi1Pi2|I(εPi1 − p
0
1)|k1k2〉
E
(0)
i − E(0)k
×
( 1
p01 − εk1 + i0
+
1
E
(0)
i − p01 − εk2 + i0
)
+
i
2π
∫ ∞
−∞
dp′01
∑
P
(−1)P 〈Pi1Pi2|I(p
′0
1 − εk1)|k1k2〉
E
(0)
k − E(0)i
×
( 1
p′01 − εPi1 + i0
+
1
E
(0)
k − p′01 − εPi2 + i0
)
. (2.167)
Symmetrizing equations (2.166) and (2.167) with respect to both electrons we transform them to the form
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K
(1)
ik =
∑
P
(−1)P
{
1
2
[〈Pi1Pi2|I(∆1)|k1k2〉+ 〈Pi1Pi2|I(∆2)|k1k2〉]
− (E
(0)
i + E
(0)
k )
2
i
2π
∫ ∞
−∞
dω 〈Pi1Pi2|I(ω)|k1k2〉
×
[ 1
(ω +∆1 − i0)(ω −∆2 − i0) +
1
(ω +∆2 − i0)(ω −∆1 − i0)
] }
,
(2.168)
P
(1)
ik = −
∑
P
(−1)P i
2π
∫ ∞
−∞
dω 〈Pi1Pi2|I(ω)|k1k2〉
×
[ 1
(ω +∆1 − i0)(ω −∆2 − i0) +
1
(ω +∆2 − i0)(ω −∆1 − i0)
]
, (2.169)
where ∆1 = εPi1 − εk1 and ∆2 = εPi2 − εk2 . Substituting (2.168), (2.169) into (2.86), we get [35,74]
H
(1)
ik =
1
2
∑
P
(−1)P [〈Pi1Pi2|I(∆1)|k1k2〉+ 〈Pi1Pi2|I(∆2)|k1k2〉] . (2.170)
Let us now consider the contribution to H from the combined δV - interelectronic interaction diagrams presented in
Fig. 24. For simplicity, we will assume that δV is a spherically-symmetric potential. In the case under consideration,
the simplest way to derive the formulas for H
(2)
ik consists in using the fact that these diagrams can be obtained as the
first-order (in δV ) correction to the one-photon exchange contribution derived above. So, the contribution from these
diagrams can be obtained by the following replacements in equation (2.170)
|k1〉 → |k1〉+ δ|k1〉 , (2.171)
|k2〉 → |k2〉+ δ|k2〉 , (2.172)
|Pi1〉 → |Pi1〉+ δ|Pi1〉 , (2.173)
|Pi2〉 → |Pi2〉+ δ|Pi2〉 , (2.174)
I(εa − εb)→ I(εa + δεa − εb − δεb) , (2.175)
where, to first order in δV ,
δεa = 〈a|δV |a〉 , (2.176)
δ|a〉 =
εn 6=εa∑
n
|n〉〈n|δV |a〉
εa − εn . (2.177)
Here we have taken into account that, due to the spherical symmetry of δV , 〈n|δV |a〉 = 0 if εn = εa and |n〉 6= |a〉 .
Decomposing the modified expression for the one-photon exchange diagram to the first order in δV , we find that the
total correction is the sum of the irreducible and reducible parts,
H
(2)
ik = H
(2,irred)
ik +H
(2,red)
ik , (2.178)
where
H
(2,irred)
ik =
1
2
∑
P
(−1)P [〈δP i1Pi2|I(∆1) + I(∆2)|k1k2〉
+〈Pi1δP i2|I(∆1) + I(∆2)|k1k2〉
+〈Pi1Pi2|I(∆1) + I(∆2)|δk1k2〉
+〈Pi1Pi2|I(∆1) + I(∆2)|k1δk2〉] (2.179)
and
H
(2,red)
ik =
1
2
∑
P
(−1)P {[〈Pi1|δV |Pi1〉 − 〈k1|δV |k1〉]〈Pi1Pi2|I ′(∆1)|k1k2〉
+[〈Pi2|δV |Pi2〉 − 〈k2|δV |k2〉]〈Pi1Pi2|I ′(∆2)|k1k2〉} . (2.180)
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Equations (2.179) and (2.180) provide the matrix elements between the one-determinant wave functions defined
by equation (2.163). To get the matrix elements between the wave functions defined by equation (2.162), we have
to multiply these equations by the Clebsch-Gordan coefficients and to sum over the projections of the one-electron
angular momenta.
The expression for H
(2)
ik can also be derived by direct application of the TTGF method. It can easily be performed
in the same way as for the one-photon exchange diagram. We note that this derivation yields a formula for H
(2)
ik
which is slightly different from the expression given above. In particular, for the irreducible contribution one finds
H
(2,irred)
ik =
1
2
∑
P
(−1)P [〈δP i1Pi2|I(∆1) + I(∆2)|k1k2〉
+〈Pi1δP i2|I(∆1) + I(∆2)|k1k2〉
+〈Pi1Pi2|I(∆1) + I(∆2)|δk1k2〉
+〈Pi1Pi2|I(∆1) + I(∆2)|k1δk2〉]
+∆H
(2,irred)
ik , (2.181)
where
∆H
(2,irred)
ik =
1
2
(E
(0)
i − E(0)k )
∑
P
(−1)P i
2π
∫ ∞
−∞
dω
{ 〈δP i1Pi2|I(ω − εPi1)|k1k2〉
(ω − εk1 + i0)(E(0)i − ω − εk2 − i0)
+
〈Pi1δP i2|I(ω − εPi1)|k1k2〉
(ω − εk1 − i0)(E(0)i − ω − εk2 + i0)
− 〈Pi1Pi2|I(ω − εk1)|δk1k2〉
(ω − εPi1 + i0)(E(0)k − ω − εPi2 − i0)
− 〈Pi1Pi2|I(ω − εk1)|k1δk2〉
(ω − εPi1 − i0)(E(0)k − ω − εPi2 + i0)
+
n6=k1∑
n
〈Pi1Pi2|I(ω − εPi1)|nk2〉〈n|δV |k1〉
(ω − εk1 − i0)(E(0)i − ω − εk2 + i0)(ω − εn(1− i0))
+
n6=k2∑
n
〈Pi1Pi2|I(ω − εPi1)|k1n〉〈n|δV |k2〉
(ω − εk1 + i0)(E(0)i − ω − εk2 − i0)(E(0)i − ω − εn(1 − i0))
−
n6=Pi1∑
n
〈Pi1|δV |n〉〈nPi2|I(ω − εk1)|k1k2〉
(ω − εPi1 − i0)(E(0)k − ω − εPi2 + i0)(ω − εn(1− i0))
−
n6=Pi2∑
n
〈Pi2|δV |n〉〈Pi1n|I(ω − εk1)|k1k2〉
(ω − εPi1 + i0)(E(0)k − ω − εPi2 − i0)(E(0)k − ω − εn(1− i0))
}
. (2.182)
The term ∆H
(2,irred)
ik approaches zero if E
(0)
i → E(0)k . The expressions (2.179) and (2.181) differ by the term∆H(2,irred)ik
which can be represented as
∆H
(2,irred)
ik = (E
(0)
i − E(0)k )O(2)ik . (2.183)
Here O(2) is an operator of second order in the perturbation parameter which we denote by λ0 (for simplicity, we
assume here that δV and the interelectronic-interaction operator I(ω) are characterized by the same perturbation
parameter). This fact can be understood by observing that the integrand in (2.182) is the sum of terms which contain
singularities from the external electron propagators only above or below of the real axis and, therefore, integrating over
ω cannot result in the appearance of contributions ∼ 1/(E(0)i −E(0)k ) that could compensate the factor (E(0)i −E(0)k ). In
particular, it means that O
(2)
ik remains finite when E
(0)
i → E(0)k . It can be shown that the term ∆H(2,irred)ik contributes
only to third and higher orders in λ0 and, therefore, can be omitted if we restrict our calculations to second order
in λ0. Let us prove this fact for the case of two quasidegenerate levels. In this case the energy levels are determined
from the equation
(E −H11)(E −H22)−H12H21 = 0 (2.184)
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which yields
E1,2 =
H11 +H22
2
± 1
2
√
(H11 −H22)2 + 4H12H21 . (2.185)
If E1 − E2 ∼ λ0, the proof of the statement is evident. If E1 − E2 ≫ λ0, the contribution of the second-order
off-diagonal matrix elements is given by
∆E1,2 ≈ ±(H(2)12 H(1)21 +H(1)12 H(2)21 )/(E(0)1 − E(0)2 ) . (2.186)
¿From this equation we find that the terms ∼ (E(0)i −E(0)k )O(2)ik in H(2)ik contribute only to third and higher orders in
λ0.
Equations (2.178)-(2.180) will give a part of the VP screening contribution, if we replace δV by UVP. The total
contribution of the VP screening diagrams for quasidegenerate states is derived in Ref. [44]. Corresponding formulas
for the SE screening diagrams are derived in Ref. [75].
F. Nuclear recoil corrections
So far we considered the nucleus as a source of the external Coulomb field VC. This consideration corresponds to
the approximation of an infinite nuclear mass. However, high precision calculations of the energy levels in high-Z
few-electron atoms must include also the nuclear recoil corrections to first order in m/M (M is the nuclear mass) and
to zeroth order in α (but to all orders in αZ). As was shown in [41], these corrections can be included in calculations
of the energy levels by adding an additional term to the standard Hamiltonian of the electron-positron field interacting
with the quantized electromagnetic field and with the Coulomb field of the nucleus VC. In the Coulomb gauge and
the Schro¨dinger representation, this term is given by
HM =
1
2M
∫
dx ψ†(x)(−i∇x)ψ(x)
∫
dy ψ†(y)(−i∇y)ψ(y)
−eZ
M
∫
dx ψ†(x)(−i∇x)ψ(x)A(0) + e
2Z2
2M
A2(0) . (2.187)
HM taken in the interaction representation must be added to the interaction Hamiltonian. It gives the following
additional lines and vertices to the Feynman rules (we assume that the Coulomb gauge and the Furry picture are
used).
1. Coulomb contribution. An additional line (”Coulomb-recoil” line) appears to be
q q q q q q q q q q q q q q qs sω
x y
i
2pi
δkl
M
∫∞
−∞
dω .
This line joins two vertices each of which corresponds to
❆
❆
❆
❆
✁
✁
✁
✁
q q q q q q q q q qsx ω2
ω1
ω3
✲
❑
✕
−2πiγ0δ(ω1 − ω2 − ω3)
∫
dx pk ,
where p = −i∇x and k = 1, 2, 3.
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2. One-transverse-photon contribution. An additional vertex on an electron line appears to be
❆
❆
❆
❆
✁
✁
✁
✁
sx ω2
ω1
ω3
✲
❑
✕
−2πiγ0δ(ω1 − ω2 − ω3) eZM
∫
dx pk ,
The transverse photon line attached to this vertex (at the point x) is
s ω
x y
i
2pi
∫∞
−∞
dω Dkl(ω,y) .
At the point y this line is to be attached to a usual vertex, where we have −2πieγ0αl2πδ(ω1 − ω2 − ω3)
∫
dy.
αl (l = 1, 2, 3) are the usual Dirac matrices.
3. Two-transverse-photon contribution. An additional line (”two-transverse-photon-recoil” line) appears to be
s
x y
ω
i
2pi
e2Z2
M
∫∞
−∞
dω Dil(ω,x)Dlk(ω,y) .
This line joins usual vertices (see the previous item).
Let us apply this formalism to the case of a single level a in a one-electron atom. To find the Coulomb nuclear
recoil correction, we have to calculate the contribution of the diagram shown in Fig. 25. According to the Feynman
rules given above we obtain
∆g(1)aa (E) =
1
(E − E(0)a )2
1
M
i
2π
∫ ∞
−∞
dω
∑
n
〈a|pi|n〉〈n|pi|a〉
ω − εn(1 − i0) . (2.188)
The formula (2.51) gives
∆EC =
1
M
i
2π
∫ ∞
−∞
dω
∑
n
〈a|pi|n〉〈n|pi|a〉
ω − εn(1 − i0) . (2.189)
The one-transverse-photon nuclear recoil correction corresponds to the diagrams shown in Fig. 26. A similar calcu-
lation yields
∆Etr(1) =
4παZ
M
i
2π
∫ ∞
−∞
dω
∑
n
{
〈a|pi|n〉〈n|αkDik(εa − ω)|a〉
ω − εn(1 − i0)
+
〈a|αkDik(εa − ω)|n〉〈n|pi|a〉
ω − εn(1− i0)
}
. (2.190)
The two-transverse-photon nuclear recoil correction is defined by the diagram shown in Fig. 27. We find
∆Etr(2) =
(4παZ)2
M
i
2π
∫ ∞
−∞
dω
∑
n
×〈a|αiDil(εa − ω)|n〉〈n|αkDlk(εa − ω)|a〉
ω − εn(1 − i0) . (2.191)
The sum of all the contributions is
∆E =
1
M
i
2π
∫ ∞
−∞
dω 〈a|[pi + 4παZαlDli(ω)]
×GC(ω + εa)[pi + 4παZαmDmi(ω)]|a〉 , (2.192)
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where GC(ω) is the Dirac-Coulomb Green function defined above. For practical calculations it is convenient to
represent the expression (2.192) by the sum of a lower-order term ∆EL and a higher-order term ∆EH:
∆E = ∆EL +∆EH , (2.193)
∆EL =
1
2M
〈a|[p2i − (Di(0)pi + piDi(0))]|a〉 , (2.194)
∆EH =
i
2πM
∫ ∞
−∞
dω 〈a|
(
Di(ω)− [pi, VC]
ω + i0
)
GC(ω + εa)
(
Di(ω) +
[pi, VC]
ω + i0
)
|a〉 , (2.195)
where Di(ω) = −4παZαlDli(ω). The term ∆EL contains all the recoil corrections within the (αZ)4m2/M approx-
imation, while the term ∆EH contains the contribution of order (αZ)
5m2/M and all contributions of higher orders
in αZ which are not included in ∆EL. The formulas (2.193)-(2.195) were first derived by a quasipotential method in
Ref. [50] and subsequently rederived by other methods in Refs. [76,77]. The representation (2.192) was found in Ref.
[76].
Consider now a two-electron atom. For simplicity, as usual, we assume that the unperturbed wave function is
a one-determinant function (2.120). The nuclear recoil correction is the sum of the one-electron and two-electron
contributions. Using the Feynman rules and the formula (2.51), one easily finds that the one-electron contribution is
equal to the sum of the expressions (2.192) for the a and b states. The two-electron contributions correspond to the
diagrams shown in Figs. 28-30. A simple calculation of these diagrams yields
∆E(int) =
1
M
∑
P
(−1)P 〈Pa|[pi + 4παZαlDli(εPa − εa)]|a〉
×〈Pb|[pi + 4παZαmDmi(εPb − εb)]|b〉 . (2.196)
The formula (2.196) was first derived by a quasipotential method in Ref. [51].
III. TRANSITION PROBABILITIES AND CROSS SECTIONS OF SCATTERING PROCESSES
According to the basic principles of quantum field theory [78], the number of the particles scattered into the interval
dp′1 · · · dp′r for a unit time and in a unit volume is
dWp→p′ = (2π)
3s+1n1 · · ·ns|τp′p|2δ(Ep − Ep′)dp′1 · · · dp′r , (3.1)
where p, p′ are the initial and final states of the system, respectively; τp′p is the amplitude of the process defined by
〈p′|(S − I)|p〉 = 2πi δ(Ep − Ep′)τp′p , (3.2)
S is the scattering operator, I is the identity operator, s is the number of initial particles, r is the number of final
particles; n1, ...ns are the average numbers of particles per unit volume.
We will consider the scattering of photons and electrons by an atom that is located at the origin of the coordinate
frame. The differential cross section is defined by
dσ =
dWp→p′
j
, (3.3)
where j is the current of initial particles (for photons j = nc; for electrons j = nv, where v is the velocity of the
electrons in the nucleus frame). The total cross section can be found by integrating the differential cross section over
all final states. The cross section for the elastic scattering is
σ
(elast)
tot (p) =
(2π)4
v
∫
dp′ δ(Ep − Ep′)|τp′p|2 . (3.4)
The total (elastic plus inelastic) cross section can be found by employing the optical theorem
σtot(p) =
2(2π)3
v
Imτpp . (3.5)
In terms of the amplitude fp′p which is defined so that dσ = |fp′p|2dΩ, the optical theorem has a well-known form
(see, e.g., [79])
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σtot(p) =
4π
|p| Imfpp . (3.6)
The aim of this section is to derive formulas for the transition and scattering amplitudes for various processes in the
framework of QED.
A. Photon emission by an atom
Consider the process of the photon emission by an atom. According to the standard reduction technique (see, e.g.,
[28,56]), the atomic transition amplitude from state a to state b accompanied by photon emission with momentum
kf and polarization ǫf is
Sγf ,b;a = 〈b|aout(kf , ǫf)|a〉 = −iZ−
1
2
3
∫
d4y
ǫν∗f exp (ikf · y)√
2k0f(2π)
3
〈b|jν(y)|a〉 . (3.7)
Here jν(y) is the electron-positron current operator in the Heisenberg representation, |a〉 and |b〉 are the vectors of the
initial and final states in the Heisenberg representation, Z3 is a renormalization constant, a · b ≡ aνbν , ǫf = (0, ǫf ),
kf = (k
0
f ,kf ), and k
0
f ≡ |kf |. Employing the equation (see Appendix A)
jν(y) = exp (iHy0)jν(0,y) exp (−iHy0) , (3.8)
we obtain
Sγf ,b;a = −iZ−
1
2
3
∫
d4y exp [i(Eb + k
0
f − Ea)y0]Aν∗f (y)〈b|jν (0,y)|a〉
= −2πiZ−
1
2
3 δ(Eb + k
0
f − Ea)
∫
dy Aν∗f (y)〈b|jν (0,y)|a〉 , (3.9)
where
Aνf (x) =
ǫνf exp (ikf · x)√
2k0f (2π)
3
(3.10)
is the wave function of the emitted photon. Since |a〉 and |b〉 are bound states, equation (3.9) as well as the standard
reduction technique [28,56] cannot be used for a direct evaluation of the amplitude. The desired calculation formula
can be derived within the two-time Green function formalism [30–32].
To formulate the method for a general case, we assume that in zeroth approximation the state a belongs to an
sa-dimensional subspace of unperturbed degenerate states Ωa and the state b belongs to an sb-dimensional subspace
of unperturbed degenerate states Ωb. We denote the projectors onto these subspaces by P
(0)
a and P
(0)
b , respectively.
We denote the exact states originating from Ωa by |na〉 and the exact states originating from Ωb by |nb〉. We also
assume that on an intermediate stage of the calculations a non-zero photon mass µ is introduced. It is considered
to be larger than the energy splitting of the initial and final states under consideration and much smaller than the
distance to other levels.
We introduce
Gγf (E′, E;x′1, ...x′N ;x1, ...xN )δ(E′ + k0 − E)
=
1
2πi
1
2π
1
N !
∫ ∞
−∞
dx0dx′0
∫
d4y exp (iE′x′0 − iEx0) exp (ik0y0)
×Aν∗f (y)〈0|Tψ(x′0,x′1) · · ·ψ(x′0,x′N )
×jν(y)ψ(x0,xN ) · · ·ψ(x0,x1)|0〉 , (3.11)
where, as in the previous section, ψ(x) is the electron-positron field operator in the Heisenberg representation. Let
us investigate the singularities of Gγf in the vicinity of the points E′ ≈ E(0)b and E ≈ E(0)a . Using the transformation
rules
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ψ(x0,x) = exp (iHy0)ψ(x0 − y0,x) exp (−iHy0) ,
j(y0,y) = exp (iHy0)j(0,y) exp (−iHy0) , (3.12)
we obtain
Gγf (E′, E;x′1, ...x′N ;x1, ...xN )δ(E′ + k0 − E)
=
1
2πi
1
2π
1
N !
∫ ∞
−∞
dtdt′
∫
d4y exp (iE′t′ − iEt) exp [i(E′ + k0 − E)y0]
×Aν∗f (y)〈0|Tψ(t′,x′1) · · ·ψ(t′,x′N )
×jν(0,y)ψ(t,xN ) · · ·ψ(t,x1)|0〉
=
1
2πi
δ(E′ + k0 − E) 1
N !
∫ ∞
−∞
dtdt′
∫
dy exp (iE′t′ − iEt)
×Aν∗f (y)〈0|Tψ(t′,x′1) · · ·ψ(t′,x′N )
×jν(0,y)ψ(t,xN ) · · ·ψ(t,x1)|0〉 . (3.13)
Using again the time-shift transformation rules, we obtain
Gγf (E′, E;x′1, ...x′N ;x1, ...xN )
=
1
2πi
1
N !
∫ ∞
−∞
dtdt′
∫
dy exp (iE′t′ − iEt)
∑
n1,n2
Aν∗f (y)
× exp (−iEn1t′) exp (iEn2t)θ(t′)θ(−t)〈0|Tψ(0,x′1) · · ·ψ(0,x′N )|n1〉
×〈n1|jν(0,y)|n2〉〈n2|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ · · · . (3.14)
Here we have assumed E0 = 0, as in the previous section. Taking into account the identities∫ ∞
0
dt exp [i(E′ − En1)t] =
i
E′ − En1 + i0
,∫ 0
−∞
dt exp [i(−E + En2)t] =
i
E − En2 + i0
, (3.15)
we find
Gγf (E′, E;x′1, ...x′N ;x1, ...xN )
=
i
2π
1
N !
∑
n1,n2
∫
dy Aν∗f (y)
1
E′ − En1 + i0
1
E − En2 + i0
×〈0|Tψ(0,x′1) · · ·ψ(0,x′N )|n1〉〈n1|jν(0,y)|n2〉
×〈n2|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ · · · . (3.16)
We are interested in the analytical properties of Gγf as a function of the two complex variables E′ and E in the region
E′ ≈ E(0)b , E ≈ E(0)a . These properties can be studied using the double spectral representation of this type of Green
function which is given in Appendix E (a similar representation was derived in Ref. [64]). As it follows from the
spectral representation, the terms which are omitted in equation (3.16) are regular functions of E′ or E if E′ ≈ E(0)b
and E ≈ E(0)a . The equation (3.16) and the spectral representation given in Appendix E show that, for a non-zero
photon mass µ, the Green function Gγf (E′, E) has isolated poles in the variables E′ and E at the points E′ = Enb
and E = Ena , respectively. Let us now introduce a Green function gγf ,b;a(E
′, E) by
gγf ,b;a(E
′, E) = P
(0)
b Gγf (E′, E)γ01 · · · γ0NP (0)a , (3.17)
where, as in (2.39), the integration over the electron coordinates is implicit. According to equation (3.16) (see also
Appendix E) the Green function gγf ,b;a(E
′, E) can be written as
gγf ,b;a(E
′, E) =
i
2π
sa∑
na=1
sb∑
nb=1
1
E′ − Enb
1
E − Ena
ϕnb
∫
dy Aν∗f (y)〈nb|jν(0,y)|na〉ϕ†na
+ terms that are regular functions of E′ or E if E′ ≈ E(0)b
and E ≈ E(0)a , (3.18)
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where the vectors ϕk are defined by equation (2.65). Let the contours Γa and Γb surround the poles corresponding
to the initial and final levels, respectively, and keep outside other singularities of gγf ,b;a(E
′, E) including the cuts
starting from the lower-lying bound states. Comparing equation (3.18) with equation (3.9) and taking into account
the biorthogonality condition (2.71), we obtain the desired formula [30]
Sγf ,b;a = Z
−1/2
3 δ(Eb + k
0
f − Ea)
∮
Γb
dE′
∮
Γa
dE v†bgγf ,b;a(E
′, E)va , (3.19)
where by a we imply one of the initial states and by b one of the final states under consideration. The vectors vk are
determined from equations (2.76)- (2.77).
In the case of a single initial state (a) and a single final state (b), the vectors va and vb simply become normalization
factors. So, for the initial state,
v∗aPava = v
∗
a
1
2πi
∮
Γa
dE gaa(E)va = 1 (3.20)
and, therefore,
|va|2 =
[ 1
2πi
∮
Γa
dE gaa(E)
]−1
. (3.21)
Choosing
va =
[ 1
2πi
∮
Γa
dE gaa(E)
]−1/2
, vb =
[ 1
2πi
∮
Γb
dE gbb(E)
]−1/2
, (3.22)
we obtain
Sγf ,b;a = Z
−1/2
3 δ(Eb + k
0
f − Ea)
∮
Γb
dE′
∮
Γa
dE gγf ,b;a(E
′, E)
×
[ 1
2πi
∮
Γb
dE gbb(E)
]−1/2[ 1
2πi
∮
Γa
dE gaa(E)
]−1/2
. (3.23)
For practical calculations of the transition amplitude, it is convenient to express the Green function gγf ,b;a(E
′, E)
in terms of the Fourier transform of the 2N -time Green function,
gγf ,b;a(E
′, E)δ(E′ + k0 − E) = 1
N !
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N )δ(E′ − p′01 − · · · − p′0N)
×P (0)b Gγf (p′01 , . . . , p′0N ; k0; p01, . . . , p0N)γ01 . . . γ0NP (0)a , (3.24)
where
Gγf ((p
′0
1 ,x
′
1), . . . , (p
′0
N ,x
′
N ); k
0; (p01,x1), . . . , (p
0
N ,xN ))
=
2π
i
1
(2π)2N+1
∫ ∞
−∞
dx01...dx
0
Ndx
′0
1 ...dx
′0
N
∫
d4y
× exp (ip′01 x′01 + ...+ ip′0Nx′0N − ip01x01 − ...− ip0Nx0N + ik0y0)
×Aν∗f (y)〈0|Tψ(x′1) · · ·ψ(x′N )jν(y)ψ(xN ) · · ·ψ(x1)|0〉 . (3.25)
The Green function Gγf is constructed by perturbation theory after the transition in (3.25) to the interaction repre-
sentation and using the Wick theorem. The Feynman rules for Gγf differ from those for G considered in the previous
section only by the presence of an outgoing photon line that corresponds to the wave function of the emitted photon
Aν∗f (x). The Feynman rule for a vertex in which a real photon is emitted remains the same as for a virtual photon
vertex. The energy variable of the emitted photon (k0) in the expression corresponding to a real photon vertex is
considered as a free variable (k0 6= k0f = |kf |) which, due to the energy conservation, can be expressed in terms of the
initial (E) and final (E′) atomic energy variables.
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B. Transition probability in a one-electron atom
To demonstrate the practical ability of the formalism, in this section we derive formulas for the transition probability
in a one-electron atom to zeroth and first orders in α. An application of the method for two-electron atoms is considered
in [80].
1. Zeroth order approximation
To zeroth order the transition amplitude is described by the diagram shown in Fig. 31. The formula (3.23) gives
S
(0)
γf ,b;a
= δ(Eb + k
0
f − Ea)
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;a
(E′, E) , (3.26)
where the superscript indicates the order in α. Here we have taken into account that
1
2πi
∮
Γa
dE g(0)aa (E) =
1
2πi
∮
Γa
dE
1
E − εa = 1 (3.27)
and a similar equation exists for the b state. According to the Feynman rules, we have
G(0)γf ((E,
′ x′); k0; (E,x)) =
∫
dy
i
2π
S(E′,x′,y)(−2πieγν)δ(E′ + k0 − E)
×A∗f,ν(y)
i
2π
S(E,y,x) . (3.28)
Substituting the expression (3.28) into the definition of gγf ,b;a(E
′, E) (see equation (3.24)), we obtain
g
(0)
γf ,b;a
(E′, E) =
i
2π
1
E′ − εb 〈b|eα
νA∗f,ν |a〉
1
E − εa . (3.29)
The equations (3.26), (3.29) yield
S
(0)
γf ,b;a
= −2πi δ(Eb + k0f − Ea)〈b|eανA∗f,ν |a〉 (3.30)
or, in accordance with the definition (3.2),
τ
(0)
γf ,b;a
= −〈b|eανA∗f,ν |a〉 = 〈b|eα ·A∗f |a〉 . (3.31)
The transition probability to zeroth order is
dW
(0)
γf ,b;a
= 2π|τ (0)γf ,b;a|2δ(Eb + k0f − Ea)dkf
= 2π
e2
2k0f (2π)
3
|〈b|ǫν∗f αν exp (−ikf · x)|a〉|2δ(Eb + k0f − Ea)dkf . (3.32)
Integrating over the photon energy, we obtain
dW
(0)
γf ,b;a
= α
k0f
2π
|ǫ∗f · jba(kf )|2dΩf , (3.33)
where
jba(kf ) = 〈b|α exp (−ikf · x)|a〉 . (3.34)
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2. QED corrections of first order in α
The QED corrections of first order in α are defined by the diagrams shown in Fig. 32. Let us consider the derivation
of the formulas for the self-energy (SE) corrections (the diagrams (a)-(c)) in detail. The formula (3.23) gives in the
order under consideration
S
(1)
γf ,b;a
= δ(Eb + k
0
f − Ea)
{∮
Γb
dE′
∮
Γa
dE g
(1)
γf ,b;a
(E′, E)
−1
2
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;a
(E′, E)
[ 1
2πi
∮
Γb
dE g
(1)
bb (E) +
1
2πi
∮
Γa
dE g(1)aa (E)
]}
, (3.35)
where g
(1)
aa (E) and g
(1)
bb (E) are defined by the first-order self-energy diagram. Here we have omitted a term of first order
in α which comes from the factor Z
−1/2
3 since it has to be combined with the vacuum-polarization (VP) correction.
Consider first the diagram (a). According to the Feynman rules, we have
G(1,a)γf ((E
′,x′); k0; (E,x)) = δ(E′ + k0 − E)
∫
dydy′dz
i
2π
S(E′,x′,y)
2π
i
γ0Σ(E′,y′,y)
× i
2π
S(E′,y, z)A∗f,ν(z)(−2πieγν)
i
2π
S(E, z,x) , (3.36)
where
Σ(E′,y′,y) = e2
i
2π
∫
dω γ0γρS(E′ − ω,y′,y)γσDρσ(ω,y′ − y) (3.37)
is the kernel of the self-energy operator and Dρσ(ω,y
′ − y) is the photon propagator for a non-zero photon mass.
According to the definition of gγf ,b;a(E
′, E) (see equation (3.24)), we find
g
(1,a)
γf ,b;a
(E′, E) =
i
2π
∑
n
〈b|Σ(E′)|n〉〈n|eανA∗f,ν |a〉
(E′ − εb)(E′ − εn)(E − εa) (3.38)
and ∮
Γb
dE′
∮
Γa
dE g
(1,a)
γf ,b;a
(E′, E) = −2πi
[n6=b∑
n
〈b|Σ(εb)|n〉〈n|eανA∗f,ν |a〉
εb − εn
+〈b|Σ′(εb)|b〉〈b|eανA∗f,ν |a〉
]
, (3.39)
where Σ′(εb) ≡ dΣ(ε)dε
∣∣∣
ε=εb
. A similar calculation of the diagram (b) gives
∮
Γb
dE′
∮
Γa
dE g
(1,b)
γf ,b;a
(E′, E) = −2πi
[n6=a∑
n
〈b|eανA∗f,ν |n〉〈n|Σ(εa)|a〉
εa − εn
+〈b|eανA∗f,ν |a〉〈a|Σ′(εa)|a〉
]
. (3.40)
The second (”reducible”) terms in equations (3.39) and (3.40) have to be combined with the second term in equation
(3.35). Taking into account that
1
2πi
∮
Γa
dE g(1)aa (E) = 〈a|Σ′(εa)|a〉 , (3.41)
1
2πi
∮
Γb
dE g
(1)
bb (E) = 〈b|Σ′(εb)|b〉 , (3.42)
we obtain
− 1
2
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;a
(E′, E)
[ 1
2πi
∮
Γb
dE g
(1)
bb (E) +
1
2πi
∮
Γa
dE g(1)aa (E)
]
= 2πi
[1
2
〈b|eανA∗f,ν |a〉(〈b|Σ′(εb)|b〉+ 〈a|Σ′(εa)|a〉)
]
. (3.43)
37
For the diagram (c) we find
g
(1,c)
γf ,b;a
(E′, E) =
i
2π
1
E′ − εb
∫
dxdydz ψb(x)
i
2π
∫ ∞
−∞
dω γρS(E′ − ω,x, z)
×eA∗ν(z)γνS(E − ω, z,y)γσe2Dρσ(ω,x− y)ψa(y)
1
E − εa . (3.44)
Substituting (3.44) into (3.35), we obtain∮
Γb
dE′
∮
Γa
dE g
(1,c)
γf ,b;a
(E′, E) = = −2πi
∫
dz eA∗f,ν(z)Λ
ν(εb, εa, z) , (3.45)
where
Λν(εb, εa, z) = e
2 i
2π
∫ ∞
−∞
dω
∫
dxdy ψb(x)γ
ρS(εb − ω,x, z)γνS(εa − ω, z,y)
×γσDρσ(ω,x− y)ψa(y) . (3.46)
Summing all the first order SE contributions derived above and adding the contribution of the mass-counterterm
diagrams (Fig. 33), we find
S
(1,SE)
γf ,b;a
= −2πi δ(Eb + k0f − Ea)
[n6=b∑
n
〈b|Σ(εb)− βδm|n〉〈n|eανA∗f,ν |a〉
εb − εn
+
n6=a∑
n
〈b|eανA∗f,ν |n〉〈n|Σ(εa)− βδm|a〉
εa − εn
+
∫
dz eA∗f,ν(z)Λ
ν(εb, εa, z)
+
1
2
〈b|eανA∗f,ν |a〉(〈b|Σ′(εb)|b〉+ 〈a|Σ′(εa)|a〉)
]
. (3.47)
A similar calculation of the vacuum-polarization diagrams (Fig. 32, diagrams (d)-(f)) gives
S
(1,VP)
γf ,b;a
= −2πi δ(Eb + k0f − Ea)
[n6=b∑
n
〈b|UVP|n〉〈n|eανA∗f,ν |a〉
εb − εn
+
n6=a∑
n
〈b|eανA∗f,ν |n〉〈n|UVP|a〉
εa − εn
+
∫
dz eA∗f,ν(z)Q
ν(k0f , z) + (Z
−1/2
3 − 1)〈b|eανA∗f,ν |a〉
]
, (3.48)
where
UVP(x) =
α
2πi
∫
dy
1
|x− y|
∫ ∞
−∞
dωTr[S(ω,y,y)γ0] (3.49)
is the VP potential and
Qν(k0, z) = −e2
∫
dxdy ψb(x)γ
ρψa(x)Dρσ(k
0,x− y)
× i
2π
∫ ∞
−∞
dωTr[γσS(ω,y, z)γνS(ω + k0, z,y)] . (3.50)
Some individual terms in equations (3.47) and (3.48) contain ultraviolet divergences. These divergences arise solely
from the zero- and one-potential terms in the expansion of the electron propagators in powers of the Coulomb potential.
Using the standard expressions for the divergent parts of the zero- and one-potential SE terms (see, e.g., [28]) and
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the Ward identity (Z1 = Z2) one easily finds that the ultraviolet divergences cancel each other in equation (3.47). As
to equation (3.48), the divergent parts incorporate into the charge renormalization factor (e = Z
1/2
3 e0).
An alternative approach to the renormalization problem consists in using the renormalized field operators
ψR = Z
−1/2
2 ψ, AR = Z
−1/2
3 A, the renormalized electron charge e = e0 + δe = Z
−1
1 Z2Z
1/2
3 e0, and, respectively,
the renormalized Green functions from the very beginning. In that approach, additional counterterms arise for the
Feynman rules.
The vertex and reducible contributions to the SE corrections (third and fourth terms in equation (3.47)) contain
infrared divergences which cancel each other when being considered together.
In addition to the QED corrections derived in this subsection, we must take into account the contribution originating
from changing the photon energy in the zeroth-order transition probability (3.33) due to the QED correction to the
energies of the bound states a and b. It follows that the total QED correction to the transition probability of first
order in α is given by
dW
(1)
γf ,b;a
= 2π(k0f )
22Re
{
τ
(0)∗
γf ,b;a
τ
(1)
γf ,b;a
}
dΩf +
[
dW
(0)
γf ,b;a
∣∣∣
k0
f
=Ea−Eb
− dW (0)γf ,b;a
∣∣∣
k0
f
=εa−εb
]
. (3.51)
Here τ
(1)
γf ,b;a
= τ
(1,SE)
γf ,b;a
+ τ
(1,VP)
γf ,b;a
is the QED correction given by equations (3.47) and (3.48) in accordance with the
definition (3.2). Ea, Eb and εa, εb are the energies of the bound states a and b with and without the QED correction,
respectively.
C. Radiative recombination of an electron with an atom
In calculations of processes which contain a free electron in the initial or final or in both states we consider that
the interaction with the Coulomb field of the nucleus VC(x) is included in the source j˜(x) which leads to a scattering
[56],
(i 6∂ −m)ψ(x) = j˜(x) . (3.52)
It means that, after the transition to the ”in” operators, the unperturbed Hamiltonian does not contain the interaction
with the Coulomb potential. As a result, the Feynman rules contain free-electron propagators, instead of the bound-
electron ones, and the vertices corresponding to the interaction of electrons with VC(x) appear. Since we consider the
case of a strong Coulomb field, we will sum up infinite sequences of Feynman diagrams describing the interaction of
electrons with the Coulomb potential. As a result of this summation, the free-electron propagators are replaced by
the bound-electron propagators,
[p0 −H(1− i0)]−1 = [p0 −H0(1 − i0)]−1
+[p0 −H0(1− i0)]−1VC[p0 −H0(1− i0)]−1 + · · · , (3.53)
where H = H0+VC and H0 = −iα ·∇+βm, and the free-electron wave functions are replaced by the wave functions
in the Coulomb field. For instance, the wave function of an incident electron with momentum pi and polarization µi
is
ψpiµi(+) = Upiµi + [p
0
i −H0(1− i0)]−1VCUpiµi
+[p0i −H0(1− i0)]−1VC[p0i −H0(1− i0)]−1Upiµi + · · ·
= Upiµi + [p
0
i −H(1− i0)]−1VCUpiµi , (3.54)
where pi = (p
0
i ,pi), p
0
i =
√
p2i +m
2,
Upiµi =
u(pi, µi) exp (ipi · x)√
(p0i /m)(2π)
3
(3.55)
is the free wave function of the incident electron, and u(pi, µi) is normalized by the condition uu = 1.
Consider the process of the radiative recombination of an electron with momentum pi and polarization µi with an
(N − 1)-electron atom X(Z−N+1)+ in a state a. As a result of the process, the N-electron atom X(Z−N)+ in a state
b and a photon with momentum kf and polarization ǫf = (0, ǫf ) arise,
e−(pi, µi) +X
(Z−N+1)+(a)→ γ(kf , ǫf ) +X(Z−N)+(b) , (3.56)
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where kf = (k
0
f ,kf ) and k
0
f = |kf |. In this section we will assume that we consider a non-resonant process. It means
that the total initial energy (p0i + Ea) is not close to any excited-state energy of the N -electron atom. As to the
resonance recombination, a detailed description of this process is given in [37] (see also the next sections of the present
paper).
According to the standard reduction technique [28,56], the amplitude of the process is
Sγf ,b;ei,a = 〈b|aout(kf , ǫf )b†in(pi, µi)|a〉
= (−iZ− 123 )(−iZ
− 12
2 )
∫
d4yd4z
ǫν∗f exp (ikf · y)√
2k0f (2π)
3
×〈b|T jν(y)ψ(z)|a〉(−i 6
←
∂ z −m)u(pi, µi) exp (−ipi · z)√
p0
i
m (2π)
3
, (3.57)
where |a〉, |b〉 are the vectors of the initial and final states in the Heisenberg representation. Taking into account that
ψ(z)(−i 6←∂ z −m) = eψ(z)A(z) ≡ η(z) (3.58)
we obtain
Sγf ,b;ei,a = 2πδ(Eb + k
0
f − Ea − p0i )(−iZ−
1
2
3 )(−iZ
− 12
2 )
∫
dydz Aν∗f (y)
×{
∫ ∞
0
dτ 〈b|jν(τ,y)η(0, z)|a〉 exp (ik0fτ)
+
∫ ∞
0
dτ 〈b|η(τ, z)jν(0,y)|a〉 exp (−ip0i τ)
−i〈b|[ψ†(0, z), jν(0,y)]|a〉}Upiµi(z) , (3.59)
where Aνf (y) is the wave function of the emitted photon defined by equation (3.10) and Upiµi(z) is the free wave
function of the incident electron defined by equation (3.55). To construct the perturbation theory for the amplitude
of the process, we introduce the Fourier transform of the corresponding two-time Green function,
Gγf ;ei(E′, E, p0;x′1, ...x′N ;x1, ...xN−1)δ(E′ + k0 − E − p0)
=
( i
2π
)2 1√
N !
1√
(N − 1)!
∫ ∞
−∞
dx0dx′0 exp (iE′x′0 − iEx0)
×
∫
d4yd4z exp (ik0y0 − ip0z0)Aν∗f (y)
×〈0|Tψ(x′0,x′01 ) · · ·ψ(x′0,x′N )jν(y)ψ(z)ψ(x0,xN−1) · · ·ψ(x0,x1)|0〉
×(−i 6←∂ z −m)Upiµi(z) . (3.60)
As in the derivation of the formulas for the transition amplitudes, we will assume that in zeroth approximation the
initial and final states are degenerate in energy with some other states and we will use the same notations for these
states as in section III(A). As usual, we also assume that a non-zero photon mass µ is introduced. The spectral
representation of Gγf ;ei(E′, E, p0) can be derived in the same way as for the Green function describing the transition
amplitude (see section III(A) and Appendix E). It gives
Gγf ;ei(E′, E, p0;x′1, ...x′N ;x1, ...xN−1)
=
1
2π
1√
N !
1√
(N − 1)!
sa∑
na=1
sb∑
nb=1
1
E′ − Enb
1
E − Ena
×
∫
dydz Aν∗f (y)〈0|Tψ(0,x′01 ) · · ·ψ(0,x′N )|nb〉
×{
∫ ∞
0
dτ 〈nb|jν(τ,y)η(0, z)|na〉 exp (i(E − Enb + p0)τ)
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+∫ ∞
0
dτ 〈nb|η(τ, z)jν (0,y)|na〉 exp (i(E′ − Enb − p0)τ)
−i〈nb|[ψ†(0, z), jν(0,y)]|na〉}〈na|ψ(0,xN−1) · · ·ψ(0,x1)|0〉Upiµi(z)
+ terms that are regular functions of E′ or E if E′ ≈ E(0)b
and E ≈ E(0)a . (3.61)
We introduce the Green function g(E′, E, p0) by
gγf ,b;ei,a(E
′, E, p0) = P
(0)
b Gγf ;ei(E′, E, p0)γ01 · · · γ0N−1P (0)a . (3.62)
¿From equation (3.61) we have
gγf ,b;ei,a(E
′, E, p0) =
1
2π
sa∑
na=1
sb∑
nb=1
ϕnb
E′ − Enb
∫
dydz Aν∗f (y)
×{
∫ ∞
0
dτ 〈nb|jν(τ,y)η(0, z)|na〉 exp (i(E − Enb + p0)τ)
+
∫ ∞
0
dτ 〈nb|η(τ, z)jν(0,y)|na〉 exp (i(E′ − Ena − p0)τ)
−i〈nb|[ψ†(0, z), jν(0,y)]|na〉}Upiµi(z)
ϕ†na
E − Ena
+ terms that are regular functions of E′ or E if E′ ≈ E(0)b
and E ≈ E(0)a , (3.63)
where ϕna and ϕnb are the wave functions of the initial and final states as defined above. Let the contours Γa and
Γb surround the poles corresponding to the initial and final levels, respectively, and keep outside other singularities of
gγf ,b;ei,a(E
′, E, p0). This can be performed if the photon mass µ is chosen as indicated in section III(A). Taking into
account the biorthogonality condition (2.71) and comparing (3.63) with (3.59) we obtain the desired formula [37]
Sγf ,b;ei,a = (Z2Z3)
− 12 δ(Eb + k
0
f − Ea − p0i )
∮
Γb
dE′
∮
Γa
dE v†bgγf ,b;ei,a(E
′, E, p0i )va , (3.64)
where by a we imply one of the initial states and by b one of the final states under consideration. In the case of a
single initial state (a) and a single final state (b), it yields
Sγf ,b;ei,a = (Z2Z3)
− 12 δ(Eb + k
0
f − Ea − p0i )
∮
Γb
dE′
∮
Γa
dE gγf ,b;ei,a(E
′, E, p0i )
×
[ 1
2πi
∮
Γb
dE gbb(E)
]−1/2[ 1
2πi
∮
Γa
dE gaa(E)
]−1/2
. (3.65)
For practical calculations by perturbation theory, it is convenient to express the Green function gγf ,b;ei,a in terms
of the Fourier transform of the (2N − 1)-time Green function,
gγf ,b;ei,a(E
′, E, p0)δ(E′ + k0 − E − p0)
=
1√
N !(N − 1)!
∫ ∞
−∞
dp01 · · · dp0N−1dp′01 · · · dp′0N δ(E − p01 · · · − p0N−1)δ(E′ − p′01 · · · − p′0N )
×P (0)b Gγf ;ei(p′01 , ..., p′0N ; k0, p0; p01, ..., p0N−1)γ01 · · · γ0N−1P (0)a , (3.66)
where
Gγf ;ei((p
′0
1 ,x
′
1), ..., (p
′0
N ,x
′
N ); k
0, p0; (p01,x1), ..., (p
0
N−1,xN−1))
=
(2π
i
)2 1
(2π)2N+1
∫ ∞
−∞
dx01 · · · dx0N−1dx′01 · · · dx′0N
× exp (ip′01 x′01 + · · ·+ ip′0Nx′0N − ip01x01 − · · · − ip0N−1x0N−1)
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×
∫
d4yd4z exp (ik0y0 − ip0z0) Aν∗f (y)
×〈0|Tψ(x′1) · · ·ψ(x′N )jν(y)ψ(z)ψ(xN−1) · · ·ψ(x1)|0〉
×(−i 6←∂ z −m)Upiµi(z) . (3.67)
The Green function Gγf ,ei is constructed using the Wick theorem after the transition in (3.67) to the interaction
representation. Since we have not included the interaction with VC in the unperturbed Hamiltonian, the Feynman
rules contain the free electron propagators and the vertices corresponding to the interaction with VC. Summing over
all the insertions of the vertices with VC in the electron lines we replace the free electron propagators and wave
functions by the electron propagators and wave functions in the Coulomb field, according to equations (3.53) and
(3.54). The free wave function of the incident electron Upiµi(x) is replaced by the wave function ψpiµi(+)(x) that can
be determined from the equation
ψpi,µi(+) = Upiµi + (p
0
i −H0(1− i0))−1VCψpiµi(+) . (3.68)
The wave function ψpiµi(+)(x) is a solution of the Dirac equation with the Coulomb potential VC(x) which satisfies
the boundary condition [81]
ψpµ(+)(x) ∼ Upµ(x) +G+(n)
exp (i|p||x|)
|x| , |x| → ∞ , (3.69)
where G+(n) is a bispinor depending on n ≡ x/|x|. The apparent expressions for ψpµ(+)(x) are given, e.g., in
[82]. Thus, we again revert to the Furry picture. The Feynman rules for Gγf ;ei differ from those for Gγf only by a
replacement of one of the incoming electron propagators i2piS(ω,x,y) by the wave function ψpiµi(+)(x).
In calculations by perturbation theory a problem appears which is caused by the fact that in zeroth approximation
the energy of the (N−1)-electron atom may coincide with the difference of the N -electron energy and the one-electron
energy. As a result, some of the terms which are omitted in equation (3.61) are singular functions of E′ and E if
E′ ≈ E(0)b and E ≈ E(0)a . A special analysis of the complete spectral representation of the Green function Gγf ,ei shows
that to eliminate these terms in calculations by formula (3.64) the following prescription should be used: integrate
first over E and keep the point E = E
(0)
a + (E′ − E(0)b ) outside the contour Γa.
In Refs. [45,46] this method was used to derive formulas for the QED corrections to the radiative recombination of
an electron with a bare nucleus and for the interelectronic-interaction corrections to the radiative recombination of an
electron with a high-Z heliumlike atom. These formulas are presented in sections IV(D1), IV(D2). Here we consider
another application of the method.
D. Radiative recombination of an electron with a high-Z hydrogenlike atom
As a practical application of the method, in this section we derive formulas for the radiative recombination of an
electron with a high-Z hydrogenlike ion to zeroth and first orders in 1/Z. We will assume that the final state of the
heliumlike ion is described by a one-determinant wave function
ub(x1,x2) =
1√
2
∑
P
(−1)PψPb1(x1)ψPb2(x2) (3.70)
and the one-electron state |b1〉 coincides with the initial state |a〉 of the hydrogenlike ion.
1. Zeroth order approximation
To zeroth order, the radiative recombination amplitude is described by the diagram shown in Fig. 34. The formula
(3.65) gives
S
(0)
γf ,b;ei,a
= δ(Eb + k
0
f − Ea − p0i )
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;ei,a
(E′, E, p0i ) , (3.71)
where the superscript indicates the order in α. According to the definition (3.66) and the Feynman rules, we have
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g
(0)
γf ,b;ei,a
(E′, E, p0i )δ(E
′ + k0 − E − p0i )
=
i
2π
∑
P
(−1)P
∫ ∞
−∞
dp′01 dp
′0
2 δ(E
′ − p′01 − p′02 )
1
p′02 − εPb2 + i0
×〈Pb2|eανAν∗f |p〉δ(p′02 + k0 − p0i )
1
p′01 − εa + i0
δ(p′01 − E)〈Pb1|a〉 , (3.72)
where |p〉 ≡ |pi, µi〉 denotes the state vector of the incident electron. We obtain
g
(0)
γf ,b;ei,a
(E′, E, p0i ) =
i
2π
1
E′ − E − εb2
〈b2|eανAν∗f |p〉
1
E − εa . (3.73)
Following to the rule for the integration over E and E′ formulated at the end of section III(C), we find∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;ei,a
(E′, E, p0i ) = −2πi〈b2|eανAν∗f |p〉 . (3.74)
It yields
S
(0)
γf ,b;ei,a
= −2πiδ(Eb + k0f − Ea − p0i )〈b2|eανAν∗f |p〉 (3.75)
or, according to the definition (3.2),
τ
(0)
γf ,b;ei,a
= −〈b2|eανAν∗f |p〉 . (3.76)
The corresponding cross section is
dσ(0)
dΩf
=
(2π)4
vi
k2f |τ (0)γf ,b;ei,a|2 , (3.77)
where vi is the velocity of the incident electron in the frame of the nucleus.
2. Interelectronic-interaction corrections of first order in 1/Z
The interelectronic-interaction corrections of first order in 1/Z are defined by the diagrams shown in Fig. 35. In
the order under consideration, the formula (3.65) gives
S
(1)
γf ,b;ei,a
= δ(Eb + k
0
f − Ea − p0i )
[∮
Γb
dE′
∮
Γa
dE g
(1)
γf ,b;ei,a
(E′, E, p0i )
−1
2
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;ei,a
(E′, E, p0i )
1
2πi
∮
Γb
dE g
(1)
bb (E)
]
, (3.78)
where g
(1)
bb (E) is defined by the first-order interelectronic-interaction diagram (see Fig. 20). According to the definition
(3.66) and the Feynman rules, we have
g
(1)
γf ,b;ei,a
(E′, E, p0i )δ(E
′ + k0 − E − p0i )
=
( i
2π
)2∑
P
(−1)P
∫ ∞
−∞
dp′01 dp
′0
2 δ(E
′ − p′01 − p′02 )
× 1
p′01 − εPb1 + i0
1
p′02 − εPb2 + i0
1
E − εa + i0
∫ ∞
−∞
dq0dω
×
∑
n
[
〈Pb1Pb2|I(ω)|an〉δ(p′02 + ω − q0)δ(p′01 − ω − E)
× 1
q0 − εn(1− i0) 〈n|eανA
ν∗
f |p〉δ(q0 + k0 − p0i )
+〈Pb1Pb2|I(ω)|np〉δ(p′02 + ω − p0i )δ(p′01 − ω − q0)
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× 1
q0 − εn(1− i0) 〈n|eανA
ν∗
f |a〉δ(q0 + k0 − E)
+〈Pb2|eανAν∗f |n〉
1
q0 − εn(1− i0)δ(p
′0
2 + k
0 − q0)
×〈Pb1n|I(ω)|ap〉δ(q0 + ω − p0i )δ(p′01 − ω − E)
+〈Pb1|eανAν∗f |n〉
1
q0 − εn(1− i0)δ(p
′0
1 + k
0 − q0)
×〈nPb2|I(ω)|ap〉δ(p′02 + ω − p0i )δ(q0 − ω − E)
]
. (3.79)
We obtain
g
(1)
γf ,b;ei,a
(E′, E, p0i ) =
( i
2π
)2 1
E′ − E(0)b
1
E − εa
∑
P
(−1)P
∑
n
∫ ∞
−∞
dp′01
×
( 1
p′01 − εPb1 + i0
+
1
E′ − p′01 − εPb2 + i0
)
×
[
〈Pb1Pb2|I(p′01 − E)|an〉
1
E′ − E − εn(1− i0)〈n|eανA
ν∗
f |p〉
+〈Pb2|eανAν∗f |n〉
1
E + p0i − p′01 − εn(1− i0)
×〈Pb1n|I(p′01 − E)|ap〉
]
+
( i
2π
)2 1
E′ − E(0)b
1
E − εa
∑
P
(−1)P
∑
n
∫ ∞
−∞
dp′02
×
( 1
p′02 − εPb2 + i0
+
1
E′ − p′02 − εPb1 + i0
)
×
[
〈Pb1Pb2|I(p0i − p′02 )|np〉
1
E′ − p0i − εn(1− i0)
〈n|eανAν∗f |a〉
+〈Pb1|eανAν∗f |n〉
1
E + p0i − p′02 − εn(1− i0)
×〈nPb2|I(p0i − p′02 )|ap〉
]
. (3.80)
The first term in equation (3.80) is conveniently divided into an irreducible (εn 6= E(0)b − εa = εb2) and a reducible
(εn = εb2) part. Since we consider the case of a single final state described by the one-determinant wave function
(3.70) with |b1〉 = |a〉, the condition εn = εb2 means |n〉 = |b2〉 (otherwise 〈Pb1Pb2|I(ω)|an〉 = 0). Substituting (3.80)
into (3.78), integrating over E and E′ according to the rule formulated at the end of section III(C), and using the
identity (2.127), we find for the irreducible contribution
S
(1,irred)
γf ,b;ei,a
= δ(Eb + k
0
f − Ea − p0i )
∮
Γb
dE′
∮
Γa
dE g
(1,irred)
γf ,b;ei,a
(E′, E, p0i )
= −2πiδ(Eb + k0f − Ea − p0i )
∑
P
(−1)P
×
[ n6=b2∑
n
〈Pb1Pb2|I(εPb1 − εa)|an〉
1
εb2 − εn
〈n|eανAν∗f |p〉
+
∑
n
〈Pb2|eανAν∗f |n〉
1
εa + p0i − εPb1 − εn
〈Pb1n|I(εPb1 − εa)|ap〉
+
∑
n
〈Pb1Pb2|I(p0i − εPb2)|np〉
1
E
(0)
b − p0i − εn
〈n|eανAν∗f |a〉
+
∑
n
〈Pb1|eανAν∗f |n〉
1
εa + p0i − εPb2 − εn
〈nPb2|I(p0i − εPb2)|ap〉
]
. (3.81)
For the reducible part we have
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∮
Γb
dE′
∮
Γa
dE g
(1,red)
γf ,b;ei,a
(E′, E, p0i )
= 2πi
( i
2π
)2 ∮
Γb
dE′
∑
P
(−1)P 1
(E′ − E(0)b )2
∫ ∞
−∞
dp′01
( 1
p′01 − εPb1 + i0
+
1
E′ − p′01 − εPb2 + i0
)
〈Pb1Pb2|I(p′01 − εa)|ab2〉〈b2|eανAν∗f |p〉
= −
∑
P
(−1)P
∫ ∞
−∞
dω
1
(ω − εPb1 − i0)2
〈Pb1Pb2|I(ω − εa)|b1b2〉〈b2|eανAν∗f |p〉 . (3.82)
The reducible contribution must be considered together with the second term in formula (3.78). Taking into account
that
1
2πi
∮
Γb
dE g
(1)
bb (E) = −
i
2π
[
2
∫ ∞
−∞
dp′01
1
(p′0 − εb1 − i0)2
〈b1b2|I(p′01 − εb1)|b1b2〉
−
∫ ∞
−∞
dp′01
1
(p′01 − εb2 − i0)2
〈b2b1|I(p′01 − εb1)|b1b2〉
−
∫ ∞
−∞
dp01
1
(p01 − εb1 − i0)2
〈b2b1|I(p01 − εb2)|b1b2〉 , (3.83)
we find
−1
2
∮
Γb
dE′
∮
Γa
dE g
(0)
γf ,b;ei,a
(E′, E, p0i )
1
2πi
∮
Γb
dE g
(1)
bb (E)
=
1
2
〈b2|eανAν∗f |p〉
[
2
∫ ∞
−∞
dω
〈b1b2|I(ω)|b1b2〉
(ω − i0)2
−
∫ ∞
−∞
dω 〈b2b1|I(ω)|b1b2〉
( 1
(ω −∆b − i0)2 +
1
(ω +∆b − i0)2
)]
, (3.84)
where ∆b ≡ εb2 − εb1 . Summing (3.82) and (3.84), we obtain for the total reducible contribution
S
(1,red)
γf ,b;ei,a
= −2πiδ(Eb + k0f − Ea − p0i )
1
2
〈b2|eανAν∗f |p〉
i
2π
∫ ∞
−∞
dω 〈b2b1|I(ω)|b1b2〉
×
[ 1
(ω +∆b + i0)2
− 1
(ω +∆b − i0)2
]
. (3.85)
Using the identity
1
(ω + i0)2
− 1
(ω − i0)2 = −
2π
i
d
dω
δ(ω) (3.86)
and integrating by parts, we obtain
S
(1,red)
γf ,b;ei,a
= 2πiδ(Eb + k
0
f − Ea − p0i )
1
2
〈b2|eανAν∗f |p〉〈b2b1|I ′(∆b)|b1b2〉 . (3.87)
In addition to the interelectronic-interaction correction derived in this subsection, we must take into account
the contribution originating from changing the photon energy in the zeroth-order cross section (3.77) due to the
interelectronic-interaction correction to the energy of the bound state b. It follows that the total interelectronic-
interaction correction to the cross section of first order in 1/Z is given by
dσ(1)
dΩf
=
(2π)4
vi
k2f 2Re
{
τ
(0)∗
γf ,b;ei,a
τ
(1)
γf ,b;ei,a
}
+
[dσ(0)
dΩf
∣∣∣
k0
f
=p0
i
+εa−Eb
− dσ
(0)
dΩf
∣∣∣
k0
f
=p0
i
+εa−E
(0)
b
]
. (3.88)
Here τ
(1)
γf ,b;ei,a
= τ
(1,irred)
γf ,b;ei,a
+ τ
(1,red)
γf ,b;ei,a
is the interelectronic-interaction correction given by equations (3.81) and (3.87)
in accordance with the definition (3.2). Eb and E
(0)
b are the energies of the bound state b with and without the
interelectronic-interaction correction, respectively.
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E. Photon scattering by an atom
Let us consider the scattering of a photon with momentum ki and polarization ǫi = (0, ǫi) by an atom which is
initially in a state a. As a result of the scattering, a photon with momentum kf and polarization ǫf = (0, ǫf ) is
emitted and the atom is left in a state b. In this section we consider the non-resonant photon scattering. This means
that the total initial energy of the system (Ea+k
0
i ) is not close to any excited-state energy of the atom. The resonant
photon scattering will be considered in detail in the next section.
According to the standard reduction technique (see, e.g., [28]), the amplitude of the process is
Sγf ,b;γi,a = 〈b|aout(kf , ǫf)a†in(ki, ǫi)|a〉
= Disconnected term − Z−13
∫
d4yd4z
ǫνf exp (ikf · y)√
2k0f (2π)
3
×〈b|T jν(y)jρ(z)|a〉ǫ
ρ
i exp (−iki · z)√
2k0i (2π)
3
, (3.89)
where |a〉 and |b〉 are the vectors of the initial and final states in the Heisenberg representation; kf = (k0f ,kf ) and
ki = (k
0
i ,ki). The first term on the right-hand side of equation (3.89) corresponds to a non-scattering process, i.e., the
photon does not interact with the atom. We are interested in the second term which describes the photon scattering
by the atom. Let us designate this term by Sscatγf ,b;γi,a.
To derive the calculation formula for Sscatγf ,b;γi,a, in the scattering amplitude we isolate a term which describes the
scattering of the photon by the Coulomb potential VC. With this in mind, we write
〈b|T j(y)j(z)|a〉 = 〈b|[T j(y)j(z)− 〈0|T j(y)j(z)|0〉]|a〉+ δab〈0|T j(y)j(z)|0〉 . (3.90)
The second term on the right-hand side of this equation corresponds to the photon scattering by the Coulomb field
and the first term describes the photon scattering by the electrons of the atom. To the first term, only diagrams
contribute where the incident photon is connected to at least one external electron line. We denote this term by
Sconγf ,b;γi,a. We have
Sconγf ,b;γi,a = −Z−13
∫
d4yd4z
ǫνf exp (ikf · y)√
2k0f (2π)
3
〈b|[T jν(y)jρ(z)
−〈0|T jν(y)jρ(z)|0〉]|a〉ǫ
ρ
i exp (−iki · z)√
2k0i (2π)
3
= −Z−13 2πδ(Eb + k0f − Ea − k0i )
∫ ∞
−∞
dt exp (ik0f t)
∫
dydz Aν∗f (y)
×〈b|[T jν(t,y)jρ(0, z)− 〈0|T jν(t,y)jρ(0, z)|0〉]|a〉Aρi (z) . (3.91)
Here the second term is zero if a 6= b.
To construct the perturbation theory for the amplitude of the process, we introduce the Fourier transform of the
corresponding two-time Green function
Gconγf ;γi(E′, E, k′0;x′1, ...x′N ;x1, ...xN )δ(E′ + k′0 − E − k0)
=
( i
2π
)2 1
N !
∫ ∞
−∞
dx0dx′0
∫
d4yd4z exp (iE′x′0 + ik′0y0 − iEx0 − ik0z0)
×Aν∗f (y)Aρi (z)〈0|Tψ(x′0,x′1) · · ·ψ(x′0,x′N )[jν(y)jρ(z)
−〈0|T jν(y)jρ(z)|0〉]ψ(x0,xN ) · · ·ψ(x0,x1)|0〉 . (3.92)
Introducing t′ = x′0 − z0, t = x0 − z0, and τ = y0 − z0 and integrating over z0, we obtain
Gconγf ;γi(E′, E, k′0;x′1, ...x′N ;x1, ...xN )δ(E′ + k′0 − E − k0)
= −δ(E′ + k′0 − E − k0) 1
2π
1
N !
∫ ∞
−∞
dtdt′dτ exp (iE′t′ + ik′0τ − iEτ)
×
∫
dydz Aν∗f (y)A
ρ
i (z)〈0|Tψ(t′,x′1) · · ·ψ(t′,x′N )[jν(τ,y)jρ(0, z)
−〈0|T jν(τ,y)jρ(0, z)|0〉]ψ(t,xN ) · · ·ψ(t,x1)|0〉 . (3.93)
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Integrating over t and t′ we find
Gconγf ;γi(E′, E, k′0;x′1, ...x′N ;x1, ...xN )
= − 1
2π
1
N !
∑
n,m
i
E′ − En + i0
i
E − Em + i0
∫ ∞
−∞
dτ exp (ik′0τ)
×
∫
dydz Aν∗f (y)A
ρ
i (z){θ(τ) exp [iτ(E′ − En)]〈0|Tψ(0,x′1) · · ·ψ(0,x′N )|n〉
×〈n|[jν(τ,y)jρ(0, z)− 〈0|T jν(τ,y)jρ(0, z)|0〉]|m〉
×〈m|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ θ(−τ) exp [iτ(Em − E)]
×〈0|Tψ(0,x′1) · · ·ψ(0,x′N )|n〉〈n|[jρ(0, z)jν(τ,y)
−〈0|T jν(τ,y)jρ(0, z)|0〉]|m〉〈m|ψ(0,xN ) · · ·ψ(0,x1)|0〉+ · · ·} . (3.94)
It can be shown that the terms which are omitted in equation (3.94) are regular functions of E′ or E if E′ ≈ Eb
and E ≈ Ea. As in the previous sections of this paper, we assume that in the zeroth approximation the initial and
final states of the atom are degenerate in energy with some other states and use the same notations for these states
as above. As usual, we also assume that a non-zero photon mass µ is introduced. We define the Green function
gconγf ,b;γi,a(E
′, E, k′0) by
gγf ,b;γi,a(E
′, E, k′0) = P
(0)
b Gconγf ;γi(E′, E, k′0)γ01 · · · γ0NP (0)a . (3.95)
From equation (3.94) we have
gconγf ,b;γi,a(E
′, E, k′0) =
1
2π
∑
na,nb
ϕnb
E′ − Enb
∫
dydz Aν∗f (y)A
ρ
i (z)
∫ ∞
−∞
dτ exp (ik′0τ)
×{θ(τ) exp [iτ(E′ − Enb)]〈nb|[jν(τ,y)jρ(0, z)
−〈0|T jν(τ,y)jρ(0, z)|0〉]|na〉+ θ(−τ) exp [iτ(Ena − E)]
×〈nb|[jρ(0, z)jν(τ,y) − 〈0|T jν(τ,y)jρ(0, z)|0〉]|na〉}
ϕ†na
E − Ena
+ terms that are regular functions of E′ or E if E′ ≈ E(0)b
and E ≈ E(0)a . (3.96)
Taking into account the biorthogonality condition (2.71) and comparing (3.91) with (3.96), we obtain the desired
formula [30]
Sconγf ,b;γi,a = Z
−1
3 δ(Eb + k
0
f − Ea − k0i )
∮
Γb
dE′
∮
Γa
dE v†bg
con
γf ,b;γi,a(E
′, E, k0f )va , (3.97)
where we imply by a one of the initial states and by b one of the final states under consideration. In the case of a
single initial state (a) and a single final state (b) it yields
Sconγf ,b;γi,a = Z
−1
3 δ(Eb + k
0
f − Ea − k0i )
∮
Γb
dE′
∮
Γa
dE gconγf ,b;γi,a(E
′, E, k0f )
×
[ 1
2πi
∮
Γb
dE gbb(E)
]−1/2[ 1
2πi
∮
Γa
dE gaa(E)
]−1/2
. (3.98)
The disconnected term describing the scattering of the photon by the Coulomb field is calculated by the formula
Sdisconγf ,b;γi,a = −Z−13 δab
∫
d4yd4z
ǫνf exp (ikf · y)√
2k0f (2π)
3
〈0|T jν(y)jρ(z)|0〉ǫ
ρ
i exp (−iki · z)√
2k0i (2π)
3
. (3.99)
For practical calculations by perturbation theory it is convenient to express the Green function gconγf ,b;γi,a in terms
of the Fourier transform of the 2N -time Green function,
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gconγf ,b;γi,a(E
′, E, k′0)δ(E′ + k′0 − E − k0)
=
1
N !
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N δ(E − p01 · · · − p0N )δ(E′ − p′01 · · · − p′0N )
×P (0)b Gconγf ;γi(p′01 , ..., p′0N ; k′0, k0; p01, ..., p0N )γ01 · · · γ0NP (0)a , (3.100)
where
Gconγf ;γi((p
′0
1 ,x
′
1), ..., (p
′0
N ,x
′
N ); k
′0, k0; (p01,x1), ..., (p
0
N ,xN ))
= − 1
(2π)2N
∫ ∞
−∞
dx01 · · · dx0Ndx′01 · · · dx′0N
× exp (ip′01 x′01 + · · ·+ ip′0Nx′0N − ip01x01 − · · · − ip0Nx0N )
×
∫
d4yd4z exp (ik′0y0 − ik0z0) Aν∗f (y)
×〈0|Tψ(x′1) · · ·ψ(x′N )[jν(y)jρ(z)− 〈0|T jν(y)jρ(z)|0〉]
×ψ(xN ) · · ·ψ(x1)|0〉Aρi (z) . (3.101)
The Green function Gconγf ,γi is constructed using the Wick theorem after the transition in (3.101) to the interaction
representation. The Feynman rules for Gconγf ,γi differ from those for Gγf only by the presence of the incoming photon
line which corresponds to the incident photon wave function Aρi (x).
F. Resonance scattering: Spectral line shape
The formulas for the scattering amplitudes derived above allow one to perform calculations by perturbation theory
in the case where the total initial energy of the system is not close to the energy of an intermediate quasistationary
state. This is the so-called non-resonant scattering. In the case of resonance scattering, when the initial energy of
the system is close to an intermediate-state energy, the direct calculation by perturbation theory according to the
formulas derived above leads to some singularities in the scattering amplitude. It means that those formulas cannot
be directly applied to the resonance processes. In this section we formulate a method which allows one to calculate
the resonance-scattering amplitudes. This method was worked out in Ref. [33]. Another approach, which is limited
to the one-electron atom case, was previously developed in Ref. [83]. An attempt to describe a decay process within
QED was undertaken in Ref. [84].
The photon scattering by an atom that is initially in its ground state a is now considered for the case of resonance
Ea + k
0
i ∼ Ed(d = 1, ..., s), where Ea is the ground state energy of the atom, k0i is the incident photon energy, and
Ed(d = 1, ..., s) are the energies of intermediate atomic states which in zeroth order approximation are equal to the
unperturbed energy E
(0)
d of a degenerate level. We consider that, as a result of the scattering, a photon of energy
k0f = k
0
i is emitted and the atom returns to its ground state a. The calculation of the photon scattering amplitude by
the formula derived above leads to a singularity which is caused by the fact that in any finite order of perturbation
theory one of the energy denominators of an intermediate Green function is close to zero. Therefore, in the calculation
of the Green function gconγf ,a;γi,a(E
′, E, k′0) we have to go beyond the finite-order approximation. With this in mind,
let us represent gconγf ,a;γi,a(E
′, E, k′0) as
gconγf ,a;γi,a(E
′, E, k′0) =
i
2π
ga(E
′)R(−)γf (E
′, k′0, E + k0)
i
2π
gd(E + k
0)R(+)γi (E + k
0, k0, E)
i
2π
ga(E)
+∆gconγf ,a;γi,a(E
′, E, k′0) , (3.102)
where ga are gd are the Green functions defined by equation (2.63) with the projectors P
(0)
a and P
(0)
d , respectively,
k0 = k′0 + E′ − E, and ∆gconγf ,a;γi,a(E′, E, k′0) is a part of the Green function gconγf ,a;γi,a(E′, E, k′0) which is regular at
E+k0 ∼ Ed(d = 1, ..., s). The operators R(−)γf and R(+)γi are constructed by perturbation theory from equation (3.102)
which must be considered as their definition. Taking into account equation (2.64) und using the formula (3.97), we
obtain
Sconγf ,a;γi,a = Z
−1
3 δ(k
0
f − k0i )ϕ†aR(−)γf (Ea, k0f , Ea + k0i )
i
2π
gd(Ea + k
0
i )R
(+)
γi (Ea + k
0
i , k
0
i , Ea)ϕa
+Z−13 δ(k
0
f − k0i )
∮
Γa
dE′
∮
Γa
dE v†a∆g
con
γf ,a;γi,a
(E′, E, k0f )va . (3.103)
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Consider now how the intermediate Green function gd(Ea + k
0
i ) can be calculated. Let us introduce a quasipotential
Vd(E) by
gd(E) = g
(0)
d (E) + g
(0)
d (E)Vd(E)gd(E) , (3.104)
where g
(0)
d = P
(0)
d /(E −E(0)d ). The quasipotential Vd(E) is constructed by perturbation theory according to equation
(3.104) which must be considered as its definition. This equation yields
Vd(E) = [g
(0)
d (E)]
−1 − [gd(E)]−1 = [g(0)d (E)]−1 − [g(0)d (E) + g(1)d (E) + · · ·]−1
= [g
(0)
d (E)]
−1g
(1)
d (E)[g
(0)
d (E)]
−1 + · · · . (3.105)
If the quasipotential Vd(E) is constructed from equation (3.105) to a finite order of perturbation theory, the Green
function gd is determined by
gd(E) = [E − E(0)d − Vd(E)]−1 . (3.106)
The Green function gd(E) has poles on the second sheet of the Riemann surface, slightly below the right-hand real
semiaxis (see Fig. 5), and has no singularities for real E when E ∼ E(0)d . It means, in particular, that if we take the
quasipotential at least to the lowest order approximation ( V (E) ≈ V (E(0)d ) ), the Green function gd(E) calculated by
equation (3.106) has no singularities at E ∼ Ed(d = 1, ..., s), and, therefore, the calculation of the resonance-scattering
amplitude by equation (3.103) will be correct. The calculation of gd(E) by equation (3.106) effectively corresponds
to summing an infinite subsequence of Feynman diagrams.
For the calculation of gd(E) to the lowest order approximation it is convenient to introduce an operator H by
H ≡ E(0)d + Vd(E(0)d ) . (3.107)
The operator H is not Hermitian and has complex eigenvalues. We assume that H is a simple matrix, i.e., its
eigenvectors form a complete basis in the space of the unperturbed d-states. We denote its eigenvalues by Ed =
Ed − iΓd/2, the right eigenvectors by |dR〉, and the left eigenvectors by |dL〉. It means
H|dR〉 = Ed|dR〉 , 〈dL|H = 〈dL|Ed . (3.108)
It is convenient to normalize the vectors |dR〉, |dL〉 by the condition
〈dL|d′R〉 = δdd′ . (3.109)
They satisfy the completeness condition
s∑
d=1
|dR〉〈dL| = I . (3.110)
For gd(E) we obtain
gd(E) ≈ (E −H)−1 =
s∑
d=1
|dR〉〈dL|
E − Ed . (3.111)
In fact, due to T -invariance, Hik = Hki. For this reason the components of the vector 〈dL| can be chosen to be equal
to the corresponding components of the vector |dR〉. In other words, the components of the vector |dR〉 are equal to
the complex conjugated components of the vector |dL〉. If the d states have different quantum numbers, such as the
total angular momentum or the parity, one finds |dR〉 = |dL〉 ≡ |d〉.
Substituting the lowest order approximation for gd(E) given by equation (3.111) into (3.103), we obtain in the
resonance approximation
Sconγf ,a;γi,a ≈
i
2π
δ(k0f − k0i )
s∑
d=1
〈a|R(−)γf |dR〉〈dL|R(+)γi |a〉
Ea + k0i − Ed + iΓd/2
. (3.112)
In the resonance approximation, it is sufficient to evaluate the operators R
(−)
γf , R
(+)
γi to the lowest order of perturbation
theory. They are determined directly from equation (3.102).
To demonstrate how the method works we consider below the resonance photon scattering on a one-electron atom.
A more general case of a few-electron atom is considered in [33].
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G. Resonance photon scattering by a one-electron atom
To study the resonance photon scattering by a one-electron atom, in the lowest order we must consider the diagram
shown in Fig. 36. The contribution of this diagram to the Green function Gγf ,γi is
Gconγf ,γi((E
′,x′); k′0, k0; (E,x)) =
∫
dydz
∫ ∞
−∞
dp0
i
2π
S(E′,x′,y)
2π
i
eγνδ(E
′ + k′0 − p0)
×Aν∗f (y)
i
2π
S(p0,y, z)
2π
i
eγρδ(p
0 − k0 − E)
×Aρi (z)
i
2π
S(E, z,x) . (3.113)
For gconγf ,a;γi,a we obtain
gconγf ,a;γi,a(E
′, E, k′0) =
i
2π
|a〉〈a|
E′ − εa
2π
i
eανA
ν∗
f
× i
2π
∑
n
|n〉〈n|
E + k0 − εn(1− i0)
2π
i
eαρA
ρ
i
i
2π
|a〉〈a|
E − εa . (3.114)
We consider that Ea + k
0
i ∼ Ed and, therefore, represent gconγf ,a;γi,a(E′, E, k′0) as the sum of two terms
gconγf ,a;γi,a(E
′, E, k′0) =
i
2π
g(0)a (E
′)
2π
i
eανA
ν∗
f
i
2π
g
(0)
d (E + k
0)
×2π
i
eαρA
ρ
i
i
2π
g(0)a (E) +
i
2π
g(0)a (E
′)
2π
i
eανA
ν∗
f
×
εn 6=εd∑
n
|n〉〈n|
E + k0 − εn(1− i0)eαρA
ρ
i g
(0)
a (E) . (3.115)
Comparing this equation with equation (3.102), we derive
R(−)γf (y) =
2π
i
eανA
ν∗
f (y) , R
(+)
γi (z) =
2π
i
eαρA
ρ
i (z) . (3.116)
Let us derive now the quasipotential Vd(E). To the lowest order of perturbation theory it is defined by the SE and
VP diagrams (see Figs. 12,13). As was derived above (see section II(E)), the contribution of these diagrams to gd(E)
is
g
(1)
d (E) = g
(0)
d (ΣSE(E) + UVP)g
(0)
d . (3.117)
Therefore,
V
(1)
d (E) = [g
(0)
d (E)]
−1g
(1)
d (E)[g
(0)
d (E)]
−1 = P
(0)
d (ΣSE(E) + UVP)P
(0)
d . (3.118)
The operator P
(0)
d ΣSE(E)P
(0)
d contains a non-Hermitian part which is responsible for the imaginary part of the energy.
The operator
H = εd + V (1)d (εa + k0i ) (3.119)
acts in the s-dimensional space of the unperturbed states. In reality, due to the fact that the operators ΣSE and UVP
do not mix states with different quantum numbers and among the degenerate one-electron states there are no states
with the same quantum numbers, in the case under consideration the right eigenvectors of H coincide with the left
eigenvectors, |dR〉 = |dL〉 ≡ |d〉. However, to keep a general form of the equations, below we will use the right and left
eigenvectors. In the resonance approximation, the amplitude of the process is defined by equation (3.112), where the
operators R
(−)
γf and R
(+)
γi are given by equations (3.116), Ea = εa + 〈a|ΣSE(εa) + UVP|a〉 is the ground state energy
including the QED corrections of first order in α, Ed and −Γd/2 are the real and imaginary parts of an eigenvalue of
H.
For the differential cross section in the resonance approximation, we obtain
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dσ = (2π)4δ(k0f − k0i )
[ s∑
d=1
|〈a|eανAν∗f |dR〉〈dL|eαρAρi |a〉|2
(Ea + k0i − Ed)2 + Γ2d/4
+2Re
∑
d<d′
〈a|eανAν∗f |dR〉〈dL|eαρAρi |a〉|2
Ea + k0i − Ed + iΓd/2
×〈a|eανA
ν∗
f |d′R〉∗〈d′L|eαρAρi |a〉∗
Ea + k0i − Ed′ − iΓd′/2
]
dkf . (3.120)
For the total cross section, using the optical theorem, we find
σtot = 2(2π)
3
s∑
d=1
[Re(〈a|eανAν∗i |dR〉〈dL|eαρAρi |a〉)(Γd/2)
(Ea + k0i − Ed)2 + Γ2d/4
+
Im(〈a|eανAν∗i |dR〉〈dL|eαρAρi |a〉)(Ed − Ea − k0i )
(Ea + k0i − Ed)2 + Γ2d/4
]
. (3.121)
Let us discuss, for simplicity, the case s = 2. Only if the d levels have the same quantum numbers, the second term
on the right-hand side of equation (3.121) is not equal to zero. In the opposite case, which takes place in the process
under consideration, |dR〉 = |dL〉 and, therefore,
Im(〈a|eανAν∗i |d〉〈d|eαρAρi |a〉) = 0 . (3.122)
It follows that the the total cross section given by equation (3.121) is the sum of Lorentz-type terms. As to the
differential cross section, the second term in equation (3.120) is not equal to zero even if the states d = 1, 2 have
different quantum numbers.
Levels close to each other with identical quantum numbers can appear among doubly excited states of high-Z few-
electron atoms [85]. As an example, we can consider the (2s, 2s)0 and (2p1/2, 2p1/2)0 states of a heliumlike ion which
can arise in the process of recombination of an electron with a hydrogenlike ion. A detailed theory of this process was
given in Ref. [37]. The related numerical calculations were presented in Refs. [34,86]. The results obtained in these
papers are discussed in section IV(D3).
IV. NUMERICAL EVALUATIONS OF QED AND INTERELECTRONIC-INTERACTION
CORRECTIONS IN HEAVY IONS
A. Methods of numerical evaluations and renormalization procedure
In the previous sections we have demonstrated how formulas for the energy shifts and the transition and scattering
amplitudes can be derived from the first principles of QED. These formulas usually contain infinite summations over
intermediate electron states (summations over the bound states and integrations over the continuum). These sums
are generally evaluated by using analytical expressions for the Dirac-Coulomb Green function [4,23,87–91] or by using
relativistic finite basis set methods [92–97]. In some cases the summation can be performed analytically by employing
the generalized virial relations for the Dirac equation [98].
Calculations of most QED corrections require the application of a renormalization procedure. To first order in α,
one has to renormalize the self-energy and vacuum-polarization diagrams (Figs. 12, 13).
The renormalized expression for the SE correction is given by equation (2.102) which implies using the same
covariant regularization for both terms on the right-hand side. For the numerical evaluation of this correction, it is
convenient to analytically isolate the ultraviolet divergence in the 〈a|Σ(εa)|a〉 term and cancel it by the counterterm.
This can be performed by expanding the Dirac-Coulomb Green function in terms of the free Dirac Green function,
[ω −H(1− i0)]−1 = [ω −H0(1− i0)]−1 + [ω −H0(1 − i0)]−1VC[ω −H0(1− i0)]−1
+[ω −H0(1− i0)]−1VC[ω −H(1− i0)]−1VC[ω −H0(1− i0)]−1 , (4.1)
where H0 = α · p + βm is the free Dirac Hamiltonian. The three terms in equation (4.1) inserted into 〈a|Σ(εa)|a〉
divide the SE correction into zero-potential, one-potential, and many-potential terms, respectively. The ultraviolet
divergences in the zero- and one-potential terms and in the counterterm can be cancelled analytically (see Refs.
[99–101] for details). As to the many-potential term, it can easily be shown that it does not contain any ultraviolet
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divergences. For an overview of other methods of carrying out mass renormalization in numerical calculations, we
refer to [4].
The vacuum-polarization correction is determined by equation (2.106) with the VP potential defined by (2.107). The
expression (2.107) is ultraviolet divergent. The simplest way to renormalize this expression is to expand the vacuum
loop in powers of the Coulomb potential by employing equation (4.1). According to the Furry theorem, contributions
of diagrams with odd numbers of vertices in a vacuum loop (with free Dirac propagators) are equal to zero. Therefore,
the first non-zero contribution results from second term in the expansion (4.1). Only this contribution, which is called
the Uehling term, is ultraviolet divergent. This term becomes finite by charge renormalization. The renormalized
expression for the Uehling potential is given by
UUehl(r) = −αZ 2α
3π
∞∫
0
dr′ 4πr′ρ(r′)
∞∫
1
dt (1 +
1
2t2
)
√
t2 − 1
t2
× [exp (−2m|r − r
′|t)− exp (−2m(r + r′)t)]
4mrt
, (4.2)
where |e|Zρ(r) is the density of the nuclear charge distribution (∫ ρ(r)dr = 1). The higher order (in VC) terms are
finite and their sum is called the Wichmann-Kroll correction [87]. However, the regularization is still required in the
second non-zero term due to a spurious gauge dependent piece of the light-by-light scattering contribution. As was
shown in [90,91,102], in the calculation of the vacuum polarization charge density based on the partial wave expansion
of the Dirac-Coulomb Green function, the spurious term does not contribute if the sum over the angular momentum
quantum number κ is restricted to a finite number of terms (|κ| ≤ K). Thus the Wichmann-Kroll contribution can
be calculated by summing up the partial differences between the full contribution and the Uehling term.
The renormalization procedures described above can be adopted for calculations of the self-energy and vacuum-
polarization screening diagrams [39,40,42,43,103,104] as well as for the QED corrections to the hyperfine splitting and
the bound-electron g factor [6,105–111].
B. Energy levels in heavy ions
1. Hydrogenlike ions
The relativistic energies of a hydrogenlike ion are determined by the Dirac equation (2.1). For the point-nucleus
case, the Dirac equation can be solved analytically and the binding energy is given by
Enj −mc2 = − (αZ)
2
2ν2
2
1 + (αZ/ν)2 +
√
1 + (αZ/ν)2
mc2 , (4.3)
where ν = n +
√
(j + 1/2)2 − (αZ)2 − (j + 1/2), n is the principal quantum number, and j is the total angular
momentum. To obtain the binding energy to higher accuracy, QED and nuclear effects must be taken into account.
The finite nuclear size correction is calculated by solving the Dirac equation with the potential of an extended
nucleus and by taking the difference between the energies for the extended and point nucleus models. This can be
performed numerically (see, e.g., [112,113]) or, with a good accuracy, analytically [114]. With a relative accuracy of
∼ 0.2% for Z = 1− 100, this correction is given by the following approximate formulas [114]
∆Ens =
(αZ)2
10n
[1 + (αZ)2fns(αZ)]
(
2
αZ
n
R
(h¯/mc)
)2γ
mc2 , (4.4)
∆Enp1/2 =
(αZ)4
40
n2 − 1
n3
[1 + (αZ)2fnp1/2(αZ)]
(
2
αZ
n
R
(h¯/mc)
)2γ
mc2 , (4.5)
where γ =
√
1− (αZ)2,
f1s(αZ) = 1.380− 0.162αZ + 1.612(αZ)2 ,
f2s(αZ) = 1.508 + 0.215αZ + 1.332(αZ)
2 ,
f2p1/2(αZ) = 1.615 + 4.319αZ − 9.152(αZ)2 + 11.87(αZ)3 ,
and R is an effective radius of the nuclear charge distribution defined by
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R =
{5
3
〈r2〉
[
1− 3
4
(αZ)2
( 3
25
〈r4〉
〈r2〉2 −
1
7
)]}1/2
. (4.6)
For the Fermi model of the nuclear charge distribution,
ρ(r) =
N
1 + exp [(r − c)/a] , (4.7)
it is possible to obtain with a very high precision
N =
3
4πc3
(
1 +
π2a2
c2
)−1
, (4.8)
〈r2〉 = 3
5
c2 +
7
5
π2a2 , (4.9)
〈r4〉 = 3
7
c4 +
18
7
π2a2c2 +
31
7
π4a4 . (4.10)
The expectation values for powers of r for a great variety of nuclear charge distribution models are given in Ref. [113].
Next the QED corrections of first order in α should be taken into account. To this order, the QED correction is
defined by the self-energy and vacuum-polarization diagrams (Figs. 12,13). The energy shift from the self-energy
diagram (Fig. 12) combined with the related mass counterterm (Fig. 14) is determined by equation (2.102). The
self-energy correction for heavy ions was first evaluated by Desederio and Johnson [115] who employed a method
suggested by Brown, Langer, and Schaefer [116]. Later, a more efficient method was developed by Mohr [89] who
calculated this correction to a very high accuracy in a wide interval of Z. The method of the potential expansion of the
bound-electron propagator for the calculation of the SE correction to all orders in αZ was developed by Snyderman
[100] and numerically realized first by Blundell and Snyderman [117]. A very efficient procedure for the self-energy
calculations which is closely related to the methods of Snyderman and Mohr was developed by Yerokhin and Shabaev
[101]. An approach in which the ultraviolet divergences are removed by subtractions in coordinate space was worked
out by Indelicato and Mohr [118]. The method of the partial-wave renormalization for the calculation of the first-order
SE correction was developed by Persson, Lindgren, and Salomonson [119] and by Quiney and Grant [120]. To date,
the most accurate calculations of the SE correction to all orders in αZ were performed by Mohr [89,121] and by
Indelicato and Mohr [122] for the point nucleus case and by Mohr and Soff [123] for the extended nucleus case. This
correction was comprehensively tabulated by Beier and co-workers [124] for finite nuclear radii. The highest accuracy
for low-Z atoms was gained by Jentschura et al. [125,126].
The VP correction (Fig. 13) is the sum of the Uehling and Wichmann-Kroll contributions. The first contribution
can easily be calculated using the expression (4.2) for the Uehling potential. Calculations of the Wichmann-Kroll
contribution to all orders in αZ were performed first by Soff and Mohr [91] for the extended nucleus case and by
Manakov et al. [127] for the point nucleus case. A comprehensive tabulation of this correction for extended nuclei
was presented in Ref. [128]. The most accurate calculations for some specific ions were accomplished by Persson et
al. [129].
The QED corrections of second order in α have not yet been calculated completely. Most VP-VP and SE-VP
diagrams can be evaluated by the methods developed for the first-order SE and VP corrections (see [4,130] and
references therein). The most difficult task consists in the evaluation of the SE-SE contribution. The simplest
part of this contribution, the loop-after-loop diagram, was calculated by Mitrushenkov and co-workers [131] and by
Mallampalli and Sapirstein [132] for high-Z ions. These numerical calculations were extended to low-Z atoms by
Mallampalli and Sapirstein [133] and by Yerokhin [134]. Recently they were confirmed by analytical calculations
of Yerokhin [135]. As to the residual SE-SE contribution, a specific part of it was evaluated by Mallampalli and
Sapirstein [132] and an estimate of the complete SE-SE contribution is in progress [136]. For the current status of the
corresponding calculations for low-Z atoms, we refer to [137,138].
The calculations of the corrections discussed above are based on quantum electrodynamics within the external field
approximation. It means that in these calculations the nucleus is considered only as a source of the external Coulomb
field VC. The first step beyond this approximation consists in evaluating the nuclear recoil correction. This correction
is given by the sum of the lower-order term (2.194) and the higher-order term (2.195). For the point nucleus case, an
analytical calculation of the lower-order term employing the virial relations for the Dirac equation yields [50]
∆EL =
m2 − ε2a
2M
. (4.11)
The higher-order term was numerically evaluated to all orders in αZ for point nuclei in Refs. [139,140]. The corre-
sponding calculations for extended nuclei were carried out in Refs. [141,142]. In the case of hydrogen, the highest
accuracy was gained in Ref. [143].
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Finally, the nuclear polarization correction should be taken into account. This correction results from diagrams
describing the interaction of the electron with the nucleus where the intermediate states of the nucleus are excited.
It was evaluated by Plunien and Soff [144] and by Nefiodov et al. [145].
In Table 1 we present the individual contributions to the ground-state Lamb shift in 238U91+. The uncertainty
of the Dirac binding energy results from the uncertainty of the Rydberg constant [146]. As can be deduced from
the table, the present status of the experimental precision on the ground-state Lamb shift in hydrogenlike uranium
[147–149] provides a test of QED in first order in α on the level of about 5%.
2. Heliumlike ions
In heavy heliumlike ions, in addition to the one-electron contributions considered in the previous subsection, the
two-electron corrections have to be taken into account. To lowest order in α, this correction is defined by the one-
photon exchange diagram (Fig. 20). The calculation of this diagram causes no problem. To second order in α, we
should account for the two-photon exchange diagrams (Fig. 21), the self-energy screening diagrams (Fig. 22), and the
vacuum-polarization screening diagrams (Fig. 23). For the ground state of a heliumlike ion, the contribution of the
two-photon exchange diagrams is defined by equations (2.134), (2.139), and (2.140). The corresponding expressions
for the case of a single excited state were obtained in Ref. [36]. The derivation of the related formulas for the case of
degenerate and quasidegenerate states by the TTGF method also causes no difficulties. The self-energy and vacuum-
polarization screening contributions are given by expressions (2.153)-(2.160) (the renormalization of these expressions
is considered in detail in Refs. [39,40,42,43]). For the case of quasidegenerate states, the corresponding formulas are
derived by the TTGF method in Refs. [44,75].
The two-photon exchange contribution is conveniently divided into two parts. The first part is the one which can
be derived from the Breit equation. For the ground state, it is well determined by the lowest-order terms of the
αZ-expansion series [150],
∆E(Breit) = α2[−0.15766638− 0.6356(αZ)2]m. (4.12)
The second part is the remaining one. Evaluated in Refs. [71,73], it was found to be much smaller than the first part.
The self-energy and vacuum-polarization screening diagrams were evaluated in Refs. [39,40,103,104]. The related
calculations for excited states of heliumlike ions were performed for the vacuum-polarization screening diagrams [44]
and, in the case of non-mixed states, for the two-photon exchange diagrams [151].
Today, the theoretical uncertainty of the ground-state energy in heavy heliumlike ions is completely defined by the
uncertainty of the one-electron contribution. In this connection, a direct measurement of the two-electron contribution
to the ground-state energy in heliumlike ions performed in [152] turns out to be rather important. In Table 2 we present
the individual two-electron contributions to the ground state energy in heliumlike bismuth. The two-photon exchange
contribution is divided into two parts as described above. The three- and more photon contribution is evaluated
within the Breit approximation by summing the Z−1 expansion terms for the ground state energy beginning from
Z−3 [39]. For the zeroth order in αZ, the coefficients of this expansion are taken from Ref. [153] and for the second
order in αZ from Ref. [150]. The uncertainty of this contribution results from QED corrections yet uncalculated.
As one can see from the table, to test the second-order QED effects that result from the theory beyond the Breit
approximation, the experimental precision has to be improved by an order of magnitude.
3. Lithiumlike ions
To date, the highest experimental accuracy was reached in Lamb-shift experiments of lithiumlike ions [154–157]. In
these ions, in addition to the one- and two-electron contributions, the three-electron corrections have to be calculated.
To second order in α, the three-electron contribution is determined by six diagrams that describe two-photon exchange
involving all three electrons. One of these diagrams is shown in Fig. 37. In the case of one electron over the closed
(1s)2 shell, the unperturbed wave function is a one-determinant function,
u(x1,x2,x3) =
1√
3!
∑
P
(−1)PψPa(x1)ψPb(x2)ψPv(x3) , (4.13)
where a and b denote the core states with opposite signs of the angular momentum projection, v indicates the
valence state. It can be shown that the derivation of the expressions for the one- and two-electron corrections in
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three-electron atoms is easily reduced to the derivation in one- and two-electron atoms, respectively. As to the three-
electron correction of second order in α, it can be derived by the TTGF method using the identity (2.129) and the
general rules formulated in section II(E5). Such a derivation for the irreducible part yields [158]
∆Eirred =
∑
PQ
(−1)P+Q
∑
n
′ IPbPvnQv(εQv − εPv)− IPanQaQb(εPa − εQa)
εQa + εQb − εPa − εn , (4.14)
where P and Q denote the permutations over the outgoing and incoming electron states, respectively; Iabcd(ω) ≡
〈ab|I(ω)|cd〉. The prime at the sum indicates that terms with vanishing denominator have to be omitted in the
summation. The reducible part of the three-electron contribution is [158]
∆Ered =
∑
µa
[I ′vaav(∆)(Iab;ab − Ibv;bv)
+
1
2
I ′bvva(∆)Iav;bv
1
2
I ′avvb(∆)Ivb;va] , (4.15)
where Iab;cd = Iabcd(εb − εd)− Ibacd(εa − εd), ∆ = εv − εa, µa is the angular momentum projection of the a electron,
µb = −µa, v is the valence electron with the opposite sign of the angular momentum projection. In derivation of
equation (4.15) by the TTGFmethod, some terms containing the v electron have been cancelled with the corresponding
terms from the reducible two-electron contribution of the two-photon exchange diagrams (see Ref. [158] for details).
The accurate QED calculations of all the two- and three-electron corrections to the 2p1/2− 2s transition energy up to
second order in α were performed in Refs. [42,43,158]. Approximate evaluations of these corrections were previously
considered in Refs. [159–164].
In Table 3 the individual contributions to the 2p1/2−2s transition energy in lithiumlike uranium are presented. The
total theoretical value of the transition energy, 280.46(9) ± 0.20 eV, is in agreement with the related experimental
value, 280.59(10) eV [154]. As can be seen from the table, the first-order QED contribution is -42.93 eV while the
total second-order QED contribution beyond the Breit approximation amounts to 1.33 ± 0.20 eV. Comparing these
values with the total theoretical and experimental uncertainties indicates that the present status of the theory for
lithiumlike uranium provides a test of the QED effects of first order in α on the level of about 0.5% and of the QED
effects of second order in α, which result from the theory beyond the Breit approximation, on the level of about 15%.
C. Hyperfine splitting and bound-electron g factor
1. Hyperfine splitting in hydrogenlike ions
The ground-state hyperfine splitting of a hydrogenlike ion is conveniently written as [166]
∆Eµ =
4
3
α(αZ)3
µ
µN
m
mp
2I + 1
2I
mc2
×{A(αZ)(1− δ)(1− ε) + xrad} . (4.16)
Here mp is the proton mass, µ is the nuclear magnetic moment, µN is the nuclear magneton, and I is the nuclear
spin. A(αZ) denotes the relativistic factor
A(αZ) =
1
γ(2γ − 1) = 1 +
3
2
(αZ)2 +
17
8
(αZ)4 + · · · , (4.17)
where γ =
√
1− (αZ)2. δ is the nuclear charge distribution correction, ε is the nuclear magnetization distribution
correction (the Bohr-Weisskopf correction), and xrad is the QED correction. The formulas for the first-order QED
corrections to the hyperfine splitting are derived in the same way as formulas (2.115), (2.117) for the δV -SE corrections.
For instance, the SE correction is simply determined by equations (2.115), (2.117), if δV is replaced by the hyperfine
interaction operator
Hhfs =
|e|
4π
(α · [µ× r])
r3
(4.18)
and the electron wave functions are replaced by the wave functions of the whole (electron plus nucleus) atomic
system. The most complete calculations of the QED and nuclear corrections to the hyperfine splitting were presented
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in [107,110] (see also a recent review in [167]). Table 4 shows the individual contributions to the hyperfine splitting in
hydrogenlike ions. The total theoretical values are compared with the experimental results obtained in [168–171]. The
uncertainty of the theoretical predictions is mainly determined by the uncertainty of the Bohr-Weisskopf correction
which was evaluated within the single-particle nuclear model [107]. This uncertainty should be considered only as an
estimate of the order of magnitude of the real error. Except for Ho, the nuclear magnetic moments are taken from
Ref. [172]. For Ho the value recommended in [173] is used. In case of 207Pb, in Ref. [172] two values of the nuclear
magnetic moment are given. One (µ = 0.592583(9)µN) was measured by the nuclear magnetic resonance (NMR)
method [174] while another (µ = 0.58219(2)µN) results from an optical pumping (OP) experiment [175]. As was
shown in [176], the OP value turns out to be very close to that obtained by NMR if it is corrected for an atomic effect
(see the related discussion in [3]). Therefore, in Table 4 the NMR value for the nuclear magnetic moment of lead is
used.
Taking into account that the theoretical uncertainties indicated in Table 4 should be considered only as an order
of magnitude of the real errors, one can deduce that the total theoretical values are in reasonable agreement with the
experimental ones. However, remeasurements of the nuclear magnetic moments by employing modern experimental
technique and calculations of the Bohr-Weisskopf effect within many-particle nuclear models are required to promote
investigations of the hyperfine splitting in hydrogenlike ions.
2. Hyperfine splitting in lithiumlike ions
The energy difference between the ground-state hyperfine splitting components of a lithiumlike ion is conveniently
written as [38]
∆E(1s)22s =
1
6
α(αZ)3
m
mp
µ
µN
2I + 1
2I
mc2
{
[A(2s)(αZ)(1 − δ(2s))(1− ε(2s))
+x
(2s)
rad ] +
1
Z
B(αZ) +
1
Z2
C(αZ) + · · ·
}
. (4.19)
Here A(2s)(αZ) denotes the one-electron relativistic factor for the 2s state,
A(2s)(αZ) =
2[2(1 + γ) +
√
2(1 + γ)]
(1 + γ)2γ(4γ2 − 1) = 1 +
17
8
(αZ)2 +
449
128
(αZ)4 + · · · , (4.20)
δ(2s) is the one-electron nuclear charge distribution correction, ε(2s) is the one-electron nuclear magnetization distri-
bution correction, and x
(2s)
rad is the one-electron QED correction. The terms B(αZ)/Z and C(αZ)/Z
2 describe the
interelectronic-interaction corrections of first and second orders in 1/Z, respectively. The first-order interelectronic-
interaction correction is conveniently derived using the TTGF method with the closed (1s)2 shell regarded as belonging
to the vacuum (see section II(E3)). Such a derivation yields [38]
∆EFMF Ij =
∑
MI ,m
∑
M ′
I
,m′
CFMFIM ′
I
jm′C
FMF
IMIjm
χIM ′
I
∑
µc
×
{∑
P
(−1)P
εn 6=εv∑
n
〈Pv′Pc|I(∆Pcc)|nc〉〈n|Hhfs|v〉
εv − εn
+
∑
P
(−1)P
εn 6=εv∑
n
〈v′|Hhfs|n〉〈nc|I(∆Pcc)|PvPc〉
εv − εn
+
∑
P
(−1)P
εn 6=εc∑
n
〈Pv′Pc|I(∆Pv′v)|vn〉〈n|Hhfs|c〉
εc − εn
+
∑
P
(−1)P
εn 6=εc∑
n
〈c|Hhfs|n〉〈v′n|I(∆Pvv′ )|PvPc〉
εc − εn
−〈v′|Hhfs|v〉〈cv|I ′(∆vc)|vc〉
+
∑
µc′
〈c|Hhfs|c′〉〈v′c′|I ′(∆vc)|cv〉
}
χIMI , (4.21)
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where F and MF are the total angular momentum of the atom and its projection, v and v
′ are the valence states
of electron with quantum numbers (jm) and (j′m′), respectively; CFMFIMIjm is the Clebsch-Gordan coefficient, χIMI
is the nuclear wave function, c and c′ denote the core states, µc indicates the angular momentum projection of the
core electron, and ∆ab = εa − εb. Calculations of the nuclear, QED, and interelectronic-interaction corrections to
the hyperfine splitting in heavy lithiumlike ions were performed in Refs. [38,109,167,177–183]. As for hydrogenlike
ions, the uncertainty of the theoretical values is mainly determined by the uncertainty of the Bohr-Weisskopf effect
evaluated within the single particle nuclear model. However, in Refs. [109,177] it was found that this uncertainty can
be considerably reduced if the experimental value of the 1s hyperfine splitting in the corresponding hydrogenlike ion
is known. The basic idea of this method is the following. It can be shown that, with a good precision, the ratio of
the 2s−Bohr-Weisskopf correction to the 1s−Bohr-Weisskopf correction is a function of the atomic structure only and
does not depend on the nuclear structure,
ε(2s)
ε(1s)
= f(αZ) . (4.22)
For Z=83, f(αZ)=1.078 and, therefore, ε(2s) = 1.078 ε(1s). The 1s−Bohr-Weisskopf correction can be found by the
equation
ε(1s) =
∆E
(1s)
Dirac +∆E
(1s)
QED −∆E(1s)exp
∆E
(1s)
Dirac
, (4.23)
where ∆E
(1s)
Dirac is the relativistic value of the 1s hyperfine splitting including the nuclear charge distribution correction,
∆E
(1s)
QED is the 1s−QED correction, and ∆E(1s)exp is the experimental value of the 1s hyperfine splitting. For Z=83, this
method predicts the ground-state hyperfine splitting in lithiumlike bismuth to be 0.7971(2) eV [179] (for comparison,
the direct evaluation based on the single-particle nuclear model gives 0.800(4) eV). Recently, this value was confirmed
by Sapirstein and Cheng [183] who obtained 0.79715(13) eV. Both theoretical values agree with the experimental one
of 0.820(26) eV [155].
3. Bound-electron g factor
The bound-electron g factor in a hydrogenlike ion is defined by
g(e) = −〈JMJ |µ
(e)
z |JMJ〉
µBMJ
, (4.24)
where µ(e) is the operator of the magnetic moment of electron, µB is the Bohr magneton, J is the total angular
momentum of the electron, and MJ is its projection. For the ground state, a simple relativistic calculation based on
the Dirac equation yields [184]
g0 = 2− (4/3)(1−
√
1− (αZ)2) (4.25)
The QED and nuclear effects give some corrections to this value:
g(e) = g0 +∆gQED +∆gNS . (4.26)
Calculation of the nuclear size correction causes no difficulties. For low-Z atoms, this correction can be found by a
simple analytical formula [185]. The QED correction of first order in α was evaluated without expansion in αZ in
Refs. [106,108,111] (see also [6]).
Direct measurements of the bound-electron g factor in hydrogenlike ions are presently being performed by a GSI
- Universita¨t Mainz collaboration [186–189]. To date, the experimental result obtained for hydrogenlike carbon
(C5+) [189] amounts to gexp = 2.001041596(5) and agrees with the theoretical predictions of Refs. [6,111], gtheo =
2.001041591(7), and of Ref. [190], gtheo = 2.001041590(2). The collaboration plans to extend these measurements to
heavy ions.
Another possibility for investigations of the bound-electron g factor was recently proposed in [191]. In this work it
was shown that the transition probability between the ground-state hyperfine splitting components of a hydrogenlike
ion, including the first-order QED and nuclear corrections, is given by
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w =
α
3
ω3
m2
I
2I + 1
[
g(e) − g(n)I
m
mp
]2
, (4.27)
where ω is the transition frequency, g(e) is the bound-electron g factor defined above, and g
(n)
I is the nuclear g factor
(both g factors are defined to be positive). Formula (4.27) allows a simple calculation of the QED and nuclear
corrections to the transition probability using the corresponding corrections to the bound-electron g factor. In [191]
it was found that in the experimentally interesting cases of Pb and Bi, the QED and nuclear corrections increase the
transition probability by about 0.3%. In [192] the lifetime of the upper hyperfine splitting component in 209Bi82+
was measured to be τexp=397.5(1.5) µs. This result is in good agreement with the theoretical predictions of Ref.
[191], τtheo = 399.01(19)µs, and of Ref. [193], τtheo = 398.89µs. Using formula (4.27) and the experimental values
of the hyperfine splitting and the transition probability in 209Bi82+ [168,192], the experimental value of the bound-
electron g factor in 209Bi82+ is found to be 1.7343(33). The corresponding theoretical value is 1.7310. The individual
contributions to the bound-electron g factor in 209Bi82+ are given in Table 5. ¿From this table, it is clear that the
QED correction has to be included in order to obtain agreement between theory and experiment.
D. Radiative recombination of an electron with a heavy ion
In an energetic collision between a high-Z ion and a low-Z target atom, an electron may be captured by the
projectile, while a simultaneously emitted photon carries away the excess energy and momentum. This process is
denoted as radiative electron capture (REC). Since a loosely bound target electron can be considered as quasi-free,
this process is essentially equivalent to radiative recombination (RR) or its time-reversed analogon, the photoelectric
effect. The relativistic theory of REC was considered in detail in [82,194,195], and the results of this theory are in
excellent agreement with experiments [196,197].
A systematic QED theory of the RR process is described in detail in sections III(D,E) of the present paper. In
Refs. [34,37,86], this theory was employed to study the process of resonance recombination of an electron with a
heavy hydrogenlike ion in the case of resonance with doubly excited (2s, 2s)0, (2p1/2, 2p1/2)0, (2s, 2p1/2)0,1 states of
the corresponding heliumlike ion. Later, this theory was used to evaluate QED corrections to radiative recombination
of an electron with a bare nucleus [45] and interelectronic-interaction corrections to radiative recombination of an
electron with a heavy heliumlike ion [46]. The results of these investigations are briefly discussed below. More details
can be found in the original papers [34,37,45,46,86].
1. QED corrections to the radiative recombination of an electron with a bare nucleus
We consider the radiative recombination of an electron with momentum pi and polarization µi with a bare nucleus
that is placed at the origin of the coordinate frame. This corresponds to the projectile system if we study the radiative
recombination of a free target electron with a bare heavy projectile. To zeroth order in α, the cross section is
dσ(0)
dΩf
=
(2π)4
vi
k2f |τ (0)|2 , (4.28)
where
τ (0) = −〈a|eανA∗f,ν |p〉 = 〈a|eα ·A∗f |p〉 , (4.29)
|p〉 ≡ |pi, µi〉 is the wave function of the incident electron defined by equation (3.68), pi = (p0i ,pi), p0i =
√
p2i +m
2 is
the energy of the incident electron, a is the final state of the one-electron atom, kf = (k
0
f ,kf ) with k
0
f and kf being
the photon energy and momentum, respectively, vi is the velocity of the incident electron in the nucleus frame.
The QED corrections of first order in α are defined by diagrams similar to those shown in Fig. 32. The direct
calculation by the TTGF method yields for the self-energy correction to the amplitude of the process
τ
(1)
SE = −
[n6=a∑
n
〈a|Σ(εa)− βδm|n〉〈n|eανA∗f,ν |p〉
εa − εn
+
1
2
〈a|Σ′(εa)|a〉〈a|eανA∗f,ν |p〉
58
+
∑
n
〈a|eανA∗f,ν |n〉〈n|Σ(p0i )− βδm|p〉
p0i − εn(1− i0)
+
∫
dz eA∗f,ν(z)Λ
ν(εa, p
0
i , z) + (Z
−1/2
2 − 1)〈a|eανA∗f,ν |p〉
]
, (4.30)
where the mass counterterm has been added and
Λν(ε, p0, z) = e2
i
2π
∫ ∞
−∞
dω
∫
dxdyψa(x)γ
ρS(ε− ω,x, z)γνS(p0 − ω, z,y)
×γσDρσ(ω,x− y)ψpiµi(+)(y) . (4.31)
A similar calculation of the VP correction gives
τ
(1)
VP = −
[n6=a∑
n
〈a|UVP|n〉〈n|eανA∗f,ν |p〉
εa − εn
+
∑
n
〈a|eανA∗f,ν |n〉〈n|UVP|p〉
p0i − εn(1− i0)
+
∫
dz eA∗f,ν(z)Q
ν(k0f , z) + (Z
−1/2
3 − 1)〈a|eανA∗f,ν |p〉
]
. (4.32)
Here UVP(x) is the vacuum-polarization potential defined by equation (2.107) and
Qν(k0, z) = −e2
∫
dxdy ψa(x)γ
ρψpiµi(+)(x)Dρσ(k
0,x− y)
× i
2π
∫ ∞
−∞
dωTr[γσS(ω,y, z)γνS(ω + k0, z,y)] . (4.33)
In addition to these corrections, we have to take into account a contribution originating from changing the photon
energy in the zeroth-order cross section (4.28) due to the QED correction to the energy of the bound state a. It
follows that the total QED correction of first order in α to the cross section is given by
dσ
(1)
QED
dΩf
=
(2π)4
vi
k2f 2Re
{
τ (0)∗τ
(1)
QED
}
+
[dσ(0)
dΩf
∣∣∣
k0
f
=p0
i
−Ea
− dσ
(0)
dΩf
∣∣∣
k0
f
=p0
i
−εa
]
. (4.34)
Here τ
(1)
QED = τ
(1)
SE + τ
(1)
VP is the QED correction given by equations (4.30) and (4.32). Ea and εa are the energies of
the bound state a with and without the QED correction, respectively.
The expressions (4.30) and (4.32) contain ultraviolet and infrared divergences. While the ultraviolet divergences can
be eliminated by the standard renormalization procedure (see the related discussion in section III(B2)), the infrared
divergences are more difficult to remove.
The infrared-divergent part of τ results from the region of small momenta of the virtual photon and is regularized
by a non-zero photon mass µ. An evaluation of this part yields
τinfr = τ
(0)α
π
[
− log (µ/m)− 1
2
log (µ/m)
√
1 +
m2
p2i
log
(√p2i +m2 − |pi|√
p2i +m
2 + |pi|
)]
. (4.35)
The related contribution to the cross section is
dσinfr
dΩf
=
dσ(0)
dΩf
α
π
[
−2 log (µ/m)− log (µ/m)
√
1 +
m2
p2i
log
(√p2i +m2 − |pi|√
p2i +m
2 + |pi|
)]
, (4.36)
where dσ
(0)
dΩf
is the cross section in the zeroth-order approximation defined by equation (4.28). To cancel the infrared
divergent contribution (4.36), we have to take into account that any experiment has a finite energy resolution ∆E.
It means that any numbers of photons of the total energy less than ∆E can be emitted in the process. It follows
that to find the total cross section in the order under consideration, we must include diagrams in which one photon
of energy k0 =
√
k2 + µ2 ≤ ∆E is emitted along with the emission of the photon with the energy k0f ≈ p0i − εa (we
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assume ∆E ≪ k0f ). These diagrams are shown in Fig. 38. Assuming that the energy resolution is sufficiently high
(∆E ≪ k0f ,m), we retain only those contributions from the diagrams shown in Fig. 38 which dominate at ∆E → 0.
Using the standard technique and omitting terms which approch zero at µ→ 0, we obtain for this contribution
dσγ(∆E)
dΩf
=
dσ(0)
dΩf
α
π
[
1− 2 log 2− 2 log (∆E/µ)−
√
1 +
m2
p2i
F (|pi|/p0i )
−
(1
2
+ log (∆E/µ)
)√
1 +
m2
p2i
log
(√p2i +m2 − |pi|√
p2i +m
2 + |pi|
)]
, (4.37)
where
F (a) =
∫ ∞
0
dx
x
x2 + 1
log
[ (1 + a)(√x2 + 1− ax)
(1− a)(√x2 + 1 + ax)
]
. (4.38)
We can see that the infrared divergent parts in the equations (4.36) and (4.37) cancel each other,
dσinfr
dΩf
+
dσγ(∆E)
dΩf
=
dσ(0)
dΩf
α
π
[
1− 2 log 2− 2 log (∆E/m)−
√
1 +
m2
p2i
F (|pi|/p0i )
−
(1
2
+ log (∆E/m)
)√
1 +
m2
p2i
log
(√p2i +m2 − |pi|√
p2i +m
2 + |pi|
)]
. (4.39)
According to this equation, at a fixed energy of the incident electron, the QED correction depends on the photon-
energy resolution ∆E and becomes infinite when ∆E → 0. It means that the validity of this equation is restricted
by the condition αpi | log (∆E/m)| ≪ 1 . For extension of the theory beyond this limit it is necessary to include the
radiative corrections of higher orders in α (see, e.g., [198,199]). It results in an ”exponentiation” of the radiative
corrections and removes the singularity for ∆E → 0.
In the derivation of the formulas (4.37), (4.39) it has been assumed that the incident electrons have a fixed energy.
These formulas remain also valid in the case when the energy spread of the incident electrons is much smaller than
the energy interval ∆E in which the photons are detected. However, this is not the case for the present REC
experiments [196,197], where the energy spread of a quasi-free target electron is much larger than the finite photon-
energy resolution. In that case, the QED correction to the total RR cross section depends on the form of the energy
distribution of the target electron. Since the form of this distribution is not well determined, the only way to study
the QED effects in REC processes is to investigate the cross section into a photon-energy interval which is chosen to
be much larger than the effective energy spread of the quasi-free target electrons and much smaller than the energy
of the emitted photon.
The Uehling part of the VP correction to the RR cross section and a part of the SE correction were numerically
evaluated in Ref. [45]. Expressed in terms of the unperturbed cross section, the individual QED corrections to the
total cross section for the radiative recombination into the K-shell of bare uranium are presented in the Table 6. The
correction σ
(1)
en results from changing the bound-state energy. It is determined by the term in the square brackets
of equation (4.34). The correction σ
(1)
bw corresponds to the irreducible part of the diagrams describing the first-order
QED effect on the bound-state electron wave function. The correction σ
(1)
cw results from the diagrams describing the
QED effect on the continuum-state wave function.
As in bound-state QED, the Uehling approximation may be expected to account for a dominant part of the VP
correction. As to the self-energy correction, we expect that the terms calculated in Ref. [45] give a reasonable estimate
of the order of magnitude of the self-energy correction which is beyond the correction depending on the photon-energy
interval ∆E (see equation (4.39)). The relative value of the last correction, which we denote by δ(∆E), is defined by
δ(∆E) =
α
π
[
−2 + 1
β
log
1 + β
1− β
]
log
∆E
m
, (4.40)
where β = vi/c. The photon-energy interval has to be chosen in the range Γ ≪ ∆E ≪ k0f ,m, where Γ characterizes
the energy spread of the incident electrons.
In the REC experiments which are performed at GSI, the effective electron-energy spread is determined by the
momentum distribution of the quasi-free target electrons. The width of this spread in the projectile system increases
with increasing impact energy. In the case of a N2 gas target, which is presently being employed in the experiments,
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the effective energy spread in the projectile (heavy ion) frame amounts to about 10-40 keV for the impact energy in
the range 100-1000 MeV/u. This value will be considerably reduced in the experiments with a H2 gas target which
are under preparation. In the case of a H2 gas target, to satisfy the conditions on ∆E given above we can choose
∆E to be 50 keV in the projectile frame for the impact energy 1 GeV/u. The corresponding photon-energy interval
in the laboratory (gas-target) frame is determined according to the Lorentz transformation,
∆Eproj = ∆Elab(1− β cos θlab)/
√
1− β2 . (4.41)
At a fixed ∆Eproj, ∆Elab as a function of the polar angle can be found from this equation. For the photon-energy
interval chosen above, δ(∆E) amounts to −0.59% for an impact energy of 1 GeV/u. Adding the Uehling correction
and the part of the SE correction presented in Table 6 to the correction δ(∆E), we find the QED correction to the
total cross section amounts to −0.92% for an impact energy of 1 GeV/u. For a more accurate evaluation of this effect,
complete calculations of all the SE corrections are required.
The results of the numerical evaluation of the differential cross section can be found in Ref. [45]. Here, we note
only that the differential cross section at the backward direction vanishes at an impact energy close to 130 MeV/u.
In particular, it results in a relatively large contribution of the QED correction to the backward cross section at an
energy of 130 MeV/u. At this energy, the QEDen+bw+∆E correction is about 0.022 mbarn/sr while the zeroth-order
cross section amounts only to 0.009 mbarn/sr.
2. Interelectronic-interaction effect on the radiative recombination of an electron with a heavy heliumlike ion
We consider the non-resonant radiative recombination of an electron with momentum pi and polarization µi with
a heavy heliumlike ion in the ground state which is placed at the origin of the coordinate frame. The final state of
the system is a lithiumlike ion in the state (1s)2v, where v denotes the valence state. This picture corresponds to the
projectile system if we study the radiative recombination of a free target electron with a heavy heliumlike projectile.
To zeroth order, the amplitude of the process is given by
τ (0) = 〈v|eα ·A∗f |p〉 , (4.42)
where |v〉 denotes the wave function of the valence electron. The interelectronic-interaction correction of first order in
1/Z can easily be derived using the TTGF method with the closed (1s)2 shell regarded as belonging to the vacuum.
Such a derivation yields [46]
τ
(1)
int =
4∑
l=1
τ intl , (4.43)
where
τ int1 =
∑
µc
∑
P
(−1)P
εn 6=εv∑
n
〈PvPc|I(∆Pc c)|nc〉〈n|eα ·A∗f |p〉
εv − εn
+
∑
µc
(−1
2
)〈cv|I ′(∆vc)|vc〉〈v|eα ·A∗f |p〉 , (4.44)
τ int2 =
∑
µc
∑
P
(−1)P
∑
n
〈v|eα ·A∗f |n〉〈nc|I(∆Pc c)|PpPc〉
p0i − εn(1− i0)
, (4.45)
τ int3 =
∑
µc
∑
P
(−1)P
∑
n
〈PvPc|I(∆p Pv)|pn〉〈n|eα ·A∗f |c〉
εc − k0f − εn(1 − i0)
, (4.46)
τ int4 =
∑
µc
∑
P
(−1)P
∑
n
〈c|eα ·A∗f |n〉〈vn|I(∆Pp v)|PpPc〉
εc + k0f − εn(1 − i0)
. (4.47)
Here |v〉 and |c〉 are the valence and core states, respectively, p0i =
√
p2i +m
2 is the energy of the incident electron,
k0f = p
0
i − εv is the energy of the emitted photon, and µc indicates the angular momentum projection of the core
electron. The expressions (4.44) – (4.47) represent the interelectronic-interaction corrections to the amplitude of the
process. The corresponding corrections to the differential cross section are
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dσintl
dΩf
=
(2π)4
vi
k2f2Re
[
τ (0)∗τ intl
]
. (4.48)
In addition to this, a contribution originating from a modification of the energy of the emitted photon in the zeroth-
order cross section due to the interelectronic interaction should be taken into account which is given by
dσinten
dΩf
=
dσ(0)
dΩf
∣∣∣
k0
f
=p0i−Ev
− dσ
(0)
dΩf
∣∣∣
k0
f
=p0i−εv
. (4.49)
Here Ev = εv +∆E
(1)
int is the energy of the valence electron including the first-order interelectronic-interaction correc-
tion,
∆E
(1)
int =
∑
µc
∑
P
(−1)P 〈PvPc|I(∆Pvv)|vc〉 . (4.50)
The total interelectronic-interaction correction to the cross section in first order in 1/Z is
dσ
(1)
int
dΩf
=
dσinten
dΩf
+
4∑
l=1
dσintl
dΩf
. (4.51)
The direct part of the corrections τ int1 and τ
int
2 can be accounted for by a modification of the incoming and outcoming
electron wave functions by the screening potential
VC(x)→ VC(x) + Vscr(x) , (4.52)
where
Vscr(x) = 2α
{
1
x
∫ x
0
dy y2
(
g21s(y) + f
2
1s(y)
)
+
∫ ∞
x
dy y
(
g21s(y) + f
2
1s(y)
)}
. (4.53)
Here g1s and f1s are the upper and the lower components of the radial wave function of the ground state, respectively.
The screening-potential approximation allows one to account for the dominant part of the interelectronic-interaction
effect and is widely used in practical calculations.
Numerical results for the interelectronic-interaction correction to the total cross section of radiative recombination
of an electron with heliumlike uranium are presented in Table 7 (for more extensive data we refer to [46]). The
calculations are carried out for a capture into the 2s, 2p1/2, and 2p3/2 states of lithiumlike uranium and for various
projectile energies. The results of the rigorous relativistic treatment are compared with the calculations based on
the screening-potential approximation. A deviation of the complete relativistic results from the screening-potential
approximation is mainly determined by the term σint4 which strongly increases when p
0
i comes close to the resonance
condition (p0i − (εv − εc) ≈ εn). Numerical results for the differential cross section are given in Ref. [46].
3. Resonance recombination of an electron with a heavy hydrogenlike ion
We consider the process of recombination of an electron with a very heavy (Z ∼ 70 − 110) hydrogenlike ion in
its ground state for the case of resonance with doubly excited (2s 2s)0, (2p1/2 2p1/2)0, (2s 2p1/2)0,1 states of the
corresponding heliumlike ion. We assume that the experimentally measured quantity is a part of the total cross
section which corresponds to the emission of photons with an energy ω ≈ Ed − Er, where Ed (d = 1, 2, 3, 4) are the
energies of the doubly excited (2s 2s)0, (2p1/2 2p1/2)0, (2s 2p1/2)0,1 states, respectively, and Er(r = 1, 2, 3, 4) are the
energies of singly excited (1s 2p1/2)0,1, (1s 2s)0,1 states. The amplitude of this process is given by the sum of the
amplitudes of the dielectronic recombination (DR) and radiative recombination (RR) processes
e−(p0i ) +X
(Z−1)+(1s) →
{
X(Z−2)+(d)∗∗ → X(Z−2)+(r)∗ + γ(ω)→ · · ·
X(Z−2)+(r)∗ + γ(ω)→ · · ·
Here p0i is the energy of the incident electron. Among the doubly excited states {d}, there are states with identical
quantum numbers
(
(2s 2s)0, (2p1/2 2p1/2)0
)
, while all the singly excited states {r} have different quantum numbers.
Main channels of the decay of (1s 2s)1, (1s 2p1/2)1 and (1s 2s)0, (1s 2p1/2)0 states are one- and two-photon transitions
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to the ground state, respectively. Therefore, two- and three-photon processes give the dominant contribution to the
cross section. The cross section of the process can be derived using the method described in section III(F). In the
resonance approximation, such a derivation yields (see Ref. [37] for details)
σ(p0i ) =
2π2
2(j′ + 1)
1
|pi|2
∑
jlJM
{∑
d
Wdd|〈dL|Iˆ|iJ〉|2
(E1s + p0i − Ed)2 + Γ2d/4
+2Re
∑
d<d′
Wdd′〈dL|Iˆ|iJ〉〈d′L|Iˆ|iJ〉∗
(E1s + p0i − Ed + iΓd/2)(E1s + p0i − Ed′ − iΓd′/2)
+WiJ iJ + 2Re
∑
d
WdiJ 〈dL|Iˆ|iJ〉
E1s + p0i − Ed + iΓd/2
}
, (4.54)
where |iJ〉 ≡ |JMnj′l′p0i jl〉, (n j′ l′) = (1 1/2 0) are the quantum numbers of the 1s state of the hydrogenlike ion,
Iˆ ≡ I(ε2s − ε1s),
Wdd′ =
∑
r
W
(r)
dd′ , WdiJ =
∑
r
W
(r)
diJ
, WiJ iJ =
∑
r
W
(r)
iJ iJ
, (4.55)
W
(r)
dd′ = 2πω
2
∑
ǫ
∫
dΩf 〈r|Rˆγ |dR〉〈r|Rˆγ |d′R〉∗ , (4.56)
W
(r)
diJ
= 2πω2
∑
ǫ
∫
dΩf 〈r|Rˆγ |dR〉〈r|Rˆγ |iJ〉∗ , (4.57)
W
(r)
iJ iJ
= 2πω2
∑
ǫ
∫
dΩf |〈r|Rˆγ |iJ〉|2 , (4.58)
Rˆγ = −
2∑
n=1
eα ·A∗f (xn) . (4.59)
The cross section (4.54) consists of four terms, σ =
∑4
l=1 σl. The first two terms (σ1, σ2) correspond to the DR
process, the third term (σ3) corresponds to the RR process, and σ4 describes the interference between the DR and
RR processes. The term σ2 is caused by the interference of the DR amplitudes on the levels with identical quantum
numbers (d, d′ = 1, 2). The magnitude of this term is determined by the overlap of the levels d, d′ and can be
characterized by the nonortogonality integral 〈d′R|dR〉 which is connected with Wdd′ by the identity
Wdd′ = i(Ed − E∗d′)〈d′R|dR〉 . (4.60)
Formula (4.54) was used in [34] for the numerical calculation of the cross section of the resonance recombination
of an electron with hydrogenlike uranium. Later, a more accurate calculation was performed by Yerokhin [200].
According to these calculations, the ratio σ2/σ which characterizes the overlap effect amounts up to 30% in the region
between the maxima of the curve σ(p0i ). For the parameters of the overlapping levels it was found [34]
|〈dR|d′R〉| = 0.180 , |Wdd′ |/|Ed − Ed′ | = 0.183 . (4.61)
Using (4.60) and the identity
Wdi = i〈i|(Iˆ − Iˆ†)|dR〉 , (4.62)
the expression (4.54) can be transformed to the following (see Ref. [37] for details)
σ(p0i ) =
2π2
2(2j′ + 1)
1
|pi|2
∑
jlJM
{∑
d
ΓdRe (〈iJ |Iˆ|dR〉〈dL|Iˆ|iJ〉)
(E1s + p0i − Ed)2 +
Γ2
d
4
−2
∑
d
Im (〈iJ |Iˆ†|dR〉〈dL|Iˆ|iJ〉)(E1s + p0i − Ed)
(E1s + p0i − Ed)2 +
Γ2
d
4
+WiJ iJ
−2
∑
d
Im (〈iJ |(Iˆ − Iˆ†)|dR〉〈dL|Iˆ|iJ〉)(E1s + p0i − Ed)
(E1s + p0i − Ed)2 +
Γ2
d
4
}
. (4.63)
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This expression also consists of four terms σ =
∑4
l=1 σl. But, in contrast to (4.54), here the Breit-Wigner part of the
cross section is completely contained in the first term (σ1) which is a sum of Lorentz-type terms. The terms σ2, σ4
again correspond to the interference of the DR amplitudes on the levels d, d′ = 1, 2 and the interference of the DR
and RR processes, respectively. But, unlike σ2, σ4, the terms σ2, σ4 do not contain any admixture of Lorentz-type
terms. They are given by sums of terms which are odd functions of (E1s + p
0
i − Ed). (We should note that the
admixture of Lorentz-type terms in σ2, σ4 is very small and hardly affects the values σ2/σ and σ4/σ.) The terms σ2,
σ4 (σ2, σ4) lead to a deviation of the shape of the individual resonances from the Lorentz shape. This deviation
can be characterized by the Low parameter [83]
δ =
σ(Ed − E1s + Γd2 )− σ(Ed − E1s − Γd2 )
σ(Ed − E1s) . (4.64)
Calculation of this parameter for d = 2 in the case of recombination with U91+ using the results of Refs. [34,200]
yields δ ≈ −0.17. The contributions to δ from the terms σ2 and σ4 are equal −0.24 and 0.07, respectively.
Summing the interference terms in (4.63), we obtain a compact formula for σ,
σ(p0i ) =
2π2
2(2j′ + 1)
1
|pi|2
∑
jlJM
{∑
d
ΓdRe (〈iJ |Iˆ|dR〉〈dL|Iˆ |iJ〉)
(E1s + p0i − Ed)2 +
Γ2
d
4
−2
∑
d
Im (〈iJ |Iˆ|dR〉〈dL|Iˆ|iJ〉)(E1s + p0i − Ed)
(E1s + p0i − Ed)2 +
Γ2
d
4
+WiJ iJ
}
. (4.65)
The formulas (4.63) and (4.65) are more convenient for the numerical calculations than formula (4.54), since they do
not require any calculation of the radiative amplitudes. These formulas were employed in Ref. [86] to calculate the
resonance recombination of an electron with hydrogenlike lead.
V. CONCLUSION
In the present paper we have considered in detail the two-time Green function method for high-Z few-electron
systems. This method allows one to formulate a perturbation theory for calculations of various physical quantities in
a rigorous and systematic way in the framework of quantum electrodynamics. To demonstrate the efficiency of the
method, we have derived formulas for QED and interelectronic-interaction corrections to the energy levels, transition
and scattering amplitudes in one-, two-, and three-electron atoms.
For the last decade, the TTGF method was intesively employed in calculations of QED effects in heavy ions. An
overview of these calculations was also given in the present paper. Details of the calculations and other applications
of the method can be found in Refs. [35–46,158]. In particular, in Refs. [42,43] the vacuum-polarization and self-
energy screening corrections to the energies of lithiumlike ions were calculated. The two-photon exchange diagrams
for lithiumlike ions were evaluated in Ref. [158]. The second-order two-electron diagrams for quasidegenerate states of
heliumlike ions are studied in [44,75]. In Ref. [35], the TTGF method was employed to construct an effective-energy
operator for a high-Z few-electron atom. In Ref. [45], this method was used to evaluate the QED corrections to
the radiative recombination of an electron with a bare nucleus. The interelectronic-interaction corrections to the
radiative electron capture for a heliumlike ion were considered in Ref. [46]. In Ref. [80], the interelectronic-interaction
corrections to the transition probabilities in heliumlike ions are derived.
Concluding, the two-time Green function method provides a uniform and very efficient approach for deriving QED
and interelectronic-interaction corrections to energy levels, transition probabilities, and cross sections of scattering
processes in high-Z few-electron atoms. Using an effective potential instead of the Coulomb potential of the nucleus
allows one to extend this approach to many-electron atoms.
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APPENDIX A: QED IN THE HEISENBERG REPRESENTATION
In the Heisenberg representation, the basic equations of quantum electrodynamics in the presence of a classical
time-independent field Aνcl(x) are
(i 6∂ −m− e 6Acl (x))ψ(x) = e 6A (x)ψ(x) − δmψ(x) ,
✷Aν(x) = jν(x) , (A1)
where jν(x) = (e/2)[ψ(x)γν , ψ(x)] is the electron-positron current operator. The state vectors in the Heisenberg
representation are time-independent
∂t|Φ〉 = 0 . (A2)
The physical state vectors have to obey a subsidiary condition
(∂νA
ν(x))(+)|Φ〉 = 0 , (A3)
where (∂νA
ν(x))(+) is the positive-frequency part of ∂νA
ν(x) . The Heisenberg operators ψ(x), ψ(x), and Aν(x) obey
the same equal-time permutation relations as the corresponding free-field operators. However, in contrast to the
free fields, the permutation relations for arbitrary times remain unknown. Due to the time-translation invariance,
Heisenberg operators obey the following transformation equation
exp (iHt)F (0,x) exp (−iHt) = F (t,x) , (A4)
where H is the Hamiltonian of the system in the Heisenberg representation. For more details, see [21,56,81].
APPENDIX B: SINGULARITIES OF THE TWO-TIME GREEN FUNCTION IN A FINITE ORDER OF
PERTURBATION THEORY
Let us investigate the singularities of the Green function G(E) in a finite order of perturbation theory. To m-th
order in e, which corresponds to order m/2 in α, it is given by
G(m/2)(E;x′1, . . .x′N ;x1, . . .xN )δ(E − E′)
=
1
2πi
1
N !
∫ ∞
−∞
dtdt′ exp (iE′t′ − iEt) (−i)
m
m!
em
∫
d4y1 · · · d4ym
×〈0|Tψin(t′,x′1) · · ·ψin(t′,x′N )ψin(t,xN ) · · ·ψin(t,x1)
×ψin(y1)γρψin(y1)Aρin(y1) · · ·ψin(ym)γσψin(ym)Aσin(ym)|0〉con , (B1)
where the label ”con” means that disconnected vacuum-vacuum subdiagrams must be omitted. For simplicity, we
omit here the mass renormalization counterterm. The presence of this term would not change the consideration given
below.
Let us consider the contribution of a diagram of m-th order in e. This diagram is defined by a certain order of
contractions in equation (B1). The contractions between the electron-positron fields and between the photon fields
give the propagators (2.10) and (2.11), respectively. In this Appendix we will use the following representation for
these propagators
〈0|Tψin(x)ψin(y)|0〉 = θ(x0 − y0)
∑
εn>0
ψn(x)ψn(y) exp [−iεn(x0 − y0)]
−θ(y0 − x0)
∑
εn<0
ψn(x)ψn(y) exp [−iεn(x0 − y0)] , (B2)
〈0|TAρin(x)Aσin(y)|0〉 = −gρσ
∫
dk
(2π)3
exp [−i
√
k2 + µ2|x0 − y0|] exp [ik · (x− y)]
2
√
k2 + µ2
. (B3)
Here, by definition, θ(t) = (t+ |t|)/(2t) for t 6= 0 and θ(0) = 1/2, and a non-zero photon mass is introduced. Following
[13,201], we will use the formalism of time-ordered diagrams [202,203] to investigate the singularities of G(m/2)(E).
Let us consider a certain order of the time variables,
y0im > y
0
im−1 > · · · y0il > t′ > y0il−1 > · · · y0is > t > y0is−1 > · · · y0i1
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which defines a time-ordered version of the Feynman diagram. The contribution of the Feynman diagram is the sum
of all time-ordered versions. Each time-ordered version is conveniently represented by a diagram in which the vertices
are ordered upwards according to increasing time (see, for example, Fig. 39). According to equations (B2) and
(B3), each electron propagator contains a sum over the whole electron-energy spectrum and each photon propagator
contains an integral over the photon momentum. Let us place these sums and integrals in front of the expression for
the time-ordered version of the Feynman diagram under consideration. Then, an electron line is characterized by an
electron energy εn and, according to (B2), gives a factor (here we are only interested in time-dependent terms)
exp [−iεn(y0i − y0k)] = exp [−i|εn|(y0i − y0k)] for εn > 0
and
− exp [iεn(y0i − y0k)] = − exp [−i|εn|(y0i − y0k)] for εn < 0 ,
where in both cases we consider y0i > y
0
k. A photon line gives a factor
exp [−i
√
k2 + µ2 (y0i − y0k)] ,
where we consider again y0i > y
0
k. Each time y
0
i in the diagram is marked by a horizontal dashed line. These lines
may intersect other electron and photon lines (see Fig. 39). For the point of intersection with an electron line, we
introduce a factor exp (i|εn|y0i ) exp (−i|εn|y0i ) = 1, where εn is the energy of the intersected electron. For the point
of intersection with a photon line we introduce a factor exp (i
√
k2 + µ2 y0i ) exp (−i
√
k2 + µ2 y0i ) = 1, where k is the
momentum of the intersected photon. In addition, we represent the factor exp (iE′t′) exp (−iEt) as
exp (iE′t′) exp (−iEt) = exp [i(E′ − E)y0im ] exp [−i(E′ − E)y0im ] · · ·
× exp [i(E′ − E)y0il ] exp [−i(E′ − E)y0il ]
× exp (iE′t′) exp (−iEt′) exp (iEt′) exp (−iEy0il−1)
× exp (iEy0il−1) exp (−iEy0il−2) · · · exp (iEy0is) exp (−iEt) . (B4)
As a result of all these representations, the integral over times at fixed intermediate electron states (n) and photon
momenta (k) is
Im ≡
∫ ∞
−∞
dy0im
∫ y0im
−∞
dy0im−1 · · ·
∫ y0il
−∞
dt′
∫ t′
−∞
dy0il−1 · · ·
∫ y0is
−∞
dt
∫ t
−∞
dy0is−1 · · ·
∫ y0i2
−∞
dy0i1
× exp [i(E′ − E)y0im ] exp [i(E − E′ −
∑
(m)
|εn| −
∑
(m)
√
k2 + µ2)(y0im − y0im−1)] · · ·
× exp [i(E − E′ −
∑
(l)
|εn| −
∑
(l)
√
k2 + µ2)(y0il − t′)]
× exp [i(E −
∑
(t′)
|εn| −
∑
(t′)
√
k2 + µ2)(t′ − y0il−1)] · · ·
× exp [i(E −
∑
(s)
|εn| −
∑
(s)
√
k2 + µ2)(y0is − t)]
× exp [i(−
∑
(t)
|εn| −
∑
(t)
√
k2 + µ2)(t− y0is−1)] · · ·
× exp [i(−
∑
(2)
|εn| −
∑
(2)
√
k2 + µ2)(y0i2 − y0i1)] . (B5)
Here
∑
(m) |εn| denotes the sum of the electron energies from the electron lines which are sandwiched between the
horizontal lines corresponding to the times y0im and y
0
im−1
.
∑
(m)
√
k2 + µ2 denotes the sum of the photon energies
from the photon lines which are sandwiched between the horizontal lines corresponding to the times y0im and y
0
im−1 .
Using the identity ∫ 0
−∞
dx exp (−iαx) = i
α+ i0
, (B6)
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we easily find
Im = 2πδ(E − E′) i−∑(m) |εn| −∑(m)√k2 + µ2 · · · i−∑(l) |εn| −∑(l)√k2 + µ2
× i
E −∑(t′) |εn| −∑(t′)√k2 + µ2 + i0 · · · iE −∑(s) |εn| −∑(s)√k2 + µ2 + i0
× i
−∑(t) |εn| −∑(t)√k2 + µ2 · · · i−∑(2) |εn| −∑(2)√k2 + µ2 . (B7)
A similar calculation for t′ < t yields an expression which is obtained from (B7) by a replacement E → −E in all the
denominators.
Because each photon line contracts two vertices, at least m/2 denominators in (B7) have to contain the photon-
energy terms and therefore do not contribute to the singularities under consideration. It follows that G(m/2)(E) has
isolated poles of all orders till m/2 + 1 at the unperturbed positions of the bound state energies. The separation of
these poles from the related cuts is provided by keeping a non-zero photon mass µ. As to the cuts starting from the
lower energy levels, they can be turned down.
APPENDIX C: TWO-TIME GREEN FUNCTION IN TERMS OF THE FOURIER TRANSFORM OF THE
2N-TIME GREEN FUNCTION
To prove the equation (2.56) we have to show that
G(E)δ(E − E′) = 2π
i
1
N !
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N)δ(E′ − p′01 − · · · − p′0N )
×G(p′01 , . . . , p′0N ; p01, . . . , p0N ) , (C1)
where the coordinate variables are omitted, for brevity. According to the definition of G (see equation (2.12)), equation
(C1) is equivalent to
G(E)δ(E − E′) = 2π
i
1
N !
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N )δ(E′ − p′01 − · · · − p′0N )
×(2π)−2N
∫ ∞
−∞
dx01 · · · dx0Ndx′01 · · · dx′0N
× exp (ip′01 x′01 + · · ·+ ip′0Nx′0N − ip01x01 − · · · − ip0Nx0N )
×〈0|Tψ(x′1) · · ·ψ(x′N )ψ(xN ) · · ·ψ(x1)|0〉
= (2π)−2N
2π
i
1
N !
∫ ∞
−∞
dp02 · · · dp0Ndp′02 · · · dp′0N
×
∫ ∞
−∞
dx01 · · · dx0Ndx′01 · · · dx′0N
× exp [i(E′ − p′02 − · · · − p′0N )x′01 + ip′02 x′02 · · ·+ ip′0Nx′0N ]
× exp [−i(E − p02 − · · · − p0N)x01 − ip02x02 − · · · − ip0Nx0N ]
×〈0|Tψ(x′1) · · ·ψ(x′N )ψ(xN ) · · ·ψ(x1)|0〉 . (C2)
Using the identity
1
2π
∫ ∞
−∞
dω exp (iωx) = δ(x) , (C3)
we obtain
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G(E)δ(E − E′) = (2π)−2 2π
i
1
N !
∫ ∞
−∞
dx01 · · · dx0Ndx′01 · · · dx′0N δ(x′01 − x′02 ) · · · δ(x′01 − x′0N )
×δ(x01 − x02) · · · δ(x01 − x0N ) exp (iE′x′01 − iEx01)
×〈0|Tψ(x′1) · · ·ψ(x′N )ψ(xN ) · · ·ψ(x1)|0〉
=
1
2πi
1
N !
∫ ∞
−∞
dx0dx′0 exp (iE′x′0 − iEx0)
×〈0|Tψ(x′0,x′1) · · ·ψ(x′0,x′N )ψ(x0,xN ) · · ·ψ(x0,x1)|0〉 . (C4)
The last equation exactly coincides with the definition of G(E) given by (2.18).
APPENDIX D: MATRIX ELEMENTS OF THE TWO-TIME GREEN FUNCTION BETWEEN
ONE-DETERMINANT WAVE FUNCTIONS
To derive the equation (2.61) we use the following two identities. First, if A is a symmetric operator in the
coordinates of all electrons, we obtain (see, e.g., [204])
Aik ≡ 〈ui|A|uk〉 =
∑
P
(−1)Pψ∗Pi1(ξ′1) · · ·ψ∗PiN (ξ′N )A(ξ′1, . . . , ξ′N ; ξ1, . . . , ξN )
×ψk1(ξ1) · · ·ψkN (ξN ) , (D1)
where repeated variables {ξ} imply integration (the integration over x and the summation over α ) and
A(ξ′1, . . . , ξ
′
N ; ξ1, . . . , ξN ) is the kernel of the operator A. Second, if the kernel of the operator A is represented
in the form
A(ξ′1, . . . , ξ
′
N ; ξ1, . . . , ξN ) =
∑
Q
(−1)Qa(ξ′Q1, . . . , ξ′QN ; ξ1, . . . , ξN ) , (D2)
we can find
Aik = N !
∑
P
(−1)Pψ∗Pi1(ξ′1) · · ·ψ∗PiN (ξ′N )a(ξ′1, . . . , ξ′N ; ξ1, . . . , ξN )
×ψk1(ξ1) · · ·ψkN (ξN ) . (D3)
According to (2.60), we have
G(E)γ01 · · · γ0Nδ(E − E′) =
2π
i
1
N !
∫ ∞
−∞
dp01 · · · dp0Ndp′01 · · · dp′0N
×δ(E − p01 − · · · − p0N)δ(E′ − p′01 − · · · − p′0N)
×
∑
P
(−1)P Ĝ((p′0P1, ξ′P1), . . . , (p′0PN , ξ′PN ); (p01, ξ1), . . . , (p0N , ξN ))
=
2π
i
1
N !
∑
P
(−1)P
∫ ∞
−∞
dp′01 · · · dp′0Ndp01 · · · dp0N
×δ(E − p01 − · · · − p0N)δ(E′ − p′01 − · · · − p′0N)
×Ĝ((p′01 , ξ′P1), . . . , (p′0N , ξ′PN ); (p01, ξ1), . . . , (p0N , ξN ))
≡
∑
P
(−1)P G˜(ξ′P1, . . . , ξ′PN ; ξ1, . . . , ξN ) . (D4)
Using (D1)-(D4) we easily obtain (2.61).
APPENDIX E: DOUBLE SPECTRAL REPRESENTATION FOR THE TWO-TIME GREEN FUNCTION
DESCRIBING A TRANSITION PROCESS
Let us consider the function G(E′, E) defined as
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G(E′, E) =
∫ ∞
−∞
dtdt′ exp (iE′t′ − iEt)〈0|TA(t′)B(0)C(t)|0〉 . (E1)
Using the transformation rules for the Heisenberg operators and integrating over the time variables, we can derive
the following double spectral representation for G(E′, E)
G(E′, E) = −
∫ ∞
−∞
dW ′dW
[ K(W ′,W )
(E′ −W ′)(E −W ) +
L(W ′,W )
(E′ +W ′)(E +W )
]
+
∫ ∞
−∞
dW ′dω
[ M(W ′, ω)
(E′ −W ′)(k0 + ω) +
N(W ′, ω)
(E′ +W ′)(k0 − ω)
]
−
∫ ∞
−∞
dωdW
[ P (ω,W )
(k0 − ω)(E −W ) +
Q(ω,W )
(k0 + ω)(E +W )
]
,
(E2)
where k0 = E − E′,
K(W ′,W ) =
∑
n,m
δ(W ′ − En)δ(W − Em)〈0|A(0)|n〉〈n|B(0)|m〉〈m|C(0)|0〉 , (E3)
L(W ′,W ) =
∑
n,m
δ(W ′ − En)δ(W − Em)〈0|C(0)|n〉〈n|B(0)|m〉〈m|A(0)|0〉 , (E4)
M(W ′, ω) =
∑
n,m
δ(W ′ − En)δ(ω − Em)〈0|A(0)|n〉〈n|C(0)|m〉〈m|B(0)|0〉 , (E5)
N(W ′, ω) =
∑
n,m
δ(W ′ − Em)δ(ω − En)〈0|B(0)|n〉〈n|C(0)|m〉〈m|A(0)|0〉 , (E6)
P (ω,W ) =
∑
n,m
δ(ω − En)δ(W − Em)〈0|B(0)|n〉〈n|A(0)|m〉〈m|C(0)|0〉 , (E7)
Q(ω,W ) =
∑
n,m
δ(ω − Em)δ(W − En)〈0|C(0)|n〉〈n|A(0)|m〉〈m|B(0)|0〉 . (E8)
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TABLE I. The ground-state Lamb shift in 238U91+, in eV.
Point nucleus binding energy −132279.92(1)
Finite nuclear size [39,112] 198.81(38)
First-order SE [123] 355.05
First-order VP [119] −88.60
Second-order QED ± 1.5
Nuclear recoil [141] 0.46
Nuclear polarization [144,145] −0.20(10)
Lamb shift theory 465.52(39) ± 1.5
Lamb shift experiment [149] 468(13)
TABLE II. The two-electron contribution to the ground-state energy in 209Bi81+, in eV.
One-photon exchange contribution 1897.56(1)
Two-photon exchange
within the Breit approximation −10.64
Two-photon exchange
beyond the Breit approximation −0.30(1)
SE screening −6.73
VP screening 1.55
Three- and more photon contribution 0.06(7)
Total theory [39] 1881.50(7)
Experiment [152] 1876(14)
TABLE III. The 2p1/2 − 2s transition energy in
238U89+, in eV.
One-photon exchange [43] 368.83
One-electron nuclear size [43] −33.35(6)
First-order QED [119,123] −42.93
Two-photon exchange within
the Breit appoximation [158] −13.54
Two-photon exchange beyond
the Breit approximation [158] 0.17
Self energy screening [43] 1.52
Vacuum polarization screening [42] −0.36
Three- and more photon exchange [165] 0.16(7)
Nuclear recoil [139] −0.07
Nuclear polarization [144,145] 0.03(1)
One-electron second-order QED ±0.20
Total theory 280.46(9) ± 0.20
Experiment [154] 280.59(10)
TABLE IV. Theoretical contributions to the ground state hyperfine splitting in hydrogenlike ions (in eV).
Ion 165Ho66+ 185Re74+ 187Re74+ 207Pb81+ 209Bi82+
µ/µN 4.177(5) 3.1871(3) 3.2197(5) 0.592583(9) 4.1106(2)
Relativistic value
for point nucleus 2.326(3) 3.010 3.041 1.425 5.839
Finite nuclear charge −0.106(1) −0.213(2) −0.215(2) −0.149 −0.649(2)
Bohr-Weisskopf effect −0.020(6) −0.034(10) −0.035(10) −0.053(5) −0.061(27)
QED −0.011 −0.015 −0.015 −0.007 −0.030
Total theory [179] 2.189(7) 2.748(10) 2.776(10) 1.215(5) 5.100(27)
Experiment [168–171] 2.1645(5) 2.719(2) 2.745(2) 1.2159(2) 5.0840(8)
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TABLE V. The bound-electron g factor in 209Bi82+.
Relativistic value 1.7276
QED 0.0029
Nuclear size correction 0.0005
Total theory [179] 1.7310
Experiment [192] 1.7343(33)
TABLE VI. The relative values of the QED corrections to the total cross section for the radiative recombination into the
K-shell of bare uranium [45], expressed in %.
Impact energy [MeV/u] Correction Vacuum polarization, in % Self energy, in %
100 σ
(1)
en + σ
(1)
bw 0.126 −0.390
σ
(1)
cw −0.006 ?
Total 0.120 −0.390
300 σ
(1)
en + σ
(1)
bw 0.175 −0.513
σ
(1)
cw −0.003 ?
Total 0.173 −0.513
1000 σ
(1)
en + σ
(1)
bw 0.220 −0.591
σ
(1)
cw 0.043 ?
Total 0.263 −0.591
TABLE VII. The zeroth-order cross section σ(0) and the first-order interelectronic-interaction correction calculated in Ref.
[46], in barns. σ
(1)
scr denotes the interelectronic-interaction correction calculated in the screening potential approximation and
σ
(1)
int indicates the results of the rigorous relativistic calculation.
Impact energy [Mev/u] σ(0) σ
(1)
scr σ
(1)
int
2s-state:
100 41.203 −1.393 −2.055
300 9.105 −0.3345 −0.3755
700 2.457 −0.0979 −0.1051
2p1/2-state:
100 33.041 −2.535 −3.088
300 5.042 −0.4538 −0.3864
700 1.065 −0.1022 −0.0861
2p3/2-state:
100 31.489 −2.275 −2.896
300 3.646 −0.3132 −0.2804
700 0.622 −0.0568 −0.0489
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FIG. 1. Singularities of the two-time Green function in the complex E plane.
r r r
E
FIG. 2. Singularities of the two-time Green function in the bound-state region, if the interaction between the electron-positron
field and the electromagnetic field is switched off.
r r r
E
FIG. 3. Singularities of the two-time Green function in the bound-state region, disregarding the instability of excited states.
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r r r
E
FIG. 4. Singularities of the two-time Green function in the bound-state region if the cuts are turned down, to the second
sheet of the Riemann surface. The instability of excited states is disregarded.
r
r r
E
FIG. 5. Singularities of the two-time Green function in the bound-state region if the cuts are turned down, to the second
sheet of the Riemann surface. The instability of excited states is taken into account.
r r r r r r r r r
E
FIG. 6. Singularities of the two-time Green function in the bound state region for a non-zero photon mass, including one-
and two-photon spectra, if the cuts are turned down, to the second sheet of the Riemann surface. The instability of excited
states is disregarded.
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FIG. 7. The contour Γ surrounds the pole corresponding to the level under consideration and keeps outside all other singu-
larities. For simplicity, only one- and two-photon spectra are displayed.
r
r
ω
−µ+ i0
µ− i0
FIG. 8. Singularities of the photon propagator in the complex ω plane for a non-zero photon mass µ.
r r r r r r
✛Γ
FIG. 9. The contour Γ surrounds the poles corresponding to the quasidegenerate levels under consideration and keeps outside
all other singularities. For simplicity, only one-photon spectra are displayed.
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FIG. 10. A deformation of the contour Γ that allows drawing the cuts to the related poles in the case of quasidegenerate
states when µ→ 0. For simplicity, only one-photon spectra are displayed.
s
FIG. 11. The interaction with an external potential δV (x).
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FIG. 12. The first-order self-energy diagram.
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FIG. 13. The first-order vacuum-polarization diagram.
 ❅
FIG. 14. The mass-counterterm diagram.
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FIG. 15. δV - self-energy diagrams.
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FIG. 16. δV - mass-counterterm diagrams.
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FIG. 17. C is the contour of the integration over the electron energy ω in the formalism with the standard vacuum. C′ is
the integration contour for the vacuum with the (1s)2 shell included. The integral along the contour Cint = C
′
− C describes
the interaction of the valence electron with the (1s)2−shell electrons.
✡✡
✡ ✟✟
✠✠
☛☛☛
☛☛✠✠
✠
✟✟✟✡✡
FIG. 18. The first-order self-energy diagrams for a two-electron atom.
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FIG. 19. The first-order vacuum-polarization diagrams for a two-electron atom.
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FIG. 20. One-photon exchange diagram.
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FIG. 21. Two-photon exchange diagrams.
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FIG. 22. The self-energy screening diagrams.
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FIG. 23. The vacuum-polarization screening diagrams.
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FIG. 24. δV - interelectronic-interaction diagrams.
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FIG. 25. Coulomb nuclear recoil diagram.
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FIG. 26. One-transverse-photon nuclear recoil diagrams.
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tFIG. 27. Two-transverse-photon nuclear recoil diagram.
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FIG. 28. Two-electron Coulomb nuclear recoil diagram.
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FIG. 29. Two-electron one-transverse-photon nuclear recoil diagrams.
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tFIG. 30. Two-electron two-transverse-photon nuclear recoil diagram.
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FIG. 31. The photon emission by a one-electron atom in zeroth-order approximation.
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FIG. 32. The first-order QED corrections to the photon emission by a one-electron atom.
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FIG. 33. The mass-counterterm corrections to the photon emission by a one-electron atom.
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FIG. 34. The radiative recombination of an electron with a hydrogenlike atom in zeroth-order approximation.
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FIG. 35. The interelectronic-interaction corrections of first order in 1/Z to the radiative recombination of an electron with
a hydrogenlike atom.
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FIG. 36. The photon scattering on a one-electron atom in zeroth-order approximation.
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FIG. 37. A typical diagram describing two-photon exchange between three electrons in a lithiumlike atom.
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FIG. 38. The radiative recombination accompanied by emission of a soft photon.
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FIG. 39. A time-ordered version of a Feynman diagram.
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