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Abstract
Let I be an integral domain and let f, g, h be polynomials in x over I with positive degrees
m, n and k. McKay and Wang proved that res(f  h; g  h) = [lc(h)mnres(f; g)]k where res(f; g)
denotes the resultant of f and g, and lc(h) denotes the leading coecient of h. In this paper we
extend the result to that of subresultants. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 68Q40; 12Y05; 13P99; 15A15
1. Introduction
Let R be a commutative ring and let A=
Pm
k=0 akx
k and B=
Pn
k=0 bkx
k be poly-
nomials in x of positive degrees m and n over R. The ith Sylvester matrix of A and
B is dened by
Syli(A; B) =
2
666666666664
am am−1 : : : a0
. . .
. . .
am am−1 : : : : : : ao
bn bn−1 : : : b0
. . .
. . .
bn bn−1 : : : : : : bo
3
777777777775
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consisting of n− i rows of A-coecients and m− i rows of B-coecients. The determi-
nant polynomial of an s t matrix over R with s  t is a polynomial of degree  t− s
whose coecient of degree d is the determinant formed by the columns 1; 2; : : : ; s− 1
and t − d. Observe that Syli (A; B) is nonempty if and only if m + n − 2i> 0, i.e.,
either (i  min (m; n) and m 6= n) or (i<min (m; n) and m = n). In this case the ith
subresultant of A and B is the determinant polynomial of Syli (A; B), and is denoted by
Si(A; B). In case R is an integral domain and m=n, we dene Sn(A; B)=B=lc(B). Note
that the coecients of Sn(A; B) may no longer be in R but in its eld of quotients. (This
denition simplies the identity in Lemma 2(a) and, consequently, the statement of the
main theorem.) It is not dicult to see that deg Si(A; B)  i for all i. When equality
holds we say that Si(A; B) is regular, otherwise defective. For 0  i  min(m; n), we
also dene the ith principal subresultant coecient of A and B by
psci(A; B) =
8<
:
lc(Si(A; B)) if Si(A; B) is regular;
0 otherwise:
Subresultants are generalizations of the resultant not only in that S0(A; B) is the resultant
of A and B but also that deg gcd(A; B)=k , Si(A; B)=0 for 0  i< k and Sk(A; B) 6= 0
when R is a unique factorization domain (see [11], or [10, pp. 340{341], and, for a
proof [9, pp. 256{262]).
In this paper we prove the following.
Main Theorem. Let I be an integral domain and let f; g; h be polynomials in x
over I with positive degrees m; n and k. If Sj = Sj(f  h; g  h); Sj = Sj(f; g) and
psc(Sj) = pscj(f; g) then; for 0  j  min(m; n); the following hold:
(i) Sjk = lc(h)
mnk−j2k−jpsc(Sj)k−1 Sj  h.
(ii) If k > 1 then the following hold:
(a) Sjk−1 = (−1)(m−j)(k+1)lc(h)mnk−j
2k+jpsc(Sj)k−1 Sj−1  h.
(b) Sjk−2 =   = S( j−1)k+1 = 0.
Taking j=0 in (i), we derive the result of McKay and Wang [8] that res(fh; gh)
= [lc(h)mnres(f; g)]k . The latter has been generalized to that of multivariate resultants
(see [1]) and was used to derive a formula for the resultant of cyclotomic polynomials
(see [2]).
After the author obtained the above result, he noted that Hoon Hong has obtained
similar results [6] using Collin’s Fundamental Theorem of PRS [3]. The proof in this
paper is based on the Subresultant Theorem of Habicht. Therefore, it is more direct
and seems worthy of publication.
In Section 1 we shall derive some properties of the subresultants and state the
subresultant theorem. In Section 2 we prove the main theorem.
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2. Subresultants
Throughout I will denote an integral domain, and A; B will denote polynomials in x
over I with positive degrees m; n. If m  n there exists unique P;Q 2 I [x] such that
lc(B)m−n+1A= QB+ P;
where degP< degB and where lc(B) denotes the leading coecient of B. We shall
call P the pseudo remainder of A by B and denote it by prem(A; B).
The following follows from the denition of subresultants and the elementary prop-
erties of determinants.
Lemma 1. If m  n and a; b are nonzero elements of I then prem(aA; bB) =
abm−n+1prem(A; B).
Lemma 2. Suppose m  n. Then the following hold:
(a) Sn(A; B) = lc(B)m−n−1B.
(b) Sn−1 (A; B) = (−1)m−n+1 prem(A; B).
Lemma 3. For 0  i<min(m; n); Si(A; B) = (−1)(m−i)(n−i)Si(B; A).
The following theorem is rst stated in [5] in case degA 6= degB and its proof
sketched in [7]. For a complete proof the reader is referred to [4].
Theorem 4 (The Subresultant Theorem). Let Sj=Sj(A; B) and suppose Sj+1 is regular;
i.e.; deg Sj+1 = j + 1; with 0<j<min(m; n).
(i) If Sj 6= 0 and deg Sj = r then the following hold:
(a) Si = 0 for r < i<j.
(b)
Sr =
8><
>:
lc(Sj) j−rSj; if j = n− 1 and m= n;
lc(Sj)
lc(Sj+1)
j−r
Sj; otherwise:
(c) If r  1 then
Sr−1 =
8>><
>>:
(−1) j−r+2
lc(Sj+1)
prem(Sj+1; Sj); if j = n− 1 and m= n; −1
lc(Sj+1)
j−r+2
prem(Sj+1; Sj); otherwise:
(ii) If Sj = 0 then Si = 0 for all i< j.
Remark 5. The above gives rise to the subresultant algorithm that computes all sub-
resultants of A; B 2 I [x]. In case m  n, Sn and Sn−1 are rst computed according
to Lemma 2. (Note that Sn is regular.) Then the next few subresultants up to Sr−1
are computed using Theorem 4(i) where r = deg Sn−1. Since Sr is regular we may
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repeat this process until all subresultants are computed. However, the process cannot
be continued when prem(Sj+1; Sj) = 0. But, in this case, we have Sr−1 = 0 by Theo-
rem 4(i)(c), so Si =0 for 0  i< j by Theorem 4(ii). (The case m<n is left for the
reader.) Therefore, Theorem 4 together with Lemma 2 can be considered as a recursive
denition for subresultants.
3. Proof of main theorem
Throughout I will denote an integral domain, and f; g; h will denote polynomials in
x over I of positive degrees m, n and k.
Lemma 6. Suppose m  n; b = lc(g) and c = lc(h). Then prem(f  h; g  h) =
b(m−n)(k−1)c(mn−n
2)k+nprem(f; g)  h.
Proof. This follows from the denition of pseudo remainder and the fact that lc(g 
h) = lc(g)lc(h)n.
In the following we will calculate the subresultants of f  h and g  h in terms of
those of f and g. For convenience let Si = Si(f  h; g  h) and Si = Si(f; g).
Lemma 7. Suppose m  n. Then;
Snk = lc(h)
mnk−n(nk+1)lc(Sn)k−1Sn  h:
Proof. By Lemma 2(a), we have
Snk = lc(g  h)(m−n)k−1g  h
and
Sn = lc(g)m−n−1g:
Solving for g in the second equation and plug the result into the rst, we obtain the
result by noting that lc(Sn) = lc(g)m−n.
Lemma 8. Suppose m  n. Then
Snk−1 = (−1)(m−n)(k+1)lc(h)mnk−n(nk−1)lc(Sn)k−1Sn−1  h:
Proof. By Lemma 2(b), we have
Snk−1 = (−1)(m−n)k+1prem(f  h; g  h)
and
Sn−1 = (−1)m−n+1prem(f; g):
The result now follows by using Lemma 6 and recalling that lc(Sn) = lc(g)m−n.
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Recall that the degree sequence of f and g is the decreasing sequence of the degrees
of the regular subresultants of f and g. Note that the degree of the zero polynomial
is dened to be −1.
Theorem 9. Suppose m  n and fd1; d2; : : : ; dsg is the degree sequence of f and g.
Then the following hold:
(i) For 1  i  s; Sdik = lc(h)mnk−di(dik+1) lc(Sdi)k−1Sdi  h.
(ii) For 1  i  s− 1; Sdik−1 = (−1)(m−di)(k+1) lc(h)mnk−di(dik−1) lc(Sdi)k−1Sdi−1  h.
(iii) For j 6= dik or dik − 1 for any i; Sj = 0.
Proof. Using induction together with Theorem 4, Lemmas 6{8, it is not hard to see
that fd1k; d2k; : : : ; dskg is the degree sequence for f  h and g  h. Thus (iii) follows.
When i = 1, the result follows from Lemmas 7 and 8 since d1 = n. When i = 2, let
r = d2 = deg Sn−1. Then, by Lemma 8, deg Snk−1 = deg Sn−1  h= rk.
Case 1: Suppose m= n. Then, by Theorem 4(i)(b), we have
Srk = lc(S

nk−1)
(n−r)k−1Snk−1
and
Sr = lc(Sn−1)n−r−1Sn−1:
The latter implies that lc(Sr) = lc(Sn−1)n−r . Hence, using Lemma 8 and note that
lc(Sn) = 1 in this case, we have
Srk = [lc(h)
n lc(Sn−1)lc(h)r](n−r)k−1lc(h)nSn−1  h
= lc(h)(n
2−r2)k−r lc(Sn−1)(n−r)k−1Sn−1  h
= lc(h)(n
2−r2)k−r lc(Sn−1)(n−r)(k−1)Sr  h
= lc(h)(n
2−r2)k−r lc(Sr)k−1Sr  h:
By Theorem 4(i)(c), we have
Srk−1 = (−1)(n−r)k+1 lc(Snk)−1prem(Snk ; Snk−1)
and
Sr−1 = (−1)n−r+1lc(Sn)−1prem(Sn; Sn−1):
Hence, using Lemmas 7, 8, 1, 6 and the fact that lc(Sr) = lc(Sn−1)n−r , we have
Srk−1 = (−1)(n−r)k+1prem(lc(h)−nSn  h; lc(h)nSn−1  h)
= (−1)(n−r)k+1lc(h)n(n−r)kprem(Sn  h; Sn−1  h)
= (−1)(n−r)k+1lc(h)n(n−r)k+rlc(Sn−1)(n−r)(k−1)prem(Sn; Sn−1)  h
= (−1)(n−r)(k+1)lc(h)(n2−r2)k+rlc(Sr)k−1Sr−1  h:
Case 2: Suppose m>n. By Theorem 4(i)(b), we have
Srk =

lc(Snk−1)
lc(Snk)
(n−r)k−1
Snk−1 (1)
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and
Sr =

lc(Sn−1)
lc(Sn)
n−r−1
Sn−1: (2)
Hence,
lc(Sr) =
lc(Sn−1)n−r
lc(Sn)n−r−1
: (3)
Using Lemmas 7 and 8, we obtain from (1)
Srk = lc(h)
(mn−r2)k−rlc(Sn−1)(n−r)k−1lc(Sn)−(n−r−1)kSn−1  h:
Solving for Sn−1 in (2), substituting the result above and applying (3), (i) follows. To
show (ii), we obtain by Theorem 4(i)(c),
Srk−1 =
 −1
lc(Snk)
(n−r)k+1
prem(Snk ; S

nk−1) (4)
and
Sr−1 =
 −1
lc(Sn)
n−r+1
prem(Sn; Sn−1): (5)
Using Lemmas 7 and 8 and applying Lemma 1 we obtain from (4)
Srk−1 = (−1)(m−r)k+m−n+1 lc(h)(mn−nr)k lc(Sn)−(n−r−1)k−2 prem(Sn  h; Sn−1  h):
By Lemma 6, we have
prem(Sn  h; Sn−1  h) = lc(Sn−1)(n−r)(k−1) lc(h)r(n−r)k+r prem(Sn; Sn−1)  h:
Substituting this in the previous identity and using (5) and (3), (ii) is established.
The inductive step is exactly the same as (Case 2) except that the induction hypoth-
esis is to be used in place of Lemmas 7 and 8.
Proof of Main Theorem. In view of Lemma 3 we may assume that m  n. If j = di
for some i, the result follows immediately from Theorem 9. Otherwise, di+1<j<di
for some i or j<ds. In the latter case, as Sj is defective and that Theorem 9 implies
Sjk=S

jk−1 = 0, the result follows. In the earlier case, if jk <dik−1 then, by Theorem
9, Sjk−1 = 0. Since Sj is defective, the result follows. It remains to consider the case
where jk = dik − 1. Since (di − 1)k  jk, k = 1 and j = di − 1. By Theorem 9,
Sjk = S

dik−1 = lc(j)
mn−di(di−1)Sj  h= lc(j)mn−( j+1) jSj  h which established (i).
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