INTRODUC'TION
In early 1972, shortly after the results~n Forrester's book "World Dynamics" (Forrester (1971» had arosed the interest of many people in the study of world models, a project group, named "Global Dynamics" was started in the Netherlands (cf.Rademaker (1972» which set itself as one of its goals to study the effects of the incorporation of controls into the world models considered by the~l.I.T. groups of Forrester and Headows under sponsorship of the Club of Rome (cf. Headows (1972». One way to get a better understanding of a controlled system~s to determine the optimal controls given suitably chosen optimization criteria and to study the sensitivity of these optimal controls to changes in model and,criterion parameters. An essential tool~n such a study is an efficient algorithm (or better: computer program) for the numerical solution of optimal control problems of the particular type at hand.
In case of the "Global Dynamics" project, in which several Dutch universities and companies cooperated, several groups set out to test different classes of known numerical optimal control algorithms~n order to select the one best suited to generate the many optimal solutions required for the project. Two of these groups already reported their results (cf. Olsder & Strijbos (1973) , Dekker & Kerckhoffs (1974». At Eindhoven University of Technology a special experimental program was set up to compare the performance of different known gradient type algorithms. These were applied to the common test problem of the project which consisted of a simplified The outline of the paper is as follows: In Chapter 2 a precise statement is given of the complete controlled ''''orld 2 model and of the test problem, the simplified controlled World 2 model. In Chapter 3 an outline is given of the different gradient algorithms considered in the experimental prop,ram together ,,,ith a discussion of the two different techniques tried out to take into account the bounds on the values of the control variables. Also~n this chapter some remarks are made on the scaling of the variables. In Chapter 4 the numerical results for the different applications of the algorithms are presented and discussed. A short summary of the conclusions. an acknowledgement. a list of references, 5 tables and 4 figures conclude the paper.
THE CONTROLLED I-lORLD 2 MODEL
The World 2 model which Forrester developed for the Club of Rome and which formed the basis of the results in his book "World Dynamics" (Forrester (1971» consists Differential equations in a notation more common to control engineers and equivalent to the difference equations of Forrester were given in Cuypers (1973) . The functions F k (') in these equations are coupZ'inp functions given by Forrester as sectionally linear functions of their arguments. (The index k corresponds to the number of the section in Chapter 3 of Forrester (1971) in which the corresponding coupling function is presented). The arguments of these functions are, respectively, the normalized variables:
F3(MSL).FI6(CR).FI7(FR).FI8(POLR) -0.028.P.FII(MSL).FI2(POLR).FI3(FR).F14(CR)
(POLS = Pollution Standard = 3.6.10 9 )
. factor (= the reciprocal of the capital coefficient with the standard value U = 1/3), r can be allocated for respectively i) birthcontrol, ii) reinvestment, iii) pollution control and iv) protection of the natural resources. In addition, it was assumed that for the items i), iii) and iv) a law of diminishing returns would apply. Thus, the following control multipliers were postulated. The assumed possibility to control the fraction of the ISO for reinvestment was realized by replacing the second differential equation of (2. have a large influence on the optimal behavior. After the discovery of the imperfection the use of the model was continued for reason of its good properties as a test problem.
]UTLINE OF TEiE ALGORITHMS TESTED
Both optimal control problems specified in the preceding sections were of the following basic form:
"Given the state equations x = f(x,u) and which generates the least value of the performance criterion
From a computational point of view this type of optimal control problem is rather simple:
The initial and final times are fixed and there are no terminal constraints. Except for the presence of the constraints on the values of the control variables, a problem which will be dealt with below in a special section, this control problem formulation is well suited for the gradient type of algorithms, as will be seen.
Gradient methods for solving optimal control problems are iterative methods ln which the control vector function is modified in each iteration so as to improve the performance criterion. Most of the algorithms contain the following basic steps 
u(i)(t)+ad(i)(t) and determine the scalar value a(i) of a for which the performance criterion considered as a function of a reaches its minimum value (or ln some algorithms: reaches a lower value which satisfies certain specifications)
, set i: = i+1 and return to step (i).
/
The step in this algorithm by which the different algorithms are distinguished is step (iii). Over the years a great number of search directions have been proposed, most of which, however, have in common that they make use of the gradient (with respect to the control) of the performance criterion (considered as a functional of the control only).
This gradient is, as is well known (cf. Bryson & Ho (1969», at each 
where H is the partial derivative with respect to the control of the Hamiltonian,which u lS defined as:
and where A(t),te:[tb,tfJ is the costate or adJoint vector which a the solution of the costate or adjoint equation
with the "initial" condition
correspon lng to a partlcu ar u can e compute y one
The gradient 7 J(i)(t) u backward integration of the 
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where (3.14) d')~Q!!~:~~~h2~(cf. Pagurek & Woodside (1968» (3.15) 0.16) with <V j(i) ,v(i»
f h t ' t were v t w lC is t e in lnlte lmenSlona equlva ent 0 t e ma rlx-vec or product G(i)d(i-1) where G(i) is the local Hessian), can be determined from (3.J7) where z(i)(t) is the solution of and w(i)(t) is the solution of (3.18)
As CGII-A-method with the replacement of H H in (3.17) and Hand H in ux' uu xx xu (3.19) by respectively~,~, t and t ux uu xx xu
where a(k)(t): 
pro ucts ln 8 ln (3.14) would almost completely be determined by the large gra lent components corresponding to the control components at their bounds, and 8(i) erroneously would get the value of approxi.mately 1.0 in all iterations. In order to cure that situation the algorithms a') -i') were modified with the aid of clipped functions which are defined as
where i) whenever a control component is at its boundary on a particular time interval at some instant during the iteration process, then there is no way when using gradient methods to leave that boundary. This property eliminates in particular a number of otherwise useful start solutions ii) the transformation "distorts" the object function (3.4) very severely in the neighborhood of the bounds which impairs the rate of convergence whenever the optimum happens to be near or partly on the boundary.
iiD the transformation implies an extra programming effort, which, especially in case of the CGII methods, is considerable.
One aspect of the minimization procedure which became clear when using the transformation technique was the importance of good scaling for the convergence behavior. This will be discussed in more detail in the next section.
The convergence behavior of gradient algorithms depends, as is well known, very much on the scaling of the variables relative to the function to be minimized. This phenomenon may be explained with the observation that in gradient algorithms steps are taken which are more or less proportional to the gradient. Whenever a certain gradient vector component 1S large relative to the other components, which means that the object function is very sensitive to changes in the corresponding variable, then a step proportional to the gradient implies a large change in that particular variable, while the opposite would be desirable. The idea behind scaling is therefore to try to make all gradient components of the same order of magnitude, or equivalently, to make the object function equally sensitive to changes 1n all the variables.
In the simplified controlled World 2 model the original control variables turned out to be reasonably well scaled and no effort was put in to obtain a better scaling. As soon as the transformed variables v(t) (3.34)-(3.35) were introduced instead of the original control variables u(t), the need for scaling became more apparent: The gradient components relative to the new variables become In the complete controlled World 2 model the gradient components were no longer of the same order of magnitude. In particular, the gradient component corresponding to the population control variable Up turned out to become much larger than the other componen~.
A closer look at the control multipliers (2.6) explained this: With MSL ", 12 and This approach, which will be called the reformulation t-echnique, used in conjunction with the clipping-off technique to take into account the translated bounds on the~ variables. turned out to improve the convergence of the application of the gradient algorithms considerably. Numerical evidence of this will be discussed in the next chapter.
NUMERiCAL RESULTS
The optimal control histories and the corresponding optimal state space trajectories are given in Fig.4 .1 for the simplified model and in Fig.4 
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In order to compare their relative efficiency all methods to be applied on the simplified model were programmed as special subroutines within one general computer program for solving optimal control problems. Two versions of this general program were used, one of which made use of the clipping-off technique for taking into account the bounds on the values of the control variables, the other one making use of the transformation technique. The aim of this approach was to obtain a comparison of the methods which should be independent of the particular way of programming of the algorithm. The drawback of such an approach was of course the fact that none of the methods was pro-grammed 1n an optimally efficient way.
In the general program the integration of the differential equations was carried out by a standard fourth order Runge-Kutta routine. After some experimentation a stepsize of 2 years was found to be the best compromise between accuracy and required computer time. For the Zine sea2'ch use was made of a quadratic search routine in which first three points on the line are determined which include the line minimum. For the initial stepsize in this search routine, which influences of course the number of function calls, two strategies were tried out, the first one consisting of using in every new line search the same small initial stepsize (a = 0.001 in the clippingstart off-version and a 0.01 in the transformation-version of the general program),the start second one consisting of using an initial stepsize which was equal to half the optimal .
steps1ze~1n the preced1ng 1terat10n. The result 0 t 1S exper1ment 1S glven 1n Table 4 .6 which will be discussed in more detail below. As convergence criterion for terminating the iterative process use was made of the criterion that in two successive steps the performance criterion should not change 1n absolute value more than of number of iterations is the CGIIA method. Unfortunately, however, this method also requires the most computer time per iteration, which makes it into the most time consuming method. The third best method in number of iterations and at the same time the second best in terms of computer time is the DFP method, which makes this method a good second choice. Of interest in Table 4 .3 is furthermore the relative poor performance of the CGIIB method in comparison with the CGIIA method mentioned above and the similarly poor performance of the PARTAN method in comparison even with the SO method. It should be remarked in this context that the number of iterations of the PARTAN method in the present case is defined as the number of search directions, a definition which is different from the one used by Wong, Dressler and Luenberger (1971) . In addition to the results for the different methods of Section 3.2, Table 4 .3 also lists the results for an experimental method, in which the search direction is calculated in the same way as 1n the CGI method (following (3.13» but with a fixed value of~(i) 1.0. The results
show clearly that such a simple-minded method is much inferior to the hardly more complicated CGI method and also inferior to the other methods of Section 3.2. Table 4 .4 shows results similar to Table 4 .3 for the case that the transformation technique is used instead of the clipping-off technique. Again the CGI method is the most efficient method in terms of the amount of computer time. On the average the CGIIA method requires less iterations, however, with the highest amount of computer time per call, the method is at the same time one of the most time consuming methods.The second best method in terms of computer time is in this case the PARTAN method with the DFPmethod being third. Again, the poorer performance of the CGIIB method re13tive to the CGIIA method in terms of number of iterations and number of function evaluations is evident.
In order to make a comparison possible of the application of the transformation technique versus the application of the clipping-off technique, Table 4 .4 also lists the results for the CGI method with the clipping-off technique applied to a case with initial 17 controls (4.6) equivalent to the initial controls (4.5) used to generate the other results in the appeared that the initial convergence using the transformation technique was faster than using the clipping-off technique, whilst the final convergence on the other hand was much slower. Reasons for this phenomenon may be on one hand the simplification of the optimization problem in case of the clipping-off technique caused by the elimination of all control variable components on their bounds and on the other hand the distortion of the equi-cost surfaces by the transformation from the u-variables to the v-variables. • n ortunate y, however there~s one important proviso and that is that in no iteration such large steps are generated that computer overflow results. In fact, in a great number of trials this happened, for which reason the strategy was not used for the comparison runs presented in the preceding tables. From this figure it follows that the CGr method~s again the fastest converging method followed by the PARTAN method, the SD method and the DFP method, which order is reasonably well in agreement with the results presented in Table 4 
CONCLUSIONS
Numerical experiments have been carried out with s~x different gradient methods for the determination of the optimal control of a simplified version of the controlled World 2 model of Forrester. The main conclusion of these experiments was that the most efficient method in terms of computer time and generally also in terms of number of iterations and number of function evaluations was the CGr method (i.e. the infinite dimensional equivalent to the Conjugate Gradient method of Fletcher and Reeves, first suggested by Lasdon, Mitter & Waren (1967) ) in combination with a clipping-off technique (as described by Pagurek and Woodside (1968) 
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