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The present research work focuses on the regionalisation of rainfall-runoff model pa-
rameters, fundamental for the implementation of hydrological models in ungauged or
scarcely gauged basins and needed to reproduce the actual sequence of river discharge in
time. Regionalisation of parameters is based on the transfer of information from hydro-
logically similar gauged basins (where parameters can be estimated) to ungauged basins.
The literature reports on a great number of methods, which are characterised by different
ways to capture basin similarity and to transfer parameters. This work provides further
insights on parameter regionalisation and catchment similarity through the application of
innovative methodologies to support the existing knowledge.
After a preliminary application of a set of consolidated parameter regionalisation tech-
niques on a reference study region, the first experiment develops a methodology to test
the robustness of regionalisation procedures to the availability of data in the study region,
here named “informative content”. In particular, the effect of the density of streamflow
gauging stations and the topological relationships between their corresponding drainage
basins on the different regionalisation techniques is investigated. Such work provides use-
ful information for the choice of the most appropriate method for transferring parameters
to ungauged locations, based on data availability in the study region. In particular, the
use of approaches taking advantage of the information from more gauged basins, selected
relying of their hydrological similarity to the target, result to be preferable for regionali-
sation purposes in both data-poor and data-rich regions.
The focus is then moved to the value of hydrological similarity at sub-basin scale.
Driven by the fact that similarity is generally defined between entire catchments, neglect-
ing some significant differences in the within-basin rainfall-runoff transformation pro-
cesses, a methodology to differentiate hydrological processes at sub-basin scale and to
transfer model parameters from similar sub-basins is proposed. The analysis is based on
the diversification of the parameter values, and therefore of the corresponding hydrological
dynamics, across elevation, one of the main factors influencing the runoff generation pro-
cesses. Results show that the differentiation of runoff dynamics across elevation benefits
the simulation at gauged sites. Even if with some limitations, the proposed methodol-
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Abstract
ogy is able to improve simulations also at ungauged sites in one of the considered study
regions.
Finally, an innovative catchment signature is proposed for improving our knowledge
about hydrological similarity, meant for the delineation of hydrologically similar regions.
A new methodology for identifying the dominant rainfall-runoff transformation dynamics
is presented: the interaction between the entire time series of runoff generation forcings
(i.e. precipitation, actual evapotranspiration and snowmelt) and runoff itself is quantified
taking advantage of the concepts of the Information Theory and used to characterise
and classify catchments with promising results. In particular, the approach is able to
identify similar hydrological dynamics relying exclusively on the information flow from
forcing metereological signals to river streamflow, and should be seen as a complementary
approach to consolidated classification techniques.
This Thesis contributes to the hydrological community, on one hand by providing fur-
ther insights on the practical application of parameter regionalisation techniques, and on
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Premise
Quantifying river flows is vital to many practical water engineering applications, such
as the forecast and mitigation of flood and drought risks, the design of water supply
and drainage systems, but also water quality and ecosystem studies. Naturally, the large
majority of river sections of interest is not provided with gauging stations, which are ex-
tremely heterogeneous in space and sparsely distributed across the globe. For this reason,
the estimate of streamflow in ungauged basins has always been of paramount importance
in Hydrology. This topic received and continues to receive a great deal of attention from
the scientific community; a prominent example is the Predictions in Ungauged Basins
(PUB) initiative, promoted by the International Association of Hydrological Sciences
(IAHS) for the decade 2003-2012, with the primary aim of reducing uncertainty in hydro-
logical predictions in ungauged basins (see Sivapalan et al., 2003; Blöschl et al., 2013).
Depending on the practical application, different hydrological streamflow characteris-
tics can be considered to describe the water regime in a river section. The hydrological
behaviour of a catchment can be summarised with a great (potentially infinite) number
of indexes representing different flow conditions and aspects. Scientists use to refer to
such indexes with the term signatures. By definition, the most complete and versatile
runoff signature is the runoff hydrograph (i.e. the graph of the water level or rate of
flow of a body of water as a function of time) which is the aggregated results of the
many hydrological processes which lead to the transformation of precipitation into river
discharge in the watershed. All the other indexes (e.g. mean annual runoff, seasonality,
flow duration curve, high and low flows) are extracted from the hydrograph by averaging,
estimating probabilities or taking extremes of the runoff time series and highlight infor-
mation which would be difficult to see by observing the entire hydrograph itself. Other
indexes can describe some of the characteristics of the runoff sequences, as for example
repeating patterns (e.g. often estimated with autocorrelation functions). However, while
synthetic indexes summarise the full range of runoff temporal variability, they miss one
critical piece of information in the runoff hydrograph: the actual sequence of runoff in
time (Parajka et al., 2013a); knowing the evolution of the river flow in time is essential to
understand how different individual dynamics combine to produce catchment response.
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One of the options to predict the entire runoff hydrograph in ungauged (or scarcely
gauged) basins is the use of rainfall-runoff models. Hydrological models are process-
based methods that estimate the runoff hydrograph from precipitation and other climatic
variables: fed with a set of meteorological inputs they are able to simulate the hydrological
processes which led to the production of catchment response in time. All rainfall-runoff
models are governed by a set of parameters which characterise the basin. Whatever the
model adopted for practical application, preliminary calibration of all, or at least part of,
model parameters is always necessary: model parameters have to be optimised in order
to minimise the difference between simulated and observed discharge. Such procedure
is indeed possible exclusively at gauged locations, where the historical time series of
streamflow is available. At ungauged locations a possible solution to this problem is to
transpose model parameters from hydrologically similar gauged catchments in the region,
where parameters can be calibrated. This operation is named parameter regionalisation,
and it includes an extremely large variety of approaches which take advantage of different
concepts depending also on model complexity.
This Thesis specifically addresses the issue of hydrological similarity and parameter
regionalisation for rainfall-runoff models. In the last two decades, hydrologic scientists
from all around the world have focused on the determination of the more accurate re-
gionalisation techniques for different case studies and rainfall-runoff models (see e.g. the
reviews of Merz et al., 2006; He et al., 2011; Peel and Blöschl, 2011; Parajka et al., 2013b;
Hrachowitz et al., 2013; Razavi and Coulibaly, 2013; Guo et al., 2021). The purpose of
this Dissertation is to provide innovative analyses for supporting rainfall-runoff modelling
in ungauged basins, focusing on some peculiar aspects and issues of parameter regionali-
sation so far not explored in detail by the literature.
The first issue which will be addressed regards the influence of the quantity and the
type of hydrological data used for validating regionalisation approaches: the synthesis of
existing studies presented in Parajka et al. (2013b) has shown that different groups of
regionalisation approaches have similar efficiency. Still, the regionalisation performance
is related to the quality and quantity of data used for the analysis. So, a very important
aspect for choosing the most adequate regionalisation technique is the informative content
of the study region, i.e. which gauged stations are available for inferring the hydrological
behaviour at the target, ungauged section. Taking advantage of a very densely gauged set
of Austrian basins, we develop here a methodology for assessing how and in which measure
the informative content of a region influences the accuracy of different regionalisation
techniques applied through different rainfall-runoff models. In particular, the effects of
the amount of information (gauging density) and the topological relationships between
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catchments (i.e. presence of nested basins) are explored. The purpose is to provide
further insights for assessing the performances and selecting the parameter regionalisation
approaches most suitable to a specific study region, keeping into account the impact of
data availability.
The choice of the most appropriate approach includes the choice of the type of similar-
ity measure between gauged and ungauged basins considered for estimating parameters at
ungauged locations. The question of what makes two catchments hydrologically similar is
of fundamental importance to the understanding of catchment hydrology. In addressing it,
we are addressing the underlying question of what controls various aspects of hydrological
response (Reichl et al., 2009). Reviewing the existing studies applied in different parts of
the world yields to a collection of different catchment attributes that have been used for
representing similarity (e.g. Beven and Kirkby, 1979; Post and Jakeman, 1999; Peel et al.,
2000; Chiew and Siriwardena, 2005; Hundecha and Bárdossy, 2004a; Laaha and Blöschl,
2006; Lowe and Nathan, 2006; Young, 2006). In addition, when applying rainfall-runoff
models in ungauged basins, similarity is often defined with average catchment charac-
teristics which are supposed to identify behaviour of the whole catchment, thus likely
missing in representing some significant processes that have a strong spatial variability.
Within-catchment variability of rainfall-runoff dynamics is influenced by multiple factors,
and one of the strongest impact is due to the elevation. Elevation in fact, ruling the
temperature gradient, is able to control many processes and, of course, to influence also
on their similarity. A possible solution for taking into account of within-catchment vari-
ability in the rainfall-runoff simulation is the use of semi-distributed model structures,
which divide the catchment into sub-basins differentiating the hydrological transforma-
tions. This is the second issue we address in this Dissertation: taking advantage of a
well-know and simple model structure we implement a semi-distributed parameterisation
framework based on an elevation zone structure, focusing on understanding if and how
similarity of rainfall-runoff generation processes change with elevation. The purpose is
to assess if we can gain useful information by optimising similarity measures at different
altitudes and at sub-basin scale, and if such knowledge can improve simulation both in
gauged and ungauged catchments.
Finally, the third analysis which will be presented in the Thesis is not directly related
to parameter regionalisation, but it is framed within a topic which is complementary to
the transfer of hydrological information: basin classification based on hydrological simi-
larity, that is considered a necessary step for most of regionalisation approaches (Rosbjerg
et al., 2013). Preliminary grouping of watersheds in clusters that are considered homo-
geneous in terms of dominant hydrological processes and rainfall-runoff dynamics may
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be able to enhance the choice of rainfall runoff model structure, as well as the transfer
of model parameters between catchments. In the last years, literature about catchment
classification has explored the use of similarity between climatic indexes and signals, simi-
larity of the geo-morphological basin characteristics and similarity in the runoff responses
and signatures. No studies have so far implemented a similarity measure for catchment
classification which quantifies the interaction between the time sequence of meteorologi-
cal forcings and catchment response. In fact, such measure may capture the predominant
role of some of the hydrological processes in rainfall-runoff transformation. During the
years of my PhD, I had the opportunity to spend seven months at the Water Resources
and Hydrologic Modeling Lab of McMaster University (Hamilton, Canada), led by Prof.
Paulin Coulibaly; taking advantage of the expertise of the research team in the use of
Information Theory (Shannon, 1948) in hydrology, I had the chance to explore the poten-
tial of Entropy measures (in particular of the quantity called Transfer Entropy, Schreiber,
2000) for classifying catchments based on the measure of the interaction between forcing
data and catchment discharge time-series. Of course, this is a gauged-base signatures
and cannot directly be applied to ungauged catchments, i.e. for parameter regionalisa-
tion based on signatures similarity. However, understanding similarity in rainfall-runoff
processes and identifying dominant hydrological dynamics may be useful for enhancing
parameter transfer and for identifying hydrologically similar regions.
The Thesis is structured as follows. Chapter 1 presents a state of the art of param-
eter regionalisation methods and the development of the most common techniques in
the last decades, classifying them and describing their main features, finally deepening
on the addressed research questions. Chapter 2 gives an overview of the study regions
and the datasets used in the experiments of the Dissertation. Chapter 3 describes the
methods: implemented rainfall-runoff models, calibration procedures and regionalisation
methods applied in the next chapters are presented. In Chapter 4, the rainfall-runoff
models are calibrated across all the basins of the main study region, and the proposed
parameter regionalisation methods are tested and compared. Chapter 5 presents the re-
search work performed for assessing the impact of the informative content in the region
when regionalising model parameters. Chapter 6 reports the semi-distributed calibration
and regionalisation framework developed with the purpose to understand how runoff gen-
eration dynamics change with elevation and to test the potential benefits of sub-basin
similarity measures. Finally, Chapter 7 shifts the attention on catchment classification,
in particular exploring the potential of an Entropy measure for enhancing the grouping





1.1 Calibration-dependent nature of conceptual
models
1.1.1 Rainfall-runoff models
Rainfall-runoff models are instruments able to simulate the hydrological dynamics oc-
curring in a catchment and producing river discharge: they can provide streamflow at the
basin outlet as function of a set of meteorological input time-series and catchment char-
acteristics. Meteorological inputs are also called model forcing and are calculated from
observed data, generally by interpolation and averaging procedures. Hydrological trans-
formation and internal model state variables are governed by model equations, constrained
by a set of model parameters which characterise the basin. The output of the simulation
is the basin runoff, the result of the hydrological transformation, which normally has the
same temporal resolution of model inputs. Rainfall-runoff models differ between each
others by both structure and application purpose. A plethora of rainfall-runoff models
is available in the literature but they can be generally classified in physically-based and
conceptual models.
Physically-based models describe distributed mechanics of hydrological processes and
their parameters are (or supposed to be) reflected in field measurements (Beven, 1989).
Model equations respect the principles of conservation of mass, energy and momentum and
internal model states simulate the actual storage and path of water and energy inside the
catchment. Fully physically-based models are appropriate for studying the details of the
hydrological processes but their implementation requires a large amount of information,
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not available in most of basins. Such models are not considered in this Dissertation.
Conceptual models instead make assumptions about the flow processes and represent
the watershed system with a number of storages connected by fluxes. Their spatial res-
olution can be either lumped (the catchment is a single entity) or spatially distributed
(the catchment is divided into single elementary units). They are governed by empirical
equations which do not comply with physical principles (except for mass balance) and
their parameters are not necessarily linked to measurable basin physical characteristics.
Conceptual models provide “simplified representations of key hydrological processes using
a perceived system” (Dawson and Wilby, 2001) and are more frequently implemented for
practical application. In fact, they require minimum amount of data, they are generally
quite easy to implement and the computational cost of their simulations is limited. On
the other hand and for the same reasons, the estimate of their model parameters plays a
key role in the model set-up: given their empirical nature, the estimate of model param-
eter cannot generally be supported by field measurements. Various types of models have
been adopted in different part of the world (e.g. Kokkonen et al., 2003; Littlewood et al.,
2003; Post, 2009) and for a suite of some popular conceptual models, the reader can refer
to Lee et al. (2005).
Figure 1.1: Set-up of a conceptual rainfall-runoff model in case of a gauged basin: model
parameters (P1. . . P4) are calibrated minimising the difference between simulated (Q sim)
and observed (Q obs) discharges.
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Figure 1.2: Set-up of a conceptual rainfall-runoff model in case of an ungauged basin:
model parameters (P1. . . P4) are estimated from hydrologically similar gauged basins (A
and B) through parameter regionalisation.
1.1.2 Model parametrisation in gauged case: calibration
If historical observations of river discharges are available at the basin outlet (i.e. in case
of a gauged catchment), parameter values can be manually or automatically optimised
by minimising the differences between model output and observations (Fig. 1.1). Such
procedure is named model calibration.
1.1.3 Model parametrisation in ungauged case: regionalisation
The calibration-dependent nature of conceptual models makes the estimates of model
parameters particularly trivial in ungauged basins. In this case (Fig. 1.2), observations are
not available and parameters cannot be calibrated: a regionalisation of model parameters
is needed, i.e. they are estimated based on the values of the parameters calibrated for
hydrologically similar catchments.
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1.2 Hydrological similarity
In a general way, catchments can be considered hydrologically similar if they filter cli-
mate variability in a similar fashion, as expressed by their (scaled) hydrological response
(Wagener et al., 2013). Hydrological similarity in terms of direct similarity of rainfall-
runoff processes is very difficult to capture, because most of the processes are difficult to
observe. The most common approach to understand similarity is learning from similari-
ties in climate and catchment characteristics, which are synthesised with indexes. Such
approach makes the assumption that basins with similar characteristics show also hydro-
logically similar behaviour and similar processes (Burn and Boorman, 1992; Oudin et al.,
2010).
1.2.1 Attributes to define similarity
Climate is one of the primary sources of similarity (e.g. Köppen, 1936; Budyko, 1974).
For instance, a typical climatic index which let us understand the availability of water
and energy in the catchment is the aridity index, defined as the ratio of annual potential
evapotranspiration and annual precipitation. Moreover, climate influences most of other
catchment characteristics as vegetation which also have a central role in rainfall inter-
ception and water propagation through the catchment, even at at finer temporal scales.
Temperature have a central role both in soil moisture and snow processes, sometimes
dominating the runoff events at various scales. Anyway, climate alone is often not enough
to understand similarity of hydrological processes (Mcdonnell and Woods, 2004): the rep-
resentation of catchment functioning in terms of partitioning, transmission, storage and
release of water can be improved by catchment physical and morphological characteristics.
For instance, infiltration dynamics can be related to soil properties, vegetation indexes
can help understanding the role of evapotranspiration at large time scales; topography
(slope, aspect and so on) and land cover may influence water propagation; geology and
soil depth are linked, between others, to catchment storage; also drainage area is an in-
dicator of catchment storage, in addition to runoff regulation capacity and concentration
time. These are just some of the most common features which can be considered. More
complex indexes can of course be taken into account: for example, stream network density
(stream length per area) encloses the co-evolution of landscape, soil, vegetation, climate
and geology in a particular region (Abrahams, 1984; Wang and Wu, 2013).
As already said, the above mentioned features are synthesised in numerical indexes
(named attributes or descriptors), calculated by measuring and averaging spatial dis-
tributed characteristics.
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1.2.2 Similarity measures
Once defined which attributes characterise the hydrological processes, similarity be-
tween different catchments has to be measured based on the obtained synthetic indexes.
This section presents the most common approaches to express such measures.
Spatial proximity
We mentioned that similarity can be reflected in a number of catchment characteris-
tics: if one assumes that such features vary smoothly in space, the simplest feature for
similarity can be the geographical location of the catchments, which embraces all the
other characteristics. In this case, the similarity between two basins B1 and B2 can be




[Xgeo(B1)−Xgeo(B2)]2 + [Ygeo(B1)− Ygeo(B2)]2 (1.1)
In the following sections, it will be seen that spatial proximity often demonstrates
to be effective for runoff prediction and it is implemented in a great number of studies,
depending on the study region.
Geo-morphoclimatic distance
Spatial proximity alone is often not enough to properly represent similarity and a set
of catchment attributes must be implemented. In this case, a measure of similarity Φ
between two basins B1 and B2 can be thought as the sum of the “distances” dk(B1, B2)








dk(B1, B2) = |Xk(B1)−Xk(B2)| (1.3)
Eq. 1.3 is valid for attributes described by a single value (as for instance mean catch-
ment elevation or drainage area). Some descriptors instead, are identified by more than a
single value: class-based attributes like land cover, geology and soil type typically indicate
the portion of the catchment area associated to each of their classes. Therefore, each land
cover/geology/soil type class is associated to a numerical value, i.e. the percentage of the
catchment covered by each class: the attributes are thus identified by vectors Xk, formed
by all such percentage values instead of single values; in this case the difference between
9
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The choice of the attributes Xk is strongly related to the study area and of course
strongly depends on the hydrological process of interest. Generally, hydrologists refer to
the “distance” Φ between two basins basins with the term dissimilarity.
Eq. 1.2, based on the distance in the attribute space, is one of the most straightforward
way to express similarity. It gives the same relevance to all the attributes included in the
index, i.e. assigning them equal weights; this is what done by a number of studies, in
absence of previous knowledge about attributes relative importance (e.g. Parajka et al.,
2005; Kay et al., 2007; Oudin et al., 2008; Zhang and Chiew, 2009). Alternative, a
weighting component xk can be included in the expression of dissimilarity (Eq. 1.5); such
weights can be set based on expert judgement (e.g. McIntyre et al., 2005) or even optimised








Similarity measures in regionalisation
Similarity measures are used in the literature in two (complementary) fashions:
• the first is to use hydrological similarity to group catchments into large regions
(sometimes not geographically contiguous) or to identify a “hydrologically consis-
tent” region, then making assumptions for regionalisation purposes. This approach
is sometimes used as a preliminary step in a class of methods which will be in-
troduced in the next sections, called regression-based methods; and, if the dataset
includes basins that are known to be extremely different, it may also the first step
to identify large, more homogeneous regions inside which limiting the search for the
smaller set of the closest donors (see next point);
• the second way to use similarity measures is for identifying, inside the study re-
gion, a few catchments “closest” to the target (ungauged) basin of interest and for
transferring their hydrological information (in this case rainfall-runoff model pa-
rameters). Such catchments are called donors and this approach is the fundamental
of the second class of techniques called distance-based methods. In order to select
donors, a distance-threshold can be fixed and all the catchments within the limit are
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considered as suitable donors, or alternatively a fixed number of donors, the closest
one, can be set.
So far we referred to similarity as the distance in the attribute space between whole
catchments considered as a single, undivided entity. However, nothing prevents one to
consider similarity between basin portions as sub-basin, elevation zones or elementary
Hydrological Response Units (HRUs).
All the above mentioned characteristics, being based on either climatic or geological,
climatic, soil or morphological attributes, are measurable both at gauged and ungauged
locations. For the purpose of identifying homogeneous regions inside an extremely di-
versified available dataset, similarity in runoff signatures, that is in metrics derived from
streamflow measures, can be also used to improve classifications. Such classification is
feasible only at gauged locations, but can be used to improve our knowledge about sim-
ilarity in rainfall-runoff processes and eventually, in a regionalisation perspective, to use
the obtained homogeneous group to train a classification framework based on climate and
catchment characteristics, also available at ungauged locations, as done, for example, by
Toth (2013) and Jehn et al. (2020).
1.3 Parameter regionalisation methods
Once introduced the concept of hydrological similarity, this section describes and clas-
sifies the major techniques for regionalising rainfall-runoff model parameters available in
the literature, providing the theoretical concepts they are based on. Such state of the art
will focus in particular on the methods used for the regionalisation of conceptual models.
It was already introduced how the estimation of model parameters in ungauged locations
is based on the transposition of information from gauged catchments. On the most gen-
eral level, as already introduced in the previous section, regionalisation approaches for
model parameterisation can be classified into two wide categories (He et al., 2011):
• regression-based methods;
• distance-based methods.
In the first case the type of information transferred is the relationship linking pa-
rameter values to catchment features, while in the second the parameters themselves are
transferred.
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1.3.1 Regression-based methods
Regression-based approaches are among the first methods developed for regionalisation
of hydrological model parameters (first notable application dates back to Nash, 1960).
They assume that each single model parameter can be described independently of each
other by a set of basin characteristics (which can be climatic, geographical or physical
basin attributes). In order to do that, they try to define empirical relationships which
link parameters to catchment descriptors: commonly, multiple linear regressions are used
and some or all of the catchments characteristics are transformed (e.g. logarithmically).
A preliminary identification of homogeonous group of catchments for estimating such
relationships, as highlighted in Sec. 1.2, can be implemented based on a similarity measure.
Regression-based methods, in turn, can be divided into two groups: two-steps ap-
proaches and single-step approaches (also called regional calibration).
Two-steps approaches
As the name suggests, this methods are based on two phases: (1) the calibration of
model parameters at gauged locations maximising the goodness-of-fit statistics between
simulated and observed discharges, and then (2) the implementation of multiple-regression
models, solved typically by least square solutions, to relate each parameter to catchment
characteristics. The obtained relationships are assumed to be valid regionally and used to
estimate parameter values at ungauged locations. Regression models can be trained using
all the available catchments in the dataset or a local group of catchments considered to
be homogeneous to the target one.
A great variety of studies following this approach have been developed in the years;
the reader can find some of the most notable examples in Servat and Dezetter (1993),
Tung et al. (1997), Abdulla and Lettenmaier (1997), Kull and Feldman (1998), Sefton
and Howarth (1998), Post and Jakeman (1996), Seibert (1999), Peel et al. (2000) and
Kokkonen et al. (2003), Mwakalila (2003), Xu (2003), Merz and Blöschl (2004), Wagener
and Wheater (2006), Heuvelmans et al. (2006), Parajka et al. (2005), Young (2006),
Deckers et al. (2010), Samuel et al. (2011), Bao et al. (2012).
The method is apparently simple and the estimate of model parameter in ungauged
catchments is straightforward. But, literature shows that resulting relationships between
catchment properties and parameters are generally weak and the accuracy of the simula-
tion in ungagued basin is not always good. Some studies (e.g. Hirsch et al., 1993; Blöschl,
2006) tried to reduce instability of parameter relationships using linear combinations of
highly correlated catchment characteristics, but the low reliability of regression models
is mainly due to the “problem” of equifinality (see e.g. Beven and Freer, 2001) of differ-
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ent parameter sets: in conceptual models there is always more than one optimal set of
parameters leading to the same simulation performances. In addition, regression-based
methods regionalise parameter independently between each other despite their high in-
teraction. On this themes, Bárdossy (2007) demonstrated that non-linear dependencies
of parameters and non-uniqueness of parameter sets makes the fit of a regional transfer
function unsuitable.
A strategy to enhance the parameter identifiability and to constrain regression is the
so-called sequential regression (e.g. Hogue et al., 2000; Wagener and Wheater, 2006; Calver
et al., 2005). Instead of calibrating all model parameters together, calibration is performed
for one parameter at a time (remaining parameters have to be set arbitrarily), starting
from the most identifiable and so on. Each parameter is calibrated against a different
aspect of hydrological response, supposed to be more representative of the parameter
itself. At each step, a regression model is fitted and the considered parameter is estimated
at the ungauged location. In general, this type of regression brings moderate benefits to
parameter identifiability and regionalisation performances (e.g. Lamb and Kay, 2004;
Calver et al., 2005) at the expense of method complexity.
Single-step approaches: regional calibration
Scientist tried to overcome the above cited limitation of regression approaches by im-
plementing a variant of the classical regression method in which calibration and regression
are performed concurrently: instead of calibrating directly rainfall-runoff parameters, re-
gression relationships are previously established across the study region and the regression
coefficients are calibrated. In this case, the calibration is performed simultaneously for
all the stream gauges in the region. The objective is to exploit the spatial information
contained in catchment characteristics to find more reliable model parameters. One of the
first studies on this line was performed by Fernandez et al. (2000), who tried to optimise
both regression coefficients and model performances for a monthly water balance model
in the south-east of United States, obtaining more solid relationships between parame-
ters and catchments characteristics, but no performance improvement. Similar outcomes
were found by, e.g. Szolgay et al. (2003), who calibrated uniform parameters on pre-set
clusters. Slight better results were found when only model performance are optimised
(and not regression relationships) as, for instance, by Parajka et al. (2007) who calibrated
together 320 Austrian catchments, or by Hundecha and Bárdossy (2004b) who adopted
such one-step method for almost 100 German catchments.
More recent applications have focused on the regional optimisation of the coefficients
of transfer equations linking model parameters to landscape and climate predictors for
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enhancing the knowledge of hydrological variability in space: they include Bastola et al.
(2008) who calibrated TOPMODEL for 26 catchments in the UK, Rakovec et al. (2016)
who calibrated the mHM model for 400 catchments across Europe, Mizukami et al. (2017)
who calibrated the VIC model for 531 catchments in the conterminous United States and
Beck et al. (2020) who calibrated transfer functions for a grid version of HBV at global
scale. Merz et al. (2020) developed a new approach for the estimation of spatially con-
sistent distributed parameters in Germany based on transfer equations, which does not
require a priori assumption on the functional relationships between parameters and catch-
ment characteristics. Interestingly, such novel methodology tries to enhance the regional
consistence of model parameters by inferring regionalisation rules which consider several
calibrated parameter sets (with equally good performance due to parameter equifinality)
for each gauged catchment.
1.3.2 Distance-based methods
Distance-based methods rely on the identification of one or more hydrologically similar
(i.e. hydrologically “close”) gauged catchments, called donors, and on the transfer of
their calibrated parameters to the target (ungauged) catchment. Methods belonging to
this class differ for two aspects: (1) the definition of hydrological similarity and (2) the
procedure for transferring parameters from donors to ungauged basin. The definition of
similarity, already treated in Sec. 1.2, is used to select donors and is the foundation of all
distance based methods.
Transfer methods
For what concerns the transfer of parameters, in the recent years a great variety of
approaches have been developed. Here we will refer to different classes of the techniques
discerning between:
• single-donor approaches which adopt the entire set of model parameters from the
selected “best candidate” donor, maintaining the correlation strucuture of the pa-
rameter set;
• multi-donor approaches which detect a number of donor basins (either fixing a
number of best donors or a maximum dissimilarity threshold). Within such class,
methods are divided according to the way in which the information from more
donors is exploited:
– parameter-averaging approaches derive each target parameter independently,
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as a function (generally a weighted average) of the calibrated parameters of
the donors;
– output-averaging approaches transfer the entire set of model parameters from
each one of the donor catchments, thus maintaining correlation among param-
eters. The model is run multiple times with the different parameter sets and
the simulations are averaged.
Within multi-donor classes, parameter or outputs can be either averaged equally or
donors can be associated to weights based on their similarity to the target. Next sections
will separate the literature implementing techniques which use the only spatial proxim-
ity (i.e. geographical location) as similarity measure from the studies which represent
similarity with climatic and geo-morphologic basin features.
State-of-the-art of methods based on spatial proximity
Assuming that hydrological characteristics and hydrological response vary smoothly
in space, the most simple measure of similarity is the geographical distance with the
candidates donor catchments. Given its simplicity it is adopted by several studies in
the literature and deserves a separate section. If we use spatial proximity as measure
of similarity, Euclidean (geographical) distances between ungauged basin U and donor
basins Di are the dissimilarity indexes; thus, the attributes are the coordinates of basin
outlets or centroids Xgeo and Ygeo (Eq. 1.1).
The most straightforward method for parameter regionalisation is probably the nearest
neighbour approach in which spatial proximity is applied in a single-donor fashion: the
entire set of model parameters of the nearest donor is assumed to hold also for the target
catchment. It was applied with satisfactory performances by a number of studies: for
instance, Parajka et al. (2005) successfully validated the method regionalising a semi-
distributed version of the HBV model across a large set of Austrian basins, Li et al.
(2009) applied it successfully for the regionalisation of the Xinanjiang model in south-
east Australia, Vandewiele and Elias (1995) found that 44% of 75 basins in Belgium are
well modelled by nearest available parameter set, and Randrianasolo et al. (2011) used
the nearest donor catchment to enhance hydrological forecasting at ungauged locations
in France.
When considering more donors, a simple approach, within the parameter-averaging
class, is to assume that donors within a certain radius from the target are equally good
and that each parameter can be estimated with their average calibrated values (e.g Parajka
et al., 2005; Cislaghi et al., 2019); however, results are generally outperformed by all the
other distance-based methods. On this line, more sophisticated approaches interpolate
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parameter values based on the distance from the target, thus assigning a weight to each
donor: simple inverse-distance average or more complex geostatistical techniques based
on kriging: Vandewiele and Elias (1995), Merz and Blöschl (2004), Parajka et al. (2005),
Viviroli et al. (2009), Swain and Patra (2017) obtained very good performances using
ordinary kriging (i.e. interpolating each parameter based on their spatial correlation), but
when compared to the accuracy of a single-donor approach using neighbouring catchment
parameter sets, they are often similar (see e.g. Parajka et al., 2005). All parameter-
averaging approaches suffer of part of the problems affecting regression based methods
due to the fact that they do not maintain the correlation structure of the parameter set.
In order to overcome problems due to parameter inter-correlation, the combination of
output-averaging and spatial proximity is one of the best solutions, adopted by a number
of authors: for instance, McIntyre et al. (2005) were among the first to test this type of
approach on a large set of British catchments and improved significantly the poor perfor-
mances of the single-donor approach; Oudin et al. (2008) obtained the best regionalisation
perfomances by averaging the simulation of the first four or seven nearest donor basins,
respectively for the TOPMO and GR4J models, across a very dense set of more than a
thousand French catchments; Li and Zhang (2017) implemented output-averaging both in
lumped and grid-based fashions for the SIMHYD and Xinanjiang rainfall-runoff models
across more than 600 Australian catchments; Arsenault et al. (2019) discovered that a
donor-based spatial-proximity method was to be preferred for the regionalisation of the
GR4J, HMETS and MOHYSE hydrological models in semi-arid and humid ungauged
catchments in Mexico.
Depending on the study region, the assumption that spatial proximity is a good proxy
for similarity of the hydrological response is not always valid. Climatic conditions of course
influence similarity: among others, Patil and Stieglitz (2012) and Li and Zhang (2017)
demonstrated that nearby gauged catchments are less useful for prediction in ungauged
basins in arid regions.
State-of-the-art of methods based on geo-morphoclimatic distance
The main alternative to the simple spatial proximity is the use of climatic and physio-
graphic catchment characteristics to define similarity. Sec. 1.2 introduced that the ratio-
nal is that basin properties can predetermine hydrological behaviour (Burn and Boorman,
1992; Oudin et al., 2010) and that both climatic and geo-morphological catchment struc-
tural characteristics are essential for representing hydrological response (Wagener et al.,
2007), which have to be somehow synthetised in indexes and used in the expression of
similarity measure.
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As already stressed, the hardest challenge in these approaches is the choice of the
attributes to include in the definition of similarity (Eq. 1.2) or to set their weights (Eq. 1.5).
Such choices strongly depend on the region and an accurate selection of the most suitable
attributes is always needed. However, looking at studies conducted all around the globe,
some attributes are demonstrated to be frequently needed, as elevation (see e.g. Kokkonen
et al., 2003; Parajka et al., 2005; Zhang and Chiew, 2009), annual precipitation or aridity
index (see e.g. McIntyre et al., 2005; Parajka et al., 2005) and catchment area (see e.g.
McIntyre et al., 2005; Zhang and Chiew, 2009). Oudin et al. (2010) pointed out that such
attributes should include the description of geological and lithological characteristics,
which are often the cause of misrepresentation of catchment similarity.
Also with the geo-morphological and climatic similarity measures, several approaches
to transfer parameters were tested. Similarly to what reported for spatial proximity, most
straightforward approach can be to optimise similarity measures for identifying a single-
donor from which transferring the entire parameter set (e.g. Bárdossy, 2007; Parajka et al.,
2005; Zhang and Chiew, 2009; Viviroli et al., 2009);
Alternatively, parameter can be averaged individually from more than one single
donor: some studies, as for example the ones of Kay et al. (2007), Samuel et al. (2011)
and Cislaghi et al. (2019), identified pooling groups of donor catchments with attribute
distances below a maximum threshold of dissimilarity and take the (eventually weighted)
average of model parameters.
Finally, others tried to use the added value of multi-donor approaches, but without
loosing parameter correlation, i.e. implementing output-averaging for a pool of selected
“nearest” catchments in the space of the characteristics (e.g. McIntyre et al., 2005; Oudin
et al., 2008; Reichl et al., 2009; Viney et al., 2009; Zelelew and Alfredsen, 2014; Beck et al.,
2016; Li and Zhang, 2017). Again, in an output-averaging framework, donors can either
contribute equally (e.g. Oudin et al., 2008) or be weighted based on their dissimilarity to
the target (e.g. Reichl et al., 2009).
Suitability of donors
Distances in the geographical and/or attributes space between ungauged and gauged
catchments are indeed the guiding ratio for the choice of the most suitable donors. At
the same time, an additional aspect which must be taken into account is the suitability
of a gauged catchment to serve as donor: keeping in mind that all the distance-based
approaches are based on the unavoidable assumption that parameters reflect the hydro-
logical behaviour of the catchment, the reliability of the calibrated model is a necessary
condition for a candidate donor: if a model does not capture the correct processes of
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rainfall-runoff generation over a catchment, there is no point of transferring the probably
flawed model parameters for such catchment to the ungauged one (He et al., 2011). For
this reason, inadequate model performance at-site (i.e. when calibrated against observa-
tions) of gauged catchments cannot be ignored: unsuitable basins can be excluded fixing
a minimum performance threshold (e.g. Boldetti et al., 2010; Beck et al., 2016), or pe-
nalising unbehavioural modelling as done for instance by McIntyre et al. (2005), Reichl
et al. (2009) or Zelelew and Alfredsen (2014): they applied an output-averaging approach
where donor contributes are weighted based on their similarity to the target and, in or-
der to give less importance (lower weight) to less suitable donors, they defined similarity
measured as a the product of two indexes: “prior likelihood”, function of at-site accuracy,
and “posterior likelihood”, based on the similarity between donor and target in term of
attributes.
1.3.3 Overview of previous studies
The reliability of different parameter regionalisation approaches depends on a great
number of factors linked to the characteristics of both study region and available data.
Each technique has its advantages and its drawbacks and, in fact, the outcomes of the
above cited studies, which compare different methods applied all around the world, not
always match. However, certain tendencies in the results allow hydrologists to draw some
general conclusions we summarise here (see e.g. the reviews of He et al., 2011; Parajka
et al., 2013b; Razavi and Coulibaly, 2013; Guo et al., 2021).
The limitations of all the regression-based methods in predictive accuracy is due to
the concurrent effect of (1) the equifinality of different parameter sets which leads to weak
relationships between parameters and basin attributes (e.g. Beven and Freer, 2001) and
(2) the strong inter-correlation between parameters of the same hydrological model that
is neglected in such approaches (e.g Bárdossy, 2007). For such reason, regression-based
methods have been demonstrated to be generally outperformed by distance-based meth-
ods by a number of recent studies conducted in different part of the world (e.g. Kokkonen
et al., 2003; Merz and Blöschl, 2004; Parajka et al., 2005; Oudin et al., 2008; Reichl et al.,
2009; Bao et al., 2012; Steinschneider et al., 2015; Yang et al., 2018; Arsenault et al., 2019;
Cislaghi et al., 2019). Of course, such outcomes cannot be completely generalised, there
are exceptions: for instance, Samuel et al. (2011) found that predictive performance of
regressions were better than a simpler parameter-averaging method; Kay et al. (2006) no-
ticed that the use of pooling groups for site-similarity failed the simulation for catchments
with higher contributes of baseflow, and it was outperformed by a regression based ap-
proach. Even if regressions methods, due to the above limitations, are not applied in the
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present work, they are still useful to investigate the relationship between the parameters
and catchment characteristics.
Within distance-based group, the common hydrological sense would suggest to avoid
to average single parameters independently, as it is done in parameter-averaging methods,
in order to maintain the correlation structure among parameters, which have been demon-
strated to be a necessary condition for reliable runoff predictions (Bárdossy, 2007). On the
other hand, some inter-comparison studies reported very good accuracies for parameter-
averaging techniques: in Austria, Merz and Blöschl (2004) and Parajka et al. (2005)
regionalised the single parameters of the HBV model with an ordinary kriging approach
(which interpolates parameter based on their spatial correlation) finding good perfor-
mances, comparable to those of a single-donor approach also based on geographical dis-
tance; with the same model structure, Samuel et al. (2011) found the use of the single
parameter set of the most similar or nearest donor to be unsuitable for a set of sparsely
located basin in Ontario (Canada), in respect to an inverse-distance weighting approach
based on catchment characteristics for averaging parameters. Such results are probably
due to the fact that the use of a single-donor approach supposes (1) the presence of a
“companion” (gauged) donor catchment in the region, enough hydrologically similar to
the target to be suitable for the transfer of the entire parameter set, and (2) that the
selected similarity measure is able to identify it.
Output-averaging approaches are able to overcome the limitations of both parameter-
averaging and single-donor approaches: transferring the entire sets of model parameters
obtained over more than one basin and averaging the simulations allows on one hand to
maintain the correlation among parameters, and on the other hand to use the informa-
tion of more than a single hydrologically similar watershed, eventually averaging out the
effect of a misrepresenting donor. In fact, starting from the first application of McIntyre
et al. (2005), output-averaging have been adopted successfully in an increasing number
of studies (e.g Oudin et al., 2008; Viviroli et al., 2009; Reichl et al., 2009; Zelelew and
Alfredsen, 2014; Beck et al., 2016; Arsenault et al., 2019).
1.4 Research questions
1.4.1 Choice of the donor catchments and transfer methods in
the study region
It was already pointed out that evidences from the literature, with the exception of the
few general guidelines provided in the studies listed in the previous section, do not provide
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specific guidance on which and where different parameter regionalisation methods perform
best. However, it was also highlighted that distance-based methods are demonstrated to
generally overcome other types of approaches. Their application involve several choices,
strictly related to the region and data of interest: the selection of the similarity measure,
the number of donors to include in the regionalisation process and, of course, also the
method to transfer parameters from gauged to ungagued basins. Such aspects are indeed
strongly interconnected and have to be carefully evaluated in practical applications.
The first analysis, presented in Chapter 4, was conducted to set up and test dif-
ferent parameter regionalisation frameworks based either on spatial proximity or geo-
morphoclimatic distance, applied for two hydrological models. This involves the assess-
ment of the type of similarity and the method features which better suit parameter re-
gionalisation for each of the selected rainfall-runoff models. The experiment is conducted
over the main study region of this Dissertation: a large set of 209 Austrian catchments.
After selecting a group of techniques, based on the literature experience, we will answer
to the following preliminary research questions:
Which similarity measure better suits the transferability of the parameters of different
rainfall-runoff models? How many donors should be used? And finally: which transfer
method performs best?
1.4.2 Impact of the informative content of the region
The reliability of the regionalisation techniques is linked to a number of features of
the study region concerning climate, topography and so on; but, one of these aspects is
known for playing a central role in method performances: gauged data availability. In
very densely gauged areas, spatial proximity is expected to be a good similarity measure,
as demonstrated by Merz and Blöschl (2004) and Parajka et al. (2005), who tested dif-
ferent regionalisation approaches on a dense dataset of more than 300 watersheds across
Austria. Similar results are presented in Oudin et al. (2008), who examined spatial prox-
imity on a set of 913 French catchments without snow impact. But different outcomes
may be obtained when the gauged stations are less dense and less interconnected (that
is, with less availability of stations along the same river). For example, Samuel et al.
(2011) regionalised the parameters of the HBV model for a sparsely gauged dataset (135
watersheds in the wide area of Ontario, Canada) and found that the best approach for
such a study area was an inverse-distance parameter averaging of a pre-selected set of
physically similar catchments. Some efforts have been made by hydrologists in order to
assess the impact of the number of stream gauges in the region of the target catchment
(i.e. gauging station density): Oudin et al. (2008) tested also the effect of the density
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of streamflow stations on the above mentioned set of France catchments, finding strong
dependency of the performance of output-averaging techniques (based on physycal simi-
larity and spatial proximity) on the number of neighbouring stations. In the same study
region, the more recent study Lebecherel et al. (2016) confirmed the central role of the
density of the hydrometric network on the use of spatial proximity as similarity measure.
On the same line, Patil and Stieglitz (2012) observed that density of measures affects
more favourably the regionalisation procedure in humid, rather than in dry, regions. In
the review of Parajka et al. (2013b), the outcomes of the methods were compared to the
number of stations used in the experimental datasets, but not to their spatial density.
A further characteristic of the available data which has to be taken into account is the
topological relationship between the river sections in the dataset: let us assume that we
have to set up a rainfall-runoff model for an ungauged river section, and there are available
parameter sets calibrated on gauged sections located downstream or upstream on the same
river, i.e. the ungauged catchment is nested in respect to one or more gauged catchments;
in this case the down or upstream gauged basins share part of their drainage area with
the target, and they are probably more hydrologically similar to it than any other basin
in the dataset. Therefore, it is also likely that parameter regionalisation approaches will
perform particularly well in this condition. In companion research fields, geostatistical
methods have been developed ad hoc to take advantage of the topological relationship
between basins for the regionalisation of hydrological variables not related to the use
of rainfall-runoff models (Top-Kriging, Skøien et al., 2006). In model regionalisation,
few applications have analysed the usefulness of nested donors: for instance, Merz and
Blöschl (2004) showed that averaging parameters from down/upstream donors gives the
best streamflow prediction; however, if the condition of “nestedness” applies to most of the
basins in the experimental dataset, the significance of the results may be not transferable
to a region with less strong topological relationships between the catchments, i.e. “poor”
of nested basins. So far no studies have investigated the effect of nested basins on different
parameter regionalisation techniques and different rainfall-runoff models.
The data availability, which includes density of gauging stations and topological rela-
tionship of the basins in the dataset, will be named here informative content of the study
region. In order to give further instruments to hydrological modellers for choosing the
most suitable technique, one of the analyses of the Dissertation, presented in Chapter 5,
will try to answer the following research questions:
How much do i) the presence of nested catchments and ii) station density influence the
performance of methods for regionalising rainfall-runoff models? Which techniques and
which similarity measures are more affected by a deterioration of the informative content
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of the region?
1.4.3 Value of sub-catchment similarity for parameter transfer
The notion of similarity is, and will always be, a critical issue in hydrology. As already
pointed out, the use of basin properties to define a similarity measure is the first step of
all distance-based techniques, as well as in many other PUB studies (see Blöschl et al.,
2013).
Hydrological processes change between regions, between single catchments, but also in-
side the same basin. Similarity is often defined at catchment scale to transfer hydrological
parameters from catchment to catchment, neglecting the pronounced within-catchment
variability of the rainfall-runoff processes (Samaniego et al., 2017; Kling and Gupta, 2009;
RouholahnejadFreund et al., 2019), that is instead often needed to better reproduce the
spatially heterogeneous hydrological processes taking place in the basin. In fact, when ap-
plying spatially distributed models, the catchment is usually divided in elementary units
(HRUs) or grid cells, by which meteorological inputs and rainfall-runoff generation pro-
cesses are differentiated; therefore, it is possible to evaluate similarity between the single
HRUs, but this has not been explored in detail so far, in particular in order to quantify
the benefit of such approach (applied at higher spatial resolution), in respect to those of a
lumped modelling framework. A notably exception is the study of Li and Zhang (2017),
who compared the impact of the same similarity measures on two rainfall-runoff models
(SIMHYD and Xinanjiang) when applied at catchment or at grid scale in Australia: in the
case of the grid modelling approach, they transferred the model parameters between grid
model elements rather than between entire catchments, finding only marginal improve-
ment in regionalisation accuracy, in respect to the classical lumped approach (but they
do not allow the similarity indexes to vary in space and between the two approaches).
In particular, literature so far has not focused specifically on the regionalisation of
semi-distributed models, which represent a trade-off between parsimonious lumped and
complex fully distributed conceptualisations: some studies have focused on the transfer of
the parameters of semi-distributed models between nested basins of the same watershed
(e.g. Pechlivanidis et al., 2010; Lerat et al., 2012; de Lavenne et al., 2016), but to the
best of our knowledge no studies have so far developed a framework for the transfer of
parameters between sub-catchments referring to different rivers.
Looking at the drivers of the spatial variability of the hydrological processes, one of the
main factors which influences rainfall-runoff transformations inside the same catchment
is with no doubts the elevation. In fact, elevation indirectly influences most of processes
through the temperature gradient: precipitation state (liquid or solid), and evapotranspi-
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ration, but also the vegetation covers are ruled, between other factors, by temperature.
Differentiating the characterisation of hydrological processes, and with them the notion
of similarity, across elevation zones, may improve our knowledge about the transforma-
tion taking place at different altitudes. In fact, it was already argued that elevation is
often included in similarity measures (see e.g. Kokkonen et al., 2003; Parajka et al., 2005;
Zhang and Chiew, 2009). Viviroli et al. (2009) favoured the transfer of parameters be-
tween catchments at the same elevation considering three homogeneous bands of altitude
in Switzerland with marginal benefits, but they used the same index to identified donor
at different elevations.
The above mentioned matters lead us to the following part of the Dissertation, exposed
in Chapter 6, which will investigate the variability of similarity measures with elevation:
using a semi-distributed version of the rainfall-runoff TUW model structure, an innova-
tive semi-distributed calibration and regionalisation frameworks based on elevation zone
are proposed. Special focus will be dedicated to the similarity of the runoff generation
processes, highly impacted by elevation since involving snow and soil moisture dynamics.
Applying the analyses to two very large study regions including overall more than 700
catchments (the already mentioned Austrian case study and an additional dataset of more
than 500 US catchments), the research questions which are addressed are:
How is similarity changing across elevation? Is the proposed semi-distributed approach
giving benefits to the rainfall-runoff simulations? Does a semi-distributed calibration and
regionalisation approach improve simulation in ungauged catchments?
1.4.4 Similarity as interaction between forcing data and runoff
The last issue which will be addressed by this Dissertation represents a separated
analysis which, even if not directly aimed at the regionalisation of rainfall-runoff model
parameters, lies in the field of catchment classification, which, as already mentioned, is a
companion analysis and often a necessary step of regionalisation approaches.
In Sec. 1.2 it was argued that the evaluation of similarity in rainfall-runoff transforma-
tions is often assessed also by taking advantage of similarity in catchment runoff response,
even if available only at gauged locations.
In the case of rainfall-runoff model regionalisation, similarity should reflect the inter-
action between meteorological forcings and river streamflow time series, in particular at
fine temporal scale, in order to reproduce similarity in the rainfall-runoff transformation
processes. A quantification of such interaction may be used to better classify and identify
similar watersheds with the purpose of model improvement or parameter regionalisation.
Hydrologists have so far tried to capture similarity between basin meteorological forcings
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(i.e. similarity of climate) or between streamflow time-series (i.e. similarity of runoff
response), but no studies have so far implemented a similarity measure based on the
interaction of model inputs and outputs.
Chapter 7, after reporting past research experiences in such direction, explores the
potential of an innovative tool, based on Shannon’s Information Theory, for measuring
the interaction between hydrological signals, in particular between meteorological forcing
and river runoff, and introduces a procedure for classifying catchments accordingly. The
“gauged nature” of the analysis, which implies the knowledge of the streamflow time
series, prevents the direct application of such methodology for regionalisation purposes,
but it may help to improve our knowledge about catchment similarity. The analysis tries
to answer the following research questions:
Are we able to quantify the interaction between meteorological forcing and river dis-
charge by relying on the concepts of Information Theory? Is such measure representative




Study regions and data
In order to test the experiments conducted in this dissertation, the main study region
considered is the Austrian country, used for all the analyses. An additional case study
extending all across the Conterminous United States (named CONUS) is the employed
for the experiment described in Chapter 6. For both regions, data for a large set of
catchments, including meteorological inputs and streamflow measures, are available, but
basin mutual relationship and climatic variability across the dataset are strongly different
between the two cases study.
This chapter presents and describes the study regions and the available data, as well
as the processes followed for the extraction of additional catchment characteristics needed
for the analysis.
2.1 Main study region: Austria
In Austria, the available case study is composed by 209 catchments (see Fig. 2.1,
panel a)) covering a large portion of the country. Their size varies considerably, mainly
under 1000 km2 (90% of the basins) and just 3 watersheds extend over more than 3000
km2. The topography of the country varies significantly from the flat and hilly area in
the north-east to the Alps in the centre and in the south-west, particularly steep in the
extreme west. The annual precipitation ranges from about 600 mm in the east, where
the evaporation plays an important role in the water balance, to more than 2000 mm
in the west, mainly due to orographic lifting of north-westerly airflows at the rim of the
Alps (Viglione et al., 2013). Even if the amount of precipitation and evapotranspiration
ranges consistently, the aridity index assumes values from 0.2 to 1, meaning that the all
the watersheds are mainly wet or weakly arid (annual evapotranspiration is never higher
than precipitation). Land use is mainly agricultural in the lowlands and forest in the
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Figure 2.1: Panel a) Study area, blue points refer to stream gauges and black lines to
catchment boundaries. Panels b), c) and d) Spatial pattern of some climatic attributes
across the study area.
medium elevation ranges. Alpine vegetation and rocks prevail in the highest catchments
(Parajka et al., 2005). Fig. 2.1 (panels b), c) and d)) shows the spatial pattern of mean
annual precipitation, snow depth and aridity index across the study area.
Data have been provided by the Institute of Hydraulic Engineering and Water Re-
sources Management (Vienna University of Technology), which previously screened the
runoff data for errors and removed all stations with significant anthropogenic effects.
Hydro-meteorological data include daily streamflow and daily inputs to the rainfall-runoff
models for the 33 years period 1976-2008: daily average precipitation, temperature and
potential evapotranspiration defined for 200 meters elevation zones for all the study catch-
ments. Model inputs were prepared by the Austrian colleagues, who spatially interpolated
daily precipitation and air temperature values from 1091 and 212 climatic stations re-
spectively, using methods which include elevation as auxiliary information: in particular,
external drift kriging was used for precipitation, and the least-squares trend prediction
method was used for air temperatures (Pebesma, 2001). The potential evapotranspiration
was estimated by a modified Blaney-Criddle method (Parajka et al., 2005) using inter-
polated daily air temperature and grid maps of potential sunshine duration calculated
by the Solei-32 model (Mészáros et al., 2002). Spatially interpolated values were then
averaged for each elevation zone.
In addition to hydro-meteorological data, a set of geo-morphoclimatic catchment at-
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Table 2.1: Available catchment attributes for the Austrian case study.
Code Unit Min Median Max Description
Elev m a.s.l. 287 915 2964 Average elevation
Area km2 14 168 6214 Drainage area
Slope m/m 0.9 12.4 28.5 Mean slope
Precip mm 675 1230 2310 Mean annual total precipitation
maxP mm 35 49 84 Mean annual maximum daily precipitation
PET mm 281 608 715 Mean annual total evapotranspiration
SnowF - 0.06 0.17 0.60 Fraction of precipitation fallen as snow(i.e. precipitation fallen in days below 0°)
SnowD cm 1 14 68 Mean annual snow depth
Aridity - 0.21 0.46 0.96 Aridity index (meanPET/meanP)
Irrad kWh/m2/day 1750 1899 2274 Mean annual solar irradiance
RiverD m/km2 0 830 1256 Stream network density
FARL - 0.56 1 1 Flood attenuation index by reservoir and lakes
Land Cover % - - - Portions of land use coverage
Geology % - - - Portions of geological formations
Soils % - - - Portions of regional soil types
Forest - 0 0.47 0.93 Fraction of catchment covered in forest
AcqPort - 0 0.01 0.83 Fraction of catchment with porous aquifers
tributes were also made available: topographic attributes such as mean catchment ele-
vation and mean slope, which were previously derived from 1 × 1 km digital elevation
model; climatic features such as mean and maximum annual precipitation, aridity index,
and snow fraction of precipitation were instead derived from climatic input time series,
while average snow depth was interpolated (analogously to what done for daily precipi-
tation) from the vast snow gauge network covering the country; stream network density
was calculated from the digital river network map at the 1:50000 scale for each catchment
(Merz and Blöschl, 2004); FARL (i.e. flood attenuation index by reservoirs and lakes),
boundaries of porous aquifers, and main geological formation were the same used and
described in detail in (Parajka et al., 2005).
The set of available catchment attributes was completed with three additional features
which were ad-hoc calculated for the each watershed, based on its drainage contour:
• land use coverage, derived from CORINE Land Cover maps updated to year 2012
(https://land.copernicus.eu/pan-european/corine-land-cover/clc-2012)
• mean annual solar irradiation, computed with the function r.sun.daily of GRASS
GIS software (GRASS Development Team, 2017) as function of the latitude and the
terrain topography (slope and aspect), derived from the Shuttle Radar Topography
Mission (SRTM) Global Digital Elevation Model with a resolution of 3 Arc-Seconds
(∼ 90 meters), freely available at http://srtm.csi.cgiar.org (Reuter et al., 2007)
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• soil type coverage, extracted from the FAO/UNESCO Soil Map of the World
(http://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases/en/)
Tab. 2.1 reports a summary of the presented basin descriptors, along with their main
statistics across the study region. For land cover classes, as well as for geology and soil
type classes, the catchments are associated to more than one single attribute: each basin
is described by the portions of the total catchment area corresponding to each class (and
for this reason, Tab. 2.1 does not report the min/median/max values of such descriptors.
2.2 Additional study region: United States (CAMELS
dataset)
The second selected case study belongs to the Contiguous United States of America
(i.e. continental portion of the USA with the exception of Alaska, also called CONUS).
The choice of such study region is due to the recent publication of a very large-sample
(and open access) watershed-scale hydrometeorological dataset of 671 catchments covering
great portion of the country and minimally impacted by human activities: the CAMELS
dataset, provided by Newman et al. (2015), who developed and made available the hy-
drometeorological data, and Addor et al. (2017), who complemented the dataset with
catchment attributes.
The 671 basins span the entire CONUS and cover a wide range of hydroclimatic
conditions. They range from wet, warm basins in the southeastern (SE) US to hot and
dry basins in the southwestern (SW) US, to wet, cool basins in the northwestern (NW)
and dry, cold basins in the intermountain (Rocky Mountains) western US (Newman et al.,
2015). Fig. 2.2 shows the variability of mean annual precipitation (mm) and aridity (-)
across the watersheds; square dots refer to snowy catchments, where the fraction of solid
precipitation is higher than 10%. The availability of water varies considerably in the
country: there are many energy-limited basins with dryness ratios as small as 0.2 and
many water-limited basins with dryness ratios as large as 5.
The dataset was specifically built for hydrological modelling: daily meteorological forc-
ing data are available at different spatial scales, in order to fit a variety of rainfall-runoff
model configurations: lumped (entire catchment), 100 m elevation bands and hydro-
logic response units (HRUs). They were calculated via areal average from the gridded
meteorological dataset Daymet (Thornton and Running, 1999): it is a daily, gridded
(1× 1 km) data set over the CONUS and southern Canada and is available from 1980 to
present. Forcing variables are available in the 30 years period 1980-2011 and include daily
maximum and minimum temperature, precipitation, shortwave downward radiation, day
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Figure 2.2: Pattern of annual precipitation (upper panel) and aridity index (lower panel)
across CAMELS dataset. Circles denote basins with >90% of their precipitation falling as
rain, squares with black outlines denote basins with >10% of their precipitation falling as
snow as determined by using a 0 °C daily mean Daymet temperature threshold
length, humidity and snow water equivalent. Exclusively for the lumped configuration,
additional meteorological daily inputs derived from Maurer et al. (2002) and National
Land Data Assimilation System (NLDAS) (Xia et al., 2012) 12 km gridded datasets are
available, but they were not used for this dissertation.
Daily streamflow data for the 671 gages were obtained from the USGS National Wa-
ter Information System server (http://waterdata.usgs.gov/usa/nwis/sw) over the same
forcing data time period, 1980–2011.
Additional details about hydrometeorological data collection and characteristics of
CAMELS dataset can be found in Newman et al. (2015).
Addor et al. (2017) provides a rich set geo-morphoclimatic attributes aggregated
at basin scale. Tab. 2.2 reports a summary of main catchment characteristics across
CAMELS dataset. Along with hydrometeorolical data, shapefiles relating to the contours
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Table 2.2: Summary of catchment characteristics for CAMELS dataset.
Code Unit Min Median Max Description
Elev m a.s.l. 10 463 3571 Average elevation
Area km2 4 330 25761 Drainage area
Slope m/km 0.8 28.8 255.7 Mean slope
Precip mm 235 1179 3262 Mean annual total precipitation
PET mm 693 981 1732 Mean annual total evapotranspiration
SnowF - 0 0.10 0.91 Fraction of precipitation fallen as snow(i.e. precipitation fallen in days below 0°)
SWE mm 0 4 575 Mean annual snow water equivalent
Aridity - 0.22 0.86 5.21 Aridity index (meanPET/meanP)
Irrad kWh/m2/day 2172 2926 4278 Mean annual solar irradiance
Forest - 0 0.63 0.99 Fraction of catchment covered in forest
of basin drainage areas, elevation bands and HRUs are also made available in the dataset.
Corresponding measures of drainage area are provided as well.
2.2.1 Dataset screening and basin selection
The available data were entirely screened in order to check for missing data and even-
tually for inconsistency. Such process brings to the exclusion of part of the watersheds
of the dataset, which were considered to be unsuitable for the analysis. More in specific,
the catchments presenting the following issues were excluded:
• one or more elevation zones with negative values of drainage area
• inconsistency between the value of the basin drainage area and the sum of the areas
corresponding to each elevation zone (error > 10%)
• portion of missing streamflow data greater than 10%
• missing forcing data
In addition, in order to be able to compare the results between the two cases study, 3 very
large basin extending over more than 6000 km2 were excluded. Finally, 527 catchments
are selected for rainfall-runoff model simulations.
2.2.2 Preparation of rainfall-runoff model inputs: computation
of potential evapotranspiration
The original dataset was re-organised and prepared for rainfall-runoff model simu-
lation: in particular, meteorological data at 100 m elevation bands were gathered and
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assembled to be given as input to the rainfall-runoff models.
It may be noticed that Daymet database does not include estimates of potential evap-
otranspiration (PET), a commonly needed input for conceptual hydrologic models (in-
cluding those used for this dissertation). Therefore, PET was estimated here using the
simplified method proposed by Blaney and Criddle (1962), which is based only on the
measures of average daily temperature. The monthly potential evapotranspiration is es-
timated with the following formula:
PETm = a+ bN(i)Wta(i)Tm(i) (2.1)
where:
• Tm is the average temperature for month i
• N(i) is the number of maximum hours of daylight for month i, function of the
Latitude
• a and b are parameters to be estimated
• Wta are monthly correction factors depending on long term average monthly tem-
perature and on average elevation. They are calculated making use of tabulated
values for specific altitudes and temperatures, used for estimating the coefficients
A, B and C of the following formula:
Wta(i) = AT 2m(i) +B Tm(i) + C (2.2)
For the estimate of a and b, a reference value of evapotranspiration from Thornthwaite
formula (Thornthwaite, 1948) is used and parameters are estimated through a linear
regression. Eq. 2.1 provides monthly values of potential evapotranspiration, thus it has
to be divided by the number of time steps of the current month. In this case, the method







This section presents in detail the rainfall-runoff models implemented in the analysis
conducted for this dissertation. They are both continuous-simulation models operating
at daily time steps: the TUW model (Section 3.1.1) and the CemaNeige-GR6J model
(Section 3.1.1).
3.1.1 TUW model
The TUW model is a semi-distributed version of the HBV model (see e.g. Bergström,
1976; Lindström et al., 1997) developed by Viglione and Parajka (2018), and available
through the R-package TUWmodel. It is widely applied in the literature, for instance
testing parameter regionalisation techniques (see e.g. Parajka et al., 2005), hydrological
projection (see e.g. Melsen et al., 2018) or the combined use of model calibration and data
assimilation techniques (see e.g. Nijzink et al., 2018).
The model consists in a snow routine, a soil moisture routine and a flow response and
routing routine (fully described below). The semi-distributed structure allows the user to
conceptually divide the catchment in sub-basins, typically elevation zones (as done so far
in the literature) but different catchment subdivisions could be considered as well (e.g.
main land cover classes). The model processes the elevation zones as autonomous entities
that contribute separately to the total outlet flow. It was designed for daily rainfall-runoff
simulations (as used in the present work) but, if properly calibrated, can be applied also
at different time scale. The model inputs are:
• T : air temperature (°C);
• P : precipitation (mm/day);
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• PET : potential evapotranspiration (mm/day);
• Sub-basin areas: portions of catchment area corresponding to each sub-basin (-).
Each of the climatic input is a n×m matrix where n is the number of elevation zones
and m the length of the time series: elements Ti,t, Pi,t and PETi,t refer to the average
value of the inputs at time step t for the elevation zone i. As anticipated, the model is
run independently over the different elevation zones in the version of Fig. 3.1, described
below. Finally, the outputs from the elevation zones are averaged taking into account
sub-catchment areas. While model inputs and model states are defined over each of the
sub-basins, model parameters can be either unique for the entire catchment (i.e. one
single set of parameters for all the elevation zones) or differentiated across the sub-basins.
All internal model state variables and all model outputs are given in mm, normalized in
respect to catchment area.
Description of model routines
For the sake of simplicity, model routines are here described omitting the notation i
which refers to the elevation zone. TUW model parameters (bold type in the text) are
summarized in Tab. 3.1 which recalls their brief description as well. The snow routine is
based on a simple degree-day concept and it is ruled by five parameters. Two threshold
temperature, TR and TS, are used to separate the total precipitation input P into rainfall
PR and snowfall PS:
PR,t =





if TR < T < TR
0 if Tt ≤ TS
(3.1)
PS,t = Pt − PR,t (3.2)
where TR and TS are model parameters. The solid fraction of precipitation is multiplied
by a snow correction factor SCF (model parameter) and feeds the snow water equivalent
reservoir SWE (Eq. 3.3). The use of the coefficient SCF allows to better calibrate the
contribution of precipitation to the snow storage. SWE produces a snowmelt M when
air temperature exceeds the melting temperature threshold TM (Eq. 3.4), which is then
subtracted from the reservoir (Eq. 3.5) at the same timestep.
SWEt = SWEt−1 + SCF PS,t (3.3)
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DDF if Tt > TM & SWEt > 0
0 otherwise
(3.4)
SWEt = SWEt −Mt (3.5)
where TM and DDF (degree-day factor) are also model parameters. Both rainfall and
snowmelt contribute to soil moisture. The soil moisture routine represents soil mois-
ture state changes and runoff generation and involves three parameters: the maximum
soil moisture storage FC, a parameter representing the soil moisture state above which
evapotranspiration is at its potential rate, LP , and a parameter β ruling the non-linear
function of runoff generation. The portion of snowmelt and rainfall ∆SUZ , which gener-
ates runoff, is function of the soil moisture level SM and of the parameters FC and β
(Eq. 3.6). The level of soil moisture storage at each time step is computed through the
water balance (Eq. 3.7) between the recharge contributes of rainfall and snowmelt and
∆SUZ . If SM exceeds FC, surplus water is summed to ∆SUZ . The actual evapotranspi-
ration term AET is expressed as function of potential evapotranspiration PET (model


















SMt = SMt − AETt (3.9)
Finally, an upper and a lower soil reservoirs and a triangular transfer function compose
the runoff response and routing routine, involving seven additional parameters LUZ , k0,
k1, k2, CPERC , BMAX and CROUTE. Excess rainfall and snowmelt enter the upper zone
reservoir of level SUZ (Eq. 3.10) and leaves this reservoir through three paths: outflow
from the reservoir based on a fast storage coefficient k1 (Eq. 3.12); percolation to the
lower reservoir of level SLZ with a constant percolation rate CPERC (Eq. 3.14) and, if the
threshold of the storage state LUZ is exceeded, through an additional outlet based on a
very fast storage coefficient k0 (Eq. 3.11). The three contributes are then deducted from
SUZ (Eq. 3.13). Water leaves the lower reservoir of level SLZ based on a slow storage
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coefficient k2 (Eq. 3.15 and Eq. 3.16).













SUZ,t = SUZ,t − q0,t − q1,t −CPERC (3.13)







SLZ,t = SLZ,t − q2,t (3.16)
Table 3.1: TUW model parameters.
Parameter Description Units
SCF Snow correction factor -
DDF Degree day factor mm/°C/day
TR Threshold temperature above which precipitation is rain °C
TS Threshold temperature below which precipitation is snow °C
TM Threshold temperature above which melt starts °C
LP Parameter related to the limit of evaporation -
FC Field capacity (i.e., max soil moisture storage) mm
β Non linear parameter for runoff production -
k0 Storage coefficient for very fast response days
k1 Storage coefficient for fast response days
k0 Storage coefficient for slow response days
LUZ Threshold storage state above which very fast response start mm
CPERC Constant percolation rate mm
BMAX Maximum base at low flows days
CROUTE Scaling parameter days2/mm
The outflows from both reservoirs is then routed by a triangular transfer function rep-
resenting runoff routing in the streams, where the base of transfer function BQ (Eq. 3.17) is
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BMAX −CROUTE (q0,t + q1,t + q2,t), 1
)
(3.17)
Figure 3.1: TUW model scheme - Lumped version (Neri et al., 2020).
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3.1.2 CemaNeige-GR6J model
The second model is the French CemaNeige-GR6J (Coron et al., 2017b). It is the
combination of the CemaNeige snow accounting routine (Valéry et al., 2014) with the
GR6J model (Pushpalatha et al., 2011), a daily conceptual continuous rainfall-runoff
model belonging to the suite of theGR Hydrological Models, developed at INRAE (Antony,
France), by the Équipe Hydrologie des Bassins versants. The software is freely available
in the airGR R-package (Coron et al., 2017a). Similar to the TUW, the literature shows
how the GR models are implemented for different purposes: for instance they were used
to regionalise rainfall-runoff parameters (see e.g. Oudin et al., 2008), to investigate the
reasons behind pattern of model performance (see e.g. Poncelet et al., 2017) or to include
satellite data in hydrological simulation (see e.g. Riboust et al., 2019).
As anticipated, the model is composed by a snow module called CemaNeige, whose
output is processed by the GR6J model which simulates the total runoff at the basin outlet.
Overall, the model is lumped, so it requires spatially-averaged catchment daily inputs:
air temperature T (°C), precipitation P (mm/day) and potential evapotranspiration PE
(mm/day).
The following sections report the description of the two model routines, where model
parameters are again highlighted in bold type and then summarised in Tab. 3.2. Here
again, all internal model state variables and all model outputs are normalized in respect
to catchment area and expressed in mm.
Description of CemaNeige model routines
The CemaNeige snow accounting routine is based on an improved degree-day concept,
which is based on the same principle of the snow module described for the TUW (Eq.
from 3.18 to 3.20), but considering two additional features to enhance the accuracy of
snow accumulation and melting:
• the thermal inertia of the snowpack is taken into account in order to estimate its
cold-content, which can delay the beginning of the snow melt;
• a simplified approach to account for partial snow cover of the basin surface is con-
sidered.
Although the module requires daily lumped inputs (precipitation and air temperature),
for better simulating snow accumulation and melting it allows to divide the catchment
into more elevation zones of equal area. In this case, the hyspometric curve of the catch-
ment is also required. Inputs for each elevation zone (Te and Pe) are extracted through
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interpolation of the mean catchment values using precipitation and temperature gradi-
ents (described in detail in Valéry et al., 2010), and not from “clipping” of the actual
spatial fields like for the TUW elevation zones. The module functions are applied with
a lumped set of parameters; but internal states are allowed to vary over each elevation
layer according to the different extrapolated inputs. On each elevation layer, two outputs
are computed: rain and snowmelt, which are summed in order to find the total water
quantity feeding the hydrological model. At every time step, the total liquid output of
CemaNeige at catchment scale is the average of every elevation zone outputs. Here, the
description of the routines applied to each single elevation zone is reported.
The average air temperature value Te is used first to compute the snow fraction SF
which allow to divide the total precipitation Pe into rainfall PR and snowfall PS, following
the rule proposed by the US Army Corps of Engineers (1956):
SFt =

0 if Te,t > 3°C
1 if Te,t < -1°C
1− Te,t + 14 otherwise
(3.18)
PS,t = SFt Pe,t (3.19)
PR,t = PS,t − Pe,t (3.20)
Snowfall is accumulated in an unique storage of level G (Eq. 3.21), that is the snow
water equivalent. The cold-content (or heat capacity) of the snow pack eTG is updated
at every time step following Eq. 3.22 as function of the air temperature and of the model
parameter θG2, which accounts for the thermal inertia of the system. If both air temper-
ature and cold-content are above 0°C, the potential snowmelt PM is generated based on
a degree-day approach (Eq. 3.23), which can never exceed G.
Gt = Gt−1 + PS,t (3.21)
eTG,t = θG2 eTG,t−1 + (1− θG2)Te,t (3.22)
PMt =

θG1 Te,t if eTG,t ≥ 0°C & Te,t > 0°C
0 otherwise
(3.23)
where θG1 is the degree-day factor (model parameter). The model then simulates the
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portion of basin covered by snow SC (Eq. 3.24) as the ratio between the actual snow
water equivalent and an empirical fixed threshold Gthreshold, which is automatically set by
the model to the 90% of the annual solid precipitation. Such quantity allows to calculate









Mt = (0.9SCt + 0.1)PMt (3.25)
Gt = Gt −Mt (3.26)
The total water quantity CNOUT , the output of the CemaNeige model, is the sum of
effective rainfall and snow melt:
CNOUT = PR,t +Mt (3.27)
Description of GR6J model routines
The total liquid output of CemaNeige module averaged over all the elevation layers
CNOUT and potential evapotranspiration PE are the inputs of the GR6J rainfall-runoff
model. In the model, the water balance is controlled by a soil moisture accounting reservoir
and a conceptual “groundwater” exchange function, while the routing part of the structure
consists in two flow components routed by two unit hydrographs, a non-linear store and an
exponential-store, with a total of six parameters. The structure of the model is represented
in Fig. 3.2: it can be noticed that such representation refers to the original structure of
the model when no snow module is included (in fact, input are PE and P ). In this case,
precipitation is of course replaced by the total liquid contribute of CemaNeige:
P = CNOUT (3.28)









PEt − Pt, 0
)
(3.30)
The soil moisture module is composed by a non-linear production storage of maximum
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Figure 3.2: GR6J model scheme (Pushpalatha et al., 2011).
capacity X1 (model parameter) and level S. At each time step, the level S is updated
(Eq. 3.33) considering that a portion of the effective liquid contribute, termed Ps, enters
in the storage, following the relation Eq. 3.31, while the actual evapotransipration Es










































St = St−1 − Es,t + Ps,t (3.33)
For better understanding the relationship between the effective rainfall/evapotran-
spiration and the level in the production store, Fig. 3.3 reports such relationship in a
normalised graph.
Figure 3.3: Illustration of the behaviour of the production functions (Es/En: solid line;
Ps/Pn: dashed line) as a function of storage rate S/X1 for different values of Es/X1 or
Ps/X1 (Perrin et al., 2003).
A percolation rate then is released from the storage: it is simulated as function of the












St = St − Perct (3.35)
Observing Eq. 3.31 and Fig. 3.3, it can be noticed how S can never exceed X1 by
nature; Perc, in turn, can not be grater than S itself.
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Figure 3.4: Example of the ordinates of UH1 and UH2 for parameter X4 = 3.8 days
(Perrin et al., 2003).
The total runoff generated Pr from the soil moisture routine is computed as the sum
of the percolation rate and the portion of effective rainfall, which bypass the production
store:
Pr,t = Perct + (Pn,t − Ps,t) (3.36)
This total amount of water is then divided into two components: the 90% of Pr is
routed by the unit hydrograph UH1 and the remaining 10% is transformed by a single
unit hydrograph UH2, whose output are termed respectively Q9 and Q1. With UH1 and
UH2, one can simulate the time lag between the rainfall event and the resulting streamflow
peak. Their ordinates are several successive time steps. Both unit hydrographs depend
on the same time parameter X4 expressed in days. However, UH1 has a time base of
X4 days whereas UH2 has a time base of 2X4 days. X4 can take real values and
is greater than 0.5 days. Fig. 3.4 shows an example of unit hydrograph ordinates for
X4 = 3.8 days In their discrete form, unit hydrographs UH1 and UH2 have n and m
ordinates, respectively, where n and m are the smallest integers exceeding X4 and 2X4;
respectively. This means that the water is staggered into n unit hydrograph inputs for
UH1 and m inputs for UH2. The ordinates of both unit hydrographs are derived from
the corresponding S-curves (cumulative proportion of the input with time) denoted by
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SH1 and SH2, respectively (Perrin et al., 2003). SH1 curve is defined along time t by:
SH1t =






if 0 < t <X4
1 if t ≥X4
(3.37)
while SH2 is similarly defined by:
SH2t =
















if X4 < t < 2X4
1 if t ≥ 2X4
(3.38)
and the unit hydrographs are finally computed following:
UH1j = SH1j − SH1j−1 (3.39)
UH2j = SH2j − SH2j−1 (3.40)










The 60% of the hydrograph output Q9 enters in a non-linear production store, while
the remaining 40% is routed into an exponential store. The levels in the two reservoirs,
termed respectively R1 and R2, are updated at every time step, through the water balance
between the inflow and the water exchange function F , which represents the interaction
of the reservoirs with the groundwater:
R1t = max
(
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whereX3 is the maximum capacity of the non-linear production store (model parameter),
while X2 and X5 are model parameters controlling the groundwater exchange function;
in particular X2 is a water exchange coefficient, it can be either positive of negative,
and X2 is a non-dimensional threshold parameter that allow the inversion of the water
exchange with groundwater. The presence of the F function allows the GR6J model to
break the water balance between model input and output; for these reason, the simulation
is particularly sensitive to parameter X2 and X5.
The outflow from the reservoirs Qr1,t and Qr2,t are then computed following Eq. 3.46




































R2t = R2t −Qr2,t (3.49)
where X6 is a model parameter related to the maximum capacity of the exponential
store. It is important to underline that reservoir level cannot exceed its maximum value.
The output Q1 of UH2 contributes directly to the model output but, similarly to
the volumes of the routing stores, it is first subjected to the same groundwater exchange
function F (Eq. 3.50. Finally, the total streamflow Q is obtained by Eq. 3.51.
Qd,t = max
(
0, Q1t + Ff
)
(3.50)
Qt = Qr1,t −Qr2,t +Qd,t (3.51)
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Table 3.2: CemaNeige-GR6J model parameters.
Parameter Description Units
θG1 Snowmelt (degree-day) factor mm/°C/day
θG2 Col content factor -
X1 Non-linear production storage capacity mm
X2 Groundwater exchange coefficient mm/day
X3 Non-linear routing store capacity mm
X4 Time parameter for unit hydrographs routing mm
X5 Threshold parameter for water exchange with groundwater -
X6 Exponential routing store capacity -
3.2 Calibration of rainfall-runoff models
In gauged river sections, rainfall-runoff model parameters can be calibrated minimising
the differences between simulated and observed discharges. Although the procedure could
be performed even manually, the availability of high computational power in modern
computers allows to easily perform automatic calibrations almost with any machine.
An automatic calibration procedure is generally characterised by two main features:
• the objective function;
• the optimisation algorithm;
3.2.1 The objective function: Kling-Gupta Efficiency
The objective function is the real-valued mathematical function whose value is to be
either minimised or maximised over the set of feasible alternatives during the calibration
process.
For what concern the calibration of rainfall-runoff models, the choice of the objective
function should be weighted on the purpose of the application. For instance, the most
common objective function in hydrological modelling is the Nash-Sutcliffe efficiency (NSE,
Nash and Sutcliffe, 1970), a standardised version of the Root Mean Square Error (RMSE).
Many previous studies have investigated variants of these metrics (e.g. Oudin et al., 2006;
Kumar et al., 2010; Pushpalatha et al., 2012; Ding et al., 2016; Garcia et al., 2017).
However, MSE-based metrics have been thought to be useful in model calibration to
reduce simulation errors associated with high-flow values, because these metrics typically
magnify the errors in higher flows more than in the lower flows (Mizukami et al., 2019),
but Gupta et al. (2009) demonstrated that use of NSE for calibration underestimates the
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response variability, with a consequently tendency to generally underestimate high flows
while overestimating low flows.
If interested in reproducing a specific hydrologic process of a catchment, an option is
to consider as objective function a specific stramflow signature (e.g. Olden and Poff, 2003;
Yilmaz et al., 2008; Westerberg et al., 2011).
In general, if the purpose of the simulation is not focused on a specific aspect of the
hydrograph, but rather on the reproduction of the entire variety of streamflow regimes,
an alternative is to use an objective function embedding more than a single error (or
efficiency). However, it is difficult (or even impossible) to optimise all the aspects of an
hydrograph: for instance, it is impossible to improve the simulation of flow variability (to
improve high-flow estimates) without simultaneously affecting the mean and correlation
properties of the simulation (Mizukami et al., 2019). To provide a way to achieve balanced
improvement of simulated mean flow, flow variability, and daily correlation, Gupta et al.
(2009) proposed the KGE (Kling-Gupta Efficiency) as an improvement of the widely used
Nash-Sutcliffe efficiency, which consider three types of model errors, namely the error in
the mean, the variability, and the dynamics:
KGE = 1−
√
(r − 1)2 + (α− 1)2 + (β − 1)2 (3.52)
where r is the Pearson product-moment correlation coefficient, α is the ratio between
the standard deviations of the simulated and observed values and β is the ratio between
the means of the simulated and observed values. It can be noticed that in the form of
Eq. 3.52, the three components have equal importance. However, Gupta et al. (2009)
do not exclude the use of scaling factors (see e.g. Guse et al., 2017) in order to assign
different weights to the components (not considered in this Dissertation).
Given its multi-objective nature, and thus its ability to consider different aspects of
the runoff hydrograph, KGE is increasingly gaining dominance for hydrological model
calibration in recent literature (e.g. Kling et al., 2012; Hirpa et al., 2018; Pool et al., 2018;
Becker et al., 2019; Liu, 2020; Quintero et al., 2020). For this reason, it was selected for
the calibration of the rainfall-runoff models in the analyses of this Dissertation.
3.2.2 Optimisation algorithm: Dynamically Dimensioned Search
An optimisation algorithm is a logical-mathematical procedure for the resolution of
an optimisation problem. Such problems are decision problems whose final objective
consists in the minimisation or maximisation of an objective function, which depends on
one or more decision variables (i.e. parameters). The problem is usually formalised into
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a mathematical model. Optimisation algorithms normally work iteratively and can be
based on different approaches.
One possible discern is between local and global methods: the first are able to look
for the optimal solution in a limited portion of the research space and consequently the
solution may strongly depend on the starting point, while the former try to avoid such
issue extending the searching process to the whole parameter space. For this reason,
global method are preferred for the majority of optimisation problems, including most of
the hydrological ones. Global optimisers, in turn, can be divided into deterministic and
stochastic approaches. For the calibration of hydrological models, stochastic techniques
are preferred.
Optimization algorithms can also be divided into exact (or direct) methods, which con-
sider the shape and the gradient vector of the objective function, and heuristic methods.
A heuristic technique is a problem solving approach, lying between Operational Research
and Artificial Intelligence, which applies concepts from social sciences, medicine and biol-
ogy to optimisation problems (Colorni et al., 1996). This kind of approaches were initially
developed in order to solve problems including non-derivable or non-continuous objective
functions. Their main advantage is the use of probabilistic rules to guide the research
process towards regions of the parameter space more likely to improve the solution. At the
same time, the main disadvantage is their non-deterministic and non-exact form: there
are no criteria to evaluate the quality of the obtained sub-optimal solutions and the degree
of exploration of the parameter space. In fact, all heuristic based optimization methods
can yield good-quality or near-optimal solutions promptly to solve various optimization
problems, but do not guarantee convergence to local or global optimal solutions (Rardin
and Uzsoy, 2001). Heuristics are often problem-dependent, namely that they are built
to solve a specific problem. Starting from the 70s, increasing importance was gained by
the so-called meta-heuristic approaches, problem-independent techniques which can suite
a broad range of optimisation problems. They can be divided into two large categories:
those based on a “population of solutions” or on a “single solution” which differ for the
number of solutions iterated at a time (multiple in the first case, a single one in the
former).
In the present work, different optimisation problems are faced: the most evident is the
calibration of the hydrological models, but also the optimisation of the similarity measures
for RR-models regionalisation, treated in Chapter 6.
The algorithm selected for the resolution of the issues addressed in this thesis is the
Dynamically Dimensioned Search (DDS) algorithm, introduced by Tolson and Shoemaker
(2007) for the automatic calibration of watershed simulation models. It is a meta-heuristic,
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stochastic, global optimisation algorithm based on a single solution. The algorithm was
designed to converge as quickly as possible to the region of global minimum of the objec-
tive function, especially in those problems requiring high computational cost. The main
feature of DDS is its ability to automatically scale the search on a user-specified simu-
lation budget (maximum number of function evaluations). To achieve this, the value of
the user-specified budget is integrated into the calculation of the probability of perturbing
each search dimension (parameter). Therefore, at the beginning of the optimization, DDS
perturbs a large number of model parameters (search dimensions) and, as the optimiza-
tion progresses, it gradually reduces the number of dimensions to be searched to finally
Figure 3.5: Framework of the Dynamically Dimensioned Search (DDS) algorithm (Tolson
and Shoemaker, 2007).
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perturb only one dimension at a time (Huot et al., 2019). Thus, the maximum number of
function evaluations (m) represents the unique stopping condition and it is an input to
the algorithm, as well as the initial parameter set from which the optimisation starts (x0).
The only algorithm parameter is the scalar neighbourhood size perturbation parameter
(r) which is recommended to be set to 0.2, as done for all the experiments of this Thesis.
Fig. 3.5 reports a framework of the main algorithm steps, while for a detailed description
of the DDS routines, readers are invited to refer to Tolson and Shoemaker (2007). The au-
thors tested DDS for computationally expensive optimization problems and demonstrated
how its performances outperformed those obtained with the noted and consolidated shuf-
fled complex evolution (SCE) algorithm (Duan et al., 1993): DDS requires considerably
less model evaluations (sometimes up to 15-20%) than SCE in order to find equally good
values of the objective function, showing that DDS rapidly converges to good calibration
solutions avoiding poor local optima. Similarly, following studies (Razavi et al., 2010; Ar-
senault et al., 2014, e.g.) confirmed its ability to efficiently calibrate hydrological models,
quickly targeting good-quality solutions. For these reasons, after a few preliminary tests,
the algorithm was chosen for the purposes of this work.
The algorithm was implemented through the R Programming Environment (R Core
Team, 2019) using the dds function available in the mcu R package, developed by David
Kneis and distributed through the GitHub repository (https://github.com/dkneis/mcu).
3.3 Parameter regionalisation methods
It has already been discussed as the set-up of any rainfall-runoff model in a river
section where no discharge measures are available (ungauged catchment) always requires
the estimate of model parameters based on the values calibrated in hydrologically similar
(gauged) watersheds. Such gauged catchments are usually called donor catchments and
the process of tranferring of model parameters from gauged to ungauged catchments
is called parameter regionalisation. Chapter 1 introduced the main differences between
such regionalisation approaches, dividing them into two big classes: regression-based and
distance-based methods.
The following sections aims to focus on the techniques used in one or more of the
experiments conducted for this dissertation, all belonging to the distance-based group of
approaches, since recent studies have demonstrated that they are generally to be preferred
to regression-based techniques (see e.g. Kokkonen et al., 2003; Merz and Blöschl, 2004;
Oudin et al., 2008; Reichl et al., 2009; Bao et al., 2012; Steinschneider et al., 2015; Yang
et al., 2018; Cislaghi et al., 2019).
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3.3.1 Ordinary Kriging (KR)
Belonging to parameter-averaging sub-group, Ordinary Kriging (termed in the fol-
lowing KR) is one of the simplest geostatistical approaches and it is the most widely
used kriging method. It based exclusively on the spatial location of the catchments,
thus assuming as similarity measure the only spatial proximity. Each model parameter
is regionalised independently of each other, based on their spatial correlation; therefore,
the correlation of the parameter set is not maintained. Like all kriging approaches, KR
produces predictions of hydrological variables of interest at ungauged sites with a linear
interpolation of the empirical information (in this case of model parameters) collected
at neighbouring gauging catchments. Through this method, the unknown value of a
model parameter at prediction location U (i.e. the ungauged catchment), p(U), can be
estimated as a weighted average of the regionalised parameter values, calibrated for the





where λi is the kriging weight for the empirical value p(Di) at donor i, and n is the number
of neighbouring donor basins used for interpolation. Kriging weights can be found by
solving the typical ordinary kriging linear system (see Eq. 3.54a) with the constraint of
unbiased estimation (see Eq. 3.54b):
n∑
j=1
γi,jλj + θ = γU,i i = 1, . . . , n (3.54a)
n∑
j=1
λj = 1 (3.54b)
where θ is the Lagrange parameter, γi,j is the semi-variance between catchments i and j
and γU,i between catchments i and the ungauged location U (Isaaks and Srivastava, 1990).
The semivariance, or variogram, represents the spatial variability of the regionalised vari-
able p. The single realisations γi,j that are produced from the sample observations of p(i)
cannot be considered to represent the system: the sample may produce a matrix that is
singular or not positive definite, conditions required for solution of the system. Further-
more, the elements γU,i, by nature, are unobservable as the value of the dependent variable
at the ungauged location, p(U), is what is being estimated. However, with additional as-
sumptions of stationarity, the semivariance can be modeled as a function of separation
distance between catchments. Several classical models are available to ensure positive
definiteness. These models are parameterised by calibration to the empirical variogram of
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observed semivariance as a function of distance (Farmer, 2016). Once a variogram model
is selected, the quantities γi,j and γU,i can be estimated and the system of Eq. 3.54 is
solvable.
3.3.2 Nearest Neighbour (1 donor, NN-1)
The Nearest Neighbour method (NN-1) is a very simple approach in which the entire
set of model parameters is transposed from the geographically nearest donor catchment.
3.3.3 Most Similar (1 donor, MS-1)
The third technique, termed Most Similar approach (MS-1), a single donor catchment
is again identified, for transposing the entire parameter set. Instead of choosing the
catchment that is geographically the closest, the “hydrologically most similar” donor is
identified, based on a set of geomorphological and climatic descriptors implemented in
the dissimilarity index introduced in Eq. 1.2. As stressed in Sec. 1.2, a set of optimal
descriptors has to be identified through preliminary tests.
3.3.4 Output-averaging version of NN and MS techniques (NN-
OA and MS-OA)
Evidences from the literature, reported in Sec. 1.3.2, highlighted the added value of the
use of multiple donors from which transferring model parameters, exploiting the available
information more than one single “sibling” catchment. It was also argue that this can be
done both averaging single parameters independently or averaging the simulation obtained
by simulating the model with each of the entire donor parameter set (first introduced by
McIntyre et al., 2005).
Since the second option is demonstrated to outperform the former, in this Dissertation
Nearest Neighbour (NN) and Most Similar (MS) techniques will be implemented also with
such output-averaging approach and will be named respectively NN-OA and MS-OA. We
would like to recall that output averaging (but, in general, all multi-donor apporaches) can
be applied either identifying a set of best n donors or fixing a maximum distance-threshold
and considering all the gauged catchments within the limit. In this case the former solution
is adopted: n donor catchments are identified based on their spatial proximity (for the
Nearest Neighbour method) or on their similarity (for the Most Similar method) to the
target. The regionalised streamflow for the ungauged catchment is calculated from all
the simulations Q(t, Pi), obtained by running the model (fed by the meteorological input
of the target catchment) with each one of the n parameter sets (Pi, with i = 1, . . . , n)
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corresponding to each of the donor catchments. Streamflow for time t, QU(t), is computed




wi,U Q(t, Pi) (3.55)
where wi,U is the weight associated with each donor catchment Di, computed as a function
of a measure of dissimilarity between the donor and the target catchments. Such versions
of the methods are here termed NN-OA and MS-OA. In the NN-OA case, the dissimilarity
is defined by the spatial distance dgeo(Di, U) (Eq. 1.1) between the centroids of donor Di
and target catchment U (Eq. 3.56), while in the MS-OA method it corresponds to the
dissimilarity index Φ(Di, U) (see Eq. 1.2). The corresponding weights wi,U are computed

















Figure 3.6: Example of output-averaging with 3 donors: the model is simulated with
each of the entire donor parameter sets (coloured hydropraphs) and then the simulation are
averaged (dotted hydrograph).
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3.3.5 Testing a regionalisation method: leave-one-out
cross-validation
In order to test the accuracy of any regionalisation approach, a validation procedure
normally assumes a sub-set of the available gauged catchments (i.e. a validation set) to
be ungauged and apply the regionalisation method using the hydrological information
(i.e. the calibrated parameters) of the remaining portion of the dataset. In the field
of parameter regionalisation the most common validation procedure, adopted here, is
the so called leave-one-out cross validation which considers as “ungauged” sub-set each
single catchment at a time: in turn, each basin is considered to be ungauged, and all
the remaining catchments are available in the donors set for testing the regionalisation
approach. This approach, even if computationally demanding, well simulates what would
be done in a real world application; in addition, there is no randomness associated to the




methods for different rainfall-runoff
models
4.1 Introduction
This Chapter presents the analyses carried out for the set-up of a parameter regionali-
sation framework in the main study region of the Thesis, the Austrian country (Sec. 2.1).
The two different continuous-simulation daily rainfall-runoff models presented in Sec. 3.1,
the TUW model (already widely applied in the region) and the GR6J model implemented
with the Cemaneige snow routine (never used so far for regionalisation in the Austrian
region) are first calibrated at-site for all the study catchments. Then, the regionalisation
approaches introduced in Sec. 3.3, consolidated for the study area, are applied. Their
application involves a number of choices regarding regionalisation settings which will be
explored in detail. Finally, the accuracy of the techniques are compared between each
others and between the two models.
Research question
Which similarity measure better suits the transferability of the parameters of different
rainfall-runoff models? How many donors should be used? And finally: which transfer
method performs best?
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4.2 Calibration of the rainfall-runoff models
The first phase of the experiment involves the parametrisation of the TUW and of the
CemaNeige-GR6J models across all the 209 Austrian catchments. This section reports
the detail of the calibration process.
TUW is run for all the study catchments with the semi-distributed model structure
obtained by dividing them into 200-meters elevation zones. While model daily inputs (pre-
cipitation, temperature and potential evapotranspiration) and model states are defined
over such zones, model parameters are assumed to be the same for the entire catchment.
As introduced in Sec. 3.1.1, TUW parameters can be didved into runoff generation param-
eters and runoff propagation parameters: the former group could be defined differently
across sub-basins, while the second does not (since model structure does not allow prop-
agation between them, which are considered autonomous entities contributing separately
to the total outlet flow. However, in this application it was decided to use a single param-
eter set for the entire catchment as done so far in the literature (e.g. Parajka et al., 2005;
Melsen and Guse, 2019): as showed in Fig. 4.1, each basin is divided into more elevation
zones over which inputs and model state variables (i.e. simulated hydrological processes)
can vary (left), but all the sub-basin are ruled by the same parameter set (right).
Following the work by Parajka et al. (2005) on the same study area, 4 out of the 15
































Figure 4.1: Example of the TUW parameter set for a catchment extending over ten
elevation zones: parameters are the same for all the elevation zones and unique for the
whole catchment.
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Table 4.1: Calibrated TUW model parameters and their ranges.
Parameter Units Range
SCF - 0.9 - 1.5
DDF mm/°C/day 0 - 5
LP - 0 - 1
FC mm 0 - 600
β - 0 - 20
k0 days 0 - 2
k1 days 2 - 30
k0 days 30 - 250
LUZ mm 0 - 100
CPERC mm 0 - 8
CROUTE days2/mm 0 - 50
Table 4.2: Cemaneige-GR6J model parameters and their transformed real value ranges.
Parameter Units Range
θG1 mm/°C/day 0 - 109
θG2 - 0 - 1
X1 mm 0 - 21807
X2 mm/day -1903 - 1903
X3 mm 0 - 21807
X4 mm 0 - 22
X5 - 0 - 1
X6 - 0 21807
are fixed respectively to 2 and 0 °C, TM to 0 °C and the maximum base of the transfer
function at low flows BMAX to 10 days. Tab. 4.1 presents the parameters to be calibrated
and the corresponding ranges.
The CemaNeige-GR6J model is fed by mean catchment daily precipitation, air tem-
perature and potential evapotranspiration. All the eight parameters of the combined
model (2 for CemaNeige, 6 for GR6J) are calibrated. Lower and upper bounds of the
parameters space are kept as default (note that the parameters are normalised in the
calibration procedure). Tab. 4.2 reports the corresponding boundaries. For the sake of
brevity, we will refer to this model just with the acronym GR6J, even if it will always
include the CemaNeige snow module.
The sets of parameters for both rainfall-runoff models are estimated for all the study
catchments with an automatic model calibration procedure, using the Dynamically Di-
mensioned Search algorithm (Sec. 3.2.2, Tolson and Shoemaker, 2007) and the Kling-
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Gupta efficiency (Eq. 3.52, Gupta et al., 2009) between observed and simulated stream-
flow as objective function to be maximised. The DDS algorithm is implemented using
4000 function evaluations (set after several preliminary tests). In order to decrease the
chance to run into a local minima, for each catchment the calibration procedure is re-
peated ten times and the set of calibrated parameters corresponding to the best KGE
score is selected.
The 33 years of observation (1976-2008) are split into two sub-periods: the first one,
from 1 November 1976 to 31 October 1992, is used for model calibration, and the second
one, from 1 November 1991 to 31 October 2008, for model validation. Warm-up periods
of one year are used in all cases.
In addition to KGE, model performances are evaluated through Nash-Sutcliffe effi-
ciency (Eq. 4.1) as well. As mentioned in the Sec. 3.2.1, while KGE considers different
types of model errors (the error in the mean, the variability and the dynamics of runoff),
NSE is a standardised version of the mean square error.
NSE = 1−
∑(Qsim −Qobs)2∑(Qobs −Qobs)2 (4.1)
where Qsim is the simulated runoff, Qobs is the observed runoff and Qobs is the average
observed runoff.
4.2.1 Model performance at-site
Tab. 4.3 shows the model performances obtained by calibrating the models at-site, that
is over the streamflow measured in each catchment during the calibration period (1977-
1992) and validated over the years 1992-2008 (no regionalisation procedure is involved).
Both rainfall-runoff models behave well for the study area. While the median Kling-
Gupta efficiencies are 0.85 for TUW and 0.88 for GR6J model in the calibration period,
Table 4.3: At-site performances: values of the 25% (1st quart.), 50% (med.) and 75% (3rd
quart.) quantiles for Kling-Gupta (KGE) and Nash-Sutcliffe (NSE) efficiencies.









TUW Calibration 1977-1992 0.82 0.85 0.90 0.65 0.72 0.80Validation 1992-2008 0.72 0.76 0.82 0.59 0.66 0.72
GR6J Calibration 1977-1992 0.86 0.88 0.91 0.72 0.77 0.81Validation 1992-2008 0.75 0.81 0.84 0.67 0.74 0.79
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they deteriorate to 0.76 and 0.81 in the validation period, respectively. In the calibration
period, KGE is always above 0.66 (TUW) and 0.76 (GRJ6). In contrast, the KGE is over
0.72 for both models for 75% of the basins (even if it drops below 0.3 for one and two
basins, respectively for GR6J and TUW) in the validation period.
Looking at Nash-Sutcliffe efficiency, the difference between the two models is even more
marked than for the KGE. It is interesting that despite the lower number of parameters
GR6J model tends to perform better than TUW.
4.3 Regionalisation approaches
Three types of parameter regionalisation techniques are tested: KR, NN and MS (see
Sec. 3.3). All belong to the distance-based group. NN and MS approaches are imple-
mented both following a single-donor fashion (named NN-1 and MS-1) and an output-
averaging framework (named NN-OA and MS-OA).
Similarly to the previous application of Merz and Blöschl (2004) and Parajka et al.
(2005), Ordinary Kriging approach is based on an exponential variogram with a nugget
of 10% of the observed variance, a sill equal to the variance, and a renge of 60 km both
for TUW and GR6J model parameters. For both KR and NN approaches the position of
the catchment is defined by the coordinates of the catchment centroid.
Next section will go deep into the choice of the attributes to estimate the similarity
measure used in MS approaches to identify most suitable donors and into the choice of
the number of donor catchments for NN-OA and MS-OA approaches.
For all the following analyses, the regionalisation approaches are tested through leave-
one-out cross-validation (Sec. 3.3.5). The parameter sets of the donor catchments were
obtained through a calibration procedure over the years 1977-1992. In contrast, for assess-
ing the performances of the regionalisation methods, only the results obtained over the
validation period (1992-2008) are reported. Spatiotemporal transfer of model parameters
is, therefore, the most exacting task (as confirmed by the study of Patil and Stieglitz,
2015) since we are using parameters obtained over different catchments (in regionalisa-
tion) and over a different observation period. On the other hand, this is exactly what
would happen in a real-world forecasting application or for assessing the impact of a cli-
mate change scenario, where you have to identify the parametrisation of a model to be
used for independent hydro-climatic conditions and in any possible river section in the
region.
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4.3.1 Choice of best catchment descriptors for MS approaches
The implementation of the Most Similar approaches (MS-1 and MS-OA) requires the
choice of the geo-morphologic and climatic attributes to be used for selecting the donor
catchment(s), i.e. to calculate the dissimilarity indices of Eq. 1.2.
In order to individuate the best catchment descriptors (all reported in Table 1 with
a brief description), the simpler Most Similar approach with one single donor catchment
(MS-1) is applied sequentially to the entire dataset in leave-one-out cross-validation, using
at each step an increasing number of attributes when defining the dissimilarity index Φ
(Sec. 1.2); attributes weight are set equal. At each step, the method is tested multiple
times, adding one by one each of the attributes and the one which gives the best regional-
isation performances is selected. For greater clarity, Fig. 4.2 (panel a refers to TUW and
panel b to GR6J) shows the boxplots of the consecutive best combinations of descriptors:
Figure 4.2: Kling-Gupta efficiencies for TUW (panel a) and GR6J (panel b) models for the
consecutive steps of the similarity analysis. Boxes refer to 25% and 75% quantiles, whiskers
refer to 10% and 90% quantiles and the blue points to the average.
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at the first step, only one attribute is used, the Most Similar approach is tested for all the
available catchment features, and the similarity in the land cover classes (Corine) gave
the best efficiency. At the second step, the operation is repeated using land cover and
each of the remaining attributes one at a time, finding the geology classes to be the best
attribute to add, and so on. The analysis stops when the performances are decreasing or
stop improving.
As can be inferred from Fig. 4.2, both rainfall-runoff models reach good regionalisation
performances when using up to 5 attributes. Since the first best 5 attributes are the same
for both models and from the sixth step the performances are not substantially improved,
we decide to choose those five descriptors to characterise catchment similarity: land use
classes, geological classes, mean annual precipitation, stream network density and mean
elevation.
4.3.2 Choice of the number of donor catchments for NN-OA
and MS-OA
Before comparing performances of regionalisation methods, it is necessary to choose
the optimal settings for the output-averaging versions of Nearest Neighbour (NN-OA) and
Most Similar (MS-OA) techniques.
The choice of the number of donor catchments represents a central issue in the method-
ology. Previous studies showed that the optimal number of donors is strongly related to
the rainfall-runoff model and, of course, to the case study. McIntyre et al. (2005) were
amongst the first to apply an ensemble (output-averaging) approach and to explore the
use of different numbers of donors on the performance of the Probability Distribution
Model (PDM, Moore, 1985) for a set of more than 100 UK catchments. They tested the
impact of an increasing number of donors, either selecting the first n catchments with the
smallest dissimilarity measure or including all the donors with a value of dissimilarity be-
low a defined threshold (in the latter case, the number of donors may thus vary depending
on the target-donors attributes). They found that a fixed number of ten donors resulted
in the best regionalisation performances. Oudin et al. (2008) applied an output-averaging
regionalisation for the TOPMO and GR4J models to a large French dataset of almost 1000
basins, but with no weights in flow averaging, since they used an arithmetic average (thus
not taking into account magnitude of donor dissimilarities). They found that the two
models performed optimally with a different number of donor catchments (seven and four
respectively) and the efficiency of the regionalised model decreased almost linearly when
increasing the number of donors above such values. The higher is the number of donor
basins included in the regionalisation process, the more dissimilar will be the donors for
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the target watershed, possibly leading to a deterioration of the results. The use of weights
in flow averaging may indeed help to smooth this effect, giving less and less importance
to the donors as their similarity decreases.
In the present work, the effect on regionalisation performances due to the number
of donor basins is explored in detail, applying NN-OA and MS-OA for increasing num-
ber n of donor catchments: in particular, values between 1 and 50 are tested for both
regionalisation techniques.
Regionalisation methods are repeated through leave-one-out cross-validation for each
number of donors n and the median Kling-Gupta efficiency obtained for each value of
n over all the 209 catchments is computed. Tests are performed for calibration and
validation periods, but results are reported only for the validation period.
Fig. 4.3 shows the median Kling-Gupta efficiency when the changing number of donors
for TUW (upper panel) and GR6J (lower panel). Looking at the figures, results show
that in all the four cases, the index always deteriorates when more than 10 donors are
chosen. On the other hand, there is not a unique optimal number of donors for the
two models nor for the two regionalisation techniques. The optimal number of donors
identified according to the median of the KGE varies between 3 and 7 depending both on
the rainfall-runoff model (TUW or GRJ6) and on the regionalisation approach (NN-OA
or MS-OA). Since the KGE differences between 3 and 7 donors are small (around 0.02),
we decided to use 3 donors for both regionalisation methods and both models, which is
also the most parsimonious option. The choice of a low number of donors is convenient
also in view of the analysis to be done on decreasing informative content (Chapter 5),
Figure 4.3: Impact of the number of donors on output-averaging Nearest Neighbour (NN-
OA) and Most Similar (MS-OA) regionalisation methods for TUW (panel a) and GR6J
(panel b) model.
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where a large number of donors would imply the use of catchments that are less and less
similar to the target one.
It may be noted that the results by Oudin et al. (2008) highlighted a clearer pattern
of model performances when increasing the number of donors, with a stronger decrease in
efficiency when using high numbers of donors. This result may be explained by the fact
that they were using a simple not-weighted average of outputs. Here instead, the influence
of the additional donors is gradually poorer, due to the weights implemented in the
output-averaging procedure (Eq. 3.55). When adding further donors to the approaches,
the corresponding weights in the average are gradually lower according to the increasing
distance (for NN-OA) or dissimilarity index (for MS-OA) from the target. Thus, the
impact of the less similar catchments is dampened, compared to what may be achieved
using a not-weighted output average.
4.3.3 Comparison of the regionalisation methods
The above described regionalisation methods are tested over all the 209 study catch-
ments through leave-one-out cross validation, for both models. Here all the basins in the
dataset are used as potential donors. In turn, each basin is considered to be ungauged,
and all the remaining (208) catchments are available in the donors set for testing the
regionalisation approaches.
Fig. 4.4 reports Kling-Gupta and Nash-Sutcliffe efficiency boxplots for the two models
when regionalising following each of the techniques. For better clarity, Tab. 4.4 shows
corresponding inter-quartile values of model efficiencies.
For TUW (Fig. 4.4, upper panels), all regionalisation methods provided good simula-
tions concerning the validation model performances obtained when the models have been
calibrated on the target section (at-site simulations, white boxes). The loss in model ef-
Table 4.4: Inter-quartile values of Kling-Gupta and Nash-Sutcliffe efficiencies when re-
gionalising TUW and GR6J models with the different techniques compared to at-site per-
formances.
Inter-quartile KGE (-) Inter-quartile NSE (-)
TUW GR6J TUW GR6J
At-site 0.72/0.82 0.75/0.84 0.59/0.72 0.67/0.79
NN-1 0.60/0.78 0.60/0.80 0.49/0.69 0.49/0.74
NN-OA 0.61/0.80 0.59/0.81 0.53/0.71 0.57/0.75
MS-1 0.61/0.78 0.60/0.81 0.48/0.69 0.50/0.74
MS-OA 0.63/0.80 0.64/0.81 0.56/0.72 0.59/0.75
KR 0.60/0.79 0.51/0.78 0.48/0.69 0.47/0.71
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Figure 4.4: Original performances of the regionalisation methods for TUW (upper panels)
and GR6J model (lower panels) for the 209 Austrian catchments in the validation period
1992-2008. Boxes extend to 25% and 75% quantiles while whiskers refer to 10% and 90%
quantiles.
ficiency is, overall, small. The Nash-Sutcliffe efficiencies of KR, MS-1 and NN-1 methods
are consistent with the findings of Parajka et al. (2005), who computed only the NS. Their
results are very similar to the present ones, even if they worked on a greater number of
Austrian catchments and calibrating the model against a different objective function.
For the GR6J model (Fig. 4.4, lower panels), the efficiencies of the Nearest Neighbour
(NN-1 and NN-OA) and Most Similar (MS-1 and MS-OA) regionalisations are closer to
those of the TUW in respect to what happened when the models are calibrated at-site.
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In fact, with respect to the corresponding at-site calibration, the performances in the
ungauged case (that is when parameters are regionalised) suffer a larger deterioration for
GR6J than for TUW. In addition, we notice that, for GR6J model, the Ordinary Kriging
has performances always poorer than all the other regionalisation methods.
For both rainfall-runoff models MS-OA tends to provide the best results and, in gen-
eral, the two methods based on output average (NN-OA and MS-OA), that exploit the
information from more than one donor, outperform NN-1 and MS-1, in particular in terms
of Nash-Sutcliffe efficiency. It confirms the usefulness of regionalising based on more than
one donor, as indicated by previous studies (e.g. McIntyre et al., 2005; Oudin et al., 2008;
Viviroli et al., 2009; Zelelew and Alfredsen, 2014).
4.3.4 Model performances against catchment characteristics
In order to verify if catchment physiographic features have influence on simulation
performances, the accuracy of the two rainfall-runoff models, both at-site and in region-
alisation mode, were analysed against most of the catchment characteristics described in
Tab. 2.1.
Figs. 4.5 and 4.6 show the scatterplots of model performances at-site (grey points in
the first line) or in regionalisation mode (coloured points, second to sixth line) against
basin attributes, respectively for TUW and GR6J models. No significant relationships
between model performances and basin physical or climatic characteristics are observed
for any of the two hydrological models. Interestingly, despite the different drainage areas
of the catchments in the dataset, regionalisation accuracies do not show a clear relation
with the size of the watershed, even if for some of the smaller catchments the performances
were sub-optimal. This result is consistent with previous evidence from the literature (see,
e.g. Parajka et al., 2013b). Moreover, probably due to the fact that the climate of Austria
is basically wet or weakly arid, climate does not strongly influence model accuracy, in
contrast to what observed in other studies which considered datasets covering a wider
range of climatic conditions (e.g. Patil and Stieglitz, 2012; Li and Zhang, 2017). Possible
links between the performance differences of the two models and basin characteristics
were investigated (not showed here), but no significant relationships were found.
4.4 Discussion and summary of findings
This chapter presents a full application of a set of regionalisation techinques over
the main study region of this Dissertation, setting the features of each approach and
comparing their performances.
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Two rainfall-runoff models for simulating daily streamflow have been first calibrated
for the 209 study watersheds: a semi-distributed version of the HBV model (TUWmodel),
and the lumped GR6J model coupled with the Cemaneige snow routine.
Both models perform very well when applied in the at-site mode, where the calibration
and validation performances are very good for both rainfall-runoff models. In particular,
TUW accuracy is very similar to what found by previous application of the same region
(e.g. Parajka et al., 2005). Model efficiencies are somewhat larger for the GR6J model,
which was applied for the first time with very good results in this Alpine dataset.
In order to assess the model performance when used in ungauged basins, the stream-
gauge data for every section was, in turn, considered not to be available, and five regional-
isation approaches were implemented for using the rainfall-runoff models in the validation
period. This is indeed an exacting task because we are attempting to use the model
over an ungauged catchment and for an observation period different from the one used
for parameterising the gauged donor catchments. The first regionalisation approach is an
Ordinary Kriging approach (KR), which separately interpolates each of the model param-
eter based on their spatial correlation in the study area. Two regionalisation approaches
that select one single donor catchment and transpose its parameter set to the target basin
have also been tested: in the first (NN-1) the geographically nearest catchment is selected,
while in the second approach (MS-1) the single donor is the most similar one in terms of a
set of physiographic and climatic attributes. The latter two approaches are implemented
also in the output-averaging (OA) version, where the parameter sets of more than one
donor are used for the simulation on the target section and the model outputs are then
averaged accordingly to the distance/dissimilarity between donors and target.
The application of the MS based approaches involved the optimisation of the similarity
measure used for identifying the donor basins, selecting the attributes to include in the
dissimilarity index. The use of land cover, geology, annual precipitation, stream network
density and elevation gave the best results for both models.
On the other hand, for the implementation of output-averaging based approaches
(NN-OA and MS-OA), the impact of the number of donor basins for the transfer of the
parameter sets was tested: results were similar when using a number of donors between
three and seven, and in order to select the most parsimonious option the lower value was
chosen. The pattern of model performance when increasing the number of donors is less
clear than what observed by Oudin et al. (2008), but a different approaches to assign
donor weights was used.
In regionalisation mode, the performances of the GR6J model deteriorates more than
those of the TUW model, in comparison with the “gauged”, at-site parameterisation.
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Reasons for this behaviour may lie in the different model structures and in the different
transferability of model parameters (depending also on their meaning and their relation
with the available catchment attributes). Such issue would deserve further attention and
investigation but it would need a separate ad-hoc analysis, since the comparison of the
structures and physical meaning of the parameters of the two models is not the specific
objective of our work. The regionalisation accuracy of TUW across the region when using
single donor methods (NN-1 and MS-1) and KR are similar, consistently to what observed
in the comparative studies performed by previous studies which applied the same type of
approaches to the same hydrological model structure (e.g. Merz and Blöschl, 2004; Parajka
et al., 2005). For both rainfall-runoff models, the use of the output-averaging approach
outperforms the use of a single donor (NN-OA and MS-OA performed better than NN-1
and MS-1), confirming the outcomes of other studies on the importance of exploiting the
information available from more than only one donor (see e.g., McIntyre et al., 2005; Oudin
et al., 2008; Viviroli et al., 2009; Zelelew and Alfredsen, 2014). The output-averaging
methods also outperform the parameter-averaging Kriging method (especially for the
GR6J model), showing that it is preferable transferring the entire parameter set of each
donor, thus maintaining the correlation between the parameter values. The results of
the MS-OA are close but tend to be better than those of the NN-OA, indicating that
hydrological similarity is more important than geographical proximity for choosing the
donors.
We expect that spatial proximity alone may be even less representative of hydrolog-
ical similarity in a drier climate: Patil and Stieglitz (2012) and Li and Zhang (2017)
have shown that in dry runoff-dominated regions, nearby catchments tend to exhibit less




Importance of the informative
content of the study area: the role of
nested catchments and gauging
station density
5.1 Introduction
In the formulation of the research questions of Sec. 1.4, it was shown how evidence
from the literature proved that a very important aspect for choosing the most adequate
regionalisation technique is the informative content of the study region. This Chapter
analyses how the performances of parameter regionalisation approaches are influenced by
the “information richness” of the available regional data set. This first section resumes
the concepts which led us to undertake this investigation.
The availability in the data set of gauged river stations representative of hydrological
conditions similar to the ungauged ones plays an essential role in the assessment of the
best regionalisation method. This availability can be, in some way, estimated with the
station density (i.e. number of stations per km2) and with the topological relationship
between catchments.
Research question
How much do i) the presence of nested catchments and ii) station density influence the
performance of methods for regionalising rainfall-runoff models? Which techniques and
which similarity measures are more affected by a deterioration of the informative content
of the region?
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5.1.1 Influence of the nested donors
The presence of several nested catchments (i.e. gauged river sections on the same river)
in the study region can strongly influence the performance of some regionalisation tech-
niques. If for an ungauged basin model parameter sets are available for down/upstream
gauged river sections, then donor and target watersheds share part of their drainage
area, and thus they may also be hydrologically very similar. Such similarity may lead to
very good regionalisation performances for a given approach, but may not represent the
accuracy that would be obtained in different conditions. Therefore, regionalisation perfor-
mances obtained for datasets with a high degree of “nestedness” may be not transferrable
to study regions poor of nested basins.
So far, very few studies examined the impact of the presence of nested catchments
on the performances of parameter regionalisation techniques. Merz and Blöschl (2004),
Parajka et al. (2005) and Oudin et al. (2008) tested the effect of the removal of nested
catchments from the available donor catchments, but only for one or two regionalisa-
tion techniques, without analysing in detail the differences between different types of ap-
proaches. Additionally, the contribution of the immediate downstream and/or upstream
gauged stations has never been compared to that of the other nested catchments that
share significant portions of drainage area with the ungauged one.
5.1.2 Influence of gauging station density
Also, the influence of gauging density on the regionalisation of rainfall-runoff model pa-
rameters has been little explored, with two notable exceptions. Oudin et al. (2008) applied
the spatial proximity and physical similarity output-averaging techniques for decreasing
values of station density in France and Lebecherel et al. (2016) tested the robustness of the
spatial proximity output-averaging approach to an increasing sparse hydrometric network
on the same study region. In Austria, the effect of station density has been investigated
by Parajka et al. (2015), but in reference to the interpolation of streamflow time-series
and not to the parameterisation of rainfall-runoff models.
5.1.3 Study aim
The purpose of the present chapter is to analyse the role of the informative content
of the available regional data set, that is which and how many gauged catchments are
available to be used as donors for the regionalisation in a target, ungauged section. This
will be done comparing first the impact of the presence of nested donors and then the effect
of the reduction of station density on the performances of the parameter regionalisation
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techniques applied in the previous chapter for the very densely gauged Austrian dataset.
The study is applied for the regionalisation of both TUW and GR6J rainfall-runoff models.
We believe that the present analysis may provide further insights for assessing the
performances and selecting the parameter regionalisation approaches most suitable to a
specific study region, keeping into account the impact of data availability, and in particular
of gauging density and of the presence of nested catchments.
The analyses presented in this chapter have been recently published in Neri et al.
(2020).
5.2 Impact of nested donors
As already introduced, the first purpose of the present analysis is to quantify the
impact of the presence of several nested catchments on the regionalisation techniques. In
particular, since nested catchments may have a strong hydrological similarity with the
ungauged one, they are expected to play an essential role in the determination of method
performances.
In the previous chapter, the performances of the five proposed regionalisation appo-
raches (KR, NN-1, NN-OA, MS-1 and MS-OA) have been evaluated using all the study
catchments as potential donors. Here the regionalisation procedures are repeated for each
target basin (assumed to be ungauged) by excluding, from the donors set, the watersheds
which are considered to be nested in relation to the target section.
5.2.1 Which catchments should be considered (to be) nested?
In general, two or more catchments are nested between each other if their closure
sections are located on the same river, i.e. they share part of their drainage area. Since
several gauged stations can be located on the same river, we propose to follow two different
criteria to identify the nested basins:
• Criterion 1 : the gauged sections that are immediately downstream and upstream
of the target section (Fig. 5.1, panel a).
• Criterion 2 : all the catchments sharing a given percentage of drainage area with
the ungauged one (Fig. 5.1, panel b).
Catchments identified as nested by the two criteria
Following Criterion 1, 81% of the catchments in the dataset have at least one down-
stream or upstream nested donor (red dots in Fig. 5.2, panel a).
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Instead, Criterion 2 requires the definition of a percentage threshold value of shared
drainage area. A preliminary sensitivity analysis (not reported here) was performed, in-
vestigating the effect of different values between 5% and 20% for such percentage. Results
show that differences in terms of regionalisation performance are not significant, and the
threshold was fixed to 10%. The choice of the threshold influences the number of catch-
ments which can be included in the study: in fact, the higher is the threshold, the lower is
the number of basins classified as nested following Criterion 2. Using 10% as a threshold
allows to include most of the watersheds in the analysis: 65% (137 catchments) of the
basins have at least one nested donor catchment sharing at least the 10% of its area (red
dots in Fig. 5.2, panel b).
All the watersheds having potential nested donors according to the second criterion
have nested gauged catchments also according to the first criterion, but not vice versa.
The impact of nested catchments on regionalisation performances is therefore evaluated
Figure 5.1: Criteria for excluding nested catchments when regionalising model parameters.
Figure 5.2: Panel a) Red dots (170) refer to catchments with at least one upstream or
downstream nested gauged catchment (Criterion 1). Panel b) Red dots (137) refer to catch-
ments with at least one nested gauged catchment sharing more than 10% of the drainage
area (Criterion 2).
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only for those 137 catchments that have at least one nested catchment according to both
criteria. It is important to highlight that the remaining 35% of the basins are still used as
potential donor catchments. The regionalisation approaches are not repeated using such
basins as targets (since they have no nested donors, their performance would not change
and they would distort the results).
Among the 137 catchments considered for the analysis of the nestedness, 43% have
only downstream nested donor(s), 28% only upstream nested donor(s), and 29% at least
one upstream and one downstream nested donors.
5.2.2 Performance losses in regionalisation when excluding nested
donors
The regionalisation methods are applied again in leave-one-out cross-validation, but
excluding from the available donors the catchments which are nested in relation to the
target (ungauged) basin. This approach is done for both “nestedness criteria” (down/up-
stream or overlapping of drainage area) and the analysis applies exclusively to the 137
catchments classified as nested according to both of them (red dots in Fig. 5.2, panel b).
The figures of this section (Figs. 5.3 and 5.4) therefore refer to such subset.
Fig. 5.3 compares the different performances (Kling-Gupta and Nash-Sutcliffe efficien-
cies in the upper and lower panels respectively) obtained in regionalisation (always over
the validation period), when nested catchments are available or not as candidate donor
basins for both TUW model (Fig. 5.3, upper panels) and GR6J (Fig. 5.3, lower panels).
Each group of boxplots refers to a different regionalisation method: within such groups,
the first box indicates the performance when no basins are excluded from the donor set,
while the second and the third boxes report the performances due to the exclusion of the
nested donors following Criterion 1 or 2 respectively.
The performance deterioration is highlighted by bar plots in Fig. 5.4, showing the
mean loss in Kling-Gupta and Nash-Sutcliffe efficiencies when excluding nested donors
following the two criteria.
Finally, Tab. 5.1 reports the interquartile variability of Kling-Gupta and Nash-Sutcliffe
efficiencies for both models and all the regionalisation approaches when nested donors are
excluded or not.
The less affected method is the Ordinary Kriging, especially for the TUW model. It is
because the Ordinary Kriging is not based on the identification of one or more “sibling”
donors which may have been excluded if nested. On the other hand, it should also be
highlighted that such a method is the regionalisation approach that performs worst when
nested basins are available.
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Figure 5.3: Effect of the exclusion of nested catchments for the subset of 137 watersheds
classified as nested: Kling-Gupta (left panels) and Nash-Sutcliffe (right panels) efficiencies
when regionalising the TUW (upper panels) and GR6J (lower panels) models. “No exclu-
sion”: all the donors are available. “Criterion 1” or “Criterion 2”: nested catchments are
excluded from donor set. Box colours refer to the different methods. Boxes extend to 25%
and 75% quantiles while whiskers refer to 10% and 90% quantiles.
As expected, for both TUW and GR6J, NN-1 is always the most heavily affected
method (dark green bars in bottom panels of Fig. 5.4). This is likely because the nearest
donor is a nested one in more than 80% of the catchments for both criteria and its exclusion
seriously compromise the performance.
Excluding the nested catchments also has a strong impact on MS-1 (dark blue bars in
bottom panels of Fig. 5.4), even if to a lesser extent than for NN-1, since for more than
60% of the catchments the most similar donor is a nested one according to both criteria.
The degradation of performance moving from Criterion 1 (upstream/downstream) to
Criterion 2 (overlapping drainage area) highlighted in Fig. 5.3 demonstrates that consid-
ering as donors not only the immediate downstream or upstream gauged river sections
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Figure 5.4: Kling-Gupta and Nash-Sutcliffe efficiencies and mean losses in the same meth-
ods resulting when excluding the nested donors with Criterion 1 and 2 (bottom panels) for
TUW and GR6J models.
(Criterion 1), but also all the catchments partially sharing their drainage area with the
target one (Criterion 2), has a strong positive influence on the regionalisation performance.
Furthermore, the use of output-averaging for both Nearest Neighbour and Most Similar
approaches (NN-OA and MS-OA) not only outperforms the NN-1 and MS-1 when using
all (nested and non-nested) donors (see also Sec. 4.3.3), but it also improves the robustness
of the methods when the nested donors are excluded. The bottom panels of Fig. 5.4 show
that the loss in the efficiencies of NN-OA and MS-OA are always smaller than those
corresponding to the single donor approaches (NN-1 and MS-1), for both rainfall-runoff
models and regionalisation methods. This confirms that the use of output-averaging and
the use of more than one donor basin is preferable for regionalisation purposes also for
regions that do not have so many nested catchments as the Austrian study area.
Finally, the values reported in Tab. 5.1 (as well as Figs. 5.4) show how, especially for
NSE, the losses resulting when excluding nested donors from the regionalisation are higher
for the GR6J model than for the TUW. The GR6J seems to be slightly more affected by
the presence of nested basins, except for MS-1 and MS-OA whose performances remain
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Table 5.1: Inter-quartile values of Kling-Gupta and Nash-Sutcliffe efficiencies when region-
alising TUW and GR6J models excluding or not excluding nested donor catchments.
Inter-quartile KGE (-)
NN-1 NN-OA MS-1 MS-OA KR
TUW
No nested excluded 0.64/0.79 0.66/0.81 0.64/0.79 0.63/0.81 0.63/0.80
Criterion 1 0.50/0.76 0.54/0.79 0.52/0.78 0.57/0.78 0.60/0.78
Criterion 2 0.42/0.75 0.53/0.76 0.46/0.77 0.53/0.78 0.61/0.78
GR6J
No nested excluded 0.65/0.82 0.65/0.83 0.62/0.83 0.64/0.83 0.53/0.79
Criterion 1 0.44/0.79 0.52/0.79 0.53/0.80 0.56/0.80 0.52/0.74
Criterion 2 0.34/0.78 0.45/0.77 0.44/0.78 0.52/0.79 0.52/0.73
Inter-quartile NSE (-)
NN-1 NN-OA MS-1 MS-OA KR
TUW
No nested excluded 0.53/0.71 0.56/0.73 0.51/0.70 0.56/0.73 0.50/0.70
Criterion 1 0.33/0.68 0.47/0.70 0.46/0.66 0.50/0.70 0.49/0.69
Criterion 2 0.18/0.66 0.41/0.68 0.35/0.65 0.46/0.70 0.49/0.67
GR6J
No nested excluded 0.57/0.77 0.60/0.77 0.54/0.77 0.61/0.78 0.50/0.73
Criterion 1 0.26/0.71 0.45/0.74 0.48/0.74 0.52/0.75 0.46/0.71
Criterion 2 0.13/0.71 0.34/0.73 0.33/0.72 0.48/0.75 0.45/0.69
more similar to those of TUW. It may be due to the different structure and parameter
transferability of the models, which would indeed deserve a dedicated study.
5.3 Impact of station density
Another way to evaluate the performances of regionalisation methods taking into ac-
count the richness in hydrometric information of the study area is to analyse the spatial
density of the potential donors.
It is expected that the effect of the presence of several nested watersheds in a dataset
is related to the effect due to station density. Because of that, the further purpose of
the study is to analyse the impact of station density on regionalisation accuracy. Parajka
et al. (2015) tested the impact of the station density for the direct weighted interpolation
of daily runoff time-series with the topological-kriging (or Top-kriging) approach (see
Skøien et al., 2006), and found that direct interpolation is superior to hydrological model
regionalisation if station density exceeds 2 stations per 1000 km2. Here, the same approach
for analysing the density is applied to all the parameters regionalisation techniques.
The full station density in the dataset is about 2.4 gauges per 1000 km2, estimated
dividing the total number of stations by the area of Austrian territory, which is approx-
imately 84000 km2. The regionalisation approaches applied in the previous chapter are
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Figure 5.5: Example of three samples for two different station densities.
tested for decreasing station density in the catchments dataset. Seven different values of
station density (ranging from 0.3 to 2.1 gauges per 1000 km2) are tested, which correspond
to a total number of stations between 25 and 175. For each value of station density, the
corresponding number of gauged stations is randomly sampled (simple automatic non-
supervised sampling) from the original set of 209 catchments, and the regionalisation
approaches are applied on this subsample (catchments input dataset) in leave-one-out
cross-validation. In turn, each of the catchment in the subsample is considered to be un-
gauged, and the remaining basins are used as potential donors. This operation is repeated
100 times to consider different samples of watersheds with the same density across the
study area. Fig. 5.5 shows an example of three samples for two different station densities,
corresponding to 25 and 100 stations in the input dataset.
5.3.1 Distribution of the sub-samples
For each of the seven assigned density values, the described procedure provides 100
different sets of regionalised target catchments. For a given density, each of 100 subsamples
is formed by the same number of target catchments, resulting in the same number of
efficiencies to be analysed.
First, it is important to verify that catchment samples are evenly distributed across
the country: to do so we consider the distance of each catchment from its closer potential
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donor as shown in panel a of Fig. 5.6. The average of the distances (d1, d2, d3, d4, d5)
of each catchment from the closest catchment (i.e. a potential donor) in a sample can be
considered as a measure of the sample spatial distribution: the higher the distance, the
less dense the sample. As above said, for each density, 100 different samples are generated,
so that for each density, we have 100 different values for such averages. Panel b of Fig. 5.6
shows the average “distance within sample” of the closest available donor catchment across
the 100 generated sub-sets for the different values of station density (each boxplot refers
to the 100 values of average distance calculated for each sub-set). The average distance
from the closest donor in the original, full density dataset (grey point in the figure) is
around 8.5 km. As expected, the median target/donor distance (middle black solid line
in each box) increases with decreasing density. It may be noticed that also the variability
of the distance, as shown by box size and whiskers, gradually increases with the reduction
of station density. Still, such increase is overall modest: even for the lowest density, it is
limited to +/- 18% of the median for the 80% of the samples. The fact that, on average,
the distance between a target catchment and the closest gauged catchment consistently
increases with decreasing density proves that the samples with lower density do not tend
to cluster/concentrate the catchments in a small region, but they are evenly distributed
over the country.
Figure 5.6: Panel a) Example of distance from the closest donor. Panel b) Boxplots of
the average distance within a sample from the nearest available potential donor catchment
across the 100 generated sub-sets, for different values of station density (gauges/1000km2).
Whiskers extend to 10th and 90th percentiles. The grey point indicates the average distance
from the closest donor in the original dataset.
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5.3.2 Performance losses in regionalisation when reducing sta-
tion density
To analyse the results, the median regionalisation performances of each subsample are
computed and presented here: thus, for each gauging density, the results consist of 100
values of median performances.
For the sake of brevity, only the median Kling-Gupta efficiencies over the validation
periods are reported. They are shown in Fig. 5.7 for both TUW and GR6J models:
each plot contains the boxplots of the median Kling-Gupta efficiencies for each station
density (i.e. number of gauges per 1000 km2), i.e. each boxplot presents the 100 values of
median Kling-Gupta efficiencies obtained applying the regionalisation approaches to the
100 subsamples generated with an assigned density. The coloured point and the dotted
line in the plots indicate the “original” (and maximum) median regionalisation efficiency
of the approaches, that is the one obtained when using all available donors (i.e. full station
density, corresponding to 2.4 gauges/1000 km2).
The NN-1 method (Fig. 5.7, panels a and f) is the most affected by the decreasing
density. In fact, when the density declines, there is a higher probability that the less
dense subsamples do not include the catchment that is the nearest one to each target
river section. And, as we have seen in the analyses on the nested donors, in the large
majority of the cases, the nearest catchment is a nested one. In contrast, the second best
may be substantially different from the target basin.
Also, the output-averaging version of the Nearest Neighbour methods (Fig. 5.7, panels
b and g) strongly deteriorates for less dense networks. In general, Nearest Neighbour
methods are highly sensitive to gauging density. Geographical distance results to be a
good similarity measure only for densely gauged study areas (like Austria), since they
firmly rely on the presence of gauged catchments in the immediate surroundings that
are also hydrologically very similar. If the density decreases, the closest donor may be
relatively far from the target, and it may therefore have little in common with it.
As far as the MS-1 (Fig. 5.7, panels c and h) is concerned, its performances degrade
more gracefully (except for the GR6J model for the minimum density) than the NN-1 or
the NN-OA. Also in this case (like for the NN-1), when the density decreases it becomes
less probable that the most hydrologically similar catchment (identified by MS-1 in full
density) is still part of the subsample. The results also indicate that there is more than
one catchment in the original data set that is similar enough to the target in terms of
catchment attributes.
This also holds true for the output–averaging MS (Fig. 5.7, panels d and i), which is
even less affected by a reduction in donors’ density and is the best-performing approach
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Figure 5.7: Median Kling-Gupta efficiency of the 100 sampled datasets for varying station
density (number of gauges per 1000 km2) for the TUW and GR6J models using NN-1 (panels
a and f), NN-OA (panels b and g), MS-1 (panels c and h), MS-OA (panels d and i) and
KR (panels e and j) regionalisation methods. The coloured point and dotted line in the
plots indicate the original median regionalisation efficiency of the approaches when using all
available donors (i.e. full station density, corresponding to 2.4 gauges/1000 km2).
for any density (for both rainfall-runoff models). We may note that, also in this analysis,
analogously to what resulted for the exclusion of nested catchments, for both approaches
(NN and MS), the implementation of output-averaging allows to reduce the degradation
in the performances in comparison to the corresponding 1-donor version.
The impact of station density is similar to that of excluding nested catchments also for
the Ordinary Kriging approach (Fig. 5.7, panels e and j), which deteriorates less than the
other methods for decreasing values of station density. For the TUW model, the Kriging
regionalisation, starting from an already high KGE in full density, results in performances
that are inferior only to those of MS-OA when the density goes below 0.9. For the GR6J
model, even if the deterioration is limited since KR was poorly performing for the full
density regionalisation (Fig. 4.4), the median KGE is always worse than those of all the
other regionalisation approaches, for all the station densities.
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Overall, all methods (excluding the poorly performing NN-1 and KR for the GR6J)
result in relatively good performances provided that the station density is at least 0.9
gauges per 1000 km2. On the other hand, leaving aside the Kriging method, the median
KGE drops very steeply when the density reduces from 0.6 to 0.3 gauges per 1000 km2.
5.4 Discussion and summary of findings
An assessment of the impacts of the presence of nested catchments and station density
on the performance of parameter regionalisation techniques in a large Austrian dataset
has been performed. The main motivation for this work lies in the lack of systematic
studies in the literature about the effects of data-richness and informative content on the
accuracy of various methods for transferring rainfall-runoff model parameters to ungauged
catchments. Studies conducted on different study sets often do not lead to the same
ranking of the tested approaches and the obtained results are not transferable to different
study regions. This finding is indeed due to the diverse topological relationships between
catchments (nestedness) in the datasets and the diverse density of the streamgauges.
The purpose of the work is to give support to the choice of the most appropriate
parameter regionalisation approaches based on the available hydrometric information in
the region. The study shows and quantifies how the informative content of the available
gauged sections, here expressed by the presence of several nested catchments in a dataset
or by the gauging density of the study region, can influence the predictive power of a
certain technique.
The research has been conducted on the for a very densely gauged dataset covering a
large portion of Austria, and for two rainfall-runoff models: a semi-distributed version of
the HBV model (TUW model), and the lumped GR6J model coupled with the Cemaneige
snow routine.
The impact of the richness of the data set (i.e. the informative content of the region)
was analysed to assess the deterioration of the five regionalisation approaches, applied to
the same study region in the previous chapter, for decreasing availability and “worth” of
the available donors, starting from the influence of using nested basins as donors.
Two criteria have been proposed for identifying a basin that is nested with the target
one. The first one, already used in the few analysis of nestedness in the literature, classifies
as nested the first upstream and the first downstream gauges on the river network. The
second, novel criterion, identifies as nested all the catchments that share more than a
given percentage (here chosen as 10%) of the drainage area with the target one. It results
that the first criterion identifies a larger number of nested catchments with at least one
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potential donor. The first criterion considers as nested also a number of catchments that
share less than 10% of area with the target one: this means that, in some cases, the first
downstream or upstream gauge may be not representative of the same drainage area and
their catchments may be governed by very different hydrological processes.
All the regionalisation approaches have been repeated by excluding from the donor
set the catchments assumed to be nested with each target basin, according to each one of
the two criteria.
For both rainfall-runoff models and all the regionalisation approaches, when excluding
all the basins that share a significant portion of the same watershed (second criterion),
the regionalisation procedure deteriorates more than when excluding the only first up-
/downstream river sections: in fact, such first up/downstream catchment may, in some
cases, not have much in common with the target one.
Looking at the two rainfall-models, when excluding the nested catchments, the region-
alisation performances tend to deteriorates more for the GR6J than for the TUW: this
seems to indicate that the TUW model may be more robust for regionalisation purposes,
even when nested donors are not available.
Comparing the different regionalisation approaches, the parameter-averaging Kriging
is the method that is less impacted by the exclusion of the nested donors, since it does
not depend only on the choice of one or few “sibling” donors, that are very often the
nested ones, but it takes into account some of the donors in a given radius. This is
consistent to the outcomes of Merz and Blöschl (2004) and Parajka et al. (2005) who
observed almost no deterioration of regionalisation performances when excluding the first
down and upstream nested donors using the same Ordinary Kriging approach. When
using, instead, a method transferring the entire parameter set from one or more donor
catchments, the deterioration is more noticeable. The method that experiences the worst
deterioration is the NN-1, since in 80% of the cases, the nearest basin is a nested one, and
it is thus excluded from the potential donors. The second worst is the MS-1, that, when
free to choose any single potential donor in the entire region, would choose a nested one
in 60% of the cases. The output-averaging methods degrade less severely, showing that
exploiting the information resulting from more than one donor increases the robustness
of the approach also in regions that do not have so many nested catchments as in Austria
(where the importance of nested donors in regionalising model parameters is highlighted
also by Merz and Blöschl, 2004).
Finally, an assessment of the impact of station density on the regionalisation has also
been implemented. The Nearest Neighbour approaches (both NN-1 and NN-OA) are the
methods that suffer more from the decrease in gauging density. In contrast the Most
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Similar methods (MS-1 and MS-OA), which use as similarity measure a set of catchment
descriptors, are more capable of adapting to less dense datasets. In fact, in a more
“sparse” monitoring network, the Most Similar methods are able to find other adequate
donors, that may be anywhere in the region. On the other hand, the Nearest Neighbour
techniques, when applied in low station density networks, risk to identify a “not so near”
donor that may be very different from the target one. The impact of decreasing station
density on the performance of the output-averaging approach based on spatial proximity
(NN-OA) is in line with what observed by Lebecherel et al. (2016). The performances
of both the output-averaging methods, in agreement with the results obtained for similar
methods by Oudin et al. (2008), strongly deteriorate when the station density drops below
0.6 gauges per 1000 km2.
The study confirms how the predictive accuracy of parameter regionalisation tech-
niques strongly depends on the informative content of the dataset of available donor
catchments, quantifying the contribution of nested catchments and station density for
different approaches and rainfall-runoff models. The outcomes obtained for the Austrian
data set indicate that the reliability and robustness of the regionalisation of rainfall-runoff
model parameters can be improved by making use of output-averaging approaches, that
use more than one donor basin but preserving the correlation structure of the parameter
set. Such approaches result to be preferable for regionalisation purposes in both data-
poor and data-rich regions, as demonstrated by the analyses on the degradation of the
performances resulting from either removing the nested donor catchments or decreasing




Exploring elevation zone similarity
for the semi-distributed
regionalisation of model parameters
6.1 Introduction
6.1.1 Crucial effect of the altitude in runoff generation processes
In the previous chapter, it was highlighted how for transferring model parameters
from gauged to ungauged catchments the combined use of i) a similarity measure based
on catchment attributes rather than spatial distance and ii) an output-averaging approach
is preferable for applications in both data-poor and data-rich regions.
In Sec. 1.4 we argued that similarity is usually defined at catchment scale when im-
plementing most of lumped or simple semi-distributed models and descriptors refer to the
entire basin, neglecting within-catchment heterogenity in hydrological processes. On the
other hand, distributed models are able to account for hydrological processes at a finer
scale and similarity may be defined between basic elements as grid cells or HRUs. The
regionalisation of distributed model is addressed typically in a regression-based fashion
linking basin elements to landscape characteristics (e.g. Wallner et al., 2013; Rakovec
et al., 2016; Mizukami et al., 2017; Beck et al., 2020; Merz et al., 2020), optimising in
a single-step approach the transfer functions; in such approaches, single parameters are
regionalised independently based on calibrated relationships. However, literature has not
explored in detail the use of similarity measures in a distance-based regionalisation frame-
work for identifying or grouping donor HRUs of different basins and for the transfer of
their model parameter set, especially evaluating the benefit of a higher spatial resolution
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if compared to a classical lumped approach; an exception is the work of Li and Zhang
(2017) who found marginal improvement in the use of grid based versions of two models in
ungauged basins if compared to their lumped counterparts, but they did not differentiated
similarity across space, i.e. the same similarity measure was used for all the grid elements
(grid version) and for catchments (lumped version). We also highlighted that, to the best
of our knowledge, no works in the literature have explored the use of semi-distributed
regionalisation approaches for taking advantage of variability of hydrological processes
and similarity at sub-catchment scale.
It is clear that understanding how dominant dynamics and similarity change in space
is the key for improving rainfall-runoff simulations. Above cited studies have tried to
describe parameters variability in space, across different regions and landscapes, but so far
no studies have focused specifically on understanding how rainfall-runoff dynamics (and
hydrological similarity) vary with elevation. In fact, the altitude at which precipitation
occurs indirectly influences runoff generation processes through:
• the temperature gradient which is the main driver of snow dynamics and at the
same time plays a central role for soil moisture dynamics, i.e. by ruling the evapo-
transpiration processes;
• the landscape features as vegetation and soil type which strongly change with eleva-
tion and may be essential to model the first interaction between rainfall and terrain,
e.g. for estimating maximum soil moisture content and runoff release rate.
In this study we want to point the attention towards the effect of basin and sub-basin
altitude on runoff generation processes, trying to understand firstly if we can gain useful
information by learning how catchment similarity changes with elevation, and secondly if
such information may help us to improve hydrological modelling.
The methodology tested in this chapter, involves the use of an elevation zone based
semi-distributed model structure applied in a semi-distributed calibration and regionali-
sation framework. The model selected is the already described TUW model. Even if more
sophisticated semi-distributed rainfall-runoff models were made available during the re-
cent years by different authors, we are particularly interested in testing a well-known,
and consolidated model structure as the HBV model, on which the TUW is based, in
order to make the analyses as much replicable as possible. In addition, TUW (even in its
semi-distributed version) is computationally not expensive, thus facilitating the several
calibration procedures involved in the work to be performed for a large number of basins.
The study is applied to each of the two large case studies presented in Chapter 2:
Austrian and US (CAMELS) datasets. The use of such deeply different regions with such
high informative content helps to further validate the proposed analyses.
88
Chapter 6. Exploring elevation zone similarity
Next sections will present the ratio and the outline of the tested approach.
6.1.2 Semi-distributed rainfall-runoff modelling with TUW
As introduced in Sec. 3.1.1, TUW model is a semi-distributed version of the popular
HBV model. It allows to divide the catchment into sub-basins over which the meteo-
rological forcing are differentiated, along with rainfall-runoff transformations. However,
the model does not take into account any propagation routines between catchment sub-
entities: each of the sub-basin is considered as an autonomous entity which contributes
separately to the total outlet flow, calculated as the average runoff from the different
sub-basins according to their portion of total drainage area.
While meteorological inputs are differentiated over the elevation zones all the elevation
zones belonging to the same basin are supposed to be characterised by the same dynamics
and governed by the same model parameters that are therefore uniform over the entire
basin. This is exactly what was done in the analyses of previous chapters, where a unique
set of model parameters characterises all the elevation zones of each Austrian catchment
(Fig. 4.1).
In the innovative framework proposed in this chapter, the intent is to differentiate the
hydrological dynamics across elevation, i.e. allowing model parameters to assume different
values at different altitudes. The purpose is to characterise changes in rainfall-runoff
processes with elevation and use the obtained information to improve model simulation
both in the gauged (“at-site” simulation) and ungauged (transfer of model parameters)
cases. While the following sections will go into the details of the methodology, the essential
aspect and steps of the semi-distributed modelling approach which will be proposed are
introduced here for better clarity.
Spatial resolution of the model
The available meteorological inputs for the two selected case studies are defined over
quite fine elevation zones: 200 and 100 meters bands for Austria and US respectively.
This subdivision is good to account for variability in meteorological forcing but too fine
to evaluate differences in hydrological similarity: such narrow zones may cover just a
little portion of the catchment drainage area, not enough to evaluate macro differences
in runoff generation processes. In addition, on the practical side, the number of donor
“entities” (i.e. in the present case, elevation zones at the same altitude belonging to
gauged catchments) must be large enough to guarantee a reasonably-sized sample for the
evaluation of hydrological similarity: in fact, in order to transfer hydrological information
(i.e. model parameters), a sufficient number of donors is required to determine the best
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Differentiation of hydrological processes:
aggregated macrozones
Metereological inputs:
200 m elevation zones
Figure 6.1: Example of the macrozones used for differentiating rainfall-runoff dynamics
(left) and spatial resolution of meteorological forcings (right) for an Austrian basin.
similarity measure (and thus the most appropriate donors). For this reason, a coarser
subdivision of the elevation zone ranges in the study regions is needed. As will be described
in detail in Sec. 6.2, the 100 or 200 meters elevation zones are aggregated into wider
bands named macrozones, over which the hydrological processes may be differentiated.
The extension of such macrozones must be set uniformly within the same study region in
order to allow the transfer of information between entities at the same elevation.
It must be clarified that the spatial resolution of the meteorological inputs is always
kept as the original: in all the applications presented in this chapter (and more in general
in this dissertation) rainfall-runoff forcings are always defined over the finer 100 or 200
meters elevation zones. For sake of clarity, Fig. 6.1 shows an example of the differences
between the finer elevation zones of the meteorological inputs and the aggregated macro-
zones used for the differentiation of hydrological dynamics in the innovative framework
which will be proposed.
New parametrisation approach
Sec. 3.1.1 described TUW routines and highlighted that the model is composed by a
snow routine and a soil moisture routine which identify the runoff generation processes,
and by a response and a routing routines, representing the propagation of the produced
runoff across the basin.
It was already introduced how the proposed modelling approach involves the differ-
entiation of model parameters across the aggregated elevation zones (i.e. macrozones) to
account for diversity in rainfall-runoff dynamics. But during the model parametrisation
(i.e. calibration procedure), not all the model routines will be differentiated across eleva-
tion: given the particular structure of the TUW model, which does not take into account
runoff exchanges between sub-basins (macrozones), only the parameters governing the
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generation of runoff will be allowed to vary across the catchments; the features of runoff
propagation will be considered, again, uniform over the catchments.
In summary, the modelling approach we are proposing (which will be called TUW-
parD) differentiates the runoff generation processes (snow and soil moisture routines)
across elevation, while propagation routines will be related to the whole catchments.
Such modelling approach will be benchmarked against the standard approach, used in
the previous chapters and in the literature, where hydrological dynamics are controlled by
the same parameters, uniform across the elevation zones of each catchment (here named
TUW-parU ). This step of the analysis, treated in Sec. 6.3, will evaluate the potential of
the proposed modelling approach for the at-site simulation.
Regionalisation and similarity: focusing on the runoff generation
As mentioned in Sec. 6.1.1, once the model is parametrised with the new approach, the
analysis will be directed towards the characterisation of hydrological similarity at different
elevations, focusing on the dynamics leading to the production of runoff, rather than its
propagation through the catchments. This choice allows to better adapt the approach
to the structure of the model and at the same time to concentrate the attention to the
portion of rainfall-runoff processes that are most heavily influenced by the altitude at
which precipitation occurs. A regionalisation based on the transfer of model parameter
sets from gauged to ungauged macrozones based on sub-basin similarity is proposed and
benchmarked against a classic approach were uniform parameters are transferred between
entire basins. This analysis is presented in Sec. 6.4.
Research question
How is similarity changing across elevation? Is the proposed semi-distributed approach
giving benefits to the rainfall-runoff simulations? Does a semi-distributed calibration and
regionalisation approach improve simulation in ungauged catchments?
6.2 Defining the macrozones
In the previous section it was argued that the study will account for changes in hydro-
logical processes and similarity at different altitudes considering elevation bands larger
than the orginal resolution of meteorological inputs, here termed macrozones.
In fact, the number of donors covering each macrozone must be enough to guarantee
a good sample for the evaluation of hydrological similarity (i.e. to have enough donors
for transferring hydrological information).
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We need, therefore, to decide how aggregating the original, fine 100 or 200 meters
elevation zones in order to identify elevation entities characterised by specific hydrological
conditions. A multitude of landscape characteristics is strongly related to the altitude, but
the most noticeable is the vegetation. Models of vegetation zonation are complicated by
multiple factors and thus the elevation ranges at which vegetation classes begin and end
are generally not known a priori. However it is possible to split the altitudinal gradient
into five main zones used by ecologists under varying names (Troll, 1973):
• Nival (glaciers): covered in snow throughout most of the year. Vegetation is ex-
tremely limited to only a few species.
• Alpine zone: the highest zone where vegetation typically exists. This area is shaped
by the frequent frosts that restrict extensive plant colonisation.
• Sub-alpine: characterised by a closed carpet of vegetation that includes alpine mead-
ows, shrubs and sporadic dwarfed trees.
• Montane: extends from the mid-elevation forests to the tree line. The exact level
of the tree line varies with local climate, but typically the tree line is found where
mean monthly soil temperatures never exceed 10.0 °C and the mean annual soil
temperatures are around 6.7 °C (Nagy and Grabherr, 2009).
• Lowland (or foothill zone): this lowest section varies distinctly across climates.
Figure 6.2: Vegetation zonation in the Alps (Altitudinal Zonation, From Wikipedia, the
free encyclopedia)
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Table 6.1: Elevation ranges of the macrozones for the two study regions. “no.” refers to
the no. of macrozones in each dataset, corresponding to a portion of the catchment area
greater than 10%.
Country Macrozone Elevation range(m a.s.l.) no.
Austria
1A < 800 135
2A 800 - 1400 148
3A 1400 - 2000 99
4A 2000 - 2400 46
5A > 2400 20
USA
1C < 400 297
2C 400 - 800 247
3C 800 - 2000 152
4C > 2000 72
Tab. 6.1 shows the elevation ranges defined for the two case studies and the size of the
sub-samples, i.e. the number of basins where a given elevation range covers at least 10%
of the basin.
For what concerns the Austrian case study, five macrozones (named 1A,...,5A) are
set accordingly to the zonation of central and northern Alps (Nagy and Grabherr, 2009,
Fig. 6.2), which allows to maintain a sufficient number of sub-basin for each zone as well.
Histogram in Fig. 6.3 (left) shows the number of sub-basins for each macrozone: it can
be seen that macrozones are distributed quite uniformly across elevation till 2000 m a.s.l
(upper range of macrozone 3A), while for the higher zones (4A and 5A) the sample is
smaller, as expected. Fig. 6.3 (right) reports the number of catchments occupying one
or more macrozones: just 50 basins extend over a single macrozone while more than one
Figure 6.3: Left: number of sub-basins for each macrozone in Austria. Right: number
of catchments occupying 1,2. . . 5 macrozones. Only macrozones extending over at least the
10% of basin area are considered.
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Figure 6.4: Left: number of sub-basins for each macrozone in Austria. Right: number
of catchments occupying 1,2. . . 4 macrozones. Only macrozones extending over at least the
10% of basin area are considered.
third of them (78 over 209) cover at least 3 macrozones.
For the US country instead, given the extension of the study region and the variability
of the climatic conditions, it is more difficult to identify a general country-wide zonation
and the literature does not provide additional information. However, a fixed subdivision
is required for the analyses: four macrozones (named 1C,...,4C) are identified trying to
have sufficiently large sub-basin samples. Similarly, Fig. 6.4 shows the numerosity of the
macrozones across the country and the number of zones occupied by the catchments. As
can be noticed, differently from Austria and even if lower macrozones are defined with
narrower ranges than the Austrian ones (e.g. macrozone 1A includes both 1C and 2C),
most of the catchments are flat and located at low elevation: macrozone 1C is the most
Figure 6.5: Location of the catchments including each of the five Austrian macrozones for
a portion of drainage area > 10%. Points refer to basin outlets.
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Figure 6.6: Location of the catchments including each of the four US macrozones for a
portion of drainage area > 10%. Points refer to basin outlets.
populated and more than half of the catchments occupy a single macrozone. Most of the
remaining catchments extend over two macrozones.
Figs. 6.5 and 6.6 report, respectively for Austria and US regions, the location of the
catchments covering each macrozone for a portion of drainage area greater than 10%. We
see that, for each entity, the distance from the closer sub-basin(s) in Austria is always
limited and similar across the different macrozones; for US instead, that distance increase
substantially for higher macrozones, indeed depending on the location: midwest macro-
zones of the group 3C are quite distant between each others as well as arid south west for
macrozone 4C.
Notice that catchments extending over just one macrozone are not excluded from the
analysis: even if they could benefit less from semi-distributed modelling, their contribute
to characterise rainfall-runoff generation processes at the corresponding elevation cannot
be ignored.
6.2.1 Computation of attributes at macrozone-scale
As introduced above, the similarity between basins’ macrozones (and not just between
entire catchments) is taken into account: climatic and geomorphological attributes, which
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Table 6.2: Catchment and macrozone descriptors used for the analysis.
Attribute Description Data sourceAustria USA
Elev Average elevation SRTM
Area Drainage area R-R input data
Slope Mean slope SRTM
Precip Mean annual total precipitation R-R input data
PET Mean annual total evapotranspiration R-R input data
SnowF Fraction of precipitation fallen as snow(i.e. precipitation fallen in days below 0°) R-R input data
SnowD/SWE Mean annual snow depth / SWE R-R input data
Aridity Aridity index R-R input data
Irrad Mean annual solar irradiance SRTM R-R input data
Land Cover Portions of land use coverage NLCD CORINE
Forest Fraction of catchment covered in forest NLCD CORINE
Soils Portions of regional soil types FAO global soil maps
are originally available at catchment-scale in the data-bases, have to be calculated again
at macrozone level. The set of catchment features considered for the work is the same
reported in Tab. 2.1. Exception is made for some of them, meaningful only from a whole
catchment perspective, which are excluded for this study: geological formations, fraction
of catchment with porous aquifer, FARL and stream network density.
Mean annual total precipitation and evapotranspiration, aridity index and snow frac-
tion of precipiation were computed similarly to what done at catchment scale for both
case studies consistently: since meteorological rainfall-runoff model inputs are available
for 100 or 200 m elevation zones, respectively for USA and Austria, features can be aggre-
gated at macrozone scale, instead of at catchment scale, and the corresponding climatic
features can be computed. Similar procedure is followed for mean annual snow depth,
but it is available only for Austria; for CAMELS, it is replaced with Daymet snow water
equivalent (SWE).
The computation of all the remaining features involves the use of the contours of
the elevation zones of each catchment: for Austria, they are derived from the SRTM
Global Digital Elevation Model; for US, they are provided in the CAMELS dataset.
Then, average macrozone elevation and slope are derived directly from the SRTM for
both regions. Land cover classes and forest fraction are extracted from CORINE Land
Cover maps (see Sec. 2.1) in Austria and from National Land Cover Database (NLCD)
2001 (http://www.mrlc.gov/nlcd2001.php) with 30 m resolution (whose classes are very
similar to those of the European CORINE) in US dataset. Soils classes are extracted from
FAO global soil maps consistently in both case studies. Finally, mean solar irradiation is
computed differently between the two regions: in Austria, it is computed as function of
the latitude and the terrain topography (slope and aspect), analogously to what done at
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catchment scale (see Sec. 2.1); in US, it is replaced with the mean downward shortwave
radiation (Daymet forcing variable). Tab. 6.2 recaps the descriptors used in this analysis
and the corresponding data sources for each study region.
6.3 Parameterisation of the TUW model in a semi-
distributed framework: can a macrozone-based
approach improve model performance at gauged
sites?
As introduced in Sec. 6.1.2, the first experiment of the work involves the development
of an innovative semi-distributed calibration of the TUW on the gauged sites, which allows
to differentiate the runoff generation dynamics across different altitudes. The outcomes
will be benchmarked to those of the standard application of the TUW.
6.3.1 Benchmark calibration - TUW-parU
In the benchmark calibration approach, named TUW-parU, a single set of runoff
generation parameters is calibrated for all the macrozones, which are therefore governed
by the same parameters (Fig. 6.7). It is the same calibration approach followed in Sec. 4.2
for Austria. The generation of runoff can change across different altitude only due to
differences in meteorological inputs but the hydrological dynamics are controlled by the
same parameters. The number of parameters is the same for all the catchments.
6.3.2 Semi-distributed calibration - TUW-parD
In the innovative semi-distributed approach, here termed TUW-parD, the subset of
the TUW parameters controlling runoff generation is allowed to vary across the different
macrozones, enabling different hydrological behaviour in the catchments and different
dynamics of the snow routine and the soil moisture routine. The parameters ruling the
propagation of the runoff are instead kept constant within the basin: as already mentioned,
the model structure does not include propagation of runoff between sub-basins, which are
considered autonomous entities contributing separately to the total outlet flow. Fig. 6.8
shows an example of the parameter set in case of three macrozones.
It is important to recall that catchments may obviously extent over different elevation,
thus covering different macrozones (Figs. 6.3 and 6.4). For this reason, the number of
parameters to calibrate changes accordingly to the number of macrozones covered by each
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Figure 6.7: Example of the TUW-parU parameter set for a catchment extending over
three macrozones: runoff generation parameters are the same for all the macrozones and
runoff propagation parameters are unique for the whole catchment. * denotes parameters




































Figure 6.8: Example of the TUW-parD parameter set for a catchment extending over
three macrozones: runoff generation parameters are differentiated across macrozones while
runoff propagation parameters are unique for the whole catchment. * denotes parameters
calibrated only for US region, and fixed for Austria.
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Table 6.3: Calibrated TUW model parameters and their ranges for both calibration ap-
proaches.
Parameter Units RangeAustria USA
SCF - 0.9 - 1.5 0.9 - 1.5
DDF mm/°C/day 0 - 5 0 - 5
TR °C fixed to 2 -3 - 10
TS,M °C fixed to 0 -3 - 3
LP - 0 - 1 0 - 1
FC mm 0 - 600 0 - 1000
β - 0 - 20 0 - 20
k0 days 0 - 2 0 - 2
k1 days 2 - 30 2 - 30
k0 days 30 - 250 30 - 250
LUZ mm 0 - 100 0 - 100
CPERC mm 0 - 8 0 - 20
CROUTE days2/mm fixed to 25 0 - 50
catchment. After the calibration process, still performed separately at each location, a
set of runoff-generation parameters is associated to each macrozone of each catchment in
the datasets, while a single set of runoff-propagation parameter is associated to the entire
basins.
6.3.3 Calibration settings in common between the TUW-parU
and TUW-parD approaches
In order to highlight the effect of the different parameter structures of the two tech-
niques, all the remaining calibration features are the same for the two approaches:
• The historical period used for model calibration/validation: in Austria, like in
Sec. 4.2, the model is calibrated between November 1st 1976 and October 31st
1992, while it is validated between November 1st 1991 and October 31st 2008, using
a single year warm-up. For the USA, calibration period is from October 1st 1980 to
September 30th 1998 and validation period is from October 1st 1993 to September
30th 2011; here the warm-up is raised to five years, based on previous applications
of the HBV model on the same study region (Abebe et al., 2010; Melsen et al., 2018;
Melsen and Guse, 2019) and on the presence of arid catchments across the datasets,
which usually require a longer initialisation time (Kim et al., 2018).
• Rainfall-runoff meteorological inputs are always defined over the finer elevation zones
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(200 m for Austria and 100 m for USA), as detailed in Sec. 6.1.2.
• Parameter ranges: in Austria, the same parameter ranges implemented in the analy-
sis of Chapter 5 (Tab. 4.1) is used. Exception is made for CROUTE parameter, which
is fixed for the semi-distributed appraoch to 25 days2/mm (based on the expertise of
model authors on the region and on preliminary attempts); in USA, the parameter
ranges are chosen based on the works of Abebe et al. (2010), Melsen et al. (2018)
and Melsen and Guse (2019) and on the advises of model authors: in particular, in
the snow module the threshold temperatures TR and TS are calibrated, while melt-
ing temperature TM is set equal to TS; in addition, FC and CPERC boundaries
are expanded in order to fulfil a larger variety of hydrological behaviours (including
more arid catchments). Tab. 6.3 compares calibration boundaries between the two
study regions. The number of parameter to estimate in the standard calibration
is respectively 11 and 13 for Austria and USA, while in the semi-distributed cali-
bration it varies from 10 (1 macrozone covered) and 30 (5 macrozones covered) in
Austria and from 13 to 34 (4 macrozones covered) in USA.
• Objective function: Kling-Gupta efficiency (Eq. 3.52, Gupta et al., 2009) between
simulated and observed daily discharges is used.
• Settings of the optimisation algorithm: DDS algorithm (Sec. 3.2.2, Tolson and Shoe-
maker, 2007) is applied maintaining the same number of function evaluations (set to
4000). Analogously to what done for the calibration of R-R models in the previous
chapter, for each catchment and each of the approaches, the calibration procedure is
repeated ten times for ten different starting points in the parameter space, and the
set of obtained calibrated parameters corresponding to the best KGE score is se-
lected. The reliability of the calibration processes is further monitored verifying the
pattern of the objective function score for increasing number of function evaluations.
Computational time for the calibration process varies across catchment, mainly de-
pending on the number of sub-catchments on which the model is run: single model run
ranges between 0.1 and 2 seconds. In order to reduce the duration of the calibration pro-
cesses, the algorithm is run taking advantage of parallel computing: when calibrating each
single catchment, the DDS algorithm is run at the same time on more machine threads.
This is done through the parallel R Package.
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6.3.4 Calibration results: validation of the semi-distributed pa-
rameterisation TUW-parD at-site
The results of the two calibration procedures, i.e. where the runoff generation param-
eters are uniform for all the elevation zones (TUW-parU) and where they change with the
elevation zone (TUW-parD), are evaluated considering both Kling-Gupta efficiency, the
objective function for model calibration, and Nash-Sutcliffe efficiency, the standardised
version of the root mean square error (Eq. 4.1). Next paragraphs compare the calibration
approaches for each study region.
Figure 6.9: Comparison of the standard and semi-distributed at-site calibration approaches
for Austria: cumulative distribution function of KGE and NSE.
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Figure 6.10: Pattern of the at-site standard and semi-distributed KGE (upper panels)
across Austrian dataset and corresponding improvement brought by the semi-distributed
approach (lower panel) in the validation period.
Austria
Fig. 6.9 reports the results of the calibration approaches for the Austrian dataset in
terms of cumulative distribution function of model efficiencies (KGE and NSE) of daily
runoff: the plot indicates the value of efficiency which is not exceed by the corresponding
number of catchments. In the calibration period the two approaches perform similarly
and the two lines are almost overlapping; in validation mode, i.e. when the model is
run on an independent data period, the performance of the TUW-parD is slightly better
than the TUW-parU. However, it has to be pointed out that the original performances
of the TUW-parU are already optimal, and thus difficult to improve. Fig. 6.10 shows the
spatial pattern of KGE efficiency for the two parameterisations (upper panels) and the
corresponding improvement brought by the novel approach (lower panel): except for a
few basins, the performances are uniformly good across the country for both parameteri-
sations; in addition, the KGE score is improved by more than 0.1 for a group of basins,
mainly located in the central mountainous area. The observed performance improvement
are analysed against catchment characteristic (not showed here) but, unfortunately, no
significant relationships are observed.
At this phase, an additional outcome is that the TUW-parD, despite the higher number
of model parameters to calibrate, does not lead to over-parameterisation of the model,
i.e. the situation in which, due to the large number of parameters, the model fits also
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the noise of the calibration and it is not able to generalise to independent (Jakeman
and Hornberger, 1993): this is guaranteed by the fact that the model works well also on
validation periods. In fact, model testing, or model validation, is crucial to avoid running
into over-parameterisation (Seibert et al., 2019).
Given the results obtained by the TUW-parD on the validation period, we can say
that the differentiation of the runoff generation processes across the macrozones brings
benefit, even if modest, to the at-site simulation.
USA
Similarly to what presented for Austria, Fig. 6.11 compares the model efficiencies
obtained by the TUW-parD and TUW-parU across the 527 US catchments. During the
calibration period the model performs similarly when following the standard or the semi-
Figure 6.11: Comparison of the standard and semi-distributed at-site calibration ap-
proaches for USA: cumulative distribution function of KGE and NSE.
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Figure 6.12: Pattern of the at-site standard and semi-distributed KGE (upper panels)
across US dataset and corresponding improvement brought by the semi-distributed approach
(lower panel) in the validation period (green contour highlights regions with higher KGE
improvement.
distributed parameterisation approach. Instead, looking at the validation period it can
be noticed that TUW-parD definitely outperforms TUW-parU: median KGE improves
of approximately about 15%, but in particular, the number of catchments which fail the
simulation decreases substantially: if we consider as reference values to detect model
misbehaviour respectively KGE=0.3 and NSE=0.5 (Knoben et al., 2019), the TUW-parD
reduces by 80% the number of catchments which fail the simulation in terms of KGE
(from 43 to 8 catchments with KGE<0.3) and by the 50% in terms of NSE (from 187 to
91 catchments with KGE<0.5).
The eight catchments with the lowest Kling-Gupta efficiency in the validation period
for both approaches are excluded from the next analysis, since evidently the model is not
able to simulate properly the rainfall-runoff processes in such basins and their presence
in the dataset could distort the following applications.
Fig. 6.12 shows the spatial pattern for KGE across the country and highlights the
improvement allowed by the use of the proposed TUW-parD: most of the benefits are
centred in the more arid regions (highlighted with the green contour), in the southern
and mid-west states including the Great Plains (see Fig. 2.2) where the “standard” TUW-
parU fails more frequently, as can be observed in previous applications (e.g. Melsen et al.,
2018).
One could expect that model improvement would be higher in such basins covering
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a larger number of macrozones, since they may have a greater within-catchment vari-
ability of hydrological processes; but instead, no clear dependency between the number
of macrozones and model efficiency (or improvement) have been observed. However, the
differentiation of model parameters across macrozones appear to be substantially helpful
to model some of these catchments. It is important to highlight that the improvement is
necessarily to be ascribed only to those catchments extending over more than one single
macrozone, for which TUW-parD and TUW-parU parameter sets differ.
Pattern of semi-distributed model parameters across macrozones
A further aspect of interest when implementing a semi-distributed approach for model
calibration could be seeking for a possible pattern of the parameters values across the
macrozones. In this case in fact, the identification of a trend in parameter values related
to macrozones would help to better understand the hydrological processes varying as a
function of altitude. In particular, it may help to identify a specific “behavioural” range
of each parameter value for each macrozone: this would also allow to further constrain
calibration, facilitating the transfer of the parameter from gauged to ungauged entities
when regionalising the model.
Figs. 6.13 and 6.14 show the distribution of TUW-parD model parameters values
within the calibration ranges across the macrozones, respectively for Austria and USA
(only the parameter governing the runoff generation are shown, since the remaining are
kept constant). Unfortunately, no strong pattern can be detected for any of the param-
Figure 6.13: Distribution of the runoff generation parameters across macrozones in Aus-
tria. Boxplots whiskers refert to 10% and 90% quantiles.
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Figure 6.14: Distribution of the runoff generation parameters across macrozones in USA.
Boxplots whiskers refert to 10% and 90% quantiles.
eters: in fact, the values are in general spread quite uniformly between the boundaries
and/or the trend is not clear.
In Austria, median SCF , which is a correction factor for the snowfall estimate (i.e.
as higher the parameter as snowfall increases), exhibits an upward trend for increasing
altitude: this is coherent with an increase in the snow pack, expected at higher altitude;
however, in lower macrozones the values are widely distributed in the parameter range.
Median FC, which estimates the capacity of the soil moisture storage, has a weak upward
trend with elevation, but values are quite spread across the range except for the lower
macrozone. On the other hand, β, which governs the release of runoff from soil moisture
(i.e. as higher is the parameter, as higher is the release, under the same soil moisture
content) show an opposite weak tendency.
Parameters FC β show similar tendencies also in USA, even if the patterns are not
strong neither. Differently from what observed in Austria, SCF exhibits less clear pattern
with altitude: this may be due to the fact that basins are more sparsely distributed
across a so much larger region, dominated by much more different climate conditions and
catchment physiographic characteristics.
Further calibration analyses using parameter research bounds differentiated across
macrozones may be tested, but in the present work, it was decided to move through the
regionalisation phase of the analysis with these calibrated parameter sets.
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6.4 Semi-distributed regionalisation of the TUWG-
parD: can the macrozone structure improve sim-
ulation at ungauged sites? How is similarity chang-
ing with altitude?
Sec. 6.1.2 introduced that the second phase of the analysis focuses only on the region-
alisation of the parameters governing the runoff generation. This is done to adapt the
regionalisation to the structure of the model and to focus on the portion of the hydrological
processes most influenced by landscape elevation.
However, since the contributes from the macrozones are then propagated together
through the catchments, it is not possible to isolate the single performances of sub-
catchments at the basin outlet. For this reason, the model routines governing the runoff
generation process are separated from the original TUW model and used independently
for evaluating the hydrological similarity and for applying the proposed regionalisation
framework over the elevation macrozones. The propagation routines are therefore ex-
cluded from the regionalisation and similarity evaluation applications.
In order to exclude propagation processes, the model outcome to be considered is not
the streamflow but the amount of runoff generated over each sub-catchment, i.e. the
portion of the water “leaving” the soil moisture storage, to be successively propagated
through the catchments/sub-catchments. Such quantity in the model is called ∆SUZ
(Eq. 3.6, Fig. 6.15) and it is given in mm/day (it does not depend on sub-catchment
area, which is used exclusively to aggregate the contributions from different entities).
Since the original version of the TUWmodel R package does not provide automatically
∆SUZ as a model output, the model is decomposed, and the runoff generation routines
are extracted. A new model, called TUWG, is re-coded in R environment: it provides the
runoff producted and leaving the soil moisture storage, which can be available either at
macrozone level or basin level. Model inputs and routines are the same as for TUW but
only runoff generation parameters are required, of course. Fig. 6.15 shows the portion of
the model (in red) corresponding to TUWG: it has to be pointed out that such scheme is
related to a single model entity (i.e. elevation zone), and the outputs from all the zones
are then aggregated to find the total catchment contribution.
Of course, a limitation of this methodology is that the use of the only runoff genera-
tion module of the TUW (TUWG) prevents the validation of the method against observed
values, since the only available observations are the streamflows resulting from the prop-
agation of all the macrozones contributions to the basin closure section. In fact, the
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real runoff production in each macrozone is unknown also when considering the basin as
gauged. In absence of observed runoff production values, the performances of the pro-
posed regionalisation method will be assessed against the best available at-site simulation
of runoff production: that is, for each elevation zone, we assume as “true” the runoff pro-
duction value that is simulated by the best performing model calibrated at-site. Previous
section shows how TUW-parD outperforms TUW-parU for at-site simulations. Thus, as-
suming that the accuracy of TUW-parD in reproducing streamflow at the basin outlet is
reflected also in its estimation of the runoff generation, the at-site ∆SUZ values simulated
with TUWG-parD are used as reference for validating the regionalisation approaches: the
Figure 6.15: TUWG: portion of module routines of TUW model related to runoff gen-
eration, highlighted in red. The scheme is related o a single model entity (i.e. elevation
zone).
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∆SUZ,site is considered as the “true” amount of runoff production.
Once the TUW-parD and the TUW-parU have been calibrated (see Sec. 6.3), the
corresponding TUWG-parD and TUWG-parU can be used for the regionalisation analysis.
It is important to recall that TUWG-parD and TUWG-parU can be run independently
for each macrozone.
This section aims to develop a regionalisation framework especially adapted to the
TUWG-parD model in order to evaluate the benefit in terms of regionalisation efficiency
of such semi-distributed parameterisation in comparison to the benchmark method, where
all the macrozones are controlled by the same parameters (TUWG-parU).
Regionalisation technique: MS-OA
In order to evaluate the importance of different physical and climatic descriptors and
test the possible benefits due to the implementation of similarity and parameter transfer
at sub-basin scale, an appropriate regionalisation method must be identified.
It was already argued that similarity-based approaches taking advantage of output-
averaging concept, like the NN-OA or MS-OA methods (Sec. 3.3.4), are preferred by most
authors for the regionalisation of conceptual model parameters (e.g. McIntyre et al., 2005;
Viviroli et al., 2009; Lebecherel et al., 2016). Additionally, the experiments of the previous
Chapter (Secs. 5.2 and 5.3) proved the MS-OA method to be accurate and robust when
applied to regions with varying informative content.
In view of such findings, here the MS-OA approach is also used. Similarly to what
done in Chapter 4 (Secs. 4.3.1 and 4.3.2), this regionalisation procedure involves the
choice of two settings: the number of donors n and the attributes to be included in the
dissimilarity index of Eq. 1.2. Even if both aspects are crucial, the latter is of particular
interest because it may allow us to understand how similarity changes at different alti-
tude (different macrozones) or at different scales (catchment/macrozone). Details about
the methodology, in respect to its application to the TUWG, are given in Appendix A
(Sec. 6.6).
6.4.1 Benchmark: regionalisation of TUWG-parU with the MS-
OA approach
In the more standard regionalisation framework for the TUWG-parU model, the runoff
generation parameters, which are uniform for all the macrozones, are regionalised at
catchment scale and considering the similarity between the entire catchments and not
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between the sub-basins. Therefore, a single set of attributes has to be selected for each
basin and controls the inter-catchment dissimilarity (expressed by Eq. 1.2).
Choice of the set of attributes for the dissimilarity index Φ
A widely used methodology to select the set of attributes is the one used in Sec. 4.3.1,
in which MS-OA approach is applied sequentially to the entire dataset in leave-one-out
cross-validation, using at each step an increasing number of attributes when defining
the dissimilarity index Φ until the best accuracy is reached: at each step, the method
is tested multiple times, adding one by one each of the attributes and the one which
gives the best regionalisation performances is selected. Alternatively, one can test all the
possible combinations of a pre-set number of attributes, as will be done in this case.
Preliminary tests (not showed here) highlighted that including three attributes in Φ
(i.e. fixingm = 3 in Eq. 1.2) was a good trade-off which allows to maximise regionalisation
performances while keeping acceptable computational times (i.e. number of attribute
combinations to test). Thus, it was decided to proceed accordingly, testing all the possible
combinations of three of the 12 available catchment descriptors (Tab. 6.2), for a total of
220 combinations. For each combination the regionalisation procedure is applied to all
the N catchments across the dataset in leave-one-out cross validation, i.e. each catchment
is considered to be ungauged, and all the remaining basins are available in the donors set:
after computing the dissimilarities with the donors, the MS-OA is applied obtaining the
regionalised runoff production ∆SUZ,U,basin. Then, its accuracy is evaluated against the
“true” at-site generated runoff ∆SUZ,site,basin at the target location. Each combination
provides values of model efficiencies KGEG (i.e. KGE between the regionalised and the
“true” at-site runoff production) for all the N catchments. In order to select the best
attribute combination, the overall regionalisation performance across the entire dataset
has to be taken into account (i.e. considering the simulations in all catchments): for this







where KGEG is the vector of obtained KGEG efficiencies for the entire set of catchments
and q25 and q75 are the 25% and 75% quantiles.
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6.4.2 Regionalisation of TUWG-parD with the MS-OA approach
When applying the MS-OA approach for the regionalisation of the TUWG-parD, the
parameters are transferred at macrozone scale: each macrozone is considered as an au-
tonomous entity and it is regionalised independently; donor parameter sets are transferred
from donor macrozones at the same elevation. Similarly, the choice of the attributes to
include in the dissimilarity index (Eq. 1.2) is performed separately for each of the elevation







and a set of attributes for each elevation range Z has to be selected (where Z can be
1A,. . . ,5A for Austria and 1C,. . . ,4C for US). The attributes used for the distance in the
attributes space dZ,k refer to the characteristics of the macrozones.
Choice of the attributes for the dissimilarity indexes ΦZ
As already stressed, different steps are performed to select the attributes independently
for each elevation range Z. Similarly to what done for the benchmark regionalisation of
TUWG-parU, all the possible combinations of three attributes are tested. For each com-
bination, the procedure is the same exposed in the previous section but it is applied at
macrozone scale (instead of a basin scale): given a set of three descriptors, the dissimilar-
ities between macrozones at the elevation Z are defined and the regionalisation procedure
is applied to all the macrozones at elevation range Z across the dataset in leave-one-out
cross validation (i.e. each sub-basin is considered to be ungauged, and all the remaining
macrozones at the same elevation are available in the donors set). Then, the accuracy
of the regionalised runoff production ∆SUZ,U,Z is evaluated against the at-site generated
runoff ∆SUZ,site,Z at elevation range Z at the target location (macrozones covering a per-
centage of total basin area lower than 10% are excluded from the donor set). Similarly to
what described for the benchmark approach, each combination provides model efficiencies
for all the macrozones at elevation Z, and the overall regionalisation performance across
the dataset is taken into account with the interquartile KGEG between the regionalised
and the “true” at-site runoff production (∆SUZ,site,Z).
At the end of the process, for each elevation range Z, a combination of three attributes
which maximises the KGEG can be detected.
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6.4.3 Common settings for the choices of the best set of at-
tributes to quantify the similarity in the MS-OA approaches
For both the regionalisation approaches, TUWG-parU and TUWG-parD, the following
settings are chosen:
• Number of donors: in Austria, the number of donors is set equal to three, based
on the outcomes obtained in the work of previous chapter (Sec. 4.3.2). In USA,
a preliminary test based on the application of the MS-OA approach for the re-
gionalisation of the entire parameter set of the benchmark TUW-parU model was
performed, leading to fix the number of donors to three as well; the test is described
in Appendix B (Sec. 6.7).
• Excluded donors: after initial tests, catchments (and the corresponding macrozones)
with an at-site KGE efficiency (Figs. 6.9 and 6.11) in validation period lower than
0.5 are excluded from the donor sets.
• Simulation period: for both datasets only the validation period (see Sec. 6.3.3) is
considered for regionalisation and all the results presented in the next sections will
refer to that data periods. This was done for the same reasons exposed in Sec. 4.3.
• Computational shortcut to reduce simulation time: testing each three-attribute com-
bination requires significant computational time since the model have to be run for
all the study catchments/macrozones (and three times, due to output averaging):
even taking advantage of parallel computing, as briefly described in Sec. 4.2, this
would have led to quite long simulation time. In order to substantially reduce the
computational cost of the processes, each catchment/macrozone was previously run
with all the parameter sets obtained for each potential donor in order to create
ready-made databases of potential simulations: in such a way, instead of re-running
the model at each iteration (for each ungauged location), the algorithm reads di-
rectly the simulation (outcome of the regionalisation process) from the ready-made
database, saving computational time. A ready-made database is assembled for each
regionalisation process: one at catchment-scale and one for each elevation range of
macrozones.
6.4.4 Regionalisation results (MS-OA)
A drawback of the MS-OA approach is that, by definition, it does not allow to under-
stand the relative importance of each of the attributes included in the dissimilarity index.
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In fact, Eq. 1.2 gives equal weights to each of the m (three in this case) descriptors con-
sidered. Thus, the outcomes of the optimisation processes (i.e. the steps for choosing the
attributes at catchment/macrozone scale) described in the previous sections (Secs. 6.4.1
and 6.4.2), allow to select a single set of three attributes (having the same importance
in determining the dissimilarity Φ) leading to the best regionalisation performances (i.e.
KGEGIQ between regionalised and at-site runoff production).
On the other hand, results also highlight that there are many sub-optimal combinations
with similar performances. This was expected, for the principle of equifinality: a given
end-state of the process can be reached by many potential combinations of descriptors.
A possible way to indirectly evaluate attribute importance may therefore be to consider
more than one best combination and see which attributes appear more frequently in Φ.
In this case, we tested such solution but it did not lead to meaningful results, since they
depend strongly on the number of sub-optimal combinations considered, that is on how
many combinations are included in the above list.
Since such approach did not provide the desired information on the importance of the
attributes, we will consider only the single combination of attributes leading to the best
KGEGIQ scores at catchment scale (TUWG-parU) or at macrozone scale (TUWG-parD):
the results reported in this section concern exclusively the best obtained regionalisation
performances.
Austria: best combinations of attributes
Tab. 6.4 reports the optimised combinations of attributes, leading to the best per-
formance (KGEGIQ) in Austria: of course, a single set of attributes is obtained for the
regionalisation of TUWG-parU, while TUWG-parD requires a three-attributes set for each
elevation range Z.
Uniform parameterisation. It can be observed that the optimal regionalisation of
the runoff production at catchment scale (TUWG-parU) requires three climatic attributes
describing i) mean solar irradiation , ii) the presence of snow (mean annual snow depth)
and iii) the annual potential evapotranspiration (PET) to be included in the dissimilarity
index. Such result shows that climate characteristics, even if not extremely variable
across the country, have strong effect on the first phase of the rainfall runoff dynamics.
Interestingly, land cover, which resulted to be the most important attribute to represent
similarity for the regionalisation of the complete parameter set of TUW model in the work
presented in the previous Chapter (Fig. 4.2), seems to lose its significance when focusing
only on the processes governing the generation on runoff (TUWG-parU). Such results
indicate that land cover in Austria mainly influences runoff propagation, while climate
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characteristics, even if not extremely variable across the country, have strong effect on
the first phase of the rainfall runoff dynamics.
Semi-distributed parameterisation. This is confirmed also when regionalising
the TUWG-parD at different elevation ranges: climatic attributes (irradiation, annual
precipitation, aridity, PET or snow depth) are good to catch macrozone similarity at all
the elevations, where at least one between such characteristics appears in all the best
combinations. The role of the geo-morphological attributes is difficult to interpret: for
instance, land cover and area appear only at elevation 5A, soil types only at 2A, average
catchment elevation is used only at elevation range 1A and 5A, and the percentage of basin
covered by forests seems useful only at elevation 4A. This difficulty in highlighting the role
of the attributes may be due to the fact that MS-OA approach does not allow to identify
the importance of the single attributes and to fully understand changes of similarity with
altitude, but only to select a set of best descriptors. Moreover, the issue of equifinality
discussed above prevent us from taking such results as unique, with respect to what
concerns the choice of the best combination of attributes. However, the maximisation of
the regionalisation performances is on the other hand guaranteed.
Table 6.4: Best combination of attributes for the regionalisation of TUWG-parU and
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Austria: regionalisation accuracy
When analysing the model performances, the proposed distributed regionalisation al-
lows a slight improvement in the simulations of the runoff generation at least as far as
the “true” modelled values are concerned: Fig. 6.16 compares the accuracy (KGEG) of
the regionalisation methods for estimating the runoff generated over the entire catch-
ment when applied with the benchmark approach TUWG-parU with uniform parameters
(orange boxplots) or with the semi-distributed approach transferring TUWG-parD pa-
rameters between macrozones (violet boxplots).
The first frame on the left refers to the accuracy of the model in reproducing the
at-site total basin runoff generation ∆SUZ,site,basin: in the case of TUWG-parD, it is ob-
tained averaging the contributes optimised for the different macrozones (weighted on their
corresponding drainage areas).
The frames on the right report the accuracy in reproducing the at-site runoff produc-
tion for each of the macrozones (∆SUZ,site,1A, . . . ,∆SUZ,site,5A): in this case, the region-
alised production for the TUWG-parU (orange boxplots) is estimated from the simulation
run at catchment scale but considering the runoff generated on the separate macrozone.
Figure 6.16: Regionalisation accuracy in Austria when regionalising runoff production
with the MS-OA method for the standard and semi-disitributed approaches (i.e. tranferring
runoff generation parameters at catchment and macrozone scales) against at-site simulations.
Boxplot whiskers refer to 10% and 90% quantiles.
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We should here remember that even if the parameters are uniform over the zones, the
model runs the simulation at the spatial resolution of meteorological inputs (i.e. 100
or 200 meters elevation zones) and the corresponding runoff generation outputs can be
averaged for the different macrozones, as stressed in Sec. 6.1.2.
When regionalising the runoff production of the entire catchment (left panel), the semi-
distributed approach does not bring benefits. On the other hand, regionalisation efficien-
cies are slightly improved for single macrozones: this indicates that transferring parame-
ters between macrozones may enhance the simulation of runoff production at macrozone
scale.
USA: regionalisation accuracy and best combinations of attributes
Analogously to what reported for the Austrian case study, Fig. 6.17 and Tab. 6.5 show
respectively regionalisation efficiencies and the best three-attributes combination for the
US region.
Looking first at the regionalisation efficiencies (Fig. 6.17), it can be easily noticed
that the semi-distributed based regionalisation of TUWG-parD is not able in this case
Figure 6.17: Regionalisation accuracy in USA when regionalising runoff production with
the MS-OA method for the standard and semi-disitributed approaches (i.e. tranferring
runoff generation parameters at catchment and macrozone scales) against at-site simulations.
Boxplot whiskers refer to 10% and 90% quantiles.
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to improve the accuracy of runoff production estimates in respect to the benchmark
approach: the two approaches behave similarly both at catchment and macrozone scale.
In addition, while when regionalising the runoff production for the whole catchments
the efficiency are satisfactory, they substantially fail for the reproduction of macrozone
contributes; in fact, all macrozones except 1C show quite poor KGEG (in comparison to
the efficiency at catchment scale): even with the semi-distributed approach, for several
catchments the MS-OA is not able to properly reproduce the runoff generation. Both
methodologies are not able to find an appropriate set of donors to faithfully reproduce
the at-site simulations.
One possible reason is that macrozone 2C, 3C and 4C are distributed very heteroge-
neously across the country (see Fig. 6.6) and this affects the accuracy of the methodology.
In addition, the method is based on the assumption that the accuracy of the model
in reproducing the discharge at-site is reflected in its ability to reliably reproduce the
generated runoff, which may be not valid in several catchments.
Looking at the first row of Tab. 6.5, we see that also in US the best combination
of attributes for the runoff production regionalisation at catchment scale includes cli-
matic features: the presence of snow (even if quantified with a different snow attribute,
Table 6.5: Best combination of attributes for the regionalisation of TUWG-parU and


























Chapter 6. Exploring elevation zone similarity
referring to the portion of precipitation fallen as snow) and basin aridity, but also a
geo-morphological descriptor, average catchment slope, is included.
Similarly to what happens for Austria and for the same reasons, the best combinations
for regionalisation at macrozone scale are very difficult to interpret. But this may be
probably due to the fact that, for the US, such results are only partially reliable, since as
shown by Fig. 6.17 the regionalisation of TUWG-parD fails substantially for the higher
macrozones
In order to better explore changes in similarity across different elevations, the relative
importance of the attributes may be investigated with different approaches. An additional
experiment (not reported here) is also conducted modifying the regionalisation method,
including all the attributes in the dissimilarity measure and assigning weights to them,
which have to be calibrated against the “true” runoff generation. Results are again not
satisfactory and difficult to interpret, probably due to same reasons mentioned before: the
issue of equifinality and the use of simulated runoff generation to optimise the dissimilarity
index. For the sake of simplicity, we prefer not to show them here.
6.5 Summary of findings
This Chapter presented a semi-distributed framework for the implementation of an
innovative parameterisation of the TUW model, which differentiates the dynamics of
runoff generation at different altitudes. The approach was applied both in the gauged
and ungauged case. Such framework was compared to a benchmark approach in which
the conceptual model is applied with parameters that are the same for all the elevation
zones of each catchment. The analysis are implemented on two very large case studies:
a densely gauged set of more than 200 Austrian catchments and a database for rainfall-
runoff simulation of more than 500 catchments across the United States of America.
The purpose of the study, besides evaluating the benefits in terms of at-site model
efficiency given by the semi-distributed parameterisation, was to explore the changes
in hydrological similarity across different altitudes applying an ad-hoc regionalisation
method both at macrozone and catchment scale.
In the gauged case, the study involved a new calibration of the model, allowing the
parameters controlling runoff generation routines to vary across previously defined macro
elevation zones (called macrozones). Compared to the uniform parameterisation, the in-
novative parameter structure allowed an improvement of the at-site model performances
especially in the validation period. In Austria the benefit is limited, mainly due to the
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fact that the performances on such region are already very good with the uniform param-
eters, while in USA there is a significant improvement. This demonstrates that i) even
if the number of parameters is larger, the model is not overparameterised and that ii) a
differentiation of rainfall-runoff generation dynamics across basin elevation zones helps to
closely reproduce the overall rainfall-runoff transformations.
No significant patterns of the calibrated model parameters across elevation zones have
been observed, but further investigation could deepen the issue, testing the benefit of
calibration ranges differentiated across different altitudes to further constrain calibration,
facilitating the transfer of model parameters from gauged to ungauged entities.
Successively, a semi-distributed regionalisation framework applied only to the runoff
generation module was developed. The TUW model was decomposed, extracting the rou-
tines responsible of the runoff production, before its propagation across the basin. Since
no actual measure of runoff production is available, the “at-site” generated runoff mod-
elled with the semi-distributed parameterisation was considered to be the reference, “true”
runoff generation value, against which the regionalisation approach is evaluated. The two
benchmark and semi-distributed runoff generation parameterisation approaches were re-
gionalised accordingly to the similarity between entire catchments or single macrozones
respectively. In the benchmark approach, the uniform parameter sets are transferred to
the target from the most similar donor catchments; in the semi-distributed approach,
the regionalisation is performed independently at the different elevations: the parameter
set for generating runoff on each macrozone is transferred from the most similar donor
macrozones having the same elevation. The regionalisation method used is the MS-OA,
which requires the choice of the attributes to be used for transferring parameters; in such
analysis, all the possible combinations of three attributes were tested to maximise the
regionalisation accuracies. Such approach, by definition, does not allow to account for
relative attribute importance, but just to identify the three attributes leading to the best
performance at catchment scale (benchmark approach) or for the macrozones at different
elevation (semi-distributed approach).
A limitation of this analysis is the use of at-site simulations of runoff production for
optimising similarity measures in the regionalisation process, since actual measurements
of runoff production are of course not possible. Such choice was made in order to be
consistent with the particular structure of the TUW model which does not consider the
interaction between sub-catchments: in fact, since the runoff generated over each eleva-
tion zone is propagated independently towards the stream outlet, without considering
the internal hydrological relationships of the entities, it would have been meaningless to
119
Chapter 6. Exploring elevation zone similarity
differentiate the propagation routine (i.e. different contributions) as well.
Unfortunately the resulting best attribute sets across different altitudes were not clear
enough to let us better understand the role of the descriptors in the rainfall-runoff gen-
eration dynamics at different elevation. Reasons behind this results may lie either in the
incapability of the available attributes to characterise sufficiently well the hydrological
behaviour of the single macrozones, but also especially in the equifinality of the process
which leads to have more solutions to the same problem and thus not univocal optimal
attribute combinations.
In Austria, the indexes assessing the regionalisation efficiency demonstrated that semi-
distributed parameterisation is able to improve the simulation of the runoff production
estimates at single macrozone level if compared to the uniform parameterisation. In
USA, both approaches substantially fail in reproducing the at-site runoff generation at
high altitudes. This can be due to a number of factors: first of all and as already stressed,
the use of “at-site” simulated time series of runoff production for validating the method
is based on the assumption that the accuracy of the model in reproducing the discharge
at-site is reflected in its ability to reliably reproduce the generated runoff, which may
be not valid in several catchments; in addition, regionalisation procedures in US are in
general very challenging (see e.g. Pool et al., 2019), given the very high variability of the
climatic and hydrological conditions across the country; in order to find more homogeneous
group of catchments, the dataset may be divided into sub-regions, but the choice is not
straightforward, as it strongly depends on the hydrological variable of interest (see e.g.
the classification of Yaeger et al., 2012; Berghuijs et al., 2014b; Mcmanamay et al., 2014;
Brunner et al., 2020; Jehn et al., 2020).
Moreover, being the US a very large region, with an extremely variable topography,
the macrozones defined to divide the whole elevation range led to even more heteroge-
neously distributed groups of macrozones. A different subdivision of the elevation range,
differentiated across the country, may solve some of the present issues.
Future studies on this line will also focus on the application of similar frameworks to
other semi-distributed or fully-distributed hydrological models, able to explicitly simulate
interaction between sub-basins: in fact, this would allow to detect the direct contribution
of each macrozone to the total discharge, rather than to the runoff generation only.
Furthermore, the approach will be reapplied dividing the US dataset in subregions
and considering also to differentiate the elevation ranges over such regions.
120
Chapter 6. Exploring elevation zone similarity
6.6 Appendix A:
Applying MS-OA to TUWG
This section recalls the main steps of the MS-OA technique when adapted to the
regionalisation of the runoff generation model TUWG for each macrozone of an ungauged
catchment:
1. n donors (i.e. elevation macrozones, where the runoff generation parameters are as-
sumed to be known and are denoted PG,i) are selected based on a dissimilarity index
Φ (Eq. 1.2), which is defined through the “distance” in the normalised attributes
space;
2. the TUWG model is simulated for the ungauged macrozone, using the entire param-
eter set PG,i of each donor i (i = 1, . . . , n);
3. the simulated runoff generation values are weighted-averaged, according to the dis-




wi,U ∆SUZ(t, PG,i) (6.3)
where ∆SUZ,U is the regionalised runoff production at the ungauged macrozone U
and wi,U is the weight associated to donor i, calculated as function of the dissimi-
larity index (see Eq. 3.57).
It is clear that such method requires the choice of two settings: i) the number of
donors n and ii) the the set of attributes used in the dissimilarity measure Φ to quantify
the distance in the attribute space between target and donors.
6.7 Appendix B:
Choice of the number of donors for the US region
The implementation of the MS-OA technique is based on the concept of output-
averaging. The number of donors used in the methods is fixed previously to the opti-
misation of the best attribute set to define Φ.
In Austria the donor number is fixed to three, based on previous analysis. In USA, a
preliminary test is performed to test the effect of the number of donors. It consists in the
application of the MS-OA approach for the regionalisation of the entire set of parameters
(and not only those governing runoff generation) optimised in the benchmark approach
121
Chapter 6. Exploring elevation zone similarity
Figure 6.18: Optimised accuracy of the modified MS-OA technique applied to the entire
TUW model parameter set for different number of donor catchments. Boxplot whiskers
refer to 10% and 90% quantiles.
(TUW-parU), thus for the classic regionalisation of the whole TUW model (as operated
in Austria for the analysis of the previous chapter).
The choice of the best attribute set of Sec. 6.4.1 is repeated for different numbers of
donor catchments using the same settings, except for the objective function which is the
interquartile KGE between simulated and observed discharges at basin outlets (and not
related to runoff production). Number of donors between two and six are considered.
Fig. 6.18 shows the optimised performance of the modified MS-OA approach across the
entire US region: the optimisation process reaches very similar results in all cases. So,
the number of donors is set to three, to be consistent with the Austrian dataset.
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Exploring the potential of transfer
entropy for catchment dynamics
characterisation and classification
7.1 Introduction
As introduced in the Premise of the Dissertation, this Chapter presents a stand-alone
analysis started during the research period at the Water Resource and Hydrologic Model-
ing Lab of McMaster University (Ontario, Canada). The work is the results of the several
tests made to explore the possible use of Information Theory for enhancing our knowledge
about hydrological similarity.
Catchment classification has always been addressed as one of the essential steps for
transferring information between similar watersheds, through the identification of the
dominant hydrological processes and their main characteristics. The delineation of similar
groups of basins is required for several regionalisation applications (Rosbjerg et al., 2013).
Whichever is the clustering method used (for a concise summary of the most common
techniques, see e.g. Razavi and Coulibaly, 2013), most of the studies implement streamflow
indices and signatures as metrics for classifying the watersheds, looking at the similarity
between some of the hydrograph features (e.g. Sawicz et al., 2011; Yaeger et al., 2012;
Archfield et al., 2014). In the case of ungauged basins, climatic and physical characteristics
are typically used instead (e.g. Knoben et al., 2018; Swain and Patra, 2019). Some
studies use the clusters obtained through streamflow signatures (gauged case) to train
the classification algorithm in the ungauged case (see, e.g. Toth, 2013; McManamay and
Derolph, 2019; Jehn et al., 2020).
Clustering algorithms based on streamflow signatures have been implemented, for in-
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stance, for improving regional flood frequency analysis (e.g. Castellarin et al., 2001; Merz
and Blöschl, 2005; Rao and Srinivas, 2006), for assessing water availability at annual or
seasonal scale (e.g. Holmes et al., 2002; Viglione et al., 2007; Berghuijs et al., 2014a) or for
low flow statistics estimation (e.g. Laaha and Blöschl, 2006; Vezza et al., 2010). However,
less attention has been given to the delineation of homogenous groups of catchments for
the transfer of information regarding the rainfall-runoff processes at fine temporal scale
(needed for the regionalisation of hydrological model parameters), where it is essential
to take into account the dynamic of streamflow generation and propagation, considering
the features of the entire runoff hydrograph and its forcings. To address this issue, a few
recent studies have focused on different classification metrics that could synthesise the
temporal correlation structure of streamflow processes: some of them proposed to analyse
similarity of runoff temporal dynamics through the parameters of linear models estimat-
ing the global autocorrelation function (ACF) of the streamflow time series (De Thomasis
and Grimaldi, 2001; Chiang et al., 2002; Grimaldi, 2004; Corduas, 2011); others used
single autocorrelation coefficients for regionalisation purposes (e.g. Montanari and Toth,
2007; Castiglioni et al., 2010; Lombardi et al., 2012). More recently, notable contributes
were given by Singh et al. (2016), who used a “data depth” function to explore similarity
of the whole dynamics of streamflow time series for the transfer of rainfall-runoff model
parameters, or by Pérez Ciria and Chiogna (2020) who applied a classification frame-
work based on the analysis of daily streamflow at multiple temporal scales with Discrete
Wavelet Transform. Alternatively, functional analysis can be used to represents different
hydrological regimes as functions which enable the exploitation of the full information
stored in the time series or annual hydrograph when clustering catchments (e.g. Brunner
et al., 2020). Toth (2013) provided the first ever watershed clustering including measures
of the fine time-scale variability and correlation structure of both rainfall and streamflow
series, including a correlation scaling exponent to classify the shape of the hydrograph
ACFs, but such indexes are obtained independently for each one of the two time series.
To the best of our knowledge, no studies have so far considered the interaction between
the entire time series of forcing data (e.g. precipitation) and streamflow, quantifying
it through measures to be used as clustering metrics. Such measures may be effective
for assessing the similarity of the main hydrological processes taking places in different
watersheds, especially useful if one aims to transfer information regarding rainfall-runoff
dynamics as, for instance, when regionalising hydrological model parameters. Linear
cross-correlation analysis, which measures the correlation of two time series as function
of the displacement (in time) of one relative to the other, may measure the similarity
of different forcings and streamflow signals in order to identify the dominant factors
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guiding the runoff generation. However, given the high nonlinearity of the rainfall-runoff
relationship, the use of a metric able to look beyond linear correlation analysis between
meteorological inputs and streamflow would be required. One of the potential approach
for this purpose is the use of the concepts of the information theory: they are based on the
notion of entropy, i.e. the content of information of a signal (as a time series), or, in the
multivariate case, the content of information shared between more variables (i.e. mutual
information). An entropy-based measure of particular interest is the so-called transfer
entropy (Schreiber, 2000), a time asymmetric quantity which analyses the interaction
between different signals.
Information theory-based approaches have been widely used in hydrology and water
resources during the last decades. Singh (1997) reports a detailed overview of the devel-
opment of these methods, describing typical application in hydrological sciences. Recent
studies made use of entropy terms derived from Shannon’s information theory (Shannon,
1948) for identifying hydrological similarity. For example, Rajsekhar et al. (2013) used
direction information transfer (standardised version of mutual information) to regionalise
drought characteristics. Loritz et al. (2018) made use of normalised mutual information
between the simulated streamflow time series of sub-catchment nested within the same
downstream catchment for clustering hillslope models into functional groups of similar
runoff generation and implemented Shannon entropy as measure of diversity in simula-
tions. Such studies applied the entropy concepts for grouping and characterising discharge
time series across the considered study regions.
More interestingly for the present study, Bennett et al. (2019) demonstrated how the
above cited quantity called transfer entropy can be used to quantify the active transfer
of information between hydrologic processes at various timescale and help understanding
the dynamic of rainfall-runoff system, in the perspective of evaluation of model behaviour.
They measured the connectivity of simulated hydrological processes in single catchments
for different rainfall-runoff model structures.
Based on the findings of Bennett et al. (2019), in this study the concept of trans-
fer entropy is applied for identifying the dominant hydrological processes occurring in a
catchment, measuring the transfer of information from different forcings to streamflow
time series. Then, similarity between dominant processes is used for grouping similar
catchment dynamics. In a first step, the different amounts of information transferred
from the three main meteorological forcing variables (i.e. precipitation, snow melt and
actual evapotranspiration) to observed runoff are computed through transfer entropy. For
all the study watersheds the estimated transfer entropy values are then used as signatures
to characterise catchment dynamics. Then, a classification of the basins is obtained as-
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suming that similar values of transfer entropy for the three forcings identify similar basins,
through a simple hierarchical clustering algorithm. The methodology is tested on the large
and dense Austrian dataset (Sec. 2.1). The classification results are compared against the
values of a set of typical streamflow signatures across the clusters. The “traditional”
streamflow signatures are also used as attributes in a benchmark classification method,
which is also compared to the clusters obtained through the transfer entropy values.
The purpose of the present study is to show the potential of transfer entropy for char-
acterising and classifying catchment dynamics as alternative to typical runoff signatures
and flow indices.
The Chapter is organised as follows: Sec. 7.2 gives the basic principles of information
theory based on Shannon entropy, defines its terms, and finally introduces the concept
of transfer entropy. In Sec. 7.3, the basins are characterised based on the information
flow from meteorological forcings to runoff, estimated through transfer entropy, and the
results are analysed against catchment characteristics and against a set typical streamflow
signatures. In Sec. 7.4, transfer entropy values are used as similarity features to classify
different hydrological dynamics. In Sec. 7.5, a benchmark classification method based
on streamflow signatures is implemented and compared to the resulted transfer entropy
classification. Finally, Sec. 7.6 reports the concluding remarks.
Research question
Are we able to quantify the interaction between meteorological forcing and river dis-
charge by relying on the concepts of Information Theory? Is such measure representative
of the hydrological behaviour of a watershed, improving our knowledge about catchment
similarity?
7.2 Entropy theory and transfer entropy
Information theory was initially developed in the field of communication engineering.
In information theory, entropy quantifies the uncertainty associated to a variable. By
extension, entropy is a measure of the amount of information content in a generic signal.
Shannon entropy, H(X), provides a mathematical formula for explaining the information
content from a variable X (e.g. the streamflow time series at a given gauge), which
has a set of discrete probabilities, p1, . . . , pn (Shannon, 1948; Singh, 1997). The average




p(xi) log2 p(xi) (7.1)
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where n is the total number of class intervals (also called bins), and p(xi) is the occurrence
probability of X in the ith class interval. Strictly speaking, assuming that one bit is the
information content of a binary random variable that is 0 or 1 with equal probability,
Shannon’s entropy measures the number of bits needed to optimally encode a sequence
of realisations of X. If, for instance, X is a constant signal (i.e. it has a unique known
value) the probability of that event (i.e. the probability that X assumes the constant
value) will be one, while all the other probability will be zero; in this case there will be
no uncertainty associated to X, and the information content H(X) will be zero. On the
other hand, if X has a uniform distribution (i.e. the probability of each event is equal to












In the multivariate case, the joint entropy represents the whole amount of information
embedded in more variables. In case of two signals X and Y , and it is defined as follows:





p(xi, yj) log2 p(xi, yj) (7.3)
The marginal entropies of a number of signals often contain duplicated information,
so that the joint entropy should be less than the sum of marginal entropy unless every
variable is independent of each other (Keum et al., 2017). Consequently, it is possible to
measure the portion of the information content shared between the two variables X and
Y . It is named mutual information (Cover and Thomas, 2005):
I(X, Y ) = H(X) +H(Y )−H(X, Y ) (7.4)
Mutual information quantifies the knowledge we gain about Y by measuring the variable
X, or vice versa. Conditional forms of the above presented measures of information can
be also defined. The conditional entropy, i.e. the additional information provided by the
entire time series X if we already know the information content of Y , is given by:
H(X|Y ) = H(X)−H(X, Y ) (7.5)
Similarly, conditional mutual information (given a third variable Z) can be also defined
as the information content shared between X and Y , provided we already know the
information content of Z:
I(X, Y |Z) = H(X|Z) +H(Y |Z)−H(X, Y |Z) (7.6)
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All the above mentioned quantities are symmetric, except for the choice of the con-
ditioning variables. They are not describing the flow of information between variables;
in other words, we do not know if a variable is somehow influencing the others and vice
versa.
Schreiber (2000) developed a method for accounting for information transfer, which
considers the flow of information in time between signals. In order to do so, variables
are artificially “shifted” in time: given two original variables Xt and Yt, let’s consider
Xt−lx and Yt−ly as new time series, built by shifting Xt and Yt respectively by lx and ly
time lags. The quantity, called transfer entropy, can be written as a particular case of
conditional mutual information:
TX→Y (lx, ly) = I(Yt, Xt−1, . . . , Xt−lx|Yt−1, . . . , Yt−ly) (7.7)
where TX→Y is the transfer entropy from X to Y associated to time lags lx and ly:
it represents the mutual information between the target variable Y at time t and the
dependent variable X at all the previous lx time lags, conditioned by the knowledge of
the history of variable Y itself at the previous ly time lags (in case of zero lag, it would
lose its “directional” nature, corresponding to the simple mutual information between X
and Y ). More intuitively, transfer entropy can be thought as the additional knowledge
we gain about the variable Y at time t by measuring X at the previous lx time steps,
with respect to the information already given by knowing the previous ly states of Y . It
quantifies the effective information flow from X to Y , given fixed time lags.
For a more rigorous treatment and definition of transfer entropy, see Schreiber (2000).
The reader can find other applications of transfer entropy as tool for causal effects estima-
tion, for instance, in Ruddell and Kumar (2009), who used it for quantifying information
flows within ecohydrological systems, or in Hlinka et al. (2013), who employed transfer
entropy to estimate causality of climate networks.
It has been underlined in the literature that, when choosing the values of the two
time lag parameters lx and ly, there is a trade-off between computational complexity and
estimation accuracy and stability (Schreiber, 2000). Hlinka et al. (2013) showed how the
reliability of transfer entropy estimate decreases for increasing values of time lag, due to
the difficulties in the estimation of high-dimensionality probability distributions.
7.3 Catchment characterisation with transfer entropy
The aim of the study is to show the use of transfer entropy (TE) as a catchment
attribute for identifying dominant hydrological processes and for the characterisation of
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different types of catchment dynamics.
In this experiment, we decided to consider the information flow transferred to the
observed daily streamflow time series, from the observed daily precipitation and from the
other two main components responsible for the runoff generation: daily actual evapo-
transpiration and snow melt, chosen due to their dominant impact on the water balance,
similarly to what done also by Bennett et al. (2019).
The approach we propose in this work is based on the following hypotheses: i) the
flow of information between catchment forcing data (including the main contributes to
runoff generation, i.e. rain, snow and evapotranspiration) and the observed streamflow
can be quantified with its transfer entropy, ii) if two or more catchments have similar
values of information flow (quantity of transferred information), they are similar and the
rainfall-runoff transformation is dominated by similar processes.
This section describes and reports the results of the first phase of the methodology
which consists in the characterisation of each catchment with transfer entropy values.
First, actual evapotranspiration and snow melt time series are estimated through the
application of a rainfall-runoff model. Then, transfer entropy values from precipitation,
actual evapotranspiration and snow melt are computed for all the study catchments. A
first interpretation of the results is conducted analysing TE values against catchment
characteristics and a set of typical streamflow signatures.
In the second and last phase of the approach, which will be presented in the following
Sec. 7.4, a simple hierarchical clustering algorithm is applied to the standardised values
of transfer entropy and results for different number of clusters are analysed.
7.3.1 Estimation of snow melt and actual evapotranspiration
through rainfall-runoff model application
As introduced previously, two of the dependent variables considered as sources of
information to be transferred to catchment streamflow are actual evapotranspiration and
snow melt. As in most cases, these quantities need to be estimated, since they are very
difficult to measure. For this purpose, it was decided to use the TUW model, which was
observed to behave very well in the study region based not only on the analysis of this
Dissertation, but also on a number of previous applications (see, e.g. Merz and Blöschl,
2004; Parajka et al., 2005). The model is calibrated against the observed runoff and it is
used exclusively for extracting the estimated actual evapotranspiration and snow melt at
daily scale.
The model is calibrated and run at daily time steps for all the study catchments using
the same structure and settings implemented for the analyses presented in Chapter 4
129
Chapter 7. Exploring the potential of transfer entropy for catchment characterisation
with the difference that, for this application, the 33 years of observation (1976-2008) were
entirely used for model calibration, with a warm-up period of one year. We decided not to
use a split-sample procedure, since we know from the previously presented analyses that
the model behaves well, and we preferred using the entire record both for estimating the
model parameters and for simulating the snow melt and actual evapotranspiration state
variables in order to have the longest possible time series for the TE-HC analysis. The
resulting simulation efficiencies are very good: Kling-Gupta Efficiency ranges between
0.56 and 0.94 over the catchments, with a median of 0.85, while Nash Sutcliffe Efficiencies
are between 0.47 and 89, with a median of 0.71.
7.3.2 Computation of transfer entropy
Having simulated through the model the actual evapotranspiration and snow melt time
series, the flow of information from catchment forcing data to the observed streamflow is
quantified, computing the transfer entropy from each of the three daily time series of:
• precipitation (P )
• actual evapotranspiration (AET )
• snow melt (melt)
to the observed streamflow (Q).
The use of the transfer entropy introduced in Sec. 7.2 requires the preliminary choice
of the values of the time lags lx and ly to be used in the computation. As state above,
high time lags negatively influence the reliability of the estimates, due to problems in
the estimate of high-dimensionality probability distributions. In order to minimise these
effects, but also to keep the methodology as simple as possible for evaluating the potential
of transfer entropy in rainfall-runoff dynamic classification, in this study it was decided
to consider only the previous time step (lx = ly = 1), thus assessing the information
transfer bewteen the forcing variable at day t − 1 and the streamflow at day t. It is of
course clear that the target variable (i.e. daily streamflow time series Q) is influenced
by the dependent variables (P , AET and melt) also at time lags greater than one day;
however, choosing to consider just one single lag allows us to have a first order estimate of
the impact of the different variables on the streamflow, and at the same time to simplify
the TE calculation, for a better understanding of the information flow. Thus, for this
parametrisation, the definition of transfer entropy (from Eq. 7.7) becomes:
TX→Y (1, 1) = I(Yt, Xt−1|Yt−1) (7.8)
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where Y is the daily streamflow Q andX can be either P , AET ormelt. The computation
of transfer entropy has been carried out within the R Programming Environment (R Core
Team, 2019), by using the package RTransferEnropy (Behrendt et al., 2019).
Transfer entropy, as every information theoretic measure, requires the estimation of
probabilities of occurrence. Such estimate, which is a potential source of uncertainty, can
be performed following various techniques. One option is the use of continuous distri-
bution functions (e.g. Krstanovic and Singh, 1992), and in case of multivariate data the
choice of the distribution is limited to normal or lognormal distribution, for which joint
entropy can be calculated as a function of the covariance matrix (Ozkul et al., 2000),
otherwise no equations are available to estimate multivariate entropy quantities. Alter-
natives are, for instance, the use of non-parametric density estimators (e.g. Mishra and
Coulibaly, 2009) or the use of discrete probability distributions which define a number of
class intervals to approximate the probabilities by the corresponding relative frequencies.
Entropy calculations using discrete distributions have been preferred in the recent
specialised literature, due to the unavoidable assumptions at the basis of the chosen
distribution functions and to the above mentioned difficulties in formularising the joint
entropy in many distributions (Fahle et al., 2015). However, the discrete entropy term
calculations also require an assumption of data quantisation and there is no consensus on
which method should be used (Keum and Coulibaly, 2017). Among the simplest methods,
for example, the histogram method divides the range of the variables in class intervals
with equal width, while the quantile method uses fixed quantiles as bin boundaries and
it is based on the notion that you want to have the tail events (i.e., extreme events) in
separate bins. In general, the choice of the intervals/quantiles should be guided both by
the distribution of the data and by the number of observations.
In this case, the authors of the R-package recommend that the number of bins is
limited in order to avoid too many zero observations when calculating relative frequencies
as estimators of the joint probabilities in the (effective) transfer entropy equations. The
default version of the tool set the bin limits to the 5% and 95% quantiles isolating extreme
tail events. On the other hand, the literature on the use of transfer entropy for purposes
similar to our analysis is extremely limited, and, to the best of our knowledge, no reference
on the quantisation method is provided. For this experiment, the effect of different bin
widths and types was investigated: as expected, the results (not reported here) vary
between different quantisation methods.
Finally, it was decided to divide the data interval into five bins based on the quantile
method defining a large central interval between the quartiles, and dividing the tails of
the distribution into two intermediate intervals (between 5% and 25% and between 75%
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and 95% quantiles respectively) and two “extreme” intervals (outside the 5% and 95%
quantiles).
Another complication is given by the fact that transfer entropy estimates are known
to be biased due to small sample effects. To address this issue, the comparison of the
results with those obtained with a shuffling procedure may be used: shuffled versions of
the independent variable Xshuffled can be generated, randomly drawing values from the
time series of X and realigning them to generate new time series. Then, the corresponding
“shuffled” transfer entropies can be computed TXshuffled→Y : this procedure “destroys” the
time series dependencies of X, as well as the statistical dependencies between X and Y ,
and it thus represents a “white noise” against which the calculated transfer entropy can be
benchmarked. The implemented R tool allows the automatic computation of the effective
transfer entropy (Marschinski and Kantz, 2002): in order to derive a consistent estimator,
shuffling is repeated many times and the average of the resulting shuffled transfer entropy
estimates across all replications TXshuffled→Y is subtracted from the Shannon transfer
entropy to obtain a bias corrected estimate:
ETX→Y = TX→Y − TXshuffled→Y (7.9)
The number of shuffles is here set to 100. More details, may be found in the RTransfer-
Enropy manual.
In this paper, transfer entropy is always computed in the effective form of Eq. 7.9.
However, for the sake of simplicity, we will still refer to it as TX→Y (the lag specification
is also omitted and it is always 1).
The computation is carried out for all the 209 basins and for the three independent
forcing variables. At the end of the process each watershed is characterised by three
values of transfer entropy which estimate the information transferred from each of the
independent variables to the observed runoff.
We are estimating the impact (i.e. the net information flow) of the dependent variables
at the previous day: we expect that high values of transfer entropy from precipitation will
be associated to watersheds with the fastest response times; at the same time, snow dom-
inated catchments will probably show the highest impact of snow melt on the generation
of runoff.
Fig. 7.1 shows the values of the standardised transfer entropies across the basins of the
study region (T ∗P→Q in panel a, T ∗AET→Q in panel b and T ∗melt→Q in panel c). The spatial
pattern of such results is analysed in detail in Sec. 7.4.1, together with the catchment
classes which will be obtained at the end of the TE-HC methodology. At this point, we
will just verify the presence of any potential relationship between the computed TE values
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Figure 7.1: Standardised transfer entropy values across Austria: estimated information
flow from a) precipitation, b) actual evapotranspiration and c) snow melt to the streamflow.
and a set of catchment features and streamflow signatures.
7.3.3 Analysis of TE values against catchment features
The interpretation of the resulting values of transfer entropy is not straightforward. In
order to better understand how they are are linked to catchment features, Fig. 7.2 reports
the scatterplots of each of the three obtained T ∗ against most of the basin attributes
described in Tab. 2.1. It can be noticed that drainage area (Area), river network density
(RiverD), forest fraction (Forest), solar irradiation (Irrad) and fraction of catchment
with porous aquifers (AcqPort) are not clearly linked to any of the TE values. On the
other hand, mean elevation (Elev), snow fraction (SnowF) and snow depth (SnowD),
which are strongly correlated between each other, show the a consistent relation with
the three entropy components: as expected, basins at high elevation, characterised by
significant presence of snow, correspond to low values of transfer entropy from 1-day lag
precipitation, while for decreasing altitudes (and decreasing SnowF and SnowD) the range
of variability of T ∗P→Q increases and the relationship is less clear; T ∗AET→Q and T ∗melt→Q are
instead positively correlated with elevation and presence of snow: looking at the remaining
features, basin slope (Slope) is negatively (but not significantly, i.e. low p-value) correlated
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with the impact of precipitation P and we can see that flatter catchments corresponds
to low impact of AET and melt: this can be explained by the fact that slope is also
related to elevation (i.e. higher catchments are generally steeper). The impact of P is
not clearly related to other climatic attributes, but annual precipitation (Precip), higher
in mountainous basins due to the orographic component, is positively correlated with the
information flow from melt. More arid catchments are characterised by low information
from actual evapotranspiration and snow melt. In general, from this analysis we can
observe that in Austria the differences in transfer entropy tend to be explained mainly by
those catchments attributes linked to elevation. On the other hand, for instance, no clear
relationships between fast response time (high impact of 1 day-lag P ) and the analysed
catchment characteristics can be detected.
7.3.4 Analysis of TE values against streamflow signatures
Before implementing the obtained transfer entropies to classify Austrian catchments,
the single TE values are compared also to the flow characteristics of the basins. Viglione
et al. (2013) used six typical runoff signatures to characterise streamflow regimes at dif-
ferent time scales across the same Austrian dataset. As stressed in the Premise of this
Dissertation, hydrological runoff signatures synthesise in indexes different flow conditions
and aspects, i.e. portions of the rainfall-runoff processes. Here the purpose is to look for
any potential relationships between such measures and the transfer entropies which, on
the other hand, represent the interaction between forcing variables and runoff.
The signatures chosen for the study are:
• mean annual specific runoff (mm/yr):






where Qd is the mean daily specific runoff (mm/day) and T (days) is the record
length; this index estimates the long term water availability of a catchment. More
humid basins correspond to higher values of mean annual runoff, and viceversa.
• the range of the Pardé’s coefficients Pari (defined as the mean monthly runoff Qi





∆Par = max(Pari)−min(Pari) (7.11b)
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This signature is an indicator of runoff seasonality: since each Parde’s coefficient
refers to the deviation of monthly runoff in respect to the annual average, their
variability estimates how the runoff is distributed along the year. For instance,
snow dominated catchments have a high values of such range, since the runoff is so
much higher in the periods of the year when snow melt occurs;
• the slope of the flow duration curve (%/%) defined as:
mFDC = 100 Q30% −Q70%
40Qd
(7.12)
where Q30% (mm d-1) is the value of daily runoff which is exceeded 30% of the time
and Q70% 70% of the time. Thus, mFDC is a measure of slope of the central part
of the flow duration curve and indicates the percentage of increase of runoff, with
respect to the annual mean, for 1% decrease of exceedance probability; in other
words, it estimates the variability of the central values of the distribution, excluding
the extremes: seasonal watersheds have steep FDC, while catchments governed by
groundwater contributions or more flashy catchments have flat FDC (in the central
part);
• normalised low flow statistic q95 (-), calculated as the value of daily runoff Q95%






Catchments with higher q95 are typically characterised by pervious soils and are
able to self-regulate the runoff, while more flashy catchments and highly seasonal
watersheds have low q95;
• normalised high flow statistic q05 (-) calculated as the value of daily runoff Q95%






Such index is high in non self-regulating catchments and where the rainfall-runoff
response is particularly fast, but also in watersheds with high seasonality;
• the integral scale τ1/e (days) calculated as the time lag at which the autocorrelation
function drops below 1/e ≈ 0.368. The integral scale is a raw measure of the runoff
hydrograph memory (see e.g. Blöschl and Sivapalan, 1995, p. 255 and reference
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Figure 7.3: Standardised values of transfer entropy against runoff signatures.
therein). Thus, the more seasonal is a catchment, the higher is its hydrograph
memory; in contrast, the response of more flashy catchments is highly depending
on single rainfall events, and their memory is low.
The six streamflow signatures presented above are computed for the entire dataset us-
ing all the available streamflow records. Their spatial pattern will be reported in Sec. 7.4.1
(Fig. 7.5) when compared to the final output of the TE-HC approach. Here, Fig. 7.3
shows the scatterplots between the six signatures and the three transfer entropy values.
As expected, the relationships with Qd are similar to those observed against mean annual
precipitation in Fig. 7.2; ∆Par and mFDC, which are measures of catchment seasonality,
show the same relation as observed for elevation and presence of snow (which strongly
influence seasonality in Austria). No significant relations between P entropy values and
low/high flow statistics (q95 and q05) are observed; on the other hand, lower impact of 1
day-lag AET and melt corresponds to the highest low flow statistics and to the lowest
high flows. The hydrograph memory τ1/e is weakly negatively correlated to the impact of
previous day precipitation P , even if for basins with lower memory the values of T ∗P→Q
vary between almost the entire range.
The results presented here and in the previous section show that the transfer entropy
measures provide additional information, not fully explained by catchment climatic, phys-
ical and hydrological characteristics; at the same time, they are still difficult to interpret.
In order to evaluate their potential in identifying dominant hydrological dynamics across
the region, the TE values are then used for the classification of the catchments.
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7.4 Catchment classification based on transfer en-
tropy (TE-HC)
The second step of the methodology is the classification of the catchments based
on their transfer entropy values. These values (that will be the input vectors of the
classification algorithm) are previously standardised to zero mean and unit variance, so to
remove the scale effect and to give them equal importance when used as distance metrics.
This classification is here named TE-HC (Transfer Entropy - Hierarchical Clustering).
Distance between catchments are calculated as the Euclidean distance in the three-
dimensional standardised transfer entropy space and their classification is performed using
a hierarchical cluster analysis based on Ward’s minimum variance method (Ward, 1963).
Even if recent literature proposes more refined and sophisticated classification algorithms
and procedures, several studies still use it for grouping catchments based on signatures
with satisfactory results (e.g. Kuentz et al., 2017; Jehn et al., 2020). Ward’s clustering is
a simple algorithm which minimises the total within-cluster variance. At the first step,
each element defines a single cluster. Then, at each step, the algorithm finds the pair
of clusters that leads to minimum increase in total within-cluster variance after merging.
This is recursively repeated until all the elements belong to one single cluster. Hierarchical
cluster analysis has the advantage that it does not require the a priori definition of the
number of clusters. The algorithm produces a classification tree and the number of clusters
is chosen only in the second phase by cutting the tree. In this study the results for different
numbers of clusters are presented.
Fig. 7.4 shows the results of the TE-HC classifications. They are reported for different
number of clusters: from the top to the bottom panel they refer respectively to 3, 4, 5
and 6 clusters. Each panel presents on the left the position of the Austrian catchment
outlets, whose color indicates the cluster they belong to. For each of them, a bar plot on
the right (identified by the same color) reports the average value of standardised transfer
entropy from each of the dependent variables. The clusters are generated by cutting the
classification tree produced by the hierarchical algorithm. Thus, when adding a further
cluster, one of the groups (according to the minimum variance criteria) is split into two
new clusters. In order to underline this process, the split clusters are linked in the figure.
Starting from the classification with 3 clusters, it can be easily noticed how the method-
ology is able to capture and isolate the catchments with the greatest amount of informa-
tion flow from precipitation (Cluster 2, blue dots): these basins have the fastest response
and, consistently, low impact of AET (and thus low seasonality); in fact, as pointed out
previously, besides their direct effect on the water balance, transfer entropy from AET
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(highly depending on temperature) may be linked also to the runoff seasonality: catch-
ments with high seasonality have AET and Q in phase during the year, while this is not
valid in catchments with low seasonal behaviour. This is confirmed also looking at Clus-
ter 1 (red): it identifies the snow-dominated catchments with the highest impact of both
snow and AET components, and the lowest information flow from P . Consistently, most
of them correspond to mountainous Alpine catchments (see Fig. 2.1), where seasonality
is particularly pronounced. Finally, Cluster 3 (green) groups the basins with lowland
behaviour, which have an in-between response time and weak impact of seasonality or
snow, located at lower altitudes and in the eastern lowlands.
If a further cluster is considered (4 clusters classification, second line in Fig. 7.4), two
new groups are generated from former Cluster 1, basically based on the magnitude of
AET impact (seasonality) and on the predominant role of snow melt as runoff generation
process. Cluster 1.1 (yellow) includes watershed with the highest amount of information
transferred from both AET and melt, and with the lowest impact of 1 day-lag precip-
itation accordingly, completely dominated by snow. By contrast, catchments with less
pronounced effect of snow related processes belong to Cluster 1.2 (red).
Moving to the classification into 5 clusters (third line in Fig. 7.4), the second cluster
is split in Cluster 2.1 and 2.2 (light and dark blue respectively). This subdivision allows
separating the catchments (dark blue) with the fastest response time, very strong impact
of precipitation and lower seasonality and snow impact, from those (light blue) where
information from precipitation is still high but the contribution of snow and AET is also
very important, with T ∗ values similar to Cluster 1.2. In fact, Cluster 2.1 can be seen as
an intermediate group between clusters 1.2 and 2.2.
Finally, considering 6 clusters (bottom line in Fig. 7.4), the still large group of catch-
ments (109) belonging to Cluster 3 is divided: the resulting two groups (Cluster 3.1 and
3.2) differ between each other for the different contribution of snow and precipitation. In
fact, in cluster Cluster 3.1 the effect of melt is still close to the average and that of P
is low, while in Cluster 3.2 the transfer entropy from snow contribution is minimum and
the impact of precipitation is higher. To confirm this, let’s look at the group of basins in
the southern part of the country: from west to east the catchments change cluster as the
effect of snow decreases with altitude.
7.4.1 Analysis of the TE-HC classes against streamflow signa-
tures
In this section, the values of the six streamflow signatures presented in Sec. 7.3.4
across the study area and inside the clusters obtained through the TE-HC methodology
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are analysed. Here, the results of the novel proposed classification are analysed against
the pattern of such signatures. In the following section, a benchmark clustering algorithm
is also applied using the six signatures as classification criteria, and the obtained clusters
are also compared to the TE-HC.
Fig. 7.5 displays the spatial pattern of the signatures across the Austrian country
(each point refers to the catchment closing section). In order to qualitatively analyse
the streamflow behaviour inside the clusters of the classification approach introduced in
this study, the figure also reports again the TE-HC resulting map (panel g). In addi-
tion, Fig. 7.6 shows the variability of the six streamflow signatures inside the six TE-HC
clusters.
Looking at the mean annual runoff Qy (Fig. 7.5a and Fig. 7.6a), which provides infor-
mation about the all-year-round water availability, the majority of the most humid (and
mountainous) catchments in the west and in the centre are characterised by high transfer
entropy between snow melt and discharge (Fig. 7.1c) and belong to Clusters 1.1 and 1.2
(red and yellow points in Fig. 7.5g) which are those at higher elevation and, consistently,
dominated by snow processes. It should be pointed out that the high runoff volume is
actually more related to the orographic lifting of northwesterly airflows at the rim of the
Alps rather than directly to the presence of snow itself, which is also due to catchment
altitude. On the other hand, drier catchments present minimum information flow from
AET (Fig. 7.1b), since high values of evapotranspiration would correspond to a reduction
of basin discharge.
A marked seasonality is more directly related to snow: in fact, high values of the
Pardè’s range ∆Par (Fig. 7.5b and Fig. 7.6b) corresponds again to Clusters 1.1 and 1.2. In
particular, the strongest differences in Pardé’s coefficients, representing high seasonality,
match with Cluster 1.2 (yellow points in Fig. 7.5g), whose watersheds have the largest
values of transferred information from melt, but also from AET (see Fig. 7.1b-c and
Fig. 7.4): in fact, the effect of AET is also linked to snow watersheds; nevertheless, we
expected it to be even more pronounced in catchments with the most marked seasonality,
given the fact that AET is highly dependent on air temperature: in general, besides the
effect of the 1-day lag, the value of the AET transfer entropy will be as much higher as
AET and Q are in phase during the year. In contrast, the lowest seasonality characterises
Clusters 2.2 and 3.2 (blue and black boxes in Fig. 7.6b and Fig. 7.6c), which have the
lowest impact of melt and AET . The slope of the flow duration curve mFDC (Fig. 7.5c
and Fig. 7.6c) shows very similar pattern to what observed for ∆Par.
Low flow statistics q95 (Fig. 7.5d and Fig. 7.6d) are smaller for snow catchments where
flow seasonality is more pronounced (red and yellow basins in Fig. 7.5g) and larger for low
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lands catchments, in particular for Cluster 3.1 and 3.2 (green and black dots in Fig. 7.5g)
where the effect of precipitation at previous lag is limited and catchments have more
storage capacity (due to pervious soil). It can be appreciated that q95 has a positive trend
Figure 7.5: Pattern of streamflow signatures: mean annual runoff (a), range of Pardé’s
coefficients (b), slope of the flow duration curve (c), low flow statistic (d), high flow statistic
(e) and integral scale (f), compared to TE-HC classification with 6 clusters (g). Points refer
to catchment outlets.
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Figure 7.6: Variability of the six streamflow signatures inside the different clusters obtained
through the TE-HC classification.
moving from Cluster 1.1 to 3.2 (Fig. 7.6d). For the same reasons, the high flow statistic
q05 (Fig. 7.5e and Fig. 7.6e) presents opposite behaviour.
Finally, catchments with high values of information flow from precipitation (Fig. 7.1a)
match the regions labelled as more “flashy” by previous studies (e.g. Viglione et al.,
2013), showing low integral scale τ1/e (Fig. 7.5f and Fig. 7.6f). In fact, τ1/e estimates the
hydrograph memory and is indeed minimum for the catchments of Clusters 2.1 and 2.2
(light and dark blue dots in Fig. 7.5g) which have the highest values of transfer entropy
for the precipitation at previous day. The highest integral scales τ1/e can be find instead
in the snow catchments of Clusters 1.1 and 1.2, where we observe the minimum impact of
1 day-lag precipitation, and in the basins in southern Austria with slower dynamics and
highly pervious geology, belonging to Cluster 3.1 and 3.2. However, slow response is not
the primary feature of Clusters 3.2, which includes also catchments with low hydrograph
memory (black points in the north-east, Fig. 7.5g), but more in general this cluster groups
lowlands catchments also in the south-east with the lowest impact of snow, where the
impact of 1-day lag precipitation is not uniform (the contribution of precipitation signal
is nor strong nor weak when averaged).
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Such analysis demonstrates how the proposed TE-HC classification can be able to
capture similarity between more features of the runoff hydrograph, here represented by
the selected streamflow signatures through the analysis of the role of the drivers. On the
other hand, given the different nature of the similarity measure used in the classification
process, we do not expect TE-HC to be able to detect the same hydrological differences
between catchments that are highlighted by the considered hydrograph characteristics (as
for instance for low and high flow statistics q95 and q05). In fact, transfer entropy may be
an additional instrument to characterise catchment dynamics that are not fully captured
by streamflow signatures alone, by analysing the interaction between forcing variables and
runoff.
7.5 Comparison of the TE-HC classes to a bench-
mark classification based on signatures
This last section of the Chapter compares the results obtained by the TE-HC clas-
sification to the application of a benchmark clustering approach using as classification
metrics the six catchment signatures proposed in the previous section rather than the
values of the transfer entropy values between climatic forcing and streamflow time se-
ries. The comparison is performed observing how watersheds are differently grouped: we
do not expect identical clustering, considering that the algorithms work on conceptually
different inputs.
7.5.1 Streamflow signatures classification (QS-HC)
In order to consistently compare the results, the Ward’s hierarchical clustering is used
again as classifier, which allows to easily evaluate the effect of different classification
metrics.
Similarly to what done for transfer entropy values, signatures are standardised to zero
mean and unit variance. But in this case, given the significant number of signatures that
we are considering and their strong mutual correlation, a Principal Component Analysis
(PCA) is performed prior to the classification process. PCA (see e.g., Krzanowski, 1988)
is a multivariate analysis statistical method that enables one to obtain smaller number of
uncorrelated variables from a larger number of possibly correlated variables by construct-
ing an orthogonal basis for the original variables themselves. The derived uncorrelated
variables are called principal components (PC). The full set of PC’s has the same dimen-
sionality of the original set of variables. They are ordered in such a way that the first
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Table 7.1: Coefficients of the linear transformation for the first three PC’s of the streamflow
signatures and relative proportion of the cumulative variance explained.
Signature PC1 PC2 PC3
Qy -0.381 0.183 -0.881
∆Par -0.480 0.133 0.191
mFCD -0.484 0.167 0.078
q95 0.419 0.444 -0.187
q05 -0.392 -0.504 0.094
τ1/e -0.247 0.685 0.370
Cumulative variance 0.629 0.866 0.953
component accounts for as much of the variability in the original dataset as possible, and
each following PC accounts for as much of the remaining variability as possible (Di Prinzio
et al., 2011). Tab. 7.1 shows a summary of the analysis with the loadings of the linear
transformation for the three first PC’s, which allow to account for the 95% of the vari-
ance. It can be noticed that the first component (PC1) is positively associated with low
flows q95 and negatively associated with high flows q05, slope of the FDC mFDC, sea-
sonality ∆Par and annual runoff Qy (with similar loadings, around 0.4), but also to the
hydrograph memory τ1/e with lower loading: therefore, high positive values of PC1 indi-
cate flashy catchments, while negative values refer to a seasonal behaviour. On the other
hand, PC2 has strong positive loading with τ1/e and q95 and strong negative contribution
of q05 and may help to capture self-regulating catchments with slow response. Finally,
most of the load on PC3 is associated to Qy and may help to further detect very humid
and mountainous catchments, characterised by higher rainfall (due to orographic effect).
Such three PC’s are used as classification metrics for Ward’s algorithm, also maintaining
the same input dimension of used for TE-HC.
Fig. 7.7 reports the results of the classification, here named QS-HC: six clusters are
considered in order to be consistent with the finest TE-HC clusterisation. On the top,
histograms reports the average values of the PCs (Fig. 7.7a) and of the standardised
streamflow signatures (Fig. 7.7b) among the different clusters. Below the histograms, a
map of the country shows the location of the catchments (referring to their outlets) where
squares are colored accordingly to the resulting clusters (Fig. 7.7c). Finally, TE-HC
classification into 6 clusters is reported again in the bottom for comparison (Fig. 7.7d).
Runoff volume (Qy) is greater in Clusters A and B and it decreases moving to the re-
maining three clusters, mainly located in the east and at lower altitudes. Similar behaviour
is observed for seasonality (∆Par and mFDC). In particular, Cluster A represents the
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more extreme seasonal/snow behaviour and includes just a few catchments distributed
along the Alpine chain. The hydrograph memory (integral scale τ1/e) is greater in the
Figure 7.7: QS-HC benchmark classification with Ward’s algorithm and runoff signatures’
PCs. The top bar plots (a) show the average values of the PCs for all the clusters, while
bar plots (b) show the corresponding values of standardised streamflow signatures. Panel
(c) reports the location of the catchment outlets across the country according to QS-HC,
square colors refer to clusters. Bottom panel (d) reports TE-HC classification into 6 clusters
for the comparison.
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Clusters A, B and C, it is minimum for Clusters D and E and it assumes values around
the country average (i.e. zero, according to standardisation) in Cluster F. It appears that
the variability of runoff is moderate (higher low flows and weaker high flows statistics) for
the catchments in Clusters C and F, while extremes are pronounced (small q95 and large
q05) in Clusters A, B and D.
Looking more specifically at the single groups, Clusters A, B and C (magenta, red and
yellow dots) include the catchments dominated by snow, given the strongest seasonality
and the long hydrograph memory: Cluster A and B in particular show also the highest
runoff, due to the large precipitation volume at high elevations, while C includes less
extreme snow behaviours with decreasing seasonality, lower humidity (runoff volume) and
less extreme low and high flows. These three groups cover most of the mountainous area of
the country. Watersheds of Cluster E (green) have runoff volume similar to Cluster C but
the lower hydrograph memory and the weaker seasonality suggest faster response times;
moreover runoff variability increases. Cluster D and F include the drier catchments, but
they differ between each others substantially for the runoff autocorrelation and for the
magnitude of high and low flows: Cluster D (dark blue) has the more extreme behaviour
with very low autocorrelation τ1/e and very pronounced extremes (small q95 and large q05),
typical behaviour of flashy catchments; Cluster F (black) has the weakest seasonality, one
of the lowest runoff volumes and a typical behavior of pervious soil watersheds, which are
able to self-regulate the runoff, leading to the weaker extremes (high minimum flows and
low maximum flows).
7.5.2 Comparison between TE-HC and QS-HC classifications
As expected, the classification based on streamflow signatures (QS-HC) differs from
the one obtained through TE-HC, especially in low land regions of the study area. Both
techniques are able to identify snow dominated catchments: TE-HC takes advantage of the
information flow from melt and AET towards runoff (Clusters 1.1 and 1.2 in Fig. 7.4 or in
bottom panel of Fig. 7.7), while QS-HC catches typical snow behaviour from seasonality
(∆Par) and high autocorrelation of streamflow τ1/e (Clusters A, B and C). Catchments
with faster response time are highlighted by the large information flow from P to runoff
in TE-HC (Cluster 2.1 and 2.2 in Fig. 7.4) and by the low autocorrelation in QS-HC,
see Clusters D and E. Nevertheless, it can be clearly noticed that the flashy behaviour
is identified by both classifiers (i.e. dark blue Clusters 2.2 and D), even if they do not
exactly match. In addition, the effect of pervious soils in lowlands catchments is more
easily detected with signatures describing both extremes and hydrograph memory (Cluster
F). However, it can be also noticed that Cluster F is similar to Cluster 3.2, which includes
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those catchments with minimum impact of snow.
In terms of goodness of the clustering processes, the internal cluster validation could
be performed with a number of different metrics. One of the simplest and more classical
indexes for evaluating cluster consistency is the Average Silhouette Width (ASW ). ASW
is the average of the silhouette values (introduced by Rousseeuw, 1987): the silhouette
value si is a measure defined for each catchment i of how similar it is to its own cluster
compared to other clusters, ranging from -1 to 1 (for more details please see Appendix
C). Here, both classifications score around 0.27, showing similar internal consistency. The
obtained scores are not optimal, but good scores on an internal criterion do not necessarily
translate into good effectiveness in an application.
On the other hand, the affinity of the two clustering approaches may be quantified
with the Rand Index RI (Rand, 1971, see details in Appendix C). It varies between
1 (perfect agreement between the two partitions) and 0 (no agreement). RI between
TE-HC and the classification based on signatures is 0.71. Hubert and Arabie (1985)
proposed an adjustment to the Rand Index, which reduces its dependency on the number
of clusters, called ARI (Adjusted Rand Index): its expected value is equal to zero for
random partitions having the same number of objects in each class. The index is still
equal to 1 for perfect agreement but it can also take negative values (and have higher
discriminatory power than RI). In this case, ARI is 0.14. Such score confirms that
the two finest classifications only partially match. The goodness of the two approaches
could be actually verified in future by their implementation in practical applications, e.g.
using the obtained clusters to support a PUB problem, as can be the regionalisation of
rainfall-runoff model parameters.
In general, both procedures bring some interesting and meaningful results, which differ
from each other given the different similarity measures they are based on. TE-HC is based
exclusively on the interaction between the components forcing runoff and runoff itself, not
considering the direct similarity in runoff characteristics as, for instance, runoff volume
or flow statistics.
7.6 Concluding remarks on the use of TE for catch-
ment dynamics characterisation and classification
A novel approach for the characterisation and classification of catchment dynamics
through the quantification of the information flows between meteorological runoff forcings
and runoff itself has been proposed. The central purpose of the analysis is to demonstrate
the potential of transfer entropy measures for assessing the similarity in the main hydro-
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logical processes taking place in watersheds. Transfer entropy considers the interaction
between each one of the entire meteorological time series and it is able to quantify the
amount of information transferred from them to the streamflow time series. The liter-
ature regarding catchment classification normally involves similarity measures based on
different catchment signatures or geo-morphological and climatic features independently
from each other. This work aimed to show how transfer entropy can be used as a comple-
mentary tool for identifying and highlighting similar catchment dynamics. This may be
particularly interesting when the interaction between forcing variables and runoff needs
to be understood, as for instance in the case of rainfall-runoff model calibration and
regionalisation.
The research has been conducted for a very densely gauged set of watersheds covering
a large portion of the Austrian country. A consolidated semi-distributed rainfall-runoff
model was firstly applied at daily scale for all the study catchments and the time-series of
the not measurable runoff forcings were simulated: actual evapotranspiration and snow
melt.
Then, the information flow from each i) measured daily precipitation ii) simulated
actual evapotranspiration and iii) simulated snow melt time series to daily runoff was es-
timated through the computation of transfer entropy values. In order to avoid incurring
into further uncertainties due to the estimate of high-dimensional probability distribution
estimate and at the same time to simplify the TE calculation, allowing a better under-
standing of the information flow, transfer entropy was computed in this work considering
only one previous time step (1 day-lag transfer entropy). Even though runoff is certainly
affected by forcing variables at greater time lags, the analysis can still provide a first order
estimate of the transfer entropy and of its ability in identifying useful catchment dynamics.
The obtained standardised transfer entropies were first analysed, comparing them to the
values of available catchment attributes and to a set of six streamflow signatures, trying
to better understand the results of the TE calculation. Then, the TE values were used
as catchments features when applying a hierarchical clustering algorithm (Ward’s mini-
mum variance method). The rational of the method is that similar values of information
flow between meteorological forcing and streamflow time series mean similar catchment
dynamics.
Results for different number of clusters were considered. Within the limitation of the
study, the results of the classification are promising. The method is able to distinguish
the predominant or partial role of snow melt and evapotranspiration across the dataset.
At the same time, the amount of information flow transferred from the precipitation to
the runoff hydrograph, measuring the impact of rainfall events occurring in the previous
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day, can help to assess differences in catchment response time.
Also, the TE-HC clustering was analysed against the pattern of the identified set of
runoff signatures: the methodology demonstrates its ability to capture similarity between
more features of the runoff hydrograph described by the indexes, and therefore also the
potential of transfer entropy to measure interaction between forcing meteorological data
and runoff.
Additionally, the TE-HC was compared to a benchmark classification method, apply-
ing the Ward’s algorithm using the set of six signatures as basin features. A Principal
Component Analysis was previously applied to reduce the dimension of the input variables
and to account for their correlation. The obtained clusters match only in part with those
of TE-HC: both algorithms are able to isolate snow dominated catchments, but, especially
in the lowlands, the classes partially differ. This was expected since the algorithm are
based on different similarity measures. Moreover, the study has two main limitation: the
first is that transfer entropy values are calculated based on a single time lag; secondly,
since the purpose was to assess the potential of transfer entropy for catchment classifi-
cation in the most parsimonious way, TE-HC was implemented considering information
flow just from the three main meteorological forcing components and it can not take into
account all the governing hydrological phenomena.
Despite the limitations, we believe that the present analysis demonstrates the poten-
tial of TE-HC, and in particular the potential of transfer entropy, as further instrument
for assessing hydrological similarity and for quantifying the connection between different
processes. It should be seen as a complementary approach to classification techniques
based on consolidated streamflow signatures. In particular, given that TE-HC is based
on the concept of information flow, and keeping into account the role of the main forcing
mechanisms, it appears promising especially when the classification aims to detect sim-
ilarity in dominant hydrological dynamics, like for the transfer of rainfall-runoff model
parameters, for instance. In fact, gauged classifications like TE-HC may be used to train
clustering algorithm based on basin attributes (as done e.g. by Toth, 2013; McManamay
and Derolph, 2019; Jehn et al., 2020) in the ungauged case.
Forthcoming experiments will focus on coupling the use of transfer entropy in catch-
ment classification to the application of rainfall-runoff model regionalisation techniques,
testing the improvement due to the use of such novel clusters as founding point of the
regionalisation framework.
Moreover, future analysis will indeed require the inclusion of higher time lags in trans-
fer entropy computation, as well as the inclusion of further runoff forcing components as
independent variables.
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7.7 Appendix C:
Details on clustering evaluation metrics
Silhouette Width
Given a dataset X = {x1, . . . , xn} and it clustering C = {c1, . . . , cn}, the silhouette

















We can interpret a(i) as a measure of how well i is assigned to its cluster (the smaller
the value, the better the assignment): it is mean distance between i and all other data
points in the same cluster ci, where d(i, j) the distance between data points i and j. On
the other hand, b(i) is the minimum distance of i from all points in any other cluster, of
which i is not a member. The Average Silhouette Width ASW (C) of the clustering C is
the average the single silhouettes si(C) across the dataset.
Rand Index
Comparing two partitions (P1 and P2) of the same data set, a couple of objects (i.e.,
catchments) can belong to the same class or different classes in P1 and P2. Let us define
N00 as the number of catchments that belong to the same class both in P1 and P2; N10
as the number of catchments that belong to the same class in P2 but not in P1; N01 as
the number of catchments that belong to the same class in P1 but not in P2; N11 as the
number of catchments that belong to different classes both in P1 and P2. Under these
assumptions, RI is defined as:
RI = N11 +N00





This Thesis focuses on the development of innovative analyses to enhance the reliabil-
ity of rainfall-runoff modelling in ungauged basins and the understanding of hydrological
similarity. On one hand, relevant issues concerning the regionalisation of model param-
eters are addressed: in particular, the value of the regional informative content of the
available dataset when choosing the regionalisation method and the benefit of similar-
ity measures differentiated across elevation in a semi-distributed modelling framework.
On the other hand, the similarity of rainfall-runoff transformation processes is explored
through an innovative approach proposing the quantification of the interaction between
the meteorological forcings and the corresponding streamflow time-series.
First, a preliminary experiment was conducted for the main case study: Austria. Two
rainfall-runoff models were calibrated over a very data-rich region covering most of the
country. A set of consolidated parameter regionalisation techniques was implemented
in leave-one-out cross-validation. This required analysing the different options for their
optimal setting, such as the choice of the similarity measures and of the number of donor
catchments from which transferring the model parameters, that were optimised. Finally,
the simulation perfomances of the different approaches were compared.
Second, an analysis was set up for assessing the performances and selecting the pa-
rameter regionalisation approaches most suitable to a specific study region, keeping into
account the impact of gauging density and of the presence of nested catchments. The
work aims at giving support to the choice of the techniques based specifically on the
availability of hydrometric information, i.e. informative content, in the region. With such
aim, we tested the robustness of the regionalisation methods, previously applied to the
very densely gauged Austrian region, to the reduction of the informative content in the
region. On one hand, the regionalisation approaches were re-applied by excluding from
the donor set the basins considered to be nested to the target, measuring the degradation
of the simulation efficiency, in respect to the original experiment, in which nested basins
could serve as donors. On the other hand, the impact of decreasing the density of the
gauged stations (i.e. overall number of stations across the study region) was analysed,
testing different subsets of the original monitoring network and computing, for each of
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them, the entity of median performance deterioration.
Results were in general consistent between the two analyses, confirming the strong
dependency of all methods on the informative content of the dataset and quantifying
its impact on each of the different approaches. However, they also provided additional
guiding principles to the choice of the techniques. In fact, while for a high information
richness (original condition of the experimental set of Austrian basins), the performances
of all the techniques are all good and very close, when the data availability decreases, the
results show that i) the use of “output-averaging” approaches, exploiting the information
of more than one donor basins but preserving the correlation structure of the parameter
set, and ii) the choice of a similarity measure based on catchment descriptors, rather than
spatial proximity, improve the robustness of regionalisation.
Third, we tested the benefit of a semi-distributed based modelling framework for the
calibration and regionalisation of rainfall-runoff model parameters, exploring the use of
a similarity measure differentiated with elevation. A procedure to differentiate the pa-
rameters and thus the rainfall-runoff generation dynamics across elevation was especially
adapted to the semi-distributed structure of the TUW model. The twofold purpose of
the study was to evaluate the potential improvement of the simulation both in gauged
(at-site) and ungauged cases, and to acquire additional understanding about changes in
similarity (defined as function of landscape attributes) due to differences in rainfall-runoff
generation dynamics at different altitudes. The main motivation for this work lies in the
lack of studies in the literature testing the transfer of model parameters at sub-catchment
scale, especially with a model structure based on elevation zones. The proposed method-
ology was applied to two large study regions: Austria and USA. Such framework was
applied only to the runoff generation module of the hydrological model.
The proposed calibration procedure allows the set of parameters ruling the runoff
generation to vary across elevation. Results showed substantial improvement of at-site
efficiency, in respect to those obtained with a standard calibration approach, and no over-
parameterisation, especially across US catchments. In Austria the improvement was more
limited since the at-site performances were already very good with the “traditional” cali-
bration (where such parameters are the same for all the elevation zones of the catchment).
Then, a regionalisation framework was developed for the transfer of the runoff gener-
ation parameters differentiated across elevation, optimising different similarity measures
for different altitudes.
Unfortunately, no significant patterns of the attributes with altitude were detected,
probably due to equifinality of different similarity measures. Compared to a standard re-
gionalisation framework (transferring the runoff generation parameters uniformly between
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catchments and not between elevation zones) the proposed approach slightly improved the
regionalisation accuracy in reproducing the at-site runoff generation in Austria. In USA,
the performances of the simulation at ungauged sites obtained with both the regionalisa-
tion approaches were not satisfactorily; this was probably due, besides all the limitation
of the study, to the high climatic and hydological diversity of the study region across
which the considered macrozones were not homogeneously distributed: a subdivision of
the country into more homogeneous sub-regions is needed, in order also to differentiate
the elevation ranges across the extremely various topography of the country.
The semi-distributed structure of the tested rainfall-runoff model, where the elevation
zones do not propagate the runoff generated between each other but are considered as
autonomous entities, may be one of the reasons why the proposed approach failed to
improve the simulation at ungauged basins. In fact, the strongest limitation of the study
is probably that the regionalisation was validated against the runoff production simulated
at-site (that is from the model calibrated as gauged), since the actual runoff production
cannot be observed. Given the structure of the semi-distributed model, the combination
of the runoff generation and routing to the closure section probably does not allow to
distinguish the actual contributions of the elevation zones in the at-site calibration and
the runoff production simulated by the model is therefore affected by relevant uncertainty.
Further work will apply similar frameworks, to make the most of the available in-
formation on the hydrological similarity at sub-basin scale, to different rainfall-runoff
semi-distributed or fully-distributed model structures in the future. Moreover, a proper
subdivision of the US dataset into more homogeneous sub-regions will be implemented.
Finally, we focused on a complementary research field, not directly involving parameter
regionalisation but devoted to improve our knowledge about similarity of rainfall-runoff
processes. We tested the potential of approaches recently proposed in Information Theory
for classifying the rainfall-runoff catchment dynamics. In particular, we focused on mea-
suring the interaction between the entire time series of runoff forcings (i.e. precipitation,
actual evapotranspiration and snowmelt) and runoff itself, in order to use such quantities
to define a similarity in the hydrological behaviour of the catchments. In fact, no studies
in the literature have so far tried to use such fine-scale interaction to characterise and
classify basins. A methodology based on the concept of Transfer Entropy (i.e. transfer
of information) from meteorological forcing to catchment streamflow, called TE-HC, was
set up and applied to the Austrian dataset. Analysing the obtained classification against
a set of well-established streamflow signatures, the results are interesting and highlight
the potential of such new signature for classifying catchments and to identifying common
dominant drivers in rainfall-runoff transformation. Further research is of course needed to
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deepen in the capabilities of Transfer Entropy, testing additional variants of the proposed
methodology.
In conclusion, we believe that this Thesis provides important contributes for support-
ing hydrological modelling in ungauged basins.
On one hand, the role of the quantity and quality of the gauged data available for
transferring rainfall-runoff model parameters was analysed, offering an additional instru-
ment to the hydrological community for the choice of the regionalisation technique more
appropriate for each study region. At the same time, the efforts spent to set up a semi-
distributed calibration and regionalisation framework, in view of the differences in the
runoff generation processes occurring at different altitudes, highlight the potential but
also the limitations of the proposed approach, mainly due to the lack of measurable out-
put for the calibration of the parameters characterising a specific elevation zone.
On the other hand, an innovative approach to quantify and compare dominant hydro-
logical processes was proposed with interesting results. The potential of transfer entropy
to identify similar catchment behaviours appears promising especially for enhancing the
transfer of rainfall-runoff model parameters.
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