We present a simple polylogarithmic-time deterministic distributed algorithm for network decomposition. This improves on a celebrated 2 O( √ log n) -time algorithm of Panconesi and Srinivasan [STOC'93] and settles one of the long-standing and central questions in distributed graph algorithms. It also leads to the first polylogarithmic-time deterministic distributed algorithms for numerous other graph problems, hence resolving several open problems, including Linial's well-known question about the deterministic complexity of maximal independent set [FOCS'87].
Theorem 1.2 (Network Decomposition Algorithm).
There is a deterministic distributed algorithm that in any n-node network G = (V, E), in poly(log n) rounds of the LOCAL model, partitions the vertices into O(log n) disjoint color classes V 1 , . . . , V O(log n) , such that in the subgraph G[V i ] induced by the vertices of each color i, each connected component has diameter O(log n).
We note that prior to our work, the best known deterministic network decomposition had a round complexity of 2 O( √ log n) , due to a celebrated work of Panconesi and Srinivasan [PS92] . This itself was an improvement on a 2 O( √ log n log log n) -round distributed algorithm, presented by Awerbuch et al. [AGLP89] , in their pioneering work that defined network decomposition and showed its applications for distributed graph algorithms.
Our derandomization result stated in Theorem 1.1 follows immediately by putting our new network decomposition, as stated in Theorem 1.2, together with the derandomization framework developed by Ghaffari, Harris, and Kuhn [GHK18] and Ghaffari, Kuhn, and Maus [GKM17] .
Through known connections, this general derandomization leads to better deterministic and randomized distributed algorithms for numerous problems. A sampling of end-results includes poly(log n)-round deterministic algorithms for MIS, ∆ + 1 coloring, the Lovász Local Lemma 3 , hypergraph splitting, and defective coloring. These also lead to substantially improved randomized algorithms, including a poly(log log n)-time randomized ∆ + 1 coloring [CLP18] and a poly(log log n)-time randomized algorithm for Lovász Local Lemma in constant degree graphs [GHK18] .
The Network Decomposition Algorithm
In this section, we present a network decomposition algorithm that proves Theorem 1.2. We first describe in Section 2.1 an O(log 7 n)-round deterministic distributed algorithm in the LOCAL model that computes a weak-diameter network decomposition for n-node graphs. This algorithm can be adapted to work in O(log 8 n) rounds of the CONGEST model. Then, in Section 2.2, we explain how the former can be transformed to an O(log 8 n)-time deterministic algorithm in the LOCAL model for strong-diameter network decomposition.
As a side remark, we note that all these constructions assume that nodes have unique O(log n)-bit identifiers. In the LOCAL model, these constructions can be turned into poly(log n)-round algorithms for the setting with much larger identifiers from [1, S], as long as log * S = O(log n).
Weak-diameter network decomposition
First we need to define the notion of weak-diameter. Next we state the technical contribution of this paper, which is a deterministic distributed algorithm that constructs a weak-diameter decomposition in poly(log(n)) rounds in the LOCAL model. With the known connection that transforms it to a strong-diameter decomposition algorithm, as described in Section 2.2, this implies Theorem 1.2. In the following lemma, we describe the process for constructing the clusters of one color of the network decomposition (e.g., the first color). As standard [LS93] , the network decomposition follows from repeated application of this construction for O(log n) iterations. We obtain Theorem 2.2 by c = log n iterations of applying Lemma 2.3, starting from S = V . For each iteration j ∈ [1, log n], the set S ′ are exactly nodes of color j in the network decomposition, and we then continue to the next iteration by setting S ← S \ {S ′ }. Since each time the number of remaining nodes reduces by at least a factor of two, we are done after at most log n iterations.
Construction Outline for One Color of the Decomposition
We now describe the outline of the construction that proves Lemma 2.3. The construction has b = O(log n) phases, corresponding to the number of bits in the identifiers. Initially, we think of all nodes of S as alive. During this construction, some alive nodes die. We use S ′ i to denote the set of vertices that are alive at the beginning of phase i ∈ [0, b − 1]. Slightly abusing the notation, we let S ′ b denote the set of vertices that are alive at the end of phase b − 1 and define the final set of alive nodes as S ′ := S ′ b . Moreover, we label each alive node v with a b-bit string ℓ(v), and we use these labels to define the clusters. At the beginning of the first phase, ℓ(v) is simply the unique identifier of node v. However, this label can change over time. For each b-bit label L ∈ {0, 1} b , we define the corresponding cluster
Construction Invariants: The construction is such that, for each phase i ∈ [0, b− 1], we maintain the following invariants:
of all alive nodes whose label ends in suffix Y has no edge to other alive nodes
. In other words, the set S ′ i (Y ) is a union of some connected components of the subgraph G[S ′ i ] induced by alive nodes S ′ i .
(II) For each label L and the corresponding cluster S ′ i (L), the related Steiner tree T L has radius at most iR, where R = O(log 2 n). We emphasize that, in the subgraph induced by alive vertices, a cluster can be disconnected.
These invariants prove Lemma 2.3 (modulo the number of Steiner trees that use an edge, which will be discussed later in Remark 2.8): In particular, from the first invariant, we conclude that at the end of b phases, different clusters are non-adjacent. From the second invariant, we conclude that each cluster has a Steiner tree with radius bR = O(log 3 n). And from the third invariant, we conclude that for the final set of alive nodes
Outline of One Phase: We now outline the construction of one phase and describe its goal. Let us think about some fixed phase i. We focus on one specific i-bit suffix Y and the respective set S ′ i (Y ). Let us categorize the nodes in S ′ i (Y ) into two groups of blue and red, based on whether the (i + 1) th least significant bit of their label is 0 or 1. Hence, all blue nodes have labels of the form ( * . . . * 0Y ) and all red nodes have labels of the form ( * . . . * 1Y ), where * can be an arbitrary bit. During this phase, we make some small number of the red vertices die and we change the labels of some of the other red vertices to blue labels (and then the node is also colored blue). All blue nodes remain alive and keep their label. The eventual goal is that, at the end of the phase, among the nodes that remain alive, there is no edge from a blue node to a red node. Hence, each connected component of the nodes that remain alive consists either entirely of blue nodes or entirely of red nodes. Therefore, the length of the common suffix in each connected component is incremented, which leads to invariant (I) for the next phase. The construction ensures that we kill at most |S ′ i (Y )|/2b red vertices of set S ′ i (Y ), during this phase. We next describe this construction.
Steps of One Phase: Each phase consists of R = 10b log n = O(log 2 n) steps, each of which will be implemented in O(log 3 n) rounds. Hence, the overall round complexity of one phase 4 is O(log 5 n) 4 We think that one should be able to implement a phase in O(log 3 n) rounds of the LOCAL model, instead of and over all the O(log n) phases, the round complexity of the whole construction of Lemma 2.3 is O(log 6 n). Each step of the phase works as follows: each red node sends a request to an arbitrary neighboring blue cluster, if there is one, to join that blue cluster (by adopting the label). For each blue cluster A, we have two possibilities:
(1) If the number of adjacent red nodes that requested to join A is less than or equal to |A|/2b, then A does not accept any of them and all these requesting red nodes die (because of their request being denied by A). In that case, cluster A stops for this whole phase and does not participate in any of the remaining steps of this phase.
(2) Otherwise -i.e., if the number of adjacent red nodes that requested to join A is strictly greater than |A|/2b -then A accepts all these requests and each of these red nodes change their label to the blue label that is common among all nodes of A. In this case, we also grow the Steiner tree of cluster A by one hop to include all these newly joined nodes.
We note that each step can be performed in O(log 3 n) rounds, because each blue cluster has a Steiner tree of depth O(log 3 n) and therefore can gather the number of vertices in the cluster, as well as the number of red vertices that would like to join this cluster. We also emphasize that in each step, each red node acts alone, independent of other nodes in the same red cluster. Hence, red clusters may shrink, disconnect, or even get dissolved over time. Once a red node adopts a blue label (or if a node had a blue label at the beginning), it will maintain that label throughout the phase. Therefore, blue clusters can only grow, and have more and more red nodes join them. For each blue cluster, the corresponding Steiner tree only grows. To have a similar property about the Steiner trees of red clusters, we do as follows: Although for a red cluster, a terminal red node might become blue, we keep it in this tree as a non-terminal node.
Analysis:
We next provide some simple observations about this construction in one phase, which allow us to argue that the construction maintains invariants (I) to (III), described above.
Observation 2.4. Any blue cluster stops after at most 4b log n steps.
Proof. In each step that a cluster A does not stop, its size grows by a factor of at least (1 + 1/2b), as it accepts at least |A|/2b requests from neighboring red nodes. Hence, after 4b log n steps of growth, the size would exceed (1 + 1/2b) 4b log n > n, which is not possible. Therefore, cluster A stops after at most 4b log n steps.
Observation 2.5. Once a blue cluster A stops, it has no edge to a red node (and it will never have one, during this phase). This implies invariant (I).
Proof. By the observation above, cluster A stops after at most 4b log n steps. Consider the step in which cluster A stops. In that step, each neighboring red node (if there is one) either requested to join A or some other blue cluster. In the former case, that red node dies. In the latter case, the node adopts a blue label or dies. In either case, the node is not an alive red node anymore (and it will never become one). From this point onward, this blue cluster A never grows or shrinks.
Observation 2.6. In each step, the radius of the Steiner tree of each blue cluster grows by at most
1, while the radius of the Steiner tree of each red cluster does not grow. This implies invariant (II).
Observation 2.7. The total number of red vertices in S ′ i (Y ) that die during this phase is at most
2b). This implies invariant (III).
O(log 5 n) rounds, by gathering some relevant local topology and then simulating the process locally. However, we leave such optimizations to a later version of this paper.
Proof. From Observation 2.5, it follows that each blue cluster A stops exactly once, and if it had |A| vertices at that point, it makes at most |A|/(2b) red vertices die. Hence, in total over the whole phase, the number of red vertices that die is at most a 1/(2b) fraction of the number of nodes in blue clusters that stop, and thus at most |S ′ i (Y )|/(2b). The above completes the description of our algorithm for weak-diameter network decomposition. Below, just to help with the intuition, we discuss an idealized global view of the process in one phase. We then state some remarks about extensions of the result to the CONGEST model and the settings with larger identifiers.
An intuitive global view of one (ideal) phase: We next describe a different global view for an idealized version of the process in one phase. We hope that this view helps in understanding the process; concretely, the above process can be seen as a localized version of the global view, where some decisions are performed locally (thus, the colors of nodes might differ in the two processes, but the growth of blue nodes and the number of red nodes that die, when the growth stops, behave similarly).
The process described above for one phase intends to make sure that there is no edge between red and blue alive nodes, while the number of (red) nodes that die is kept small. For that, we grow the blue clusters locally (i.e., relabeling some red nodes to adopt blue labels, while keeping each blue label for the entire phase), each by O(log 2 n) hops, while making some red nodes die in the meantime. The process also guarantees that only a 1/2b fraction of nodes die. If we were to ignore the exact labels of the blue nodes and red nodes, and we would just remember whether a node is red or blue, the quantitative aspects of this process -namely the number of steps of growth and the number of red nodes that die -would resemble a simpler global ball carving argument: we would start from the initial "ball" of all blue nodes being together, and would grow this "ball" hop by hop, as long as in each step we grow by at least a (1 + 1/2b) factor. In the first step that there is no such rapid growth -which will happen within 4b log n steps -we would carve all the neighboring red nodes and call them dead. That would be at most a 1/2b fraction of the blue nodes (and hence all nodes). Once these boundary nodes are dead, there is no edge between alive red and blue nodes. Proof. Each edge can be in the Steiner tree of a cluster only if that cluster at some point included one of the two endpoints of this edge, and throughout the construction, each node changes its label at most b times, i.e., at most once per label bit.
Remark 2.9. The whole network decomposition construction described above can be performed in O(log 8 n) rounds of the CONGEST model.
Proof. Recall from above that in the construction of clusters of one color, each edge is used in at most O(log n) Steiner trees. Moreover, the construction only uses convergecast and broadcast along the Steiner tree (to decide whether the cluster should continue growing or it should stop). Hence, by using every O(log n) rounds of CONGEST model as one big-round, we can perform the construction of one color in O(log 6 n) big-rounds, i.e., O(log 7 n) rounds of the CONGEST model. Over all the O(log n) colors, this leads to a round complexity of O(log 8 n) rounds of the CONGEST model. remaining nodes. We grow the radius of this ball gradually, as long as the number of the nodes outside the ball that are adjacent to the ball is at least equal to the number of nodes in the ball. Once this growth condition is not satisfied, we consider all nodes in the ball as one cluster of the output decomposition, and we consider all nodes outside but adjacent to it as dead. All dead nodes are removed from the construction of this color of the output network decomposition. Then, if any node v ′ of cluster C remains unclustered (for the output decomposition), we start a similar ball growing process from v ′ , but only on the graph induced by the remaining nodes. We continue similarly until all nodes of cluster C are clustered for the output decomposition.
In each step of growing a ball, the number of nodes grows by a 2 factor. Hence, any ball can grow by at most log n hops. This implies that the ball growing processes from cluster C will never reach the ball growing processes from any other cluster C ′ of color i of the helper decomposition. Furthermore, each time that we stop a ball's growth, the number of nodes on the boundary of it that die is less than the number of nodes inside the ball (which get clustered for the output network decomposition). Hence, after going through all the q stages, at least 1/2 of alive nodes get clustered, and at most 1/2 of alive nodes die.
Then, we bring all dead nodes back to life and proceed to build the next color of the output network decomposition, only on the subgraph induced by these remaining nodes. Since in each repetition the number of remaining nodes reduces by a 2 factor, we terminate in log n repetitions.
