Hurricane-induced flooding can lead to substantial loss of life and huge damage to infrastructure. Mapping flood extent from satellite or aerial imagery is essential for prioritizing relief efforts and for assessing future flood risk. Identification of water extent in such images can be challenging considering the heterogeneity in water body size and shape, cloud cover, and natural variations in land cover. In this effort, we introduce a novel cognitive framework based on a semi-supervised learning algorithm, called HUman-Guided Flood Mapping (HUG-FM), specifically designed to tackle the flood mapping problem. Our framework first divides the satellite or aerial image into patches leveraging a graph-based clustering approach. A domain expert is then asked to provide labels for a few patches (as opposed to pixels which are harder to discern). Subsequently, we learn a classifier based on the provided labels to map flood extent. We test the efficacy and efficiency of our framework on imagery from several recent flood-induced emergencies and results show that our algorithm can robustly and correctly detect water areas compared to the state-of-the-art. We then evaluate whether expert guidance can be replaced by the wisdom of a crowd (e.g., crisis volunteers). We design an online crowdsourcing platform based on HUG-FM and propose a novel ensemble method to leverage crowdsourcing efforts. We conduct an experiment with over 50 participants and show that crowdsourced HUG-FM (CHUG-FM) can approach or even exceed the performance of a single expert providing guidance (HUG-FM).
data and weather station records), satellite images offer a synoptic view of the landscape and provide a comprehensive geospatial perspective on flood events. The challenge here is to correctly identify flooded areas given confounding factors ranging from cloud cover to refractive materials within urban areas.
This problem can be modeled as an image segmentation task [5, 7, 32, 39] , where one wants to delineate flooded areas within a region. A challenge for such methods is the need to identify many diversely shaped segments (e.g. sinuous rivers) while accommodating various types of land-cover forms (e.g. swamps). In addition, current techniques generally do not scale well to high-resolution satellite images. Finally, the difference between flooded regions and other regions can be so subtle that human guidance is often required to accurately map floods.
To address these difficulties, we propose a framework based on ideas from cognitive computing. Cognitive computing refers to "systems that learn at scale, reason with purpose and interact with humans naturally" [23] . City, regional and national emergency systems are increasingly relying on such "smart" systems to simulate human thought process to solve real-world problems with humans and computers interacting with one another and providing necessary decision support to supplement traditional decision making.
Our proposed cognitive framework, called HUman Guided Flood Mapping (HUG-FM), integrates ideas from graph clustering and semisupervised learning with human guidance, to accurately realize post-disaster flood maps from aerial or satellite imagery. Graph clustering approaches are used to divide images into patches (easier to label than individual pixels) and guidance from expert user is utilized to provide initial labels for a few patches (water or land). The method for flood mapping involves segmentation of satellite images of a given area both before and after a flood occurs. This is followed by a comparison of these pre-disaster and post-disaster segmentations to identify flooded vs. non-flooded areas. We run HUG-FM on satellite images of Chennai, India during the 2015 flood, Houston, Texas after the 2016 flood, and Lumberton, North Carolina during Hurricane Matthew in 2017. Experimental results show that our method can effectively identify flooded areas when compared to state-of-the-art approaches from both the remote sensing and computer vision communities. Our method is also more efficient, enabling real-time incremental learning and providing useful information to help prioritize post-disaster repair and relief activities. A preliminary version of this work is presented in the IDEA workshop [25] .
We additionally extend our efforts to develop a crowdsourced variant of HUG-FM (called CHUG-FM), where we replace domainexpert guidance with the wisdom of the crowd (e.g., crisis volunteers). To test the crowdsourcing platform (CHUG-FM), we recruited over 50 volunteers to conduct interactive flood mapping on three different satellite images. We develop and deploy a novel ensemble learning method to integrate the crowdsourcing efforts and find it improves the performance of flood mapping when compared to HUG-FM (operating with a domain expert).
RELATED WORK 2.1 Image Segmentation
Image segmentation is a long-standing problem in computer vision [1, 2, 5, 7, 32, 39] . Classic methods for image segmentation include thresholding-based techniques wherein a pixel intensity threshold T forces all pixels with intensity above T to be one color, while all pixels with intensity below T become another color [1] . Picking the value of T is the main challenge in such methods and several automated approaches have been developed for this purpose [21, 32, 33, 38, 42] . A popular method in the remote sensing community for picking T , is known as Otsu thresholding [32] , involves finding the pixel intensity that creates the greatest separation and least overlap between the modes in the pixel intensity histogram. A weakness of these thresholding methods for remote sensing and flood mapping is that they are susceptible to noise and often generate too many tiny spots (flooded segments).
Other methods of image segmentation include the region merging technique proposed by Baatz et al. [2] , which greedily groups similar pixels in an hierarchical fashion. More recently, graph-based methods have been introduced for image segmentation. They formulate the image as a graph, and adopt either spectral or clustering methods to conduct segmentation. Shi et al. [39] create a graph with weighted edges and use the normalized cut criterion to segment the image. Browet et al. [7] also formulate the image as a graph; they use modularity as a criterion to find a segmentation for the image. However, these methods can be computationally expensive and typically are not scalable on large satellite images.
Researchers have also investigated semi-supervised learning approaches for image segmentation [4, 5, 24] . One influential semisupervised method for mapping floods is the Watershed algorithm, developed by Beucher and Meyer [5] . It requires the user to mark different pixels in the image and utilizes a region growing technique to merge pixels starting from the provided markers. While the method is interactive and incremental in nature, the Watershed algorithm requires at least one marker for each segment, which can be inefficient in the scenario of flood mapping in an urban setting.
Semi-supervised Methods
Semi-supervised classification uses unlabeled data in addition to some amount of labeled data to learn a classifier. This type of learning has become widely used in recent years [26, 31, 47] . A common approach within this category is graph-based semi-supervised learning [3, 6] . This genre of methods leverages the graph structure, which is either obtained from additional data sources or derived from the original data. In general, these methods use graph structure as a regularizer to the loss function by assuming that nearby nodes in the graph should have similar labels. These methods are not suitable for our problem as they usually require much more labeled data for training and do not scale to high resolution data.
Semi-supervised clustering [18, 44] , involves the addition of "must-link" and "cannot-link" information into the clustering process. "Must-link" information indicates that two objects "must" be in the same cluster. "Cannot-link" information indicates two objects "cannot" be in the same cluster. However, our problem on satellite images is quite different from the traditional setting of semisupervised clustering and we need a more convenient mechanism for human supervision than "must-link"/"cannot-link" techniques.
Flood Mapping
Flood mapping on satellite images has been the focus of much prior work in the remote sensing community. Many of these works rely on variations of the idea of thresholding and work in a purely unsupervised fashion [8, 9, 16, 30] . For example, Giustarini et al. lever a probabilistic flood mapping procedure (based on Gaussian mixture models) to segment flooded regions from dry regions [16] .
There exist a few flood mapping approaches that leverage human supervision [28, 43] . Martinez et al. [28] collect labels from aerial images and ground observations while adopting a supervised method on SAR images to map the flood temporal dynamics. Semisupervised learning [43] methods adopt the idea of region-growing following different ways to model the change of pixel intensity in the image. These methods usually require a large number of labels to achieve desirable performance and do not naturally support interactive and crowdsourced flood mapping.
Crowdsourcing in Emergency Response
Crowdsourcing has also been shown to be valuable for emergency response during times of disaster [15, 17, 45] . A recent example is the searching for Malaysian Flight 370. Authorities released satellite images and the public helped in efforts to locate the missing aircraft [29] . Another example is the crowdsourcing-based information collection conducted using Ushahidi in the aftermath of the earthquake in Haiti [41] . In addition, some researchers have investigated the important role that crowdsourcing can play during flood disasters. Degrossi et al. studied the usage of social media for collecting useful information such as water height and geo-location information to conduct flood risk management [12] . Holderness et al. introduced a functioning system to aggregate open and real-time information on flood conditions from the public, offering decision support for the management agency [20] . While existing work does study how crowd-based information can be applied to collect information for a few locations during a flood disaster, we are not aware of other efforts that lever crowdsourcing to generate a holistic flood map for a disaster area.
HUMAN-GUIDED FLOOD MAPPING
The design goals for our flood mapping system can be stated as:
(1) Quality: Generate accurate flood mappings with only limited supervision. (2) Efficiency: Conduct efficient and scalable flood mapping for large satellite images. Efficiency is necessary to facilitate interactive learning; it is also vital if the method is to be used to help guide emergency first responders in a flood disaster. (3) Interactivity and Ease-of-Use: Effectively incorporate expert guidance from domain experts or from the crowd (e.g. crisis volunteers).
With these desiderata in mind, we now describe our framework for flood mapping. We first pre-process a given satellite image and then detect water areas in the image using human guidance. This is followed by comparing pre-disaster and post-disaster water areas to identify flood. We describe the method in detail below.
Preprocessing
To label areas of a satellite image as either land or water, we need to decide on a primary unit for labeling. A straightforward technique is to treat each pixel as a unit and conduct pixel-based labeling. The drawback of this method is that we lose information derived from geographic correlations between pixels (a neighboring pixel of a water area is more likely to be water and vice versa). A pixel-based approach is not only sensitive to noise effects (common in such imagery) and but also prone to labeling error 1 . Another alternative is to conduct uniform grouping, which divides the image into many parts of uniform size. However, without using the pixel intensity information from the image, this grouping can go across land-water boundaries leading to cognitive dissonance when labeling patches.
To avoid such problems, we adopt an efficient graph-based approach for patch generation, which can both effectively detect regions of different sizes and largely avoid generating regions across landwater boundaries.
3.1.1 Graph Construction. Graph-based segmentation has been widely studied in the literature [7, 14, 39] . In this paper, we convert a given image into an undirected graph following the approach proposed by Cour et al. [11] . Each pixel of the image is treated as one node and each pixel has edges to nearby pixels within a distance d max , where d max is a pre-defined parameter. The weight of the edge between pixel i and pixel j is defined as follows:
where d (i, j) is the Euclidean distance between pixels i and j and F (i) is a feature vector evaluated at pixel i. Depending on the data source, the feature vector can be the grayscale value or the RGB values of the pixel. σ x , σ y and d max are parameters that need to be determined ahead of time 2 .
Note that the number of nodes in the constructed graph n is equal to the number of pixels in the image, and the number of edges is m = α * n, where α is a small constant factor depending on the setting of d max .
Graph
Clustering to Generate Patches. After we construct the graph from the image, we cluster the graph to generate patches. Since a satellite image usually contains hundreds of millions of pixels, we need a highly scalable graph clustering algorithm. In this work, we leverage Multi-level Regularized Markov Clustering (MLR-MCL) [34, 35] , a scalable graph clustering software 3 . We investigated alternative methods to cluster the resulting graph including spectral methods [39] , Metis [22] and Graclus (kernel k-means) [13] , but found MLR-MCL to consistently outperform existing methods for this purpose in terms of quality -avoiding the creation of patches that mix land-cover/flooded area boundaries and working well with long thin sinuous patches that arise in and around river bed boundaries.
Since the goal of graph clustering is to generate basic units for labeling, we tend to produce a large number of clusters. Empirically, we find the method works well when the average size of a cluster (patch) is a few hundred pixels. Once we obtain the graph clustering results, pixels in the same cluster are considered to be a patch.
There are many advantages to producing patches using this approach. First of all, unlike uniform grouping, this approach is better at avoiding cognitively discordant scenarios where clusters traverse natural image boundaries (e.g. water and land in the same patch). Secondly, controlling the number of patches generated is straightforward using MLR-MCL (we do not have to pre-specify number of patches/clusters). Finally, MLR-MCL has time complexity linear to the number of edges and is very efficient when run on the constructed graph, where the number of edges is proportional to the number of nodes.
Cognitive Expert-guided Labeling
After generating patches, the next step is to ask the human expert to identify and label a few patches. The expert user will place a few markers in the image to label a few patches that they identify as land or water. We rely on the expert to select patches to label -ideally focusing on hard-to-label patches (e.g. sinuous river beds, flooding in urban zones, or swamp regions). We will discuss strategies to automate this process in Section 4. To utilize this human-provided supervision, a binary classifier is then learned and subsequently applied to the rest of the unlabeled patches, discussed next.
Learning the Binary Classifier.
In this paper, we use k-NN as the classifier because there are only a few interpretable features and we want model training and prediction to be efficient. In particular, we define the distance function between two patches i and j as follows:
Eq. 2 contains two components. The first component compares the features of the two patches while the second component calculates the Euclidean distance between the two patches. To compute the first component, we average the feature vectors of the two patches respectively and compute the L2-norm of their difference. For the second component, we calculate the geographic centroid of both patches and compute the Euclidean distance between the centroids. To decrease the effect of geographic distance, we take the logarithm of the Euclidean distance 4 .
To classify an unlabeled patch, we find the k most similar labeled patches based on the distance function in Eq. 2. The classification of the patch is then decided by a vote conducted using the labels of these k most similar labeled patches. We point out that HUG-FM inherently supports incremental learning. If the classification result is not desirable and needs further adjustment, the user will be able to improve the result by adding new markers as supervision. The result will then be updated based on the newly added information. In practice, we find that an expert usually only needs to provide 2 to 6 markers to generate high quality results.
Flood Mapping
After obtaining segmentations of an urban area before and after a flood, flood mapping can be performed through a correspondence of segmentations across time. We use the satellite image collected before the flood as the reference and compare satellite images during and after the flood with this reference. Areas that are not classified as water before the natural disaster but are classified as water after the disaster are considered flooded areas.
THE CROWDSOURCED HUG-FM (CHUG-FM)
When a disaster strikes, reaction time during and immediately thereafter is of paramount importance. Given both the potential scale of the problem and the number of images one needs to annotate, it may overwhelm available experts. To generate more consistent results in a scalable fashion by leveraging crisis volunteers, we introduce a crowdsourced variant of HUG-FM known as CHUG-FM. Key elements of CHUG-FM include the basic HUG-FM platform and a novel ensembling strategy. The ensembling strategy relies on inference over intermediate results provided by non-expert users.
Supervision Collection
4.1.1 Crowdsourcing Interface. In the crowdsourcing platform, a non-expert user is introduced to a satellite image of an area, such as Houston or Chennai. The user is prompted to label fifteen randomly selected pixels in the image. The interface for pixel labeling is displayed in Figure 1 5 . As shown in the figure, the user is prompted to label the yellow circle in the image; in this case the point is clearly water. After collecting labels for fifteen markers, the application runs HUG-FM and displays the result to the user, where the user can rate the result (screenshot shown in Figure 1b ).
Stratified Generation of Markers.
A key difference between HUG-FM and CHUG-FM is that in the former we rely on the human expert to select patches from the image for labeling (see Section 3.2), while in the latter we do not. For the crowdsourced variant, we need to identify key patches that members of the crowd will label since these individuals (i.e non-experts) might not be good at selecting patches (e.g. they may select only land patches or just select patches from a very small region). Pre-selection also offers an efficiency advantage since users do not need to spend time selecting patches. In designing the patch selection procedure for CHUG-FM, we have two priorities in mind. First, both water and land patches should be sampled, regardless of any skew that may exist (e.g. very little water in the image). Second, patches that span the entire image should be sampled (e.g. patches should not only come from on specific area of the image). To ensure these priorities are met, we stratify patches into three groups: likely-water, likely-land, and uncertain. We then sample patches from the three groups separately by adapting the idea of proportional-allocation stratified sampling [10] . Specifically, we convert the image into a gray-scale image and fit a Gaussian Mixture Model (GMM) with two components to the pixel intensity of each patch. We compute the means of the two Gaussian components µ 1 and µ 2 (µ 1 < µ 2 ). We then categorize the patches based on their intensity values. If the average pixel intensity of a patch x ≤ µ 1 , then the patch is 5 We have elected to keep the interface simple (accommodating both mobile devices and desktops) although our preliminary user study was conducted on desktops. regarded as likely-water. If x > µ 2 , then it is regarded as likely-land. Otherwise, the patch is categorized as uncertain. We sample 40% of the patches from the likely-land group and likely-water group respectively while drawing the remaining 20% from the uncertain group. If a patch is selected, a marker is placed in its center (and context is provided to ensure cognitive correspondence). Note that sampling uncertain pixels allows us to satisfy our second priority in sampling, which is to cover the entire image in sampling.
We inject two validation markers into the samples for the purpose of eliminating ineffective workers. These two markers are manually selected from the satellite image and are trivial for a human to label as water or land. In total, we generate 2 validation markers and 13 regular markers for each flood mapping task.
Ensemble Learning
As the intermediate flood mapping results generated by different users can vary greatly in their quality, we use an ensemble learning method known as a voting classifier to aggregate intermediate results into a final result [36] . We remove the participants who do not correctly label all the validation markers. To determine the aggregated label of a patch, we compute the distribution of its labels across all the participants. If the proportion of results labeling it as land exceeds some threshold θ , then the patch is labeled as land; otherwise it is labeled as water. We next discuss the two-fold cross-validation procedure used for selecting θ .
We denote the number of participants as n, each of which provides m markers. At the end of the crowdsourcing experiment, we have n individual HUG-FM results and n * m patches with provided labels. We randomly select 0.5 * n users and use their HUG-FM results as the training dataset while treating the 0.5 * n * m labeled points from the rest of the users as the validation dataset. We conduct the aggregation on the training dataset, where we vary the threshold θ from 0.0 to 1.0 by 0.01 increments. We then infer the labels of patches in the validation dataset and adopt the user-provided labels as ground-truth for evaluation. We pick the θ that leads to the best performance in the validation dataset 6 . While the selection of θ is governed by the trade-off between precision and recall, we found in experiments that the best performance is generally achieved when θ is between 0.1 and 0.3.
EXPERIMENTS ON HUG-FM
In this section, we examine the performance of our cognitive framework, HUG-FM, on real-world satellite images to evaluate its performance. We conduct a qualitative analysis on the Chennai dataset, where we have multiple satellite images during the flood without ground truth. We also run a quantitative analysis on the Houston dataset with curated label information from experts (ground truth) 7 .
Experiment Setup
We compare our algorithm with some state-of-the-art algorithms for image segmentation and semi-supervised learning:
(1) Otsu thresholding [32] , the most common thresholding-based method. (2) The Watershed algorithm [5] , a semi-supervised region-growing method. (3) The Normalized cut (N-cut) algorithm [39] . It formulates the image as a graph and uses the normalized cut criterion to segment the image. (4) Graph-based image segmentation with post-processing. While it also generates patches before segmentation, the subsequent step is unsupervised. It involves continued merging of nearby patches based on the similarity of pairs of patches until the designated number of patches is left. (5) Support Vector Machine (SVM). This method learns a classifier using the provided markers as training data. It then infers the labels of the unlabeled pixels. It does not use the geographical proximity information and only focuses on the feature vector. (6) NORM-THR [27, 30] : is a modern split-based automatic thresholding method for water delineation developed in the remote sensing community. (7) Planetoid [46] . This is the state-of-the-art semi-supervised learning algorithm on attributed graphs based on deep neural networks. To apply this method, we construct a graph with node attributes in the same way as HUG-FM.
We implement HUG-FM and the graph-based method with postprocessing using Python. We use the OpenCV API for implementing the Watershed algorithm and Otsu's thresholding. For the N-cut algorithm and Planetoid, we employ the source code from the authors 8 . We use SVM-light for the SVM method 9 .
Qualitative Experiment on Chennai Dataset
6 Here we use F1-score to measure the overall performance. 7 The experts manually label the image by referring to multiple data sources, including the corresponding aerial imagery, land-cover map, etc. 8 10 . In total we run HUG-FM on six satellite images during the flood, focused on the greater Chennai metropolitan area, one for every twelve days. The images come from Sentinel-1, which orbits this region every twelve days. Considering the fact that some baselines (e.g. the N-cuts algorithm and the Watershed algorithm) are very computationally expensive and cannot finish on large satellite images in 24 hours, we downscale the satellite images and run our method and baselines on them for comparison. As an example, we run all the algorithms on the satellite image of Chennai on 11/24/2015, which is re-sized from 4,500×2,500 to 800×444. Basic information about the datasets and parameter settings for our algorithm are displayed in Table 1 .
We compare the performance of our algorithm with the baselines on the downscaled image shown in Figure 2a Table 2 . The results of NORM-THR, Planetoid and SVM on the Chennai dataset, are omitted here due to lack of space (they perform slightly worse than HUG-FM), but a detailed comparison with these approaches will follow in the next section. We highlight the following observations on the Chennai dataset as shown in Figure 2: (1) Our method performs the best among all the approaches. Our method can clearly identify most of the water areas and even long thin rivers; most other methods fail to do so. Particularly, our method is good at identifying regions of arbitrary shape while not limiting the size of each segment. We notice that Otsu thresholding in Figure 2c also has similar advantages, but it is very sensitive to noise and tends to generate many tiny partitions (two times as many segments as our method on the image). This is because its segmentation results only depend on the intensity of each pixel and one pixel can be an individual partition if its pixel intensity is far different from its neighboring pixels. Its shortcomings will become more evident shortly when we discuss our quantitative evaluation. 
Figure 2d
). The Watershed algorithm seems to correctly capture some boundaries but can not segment out small water areas, including the long thin rivers. For the result shown in Figure 2d , the expert user places nine markers in different water areas and two markers in land areas (see Figure 3b) . But the segmentation result is still not desirable. On the other hand, using our method, the user only needs to place one marker in water and one in land respectively (see Figure 3a) and the result is much better than the Watershed algorithm. One of the reasons for this difference is that the Watershed Algorithm is a region-growing method and the segments grow from the markers in a local fashion; therefore it requires more manually placed labels to achieve desirable performance. (3) The N-cuts algorithm tends to generate over-balanced segments and cannot extract segments of long thin shape (shown in Figure 2e) . Though it performs well in detecting most of the boundaries, it breaks large areas into pieces that should be in one partition. This can be seen from the split of some large lakes. As a whole, the result is much worse than our algorithm.
(4) Graph-based segmentation with post-processing works well in detecting some large regions (see Figure 2f) . However, similar to the N-cut algorithm, it cannot detect small water regions, especially long thin rivers. (5) As displayed in Table 2 , our method is the most efficient method in classifying the image immediately after providing labels. The N-cut algorithm is very slow because it involves expensive computation of the eigenvectors for the Laplacian matrix. The Graph-based segmentation with post-processing method is computationally expensive at the stage of hierarchical merging. Our method is even faster than the simple Otsu's thresholding algorithm since we label the image patch by patch, as opposed to pixel by pixel. We point out that our algorithm requires about 30 seconds for preprocessing to generate patches. However, the preprocessing time is less of a concern here as we only need to conduct it once. The labeling time is a more important factor and HUG-FM greatly reduces this amount of time, enabling usage in different scenarios (e.g. online interactive learning and crowdsourcing).
Dynamic Analysis for Flood
Mapping. While we mainly focus on water delineation in the satellite images above, we now discuss how we adopt the developed water delineation method to detect flooded areas. To this end, we conduct water delineation on all the full-size satellite images of Chennai that are described in Table 1 . We then refer to the historical satellite images collected before the flood and conduct dynamic analysis.
Specifically, we use the segmentation results from 10/31/2015 as the baseline and compare this water delineation to the ones from later dates. Figure 4 presents the dynamic changes of water areas 11 . 
Quantitative Evaluation
In this section, we quantitatively evaluate HUG-FM on a real-world dataset with ground-truth. For this purpose we rely on a higherresolution synthetic aperture radar satellite image of Houston collected immediately following a 2016 flood; this dataset has been manually annotated by a domain expert (this annotation is the ground truth). the Chennai datasets, there are two raw attributes (HH and HV) from radar and one attribute representing geographic elevation for each pixel. HH and HV measure the polarity of waves reflected by a material and are helpful in distinguishing water from land. We run HUG-FM on this dataset with two representative markers provided by an expert user for water and land area. As baselines, we compare our method with some of the best methods in the previous section 12 . We employ the Watershed algorithm with six carefully selected markers. For SVM and Planetoid, we provide 50 labeled patches for both water and land as they require more labeled data to generate reasonable results (label data is sampled from the ground-truth). We leverage the ground-truth provided by the domain expert and evaluate different methods using accuracy and F 1 score. Table 3 shows the performance of these methods. It can be seen that HUG-FM substantially outperforms other methods with the highest values on both evaluation metrics. Both Otsu's algorithm and the Watershed algorithm have very low precision and therefore low F 1 score, while NORM-THR has more balanced performance. Among all the baselines, NORM-THR, SVM and Planetoid are the strongest. We point out that even though SVM and Planetoid use much more labeled data (100 training examples as opposed to 2 in HUG-FM), our method still outperforms them.
We also visualize the results of these methods in Figure 5 . Our method nicely captures most of the water areas of various shapes. Otsu's algorithm, on the other hand, tends to mistakenly classify many regions as water and the result looks very messy. The Watershed algorithm generates an overly smooth result and cannot accurately capture small regions of water. The SVM and Planetoid results look visually similar to HUG-FM (as does NORM-THR, whose image is not shown due to limit of space). However, all three incorrectly classify many land regions as water (e.g. some highways are misclassified as water). Table 5 : Summary of users' feedback on the crowdsourcing experiment. The rating scale is from 1 to 5 with 5 being the highest.
Crowdsourcing Experiment Setup
To evaluate our crowdsourced cognitive framework, CHUG-FM, we recruited a broad mix of college-educated participants (53) in our user study (OSU-IRB # 2015B0249) which follows standard Nielsen Norman Group guidelines. Participants were given time to acclimatize themselves with the interface and further had the opportunity to work with some test images that were distinct from any of the satellite images used in the experiment. Each participant was provided three different satellite images to work with and a 15-minute time limit. The first image is the Houston image during the 2016 Flood as discussed in the previous section. The other two images are for the city of Lumberton in North Carolina before and after Hurricane Matthew respectively (both dimensions are 2031 × 2500). Before the experiment step-by-step instructions are shown to the participants on the front page of the website. At the end of each task, the participants are asked to rate the results of HUG-FM and provide feedback for our crowdsourcing platform.
CrowdSourced Results Analysis
5.5.1 Ensemble Learning Results. Once the participants finish the experiment, we conduct ensemble learning following the procedures aforementioned. We remove 5 ineffective participants from the database as they fail to correctly label both the validation markers. We start by discussing the results on the Houston data which includes ground-truth labels for all the pixels. The optimal threshold θ for this dataset, tuned through two-fold cross-validation, is 0.21.
We use this threshold to perform aggregation on all the HUG-FM results from these participants. We compare the aggregated results with the ones from each individual and the domain expert in Table 4 . We can observe that CHUG-FM performs significantly better than each individual HUG-FM (row 2 vs. row 3 in Table 4 ). Even compared with HUG-FM conducted by a domain expert with carefully selected markers, CHUG-FM still brings us 0.0385 improvement in terms of F 1 score. This reveals the power of crowdsourcing in conducting flood mapping. Though each individual does not perform very well in mapping the flood, we can obtain high-quality results by aggregation as long as errors do not correlate across users.
We also analyze how the performance of CHUG-FM changes by varying the number of participants. We vary the number of participants from 5 to 40. For each particular number of participants c, we sample c from the total 48 valid participants and run the same aggregation as above, using 0.21 as the θ . We repeat the same process 60 times and compute the average performance and the corresponding standard deviations for each c. We show the results in the box plots in Figure 6 . We can observe from Figure 6 that as the number of participants increases, the performance of CHUG-FM improves. Expectedly, the variance of the performance is lower when there are more participants.
We also visualize the results to conduct qualitative evaluation for all three images, including the two satellite images from before and after Hurricane Matthew which do not contain ground-truth label (See Figure 7 in the appendix). We observe that CHUG-FM can capture the water areas more accurately than HUG-FM. It generates a more smooth result and is less prone to noise.
User Experience Analysis.
We conduct a comprehensive analysis on the user experience for the crowdsourcing platform. We summarize the results in Table 5 . We can see that it only took 6.08 minutes on average (with maximum of 11.33 minutes and minimum of 3 minutes) to finish the three flood mapping tasks. According to the feedback, the participants appreciate the usability and cognitive correspondence of our crowdsourcing platform. More than 75% of participants gave the highest possible score on rating the easiness of using the website and the clearness of the instructions. 14 participants submitted detailed comments by using the textbox on the website and 5 of them mentioned our crowdsourcing platform is "easy"/"straightforward" to use. Here are a few representative positive comments from the participants: (1) User 1: "Very interesting exercise. Very easy to use and follow... " (2) User 2: "Pretty neat idea... " (3) User 3: "I think it was cool that ... I really enjoyed this. " Some participants indicated that some markers lies between water and land and are difficult to label. This is expected as we intentionally generate a few markers in uncertain patches to ensure we cover the space of the entire image in sampling. In the future, we plan to improve the user interface so that it can be easier for participants to label these markers (e.g. supporting interactive zoom-in view).
CONCLUSION
In this paper, we describe a novel cognitive framework to the flood mapping problem by effectively coupling human guidance with machine learned models. We generate patches using a graph-based approach and adopt a semi-supervised algorithm involving human guidance to label the patches. Our results with guidance from experts show that our algorithm can correctly segment out water and land areas with less error compared to state-of-the-art approaches. To enable usage during disaster, we develop a novel crowdsourcing platform and ensemble algorithm to utilize the wisdom of the crowd (crisis volunteers). Our crowdsourcing experiment, with over fifty participants working on three different tasks, consistently shows that the crowdsourced variant performs well -producing noisetolerate flood maps comparable to those produced by domain experts. In the future we wish to explicitly account for outliers within (C)HUG-FM to improve quality, while enhancing the interface of CHUG-FM and we are also examining deployment in a regional smart response planning system to evaluate end-to-end performance.
