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Abstract
In this work we study the structure of approximate solutions of variational problems with contin-
uous integrands f : [0,∞) ×Rn ×Rn → R1 which belong to a complete metric space of functions.
We do not impose any convexity assumption. The main result in this paper deals with the turnpike
property of variational problems. To have this property means that the approximate solutions of the
problems are determined mainly by the integrand, and are essentially independent of the choice of
interval and endpoint conditions, except in regions close to the endpoints.
 2004 Elsevier Inc. All rights reserved.
Keywords: Complete metric space; Good function; Integrand; Turnpike property
1. Introduction
In this paper we analyse the structure of solutions of the variational problems
T2∫
T1
f
(
t, z(t), z′(t)
)
dt → min, z(T1) = x, z(T2) = y, (P)
z : [T1, T2] → Rn is an absolutely continuous function, where T1  0, T2 > T1, x, y ∈ Rn
and f : [0,∞)×Rn ×Rn → R1 belongs to a space of integrands described below.
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satisfy two fundamental hypotheses concerning the behavior of the integrand as a function
of the last argument (derivative): one that the integrand should grow superlinearly at infin-
ity and the other that it should be convex [15]. Moreover, certain convexity assumptions
are also necessary for properties of lower semicontinuity of integral functionals which are
crucial in most of the existence proofs, although there are some interesting theorems with-
out convexity [1,10,11]. For integrands f which do not satisfy the convexity assumption
the existence of solutions of the problems (P) is not guaranteed and in this situation we
consider δ-approximate solutions.
Let T1  0, T2 > T1, x, y ∈ Rn, f : [0,∞)×Rn ×Rn → R1 be an integrand and let δ be
a positive number. We say that an absolutely continuous (a.c.) function u : [T1, T2] → Rn
satisfying u(T1) = x , u(T2) = y is a δ-approximate solution of the problem (P) if
T2∫
T1
f
(
t, u(t), u′(t)
)
dt 
T2∫
T1
f
(
t, z(t), z′(t)
)
dt + δ
for each a.c. function z : [T1, T2] → Rn satisfying z(T1) = x, z(T2) = y .
The main results in this paper deal with the so-called turnpike property of the variational
problems (P). To have this property means, roughly speaking, that the approximate solu-
tions of the problems (P) are determined mainly by the integrand (cost function), and are
essentially independent of the choice of interval and endpoint conditions, except in regions
close to the endpoints.
Turnpike properties are well known in mathematical economics. The term was first
coined by Samuelson in 1948 (see [14]) where he showed that an efficient expanding econ-
omy would spend most of the time in the vicinity of a balanced equilibrium path (also
called a von Neumann path). This property was further investigated for optimal trajecto-
ries of models of economic dynamics (see, for example, [2,3,5–9,12,13] and the references
mentioned there). In control theory turnpike properties were studied in [20,21] for linear
control systems with convex integrands. In all these studies of the turnpike property it
was assumed that a cost function (integrand) is convex. The convexity of the cost function
played a crucial role there. In [19] and in this paper we get rid of convexity of integrands
and establish the turnpike property for a space of nonconvex integrandsM described be-
low. Since M is a large class of integrands we actually show that the turnpike property is
a general phenomenon.
Let us now define the space of integrands. Denote by | · | the Euclidean norm in Rn.
Let a be a positive constant and let ψ : [0,∞) → [0,∞) be an increasing function such
that ψ(t) → +∞ as t → ∞. Denote byM the set of all continuous functions f : [0,∞)×
Rn ×Rn → R1 which satisfy the following assumptions:
A(i) the function f is bounded on [0,∞)×E for any bounded set E ⊂ Rn ×Rn;
A(ii) f (t, x,u)max{ψ(|x|),ψ(|u|)|u|} − a for each (t, x,u) ∈ [0,∞)×Rn ×Rn;
A(iii) for each M,ε > 0 there exist Γ, δ > 0 such that
∣∣f (t, x1, u)− f (t, x2, u)∣∣ ε max{f (t, x1, u), f (t, x2, u)}
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|xi |M, i = 1,2, |u| Γ, |x1 − x2| δ;
A(iv) for each M,ε > 0 there exists δ > 0 such that |f (t, x1, u1) − f (t, x2, u2)| ε for
each t ∈ [0,∞) and each u1, u2, x1, x2 ∈ Rn which satisfy
|xi |, |ui |M, i = 1,2, max
{|x1 − x2|, |u1 − u2|} δ.
The space of integrandsM was introduced in [18]. In [16,17] we studied the subset of
the setM which consists of all f ∈M satisfying the following assumptions:
for each (t, x) ∈ [0,∞)× Rn the function f (t, x, ·) :Rn → R1 is convex;
for each M,ε > 0 there exist Γ, δ > 0 such that∣∣f (t, x1, u1) − f (t, x2, u2)∣∣ εmax{f (t, x1, u1), f (t, x2, u2)};
for each t ∈ [0,∞) and each u1, u2, x1, x2 ∈ Rn which satisfy
|xi |M, |ui | Γ, i = 1,2, max
{|x1 − x2|, |u1 − u2|} δ
(see A(iii)).
This subset will be denoted byMco.
It is easy to show that an integrand f = f (t, x,u) ∈ C1([0,∞)× Rn × Rn) belongs to
M if f satisfies assumption A(ii), and if sup{|f (t,0,0)|: t ∈ [0,∞)} < ∞ and also there
exists an increasing function ψ0 : [0,∞)→ [0,∞) such that
sup
{∣∣∂f/∂x(t, x,u)∣∣, ∣∣∂f/∂u(t, x,u)∣∣}ψ0(|x|)(1 + ψ(|u|)|u|)
for each t ∈ [0,∞) and each x,u ∈ Rn. We can easy to show that a function
f (t, x,u)= h0(t) + h1(x)+ h2(u), (t, x,u) ∈ [0,∞)×Rn × Rn
belongs to M if h0 : [0,∞) → R1, h1, h2 :Rn → R1 are continuous functions, h0 is
bounded,
h1(x)ψ
(|x|) for all x ∈ Rn
and
h2(u)ψ
(|u|)|u| for all u ∈ Rn.
For the setM we consider the uniformity which is determined by the following base:
E(N,ε,λ) = {(f, g) ∈M×M: ∣∣f (t, x,u)− g(t, x,u)∣∣ ε
for each t ∈ [0,∞) and each x,u ∈ Rn satisfying |x|, |u|N
and
(∣∣f (t, x,u)∣∣+ 1)(∣∣g(t, x,u)∣∣+ 1)−1 ∈ [λ−1, λ]
for each t ∈ [0,∞) and each x,u ∈ Rn satisfying |x|N}, (1.1)
where N > 0, ε > 0, λ > 1 [4].
Clearly, the space M with this uniformity is metrizable (by a metric ρw). It was es-
tablished in [18, Proposition 2.2] that the metric space (M, ρw) is complete. We do not
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sequel.
We consider functionals of the form
If (T1, T2, x) =
T2∫
T1
f
(
t, x(t), x ′(t)
)
dt (1.2)
where f ∈M, 0 T1 < T2 < +∞ and x : [T1, T2] → Rn is an a.c. function.
For f ∈M, y, z ∈ Rn and numbers T1, T2 satisfying 0 T1 < T2 we set
Uf (T1, T2, y, z) = inf
{
If (T1, T2, x): x : [T1, T2] → Rn
is an a.c. function satisfying x(T1) = y, x(T2) = z
}
. (1.3)
It is easy to see that −∞ < Uf (T1, T2, y, z) < +∞ for each f ∈M, each y, z ∈ Rn and
all numbers T1, T2 satisfying 0 T1 < T2.
Let f ∈M. A locally absolutely continuous (a.c.) function x : [0,∞) → Rn is called
an (f )-good function [16,17] if for any a.c function y : [0,∞)→ Rn there is a number My
such that
If (0, T , y)My + If (0, T , x) for each T ∈ (0,∞). (1.4)
We will prove the following result.
Proposition 1.1. Let f ∈M and let x : [0,∞)→ Rn be a bounded a.c. function. Then the
function x is (f )-good if and only if there is M > 0 such that
If (0, T , x)Uf
(
0, T , x(0), x(T )
)+ M for any T > 0.
Proposition 1.1 is proved in Section 2.
Let us now give the precise definition of the turnpike property.
Assume that f ∈M. We say that f has the turnpike property, or briefly (TP), if there
exists a bounded continuous function Xf : [0,∞)→ Rn which satisfies the following con-
dition:
for each K,ε > 0 there exist constants δ,L > 0 such that for each x, y ∈ Rn satisfying
|x|, |y|K , each T1  0, T2  T1 +2L and each a.c. function v : [T1, T2] → Rn which
satisfies
v(T1) = x, v(T2) = y, If (T1, T2, v)Uf (T1, T2, x, y)+ δ
the inequality |v(t) − Xf (t)| ε holds for all t ∈ [T1 + L,T2 − L].
The function Xf is called the turnpike of f .
In [19] we establish the existence of an everywhere dense Gδ-subset F ⊂M such that
each integrand f ∈ F has the turnpike property. This result is an extension of the main
result of [17] which was obtained for the space Mco. It should be mentioned that for
a generic integrand f ∈Mco its turnpike Xf is an absolutely continuous function [17].
Since the space M contains integrands which do not have (TP) [17] the main result of
582 A.J. Zaslavski / J. Math. Anal. Appl. 296 (2004) 578–593[19] cannot be essentially improved. Nevertheless, some questions are still open. Assume
that f ∈M and X : [0,∞) → Rn is a bounded continuous function. How to verify if the
integrand f has (TP) and X is its turnpike? In this paper we introduce two properties (P1)
and (P2) and show that f has (TP) if and only if f possesses the properties (P1) and (P2).
The property (P2) means that all (f )-good functions have the same asymptotic behavior
while the property (P1) means that if an a.c. function v : [0, T ] → Rn is an approximate
solution and T is large enough, then there is τ ∈ [0, T ] such that v(τ ) is close to X(τ).
The next theorem is the main result of the paper.
Theorem 1.1. Let f ∈M and Xf : [0,∞)→ Rn be a bounded continuous function. Then
f has the turnpike property with Xf being the turnpike if and only if the following two
properties hold:
(P1) For each K,ε > 0 there exist γ, l > 0 such that for each T  0 and each a.c. function
w : [T ,T + l] → Rn which satisfies
∣∣w(T )∣∣, ∣∣w(T + l)∣∣K,
If (T ,T + l,w)Uf (T ,T + l,w(T ),w(T + l))+ γ
there is τ ∈ [T ,T + l] for which |Xf (τ)− v(τ )| ε.
(P2) For each (f )-good function v : [0,∞)→ Rn,∣∣v(t) −Xf (t)∣∣→ 0 as t → ∞.
2. Proof of Proposition 1.1
By Theorem 1.1 of [18] there exists a bounded (f )-good function z : [0,∞)→ Rn such
that
z(0) = x(0),
If (0, T , z)Uf
(
0, T , z(0), z(T )
)+ 1/2 (2.1)
for each T  0 and the following properties hold:
(i) for any a.c. function y : [0,∞)→ Rn either
sup
{∣∣If (0, T , y)− If (0, T , z)∣∣ :T ∈ (0,∞)}< ∞ or
If (0, T , y)− If (0, T , z) → ∞ as T → ∞.
(ii) There is a number Q> 0 such that for each T > 0 and each a.c. function y : [0, T ] →
Rn satisfying y(0)= x(0) the following inequality holds:
If (0, T , y)+ Q If (0, T , z).
It follows from the property (i) and the definition of an (f )-good function that the
following property holds:
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sup
{∣∣If (0, T , x)− If (0, T , z)∣∣: T ∈ (0,∞)}< ∞. (2.2)
Assume that x is (f )-good. Then (2.2) holds. Choose
∆> sup
{∣∣If (0, T , x)− If (0, T , z)∣∣: T ∈ (0,∞)}. (2.3)
By (2.3) and the property (ii) for each T > 0 and each a.c. function y : [0, T ] → Rn satis-
fying y(0)= x(0) the following inequality holds:
If (0, T , y) If (0, T , z)− Q If (0, T , x)− ∆ −Q.
This implies that for each T > 0
Uf
(
0, T , x(0), x(T )
)
 If (0, T , x)− ∆ − Q.
Now assume that there is M > 0 such that
If (0, T , x)Uf
(
0, T , x(0), x(T )
)+ M for any T > 0. (2.4)
We show that x is (f )-good.
Choose a number
∆> sup
{∣∣z(t)∣∣: t ∈ [0,∞)}+ sup{∣∣x(t)∣∣: t ∈ [0,∞)}. (2.5)
Let T > 2. Consider an a.c. function y : [0, T ] → Rn such that
y(t) = x(0)+ t(z(1)− x(0)), t ∈ [0,1], y(t) = z(t), t ∈ [1, T − 1],
y(t) = z(T − 1)+ (t − (T − 1))(x(T )− z(T − 1)), t ∈ [T − 1, T ]. (2.6)
By (2.4), (2.6), assumptions A(i), A(ii) and (2.5),
If (0, T , x) If (0, T , y)+ M
= M + If (0,1, y)+ If (1, T − 1, y)+ If (T − 1, T , y)
M + If (0,1, y)+ If (T − 1, T , y)+ If (0, T , z)− If (0,1, z)
− If (T − 1, T , z)
M + If (0, T , z)+ 2a + If (0,1, y)+ If (T − 1, T , y)
M + 2a + If (0, T , z)
+ 2 sup{f (t, u, v): t ∈ [0,∞), u, v ∈ Rn, |u|, |v| 2∆}.
Since this inequality holds for any T > 2 it follows from the properties (i), (iii) that x is
(f )-good. The proposition is proved.
3. (TP) implies (P1) and (P2)
We begin with the following auxiliary result.
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such that for each T1  Tε , T2 > T1,
If (T1, T2, v)Uf
(
T1, T2, v(T1), v(T2)
)+ ε.
Proof. Assume the contrary. Then the following property holds:
for each τ > 0 there exist τ1  τ , τ2 > τ1 such that
If (τ1, τ2, v) > U
f
(
τ1, τ2, v(τ1), v(τ2)
)+ ε.
This property implies that there exist sequences {ti}∞i=0, {si}∞i=0 ⊂ (0,∞) such that for
i = 1,2, . . .
ti < si < ti+1 − 4, If (ti, si , v) > Uf
(
ti , si, v(ti ), v(si )
)+ ε. (3.1)
For each integer i  1 there exists an a.c. function ui : [ti , si] → Rn such that
ui(ti ) = v(ti ), ui(si) = v(si),
If (ti , si, ui)Uf
(
ti , si , v(ti ), v(si )
)+ ε/2. (3.2)
Define an a.c. function u : [0,∞)→ Rn by
u(t) = ui(t), t ∈ [ti , si ], i = 1,2, . . . ,
u(t) = v(t), t ∈ [0,∞)∖
∞⋃
i=1
[ti , si ]. (3.3)
Clearly u is well defined. Since v is (f )-good there is M0 > 0 such that
If (0, T ,u)+ M0  If (0, T , v) for all T ∈ (0,∞). (3.4)
On the other hand it follows from (3.3), (3.1) and (3.2) that for each natural number k
If (0, sk, u)− If (0, sk, v)
=
k∑
i=1
[
If (ti, si , ui)− If (ti , si, v)
]

k∑
i=1
[
Uf
(
ti , si , v(ti ), v(si )
)+ ε/2 − Uf (ti , si , v(ti ), v(si ))− ε]
= −kε/2 → −∞ as k → ∞,
a contradiction. The contradiction we have reached proves Lemma 3.1. 
Let f ∈M, Xf : [0,∞) → Rn be a bounded continuous function, f has (TP) and Xf
be a turnpike of f . Clearly the property (P1) holds. We show that (P2) holds.
Assume that v : [0,∞) → Rn is an (f )-good function and ε > 0. By Theorem 1.2 of
[18] there exist a number c0 > 0 such that∣∣v(t)∣∣ c0, t ∈ [0,∞). (3.5)
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property holds:
(i) For each T1  0, T2  T1+2L0 and each a.c. function u : [T1, T2] → Rn which satisfies∣∣u(T1)∣∣, ∣∣u(T2)∣∣ c0 + 1, If (T1, T2, u)Uf (T1, T2, u(T1), u(T2))+ δ0
the inequality |u(t)− Xf (t)| ε holds for all t ∈ [T1 + L0, T2 − L0].
By Lemma 3.1 there is a number S0 > 4 such that for each T1  S0, T2 > T1,
If (T1, T2, v)Uf
(
T1, T2, v(T1), v(T2)
)+ δ0. (3.6)
Let τ > S0 + L0. Set
T1 = τ − L0, T2 = τ + 2L0. (3.7)
By the definition of S0 and (3.7), the inequality (3.6) is true. It follows from (3.6), (3.7),
(3.5) and the property (i) that∣∣v(t) −Xf (t)∣∣ ε, t ∈ [T1 + L0, T2 − L0] = [τ, τ + L0].
Thus |v(t) − Xf (t)|  ε for any τ > S0 + L0. This implies that |v(t) − Xf (t)| → 0 as
t → ∞ and the property (P2) holds.
4. The basic lemma
For each x ∈ Rn, A ⊂ Rn set
d(x,A)= inf{|x − y|: y ∈ A}.
Lemma 4.1. Let f ∈M and Xf : [0,∞)→ Rn be an (f )-good function. Assume that for
each (f )-good function v : [0,∞)→ Rn,
lim
t→∞
∣∣v(t) −Xf (t)∣∣= 0. (4.1)
Then for each ε > 0 there exist T0 > 0, δ0 > 0 such that the following property holds:
(P3) If T1  T0, T2  T1 + 1 and if an a.c. function u : [T1, T2] → Rn satisfies∣∣u(Ti)− Xf (Ti)∣∣ δ0, i = 1,2 (4.2)
and
If (T1, T2, u)Uf
(
T1, T2, u(T1), u(T2)
)+ δ0, (4.3)
then ∣∣u(t) − Xf (t)∣∣ ε for all t ∈ [T1, T2]. (4.4)
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bounded. Choose a number
M0 > sup
{∣∣Xf (t)∣∣: t ∈ [0,∞)}+ 1. (4.5)
Let ε > 0. We show that there exist T0 > 0, δ0 > 0 such that the property (P3) holds.
Assume the contrary. Then the following property holds:
(P4) For each S, δ > 0 there exist T1  S, T2  T1 + 1 and an a.c. function u : [T1, T2] →
Rn such that∣∣u(Ti)− Xf (Ti)∣∣ δ, i = 1,2,
If (T1, T2, v)Uf
(
T1, T2, v(T1), v(T2)
)+ δ
and
sup
{∣∣u(t) − Xf (t)∣∣: t ∈ [T1, T2]}> ε.
By Proposition 2.6 of [18] for each integer i  1 there exists
δi ∈
(
0,4−i
) (4.6)
such that the following property holds:
(a) For each T1  0, T2 ∈ [T1 + 8−1, T1 + 8] and each x1, x2, y1, y2 ∈ Rn satisfying
|xj |, |yj |M0 + 2, j = 1,2, |xj − yj | 2δi, i = 1,2,
the inequality∣∣Uf (T1, T2, x1, x2)− Uf (T1, T2, y1, y2)∣∣ 4−i
is valid.
In view of the property (P4) and Lemma 3.1 we define by induction sequences {Ti1}∞i=1,{Ti2}∞i=1 of positive numbers and a sequence of a.c. functions
vi : [Ti1, Ti2] → Rn
such that T11  4 and for each integer i  1,
Ti1 + 1 Ti2 < T(i+1)1 − 8, (4.7)
If (Ti1, Ti2,Xf )Uf
(
Ti1, Ti2,Xf (Ti1),Xf (Ti2)
)+ 4−i , (4.8)∣∣vi(Ti1)− Xf (Ti1)∣∣ δi, ∣∣vi(Ti2)− Xf (Ti2)∣∣ δi, (4.9)
If (Ti1, Ti2, vi)Uf
(
Ti1, Ti2, vi(Ti1), vi(Ti2)
)+ δi (4.10)
and
sup
{∣∣vi(t)− Xf (t)∣∣: t ∈ [Ti1, Ti2]}> ε. (4.11)
Let i  1 be an integer. There exists an a.c. function v˜i : [Ti1 − 1, Ti2 + 1] → Rn such
that
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v˜i (Ti1 − 1) = Xf (Ti1 − 1), v˜i(Ti2 + 1) = Xf (Ti2 + 1), (4.13)
If
(
Ti1 − 1, Ti, v˜i
)
Uf
(
Ti1 − 1, Ti1,Xf (Ti1 − 1), vi(Ti1)
)+ δi, (4.14)
If (Ti2, Ti2 + 1, v˜i)Uf
(
Ti2, Ti2 + 1, vi(Ti2),Xf (Ti2 + 1)
)+ δi . (4.15)
Let i  1 be an integer. We estimate
If
(
Ti1 − 1, Ti2 + 1, v˜i
)− If (Ti1 − 1, Ti2 + 1,Xf ).
By (4.15), (4.14), (4.10) and (4.12),
If
(
Ti1 − 1, Ti2 + 1, v˜i
)− If (Ti1 − 1, Ti2 + 1,Xf )
= If (Ti1 − 1, Ti1, v˜i)− If (Ti1 − 1, Ti1,Xf ) + If (Ti1, Ti2, vi)
− If (Ti1, Ti2,Xf )+ If
(
Ti2, Ti2 + 1, v˜i
)− If (Ti2, Ti2 + 1,Xf )
Uf
(
Ti1 − 1, Ti1,Xf (Ti1 − 1), vi(Ti1)
)+ δi
− Uf (Ti1 − 1, Ti1,Xf (Ti1 − 1),Xf (Ti1))
+ Uf (Ti1, Ti2, vi(Ti1), vi(Ti2))+ δi − Uf (Ti1, Ti2,Xf (Ti1),Xf (Ti2))
+ Uf (Ti2, Ti2 + 1, vi(Ti2),Xf (Ti2 + 1))+ δi
− Uf (Ti2, Ti2 + 1,Xf (Ti2),Xf (Ti2 + 1)). (4.16)
It follows from the choice of δi , property (a), (4.6), (4.9) and (4.5) that∣∣Uf (Ti1 − 1, Ti1,Xf (Ti1 − 1), vi(Ti1))−Uf (Ti1 − 1, Ti1,Xf (Ti1 − 1),Xf (Ti1))∣∣
 4−i ,∣∣Uf (Ti2, Ti2 + 1, vi(Ti2),Xf (Ti2 + 1))− Uf (Ti2, Ti2 + 1,Xf (Ti2),Xf (Ti2 + 1))∣∣
 4−i .
Combined with (4.16) these inequalities imply that
If
(
Ti1 − 1, Ti2 + 1, v˜i
)− If (Ti1 − 1, Ti2 + 1,Xf )
 3δi + 2 · 4−i + Uf
(
Ti1, Ti2, vi(Ti1), vi(Ti2)
)
− Uf (Ti1, Ti2,Xf (Ti1),Xf (Ti2)). (4.17)
We estimate
Uf
(
Ti1, Ti2, vi(Ti1), vi(Ti2)
)−Uf (Ti1, Ti2,Xf (Ti1),Xf (Ti2)).
There exists an a.c. function w : [Ti1, Ti2] → Rn such that
w(Ti1) = vi(Ti1), w(Ti2) = vi(Ti2),
w(t) = Xf (t), t ∈ [Ti1 + 1/4, Ti2 − 1/4],
If (Ti1, Ti1 + 1/4,w)Uf
(
Ti1, Ti1 + 1/4, vi(Ti1),Xf (Ti1 + 1/4)
)+ δi,
If (Ti2 − 1/4, Ti2,w) δi + Uf
(
Ti2 − 1/4, Ti2,Xf (Ti2 − 1/4), vi(Ti2)
)
. (4.18)
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∣∣Uf (Ti1, Ti1 + 1/4, vi(Ti1),Xf (Ti1 + 1/4))
− Uf (Ti1, Ti1 + 1/4,Xf (Ti1),Xf (Ti1 + 1/4))∣∣ 4−i ,∣∣Uf (Ti2 − 1/4, Ti2,Xf (Ti2 − 1/4), vi(Ti2))
− Uf (Ti2 − 1/4, Ti2,Xf (Ti2 − 1/4),Xf (Ti2))∣∣ 4−i .
Combined with (4.18), (4.8), (4.6) the choice of δi and property (a) these inequalities
imply that
Uf
(
Ti1, Ti2, vi(Ti1), vi(Ti2)
)−Uf (Ti1, Ti2,Xf (Ti1),Xf (Ti2))
 If (Ti1, Ti2,w) − If (Ti1, Ti2,Xf )+ 4−i
= 4−i + If (Ti1, Ti2 + 4−1,w)+ If (Ti1 + 4−1, Ti2 − 4−1,w)
+ If (Ti2 − 4−1, Ti2,w)− [If (Ti1, Ti1 + 4−1,Xf )
+ If (Ti1 + 4−1, Ti2 − 4−1,Xf )+ If (Ti2 − 4−1, Ti2,Xf )]
= 4−i + If (Ti1, Ti1 + 4−1,w)+ If (Ti2 − 4−1, Ti2,w)
− If (Ti1, Ti1 + 4−1,Xf )− If (Ti2 − 4−1, Ti2,Xf )
 4−i + δi + Uf
(
Ti1, Ti1 + 4−1, vi(Ti1),Xf
(
Ti1 + 4−1
))
+ δi + Uf
(
Ti2 − 4−1, Ti2,Xf
(
Ti2 − 4−1
)
, vi(Ti2)
)
− Uf (Ti1, Ti1 + 4−1,Xf (Ti1),Xf (Ti1 + 4−1))
− Uf (Ti2 − 4−1, Ti2,Xf (Ti2 − 4−1),Xf (Ti2))
and
Uf
(
Ti1, Ti2, vi(Ti1), vi(Ti2)
)−Uf (Ti1, Ti2,Xf (Ti1),Xf (Ti2))< 5 · 4−i .
Combined with (4.17) and (4.6) this inequality implies that
If
(
Ti1 − 1, Ti2 + 1, v˜i
)− If (Ti1 − 1, Ti2 + 1,Xf ) 5 · 4−i + 5 · 4−i . (4.19)
Consider the function u : [0,∞)→ Rn defined by
u(t) = v˜i (t), t ∈ [Ti1 − 1, Ti2 + 1], i = 1,2, . . . ,
u(t) = Xf (t), t ∈ [0,∞)
∖ ∞⋃
i=1
[Ti1 − 1, Ti2 + 1]. (4.20)
Clearly u is well-defined and it is an a.c. function. By (4.20), (4.12) and (4.11),
sup
{∣∣u(t)− Xf (t)∣∣: t ∈ [Ti1, TI2]}> ε, i = 1,2, . . . . (4.21)
It follows from (4.20) and (4.19) for each natural number q
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=
q∑
i=1
[
If
(
Ti1 − 1, Ti2 + 1, v˜i
)− If (Ti1 − 1, Ti2 + 1,Xf )]
 10
q∑
i=1
4−i < 20.
By Theorem 1.1 of [18] u is an (f )-good function and limt→∞ |Xf (t) − u(t)| = 0. This
contradicts (4.21). The contradiction we have reached proves the lemma. 
5. Proof of Theorem 1.1
In this section we prove the following theorem which is an extension of Theorem 1.1.
Theorem 5.1. Let f ∈M, Xf : [0,∞) → Rn be an (f )-good function. Assume that the
properties (P1), (P2) hold. Then for each K,ε > 0 there exist δ,L > 0 and a neighborhood
U of f in M such that for each g ∈ U , each T1  0, T2  T1 + 2L and each a.c. function
v : [T1, T2] → Rn which satisfies∣∣v(T1)∣∣, ∣∣v(T2)∣∣K, Ig(T1, T2, v)Ug(T1, T2, v(T1), v(T2))+ δ
the inequality |v(t) − Xf (t)| ε holds for all t ∈ [T1 + L,T2 − L].
Proof. Let K,ε > 0. By Lemma 4.1 there exist δ0 ∈ (0,1), τ0 > 0 such that the following
property holds:
(C1) If T1  τ0, T2  T1 + 1 and if an a.c. function u : [T1, T2] → Rn satisfies∣∣u(Ti)− Xf (Ti)∣∣ δ0, i = 1,2,
If (T1, T2, u)Uf
(
T1, T2, u(T1), u(T2)
)+ δ0,
then ∣∣u(t)− Xf (t)∣∣ ε, t ∈ [T1, T2].
Since Xf is an (f )-good function it follows from Theorem 1.2 of [18] that Xf is
bounded. By Theorem 1.3 of [18] there exist a number
M0 >K + 2 + sup
{∣∣Xf (t)∣∣: t ∈ [0,∞)} (5.1)
and a neighborhood U0 of f inM such that the following property holds:
(C2) For each g ∈ U0, each T1  0, T2  T1 + 1 and each a.c. function v : [T1, T2] → Rn
which satisfies∣∣v(Ti)∣∣K + 2 + sup{∣∣Xf (t)∣∣: t ∈ [0,∞)}, i = 1,2,
Ig(T1, T2, v)Ug
(
T1, T2, v(T1), v(T2)
)+ 4
590 A.J. Zaslavski / J. Math. Anal. Appl. 296 (2004) 578–593the inequality |v(t)|M0 holds for all t ∈ [T1, T2].
By property (P1) there exist δ1 ∈ (0, δ0), L1 > 0 such that the following property holds:
(C3) For each T  0 and each a.c. function w : [T ,T + L1] → Rn which satisfies∣∣w(T )∣∣, ∣∣w(T + L1)∣∣M0 + 4,
If (T1, T2,w)Uf
(
T ,T + L1,w(T ),w(T + L1)
)+ δ1
there is τ ∈ [T ,T + L1] for which∣∣Xf (τ)− w(τ)∣∣ δ0.
It follows from Proposition 2.8 of [18] that there exists a neighborhood U1 of f in M
such that the following property holds:
(C4) For each T1  0, T2 ∈ [T1 + L1, T1 + 8(L1 + 1)], each g ∈ U1 and each x, y ∈ Rn
satisfying |x|, |y|M0 + 4,∣∣Ug(T1, T2, x, y)−Uf (T1, T2, x, y)∣∣ δ1/32.
By Proposition 2.5 of [18] there exists a number M1 > 0 such that
sup
{∣∣Uf (T1, T2, x, y)∣∣: T1  0, T2 ∈ [T1 + min{1,L1}, T1 + 8(L1 + 1)],
x, y ∈ Rn, |x|, |y|M0 + 4
}
M1. (5.2)
It follows from Proposition 2.7 of [18] that there exists a neighborhood U2 of f inM such
that the following property holds:
(C5) For each T1  0, T2 ∈ [T1 + L1, T1 + 8(L1 + 1)], each g ∈ U2 and each a.c. function
v : [T1, T2] → Rn satisfying
min
{
If (T1, T2, v), I
g(T1, T2, v)
}
M1 + 8
the inequality |If (T1, T2, v) − Ig(T1, T2, v)| δ1/32 holds.
Set
U = U0 ∩U1 ∩ U2 (5.3)
and choose a positive number
δ < min{ε, δ0, δ1}/32 (5.4)
and a number
L> 8 + 4L1 + 4τ0. (5.5)
Assume that g ∈ U , T1  0, T2  T1 +2L and an a.c. function v : [T1, T2] → Rn satisfies∣∣v(Ti)∣∣K, i = 1,2, Ig(T1, T2, v)Ug(T1, T2, v(T1), v(T2))+ δ. (5.6)
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Let
s1, s2 ∈ [T1, T2], s2 − s1 ∈
[
L1,8(L1 + 1)
]
. (5.8)
It follows from (5.7) and the property (C4) that∣∣Ug(s1, s2, v(s1), v(s2))− Uf (s1, s2, v(s1), v(s2))∣∣ δ1/32. (5.9)
(5.2) and (5.7) imply that
Uf
(
s1, s2, v(s1), v(s2)
)
M1.
Combined with (5.9) this inequality implies that
Ug
(
s1, s2, v(s1), v(s2)
)
M1 + δ1/32.
In view of this inequality and (5.6)
Ig(s1, s2, v)Ug
(
s1, s2, v(s1), v(s2)
)+ δ M1 + δ1/32 + δ. (5.10)
By this inequality, (5.8) and property (C5)∣∣If (s1, s2, v) − Ig(s1, s2, v)∣∣ δ1/32.
It follows from this inequality, (5.10), (5.9) and (5.4) that
If (s1, s2, v) Ig(s1, s2, v) + δ1/32Ug
(
s1, s2, v(s1), v(s2)
)+ δ + δ1/32
Uf
(
s1, s2, v(s1), v(s2)
)+ δ1/32 + δ + δ1/32
and
If (s1, s2, v)Uf
(
s1, s2, v(s1), v(s2)
)+ 3δ1/32. (5.11)
We have shown that the following property holds:
(C6) (5.11) holds for each s1, s2 satisfying (5.8).
Assume that
τ ∈ [T1 + L,T2 − L]. (5.12)
(5.12) and (5.5) imply that
τ − 1 − L1, τ + 1 + L1 ∈ [T1, T2].
By property (C6)
If (τ1 − 1 −L1, τ − 1, v)
Uf
(
τ1 − 1 − L1, τ − 1, v(τ1 − 1 − L1), v(τ − 1)
)+ 3δ1/32, (5.13)
If (τ + 1, τ + 1 + L1, v)
Uf
(
τ + 1, τ + 1 + L1, v(τ + 1), v(τ + 1 + L1)
)+ 3δ1/32. (5.14)
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t1 ∈ [τ − 1 − L1, τ − 1], t2 ∈ [τ + 1, τ + 1 + L1] (5.15)
such that∣∣Xf (ti)− v(ti )∣∣ δ0, i = 1,2. (5.16)
By property (C6) and (5.15),
If (τ − 1 − L1, τ + 1 + L1, v)
Uf
(
τ − 1 − L1, τ + 1 + L1, v(τ − 1 − L1), v(τ + 1 + L1)
)+ 3δ1/32,
If (t1, t2, v)Uf
(
t1, t2, v(t1), v(t2)
)+ 3δ1/32. (5.17)
It follows from (5.15), (5.12) and (5.5) that
t1  τ − 1 − L1  T1 + L − 1 − L1 > 8 + 4L1 + 4τ0 − 1 −L1 > τ0.
By this inequality, (5.17), (5.16), (5.15), the inequality δ1 < δ0 and property (C1),∣∣v(t) −Xf (t)∣∣ ε, t ∈ [t1, t2]
and ∣∣v(τ ) − Xf (τ)∣∣ ε. (5.18)
We have shown that (5.18) is true for each τ ∈ [T1 + L,T2 −L]. This completes the proof
of the theorem. 
Proof of Theorem 1.1. Let f ∈M, X1,X2 : [0,∞) → Rn be a.c. functions such that
limt→∞ |X2(t)−X1(t)| = 0. Then f has the property (TP), ((P1), (P2), respectively) with
Xf = X1, if and only if (TP) ((P1), (P2), respectively) holds with Xf = X2.
Let Xf : [0,∞) → Rn be a bounded a.c. function. It was shown in Section 3 that if f
has (TP) with the turnpike Xf , then (P1) and (P2) hold.
Assume that (P1) and (P2) hold. We may assume without loss of generality that Xf is
an (f )-good function. By Theorem 5.1, (TP) holds. 
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