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Resumen—Los proyectos de Explotación de Información son 
un tipo especial de proyecto de Ingeniería en Software. En lugar 
de requerir desarrollar un software específico, herramientas 
disponibles son utilizadas que ya incluyen las técnicas y 
algoritmos necesarios. Pero de todas formas posee problemas 
similares al existir cuestiones de gestión que todavía deben ser 
mejorados. Entre estas cuestiones se destaca la necesidad de un 
análisis de viabilidad que permita identificar los riesgos en forma 
temprana y un método de estimación de esfuerzo que asista la 
planificación de actividades y recursos que son necesarios para 
desarrollar el proyecto. En este contexto, este trabajo tiene como 
objetivo proponer y estudiar dos modelos para ser utilizados en 
Pequeñas y Medianas Empresas al comienzo de un proyecto de 
Explotación de Información y de esta forma buscar reducir los 
problemas que se pueden presentar. 
Términos Clave —Estimación, Viabilidad, PyMES, Explotación 
de Información. 
I. INTRODUCCIÓN 
La Explotación de Información consiste en la extracción de 
conocimiento no-trivial que reside de manera implícita en los 
datos disponibles en distintas fuentes de información [1]. 
Dicho conocimiento es previamente desconocido y puede 
resultar útil para algún proceso [2]. Una vez identificado el 
problema de Inteligencia de Negocio es posible definir el 
Proceso de Explotación de Información. Ese proceso se 
encuentra formado por varias técnicas de Minería de Datos que 
se ejecutan para lograr, a partir de un conjunto de información 
con un grado de valor para la organización, otro conjunto de 
información con un grado de valor mayor que el inicial [3]. Si 
bien existen metodologías que acompañan el desarrollo de 
proyectos de explotación de información que se consideran 
probadas y tienen un buen nivel de madurez entre las cuales se 
destacan CRISP-DM [4], P3TQ [5] y SEMMA [6], estas 
metodologías dejan de lado aspectos a nivel operativo de los 
proyectos y de empresa [7]. En estas metodologías se observa 
la falta de procesos y herramientas que permitan soportar de las 
actividades de gestión al inicio del mismo. Estas actividades 
son de gran importancia para reducir la probabilidad de 
fracasos en estos proyectos. 
En este contexto, este trabajo tiene como objetivo proponer 
y estudiar dos modelos para ser utilizados en Pequeñas y 
Medianas Empresas (PyMEs) al comienzo de un proyecto de 
Explotación de Información y de esta forma buscar reducir los 
problemas que se pueden presentar. El primer modelo 
propuesto permite realizar la Evaluación de la Viabilidad del 
proyecto para así determinar así los posibles puntos fuertes y 
débiles. Por otro lado, el segundo modelo permite realizar la 
Estimación de los Recursos y Tiempo que serán requeridos 
para realizar el proyecto en forma satisfactoria. 
Este trabajo incluye la siguiente estructura: primero se 
realiza una reseña de sobre los motivos por los que los 
proyectos pueden fracasar (sección II). Luego se identifican las 
principales características de estos proyectos para así proponer 
ambos modelos (sección III). Una vez que ambos modelos son 
propuestos, se presentan los resultados de su estudio con una 
prueba de concepto (sección IV) y una validación de casos 
(sección V). Finalmente, se indican las conclusiones obtenidas 
(sección VI). 
II. FRACASOS DE PROYECTOS 
La mayoría de los proyectos de Ingeniería en Software 
pueden ser considerados (al menos) fracasos parciales debido a 
que pocos proyectos cumplen con sus presupuestos de costo, 
planificación, criterios de calidad o especificaciones de 
requerimientos [8]. Para los proyectos cancelados o 
cuestionados, el proyecto promedio estuvo un 189% sobre el 
presupuesto, 222% retrasado en su planificación, y contenía 
sólo el 61% de las características originalmente solicitadas. En 
2005 se consideraba que entre el 5 y 15% de los proyectos 
fueron abandonados antes o un poco después de la entrega por 
considerar totalmente inadecuados  [9].  Según [10], entre los 
principales motivos que generan el fracaso de los proyectos se 
encuentra una pobre planificación, recursos insuficientes y falta 
de identificación de los riesgos. 
Los proyectos de Explotación de Información son un tipo 
especial de proyecto de Ingeniería en Software. En lugar de 
requerir desarrollar un software específico, herramientas 
disponibles son utilizadas que ya incluyen las técnicas y 
algoritmos necesarios [3]. Como resultado las características de 
los proyectos de Explotación de Información son diferentes a 
los de la Ingeniería en Software Tradicional y de la Ingeniería 
del Conocimiento. Pero de todas formas posee problemas 
similares. Estudios realizados sobre sobre proyectos de 
Explotación de Información han detectado que la mayoría de 
los proyectos finaliza en fracaso por lo que no son terminados 
con éxito [11; 12]. En el año 2000 se ha había determinado que 
el 85% de los proyectos no alcanzan sus metas [13], mientras 
que en el 2005 el porcentaje de fracaso bajo a 
aproximadamente el 60% [14]. Por lo tanto se puede decir que 
la comunidad ha estado trabajando en el camino correcto pero 
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hay cuestiones de gestión que todavía deben ser mejorados. 
Entre estas cuestiones se destaca la necesidad de un análisis de 
viabilidad que permita identificar los riesgos en forma 
temprana y un método de estimación de esfuerzo que asista la 
planificación de actividades y recursos que son necesarios para 
desarrollar el proyecto.  
III. MODELOS PROPUESTOS 
En esta sección los dos modelos son propuestos para ser 
utilizados al comienzo de un proyecto de explotación de 
información. El primer modelo busca evaluar la viabilidad del 
proyecto (descripto en la subsección A) mientras que el 
segundo permite estimar los recursos y tiempo requerido (en 
meses/hombre) para desarrollar el proyecto (subsección B). 
Tanto la definición como su posterior validación (realizada 
en el capítulo V) han utilizado información de proyectos reales 
de explotación de información  que fueron recolectados por 
investigadores del Grupo de Investigación en Sistemas de 
Información del Departamento de Desarrollo Productivo y 
Tecnológico de la Universidad Nacional de Lanús (GISI-
DDPyT-UNLa), investigadores del Grupo de Estudio en 
Metodologías de Ingeniería de Software de la Facultad 
Regional Buenos Aires de la Universidad Tecnológica 
Nacional (GEMIS-FRBA-UTN), e investigadores del Grupo de 
Investigación en Explotación de Información en el Laboratorio 
de Informática Aplicada de la Universidad Nacional de Río 
Negro (GIEdI-UNRN).  
Debe notarse que todos estos proyectos fueron realizados 
utilizando la metodología CRISP-DM [4], por lo que el método 
propuesto se considera confiable para proyectos de explotación 
de información a ser desarrollados con dicha metodología. 
A. Modelo para la Evaluación de la Viabilidad 
Un modelo permite identificar, definir e integrar distintos 
elementos de una realidad para ayudar su análisis. Para poder 
proponer el Modelo de Viabilidad, primero es necesario 
identificar las principales características que un Proyecto de 
Explotación de Información debe cumplir para ser considerado 
viable. El ingeniero encargado del proyecto deberá responder a 
dichas condiciones de acuerdo a las características del proyecto 
para así evaluar su viabilidad. Estas características han sido 
clasificadas en tres grupos:  
o Plausibilidad que indica si es posible realizar el proyecto, 
o  Adecuación que determinar si la explotación de 
información es la mejor solución para el problema 
planteado, y  
o Éxito que determinar si los resultados pueden y serán 
utilizados o no por la organización. 
Sin embargo, como normalmente no es sencillo contestar 
las condiciones con respuestas del tipo ‘sí’ / ‘no’ (o dando una 
valoración numérica), el modelo propuesto deberá poder 
manejar un rango de valores lingüísticos en forma similar al 
criterio empleado por el test de viabilidad para proyectos de 
INCO indicado en [15; 16] que se encuentra basado en 
sistemas expertos difusos [17].   
A partir de estos valores y aplicando un conjunto de pasos, 
se podrá  obtener la valoración por dimensión y global de la 
viabilidad del proyecto. A continuación se describen los cinco 
pasos que se deben aplicar: 
Paso 1: Determinar el valor correspondiente para cada una 
de las características del proyecto. 
Para caracterizar un proyecto de explotación de 
información y evaluar luego su viabilidad se utilizan las 
características definidas en la tabla I las cuales fueron 
identificadas a partir de la investigación documental 
realizada en [18-25]. El ingeniero deberá responder las 
preguntas indicadas a partir del resultado de las entrevistas 
realizadas en la organización, asociadas a cada 
característica. Para ello, los valores lingüísticos permitidos 
son ‘nada’, ‘poco’, ‘regular’, ‘mucho’ y ‘todo’. Donde 
cuanto más verdadera parezca una característica, mayor 
valor se le debe asignar y cuanto más falsa parezca, menor 
valor.   
TABLA I. CARACTERÍSTICAS EVALUADAS POR EL MODELO DE VIABILIDAD 
Categoría ID Pregunta asociada a la Característica Peso Umbral
P1 ¿En qué medida los repositorios disponibles poseen datos actuales? 8 poco 
P2 
¿Qué tan representativos son los datos de 
los repositorios disponibles para resolver el 
problema de negocio? 
9 poco 
A1 ¿En qué medida los repositorios se encuentran disponibles en formato digital? 4 poco 
A2 ¿Qué cantidad de atributos y registros tienen los datos disponibles? 7 poco 
A3 ¿Cuánta confianza se posee en la credibilidad de los datos disponibles? 8 poco 
Datos 
E1 
¿Cuánto facilita la tecnología de los 
repositorios disponibles las tareas de 
manipulación de los datos? 
6 nada 
P3 ¿Cuánto se entiende del problema de negocio? 7 poco 
A4 
¿En qué medida el problema de negocio no 
puede ser resuelto aplicando técnicas 
estadísticas tradicionales? 
10 poco Problema de Negocio 
A5 ¿Qué tan estable es el problema de negocio durante el desarrollo del proyecto? 9 poco 
E2 ¿Cuánto apoyan los interesados (stakeholders) al proyecto? 8 nada 
Proyecto 
E3 
¿En qué medida la planificación del 
proyecto permite considerar la realización 
de buenas prácticas ingenieriles con el 
tiempo adecuado? 
7 nada 
P4 
¿Qué nivel de conocimientos posee el 
equipo de trabajo sobre explotación de 
información? 
6 poco 
Equipo de 
Trabajo 
E4 ¿Qué nivel de experiencia posee el equipo de trabajo en proyectos similares? 6 nada 
 
Para cada característica de la tabla I se definen los 
siguientes atributos: 
• Categoría que se utiliza únicamente para poder agrupar 
las características de acuerdo a qué o quién se refiere.  
• ID que indica el código para identificar unívocamente a 
la característica y a la dimensión a la que pertenece.  
• Pregunta asociada a la Característica que describe la 
condición a evaluar del proyecto. 
• Peso que indica la importancia relativa a cada 
característica en la globalidad del modelo. Nótese que la 
suma de todos los pesos no es igual a 100 pero esto es 
soportado por las fórmulas utilizadas en el modelo. 
• Umbral que  indica el valor que la característica debe 
igualar o superar. En caso de que no supere el umbral, se 
puede considerar que el proyecto no es viable y no es 
necesario continuar con los siguientes pasos. 
Paso 2: Convertir los valores en intervalos difusos. 
Una vez que los valores lingüísticos han sido definidos para 
cada característica de la tabla 1, se deben traducir en 
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intervalos difusos. Para cada valor lingüístico se define  un 
intervalo expresado por cuatro valores numéricos (entre 
cero y diez) que representan los puntos de ruptura (o puntos 
angulares) de su función de pertenencia correspondiente. 
Estos intervalos, junto con la representación gráfica de la 
función de pertenencia, se indican en la figura 1. 
Paso 3: Calcular la valoración de cada dimensión. 
Para calcular la valoración de cada dimensión del proyecto, 
los intervalos difusos (obtenidos en el paso anterior) son 
ponderados considerando su peso correspondiente (definido 
en la tabla 1). El intervalo que representa la valoración de 
cada dimensión ( Id ) se calcula con la fórmula (1): 
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Donde: 
Id: representa el intervalo difuso calculado para la dimensión d 
(usando como nomenclatura ‘P’ para plausibilidad, ‘A’ para 
adecuación y ‘E’ para criterio de éxito). 
Pdi: representa el peso de la característica i perteneciente a la 
dimensión d. 
Cdi: representa el intervalo difuso asignado a la característica i  
perteneciente a la dimensión d. 
nd: representa la cantidad de características asociada a la dimensión 
d. 
Está fórmula está formada por la combinación de la media 
armónica y la media aritmética del conjunto de intervalos. 
De esta forma se busca reducir la influencia de valores 
bajos en el cálculo de la dimensión.  
Ya que el resultado de la fórmula anterior es otro intervalo 
difuso, para convertir dicho intervalo en un único valor 
numérico ( Vd ) se utiliza la media aritmética de los valores 
del intervalo como se indica en la fórmula (2): 
4
4
1
∑
== i
idI
dV                                  (2)
Donde: 
Vd: representa el valor numérico calculado para la dimensión d. 
Idi: representa el valor de la posición i del intervalo difuso calculado 
para la dimensión d . 
Paso 4: Calcular la valoración global de la viabilidad del 
proyecto. 
Finalmente, los valores numéricos calculados en el paso 
anterior para cada dimensión ( Vd ) son combinados a través 
de una media aritmética ponderada (la cual es indicada en 
la fórmula 3) y así se consigue el valor de la viabilidad 
global del proyecto ( EV ). 
22
688 EVAVPVEV ⋅+⋅+⋅=                      (3)
Donde: 
EV: representa el valor global de la viabilidad del proyecto. 
VP: representa el valor para la dimensión plausibilidad. 
VA: representa el valor para la dimensión adecuación.  
VE: representa el valor para la dimensión criterio de éxito. 
 
          Valor = ‘nada’ 
 
Intervalo Difuso= (0,0; 0,0; 1,2; 2,2) 
          Valor = ‘poco’ 
 
Intervalo Difuso= (1,2; 2,2; 3,4; 4,4) 
          Valor = ‘regular’  
 
Intervalo Difuso= (3,4; 4,4; 5,6; 6,6) 
          Valor = ‘mucho’ 
 
Intervalo Difuso= (5,6;  6,6; 7,8; 8,8) 
          Valor = ‘todo’ 
 
Intervalo Difuso= (7,8; 8,8; 10,0; 10,0) 
Fig. 1. Representación de la Función de Pertenencia y asignación de Intervalo 
Difuso para los Valores Lingüísticos. 
Paso 5: Interpretar los resultados obtenidos. 
Una vez que los valores correspondientes a cada dimensión 
y al proyecto global son calculados (pasos 3 y 4 
respectivamente), deben ser analizados. Por un lado, para 
interpretar los resultados de la viabilidad de cada 
dimensión, se recomienda graficar la función de 
pertenencia del intervalo difuso (Id). Se considera que la 
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viabilidad de la dimensión está aceptada si supera al 
intervalo del valor ‘regular’ (esto es análogo a considerar 
que el valor de la dimensión Vd es mayor a 5). Por otro 
lado, para la viabilidad del proyecto se utiliza el siguiente 
criterio: si las tres dimensiones son aceptadas (es decir el 
valor de cada dimensión es mayor a 5) y la valoración 
global de la viabilidad proyecto (EV) es mayor a 5 entonces 
el proyecto es viable. En caso contrario, el proyecto no es 
viable. En ambos casos, el ingeniero también podrá 
observar los puntos débiles del proyecto que debe reforzar 
(en caso de proyecto no viable) y/o monitorear durante el 
desarrollo del proyecto. 
B. Modelo para la Estimación de Esfuerzo 
Para realizar tanto una planificación como un presupuesto 
correcto para el proyecto se necesita una buena estimación al 
comienzo del mismo. De esta manera se destaca la necesidad 
de contar con métodos de estimación de esfuerzo confiables 
para proyectos de Explotación de Información. Dada las 
diferencias que existen entre un proyecto tradicional de 
construcción de software, los métodos usuales de estimación 
no son aplicables ya que los parámetros a ser utilizados son de 
naturalezas diferentes. No obstante en [26] se ha definido el 
modelo de estimación DMCoMo teniendo en cuenta las 
características particulares de los proyectos de Explotación de 
Información, un estudio detallado de DMCoMo ha demostrado 
que sólo es válido para proyectos grandes [27]. Al trabajar con 
proyectos medianos y pequeños DMCoMo tiende a 
sobreestimar el esfuerzo por lo que cual no es útil.  
Teniendo en cuenta lo anterior, el modelo propuesto para la 
estimación considera  las características de proyectos medianos 
y pequeños [28; 29] y las características de las Pequeñas y 
Medianas Empresas en Latinoamérica [30; 31] se ha propuesto 
un modelo que utiliza ocho factores de costos.  
En esta propuesta se han definido pocos factores de costo, 
ya que como se demuestra en [33], al momento de crear un 
nuevo método de estimación es preferible ignorar muchos de 
los datos no significativos para evitar que el modelo sea 
demasiado complejo y por lo tanto poco práctico. De esta 
manera se busca eliminar las variables tanto irrelevantes como 
dependientes, y además reducir la varianza y el ruido. Los 
factores de costo han sido seleccionados teniendo en cuanta las 
tareas más críticas de la metodología CRISP-DM  [4]: en [33] 
se indica que actualmente la construcción de los modelos de 
minería de datos y buscar los patrones es bastante simple, pero 
el 90% de los esfuerzos del proyecto están incluidos en el pre-
procesamiento de los datos (es decir la fase de ‘Preparación de 
los Datos’ de CRISP-DM). A partir de nuestra experiencia, las 
otras tareas críticas se relacionan con la fase de ‘Comprensión 
del Negocio’ (entre las que se destacan el entendimiento del 
negocio y la identificación de los goles del proyecto).  
Los factores de costos propuestos se encuentran agrupados 
en tres grupos dependiendo de su naturaleza como se indica a 
continuación: 
Factores de costo relacionados al proyecto: 
•Tipo de objetivo de explotación de información (OBTY) 
Este factor de costo analiza el objetivo del  proyecto de 
Explotación de Información considerando el tipo de 
proceso a ser aplicado para obtenerlo de acuerdo a la 
definición realizada en [3] de acuerdo a los datos 
disponibles y las metas del proyecto. Los posibles valores 
de este factor de costo se indican en la tabla II. 
TABLA II. VALORES DEL FACTOR DE COSTO OBTY 
Valor Descripción 
1 Se desea conocer los atributos que caracterizan el comportamiento o la descripción de una clase ya conocida. 
2 Se desea dividir los datos disponibles en grupos sin poseer una clasificación conocida previamente. 
3 Se desea conocer los atributos que caracterizan a grupos sin poseer una clasificación conocida previamente. 
4 
Se desea conocer los atributos que poseen mayor frecuencia de 
incidencia sobre un comportamiento o la identificación de una clase 
conocida. 
5 
Se desea conocer los atributos que poseen mayor frecuencia de 
incidencia sobre la identificación de una clase desconocida 
previamente. 
 
• Grado de apoyo de los miembros de la organización 
(LECO) 
El grado de apoyo y participación de los miembros de la 
organización se analiza viendo si la alta gerencia 
(normalmente los dueños de la PyME), la gerencia media 
(supervisores y/o jefes de área) y/o el resto del personal 
están dispuestos a ayudar al equipo de trabajo para 
comprender el negocio y los datos. Se sobreentiende que si 
un proyecto de explotación de información fue contratado, 
por lo menos la alta gerencia va a apoyar el mismo. Los 
posibles valores de este factor de costo se indican en la 
tabla III. 
TABLA III. VALORES DEL FACTOR DE COSTO LECO 
Valor Descripción 
1 Tanto los directivos como el personal poseen buena disposición para colaborar en el proyecto. 
2 Sólo los directivos poseen buena disposición para colaborar en el proyecto mientras que el personal es indiferente al proyecto. 
3 
Sólo la alta gerencia posee buena disposición para colaborar en el 
proyecto mientras que la gerencia media y el personal es 
indiferente. 
4 Sólo la alta gerencia posee buena disposición para colaborar en el proyecto pero la gerencia media no desea colaborar. 
 
Factores de costo relacionados a los datos disponibles: 
• Cantidad y tipo de los repositorios de datos disponibles 
(AREP) 
Se analizan los repositorios de datos disponibles (es decir 
sistemas gestores de bases de datos, planillas de cálculos, 
documentos entre otros). En este caso interesa saber tanto 
la cantidad de repositorios disponibles (públicos o privados 
de la organización) como la tecnología en que se 
encuentran implementadas. No interesa conocer la cantidad 
de tablas que posee cada repositorio dado que se entiende 
que la integración de los datos dentro de un repositorio es 
relativamente sencilla (sobre todo al utilizar sistemas 
gestores de bases de datos por poder ser realizada con un 
comando query). Sin embargo, dependiendo de la 
tecnología, la complejidad de las tareas de integración de 
los datos puede ser mayor o menor.  
Los criterios recomendados para ser utilizados se describen 
a continuación:  
-  Si todos los repositorios están implementados con la 
misma tecnología, entonces se consideran como 
compatibles para la integración. 
-  Si todos los repositorios permiten exportar los datos en 
un formato común, entonces pueden ser considerados 
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como compatibles para la integración al realizar la 
integración con estos datos exportados.  
-  Por otro lado, si existen repositorios que no están en 
forma digital (es decir impreso en papel) se considera 
que la tecnología será no compatible pero el método de 
estimación no puede predecir el tiempo requerido para 
realizar la digitalización de esta información ya que esto 
puede variar de acuerdo a muchos factores externos 
(como son la longitud, diversidad, formato entre otros). 
La tabla con los posibles valores de este factor de costo se 
indica en la tabla IV. 
TABLA IV. VALORES DEL FACTOR DE COSTO AREP 
Valor Descripción 
1 Sólo 1 repositorio disponible. 
2 Entre 2 y 4 repositorios con tecnología compatible para la integración. 
3 Entre 2 y 4 repositorios con tecnología no compatible para la integración. 
4 Más de 5 repositorios con tecnología compatible para la integración. 
5 Más de 5 repositorios con tecnología no compatible para la integración. 
 
• Cantidad de tuplas disponibles en la tabla principal 
(QTUM) 
Este factor de costo considera la cantidad total de tuplas 
(registros) disponibles en la tabla principal utilizada para 
aplicar los algoritmos de minería de datos. Los posibles 
valores de este factor de costo se indican en la tabla V. 
TABLA V. VALORES DEL FACTOR DE COSTO QTUM 
Valor Descripción 
1 Hasta 100 tuplas en la tabla principal. 
2 Entre 101 y 1.000 tuplas en la tabla principal. 
3 Entre 1.001 y 20.000 tuplas en la tabla principal. 
4 Entre 20.001 y 80.000 tuplas en la tabla principal. 
5 Entre 80.001 y 5.000.000 tuplas en la tabla principal. 
6 Más de 5.000.000 tuplas en la tabla principal. 
 
 
• Cantidad de tuplas disponibles en tablas auxiliares 
(QTUA) 
Esta variable considera la cantidad aproximada de tuplas 
(registros) disponibles en las tablas auxiliares (si existieran) 
que son utilizadas para agregar información a la tabla 
principal (como es la tabla que define las características del 
producto a partir de su identificador en la tabla de ventas). 
Estas tablas auxiliares normalmente suelen tener menos 
registros que la tabla principal. Los posibles valores de este 
factor de costo se indican en la tabla VI. 
TABLA VI. VALORES DEL FACTOR DE COSTO QTUA 
Valor Descripción 
1 No se utilizan tablas auxiliares. 
2 Hasta 1.000 tuplas en las tablas auxiliares. 
3 Entre 1.001 y 50.000 tuplas en las tablas auxiliares. 
4 Más de 50.000 tuplas en las tablas auxiliares. 
 
• Nivel de conocimiento sobre los datos (KLDS) 
Considera el nivel de documentación existente sobre los 
repositorios de datos. Es decir, se analiza si existe un 
documento donde se indique la tecnología en que están 
implementados, los campos que componen sus tablas y la 
forma en que los datos son creados, modificados, y/o 
eliminados. En caso de que esta información no se 
encuentre disponible, será necesario realizar reuniones con 
los expertos (normalmente los encargados de la 
administración y mantenimiento de los repositorios). Los 
posibles valores de este factor de costo se indican en la 
tabla VII. 
TABLA VII. VALORES DEL FACTOR DE COSTO KLDS 
Valor Descripción 
1 Todas las tablas y repositorios están correctamente documentados. 
2 
Más del 50% de las tablas y repositorios están correctamente 
documentados y existen expertos en los datos disponibles para 
explicarlos. 
3 
Menos del 50% de las tablas y repositorios están correctamente 
documentados pero existen expertos en los datos disponibles para 
explicarlos. 
4 Las tablas y repositorios no están documentadas pero existen expertos en los datos disponibles para explicarlos. 
5 Las tablas y repositorios no están documentados y existen expertos en los datos pero no están disponibles para explicarlos. 
6 Las tablas y repositorios no están documentados y no existen expertos en los datos para explicarlos. 
 
Factores de costo relacionados a los recursos disponibles: 
• Nivel de conocimiento y experiencia del equipo de 
trabajo (KEXT) 
Analiza la capacidad del equipo de trabajo que se ocupará 
de llevar adelante el proyecto. El equipo de trabajo 
contratado para realizar el proyecto debe tener un mínimo 
conocimiento y experiencia en el desarrollo de proyectos de 
explotación de información. No obstante pueden poseer o 
no experiencia en proyectos similares en el mismo tipo de 
negocio y los datos a ser utilizados. 
Por lo tanto se debe evaluar el conocimiento y experiencia 
previa en proyectos anteriores similares al que se está 
llevando a cabo con respecto al tipo de  negocio, los da-tos 
a ser utilizados y los objetivos que se esperan lograr. Los 
posibles valores de este factor de costo se indican en la 
tabla VIII. 
TABLA VIII. VALORES DEL FACTOR DE COSTO KEXT 
Valor Descripción 
1 El equipo ha trabajado en tipos de organizaciones y con datos similares para obtener los mismos objetivos. 
2 El equipo ha trabajado en tipos de organizaciones similares pero con datos diferentes para obtener los mismos objetivos. 
3 El equipo ha trabajado en otros tipos de organizaciones y con datos similares para obtener los mismos objetivos. 
4 El equipo ha trabajado en otros tipos de organizaciones y con datos diferentes para obtener los mismos objetivos. 
5 El equipo ha trabajado en tipos de organizaciones diferentes, con datos diferentes y otros objetivos. 
 
 
• Funcionalidad de las herramientas disponibles (TOOL) 
Finamente, este factor de costo evalúa las características de 
las herramientas disponibles para realizar el proyecto. Para 
ello se analiza tanto las funcionalidades de preparación de 
los datos como los algoritmos de minería de datos que 
posee implementadas. Sus posibles valores de este factor de 
costo se indican en la tabla IX. 
Una vez que los factores de costo fueron definidos, se han 
utilizado para caracterizar 34 proyectos reales de explotación 
de información recolectados los cuales se encuentran 
disponibles en [34]. Estos proyectos provistos por colegas 
investigadores (como se ha indicado anteriormente) incluyen el 
esfuerzo real que fue requerido para realizar el proyecto en 
forma completa. 
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TABLA IX. VALORES DEL FACTOR DE COSTO TOOL 
Valor Descripción 
1 
La herramienta posee funciones tanto para el formateo e 
integración de los datos (permitiendo importar más de una tabla 
de datos) como para aplicar las técnicas de minería de datos. 
2 
La herramienta posee funciones tanto para el formateo como para 
aplicar las técnicas de minería de datos, y permite importar más 
de una tabla de datos en forma independiente. 
3 
La herramienta posee funciones tanto para el formateo como para 
aplicar las técnicas de minería de datos, pero sólo permite 
importar una tabla de datos. 
4 La herramienta posee funciones sólo para aplicar las técnicas de minería de datos, y permite importar más de una tabla de datos. 
5 La herramienta posee funciones sólo para aplicar las técnicas de minería de datos y sólo permite importar una tabla de datos. 
 
Una vez que los factores de costo fueron definidos, se han 
utilizado para caracterizar 34 proyectos reales de explotación 
de información recolectados los cuales se encuentran 
disponibles en [34]. Estos proyectos provistos por colegas 
investigadores (como se ha indicado anteriormente) incluyen el 
esfuerzo real que fue requerido para realizar el proyecto en 
forma completa. 
Un método de regresión lineal multivariante [35] fue 
aplicado sobre estos datos para obtener una ecuación lineal de 
la forma utilizada por los métodos de la familia COCOMO 
[36].  Como resultado del proceso de regresión se obtiene la 
fórmula (4) que se indica a continuación. 
 
3,30 -             
  TOOL1,86 +KEXT0,90 -              
 KLDS 1,80 +QTUA 0,70 -              
 QTUM0,30 -AREP1,20 -              
  LECO1,10  OBTY 0,80 = PEM
⋅⋅
⋅⋅
⋅⋅
⋅+⋅
             (4)  
Donde: 
PEM es el esfuerzo estimado por el método de estimación para   
PyMEs (en meses/hombre) 
OBTY, LECO, AREP, QTUM, QTUA, KLDS, KEXT y TOOL son 
los valores correspondientes de los factores de costo 
definidos en las tablas II a IX respectivamente. 
IV. PRUEBA DE CONCEPTO 
A modo de ejemplo en esta sección se presenta una prueba 
de concepto de los modelos propuestos. Para ello se utilizan los 
datos de un proyecto de explotación de información real 
finalizado con éxito (y por lo tanto fue viable) que fue 
desarrollado por 3 personas en 4 meses (es decir que tuvo un 
esfuerzo de 12 meses/hombre o un año/hombre).  
Este proyecto tenía el objetivo de detectar las evidencias de 
causalidad entre la satisfacción general de los clientes de una 
organización proveedora de Internet mediante la detección de 
evidencias de causalidad entre satisfacción general, servicio 
contratado y baja de clientes. Para ello se utilizó la información 
de una encuesta realizada por la organización a sus clientes.   
Para realizar la prueba de concepto, primero se aplicaron 
los cinco pasos propuestos en el Modelo para Evaluar la 
Viabilidad (en la sección III-A). Todos los cálculos necesarios 
fueron realizados mediante una planilla creada ad-hoc [37] que 
implementa las fórmulas definidas anteriormente y sus 
resultados se muestran en la tabla X.   
Como se puede ver, dado que los valores de cada 
dimensión y de la viabilidad global del proyecto son superiores 
al valor mínimo requerido, se considera que el proyecto es 
viable para ser realizado (lo cual es correcto).  
TABLA X. RESULTADOS DEL MODELO DE VIABILIDAD 
Dimensión Intervalo Valor  Dimensión ( Id ) 
Valor de la 
Dimensión 
 ( Vd ) 
(6,05; 7,12; 8,39; 8,82) 7,60 
Plausibilidad 
(4,65; 5,68; 6,91; 7,84) 6,27 
Adecuación 
(3,44; 4,62; 5,93; 6,99) 5,25 
Éxito 
’ 
Valor global de la viabilidad del proyecto ( EV ) 6,47 
 
Sin embargo, el proyecto posee algunos puntos débiles. 
Puede notarse que a pesar de que la valoración de Plausibilidad 
y Adecuación es holgada (valores  cercanos a ‘mucho’), para el 
Éxito del proyecto es muy cercana al valor mínimo requerido 
(es decir al intervalo correspondiente al valor ‘regular’). Esto 
significa que se debe prestar mayor atención las características 
asociadas al éxito para asegurar que el proyecto se desarrolle 
sin problemas. De esta forma estos puntos débiles se convierten 
en riesgos para ser monitoreados y controlados durante el 
desarrollo del proyecto.  
Por otro lado, ya que el proyecto se considera viable se 
utiliza el Modelo de Estimación de Esfuerzo (sección III-B) en 
este proyecto para comparar el esfuerzo real del proyecto con 
el calculado por el modelo.  
Para ello se definen los valores de cada factor de costo y 
luego se aplica la fórmula correspondiente para obtener el 
esfuerzo. En la tabla XI, se detallan los valores de los factores 
de costo utilizados para la prueba de concepto.  
Como resultado de aplicar la fórmula del modelo se obtiene 
un  esfuerzo estimado de 12,18 meses/hombre. Al compararlo 
con el esfuerzo real que fue requerido por el proyecto de 12 
meses/hombre  se puede ver que el error del modelo es menor a 
6 días/hombre (es decir 0,18 meses/hombre) con respecto al 
real. Esto significa que para este ejemplo el modelo fue muy 
preciso. 
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TABLA XI. RESULTADOS DEL MODELO DE ESTIMACIÓN 
Categoría ID Descripción Valor 
OBTY 
Se desea conocer la incidencia de los 
atributos sobre el motivo de baja del 
servicio. 
5 
Proyecto 
LECO Se  posee buena disposición del personal y la dirección para colaborar en el proyecto. 1 
AREP Sólo 1 repositorio disponible. 1 
QTUM Aprox. 15.000 tuplas en la tabla principal. 3 
QTUA Aprox. 10.000 tuplas en tablas auxiliares 3 
Datos 
Disponibles 
KLDS Las tablas y repositorios no están documentados y no existen expertos. 6 
KEXT 
Se ha trabajado en tipos de organizaciones 
similares pero con datos diferentes para 
mismos objetivos. 
2 
Recursos 
Disponibles 
TOOL 
La herramienta posee funciones para el 
formateo y para aplicar las técnicas de 
minería de datos, pero sólo importa una 
tabla. 
3 
Esfuerzo Estimado por el Modelo  =   12,18 meses/hombre 
V. VALIDACIÓN DE LOS MODELOS PROPUESTOS 
En esta sección se presentan los resultados de la validación 
realizada sobre los modelos propuestos en la sección III. Para 
realizar esta validación se han utilizado datos de 25 proyectos 
reales, cuyos datos proyectos se encuentran disponibles en 
[38]. En ese reporte se incluye también todos los cálculos 
auxiliares utilizados por el Modelo de Viabilidad. Un resumen 
de estos datos se muestra en la tabla XII.  Como se puede ver 
veintidós de los proyectos (P1 a P22 inclusive) han finalizado 
con éxito y los tres restantes (P23, P24 y P25) fueron 
cancelados.  
Para la validación de los modelos primero se realiza el 
análisis de  gráficos Boxplot y luego en aplicar la prueba de 
rangos con signo de Wilcoxon [39]. Esta prueba no 
paramétrica se utiliza para comprobar que no hay diferencia 
entre los datos reales y los calculados por cada modelo.  
A. Validación del Modelo para la Evaluación de la Viabilidad 
Como se puede ver en la tabla XII, se les ha pedido a los 
investigadores que indiquen una valoración de las cuatro 
dimensiones consideradas por el modelo (plausibilidad, 
adecuación y éxito) utilizando una escala de 1 a 10 (donde 10 
es el mayor valor). Con estos valores se calcula su promedio 
para obtener la Valoración de la Viabilidad del proyecto. Esta 
valoración se utiliza junto con los resultados de aplicar el 
procedimiento propuesto para validar el modelo propuesto. 
Para realizar las pruebas se toma cada dimensión 
(plausibilidad, adecuación, éxito y viabilidad global) en forma 
independiente. Primero se compara el comportamiento del 
modelo con la valoración de los investigadores en gráficos 
boxplot (figura 2). En estos gráficos se muestran los valores 
mínimos y máximo, el rango del desvío estándar y el valor 
medio para cada uno.  
TABLA XII. DATOS REALES DE CADA PROYECTO Y LOS CALCULADOS POR LOS MODELOS 
Valoración indicada por los Investigadores Valores calculados por el Modelo de Viabilidad 
# 
Plausibilidad Adecuación Éxito Viabilidad Global 
Esfuerzo 
Real* Plausibilidad Adecuación Éxito Viabilidad Global 
Esfuerzo 
calculado por 
el Modelo de 
Estimación* 
P1 8 7 4 6,33  2,41  7,20 6,11 5,25 6,27  2,58  
P2 7 6 5 6,00  7,00  6,87 5,07 5,25 5,77  6,00  
P3 8 5 6 6,33  1,64  5,90 5,67 5,31 5,65  1,48  
P4 6 6 4 5,33  3,65  5,12 6,95 4,12 5,51  1,68  
P5 6 8 7 7,00  9,35  5,12 7,82 6,81 6,56  9,80  
P6 6 5 5 5,33  11,63  5,45 5,61 5,25 5,45  5,10  
P7 5 5 5 5,00  6,73  5,45 5,56 5,42 5,48  3,78  
P8 6 5 6 5,67  5,40  6,45 5,80 5,18 5,87  4,88  
P9 7 6 6 6,33  8,38  7,20 5,61 5,57 6,18  8,70  
P10 6 5 6 5,67  1,56  5,85 5,34 5,57 5,59  1,08  
P11 8 5 6 6,33  9,70  6,22 6,56 5,42 6,14  9,60  
P12 7 8 7 7,33  5,24  7,67 7,35 6,45 7,22  5,80  
P13 7 5 6 6,00  5,00  5,93 5,09 7,05 5,93  4,58  
P14 7 7 6 6,67  8,97  6,20 6,59 5,69 6,20  9,18  
P15 9 7 8 8,00  2,81  8,72 6,89 7,66 7,77  3,48  
P16 7 6 5 6,00  11,80  6,45 6,43 5,64 6,22  12,00  
P17 6 5 5 5,33  2,79  6,14 5,83 5,42 5,83  2,28  
P18 5 5 6 5,33  3,88  6,00 5,31 5,42 5,59  3,58  
P19 8 7 7 7,33  5,70  7,01 6,89 5,58 6,58  6,30  
P20 9 7 5 7,00  8,54  8,24 6,75 5,52 6,96  9,18  
P21 8 6 5 6,33  10,61  8,05 6,45 5,25 6,70  11,50  
P22 7 6 6 6,33  6,88  6,45 5,81 6,54 6,24  6,40  
P23 3 4 3 3,33 - 4,66 5,34 3,25 4,52 - 
P24 5 3 2 3,33  - 4,66 3,46 4,21 4,10  - 
P25 4 2 1 2,33  -  4,63 2,81 3,01 3,52  -  
*: en meses/hombre y sólo indicado para proyectos que han finalizado con éxito. 
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Plausibilidad Adecuación 
  
Éxito Viabilidad Global 
  
Fig. 2. Gráficos boxplot para el Modelo de Viabilidad 
Como se puede ver el comportamiento para las cuatro 
dimensiones es muy similar por ser  tanto los valores medio 
como el rango del desvío estándar muy similares (la mayor 
diferencia es de 0,3 para la plausibilidad). Sin embargo, el 
modelo propuesto tiende a ser más conservador por no tener 
valores tan extremos sobre todo para el mínimo. 
Dado que las diferencias de los pares de datos tienen una 
distribución que es aproximadamente simétrica se puede 
aplicar el análisis de la prueba de rangos con signo de 
Wilcoxon. En esta prueba se aplican la siguiente hipótesis nula 
( H0 ) y alternativa ( H1 ): 
H0:  Los valores indicados por los investigadores y  calculados 
por el modelo son tales que la mediana de la población de 
las diferencias es igual a cero (es decir, no hay 
diferencias significativas entre lo indicado por los 
investigadores y lo definido por el modelo). 
H1:  La mediana de la población de diferencias no es igual a 
cero (es decir, que existen diferencias significativas entre 
lo indicado por los investigadores y lo definido por el 
modelo). 
Los resultados de aplicar la prueba de Wilcoxon se 
muestran en la tabla XIII.  
Como en todos los casos se obtuvo 25 pares o proyectos 
con diferencias distinta de cero (n=25) y el nivel de 
significancia seleccionado es de 0,01 entonces la hipótesis nula 
( H0 ) será rechazada si la menor suma de rangos ( W ) es menor 
o igual a 68 (valor crítico obtenido de la tabla estadística). En 
caso contrario, no se rechaza y se considera como válida. En el 
caso de la Plausibilidad se toma 97 como la menor suma de 
rangos ( W ) por ser la suma de rangos positiva ( W+ ) la menor. 
Dado que este valor es mayor que el valor crítico (68), no se 
rechaza la hipótesis nula y se puede decir que no hay diferencia 
entre el valor calculado por el  modelo para la plausibilidad y el 
asignado por los investigadores. Para la Adecuación, como W- 
es la menor, se toma W = 98. Dado que este valor es mayor 
que 68, no se rechaza la hipótesis nula (H0). Con el Éxito 
sucede algo similar: W = W- = 150 > 68, entonces no se 
rechaza H0. Finalmente la Viabilidad Global tampoco rechaza 
H0 ( W = W- = 144 > 68 ).  
 
TABLA XIII. RESULTADOS DE APLICAR LA PRUEBA DE WILCOXON AL 
MODELO DE VIABILIDAD 
Dimensión 
Suma de  
Rangos+ 
( W+ ) 
Suma de  
Rangos –  
( W+ ) 
Cantidad de 
pares distintos 
de cero 
Plausibilidad 97 228 25 
Adecuación 227 98 25 
Éxito 175 150 25 
Viabilidad Global 181 144 25 
 
Por lo tanto, con un se puede decir con un nivel de 
significancia del 0,01 que no hay diferencia entre el valor 
calculado por el  modelo para todas las dimensiones y el 
asignado en la valoración realizada por los investigadores. 
B. Validación del Modelo para la Estimación de Esfuerzo 
Para analizar el comportamiento del modelo de estimación 
orientado para PyMEs propuesto se utiliza sólo la información 
de los primeros 22 proyectos indicados en la tabla XII (P1 a 
P22 inclusive) por haber finalizado exitosamente y ser 
conocido su esfuerzo real. Con estos proyectos se ha calculado 
los esfuerzos por el modelo propuesto con la fórmula PEM 
definida en la sección III-B.  
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Para comparar con mayor claridad el esfuerzo real con el 
calculado se genera un gráfico boxplot (figura 3). Se puede 
observar que se produce un error promedio de 
aproximadamente 0,49 meses/hombre con un desvío estándar 
para el error de aproximadamente ± 1,62 meses/hombre. Se 
nota que el modelo propuesto tiende a generar estimaciones un 
poco inferiores a las reales (el promedio del esfuerzo real es de 
6,35 meses/hombre y la del modelo es de 5,86 meses/hombre) 
pero en la mayoría de los casos (19 proyectos de los 22 
analizados) el error es menor al 35% del esfuerzo real. 
 
 
Fig. 3. Gráfico boxplot para el Modelo de Estimación 
Dado que las diferencias de los pares de datos tienen una 
distribución que es aproximadamente simétrica también se 
puede aplicar el análisis de la prueba de rangos con signo de 
Wilcoxon. En esta nueva prueba se aplican la siguiente 
hipótesis nula y alternativa: 
H0:  El esfuerzo real y  el calculado por el modelo son tales 
que la mediana de la población de las diferencias es igual 
a cero (es decir, no hay diferencias significativas entre lo 
requerido realmente y lo definido por el modelo). 
H1:  La mediana de la población de diferencias no es igual a 
cero (es decir, que existen diferencias significativas entre 
el esfuerzo real requerido y lo definido por el modelo). 
 
Los resultados de aplicar la prueba de Wilcoxon se 
muestran a continuación: 
• Suma de  Rangos+ ( W+ ) =    108 
• Suma de  Rangos –   ( W- ) =  145 
Como en todos los casos se obtuvo 22 pares con diferencias 
distinta de cero (n=22) y el nivel de significancia seleccionado 
es de 0,01 entonces el valor crítico obtenido de la tabla 
estadística es 49. Dado que la mínimo menor suma de rangos 
(W) es igual a 108 ( W+ ) y es mayor a 49, no se rechaza la 
hipótesis nula ( H0 ) y se puede afirmar que no hay diferencias 
significativas entre el esfuerzo real y el calculado por el 
modelo propuesto. 
VI. CONCLUSIÓN 
Se ha observado en los Proyectos de Explotación de 
Información la ausencia de modelos que permitan identificar 
sus riesgos al inicio del mismo y estimar el esfuerzo requerido 
cuando se desarrollan en PyMEs. Esto genera que de la gran 
cantidad de proyectos desarrollados, no todos finalizan con 
éxito, terminando la mayoría en fracasos. Por lo tanto, en este 
trabajo incluye dos propuestas:  
o Primero se define un Modelo que permita la Evaluación de 
la Viabilidad para Proyectos de Explotación de 
Información usando la información disponible al comienzo 
del mismo. Mediante un procedimiento que consta de 
cinco pasos es posible caracterizar un proyecto y calcular 
la viabilidad de acuerdo a tres dimensiones: plausibilidad, 
adecuación y éxito. Esta evaluación además permite 
identificar los puntos débiles del proyecto. A pesar de que 
el proyecto sea viable, estos puntos débiles deben ser 
monitoreados durante el desarrollo del proyecto como 
riesgos. Es responsabilidad del ingeniero mantener o 
“subir” su valor para evitar así el fracaso del proyecto.  
o Además se propone un Modelo que permite Estimar el 
Esfuerzo que se necesita para realizar el proyecto en su 
totalidad. Debe notarse que este modelo se encuentra 
orientado a las particularidades de los proyectos de corto 
alcance que son usualmente  requeridos por las Pequeñas y 
Medianas Empresas. Para ello, se vuelve a caracterizar el 
proyecto esta vez mediante la asignación de valores a un 
conjunto de factores de costos que luego se utilizan para 
calcular el esfuerzo mediante una fórmula similar a las 
utilizadas por los métodos de la familia COCOMO. 
Para ambos modelos se realiza una validación mediante su 
aplicación en proyectos reales y su comparación. Como 
resultado se determina que ambos modelos producen resultados 
muy precisos. En ambos casos el comportamiento general de 
los modelos tiende a ser similar al de los proyectos reales.   
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