Integrating a SOFC Plant with a Steam Turbine Plant by Rokni, Masoud & Scappin, Fabio
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 19, 2017
Integrating a SOFC Plant with a Steam Turbine Plant
Rokni, Masoud; Scappin, Fabio
Published in:
Energy Solutions for CO2 Emission Peak and Subsequent Decline
Publication date:
2009
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Rokni, M., & Scappin, F. (2009). Integrating a SOFC Plant with a Steam Turbine Plant. In L. Sønderberg
Petersen, & H. Larsen (Eds.), Energy Solutions for CO2 Emission Peak and Subsequent Decline (pp. 300-311).
Risø National Laboratory: Danmarks Tekniske Universitet, Risø Nationallaboratoriet for Bæredygtig Energi.
(Denmark. Forskningscenter Risoe. Risoe-R; No. 1712(EN)).
Energy solutions for CO2 emission peak 
and subsequent decline
Edited by Leif Sønderberg Petersen and Hans Larsen
Risø-R-1712(EN) 
September 2009
Proceedings 
Risø International Energy Conference 2009
 
 
Editors: Leif Sønderberg Petersen and Hans Larsen
Title: Energy solutions for CO2 emission peak and subsequent 
decline. Proceedings. Risø International Energy Conference 2009 
Division: Systems Analysis 
Risø-R-1712(EN)  
September 2009 
  
 
 
 
Abstract (max. 2000 char.): 
Risø International Energy Conference 2009 took place 14 – 16 
September 2009. The conference focused on: 
• Future global energy development options Scenario and 
policy issues 
• Measures to achieve CO2 emission peak in 2015 – 2020 
and subsequent decline 
• Renewable energy supply technologies such as bioenergy, 
wind and solar 
• Centralized energy technologies such as clean coal 
technologies 
• Energy conversion, energy carriers and energy storage, 
including fuel cells and hydrogen technologies 
• Providing renewable energy for the transport sector 
• Systems aspects for the various regions throughout the 
world 
• End-use technologies, efficiency improvements in supply 
and end use 
• Energy savings 
The proceedings are prepared from papers presented at the 
conference and received with corrections, if any, until the final 
deadline on 3 August 2009. 
 
 
 
 
 
 
 
 
ISBN 978-87-550-3783-0  
 
 
 
 
 
 
 
 
 
 
 
 
Information Service Department 
Risø National Laboratory for 
Sustainable Energy 
Technical University of Denmark 
P.O.Box 49 
DK-4000 Roskilde 
Denmark 
Telephone +45 46774005 
bibl@risoe.dtu.dk 
Fax +45 46774013 
www.risoe.dtu.dk 
Risø-R-1712(EN) 1
Contents 
 
Preface 3
Sessions overview 4
Programme 5
Scientific programme committee and local organizing committee 8
Opening session 9
Session 1 – Scenario and policy issues 19
Session 2 – Long term energy solutions 44
Session 3 – Systems aspects 1 64
Session 4 – Renewable energy technologies: Bioenergy II 85
Session 6 – Efficiency improvements in end-use 97
Session 7 – Renewable energy technologies: Wind 116
Session 8 – Renewable energy technologies: Solar 123
Session 9 – Renewable energy technologies: Bioenergy I 139
Session 10 – Fuel cells and hydrogen I 152
Session 11 – Energy from waste 174
Session 12 – Renewable energy for transport 196
Session 13 – Carbon capture and storage 220
Session 14 – Mechanisms 253
Session 15 – Systems aspects II 266
Session 16 – Fuel cells and hydrogen II 282
List of participants 312
 
Risø-R-1712(EN) 2
Preface 
Risø International Energy Conference 2009, 14 – 16 September 2009 
Energy solutions for CO2 emission peak and subsequent decline 
 
The world is facing major challenges with regard to climate change and security of supply. At the same time it is 
necessary to provide energy services to accommodate economic growth and in particular to meet the growing 
needs of the developing countries. 
We have been aware of these challenges for a number of years, however, the need for rapid action was made 
clear with the release of IPCC´s 4th assessment report in November 2007. 
IPCC states that in order to stabilize the concentration of GHGs in the atmosphere, emissions must peak soon 
and decline dramatically thereafter. Delay in reducing emissions significantly constrains opportunities to achieve 
lower stabilization levels and increases the risk of more severe climate change impacts. 
The conference aimed at identifying energy solutions on local, regional and global level which can lead to a peak 
in CO2 emissions in 2015 – 2020 and a 50% reduction before 2050. 
The conference focused on the scientific development of new technologies, their market perspectives and 
realistic contributions to achieve these ambitious goals. Furthermore, the conference will address systems 
aspects, end use technologies and efficiency improvements. 
The conference identified mixes of existing and new energy technologies and future energy systems that meets 
the CO2 reduction requirements on a global, regional and local scale. 
 
The conference was sponsored by: 
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Energy Solutions for CO2 Emission Peak 
and Subsequent Decline
Riso International Energy Conference 
2009
When will renewables be able to deliver 80 percent 
as fossils do now?
Jose Roberto Moreira
Brazilian Reference Center on Biomass – CENBIO
Riso National Laboratory for Sustainable Energy
Technical University of Denmark
14‐16 September 2009
Road Map
•Present situation and  senarios buit up to a few years ago
•GHG Emissions mitigation taken more seriously by society
•Deployment of renewables in the last 4 years
•More RE-intensive scenarios are poping-up in literature
•Future can be even more favourable to RE than the new 
scenarios claim
•All these more optimistic view may be destroyed due 
barriers
•Conclusions – Key Messages
Renewables (non‐
hydro) 2.39%
What Are the Major Renewables?
U.S. Electricity Net Generation ‐ 2006
Natural Gas; 20,00%Hydropower; 
7,10%
Coal; 49,10%
Petroleum; 
1,50%
Geothermal, 
15%
Wind 27%
Solar PV, 0.5%
Biomass, 57%
Nuclear; 19,50%Other 
Gases; 
0,40%
, 
Source: EIA Annual Energy Review 2007
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Other renewables
Wind
Process steam
Waste gas
Biomass
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Diesel oil
Natural Gas75,9%
0,0%
20,0%
,
2008 2014
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Hydro
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World Energy Supply and the Role of Renewable Energy
60%
increase in 
energy 
consumption
Source: IEA Annual Energy Review, 2007
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Source: WEO 2007
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IPCC SPECIAL REPORT ON RENEWABLES
Towards a Special Report on RE     
•100% renewable energy supply is feasible 
(>2050)
•Common knowledge about technical options for 
RES integration is underdeveloped
•Need for better understanding the dynamics in a 
high share RES supply system 
Source: Luebeck, Germany, January 20-25, 
2008
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Accelerated Technology ‐Energy 
CO2 emissions in 2050 are back to 
the level of 2005.
BLUE Map‐ Energy CO2 emissions 
in 2050 are half those of 2005. This 
is similar to the “450 PPM 
Stabilization
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Ethanol: grain
TWh/yr or 5% of all 
global electricity could 
be generated
Source: Lew Fulton, 2008, International Energy Agency
BIOMASS FOR BIOFUEL OR 
ELECTRICITY?
FROM SUGAR CANE WE HAVE 
BOTH1!
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DEMAND SUPPLY
CASE STUDY CONCLUSION
For 2009
56 Mha to power all globe cars today
36 Mha to power all globe trucks and buses             
92 Mha to power all globe road vehicles
For 2030, assuming 2 times bigger fleet but 33% more 
efficient
123Mha to power all globe road vehicles in use by 2030
Compare with 
Present wheat planted area of 250 Mha
Land availability of 600 Mha by 2050 (IIASA‐FAO, 2002)
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HYDROELECTRICITY
WIND ENERGY
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Solar Energy
Parity prices: Petrol–Crude oil – Ethanol
Various feedstocks and farming/production systems100
120
BARRIERS
Economic barriers
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Josef Schmidhuber (2005)
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Palm oil
0,60%
Sugar cane
1,25%
Sugar beet
0,33%
Corn
8,83%
Soy
Land use in the world (%) in 2006
5,69% Rape seed
1,70%
Wheat
13,22%
Other
64 98%
Barley
3,40%
,
Sources: http://faostat.fao.org and Product Board MVO.
The total land area in use is  1,608 million  hectares in 1999. For 2006 an estimate of 1,635 million 
hectares is made (Dornburg et al, 2006)
CONCLUSIONS ‐ KEY MESSAGES
1. Necessity of immediate actions to curb GHGs emissions 
in the next 20 years.
2. Short –term resource potential is significant but 
diti l i t li k d ith i lt l tcon ona ;  n er n e  w  agr cu ura  managemen  
(bioenergy), investment, and governance (other RES)
3. Significant GHG mitigation potential (most RES) and 
under key conditions also for bioenergy.
3. Rapidly changing policy context driving RES to more 
sustainable options and approaches. 
4 Barriers are significant either due incomplete.      ,       
understanding of the physical and economic potential, 
as well as ways to avoid social and environmental 
conflicts, or due to economic interest related with the 
use of conventional energy sources.
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The intelligent energy system infrastructure for the future 
Risø-R-1695(EN) September 2009 
Edited by Hans Larsen and Leif Sønderberg Petersen 
 
Conclusions and recommendations 
 
Within the energy sector energy security and climate change are the two overriding priorities. This is especially 
true for industrialized countries and the more rapidly developing economies. Many other developing countries, 
on the other hand, still face basic energy development constraints which give quite a different meaning to the 
concept of energy security. 
Renewable energy resources (RES), which at one time occupied an almost insignificant niche, are gradually 
expanding their role in global energy supply. Today the largest contributor is traditional biomass, followed by 
large hydropower, leaving only a tiny fraction to “new renewables” such as photovoltaics, wind power, small-
scale hydro, biogas and new biomass. But the contribution of new renewable sources has expanded rapidly in 
recent years. This is especially true for wind power and photovoltaics, though the latter started from an 
extremely low level.  
Today’s energy system is the result of decisions taken over more than a century. This long-term development is 
reflected in the structure of the energy system, which in most cases was developed according to basic 
engineering requirements: energy is produced to meet the needs of consumers. However, a new supply structure 
based on variable energy resources such as wind power will require a much more flexible energy system, also 
including the flexibility of the energy consumers.  
The power system is currently undergoing fundamental structural changes. The causes of this include not only 
the rapidly increasing amount of fluctuating renewable energy that is being connected to the system, but also the 
use of new types of production and end-use technologies.  
One such change is a general increase in distributed production units that are smaller than traditional thermal 
power plants; in the future this may include low-voltage connections from microCHP plants in individual 
households. Another is the increasing use of Information and Communications Technology (ICT). The rapidly 
increasing capabilities, and falling costs, of ICT open the way to two-way communication with end-users, 
making this one of the most important enabling technologies for the future power system.  
The need for energy storage in a future energy system dominated by fluctuating renewable energy depends on 
many factors, including the mix of energy sources, the ability to shift demand, the links between different energy 
vectors, and the specific use of the energy. Since energy storage always introduces extra costs and energy losses, 
it will be used only when it sufficiently increases the value of energy between production and use. Modern 
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transport depends heavily on fossil fuels. Ways to reduce emissions from transport are to shift to renewable or at 
least CO2-neutral energy sources, and to link the transport sector to the power system. Achieving this will 
require new fuels and traction technologies, and new ways to store energy in vehicles.  
A future electricity system with a considerable amount of fluctuating supply implies quite volatile hourly prices 
at the power exchange. Economists argue that exposing customers to these varying prices will create flexible 
demand that matches the fluctuations in supply. Persuading customers to react to hourly prices would improve 
market efficiency, reduce price volatility, and increase welfare.  
Customers show some reluctance to react to hourly pricing, partly because their average gain is less than 0.5% of 
the electricity bill. Gains vary considerable between years, however, and depend crucially on the variation in 
prices, which in turn depends on the amount of fluctuating supply. Increasing the proportion of wind power in 
the system increases the benefits to consumers of acting flexible.  
Recommendations 
The global economy has in recent years faced a number of changes and challenges. 
Globalization and free market economics have dominated the last decade, but the current financial crisis is 
rapidly changing the political landscape. 
In the energy sector, energy security and climate change mitigation are the two overriding priorities. This is 
especially true for industrialized countries and the more rapidly developing economies; whereas many 
developing countries still face basic energy development constraints that give quite a different meaning to the 
concept of energy security.  
We have several options in addressing climate change and energy security issues, but all of them will require 
strong global and national policy action focusing on low-carbon energy sources and gradual changes in the way 
the overall energy systems are designed:  
• More flexible and intelligent energy system infrastructures are required to facilitate substantially higher 
amounts of renewable energy compared to today’s energy systems. Flexible and intelligent 
infrastructures are a prerequisite to achieving the necessary CO2 reductions and secure energy supplies 
in every region of the world.  
During the transition to the flexible and intelligent energy systems of the future, short-term policy actions need 
to be combined with longer-term research on new energy supply technologies, end-use technologies, and the 
broader system interaction aspects.  
Prerequisites to the development of flexible and intelligent energy system infrastructures are the ability to: 
• effectively accommodate large amounts of varying renewable energy; 
• integrate the transport sector through the use of plug-in hybrids and electric vehicles; 
• maximise the gains from a transition to intelligent, low-energy buildings; and 
• introduce advanced energy storage facilities in the system. 
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It is important that flexible and intelligent energy systems are economically efficient and can be build up at 
affordable cost. 
To allow high proportions of fluctuating renewable power production in the future energy system it is necessary 
to have: 
• Long-term targets for renewable energy deployment and stable energy policies are needed in order to 
reduce uncertainty for investors. A mix of distributed energy resources is needed to allow system 
balancing and provide flexibility in the electricity system. Electric vehicles, electric heating, heat pumps 
and small-scale distributed generation, such as fuel-cell-based microCHP, are promising options. 
For the electrical power system, the following issues should also be addressed in the planning of the intelligent 
power grid: 
• energy shifting – the movement in time of bulk electricity through pumped hydro and compressed air 
storage; 
• “smart” electricity meters in houses, businesses and factories, providing two-way communication 
between suppliers and users, and allowing power-using devices to be turned on and off automatically 
depending on the supply situation; 
• communication standards to ensure that the devices connected to the intelligent power system are 
compatible, and the ability of the system to provide both scalability (large numbers of units) and 
flexibility (new types of units); 
• optimal use of large cooling and heating systems, whose demand may be quite time-flexible; 
• large-scale use of electric vehicles is highly advantageous from the point of view of the power system as 
well as the transport system. 
The integration of a larger share of fluctuating wind power is expected to increase the volatility of power prices; 
demand response facilitates integration by counteracting fluctuations in supply. 
Finally, there is a strong need to pursue long-term research and demonstration projects on new energy supply 
technologies, end-use technologies, and overall systems design. Existing research programmes in these areas 
should be redefined and coordinated so that they provide the best contribution to the g oal of a future intelligent 
energy system. 
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Abstract 
The Energy [R]evolution 2008 scenario is a target oriented scenario of future energy 
demand and supply. It takes up recent trends in global socio-economic developments, 
and analyses how they affect chances for achieving climate protection targets. The main 
target is to reduce global CO2 emissions to around 10 Gt/a in 2050, which is seen as one 
of the prerequisites to reach a limitation of the global average temperature increase to 
about 2°C. A global energy system model was used at DLR for simulating energy supply 
strategies for the ten world regions. Long term energy demand projections are developed 
based on the assessment of energy efficiency measures in the key demand sectors of each 
region. Energy supply scenarios focus on the deployment of renewable energy resources, 
taking into account the regional availability of sustainable renewable energy resources. 
Scenario results show that achieving ambitious CO2 reduction targets is possible without 
relying on CCS or nuclear energy technologies. Renewable energy could provide more 
than half of the world’s energy needs by 2050. Developing countries can virtually 
stabilise their CO2 emissions, whilst at the same time increasing energy consumption 
through economic growth. OECD countries will be able to reduce their emissions by up 
to 80%. Compared to a business-as-usual development, increasing energy efficiency and 
shifting energy supply to renewable resources on the long term significantly reduces the 
costs for energy supply.  
1 Objectives and approach 
The main objective of the Energy [R]evolution scenario (Greenpeace/EREC, 2008) is to 
show a possible and promising pathway to transform our unsustainable global energy 
supply system into a system which complies with climate protection targets. The 
scenario aims at demonstrating the feasibility of reducing global CO2 emissions to 10 Gt 
per year in 2050, which is seen as one important prerequisite to limit global average 
temperature increase to around 2°C (compared to pre-industrial level) and thus 
preventing severe effects on the climate system (see IPCC, 2007). 
Compared to the new Wold Energy Outlook (WEO) 2008 of the International Energy 
Agency (IEA, 2008), the Energy [R]evolution scenario is much more optimistic 
regarding the role renewable energies could play in the energy systems of the world until 
2050. Although the WEO 2008 points out that renewable energies will become soon a 
major source of electricity, it states that achieving the ambitious climate protection target 
is not possible without a massive expansion of nuclear and carbon capture and 
sequestration (CCS) power plants. In contrary, the aim of Energy [R]evolution is to show 
that without relying on nuclear and CCS there is no principal technical obstacle in 
curbing CO2 emissions at the pace required to achieve the 2° target. Its strategy is based 
on energy efficiency and high shares of renewable energies to supply power, heat, and 
transport demand. The pathways proposed also offer economic benefits and new options 
for economic development. Political will for change and appropriate policy measures are 
needed to overcome the inertia inherent in our current energy supply system. 
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 The Energy [R]evolution 2008 scenario is an update of the first Energy [R]evolution 
scenario published in 2007. It is a target oriented scenario developed in a back-casting 
process. The global energy supply strategies were simulated with a 10-region global 
energy system model implemented in the MESAP/PlaNet environment (MESAP, 2008). 
The ten regions correspond to the world regions as specified by the IEA’s WEO 2007 
(Africa, China, India, Latin America, Middle East, OECD Europe, OECD North 
America, OECD Pacific, Other Developing Asia, Transition Economies) (IEA, 2007a). 
IEA energy statistics (IEA, 2007b, c) were used to calibrate the model for the base year 
2005. Population development projections are taken from the United Nations’ World 
Population Prospects (UNDP, 2007). Projection of gross domestic product (GDP) was 
taken from WEO 2007 and the WEO 2007 Reference scenario was used as the business-
as-usual projection. Both data sets were extrapolated to 2050 by own assumptions. 
Scenario pathways were developed based on assessments of renewable energy resources 
for each world region and assumed technological and economical developments. The 
story lines were integrated into the model as exogenous model parameters and 
constraints. The demand scenarios are driven by the development of population and GDP 
as the key drivers and by assumptions regarding the potentials and exploitation of 
efficiency measures which were analysed in detail by (Graus and Blomen, 2008). A 
future without CCS technologies and new nuclear power plants but also the phasing out 
of existing nuclear power plants until 2050 are constraints of the Energy [R]evolution 
scenario. Worldwide renewable energy resources were assessed based on several studies 
above all on the global level from (REN21, 2008; Hoogwijk and Graus, 2008). As a 
response to the controversial discussion on the availability of biomass resources, a study 
on the global potential for sustainable biomass was commissioned as part of the Energy 
[R]evolution 2008 project (Seidenberger et al., 2008). Beside population development 
and economic growth, future energy price projections, CO2 emission costs and power 
plant investment costs were projected as other key system drivers which affect 
technology choices of the future but also total system costs and benefits due to 
investments and the substitution of fossil fuel consumption. 
Demand and supply scenarios were developed in an iterative process. A close 
cooperation with regional counterparts, representing research organisations and NGOs 
from the respective world regions enabled an extensive review process. Also the 
renewable energy industry represented by the European Renewable Energy Council 
(EREC) was part of this process and contributed their views on production capacities and 
future potentials and constraints. The regional counterparts provided input on renewable 
energy potentials, and reviewed detailed scenario assumptions, taking into account the 
energy policy context in the respective world regions. 
2 Key driver and scenario pathways 
Economic growth and population growth affect the energy demand of the future. Fig. 
1 and Fig. 2 show growth rates assumed for these drivers up to 2050. Energy demand in 
the Reference scenario was calculated by specific energy intensities per region and per 
demand sector derived from the base year statistics. Following the ‘medium fertility’ 
projection of the United Nations’ World Population Prospects (UNDP, 2007), world 
population will continuously grow from today 6.7 billion people to 9.2 billion in 2050, 
most rapidly in the developing regions. Expected population growth will slow over the 
projection period, from 1.2% per year during 2005-2010 to 0.4% per year during 2040-
2050. In 2050, 86% of the population will live in the Non-OECD countries compared to 
82% today. Africa will remain the region with the highest growth rate, leading to a share 
of 21% of world population in 2050. The population of the Transition Economies and to 
a lesser extent of the OECD Pacific countries will decline. OECD Europe and OECD 
North America are expected to maintain their population, with a peak around 2020/2030 
and a slight decline afterwards. 
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Regarding economic growth and GDP development Fig. 2 shows that China and India 
are expected to grow faster than other regions, followed by Other Developing Asia, 
Africa and the Transition Economies. The projections were published before the world 
financial crisis starting end of 2008 and appear too optimistic for the period up to 2010 
from current perspective. It is difficult to foresee to which extent this crisis will affect 
long-term economic growth, but it may lead to a lower economic development in all 
world regions. The economy growth in China will slow as it becomes more mature, but 
will nonetheless become the largest in the world in purchase power parity adjusted terms 
early in the 2020s. GDP in OECD Europe and OECD Pacific is assumed to grow by less 
than 2% per year over the whole projection period, while economic growth in OECD 
North America is expected to be slightly higher. According to these extrapolated data 
based on WEO 2007, the OECD share of global purchase power parity adjusted GDP 
will decrease from 55% in 2005 to 29% in 2050. 
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Fig. 1: Annual population growth rates assumed for the Energy [R]evolution scenario. 
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Fig. 2: Annual GDP growth rates assumed for the Energy [R]evolution scenario. 
The projection of prices for fossil fuels and biomass is an important input for the 
calculation of future energy costs and benefits due to the substitution of fossil power 
generation. We expect oil prices to reach $120/barrel in 2030, and a continuous increase 
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 up to $140/barrel in 2050. In the WEO 2008 reference scenario IEA expects the oil price 
to reach $110 per barrel in 2030 ($2007 122/barrel). In contrast to IEA, we assume that 
coal prices continue to rise in the long term, reaching $250/t in 2030 and $360/t in 2050. 
Natural gas prices are assumed to rise by a factor of four compared to 2005 and to reach 
between 23 and 25 $/GJ until 2050. Biomass prices are expected to rise up to 5 $/GJ 
until 2050 outside of Europe and up to 11 $/GJ in Europe.  
Estimations of future CO2 emission costs are subject to large uncertainty. It was 
assumed that in each world region a market for CO2 allowances will exist, in Non-Annex 
B countries only after 2020. We assume that average CO2 costs rise linearly from 
$10/tCO2 in 2010 to $50/tCO2 in 2050. Compared to WEO 2008 scenario, we expect 
much lower CO2 reduction costs due to the more comprehensive exploitation of cost-
effective renewable energy potentials. In the 450 ppm scenario of WEO 2008 CO2 costs 
were assumed to reach up to $160/tCO2 ($2007 180/tCO2) in 2030. 
Table 1 shows power plant investment costs assumed for the future. For fossil fuel 
based energy technologies we assume an advanced phase of market development, thus 
we expect only little potentials for further cost reduction. CCS technology was not 
considered as this still unproven concept cannot guarantee safe and permanent 
underground storage of CO2, has significant energy consumption and costs and is 
expected not to be available before 2030. The renewable energy technologies considered 
in the Energy [R]evolution scenario have different technical maturity, costs, and 
development potentials but are all already in commercial operation or expected to reach 
commercial operation soon. Large potential for cost reductions were assumed for most of 
these technologies because of the still relatively early technology development phase. 
The capacity factors of these technologies might differ significantly, also depending on 
the world regions and their resources. Investment costs for concentrating solar thermal 
power plants include thermal storage systems which facilitate high capacity factors. 
Table 1: Assumptions on specific investment cost development (in $/kW) for selected 
power plant technologies 
 2010 2030 2050 
Coal condensing power plant 1230 1160 1100 
Natural gas combined cycle 690 610 550 
Wind onshore 1370 1110 1090 
Wind offshore 3480 2200 1890 
Photovoltaic 3760 1280 1080 
Biomass CHP 4970 3380 2950 
Geothermal CHP 13050 7950 6310 
Concentrating solar power plant 6340 4430 4320 
Ocean energy 5170 2240 1670 
 
The Energy [R]evolution scenario is a low energy demand scenario which takes into 
account an ambitious deployment of energy saving measures in all demand sectors. 
Efficiency improvements already occur in the Reference scenario based on IEA WEO 
2007. Additional individual efficiency measures were quantified compared to the 
Reference energy demand projection. It is assumed that equipment is replaced only at the 
end of its economic lifetime. Details of the methodology applied can be found in 
(Greenpeace/EREC, 2008) and in (Graus and Blomen, 2008). Final energy demand in 
the Reference projection (excluding non-energy use) will nearly double until 2050, from 
299 EJ in 2005 to 570 EJ in 2050, driven by the population and GDP increases.  
In the transport sector we analysed three options for reducing energy demand, namely 
the reduction of transport demand, modal shift from high energy intensive to low energy 
intensive transport modes, and energy efficiency improvements. Per capita transport 
demand in OECD countries and in Transition Economies was expected to be reduced by 
5% in 2050 compared to the Reference scenario, whereas in non-OECD countries no 
reduction in transport demand was assumed. Regarding modal shifts we assume that 
2.5% of passenger transport shifts from air (short distance) to rail, 2.5% from car to rail, 
and 2.5% from car to bus compared to the Reference scenario. For freight transport we 
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assume that 5% of the transport volume shifts from medium trucks to rail, and 2.5% 
from heavy trucks to rail. Light duty vehicles with lower fuel consumption were assumed 
for all world regions. Detailed technology analyses result in energy intensities of around 
1.6 litre gasoline-equivalents (lge) per 100 km in 2050 (for new European drive cycle – 
NEDC) for small cars, 2.5 lge/100 km for medium size cars and 3.5 lge/100 km for large-
size cars compared to current intensities of e.g. 11.5 lge/100 km in North America and 
8 lge/100 km in OECD Europe. High shares of plug-in electric and hybrid cars have been 
assumed to occur between 2030 and 2050 especially in the OECD regions with even 
lower energy consumption due to the high efficiency of the electric drive train. Test 
cycle values are adjusted to real-world driving by applying a factor of 1.2 for fossil fuel 
and 1.7 for battery electric driven vehicles. Due to these changes, the world average fuel 
consumption of vehicles in the Energy [R]evolution scenario will drop from 10 lge/100 
km today to 4 lge/100 km in 2050. Energy intensity of air and rail transport was also 
expected to be reduced by around 50% until 2050. 
Long-term energy efficiency potentials in energy intensive industries such as chemical 
and petrochemical industry, the iron and steel industry, and the processing of non-
metallic minerals were quantified by analysing individual measures. Average worldwide 
energy efficiency improvements are between 0.4% and 1.4% per year depending on 
industry with an average of 1.2% per year for the total industry sector. The energy 
efficiency potential of the remaining industry was considered as decrease of average 
energy intensity per world region. More sector and region specific details are available in 
(Greenpeace/EREC, 2008) and (Graus and Blomen, 2008). 
Energy consumption in the ‘other’ sectors (residential, commercial and public services, 
agriculture) represents nowadays about 40% of global final energy consumption, in most 
world regions dominated by the residential sector. The reduction of heating and cooling 
demand due to improved insulation and building design, and the use of efficient electric 
appliances, lighting and air conditioning are the main measures analysed and applied in 
the Energy [R]evolution scenario. Table 2 summarises saving potentials in the ‘other’ 
sectors resulting from the detailed analysis of measures and their potential. 
Table 2: Saving potentials by type of energy use in the buildings sector (Graus and 
Blomen, 2008). Percentages related to heat/electricity demand in ‘Other’ 
sectors. 
 Heating 
-new 
Heating 
-retrofit 
Standby Lighting Appli-
ances 
Cold ap-
pliances 
Air con-
ditioning 
Computer/ 
server 
Other
OECD Europe 58% 40% 72% 60% 50% 64% 55% 55% 57% 
OECD North-
America 
38% 26% 72% 42% 50% 64% 55% 55% 53% 
OECD Pacific 8% 5% 72% 49% 50% 64% 55% 55% 55% 
Transition 
Economies 
35% 24% 72% 67% 50% 64% 55% 55% 58% 
China 
38% 
72% 18% 50% 64% 55% 55% 48% 
Other regions 72% 67% 50% 64% 55% 55% 58% 
 
The main objective of the project was to develop a renewable energy oriented supply 
scenario. Availability of renewable energy sources differs considerably between world 
regions. Renewable potentials were analysed based on three global studies and several 
information for individual world regions and countries and reviewed by the regional 
counterparts. Investments in new highly efficient fossil power plants, together with an 
increasing capacity of wind turbines, biomass, concentrating solar power plants and 
photovoltaics lead to electricity generation dominated by renewable energy technologies. 
Fossil electricity generation will peak around 2020, followed by a continuous decline, 
with a shift from coal to gas fired power plants which helps to compensate for power 
fluctuations of renewable energy sources. 24% of the global heat demand today is 
covered by renewable energies, mainly by the traditional use of biomass. In the Energy 
[R]evolution scenario solar collectors, modern biomass and geothermal energy are 
increasingly substituting fossil fuel-fired systems. In the transport sector a growing but 
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 limited share of biofuels is expected and a massive market introduction of electric 
vehicles (both battery vehicles and electric hybrid vehicles) after 2020 was assumed. 
3 Results 
In the following some main results of the Energy [R]evolution scenario are shown. 
Table 3 shows the resulting final energy demand by world region and demand sector. 
Additional efficiency measures considered in the Energy [R]evolution scenario lead to 
an only moderate growth of energy demand compared to the Reference scenario. Global 
final energy demand grows up to 350 EJ in 2050, 40% lower than in the Ref. scenario. 
Transport energy demand in 2050 is even lower than today although worldwide transport 
volume increases. In the “Other sectors” demand grows by 26% compared to 2005. 
Table 3: Development of final energy demand in PJ/a under the Energy [R]evolution 
scenario by region (excluding non-energy use). 
  2005 2010 2020 2030 2040 2050 
World 299,300 327,393 347,127 354,335 353,803 349,845 
   Transport 83,936 92,889 92,233 89,980 85,796 83,306 
   Industry 91,759 102,321 112,295 114,021 113,583 110,787 
   Other 123,665 132,183 142,598 150,334 154,423 155,752 
Africa 18,073 20,003 22,174 24,412 26,409 28,286 
   Transport 2,812 3,254 3,759 4,265 4,770 5,276 
   Industry 3,345 3,720 3,933 4,016 4,111 4,071 
   Other 11,916 13,029 14,482 16,132 17,527 18,939 
China 43,677 55,359 67,869 71,370 72,412 73,120 
   Transport 5,062 7,557 9,992 12,054 13,970 17,296 
   Industry 20,405 27,453 34,646 35,245 34,024 31,365 
   Other 18,210 20,349 23,231 24,071 24,419 24,458 
India 13,569 16,009 21,188 26,174 31,247 36,263 
   Transport 1,549 2,156 3,786 5,417 7,047 8,677 
   Industry 4,145 5,431 7,582 9,531 11,525 13,421 
   Other 7,875 8,422 9,819 11,227 12,676 14,165 
Latin America 15,484 17,288 18,894 20,242 21,637 23,229 
   Transport 5,131 5,595 5,718 5,842 5,965 6,089 
   Industry 5,683 6,547 7,288 7,722 7,978 8,136 
   Other 4,670 5,146 5,888 6,679 7,694 9,005 
Middle East 12,011 14,266 16,437 17,575 18,648 19,564 
   Transport 4,460 5,226 5,004 4,686 4,332 3,990 
   Industry 3,324 4,266 5,604 6,198 6,637 6,751 
   Other 4,226 4,774 5,829 6,690 7,680 8,823 
OECD Europe 53,833 54,781 48,833 43,902 40,751 39,231 
   Transport 16,080 16,860 14,377 11,770 9,779 8,693 
   Industry 15,380 15,374 13,636 12,430 12,038 11,908 
   Other 22,374 22,547 20,821 19,702 18,934 18,630 
OECD North America 72,218 74,483 74,003 72,152 65,727 55,459 
   Transport 31,310 32,466 30,419 27,520 22,297 16,721 
   Industry 16,067 15,337 14,332 13,719 13,106 12,356 
   Other 24,840 26,680 29,252 30,913 30,324 26,383 
OECD Pacific 21,322 22,243 21,678 20,397 18,513 16,669 
   Transport 6,716 7,256 6,515 5,774 5,033 4,035 
   Industry 6,847 7,159 7,251 6,913 6,284 5,723 
   Other 7,760 7,828 7,912 7,710 7,196 6,911 
Other Developing Asia 20,553 23,448 26,357 28,651 30,330 31,625 
   Transport 4,964 5,988 6,637 7,189 7,740 8,292 
   Industry 6,285 7,334 8,292 8,898 9,203 9,300 
   Other 9,305 10,126 11,428 12,565 13,387 14,033 
Transition Economies 28,620 29,511 29,693 29,460 28,128 26,399 
   Transport 5,853 6,531 6,025 5,464 4,863 4,237 
   Industry 10,277 9,700 9,732 9,350 8,678 7,756 
   Other 12,491 13,280 13,936 14,645 14,587 14,405 
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Electricity generation from renewable energies reaches 28,600 TWh/a in 2050 in the 
Energy [R]evolution scenario, which is 77% of the electricity produced worldwide. Solar 
energy will be the main source of electricity generation in the long-term, both from PV 
cells and from concentrating solar thermal power plants. The installed capacity of 
renewable energy technologies will grow from the current 1,000 GW to 9,100 GW in 
2050. Growing electricity generation in combined heat and power (CHP) applications 
(2005: 1915 TWh; 2050: 6400 TWh) improves the overall efficiency of the energy 
supply system, with biomass being the main fuel for CHP applications in 2050. After 
2030 there is a rapidly growing additional electricity demand induced by the market 
introduction of electric vehicles which can largely be covered by renewable energy 
sources. Fig. 3 and 4 show the shares of electricity consumption by energy sources and 
by world region for the base year 2005 and the year 2050. 
Fig. 3: Electricity supply by technologies and world regions in 2005 (IEA, 2007b, c). 
Fig. 4: Electricity supply by technologies and world regions in 2050 in the Energy 
[R]evolution scenario. 
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 Fig. 5 shows the fuel shares for heating (incl. cooling) by world regions for the year 
2050. Geothermal also includes energy for heat pumps. Heat supply covered by 
renewable energies is expected to reach about 115,000 PJ/a in 2050, which is 71% of the 
total heat demand. Heat supply from CHP to an overall shrinking heat market grows 
from 10,140 PJ/a in 2005 to 26,070 PJ/a in 2050, thus increasing its share to 16%. 
Largest demand occurs in China followed by North America, Europe and the Transition 
Economies. Biomass will be the largest source in Africa and Latin America followed by 
Other Developing Asia. Solar energy will be the dominating source in Middle East and 
reach significant shares in other world regions too. 
Fig. 5: Heating/cooling by fuels and world regions in 2050 in the Energy [R]evolution 
scenario. 
Significant improvements of energy efficiency are expected to be possible for transport 
technologies, which leads to a decreasing energy demand in the long term, although 
demand for transport services grows continuously. Fig. 6 shows the resulting shares of 
transport energy demand by fuel and world region in 2050 in the Energy [R]evolution 
scenario. On the global level, the share of biofuels of total transport energy demand will 
reach 15% in 2050. Due to the market success of plug-in-vehicles electricity will provide 
24% of the world transport sector’s energy demand in 2050. 
Fig. 7 shows efficiency savings in the year 2050 in the Energy [R]evolution scenario as 
difference to the final energy demand in the Reference scenario. Energy savings are 
expected to be possible above all in OECD North America and China, followed by 
OECD Europe and India. In most world region energy savings are expected to be 
possible above all in the transport sector, especially in North America but also in China, 
where a strong demand growth is expected. 
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Fig. 6: Share of transport energy demand by fuel and world region in 2050 in the Energy 
[R]evolution scenario. 
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Fig. 7: Efficiency savings in the year 2050 in the Energy [R]evolution scenario compared 
to the Reference scenario. 
Fig. 8 shows resulting primary energy demand by energy sources and world regions. 
Efficiency savings reduce the global primary energy demand by about 45% compared to 
the Reference scenario. 56% of the energy demand in the year 2050 in the Energy 
[R]evolution scenario is covered by renewable sources, above all by biomass and solar 
energy. The world average electricity generation costs calculated based on assumed 
technological learning curves and increasing energy prices rise from 9.5 $cent/kWh in 
2005 to 10.8 $cent/kWh in 2050 in the Energy [R]evolution scenario with a peak of 
13 $cent/kWh around 2030. In the Reference scenario the increased use of fossil fuels 
lead to much higher electricity generation costs of around 14.5 $cent/kWh in the year 
2050. 
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 Results of the Energy [R]evolution scenario for global CO2 emissions are shown in 
Table 4 and by world regions in Fig. 9. Resulting global average per capita CO2 
emissions in 2050 are 1.15 t/capita. However per capita emissions in 2050 still differ 
considerably for the regions with China having the highest specific emission above 
3 t/capita and Africa the lowest (below 0.4 t/capita) followed by Latin America 
(0.6 t/capita).  
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Fig. 8: Global primary energy demand in the year 2050 by energy sources and world 
regions in the Energy [R]evolution scenario. 
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Fig. 9: Development of CO2 emissions in world regions in the Energy [R]evolution 
scenario (in Mill. t per year). 
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Table 4: Development of global CO2 emissions in the Energy [R]evolution scenario (in 
Mill. t per year). 
 2005 2010 2020 2030 2040 2050 
World 24,351 26,954 25,381 20,981 15,581 10,589 
  - industry 4,292 4,553 4,463 3,875 2,993 2,067 
  - other sectors 3,405 3,526 3,213 2,651 2,004 1,333 
  - transport 5,800 6,332 5,891 5,272 4,378 3,493 
  - electricity & steam  10,854 12,543 11,814 9,183 6,206 3,696 
 
4 Conclusions 
This Paper provides some main results of the Energy [R]evolution project and scenario. 
The Energy [R]evolution scenario shows ambitious but realistic pathways to a more 
sustainable energy future in all world regions achieving a significant reduction of fossil 
fuel consumption and in consequence a reduction of global CO2 emissions to around 
10 Gt/a in 2050 without CCS technologies and nuclear energy use. Energy efficiency 
measures and renewable energies play the leading role in the world’s energy future. 
Towards the mid of the century, renewable energy can provide more than half of the 
world’s energy needs, at the same time ensuring the continuous improvement of global 
living conditions, in particular in developing regions. More detailed information and 
results can be found above all in (Greenpeace/EREC, 2008) and (Krewitt et al., 2009). 
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Heat Plan Denmark – The Danish heating sector can be CO2 neutral 
before 2030 
 
by  
Anders Dyrelund, Ramboll Denmark  
Henrik Lund, Aalborg University 
 
Abstract 
 
Heat Plan Denmark is an R&D study financed by the Danish District Heating 
Association (DDHA). It demonstrates that District heating is the key technology 
for implementing a CO2 neutral Danish heating sector in a cost effective way. 
 
Since 1980 annual CO2 emissions have been reduced from approximately 25 
kg/m2 to 10 kg/m2 floor area. This is due to two efforts: firstly, consumers 
have saved 25% on heat; secondly, the heat market share of district heating 
has increased from 30% to 46% and the district heating has utilized combined 
heat and power (CHP) and renewable energy. 
 
Heat Plan Denmark shows that it is possible to continue this progressive 
development, so that CO2 emissions from the heating sector can be reduced by 
another 50% by 2020 and that an almost CO2 neutral heating sector is 
achievable by 2030. 
 
The plan shows that this is possible with to-days technology by combining: 
• additional 25% reduction of the heat demand 
• a further reduction of the return temperature to 35 dgr. C. 
• more district heating up to a market share of 70%  
• more integration of renewable energy in the district heating systems, 
such as large scale solar heating, geothermal energy, waste to energy, 
biomass CHP and heat pumps in combination with large thermal storages 
and CHP plants to utilize the fluctuating wind energy 
• heat pumps, wood pellet boilers and solar heating for the remaining 
individual heat market. 
 
 
Paper 
Heat Plan Denmark is an R&D study financed by the Danish District Heating 
Association (DDHA). It demonstrates that District heating is the key technology 
for implementing a CO2 neutral Danish heating sector in a cost effective way. 
 
Since the first oil crisis in 1973, improvements in the heating sector have 
played a crucial role in the Danish energy supply mix. The heat supply act and 
the gas supply act in 1979 started a target oriented, least-cost planning 
process and widespread implementation of natural gas and district heating 
networks.  
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Since 1980 annual CO2 emissions have been reduced from approximately 25 
kg/m2 to 10 kg/m2 floor area. This is due to two efforts: firstly, consumers 
have saved 25% on heat; secondly, the heat market share of district heating 
has increased from 30% to 46% (corresponding to 60% of the dwellings in 
Denmark). The district heating expansion has made it possible to utilize 
combined heat and power (CHP) and renewable energy. Natural gas has also 
had an important role. 
 
The current awareness of climate change and the decision of the Danish 
Government to base future energy supply in Denmark on renewable sources 
has once again brought the heating sector and the possibilities of district 
heating into focus. 
 
Heat Plan Denmark shows that it is possible to continue this progressive 
development, so that CO2 emissions from the heating sector can be reduced by 
another 50% by 2020 and that an almost CO2 neutral heating sector is 
achievable by 2030. 
 
Heat Plan Denmark shows how these benefits can be achieved by 2020 in a 
cost effective way through a combination of the following initiatives: 
 
• Consumers save another 25% on heating and reduce their return 
temperature to the district heating network to around 35 dgr.C, e.g. in 
connection with renovation of the building envelope. 
 
• District heating is expanded from 46% to around 63% of the market share, 
starting with the very profitable conversion of large gas fuelled boiler plants 
to district heating based on CHP and renewables. 
 
• The majority (approximately 70%) of new buildings, for which intelligent 
urban planning is possible and cost effective, are connected to district 
heating or block heating, whereas the remaining will be individually 
supplied low energy houses. 
 
• District heating systems are further interconnected so that utilisation of 
excess heat in the summer, mainly from waste to energy plants, is 
improved, and competition between the heat sources is intensified 
 
• District heating production is expanded with more heat storage tanks, more 
renewable energy, in particular more efficient waste to energy CHP plants 
with fluegas condensation, large scale solar heating, biomass boilers and 
CHP, biogas CHP, geothermal energy and excess wind energy. 
 
• The remaining heat market will be covered by heat pumps and wood pellet 
boilers in combination with individual solar heating. 
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The study compares 3 cases for the development after 2020. 
 
Case A: a 70% district heating market share and constant heat demand from 
2020, taking into account the effects of electricity savings and increasing 
comfort, which could be a realistic alternative in case of increasing fuel prices, 
cost based price signals to the consumers and a strong heat planning. 
 
Case B: a 70% district heating market share and additional 25% heat savings 
after 2020, corresponding to a total 50% heat savings compared to the 2008 
level. This could be an alternative to case A in case of strong enforcement of 
investments in the building sector.  
 
Case C: a constant 63% district heating market share and a constant heat 
demand from 2020, which could be an alternative in case of modest fuel prices 
and a modest energy policy after 2020. 
 
Comparisons show that the additional heat savings of 25% to 50% in case B 
do not contribute to any additional CO2 reduction – only less consumption of 
biomass. Moreover, a detailed analysis of numerous heat saving options shows 
that the cost per saved MWh increase dramatically in case the saving exceeds 
25%. However, further savings may be needed in a long-term perspective in 
which Denmark is heading for an energy system based 100% on renewable 
energy. 
 
Detailed analysis of the heat market, which could shift to district heating (from 
46% up to 70% market share), shows that district heating and heat pumps are 
the best solutions combining CO2 emission reductions and costs in a future CO2 
neutral society around 2060. This will be the case even if consumers in these 
districts reduce the space heating demand by up to 75%, provided the district 
heating adjust the networks to lower demand and lower return temperature.  
 
Moreover, compared to individual heat pumps, district heating will further 
strengthen the reliability and flexibility of the energy system for integrating 
large amounts of wind energy, (e.g. up to a market share of 70 % wind energy 
in the electricity market), by combining CHP, large thermal storages, heat 
pumps and electric boilers, which can absorb excess wind energy and balance 
the fluctuating wind energy. 
 
With regard to new buildings and new city districts, our analysis shows that 
district heating combined with CHP and renewable energy is more cost 
effective than individual solutions based on more investments in the building 
envelope and/or investments in individual renewable energy solutions. Thus 
our analysis confirms that it is a very good idea that the EU directives on 
renewable energy and on energy performance of buildings require that the CO2 
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emission shall be reduced in a cost effective way, taking into account local 
conditions and options for utilizing district heating, block heating and CHP.  
 
Therefore the study presents case A as the preferred option. 
 
The figures below show the heat market development from 1980 to 2050: 
heated floor area, heat demand, share of the heat market, district heating 
demand, district heating production and CO2 emissions. We note that the CO2 
emission from waste to energy is assumed to be zero, as waste to energy is 
more environmentally sustainable than landfilling waste and that utilization of 
the excess heat does not contribute to CO2 emissions. We consider that the 
fossil fuel components in the waste are used by industries which produce 
plastic or utilize plastic in their products, not by those who utilize waste heat 
from the most environmentally friendly treatment of the waste. 
 
We note that the very dramatic increase in the heat utilization from waste to 
energy is mainly due to more efficient CHP plants with fluegas condensation 
and maximal utilization of the summer load. 
 
The heat plan for Denmark has been prepared by experts from Ramboll’s 
district heating services department and Aalborg University, Department of 
Development and Planning. The work was commissioned by the Danish District 
Heating Association (DDHA) and can be downloaded from 
www.danskfjernvarme.dk   
 
Further information: 
ad@ramboll.dk 
lund@plan.aau.dk
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Increasing population and heat demand 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Consumers save heat and shift to more environmental friendly heat sources 
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District heating shifts to more efficient and environment friendly heat sources 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The fossil fuel consumption to produce the district heating, (in terms of MWh 
fossil fuel per supplied MWh) is significantly reduced. The market share of CHP 
will be reduced in order to absorb excess wind energy 
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The total results of end-user savings and development of the district heating is 
a significant reduction of the CO2 emission. 
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Fuel consumption and costs for alternative options show that district heating is 
an option compared to individual heat supply in urban areas 
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Abstract 
This paper intends to describe the outline of the Eco Care Program (ECP) at the Siemens-Division Industry So-
lutions and its implementation. ECP aims to embrace and to coordinate main activities within the product lifecy-
cle management (PLM) process considering both economic targets in terms of overall lifecycle costs as well as 
energy efficiency and other important environmental issues in the innovation management for industrial solu-
tions. ECP consists of adapted methods for assessing the environmental and financial impacts of industrial solu-
tions (plants, processes, single technologies or even services) and tools which helps to derive reliable assessment 
results. Life Cycle Assessment (LCA) is a suitable method for assessing environmental impacts of products and 
solutions over their entire lifecycle focusing on those lifecycle phases which may contribute significantly to en-
vironmental burdens or benefits. To meet these requirements the main challenge is to simplify the assessment 
methodology as far as reliability and accuracy of results is preserved. 
To present results in both dimensions of economical performance and environmental impact the paper introduces 
the concept of the “eco care matrix” (ECM). Environmental sound industrial solutions have advantages in both 
“eco” dimensions (eco-nomical + eco-logical). The analytical approach presented is further on implemented in 
two complementary and independent industrial application fields: in order to exemplify usability of the approach 
in quite complex process technology different hot metal producing technologies (blast furnace route vs. smelting 
reduction routes COREX / FINEX). The second pilot application is targeted on the assessment of infrastructure 
solutions especially focusing on the comparison of environmental and financial effects of different technologies 
and payment schemes of electronic city tolling systems for London and Copenhagen. Experienced results de-
rived from these two pilot applications to put ECP in place are evaluated and presented. 
 
1 Introduction 
The Siemens-Division Industry Solutions is one of the 
world-leading solution and service providers for in-
dustrial and infrastructure facilities. The product port-
folio of Industry Solutions contains already a high 
number of energy efficient and environmental sound 
solutions. The Eco Care Program (ECP) at Industry 
Solutions has the objective to increase the amount of 
environmental sound products / solutions, i.e. green 
products / solutions significantly in the product port-
folio. For that purpose the existing Product Lifecycle 
Management (PLM) process has been extended to-
wards a “Green-PLM” (ref. to [1]). The application of 
the Green-PLM will be shown in two case studies: 
 Industrial Case: Steel Plant 
 Infrastructure Case: City Tolling 
 
2 Methodology 
2.1 Life Cycle Assessment (LCA) 
LCA has been developing since the 1980’s. In the be-
ginning primarily in scientific fora such as Society for 
Environmental Toxicology and Chemistry (SETAC) 
but later the development has been taken so far that 
the International Organisation for Standardisation 
(ISO) and other international and national organisa-
tions and authorities have developed standards and 
guidelines (e.g. ISO-14040: 2006 Environmental 
management -- Life cycle assessment -- Principles 
and framework; ISO-14044: 2006 Environmental 
management -- Life cycle assessment -- Requirements 
and guidelines). 
The goal and scope definition concerns specification 
defining the scope of the study. What questions in-
tends to be answered by the study and which decision 
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should it support. A crucial point in LCA is the use of 
a functional unit which serves as the reference for the 
assessment, e.g. 1 ton of hot metal  - or for a paint; 
e.g. the protection of a 10m2 surface for 10 year. The 
system boundary determines which unit processes are 
included in the LCA and must reflect the goal of the 
study. The intended data requirements are also de-
scribed. Finally the goal and scope phase includes a 
description of the method applied for assessing poten-
tial environmental impacts. 
The life cycle inventory concerns the collection of 
data for inputs (energy, materials etc.) and outputs 
(products, waste, emissions) for each of the processes 
that are included in the study. All data are aggregated 
into one number for each input/output, e.g. the 
amount of CO2 emitted in each process is summed 
into one figure in the inventory. 
The third phase 'Life Cycle Impact Assessment' is 
aimed at evaluating the contribution of each of the 
inventory items to impact categories such as global 
warming, acidification etc. Normally around 10 cate-
gories are assessed: Global warming, ozone depletion, 
acidification, photochemical ozone formation, eutro-
phication, toxicity to humans, ecotoxicity, land use, 
some solid waste, and resource use. Characterisation 
is the first step, in which the contribution of each in-
ventory item to each impact category is calculated us-
ing the characterisation factors of an impact assess-
ment methodology. Characterisation factors are often 
expressed as an equivalent of a substance, e.g. for 
global warming CO2-equivalents are used. Different 
substances contribute to different extent to the impact, 
for example methane (CH4) has a global warming po-
tential that is 25 times larger than CO2, i.e. 25 CO2-
equivalents and nitrous oxide (laughing gas) has a po-
tential of 250 CO2-equivalents. In this way 1 kg of 
methane and 1 kg of nitrous oxide can be summed to 
275 kg CO2-equivalents. The next steps are normali-
zation and weighting, but these are both voluntary 
according the ISO standard. Normalization is often 
expressed in person-equivalents i.e. what is the con-
tribution of the assessed system compared to the total 
contribution of one person per year to that impact 
category. The normalisation provides a basis for com-
paring different types of environmental impact cate-
gories (all impacts get the same unit, person equiva-
lents). The seriousness of the impacts can be taken 
into account through weighting. Weighting of the re-
sults can be done in different ways e.g. expert panels, 
questionnaires or as distance to politically set reduc-
tion targets. With the current global concern for cli-
mate change it is plausible that global warming would 
receive a higher weighting than for instance photo-
chemical ozone formation, which is a local/regional 
impact. Weighting of the results would change the 
environmental profiles of the different systems ana-
lysed and probably also the difference between them.  
The 'interpretation' phase relates the results to the 
goal and scope. An analysis of major contributions, 
sensitivity analysis and uncertainty analysis leads to 
the conclusion whether the ambitions from the goal 
and scope can be met. More important; what can be 
learned form the LCA? All conclusions are drafted 
during this phase. Sometimes an independent critical 
review is necessary, especially when comparisons are 
made that are used in the public domain (ref. to [2]). 
The European Union is in the process of developing 
The “International Reference Life Cycle Data Sys-
tem” (ILCD) for good practice in LCA with aim of 
ensuring comparable and quality-assured LCA studies 
and applications in business and the public sector. The 
ILCD includes handbooks with requirements on 
method, quality, nomenclature, documentation, and 
review. Plus supporting documents and tools. And it 
goes a little further in the specifications than the ISO 
standards (refer to the European Commission home-
page for Life Cycle Thinking in reference [3]). 
Also the United States have developed a reference 
document for LCA. The LCA101 document from 
2006, entitled "Life Cycle Assessment: Principles and 
Practice," provides an introductory overview of LCA 
and describes the general uses and major components 
of LCA. They also developed a Life Cycle Impact As-
sessment methodology (TRACI) that is widely used 
in the US. All US EPA documents on LCA can be as-
sessed (ref. to [4]). 
The United Nations Environment Program, UNEP 
and the Society for Environmental Toxicology and 
Chemistry, SETAC launched an International Life 
Cycle Partnership, known as the Life Cycle Initiative, 
to enable users around the world to put life cycle 
thinking into effective practice.  The mission of the 
Life Cycle Initiative is: “To develop and disseminate 
practical tools for evaluating the opportunities, risks, 
and trade-offs, associated with products and services 
over their whole life cycle.” The Life Cycle Initiative 
does not as such produce guidance documents but 
merely aims to further the use of life cycle thinking. 
At their website a range of documents related to LCA 
can be found (ref. to [5]). 
In many other places around the world national initia-
tives for building up LCA competences has been ini-
tiated. At the Life cycle initiative website a good 
overview can be found, but one of the most notewor-
thy is the LCA project in Japan, which is as far or 
even further than the European and US initiatives. 
More information about this can be found the home-
page of the Japanese Environmental Management As-
sociation for Industry (JEMAI, ref. to [6]). 
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2.2 Eco Care Matrix (ECM) within 
Green-PLM 
The development of green products / solutions has 
become very important due to the climate change. 
Looking at the existing PLM processes used in many 
companies worldwide a methodology to support the 
design of green products / solutions is missing. To 
close this gap in the PLM methodology the Eco Care 
Matrix shown in figure 1 has been derived based on a 
former approach from BASF (Eco-efficiency Analy-
sis, ref. to [7]). The combination of ECM and PLM 
leads to the Green-PLM. 
 
Fig. 1:   Green-PLM = PLM + Eco Care Matrix (ECM)  
The ECM describes both dimensions of economical 
performance (horizontal) and environmental impact 
(vertical). An existing technology / product / solution 
is set as a reference in the center of the ECM. The to 
be developed green solutions should be better in both 
eco-dimensions, i.e. eco-nomical and eco-logical. To 
describe the economical dimension it is favorable to 
use system costs e.g. CAPEX and OPEX. The eco-
logical dimension is described by the LCA methodol-
ogy described in chapter 2.1.  
Siemens Industry Solutions is using the Green-PLM 
to generate the best green solutions for its customer 
base. A very positive site effect of the Green-PLM 
approach is that the engineers will create other ideas 
considering the environmental benefits of their de-
sign. 
3 Industrial Case: Steel Plant 
As a typical example for industrial processes different 
hot metal producing technologies were compared 
with ECM. 
A LCA study aims to provide a holistic overview of 
the environmental impact of a technological process 
(see chapter 2.1 and ref. to [8]). Beginning with the 
mining of iron ore and coal up to the finished hot-
metal product, it could be shown that direct reducing 
technologies like Corex® and Finex® ironmaking 
processes score much higher in an LCA rating when 
compared with the conventional blast furnace route 
(ref. to [9] and [10]). 
Corex® and Finex® are innovative smelting-reduction 
processes in which non-coking coal is directly used as 
the energy source and reducing agent for the produc-
tion of hot metal. But to what extent are they envi-
ronmentally compatible and how can this be proved? 
Up until recently, this question has not been easy to 
answer. One approach had been to evaluate the results 
from mass balances or measurements, i.e., the quan-
tity of potentially harmful substances released to the 
environment such as dust, SO2, NOx or CO2. These 
were then compared with emissions from the blast 
furnace route, including the sintering and coking 
plants. With a LCA evaluation, as defined per ISO 
14040 and 14044, a standardized method for generat-
ing a comprehensive picture of environmental impacts 
could have been applied.  
3.1 Definition of environmental impact 
categories 
In close cooperation with three universities – Techni-
cal University of Berlin (Germany), University of 
Mining and Metallurgy (Leoben, Austria) and Tek-
niske Universitet Copenhagen (Denmark) – a life-
cycle assessment study was conducted in 2008 using 
the environmental software tool "GaBi" (ref. to [11]). 
Each step in the hot-metal production process, from 
the mining of iron ore and coal, the transportation to 
the plant site and the individual production steps to 
the final hot-metal product, were modelled and ana-
lyzed. All by-products and their subsequent utilization 
were also taken into account. Five key impact catego-
ries were identified in this study: 
1. Acidification Potential (AP) 
2. Abiotic Resource Depletion Potential (ADP) 
3. Global Warming Potential (GWP) 
4. Photochemical Ozone Creation Potential 
(POCP) 
5. Eutrophication Potential (EP) 
The Acidification Potential provides an overview of 
the acidic components that are released to the envi-
ronment, for example, SO2, NOx, HCl, HF, H2S and 
NH3. The gaseous substances SO2 and NOx are trans-
formed to sulfuric and nitric acid if they come into 
contact with water. Acid rain is a well-known conse-
quence which causes damage to buildings, the bio-
sphere and the soil. Forest dieback gained notoriety in 
the mid-1970s.  
The Abiotic Resource Depletion Potential considers 
natural resources which are subdivided into "non-
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renewable deposits" (e.g., iron ore or fossil fuels), 
"renewable funds within a human lifetime" (ground-
water and some soils, etc.) and "continually renewed 
flows" (wind, river water and solar energy, etc.). 
Processes are more sustainable if they are based on 
the use of coal, which is abundantly available world-
wide, instead of non-coking coal, where resources are 
clearly limited.  
One of the most frequently discussed environmental 
topics today is global warming, which most experts 
believe is caused by an increase of so-called green-
house gases (carbon dioxide, methane and CFC com-
pounds, etc.) in the atmosphere. These gases as well 
as water vapor raise the atmospheric temperature by 
absorbing infrared radiation reflected from the surface 
of the earth.  
Photochemical Ozone Creation Potential describes 
the formation of ozone (O3) in the presence of NOx, 
hydrocarbons and sunlight (summer smog). Although 
the mechanisms behind this form of ozone creation 
are highly influenced by weather conditions, industry 
and traffic also play a major role.  
Another important factor that has to be determined 
when assessing the environmental impact is the Eu-
trophication Potential. It determines the degree of 
over-fertilization, which can be aquatic or terrestrial. 
Needless to say, hot-metal production has not been a 
primary culprit in polluting the environment with nu-
trients, yet it is nevertheless a factor that has to be 
considered for a holistic overview of environmental 
impacts.  
3.2 Evaluation of environmental im-
pacts with LCA 
The relative importance and magnitude of the above-
described five impact categories were evaluated for 
the Corex®, Finex® and blast furnace iron making 
routes. This was performed applying two different 
normalization methods referred to as the CML (Insti-
tute for Environmental Sciences, Leiden, ref. to [12]) 
and EDIP methods (Environmental Development of 
Industrial Products, ref. to [13]). This approach al-
lowed an enormous amount of complex and interre-
lated data to be illustrated in a single overview dia-
gram. Specific customer-relevant parameters, such as 
the raw material properties, the related transportation 
aspects and the energy sources, have an influence on 
the overall picture. Different electricity mixes (coun-
try-specific ratio of hydroelectric-, nuclear-, wind- or 
coal-based power generation) were also taken into 
consideration. 
Under European conditions, it could be shown that all 
three iron making production routes are comparable 
with respect to global warming (GWP). Corex® and 
Finex® have a better LCA rating for all other catego-
ries when compared to the blast furnace route. For 
Chinese steel producers, as well as for most develop-
ing countries, the LCA for the Corex® and Finex® 
processes provides a much better outcome than the 
conventional blast furnace route. This is also valid for 
global warming, which is roughly 30 percent less. 
This is due to the utilization of the export gas from 
the Corex® and Finex® plants for the generation of 
electricity, which substitutes coal. In fact, when con-
sidering the Acidification Potential (mainly SO2 emis-
sions), the inverted graph result indicates a "positive" 
impact on the environment.  
Fig. 2:   Comparison of LCA results for different hot metal  
              producing technologies (ref. to [10]). 
The results of an independent life-cycle assessment of 
the most important hot-metal production processes, 
taking into account key environmental performance 
indicators, has shown that the Corex® and Finex® 
processes are environmentally more compatible than 
the conventional blast furnace production route, espe-
cially at sites where coal is used as an energy source 
to generate electricity. As a supplier of Corex®, 
Finex® and blast furnace technology, Siemens Indus-
try Solutions can ideally support iron and steel pro-
ducers in the selection of the optimum hot-metal 
route, taking into account raw material factors, local 
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site conditions, cost aspects and environmental re-
quirements. 
Fig. 3:   Regional comparison of LCA results for different  
             hot metal producing technologies (ref. to [10]). 
3.3 ECM for different hot metal produc-
ing technologies 
Fig. 4:   Eco Care Matrix for different hot metal producing  
             technologies (geographical reference: EU-25). 
Figure 4 shows the ECM combining the LCA results 
with detailed cost analysis for the three hot metal pro-
ducing technologies. Corex® and Finex® are Green 
solutions showing lower environmental impact and 
lower system costs than the blast furnace technology 
(reference). 
4 Infrastructure Case:  
City Tolling 
This second example section describes another appli-
cation of ECM for eco-efficiency assessment of infra-
structural processes. As an example different elec-
tronic tolling technologies in the application of city 
tolling systems were compared to each other in terms 
of ecology and economy. 
4.1 Evaluation of environmental im-
pacts with LCA 
In order to assess environmental effects of a City toll-
ing system it is assumed that a road pricing scheme is 
to be implemented in Copenhagen. 
Economical effects of road pricing schemes have 
been derived from the revenue stream. Revenue is the 
income from road users' payments to the Road Pricing 
scheme minus the cost of establishing and maintain-
ing the scheme. 
Ecological effects of road pricing schemes have been 
calculated from pollution which will primarily be 
measured by airborne pollutants, (incl. CO2 and par-
ticulate matter).  
Traffic behaviour will be primarily measured by the 
ability for the city to manage traffic as intended and 
the general willingness to change behaviour by the 
population, the total distance driven, and the average 
velocity of the vehicles. For the modelling it is neces-
sary to consider the area of Greater Copenhagen split-
ted into 835 zones shown in figure 5. 
 
Fig. 5:   Illustration of zones modelling the traffic demand from  
             one zone to each other zone (Greater Copenhagen).  
To find the most ecological and economical city toll-
ing system for Copenhagen three different road pric-
ing schemes were evaluated: 
1. Distance based road pricing where the pricing is 
a function of the distance driven within a zone. In this 
case the Road Pricing scheme is based on GPS in pos-
sible combination with a secondary technology for 
enforcement such as camera or RFID. 
2. Area based road pricing where there is a fixed 
price for entering a zone. The technology here can be 
GPS, RFID, camera or another stationary technology. 
3. Mixed distance & area based road pricing where 
road pricing schemes 1 and 2 are mixed up specific 
for different vehicle types. 
The baseline scenario that will be used when evaluat-
ing the above three road pricing schemes will be the 
initial situation of no city tolling in operation.  
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The Traffic Flow Model considers the traffic demand 
for each of the zones to all remaining zones differen-
tiated in terms of different vehicle type classes (pas-
senger cars gasoline/ diesel, heavy/ light duty trucks) 
and in different time slices during a typical working 
day.  
The environmental evaluation is based on the traffic 
flow model, evaluating the potential impacts on both 
the environment and on human health. The whole fuel 
cycle is included (i.e. primary production, transporta-
tion, refining and vehicle operation) but the vehicle 
cycle (production and disposal of vehicles) is omitted. 
The evaluation focuses primarily on quantifying the 
extent and impacts of life cycle air-borne emissions 
arising from the fuel cycle. The reason for this focus 
is due in part to the importance of air emissions in the 
context of road transport, and also due to the time and 
resource limitations of the study. The air emissions 
assessed include the three main greenhouse gases: 
carbon dioxide, nitrous oxide and methane. In addi-
tion, the regulated emissions associated with road 
transport are assessed (carbon monoxide, oxides of 
nitrogen, hydrocarbons and particulates).  
For the assessment of impacts to the environment, 
general LCA impact assessment methodologies are 
applied (see chapter 2.1). When modelling the poten-
tial exposure of humans it will be attempted to apply a 
generic fate and exposure model with spatial differen-
tiation allowing taking into account a low emission 
height and a high population density measured by the 
number of inhabitants per area.  
Figure 6 shows the global warming potential com-
pared between the three road pricing schemes for Co-
penhagen. 
 
Fig. 6:  Environmental impact for different road pricing  
            schemes compared to baseline. 
4.2 ECM for different road pricing 
schemes 
System costs are calculated based on the equipment 
necessary in the different road pricing schemes. The 
amount of equipment necessary will be estimated on 
the basis of infrastructure, level of enforcement and 
other equipment needed. Economical performance of 
a city tolling solutions can be calculated in terms of 
amortization time (months). 
 
Figure 7 shows the Eco Care Matrix for three differ-
ent road pricing schemes for the city and surrounding 
area of Copenhagen. Additionally it was calculated 
the scenario of Copenhagen assuming the same con-
gestion charge approach as in London (“London Sce-
nario”). 
 
Fig. 7:    ECM for different road pricing schemes for Copenhagen. 
All three road pricing schemes show a lower envi-
ronmental impact compared to the baseline (no road 
pricing system). The area based road pricing scheme 
shows a very long amortization time due to the high 
investment costs needed. The other road pricing 
schemes (mixed area & distance based, distance based 
road pricing) show shorter amortization time. The 
London city approach shows a better environmental 
performance but a less attractive economic evalua-
tion.  This analysis shows the advantage of the ECM 
approach to find the right road pricing scheme. Of 
course for investment decisions much more detailed 
calculations have to be conducted.  
4.3 Immissions derived from emissions 
In addition to the above discussed analysis of 
environmental and economical impacts of a city 
tolling solution this section describes the approach of 
a dispersion analysis deriving immission related data 
based on local emissions. Vehicle emissions of 
airborne pollutants are normally dispersed in the 
atmosphere depending from local metereological 
weather conditions (wind speed & direction, rainfall, 
change in atmospheric pressure, temperature, etc.). 
Key issue for performing a dispersion analysis is 
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knowledge about the 3-dimensional shape of 
buildings forming the geometric constraints of roads.  
 
 
 
 
 
Fig. 8:    Combination of road network  
              with 3-dimensional building data 
Figure 8 shows the combination of 2-dimensional 
road network data with 3-dimensional shape informa-
tion regarding road surrounding buildings. Depending 
on the heights and shape of buildings the airborne 
pollutants will be dispersed according to the specific 
pattern of airflow caused by wind.  
The influence of building shape and heights on dis-
persion of airborne pollutants is illustrated in figure 9 
displaying the concentration of PM20 in µg/m³ for a 
given building group near to a road. 
Fig. 9:    Dispersion without considering building heights 
Beside the ECM approach the analysis of the immis-
sions is crucial to the decision of the appropriate road 
pricing scheme in Copenhagen. 
 
5 Conclusion 
To meet the worldwide climate challenge the indus-
trial products and solutions have to become much 
more environmental sound. The Siemens-Division 
Industry Solutions has extended its existing PLM to a 
“Green-PLM” to trigger the design and engineering 
of green products / solutions.  
The key element in the Green-PLM is the “eco care 
matrix” (ECM) which defines environmental sound 
industrial products / solutions with advantages in both 
“eco” dimensions (eco-nomical + eco-logical). Two 
case studies are illustrated, i.e. hot metal producing 
technologies (industrial case) and electronic city toll-
ing systems (infrastructure case).   
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Abstract 
The political ambition of replacing fossil energy with renewable energy  
will be a huge task, and contrary to the first thought, the development of high 
efficiency steam plants will still play an important role in future as renewable 
energy is characterised by its fluctuating nature – wind and solar energy over 
days and weeks, and biomass over years. 
Coal based and/or nuclear power will still be necessary for a long time to come 
in order to guarantee the stability and security of supply. The coal-based steam 
plant also offers the most efficient utilisation of biomass and it can be equipped 
with carbon capture. 
 
This paper will describe the current status - which involves steam temperatures 
around 600 oC and steam pressure close to 300 bar – and the possible lines of 
development. 
The thermodynamic process can be optimised with features such as double 
reheat and more sophisticated cycles such as the Master Cycle. 
In order to compensate for the fluctuating nature of mainly wind energy, it will be 
important to maximise ‘load following’ capability and to be able to operate at low 
minimum loads. 
The work on the 700 oC steam temperature plant (AD 700) is now so advanced 
that E.ON has declared its readiness to build such a plant. 
As a new development the possibility of getting steel which would allow steam 
temperatures up to 650 oC has now become much more realistic as the Z-
phase steel is now in the process of qualification, and if it is qualified it will offer 
a more economic solution than AD 700. 
Regarding Carbon Capture, the MEA-based absorption plant is the only avail-
able commercially mature solution today, but other absorption technologies are 
under development. 
Another post combustion technology is oxyfuel involving combustion in an at-
mosphere of oxygen and re-circulated CO2. This simplifies the carbon capture 
process as there is no need for handling large amounts of Nitrogen. 
The IGCC plant has not yet had success in electricity production, but might 
have advantages in the future in relation to carbon capture. 
 
 
1. The importance of coal 
Although the amount of power production based on renewable energy is ex-
pected to more than double from 2005 to 2030 on a global basis, the amount of 
power production based on coal in the same period is also expected to be dou-
bled. These assumptions are based on a doubling of the total power production.  
 
In Europe, power based on renewable energy is foreseen to be tripled and 
power based on coal is expected to remain at nearly the same level in the same 
period. 
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These figures are IEA predictions. Even though they have been criticised for 
being too pessimistic regarding renewable energy, it is a fact that coal-based 
power generation will play an important role for a long time yet. 
 
The reason for this is that the gap between the power demand and production 
of renewable energy must be filled with fossil fuels, and coal is by far the 
cheapest fuel, being abundant and mined all over the world and easy to trans-
port and store, whereas gas and oil are either difficult to exploit or controlled by 
a limited number of governments. 
 
The only realistic alternative to coal-based power production will be nuclear 
power. 
 
 
 
 
 
 
Figure 1  (demand previsions) 
 
General situation 
As CO2 is the predominant greenhouse gas, great efforts should be made to 
limit the emission of CO2 from coal-based power production. 
 
Firstly power must be produced as efficiently as possible; then coal could be co-
fired with CO2 neutral fuels, thus reducing the emission correspondingly. When 
the volume of CO2 thus has been minimised, Carbon Capture and Storage 
techniques (CCS) can be brought into play. 
 
Another important goal for new coal-fired plants is to increase the operational 
flexibility to allow the optimum interaction with renewable energy where the 
production only can be controlled to a very limited extent. The future role of the 
steam power plant will be to ensure balance both in terms of power and in terms 
of energy. 
 
State of the art coal-fired steam power plant 
State of the art plant is a pulverised coal-fired plant operating with steam tem-
peratures close to 600 oC and steam pressure up to 300 bar. 
The unit size is typical 750MWnet, a size  which can be built with mono compo-
nents, however, this type of plant is built in sizes from 400MW up to 1100MW 
and both for hard coal and lignite. 
The efficiency level will typical be 47% for hard coal, single reheat plant with 3D 
optimised turbine blades. 
 
Further improvements 
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The efficiency of a thermodynamic process is determined by the difference be-
tween the highest and the lowest temperature in the process (for the Carnot 
process the equation is 1- Tlow/Thigh). This means that the higher temperatures 
you are able to reach in the process, the higher the theoretic efficiency will be, 
as low temperature is normally given by the ambient temperature. 
 
However, the actual efficiency is also dependent on the process itself and the 
‘quality’ of the components in the process.  
 
 
 
 
Figure 2  (Efficiency diagram) 
 
 
Process improvements could for instance be double reheat. 
Component improvements could be eg 3D-optimised turbine blades. 
 
Improvements are still possible at the state of the art plant. 
If double reheat is introduced, the efficiency can be raised to 48.5%. Investment 
in more heat exchange surface on the condensate side can raise the efficiency 
by 0.4 percent point and shifting some heat from the flue gas side to the con-
densate can bring 0.5 percent point. So without introducing any kind of new 
technology the efficiency can be raised to 49.4% 
 
Operational flexibility 
As the steam power plant must ensure the minute to minute power balance, it is 
important that it has both good load following capability and also that the mini-
mum load is very low. Gradients of 5%/min in the load range from 50% to 90% 
can be achieved and minimum load on coal firing down to 10% is possible. 
Once through operation - down to the lowest possible load (low Benson Point) -
will also improve the load following capability. The use of vertical, rifled tubes in 
the furnace area allows the Benson Point at 20% load. 
 
Master Cycle 
As the steam temperatures are increased, the steam from the extractions in the 
high temperature end of the turbine casings in the traditional steam plant will be 
ever more superheated. This is not desirable from a thermodynamic point of 
view. The idea with the Master Cycle is to avoid this by introducing a second 
turbine, which is fed with steam from the HP turbine exhaust and supplying a 
number of feed heaters. The turbine drives a feed pump. 
The steam going to the second turbine will not be reheated which is a drawback 
in terms of efficiency, but it also means that the investment cost for especially 
double reheating can be reduced. 
Thorough analyses have shown that the gain in efficiency above standard dou-
ble reheat is limited, but it is expected that in this way higher efficiency of dou-
ble reheat can be established in a more cost-effective way. 
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Figure 3   (MasterCycle) 
 
Z-phase steel 
Steam temperatures of 600 oC or slightly above seems to be close to the limit of 
what can be achieved with steel-based materials today. The limit is set by the 
strength and oxidation resistance of the 9%Cr steels for high pressure outlet 
headers and steam lines.  
The development of mechanically stronger 12%Cr steel will allow steam tem-
peratures up to 650°C and an efficiency of approximately 52% with double re-
heat.  
 
A candidate for such a steel type has now been found – Z-phase steel. 
 
All previous attempts to develop 12% Chrome steel have failed up to now. The 
explanation for that was found at DTU. The higher content of Chrome promoted 
over time that metal nitrides were dissolved and reassembled in large Z-phase 
particles causing a dramatic reduction in creep strength. 
The idea behind the Z-phase steel is actually to accelerate the formation of 
small Z-phase particles to prevent the later formation of large Z-phase particles. 
This is done both by chemical composition and heat treatment. The Z-phase 
steel is patented and is now in the process of qualification. So far, the results 
seem promising. 
 
 
 
 
 
Figure 4   (Z-phase steel) 
 
AD700 Technology 
The next step for the traditional coal-fired steam power plant will be to increase 
steam parameters to 700°C and 350bar. This can only be achieved by using 
nickel-based alloys for the highest temperatures. 
 
A European project with several phases has been working seriously on this 
matter since 1998. The second phase was completed at the end of 2006 with 
the conclusion that the technology, called AD 700, would be feasible, and al-
ready in July 2005, a test facility testing the most important components started 
operation in Power Plant Scholven in Gelchenkirchen, and today the work on 
the specifications for a 500MW demonstration plant has been in progress for 
some time. 
 
E.ON has declared its willingness to build such a plant. The efficiency of the 
demonstration plant will be above 50%. 
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Efficiency can be increased to 53% by using double reheat and introducing the 
Master Cycle. 
 
Co-firing of biomass 
Biomass is considered to be CO2 neutral and can be co-fired with coal. Up to 
10% biomass on energy basis can be co-fired without this causing any prob-
lems, as the corrosive elements in the biomass (especially in straw) are neutral-
ised by the coal ash. Co-firing of biomass in a high efficiency coal-fired plant 
demonstrates by far the most CO2-reducing effect. Combusting biomass in a 
stand-alone biomass-fired boiler gives a lower potential for CO2-reduction due 
to the lower steam parameters caused by the fireside corrosion beginning at a 
steam temperature of 540°C. 
 
The biomass will normally be residual products from farming and the wood in-
dustry, but it can also come from household waste. 
 
The 10% limit is set by the standards for utilisation of the fly ash in the produc-
tion of cement and concrete. Up to 20% straw has been co-fired without corro-
sion problems and deterioration of the catalyst in the DeNOx plant.  
 
In fact, the boiler can be fired entirely with wood pellets, if that is considered an 
option. 
 
In future, the general trend will be to design the modern steam plant for a very 
high degree of fuel flexibility, because it will be up to the plant to ensure the 
energy balance in the electrical system. 
 
Another trend might lead towards smaller plants due to the problem of trans-
porting and handling of the greater volumes of biomass (as long as the effi-
ciency is not significantly reduced). 
 
The investment cost of the mentioned co-firing possibilities is relatively small. 
 
For the most difficult types of biomass there is the possibility of gasifying it in a 
separate gasifier and burn the gas in the normal boiler. In this way, corrosion 
problems and contamination of the useful fly ash can be avoided.  
 
Post combustion Carbon Capture  
Carbon Capture has very high priority, but at the moment, it is not clear what 
the best technology will be and there might actually be a number of technolo-
gies which will be relevant in the same way as a number of technologies will be 
relevant to power production. 
 
At the moment, there is only one commercial technology available and it is 
based on absorption by amines of which mono-ethanol-amine (MEA) is the 
standard absorbent. It has been commercially available for many years for the 
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production of CO2 for industrial applications, and the EU-funded CASTOR pro-
ject has shown that it can also be used for flue gasses from coal-fired power 
plants. Unfortunately, the energy consumption for the process is very high and 
implies a reduction in efficiency of about 10 percentage points. MEA is relatively 
corrosive and the consumption of MEA in the process is also relatively high. 
 
Great efforts are made to find absorbents with lower energy consumption and 
better chemical properties.  Several vendors have announced processes with 
significant lower energy consumption; however, these processes have not yet 
been proven in large scale on flue gasses from coal-fired power plants. 
 
A new and very interesting process is called chilled ammonia. This process has 
much lower energy consumption, but the process is in a very early stage of 
development. The absorption takes place at temperatures between 2 and 10oC. 
The low temperature has several advantages, but the important question is 
whether the low temperature will bring sufficient absorption kinetics to obtain an 
acceptable plant. In any case the process is interesting. 
 
In 2006, the process was patented by Alstom and the first pilot plant is now in 
operation. The first test results are expected to be available by the end of 2009. 
 
The amine processes and the chilled ammonia process are called post-
combustion technologies, as the CO2 is removed after the combustion process. 
They are suitable both for new plants and for retrofit of existing plants. 
 
Oxyfuel combustion 
Another version of the coal-fired steam power plant is the oxyfuel combustion 
plant. In this process the combustion takes place in an atmosphere of oxygen 
and re-circulated CO2. The combustion ‘air’ is pure oxygen from an air separa-
tion plant and CO2 is re-circulated to ‘ease’ the combustion conditions in the 
boiler. The flue gas will consist of water vapour and CO2 and smaller amounts of 
other gases, among which SOx and NOx will be the most important. Water can 
be separated from CO2 by simple cooling, and by subsequent compression the 
largest part of the impurities will follow the water. However, it is unclear if addi-
tional purification of the CO2 is required.  
Oxyfuel Combustion can have advantages in relation to Carbon Capture be-
cause smaller volumes are to be handled in the capture plant as Nitrogen is 
excluded from the process. 
Oxyfuel is also a post-combustion capture technology 
 
Oxyfuel pilot plants are now in operation and many consider the technology to 
be very promising, although it is generally assumed that it will take longer time 
for this technology to mature than the post-combustion processes described 
above. 
 
Figure 5 (CCS technologies) 
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Integrated Gasification Combined Cycle (IGCC) 
An alternative to the traditional steam power plant is the IGCC plant where coal 
is gasified (normally in pure oxygen) in a gasifier and steam is added to the CO 
rich gas and a shift reaction takes place, where the CO takes the Oxygen atom 
from the water molecule. The resulting gas will get a high content of hydrogen 
(and CO2). The hydrogen is subsequently burned in a gas turbine followed by a 
traditional combined cycle. 
 
The IGCC plant has the potential for high efficiency, but the technology is much 
more complex than the traditional steam cycle, and consequently the availability 
has been limited up until now. The plants which are in commercial operation are 
all run in connection with refineries where petro-coke or other oil residues can 
be used as fuel and the hydrogen, alternatively, can be used in chemical proc-
esses. 
 
In terms of CO2 capture, IGCC might have an advantage compared to the tradi-
tional steam plant as the concentration of CO2 in the gas is high and the gas is 
under pressure, so the CO2 separation plant can be much smaller. As the CO2 
is removed before the final combustion in the gas turbine the process is called 
pre-combustion capture. 
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Figure 1 IEA predictions for the development of power production divided 
on primary fuels 
 
 
 
 
Figure 2: Efficiency improvements 
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Figure 3: Improvement in efficiency  
(double reheat (blue) and Master Cycle (Bordeaux)) 
 
 
 
 
Martensitic steel strengthened by Z-phase
 Very fine Z-phase particles in 
experimental steel
 High Chromium content is no 
longer harmful, but a necessary
element in order to obtain high 
microstructure stability
 Ongoing experiments to verify high 
creep strength
 If successful strength and oxidation 
resistance  once again can be 
combined in the same steel (No 
need for coating)
 Possible pathway to affordable 
650ºC/325bar steam power plant 
All based on steel!
12%CrNbN experimental steel after 650ºC/3,000h
 
Figure 4: The Z-phase steel 
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Figure 5: Carbon Capture technologies 
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Abstract 
It has been argued, that the necessary technologies will be at hand to make total switch 
from the present reliance on fossil energy to a 100% non-fossil energy supply in 
Denmark already by 2050. Apart from efficient storage and transformation of energy, 
three areas will become the back-bone of the future energy system:  
a. Intelligent energy use and consumption-reduction in households, industry and 
transportation;  
b. Electric energy transformation from the sun via photovoltaics, wind and wave energy, 
and  
c. Biomass conversion to electricity, heat, feeds and biofuels. 
Based on a recent study in Region Nordjylland, the northern-most part of Denmark, the 
paper will present how energy production and consumption may be balanced in 2050, 
with particular focus on biomass production and its use. It is important to acknowledge 
that land-use and land-use change and forestry (LULUCF) will play a pivotal role in 
reaching the goal of 80-90% reduction of green-house-gas emissions before 2050. Even 
if energy supply and consumption have become 100% renewable, agriculture and 
industry, and in particular animal husbandry will continue to emit large quantities of 
green-house-gasses, and Danish consumption of imported goods will continue to emit 
large amounts in other countries. 
The authors argue that it is possible for the Danish energy sector to become 100% fossil 
free by 2050, and the biggest challenge is not in the energy sector. The biggest 
challenges will be reducing green-house-gas emissions from food production and 
consumption, how to produce enough biomass and how to convert the biomass into 
energy, without degrading its value. 
 
1.1 Introduction 
There is a growing consensus that we need to move as fast as possible from a 
dependency on coal, oil and natural gas to a fossil-free future. At the DTU-Risø 
conference in January 2009, the Director of the Swedish Energy Agency Thomas 
Kåberger argued that in many countries this may not even be futuristic idea, as biomass 
conversion to heat and power, hydropower and geothermal heat and are well-developed 
techniques. The underlying rationale behind moving from fossil fuels to renewables may 
differ, depending on the focus being energy efficiency, energy supply security or 
reductions in green-house-gas emissions to reduce the risk of the global average 
temperature rising to more than 2 degrees centigrade. One overriding argument for all 
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 interested parties is that fossil fuels are limited, whereas renewables are unlimited in 
time. The sense of urgency is becoming increasingly accepted by the major economies of 
the World, now accepting the 80% reduction goal in 20501.  
In Denmark several independent parties, including the Danish Association of Engineers 
(Ingeniørforeningen i Danmark, IDA) argue that a 100% renewable energy sector is 
possible as well as feasible by 2050. Furthermore, Denmark may economically benefit 
from the change of the energy sector away from fossil fuels, as fossil energy reserves in 
the North Sea will be depleted within the coming 10-20 years. 
 
Fig. 1. Energy flows in Region Nordjylland 2007. Explanations in the text. 
                                                        
1 G8 meeting, Aquila, Italy 8-10 July 2009.  
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 1.2 Scenarios for Region Nordjylland 
In a recent study by NIRAS Climate Change and Energy for NIK-VE (Northern Jutland 
Innovation and Competence-development Center for Reneweable Energy) it was found 
feasible to move from the presently primarily fossil-based energy production to a fossil-
free scenario in 2050. 
Figures 1 and 2 (in Danish) show the estimated annual energy flows in the Northern-
most region of Denmark (Region Nordjylland) in years 2007 and 2050. Numbers are 
given in 100 GWh per annuum. Yellow arrows signify fuel inputs (brændsel), and red 
arrows heat output (varme) and blue arrows power output (kraft). Energy loss (Tab) in 
conversion of fuels to heat and power is estimated to 4900 GWh per year. The gross 
energy consumption of the region is about 12% of the total Danish gross energy 
consumption (table 1).10,5% of the Danish population is found in the region. 
VE=Renewable energy. 
 
1.3 2007 
In 2007, the total gross energy consumption of the region is an estimated 29,200 GWh 
per year. The net-energy consumption in the region is an estimated 22,100 GWh per year 
with a net-surplus of electricity exported to other regions of around 2,700 GWh per year 
(fig. 1).  
Energy consumption in Region Nordjylland is generally on level with the national 
average. The only major exceptions are industry and agriculture consuming more energy 
than the national average. The biggest Danish energy consuming industry, the cement-
factory Ålborg Portland is based in the region, and 20% of the Danish agricultural 
production is found in the region.  
Total energy consumption in the households (Husholdninger) is an estimated 6,000 GWh 
per year. District heating covers 70% of all households in the region compared to the 
national average of 45%. District heating (red arrows) and electricity (blue arrows) 
covers 17% and 13% respectively of the annual net-energy consumption. District heating 
and power-production are based on 87% fossil fuels and 13% renewable energy (waste, 
biomass, geothermal), of which more than half  is biomass (woodchips and straw).  
Total energy consumption for transportation (Transport) is an estimated 6,700 GWh per 
year. Energy consumption for road transportation is an estimated 5,300 GWh per year. 
72% of the energy consumption is in private cars, 17% in small trucks and 8% in busses 
and large trucks. The use of gasoline and diesel-oil is more or less the same, 2,400 GWh 
og 2,900 GWh per year, respectively. Liquid Propane Gas (LPG) is rarely used in 
transportation.  Energy consumption in air transport (including military) is an estimated 
1,200 GWh per year. Trains use 100 GWh, primarily dieseloil. Sea-transport energy 
consumption (excl. fishing and overseas) is an estimated 100 GWh per year. 
Total energy consumption in the industry (Industri) is an estimated 5,300 GWh per year. 
A cement factory uses 85% of the total energy consumption of the industry, primarily 
coal, petro-coke and oil, but some co-firing with waste and biomass is emerging. Surplus 
heat production from the industry at a level of 500 GWh per year is utilised in the 
dictrict-heating system.  
Total energy consumption in small and medium enterprises, agriculture, forestry, private 
and public services (Erhverv) is an estimated 4,100 GWh per year, by 1,400 GWh 
electricity, 2,200 GWh fuel-oil og natural gas, 400 GWh district heat and 100 GWh 
biomass.  
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Fig. 2. Energy flows in Region Nordjylland 2050. Explanations in the text. 
 
1.4 2050 
To reach the target in 2050, all fossil fuels (coal, natural gas and oil) have to be 
substituted by other energy forms. 48% of the energy production will come from 
biomass production, 30% will be electrical energy from wind, 12% electrical energy 
Risø-R-1712(EN) 68
from photovoltaic sunpanels, 1% from wave energy, 3% from solar heat panels, and 6% 
from geothermal heat (table 1 and figure 2). 
Wind, photovoltaics and geothermal energy may be developed even further, depending 
on demand and cost-benefit. Biomass for energy will become the biggest challenge, as 
65% of the Danish surface area is already in use for agricultural production, with a 
growing demand for other purposes. Furthermore, the estimated energy potential of 
Danish forestry and farmland is 165 PJ per year (table 2), or 2/3 of the expected energy 
demand from biomass in 2050 (table 1). 
 
Source of energy in 2050 Danish energy 
consumption, PJ
Region NJ
GWh
Relative 
importance 
Wind 160 5300 31% 
Photovoltaics 60 2000 12% 
Wave energy 5 500 1% 
Solar heat panels 15 500 3% 
Geothermal energy 30 1000 6% 
Biomass 250 8300 48% 
Total energy demand  520 17600 100% 
Table 1.  Expected Danish energy consumption in 2050. 
1.5 Energy use in 2050 
The estimated reduction in overall energy consumption will be 40%, from 863 PJ per 
year in 2007 to 520 PJ per year in 2050. 
A 50% reduction in energy use in the housing sector will be achieved by implementing 
new stronger housing and building construction regulations. By 2050 50% of the 
buildings should be energy-neutral or energy-producing through solar panels and heat-
pumps. In Denmark a majority of households will either be connected to district-heating 
systems based on solar heating, geothermal or biomass, or use a combination of 
decentralised solarheaters and heat-pumps with a coefficient of performance (COP) on 4. 
In the industry, public and private enterprise sector (including agriculture and fisheries) 
the net energy use will be reduced by 35% since 2007. Fossil fuels have been substituted 
by equal parts electricity and biomass for heating. Surplus heat from industrial processes 
are recycled internally or to nearby enterprises. Organic waste (e.g. manure), wood-chips 
and energy-crops, such as willow will be the major parts of the energy input to the 
industry and agricultural sector.  
The biggest changes have occurred in the transport sector. Despite a 20% increase in 
person-milage transportation, the overall energy input to transportation has been reduced 
by 40%. In 2050, individual transportation will be 60% electric cars and 40% electric-
hybrid cars. Biofuels, such as biodiesel, methanol, butanol, ethanol etc., are used by 
trucks, ships and for air transport. Busses will also use biogas or alternatively hydrogen 
from electrolyses. Small trucks may use hydrogen fuel cell stacks run on pure hydrogen 
or reformed bio-methanol and alike. Methanol will be produced from biomass CO and 
hydrogen from electrolyses based on surplus electrical energy. 
1.6 Energy production in 2050 
In 2050, 12.000 MW on-shore and off-shore windmills are expected to produce 44 TWh 
equal to 160 PJ per year. This figure may be even higher, depending on the development 
of the technology. 
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 In 2050, photovoltaics (PV) will be expected to produce four times the energy in 2007 
equal to 3,400 kWh per 1 kWp in 2050. If 1 MW solarcells (approximately 1 ha) produce 
3.4 GWh per year in 2050 (40% efficiency), 5000 MW may produce 17 TWh per year. 
500 MW wave energy will produce 1,5 TWh annually. A total of 18,5 TWh equal to 65 
PJ per year will come from PV cells and wave energy.  
Total heat production from geothermal energy may be up to 30 PJ per year. If solar heat 
panels are developed to cover 600 ha (fifteen times the area in 2005), the may produce 
4,5 TWh per year in 2050 equal to 15 PJ per year. At total of 45 PJ heat from geothermal 
energy and solar heat panels are estimated for 2050. The total heat demand for 
households and small enterprises will be an estimated 90 PJ. Consequently 50% of the 
heat production will be covered by biomass and/or electrical heat-pumps with COP 4 
connected to large scale district heating systems or installed as individual heat pumps. 
1.7 Biomass  
According to the estimates of the Danish Energy Authority the annual potential for 
biomass based energy production is 135 PJ plus 30 PJ from waste combustion. A total of 
135 PJ will be available from Danish farmland. 80% of straw and hay will be used for 
energy production, 75% of the available manure will be used for biogas production, and 
wood chips will be used for heat and power production (table 2). 
To reach the 250 PJ per year from biomass, there will be a deficit of 85 PJ biomass 
which needs to be imported to Denmark, or alternatively the biomass production and 
biomass conversion into energy products, notably biofuels will have to developed further 
using feed crops for energy.  
If willow wood chips or whole plant grain are used for combined heat and power 
production a little less than 650,000 ha of farmland is needed to produce 85 PJ extra to 
bridge the gap. This corresponds to approximately 25% of Denmark’s total farmland in 
2008, which would need to be converted into a combination of feed and perennial energy 
crops. As heat and power production is taken care of by other means in 2050 (see above), 
the challenge will be to convert a large proportion of the biomass into biofuels or biogas 
for transportation. An estimated 22% of the biomass for energy, equal to 60 PJ per year, 
will be needed as transportation fuels. 
 
 PJ Potential Used, 
2006 
 - hay/straw 55   19  
 - wood 40   34 
 - biomasse for biogas 40   4 
 - degradable waste 30   31 
total 165   88 
Table 2. Biomass resources for energy purposes, Denmark in 2006 2 
                                                        
2 Biomasse-ressourcer. Energistyrelsen. http://www.ens.dk/sw17120.asp 
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 1.8 Discussion 
Many reports focus on the challenges relating to an increased input of electrical energy 
into the energy systems. Most of these studies show that conversion from primarily coal-
fired power-plants to renewable power production by wind, solar and wave energy is 
possible and even an economic benefit for the society as a whole. The reduction of 
overall energy consumption by 40% by 2050 is also feasible, even by the technical 
standards available today. In particular if we take into consideration, that 60% or more of 
the energy use for transportation will be based on renewable energy in 2050 with an 
energy conversion efficiency of factor 4-5. 
The biggest challenge will be to include biomass in the energy sector to a level where up 
to 50% of the society’s energy demand will be based on biomass. Agricultural land is 
already under pressure, and as the need for more CO2-binding areas is growing, more 
and more land will be converted into grasslands and woods. 
Another big challenge is to move not just to a fossil-free society but to an ash-free 
society, where combustion for energy purposes is reduced. The ultimate goal is as far as 
possible to avoid combustion of biomass, as valuable nutrients such as phosphorus will 
become non-accessible for plants. By reducing the combustion and recycling nutrients, 
the need for importing expensive and increasingly scarce inorganic fertilizers is also 
reduced. We will need to look at not only carbon balance, but maybe more importantly 
phosphorus as a limited resource in the near future. 
The available biomass will thus have to be used intelligently according to the value in 
the food-chain of each type of biomass. One solution may be, that easily digestible 
biomass-components as corn, grain, beans and micro- and macroalgae may be used 
foremost for human consumption and feedstuffs, whereas grass, wood and other 
lignocellulotic biomass in need of enzymatic and bacteriological digestion may be used 
for biofuels and for construction materials, that may ultimatively be converted into bio-
digestible waste.  
Another important pathway is to develop biological refineries making it possible to 
process bio-products for food, feed, fertilizers, chemicals and fuels, according to needs. 
But maybe most importantly, crop production and animal production will have to 
developed intelligently to reduce the vast outputs of green-house –gasses from industrial 
land-use and land-use-change and forestry, not directly related to energy production. 
Reducing outputs of greenhouse-gasses (GHG) by 80-90% by 2050 not only 
encompasses a fossil-free energy production, but also relies on a total reconstruction of 
how we live, eat and transport ourselves.  
In Denmark the average domestic per capita outlet of green-house gasses in 2008 is 
roughly 12 -16 tonnes per year, depending on calculation method. This amount will have 
to be reduced to 2,5-3 tonnes per person per year by 2050, to reach the global targets for 
GHG reductions. 
Food consumption will have to be changed to less meat and more vegetables, and in 
particular less beef and other ruminants. On average the consumption of one kg beef, 
pork and poultry in EU produces 28, 10 and 4 kg CO2-equivalents, respectively (excl. 
land-use effects (LULUCF)). As the meat consumption from each Danish citizen on 
average is at least 100 kg meat and dairy products per year, more than 2 tonnes of C02-
equiv. per person may stem from meat consumption alone. 
As a consequence, to make room for consumption of food and industrial products, the 
energy sector will have to be not only CO2-neutral, but CO2 negative by 2050. The 
energy sector will have to have negative emission of CO2, by intelligent use of biomass 
and using tools such as CCS and CDM. 
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 Conclusion 
In conclusion, we argue that it is possible for the Danish energy sector to become 100% 
fossil free by 2050. However, the biggest challenge is not the energy sector, although 
electrification demands an intelligent grid, an open market and multiple usage and 
storage facilities, and not least major parts of the transport sector electrified.  
The biggest challenges will be reducing green-house-gas emissions from food production 
and consumption, and how to produce enough biomass and how to convert the biomass 
into energy, without degrading its nutrient value. Keeping nutrients, nut just carbon, but 
foremost phosphorus in the organic recycling system will be major task. 
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Abstract 
Solar PV is one among other low carbon technologies for rural electrification in Sub 
Saharan Africa (SSA). Solar PV systems have for almost 30 years been disseminated in 
SSA, resulting in more than half a million installations concentrated in a few countries. 
While PV systems have technically matured and markets have gradually developed, PV 
for rural electrification has often been perceived with scepticism from potential users, 
donors, government officials and researchers, and solar PV has in many camps been 
labelled as donor driven, expensive and fragile technology mainly serving the richest 
parts of the populations and with little or no value for productive uses.  
However, feasibility for solar PV has improved in the last few years. Retail prices for 
solar photovoltaic modules are reduced by 20-30% since 2001, and although far from 
the peak in 2008, oil prices in the next two years to come are expected to settle at a level, 
which is about three times the world market average in the years from 1985-2003. 
Therefore, rather than being limited to a niche for populations living in dispersed 
settlements outside the reach of grid electrification,  solar PV is expected to play an 
important role in mini grid rural electrification schemes based on hybrid solar PV- 
diesel generators. This may bring PV systems in line with fossil fuel based systems in 
terms of consumer cost and options for productive use and it changes the market for PV 
from mainly donor supported schemes into mainstream rural electrification schemes 
governed and financed by electric utilities and rural electrification agencies. 
Based on a literature review and the experience with a full scale hybrid wind/PV diesel 
system at RISØ DTU, this paper provides cost estimates for hybrid PV-diesel systems 
and policy recommendations to change the application of PV technologies for 
development in SSA. 
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1 Introduction 
Energy services are generally acknowledged to play a significant role in facilitating both 
social and economic development, and rural people desire electricity for light, 
telecommunication and for income generating activities (GNESD, 2007). It is therefore 
considered to be a serious social and economic problem that access to electricity is 
extremely low in most developing countries and that more than 0.5 billion people, or 
more than 70 % of the population in SSA, have no access to electricity (IEA, 2006).   
Environmental concerns, which have increasingly been translated into concerns for 
climate change, is an important element influencing the debate on access to electricity. 
Binding targets for CO2 emissions in the North, emission trading and Clean 
Development Mechanism (CDM) have entered the development agenda, but while there 
is growing concern of the need for mitigation in the fast developing countries, such as 
India and China, it is increasingly acknowledged that climate change mitigation is not 
the first priority in SSA.  Per capita emissions and poverty in SSA are today at a level 
that focus should be on economic and social development. This means that there is an 
emerging consensus among policy makers and in the donor community that least-cost 
options should be pursued, although still with due diligence to benefit from options for 
cleaner development (WB, 2007).   
Electricity options for rural dwellers in SSA highly depend on whether they live in 
nucleated villages, outskirts of nucleated villages or in dispersed settlements. Solar 
Home Systems (SHS) are an interesting option for dispersed settlements, because grid 
electricity is not likely to be available for the next decades in most SSA countries. In this 
context SHS competes with charging of batteries in a nearby town, with a small gen-set 
or with a PV charging station. Mini-grids, in turn, are generally the most favourable 
option for nucleated villages, which are out of reach of the national grid. Most often, 
mini-grids will be established in the most densely populated part of the village, where 
electricity may be used for income generating purposes in shops, restaurants, workshops 
and in public service institutions for water, health, education and administration. 
Outskirts of nucleated villages may in some cases be serviced by the mini-grid, but in 
most cases mini-grids will for the first many years only serve the a smaller part of the 
population.  SHS may therefore also be an interesting option in the outskirts of nucleated 
villages (Banks, 2007: 123)  
The advantages of mini-grids compared to low voltage SHS are many. First of all, the 
mini-grid provides the consumer with high voltage electricity, which has advantages for 
productive use of electricity, whether it is for lighting, cooling or motive power, and 
which allows consumers to use cheaper standard AC power  appliances. Secondly, 
investment in a mini-grid can be seen as a transitional investment for a long term 
strategy of being connected to the national grid, with the benefits that may give in terms 
of cheaper electricity from large scale hydro, natural gas or coal.  Small diesel engines in 
the range from 10 kW up to several MW are the baseline production units for these mini-
grids, and although production costs from these units are relatively high because of low 
efficiency and high maintenance costs, mini-grids may be a least cost option the first 5 to 
10 years after establishment, when demand gradually builds up.1   
Third, the mini-grid it-self, may be supplied by electricity produced from mini and 
micro-hydropower schemes and from co-generation from biomass waste, where such 
resources are available in non-grid connected areas (EUEI, 2007). Hybrid wind-diesel 
systems are economically feasible options in specific areas with good and medium wind 
potential (Lundsager et al., 2001). The recent dramatic increase in oil prices from a level 
                                                        
1 The max distance for grid extension depends on a number of factors, such as the price of grid 
electricity, expected load in the village, prices of diesel fuel, options for clustering villages, and the 
price of transmission line. SWER technology has been introduced in a number of countries, among 
those SA,  in order to reduce the investment costs in transmission lines (Banks, 2007) 
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of 20-30 US$ for the last two decades to the present level of above 70 US$/barrel has 
changed the market conditions significantly, and recent research indicates that there is 
also economic feasible hybrid options for inland localities with low wind potential, in 
terms of  PV-diesel hybrids may be economically competitive compared to pure diesel 
solutions (Nfah et al., 2008; Mahmoud and Ibrik, 2006; Shaahid and Elhadidy, 2008; 
Indradip, 2005; Givler and Lilienthal, 2005; Banks and Aitken, 2004).  
On this background the present article explores to which extent increasing oil prices and 
declining costs of solar PV will allow hybrid PV systems to be competitive to dedicated 
diesel systems and hereby contributing to a cleaner energy production. 
2 Solar PV in a context of development aid 
So far solar PV has almost entirely been used for individual applications in terms of SHS 
in non-electrified areas. The current status of implementation of SHS points at more than 
500,000 systems in Africa, concentrated in a few countries which have engaged in 
specific SHS programmes. Kenya has about 200,000 units, South Africa about 150,000, 
Zimbabwe 85,000, Morocco 37,000 and Uganda about 20,000 (REN21, 2008; Moner-
Girona et al., 2006). Solar PV battery charging stations have been promoted as an option 
for a cheaper alternative to SHS, but has only had a limited market penetration (REN21, 
2008).  
Besides individual use, PV systems have been used for electricity supply to radio and 
telecommunication amplifiers in remote areas in most of SSA. PV has been used for  
pumping of drinking water in West Africa, Niger, Namibia and Zimbabwe (REN21, 
2008), but compared to the SHS the numbers are limited, and a high share of 
installations is no longer in use due to theft of modules and lack of maintenance. 2   PV 
is  also used in stand-alone systems providing lighting of village infrastructure such as 
schools, health centres, police stations, street lighting etc. and for refrigeration at health 
centres and maternities (FEM, 1999), but although this use is widespread in all SSA 
countries, estimations of total numbers have not been available. PV has only in some rare 
cases been used as input to production, such as irrigation, mainly because of high initial 
costs compared to alternatives such as small diesel and petrol engines (Erickson and 
Chapman, 1995; Karekezi and Kithyoma, 2002: 1079).  
The market for PV installations in developing countries has until today mainly been 
driven by direct and indirect donor funding.  PV installations have been applied in a 
number of cases although far from being a least-cost solution, when compared to small 
diesel grids and not grid-extension (Drennen et al., 1996). 3   A number of observers 
have asked the moral question, why the poorest should pay for the most expensive 
technology (Drennen et al., 1996: 15; Villavicencio, 2004: 63), 4 and researchers have 
increasingly challenged the arguments in favour of PV compared to traditional sources 
(Wamukonya, 2007, Karekezi and Kithyoma, 2002, Jacobson, 2007).  In a well 
researched study from Kenya, Jacobson (2007) shows: i) that the benefits of solar 
electrification is mainly captured by the rural middle class, ii) that solar PV plays a 
modest role in supporting economically productive and education –related activities, and 
iii) that solar PV is more closely tied to increased use of TV, and other ‘connective’ 
applications such as radio and cellular phones, than to income generation, poverty 
                                                        
2 According to Togola (2001) only 40 % of installed PV pumps for water were functioning in 2000.  
Newer estimates propose that more than 1000 PV pumps were in use in West Africa in 2007. 
3 The price for SHS are often compared to grid extension although the least-cost option would be 
small-scale diesel grids, or even battery charging by means of small gasoline gen-sets, as shown by 
Erickson and Clapman (1995).  
4 This has moral implications as long as it is a non efficient use of donor financing from the North, and 
severe economic consequences for the SSA governments, when the financing of large projects has 
been based on loans.  
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alleviation and sustainable development. Finally and not least – donor supported PV 
projects have in a number of cases only been operational for a few years due to 
economic, technical and organisational reasons (see e.g. Togola, 2001; Afrane-Okese 
and Mapako, 2003; Martinot et al., 2002) . Oddly enough, while PV systems have 
technically matured and markets have gradually developed in a number of SSA 
countries, PV for rural electrification has increasingly been perceived with scepticism 
from potential users, donors, government officials and researchers, and PV has in many 
camps been labelled as a donor driven, expensive fragile technology for the richest part 
of the rural population, with little value for productive purposes.   Changing economic 
conditions, however, seem to counter these claims. Consequently SHS will play an 
important role for electrification of dispersed settlement and outskirts of nucleated 
villages where it remains a least cost option, and to the extent that hybrid PV-diesel 
systems are economically competitive to pure diesel systems, the PV technology will 
provide the same grid based services as pure diesel systems.  The next section will 
further explore this option. 
3 Changing conditions 
During the last few years two important economic changes favouring solar PV have 
occurred. Firstly, world market oil prices which were relatively stable at a level between 
20 and 30 US$/barrel in the period from 1985 to 2003 have recently been strongly 
fluctuating, as shown in Figure 1. It peaked in June 2008 at a level higher than the 1979 
level, but decreased rapidly in autumn 2008 as a consequence of the financial crises. It 
has in august 2009 recovered to a level of 70 US$/barrel, and it is foreseen that the world 
market price in the future will remain at a high level above 70 US$/barrel (EIA, 2009). 
This means that SSA countries face a world market price of oil products, including 
kerosene for oil lamps, which is about 3 times the level of what has been the reality for 
almost 20 years.  Although existing taxation on oil products in most SSA countries, and 
targeted subsidies for specific products might reduce the effect of the world market 
prices, solar PV will become more competitive to alternative solutions for lighting, such 
as kerosene, small gasoline engines for individual households and for diesel engines in 
mini-grids.  
 
Figure 1:  Crude oil prices in US$ per barrel in nominal and inflation adjusted prices 
Secondly the cost of PV modules continues to decrease. The cost of PV modules has 
undergone significant fluctuations in recent years, but historically the cost per Watt Peak 
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has been reduced by about 20% per doubling of installed capacity as shown in Figure 2 
(EPIA, 2009a; EPIA, 2009b).  
 
Figure 2: Photovoltaic module price experience curve since 1976 (EPIA, 2009b) 
During the last 10 years, the PV market has changed from being dominated by small 
systems to very large scale installations, as a result of the feed-in regulations in 
Germany, Spain and many other industrialised countries. Grid connected solar PV has 
since 2004 experienced a six fold increase, with annual growth rates of more than 60 %. 
The growth in 2008 alone was 70%, reaching a total installed peak power of grid 
connected PV of 13 GWp in 2008. To this comes another 3 GWp of off grid PV 
(REN21, 2009). This increase in production output has reduced prices, and although the 
price reduction has been less than expected due to short term bottlenecks, such as 
shortage of silicon wafers, the European Photovoltaic Industry Association (EPIA) 
expects future price reduction to follow the  learning curve described in Figure 2 (EPIA, 
2009a).  
As a logic consequence of the market for grid connected applications, producers of 
modules and BOS equipment have concentrated their development efforts on large mass-
produced units, and their interest in specialized components for standalone or hybrid 
systems has been relatively limited. The cost reduction for PV plants for these 
applications has therefore not been so pronounced as for grid-connected systems. The 
web portal www.solarbuzz.com follows the international cost evolution of PV modules 
(those over 175 Wp) and BOS equipment, and reports the retail cost. It is therefore 
assumed to give a better picture of the real cost for a relatively small project such as a 
village electrification project in Africa.  According to Solarbuzz the average retail price 
has been reduced from 5.5 to 4.5 € from 2001 to 2009, but there are many examples of 
modules as cheap as 2€/W as per August 2009. The wide span of prices reflects that not 
all products are of equal quality and that the market is currently rather turbulent due to 
the financial crisis and change of subsidy schemes.  
The economy of scale for PV systems is mainly related to lower unit costs for BOS and 
installation costs, whereas the PV module cost is primarily a function of technology and 
brand.  In Denmark/Europe, current system price for a 1-10 kW standard grid connected 
plants is about 6 Euro ex. VAT including installation, whereas large ground based 
systems may cost well below 4 Euro/Wp. 5  
In a sub-Saharan context there are a number of factors which may cause deviation from 
this figure, for example increased transportation costs, losses due to theft and vandalism, 
                                                        
5  Personal communication with Kenn Frederiksen, EnergiMidt, referring to Danish installations and 
the German 40 MW system “Waldpolenz” 
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less strict requirements regarding component specifications and quality assurance, and 
lower labor costs. According to Moner-Girona et al (2006: 42), an African consumer 
from Uganda may pay twice as much as an Indian consumer for an equivalent system.  
There are important differences among African countries, depending on tax levels, but 
not least on sales volume and retail market structure.  However, local production, 
increased turnover and an increasingly globalized market supplied by relatively cheap 
Chinese products may gradually adapt the price level in SSA countries to the 
continuously decreasing world market level, and in combination with increased oil-
prices it may improve the competitiveness for hybrid PV systems in mini-grids presently 
supplied by diesel powered electricity. 
4 Economic assessment of hybrid PV-diesel 
mini-grids 
Hybrid system comprising hydro, PV, wind and diesel have been demonstrated at 
various scales since the 1980’s, especially for supply to isolated locations and mini-grid 
systems for rural electrification (Weisser and Garcia, 2005). Hybrids with hydro and 
wind have so far been the most widespread; as they are economically favourable 
compared to PV at sites with hydro potentials or good wind conditions (Ashok, 2007). 
For inland sites with poor wind conditions, PV hybrids, may be the least-cost option, and 
there have been optimistic claims of feasibility of PV compared to diesel since the 
beginning of the 1990s (see e.g. Singh, 1991). Until recently, however, markets seem to 
have been limited to development projects in a number of countries and specific 
demonstration projects (Phuangpornpitak and Kumar, 2007; Chokmaviroj et al., 2006; 
Stenby and Sørensen, 2006). 6  
Recently, however, hybrid solar PV-diesel systems seem to have passed the demon-
stration phase, and entered into main stream rural electrification. This development is 
exemplified by the inauguration of a hybrid PV-diesel system as part of a rural 
electrification scheme in Mali in 2008. The system is built, owned and operated by a 
private Rural Electrification Service Company (RESCO), Yeelen Kura SSD, which is 
jointly owned by the French EDF, and the Dutch Noun. Main technical and economic 
data as presented by Yeelen Kura, is presented in Table 1.   
Table 1: Key figures for PV-diesel system in Kimparana, Mali (Source: Semega, 2008; 
Diallo, 2008) 
Technical specifications Economic key figures 
Diesel  100 kVA  Investment  512.000 € 
PV 72 kWp  Subsidy 60 %
Battery  24720 Ah Tax exemption  100 % 
Present max load  25 kW Consumer price  0.27 €/kWh 
Consumers  217 households   
The system has in line with other rural electrification projects received a subsidy of 60% 
in order to facilitate a consumer price of 0.27 €/kWh.  In line with most project 
descriptions, only aggregated figures are available, and there is hence not available 
information neither on fuel costs nor expected production costs from the PV-diesel 
system.  
In the academic literature, evaluations of economic performance of small hybrid systems 
are few and superficial (Munoz et al., 2007), but recently an increasing number of 
publications almost unanimously claim that PV-diesel hybrids are economically 
                                                        
6  An inventory of hybrid (PV, wind, diesel) systems for research and demonstration is available in 
Hansen et al (Lundsager et al., 2001: 24, 25) 
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competitive compared to pure diesel solutions in various contexts  (Nfah et al., 2008; 
Mahmoud and Ibrik, 2006; Shaahid and Elhadidy, 2008; Indradip, 2005; Givler and 
Lilienthal, 2005; Banks and Aitken, 2004). 7 
Table 2:  Production prices from hybrid PV-solutions compared to pure diesel solutions 
in recent published literature. 
Diesel fuel €/l Hybrid 
€/kWh 
Diesel 
€/kWh 
Diesel gen. 
kW 
Country Source Year 
0.20 0.33 0.80 4.25 India Givler 2005 
0.53 0.40 1.20 4.25 Egypt Givler 2005 
0.07 0.12 - 10.00 Saudi Shaahid 2006 
1.00 0.58 - 15.00 Cameroon Nfah 2007 
0.43 0.34 0.41 17.00 Algeria Mahmoud 2004 
0.40 0.30 0.44 20.00 India Intradip 2005 
Results from the studies are compared in Table 2, which shows a remarkable variation of 
results. Calculated hybrid production costs are in the range of 0.12 €/kWh to 0.58 
€/kWh. These are compared to diesel production costs in the range from 0.41 to 1.20 
€/kWh. Unfortunately, interpretation of the results is difficult due to the high variation in 
diesel prices from 0.07 €/l in Saudi Arabia to 1.00 € in Cameroon. These differences are 
due to variation in crude oil prices over time and not least differences in level of 
subsidies and taxation.  
4.1 Analysis of impact of increasing oil prices 
In order to analyse the impact of increasing oil prices on hybrid PV-diesel systems, this 
paper therefore  uses fuel prices including import and retail costs, but excluding any tax 
or subsidy.  The analysis has been carried out for 4 different fuel prices; 0.31€/l, 0.42€/l, 
0.56€/l and 0.63€/l, which corresponds to a crude oil price in the range 25-90 US$/barrel. 
The analysis is conducted using a simulation case study system setup in HOMER, a 
hybrid systems analysis software package developed by National Renewable Laboratory 
(Givler and Lilienthal, 2005). The configurations that are being considered include PV, 
diesel, battery storage and a load. Three sizes of system are investigated: 250 kWh/d, 
500 kWh/d and 1000 kWh/d. 
One of the key issues when investigating feasibility of a potential system is the 
consumption profile. The difficulty includes estimating the initial consumption as well as 
the development. There can be a significant change in nature of the consumption profile 
from installation of a system until electric energy is just a commodity. 
The chosen consumption profile shown in Figure 3 is a measured profile from a 
residential area in Hurghada, Egypt (Bindner et al., 2001). The area has been electrified 
for a long period and the city is relatively well developed and includes business and hotel 
areas apart from the residential. The profile is characterized by a relatively large ratio 
between minimum and maximum load. A large ratio is often seen in systems in 
developing countries as the main use of electricity is for light and TV. However, as the 
economy develops fridges and freezers become frequent and businesses will increasingly 
use electricity. This entails a consumption profile with more than one daily peak and a 
higher minimum load as the one used here. HOMER is used to generate a full year 
consumption time series.  
                                                        
7 The research papers are mainly feasibility studies for specific cases, based on economic simulations 
carried out by means of the simulation software, HOMER, from NREL (Lilienthal, 2004).  
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 Figure 3 Daily load profile based on measurements in residential area 
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Figure 5: Solar radiation, equivalent to site in
Burkina Faso 
Figure 4: Efficiency curve for diesel
generator (same for both sizes) 
capacity at each time step is the load plus 20%. The system is assumed to be placed in
Burkina Faso. Monthly average solar radiation and clearness index is shown in Figu
The PV parameters otherwise used are the standard settings of HOMER.  The battery 
type chosen is a lead acid battery: Hoppecke 12 OPzS 1500. The converter efficiency is 
set at 92% in both directions. Investment costs are shown in Table 1.   
Table 1: Investment costs and lifetime used in simulations 8 
Component Specific Investment Specific replacement 
PV 3000 3000 100 15 
Diesel (@10kW) 250 1500 1000 €/h 15 
Diesel (@48kW) 830 730 500 €/h 15 
Battery 750€/unit 750€/unit 5136 kWh throu2 ghput
C  100onverter 720€/kW 720 15 
                                                        
8 Cost of PV is assumed to be 25 % higher in SSA than in Europe. Real lifetime should be higher than 
25 years for quality modules, so 15 years used in simulations is a conservative figure. Costs of 
diesel gensets based on purchase of 48 kW diesel genset at Risø DTU in December 2005. 
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Extra project and engineering cost for hybrid systems is set to 50,000 €. For each of the 
three systems simulated component sizes are specified. HOMER is using these 
component sizes simulating all the combinations.  
4.2 Simulation results 
The result of the economic simulations of the systems is presented in Figure 6 to 9.   
Figure 6 and 7 show the production costs per kWh depending on oil prices in US$ per 
barrel. This is shown for a small system (peak load, 37 kW) and a larger system, peak 
load 150 kW).  The figures show that for the small system, PV-hybrid is competitive to 
pure diesel systems at a crude oil price above 75 US$/barrel, while for larger systems the 
hybrid solution is competitive already for crude oil prices above 25 US$/barrel.  
Figure 7 and 8 show the production cost depending on system size for a fuel price of 75 
and 25 US$/barrel respectively. According to the simulations hybrid systems become 
more competitive with increasing system size.  This is due to a precondition of higher 
fixed engineering costs for hybrid systems than for diesel systems. In the present 
simulations efficiency of diesel gensets are modelled to be independent of system size, 
while in reality, efficiency increases with engine size.  Taking this into account will 
reduce the increasing feasibility of hybrid systems with increasing system size.  
5 Policy choices to favour hybrid PV systems 
A large number of people in SSA live in dispersed settlements or in the outskirts of 
nucleated villages, where grid electricity is not likely to reach in the near future. The 
Figure 7: Production cost per KWh depending eon fu l
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Figure 6: Production cost per KWh depending on fuel
costs for small system (37 kW peak) 
Figure 7: Production cost per KWh depending on
fuel costs for large system (150 kW peak) 
Figure 8: Production cost depending on system size
at a fuel cost of 75 USD/barrel (0.56 EUR/l) 
Figure 9: Production cost depending on system
size at a fuel cost of 25 USD/barrel (0.31 EUR/l)
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increased oil prices will leave this important market to individual solutions in terms of 
SHSs. For these areas  stand alone systems using PV have been promoted through 
various types of delivery models (see e.g. Nygaard, 2009). Due to different market 
structures for individual and collective energy solutions as outlined above, these models 
need be revisited for the purpose of hybrid systems.   
The first step in promoting hybrid PV is to create a level playing field for PV and fossil 
fuels solutions, either by removing fuel subsidies or by subsidizing PV.  Fuel for 
electricity production is often subsidized in SSA. In some cases, it is a legacy from the 
pre-liberalization regime, while in others; it is a reaction against increasing oil prices. 
Price signals at the country levels are thus not reflecting world market prices. The first 
condition for enhanced use of hybrid systems is therefore to levelling the playing field by 
harmonising import tax levels and subsidy levels for solar PV and for fossil fuel based 
solutions. In most cases, this will be to the benefit of solar PV.    
Secondly, although economically feasible under the condition of a level playing field, it 
is important to create a project volume that will reduce project risk as well as planning, 
engineering and other overhead costs of hybrid systems to a minimum. Increasing 
project volume might be facilitated by state owned utilities or through concession 
agreements, where rural electrification in whole regions is attributed to external investors 
through an international tendering process. As well the state owned utilities (e.g. in  
Morocco) and the concessionaires (e.g. in SA, Mali and Senegal) have the advantage 
compared to smaller actors that they can benefit from applying solutions such as hybrid 
systems, which may only be least cost options if applied in packages of 10 to 100 
installations. The concession model based on large external operators may further have 
the advantage compared to utilities that they have access to capital necessary for the 
extra initial investment compared to diesel solutions.   
Where such measures are in place the calculations show that hybrid PV-diesel systems 
are economic feasible already today. If, as expected, oil prices remain above 70 
UDS/barrel in the future, PV-diesel hybrid will most likely prevail in rural electrification 
in SSA within the next decade. This ensures that PV systems are comparable to fossil 
fuel based systems in terms of consumer cost and options for productive use, while at the 
same time contributing to cleaner energy production. 
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Abstract 
Production of energy carriers (oil, gas) and biochar from pyrolysis of bi omass is by  
many considered a pr omising technology for combined production of bioenergy and 
recalcitrant C suitable for sequestration in soil. The m echanism behind biochar-C 
sequestration is straightforward: Due to its recalcitrant characteristics the microbial 
decomposition of biochar is much slower in  comparison to the mineralization of the  
original feedstock. Conversion of organic residues like household waste or cereal straw 
to biochar is hence proposed a way to wi thdraw CO2 from the atmosphere and 
sequester it on a long term basis in t he soil. The experiments presented here illustrate 
the C sequestration potentials of biochar originating from fast pyrolysis of wheat straw. 
It is documented that after 47 days in soil 95 % of the added biochar-C is still present 
in the soil as compared to only 56 % if straw is applied untreated to the soil.  
The type and settings of pyrolysis influence the chemical quality of the biochar 
produced significantly. Biochar chemical analysis revealed that the degradation of 
biochar in soil appears to be proportional with the biochar cellulosic and hemicellulosic 
fraction. Furthermore, the pyrolyzer temperature settings strongly influence the 
proportion of cellulose and hemicellulose remaining in the biochar. As these b iochar 
fractions relatively rapidly are mineralized to CO2 by microbial respiration they are – 
in climate mitigation perspective - unwanted. 
At the upcoming Climate Conference in Copenhagen (COP15) December 2009, the use 
of biochar as a mitigation tool will be on the agenda and for the time being (July 2009) 
20 countries and Parties to the U nited Nations Framework Convention on Climate 
Change (UNFCCC) have made submissions to the UNFCCC seeking the inclusion of 
biochar as a climate mitigation and adaptation tool. 
1 Introduction 
One of several strategies to mitigate the impact of climate change is to sequester carbon 
in the soil. In a press release (5th of March 2009) the European Commission underline 
the crucial role soils play in mitigating climate change referring to CLIMSOIL report 
(Schils et al., 2008) that provides a comprehensive review on the interrelations between 
soil and climate change. Soils contain around twice as much C as the atmosphere, and 
five times the amount to be found in vegetation and hence constitute an enormous C 
reservoir. While poor agricultural management can have serious consequences 
dramatically speeding up the release of C em issions from soil, o ther practices can 
increase the soil C stock significantly and thereby mitigate climate change (Schils et al. 
2008).  
Pyrolysis of biomass followed by the application of t he biochar residue to soils is a 
way to increase the soil C stock. In the pyrolysis process a biomass feedstock is heated 
up to 300-600°C in an oxygen-free environment and transformed into bio-oil, pyrolysis 
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gas and biochar (charcoal). Several biomass feedstocks from household waste and crop 
residues to a nimal manures can b e transformed. Bio-oil can be used by e.g. power 
plants, the pyrolysis gas as energy input to the pyrolyzer unit itself and the biochar as a 
soil additive for long-lasting C sequestration and soil fertility improvement (Lehmann 
et al., 2006).  
At relatively low temperatures (300-600°C) pyrolysis modifies the original chemical 
properties of the biomass feedstock to form structures that are much more resistant to 
microbial degradation as compared to the original biomass. Thus, organic matter that 
otherwise rapidly degrades in soil releasing CO2 and other potent greenhouse gases, are 
transformed into a material that degrades much more slowly, thereby creating a long 
term C sin k (Figure 1). When taking into account the production of bio-oil together 
with biochar the pyrolysis technology is not only carbon-neutral, which is very often 
the vision for bioenergy solutions (Johnson, 2009), but actually carbon-negative 
(Lehmann, 2007).  
Apart from the be neficial effects of dra wing C from  the atm osphere, biochar also 
appears to be able to reduce emissions of the potent greenhouse gases methane (CH4) 
and nitrous oxide (N2O) from arable land (Yanai et  al., 2007; Rondon et a l., 2005). 
However, further studies are needed to clarify these mechanisms. 
 
 
Figure 1. Principles behind biochar-C sequestration (storage). The figure is based o n 
biochar made by slow pyrolysis technology (from Lehmann, 2007). 
In principle there are two main pyrolysis methods: slow-pyrolysis and fas t-pyrolysis 
(also called flash pyrolysis) taking place under air deprived conditions. Slow pyrolysis 
takes several hours to c omplete as t he temperature is increased slowly, while f ast 
pyrolysis is a much faster process, where a biomass is heated at a high heating rate (a 
few seconds) to produce a large fraction of liquid product (Yanik et al., 2007). Both 
feedstock and pyrolysis setup strongly influences biochar characteristics such as 
elemental composition, porosity, particle and pore sizes and fractions of easy 
degradable hydrocarbons (Lehmann et al 2006). In general higher pyrolysis 
temperatures results i n lower biochar yields (but higher output of o ils and gas) with 
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 less original structures and chemical components remaining. In the present study we 
focus on fast-pyrolysis. 
Besides soil C sequestration, biochar seems to have beneficial effects on soi l quality 
and fertility. A number studies have examined biochars effect on soil fertility and the 
majority of these have documented beneficial effects on crop yiel ds (Lehmann et al., 
2006; Oguntunde et al., 2004; Glaser et al., 2002). Amazon Basin dark-coloured soils 
(Terra Pretta), that in ancient time has been amended with large amounts of biochar by 
the native population, are supporting these findings, as these soils currently possess 
high levels of nutrients and support great crop yields (Steiner et al., 2008a). In addition, 
studies have shown that application of biochar together with fertilizer (NH4
+) increases 
crop yields as compared to pure fertilizer application (Chan et al., 2007; Steiner et al., 
2007). However, it is important to note, that the majority of biochar-studies so far have 
been done on highly weathered tropical soils or northern boreal forest soils with low 
natural soil organic C levels (Kolb et al., 2009). Hence studies with are needed in e.g. 
temperate regions like in Denmark with rather fertile soils to validate possible different 
plant and microbial responses to biochar soil application.  
The main objective of the present study is to  improve the understanding of short-term 
microbial degradation of fast py rolysis biochar in relation to different pyrolysis 
temperatures.  
2 Materials and methods 
2.1 Experimental design  
The soil used was collected (0-25 cm) in an agricultural field characterized as a sandy 
loam (Typic Hapludalf) with 11% clay, 14% silt, 49% fine sand and 25% coarse sand 
(Hauggaard-Nielsen et al., 2001). The soil was sieved (2 mm) and mixed thoroughly 
with biochar in 100ml containers (ID=48mm) containing 40g soil (38g dry weight) and 
2g of biochar produced at different temperatures, i.e.475°C, 500°C, 525°C, 550°C and 
575°C on a p ilot scale pyrolyzer (Bech et al. , 2009). The biochar was derived from 
conventional wheat straw (Triticum sp.) having a moisture content of 6.20 wt% and an 
ash content of 6.02 wt%. The straw was dried to constant weight and grinded (2 mm) 
before pyrolysis. The par ticle sizes of the ad ded biochar decreased with increasing 
pyrolysis temperature (Table 1). 
It is an ongoing experiment (72 days so far) where the soil is kept at constant water 
content (30% WHC) by regularly weighing of the containers and replacing lost water. 
The incubation is c onducted at r oom temperature (monitored to range between 20-
24°C). 
Using a similar incubation setup, a parallel study was performed comparing the 
decomposition of biochar made at 525°C with that of untreated wheat straw to 
document the effect of pyrolysis on soil C sequestration. 
Table 1. Average particle sizes of the added biochars. 
 Biochar 
475°C  
Biochar 
500°C  
Biochar 
525°C  
Biochar 
550°C  
Biochar 
575°C  
Average size (µm ±SE)  70.9±6 49.7±4.5 17.1±1.4 12±0.9 11.5±0.8 
Min-max size 18.8-489.7 10.7-223.3 2.9-100.5 2.2-55.8 2.1-59.7 
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2.2 Analysis 
The microbial carbon dioxide (CO2) respiration from each container was measured 
using infra-red gas analysis (LICOR 8100). Total C and N was measured in air dried 
and finely ground soil samples by Dumas combustion on an elemental analyzer (EA 
1110 CHN CE instruments) using 30mg subsamples.  
The bulk composition of the biochar was det ermined by classical wet chemical 
methods. This implies that the biochar is subjected to a strong acid hydrolysis, where a 
sample is treated with 72 w/w% H2SO4 at 30°C for one hour, then diluted to 4 w/w-% 
H2SO4 and eventually autoclaved at 121°C for one hour. The hydrolysates are filtrated, 
and the lignin plus char content is determined as the weight of the filter cake subtracted 
its ash content. The composition of the released carbohydrates found in the filtrate is 
determined by HPLC-analysis. In a ddition the carbohydrates are converted into 
acetates and analyzed by GCMS in order to furth er support t he identity of the  
carbohydrates. 
3 Results and discussion 
The stability of biochar is of fundamental importance as i t determines how long C 
applied to soil as biochar will remain sequestered in soil (residence time). Biochar 
residence time estimations are curren tly under debate, with opinions ranging from 
millennial (as some dating of natur ally occurring biochar suggests) to cen tennial 
timescales (Preston and Schmidt, 2006; Lehmann et al., 2006). According to Lehmann 
et al. (2006) as much as 90% of the bi ochar-C remains in the soi l after hundred years. 
However, the feedstock origin, pyrolysis settings, labile fraction and environmental 
factors such as soil type, soil water content and climate all have more or less profound 
influence on biochar degradation. In principle, long term studies of several years are 
required to fully address biochar potentials and limitation. But long term studies are 
rare and therefore residence time estimates are typically based on shorter term studies 
(months to a few years) and the use of dynamic models (Lehmann et al., 2009). 
Although the shorter-term studies do not give direct information about the longer term 
stability of biochar, increased knowledge about short-term dynamics can improve the 
model interpretations of l onger term stability. For in stance, newly produced and 
applied biochar usually contains a fract ion of easy decomposable hydrocarbons 
(Lehmann et al., 2009), which through short-term studies like the present can be 
quantified. Such quantification determines how much recalcitrant biochar that remains 
in the soil after the first initial period of decomposition.  
3.1 Biochar carbon sequestration potential 
A substantial greater CO 2 emission was e mitted from conventional straw in t he 
principal soil incubation study compared to biochar made at 525°C (Figure 2). 
Approximately 44% of the added straw was lost as CO 2 after 47 da ys as compared to 
5.2% of the added biochar C, despite a similar carbon-to-nitrogen ratio (Table 2). The 
curve pattern after 40 days indicates a stabile plateau suggesting that biochar-C remains 
to a great extent in the soil emphasizing a comprehensive C sequestration potential. 
However, in general biochar-C short-term degradations above a few percent are rather 
high compared to other studies with short-term degradations (e.g. Baldock and Smernik 
2002; Hamer et al., 2008). This might be explained by the fact that most other studies 
so far have been done on slow pyrolysis biochar, which contains less cellulose, oils and 
tars than fast pyrolysis biochar (Lehmann, 2007).  
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Figure 2. Cumulative CO2 emissions from 2g of wheat straw and biochar produced 
from the same stock incorporated in 40g soil and incubated over 47 days at 22±2°C. 
The data is presented as n et carbon emitted in proportion to the carbon added by 
subtracting the straw and biochar treatments with a reference soil (without biochar or 
straw). SE are shown (n=4). 
 
Table 2. Chemical characteristics of soil, straw and biochars (cellulose, hemicellulose, 
lignin and char) and total biochar-C loss during the incubation period. 
  C (%) N (%) C/N 
ratio 
Cellulose (%) 
(Cellulose-C
to biochar-C) 
Hemicell. (%)
(Hemicell.-C
to biochar-C) 
Lignin 
and 
char (%) 
Ash 
(%) 
Biochar 
C-loss 
(%) 
Soil 1.3 ± 0.15 8.7 - - - - - 
Biochar 
(475°C) 
45.2 1.15 39.5 30.0 
(29.5) 
5.5 
(5.4) 
46.3 15.8 10.9 
Biochar 
(500°C) 
48.1 1.23 38.9 16.0 
(14.8) 
3.0 
(2.8) 
59.9 20.1 6.5 
Biochar 
(525°C) 
50.4 1.28 39.4 7.4 
(6.5) 
1.4 
(1.2) 
69.0 21.6 4,4 
Biochar 
(550°C) 
49.3 1.13 43.7 4.2 
(3.8) 
1.5 
(1.4) 
66.0 26.4 3.2 
Biochar 
(575°C) 
49.9 1.08 46.2 2.7 
(2.4) 
0.8 
(0.6) 
66.4 27.9 2.7 
Straw 39.4 1.01 39.0 - - - - 81 
 
3.2 Biochar chemical quality and pyrolysis temperature 
Soil organic matter (SOM) is a  mixture of plant and animal residues, living and 
decaying organisms and humic substances. SOM plays a major role in sustaining soil 
productivity, partly because nutrients are rel eased during microbial SOM 
decomposition, but also because SOM increases the soils capacity to store water and 
retain cationic nutrients. Unfortunately, depletion of SOM is a common consequence of 
present land use and management (e.g. Sleutel et al., 2003; Crews and Peoples 2004). 
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Incorporation of biochar in soil have the potential to rebuild the soil C-stock on a long 
term basis as well as improving other soil properties supporting crop yields.  
One of the ‘secrets’ be hind the biological effects from biochar application is its great 
porosity (Picture 1), which increases the soils surface-to-volume ratio and hence the 
soils capability to ret ain cations (Cation Exchange Capacity) (Liang et a l., 2006). In 
addition the porosity benefits the soil microbial biomass by providing extra surface to 
colonize and by providing proximity to adsorbed SOM and protection against predation 
(Warnock et al., 2007).  
Picture 1. Porosity of biochar particles, both micro- and macropores can be seen. 
Picture to the right s hows arbuscular mycorrhiza growing into biochar pores from 
germinating spore (from Thies and Rillig, 2009). 
As mentioned earlier, both feedstock and pyrolysis settings influences the biochar 
characteristics significantly (Lehmann et al. , 2006). For instance, woody biomass 
usually ends up having a larger proportion of C retained in the biochar compared to 
other feedstocks such as sewage sludge and animal manures, which tend to leave 
biochar with a much higher content of nitrogen (N) and phosphorous (P) (Bridle and 
Pritchard, 2004; Chan et al., 2007b). As a result C/N  ratios of different biochars vary 
widely. In general a C/N ratio of 20 of organic substrates is considered the critical limit 
above which immobilization of N by  microorganisms occurs result ing in l ess N 
available for crops (Chan and Xu, 2009). The biochars used in the present study with 
straw as feedstock had C/N ratios between 38.9 and 46.2, which all are considerably 
above this limit (Table 2). However, as most of the bi ochar-C is recalcitrant and thus 
not accessible for soil microbial biomass in the short term, the actual C/N ratio might 
be significantly lower (Chan and Xu, 2009).  
In the present study all five biochar types showed considerable great CO2 emissions 
during the first week of the ex perimental period, after which the CO2 evolution 
stabilised at the level of the reference soil (with no application of biochar). This initial 
flush of CO 2 is most likely due to m icrobial mineralization of an  easy degradable 
fraction of the added biochar (Figure 3a) (Steiner et al., 2008; Hamer et al., 2004). In 
addition CO2 might be released by abiotic oxidation of biochar surfaces, a process 
described to be more significant for biochar just produced and applied to soil, than for 
biochar aged in soil for longer periods (Cheng et al., 2006).  
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Figure 3. a) Time course of soil surface CO2-flux rates after incorporation of five types 
of biochar. b) Cumulative biochar decomposition measured as net biochar-C emitted in 
proportion to biochar-C added. The o verall degradations of bi ochar were calculated 
using simple substitution calculations between the reference soil (without biochar 
application) and the soils containing biochar. SE are shown (n=4). 
 
The greatest CO2 emissions during the experiment was almost exclusively observed in 
the treatment with 475 °C biochar with small decreases in the CO2 releases towards the 
high temperature biochars (Figure 3a). These emissions correspond after 72 days to a 
total biochar-C loss of 10.9% for 475 °C biochar with a continuous decline down to a C 
loss of only 2.7% for 575 °C biochar (Figure 3b and Table 2). The mineralization of 
biochar thus appears to de crease with increasing degree of therm al alteration of the 
feedstock, which is in line with conclusions from other st udies (e.g. Baldock and 
Smernik, 2002; Bruun et al., 2008). As the pyrolysis temperature is raised a larger 
proportion of the feedstocks cellulose and hemicellulose is decomposed (Yang et al., 
2007). In the present study chemical analysis of the five different biochars revealed an  
exponential decline in the cellulosic and hemicellulosic content from 30 and 5.5% 
respectively in low temperature biochars to an almost fully decomposition in the high 
temperature biochars (Table 2) (unpublished data, Egsgaard, 2009). Thus, evidently 
there is a strong positive correlation between the sum of cell ulosic-C and 
hemicellulosic-C remaining and the degradation of the biochar (R2 = 0.99) (Figure 4). 
Provided that the c orrelation is l inear, with n o cellulose and hemicellulose in the 
biochar, the regression line intercepts at a b iochar-C loss of app. 2%. This C loss 
probably equals abiotic oxidation of biochar surfaces as well as ot her labile C-sources 
present in the biochar (Lehmann et al ., 2009; Cheng et al., 2006). In addition, initial 
‘priming’ of the microbial biomass/activity by the biochar, as discussed above, could 
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stimulate increased microbial degradation of native SOM (Wardle et al., 2008). 
However, investigation of this aspect requires isotope labeled biochar carbon in order 
to differentiate between decomposition of native SOM and biochar C. 
 
Figure 4. The five biochars cellulosic + hemicellulosic C proportion (%) plotted against 
the respective cumulative C loss (%) after 72 days of incubation. SE are shown (n=4). 
The lower temperature biochars (475, 500 °C) had C losses considerably below their 
cellulosic and hemicellulosic content. As the l ow temperature biochars had visible 
larger particle sizes (Tabl e 1) and hen ce a lower surface-vol ume ratio than high 
temperature biochars a part  of the cellulose and hem icellulose could be enclosed by 
recalcitrant aromatic structures and hence inaccessible for microorganisms (Lehmann 
et al., 2009; Cheng et a l., 2006). In th e longer time perspective biochar particles 
undergoes abiotic transformations and oxidation creates carboxy- and p henolate 
groups, which make the surface more negatively charged and hence with time 
hydrophilic (Cheng et al, 2006). It is hypothesized that this oxidation helps facilitating 
the microbial metabolism of the ot herwise highly recalcitrant aromatic ring structures 
and hydrophobic surfaces (Lehmann et al, 2009; Cheng et al, 2006) and by that expose 
further easy degra dable cellulosic material. With time, we expe ct the de gradation 
slowly to approach the initial cellulosic and hemicellulosic content after pyrolysis. 
3.3 Pyrolysis temperature and climate mitigation 
A whole system approach should be k ept in mind when optimising the pyrolysis 
process, so both the produced bio-oil and biochar-C sequestration is included giving 
the overall greatest climate mitigation effect. In t his equation, one has to t ake into 
account the calculation of ‘full emission price’ of producing and distributing the bio-oil 
to power plants as well as distributing biochar to the fields.  
If the main goal strictly is to sequester C one option is to optimize the fast pyrolysis for 
production of energy (bio-oil, gas) and biochar with low content of c ellulose and 
hemicellulose using high pyrolysis temperatures (Table 2). H owever, as pre viously 
stated, by rais ing the temperature the biochar outcome decreases and with t hat the C 
sequestration potential and the suppression of CH4 and N2O emissions (Yanai et al 
2007, Rondon et al 2005). Using a lifecycle approach Gaunt and Lehmann (2008) 
compared a slow  pyrolysis-based bioenergy system optimized for biochar and energy 
production with the same system optimized solely for energy production. Dependent 
on the system setup they concluded that avoided emissions were between 2 and 5 times 
greater when biochar was applied to agricultural lands than used solely for fossil 
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 energy offsets (Gaunt and Lehmann 2008). It st ill needs though, to be assessed on a 
real agricultural system and if th e same is true for a fast pyrolysis-based bioenergy 
system. 
The Amazonian Indians used biochar to enhance their fragile, nu trient-poor tropical 
soils increasing food productivity. If the main goal is enhancement of soil fertility, crop 
yields and sustainability, it might make more sense to add a l ow-temperature biochar 
with more of the original feedstock structures to provide the soil with easy degradable 
organic matter and by returning a larger proportion of the original feedstock back to the 
field. In order to mitigate climate change it seems sound addressing this in the light of 
food and energy security and thus the optimum might be a c ompromise of the two 
goals. 
4 Conclusion 
Fast pyrolysis of straw  to bi ochar with following soil am endment provides C 
sequestration, but the degradability of biochar is correlated with the degree of thermal 
alteration of the feedstock. It app ears that the short-term degradation of biochar is 
proportional to the c ellulosic and hemicellulosic proportion left i n the biochar. 
Furthermore the temperature settings of fast pyrolysis are important to consider, as this 
strongly influences the amount of cellulose and hemicellulose remaining in the biochar. 
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Abstract 
Supplementary lighting in greenhouses is an essential factor in optimization of 
production of e.g. potted plants and has resulted in increasing energy consumption for 
artificial lighting over the past years. Here, we present a newly developed blue/red LED 
lighting system for photosynthetic research on potted plants. The LED system 
performance, regarding spectral composition and irradiance level, is examined and 
compared with standard high power sodium (HPS) illumination over a 60 cm x 60 cm 
growth area in a typical greenhouse. Furthermore, the energy efficiency of the two 
different light sources, in the photosynthetic active radiation (PAR) wavelength region, 
is calculated and compared. The perspectives for LED lighting systems as future energy 
efficient artificial lighting in greenhouse production of potted plants are discussed. 
1 Introduction 
In Denmark, we have a relatively large greenhouse production of potted plants used 
mainly for export. In 2003 the value of this production was close to 400 million € (3 
billion Danish crowns). Due to the dark winter period in Denmark and in order to 
produce homogeneous plants of high quality all around the year, the nurseries have 
corresponding high energy consumption for artificial lighting. From year 2000 to 2006 
the energy consumption for artificial lighting has increased by 10% from 90 kWh/m2 
greenhouse area to 101 kWh/m2 greenhouse area. This increase is unfortunate since the 
nurseries in the past years have been subject for massive influence by the Danish Energy 
Agency for reducing their energy consumption.  
HPS lamps are the preferred artificial light sources used in greenhouses today due to 
their high external energy efficiency up to 35%. However, only part of the light from 
these lamps can be used for photosynthesis, i.e. plant growth. During photosynthesis 
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plants use energy from photons in the visible part of the light spectrum from 400 nm to 
700 nm, called the PAR wavelength region. Energy is primarily harvested from the blue 
and the red part of the spectrum by the two green pigments Chlorophyll a and b. 
Chlorophyll a has absorption peaks at 435 nm and 665 nm while Chlorophyll b has 
absorption peaks at 465 nm and 640 nm [1]. HPS lamps are most efficient in the yellow-
orange part of the spectrum outside these absorption peaks. In addition, HPS lamps have 
a relatively high heat radiation. As a result only part of the energy consumed by the HPS 
lamps is converted to energy that can be used directly by the potted plants. Furthermore 
HPS lamps have poor flexibility regarding spectral control and dimming possibilities.  
In contrast to HPS lamps, light emitting diodes (LEDs) have a relative narrow spectrum 
and come in many different colours which give the possibility of designing an optimal 
light spectrum for the given application by combining LEDs of suitable colours. LEDs 
have the advantage of long lifetimes up to 50.000 hours and they can easily be dimmed. 
Furthermore, the energy efficiency of high-power LEDs is expected to reach 50% within 
the near future which makes LEDs an attractive candidate and alternative to HPS lamps 
for supplementary lighting in greenhouse production.      
In the present paper, we compare the performance of a standard HPS lamp used in 
greenhouse production and one of our LED lamps developed for photosynthetic research, 
with respect to spectral composition and irradiance level over a 60 cm x 60 cm plant 
area. Furthermore, we calculate and compare the efficiency of the two different lamp 
types and discuss the perspectives for LED lighting systems as future energy efficient 
artificial lighting in greenhouse production of potted plants.    
2 LED lighting system 
The LED lighting system consists of four similar LED lamps, with red and blue LEDs, 
developed for photosynthesis research experiments. A detailed description of the lighting 
system can be found in reference [2]. The LEDs used in the lamps are chosen in such a 
way that their peaks wavelengths are close to the absorption peaks of Chlorophyll in 
order to optimize photosynthesis. The high-power LEDs used in the lamps belong to the 
most energy-efficient LEDs at these wavelength that were commercial available at the 
time of the system development1.  
A photo of a single LED lamp as seen from the side is shown in Figure 1. It consists of 
72 closely packed red and royal blue Luxeon K2 LEDs that are reflow soldered on an 
Ø110 mm circular alumina print for optimum heat transfer. The print is mounted on a 
polished copper block with water flow channels and the LED device is actively cooled 
through a water cooling system that keeps the water at a temperature of 21° C during 
experiments. A temperature sensor placed on the alumina print prevents overheating of 
the LED lamp by turning the lamp off in case of overheating.  
The LED lighting system is designed for experiments in which the light level and the 
spectral composition can be controlled. The LEDs are driven at a constant operation 
current of 700 mA using 12 individual constant current drivers per lamp (6 LEDs per 
driver) with pulse width modulation for dimming. A graphical user interface developed 
in LabView allows the user to control the dimming of the LEDs in groups of 6 LEDs in 
order to be able to change the overall light level and spectral composition (blue/red light 
ratio) of the emitted light.  
The power consumption at 700 mA is approximately 2.5 W per LED according to the 
data sheet giving a maximum total power consumption of approximately180 W per LED 
lamp. In the present experiment, the lamps are running at 60 % of the maximum power. 
The LEDs have a viewing angle 2θ½ of approximately 140° and a slightly flat topped 
                                                        
1 Since development of the lamps described here, more power full and energy efficient LEDs have 
become commercial available. 
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radiation pattern. The LED lamp can be equipped with a reflector shade (not shown in 
the figure) in order to change the radiation pattern from the device.  
The spectral composition, i.e. the ratio between blue and red light emitted from the 
lamps, and the dimming of the LED lamps can be controlled for each lamp individually 
or for the four together.  
Figure 1 Photo of a LED lamp mounted in the greenhouse 
3 Greenhouse setup 
In order to evaluate the LED lighting system in a plant production environment, the 
system is mounted in a greenhouse and the spectral composition and irradiance level 
over a plant crop area of 60 cm x 60 cm is examined and compared with the existing 
HPS illumination. A photo of the experimental setup is shown in Figure 2. Two plant 
benches (1.4 ⋅ 4.8 m2), in a typical greenhouse made of aluminum and glass, have been 
separated with white curtains along two sides in order to avoid light mixing. One plant 
bench is illuminated with the four LED lamps and a similar plant bench is illuminated 
with three existing 400 W HPS lamps. Numerical modeling have been used to find 
appropriate positions and heights for the four LED lamps so that the average irradiation 
level of the LED lighting system is comparable to the average irradiation level of the 
HPS lamps over four selected plant crop areas of 60 cm x 60 cm. A calculated optimum 
LED lamp height of 61 cm above the bench, measured from the LED print, has been 
used in the setup.  
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 Figure 2 Photo of greenhouse with LED light (left) and HPS light (right) 
4 System performance 
Plants are sensitive to light in the PAR wavelength region. Since, it is the photon flux 
rather than the photon energy that is of interest in order to obtain a high photosynthesis 
in plants, we use the photosynthetic photon flux density, PPFD, as a measure of the 
irradiance level over a given plant area in the greenhouse. The PPFD over a unit area, a, 
is defined as  
( )
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Pnm
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N E a
λ λ λ λλ−
Φ= ∫                                     (1) 
where the measurement unit is μmol (photons) m-2s-1. Here, Φλ(λ) is the spectral radiant 
power at wavelength λ, EP(λ) is the photon energy, and N=6.022⋅1023 is Avogadro’s 
number. 
The spectral composition of the blue/red LED lamp light is described by the blue light 
fraction, α, which is defined as the number of blue photons divided by the total number 
of blue and red photons using the traditional wavelength ranges 400-500 nm for defining 
the blue photon range and 600-700 nm for the red photon range. For the present studies, 
the lighting system was set to a blue light fraction of approximately 40%. 
We used a calibrated radio spectrometer with a fiber coupled integrating sphere with an 
ø10 mm input port to measure the spectrum and PPFD values over a selected area of 60 
cm x 60 cm on the LED illuminated plant bench and the HPS illuminated plant bench, 
respectively. The measurements were performed at a height of approximately 20 cm 
above the plant bench corresponding to a standard plant height. In the case of the LED 
illumination, the area selected was centred beneath one of the LED lamps and we used a 
measurement grid of 7 x 7 grid points separated by 10 cm. In the case of the HPS 
illumination, the grid was reduced to 3 x 3 grid points separated by 30 cm due to more 
homogenous illumination level achieved from the distant HPS lamps.  
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4.1 Spectral composition and irradiance level 
Figure 3 shows the measured spectra from the LED lighting system and the HPS system, 
respectively. The spectra are taken at grid points with similar PPFD densities of around 
110 μmol m-2s-1 in the two cases. The LED lamp spectrum have two significant peaks in 
the red and the blue part of the spectrum with peak values of 455 nm and 639 nm close 
to the absorption peaks of Chlorophyll, whereas the HPS spectrum shows the typical 
yellow emission together with a significant peak in the near-infrared (NIR) , i.e. heat 
radiation.  
 
Figure 3 Measured spectra of LED lamp (magenta curve) and HPS lamp (yellow curve).  
Figure 4 shows the measured irradiance levels from the LED lighting system and the 
HPS system in units of μmol m-2s-1 over the selected areas. The average PPFD values 
over the respective areas are found to be almost similar - 99 μmol m-2s-1 for the LED 
system and 114 μmol m-2s-1 for the HPS system, respectively.  
Since the LED lamps are placed relatively close to the plant bench, the irradiance level 
varies over the selected area between 50 and 160 μmol m-2s-1. The irradiance distribution 
from the distant HPS lamps is more homogenous with irradiance levels between 100 to 
125 μmol m-2s-1.  
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Figure 4 PPFD distributions measured at plant level under the LED lighting system 
(top) and the HPS system (bottom). The colour shades indicate different PPFD levels in 
μmol m-2s-1. 
4.2 Light source energy efficiency 
The light source energy efficiency, here understood as the optical power emitted in the 
PAR wavelength region divided by the power consumption of the light source, has been 
calculated for the LEDs in the LED lighting system and the standard HPS lamp. The 
efficiencies are calculated from spectrometric measurements of the LEDs and the HPS 
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lamp and selected data sheet values for the two LED types, the HPS bulb and the HPS 
reflector.  
More specific, we have measured the total photosynthetic photon flux, PPF, from a red 
and a royal blue LED at a drive current of 350 mA using the radio spectrometer and the 
integrated sphere. The PPF values were found to be 1.1 μmol/s and 0.83 μmol/s, 
respectively. The corresponding LED power consumption is calculated using Future 
Lighting Solutions “Usable Light Tool” [3] that uses data sheets values for point of 
reference. This program also calculates expected LED energy efficiencies in units of 
W/W.   
In case of the HPS lamp, only photometric data is available in the data sheet for the light 
bulb, i.e. the optical power is given as “luminous power” that takes into account the 
human eye sensitivity which is not relevant for plants.  However, using the measured 
relative HPS lamp spectrum (radiometric measurement), the CIE 1931 eye sensitivity 
function [4] and the data sheet value for luminous power from the bulb, it is possible to 
calculate the absolute HPS bulb spectrum and thus PPF and radiant power within the 
PAR wavelength region for the HPS lamp. Here, we have used a reflector efficiency of 
90% as given by the manufacturer.  
The calculated energy efficiencies in units of (μmol/s)/W and W/W for a red and blue 
LED and the HPS lamp are given in Table 1. The figures show that the HPS lamp has the 
highest energy efficiency of 1.6 (μmol/s)/W, the red LED has an efficiency of 1.1 
(μmol/s)/W, corresponding to 69% of the HPS efficiency, and the blue LED has the 
lowest efficiency of 0.7 (μmol/s)/W.  
Since development of the LED lamps, more power-full and energy efficient LEDs have 
become commercial available. For comparison, we have therefore included calculated 
energy efficiencies for the latest version of the red and blue LED advertised at the 
manufacturer homepage spring 2009 [5]. The energy efficiencies in W/W are calculated 
using “Usable Light Tool” and the efficiencies in (μmol/s)/W estimated from these 
values assuming the LED spectra are similar to the ones measured in the present 
experiment. According to these calculations, the energy efficiency of the red LEDs have 
now increased by more than10% and the energy efficiency of the blue LEDs have 
increased by 23% since the LED lamp development, demonstrating the fast development 
within the LED technology. In particular, it seems as the energy efficiency of the blue 
LEDs when given in W/W have in fact exceeded the energy efficiency of the HPS lamp.        
Table 1 Calculated energy efficiency of LEDs and HPS lamp  
Light source Efficiency*  
 [(μmol/s)/W]  [W/W] 
HPS lamp 1.6 32 % 
Red LED 1.1 14 % 
Royal blue LED 0.7 18 % 
Red LED advertised at 
manufacturer spring 2009 
(1.2)Δ 25 % 
Royal blue LED advertised at 
manufacturer spring 2009 
(0.8)Δ 41 % 
* Optical power emitted in PAR wavelength region / power consumption of light source. 
For the LEDs, optical power and power consumption is at a drive current of 350 mA.  
Δ Estimates  
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5 Discussion 
Even though the energy efficiency in (μmol/s)/W of the HPS lamp exceeds the efficiency 
of the blue and red LEDs available today, LED lighting systems are still an attractive 
candidate as energy efficient supplementary lighting in greenhouse production of potted 
plants.  
First of all, the relative rate of photosynthesis for crop plants is known to be significantly 
lower (at least 5-15%) in the yellow-orange part of the light spectrum, where the HPS 
lamp is most efficient, than in the red part of the light spectrum [1], i.e., around the 
absorption peaks of Chlorophyll, where the red LEDs are efficient. 
Secondly, HPS lamps do not “like” to be turned on and off during the day, why nurseries 
today turns on the HPS light in many hours during a day. In contrast, the LED light have 
the possibility to be controlled in such a way that light is turned on only when necessary 
and with a light level adjusted for optimized growth. Furthermore, the LED light offers a 
possibility for spectral control, i.e. the spectrum can be dynamically controlled during 
the day and/or during a growth period in order to optimize growth and flowering.  
With the present blue/red LED lighting system, we have developed a useful research tool 
that can aid in determining some of these optimization parameters, since the LED 
lighting system can be used for real greenhouse experiments in which results on potted 
plant crops with LED illumination and HPS illumination can be directly compared.  
Given the rapid increase in energy efficiency of LEDs, that is expected to reach 50% 
within the near future, combined with further horticulture research on potted plant 
cultures illuminated with LED lighting systems, LED light will play an increasing role in 
the nurseries efforts to reduce their energy consumption for artificial lighting in the years 
to come.  
6 Summary 
In summary, we have presented a blue/red LED lighting system, consisting of four 
identical LED lamps with high-power LEDs, developed for photosynthetic research on 
potted plants. The LED lamps can be controlled regarding blue/red spectral composition 
and dimming.  
The spectrum and irradiance level of the LED lighting system and a standard HPS 
lighting system is measured over a 60 cm x 60 cm growth area in a typical greenhouse. 
The LED lamp spectrum has two significant peaks in the red and blue part of the visible 
spectrum at 455 nm and 639 nm close to the absorption peaks of Chlorophyll, whereas 
the HPS spectrum shows the typical yellow emission together with a heat radiation peak 
outside the PAR wavelength region. The average irradiation levels (PPFD values) over 
the respective growth areas are found to be almost similar for the LED system and the 
HPS system, around 99 μmol m-2s-1 and 114 μmol m-2s-1, respectively.  
The HPS lamp has the highest energy efficiency in the PAR wavelength region of 1.6 
(μmol/s)/W when comparing with the red and blue LED used in the LED system. The 
red LED has an efficiency of 1.1 (μmol/s)/W, corresponding to 69% of the HPS 
efficiency, and the blue LED has an efficiency of 0.7 (μmol/s)/W. The increase in energy 
efficiency of the red and the blue LED since the development of the LED lighting system 
is calculated to be more than 10% (red LED) and 23% (blue LED) indicating that LED 
lighting systems are attractive as energy efficient supplementary lighting in greenhouse 
production of potted plants. 
 The authors want to acknowledge ELFORSK grant no 338-022 and 340-040 for 
financial support.  
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Abstract 
Magnetic refrigeration is an emerging technology that has the potential to significantly 
reduce the energy consumption in the refrigeration sector. The technology relies on the 
heating and cooling of magnetic materials upon the application and removal of a 
magnetic field, respectively. This magnetocaloric effect is inherent to all magnetic 
materials, but manifests itself stronger in some materials. The thermodynamically 
reversible nature of the magnetocaloric effect holds out the promise of a more energy 
efficient method of refrigeration compared to conventional compressor technology. 
Coupling this with an absence of ozone depleting and greenhouse contributing gasses 
gives magnetic refrigeration the potential to become an environmentally sustainable 
technology.  
The magnetic refrigeration group at Risø DTU aims to demonstrate the technology in a 
prototype magnetic refrigeration device. Our work spans a wide range of scientific and 
technological areas. At the pure science end there is the development and understanding 
of new magnetocaloric materials, while the design and implementation of a prototype 
device along with the processing of materials is at the technological engineering end. 
Tying the work together are advanced numerical computer models of the individual parts 
of the prototype. A simple yet versatile test machine located at Risø DTU is used to test 
and characterise new materials and to test the design, configuration and operating 
conditions relevant for a prototype device, while ensuring understanding through 
consistency with the numerical models.  
1 Introduction  
As is well known the global energy consumption is increasing at an unprecedented rate. 
The growing affluence of the third world brings with it the desire for commodities such 
as lighting, heating/cooling and consumer electronics. Of these, refrigeration accounts 
for a substantial fraction of the energy consumption. Refrigeration is used for space 
cooling in air conditioning equipment and for storage and transportation of food products 
both domestically and commercially. 
Depending on the exact definition of the different sectors, the fraction of reported 
electricity consumption for refrigeration is around 15% - 20% in the western world [1]. 
Obviously the fraction would be higher for countries in hotter climates, to the extent that 
cooling is affordable.  
An increase in the energy efficiency of refrigeration would be able to significantly 
reduce the world energy consumption, and thus the emission of CO2 into the atmosphere. 
Although the efficiency of, e.g., domestic refrigerators is continuously improved, there 
are still some inherent losses that increase energy consumption.  
Conventional compressor refrigeration is based on the compression and expansion of 
volatile, often harmful gasses. Although the infamous ozone layer depleting CFC gasses 
have been almost phased out, the HCFC and HFC gasses that substituted these still have 
a small ozone layer depletion potential and a significant greenhouse effect contribution 
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of up to 12,500 times that of CO2. Although, these gasses are in principle kept in sealed 
systems, these systems are often poorly maintained resulting in a surprisingly high yearly 
leakage rate of as much as 30 % [2] 
Magnetic refrigeration is a technology that can potentially meet the challenge of high 
energy efficiency. Thermodynamically the process can run almost reversibly with very 
few losses [3]. This is coupled with zero greenhouse gas emission due to the solid nature 
of the refrigerants and use of water based heat transfer fluid. However, as will be 
discussed in the following this may only be reached through careful design and 
optimisation of each constituent part of a magnetic refrigeration device. 
2 Magnetic refrigeration 
2.1 The magnetocaloric effect 
In conventional compressor based refrigeration the temperature of the refrigerant, often a 
gas or a gas/liquid mixture, is changed by compression and expansion. The temperature 
of a gas increases when it is compressed, as known by anyone who has noticed the 
increase of temperature of a bicycle pump after use. Upon expansion the temperature of 
a gas decreases as observed after using a can of spray paint. 
The magnetocaloric effect is the change in temperature of a magnetic material under the 
influence of a magnetic field, analogous to that of gas discussed above.  
A ferromagnet is what in every day terms would be called a magnetic material, i.e. it is 
strongly attracted by a magnet. When a ferromagnetic material is magnetised the 
temperature increases and conversely it cools down when it is demagnetised by 
removing it from the magnetic field, see Fig. 1.    
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Figure 1: The temperature of a magnetocaloric material is increased by ΔT upon 
magnetisation and decreased again upon demagnetisation by removing the magnetic 
field. 
A number of points are worth noting for the magnetocaloric effect. Firstly, the 
temperature change of the magnetic material increases as the magnetic field strength is 
increased, e.g., by using a more powerful magnet. Secondly, the temperature change is 
most pronounced close to a certain, material specific, temperature known as the Curie 
temperature. This is the temperature above which the ferromagnet becomes unmagnetic, 
that is, it loses its ability to be attracted by a magnet. Values of the Curie temperatures 
are found across a broad range from the lowest temperatures close to absolute zero 
(−273.15 °C) to high temperatures such as that of iron (1316 °C). For room temperature 
application of the magnetocaloric effect a material with a Curie temperature close to 
room temperature is desirable.    
Risø-R-1712(EN) 108
2.2 Gadolinium 
Ever since the first experiments with room temperature magnetic refrigeration in 1976 
the benchmark magnetocaloric material and material of choice for prototype devices has 
been gadolinium (Gd) [4]. This is mainly due to the near room temperature Curie 
temperature of 20 °C. Similar in appearance to lead; gadolinium is an element of the type 
known as a rare earth. The rare earths are a limited resource that is primarily mined in 
China.  
Figure 2 shows the temperature change of gadolinium when magnetised by a 1.1 tesla 
magnetic field. It is seen how the maximum temperature change is about 3.3 °C and that 
this maximum is indeed located close to the Curie temperature of 20 °C. 
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Figure 2. The temperature change of gadolinium upon magnetisation by a 1.1 tesla field. 
The data was recorded at Risø DTU. 
Although the ready availability and machinability of Gd make it useful in magnetic 
refrigeration test devices, it is not foreseen to be used in commercial refrigeration 
devices. This is mainly due to the price and its tendency to corrode in water. Also, the 
Curie temperature cannot be altered as this is intrinsic to the material. This limits the 
working temperature range of a Gd based refrigerator. 
3 Application of the magnetocaloric effect 
As it is seen in Figure 2 the temperature change associated with the magnetocaloric 
effect is too small to be utilised in a reasonable way. Therefore application of the 
magnetocaloric effect for actual cooling (or heating) purposes relies on the creation of a 
temperature span that is significantly larger than the temperature change. The scheme of 
active magnetic regeneration (AMR) is designed for this. By the combination of repeated 
magnetisation and demagnetisation of magnetocaloric material, each separated by the 
alternating movement of a heat transfer fluid, see Fig. 3, a temperature span is 
progressively built up. In this way a temperature span of as much as 6 times the 
temperature change of the isolated material has been reached. 
However, having one temperature at one end of the plate of magnetocaloric material and 
another at the other end means that only part of the plate is actually at the Curie 
temperature, i.e. is operating optimally. Having a material with a varying Curie 
temperature would thus be advantageous. Being an intrinsic property of a material the 
Curie temperature cannot be changed without chemical modification. Such a 
modification often consists of doping small amount of impurities into the material. For 
example, adding up to 15% erbium to gadolinium reduces the Curie temperature by as 
much as 28 °C [3]. However, as erbium is also a rare earth elements the same concerns 
regarding cost as well as corrosion apply. 
Risø-R-1712(EN) 109
Te
m
pe
ra
tu
re
(a)
S
N
(b)
Te
m
pe
ra
tu
re
 
S
N
(c)
Te
m
pe
ra
tu
re
(d)
Te
m
pe
ra
tu
re
 
(e)
Te
m
pe
ra
tu
re
(f)
Te
m
pe
ra
tu
re
 
Figure 3: The principle of active magnetic regeneration cycle. Plates of a 
magnetocaloric material are placed in a tube full of water with a piston at both ends.  
The cycle starts in (a). In (b) the magnetic field is applied, the plates heat up and heat 
the water. In (c) the pistons are moved and the heat can be removed from the warm end 
of the device. In (d) the magnetic field is removed, cooling down the plates and thus the 
water. The pistons are moved back in (e) where heat can be absorbed into the cold end, 
returning the device to the initial condition in (f). 
A large number of materials have been studied in order to find the ones best suited for a 
magnetic refrigeration application around room temperature. Many different types of 
magnetocaloric materials have been found from pure elements and metal alloys to 
intermetallic compounds and ceramics. Many of these, however, are expensive, 
poisonous, prone to corrosion or hard to produce.   
3.1 Ceramic magnetic materials 
The ceramic magnetic material La0.67Ca0.26Sr0.07Mn1.05O3, referred to as LCSM for 
simplicity, has a Curie temperature of 21 °C. None of the constituent elements are 
hugely expensive, and being a ceramic material it is not prone to corrosion. The material 
is prepared and processed at Risø DTU in bulk quantities using a relatively simple and 
low cost method.  
Although the magnetocaloric effect of this material is not amongst the highest, the 
properties discussed above along with the possibility of tuning the Curie temperature 
makes it attractive for a refrigeration device. During preparation the Curie temperature of 
the material may be varied continuously from -6 °C to 96 °C by varying the Ca to Sr 
ratio. As will be discussed below LCSM can easily be processed by low cost methods. 
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3.2 Magnets 
An important part of any device that utilises the magnetocaloric effect is the magnetic 
field source. Magnetic fields may be created using electromagnets. The power 
consumption of these is, however, very high in order to create even a modest magnetic 
field. An alternative is to utilise superconducting magnets. While these provide a very 
high magnetic field, they are often large and complex and require cooling by, e.g., liquid 
helium, which is expensive. 
At present, permanent magnets present the only viable option, certainly for small scale 
applications. The magnet material of choice is NdFeB. Discovered in 1982, with only 
minor improvements since then, it remains today the most powerful magnet material 
available. NdFeB magnets are found in a very wide range of applications from electro-
motors and magnetically levitated trains to paper clip holders and children’s toys.  
3.3 World status on devices 
A biannual conference series on magnetic refrigeration at room temperature is held under 
the auspice of the International Institute of Refrigeration with the attendance of about 
100 people from around the world.  
Around the world a number of research teams are working on different aspects of the 
implementation of the magnetocaloric effect. This has resulted in the construction of 
more than 29 magnetic refrigeration test devices [4].  
A noteworthy machine is the one built by a Japanese group led by Professor Okamura. 
This gives a cooling capacity of up to 550 W, significantly higher than even a large 
domestic refrigerator. However, the machine is very large and heavy and the maximum 
temperature span is only 7.5 °C. Another important machine is the one built by a 
Canadian group led by Dr. Rowe. This is very small and compact, yielding up to 50 W of 
cooling and a maximum temperature span of 29 °C. Inherent to all machines is that when 
yielding the maximum cooling power the temperature span is zero, conversely when 
achieving the maximum temperature span the cooling power is zero. Therefore, 
operating a machine in some intermediate way, that gives a reasonable cooling power, 
whilst still maintaining a useful temperature span is desired.   
4 Magnetic refrigeration at Risø DTU 
At Risø DTU there is a group of about 15 people working on different aspects of 
magnetic refrigeration. The various challenges related to the application are addressed.  
The aim is to design and construct a prototype magnetic refrigeration machine with 
commercially relevant cooling power and temperature span. As the success of such a 
machine is very dependent on the optimised design, a simple test device has been 
constructed. The idea is that as many lessons as possible will be learnt from the test 
device in order to implement a more complex prototype machine with fixed design 
elements. 
4.1 Simple test device 
The simple test device constructed at Risø DTU has been designed to be modular, 
versatile and easy to use [5]. Plates of a magnetocaloric material are held in place with a 
certain spacing in a plastic block with Perspex tubes fixed at eachend. Water (or any 
other heat transfer fluid) is moved in between the plates by pistons in the tubes, see Fig. 
4. The whole system can be moved in and out of a permanent magnet assembly yielding 
a 1.1 tesla magnetic field.  
All movements and timings can be controlled accurately and the temperature span and 
cooling load can be measured. Indeed, such control of the process is very important as 
the output of the device has been found to be very sensitive to even minor changes. 
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The test device has been used extensively to learn how best to implement the 
magnetocaloric effect in an application, and also in order to test new materials. The 
maximum temperature span achieved is 10 °C. However, as it is a very small and non-
optimised device the yield has not been expected to be record high.  
Each experiment takes some time to prepare and perform. So in order to conduct many 
experiments in a controlled way a computer simulation of the test device would be 
useful.  
 
 
Figure 4: The test device at Risø DTU, showing the tube containing the heat transfer 
fluid within a cylindrical magnet.  
4.2 Numerical model 
An advanced two dimensional numerical model of a magnetic refrigeration device has 
been developed at Risø DTU [6]. The only inputs to the model are the physical 
properties of the magnetocaloric material and heat transfer fluid as well as process 
parameters such as the geometry, timing and movements. 
The results given by the model have been found to be in good agreement with those 
found experimentally using the test device. Therefore, a large scale study involving more 
than 21,000 runs of the model has recently been conducted. This has yielded information 
regarding the optimal geometry, plate spacing and timing parameters, important for the 
construction of the prototype machine. An equivalent study using the test device would 
have taken 2½ years of continuous work.  
  
4.3 Magnet assembly 
Numerical modelling has also been used extensively for the design of the permanent 
magnet assembly for both the test device and the prototype machine. Due to the price of 
the NdFeB permanent magnet material, the challenge is basically to create as large a 
magnetic field as possible using as little magnet material as possible [7]. It is of course 
also important that the magnetised volume has a sensible and useful shape and size. 
Also, the stray magnetic field outside any magnetic refrigeration machine must be 
minimal both for safety and practical reasons. 
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The design chosen for the test device is the so-called Halbach cylinder, named after 
Klaus Halbach who invented it in 1981, see, e.g. [7]. This is basically a hollow cylinder 
that is divided into segments, each magnetised in a certain direction, see Fig 5. The bore 
within the cylinder has a high and homogeneous magnetic field and the field outside the 
cylinder is essentially negligible. 
 
 
Figure 5: The Halbach magnet for the test device. Left: Picture of the actual magnet at 
Risø DTU. Right: Result of a computer simulation of the magnet. Red indicates a high 
magnetic field, blue a low magnetic field. The arrows indicate the direction of 
magnetisation for the individual blocks. 
4.4 Designing the prototype 
Although the Halbach cylinder is useful for the test device due to its simple design and 
relative ease of assembly it is not considered to be applicable for the final prototype 
design. 
Instead of moving the magnetocaloric material linearly in and out of the bore in a 
cylinder it seems more practical to design a magnet with high and low field regions 
within it. Such a magnet assembly has been designed at Risø DTU and is presently being 
constructed. The magnetocaloric material will be rotated around from region to region, 
allowing a more smooth and continuous movement. Also, the magnet is continuously 
utilised in contrast to the Halbach situation where the high field region is left empty half 
of the time. 
Processing the magnetocaloric materials into the right shape and size is of the utmost 
importance for the success of a refrigeration device. Easy passage of the fluid through 
the machine is important to keep the energy consumption low. Conventionally the 
magnetocaloric material is in the form of packed powder through which fluid is forced. 
To minimise pressure losses the prototype machine at Risø DTU will have regular 
channels for the fluid. A way of achieving this is by using regularly spaced flat plates of 
magnetocaloric material. 
4.5 Materials processing 
Results from the numerical model and the test device indicate that the magnetocaloric 
plates should be as thin as possible with the minimum possible spacing. The ceramic 
materials discussed above are well suited for this as they may fairly easily be processed.  
One of the methods for processing the ceramics is tape casting. Here, powder of the 
ceramic material is suspended in a paste. This is poured onto a moving tape the thickness 
being adjusted by a so-called doctor blade, see Fig 6. After drying and sintering the 
result is thin plates of the ceramic material. The advantage of this approach is that large 
amounts of the plates can be made fairly easily and cheaply. Also, by modifying the 
paste dispenser for the tape caster, tapes of several different materials may be 
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simultaneously cast adjacent to each other. In this way plates can be made with a varying 
Curie temperature across the plate.    
 
Figure 6: Left: The principle of tape casting. A paste is poured onto a moving tape and 
smoothed out by a blade. Right: An example of a plate of the magnetic ceramic material 
LCSM made by tape casting at Risø DTU. 
Another processing technique is extrusion. Here, a viscous paste of the magnetocaloric 
material is pressed through a mould into the desired shape in a process similar to a 
classical meat mincer, where a screw forces the meat forward through a plate with holes 
in it. The extruder mould is designed to give a structure with a regular array of channels 
at a desired spacing, see Fig. 7. 
 
Figure 7: A piece of an extruded structure. The structure contains a regular array of 
square holes separated by thin walls of the magnetic ceramic material LCSM material.  
5 Outlook 
Combining each of the above considerations allows for the design and construction of an 
optimised prototype magnetic refrigeration device. Using magnetocaloric material in the 
shape of plates will reduce the power consumption of the device compared to using a 
packed powder. Optimising the geometry and spacing of the plates using the numerical 
model will increase the efficiency of the device. Careful consideration of the magnet 
design will significantly reduce the cost. This will also be the result when using cheap 
materials that may be easily processed. These optimisations are verified by experiments 
performed using the test device. 
Although much work has been done in the area of near room temperature magnetic 
refrigeration most of it is at a basic scientific level. A commercially attractive prototype 
device has not yet been presented. Several groups are working on producing such a 
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prototype, amongst these the group at Risø DTU where the prototype is planned to be 
ready at the end of 2010. 
As only laboratory scale devices exist it is difficult to assess performance of such a full 
size device. However, the results from these experimental devices indicate the possibility 
of a high efficiency if the device is constructed in an optimised manner. 
Another area where the magnetocaloric effect may be applied is heat pumps. Heat pumps 
are becoming increasingly popular for domestic heating purposes. Although this has not 
been the focus of studies into magnetic refrigeration the technology may just as well be 
applied in reverse to create a heat pump. Utilising the high energy efficiency expected 
from magnetic refrigeration for heating purposes would be able to further reduce CO2 
emissions.    
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Option values of concentrating solar power and 
photovoltaic for reaching a 2°C climate target 
S. Manger, R. Pietzcker, N. Bauer, T. Bruckner, G. Luderer 
Abstract 
In this paper we discuss the role of solar electricity as well as the relative importance of 
concentrating solar power (CSP) and photovoltaics (PV) for reaching cost-optimal 
energy related greenhouse gas abatement under the constraint of a 2°C climate protection 
target.  
We use the hybrid energy-economy-climate model ReMIND to analyze the use of solar 
electricity to understand which parameters determine the deployment of one or both solar 
technologies. We first carry out a literature review of recent studies on costs and 
potentials of CSP and PV. After consolidating the data into one set of parameters, we 
implement the two technologies in ReMIND. The results show that solar power 
technologies supply a significant share of electricity in the optimal abatement scenario. 
A sensitivity analysis of the investment costs of CSP demonstrates that while investment 
costs have a major influence on technology deployment, CSP is used over a wide range 
of values. Furthermore we calculate option values for the solar technologies by running 
different climate stabilization scenarios in which either PV, CSP, or both, are excluded. 
These option values serve as an indicator for the strategic relevance of individual 
technologies to achieve the climate protection target. Our results suggest that excluding 
solar electricity from the generation mix increases the total mitigation costs as measured 
by GDP differences by about 80%.    
Keywords: Photovolatic, Concentrating solar power, Learning rates, Modelling 
1 Motivation 
After the rapid installation of wind power capacity since the mid 1990s, power 
generation directly from the sun using PV or CSP is increasingly being recognized as a 
major contributor in the future energy mix. A recent example of this increased interest is 
the German “Desertec” project which brings together leading companies and utilities in 
order to develop CSP systems as part of an African-European partnership. The decreased 
availability of fossil fuels and the aspired realization of the 2 degree climate protection 
target requiring substantial CO2 abatement are leading the R&D to environmentally 
sound technologies (like PV or CSP). Solar energy has a huge potential – approximately 
3 900 000 EJ reach the earth surface every year, which is one order of magnitude larger 
than the assessed potential of non-renewable energy sources [9]. However, as both PV 
and CSP were only recently developed and have high initial costs, only minor 
deployment has taken place: in 2007, solar energy contributed less than 0.2% to the 
global primary energy consumption. Nevertheless, both technologies have experienced 
and will continue to see major cost decreases due to technological learning as cumulated 
capacity increases. This expectation has lead to an impressive market growth for PV in 
the last ten years, and renewed interest in CSP projects in Spain, California and North 
Africa over the last five years.  In the future, both technologies will compete with each 
other in two different ways:   
1. Due to their dependency on solar radiation, both technologies require similar 
site conditions. However this rivalry is partly reduced as (a) the overall solar 
potential is very large, (b) PV – contrary to CSP – only requires diffuse sunlight 
and can be used at low irradiances and (c) PV is well-suited to distributed 
applications.  
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2. Both technologies are deemed “learning technologies”. The concept of 
technological learning describes cost reductions due to capacity development, 
design improvements or cost reductions associated with economies of scale. 
Thus, the two technologies compete for private investments and governmental 
support during the learning phase until they break even with incumbent 
technologies in terms of electricity production costs. 
2 Technology Background 
Solar energy can be converted directly into electricity using photovoltaics, or indirectly 
with thermal CSP plants. PV cells generally exploit semiconductor materials to use the 
photoelectric effect. The production of PV is currently dominated by poly and mono-
crystalline silicon modules, which present 94% of the market. Better understanding of 
materials and device properties has resulted in continually increasing cell efficiencies, 
but single-junction cells are thermodynamically limited to a maximum theoretical power 
conversion efficiency of about 31%. The other 6% include new technologies like thin 
films made of amorphous silicon or cadmium telluride and organic photovoltaics. [7]  
PV power generation is easily scalable to adapt to local requirements: for the decentral 
powering of a water pump it is possible to use single modules with 200W capacity, for 
grid-connected power supply they can be combined into arrays of up to 60MW capacity. 
CSP technologies use focusing optics like mirrors for concentrating sunlight on an 
absorber. The absorber contains a heat transfer medium like water or oil which is heated 
to high temperatures of 400 or 1000°C, depending on the technology. The thermal 
energy can either be directly used in a secondary circuit to generate electricity via steam 
turbines or be stored for a transformation into electricity at a later time. The two main 
viable types of CSP systems are linear trough systems and power tower systems. A 
trough system uses either long, parabolic mirrors or Fresnel mirrors constructed from 
many flat mirrors positioned at different angles to focus solar radiation to a line absorber. 
A power tower system consists of a large field of mirrors (heliostats), concentrating 
sunlight onto a point-like receiver at the top of a tower, thus producing higher radiation 
densities and heating the working fluid to about 1000°C.  
The present paper focuses on PV and a generalized CSP technology. The issue of 
differentiation between the main types of CSP systems is not elaborated here. 
3 The ReMIND-G Model  
We use the hybrid model ReMIND – G that couples a macroeconomic growth model 
with a highly disaggregated energy system model [1] and the climate model ACC2 [21] 
to determine the role of solar electricity under the constraint of an upper limit on global 
mean temperature change (cf. Figure 1). [2],[12] 
The macroeconomic growth model belongs to the class of Ramsey-type growth models 
and is formulated as a centralized maximization problem of an intertemporal welfare 
function. The Ramsey model is generally used for the analysis of intertemporal 
consumption, saving, and investment decisions. But it is also used within the context of 
energy, climate change and technological learning due to improved technologies and 
future scarcities, increased resource costs and emissions restrictions. Subject to a number 
of constraints ReMIND calculates a general equilibrium solution over the time horizon 
2005 to 2100 in time steps of five years. For all experiments, a pure rate of time 
preference of 1% was used.   
The energy system model represents the economic sector of ReMIND at a high level of 
techno-economic disaggregation of the energy system. Each technology is an energy 
conversion process that requires capital and fuels. The model distinguishes between 
exhaustible and renewable primary energy carriers. The extraction costs of the  
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 Figure 1: overview of the model structure 
exhaustible resources (uranium, coal, gas, oil) are given by Rogner Curves [13], [18] to 
incorporate the intertemporal scarcity due to increasing extraction costs. The renewable 
energy sources wind (on- and offshore), hydro, solar, geothermal and biomass are 
restricted by annual production potentials, which are divided into grades with different 
full load hours to represent the diverse site conditions. The most important technologies 
representing the different conversion routes originating from primary energy carriers are 
presented in Table 1. Regarding solar technologies the model distinguishes between 
photovoltaics (PV) and concentrating solar power (CSP) through differences in their 
parameterization such as investment, operation, and maintenance costs, load factors, 
learning rates, floor costs and technical potential. 
As both technologies are powered by solar radiation they compete for production sites. 
To model the rivalry in land use endogenously we implemented the geographical 
potential in addition to the technical potential. The geographical potential is the ”land 
area” that remains from the theoretical potential once geographical and anthropological 
restrictions are considered. The geographical potential creates the competition between 
CSP and PV in ReMIND-G: the area used by PV plus the area used by CSP must be  
Table 1: Conversion routes from primary to secondary energy carriers 
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 Table 2: Storage technologies subdivided to variation. 
equal to or less than the total solar geographical potential. 
To model technology development of comparatively young technologies like wind, PV 
and CSP through learning-by-doing, we use the ”learning curve concept” [10]: costs 
decrease as a power law as cumulated installed capacity increases. To reflect that 
learning slows down as a technology matures, we modified this commonly used 
relationship by splitting investment costs into learning costs and floor costs. The former 
can be reduced through the normal learning curve, while the latter specify the minimum 
costs that are reached asymptotically at very high cumulated capacities. Thus, total 
learning slows down as the floor costs are approached.  
Renewable energies are intermittent and thus require storage to achieve a stable 
electricty supply once they make up a large share of generation. We implemented storage 
requirements for wind, offshore wind and PV along the following lines:  
Variations in output are divided into day-long (e.g., day-night for PV), week-long (e.g., 
one week without wind) and seasonal variations. The storage technology required by 
each class of variations is stated in Table 2. Costs and efficiencies of the storage 
technologies are based on the values stated in [4] and expert interviews. Quite 
intuitively, the amount of storage required depends on the penetration rate of the 
fluctuating technology for which the storage is used. Even without any renewable 
energy, the existing production capacities and the distribution network already need a 
certain flexibility, as both production and demand fluctuate. Adding a minor new  
Figure 2: Storage requirements as a function of the share of generation. The left panel 
depicts the storage need for each additional unit of PV capacity. The right panel depicts 
the total storage need. 
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 Figure 3: Learning curve a) PV b) CSP. Values above 5GW (PV) and 0.4GW (CSP) are 
projections into the future performed by the individual studies. 
fluctuating source does not have a large impact on the system as the individual 
uncorrelated fluctuations (e.g., wind and PV) cancel each other out. As one technology 
dominates the energy mix, however, its fluctuations have much more impact on the 
energy system and thus require more storage. This observation was implemented as 
follows: Taking electricity from PV as an example, the marginal storage required for 
keeping the system stable while adding another kW of PV rises linearly with the 
penetration rate. This leads to the effect that the total amount of storage required to 
compensate the PV usage increases with square of the penetration rate of PV, as depicted 
in Figure 2. 
4 Data 
To determine the cost and production potential parameters for PV and CSP, we 
performed an extended literature review.  
4.1 Costs 
Numerous studies have analyzed cost parameters and learning curves [6],[8],[10],[11], 
[15],[16],[17],[20] since the boom starting at the end of the 90s. Although economic 
cycles (due to, e.g., scarcity of feedstock silicon or feed-in tariffs) caused price 
fluctuations lasting for 2-4 years, over longer time scales PV consistently showed a very 
high learn rate of 20±3%. The resulting learning curve and its position with respect to the 
values from different studies can be seen in Figure 3a. 
For CSP, the data base is much more limited. The only commercial plants are the SEGS 
plants in California. Apart from that, several smaller research and demonstration projects 
were built, but few cost data exists. Parameterization is further complicated by the fact 
that heat storage – one of the main advantages of CSP over PV – has only once been 
implemented in a commercial plant, namely Andasol 1 in Spain. We therefore used 
studies in which costs from the individual parts – power block, solar field and heat 
storage – are scaled up to yield a configuration which can be used as base-load plant: a 
12-16h storage CSP plant with a solar multiple of 3, able to produce 5500 full load hours 
at a DNI1 of 2400 kWh/m²/a [14],[15],[19], [22],[25]. For CSP trough technology, which 
was already used for 400MW of power plants, values between 4000 and 9000 $/kW are 
stated, while for the power tower technology – a much less mature technology with only 
30 MW of cumulated installed capacity – costs of 6500 to 11000 $/kW are projected. To 
aggregate the values for trough and tower plants into a “combined CSP”- 
parameterization, we used the learning curve for trough technology and doubled the 
capacity additions required to achieve a given cost reduction. Thus, the current cost of a  
                                                        
1 Direct Normal Irradiance (DNI) is the total amount of sunlight that directly hits a plane which is kept 
perpendicular to the incident rays. 
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 Table 3: Parameterization of PV and CSP 
trough power plant at 400 MW cumulated capacity is equal to the cost of “combined 
CSP” at 800 MW of cumulated capacity. The learning curves are shown in Figure 3b. 
Our final parameterization for both technologies is displayed in Table 3. 
4.2 Potential and capacity factors 
To calculate the technical potential of solar technologies, researchers have used world-
wide satellite data for DNI and constructed GIS-based filters to exclude areas that are not 
available for power plant construction due to geographical (marsh, sand desert, forest, 
slope>2%) or anthropological (habitation, agriculture, cultural site) reasons [23],[24]. 
Using our own power plant parameterization, we calculated the total electricity that 
could be produced on the land area given by [23]. We then used regional conversion 
factors from DNI to the diffuse irradiance on a fixed tilted surface to calculate the PV 
potential.  
When aggregating the regional potentials into one global potential (see Table 5), we 
strongly decreased the total potential for the upper grades to reflect that some regions 
only have very low-grade potentials. Even though one region like Africa can have a very 
high grade 1 potential which is theoretically sufficient to supply the whole world with 
electricity, in reality this would not happen due to transmission costs between continents. 
 
 
Table 4: Regionalized technical potential for annual electricity production from CSP. 
Calculated from [23] 
 
Table 5: Adjusted global technical potential for electricity production from CSP and PV 
in ReMIND-G 
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5 Results 
This section shows the major results from the simulations carried out with the model 
ReMIND-G, considering two basic classes of scenarios: BAU (business-as-usual) and 
POL (policy). In the BAU case we simulate a development as if no climate policy was 
imposed. Thus there is no constraint on global CO2 emissions. Within the POL scenario 
the CO2 emissions are limited to the EU climate policy target to avoid a global warming 
by more than 2°C compared to the pre-industrial level. Moreover, for both BAU and 
POL runs two main technology scenarios are distinguished: Basic and Solar.  
5.1 Basic Scenario 
In the “Basic” scenario we simulate a development with PV but without CSP power 
plants, representing the default ReMIND setting. Figure 4 represents the development of 
the energy system for the BAU and the POL case. In both cases, the electricity 
production increases steadily during the century from 89 EJ in 2005 to 490 respectively 
450 EJ in 2100. The energy demand is determined largely by two factors: the assumed 
population growth scenario (exogenous assumption) and the economic growth calculated 
endogenously by ReMIND-G. Only the continuous decrease of fossil fuel resources and 
the increase in energy efficiency dampen the upward development of electricity 
consumption.  
The electricity production in the BAU case is mainly based on fossil fuels like coal, gas 
and oil. The use of coal increases strongly over time because of low costs and flexible 
trade and replaces gas and oil during the first half of the century. As for renewable 
energies, wind and biomass become competitive after 2010 due to increasing extraction 
costs of coal. The use of solar energy will not start before 2060. Nuclear energy will be 
used as a substitution for coal at the end of the century. Due to the high share of coal, 
CO2 emissions are particularly high during the first half of the century. 
In the policy scenario, drastic changes in the energy system are induced by climate 
policy. While the use of fossil fuels is significantly reduced and coal is completely to 
 
Figure 4: Basic case: technology mix in the power sector a) BAU case b) POL case   
 
Figure 5: Solar Scenario: technology mix in the power sector a) BAU b) POL 
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phased out, renewable technologies and nuclear energy are developed earlier. In contrast 
to the BAU scenario wind and solar energy play an increasing role already after 2020. In 
2100 the share of renewable technologies in the electricity mix accounts for a total of 
90%. In addition, nuclear energy and gas (NGCC) combined with CCS technology are 
deployed. 
5.2 Solar Scenario 
In the ”Solar” scenario we additionally implemented CSP to investigate how the two 
solar technologies influence each other. Figure 5 shows the changes in the electricity 
mix caused by CSP. 
The Solar BAU scenario is similar to the Basic BAU scenario: Coal is still the dominant 
energy carrier and quickly replaces gas and oil. Renewables contribute only a minor 
share, with CSP being deployed from 2075 onwards. CSP completely replaces PV, and it 
is being deployed a bit stronger than PV was in Basic BAU. Nuclear energy is 
reintroduced about 2080, but it is deployed to a lesser extent than without CSP.  
The availability of CSP leads to fundamental changes in the Solar policy scenario as can 
be seen in Figure 5b. Most notably, CSP becomes the major electricity source, supplying 
more than 50% from 2075 onwards. The contribution of other renewable technologies is 
reduced. Nevertheless, the share of renewables reaches about 90% of total electricity 
from 2060 onwards. The uranium that was required in the middle of the century in the 
Basic Policy scenario is now used earlier. This allows ReMIND to slightly reduce the 
gas use in the electricity sector and employ it instead for heat or transport (not displayed 
here). At the end of the century, the share of renewables in the electricity sector reaches 
98%. Accordingly, the emissions of the electricity mix adjust to zero by the end of this 
century.  
5.3 Option Values of Solar Technologies 
To analyze the importance of solar electricity for achieving the EU climate target, we 
calculated the changes in mitigation costs which have to be paid to limit global warming 
to 2°C. As proxy for the mitigation costs we use global discounted GDP, cumulated from 
2005 to 2100, and calculate the relative reductions in GDP in POL compared to BAU.  
To calculate the option value of a technology, we run a scenario in which this technology 
is excluded from both BAU and POL. Accordingly, ReMIND must invest into other, 
more expensive technology options, and thus a lower GDP will be calculated, leading to 
higher mitigation costs.  
We compared the relative mitigation costs for 4 scenarios: “No Solar” (neither CSP nor 
PV), “Basic” (no CSP), “No PV” and “Solar” (CSP and PV). As can be seen in Figure 6, 
not using solar power at all increases mitigation costs greatly by more than 80%, from 
0.44% GDP in the Solar case with both CSP and PV, to 0.78% GDP in the No Solar 
scenario. Furthermore we find that with the current parameterization, CSP can 
 
Figure 6: Relative GDP reductions mitigation costs as percentag of GDP for different 
technology scenarios. 
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easily compensate for excluding PV (mitigation costs increase by 3%), while the reverse 
does not hold (mitigation costs increase by 39%). This is probably due to the larger 
dependence of PV on electricity storage which becomes more and more expensive as 
share of generation increases (cf. Ch. 3). In contrast, CSP uses mostly cheaper thermal 
storage which is already included in the plant layout and thus does not become more 
expensive with increased share of generation.         
5.4 Sensitivity Analysis 
As CSP is still a newly developed technology with little commercial experience, the cost 
parameters are subject to major uncertainties (cf. Ch. 4). In order to test the robustness of 
our results, we performed a sensitivity analysis on investment costs. 
Figure 7a shows the shares of CSP and PV in the cumulated electricity production from 
2005 to 2100 for the POL scenarios. As investment costs for CSP increase, less and less 
electric power is produced by CSP plants, while the share of PV is increased. While CSP 
is completely replaced in the BAU scenario if the investment costs exceed 9000 $/kW, it 
is still used in the policy scenario due to emission constraints.  
Figure 7b shows the temporal evolution of the electricity mix for the POL scenario with 
CSP investment costs of 10000 $/kW. In comparison to Figure 5, the decreasing share of 
CSP in the power production becomes apparent. Apparently, PV compensates the 
electric power generation by CSP when this technology is used less. 
In summary it can be stated that CSP will play an important role in the electricity mix in 
both the POL and the BAU scenario. Due to uncertainties of investment costs and 
neglected grid integration costs we have made sensitivity analysis with increasing 
investment costs to estimate the range where CSP is still employed. The results indicate 
that CSP is even employed in the policy mix if costs are increased by 45% . This implies 
that we have a high margin of safety to cover the risks of uncertainty and grid 
integration. Nevertheless, increasing investment costs leads to a slow replacement of 
CSP and higher mitigation costs. 
 
 
Figure 7: Parameter variation ( a) Share in cumulated electricity production by CSP 
and PV in the policy scenario (b) Elecricity mix with CSP inv. costs of 10000 $/kW 
6 Conclusion 
In this paper we present the results of using the hybrid-energy-economy-model ReMIND 
to analyze the role of solar electricity as well as the relative importance of CSP and PV 
in the future energy mix under the constraint of the 2°C EU climate protection goal. The 
model takes into account the competition between PV and CSP, both for constructions 
sites with strong irradiance and for investment capital to achieve cost reductions from 
technological learning. The dynamics of technological progress are modelled 
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endogenously through a learning curve approach. To determine the robustness of the 
model results, we varied the investment costs of CSP. 
The results show that solar power technologies will supply a significant share of 
electricty in the optimal abatement scenario if a stringent climate target of 2°C is to be 
met. In the BAU scenario coal dominates the electricty mix due to low costs. Either PV 
or CSP are deployed from 2070 onwards, with both cases resulting in the same GDP 
values.  
In the Policy scenario the energy system is radically restructured due to the required CO2 
abatement, leading to an electricity mix that is dominated by renewable energies, 
especially CSP and PV. Without CSP implemented, PV plays the major role in the 
energy mix, supplying about 50% in 2100. When CSP is introduced, it becomes the 
major electricity source, supplying more than 50% from 2075 onwards. It replaces most 
of PV, the other renewables are reduced, nuclear energy is used earlier and CCS is not 
used anymore in the electricity sector.  
To analyze the importance of the two solar technogies, we calculated how the GDP 
difference between BAU and POL cases, which acts as proxy for mitigation costs, 
changes when an individual technology is removed from the model. We find that 
exluding solar electricity increases GDP losses by more than 80%. Furthermore, if only 
one solar technology is used, PV is readily replaced by CSP with only minor GDP 
losses, while the inverse is not true. 
We can conclude that if policy makers decide to enforce climate protection, CSP will 
play an important role in the power mix due to its base load capability and the resulting 
low electricity production costs. This result is emphazised by our sensitivity analysis: Up 
to a cost increase of 45%, CSP remains part of the generation mix in the Policy scenario. 
This leaves a wide safety margin for possibly underestimated investment costs or grid 
integration costs, which are neglected in ReMIND. Therefore it seems important to 
implement CSP in other models to test and consolidate the herein discussed results.  
In ReMIND, the PV share of electricity generation is greatly reduced as CSP is 
introduced into the model. In reality, the rivalry and the resulting crowding-out will 
probably not be as severe due to several reasons:  
1. while CSP plants will only be built by major energy suppliers, PV was in the 
past mainly financed decentrally by private capital. As increased private capital 
flowing into PV is expected once grid parity is achieved, small-scale PV growth 
may even accelerate much faster in the future.  
2. It is impossible to know if all expectations about technological learning will 
come true. Thus, a prudent policymaker will not solely rely on one learning 
technology but rather try to promote both. 
3. Due to its scalability, PV can be used in many less-developped regions to power 
villages not connected to a central electricity grid. This is not possible with CSP 
plants which require the economies of scale of 50-400MW-plants to be 
economically feasible. 
4. In certain regions, CSP cannot be used due to low direct sunlight. PV only 
requires diffuse light, so its geographic deployment zone is larger than that of 
CSP. 
To better analyze the influence of regionally limited potentials and to avoid 
overestimating CSP deployment, it is necessary to implement CSP systems in a model 
with a higher regional resolution. This might also allow the estimation of grid integration 
costs via the proxy of interregional electricty imports and exports and would probably 
lead to a partial replacement of CSP by PV due to its decentralized utilization.  
Furthermore, it needs to be stressed that there is little commercial experience with both 
tower CSP and thermal storage. Thus, the results of our analysis might change in the 
near future when cost data from several projects being realized in 2009 or 2010 (more 
Risø-R-1712(EN) 133
than 5GW of new constructions are projected until 2012) is included in our 
parameterization.  
Owing to these caveats, the presented results should only be seen as a first sketch of the 
possible importance and deployment of solar technologies as we could not give adequate 
credit to all possible barriers and constraints. 
7 References 
[1] Bauer, N., Edenhofer, O. and Kypreos, S.: “Linking Energy Systems and Macro-
Economic Growth Models”. Journal of Computational Management Science 
(Special Issues on Managing Energy and the Environment), 2006, 5, 95-117. 
[2] Bauer, N. et. al: “Impact of technology and emission oriented policies on the 
system, welfare and the climate system”. In Preparation 
[3] BMU: „Erneuerbare Energien in Zahlen – Nationale und International 
Entwicklung“. Internet Update. 2008 
[4] Chen, H., Cong, T.N., Yang, W., Tan, C, Li, Y. and Ding, Y.: “Progress in 
Electrical Energy Storage Systems: A Critical Review”. Progress in Natural 
Science, 2009, 19, 291-312  
[5] EU PV Technology Platform: “A Strategic Research Agenda for Photovoltaic Solar 
Energy Technology”. European Communities, 2007 
[6] Frankl, P., Menichetti, E. and Raugei, M.: “Final report on technical data, costs and 
life cycle inventories of PV applications”. Deliverable n° 11.2 - RS 1a of the 
NEEDS (New Energy Externalities Developments for Sustainability) project. 2005  
[7] Ginley, D., Green, M. A. and Collins, R: ”Solar Energy Conversion Towards 1 
Terawatt”. MRS Bulletin. 2008, 33, 355-372 
[8] International Energy Agency: ”Energy Technology Perspectives 2008 –Scenarios & 
Strategies to 2050”. 2008  
[9] Johansson, T. B., McCormick, K., Neij, L. and Turkenburg, W.: “The Potential of 
Renewable Energy”. International Conference for Renewable Energies, Bonn, 2004 
[10] Junginger, M., Lako, P. Lensink, S., van Sark, W. and Weiss, M.: ”Technological 
Learning in The Energy Sector”. ECN, University Utrecht, 2008  
[11] Keshner, M. and Arya, R.: ”Study of Potential Cost Reductions Resulting from 
Super-Large-Scale Manufacturing of PV Modules”. National Renewable Energy 
Laboratory, 2004,  
[12] Leimbach, M., Bauer, N., Baumstark L. and Edenhofer, O.: ”Mitigation Costs in a 
Globalized World: Climate Policy Analysis with ReMIND-R”. Accepted for 
Publication in Environmental Modeling and Assessment, 2009 
[13] Nuclear Energy Agency: “Uranium 2003 - Resources, Production and Demand”. 
2003 
[14] Neij, L., Borup, M., Blesl, M. and Mayer-Spohn, O: ”Cost Development—an 
Analysis Based on Experience Curves”. Deliverable 3.3—RS1A of the NEEDS 
(New Energy Externalities Development for Sustainability) project. 2006 
[15] Neji, L.: ”Cost Development of Future Technologies for Power Generation – A 
Study Based on Experience Curves and Complementary Bottom-Up Assessments”. 
Energy Policy, 2008, 36(6), 2200-2211  
[16] Nemet, G.F.: ”Interim Monitoring of Cost Dynamics for Publicy Supported Energy 
Technologies”. Energy Policy, 2009, 37, 825-835 
[17] PV-Track: ”A Vision for Photovoltaic Technology”. European comission, 2005 
Risø-R-1712(EN) 134
[18] Rogner, H.: “An Assessment of World Hydrocarbon Resources”. Annual Review of 
Energy and the Environment, 1997, 22, 217-262 
[19] Sargent&Lundy LLC Consulting Group Chicago: ”1. Assessment of Parabolic 
Trough and Power Tower Solar Technology Cost and Performance Forecasts”. 
National Renewable Energy Laboratory, 2003 
[20] Schaeffer, G.J., Seebregts, A.J., Beurskens, L.W.M., de Moor, H.H.C., Alsema, 
E.A., Sark, W., Durstewicz, M., Perrin, M., Boulanger, P., Laukamp, H. and 
Zuccaro, C.: “Learning from the Sun”. Final Report of the PHOTEX Project. Report 
ECN DEGO: ECN-C–04-035, ECN Renewable Energy in the Built Environment. 
2004,  
[21] Tanaka, K. and Kriegler, E.: “Aggregated Carbon Cycle, Atmospheric Chemistry 
and Climate Model (ACC2)”. Reports on Earth Systems Science 40, Max-Planck-
Institute of Meteorology, Hamburg, 2007 
[22] Trieb, F.: ”ATHENE - Ausbau thermischer Solarkraftwerke für eine nachhaltige 
Energieversorgung“. Working Package 1.3 of the DLR Project „SOKRATES 
(Solarthermische Kraftwerkstechnologie für den Schutz des Erdklimas)“. 2004  
[23] Trieb, F., Schillings, C., O’Sullivan, M., Pregger, T. and Hoyer-Klick, C.: “Global 
Potential of Concentrating Solar Power”. SolarPaces Conference Berlin, September 
2009.  
[24] Tzscheutschler, P.:”Globales technisches Potenzial solarthermischer 
Stromerzeugung”. Energie Management Verlagsgesellschaft mbH, IFE, 48 , 2005 
[25] Viebahn, P., Kronshage, S., Trieb, F. and Lechon, Y.:  ”Final Report on Technical 
Data, Costs, and Life Cycle Inventories of Solar Thermal Power Plants”. 
Deliverable 12.2-RS Ia of the NEEDS Project. 2008,  
Risø-R-1712(EN) 135
Solar energy – new photovoltaic technologies 
Peter Sommer-Larsen 
Risø National Laboratory for Sustainable Energy, Technical University of Denmark 
Abstract 
Solar energy technologies directly convert sunlight into electricity and heat, or power 
chemical reactions that convert simple molecules into synthetic chemicals and fuels. The 
sun is by far the most abundant source of energy, and a sustainable society will need to 
rely on solar energy as one of its major energy sources. 
Solar energy is a focus point in many strategies for a sustainable energy supply. The 
European Commission’s Strategic Energy Plan (SET-plan) envisages a Solar Europe 
Initiative, where photovoltaics and concentrated solar power (CSP) supply as much 
power as wind mills in the future. 
Much focus is directed towards photovoltaics presently. Installation of solar cell occurs 
at an unprecedented pace and the expectations of the photovoltaics industry are high: a 
total PV capacity of 40 GW by 2012 as reported by a recent study. 
The talk progresses from general solar energy topics to photovoltaics with a special 
focus on the new photovoltaic technologies that promises ultra low cost solar cells. 
Unlike many other renewable energy technologies, a pipeline of new technologies is 
established and forms a road towards low cost energy production directly from the sun. 
1 Solar energy technologies  
Solar energy may become a major component of future sustainable energy supply in the 
form of solar thermal heating, photovoltaics and concentrating solar power. Targets for 
deploying solar energy are continually increasing, and it is too early to definitively state 
how much energy solar systems will supply globally. 
Theoretically, solar energy is the largest renewable energy source. The Earth receives 
more energy from the sun in just 1 hour than humanity uses in a whole year. Solar cells, 
solar thermal heating systems and concentrating solar power plants are well-proven and 
mature technologies that have been installed at an unprecedented pace in the past few 
years. 
A continuing increase in the installation rate is strongly correlated with declining 
production costs. This reduction is still needed to make photovoltaics in particular and, 
to a lesser degree, solar thermal heating and concentrating solar power cost efficient and 
to make the price of energy produced by these technologies similar to other sources of 
electrical power, heating and cooling. 
Various industry segments, research institutions and public bodies such as the European 
Technology Platforms have laid roadmaps for incrementally improving the technology, 
scaling up capacity and deployment scenarios. These plans target the need to reduce 
production costs and are the background for the ambitious targets described below. 
Solar thermal heating and photovoltaic technologies include both centralized and 
distributed generation of energy and offer a geographical spread of generation over most 
of the industrialized world. Concentrating solar power targets power plants located in the 
sunniest regions of the world. The visions of the solar energy sector call for massive 
deployment of both centralized power plants and distributed power generation: building 
integrated heating and photovoltaic panels. 
This vision constitutes a paradigm shift in energy supply. It requires adopting control and 
storage technologies that allow the harvested energy to be utilized. Fulfilling the vision 
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 requires planning, and starting now, deployment on a large scale, and the industry must 
strive to reduce production costs while building up production capacity. 
Globally, a capacity of 145 GW of thermal equivalent (GWth) of solar thermal heating 
was installed by 2008; 13 GW grid-connected and approximately 14 GW total 
photovoltaic electric capacity (GWel) was installed by 2008; and about 1 GWel of 
concentrating solar power by 2008. The solar thermal heating market has grown by at 
least 30% annually in recent years. The photovoltaics market increased by 110% from 
2007 to 2008, and several new concentrating solar power plants are under construction. 
2 The promises of current photovoltaic 
technologies  
The European Commission’s Strategic Energy Plan (SET-plan) envisages a Solar Europe 
Initiative, where photovoltaics and concentrated solar power (CSP) supply as much 
power as wind mills in the future. The European Photovoltaic Industry Association 
(EPIA) in their proposal for a Solar Europe Industry Initiative establish a roadmap for 
research, development, and deployment resulting in much reduced production costs for 
photovoltaics – reductions that form the basis for establishing PV as a mainstream clean 
and sustainable energy technology providing up to 12% of the European electricity 
demand by 2020, and 20% by 2030, and even 50% by 2050. 
This roadmap deals with current Silicon and thin film solar cells and it relies on a careful 
analysis of the incremental progress in technology and production methods. It is strongly 
related to the historic and anticipated relation between production costs and production 
volume – exemplified in a very high learning rate of 22% until 2006 and an anticipated 
future learning rate of 20%, which slowly decrease to 15% over the next decade. 
The milestones for cost reduction and technological progress in the SEII are: typical 
turn-key large system price of 2 €/Wp by 2015 and <1.5 €/Wp by 2020; PV electricity 
generation cost in Southern EU of 0.13 €/kWh in 2015 (below retail electricity prices = 
grid parity) and below 0.06 €/kWh by 2030 (below wholesale electricity prices); grid 
parity in most of EU by 2020; Typical commercial flat-plate module efficiency up to 
20% by 2015 and up to 25% by 2030; Lifetime of PV modules of up to 40 years for c-Si 
and thin film technologies by 2020. 
3 New photovoltaic technologies  
A host of new solar cell technologies are currently being investigated and developed. 
Approaches based on classical semi-conductors like quantum well solar cells and perfect 
crystalline nano-structures are well described in [1] as is also the dye sensitized solar 
cells and organic photovoltaics. 
From the group of organic photovoltaics the present presentation deals with polymer 
solar cells [2-5] as perhaps the most promising technologies for future ultra-low cost 
solar cells. These organic conjugated polymer based solar cells take advantage of low-
cost, large area, solution-based manufacturing via spin coating, ink-jet printing and 
screen printing, and allowing the development of applications on flexible substrates. A 
recent series of papers details printing and processing methods of polymer solar cells and 
demonstrate the feasibility of these production methods [6-10]. The US based Konarka 
Technologies Inc is now marketing polymer solar cells. During the last decades, polymer 
solar cells have been widely investigated, and power conversion efficiency (PCE) up to 
5% has been obtained. But still, the criteria of PCE and large area processing presently 
limit the commercialization of the polymer solar cells. It is conceivable those polymer 
PV systems become economically competitive in the future and that they may be more 
environmentally friendly to produce. 
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A very recent paper [11] evaluates the environmental and economical potential of 
polymer solar cells. In particular the environmental impact – take an example expressed 
as energy payback time – of polymer solar cells is evaluated to potentially become much 
lower than for traditional multicrystalline Silicon (mc-Si) solar cells: the paper estimates 
an energy payback time as low as 2½ months for a flexible solar cell in contrast to 2 
years for mc-Si cells. 
The energy payback time is in fact a key figure in evaluating the net energy generation of 
a solar cell technology in a deployment phase. As all roadmaps are based on a relative 
fast deployment, it appears that the net-generation within the deployment period may 
become substantially higher for polymer solar cells than for Silicon solar cells despite 
their lower efficiency and lifetime. Due to the reduced lifetime, it takes a larger installed 
capacity of polymer solar cell than mc-Si cells to generate the same amount of energy 
after the deployment period has ended. 
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Principles of Sizing 2G Biofuel Plants and 
Biorefineries 
By Chresten Meulengracht, EthanoLease Aps 
 
Abstract 
Traditional practice for oil&gas based chemical plant design and operation is simple: the 
bigger the better. Both the unit cost of construction and the unit cost of operation 
(measured in e.g. USD/barrel produced) are reduced when the size of the facility is 
increased - economies of scale has been demonstrated successfully for decades. This is 
partly due to many years of engineering development, and that plants based on gas and 
liquids collected at central locations (upstream oil&gas production) are easily scaled up in 
remote locations without requiring more manpower. Examples from the oil and gas 
industry will be shown. The bio industry is in comparison very new and based on solid 
feedstock (straw, wood, etc) which must be collected over large areas. Engineering design 
and construction practices are still in its infancy, and there are yet no engineering design 
rules and calculation methods for 2G biomass (i.e. cellulosic) based chemical plants. In 
addition collection and transportation costs of the biomass feedstock increase with 
distance to the plant, and therefore an optimum “collection radius” can be calculated. 
Calculation examples for optimizing the size of bioethanol plants under various 
assumptions will be given. The conclusion is that at this stage of development of 2G 
biofuel plants and biorefineries, “economies of scale” means small decentralized plants 
located very close to the source of biomass feedstock. Following many years of experience 
with designing these plants and collecting biomass economically over larger areas, it may 
be possible to increase the size of plants to match the traditional oil&gas based plants. 
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1 The Development of the Traditional Oil 
Industry and Plant Sizes 
(Ref [1] – [7]) 
The oil industry started similar to other industries with small (and risky) production 
plants. The early beginning took place in the US where Colonel Drake pioneered the 
modern methods for drilling for oil in Pennsylvania in the 1850’ies. 
By 1860 there were 15 refineries in operation in the US. Known as "tea kettle" stills, 
they consisted of a large iron drum and a long tube which acted as a condenser. The 
capacity of these stills ranged from 1 to 100 barrels a day.  
In the early 1900's, the introduction of the internal combustion engine and its use in 
automobiles created a market for gasoline that laid the foundation for rapid growth of the 
petroleum industry.  
Prior to World War II in the early 1940s, most petroleum refineries in the United States 
consisted simply of crude oil distillation units. Most modern refining processes became 
commercially available within 5 to 10 years after the war ended and the worldwide 
petroleum industry experienced very rapid growth.  
In the United States the construction of new refineries came to a virtual stop in about the 
1980's. However, many of the existing refineries have revamped many of their units 
and/or constructed add-on units in order to increase their crude oil processing capacity. 
Figure 1 shows that the number of refineries decreased since 1980 in the United States, 
as capacity increased – slowly. 
 
Figure 1 – Number of US Refineries pr. 1.January 2009 (Ref. [6]) 
 
 
The 1980s saw the development of offshore exploration projects, which were in much 
more challenging conditions than had previously been attempted. The Troll field in 
Norway was one example; another was in the Gulf of Mexico where a new well was 
drilled at a depth of 2.3 km, a new record. 
The size of upstream drilling and production facilities has been increasing steadily over 
the decades, to reach greater drilling depths, water depths and production capacities. This 
has happened both to keep feeding the ever increasing market demand for oil and gas 
and to drive down costs per barrel of oil (or gas equivalent) produced.  
This is clearly demonstrated by the below Figure 2 which shows incremental increases in 
water depth with time. 
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 Figure 2 – Subsea completion records by PetroBras offshore Brazil (Ref. [7]) 
 
 
The above are just a few clear indications that progress takes place to i) increase capacity 
per plant to reduce costs per barrel and ii) the changes takes place incrementally building 
on prior experience and not in great risky quantum leaps. 
There are a number of reasons for this (intuitively logical) development: 
1. The costs of oil and gas plants are great, sometimes exceeding a billion USD per field 
or per refinery 
2. You can implement a certain limited number of improvements compared to previous 
plants since R&D activities take time to develop new technology 
3. Most large scale industries are very risk averse since failure will be remembered for 
many years 
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2 Development of Scale from Lab to Industry 
(Ref [8] – [9]) 
A number of stages should be used when conducting development from idea to industrial 
production of any chemical process, as a minimum : 
1. Laboratory Experiments: Certain aspects of the process are investigated by handling 
small amounts of raw materials, in order to characterize the chemical reactions in 
mathematical terms. 
2. Pilot plant experiments: During this phase the first scale-up problems are identified 
and dealt with, such as impurities in the raw materials, operation over long periods, 
equipment reliability and heat losses. 
3. Demonstration unit: This is the first industrial unit on a modest scale, e.g. 1/10 of the 
expected industrial production level. This is however an expensive and time-consuming 
step which often is attempted to dispense with. 
4. Full scale (proto-type) production unit: This is a full scale plant, and since it is the first 
of its kind, it will require longer than normal to commission, and design and equipment 
may have to further optimized.  
The key issues making it necessary to scale up in steps rather than going directly from 
laboratory scale to industrial scale are heat and mass transfer issues, especially those due 
to convection. Temperature has a major impact on the speed of reactions, and conversion 
rates are therefore highly influenced by e.g. equipment geometry which impacts flow 
patterns and thereby temperature profiles. The presence of turbulence measured by the 
Reynolds number is important for e.g. CSTRs – continuously stirred tank reactors, to 
achieve proper blending and uniform reaction conditions. 
As part of the scale-up efforts is necessary to develop mathematical process simulation 
models to be able to predict the process under varying process conditions, and design 
equipment. This model will typically be able to calculate reaction rates and heats, heat 
losses and mechanical losses such as friction losses and losses in pumps and 
compressors. 
By a 2G bio refinery is meant a chemical process plant based on solid non-food biomass 
such as straw, corn stover or wood as raw material. In theory almost all chemical 
compounds can be produced on the basis of biomass, but in the following only 
bioethanol production plants based on fermentation of cellulose and hemicellulose will 
be considered. 
The 2G bioethanol industry is still in its infancy and just at the brink of embarking on 
demonstration and prototype plants. This again means that engineering knowledge and 
experience is also at its infancy and there is only little operational experience available 
for developing engineering rules. This also means that it is not currently possible to 
construct successful large scale plants from a pure engineering point of view. 
Verenium in Louisiana is a case that demonstrates these principles. Firstly, a pilot plant 
was opened in 1999, and during 2006 the company completed upgrades on the pilot 
facility, enabling it to conduct combined C5 and C6 fermentations. This pilot plant can 
process approximately two tons of biomass per day into ethanol. It is operated as an 
R&D facility to improve the company’s process technology and to validate the 
company’s process on a wide variety of biomass feedstocks. 
Next door to the pilot facility, Verenium has recently constructed a 1.4 million gallon per 
year demonstration plant and plan to have it in operation by year end.. Preparations are 
also being made for Verenium’s first commercial-scale facilities, which are expected to 
produce 30 million gallons of ethanol per year. 
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3 Bio (Ethanol) Refinery Logistics and Economic 
Assumptions 
In order to carry out economic evaluation of the optimum bio refinery size, the key 
technical and economic assumptions need to be defined. 
The key differences between oil and gas based production facilities and 2G biomass 
based production facilities are: 
1. Collection and transportation costs per energy unit are much higher for 2G 
biomass based production plants than for oil and gas. Oil and gas can be 
transported in pipelines with pumps and compressors. This technology has been 
developed over decades and is highly efficient. The bigger the transportation 
capacity, the lower the costs per unit volume. Solid biomass in the form of 
straw, corn stover and wood is on the contrary much more energy and time 
consuming to collect and transport. 
2. Current technology is adapted to direct use of oil and gas is both refineries and 
chemical factories. Biomass, on the other hand has to be pretreated in order to 
release the valuable chemical components, C5 and C6 sugars, for further 
processing to useful chemical compounds such as ethanol. 
The above two factors are challenge both technologically and economically. The 
technology is under development but it is currently not known what the optimum plant 
sizes are. 
The previous sections have been concerned with showing that from an engineering point 
of view, the 2G Bio Refinery industry must go through further engineering development 
before large capacity plants can be constructed. This is similar to the oil and gas industry 
which has undergone continuous development for more than a century, both from a 
technology and a production capacity point of view. 
The following sections will be concerned with showing that with current technology, 2G 
bio refineries have an optimum size under a given set of assumptions, and this size 
should obviously be sought to make them as economic as possible. 
For simplification we will only look at production of 2G bioethanol (also written as 
EtOH in the following). This type of facility has all the challenges, including collection 
and transport of 2G biomass and conversion of all types of sugars. 
The economic competitiveness of 2G bioethanol production is highly dependent on 
feedstock cost, which constitutes 35-50% of the total ethanol production cost, depending 
on various geographical factors and the types of systems used for harvesting, collecting, 
preprocessing, transporting, and handling the material. 
In the following sections 5 and 6, the following key reference plant data will be used: 
¾ Production capacity = 12 M3 / day 
¾ Plant CAPEX = 3.1 MM EUR 
¾ Plant OPEX = 2 MM EUR 
¾ Straw cost = 87 EUR / MT 
¾ Average supply of straw = 2 MT per hectare (assumed to be 50% of the capacity 
if land is only used for straw based crop production) 
Plant CAPEX and OPEX have been based on general industry norms and experience at 
current price levels. 
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4 Bio (Ethanol) Refinery CAPEX / OPEX versus 
Capacity 
Generally there is a correlation between total CAPEX (Capital Expenditure) and total 
OPEX (Operational Expenditure) with total production capacity, but it is rarely directly 
proportional. 
In this section, the CAPEX and OPEX have been estimated for the production range 2 – 
40 M3 EtOH / Day on the basis of the reference plant with a production capacity of 12 
M3 EtOH described in the previous section. The results are shown in Figure 3. 
For other production capacities, the CAPEX is estimated using formulas shown in Ref. 
[11]: CAPEX(prod.cap.Y) = CAPEX(prod.cap.X) * (Y/X) ^ 0.7 
Concerning OPEX, the costs are assumed to vary in the following ways : 
a) Costs for enzymes, chemicals and fuel vary proportionally with production capacity 
b) Costs for manning vary proportionally with CAPEX 
c) 50% of the costs for straw vary proportionally with production capacity and the 
other 50% vary proportionally with the square root of the production capacity 
relative to the reference plant production capacity. The reason for this is that the 
area (assumed to be proportional to the supply of straw) increases with the square of 
the distance, and it is assumed that ca. 50% of the straw costs are associated with 
collection and transport. 
 
Figure 3 – Total CAPEX and OPEX in MM EUR as a function of daily production 
capacity 
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The above Figure 3 shows that, as expected, total CAPEX and OPEX increase with 
increasing production capacity. 
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In the traditional oil and gas industry, CAPEX and OPEX per volume unit decreases 
with increasing production capacity. This is the classical economies of scale. This also 
applies to the CAPEX of 2G bio refineries, however not to the OPEX per produced 
volume unit, as shown in figure 4. The main reason is that the supply costs of biomass 
raw material increases with production capacity. 
 
Figure 4 – CAPEX and OPEX in EUR per M3 EtOH as a function of daily 
production capacity 
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This is further substantiated by Figure 5 which shows that the collection radius increases 
with increasing production capacity. 
 
Figure 5 – Collection Radius in km as a function of daily production capacity 
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5 Bio (Ethanol) Refinery Optimum Capacity 
The previous sections have studied the logistics and costs of constructing and running 
bio refineries. In order to determine the optimum size under a given set of conditions, it 
is necessary to calculate the after-tax net present value (NPV) of an investment into a bio 
refinery. Given any set of conditions, we can still study the influence of changing some 
of the key parameters and make conclusions on the importance of changes to the initial 
assumptions. 
Figure 6 shows how NPV varies with production capacity under a pre-defined set of 
standard conditions which are : 
¾ Ethanol price = 0.67 EUR / Liter 
¾ 7% discount rate 
¾ 10 year production period (additional years will not impact NPV greatly) 
¾ 90% plant uptime 
¾ 30% income tax, with  all costs are expensed immediately for tax purposes 
 
Figure 6 – Net Present Value in MM EUR as a function of daily production 
capacity – Standard Conditions 
 
The optimum daily production capacity is found to be 24 M3 EtOH, corresponding to 
approx. 10 million liters per annum design capacity (shown in the following figures 7 – 9 
as a red stapled line). The NPV under these conditions is approx. 1.4 million Euro. 
 
Figure 7 shows a sensitivity analysis by increasing straw costs by 10%. The optimum is 
then reduced significantly to 16 M3 EtOH / Day, and the NPV is reduced to almost 0, all 
other conditions being the same. 
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 Figure 7 – Net Present Value in MM EUR as a function of daily production 
capacity – Straw Costs Increased by 10% 
 
 
As shown by Figure 8, the influence of increasing the equipment costs by 10% is far 
lower, so in other words the NPV is less sensitive to CAPEX (percent) changes than 
OPEX (percent) changes. 
 
Figure 8 – Net Present Value in MM EUR as a function of daily production 
capacity – Equipment Costs Increased by 10% 
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 Figure 9 shows there is significant sensitivity towards changes in ethanol prices. An 
increase of 10% increases the NPV for a production capacity of 24 M3 EtOH / Day, 
from 1.4 to approx. 4.5 million Euro. The optimum production capacity is almost 
doubled to 44 M3 EtOH / Day which results in an NPV of approx. 5.5 million Euro. 
 
Figure 9 – Net Present Value in MM EUR as a function of daily production 
capacity – Ethanol Price Increased by 10% 
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6 Conclusion - Where will 2G Bio Refinery Sizes 
Go? 
 
Traditional economies of scale apply to upstream and downstream oil and gas plants, 
where the unit cost of production decreases with increasing production capacity. This has 
resulted in increasing plant sizes since the beginning of the oil and gas industry 150 
years ago. 
On the other hand, 2G bio refineries have an optimum size which depends on a range of 
factors. In this paper 2G bioethanol plant economics was studied under a realistic set of 
assumptions. 
Under these assumptions it was found that the optimum size is a design capacity of 10 
million liters per annum of bioethanol. This corresponds to a collection radius of approx. 
6 km, given that 50% of the surrounding land is used for straw based crop production. 
It seems that the optimum plant size is most sensitive to straw costs (and thereby 
collection radius) and (fuel) ethanol prices. These are obviously very hard parameters to 
control, so it seems advisable to enter into long term contracts for both purchasing straw 
and selling bioethanol to ensure that the economics is well managed. 
There is currently a lack of engineering knowledge and experience for designing and 
operating 2G bio refineries. As the experience base grows over the years the basis for 
reducing the unit cost of production will also grow. As technology develops both for 
collection and transport of biomass, and processing equipment, a shift of the optimum 
production capacity will probably take place. 
The optimum production capacity may shift will be towards smaller and more local 
plants, if the main improvement is in CAPEX. However if the main improvement is in 
collection and transport costs, the shift may be towards larger and more central plants. 
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Abstract 
How will the future, sustainable energy system look like? The answer to this difficult 
question depends on a number of technical but also political and socio-economic issues. 
Besides a massive demand to build up of power supply systems based on renewables, 
there is a strong need to reduce losses, increase the efficiency of power production 
processes from fossil fuels and also to consider carbon capture and sequestration (CCS). 
Solid oxide fuel cells (SOFCs) convert the chemical energy bound in a fuel directly into 
electrical energy at temperatures ranging from 600 to 1000 oC, depending on the 
materials used in the SOFCs. Due to the high efficiencies, the amount of CO2 emitted 
from carbon containing fuels is smaller compared to conventional energy production 
technologies based on fuel combustion. Furthermore, CO2 is formed at the anode side of 
the fuel cell together with steam, and thus separated from air. Subsequent separation and 
sequestration of CO2 is therefore easier on a SOFC plant than on conventional power 
plants based on combustion. 
Oxide ion conducting materials may be used for gas separation purposes with close to 
100 % selectivity. They typically work in the same temperature range as SOFCs. Such 
membranes can potentially be used in Oxyfuel processes as well as in IGCC (Integrated 
Gasification Combined Cycle) power plants for supply of process oxygen, which may 
reduce cost of carbon capture and storage as dilution of the flue gas with nitrogen is 
avoided.  
Both technologies are very attractive for combination with biomass conversion. A brief 
status of the Risø DTU activities in the SOFC and membrane areas is presented. Ideas 
for the use of these technologies in a future more sustainable energy system will be 
discussed with special emphasis on their combination with biomass conversion and 
CCS-schemes. 
1 Introduction  
The Fuel Cells and Solid State Chemistry Division at Risoe DTU carries out research 
and development on advanced functional ceramics for energy efficient technologies. 
Solid Oxide Fuel Cells and oxide ion conducting membranes are among the most 
promising and attractive technologies. 
In a SOFC, the chemical energy of a fuel such as hydrogen or methane is directly 
converted to electricity and heat; thereby the detour via thermal energy as in 
conventional power production is avoided and high efficiencies can be achieved. 
Research on fuel cells has been carried out at Risø since the 1980s. For the effective 
development and commercialization of Danish SOFC technology a close collaboration 
with the Danish company Haldor Topsøe A/S (today Topsoe Fuel Cell A/S – TOFC, 
fully owned by Haldor Topsøe A/S) has been realized and formalized in a consortium 
agreement in 2001. The company is dedicated to development, manufacturing and 
marketing of SOFC technology. Our strategy is based on accomplishing technological 
development based on and in parallel with fundamental research.  
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The reduction of CO2 emissions is a central and challenging task for the energy sector, 
both in Denmark and worldwide. Advanced ceramic membranes for gas separation have 
the potential to play a crucial role in achieving emission reductions. Several Carbon 
Capture and Storage (CCS) concepts are under development. In the oxy-fuel concept the 
fuel (coal, gas, biomass) is burned with oxygen mixed with part of the off gas from the 
boiler resulting in a flue gas containing no N2 (consisting primarily CO2 and H2O) 
whereby the subsequent capture of CO2 will become easier. The required oxygen can be 
produced by ceramic Oxygen Transport Membranes, which are associated with lower 
efficiency losses than conventional cryogenic separation technologies. Used in biomass 
gasification plants, Oxygen Transport Membranes can reduce the overall costs of, e.g., 
producing transportation fuels from biomass, making CO2 neutral transport more cost 
competitive. Also by enabling cheaper production of oxygen, ceramic membranes will 
reduce energy consumption and consequently CO2 emissions from energy intensive 
industrial processes such as production of synthesis gas, cement, steel and glass. 
2 Solid Oxide Fuel Cells (SOFCs)  
The working principle of a SOFC is illustrated in Figure 1. Three main layers contribute 
to the function of the SOFC, an anode, an electrolyte, and a cathode. These layers have 
to fulfill different demands in order to yield an active and durable fuel cell. The main 
processes that occur in the respective layers are also sketched in Figure 1 together with 
the required properties of the materials. A fuel, for example natural gas or hydrogen is 
provided at the anode side, whereas air is led to the cathode. A gas tight electrolyte 
separates the electrode compartments from each other and prevents thus a direct mixing 
of the gasses. During operation, oxygen from air is reduced in the cathode layer and the 
oxygen ions are transported selectively through the electrolyte to the anode side, where 
they react with the fuel to produce steam (from hydrogen fuel) or CO2 and steam (from 
natural gas or biogas or bio-syngas) and heat. The electrons are transported through an 
outer circuit yielding electricity. A single cell can in that way provide a voltage of max. 1 
Volt and a number of cells is therefore combined to stacks to yield larger power. 
Considerable research effort has been devoted to develop an optimal composite for a 
given range of operating conditions and the currently most mature generation is 
comprised of a Ni/YSZ supporting and active anode, a YSZ electrolyte, and a LSM/YSZ 
cathode (see illustration and picture in Figure 2). The working temperature for the best 
performance of this system is in the range between 750 and 850 oC.  
This generation is constantly optimized by improving every single contributing layer 
with respect to the best possible performance and durability under technologically 
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Figure 1 SOFC working principle, functional layers and resulting materials 
requirements, the active layers have usually thicknesses of ~10-30 µm each. 
The mechanically supporting layer is added to this composite. 
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relevant conditions, such as presence of impurities in the gasses, realistic fuels, and 
realistic power densities. In addition to the cell generation presented in Figure 2, other 
generations have been developed aiming at operating temperatures of 700 oC and below. 
Here, the supporting ceramic layer is substituted by a metal support. 
From a well performing laboratory made SOFC to an industrial cell, it is often a large 
step. Not only, the raw materials but also the manufacturing methods have to be cost 
competitive and a reliable and reproducible production has to be accomplished. This 
transfer from lab to a pilot plant scale was accomplished successfully by establishing a 
pre-pilot line at Risoe DTU by considerable support from TOFC. The weekly production 
capacity at the Risoe-TOFC pre-pilot production line exceeds now 300 standard planar 
anode-supported cells including extensive QA procedures. For fabrication of single cells 
standard ceramic processes like tape casting, spraying, and screen printing are applied. 
Anode supports are tape-cast on a 20 meter long continuous tape casting machine and the 
functional layers are sprayed using an automated spray deposition facility (see Figure 3). 
In addition to the current cost effective ceramic manufacturing methods, a substantial 
development effort on new improved industrially relevant processing methods is carried 
out as well. 
 
Performance testing of SOFCs with the aim to characterize a given cell but also to gain a 
thorough understanding of the underlying electrochemical processes down to the 
molecular level is an important part of the research at Risoe DTU. The actual SOFC 
testing comprises usually electrochemical characterization of the cell and for selected 
cases a continuous durability testing. The primary information from testing is the area 
specific resistance as obtained from iV-curves. However, to direct materials research and 
development it is desired to break down the total resistance into single contributions 
originating from the functional layers of the complete cell which ideally should be 
evenly distributed at given operating conditions. This is possible using impedance 
spectroscopy, but requires advanced insight into the method, development of modeling 
tools and excessive testing experiences. In Figure 4, an example is shown how the single 
layers and processes contribute to the overall cell resistance of selected SOFCs. Such 
results have been extremely useful to guide component development.  
The durability of single cells has been studied as function of operating conditions such as 
temperature, power density, and fuel type.  At Risoe DTU, results of more than 19 years 
of testing time under operation have been gathered. The approach is usually to apply 
technologically relevant conditions or even harsher in order to: 
• Test and demonstrate the durability of a given cell type 
 
     
Figure 3 Manufacture of SOFCs at Risoe, tape caster, spraying robot, and a 
selection of cell geometries 
                            
Fig. 2 Most mature SOFC generation at Risø-ABF; illustration of composition 
(left) and picture of a real, 12 x 12 cm2 SOFC (right) 
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• Understand the degradation mechanisms to be able to diminish or suppress them 
• Test for operating limits and thereby assign save operating windows. 
Durability testing also comprises advanced pre- and post test microstructural analysis in 
order to identify degradation mechanisms. 
Degradation can have many potential origins, e.g., change of the micro structure, 
chemical reactions leading to new phases, mechanical failure etc. In the durability 
studies, electrochemical and micro structural testing go hand in hand in order to identify 
the most relevant processes. Figure 5 shows the results of a micro structural analysis of a 
cell tested for two whole years at technologically relevant conditions (850 oC, 1 A/cm2 
and 75% fuel utilization using synthesis gas). On the anode side it was found that the 
percolated nickel fraction and consequently the three phase boundary points (i.e. the 
places where the electrochemical reaction occurs) were significantly diminished after 
long term operation. A difference between the fuel inlet and fuel outlet region was 
 Impedance analysis, 750 oC, 20% H2O
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Figure 4 Impedance spectra of two selected cell types and the distribution of 
resistances extracted from those, in cell B, the resistances of the anode and 
electrolyte have been reduced compared to cell A by modifying the chemical 
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Figure 5 Anode microstructures at the inlet and outlet zones of a tested cell that was 
operated for two years compared to a non tested reference. The percolated Ni is in 
this SEM picture light grey and clearly distinguishable from the YSZ and non-
percolating Ni 
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observed; the degree of percolation was much more reduced at the fuel outlet, which had 
experienced a much higher partial pressure of water during the operation as water is 
formed in the electrochemical reaction. Thus the degradation effect can be related to the 
water content in the anode. 
Considering the characteristics of SOFCs as mentioned before, for example the usability 
of biogas or bio syngas makes it very attractive to combine them with biomass 
conversion technologies to achieve a power generation technology based on renewable 
sources. One of those is gasification of biomass, for example wood chips. This idea can 
only be successful, if three technologies: gasification, gas processing, and SOFC are 
optimized. 
The composition of the gasification gas is strongly related to the gasification process and 
the used biomass. Thus, besides the main gaseous products CO and hydrogen, also 
higher hydrocarbons, tars, sulphur compounds and more can be present in the obtained 
raw gas. For a further use of this gas, for example in a SOFC, it has to be processed 
according to the specifications given by the subsequent use. The tolerance of the SOFC 
system towards impurities and minor compounds determines the necessary cleaning 
technologies and required concentration limits. 
As they are known constituents in gasification gas, detailed studies on the effect of 
sulphur impurities in the fuel on the performance and durability of SOFCs have been 
initiated. In Figure 6, the results of durability tests of two cell types are shown at 850 oC 
using a number of fuel gasses in presence of hydrogen sulfide. A significant 
improvement of the sulphur tolerance was achieved by modifying the anode and 
electrolyte composition.  
A good performance and improved durability can be regarded a first step to a successful 
combination between SOFC and gasification technology. More research addressing the 
effect of changing gas compositions and other minor components has to be carried out.  
3 Oxygen Transfer Membranes (OTMs) 
The key feature of a functional ceramic membrane is a gas-tight layer of a material 
which can conduct both electrons and ions. In an oxygen membrane, the ion is O2–. On 
each side of the membrane, catalyst material must be present to facilitate the splitting 
and recombination of gas molecules (e.g., O2 + 4e– ↔ 2 O2–). The electrons are also 
conducted across the gas-tight layer. The difference in partial pressure on the two sides 
of the membrane provides the driving force for the process. The OTM does therefore not 
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Figure 6 Durability testing in presence of H2S impurities, cell B was improved 
by modifying the chemical composition of the electrolyte and anode 
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need external electrodes as the SOFC and further the membranes do not need an electron 
conducting interconnect plate. An illustration of an OTM is shown in Figure 7 (left). The 
membrane consists of a support, an ion-conducting, gas tight material and catalysts for 
the two surface processes. In the illustration, oxygen is being transported through the 
membrane and reacts with the methane forming syn gas (mixture of CO and H2). The syn 
gas can via the Fischer-Tropsch synthesis then be converted to higher value 
hydrocarbons. Figure 7 (right) shows an SEM micrograph of one of the membrane types 
that are being developed at Risø-DTU. 
Increased use of biomass for energy purposes is one of the potential routes for CO2 
emission reduction. In densely populated areas like Denmark, where the land fraction 
used for agriculture is high, biomass is a scarce resource; there is far too little to replace 
the fossil fuel. To avoid competition with food production, the use of biomass in the 
energy sector should be based on use of waste and be optimized for maximum CO2 
displacement, meaning that the biomass should be used with as high efficiency as 
possible. Biomass gasification combined with fuel cells will give very high electrical 
efficiency, especially if the fuel stream is not diluted with nitrogen, which would be the 
case if air is used to gasify the biomass. The use of Oxygen Transport Membranes in the 
gasification process and for conversion of unburned fuel in the exit stream is thus 
expected to give unrivalled electrical efficiency. This will again reduce the cost of CCS 
from such units and thus improve competitiveness. Further, if biomass is used as the fuel 
then one will actually have a net CO2-removal from the atmosphere. 
Biomass may in future become a valuable source also for production of chemicals [1,2] 
of higher value than energy, and hence the above described route for high efficiency 
energy production from biomass may compete against or parallel routes for production 
of chemicals from the biomass. The membrane technology may also play a role in this 
latter scenario if the conversion route involves syngas obtained via thermal gasification 
of the biomass. Here, the use of pure oxygen in the gasification step will reduce the cost 
of the down stream plant as dilution with N2 is avoided. An oxygen membrane may be 
the most energy efficient way for supplying the oxygen to the process. 
The efforts to develop ceramic membranes for oxygen separation started in the late 
1980’s. A significant difficulty is the need to bring together expertise from a lot of 
different fields. Development efforts have been carried out by several multinational 
consortia. World leading to-day is probably the Air Products consortium, which has 
demonstrated membrane based oxygen production technology on a ~1 ton per day level. 
Recently, activities in Germany have increased markedly with two very large projects: 
OXYCOAL-AC [3]  project and the MEM-BRAIN alliance [4]. However, the final 
incorporation of oxygen separation membranes in a large scale commercial process 
(chemicals production or in an oxy-fuel power plant) has still not been achieved despite 
the significant effort carried out in the field. This is mainly due to the very large research 
and development efforts needed to solve the many difficulties with both complex 
ceramic processing issues, but also the inherent properties of the membrane materials. 
 
Figure 7 Left: Operating principle of a membrane where oxygen is transferred 
through the membrane reacting with methane gas forming synthesis gas (mixture 
of CO and H2). Right: A cross section SEM picture of a ceria based membrane 
being developed at Risø-DTU
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Research on oxygen transport membranes (OTMs) was initiated at Risø in 1998 with an 
EU funded project aimed at developing a proof of concept membrane for the partial 
oxidation of methane. This was followed by department funding in the subsequent years 
together with smaller projects financed by the Danish research councils. In 2009 a new 
EU-funded project is initiated that aims at the development of ultra-thin oxygen transport 
membranes for use in both chemicals production (including synthesis gas) but also for 
production of oxygen for an oxy-fuel power plant concept. 
The single most important performance parameter of a ceramic membrane is the flux it is 
capable of sustaining, as the cost of the membrane reactor will scale inversely 
proportional to flux. To maximize the flux, the current design for OTMs consists of a 
thin membrane layer with a thickness in the range 5-50 μm placed on a thicker structure 
providing the necessary mechanical support. Overall design may be planar or tubular. 
There are numerous ways of integrating the membrane in the final systems giving rise to 
different material requirements due to the different operation temperatures and chemical 
environments. This makes it necessary to optimise materials and design considering the 
specific use, and how the membrane will be integrated in the process. Figure 8 shows 
SEM cross sections of three examples of membrane designs that are being pursued at 
Risø DTU. Figure 8a) is a membrane design based on the anode supports used for the 
SOFCs manufactured in the Fuel Cells and Solid State Chemistry Division. The 
mechanical and electrochemical properties of the existing anode support and anode are 
well known and thus, these components provide an easy available platform for the 
testing of different membrane materials. Figure 8b) is a membrane supported by the 
same or very similar material as is used for the membrane. Such a design is in principle 
easy to prepare from a production point of view as the thermal expansion of the different 
components in the layers are identical or nearly identical and one also avoids chemical 
reactions between the support and the membrane. Catalyst aimed for the specific 
reactions will either be incorporated into the structure during the sintering of the 
component or infiltrated into the structure after sintering of the component. Figure 8c) is 
a metal supported membrane. The advantage using this concept is the low cost of the 
support material (metal). In all three cases the membrane material is Ce0.9Gd0.1O1.95-δ . 
The mentioned membranes are being developed and tested primarily with the syn gas 
application in mind, however, oxygen production is also considered. 
Figure 9a) shows measured fluxes for an anode supported membrane (thickness 
approximately 30 µm) of Ce0.9Gd0.1O1.95-δ that is subjected to a flow of air on one side 
and hydrogen on the other side. It is observed that the membrane is capable of supporting 
a flux of approximately 8 ml O2 min-1 cm-2 under these conditions. Bredesen and Sogge 
[5] have estimated that one will need a flux of 10 ml O2 min-1 cm-2 in order to be able to 
compete with the existing technology (cryogenic separation). The strategy for the 
continued development at Risø DTU to meet this goal is to improve the electrodes and 
decrease the thickness of the membrane to approximately 10 µm. In the Figure also 
modelled results are shown. The slight discrepancy between the measured and modelled 
data is attributed partly to gas diffusion/conversion limitations that have not been 
accounted for in the modelling and the modelled data also uses literature values for the 
conductivities, and resistances associated with the electrode reactions, that are slightly 
incorrect. Figure 9b) shows theoretical calculations of the membrane flux as a function 
of the thickness of a Ce0.9Gd0.1O1.95-δ membrane. In the calculations it is assumed that the 
 
a)   b)   c) 
Figure 8 a) b) c) show cross-sections of different membrane structures that are 
being pursued at Risø-DTU. a) is based on support similar to the SOFCs b) Is a 
selfsupported membrane and c) is a metal supported membrane. 
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external electrodes are short circuited. The membrane is subjected to a pressure of 10 
atm air on one side and 2 × 10-2 atm O2 on the other side. This difference in oxygen 
partial pressure provides the driving force for the transport of oxygen ions. It is observed 
that one has two regimes in the graph. For thick membranes (>100 µm) the flux, the 
membrane assembly is capable of sustaining, is limited by the oxide ion conductivity in 
the membrane material. For thin membranes (< 10 µm) one does not obtain a 
significantly higher flux by reducing the thickness of the membrane. This is because the 
oxygen flux through the membrane is limited by the resistance associated with the 
electrode processes and the transport of gas through the support. 
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Abstract 
Electrolysis of steam and co-electrolysis of steam and carbon dioxide was studied in 
stacks composed of Ni/YSZ electrode supported Solid Oxide Electrolysis Cells. The 
results of this study show that long term electrolysis is feasible in these solid oxide 
electrolysis stacks. The degradation of the electrolysis cells was found to be influenced 
by the adsorption of impurities from the gasses, whereas the application of chromium 
containing interconnect plates and glass sealings do not seem to influence the durability. 
Cleaning the inlet gasses to the Ni/YSZ electrode resulted in operation without any long 
term degradation, and may therefore be a solution for operating these Ni/YSZ based 
solid oxide electrolysis stacks without any long term cell stack degradation. 
1 Introduction  
The widespread use of fossil fuels within the current energy infrastructure is considered 
as one of the largest sources of CO2 emissions, which is argued to cause global warming 
and climate changes. One of the top energy priorities is therefore exploring 
environmentally friendly alternatives to fossil fuels and thereby reducing and eventually 
eliminating CO2 emissions. The raw material for synthetic hydrocarbon fuels is synthesis 
gas, H2 + CO. This can be produced from renewable energy sources and may be a 
solution to reduce consumption of fossil fuels and carbon dioxide emissions. Hydrogen 
offers significant promise as a basis for a future energy technology, and is argued to be 
the most versatile, efficient and environmentally friendly fuel, although handling of 
hydrogen may be problematic. On the other hand, the production of synthetic 
hydrocarbon fuels can be applied without the need for modifications of existing 
infrastructure. Hydrogen production via electrolysis of steam (H2O → H2 + ½O2) and 
production of synthesis gas via co-electrolysis of steam and carbon dioxide (H2O + CO2 
→ H2 + CO + O2) using renewable energy sources may be an alternative route for 
producing hydrogen and synthesis gas without consuming fossil fuels or emitting green-
house gases. 
Steam electrolysis in Solid Oxide Cells (SOC) for hydrogen production was under 
development during the early 1980s [1-3] and has again become increasingly 
investigated during recent years as a green energy technology. On the other hand, the 
feasibility of co-electrolysis has only been shown in a few studies [4-6]. Mainly single 
cells have been tested for electrolysis performance and durability, and only a relatively 
limited number of studies focusing on the performance and durability of high 
temperature electrolysis stacks have been conducted [5, 7-11]. 
When operating stacks, factors such as gas flow and thermal management, and chemical 
compatibility of cell components with interconnect materials become important. For 
example, it is well established that current state-of-the-art interconnect materials are 
significant sources of chromium vapour which has been shown to have a significant 
negative impact on cell performance when operated in fuel cell mode [12-15]. This 
process, known as chromium poisoning, may also play an important role for the 
durability of electrolysis stacks [9]. Electrolysis cells were found to degrade significantly 
when applying glass sealing [16-19]. For single cell tests, this glass sealing may be 
avoided [4], whereas for stack assembly, glass is the preferred sealing material because it 
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can be modified to match the thermal expansion of other cell components, and show 
good hermeticity along with good thermal and chemical stability. It is the aim of the 
present study to examine the degradation of Ni/YSZ based Solid Oxide Electrolysis Cell 
Stacks (applying glass seals and chromium containing interconnects) during steam 
electrolysis and co-electrolysis of steam and carbon dioxide. 
2 Experimental 
Three stacks were tested for electrolysis performance/durability. One Single Repeating 
Stack Unit (SRU) was tested for steam electrolysis performance/durability. The scope of 
the SRU is intermediary between that of a single cell testing, in which the performance 
characteristics of the individual cells is the main interest, and that of the multi-cell stack 
where additional factors such as gas flow and thermal management become significantly 
relevant. Two multi-cell stacks were tested, one for steam electrolysis and one for co-
electrolysis performance/durability. 
2.1 5×5 Single repeating stack unit (SRU) 
The electrolysis cell used for the single repeating stack unit (SRU) was a standard planar 
Ni/YSZ-supported SOC of 5×5 cm2 (with an active electrode area of 4×4 cm2). The cell 
details can be found elsewhere [20, 21]. At start-up, the nickel oxide in the Ni/YSZ 
electrode is reduced to nickel in hydrogen at 950°C. Interconnect plates were fabricated 
from Crofer 22 APU steel. The SRU was sealed at its edges between the two 
interconnect plates using a glass-ceramic seal as shown in Figure 1A. The voltage probes 
were placed on the tap of the interconnect plates while the current was supplied and 
withdrawn via the thick current collector plates. 
2.2 12×12 cm2 Multi-cell stacks 
The electrolysis cells used for the multi cells stacks were also standard planar Ni/YSZ-
supported SOCs of 12×12 cm2 (with an active electrode area of 9.6 × 9.6 cm2). At start-
up, the nickel oxide in the Ni/YSZ electrode is reduced to nickel in hydrogen at 950°C. 
Two multi-cell stacks were tested, one for steam electrolysis and one for co-electrolysis 
performance/durability. The stacks were composed of either six (in the case of steam 
electrolysis) or ten (in the case of co-electrolysis) single repeating units, similar to the 
SRU, although the gas-channels were made directly in the interconnect plate as sketched 
in Figure 1B. The stack testing was performed at Risø National Laboratory with a 
proprietary stack design by Topsøe Fuel Cells A/S (TOFC). For the 6-cell stack, the 
gasses were applied as received, whereas the gasses applied for the 10-cell stack were 
cleaned before entering the stack. The 10-cell stack is still in operation and only initial 
performance and 500 hours of durability is therefore reported in this paper.  
 
Figure 1.A: Schematic presentation of the single repeating stack unit (SRU) assembly in a cross-flow 
pattern, and schematic presentation of the assembly of two repeating units in a counter-flow pattern in 
the multi-cell stacks. 
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2.3 Initial characterisation  
After reduction, the performance of the cells were examined by performing DC and AC 
characterisation at varying atmosphere at both the Ni/YSZ electrode (20% H2O – 80% 
H2, 50% H2O – 50% H2), and the LSM/YSZ electrode (pure oxygen or air, Technical air, 
Air Liquide). Steam was produced by reacting oxygen (industrial grade, O2 ≥ 99.5%), 
Air Liquide) with hydrogen (N30, H2 ≥ 99.9%, Air Liquide). When examining co-
electrolysis in the 10-cell stack, additional DC and AC characterisation was performed in 
45% H2O – 45% CO2 – 10% H2 at the Ni/YSZ electrode (CO2 ≥ 99.7%, Air Liquide). 
DC characterisation of the cell was performed by recording polarization curves (i-V 
curves) in both electrolysis and fuel cell mode by varying the current. The DC Area-
Specific Resistance (ASRDC) was calculated from the i-V curves as the chord from OCV 
to the cell voltage measured at a current density of -0.15 A/cm2 (electrolysis mode) or 
0.15 A/cm2 (fuel cell mode). 
AC characterisation at OCV was performed by Electrochemical Impedance 
Spectroscopy (EIS) using an external shunt and a Solartron 1260 frequency analyzer for 
the SRU, at frequencies from 82 kHz to 0.08 Hz at. From the impedance spectra, the 
ohmic resistance (RS) is calculated as the value of the real part of the impedance 
measured at 82 kHz. The polarization resistance (RP) is calculated as the difference in 
real part of the impedance at 82 kHz and 0.08 Hz. The total AC ASR (ASRAC) is 
calculated as the total resistance of the real part (RS + RP, to 0.08 Hz) of the impedance 
measured at OCV. 
AC characterisation at OCV for the multi-cell stacks was performed with an Yokogawa 
WT1600FC frequency analyzer, at frequencies from 50 kHz to 0.2 Hz. From the 
impedance spectra, RS is calculated as the value of the real part of the impedance 
measured at 50 kHz. RP is calculated as the difference in real part of the impedance at 50 
kHz and 0.2 Hz. The total AC ASR (ASRAC) is calculated as the total resistance of the 
real part (RS + RP, to 0.2 Hz).  
2.4 Durability of the solid oxide electrolysis stacks 
The durability of the Solid Oxide Cells during electrolysis of H2O and co-electrolysis of 
H2O and CO2 was examined for one SRU and two multi-cell stacks (one with six cells 
and another with ten cells), all operated at 850ºC. The durability for steam electrolysis 
was tested in the SRU and the six-stack, whereas co-electrolysis durability was tested in 
the 10-cell stack. 
H2O Electrolysis in 5×5 cm2 single repeating stack unit (SRU) 
The durability during electrolysis of H2O was examined in 50% H2O – 50% H2 flown to 
the Ni/YSZ electrode, and a current density of -0.50 A/cm2. Oxygen was flown to the 
LSM/YSZ electrode (20 L/h) in order to avoid any transients in the polarisation 
resistance. The total flow rate to the Ni/YSZ electrode was 25 L/hour. At a current 
density of -0.50 A/cm2 and an active cell area of 16 cm2, the steam conversion was 28%. 
AC resistance was measured during electrolysis by EIS using an external shunt and a 
Solartron 1260 frequency response analyzer. 
H2O Electrolysis in 12×12 cm2 6-cell stack 
The durability during electrolysis of H2O in the 6-cell stack was examined in 50% H2O – 
50% H2 flowed to the Ni/YSZ electrode, and a current density of -0.25 A/cm
2 (operated 
initially (20 hours) at -0.20 A/cm2). Oxygen was flown to the LSM/YSZ electrode (270 
L/h). The total flow rate to the Ni/YSZ electrode was 666 L/h. At a current density of -
0.25 A/cm2 and an active cell area of 6 × 92.2 cm2, the conversion was 10%. 
Co-Electrolysis of H2O and CO2 in 12×12 cm2 10-cell stack 
Co-electrolysis examined in the 10-cell stack was performed with 45% H2O – 45% CO2 
– 10% H2 flowed to the Ni/YSZ electrode, and a current density of -0.50 A/cm
2. Again, 
oxygen was flown to the LSM/YSZ electrode (60 L/h). The total flow rate to the Ni/YSZ 
electrode was 360 L/hour. At a current density of -0.50 A/cm2 and an active cell area of 
10 × 92.2 cm2, the conversion was 60%. 
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2.5 Degradation analysis at OCV 
Gas-shifts on both the Ni/YSZ and LSM/YSZ electrodes were performed for the SRU 
only. The gas-shifts allows for break down of the impedance contributions from each of 
the two electrodes. Prior to electrolysis, spectra were recorded at OCV first keeping the 
gas composition to the Ni/YSZ constant, while spectra were recorded in pure oxygen and 
in synthetic air to the LSM/YSZ electrode. Afterwards the oxygen concentration to the 
LSM/YSZ electrode was kept constant while recording spectra in various atmospheres at 
the Ni/YSZ electrode (20% H2O – 80% H2 and 50% H2O – 50% H2). A similar set of 
impedance spectra were recorded at OCV after electrolysis. ADIS was performed by 
subtraction of two spectra where a gas-shift was made for one electrode only. The 
change in impedance ( Ni / YSZZ'(f ) ln(f )gas-shift
∂
∂Δ  and LSM / YSZZ'(f ) ln(f )gas-shift ∂ ∂Δ  ) is calculated as 
described elsewhere [22]. 
For the multi-cell stacks, impedance spectra were measured at OCV only. Impedance 
spectra were measured at OCV before and after electrolysis in 50% H2O – 50% H2 at the 
Ni/YSZ electrode. Based on the characteristic frequency for the difference between the 
spectra recorded before and after the electrolysis test, the cause for the degradation may 
be determined. ADIS was performed by subtraction of two spectra (for each cell) before 
and after the electrolysis period. The change in impedance is calculated as: 
50% H O - 50% H , after electrolysis 50% H O - 50% H , before electrolysis 2 2 2 2
Z'(f )  Z '(f )Z'(f )
ln(f ) ln(f )
−∂ ∂ ∂=  
3 Results 
3.1 H2O Electrolysis in 5×5 cm2 single repeating stack unit (SRU) 
The initial performance of the SRU was measured by recording i-V curves and 
impedance at 750ºC and 850ºC in H2O – H2 mixtures. Figure 2 shows the initial AC and 
DC characterisation of the SRU at 750ºC and 850ºC in a mixture of 50% H2O – 50% H2 
flowed to the Ni/YSZ electrode while air was passed over the LSM/YSZ electrode. 
Calculating the ASR from the i-V curve (Figure 2A) leads to an ASRDC at 850ºC of 0.23 
Ωcm2 and 0.24 Ωcm2 in fuel cell mode and electrolysis mode respectively. At 750ºC the 
ASR was 0.48 Ωcm2 and 0.51 Ωcm2 in fuel cell mode and electrolysis mode 
respectively. RS and RP measured by EIS (Figure 2B) at 850ºC was 0.11 Ωcm2 and 0.13 
Ωcm2 respectively (ASRAC = 0.24 Ωcm2). At 750ºC, RS and RP were 0.17 Ωcm2 and 
0.31 Ωcm2 respectively (ASRAC = 0.48 Ωcm2). 
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Figure 2. Initial characterisation of the single repeating stack unit (SRU) at 750ºC and 850ºC in a 
mixture of 50% H2O – 50% H2 flowed to the Ni/YSZ electrode while air was passed over the LSM/YSZ 
electrode. A: DC characterisation, and B: AC characterisation. 
Durability  
The durability of the SRU during H2O electrolysis was examined in 50% H2O – 50% H2 
flowed to the Ni/YSZ electrode, and a current density of -0.50 A/cm2. The evolution of 
the cell voltage (Figure 3A), RS and RP deducted from the impedance spectra (Figure 
3B), and the voltage drop over the interconnect plates (Figure 3 B) are shown in Figure 
3. The impedance spectra are shown in Figure 5A.  
Figure 3 shows that the cell voltage, cell resistance and the voltage drop over the 
interconnect plates increased during electrolysis. During the entire test (1165 hours) a 
degradation of 150 mV was measured corresponding to a degradation rate of 130 mV per 
1000 h. After 900 hours of electrolysis the increase in cell voltage levelled off, and 
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during the last 200 hours of electrolysis the increase in cell voltage was around 12 mV 
corresponding to a degradation rate of 60 mV per 1000 h. 
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Figure 3 Cell voltage (A), RS and RP deducted from the impedance (B), and the voltage drop over the 
interconnect plates (C) measured during electrolysis of H2O in the single repeating stack unit (SRU) 
(850ºC, -0.50A/cm2, 50% H2O – 50% H2). 
Several features were observed for the cell voltage. After electrolysis for 100 hours the 
cell activated approximately 10 mV without any external changes. After 210 hours of 
electrolysis a power failure occurred, resulting in a temperature drop to 605ºC; 
consequently the cell voltage increased 25 mV followed by a decrease of 20 mV. After 
465 hours of electrolysis operation the cell voltage increased 38 mV over 20 hours while 
an unstable cell voltage was observed. After 620 hours of electrolysis operation the cell 
was deliberately set to OCV. Finally after 755 hours of operation, the cell voltage 
decreased drastically by 132 mV followed by a sudden increase of 82 mV. After 
additional 55 hours, the cell voltage increased to a level which was approximately the 
same as before the drastic decrease. 
Figure 3B shows that both RS and RP increased during electrolysis, which indicates that 
the structure of the cell stack as well as the electrode microstructure is affected. RP 
follows the increase in cell voltage, whereas the main changes in RS occur during the 
power failure, or when unstable cell voltage was observed. The voltage drop over the 
interconnect plate at the Ni/YSZ electrode (Figure 3C) follows a similar increase as the 
cell voltage. The voltage drop over both interconnect plates increased approximately 19 
mV, which gives a ΔASR of 0.039 Ωcm2, which is slightly higher compared to cells run 
in fuel cell mode in dry conditions. Further investigation of the interconnect plates was 
performed after disassembling the SRU. Figure 4A shows a picture of the SRU during 
disassembling. The figure shows that the interconnect plate at the hydrogen electrode 
side was heavily corroded. Surprisingly the plate was corroded outside the sealing’s and 
on the side of the hydrogen electrode only. For further examination, the interconnect 
plate was cut along the line A-B shown in Figure 4A to investigate the corrosion, and the 
cross-section was examined by SEM/EDX. Figure 4B shows a SEM micrograph of the 
cross section along the line A-B. The EDX analysis of the cross section confirmed that 
light gray area surrounding the interconnect plate consist of a heavily oxidized iron and 
chromium layers confirming that the Crofer 22 APU interconnect was oxidized in the 
applied conditions. This thick oxide layer was found on the interconnect plate outside the 
sealed area, whereas only a very thin layer was observed on the interconnect plate inside 
the area of the sealings. For industrial purposes it makes no sense to have parts of the 
interconnect plate outside the sealed area, hence this severe corrosion is not important for 
the SOEC technology.  
 
Cut for SEM/EDX A         B
Interconnect
plate at H2 side
Interconnect
plate at O2 side
 
A                                                     B
100 μm
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Figure 4. A: Partly disassembled stack element test (upside is the Ni/YSZ electrode) B: SEM image of 
the interconnect plate at the Ni/YSZ electrode. 
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The resistance of the cell and interconnect plates increased from 0.24 Ω.cm2 to 0.64 
Ω.cm2 after the 1166 hours of electrolysis operation (Figure 3B and Figure 5). From the 
impedance spectra shown in Figure 5 and RS and RP shown in Figure 3B, it can be seen 
that the increase in cell resistance was caused both by an increase in both RS and RP. To 
improve the frequency resolution for the polarisation resistance during electrolysis, 
analysis of the difference in impedance spectra (ADIS) was performed [23]. The 
difference in the impedance spectra ( t Z'(f ) ln(f )
Δ ∂
∂ ) is shown in Figure 5B. The ADIS over 
time during the electrolysis operation shows that the initial change occurs around 1000 
Hz. After the power failure a second peak starts to develop just below 1000 Hz. It can be 
argued whether two processes occur (beside the increase in RS), during the degradation 
of the cell, one at 1000 Hz and one slightly below 1000 Hz, or if the shift in frequency is 
a consequence of the changes caused by the power failure. 
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Figure 5. Nyquist plot of impedance spectra obtained during electrolysis. Frequencies are given for the 
closed symbols. 
The difference in impedance when changing the gas composition to the Ni/YSZ 
electrode from 50% H2O – 50% H2 to 20% H2O – 80% H2 while flowing pure oxygen to 
the LSM/YSZ electrode before and after electrolysis and when changing the gas 
composition for the LSM/YSZ electrode from pure oxygen to synthetic air while 50% 
H2O – 50% H2 was flown to the Ni/YSZ electrode is shown in Figure 6. When 
performing ADIS on the gas-shift (Figure 6), a significant change in Z'(f ) ln(f )gas-shift
∂ ∂Δ  is 
found for both electrodes, showing that degradation of both electrodes occurred during 
the electrolysis operation. 
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Figure 6. Gas-shift analysis for the single repeating stack unit (SRU). The gas-shift analysis show the 
difference in impedance when changing the gas composition to the Ni/YSZ electrode (50% H2O – 50% 
H2 to 20% H2O – 80% H2) and when changing the gas composition to the LSM/YSZ electrode (from 
pure oxygen to synthetic air).  
3.2 H2O electrolysis in 12×12 cm2 6-cell stack 
Initial Characterisation  
The initial performance of the 6-cell stack was measured by recording i-V curves and the 
impedance at 750ºC and 850ºC in H2O – H2 mixtures. Figure 7 shows initial DC 
characterisation of the 6-cell stack at 850ºC in a mixture of 50% H2O – 50% H2 flowed 
to the Ni/YSZ electrode while air was passed over the LSM/YSZ electrode. The initial 
AC characterisation of the stack at identical conditions is shown in Figure 9A. The 
ASRDC are shown in Table 1, and the calculated ASRAC are shown in Table 2. 
The ASRs measured by both DC and AC characterisation show that there is a large 
difference in the performance of the individual cells in the stack. Cell 1 and 6 showed the 
lowest performance with ASRs of 0.61 and 1.40 Ωcm2 respectively (in electrolysis 
mode, Table 1). That cell 1 and cell 6 show lower performance than the remaining cells 
is because of bad contacting to the top and bottom plate. From the impedance spectra, it 
can be seen that the main difference in performance is caused by an altered RS. 
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Figure 7. Initial characterisation of the six cells at 850ºC in mixtures of 50% H2O – 50% H2 flowed to 
the Ni/YSZ electrode while air was passed over the LSM/YSZ electrode. 
Table 1. Initial characterisation of the six SRUs in the 6-cell stack. Area-Specific Resistances (ASRs) 
calculated from DC characterisation in 50% H2O – 50% H2 850ºC. 
 Area-Specific Resistances (ASRs) measured deducted from DC characterisation (Ω·cm2)
Cell 
(SRU) 
ASR 
electrolysis mode 
ASR
Fuel cell mode
1 0.61 0.60
2 0.32 0.31
3 0.33 0.32
4 0.36 0.35
5 0.37 0.36
6 1.40 1.38
Durability  
After testing the initial performance of the six cells, the durability was tested at constant 
galvanostatic electrolysis conditions (50% H2O – 50% H2, -0.25 A/cm
2, 850ºC). The 
evolution of the cell voltage with time for the six cells is shown in Figure 8. 
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Figure 8. Cell voltage for the six cells in the stack measured during electrolysis of H2O (50% H2O – 
50% H2, -0.25 A/cm2, 850ºC).The stack was initially operated at -0.2 A/cm2 (20h) or periods with either 
800ºC or 900ºC. 
Figure 8 shows that the cell voltage increased for all the cells due to an increase in the 
internal resistance of the cells. The trend of the cell voltage for cell 6 indicates that the 
cell has been damaged, and indeed the cell was cracked when the stack was dismounted. 
The increase in cell voltage levelled off after around 400 hours of electrolysis. During 
the last 400 hours of electrolysis the increase in cell voltage for cell 1, 4 and 5 was 
around 10 – 15 mV only, whereas the increase for cell 2 and 3 was 34 and 111 mV 
respectively. Interestingly the cell voltage for cell 3 started to decrease during the last 50 
hours of electrolysis (decrease of 4 mV). Excluding the broken cell 6, the largest increase 
of ASR was observed for cell 2, where the ASR increased from an initial performance of 
0.36 Ωcm2 (Figure 7 and Table 1) to around 2.0 Ω.cm2 after 835 hours of electrolysis 
(calculated based on the cell voltage shown in Figure 8). The remaining cells also had a 
large increase in the ASR, which in average doubled. The increased ASR during 
electrolysis testing resulted in an average increase in the cell voltage of 250 mV per 1000 
hours of operation (Figure 8). This drastic increase in ASR is a consequence of the long 
term operation, the thermal cycling during the power failure and changes caused by the 
broken cell 6. No obvious reason has been identified for the differences in the 
performance and durability of the nominally identical cells within the stack. 
Looking solely at the degradation rates during the last 250 hours of testing, a different 
perspective of the long-term behaviour of the cells is observed. One cell showed a high 
degradation (161 mV / 1000 h) and two other cells showed a moderate degradation (32 
and 49 mV / 1000 h, respectively) whereas two cells showed a negligible degradation of 
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0.2 mV and an improvement of -15 mV / 1000 h. In average, the stack only showed 
minimal long term degradation.  
Impedance measurements 
Impedance analysis at OCV was performed both before and after electrolysis. The results 
shown in Figure 9 display the impedance spectra recorded at 850ºC in a mixture of 50% 
H2O – 50% H2 flowed to the Ni/YSZ electrode while air was passed over the LSM/YSZ 
electrode, for the five cells (the broken cell six has been excluded) in the stack before 
and after electrolysis operation. RS and RP as well as the total resistance for the five cells 
are shown in Table 2.  
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Figure 9. Nyquist plot of impedance spectra recorded at OCV in 50% H2O – 50% H2 before (A) and 
after (B) H2O electrolysis, C: Analysis of the difference in impedance spectra before and after H2O 
electrolysis. 
Table 2. Area-Specefic Resistances deducted from AC characterisation at OCV in 50% H2O – 50% H2 
before and after H2O electrolysis. 
 Area-Specific Resistances (ASRs) measured by EIS (Ω·cm2) 
 Ohmic resistance Polarisation resistance Total resistance 
Cell 
(SRU) 
Before 
electrolysis 
After 
electrolysis
Before 
electrolysis
After 
electrolysis
Before 
electrolysis
After 
electrolysis 
1 0.34 0.32 0.26 0.65 0.59 0.97 
2 0.17 0.29 0.37 1.68 0.54 1.97 
3 0.13 0.16 0.26 0.63 0.38 0.79 
4 0.13 0.14 0.27 0.65 0.40 0.79 
5 0.13 0.15 0.26 0.66 0.39 0.80 
During electrolysis operation the main increase in resistance is found in RP, whereas RS 
remain relatively stable (Figure 9A and B, and Table 2). Figure 9C shows the difference 
between the impedance spectra recorded before and after electrolysis. It shows that the 
main change for cell 1 and 3 – 5 occurs around 100 Hz. Major changes are also found for 
cell 2 around 2000 – 4000 Hz.  
3.3 Co-electrolysis of H2O and CO2 in 12×12 cm2 10-cell stack 
Initial characterisation  
The initial performance of all ten cells in the stack was measured by recording the AC 
and DC resistance at 750ºC and 850ºC. Figure 10 shows a comparison of the initial DC 
characterisation at 850ºC, when characterised in 50% H2O – 50% H2 or 45% H2O – 45% 
CO2 – 10% H2 flowed to the Ni/YSZ electrode while air was flowed to the LSM/YSZ 
electrode. The ASRs calculated from the DC characterisation is shown in Table 3. 
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Figure 10. Initial characterisation of the 10-cell stack at 850ºC in mixtures of 50% H2O – 50% H2 (A) 
or45% H2O – 45% CO2 – 10% H2 (B) flowed to the Ni/YSZ electrode while air was passed over the 
LSM/YSZ electrode. 
The ASRs for each of the ten cells when calculated from AC and DC characterisation is 
shown in Table 3. Compared to the 6-cell stack, the performance of the cells in the 10-
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9 
cell stack is more alike. Again, the performance for cell 1 is slightly lower than the 
performance of the remaining cells. The low performance of cell 1 is again due to bad 
contacting to the bottom plate (the contacting problem to the top plate has been solved). 
Figure 11A shows the impedance spectrum for an average performing cell (cell 8), and 
Figure 11B shows an comparison with the cell in the SRU. From Table 3 it can be seen 
that both RS and RP are higher for cell 1 compared to the remaining cells. Looking solely 
at the polarisation of the cell, the polarisation contribution from gas conversion is 
comparable for all cells.    
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Figure 11. Nyquist plot of the impedance spectra recorded before electrolysis in 50% H2O – 50% H2 at 
850ºC A: Cell 8 in the 10-cell stack and B: Comparison of Cell 8 in the multi-cell stack with the cell in 
the single repeating stack unit (SRU) when corrected for RS and inductance. 
Table 3. Initial characterisation of the ten SRUs in the 10-cell stack. Area-Specific Resistances (ASRs) 
calculated from DC characterisation in 50% H2O – 50% H2 and in 45% H2O – 45% CO2 – 10% H2 at 
850ºC. The numbers in brackets are the average cell performance discarding cell 1. 
 
Area-Specific Resistances (ASRs) 
deducted from AC characterisation 
(Ω·cm2) 
Area-Specific Resistances (ASRs)  
deducted from DC characterisation 
(Ω·cm2) 
 50% H2O – 50% H2 50% H2O – 50% H2 45% H2O – 45% CO2– 10% H2 
Cell 
(SRU) 
Ohmic 
resistance 
Polarisation 
resistance 
Total 
resistance 
ASR
electrolysis 
mode
ASR 
fuel cell 
mode
ASR 
electrolysis 
mode 
ASR
fuel cell 
mode
1 0.22 0.31 0.53 0.55 0.53 0.75 0.95
2 0.16 0.28 0.44 0.47 0.45 0.60 0.89
3 0.15 0.27 0.42 0.45 0.43 0.58 0.75
4 0.17 0.25 0.42 0.46 0.43 0.60 0.69
5 0.15 0.24 0.39 0.45 0.42 0.60 0.63
6 0.17 0.24 0.42 0.42 0.40 0.56 0.53
7 0.15 0.24 0.38 0.42 0.40 0.57 0.58
8 0.17 0.24 0.42 0.44 0.42 0.59 0.65
9 0.15 0.23 0.38 0.41 0.38 0.54 0.58
10 0.17 0.23 0.40 0.43 0.41 0.56 0.65
Average 0.17 (0.16) 0.25 (0.25) 0.42 (0.41) 0.45 (0.44) 0.43 (0.42) 0.60 (0.58) 0.69 (0.66)
Durability  
After testing the initial performance of the cells in the 10-cell stack, the durability was 
tested at 45% H2O – 45% CO2 – 10% H2, -0.50 A/cm
2, 850ºC. The evolution of the cell 
voltage with time for the ten cells is shown in Figure 12. 
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Figure 12. A: Cell voltage for the individual cells and B: average cell voltage measured during co-
electrolysis in the 10-cell stack at -0.50 A/cm2 at 850ºC. O2 was passed over the LSM/YSZ electrode and 
the gas composition to the Ni/YSZ electrode was 45% H2O – 45% CO2 – 10% H2. 
Figure 12A shows that the cell voltage initially increased for all the cells except cell 1. 
The increase in cell voltage for the remaining cells levelled off after around 50 hours of 
electrolysis. After the initial 50 hours of electrolysis operation, the cell voltage for cell 2 
decreased, whereas a slight increase in cell voltage was observed for the remaining cells. 
A total increase of 120 mV was observed for all ten cells in the stack over the 500 hours 
of electrolysis operation which gives a ΔASR of 0.24 Ω.cm2. 
Looking solely at the degradation rates during the last 250 hours of testing, it can be seen 
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that the stack voltage (Figure 12B, average cell voltage for all ten cells) was close to 
stable (actually an activation of 5 mV / 1000 h was observed).  
4 Discussion 
The initial characterisation of the SRU showed that the performance was comparable 
with the performance for single cell tests, which have shown to operate with an ASR of 
0.24 ± 0.05 Ω.cm2 (in fuel cell mode) in 4% H2O – 96% H2 at 850ºC [24]. Thus the 
initial contribution from the interconnect plates in the SRU was negligible. Lower 
performance was observed for the cells in the two stacks. Based on the impedance, this 
increase was mainly caused by an increased ohmic, which include the contribution from 
the interconnect plates, and polarisation resistance caused by gas conversion (Figure 
11B). The electrochemical part of the polarisation remains close to unchanged. Thereby 
the performance of the individual cells in the stacks does not show lower performance 
than the single-cells (Figure 11B). It should be noticed that, because of the inductance of 
the stack, it is difficult to separate the electrochemical and ohmic resistance, and the 
stated values should be used as approximate values only. On the other hand, the total 
resistance and the resistance caused by gas conversion can be determined with great 
accuracy. The main reason for the lower performance for the cells in the stacks (around 
75% of the decreased performance) was caused by an increased resistance due to gas 
conversion, and is caused by an altered flow pattern and by the lower gas flow rates (mol 
/ cell area) used for the two stacks. The ohmic contribution was around 50% higher for 
the multi-cell stacks compared to the SRU, and contribute to around 25% of the total 
decreased performance. These results show that the initial contribution from the 
interconnect plates in the multi-cell stack was notable, but the increased ASR observed 
for the stacks was mainly caused by an altered flow pattern and the low gas flow rates 
used for the two multi-cell stacks. 
A long-term degradation of the SOECs during electrolysis was observed by the course of 
the cell voltage for the SRU (Figure 3) as well as for the 6-cell stack (Figure 8) and the 
increase in impedance (Figure 5 and Figure 9). On the other hand, no long term 
degradation was observed for the 10-cell stack (Figure 12). 
The voltage drop over the interconnect plate at the Ni/YSZ electrode for the SRU 
followed the increase as the cell voltage (Figure 3). That the voltage drop follow the 
increase in cell voltage is surprising. It points strongly to a variation in current density, 
either due to strong uneven current distribution over the cell area, or a strong variation in 
the total current. No clear explanation, on how this could have happened, can be given at 
present. The resistance over both interconnect plates in the SRU increased approximately 
0.039 Ω.cm2, thus the contribution from the interconnect plates was close to negligible at 
start, but became significant with time. The increase in resistance over the interconnect 
plates is slightly higher compared to cells run in fuel cell mode in dry conditions. On the 
other hand, it has been found that the degradation rate increases drastically when 
increasing the steam to hydrogen ratio. It can be speculated that the high water content 
applied in the present study (50% H2O) increases the degradation/oxidation of the 
interconnect plates (as observed by SEM/EDX, Figure 4) leading to a high degradation 
rate and an increase in the voltage drop over the interconnect plates during the 
electrolysis test. This is in good agreement with the large increase in RS (~ 130% 
increase) and RP (~ 170% increase) during the electrolysis test (Figure 3, Figure 5). On 
the other hand, the tests performed in the two stacks, clearly showed that the stack design 
result in significant less degradation of the interconnect plates as the ohmic resistance 
increased 10 – 15% during H2O electrolysis and maximal 10% during co-electrolysis 
(assuming that the total increase of ΔASR 0.24 Ω.cm2 (based on stack voltage increase) 
is caused by an increase in RS, although compared to single cell tests, this is highly 
unlikely, and the actual increase in RS in likely to be even lower). 
Beside the increase in RS, also significant increase in RP was observed for the SRU and 
the 6-cell stack (H2O electrolysis). The cell voltage increase of identical single cells 
when operated as steam electrolysis cells was shown to follow an characteristic S-shaped 
increase [17]. It was speculated that accumulation of Si-containing impurities at triple-
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phase boundaries in the Ni/YSZ electrode (determined post mortem by SEM) coursed 
the degradation of the SOECs [16-18]. When testing the SOC at identical conditions, but 
applying an gold seal instead of a glass seal [17], the cell voltage was shown to increase 
almost linear. The degradation phenomenon was therefore suggested to be a consequence 
of silica impurities originating from the glass seal. Because this degradation is caused by 
blockage of the active triple-phase boundaries, the increase in ASR shows as an 
increased RP only. Similar degradation behaviour was found to occur when operating 
SOCs as CO2 or co-electrolysis cells [4, 22], although in these cases, the impurities was 
speculated to originate from the applied gasses [4, 22]. Analysing this degradation by 
EIS, the degradation caused by blockage of the triple-phase boundaries (adsorption of 
impurities) was characterised by an increased resistance at 100 – 300 Hz [4, 19, 22]. 
It seems unlikely that the cell voltage shown in Figure 3 (SRU) follows this 
characteristic S-shaped curve. Further, the degradation caused an increase in both RS and 
RP, and the increase in RP was observed, not only for the Ni/YSZ electrode, but also for 
the LSM/YSZ electrode and was characterised by a frequency of around 1000 Hz 
(Figure 5 and Figure 6). It therefore seems likely that the exposed glass area and/or the 
composition of the glass-ceramic used in the single-cell electrolysis stack minimise this 
silica evaporation from the sealing. Further more, no silica could be found by post 
mortem SEM analysis. 
It can be argued whether the cell voltage observed for the 6-cell stack showed the 
characteristic S-curve (Figure 8). The degradation was characterised by a frequency 
around 100 – 300 Hz, which may indicate blockage of the active triple-phase boundaries. 
Post mortem analysis by SEM did not reveal any silica depositions close to the triple-
phase boundaries. It should be noticed that no silica was found do not exclude the 
presence of small amounts of silica close to the triple-phase boundaries. 
No long term degradation was observed for the 10-cell stack (Figure 12), which was 
operated with identical glass sealing’s as the 6-cell stack. The main difference in 
operating conditions for the six and 10-cell stack, is, beside the added CO2, the 
application of clean gasses in the 10-cell stack (the steam concentration was similar for 
the two stacks, 50% for the 6-cell stack and 45% for the 10-cell stack). That degradation 
(by adsorption of impurities) was observed for the 6-cell stack and not for the 10-cell 
stack indicates that impurities in the inlet gasses may play an important role for the 
durability of these electrolysis stacks as have previously been speculated for single cells 
[4, 22]. On the other hand, the application of chromium containing interconnect plates 
and glass sealing’s do not seem to negatively influence the durability.  
Cleaning the inlet gasses to the Ni/YSZ electrode resulted in operation without any long 
term degradation, and may therefore be a solution for operating these Ni/YSZ based 
solid oxide electrolysis stacks without any degradation. 
5 Conclusion 
The initial performance of the SRU was comparable with the performance for single cell 
tests, whereas the performance for the multi-cell stacks was slightly lower than for the 
single cells. The ohmic resistance seems to be slightly higher, showing a slightly higher 
contribution from the interconnect plates in the multi-cell stacks. The contribution from 
the interconnect plates in the SRU , which was close to negligible at start, became 
significant with time, whereas for the multi-cell stack, an initial increase of only 
maximal 10% was observed. 
For all tests, the cell voltage (and stack voltage) reached a stable level during the last part 
of the tests, which may point towards a reasonable stable long-term performance. The 
degradation of the electrolysis cells is influenced by the adsorption of impurities from 
the gasses, whereas the application of chromium containing interconnect plates and glass 
sealing’s do not seem to influence the durability. 
Cleaning the inlet gasses to the Ni/YSZ electrode resulted in operation without any long 
term degradation, and may be a solution for operating these Ni/YSZ based solid oxide 
electrolysis stacks without any degradation. 
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Abstract 
The impact on greenhouse gas emissions from using a  ley crop fro m an organi c crop 
rotation as substrate for biogas production instead of ploughing it down as fer tilizer 
(green manure) was analysed using lifecycle assessment methodology. The biogas was 
combusted in a microturbine (100 kW(e)) for product ion of heat and electricity. The 
economic viability for a farm  investing in t he technical system for commercial 
production was also estimated. 
Greenhouse gas emissions were significan tly lowered compared to the reference 
scenario, in which the village is supplied with energy produced with natural gas as fuel 
in a l arge-scale plant. T he carbon content of the soi l increases and the nitrous oxide 
emissions are lowered due to the application of digestion residues instead of undigested 
ley as fertilizer (also a result of the more timely application). The economic return on the 
investment in the e nergy plant for t he farm is how ever heavily burdened with the 
investment cost for the culverts in the heating system, and highly sensitive to the energy 
prices, in particular the price of heat. Given Swedish market conditions in 2009, the 
energy production would not even be at breakeven without the Swedish quota system for 
renewable energy production. This makes it an un certain investment unless financial 
policy instruments such a s investment subsidies, feed-in tariffs or quo ta systems are 
available. 
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1 Introduction 
The need for new sources of renew able energy is i ncreasing, as ambitious policies 
aiming at reducing greenhouse gases and dependency on fossil fuels for energy supply 
are taken into effect. Biomass for energy is one such source, with in particular biomass 
of agricultural origin being a massive but largely unutilized resource (EEA 2006). 
One problem with the use of biomass from agriculture in central energy plants is the low 
energy and cost efficiency associated with the transport. An alternative to the central 
plants would be a decentralized system of small-scale plants, perhaps even located at the 
farm producing the biomass. The development of new technologies for the utilization of 
biomass in s mall-scale (<100 kWe) combined heat and power ( CHP) systems has 
progressed fast over the last few years,  and there are now se veral technical systems 
available – some in commercial production, like biogas production systems, some on the 
verge of being commercialized, as for exam ple the fuel-fle xible small-scale Stirling 
engine, and some still only available in demonstration plants, like small-scale biomass 
gasifiers (Kjellström 2007). 
Production of biomass for energy on agricultural land is however in conflict with food 
production over available agricultural land (Klöverpris 2008), and there are a dverse 
environmental impacts of tran sformation of nat ural or semi-natural land to plantations 
for biomass or bioliquids (Börjesson 2009). A way of going around this problem is to 
focus on t he use of agr icultural byproducts for energy production, or prod uction of 
biomass on set-aside or marginal land not in use for food production. Moreover, reliable 
methods for measuring the environmental impact of the use of the biomass as primary 
energy source are crucial in order for policymakers and decis ionmakers to make 
informed choices on energy supply system. One such method that is gaining attention 
and fields of application is the lifecycle assessment (LCA) methodology, in which the 
entire production chain is analysed and emissions quantified and summarized as different 
impact categories, as for exam ple Global Warm ing Potential (GWP) (Bau mann and 
Tillman 2004). 
In this st udy, a CH P production system placed and operated on an organic farm was 
analyzed with LCA methodology, with focus on global warming. A ley crop us ed as 
green manure is harveste d instead of p loughed down and used as substra te for b iogas 
production, the raw material production thereby not being in conflict with food 
production. Straw is used to meet extra heating demand in the winte r. The system was 
compared to a reference system based on fossil fuel use and dimensioned to supply a 
nearby village with its entire heat and electricity demand. The environmental analysis is 
supplemented with an economic analysis in or der to give an idea of t he potential 
profitability of the plant.  
 
2 Methodology 
 
2.1 Environmental assessment approach 
The environmental assessment of the on-farm CHP production system is focuse d on 
emissions with global warming potential (GWP) and is perform ed with a sim plified 
lifecycle assessment (LCA) approa ch. The functional unit is t he supply of heat  and 
electricity to a village of 150 households for one year.  
Risø-R-1712(EN) 176
 A reference system was defined as the farm producing food but without harvesting any 
of the ley or straw produced. The village is supplied with electricity from the national 
grid and heat from electricity-driven heat pum ps. The el ectricity is assu med to be  
originating in a natura l-gas fired cond ensing plant in Europe, which constitute the 
majority of all pl anned power plants up to 20 10 (Kjärstad and Johnsson 2007) and 
assumed here to be the long-term marginal source of electricity as the internal electricity 
market becomes increasingly integrated. 
 
2.2 System description 
The location of the farm is close to a village of 150 households, in the county of Västra 
Götaland in Southwestern Sweden. The farm is producing food according to the organic 
crop rotation in table 1 below. This village is supplied with its entire need of electricity 
and heat via the CHP production system (biogas reactor, microturbine and straw boiler) 
at the farm. The straw boiler is introduced to cover the extra heat demand in the winter 
time. Figure 1 shows the variations in heat demand over one year. The heat demand of 
the village was calculated as an average of heat demand based on temperature data for 
the region in the years 1998-2007 and includes hot water. Losses in distribution culverts 
of 10 W/m are accounted for. As the demand exceeds 130 kW, which is the heat output 
of the plant, the straw boiler must be taken into production.  
The electricity produced is delivered to and retrieved from the national grid, in order to 
cover variations in demand from the village. However, on an annual basis the amount of 
electricity consumed by the households in the village and the amount produced by the 
CHP system are equal.  
 
 
Figure 1. Variation in village heat demand over the year 2005 
 
The system and system boundaries are schematically shown in figure 2. Ley and straw 
are both byproducts from food production and any activity taking place as a consequence 
of the additional farm activity for CHP p roduction is included in the environmental and 
economic analysis, whereas activities that would take place regardless of the ene rgy 
production are excluded. Waste products from the CHP production - digestion residues 
and ashes - a re returned to the fields in order to utilize its nutrient value. Possible 
changes to t he system, such as increased or decreased soil emissions, that are 
consequences of the alterations to the system, are quantified and the result of this study.  
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Figure 2. Schematic image of the production system. The dotted line represents the 
system boundaries. 
 
The analysed farm is applying organic production methods in accordance with the EU 
council regulation 834/2007. The crop rotation is defined in table 1.The ley crop year 3 
and 6 is integrated into the rotation for its N-fixing properties and is normally ploughed 
down instead of harvested in order to increase nitrogen content in the soil for the 
following crops in t he rotation. This is a common system for fertiliza tion in organic 
production (KRAV 2009) where commercial fertilizers are no t allowed (EC 2007). 
However, in the system analysed in this study, t he ley is harvest ed and digested in a  
biogas reactor in order to produce biogas for a combined heat and power (CHP) system, 
consisting of a 100 kW(e) microturbine.  
 
Table 1.  Crop rotation with yields 
Year 1 2 3 4 5 6 7 
Crop Field 
beans 
Oats Ley Winter 
rapeseed 
Winter 
wheat 
Ley Rye 
Yield (kg 
DM/ha yr) 
2400 3200 6000 2000 3500 6000 3200 
 
 
2.3 Technical description of CHP production units 
The biogas system is a c ontinuous, single stage mixed digestion chamber of 65 0 m³ 
(figure 3). Ley is fed to the system with DM content of 33% which is reduced to 16% via 
addition of process liquid.  
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Figure 3. Schematic description of the biogas reactor 
 
The specific production of methane was set to 0.33 m³/kg organic substance (Edström, 
Jansson et al. 2008), resulting in a flow of just below 1500 m³/day to the microturbine 
which operates with 30% electric efficiency. 22% of the energy in the biogas produced is 
used as process heat for the digestion, and 3.5% as process electricity (Edström, Jansson 
et al. 2008). The electric efficiency is 29% and overall efficiency 66%. 
Digestion residues are pr oduced at a rate  of 54 to n/day on wet basis (6% DM content) 
and returned to the fields at a rate of 18.4 ton/ha, values calculated based on analysis of 
mass and energy flows through the system. Fields currently covered with the ley crop 
itself are not fertilized.  
The straw boiler is assumed to be an automatically stoked boiler with 90% efficiency and 
maximum thermal output 570 kW. 
 
 
2.4 Quantification of emissions 
Only emissions contributing to global warming are considered. These are mainly carbon 
dioxide, nitrous oxide and methane, given characterization factors 1, 29 6 and 24 
respectively (IPCC 2006). Sources of carbon dioxide are diesel combustion and impacts 
on the carbon balance in the soil (mineralisation or sequestration of c arbon as a 
consequence of the cultivation practices applied), whereas the combustion of biomass in 
CHP systems is co nsidered carbon neutral as the corresponding amount of carbon 
released will be bound in the growing of the next year’s crop. The carbon balance was 
estimated in a simulation in the ICBM model (Andrén and Kätterer 2001). Data on 
emissions from diesel consumption are from Lindgren, Pettersson et al. (2002). 
 
Nitrous oxide is emitted from agricultural soil due to addition of nitrogen in the form of 
fertilization and from crop residues. Nitrous oxide emissions are estimated using the 
method and standard values given in IPCC:s guidelines (2006), as equation 1.  
Equation 1. EFFracR totNDM ×⎟⎠
⎞⎜⎝
⎛×× − 28
44
 
Where DMR is the amount of digestate or ley in dry matter, totNFrac − is the fraction of 
total nitrogen in t he substrate and EF the emission factor. Nitrogen content of t he 
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 substrate is taken from (Edström, Jansson et al. 2008) and the emission factor from IPCC 
(2006). 
Methane is emitted from digestion residues spread on the fields after digestion and 
calculated using the IPCC method, as in equation 2 (IPCC 2006).  
 
Equation 2. MCFBDGOM ××× 71.00  
Where OMDG  is t he amount of digestion residues spread on the fields, 0B  the 
maximum methane production capacity, 0.71 the density of the gas i n kg/m³ and MCF 
the methane conversion factor, i.e. am ount of potentially produced methane that is 
produced and emitted. Maximum methane production capacity, 0B , of the substrate after 
digestion are taken from (Edström, Jansson et al. 2008) and the methane emission factors 
were assumed to be equal to emission factors for manure, taken from Dustan (2002) for 
liquid manure. Potential leakage from the technical components of the biogas production 
system was assumed to be negligible. 
 
 
2.5 Costs and revenues 
Potential profitability of production of heat and electricity from biogas production was 
calculated for the system described. Total costs and revenues on a year ly basis are 
described below.   
The cost of the ley substrate was set to 0 .31 SEK/kg DM (Gunnarsson, Spörndly et al. 
2007), which includes the cost of harvesting using a machine system comprising a 
chopper followed by ensiling. For straw, the collection of th e straw from the fields was 
set to 0.245 SEK/kg DM, reworked data from Bernesson and Nilsson (2005), including 
collection, baling, transport and outdoor storage. The cost of spreading digestion residues 
on the fields was set to 0.03 SEK/kg DM, including loading and transport (Rodhe, 
Salomon et al. 2006) and the cost for spreading straw ashes was assumed to be the same. 
The investment cost for the CHP system was assumed to be 4 million for t he biogas 
reactor, microturbine and straw boiler with a write-off time of 10 years. The interest rate 
was assumed to be 6%, whi ch means 3% average interest rate over the write-off period. 
Costs for m aintenance of biogas systems was set to 2. 5% of t he investment cost 
(Edström, Jansson et a l. 2008). The cost of the biogas production itself was set equal to 
the process electricity required and 2 m anhours per week á 140 SEK/h. The culvert 
system was assumed to cost 10 million SEK for the in vestment and installation for 150 
villas (Schneider 2009) with a write-off time of 30 y ears and average interest rate 3%. 
Maintenance cost was set to 1.5% of the investment cost on an annual basis. 
Revenues from sales of electric ity are based on the average price of electricity on the 
Nordpool market in 2008, 0.49 SEK/kWh (Nordpool 2009), and the average price of a 
Swedish green certificate between May 19 2008 and May 19 2009, 0.29 SEK/kWh 
(SvenskaKraftnät 2009). The system of green certificates was introduced by the Swedish 
government in 2003 and aims at supp orting investment in renewable electricity 
production by stipulating a quota of ren ewable electricity that each energy utility is 
obliged to purchase, and the price is determined by market forces. The revenues from 
heat production are based on the average price of heat in the county of Västra Götaland 
in 2008, 0.62 SEK/kWh (SvenskFjärrvärme 2009).  
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 3 Results 
3.1 Environmental assessment 
The results are shown in figure 4, with the GWP for the reference scenario depicted next 
to emissions from small-scale CHP production at the farm. 
Both positive and negative emissions are presented. Negative values are emissions from 
the cultivation system that are lower than emissions from the cultivation system in the 
reference scenario (which is set to 0). Emissions from the CHP system s are shown in 
absolute values. In total, the GWP per year for the CHP scenario is 812 ton CO2-
equivalents lower than the reference scenario.  
The impact on soil emissions from using ley and straw for CH P production are 
prominent results of this study. As the soi l emissions are in comparison to the reference 
system, the bar tha t go be low zero m ean that a beneficial effect is obtai ned from 
harvesting the ley for CH P production, i.e. the emissions of greenhouse gases are 
reduced compared to the reference scenario.  
The results indicate that the more timely application of nitrogen in the form of digestion 
residues instead of raw  ley give considerably lower emissions of nitr ous oxide. 
Moreover, the soil carbon stock increases due to the humification properties of digestion 
residues which exceeds those of a raw ley crop. 
The environmental impact of harvesting the ley (and returning digestates to the fields), 
which mostly consists of diesel use for tractor operations, is noticeable but is far lower 
than the impact from the reference system or the resulting soil emissions. 
 
 
Figure 4. Global warming potential (in kg CO 2 -equivalents) of the CHP production 
system compared to the reference scenario 
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3.2 Economic assessment 
 
The result of the eco nomic assessment shows that given the assumptions made, the 
economic result is 0 SEK/yr - point of break-even is reached but no prof it made. 
However, if the culvert cost can be covered by for exa mple customer connection fees, 
the situation would be radically different with an annual profit of almost 800 000 SEK 
(see table 2) or 0.87 SEK/MWh primary energy.  
 
4 Sensitivity analysis 
 
In order to determine how sensitive the result is to variations in key parameters, a 
sensitivity analysis was conducted where parameters were altered. The results show that 
with a 20% increase in ley yield the GWP compared to the reference scenario decreases 
3%, and with a 20% decrease in ley yield the GWP means an increase of 2%. Increasing 
the emission factor for nitr ous oxide +50% results i n the difference to t he reference 
scenario becoming 23% higher (i.e., better comparative result), and vice versa for a 50% 
lower emission factor for nitrous oxide. 
The economic result is highly affected by the energy prices, in part icular the price for 
heat, which also implies that the economic viability of the sy stem is depe ndent on a 
reliable market for th e heat produced (table 3). Th e profit is also quite sensitive to a  
change in electricity price. Yields per hectare are irrelevant in t his case as only a set 
amount of substrate is requested, which is assumed to be available without any 
opportunity cost of lan d. The cost of harvest is assum ed to o nly be dependent on the 
amount of raw material and not the area over which the material is spread.   
 
Table 2. Potential profit from the system when altering key parameters (SEK/yr). In the 
basic scenario, the profit is 0 SEK/yr 
Alternative scenario  
Excluding investment costs for culverts 771727 
Altered parameter (+20%/-20%)  
Electricity price 70689/-73901 
Heat price 292698/-295910 
Electricity certificates 46244/-49456 
 
5 Discussion and conclusions 
The result of the environmental assessment points clearly in favor of including biogas 
production from ley in the farm cultivation system and replacing natural gas as energy 
source for heat and electricity to the village. In fact, the carbon sequestration effect after 
processing the ley in the biogas reactor rather than ploughing it down raw is the most 
important parameter for r eduction of greenhouse gas emissions, followed by the 
reduction of emissions from the CHP production itself, which in the biogas scenario is 
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 carbon neutral. The third largest post is the reduction in nitrous oxide emissions after a 
more controlled application of N-fertilizer. Removing straw for the straw boiler means 
removal of carbon from the fields, which has an ad verse affect on t he greenhouse gas 
balance. This however has a small impact in this case (figure 4).  
In economic terms, the system can be a via ble business option but is heavily weighed 
down by the high cost of culvert systems – w hich for example can be reduced or 
eliminated by for example connection fees charged to the end-users. Selling sufficient 
amounts of heat is however crucial for economic survival of the system, as it w ill not 
survive on only electricity sales alone. Moreover, a drop in heat price, electricity price or 
price of renewable electricity quotas – however in particular the heat price - w ould 
jeopardize the total profitability of the system, which is a clear weakness of the system. 
As prices are  market-based, this would only be st abilized with some type of price 
guarantee for the producer.  
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Abstract 
 The industry of olive oil extraction in Jordan involves an intensive consumption of water and 
generates large quantities of olive mill wastewater (OMW). This wastewater has a high 
pollution risk with biological oxygen demand (BOD). The organic fraction of OMW includes 
sugars, tannins, polyphenols, polyalcohols, pectins and lipids. The presence of remarkable 
amounts of aromatic compounds in OMW is responsible for its phytotoxic and antimicrobial 
effects. The environmental problems and potential hazards caused by OMW had led olive oil 
producing countries to limit their discharge and to propose and develop new technologies for 
OMW treatments, such as physicochemical and biological treatments. In the present 
investigation lebna’s whey a local byproduct of widely consumed local yogurt was used with 
OMW for ethanol production. The obtained results showed that the proteins of lebna’s whey 
can remove substantial amounts of aromatic compounds present in OMW. This was 
reflected on the reduction of the intensity of black color of OMW and removal of 37% 
polyphenols. Moreover, the production of ethanol was ascertained in fermentation media 
composed of whey and in presence of various concentrations of OMW up to 20% OMW. The 
obtained results showed the possibility to develop a process for improvement and 
enhancement of ethanol production from whey and olive oil waste in mixed yeast cultures.  
Key words: biofuels, ethanol, olive mill wastewater, whey 
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Introduction  
 Sustainable waste management is an important issue considering the challenges facing 
disposal of organic wastes (biowaste) generated from food industries. Food industries 
wastes are organic residues from processing of agricultural raw materials to food products, 
which arise as liquid (wastewater) and solid waste (Oreopoulou and Russ, 2007). Efforts are 
made to optimize food processing technologies to minimize the amount of biowastes, 
however, the remaining wastes will continue being one of main problems which confronts 
food industries. 
 Olive mill wastewater (OMW), is one of important wastes of food industries in Jordan; the 
industry of olive oil in Jordan consumes large amount of water for oil extraction, 
approximately one ton water is used per ton olive fruits, and as a result large amounts of 
black colored olive mill wastewaters (OMW) are produced and present a major 
environmental problem, if not treated before dissipation. The large amounts of OMW 
generated, combined with its high polluting power as well as its high biological oxygen 
demand (BOD), represent the main difficulties in finding a solution for the management of 
this kind of wastewater. However, it could be upgraded by removing or reducing its phenolic 
compounds and using its carbohydrate fraction to produce useful products (Massadeh and 
Modallaln, 2008).  Other type of waste of food industries is whey which is produced from 
processing of milk in dairy industries.  Whey is mainly the by-product of cheese production in 
the global market; it is the serum component which  separates from milk after addition of 
rennet or an edible acidic substance.  Cheese whey contains lactose, vitamins and minerals 
along with traces of fat. Another type of whey is produced in the Middle East countries and is 
known as Lebna whey, which is made from yogurt after removal of serum. Lebna whey is 
also rich in lactose, vitamins and minerals. Both types of whey   represent an important 
source of environmental pollution due to their enormous production and high organic matter 
content (Ferrari et al., 1994. , Bonnet  et al., 1999).     
 Production of ethanol from wastes of food industries represents an opportunity for 
minimizing waste and producing useful product. In this respect ethanol is utilized in products 
as diverse as solvent, antifreeze, perfumes, printing ink, white vinegar, beverage, 
pharmaceutical, and used as intermediate raw material in the chemical synthesis of 
innumerable organic compounds (Roehr, 2001). Other important application of ethanol is in 
the fuel sector; in this respect, it is considered as one of the important renewable energy 
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sources (Sagar and Kartha, 2007; Goldemberg 2007). Nowadays, economic and 
environmental concerns added emphasis on ethanol as a source of renewable fuel. Thus, 
economy of ethanol productivity by microbial cells in fermentation medium is the final goal of 
experts in this field. Several approaches have been investigated to reduce the cost of 
ethanol which is currently could be produced either by batch or continuous immobilized 
cultures using certain types of bacteria and yeast (Bai et al. 2008). Recent economic insights 
into ethanol fermentation technology pointed to possible utilization of food industries wastes 
for ethanol production.  
 In the present work an investigation was carried out to ascertain the possibility of utilization 
of above mentioned food industries wastes (OMW and lebna whey) for ethanol production.  
Materials and methods 
Sources of wastes  
Olive mill waste water was obtained from Jazaiza olive oil factory/Al-Salt-Jordan , whereas 
lebna whey was obtained from Al-Maha  Dairy factory/ Rusaifa-Jordan . 
Chemical analysis 
Total nitrogen(TKN), total phosphate(TP), total soluble solids (TSS), biological oxygen 
demand (BOD), chemical oxygen demand (COD) and polyphenols were determined 
following American Standard Methods (ASM) for the examination of water and wastewater: 
4500 ( Norg-B ),  4500 ( PO4-C ) ,   2540-D 5210,13, 5220,B and 5550 respectively. Ethanol 
concentrations were analyzed by Gas Chromatography (Hewlett Packard HP 6890 series) 
according to AOAC, 2005. 
Yeast strain  
Lactose fermenting yeast was isolated from local habitat and preserved on whey agar slants 
at 4°C. Suitable selected yeast isolates were used for ethanol production in whey-OMW 
based media. Baker’s yeast was used in mixed fermentation with lactose fermenting yeast. 
Fermentation media and cultural conditions  
Liquid fermentation media were prepared from wastes of lebna whey and various 
concentrations of OMW. The pH value of fermentation media was adjusted to 4.4 before 
sterilization. The fermentation medium was inoculated with 3% freshly prepared yeast 
culture and incubated for 48 hours at 32° C.                                              
Removal of polyphenols from OMW 
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 Proteins of Lebna whey were precipitated by adjustment of pH value followed by heating. 
The precipitated proteins were collected by centrifugation for 15 minutes at 4500 rpm. 
Reaction mixture (RM) was prepared from non diluted OMW containing 18% w/v of whey 
proteins, RM was incubated at various time intervals ( 1, 2, 3 and 4 hours) with shaking at 
25°C. At end of each incubation interval the RM was centrifuged and the polyphenols were 
measured in the supernatant.  
Results and discussion  
Chemical analysis of wastes  
It had been reported that the organic fraction of olive mill waste includes sugars, tannins, 
polyphenols, polyalcohols, pectins and lipids (Hamdi, 1996).  In addition, it had been reported 
that OMW contains remarkable amounts of aromatic compounds which are also responsible for 
its phytotoxic and antimicrobial effects (Fluori et al., 1996); whereas cheese whey contains 
lactose, vitamins and minerals along with traces of fat (Zafar and Owais, 2006). The chemical 
analysis of two types of wastes (Lebna whey and OMW) obtained from local food industries 
had shown variation in their chemical compositions (Table 1). OMW was found rich in TSS 
(16.545 g/l), organic nitrogen (0.083 g/l), and minerals; on the other hand lebna whey 
composed of 57.797 g/l TSS which is mainly lactose  sugar and 6.04 g/l organic nitrogen (Table 
1). Same table showed the BOD and COD of OMW and whey which were 26.805, 12.456, 
41.076 and 104.540 g/l respectively. In this respect it was reported that the BOD values of 
OMW were in the range of 89–100 g/l, and chemical oxygen demand (COD) values in the 
range of 80–200 g/l (Hamdi, 1996). The obtained results in this work showed that lebna whey 
had higher BOD and COD values as compared with OMW.   
Ethanol production in Whey-OMW media  
 It is possible to produce ethanol from various sources of sugars providing using suitable yeast 
strains. Lactose fermenting yeast is used for production of ethanol from whey, whereas 
baker's yeast is used for production of ethanol from sucrose (Zafar and Owais 2006; Reddy 
and Reddy 2006).  In the present investigation it was possible to isolate lactose fermenting 
yeast  from contaminated yogurt samples and most efficient yeast isolate was used for 
ethanol production from whey. Table (2) showed various compositions of fermentation media, 
based on OMW and whey, which were used in production of ethanol. Three concentrations 
(5%, 10% and 20%) of OMW were used with whole whey (WW) or deproteinized whey (DW) 
to prepare various types of fermentation media. The results which were shown in figure (1) 
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revealed that the values of ethanol production in WW fermentation media was almost similar 
to theoretical ethanol yield, while presence of 5 and 10% of OMW in fermentation media 
caused 4 and 7 % reduction in ethanol production respectively as compared with fermentation 
media composed of WW only. On the other hand presence of 20% of OMW in OMW-WW 
fermentation media resulted in 52% reduction of ethanol production in comparision with 
ethanol production in WW fermentation media; this might be due to toxic effects of 
polyphenolic compounds present  in OMW.  The results presented in figure (2) showed that 
the values of ethanol production in OMW-DW fermentation media in presence of 5, 10% and 
20% of OMW were reduced by 12, 34 and 69% respectively in comparison with fermentation 
media composed of DW. These results suggested that presence of Lebna whey proteins in 
fermentation have positive effect on removal or neutralization of possible toxic effects of 
polyphenols present in OMW on yeast cells or on ethanol production.  
Removal of polyphenols from OMW 
The above mentioned observation on possible detoxification or neutralization of polyphenols 
by lebna whey proteins, suggested the possibility of using the separated lebna whey proteins 
for removal of polyphenols from OMW.  In this study, the obtained results of mixing lebna 
protein with OMW resulted in significant reduction of polyphenolic compounds in OMW. The 
study showed that the original amount of polyphenols present in OMW was 591±51 mg/l, 
after treatment of OMW for four hours with lebna proteins it was possible to measure 37% 
reduction in the amount of polyphenols. 
Further work  
An investigation was carried out to ascertain the possibility of alcoholic fermentation under 
higher sugar concentration by using mixed fermentation.  Sucrose was added to give final 
concentration of 10% w/v in OMW-WW fermentation media and baker's yeast was used to 
ferment sucrose after completion of lactose fermentation by lactose fermenting yeast. The 
obtained results showed the importance of this approach in regard of utilization of sucrose 
waste from other food industries as carbon source. Moreover, it was possible to enhance 
ethanol production by using certain products of olive mill wastes under high gravity 
fermentation. 
Conclusions 
Whey and olive mill wastewater (OMW) are major wastes of food industries in Jordan. OMW 
is considered source of water and minerals, whereas whey is source of sugar and nitrogen. 
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 The preliminary results reported in this study suggested the possibility of production of 
ethanol by utilizing both wastes in an integrative way. Moreover the obtained results showed 
that lebna whey proteins could reduce inhibitory effects of polyphenols present in OMW on 
ethanol production.  
 Acknowledgements  
The research work is supported by The Higher Council for Science and Technology, Amman, 
Jordan. M. Ibrahim is grateful to International Institute of Education for the fellowship. 
References 
   Bai FW, Anderson WA, Moo-Young M   (2008)  Ethanol fermentation technologies from sugar 
and starch feed stocks. Biotechnology Advances, 26:   89 –105 
   Bonnet J,  Bogaerts  P ,  Bohatier  J  (1999)  Biological treatment of whey by    
  Tetrahymena pyriformis and impact study on laboratory scale wastewater lagoon   
  process. Chemosphere, 38(13): 2979-2993 
   Ferrari M D, Loperena L, Varela  H. (1994)  Ethanol production from concentrated whey 
permeates using a fed-batch culture of Kluyveromyces fragilis. Biotechnology letters, 
16(2):205-210 
   Fluori F,  Sotirchos D,  Ioannidou  S,  Balis C (1996) Decolorization of olive oil Mill liquid 
wastes by chemical and biological means. International Biodetcrioration & Biodegradation, 
189-192 
   Goldemberg J (2007) Ethanol for a sustainable energy future.  Science, 315: 808-810 
   Hamdi M (1996)  Aaerobic digestion of olive mill wastewaters.ProcessBiochemistry, 31(2): 
105-110Anaerobic Digestion of Olive 
   Massadeh  M I.; Modallaln N. ( 2008 )  Ethanol Production from Olive Mill Wastewater (OMW) 
Pretreated with Pleurotus sajor-caju  International Conference on Bioenergy Outlook 2007 , 
SINGAPOUR (26/04/2007) vol. 22(1): 150-154  
   Oreopoulou V,  Russ W  (2007)  Utilization of by-products and treatment of waste   
 in the food industry. Springer, New York  
 Reddy LVA, Reddy OVS  ( 2006 ) Rapid and enhanced production of ethanol in   
very high gravity (VHG) sugar fermentation by Saccharomyces cerevisiae: Role of  
Risø-R-1712(EN) 190
finger millet (Eleusine coracana L.) flour. Process Biochemistry, 41: 726 –729  
 Roehr M  ( 2001 ) The biotechnology of ethanol.  Publisher: WILEY-VCH Verlag    
GmbH, D-69469 Weinheim ,Federal Republic of Germany.  
 Sagar AD,  Kartha S ( 2007 ) Bioenergy and sustainable development. Annu.    Rev. 
Environm.Resourc., 32:131-167   
  Zafar S,  Owais M ( 2006 ) Ethanol production from crude whey by  
Kluyveromyces marxianus .  Biochemical Engineering Journal 27: 295–298 
 
.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Risø-R-1712(EN) 191
 Table (1) Composition of whey and OMW obtained from local food industries, the unit 
of measurement mg/l 
  
Parameter OMW Whey 
TKN 83 604 
TSS 16545 57797 
VSS 5970 34712 
TFS 9575 15085 
COD 26805 104540 
BOD 12456 41076 
Cl 46.7 1184 
K 1820 1426 
Na 145 541 
Ca 823 1447 
NH4N <3.7 * 
T-P 127.3 * 
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Table (2) Composition of whey-OMW (%v/v) fermentation media, WW and DW indicate 
whole and deproteinized whey respectively. 
 
Media Composition 
OMW-WW 
  0% OMW 
  5% OMW, 95% WW 
10% OMW, 90% WW 
20% OMW, 80% WW 
OMW-DW 
  0% OMW 
  5% OMW, 95% DW 
10% OMW, 90% DW 
20% OMW, 80% DW 
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Figure 1 Ethanol production by lactose fermenting yeast in fermentation media OMW-WW, 
composed of whole whey and various concentrations of OMW. 
 Key : OL, FL, CL, TE, AE1, AE2 indicate original lactose (% w/w), final lactose(% w/w), 
consumed lactose(% w/w), theoretical ethanol yield (% w/w), actual ethanol yield (% w/w)and 
actual ethanol yield (% v/v). 
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Figure 2 Ethanol productions by lactose fermenting yeast in fermentation media OMW-DW, 
composed of deproteinized whey and various concentrations of OMW. 
Key: OL, FL, CL, TE, AE1, AE2 indicate original lactose (% w/w), final lactose, consumed 
lactose (%w/w), theoretical ethanol yield (% w/w), actual ethanol yield (% w/w) and actual 
ethanol yield (% v/v). 
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Abstract 
This paper shows a life cycle analysis of different potential fuels and powertrains for 
passenger cars. The focus of the study lies on electric vehicles powered by batteries and 
fuel cells. At first the cumulative energy demand (CED) is introduced as an instrument to 
compare the different technologies. Subsequently several process chains for 
transportation are shown in a holistic approach. Finally a sensitivity analysis is used to 
determine the energetic break-even points for hydrogen and electric powertrains. The 
results are taken from several reports for the Bavarian Hydrogen Initiative (wiba), which 
is coordinated by the authors. 
1 Introduction  
In all industrialized and developing countries, a steady increase of motor-driven traffic is 
taking place. Between 1965 and today, traffic has almost tripled. During the same time, 
significant progress in automotive engineering has been achieved, especially in terms of 
fuel consumption. However, these advancements were compensated by higher motor 
power, a multitude of supplementary equipment and higher vehicle weight. 
Consequently, only a slight decrease in average fuel consumption has taken place. 
At present, the biggest part of the energy demand for transportation applications is 
covered by petroleum products. Considered the limitation of limited fossil energy 
sources and an estimated significant increase in global energy demand, the search for 
alternative energy carriers and powertrain concepts is increasing. Discussions about 
greenhouse gas emissions and global warming are further forcing the need for innovative 
and sustainable energy systems. 
Previous to a full-scale introduction of alternative energy carriers and powertrains, the 
ecological advantages and disadvantages in comparison to established, conventional 
process chains must be evaluated and weighed up. In terms of a full life cycle 
assessment, environmental impacts such as primary energy (PE) demand, space 
requirements, greenhouse gas emissions, appearance of ecotoxic and human-
toxicological substances are of special interest. Furthermore, economic and social facets 
as well as availability of resources have to be considered [1]. 
2 Definitions and methodology 
For the production and use of a certain fuel, a multitude of different processes must be 
analysed. These are interlinked with each other in so-called process chains, sometimes in 
a complex manner. For each process, an energetic input-output-analysis based on lower 
heating value (LHV) was performed and for each process chain an individual analysis 
was carried out, yielding cumulative energy demand (CED) and cumulative emissions 
for a specific product or provision of services. 
In general, the CED is defined as the sum of the PE demand evolving from production, 
use and disposal of an economic good or object, respectively, the PE demand which can 
Risø-R-1712(EN) 197
be causally assigned to this economic good or object (both, products and services). Thus, 
the CED represents the sum of the CEDs for the production (CEDP), use (CEDU) and 
disposal (CEDD) of an object [2],[3]. 
In [4], characteristic parameters are defined and a methodology is introduced which 
allows for a sophisticated analysis of different energy systems and a well-balanced 
assessment of the individual technologies. According to this methodological approach, 
regenerative and non-regenerative energy demands are investigated separately by using 
the following definitions: 
(i) Cumulative regenerative energy demand (CRED): The sum of the regenerative 
energy demands for a product or provision of services is defined as CRED. All of the 
further considerations in this study assume that regenerative energies are inexhaustibly 
available. 
(ii) Cumulative non-regenerative energy demand (CNRED): The sum of non-
regenerative energy demands for a product or provision of services is defined as 
CNRED. 
Thus, the CED can be split into the two subcomponents CRED and CNRED: 
CED = CEDP + CEDU + CEDD = CRED + CNRED   (1) 
 
To assess the input of regenerative energies in process chain analyses, the regenerative 
PE input was set equal to the amount of useful energy produced according to the practice 
of the United Nations Department of Economic and Social Affairs Statistics Division [5] 
and the Statistical Office of European Communities (SOEC) [6]. In doing so, energy 
converters using regenerative energy sources are in fact evaluated in terms of their 
energetic benefit rather than in terms of their technical capacities, respectively 
efficiencies. This procedure offers the possibility to set up and quantify the energy flows 
and energy balance within the individual system boundaries without overweighing the 
regenerative energy inputs. 
For the assessment of non-regenerative energy inputs (fossil and nuclear) on a PE basis, 
the overall efficiency of supply (OES) was used. In the case of fuels and other materials 
with an LHV, OESf is defined as the ratio of the LHV and the cumulative energy 
demand for the supply of the fuel (CEDs) [2]: 
 
s
f CED
LHVOES =      (2) 
Thus, the energetic efforts for the supply as well as for the production and the disposal of 
the plants, all valued as primary energy, must be considered for the calculation of CEDs. 
Accordingly, the overall efficiency of electricity supply (OESel) includes the overall 
efficiencies of generation and distribution to the end-user and is defined as the ratio of 
electrical energy Wel and CEDs [2]: 
s
el
el CED
WOES =      (3) 
3 Extraction, conversion and distribution of 
fuels 
Within the scope of this study, state of the art and future ways of fuel supply as depicted 
in Figure 1 are considered. A PE carrier has to be supplied and converted into a fuel, 
which is transported and distributed to the final consumer. Utilization of different fuels 
can take place either in a vehicle powered by an internal combustion engine (ICE), in a 
battery electric car or in a fuel cell (FC) vehicle. 
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Figure 1: Potential powertrains and ways of fuel supply for road traffic [1],[7] 
Subsequently the CRED and CNRED for process chains of selected fuels will be 
evaluated aggregated according to the methodology outlined above and depicted as 
kWh PE per kWh final energy (FE), which is equivalent to the reciprocal OES. The 
energy demand values cover supply of energy carriers, the conversion process to fuels, 
transport and distribution to the final consumer, i.e. to the vehicle tank (well-to-tank 
analysis). 
The following fuel supply chains for Germany were investigated: 
 Diesel fuel a nd gasoline are produced from crude oi l in German refineries or 
imported from foreign countries. In process chain analyses, the imported shares 
from different c ountries of origin are taken into account by considering the 
associated routes of transport [8]. 
 Compressed natural gas (CNG) is suppl ied to the consumer at fast-fill serv ice 
stations where natural gas is drawn from the public distribution system. At these 
service stations, natural gas is compressed and stored at pressures up to 280 bar 
and directly filled into the vehicle tank on demand [8]. 
 Liquefied petroleum gas (LPG) consists of propane and butane gas in different 
mixing ratios according to application area and region. It must not be confused 
with liquefied natural gas (LNG). LPG is a distillation product of crude oil. In a 
LPG separation plant fractions of methane and ethane are extracted and propane 
and butane separated. Butane has a 3 0 % higher LHV than propane, but its 
boiling point of ca. 0 °C (under normal pressure) causes difficulties especially in 
Northern Europe. So in colder regions mixtures with a higher propane fraction 
are used. In warm er regions more butane is adopted – the advantage is a lower 
gas pressure at high temperatures. 
 For the supply of liquefi ed hydrogen (LH2), several process chains have been 
analysed. Gaseous hydrogen can be produced by steam reforming of natural gas, 
gasification of biomass (e.g. wood) or electrolysis. A further differentiation was 
applied within process chains including electrolysis subsystems: electricity can 
either be g enerated by photovoltaic systems and w ind power in G ermany or 
trough solar thermal power plants, e.g. in North Africa, with subsequent high 
voltage direct current power transmission to Germany. After liquefaction, LH2 is 
delivered to t he petrol station in cry ogenic containers and directly filled into 
super-insulated vehicle tanks [9]. 
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 Methanol (MeOH) is produced from a CO-, CO2- and H2-containing synthesis 
gas. Two techniques were chosen for the production of t he synthesis gas: 
combined steam reforming of natural gas [8] a nd gasification of biomass 
(residual forest wood in p articular) [10]. Distribution of methanol to filli ng 
stations and vehicle fueling takes place in the same way as with conventional 
liquid fuels. 
 Rape methyl ester (RME, biodiesel) is produced from raw rape oil by refining or 
transesterification and supplied at petrol stations like diesel fuel. All of t he 
co-products (rape straw, shred, glycerine) along the process chain are used [4]. 
 Electric Vehicles (EV) are passenger cars powered by an ele ctric motor in 
connection with an accumulator. The calculation is base d on th e electricity 
supply by the German electricity mix, i.e. a primary energy adoption of ca. 50 % 
coal, 32 % nuclear power, 11 % natural gas and 7  % others (inc l. renewable 
energy carriers) for the yea r 2005. The accumulator’s efficiency is assumed to 
be 80 %. 
4 Results of process chain analyses 
4.1 Provision of Hydrogen 
Aquatic electrolysis 
For the aquatic electrolysis water is fractionised in its components hydrogen (H2) and 
oxygen (O2) using DC-voltage. H2 is collected at the cathode, O2 at the anode. A semi-
permeable membrane separates the emerging gases and enables charge equalisation. 
For lower capacity up to 20 m³/h PEM-electrolysers (PEM: proton exchange membrane, 
also: polymer electrolyte membrane) are adopted [11]. Alongside the alkaline aquatic 
electrolysis is one of the most usual processes. In this kind of electrolysis the ions needed 
for the ion exchange are typically provided by a caustic potash solution, but the 
underlying type of process is the same [12]. 
Figure 2 shows a flow diagram for the electrolytic provision of hydrogen using 
electricity from the German electricity mix in 2005. According to that for provision of 
hydrogen a 4-times higher PE-adoption is needed compared to its energy content. The 
major losses are caused by the supply of electricity, but the electrolysis itself and the 
compression of the hydrogen to 300 up to 700 bar pressure are lossy as well. 
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 Figure 2: Flow diagram of hydrogen provision by electrolysis [3],[12] 
Besides the reflection of the electricity mix often pure regenerative electricity production 
is considered. This “ecological” current is, however, generally fed into the electricity 
grid and therefore part of the electricity mix. 
Steam reforming of natural gas 
At present most hydrogen is produced by steam reforming of natural gas. This process 
has an efficiency of 70 to 80 % and thus is one of the most efficient methods. An 
unfavourable circumstance of the natural gas reforming is, that the same amount of CO2 
is emitted as would have been released if combusted [12]. 
Figure 3 demonstrates an energy flow diagram for the whole chain of steam natural gas 
reforming. In contrast to the electrolysis in the figure above, here the cryogen 
liquefaction of hydrogen is illustrated. For liquefaction a temperature below -253 °C is 
needed, which is the reason for the high energy demand of this process. According to 
that, the whole supply chain has a PE efficiency of 46 %. The provision of gaseous 
hydrogen can be accomplished with an efficiency of ca. 57 %.  
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 Figure 3: Flow diagram of hydrogen provision by steam natural gas reforming [3],[12] 
Steam reforming of natural gas is typically used for the central hydrogen provision. 
Certainly it is possible to produce hydrogen locally where needed for the FC. Mostly the 
autothermic reforming is adopted – a combination of steam reforming and partial 
oxidation. As a first step towards a hydrogen economy this would be an opportunity to 
make hydrogen accessible in areas which could not be supplied centrally. 
 
4.2 Cumulative Energy Demand 
The average useful life of a passenger car is assumed to be 10 years and 150.000 km 
total kilometrage. Furthermore indirect expenditures are included in the calculation, i.e. 
car maintenance and infrastructural investments as construction and maintenance of road 
network, which are taken into account proportionately. After 10 years the age-related 
maintenance of the vehicle is increasing extensively. Besides, the consumption and 
emission values are no longer state of the technology [3].  
Considering the total CED of the analysed vehicle and powertrain variants, the PE 
consumption per 100 kilometres leads to the results in Figure 4. The lowest input is 
required by the Diesel engine, caused by its high development status and the highest 
efficiency of energy supply of all considered energy sources. 
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Figure 4: Cumulative Energy Demand (CED) of the considered technologies 
Due to the larger energy demand for manufacturing of the EV – respectively batteries 
and electric motors – the advantages of the electric powertrain’s high efficiency are 
compensated in most instances. 
The CED of the FC powertrain under actual development status is significantly higher 
than the gasoline variants. There is much room for improvement however, as hydrogen 
could be provided by a variety of production alternatives. By using renewable energy 
sources a considerable lower CED could be obtained in the future. 
In general, the part of renewable energy assumed to be used for the production of fuels 
could also be used in other sectors than transportation, e.g. direct use of electricity from 
wind or solar power in the residential or industrial sector. Furthermore, the probability of 
using renewable energies in transportation is much lower than in other sectors because a 
low-cost gasoline infrastructure is already established. Any alternative has to compete 
with the existing fuel supply pathways. An analysis of the optimal use of regenerative 
energies either for transportation or for any other sector, however, is beyond the scope of 
the shown results. In the future, several reasons may promote a reinforced use of 
renewable fuels for road traffic, above all increasing air pollution and greenhouse gas 
emissions as well as a politically and economically desired diversification of primary 
energy sources. As CNRED represents the use of fossil resources and thus net-generation 
of CO2-emissions, CNRED associated with the use of renewable fuels must be lower 
than for conventional fuels to achieve a positive effect. Reducing the holistic 
consideration of the CED on the non-regenerative part will yield the CNRED as shown 
in Figure 5.  
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Figure 5: Cumulative non-regenerative Energy Demand (CNRED) of the considered
 technologies 
As the variant methanol (MeOH) from residual wood forest comes off badly in primary 
energy consumption (cp. Figure 4), Figure 5 shows the advantages of the adoption of 
MeOH, resulting from the high fraction of regenerative energy for the fuel production. In 
contrast, the values of the conventional fuels don’t change considerably, caused by their 
fossil origin with a negligible fraction of renewable energies.  
The two RME variants don’t differ in this figure, as the by-products of the RME 
production (mostly coarse rape grist) are normally used for animal food and therefore 
substitute only regenerative energy. So the by-products are not offset to determine the 
CNRED. Altogether RME-powered vehicles are economical in consideration of the non-
regenerative consumption with a level of about 50 % compared to CNG and MeOH as 
well as LH2 from natural gas.  
The main results of these process chain analyses can be summarized as follows: 
 Regarding fossil energy carriers, techniques for t he conversion of natural gas 
into methanol and LH 2 are associated with sign ificantly higher CED and 
CNRED than the supply of the conventional fuels (diesel, gasoline and CNG). 
 Alternative fuels like MeOH and LH 2 have energetic advantages compared to 
conventional fuels if they are produced from regenerative energy carriers. 
 Due to the high input of regenerative energy, most renewable fuels show a 
higher CED than fossil fuels. In cont rast, the CN RED of renew able fuels is 
much lower in most cases. 
 Hydrogen is unfavourable in terms of CED because of high energy demands for 
liquefaction [9]. In t his case, the type of ele ctricity generation system for 
liquefaction has a crucial impact. In Figures 4 and 5, the use of electricity from 
the German grid was implied for liq uefaction of hy drogen. Substitution of 
electrical power from the German grid by hydro or wind power would result in a 
reduction of the CNRED by two thirds. 
 
Figure 6 shows four Sankey diagrams of the analysed vehicles’ process chains. In each 
case the data are normalised for a run of 100 km. On average 13.5 kWh of the effective 
Risø-R-1712(EN) 204
energy is required to drive this distance. Depending on technology, losses occur on 
different stages in the process chain. The CED for building the infrastructure and 
maintenance is similar for all types of vehicles. The energy demand for manufacturing 
the vehicle itself is split up into drivetrain and chassis for battery- and FC-vehicles. The 
CEDP for the whole car is then about one third higher than the CEDP of conventional 
vehicles. 
As shown, the highest losses result from the combustion processes in the analysed 
conventional vehicles. The refining process and natural gas supply have a rather high 
efficiency. In the process chains of the electric cars the supply of electricity and 
hydrogen has a major impact on the overall CED. The utilisation ratio of the electric 
powertrain is very high at about 79 % in both cases. Losses due to energy storage have to 
be taken into account when considering batteries and storage of liquid hydrogen. 
 
 
Figure 6: Process chain analyses for considered vehicles, according to [13] 
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4.3 Sensitivity Analysis 
The efficiency of energy supply for the new technologies – battery powered and fuel cell 
powered electric vehicles – is varied to figure out the threshold from which they will be 
better than conventional drive technologies. Figure 7 illustrates the primary energy 
consumption for a one kilometre drive for different powertrains. Diesel cars and natural 
gas (NG) powered vehicles are used as reference systems. 
About 0.85 kWh of primary energy per km are needed for diesel cars, taking into 
account the CED for the supply of crude oil and the refinement process. The value for 
the NG powertrain is only insignificant higher at about 0.9 kWh per kilometre. The 
variation of the electricity and hydrogen supply efficiency can be seen in the two 
declining curves. 
Electric powered vehicles are more efficient than vehicles with a conventional drive train 
at an utilisation ratio of about 30 to 35 %. As the overall efficiency of the provision of 
the German electricity is already higher, the efficiency of electric driven cars exceeds 
diesel and NG efficiencies by now. 
Steam reformers reach overall efficiencies of about 58 to 60 percent. Due to higher 
losses in fuel cells an utilisation ratio of about 65 to 70 % is needed to be equal to 
conventional vehicles. Technologies based on renewable energy are able to reach this 
value if only the CNRED is considered. 
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Figure 7: Variation of the efficiency of energy supply  
5 Conclusion 
The results obtained in this study demonstrate, from a cumulative point of view, that 
battery powered electric vehicles can reach overall efficiencies near conventional cars. 
They are more efficient than diesel driven cars if the utilisation ratio of the electricity 
supply exceeds 35 %. H2-FC-vehicles have a similar efficiency as natural gas or diesel-
fuelled cars provided that the overall efficiency of hydrogen supply is about 65 to 70 %. 
To reach this aim, further investigation is needed. 
Alternative fuels such as RME, methanol from biomass or electricity and hydrogen from 
regenerative energy sources show significantly lower CNRED along their process chains 
than conventional fuels do. With respect to preserving fossil energy sources and reducing 
emissions, low CNRED is crucial. 
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Both technologies – H2 powered FC and electric vehicles – have their advantages as they 
are emission free at the site of use. This includes the possibility of CO2 sequestration in 
more efficient central facilities. Therefore fossil fuels could be used with reduced impact 
on climate change. This leads to a huge variety of primary energy carriers that can be 
utilised for transportation. 
Even though electric vehicles – battery and fuel cell powered – show a significantly 
higher CEDP than gasoline and diesel ICE vehicles, the chance to use renewable energy 
carriers is yielding the lowest specific CNRED and CO2-emissions over the lifetime. In 
the case of fossil fuels, CNRED and CO2-emissions are dominated by the individual fuel 
supply chains and direct consumption, not by vehicle production, maintenance and 
disposal. Due to the inherent CNRED- and CO2-neutrality of regenerative fuels, CNRED 
and CO2-emissions during utilization are virtually zero. As long as no hydrogen 
infrastructure is provided, on-board storage of hydrogen and also electricity remains a 
crucial problem, use of RME in an ICE vehicle or methanol from biomass in a PEFC 
vehicle represent reasonable transitional solutions. 
By comparing different powertrain concepts, respectively ICE and electric systems, one 
has to bear in mind that these represent strongly unequal evolutionary states. Whilst ICE 
vehicles are being mass-produced, FC and electric vehicles are still in a research and 
development status. Consequently, the database for the propulsion concepts under 
consideration also strongly varies in quality and quantity. In the future, both technologies 
will undergo significant improvements and other technologies will also have to be taken 
into account, e.g. most notably hybrid systems. Thus, a continuous assessment of 
different powertrain systems with the associated fuel supply chains is compulsory in 
order to fill data gaps and evaluate the environmental impacts of each technology. In 
addition to technological issues, social and economic factors such as consumer 
acceptance and availability of fuels are of equal importance. 
The most important criterion for decision-making in the cases considered in this paper 
are the costs, both for the propulsion system as well as for the supply and distribution of 
fuels. Even though fuel cells and electric vehicles can be regarded as cleaner and more 
efficient automotive engines, many challenges still have to be met before a successful 
commercialisation of fuel cell vehicles can be achieved [14],[15]. Consequently, the 
design of the automotive industry in the future will inevitably be connected with the 
design and configuration of a low-cost fuel infrastructure. Given the considerable 
business risk involved in creating an automotive fuel infrastructure based on regenerative 
fuels, a supportive political framework and diversification of the risk with individual 
corporate strategies will be essential. 
In the near future storage of electricity, produced by fluctuating renewable energy 
sources, could be a new field of business for energy suppliers. Electric vehicles, powered 
by batteries as well as by electrolytic hydrogen, may contribute as additional electricity 
consumers. An intelligent control of timed electricity supply and demand provides the 
ability to meet future challenges for the energy economy. 
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Abstract 
Increasing focus on sustainability affects all parts of the energy system. Integrating the 
power and transport system in fut ure energy system planning, influences the 
economically optimal investments and optimal operation of the power system as well as 
the transport system. This work presents analysis of the optimal configuration and 
operation of t he integrated power and transport system in N orthern Europe. Optimal 
configuration and operation is obtained using the optimisation model, Balmorel [1], with 
a transport model extension. For ele ctric drive vehicles with p lug-in capabilities it is  
assumed that power can go both from grid-to-vehicle and vehicle-to-grid. Oil prices are 
assumed to be $120/barrel, and CO2 price 40 €/ton. This results in an optimal investment 
path with a la rge increase in sustainable energy; primarily wind energy, as well as an 
increase in t he electric drive vehicles fleet. Furthermore, the incre ase in wind power 
production exceeds the required increase in power production. 
1 Introduction 
Moving towards 100% renewables in the energy system is a challenge for both the power 
and transport system. Sustainable energy sources like solar and wind are stochastic by 
nature and call for a larger flexibility in the remainder of the energy system. Moving the 
means of tra nsportation towards electric drive vehicles (EDVs) with  plug-in facility 
leads to cleaner transportation provided the power used is produced on renewables. 
Furthermore, the charging of EDVs from the grid (G2V) and even loading of power back 
to the grid (V2G), can deliver some of the desired flexibility.  
 
Based on the model of th e integrated power and transport system described in [2], 
scenarios are analysed for the northern European power system. The contribution of this 
article is a s tudy of means for pro viding an energy system with a l arge share of 
renewables that is ec onomically optimal, and whether the ec onomically optimal 
investments support a m ove towards 100% renewables in the energy system. Also, 
competition between the different vehicle types is s tudied as we ll as c ompetition 
between sources of flex ibility, e.g., EDVs versus heat storage in combination with 
electric heat boilers. 
 
Research has been done within various fields related to th e integrated power and 
transport system, i.e., infrastruc ture, transition paths, potential benefits for bo th the 
power system and the cust omer, and qua ntifying the im pact and be nefits. The 
contribution of this w ork is analy ses of differences i n optimal investment paths and 
configuration of the p ower and tra nsport system for various scenarios for nor thern 
Europe in 2030, and, thereby, finding key drivers co ntributing to the path towards a 
100% renewable energy system. Using electrical power in the tr ansport system has 
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consequences for t he entire energy system as do es the introduction of, e.g., V2G and 
control of the loading and unloading of the batteries. 
 
Kempton and Tomic [3] explain the concept of V2G and touch on the potential benefits 
of V2G. Details on the economics of services provided to the power system by the EDVs 
have been analysed by Kempton et al. [4]. Potential benefits of providing particular 
services have been studied in terms of peak load shaving [5], and regulation and 
ancillary services [6]. Int egration of battery electric vehicles (BEVs) with part icular 
focus on benefits of vehicles providing ancillary services has been looked into by Brooks 
[7]. Moura [8] has made cost comparisons of providing the different services, comparing 
the EDVs wit h the different technologies providing the same services today. A b rief 
overview of potentials of the G2V and V2G capabilities is given in [9]. 
 
Integration of the power and transport systems requires a num ber of cha nges and 
additions, e.g., monitoring and metering of the vehicles, aggregators dealing with the 
system operator, connection standards,  communication with the vehicles etc. In order to 
control the use of the EDVs in the model, all these changes and additions are assumed to 
have taken place. Possible infrastructure solutions and system needs have been the focus 
of several articles.  Kempton et al. [4] have suggested an infrastructure in terms of, e.g., 
business models and connection standards. Business models are also a subject of [10] as 
are thoughts on dispatch of vehicles. Brooks and Gage [11] have given an introduction to 
relevant factors in the system setup, and Kempton and Letendre [12] include suggestions 
on computer functionalities. Regarding the transition path, studies have focused on how 
to ensure a smooth transition path from today’s vehicle fleet to a fleet of plug-in hybrid 
electric vehicles (PHEVs) a nd BEVs [10] and further on to fuel ce ll electric vehicles 
(FCEVs) [13], [14], [15]. 
 
The impacts of availability of V 2G in terms of bene fits and changes in the vehicles 
technology market shares, has been looked into by Turton and Moura [16], focusing on 
scenarios including climate policy scenarios. Retail and lifecycle cost analyses have been 
made for BEVs [17] and PHEVs [18]. Furthermore, an advanced model returning, e.g., 
energy usage for different vehicles types, divided on different parts of the ve hicles has 
been developed (ADVISOR) [19]. For optimising future configuration and operation of 
the integrated power and transport system, assumptions and calculations are made in 
terms of, e.g., costs of vehicles, availability, and energy usage as studied above. 
  
Integration of the p ower and transport systems influences the power production. This 
impact has been quantified by few so far . McCarthy, Yang and Ogden [20] have for 
California’s energy market developed a simplified dispatch model to investigate the 
impacts of EDVs being part of the energy system. Short & D enholm [21] have studied 
the impact on wind i nstallations with the introduction of EDVs with G2V an d V2G 
capabilities, and Denholm and Short [22] have studied the power system impacts with 
optimal dispatch of EDV charging.  However, investment analysis has not been included 
in any of these studies, i.e. configuration of both the power system and the vehicle fleet 
was inputs in the analyses. In this article the power and transport systems are integrated 
in a way that allows us to analyse the effects the changes in one system has on both the 
power and transport system. 
 
In section 2 we give a pre sentation of the model used for the an alyses, followed by a 
touch on some of t he assumptions in section 3. The model is a pplied to a number of 
cases presented in section 4 and results from running the model are presented in section 
5. Finally, discussions about the model, results, and the assumptions are given in section 
6. Section 7 concludes. 
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2 Balmorel with transport 
The model of the integrated power and transport system is a partial equilibrium model 
[1], [2], [23] assuming perfect competition. The model (Figure 1) maximises social 
surplus subject to c onstraints, including technical restrictions, renewable energy 
potentials, balancing of electricity and heat production, and restrictions on the vehicles. 
Maximising social surplus in a case with price inelastic demand corresponds to 
minimising operational costs. Investments are gen erated resulting in an e conomically 
optimal operation and configuration of the power system. Electricity prices are derived 
from marginal system operation costs.  
 
 
 
 
Balmorel works with three geographical entities: countries, regions and areas. Countries 
are divided into regions connected with transmission lines. The regions are then divided 
into areas. Balancing of electricity and transport supply and demand is done on regional 
level, whereas balancing of supply and demand for district heating is on area level. 
 
The optimization horizon is yearly and the investment decisions are based on demand 
and technology costs. Ba lmorel works with an hourly time resolution that can b e 
aggregated into fewer time steps. Tim e aggregation is typically used for lo ng term 
investments. For some cases the hourly time resolution is important, then, a cut down in 
the number of weeks calculated is also a possibility. 
 
Present power and transport system 
• Capacities, lines, plants, storages 
• Power consumption 
• Number of vehicles 
• Life time of plants and vehicles 
• Efficiencies 
• Vehicle energy consumption 
Scenario data 
• Fuel prices 
• CO2 prices 
• Demand (power, heat, transport) 
• Prices of different vehicle types 
• Technology data future units 
Model run  
• maximizing social surplus 
• Restrictions for vehicles, e.g.: 
o balancing of on-board storage 
o balancing of power bus 
o power to and from grid 
o loading of on-board storage 
• Limits on variables e.g. emissions 
Model output: 
Configuration and operation of power and 
transport system 
Input data 
Figure 1 Sketch of the Balmorel model including transport 
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For including transport in Balmorel a transp ort add-on has been developed [reference 
artikel] (Figure 2). The tr ansport model includes electricity balancing in the transport 
system as we ll as electricity balancing in the integrated power and transport system, 
investment and operation costs, and demand for transport services. In the model we have 
included the following vehicle technologies; internal combustion engine vehicles (ICEs), 
and EDVs, where EDVs cover BEVs, PHEVs, and FCEVs. Vehicles that are non-plug-
ins do not provide flexibility to the power system and are, therefore, treated in a 
simplified way.  
3 Assumptions 
The transport model is based on a number of assumptions also described in [2]. In this 
section we will mention a few assumptions crucial for the results of the model runs. First 
of all, all EDVs vehicles are assumed to leave the grid with a vehicle dependent amount 
of power on the battery, restricting the loading and unloading to meet this load factor.  
 
Furthermore, the plug-in hybrids are assumed to use the electric storage until depletion 
(of the us able part of t he battery) before usi ng the engine. This assumption seems 
reasonable due to the high difference in prices on fuels and electricity as well as the high 
difference in efficiencies of the electric motor and the combustion engine or fuel cell. 
Also, the batteries have no loss of effect before almost depleted, leaving the motor able 
to perform as demanded until down to the minimum state of charge. 
4 Application 
The model is applied to a northern European case introducing different scenarios to 
analyse the consequences of the optimal operation and configuration of th e integrated 
power and transport system. In th is section we start with a case description. Then, an 
outline of the scenarios is presented and finally we present and analyse the results f rom 
running the model with the different scenarios. 
Power flows 
• depending on vehicle 
technology   
Costs 
Depending on vehicle gro up, 
production year, fuel consumption  
etc.
Configuration and operation of  the 
transport system (and en ergy 
system) 
• optimal investment in vehicle 
portfolio 
The energy system (Balmorel) 
• Costs 
• Capacities 
• Investments 
• Electricity flows 
Input data 
• Transport demand 
• Fuel prices 
• Technical data on vehicles 
• Price of CO2 emissions  
• Driving pattern 
• Plug-in pattern
The transport model 
Figure 3 The transport add-on in Balmorel 
Assumptions 
• Aggregation of 
vehicles 
• Energy 
consumption 
• … 
2
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4.1 Base case 
Balmorel is run for the y ear 2030 for the N orthern European countries including the 
Scandinavian countries and Germany. In or der to be able to run the model within 
reasonable computation time for Norway , Sweden and Fi nland each country is 
aggregated into one region. For G ermany we have aggregated the regions into two in 
order to represent the transmission bottlenecks between Northern Germany with a large 
share of wind power and the consumption centres in Central Germany. Denmark is split 
into two regions representing Western Denmark being synchronous with the UCTE 
power system and Eastern Denmark being synchronous with the Nordel power system.  
 
A number of inputs are required for running the model, e.g., fuel prices, CO2 pri ces, 
demand data, and v ehicle and p ower system technology data, which are all given 
exogenously. In the base case, oil-prices are assum ed to be $120/barrel, assum ing 
constant price elasticities as in [23]. CO2-prices are assumed to be €40/ton. Data, such as 
the demand data, is to be given on a regional level (Table 1). Currently, there is no 
transmission between the two regions in Denmark, but f or the year 2030 we have 
assumed a transmission capacity of 1.2 GW and a transmission loss of 1%. 
 
Table 1 Demand input data year 2030 (source for all but Norway [25]) 
 
Denmark 
East 
Denmark 
West 
Sweden Norway Finland Germany  
Electricity 
demand (TWh/yr) 
16 24 153 145 104 620 
District heat 
demand (TWh/yr) 
12 15 46 9 56 102 
Transport demand 
(b. persons km/yr) 
31 41 148 69 86 1262 
 
In order for Balmorel to b alance power demand and power supply, new technologies 
must be a vailable for investment. Table 2 s hows the technologies we have made 
available for investment in 2030 for t he base case. With the analysis focusing on 
competition between technologies and incorporating more renewables, we find this list 
of technologies to be a good basis. 
 
Table 2 Technology investment options in the simulation (all data except data on 
Electric boiler are from the Danish Energy Authority [26]). Investment costs for heat 
storage and hydrogen storage are given as M€/MWh storage capacity. 
 
Investment costs 
(M€/MW) 
Variable costs 
(€/MW) 
Annual costs 
(k€/MW) 
Efficiency 
Onshore wind  0.5 7 0 1 
Offshore wind  1 4 4 1 
CHP plant, biomass 1.3 2.7 25 0.45 
Open cycle gas turbine 0.5 2 72 0.4 
Combined cycle gas 
turbine, condensing 
0.54 0.67 13.39 0.55 
Combined cycle gas 
turbine, extraction  
0.55 1.5 12.5 0.56 
Heat storage 0.6 0 1 1 
Heat pump 0.6 0 3 3.9 
Electric boiler 0.04 0 1.2 0.98 
Coal extraction 1.2 1.8 16 0.5 
Heat boiler, biomass 0.32 4.02 19.28 0.85 
Heat boiler, natural gas 0.05 0.67 0.54 0.95 
Nuclear 1.89 1.37 37.75 0.35 
Solid oxide electrolysis 0.18 0 5.4 0.93 
Hydrogen storage, cavern 0.00058 0 0 0.83 
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As for the power system, balancing the transport supply and demand requires investment 
opportunities in d ifferent technologies. With focus on incorporating more renewables 
through the introduction of different EDVs we have decided to consider four different 
vehicles technologies; Diesel ICE, series PHEV (diesel), series plug-in FCEV (from now 
on referred to as FCEV), and BEV. The four technologies compete both in cost and in 
delivering benefit for the power system. The cost and electric storage capacity for the 
four vehicle technologies included in the base case are given in Table 3. The size of the 
electric storage capacity, shown in the table, reflects the usable size of the battery. Today 
the electric vehicle efficiency used is appr ox. 5 km/kWh [21], [22], [24], leading us to 
believe that the efficiency will reach approx. 7 km/kWh by 2030. We believe that the 
battery size for BEVs by 2030 will provide a driving range of approx. 350 km. For both 
FCEVs and PHEVs the ba tteries could be almost as la rge as for BE Vs, but additional 
weight as well as trade-off between additional driving range and additional cost leads us 
to believe that a ba ttery covering a driving range of approx. 65 km is reaso nable for 
everyday purpose.  
 
Table 3 Vehicle technology investment options [27] 
Type of 
vehicle 
Annualised investment 
costs (€) 
O & M costs 
(€/year) 
Electric storage 
cap. (kWh) 
ICE 1,572 1,168 0.8 
BEV 2,185 1,101 50 
PHEV 2,133 1,168 10 
FCEV 2,597 1,101 10 
 
Plug-in patterns has been derived from driving patterns obtained from the investigation 
of transport habits in Denmark [28].We have assumed that driving habits are the same 
for all the countries in Northern Europe, since we believe that the difference is minor 
and, therefore, will not have great effects on the results. Changing the plug-in patterns in 
the model will give an illustration on whether this assumption should be relaxed. 
4.2 Scenarios 
In this article we provide an investigation of the EDVs and their ability to provide some 
of the benefits for the power system needed in order to reach a level of 100% renewables 
in the entire energy system. We focus on investigation of: 
 
1) The optimal configuration of the power system depending on flexibility of the 
vehicles. What is the influence of introducing V2G, sensitivity of changing the 
plug-in patterns etc? We believe that V2G has some influence on the 
configuration of the power system since being able to deliver power back to the 
grid delivers a greater flexibility than just flexible demand. We believe that this 
very well could mean introduction of more wind in the cases with V2G facilities 
available.  
 
2) What is the economic value of the EDVs, e.g., a) at what price do they appear to 
be competitive with the ICE, b) what is the marginal benefit of the EDVs, and c) 
how does changes in the fuel and CO 2 prices affect the value of the EDVs. We 
believe that the EDVs have the benefit that they do provide some flexibility to 
the power system, and expect the EDVs being quite competitive both when it  
comes to vehicle prices and changes in the fuel prices. 
 
 
3) How do the EDVs compete with other flexible technologies, e.g., heat pumps, 
heat storage, electric boilers, and OCGTs. We believe that being forced to invest 
in one vehicle technology or the other, the EDVs will do quite good because of 
the benefits they provide to the power system. 
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In order to investigate the above, a number of scenarios have been set up. First of all, we 
will be running the base case and analyse the results. Based on this we will change the 
following separately – su bsequently some of them  simultaneously, creating many 
different scenarios: 
 
• The inclusion of the V2G facility 
• Fuel prices 
• CO2 prices 
• Inclusion of different technologies 
• Prices of the vehicles technologies  
• Price differences between the vehicles technologies 
• Plug-in patterns from only plugging-in when parked at home to p lugging in 
every time the vehicle is parked 
5 Results 
The model has yet to be run for the Nordic case. For illustrative purposes we will present 
some results from the Danish case. In this model run the oil prices have been set to only 
$100/barrel, and no transmission between countries is allowed.  
 
If there is no  interaction between the power and tra nsport system, the investments in 
vehicles are of course in IC Es, because the model in this case do not include the option 
to charge vehicles from the grid. Integrating the power and transport system and 
allowing for both G2V and V2G results in investments in PHEVs to be the most optimal. 
The investments in power plants are shifted most notably from onshore wind to offshore 
wind, and secondly a sli ght reduction in investments in th ermal power plants is seen  
when going from no i ntegration with the transport system to th e integrated system 
(Figure 3). Furthermore, the total costs of the system amounts to 74 million more if the 
power and transport systems are not integrated. 
 
Figure 3 Optimal investments in power plants (2030) 
 
Excluding the V2G facil ities does not change much for ne ither the power nor the 
transport system. Running the system becomes more expensive – a prices difference of 
1.8 million Euros. We ge t a power sy stem with less renewa bles and more of re gular 
production, although the change is only  barely visible. Investment in veh icles remains 
the same.  
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As for electri city generation it is easily seen from  Figure 4, that the extra electricity 
generation needed due to t he electricity consumption of electric vehicles is de livered 
from wind power. Furthermore a reductio n in p ower production using natural gas is 
observed. The increase in wind power production exceeds the demand for power from 
the transport sector. This large increase in power production is a good indication of the 
benefits of the integration of the power and transport system. 
 
 
Figure 4 Power production based on fuel type (2030) 
 
Looking at the use of energy over the day, we see the major part of the loading is done 
during night time, although there is more than expected in the day time (Figure 5). This 
is due to the rather strict assumptions about the load factor of the vehicles leaving the 
grid. We have set the l oad factor of the PH EVs to 80% in order for t he vehicles to be 
able to drive quite far on electrical power. If all EDVs leave the grid with a load factor of 
80% the charge during the day is also required to meet the restrictions and thereby fixed 
to be rather high. This does not leave much flexibility to the power system to optimise. 
From looking at the figure we also get an indication of the rather small usage of the V2G 
facility, placed at the times of high demand followed by higher prices for electricity. 
 
 
Figure 5 Grid-vehicle interactions vs. electricity price (week 46) 
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For driving the vehicles the gross use of power amounts to a battery use of 6.7 TWh and 
use of engine worth 2.2 TWh summing to a total energy use of 8.9 T Wh for 2.5 million 
vehicles. Changing prices of fuel shows that a fall in the fuel price to $90/barrel or the 
CO2 prices to €30/ton results ICEs becoming competitive and we get an investment split  
in the two vehicle types; ICEs and PHEVs. Increasing the prices of the EDVs of approx. 
11% results in optimal investments being in ICEs. Alas, results from the model are quite 
sensitive to pricing of both fuel, CO2, and the EDVs.  
6 Discussion 
The results are an indication of the optimal investment in the situation where all people 
are rational and acting according to the overall optimum. This is of course no t the case 
and the modelling cannot capture all individual thinking and acting, but only give a good 
indication to act upon. Some improvements could be made for th e model to be more 
representative, though. For example would an inclusion of different customer types 
through different driving patterns be a way to capt ure the differe nt types of d riving 
demands. This could result in, e.g., the BEVs being more attractive for customer groups 
like the people with a second vehicle only used for commuting. Also, one could consider 
including different plug-in patterns based on the different driving patterns. 
 
Exclusion of the transmission lines as in the illustrative case above does leave out some 
of the positive effects of, e.g., hydro in Norway. The availability of hydro as a flexibility 
could make the EDVs less attrac tive and it could be interesting to see if the two 
technologies compete.  
 
The model works with a capacity balance restriction ensuring enough production 
capacity to meet peak demand. One could argue that EDVs would have a capacity value 
and hence should be able to contribute to the capacity balance. How much of their total 
capacity they can contribute with is yet to be l ooked into and is a subject for future 
research. 
 
Finally, as mentioned the assumption about load factor fixes t he possible loading of 
power to the vehicles somewhat. The load factor could, for later versions of the model, 
very well be part of the optimisation problem, leaving the problem somewhat bigger and 
calculation time higher. It could be interesting to see, if making the load factor a decision 
variable changes the optimal loading pattern. We would expect to s ee results more 
dependent on the electricity prices and driving distances than the results of these model 
runs. 
7 Concluding remarks 
From running the model on an illustrative case of the Danish power and transport system 
it is obvious that investments in EDVs are optimal and beneficial for the power system 
as well. The y provide flexibility in ter ms of rese mbling flexible demand and with 
inclusion of V2G they are an even greater benefit although the overall costs savings are 
small compared to the total cost of the system.  
 
The results from the model are s ensitive to the price settings, and it is ye t to be 
investigated whether it is also sensitive to which technologies are included. Furthermore, 
the optimal configuration of the p ower system given specific configurations of the 
vehicle fleet is of grea t interest – and whether the c osts of t he systems increase or 
decrease with different vehicle fleet configurations. 
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In this model the wind power production is predictive and not stochastic. Making the 
wind power stochastic would probably change the results quite a lot and is a subject for 
future research. With unknown actual production the need for reserves will b e different 
and we woul d expect the value of t he EDVs to rise. Future rese arch also includes 
transforming the load factor into a decision variable, creating different customer profiles, 
having EDVs provide capacity credit, as well as vehicles with different features for each 
vehicle technology. 
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Abstract 
This work deals with the study of a post combustion carbon dioxide capture process 
using aqueous solutions of ammonia as solvent. Amine solutions have been commonly 
used for the commercial production of CO2. The main disadvantage related to the use of 
amine solutions is the high energy consumption (3.5 - 4 GJ/ton CO2) and the high 
degradation rate of the amines. The heat of absorption of carbon dioxide by ammonia is 
significantly lower than for alkanolamines. Hence, this process shows good perspectives. 
However, a scientific understanding of the processes is required. 
In order to simulate and optimize the process, a thermodynamic model for the system is 
required. The properties of the NH3-CO2-H2O system were previously modeled using the 
Extended UNIQUAC electrolyte model in the temperature range from 0 to 110°C, the 
pressure range from 0 to 100 bars and for a molality of ammonia up to approximately 80 
[1]. In this work, the validity of this model was extended up to 150°C. Also additional 
data for the enthalpy of partial evaporation and speciation data were used. 
The equilibrium composition and enthalpy of the different streams of the process have 
been studied, based on the information from the patent [2].  
The results show that solid phases consisting of ammonium carbonate compounds are 
formed in the absorber. It also shows that the pure CO2 stream that leaves the stripper is 
pressurized. 
The energy requirements in the absorber and in the desorber have been studied. An 
energy consumption in the desorber lower than 2 GJ/ton CO2 can be reached.  
1 Introduction 
The proportion of carbon dioxide emissions from power production is very significant in 
industrialized countries. In Denmark, in 2004, they represented 61% of the total CO2 
emissions [3]. Therefore, regarding the reduction objectives endorsed by many 
governments, efforts are being made to develop technologies allowing the decrease of 
the emissions from the power plants. Carbon dioxide capture implies separating the CO2 
from the flue gases from a power plant or other industry instead of releasing the CO2 in 
the atmosphere. Different methods are under development to capture CO2 from coal-
fired power plants. Post-combustion techniques separate the carbon dioxide from the flue 
gas after a traditional combustion process. The main advantage of such technique is that 
the combustion at the power plant is unaltered, so the process can be implemented on 
existing power plants. Amine solutions have been commonly used for the commercial 
production of CO2 and have been tested for CO2 capture on pilot scale. However such 
technologies require a large amount of energy, especially in the desorption part of the 
process [4]. In addition, the use of amines entails some problems related to solvent 
degradation and corrosion [5, 6]. Therefore, new alternatives for post-combustion 
capture are searched for. Processes using aqueous ammonia as solvent are some of the 
promising alternatives. The ammonia process is found in two variants, depending on the 
temperature of absorption. The first variant absorbs the CO2 at low temperature (2-10°C) 
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 and is therefore called chilled ammonia process. The low temperature process has the 
advantage of decreasing the ammonia slip in the absorber and decreasing the flue gas 
volume. This process allows precipitation of several ammonium carbonate compounds in 
the absorber. The second process absorbs CO2 at ambient temperature (25-40°C) and 
does not allow precipitation. This study focuses on the chilled ammonia process. 
2 Description of the patented process  
The use of chilled ammonia to capture carbon dioxide was patented in 2006 by Eli Gal 
[2]. The process described in the patent requires several steps. First, the purpose of the 
process is to absorb the carbon dioxide at a low temperature. The patent indicates a 
temperature range from 0 to 20°C, and preferably from 0 to 10°C. Hence, it is first 
necessary to cool down the flue gas that contains the CO2. This is done by using Direct 
Contact Coolers at the entrance of the process. The temperature of the gas that leaves the 
cooling subsystem is between 0 and 10°C. This stream contains low moisture and almost 
no particulate matter, acidic or volatile species. Indeed, the low temperature decreases 
the vapor pressure of these compounds as it promotes their condensation into the water. 
Then, the flue gas enters the CO2 capture and regeneration subsystem. This subsystem 
consists, like the capture processes using amines, of absorption and desorption columns.  
The cold flue gas enters the bottom of the absorber while the CO2-lean stream enters the 
top of it. The CO2-lean stream is mainly composed of water, ammonia and carbon 
dioxide. The mass fraction of ammonia in the solvent is typically to 10wt%. The pressure 
in the absorber should be close to atmospheric pressure, while the temperature should be 
in the range 0-20°C, and preferably 0-10°C. This low temperature prevents the ammonia 
from evaporating. According to the patent, the CO2-lean stream should have a CO2 
loading (the ratio of the number of mole of carbon dioxide and ammonia in their various 
aqueous forms) between 0.25 and 0.67, and preferably between 0.33 and 0.67. A low 
CO2 loading in the top of the absorber where the CO2-lean stream is fed in increases the 
vapor pressure of ammonia which implies its evaporation. On the other hand, a high CO2 
loading for the CO2-lean stream decreases the efficiency of the absorption. 
Under the conditions described above and according to the patent, more than 90% of the 
CO2 from the flue gas can be captured. The cleaned gas stream can leave the absorber by 
its top. This stream contains residual ammonia, which is washed out by using cold water 
and an acidic solution. The treated stream is reintroduced into the system. The cleaned 
gas mainly contains nitrogen, oxygen and a low concentration of carbon dioxide. 
The CO2-rich stream leaves the bottom of the absorber. It might be composed of a solid 
and a liquid phase. Indeed, at this temperature and under those conditions, the solubility 
limits may be reached. Hence, the CO2-rich stream is a slurry. Its CO2 loading is between 
0.5 and 1, and preferably between 0.67 and 1. The patent mentions that a part of the 
CO2-rich stream could be recycled to the absorber in order to increase the CO2 loading of 
the CO2-rich stream by producing more solids. 
The CO2-rich stream is pressurized and pumped to a heat exchanger where its 
temperature increases, and then sent to the desorber using a high pressure pump. The 
desorber temperature is in the range of 50-200°C, and preferably 100-150°C while the 
pressure is in the range of 2-136 atmospheres. Under those conditions, the vaporization 
of ammonia and water implied by the high temperature is reduced. The conditions cause 
CO2 to evaporate from the solution. It leaves the top of the desorber as a relatively clean 
and high pressure stream. The water vapor and the ammonia that are contained in this 
stream can be recovered by cold washing, possibly using weak acid to increase the 
efficiency. 
The desorption reaction is endothermic, but the energy that has to be supplied is much 
lower than for MEA or other amines according to the patent. This energy highly depends 
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on the composition of the CO2-rich stream that enters the desorber. In addition, the pure 
CO2 stream that is obtained with this process is already at high pressure. Hence, a part of 
the energy needed to compress this stream is saved. In addition, the high pressure 
desorption limits the vaporization of water and thereby reduces the energy consumption. 
3 Description of the model 
The study of such process requires the use of a thermodynamic model that can take into 
account the speciation, the vapor liquid equilibrium (VLE), the solid liquid equilibrium 
(SLE) and the enthalpy change entailed by the mix of ammonia, carbon dioxide and 
water. This study uses the extended UNIQUAC model that is based on the one described 
by Thomsen and Rasmussen in 1999 [1]. It calculates the activity coefficient for the 
liquid phase using the extended UNIQUAC model, and the gas phase fugacity using the 
Soave-Redlich-Kwong (SRK) equation for the volatile compounds. The original version 
of the model has shown to be capable of describing accurately the vapor-liquid-solid 
equilibria and thermal properties for the CO2-NH3-H2O system for a wide range of 
concentration (up to 80 molal NH3), for a temperature in the range of 0-110°C and for a 
pressure up to 100 bars [1]. In this new version of the model, additional experimental 
data were used in order to extend the valid temperature range up to 150°C. The 
following section describes this new version of the model. 
3.1 Equilibrium 
The analysis of the CO2-NH3-H2O system implies the study of several equilibrium 
processes. The following reactions are considered in this new version of the model: 
Speciation equilibriums 
+ +
3 4NH (aq)+H NH←⎯→     (1) 
- +
2 2 3CO (aq)+H O(l) HCO +H←⎯→     (2) 
- 2- +
3 3HCO CO +H←⎯→     (3) 
- -
3 3 2 2NH (aq)+HCO NH COO +H O(l)←⎯→     (4) 
Vapor-liquid equilibriums 
2 2CO (g) CO (aq)←⎯→     (5)  
3 3NH (g) NH (aq)←⎯→     (6) 
2 2H O(g) H O(l)←⎯→     (7) 
Liquid-solid equilibriums 
+ -
4 3 4 3NH +HCO NH HCO (s)←⎯→     (8) 
+ -
4 2 2 4NH +NH COO NH COONH (s)←⎯→     (9) 
+ 2-
4 3 2 4 2 3 22NH +CO +H O (NH ) CO .H O(s)←⎯→    (10) 
2 2H O(l) H O(s)←⎯→     (11) 
+ 2- -
4 3 3 4 2 3 4 34NH +CO +2HCO (NH ) CO .2NH HCO (s)←⎯→    (12) 
Hence, five different solids can be formed during the process: 
• Ammonium bicarbonate: NH4HCO3 
• Ammonium carbonate: (NH4)2CO3.H2O 
• Ammonium carbamate: NH2COONH4 
Risø-R-1712(EN) 223
 • Sesqui-carbonate: (NH4)2CO3·2NH4HCO3 
• Ice: H2O  
3.2 Parameters, experimental data and upgrade of the model 
The use of SRK does not imply additional parameters to be fitted as no interaction 
parameters are used for the gas phase.  
The model requires binary interaction parameters, UNIQUAC surface area and volume 
parameters. In addition, the enthalpy and Gibbs energy of formation of the different 
solids formed were also considered as parameters to be fitted. Finally, the Gibbs energy, 
the enthalpy of formation and the heat capacity of the ammonium carbamate ion 
(NH2COO
-) were also fitted to experimental data.  
In total, 65 parameters were fitted to the experimental data compared to the previous 
version of the model. 
In addition, changes were made from the original model. Hence, the model includes the 
calculation of the residual enthalpy for the gas phase. This calculation is based on the 
formula included in Smith JM et al. [7] 
Furthermore, Henry constant correlations as a function of the temperature were included 
both for ammonia and carbon dioxide. The correlation used for Ammonia was proposed 
by Rumpf and Maurer in 1993 for a temperature range from 273.15 to 433.15K [8]. The 
Henry constant is expressed in 1MPa kg mol−⋅ ⋅  and the temperature in Kelvin.  
3 2
1879.02 355134.1
ln( ) 3.932mNHH T T
= − −    
The correlation used for carbon dioxide was proposed by Rumpf and Maurer in 1993 for 
a temperature range from 273.15 to 473.15K [9]. The same units are used in this 
expression. 
( )
3
29624.4ln( ) 192.876 1.441 10 28.749 lnmNHH T TT
−= − + ⋅ ⋅ − ⋅  
The influence of pressure on the Henry’s constants was estimated using the partial molar 
volume of carbon dioxide and ammonia in water from Brelvi and O’Connell [10].   
More than 3800 experimental data from various publications were used to fit the 
parameters.  
This work uses the same solid-liquid equilibrium data published by Jänecke [11] as were 
used for the previous version of the model, as explained by Thomsen and Rasmussen [1]. 
Figure 1 shows the phase diagram for the NH3-CO2-H2O system as a function of the 
temperature and of the CO2 loading. Experimental data from various publications ([12, 
13, 14]) have been included on the phase diagram to show the fit between the calculation 
from the model and the experimental data.  
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Figure 1: Phase diagram for the ammonia-carbon dioxide-water system from -6 to 90°C 
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To extend the valid temperature range of the model, additional data have been included 
for the parameter estimation. Figure 2 plots the pressure calculated with the extended 
UNIQUAC model for NH3-CO2-H2O mixtures at 120°C and various molality of 
ammonia as a function of the molality of carbon dioxide. The corresponding results from 
two different publications have also been included [15, 16]. 
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Figure 2: Total pressure in NH3-CO2-H2O mixtures at 120°C 
It can be observed that there is a satisfactory agreement between the results from the 
model and the experimental data at these conditions. 
Compared to the previous version of the model, new types of experimental were used for 
parameter estimation. 
First, data from Lichtfers et al. [17] were used. These are speciation data for the NH3-
CO2-H2O system that were measured at a temperature from 40 to 120°C at various 
concentrations of ammonia and carbon dioxide. The ratio between the amount of 
ammonium carbamate ion and the total amount of ammonia was used in the object 
function during the determination of the parameters. Figure 3 plots speciation calculation 
at 80°C for the NH3-CO2-H2O system for a molality of ammonia of 6.1mol/kg as a 
function of the molality of carbon dioxide. The experimental data from Lichtfers et al. 
have also been plotted. 
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Figure 3: Speciation calculations at 80°C for a molality of ammonia of 6.1mol/kg 
Enthalpy data from partial evaporation of CO2-NH3-H2O mixtures published by Rumpf 
et al. in 1998 [18] were also used during the parameter estimation. The object function 
that was used consists of minimizing the difference of the calculated and the 
experimental enthalpy, based on a flash calculation simulating the experiment. 
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 Hence, this model is capable of describing accurately the vapor-liquid-solid equilibria 
and thermal properties for this system for a wide range of concentrations (up to 80 
molal), for a temperature in the range of 0-150°C and for a pressure up to 100 bars. 
4 Results from the model  
Based on the model and the information given in the patent, it is possible to calculate the 
composition of the different streams. The results shown here describe the compositions 
of the streams in the absorber and in the desorber. The initial mass fraction of ammonia 
that was used here is 10wt%. It corresponds to a molality of ammonia of 8.15mol kg-1. 
4.1 Composition of the process streams 
In the absorber, the temperature should be in the range of 0-20°C, and preferably 0-10°C. 
The CO2 loading of the CO2-lean stream (lean CO2 loading) is in the range of 0.25-0.67, 
and the one of the CO2-rich stream (rich CO2 loading) in the range of 0.5-1. Therefore it 
is relevant to study the influence of the CO2 loading from 0.25 to 0.97 by maintaining the 
temperature at 10°C and by using 10wt% mass fraction of ammonia. 
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Figure 4: Composition of the liquid phase of a 10wt% ammonia solvent with a 
temperature of 10°C as a function of the CO2 loading 
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Figure 5: Nature and amount of solid phases of a 10wt% ammonia solvent with a 
temperature of 10°C as a function of the CO2 loading 
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Figure 6: Bubble point pressures of a 10wt% ammonia solvent with a temperature of 
10°C as a function of the CO2 loading 
Figures 5 shows that at absorber conditions, a solid phase that consists of ammonium 
bicarbonate is formed. Figure 6 shows that at low CO2 loadings (in the top of the 
absorber), the mole fraction of ammonia in the gas phase is very high. Therefore, it is 
likely that a certain amount of ammonia is swept along in the pure gas stream that leaves 
the absorber. Hence, a washing section must be considered to limit the emission of 
ammonia.  
A similar study was performed to analyze the composition of the stream in the desorber. 
The same initial mass fraction of ammonia was chosen (10wt%). According to the 
patent, the desorption preferably occurs at temperatures in the range of 100-150°C. The 
CO2 loading decreases in the stripper as the carbon dioxide is desorbed there. The 
influence of loading on the composition of the stream in the stripper is studied in Figure 
7 and Figure 8. A temperature of 110°C was chosen in the study. The CO2 loading was 
varied from 0.25 to 0.77. 
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Figure 7: Bubble point pressures of a 10wt% ammonia solvent with a temperature of 
120°C as a function of the CO2 loading 
It should be noticed that a logarithmic scale is used for the ordinate axis on Figure 7. 
Figure 8 shows that for high CO2 loading, the mole fraction of carbon dioxide in the gas 
phase is very close to 1. Providing that the CO2-rich stream that enters the stripper has a 
high CO2 loading, this figure shows that at high temperature, it is possible to get a 
pressurized and nearly pure CO2 stream. 
Hence, some energy savings can be made during the compression of the CO2 stream 
before it is transported and sequestrated. 
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Figure 8: Composition of the bubble point gas phase of a 10wt% ammonia solvent with a 
temperature of 120°C as a function of the CO2 loading 
4.2 Energy requirement 
The energy requirement, and especially the heat required in the desorber, is a key 
parameter of a capture process. The use of ammonia is supposed to lower the energy 
requirement. The heat required in the desorber was studied. Based on the calculation of 
the enthalpy of each stream and using a reference configuration assuming the process 
conditions of each of the stream, it is possible to evaluate the energy requirement in the 
desorber. This study takes into account the amounts of water and ammonia that are swept 
along in the gas phase and eventually pumped to the desorber after the pure CO2 stream 
passes through a condenser and a washing section.  
NH3 init 
wt% 
T CO2-Lean 
and Pure CO2 
T CO2-
Rich 
Lean CO2 
loading 
Rich CO2 
loading 
12 110°C 100°C 0.33 0.67 
Table 1: Desorber reference configuration 
Different parameters were modified individually in order to assess their influence. Figure 
9 and Figure 10 show the influence of the rich CO2 loading and of the initial mass 
fraction of ammonia on the energy requirement in the desorber. Figure 9 shows that the 
energy requirement decreases as the rich CO2 loading decreases. Figure 10 shows that 
the energy requirement decreases for an initial mass fraction of ammonia from 8 to 
28wt%. 
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Figure 9: Energy requirement as a function of the loading of the CO2-rich stream, at an 
initial mass fraction of 10% ammonia 
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Figure 10: Energy requirement as a function of the initial mass fraction of ammonia, at 
a constant rich CO2 loading of 0.67 
The CASTOR project that consists of a pilot capture plant using aqueous amines showed 
an energy consumption in the stripper of about 3700 kJ/kg CO2 captured for MEA, with 
a capture efficiency of 90% [19]. Hence, our study shows that based on the equilibrium 
calculations, the use of ammonia as a solvent is a way to achieve very significant 
decreases in the energy consumption in the desorber. In addition, the configuration 
studied here can be further optimized to reduce the energy requirement. Moreover, as 
mentioned above, the CO2 stream that is obtained at the end of the process is pressurized 
when ammonia is used, which would result in additional energy savings during 
compression of the carbon dioxide.  
However, this study does not take into account the additional energy required to lower 
the temperature of both the flue gas (including the resulting condensation of water) and 
the CO2-lean stream entering the absorber. Moreover, it should be realized that extensive 
cooling of the absorber is required for keeping a low temperature. For a similar reference 
configuration as shown for the desorber in Table 1, an amount of 2100 kJ/kg CO2 
produced heat was calculated for the absorber. Some energy would also be required to 
clean and recover the ammonia vaporized in the absorber. Moreover, issues like the 
handling of the slurries and kinetics of absorption will be critical issues that have to be 
addressed. 
5 Conclusion 
The CO2 capture using chilled ammonia process is quite recent and its study requires an 
advanced thermodynamic model. An upgraded version of the extended UNIQUAC 
model developed by Thomsen and Rasmussen [1] used to describe the equilibrium of the 
CO2-NH3-H2O system was presented. The data that were used for the parameter 
estimation come from various types of experiments. The new model parameters are valid 
for temperatures in the range 0-150°C and for molalities in the range 0-80mol kg-1. This 
version of the model can accurately describe the vapor-liquid-solid equilibria and 
thermal properties for this system. Based on indications from the patent, it was possible 
to describe the composition of the different streams. This study showed the presence of 
precipitates in the absorber, and the formation of ammonium bicarbonate from the 
ammonium carbonate present in the CO2-lean stream during the absorption process. The 
equilibrium calculation of the gas phase in the absorber shows a high mole fraction of 
ammonia. Hence, some cleaning subsystems at the top of the absorber should be 
considered in order to avoid the emission of ammonia. It was also shown that the pure 
CO2 stream that leaves the desorber column is pressurized. From an energetic point of 
view, a reference configuration was used to assess the energy requirement both in the 
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 absorber and in the desorber. Based on equilibrium calculations, this study showed that 
the chilled ammonia process allows for a significant reduction of the energy 
consumption in the desorber compared to the energy consumption of the process using 
amines. 
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CO2 Capture From Flue Gas Using Amino Acid 
Salt Solutions 
Benedicte Mai Lerche, Erling H. Stenby and Kaj Thomsen 
Technical University of Denmark 
The reversible absorption of CO2 into a chemical solvent is currently the leading CO2 
capture technology. Available solvents are almost exclusively based on aqueous 
alkanolamine solutions, which entail both economic and environmental complications, 
making the commercialization of the technology difficult. Amino acid salt solutions have 
emerged as an alternative to the alkanolamine solutions. A number of advantages make 
amino acid salt solutions attractive solvents for CO2 capture from flue gas. In the present 
study CO2 absorption in aqueous solutions of 0.5 M potassium glycinate and 0.5 M 
monoethanolamine (MEA) were performed, using a stirred cell reactor experimental set-
up. The absorption of gas containing 10 mol % CO2 and 90 mol % N2 was followed by 
measuring the percentage of CO2 in the outlet gas. Also the temperature and pH in the 
solutions were measured during the absorption. The results showed that the CO2 
absorption curves of potassium glycinate and MEA are very similar indicating a potential 
for potassium glycinate as replacement for MEA in chemical absorption of CO2 from 
flue gas. For both the potassium glycinate and the MEA solutions the CO2 loading 
capacity was 0.8 mol CO2/mol amine and the pH dropped between 2 and 3 units during 
the absorption process. In both types of solutions the temperature increased as a result of 
the CO2 absorption, which is expected due to the exothermic nature of the absorption 
reaction. The increase in temperature for the potassium glycinate was lower than for 
MEA indicating a lower heat of absorption/desorption.  
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 1 INTRODUCTION 
There are a number of technologies available for capturing CO2 from flue gas, those 
based on capturing CO2 after a normal combustion process, are referred to as post-
combustion CO2 capture technologies. The advantage of such technologies is that they 
don’t interfere with the normal combustion process, and they can thus be retrofitted into 
existing power plants with relative ease. [1 - 2] 
1.1 Chemical absorption 
Chemical absorption is the leading post combustion technique. CO2 capture by chemical 
absorption makes use of the temperature dependent reversibility of the chemical reaction 
between CO2 and a solvent. Available solvents are almost exclusively based on 
alkanolamines i.e. molecules that carry both hydroxyl (-OH) and amine (-NH2, -NHR, 
and -NR2) functional groups on an alkane backbone. [1,3 - 4] During contact with the 
flue gas, the alkanolamine solution chemically absorbs the CO2; the absorption occurs as 
a result of reaction with the amine groups. Heating of the CO2 rich alkanolamine solution 
leads to release of the CO2 whereby the alkanolamine solution is regenerated and ready 
for another round of CO2 absorption.[1,5] A typical commercial CO2 capture system 
using chemical absorption (with alkanolamines as the solvent) is presented in figure 1. 
 
Figure 1: Process flow diagram for CO2 capture from flue gas by chemical absorption.  
 
CO2 absorption 
The flue gas is cooled and led into the bottom of the absorber column; the flue gas rises 
through the column and is hereby contacted by the alkanolamine solution. At absorber 
temperatures typically between 40 and 60 °C, the alkanolamine solution chemically 
absorbs the CO2. At the top of the absorber column the clean gas with low CO2 content is 
released into the atmosphere.  
CO2 desorption 
The rich alkanolamine solution, which contains the chemically bound CO2 is taken out 
from the bottom of the absorber column and pumped to the top of the stripper column 
(also called the desorber). In the stripper the temperature is elevated to about 120 °C, 
reversing the chemical equilibrium, CO2 is released and the alkanolamine solution is 
regenerated. A gas phase consisting only of CO2 and steam is taken out at the top of the 
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stripper. The water is separated from the CO2 in the condenser and the pure CO2 gas can 
now be compressed and sent to storage.  
Recycling the solvent 
The lean alkanolamine solution at the bottom of the stripper has a low concentration of 
CO2 and is pumped back to the top of the absorber column for another round of CO2 
absorption. This way the alkanolamine solution keeps recycling between the absorber 
and the stripper column transporting the CO2 between the columns. [1]  
CO2 capture in the described manner is very energy intensive, mostly due to the large 
amount of heat/energy needed to release the CO2 form the alkanolamine solution in the 
stripper. [6 - 7] It has been widely reported that alkanolamines undergo degradation in 
oxygen-rich atmospheres, such as those typically encountered in the treatment of flue 
gases, resulting in very toxic degradation products.[6] Besides the economical problem 
this creates with loss of solvent, there is an increasing environmental concern, due to the 
possible emission of small amounts of these toxic degradation products to the air.[8] 
Much research has been and still is centered on examining the various types of 
alkanolamine solvents with the purpose of optimizing the CO2 capture process. However 
the use of alkanolamine solvents for CO2 capture from flue gas still suffers serious 
economical and environmental complications and other types of solvents with more 
favorable characteristics are desirable.  
Amino acid salt solutions for CO2 capture  
Amino acid salt solutions are now being studied as possible alternatives to the 
alkanolamine solutions. CO2 absorption using amino acids is a bio-mimetic approach to 
CO2 capture, due to its similarity to CO2 binding by proteins in the blood, such as 
hemoglobin. Amino acids have the same amine functionality as alkanolamines, and 
alkaline amino acid salt solutions can be expected to behave similar towards CO2 in flue 
gas. But in comparison to alkanolamines amino acid salt solutions have several desirable 
properties including high stability towards oxidative degradation and low volatility; also 
they are non-toxic as they are naturally present in the environment. [3, 6] Despite the 
rising interest few studies have been performed so far on amino acids as absorbents in 
CO2 capture systems. The objective of this study was to evaluate the CO2 capturing 
ability of the amino acid glycine against that of monoethanolamine (MEA), which is the 
alkanolamine most widely used for CO2 capture. The study concentrates on the CO2 
loading capacity (mol CO2/mol amine) of solutions of the potassium salt of glycine 
versus that of MEA. 
The chemical nature of amino acids 
Chemically amino acids are molecules having both amine and carboxylic acid functional 
groups. In biochemistry, the term amino acid most often refers to α-amino acids with the 
general structure shown in figure 2 below.[9] 
 
 
Figure 2: The general structure of a α-amino acid. 
 
In α–amino acids, the amine and the carboxylic acid groups are attached to the same 
carbon, which is called the α–carbon. The chemical variety of the α–amino acids comes 
from the difference in the side chain R, which is an organic substituent also attached to 
α–carbon 
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 the α–carbon. 20 different kinds of amino acids are coded for in the genes of all 
organisms and incorporated into proteins, these 20 amino acids are called standard or 
proteinogenic (meaning protein building) amino acids. The 20 standard amino acids are 
all α-amino acids. Glycine, which is presented in figure 3, is the simplest of all the 
standard amino acids as it has only a hydrogen atom as its side chain. [10] 
 
 Figure 3: The structure of glycine 
 
Chemistry of CO2 absorption into amino acid salt solutions 
When a pure amino acid, with the overall formula HOOC-R-NH2, is dissolved in water, 
the following equilibria are established. [11] 
 
+ +-H -H+ - + -
3 3 2HOOC-R-NH OOC-R-NH OOC-R-NH
           I                                   II                               III
⎯⎯→ ⎯⎯→←⎯⎯ ←⎯⎯   (1) 
The amino acid is predominantly on its zwitterionic form (II), where the carboxylic acid 
group has lost a proton while the amine group is protonated, and the pH of the solution is 
equivalent to the isoelectric point of the given amino acid. [11] As CO2 reacts only with 
deprotonated amines, the zwitterionic form of the amino acid is incapable of reaction 
with CO2. Hence it is necessary to add an equivalent amount of strong base to 
deprotonate the amine group and form the negatively charged form of the amino acid 
(III). The base which is used for this purpose is usually potassium hydroxide, with the 
potassium salt of the amino acid becoming the active component, which reacts with CO2. 
In the case of glycine the active component becomes the potassium salt of glycine 
(potassium glycinate), shown in figure 4. [3, 6, 12]    
 
 Figure 4: Potassium glycinate 
 
It is generally agreed that alkaline salt solutions of amino acids react with CO2 similar to 
alkanolamines having primary or secondary amine functionalities. CO2 reacts with 
aqueous solutions of primary or secondary amines, reaching an equilibrium of carbamate 
and bicarbonate (and if pH is suitable also carbonate). The reactions that occur in the 
liquid phase are as follows (with the amino acid salt represented as AmA). [4, 6, 11, 13 - 
14] 
- +
2CO + 2AmA AmACOO + AmAH⎯⎯→←⎯    (Carbamate formation) (2) 
- - 
2 3CO + OH  HCO⎯⎯→←⎯    (Bicarbonate formation)  (3) 
2H O H OH
+ −⎯⎯→ +←⎯    (Autoprotolysis of water)  (4) 
 
As seen CO2 absorption can either take place by carbamate formation or bicarbonate 
formation. There have been conflicting chemical mechanisms proposed to describe the 
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absorption process. However, it is clear from the reaction rates that the initial absorption 
reaction is the formation of the carbamate. [3, 5, 11, 13, 14, 15] 
 
2 MATERIALS AND METHODS 
 
2.1 Chemicals 
The 0,5M potassium glycinate solutions were prepared by adding to glycine (>99.9% 
pure) an equimolar quantity of potassium hydroxide (>85% pure) in a volumetric flask 
and filling it to the mark with deionized water. The MEA solutions were prepared by 
adding MEA (>99.5% pure) to a volumetric flask and filling it to the mark with 
deionized water. All chemicals were purchased from Sigma Aldrich.  
 
2.2 Experimental Set-up  
The experimental setup used in this study is shown in figure 5a and 5b. It is a stirred cell 
experimental set-up with a magnetic stirrer (MS). The Analytic cell (AC) is a 1 litter six-
necked round-bottom flask. In each CO2 absorption experiment 0.5L of the prepared 
0.5M amine solution (potassium glycinate or MEA) was transferred to the cell. Trough 
one of the inlets a tube connected to a gas cylinder containing synthetic flue gas (SFG) 
(10 mol% CO2 and 90 mol% N2) was brought into contact with the amine solution. A gas 
distributor (GD) at the end of the tube insured a high mass transfer area between gas and 
solution. A flow controller (FC) (Bronkhorst High-Tech) controlled the flow rate of the 
gas from the gas cylinder to the solution. The gas flow rate in the experiments was 1L 
gas/min which equals 0.0041mol CO2/min or 6.83·10
-5 mol CO2/sec.  
During the experiment the pH and the temperature of the solution was measured using a 
pH meter (phM) (Metrohn 691 pH Meter) and a Pt100 placed in contact with the solution 
through 2 separate inlets. A CO2 analyzer (CA) (Vaisala CARBOCAP, Carbon dioxide 
Transmitter series GMT220) placed in another inlet measured the percentage of CO2 in 
the outlet gas throughout the experiment. One inlet was used as a vent, and the last inlet 
to the cell was closed off. The pH meter, the Pt100, and the CO2 analyzer were 
connected to a computer and data from the 3 instruments were collected during the 
experiment. Each absorption experiment was started by turning on the gas flow and at 
the same time starting the data collection (DC) program. Data were collected every fifth 
second resulting in data points of pH, temperature, and percentage CO2 (in the outlet gas) 
as a function of time. When the percentage of CO2 and the pH had been constant (and 
temperature had been almost constant) for 15 minutes, the system was assumed to be 
very near equilibrium, and the experiment was terminated.  
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  Figure 5a: photo of the stirred cell set-up 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5b: Schematic representation of the stirred cell set-up 
3 RESULTS AND DISCUSSION 
In this study the CO2 loading capacity of solutions of 0.5M potassium glycinate were 
evaluated against that of 0.5M MEA solutions. Figure 6a, 6b and 6c show three curves 
which are representatives of the obtained results. Figure 6a is a control experiment and 
shows absorption of synthetic flue gas containing 10 mol % CO2 and 90 mol % N2 into 
0.5 L deionized water. Figure 6b and 6c show absorption of the same synthetic flue gas 
into 0.5L 0.5M MEA and potassium glycinate respectively. The curves (6a, 6b and 6c) 
present the variation of percentage of CO2 (in the outlet gas) as well as the temperature 
and the pH of the solutions as a function of time. The curves are shown with a time axis 
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of 8000 seconds even though the experiments with MEA and potassium glycinate had 
longer duration. 
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Figure 6a: CO2 absorption into deionized water 
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Figure 6b: CO2 absorption into 0.5L 0.5M MEA. 
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Figure 6c: CO2 absorption into 0.5L 0.5M Potassium glycinate 
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 Loading capacity 
The CO2 loading capacity of the solution was obtained by integrating the CO2 signal 
(CO2 in the inlet gas minus the CO2 in the outlet gas) over time. The CO2 loading 
capacity was found to be 0.8 mol CO2/mol amine in the case of both the potassium 
glycinate and MEA solutions indicating that potassium glycinate has the potential for the 
replacement of MEA in chemical absorption of CO2 from flue gas. If the reaction was 
solely due to carbamate formation the maximal loading would be 0.5mol CO2/mol amine 
as 2 mol amine are used to absorb 1 mol of CO2 in carbamate formation. The extra 
loading of 0.3 mol CO2/mol amine is due to the fact that bicarbonate formation is also 
contributing to the absorption. It shall be noted that any physical CO2 absorption can be 
ruled out. Physical CO2 absorption is the absorption of CO2 in the liquid phase that is not 
due to chemical reaction. Comparing figure 6a with 6b and 6c it is seen that physical 
absorption is negligible compared to chemical absorption due to reaction. The loading 
capacity found for the MEA solution is in very god agreement with what was observed 
by Mason and Dodge,[16] who did an extensive investigation of the loading capacity of 
CO2 in the range of MEA concentrations from 0.5N to 12.5N at temperatures between 0 
and 75 °C, partial pressures of CO2 ranging from 1 to 100 Kpa and total pressure of 1 
atm. For the potassium glycinate solution we were not able to find data in literature with 
which we could directly compare our result, but the good agreement between the 
literature data and our obtained loading for the MEA solution point to a good reliability 
of our stirred cell experimental set-up.  
Variation of pH 
There is a decrease in pH during the absorption process with CO2 absorption into both 
potassium glycinate and MEA solutions. In the case of potassium glycinate the pH 
declines from 10.6 to 8, and in the case of MEA the pH declines from 11.5 to 9.3. The 
general decrease in pH coincides with the absorbed amount of CO2. This result is 
expected since CO2 is an acidic component. This phenomenon is explained by reaction 
(3) to (4). Apart from carbamate formation in reaction (2), the CO2 is also being 
absorbed by bicarbonate formation (3). Bicarbonate formation uses OH-, which shifts the 
autoprotolysis of water (4) to the right producing H+ coursing a decrease in pH. It is seen 
that the operational pH range for potassium glycinate is lower than for MEA, this is 
benificial, since high alkalinity may create steel corrosion problems. The lower pH is 
preferable having the potential to decrease the CAPEX of the capture plant.  
 
Variation of temperature 
As the temperature is not held constant during the experiment the exothermic nature of 
the CO2 absorption results in a temperature increase of the potassium glycinate and MEA 
solutions. The rise in temperature coincides with the amount of absorbed CO2. It shall be 
noted that the incoming gas is cold and dry. This will affect the temperature. Both the 
heat capacity of the gas and the evaporation of water may contribute to the cooling of the 
liquid. Additionally there is a heat loss to the surroundings. These effects are also clearly 
seen in the control experiment with water, which does not absorb much CO2, but the 
drop in temperature is observed. In the MEA experiment there is a temperature increase 
of 3.1 °C (from the starting temperature of 24.1°C to the maximal temperature of 27.2 
°C). In the case of potassium glycinate the temperature increase is 2.9 °C (from the 
starting temperature of 23.0 °C to the maximal temperature of 25.9 °C). The results 
indicate a decrease in the heat of desorption of 6.45% in the case of potassium glycinate 
compared to that of MEA.  
4 CONCLUSION 
The objective of this study was to evaluate the CO2 loading capacity of aqueous 
solutions containing 0.5M potassium glycinate against that of 0.5M MEA using a stirred 
cell reactor experimental set-up. The results presented in this paper show that the CO2 
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absorption curves of potassium glycinate and MEA are very similar indicating a potential 
for potassium glycinate as replacement for MEA in chemical absorption of CO2 from 
flue gas. Solutions of 0.5M potassium glycinate and 0.5M MEA both have a CO2 loading 
capacity of 0.8 mol CO2/mol amine for the given synthetic gas of 10 mol% CO2. In 
addition the results show a lower operational pH area as well as a lower heat of 
desorption for potassium glycinate compared with MEA, both of which have the 
potential for a cost reduction of the capture process.  
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Abstract 
CO2 capture by amine scrubbing is the state of the art technology for CO2 capture. Large 
bench scale tests have proven that the system is successful in capturing CO2 from coal 
fires power plants. On a long term basis new processes may substitute this equipment. In 
the mean time the amine units will be successful in reducing the emission of CO2, 
especially from coal fired power plants. There is a huge potential to reduce the energy 
demand with the existing technology. In this work the energy intensive part of the 
conventional capture plant is being studied. A detailed modelling of the desorption 
process has been carried out. This involves a complete rate based equation scheme for 
the column, linked to models of the reboiler and condenser. The calculations show the 
properties inside the column as function of column height, compared to experimental 
measurements. The energy consumption for reboiler and condenser are calculated and 
evaluated. The results show the energy consumption as function of percent CO2 
recovery. Optimal design specifications are discussed in order to achieve a high CO2 
stripping from the CO2 rich amine solutions, using less energy.  
1 Introduction  
Electricity production is by most end users thought of as an unlimited resource of 
energy, especially in the developed countries. The production often drives the economies 
and consequently a great political drive is observed in order to maintain this status. 
Unfortunately most used power technologies emit an unreasonable high amount of green 
house gases. Recently the public opinion has shifted drastically and it has become a great 
political issue to limit the impact of green house gas emission. A number of informative 
reports were published recently, one is the IPCC (Intergovernmental Panel on Climate 
Change) report of 20051, which focuses on green house gasses. It is concluded that the 
cause of most natural catastrophes are the consequence of pollution from human energy 
production.  
To maintain the current state of welfare and simultaneously reducing e.g. carbon dioxide 
emissions, requires the industry to be prepared to either retrofit their existing energy 
production or change to another technology. Both scenarios are costly. One is the short 
term solution whereas the other is the long term. The second can not be used on a short 
term basis, since a large amount of power is needed which currently and unfortunately 
can not be produced by means of renewable energy. It takes decades to revamp the 
power industry and shift to wind, solar, or wave energy production.  
The situation is that we can lean back and let the industry change to renewable energy or 
we can spend resources and capture CO2 while the industry in addition invests in 
renewable energy.  
It has been argued by some organizations that the attention is better spent on not 
capturing CO2 and focusing only on renewable energy. This is to some extent a rather 
idealistic and gullible opinion since fossil fuels will be used by underdeveloped countries 
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as long as they are available and a number of industries still require fossil fuels even 
though electricity can be produced without carbon dioxide.  
CO2 capture is a relatively easy and expeditious short term solution to the green house 
gas discussion which on a long term basis may be used in industries which have 
difficulties switching to the renewable energies. The fermentation and cement industry 
are two cases which discharge noticeable amounts of CO2 which can not at first hand be 
reduced by other technologies than CO2 capture.  
The question is no longer whether we want to capture CO2 or not, but rather how do we 
capture it?  
2 Methodology 
The focus of this study is the pulverized coal power plants shown in figure 1. It consists 
of many units, both for producing electricity, but also for cleaning the flue gas. The 
electrostatic precipitator (ESP), flue gas desulphurization (FGD), and the CO2 capture 
units each remove an unwanted flue gas component. Numerous technologies exist for 
capturing CO2. Few of these being membrane based, moving bed, calcination, or solvent 
based. Solvent based capture facility is an obvious choice since it is state of the art and 
has proven reliable for capturing CO2. This has been done in the oil and gas industry for 
cleaning natural gas and in the food industry for production of CO2. It has never been 
built on a scale which is required for flue gas cleaning. Only time will show which type 
of capture facility is the most energy efficient with respect to CO2 removal.  
 
 
Figure 1: An overview of the pulverized coal power setup utilizing an electrostatic 
precipitator (ESP), a flue gas desulphurization (FGD) unit, and a solvent based capture plant 
with integrated heat exchange (HE). 
 
2.1 Solvent based CO2 capture  
The promising nature of solvent based CO2 capture is being evaluated in this study. This 
is carried out in order to calculate the energy requirements for regeneration of the capture 
solvent.  
Many different solvents are being studied in the literature at the moment. The 
characteristics of the solvents are very different and some require a revised capture unit 
in order to operate at significantly different temperature and pressure conditions. Some 
solvents even involve the presence of slurries. Ammonia, alkonolamine, ionic liquid, and 
amino acids are few of the active components being studied. Other processes are also 
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being studied where the FGD and capture units are merged which may increase the 
global energy efficiency of the power plant.  
In this study the base case of alkonolamine is modeled. Alkonolamines contain an 
alcohol group (-OH) and an amine (-NH2) group. Mono ethanol amine (MEA) with CAS 
number 141-43-5 and chemical formula C2H7NO has been chosen for this study since 
this is the solvent that has received most attention in the literature. Figure 2 shows a 
sketch of the structure of the MEA molecule.  
 
NH2 OH
H H HH
 
Figure 2: The chemical structure of MEA, molecular weight 61.08g/mol. 
 
Inside the capture plant CO2 reacts with MEA molecules in the liquid phase and 
produces carbamate. Carbamate is a complex between MEA and CO2. Shown by the 
following reaction 
 
NH2 OH CO2
N
H
OH
O
O H
++
(MEA)
+
(Carbamate)
(aq)
 
(1) 
Some alkanoleamines have three radicals bound to nitrogen and they are sterically 
hindered in forming carbamates. This indicates that CO2 can not reach N in the amine 
group which prevents carbamate formation. Methyl diethanol amine (MDEA) is an 
example of this type of component. It can be used for capturing CO2, but instead of 
forming carbamate, bicarbonate is formed.  
 
2.2 Solvent based process equipment 
Figure 3 shows a principle drawing of the solvent based CO2 capture process. It consists 
of an absorber which typically is a packed column. It is often very large since the 
complete flue gas has to travel though the packed material. In this unit CO2 reacts with 
MEA and binds to the liquid phase and it leaves the absorber through the bottom of the 
column as the “Rich” solvent of approximately 50 °C. It flows through the main heat 
exchanger which heats it to 100 °C and it enters the desorber/rectifier. Additional heat is 
added though the reboiler at the bottom of the column and CO2 is stripped of the solvent 
due to the low CO2 solubility at high temperature. Almost pure CO2 and few percent of 
water are collected at the column top. The main part of the condensed water is recycled 
in the system and reused. Figure 3 shows the water returning to the rich desorber feed 
stream. This can in principle be any place in the solvent stream of the capture plant. As 
the solvent has been regenerated in the desorber it becomes a lean solvent with low 
content of CO2. It exits the reboiler and the heat of the liquid is transferred to the rich 
solvent in the main heat exchanger (HE). This way the solvent is continuously recycled 
and there is only little need for addition of new solvent due to evaporation or 
degradation. Wash sections are often fitted to the top of the absorber and stripper in order 
to prevent MEA from evaporating. These are not shown in Figure 3.  
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Figure 3: An overview of the solvent based CO2 capture unit. The red streams indicate high 
concentrations of CO2, green indicate low concentrations. The blue border signifies the setup 
studied in this work.  
 
CO2 desorption is by far the most energy intensive part of the CO2 capture plant. The 
energy required to strip of CO2 often supersede the cost for pumping, washing, and 
condensing. The heat demand for the reboiler as function of the recovery in the stripper 
has been studied in this work by rate based modelling of the desorber column.  
 
3 Desorption modeling 
The desorber modelling performed in this work is based on the equation system 
developed by Gabrielsen2. The relations describe the mass and energy balances as shown 
in figure 4. The balances are set up around an infinitesimal small volume element as 
shown by the white boxes with a cross section area of S and a wetted packing area of a. 
The height z is measured from the bottom of the column and G and L denote the total gas 
and liquid flows in mol/s. Transport of species from the gas to the liquid phase is 
described by the flux Ni for component i, where i equals C for CO2 and W for water. Ni 
is negative if the flux is from the liquid to the gas phase, as in most cases of CO2 
desorption.  
3.1 The rate based model 
The total balance of gas and liquid as shown in figure 4 are described by the following 
differential equations which are used in the modeling  
 ( )C WdG N N aSdz = − +  (2) 
 W
dL N aS
dz
= −  (3) 
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The mole fraction composition of the gas phase, y, and liquid phase, x, are related to 
balance (2) and (3) by:  
 
 C C C
dy dGG y N aS
dz dz
= − −  (4) 
 W W W
dy dGG y N aS
dz dz
= − −  (5) 
 C C C
dx dLL x N aS
dz dz
= − −  (6) 
 W W W
dx dLL x N aS
dz dz
= − −  (7) 
Equation (4) to (7) are similar. (4) and (5) describe the gas phase components where (6) 
and (7) depict liquid phase components. All equations are important in the description of 
the complete phase amount. It is assumed that air is not dissolved in the liquid phase and 
it is treated as an inert in the gas phase. Similarly MEA is assumed non-volatile. The 
energy balances of the gas and liquid phase describe the temperature of the two phases, 
TG and TL. They are calculated based on the transport of components from one phase to 
another using the heat capacities, Cp, plus the heat of vaporization and 
absorption/desorption, ΔvapH and ΔdissH. The heat of conduction is described by the term 
related to q: 
 ( ), , , ,G G G GGp tot p tot p W W p C C GdT dGGC C aS C N C N T qaSdz dz⎛ ⎞= − + + −⎜ ⎟⎝ ⎠  (8) 
 
( )( ) ( )( )( )2
, ,
, , ,
L LL
p tot p tot L
L L
p W G vap W L W p C G CO diss L C
dT dLC L C T
dz dz
aS C T H T N C T H T N qaS
= −
− + Δ + + Δ −
 (9) 
 
Figure 4: An overview of the material and energy balance being applied in the rate based 
calculations.  
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 3.2 Calculation of dependent variables 
The eight independent variables, L, G, yC, yW, xC, xW, TG, and TL are solved as function of 
the column height, z. This is only possible since the fluxes, Ni, are calculated using the 
independent variables from the following mass transport correlation 
 ( )( )*, ,C G C tot C C L iN K a P y p T x= −  (10) 
 ( )( )*, ,W G W tot W sat W L wN K a P y p T x= −  (11) 
Where KG,i are the overall mass transport coefficients and Ptot is the known total pressure 
in the system. *Cp  and 
*
Wp  are the equilibrium partial pressures of CO2 and water 
respectively calculated using the equilibrium model of Gabrielsen2 and a simple Antoine 
equation for water. The overall mass transfer coefficient of CO2 is calculated from the 
following combined relation of liquid and gas side mass transfer coefficients, applying a 
Henry’s law, HC, and the enhancement factor, E:  
 ,
, ,
1
1
·
G C
C
G C L C
K a H
k a E k a
=
+
 (12) 
The mass transfer coefficients are obtained from the theory of either Rocha et al.3,4 or 
Billet and Schultes5. The Henry’s law constant is calculated from the work of Wang et 
al.6 and the N2O analogy parameters of Browning and Weiland
7. The enhancement factor 
is calculated slightly differently compared to the work of Gabrielsen2, since the 
absorption phenomenon is not directly transferable to desorption theory and the implicit 
instantaneous enhancement factor of Astarita8 was used in the implicit calculation of the 
enhancement factor. The heat transferred by conduction, q, is calculated using the heat 
transfer coefficient hG and the Colburn analogy to mass transfer by  
 ( )G G Lq h T T= −  (13) 
A number of physical properties are needed in the calculation of the transfer coefficients, 
like the liquid diffusivities of CO2 and MEA, density, surface tension, viscosity, rate 
constant of CO2 reaction with MEA, gas viscosity, and gas diffusivity of CO2 and water, 
all which have been calculated by the same principles as used by Gabrielsen2. Except a 
number of the correlations were updated in order to be more accurate at the high 
temperatures observed in the desorber and more robust at low the temperatures.  
 
3.3 Numerical solution and boundary conditions 
The equation scheme formulated by (2) to (9) is an ordinary differential equation system, 
which can be solved numerically as a boundary value problem (BVP). In order to obtain 
a solution the equations are discretized in the interval from z=0 to z=h. 30 steps are used 
as an initial discretization. A routine which automatically revises the section lengths is 
used. This is done in order to acquire a more accurate solution and the final number of 
discretizations is typically 30 to 200. The high number of steps is used due to the steep 
gradients of temperature profiles seen in the column in- and outlets. The solution of this 
type of high gradient BVP’s always requires a fine mesh. The known boundary 
conditions which are used in order to solve the equations are the four gas phase 
properties, G, yC, yW, and TG in the bottom of the column a z=0 and the liquid phase 
properties, L, xC, xW, TL in the top of the column at z=h. The equivalent four variables for 
top gas outlet and bottom liquid outlet are calculated by the BVP solver.  
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The BVP solver needs an initial guess of all the independent variables to achieve a 
solution, these are basically not known. Flat profiles of the above eight known inlet 
variables are used for the whole column. In most cases this will not result in a solution of 
the BVP problem, but using a special kind of mass transfer damping with an initial value 
of 0.01 guarantees a solution to the problem. This is the case since very low mass-
transfer coefficients results in the flat profiles just described. The first solution is 
obtained at values of 0.01 of the “real” mass transfer coefficient. This solution is then 
reused in a new iterative step while the special damping factor is slowly turned up. If the 
step in the damping factor is too high and the solution fails, then the failed solution is 
discarded and the previous “good” solution is used again as an initial guess but with a 
lower turn up of the damping. This way a solution can always be guaranteed while for 
turn up values going towards zero it will by definition result in a solution very close to 
the last known “good” solution. It may of course require many iterations if the turn up 
value is very low.  
The reboiler and condenser are solved as PT-flashes. A condition which must be obeyed 
is that the temperature needs to be above the boiling point or else no vapor phase is 
created. A solution can simply not be obtained if the vapor inlet stream to the column is 
non existent. The initial guess of the gas stream into column is obtained by taking the 
feed directly to the reboiler as if nothing happened in the column, consistent with the 
damping scheme mentioned above.  
An outer loop is used in order to converge for the reboiler top gas stream around the 
column and a second outer loop is employed in order to converge the condensate flow. 
The condensate flow typically converges in 3 to 5 iterations and the reboiler top stream 
converges in 5 to 20 iterations. An initial guess of zero condensate flow is a very good 
starting guess which seems to give a solution at almost any conditions. Other types of 
initial guesses have been tested e.g. where the condensate flow is obtained by assuming 
reboiler gas flow going directly to the condenser and converging that while assuming no 
CO2 transfer in the column. This will result in highly unrealistic condensate flows close 
to normal operating conditions. It must also be said that the reboiler top stream needs 
damping or else it may be very difficult to obtain a solution in certain industrial relevant 
temperature intervals.  
 
4 Energy consumptions 
The energy consumption for a CO2 capture plant, as shown in figure 3, is calculated 
entirely from the heat input to the reboiler. Heat is typically removed in the condenser by 
seawater, but it does not contribute to the overall energy requirements for steam 
availability. No other heat sources are involved in the calculation and heat losses to the 
surroundings are assumed low. 
The calculations were performed using the model described above. A simple non-
industrial pilot case of a 4.5 m structured packing column with 15cm in diameter is 
modeled. The inlet rich liquid temperature is assumed to be 100 °C with a loading of 
approx. 0.45 mol CO2/mol MEA and a 30wt% aqueous MEA solvent.  
The following results show the principle and trends of a CO2 capture facility. Due to the 
relatively small size of the column the calculations may not be directly transferable to 
industrially situations. A bigger column may show the same trends even though the 
absolute values may be different.  
Figure 5 demonstrates the energy consumption as function of reboiler temperature at two 
different operating pressures. As the temperature increases, the energy requirements 
increase. The figure show the consumption calculated relative to the amount of 
recovered CO2 in the top of the stripper. A low reboiler temperature leads to almost no 
CO2 being desorbed and the majority of the CO2 is recycle to the absorber. At these 
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 conditions there have to be a high non-feasible solvent flow in order to capture any CO2 
in the absorber.  
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Figure 5: Energy consumption of the example system as function of reboiler temperature at 
two pressures. The indicated cases of A, B, and C are shown in the following illustrations.  
 
The net energy requirements for the reboiler are of course always increasing with 
reboiler temperature since a higher temperature will need a higher heat input. But the 
results shown in figure 5 has a local minimum since the calculation is relative to kg CO2 
desorbed. The 1.5 bar case shows that the energy consumption increases slightly from 
105 °C to 107 °C and then decreases until approximately 114 °C where a steep 
exponential rise is observed. A similar trend is noticed for the 1.1 bar case where a 
saddle point is detected at 105 °C instead of a local minimum.  
Desorption at the local minimum is in both cases approximately 60% and it is clear that 
operating at slightly higher temperatures will require an unreasonable high energy input.  
The energy consumed at the optimal operation conditions of the local minimum is in this 
case for this specific setup approximately 4400kJ/kg CO2 at both 1.1 bar and 1.5 bar. It 
may be concluded that the pressure has very little effect on the optimal energy 
consumption. It seems like the low pressure may prevent the existence of a local 
minimum and reveals only a saddle point at optimal conditions. From an operating point 
of view this is good since it prevents the need for very strict temperature control in the 
reboiler.  
The CASTOR pilot built in Esbjerg used 3700kJ/kg CO2 in a recent campaign and the 
consumption in their experimental setup is therefore 15% lower than the calculations 
shown here. It should be said that the CASTOR pilot was configured differently and the 
results are therefore less comparable.  
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Figure 6: Temperature profiles as function of height in the example column for the three 
cases shown in figure 5 at different reboiler temperatures.  
 
Figure 6 and 7 shows the temperature and partial pressure profiles of the three typical 
cases, A, B, and C in figure 5. The three represent a too low energy input, an optimal 
energy input, and a too high energy input respectively. Figure 6 gives the calculated 
liquid and gas temperatures integrated from equation (8) and (9). The two temperatures 
are similar in large parts of the column except at the in- and outlet, top and bottom. 
Figure 7 exemplifies the driving forces of water and CO2. Basically “Dp” represent the 
difference in partial pressures as calculated from the negative parenthesis of the right 
hand side in equations (10) and (11). A negative Dp indicates a condensation or 
absorption, a positive Dp signifies vaporization or desorption.  
It may not be clear at first hand, but the content of figure 6 and 7 are closely linked. 
Hence vaporization causes a decrease in temperature and condensation causes an 
increase. This is shown in the first case A, where water condenses in the bottom of the 
column and the temperatures increase towards the bottom, as shown by comparing 6.A 
and 7.A. The opposite is observed in the top of the column, though less profound. At the 
same time it can be seen that the column operates at sub-optimal conditions and the CO2 
only desorbs in the first upper and lower part of the column, since Dp of CO2 is positive 
here. The complete mid-section is inefficient and extreme pinch conditions are seen 
where the driving force of desorbing CO2 is almost non-existent.  
The heat capacity of water has a noticeable effect as observed in case C, where water 
condenses in the top of the column. This heats the system and it results in high 
vaporization of CO2. The driving force for desorbing CO2 in the remaining column 
height is low and the column is basically inefficient, similar to case A.  
Case B shows the optimal conditions, where condensation of water is balanced with the 
vaporization of CO2. The amount of water which condenses makes an equivalent amount 
of CO2 evaporate. The driving force, Dp, for evaporating CO2 is almost constant 
throughout the column height except in a small section of the top, where CO2 
vaporization is slightly increased. The column operates at optimal pinch conditions 
Risø-R-1712(EN) 250
where the complete height is effective and there is a transport of CO2 from the liquid to 
the gas in all sections of the column.  
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Figure 7: Driving force pressure profiles as function of height in the example column for the 
three cases shown in figure 5 at different reboiler temperatures.  
 
The profiles of the three cases A, B, and C all demonstrates typical cases observed in 
CO2 desorption. Distinctive differences underlines the efficiency of the desorption 
column. It seems the general phenomena of the profiles calculated are solely related to 
the condensation and vaporization in the column. Other cases may be observed at low 
input loadings and low pressures, where CO2 absorption, not desorption, is observed in 
the top of the desorber. This will be an interesting incident to examine.  
 
5 Conclusions 
It may be concluded, based on the results presented in this work, that a previous model 
for absorption has been extended and used for desorption calculations. The model shows 
promising results where the energy requirements for desorption are obtained. A specific 
smaller pilot example is discussed where a minimum energy requirement of 4400kJ/kg 
CO2 is calculated for the optimal condition. It is to some extent higher than the result of 
the well known CASTOR project, but this may be related to the huge difference in 
column design used here and previously. It could be interesting to perform the same type 
of calculations for the specific setup used in Esbjerg in order to obtain a more stable 
basis for the comparison between the model and the experiments. It should also be said 
that there is a number of assumptions in the modeling, which definitely may be improved 
in order to get an even more accurate estimate of CO2 desorption energy requirements.  
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Abstract 
 
CO2 emissions reduction, renewable energy deployment and energy efficiency are three 
main energy/environmental goals, particularly in Europe. Their relevance has led to the 
implementation of support schemes in these realms. The coexistence of these mechanisms 
may lead to overlaps, synergies and conflicts between them. The aim of this paper is to 
analyse those interactions. Previous analyses have only focused on the interactions 
between two instruments (emissions trading schemes and energy efficiency measures and 
emissions trading and renewable energy promotion schemes) whereas the mutual impacts 
between energy efficiency measures and renewable energy promotion have been much 
less studied. 
 
1.- Introduction. 
 
Climate change mitigation and security of energy supply have allegedly triggered the 
implementation of a wide array of policies in Europe and, likely soon, in the U.S. This paper 
focuses on three of these policies: emissions trading schemes (ETS), support schemes for 
electricity produced with renewable energy sources (RES-E) and measures to encourage 
energy efficiency (EE)1.  
 
The discussion in this paper concentrates on the EU case. Both EE and RES-E support 
schemes are relatively common in the Member States and some of these instruments have 
been implemented for quite a long time, whereas the EU ETS is in its fifth year of operation. 
However, this analysis can be extrapolated to other territories where a combination of the 
three instruments already exist or will be implemented in the future. 
 
The combination of these instruments raises concerns about overlaps, conflicts and 
synergies in their interaction. Previous analyses have focused on the interactions between 
the EU ETS and RES-E promotion and between the EU ETS and EE policies. However, the 
analysis of the interaction between the three instruments (ETS, EE and RES-E promotion) 
and, especially, between the last two has been very scarce2 and limited to two specific 
RES-E and EE instruments based on “certificates”: tradable green and white certificates 
(TGCs and TWCs, respectively)3. 
                                                 
1 For illustrative purposes, i.e., to highlight the possible interactions between instruments, this paper 
focuses on electricity. 
2 NERA (2005) focuses on the interaction between those instruments, but in a separate manner (i.e., for 
ETS and TWC and ETS and TGC) but the simultaneous interaction between TWC, ETS and TGC and 
even between TGCs and TWCs is disregarded. 
3 See, among others, Bertoldi and Huld (2006), Oikonomou and Patel (2004), Farinelli et al (2005) and 
Klink and Langniss (2006). For example, Oikonomou and Patel (2004) observe that an integrated scheme 
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Thus, this paper tries to cover two gaps in the literature. First, it analyses the impact of the 
interactions between the three instruments on several key variables in the electricity sector. 
Special attention is paid to the interactions between EE and RES-E support schemes4. 
Second, the analysis transcends the “certificate” debate (i.e., TGCs and TWCs) and 
considers other instruments, particularly feed-in tariffs for RES-E, in order to identify 
whether the choice of specific instruments affects the results of those interactions5. 
 
Accordingly, this paper is structured as follows. The following section discusses the 
methodology and the main assumptions. The main scenarios for linking ETS, RES-E and 
EE support schemes are briefly described in section 3 and section 4 compares the results 
of those scenarios. Section 5 identifies whether different support schemes lead to different 
interaction results. The paper closes with some concluding remarks. 
 
2.- Methodology and main assumptions. 
 
2.1. Methodology. 
 
The analysis of interactions performed in this paper uses a qualitative and graphical 
method in a partial equilibrium framework, where the electricity sector is represented. The 
impacts of the interaction between those instruments can be assessed by investigating how 
they affect a number of criteria (effectiveness and cost-effectiveness in CO2 emissions 
reductions and dynamic efficiency) and variables (electricity demand, wholesale and retail 
electricity prices, RES-E generation and investments, investments in EE measures and 
abatement costs). In general, the objectives of these instruments are depicted in specific 
energy, emissions, or other environmental targets and can conflict, overlap, complement or 
be neutral towards each other (Oikonomou and Jepma (2008). 
 
This theoretical/methodological framework based on a graphical analysis has been used in 
the past by, among others, del Río et al (2005), del Río (2006), Jensen and Skytte (2003) 
and Sorrell et al (2009). This paper complements other studies, which either analyse the 
interactions between TGC and ETS (NERA 2005, Jensen and Skytte 2002, 2003; Morthorst 
2003), between TWC and ETS (Sorrell et al 2009, NERA 2005) or between different EE 
policies (Boonekamp 2006)6. 
 
2.2. Main assumptions. 
 
-We assume separation between the three instruments, i.e., the commodities (certificates) 
from EE measures and RES-E promotion schemes are not translated into a CO2 emissions 
reduction value. Non-integration has taken place in countries with both a TWC and a TGC 
                                                                                                                                               
of TWCs and TGCs could be feasible in terms of institutional setup. Bertoldi and Huld (2006) propose a 
combined tradable certificate scheme in which both RES and demand-side EE measures could bid in real 
time through the Internet to meet a specific obligation. Furthermore, they deal with the integration of both 
instruments and not on their mutual interactions. Our focus is not on the integration of schemes, which has 
proved a difficult issue anyway (see NERA 2005 and Oikonomou and Patel 2004), but on their 
interactions. 
4 It has focused only on the issue of “integration” of instruments, whereas the real situation in the European 
countries is one of intended separation between both instruments 
5 This analysis is deemed highly necessary because only six EU-27 countries have adopted “certificates” 
to promote RES-E and EE, whereas the majority use feed-in tariffs for RES-E promotion and non-
certificate instruments to encourage EE (see European Commission 2008). 
6 The graphical method strongly draws on NERA (2005) and Sorrell et al (2009). See del Río (2007) for an 
overview of the interaction literature, mostly focused on the interaction between ETS and RES-E support 
schemes. 
Risø-R-1712(EN) 255
 scheme in place (UK and Italy).7 This choice has lower transaction costs8 and mitigates the 
risk of double counting, which would undermine the ETS CO2 cap. Finally, integration 
would discourage RES promotion because EE measures are cheaper than most RES 
alternatives (Oikonomou 2004). 
 
-A competitive electricity market is assumed, i.e., the costs of EE and RES-E support 
measures are fully passed to electricity consumers. RES-E and EE support schemes entail 
a cost (the so-called “add-on”), which is fully paid by electricity consumers in their bills9. 
 
-EE measures only apply to the electricity sector, i.e., to increase the efficiency of energy 
conversion in the generation of electricity (i.e., not increase end-use efficiency). This 
assumption has also been used in other studies (i.e., Sorrel et al 2009; NERA 2005) and 
allows us to isolate the most relevant effects regarding the interactions of an ETS, EE and 
RES promotion within the boundaries of the electricity sector. 
 
-No EE measures and RES-E technologies simultaneously fall under EE and RES-E 
support schemes10. 
 
-In general secondary effects are disregarded, except for the increase in retail electricity 
prices due to the implementation of EE and RES-E support instruments, which triggers 
some relevant effects that ought to be considered. 
 
3. Linking ETS, RES-E and EE support schemes: 
instruments, assessment criteria and scenarios. 
 
3.1. Instruments for the promotion of RES-E and EE. 
 
Several instruments are available to improve EE in different sectors (industry, services, 
buildings, households and transport). Some of them are currently applied in EU countries, 
such as taxes, voluntary agreements, subsidies, tax deductions, standards, information 
campaigns and soft loans. Regarding instruments to improve electricity efficiency11 and 
reduce electricity consumption more specifically, mandatory saving targets (with or without 
TWCs) and taxes have received most of the attention. Other instruments include best 
available technologies (BAT) prescriptions, subsidies, procurement, demand-side 
management and information campaigns to electricity consumers. 
 
On the other hand, RES-E promotion in Europe has traditionally been based on two main 
(primary) mechanisms12: feed-in tariffs (FITs) and TGCs, whereas the implementation of a 
third instrument (bidding/tendering) has been less widespread13: 
 
                                                 
7 This is also the choice of the proposed RES Directive: Transferable GOs do not include a CO2 value. 
ETS remains the only way to trade CO2. 
8 Linking requires robust tracking and data management across markets and will increase the 
administrative complexity (Bertoldi et al 2005). 
9 Farinelli et al (2005) assume that the policy for EE (TWC) does not have a cost, i.e., that the increase in 
EE is free of costs to society. However, assuming no-cost of EE measures is a highly unrealistic situation, 
although it is possible that the add-on for EE support is lower than for RES-E support given that many EE 
options are considered to be low-cost (European Commission 2005). 
10 This is the case in those countries where TGCs and TWCs have been applied (Italy and U.K.). 
11 In the context of this paper, the term “electricity efficiency” refers to a reduction in electricity demand, 
improvement in conversion efficiencies and reduction in transmission and distribution losses. 
12 Since this paper focuses on the analysis of the impact of different RES-E support schemes on the 
interactions, we provide a more detailed albeit still short description of these instruments. 
13 These instruments have been supplemented by other complementary instruments (investment 
subsidies, fiscal and financial incentives and green pricing). See del Río and Gual (2004) for a more 
detailed explanation of the functioning of all these systems. 
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 FITs are subsidies per kWh generated paid in the form of a total quantity (regulated tariff) 
or as an amount on top of the wholesale price of electricity (premium) fed into the grid. Both 
FIT design options are combined with a purchase obligation by the utilities.  
 
TGCs are certificates issued for every MWh of RES-E, allowing RES-E generators to obtain 
additional revenue to the sale of electricity (i.e., two streams of revenue). Demand for 
TGCs generally originates from an obligation on electricity distribution companies to 
surrender a number of TGCs as a share of their annual consumption. Otherwise, they 
would have to pay a penalty. In both cases (TGCs and FITs), the costs are borne by 
consumers. 
 
3.2. Assessment criteria and variables 
 
The coexistence and interactions between instruments can be assessed according to 
several criteria (see, among others, Oikonomu and Jepma 2008, Konidari and Mavrakis 
2007 and del Río and Gual 2004). However, the focus in this paper is on the effectiveness 
and economic efficiency (static and dynamic)14. 
 
* Effectiveness. An instrument is effective if it is able to achieve a certain target (i.e., 
emissions reductions, RES-E and EE investments). 
 
* Cost-effectiveness refers to the achievement of a given emissions reduction, RES-E or 
EE target at the lowest possible cost. Cost-effectiveness is attained when an instrument 
encourages proportionally greater emissions reductions, RES-E or EE investments by firms 
with lower costs and lower emissions reductions RES-E or EE investments by companies 
with higher costs, leading to an equalisation of marginal costs across firms/plants 
(equimarginality). The administrative/transaction costs of the instruments are also part of 
the cost-effectiveness criteria. 
 
* Dynamic efficiency refers to the ability of an instrument to generate a continuous incentive 
for technical improvements and costs reductions in renewable energy technologies in the 
medium and long term. Currently expensive technologies with significant quality 
improvement and costs reduction potentials need to be supported today in order to have 
them available in the future to reach new targets at moderate costs15.  
 
We thus analyse the impact of the interactions on several key variables pertaining to the 
aforementioned three criteria.  
-Regarding the effectiveness criteria, CO2 emissions, electricity demand and RES-E 
generation and investments are the main variables. 
-Regarding static efficiency, the focus is on consumer costs (as shown by variations in the 
retail price of electricity, Pr). Pr is the result of adding the wholesale price of electricity (Pw) 
to the add-on for RES-E and EE support, whereas RES-E depends on Pw and the add-on 
for RES, EE investments mostly depends on the Pr. 
-Regarding dynamic efficiency, we analyse the impact on RES-E and EE investments and 
particularly on the least mature technologies. 
 
3.3. The scenarios. 
 
Several scenarios are considered. Instruments are sequentially added to a baseline or 
reference scenario and their impact on the aforementioned variables is identified. 
 
                                                 
14 Efficiency and effectiveness are always present in any evaluation of instruments. While important, other 
criteria (such as equity and political acceptability/feasibility) are not considered here. 
15 The importance of these dynamic efficiency effects are shown by, both, renewable energy models (see 
Huber et al 2004) and climate change models (see Stern 2006). 
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 (i) Reference scenario. No ETS, RES-E and EE support schemes are implemented. This 
scenario is quite unrealistic, though, given the policy instruments currently implemented or 
being proposed in most OECD countries. 
 
(ii) ETS. In this case, an ETS is introduced but no EE or RES-E support schemes are in 
place. 
 
(iii) ETS + RES-E. A RES-E support scheme is introduced in a situation with a pre-existing 
ETS, but no EE support policy. 
 
(iv) ETS + EE. In this case, a support scheme for EE is added to an ETS but without a 
RES-E support scheme. 
 
(v) ETS + RES-E + EE. Instruments are sequentially introduced in this order: First an ETS, 
then RES-E support schemes and finally EE support. 
 
(vi) ETS + EE + RES-E. In this case, EE support is introduced before RES-E support. 
 
4.- Analysing the interactions: results of the scenario 
comparison. 
 
In this section we identify and compare the impact of the different scenarios on the key 
variables and criteria. The results of the comparison between scenarios are shown in table 
1 for different variables/criteria16. 
 
4.1. Case 1: Comparing scenario ii to i (lack of 
regulation → ETS). 
 
The introduction of an ETS results in higher electricity generation costs (an upward shift of 
the electricity supply curve), an increase in wholesale (Pw) and retail (Pr) electricity prices 
(assuming cost pass through into prices) and, thus, a lower electricity demand. CO2 
emissions are obviously reduced. The higher Pr encourages the adoption of EE 
measures17. In turn, the higher costs for conventional, carbon-intensive electricity makes 
RES-E more competitive and, thus, increases its penetration. However, this increase in EE 
and RES-E may not be enough to achieve EE and RES-E goals and, thus, specific support 
instruments may be needed. 
 
4.2. Case 2. Comparing iii to ii (ETS → ETS+RES-E) 
 
The introduction of RES-E support increases RES-E deployment, reduces conventional 
electricity generation and Pw. However, this policy is paid for by consumers in their 
electricity bills, leading to an increase in Pr (addition of RES-E support to Pw) and reducing 
electricity demand as a secondary effect, given the slight increase in Pr, triggering a 
modest impact on the adoption of EE measures.  
 
CO2 emissions are unaffected. The RES-E support scheme would not lead to additional 
reductions to those achieved by an ETS since the emissions reduced by RES-E are 
already covered by the ETS. One way to make RES-E deployment effectively contribute to 
CO2 emissions reductions in an ETS is by considering the emissions reductions to be 
achieved by the expected RES-E deployment when setting the CO2 emissions target. 
                                                 
16 However, for reasons of space, the figures are not reported here but only the main results of the 
analysis. They are available by the author upon request. 
17 The term “measures” in this context refers to EE technologies and practices. 
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4.3. Case 3. Comparing iv to ii (ETS → ETS+EE) 
 
In contrast to a RES-E support measure, which has effects on the supply-side of the 
electricity market, the introduction of EE support reduces electricity demand directly (i.e., a 
downward shift in the demand curve). This lowers Pw, but since the policy is paid by 
electricity consumers in their bills, Pr is not necessarily reduced18. Whether the higher add-
on from EE support offsets the lower Pw depends on the elasticity of electricity supply19. 
Again, CO2 emissions are not affected because they are already covered by the ETS20. 
The lower Pw discourages investments in renewable electricity. Therefore, RES-E would 
be better off with an ETS alone than with this combination of ETS and EE support. 
 
4.4. Case 4. Comparing v to iii (ETS+RES-E → 
ETS+RES-E+EE). 
 
The introduction of EE support when an ETS and a RES-E support scheme are already in 
place reduces electricity demand, Pw and the incentive for RES-E investments, although 
the extent of this later reduction partly depends on the type of RES-E support scheme (see 
section 5) and probably also on the design elements of those instruments. In addition, the 
reduction in the incentive to deploy RES is likely to be small, because the incentives 
provided by RES-E support are likely to dominate. Again, CO2 emissions remain 
unaffected. Note that, compared to scenario i, Pw is likely to be lower with an EE and a 
RES-E support scheme. Since these policies have to be paid for (double add-on), Pr prices 
will be higher than in their absence. 
 
4.5. Case 5. Comparing vi to iv (ETS+EE → 
ETS+EE+RES-E) 
 
Finally, introducing RES-E support to an ETS and an EE instrument leads to the same final 
results than in case 4. Therefore, changing the sequence of instruments does not affect the 
results of the interactions. 
 
Table 1. Comparison of scenarios. 
Scenario De RES 
gen 
Conv. 
Gen 
CO2 
em. 
Pw Pr Add-on CO2 
abatement 
costs 
RES inv. 
ii (compared 
to i) 
0 → ETS 
< (small 
effect) 
> < < > > = > > (small effect). 
Iii 
(compared 
to ii) 
ETS → ETS 
= > < = < = > > > 
 
                                                 
18 Some could argue that supporting EE improvements is generally less expensive than supporting RES-E 
technologies, since the former are likely to be cheaper. However, an ETS is likely to encourage the uptake 
of “low-hanging fruits”, i.e., the cheapest EE alternatives and, thus, additional EE improvements would 
come at a higher cost. It is thus unclear whether the add-on for RES-E support in scenario (iii) would be 
lower or higher than the add-on for EE in scenario iv. Although it is assumed that they are similar, this is an 
empirical matter that can only be analysed with quantitative studies, as other aspects in this analysis. 
19 In addition, Sorrell et al (2009) argue that the impact on the output of existing renewable energy 
generators will depend on their position within the plant merit order. Since existing RES have low short-run 
marginal costs they should take preference in the merit order. Therefore, they are likely to provide base-
load supply and hence be unaffected by small changes in demand. However, the reality is that some 
renewables (notably wind and solar PV) do not provide base load supply. 
20 Recall that it has been assumed that EE applies only to the electricity generation sector and other 
sectors covered by the EU ETS. 
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 + RES-E 
Iv 
(compared 
to ii) 
ETS → ETS 
+ EE 
< = = =  < = > > <  
V 
(compared 
to iii) 
ETS + RES-
E → ETS + 
RES-E + EE 
< = = = < = > > < 
Vi 
(compared 
to iv) 
ETS + EE → 
ETS + EE + 
RES-E 
= > < = < = > > > 
i = no policy; ii = ETS, iii = ETS + RES-E, iv = ETS + EE; v = ETS + RES-E + EE, vi = ETS + EE + RES-E. 
Where: (=) indicates no change, (>) indicates an increase in the considered variable when the new 
instrument is added and (<) indicates a reduction. 
 
4.6. Discussion: comparing scenarios. 
 
Table 1 above shows that the difference between of the combination of RES-E support and 
an ETS with respect to EE support and an ETS is that demand in the later combination is 
reduced whereas RES-E generation is increased in the former. Emissions, abatement 
costs and Pr will be at similar levels in both combinations, since both policies have to be 
paid for and emissions are covered by the ETS. Therefore, regarding CO2 emissions 
reductions, both instruments are redundant with respect to a previously established ETS 
and both increase the abatement costs with respect to scenario (ii). Thus, the reason for 
their coexistence must lay elsewhere, i.e., in the dynamic efficiency effects and non-CO2 
benefits in terms of security of supply brought about by RES-E and EE21.  
 
Is the security of supply argument strong enough to justify the added costs? Risk aversion 
plays a key role here. Some people might be willing to pay to reduce the risk of having 
energy provision problems, while others may argue that this is too large a price to pay. 
 
How does the combination of the three instruments (i.e., scenario v and vi) compare to the 
combination of only two instruments (i.e., scenarios iii and iv)? 
 
This triple combination adds more of the same: less electricity demand (than if only RES-E 
support coexisted with an ETS) and more RES-E generation (than if only an EE instrument 
coexisted with an ETS) with no additional CO2 emissions reductions, but higher Pr and 
abatement costs. Therefore, the combination of the three further increases the dynamic 
efficiency benefits and the security of energy supply at the expense of greater consumer 
costs. Again, whether this is acceptable depends upon the level of the dynamic efficiency 
benefits and society’s willingness to pay for a greater energy supply security. Recall that 
the dynamic efficiency benefits are only partly appropriated by the country implementing an 
ambitious RES-E policy. 
 
On the other hand, a strong interaction between EE and RES-E support can not be 
observed, since both instruments have different scopes and there is no point of direct 
                                                 
21 There might be others such as employment creation, creation of a local industry and opportunities for 
rural and regional development. However, these are all more controversial, i.e., it is debatable whether an 
energy policy should contribute directly to these social goals (see Söderholm (2008) in this regard). 
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 interaction between them. Their mutual impacts are mediated through the electricity 
market, with one instrument acting on the supply side and the other on the demand side22. 
 
5. Are different RES-E instruments likely to affect the 
results of the interactions? 
 
We start by analysing the interactions when the RES-E support instrument is a TGC 
scheme and the EE instrument is a TWC scheme. We then analyse whether the results of 
the interactions change when a different RES-E support scheme is introduced. 
 
In principle, the addition of a TGC scheme to a TWC scheme does not affect the 
functioning of the later and indirectly influences the uptake of EE measures, due to an 
increase in Pr stemming from the application of the RES-E promotion scheme. 
 
On the other hand, adding a TWC scheme (or any other EE support scheme) to a TGC 
scheme can affect the TGC market, but only if the RES-E quota is set in percentage terms 
(i.e., with respect to electricity sales). In this case, a TWC would reduce electricity 
demand/production and the absolute requirement for RES-E23. 
 
Jensen and Skytte (2002) observe that Pw and the TGC price (Ptgc) move in opposite 
directions24, i.e., a reduction in Pw triggers an increase in Ptgc. This could lead to an 
erroneous interpretation of the impact of EE measures on TGCs if it is argued that the 
subsequent reduction in Pw would increase Ptgc, leaving total support constant. However, 
support does not remain constant when electricity demand is reduced. Indeed, with a large 
demand reduction and a highly inelastic RES-E supply curve (MCres-e), there could be 
both a reduction in Pw and Ptgc (figure 2). In this case, there would be a double 
disincentive for RES-E investments if an EE measure is added to a TGC scheme. 
 
                                                 
22 In spite of being limited, the addition of an EE instrument to a RES-E support measure has a slightly 
greater effect on RES-E support than the addition of RES-E support to an EE scheme has on the later. 
23 A lower TGC price would result and, thus, the highest cost renewable energy technologies which were 
previously needed to fulfil the quota would no longer be needed.  
24 The Ptgc is the difference between the marginal costs of the marginal technology to meet the quota and 
Pw.  
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 Figure 2. The impact of electricity demand reduction on the TGC market. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source: Own elaboration. 
 
Therefore, there is a conflict when EE support is added to RES-E promotion (reduction of 
RES-E) while the effect is slightly beneficial in the other direction. 
 
Therefore, if RES-E and EE are to be promoted, and a quota with a TGC scheme is used 
as the RES-E promotion instrument, then the quota should not be set in percentage 
terms25. If it is, then the negative effect of EE support on RES-E should be taken into 
account, setting the relative quota in a manner which considers this negative effect26.  
 
The aforementioned negative impact on RES-E investments would be particularly so for the 
most expensive renewable energy technologies, which were previously needed to meet the 
quota27. This further reduces the technological diversity in a TGC scheme, which can 
already be expected to be low28. However, this should probably not be a concern because 
it is acknowledged in the recent literature and in policy practice that those expensive 
technologies should be promoted by a different instrument (i.e., FITs)(see IEA 2008)29. 
 
On the other hand, a changing TGC price is as problematic as a low TGC price for RES-E 
investments. EE measures could increase the volatility of the TGC market, although 
probably not to a great extent. This would be a side-effect of the reduction of the TGC 
market volume, which reduces its liquidity and makes TGC price spikes more likely. 
 
Would a different RES-E support scheme (FITs) be affected by the introduction of an EE 
measure which reduces electricity demand and, thus, Pw? In general, and compared to 
TGCs, FITs are less affected by EE measures. However, this conclusion depends on the 
type of FITs being implemented. Under a regulated tariff, support does not depend on Pw, 
but under a feed-in premium generators receive the Pw and the premium and, thus, part of 
                                                 
25 Quota targets for RES-E can be set either in relative terms (i.e., as a percentage of total electricity sales) 
or in absolute terms (i.e., an amount in MWh). All EU countries have set a relative quota target. This is due 
to the fact that targets in the Renewable electricity Directive (2001/77/EC) and the new Renewable Energy 
Directive are set in relative terms. 
26 This might be different, however, because the reduction in electricity demand due to the implementation 
of EE support should be predicted, which is not an easy task. 
27 Of course, we refer to expensive renewable technologies whose long-term costs would be just below the 
price of the TGC before the TWC is introduced, and which would be no longer needed to meet the quota 
once the TWC is applied. Other renewable technologies with even higher costs would not be affected by 
the introduction of the TWC, since they were not needed to meet the quota in the absence of the TWC 
anyway. 
28 Only the cheapest technologies will be deployed with a TGC scheme without a technology-specific 
quota. 
29 For example, in Italy solar PV is supported with FITs. 
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 the total support is affected. The reduction in Pw triggered by EE support reduces the 
overall incentive to invest in RES-E. 
 
To sum up, the type of support scheme does have an impact on the results of the 
interactions, but this effect is mostly mediated by the design elements of those instruments, 
an issue left for future research. 
 
6. Conclusions. 
 
Traditionally, policy analysis of climate policy instruments has been based on an individual 
approach, i.e., separated from other measures with which they are likely to interact. 
However, the functioning of these instruments depends on these interactions. Indeed, 
policy setting in the presence of multiple objectives has been identified as one of the 
important problem areas for the future (Farinelli et al 2005).  
 
At least in the EU, this debate transcends the boundaries of academic discussions, 
however, because it has real policy implications, given the coexistence of the EU ETS with 
RES-E support schemes and EE instruments. This coexistence may lead to overlapping 
effects, synergies and conflicts. This paper has focused on the interactions between RES-E 
and EE support schemes, which have received less attention in the literature. The following 
are the main conclusions of this paper.  
 
In general, the interactions between RES-E support and EE measures are modest. The 
reason for this limited interaction is that these later two instruments have different scopes, 
with no point of direct interaction. Their mutual impacts are mediated through electricity 
markets, with one instrument acting on the supply side and the other on the demand side. 
 
The most relevant interactions between those two instruments occur when EE support is 
added to RES-E promotion, especially when TGCs with a relative quota have been 
implemented. EE measures would put a downward pressure on electricity demand 
reducing the absolute requirement for RES-E. The highest cost renewable energy 
technologies which were previously needed to set the quota would no longer be needed. 
 
In contrast, the direct interactions on the opposite direction (i.e., from RES support to EE 
support) are more limited because there is basically an addition of effects 
(complementarity), although indirect interactions take place through the impact of both 
measures on the retail price. 
 
In order for an instrument to be part of an optimal set of policy measures, it should 
complement already existing measures, not overlap or lead to conflicts. In principle, adding 
EE and RES-E promotion measures to an ETS does not lead to additional CO2 emissions 
reductions. Therefore, those instruments could be deemed redundant and their 
combination is more costly with respect to CO2 emissions reductions. 
 
However, when a dynamic efficiency perspective (which is crucial in the climate policy 
debate) is adopted, then such combination may not be so redundant. Both renewable 
energy and energy efficiency technologies will be needed in the future at moderate costs. 
They do not contribute cost-effectively to emissions reductions in the short term when there 
is a pre-existing ETS covering the same emissions. However, encouraging their 
development/deployment and cost reductions will allow reaching more ambitious emissions 
targets at lower costs in the future and/or to set more ambitious emissions targets30. The 
more stringent the targets, the greater the emissions reductions and the need to invest 
earlier in technologies to have them at reasonable costs in the future. 
 
                                                 
30 Other arguments which justify the coexistence of instruments include security of supply and other 
national and local benefits. 
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 Notwithstanding, the effects of the interactions on dynamic efficiency are ambiguous as 
suggested above: adding an EE instrument to a TGC scheme reduces the incentive to 
invest in RES-E technologies, but the increase in retail prices as a result of such 
combination increases the incentive to implement EE practices and technologies.  
 
Different instruments for RES-E and EE support may affect the results of the interactions 
differently. Particularly, the case of RES-E support schemes (FITs and TGCs) has been 
discussed. It has been shown that such interaction is likely to be more conflictive when a 
TGC scheme is adopted (rather than a FIT).  
 
This paper has illustrated the mechanisms at work. It should be followed by quantitative 
analysis, preferably with general equilibrium models. The approach followed in this paper is 
no substitute for such an analysis. 
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Abstract 
The UK Energy Research Centre (UKERC) recently undertook a major cross-
disciplinary research project, Energy 2050, to examine the means by which the UK can 
move towards a low-carbon energy system over the next forty years. As part of this, 
UKERC’s Energy Supply Working Group examined the prospects for accelerated 
technological development of a range of low carbon energy supply technologies, and the 
potential impact of this on UK energy system decarbonisation pathways. A series of 
scenarios were developed to represent the prospects for accelerated technological 
development. Then, using the Markal energy systems model, the impact of this 
acceleration on the decarbonisation of UK energy system was examined.  
The results indicate that there are significant prospects for accelerated development for a 
range of renewable and other low carbon energy supply technologies, and that this 
acceleration could make a substantial impact on decarbonisation of the UK energy 
system from now to 2050. Accelerated technological development offers substantial 
benefit, in reducing the overall costs of decarbonisation over the longer term. However, 
because most of this impact is manifested after 2030, rather than over the next decade, 
the results suggest a disparity between technology performance and cost, and political 
aspirations for low carbon technology deployment from now to 2020. 
1 Introduction: the UKERC Accelerated 
Technology Development Scenarios 
This paper focuses on the prospects for accelerated development of a range of emerging 
low-carbon energy supply technologies – and the possible impact of this on 
decarbonising the UK energy system. The technologies analysed here include a number 
of renewables (wind power, marine energy, solar PV and bioenergy) and other emerging 
low carbon technologies (advanced designs of nuclear power, carbon capture and storage 
(CCS) and hydrogen / fuel cells).  
The research involved devising accelerated technology development (ATD) scenarios of 
UK energy system decarbonisation (which assume high levels of technological progress 
over time), and comparing these with non-accelerated decarbonisation scenarios (see 
Table 1). Given the large uncertainties involved, the results should be seen as illustrating 
the possible impact of supply side technology progress, rather than a detailed mapping 
out of system change over the next decade or beyond.  
For each supply technology, the prospects for accelerated development were considered 
by short statements, or narratives, which highlighted potential trends and breakthroughs 
in availability, performance and cost from now to 2050. These narratives were developed 
by technology specialists using research landscape and roadmap reports produced for the 
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 UKERC Research Atlas1 , and also other expert views and reports. For each technology, 
a corresponding set of data was then devised to enable representation of technology 
acceleration in the Markal energy system model, in terms, for example, of reduced 
capital or operating costs, improved efficiency, or earlier availability of advanced 
designs. (A more detailed account of the ATD scenarios is provided in Winskel et al., 
2009). 
Table 1: Accelerated Technology Development (ATD) Scenario Set 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For each accelerated technology, assumptions were made about how accelerated 
progress in research and development might result in improved performance, lower 
costs, or earlier availability of more advanced designs. For example, Figure 1 shows how 
accelerated technology development was assumed to affect the capital costs for solar 
photovoltaics. 
Figure 1: Revised Capital Cost Curves for ATD-Solar PV Scenario 
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1   The UKERC Research Atlas is available at http://www.ukerc.ac.uk  
Non-accelerated Baseline Scenarios (60% and 80% CO2 reduction by 2050): 
• LC Core  
Single Technology ATD Scenarios (all 60% CO2 reduction):  
Renewables 
• ATD Wind  
• ATD Marine 
• ATD Solar PV 
• ATD Bioenergy 
Other Low Carbon Supply Technologies 
• ATD Nuclear Power (Fission and Fusion) 
• ATD Carbon Capture and Storage (CCS) 
• ATD Hydrogen and Fuel Cells 
Aggregated ATD Scenarios (60% and 80% CO2 reduction): 
• LC Renew (all four renewable technologies accelerated) 
• LC Acctech (all seven low carbon technologies accelerated) 
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 2 Impact of Accelerated Development on Supply 
Technologies 
Accelerated development opens up alternative pathways for UK energy system 
decarbonisation, especially over the longer term. In the short term (to 2020), accelerated 
development has little impact on the cost and performance of energy supply options in 
the UK energy mix. Over the medium term, to 2035, more diverse supply portfolios 
emerge in accelerated scenarios, and in the longer term, to 2050, accelerated technology 
development makes a very significant impact, with some accelerated technologies 
playing a much greater role (see Table 2). In attempting to map out desirable 
decarbonisation pathways for the UK, therefore, it is important that the potential for 
accelerated technology development be taken into account. 
Different technologies contribute at different times in the scenarios presented here. For 
example, offshore wind and marine renewables are deployed to a much greater extent in 
accelerated development scenarios, after 2030 (and after 2040 for solar PV). Figure 2 
shows the greatly increased deployment of marine energy in the accelerated scenarios. 
Accelerated hydrogen fuel cells development has a key long term impact on transport 
sector decarbonisation after 2030. It is important to note that these results reflect, in-part, 
assumed progress incorporated in the non-accelerated ‘core’ scenarios. For example, 
there are relatively aggressive assumptions about the pace of CCS development in the 
core scenarios. (Additional scenarios have been produced to illustrate decarbonisation 
pathways in the absence of CCS, or delayed availability of CCS). 
 
Figure 2: Marine Energy Installed Capacity, Single Technology and Aggregated 
Scenarios 
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Table 2: Summary of Technology Specific Impacts of Acceleration on UK Energy 
System Decarbonisation, 2010-2050 
 
Overall Role in Accelerated Technology 
Development (ATD) Scenarios Specific Technologies Involved 
Wind power acceleration has major long term 
impact (and moderate medium term impact) in 
single technology and Acctech scenarios.  
Offshore wind has a significant medium and 
major long term role in ATD scenarios. Shorter 
term deployment is relatively modest. 
Marine energy (wave and tidal flow) 
acceleration has major long term impact (and 
moderate medium term impact) in single 
technology and Acctech scenarios.  
First deployments of both tidal flow and wave 
energy appear much earlier than in non-
accelerated scenarios. Longer term deployment 
of both wave and tidal flow is constrained by 
resource assumptions. 
Solar PV acceleration has major long term 
impact in single technology scenario; moderate 
impact in aggregated scenarios.   
Third generation organic solar cells have a 
significant long term role. Earlier deployments 
of first and second generation solar cells are not 
represented in the ATD scenarios, but may be 
anticipated in practice. 
Nuclear power acceleration has moderate 
medium and long term impact in single 
technology scenarios; ATD assumptions are 
relatively modest, and long term deployment 
reduces in aggregated accelerated scenarios 
compared to non-accelerated equivalent 
scenarios; much greater medium term role if is 
CCS excluded. 
Generation III Fission reactors have significant 
medium and long term role. Later generations of 
fission reactors (III+ and IV) not represented in 
ATD scenarios, but their deployment may be 
anticipated over the longer term. 
Fusion ATD assumptions are relatively modest; 
projected fusion deployment is post-2050. 
Carbon Capture and Storage (CCS) has a 
major medium and long term role. Core scenario 
assumptions are relatively aggressive for CCS, 
and were left essentially unchanged for ATD 
scenario. 
Long term impact is sensitive to  assumed 
capture rate. The ATD modelling assumptions 
do not explicitly distinguish between different 
forms of CCS technology. 
Fuel cells acceleration has a major long term 
impact on transport sector decarbonisation. Fuel 
cell power generation has minor role. 
The ATD modelling input assumptions do not 
explicitly distinguish between different types of 
HFCs for transport. 
Bioenergy acceleration has major medium and 
long term impacts. Biomass resources are 
limited, and their preferred uses are sensitive to 
overall decarbonisation ambition, and the 
changing availability of other low carbon supply 
technologies. For example, preferred use of 
bioenergy resources in 2050 depend on 
assumptions regarding the accelerated 
development of fuel cells 
Significant medium and long term impact, 
arising from bioengineering improvements to 
energy crops and improved gasification 
technology; second generation ligno-cellulosic 
ethanol technology also deploys 
 
Risø-R-1712(EN) 270
 3 Accelerated Development and UK Energy 
System Decarbonisation 
The overall impacts of accelerated technology development on UK energy system 
decarbonisation are complex, changing over time as different low carbon supply options 
are made available, and as overall decarbonisation ambitions increase. For example, 
accelerated fuel cells development changes the relative attractiveness of decarbonising 
different energy services, and the supply technologies involved. The most attractive 
supply technologies – and the research priorities associated with their commercialisation 
– are also sensitive to the overall level of decarbonisation ambition. Raising the 
decarbonisation ambition from 60% to 80% does not simply mean doing ‘more of the 
same’ – it introduces new technology preferences and research priorities. For example, 
the preferred use of bioenergy resources switches between electricity, heating and 
transport, according to the overall level of decarbonisation ambition and the availability 
of alternative ways of decarbonising particular energy services.  
In terms of decarbonisation by sector, the electricity supply sector decarbonises first and 
most deeply, and is substantially decarbonised by 2030 in all 80% scenarios, with or 
without accelerated technology development. Other carbon intensive energy services 
(especially transport, but also residential demand) decarbonise in the medium and longer 
terms. Accelerated development makes some difference to this broad pattern. For 
example, the introduction of fuel cells acceleration is associated with greater 
decarbonisation of transport (and reduced decarbonisation of the residential sector) over 
the longer term. 
The same broad pattern of declining overall energy demand, as the energy system 
decarbonises, is followed with or without accelerated technology development. Gas and 
coal remain important primary fuels in 2050, although gas has much reduced demand, 
and oil is almost absent from the energy mix by 2050. The introduction of accelerated 
fuels cells development means that hydrogen has become the dominant transport fuel in 
the accelerated scenario by 2050.In terms of final energy demand by sector, however, 
accelerated technology development makes a significant difference over the long term. 
In the non-accelerated scenario, residential energy demand almost halves between 2035 
and 2050 – a key contributor to long term system decarbonisation. In Acctech, however, 
residential energy demand declines much less steeply – only by around 20% between 
2035 and 2050. 
4 Costs and Benefits of Acceleration 
The modelling results offer some indication of the overall advantages of supply side 
technology acceleration on energy system decarbonisation. These advantages accrue 
mostly in the long term, as accelerated development provides more affordable ways to 
achieve deeper decarbonisation. Two Markal modelling parameters – the marginal cost 
of CO2 abatement, and the overall ‘welfare cost’ of decarbonisation – provide some 
quantification of this benefit. Given the high levels of uncertainty embedded in the 
scenarios, especially over the longer term, these figures only offer an illustration of the 
possible benefits of accelerated development, under assumptions of high levels of 
progress.  
The marginal cost of carbon abatement increases over the longer term as progressively 
more expensive carbon abatement options are deployed. In the accelerated development 
scenarios, however, this increase is considerably less than in non-accelerated equivalent 
scenarios – by 2050, the marginal cost of CO2 abatement is around £130/tonne in the 
Acctech accelerated development scenarios, compared to £170/tonne in the equivalent 
non-accelerated scenario. 
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 The modelling results suggest that technology acceleration may also substantially reduce 
the overall societal cost of decarbonisation, especially for 80% scenarios (see Figure 3). 
Over the forty years 2010-2050, accelerated development is associated with a total 
saving in the ‘welfare costs’ of achieving 80% decarbonisation of £36bn; most of this 
benefit accrues in the longer term, after 2030. This ‘saving’ should be benchmarked 
against the added investment costs of accelerated development, in terms of additional 
spend on RD&D to realise accelerated performance improvements and cost reductions.  
In practice, making this comparison is not straightforward, given that the investments 
associated with technology acceleration will be made internationally. However, evidence 
from the International Energy Agency (IEA, 2008) suggests that the overall benefits to 
the UK of accelerated development considerably outweigh the investment costs. From a 
purely UK perspective, the suggested savings associated with low-carbon technology 
acceleration could be translated into an annual budget for additional UK RD&D 
investment in low-carbon technology development of just under £1bn per annum – 
although much of this investment would need to be committed well before significant 
‘returns’ start appearing after 2030. 
 
Figure 3: Welfare cost savings associated with Decarbonisation 
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5 Electricity Supply Sector 
For all 80% scenarios, the electricity supply sector undergoes near complete 
decarbonisation over the period 2010-2030. After 2030, low carbon electricity is used to 
enable decarbonisation of transport and residential sectors. Accelerated technology 
development introduces alternative pathways for decarbonising the UK power system in 
the longer term, and is associated with significantly increased contributions from 
renewable technologies such as marine, solar PV and especially offshore wind power 
(Figure 4).  
The results also suggest that achieving 80% decarbonisation ambition may involve the 
development a much larger UK power supply industry over the long term. While some 
expansion is seen with or without accelerated development, it is much more pronounced 
in accelerated development scenarios, with installed capacity doubling in the long term 
between 2030 and 2050. This growth is associated with the much greater deployment of 
renewables (especially offshore wind power) and hydrogen / fuel cells technologies 
under accelerated development assumptions. 
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 Figure 4: UK Power Sector Supply Technology Portfolios, Aggregated Scenarios, 
80% Decarbonisation to 2050 
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For each accelerated technology, assumptions were made about how accelerated 
progress in research and development might result in improved performance, lower 
costs, or earlier availability of more advanced designs. For example, Figure 1 shows how 
accelerated technology development was assumed to affect the capital costs for solar 
photovoltaics. 
Carbon Capture and Storage (CCS) is a particularly important potential source of low-
carbon power, and the overall pattern of energy system decarbonisation is significantly 
altered if CCS is assumed to be unavailable. Decarbonisation scenarios without CCS 
feature less overall demand for electricity, reduced take-up of hydrogen fuel cells, and a 
switching of bioenergy resources from residential heating to transport. The power sector 
technology mix also changes significantly in the absence of CCS, with nuclear power 
and renewables having significantly expanded roles in power system decarbonisation 
(Figure 5).  
Assuming delayed commercialisation of CCS (to after 2030) reduces its long term 
market share, as residual emissions from CCS become significant, and as other low 
carbon supply technologies mature, such as solar PV. 
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Figure 5: Electricity Generation in LC Core 80, LC Acctech 80 and LC Acctech 80 
(no CCS and delayed CCS) 
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6 Summary and Conclusions 
The UKERC Energy 2050 accelerated technology development scenarios allow a 
structured analysis and illustration of the potential of emerging supply technologies to 
contribute to UK energy system decarbonisation. The results suggest that emerging 
technologies could contribute significantly to energy system decarbonisation, especially 
over the longer term. Therefore, in attempting to map out desirable decarbonisation 
pathways for the UK, it is important to take into account the potential for more 
affordable decarbonisation by deploying more advanced but currently less well-
developed technologies.  
Although it carries shorter-term implications for system planning and innovation 
support, supply side technology acceleration only changes deployment patterns over the 
longer term. The results suggest that system decarbonisation and low-carbon technology 
deployment, over the shorter term (i.e. over the next decade), require responses from 
other areas, such as demand reduction, improved energy efficiency and making best use 
of more mature supply technologies.  
The scenarios suggest some disparity between the availability, performance and cost of 
low-carbon power supply technologies, and policy targets for renewables deployment, 
especially in the short term to 2020. Realising very high levels of renewables 
deployment by 2020 will require policy support measures and market interventions that 
go well beyond those embedded in the scenarios presented here. At the same time, the 
‘learning potential’ of emerging technologies over longer timescales imply that short-
term targets for technology deployment may be inconsistent with the most economically 
desirable long-term decarbonisation pathways, but may direct the energy system into less 
attractive pathways, seen from a longer-term perspective. In the accelerated development 
scenarios, sustained RD&D investment makes a substantial difference to the cost and 
performance of renewables and other low-carbon supply options, so that their longer-
term deployment becomes much less dependent on market subsidies. 
Accelerating the development of emerging low carbon energy supply technologies may 
offer significant long-term benefit, in enabling alternative and more affordable 
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 decarbonisation. It may well also offer wider benefits in terms of system diversity and 
security. Realising this potential will require the UK to participate fully in global efforts 
at low-carbon technology innovation. A step-change increase in RD&D investment is 
economically justified, and promises significant reward in the longer term.  
There are many uncertainties involved here, and no simple messages in terms of ‘picking 
winners’ – many of the technologies analysed here, and many others not included – have 
a significant potential role in UK energy system decarbonisation. Rather than a 
premature selection of ‘silver bullets’, the need is for sustained international support of a 
broad range of emerging low-carbon technologies, with the UK playing a committed role 
as a developer and deployer in the wider international context. 
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Abstract 
The electricity system of Ireland is unique as it has no synchronous connections to other 
systems, while the existing non-synchronous connection provides limited flexibility. 
When coupled with a target of 40% electricity from renewables by 2020, exceeding any 
other country, the challenge is truly striking. However, this challenge also gives Ireland 
the opportunity to be the world leader in this area. The unique experience in solving this 
problem will provide the technology and knowledge to harness renewable energy 
sources globally and limit the dependency on petrochemicals. The continued 
development of the electricity distribution network as a smart network is a critical 
element of this process which spans electricity generation, transportation and energy end 
use. This paper described the various elements of ESB Networks’ sustainability strategy 
and the associated research themes being jointly pursued by ESB Networks, the Electric 
Power Research Institute (EPRI) and the Electricity Research Centre, University College 
Dublin. 
1 Introduction 
Electricity networks are complex and expensive to build. It is estimated that the European 
transmission and distribution (T & D) system has over 230,000 km of transmission lines (220 
kV or above) and five million kilometres of distribution lines. The investment value in these 
networks exceeds €600 bn with another €500 bn of investment required over the next 20 
years. Very similar figures apply to the US. In Ireland, there is close on 200,000 km of T & D 
networks, almost four times per capita the European average because of Ireland’s dispersed 
population, and investment in the period 2001-2010 will exceed €6 bn. Electricity networks 
are a vital national infrastructure in terms of supporting economic development. However, 
electricity networks are also fundamental to the delivery of EU and national sustainability 
targets. For success in this role radical change is needed in the design, operation and 
embedded intelligence of electricity networks – a development sometimes described as smart 
networks or smart grid. Networks of the future will need to be smarter, more accessible and 
more efficient. In the US, the new administration has included almost $5bn to promote smart 
grid. In Europe the SmartGrids Technology Platform has set out deployment priorities for 
smart networks [1]. In Ireland many of the building blocks for smart networks are already in 
place or are being developed. Three areas of particular focus are electricity generation, 
transportation and energy end use. 
 
2 Smart Network Elements 
2.1 Electricity generation 
Electricity generation in Europe accounts for 33% of CO2 production [2]. Governments and 
utilities everywhere recognise that addressing this issue means a major change in generation 
technology. The vast resources of coal on the planet, particularly in the US and China, have 
created an imperative to solve the technology challenge of removing CO2 emissions from 
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coal-fired generation. For some countries nuclear generation is back on the agenda. In the last 
decade the development and deployment of wind generation has exceeded all expectations: 
Europe had 65,000 MW of wind installed by the end of 2008. Ocean and tidal energy are 
finally getting serious attention. Ireland has set a target of 40% of electricity from renewable 
sources by 2020 [3], a challenge that all the players in Ireland’s electricity sector are focused 
on making happen. The Electricity Supply Board (ESB) has set out a timeline and targets to 
reach a position of net carbon neutral by 2035, one of the first utilities in Europe to do so.  
 
2.2 Cleaning up transport 
Road transport in Europe accounts for 23% of CO2 emissions with an even higher figure for 
Ireland (29%) [4]. Governments and the major car manufacturers recognise that the current 
energy model for transport is no longer tenable and all are seriously looking at the electric 
vehicle (EV) in some shape or form. The EV has the advantage that the energy supply 
infrastructure it requires is largely there – it’s called the electricity network! Undoubtedly, 
there are significant challenges and the networks of the future must adapt to address these. 
 
2.3 Energy in buildings 
Energy use in residential and commercial buildings accounts for c. 30% of CO2 emissions in 
Europe. Building design, new materials, new standards and major investment in the upgrade 
of buildings will transform the energy performance of this sector over the next few decades. 
The installation of local generation, buildings/home area networks (HAN) and smart 
appliances are all part of this transformation. Eventually, the net energy requirements of the 
sector suggest that ‘carbon free’ electricity will be the only external energy source needed. 
 
3 Smart networks – an enabler 
Ensuring society can leverage from the increasing advantage electricity will bring as a 
decarbonised energy source presents a major challenge to Electricity Network Operators. 
ESB Networks’ vision of how all these developments come together is best captured by the 
model in Fig. 1 [5]. Smart networks are simply a key link in the integration of clean and 
renewable generation all along the electricity value chain to customers and their energy 
devices. It is critical that developments in each area are advanced in an integrated way. 
 
 
Figure 1: Smart network model evolution 
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3.1 Renewables and distributed generation 
Delivering on Ireland’s target of over 40% of electricity from renewable sources requires 
over 6,000 MW of renewable generation to be connected to the electricity network. The 
nature and scale of Ireland’s system means large numbers of relatively small wind farms. 
Approximately half of the total capacity will be connected to the distribution system, a 
unique development compared to most other countries. 1,100 MW of wind plant is already 
connected, 1,400 MW of projects are at contract approved stage and a further 3,900 MW 
have recently been approved by the Commission for Energy Regulation (CER) [6]. The 
national target for increased penetration of microgeneration with export facility could result 
in many small generators being connected at low voltage levels. ESB has announced support 
for the first 4,000 installations by way of a top up of 10 c per kWh on the ESB Customer 
Supply export tariff of 9 c and free installation of smart metering. These measures, as well as 
strong support and promotion by Sustainable Energy Ireland (SEI), are driving interest and 
applications. However, a conflict exists between support for microgeneration and large-scale 
wind generation. Fuel cells to enhance efficiency in replacement / new domestic gas boilers 
would appear to be the most viable microgeneration option. Networks of the future could 
have bidirectional power flows at different voltage levels, with generators at customer sites 
exporting energy on to the system. Resolving these challenges in ways that are economically 
viable and enhance security of supply are critical elements of the smart networks journey. 
 
3.2 Electric vehicles 
Governments in Europe and the US have signalled a major commitment to developing the 
electrification of transport. In Ireland, a target of 10% penetration of passenger electric 
vehicles by 2020 has been set. Ireland should be particularly suited for electric vehicles since 
the average travelling distance for private cars of 47 km/day is less than the EU average of 60 
km/day [4]. However, turning this target into reality is not going to happen without major 
national commitment and industry leadership. Many challenges lie ahead including: 
 
• Roll out of national public charging infrastructure 
• Standardisation of charging connections and interoperability between cars 
changing infrastructure and electricity networks 
• Smart charging to minimise system peak implications of high penetration of 
EVs 
• Open and flexible IT and data management systems to enable all electricity 
suppliers to compete for EV charging. 
 
3.3 Smart metering 
Developments in the areas of smart metering and utility advanced metering infrastructure 
(AMI) are seen as a gateway between electricity networks and customers. Smart meters are 
simply intelligent two-way communications devices with digital real-time power 
measurement. Apart from the obvious advantages of remote operation and remote meter 
reading they also offer the potential for real-time pricing, new tariff options and demand side 
management (DSM) and an interface with home area networks (HAN). They also have the 
potential to act as intelligent nodes on the electricity system. Their deployment offers 
uniquely valuable information for improved management of voltage, supply quality, outages 
and networks assets. Roll-out is expensive and complex, and decisions on functionality are 
critical. For example, including water and gas in the AMI is technically feasible but would 
add significantly to project and IT risks. ESB Networks is currently operating two evaluation 
trials for smart meters in conjunction with the Commission for Energy Regulation (CER) and 
the industry here in Ireland. One trial involving 6,000 customers is well advanced and will 
look at the potential to influence customers’ behaviour in terms of demand/energy levels 
when offered different price/tariff incentives. A second trial will look at various smart 
metering systems including different meters, communications technologies like power line 
carrier (PLC) technology, radio technologies and IT interfaces. The trials will inform a full 
business case analysis for a final decision on national roll-out. The challenges are complex – 
the final system should ideally: 
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• be able to integrate with existing enterprise systems and emerging smart 
network systems and have a lifespan of 15-20 years; 
• incorporate open standards and interoperability between meter and system 
vendors; and 
• be capable of handling the massive date flows and high levels of cyber security. 
 
Smart metering and/or future energy home area networks will facilitate interaction between 
the networks/grid demand requirements, appliances and demand levels within the home. The 
objectives of improved energy efficiency, improved performance and lower costs are all 
driving developments in this area. This is an area open to new developments and there are 
clear business opportunities emerging for the creation of exciting new products and services. 
Smart networks are not simply about enabling renewables and customer response. Intelligent 
systems like ESB Networks’ SCADA and Operations Management System (OMS) are 
recognised as being at the leading edge of utility best practice in terms of remote control and 
system management. Over 1,000 intelligent switches have been installed on medium voltage 
overhead networks and fully integrated into SCADA over the last three years and further roll-
out is planned. These systems along with AMI represent some of the building blocks for 
smart networks. 
 
It is important, however, to keep a perspective on the SmartGrid concept – the only reason to 
support a smart grid is to provide worthwhile benefits to customers, i.e. cheap and reliable 
electricity with lower carbon emissions. Smart grids and distributed generation should not be 
considered as an end objective in themselves. Accordingly, the term SmartGrid, as used by 
ESB Networks, not only encompasses ICT technology, but any other development in 
materials or design (e.g. high temperature conductors) which can deliver customer benefits 
economically. It is also becoming clear that there are major synergies from the use of 
different technologies e.g. when a network is sectionalised and automated to improve 
continuity a by-product is that losses are substantially reduced, thus subsidising the costs of 
automation. 
 
There are also new opportunities: 
 
• active networks management, for example, enable voltage and reactive power 
control to support increased wind penetration on distribution networks; 
• additional distributed intelligence and sensors to help improve load factor, 
system losses, outage performance and ‘self healing’ in the event of faults; and, 
• leveraging from the latest developments in materials, superconductivity, energy 
storage and power electronics. 
 
ESB Networks has commenced work on many of these areas already and is linked with the 
Electric Power Research Institute (EPRI) in the US, the Electricity Research Centre (ERC) in 
University College Dublin (UCD) and Sustainable Energy Ireland (SEI), along with ESB 
International, to investigate and research the complex solutions required to bring the many 
components of smart networks to a successful implementation stage. Smart networks will 
bring enormous changes in terms of enabling the generation, transportation and utilisation of 
cleaner electricity – some would suggest not unlike the impact of the internet on 
telecommunications. However, the real issue is the extent to which they can create value 
along the entire industry value chain. The bottom line is, of course, the value they create for 
customers and the economy. Crucially, the roadmap and implementation path for smart 
networks must be focused on delivering: 
 
• lower electricity prices; 
• less carbon emissions; 
• increased quality and security of supply. 
 
Smart networks, as part of a co-ordinated strategy across the energy industry to address 
national energy efficiency and CO2 challenges, has the potential to achieve even more in 
terms of opportunities for the research, development and commercialisation of new systems 
and products that will be needed to support a more sustainable future. 
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4 Research Strategy 
The ERC together with ESB Networks has developed a number of key research streams 
which are aligned to ESB Networks’ own smart network roadmap. In conjunction with 
EirGrid (the transmission system operator for Ireland) and the remaining industrial members 
of the ERC, key research questions to be addressed are the reactive power control of 
distributed generation at the DSO / TSO interface, dedicated renewable energy networks and 
the integration of electric vehicles and demand side management to assist EirGrid in 
matching load to wind variations, and suppliers to hedge demand. Different aspects of these 
challenges are outlined below. 
 
The ability to control reactive power requirements at large DSO / TSO stations (typically 110 
kV/MV or 110/38 kV) requires control over both wind generator power factor and busbar 
voltage. A range of novel solutions to relieve voltage constraints, incorporating 
autotransformers, generator reactive power controls, on-load tap changer controls, FACTS 
devices and other power electronic converters will be investigated. While each option can 
ease voltage rise constraints, none is sufficient to completely overcome the problem. As a 
result, co-ordinated control and operation of these resources is required. Active co-ordinated 
control of these various resources will be assessed, network control options investigated 
which can accommodate increased wind generation capacity, while also proposing novel 
wind farm control strategies. 
 
The exploitation of offshore renewable resources will require the development of offshore 
networks to collect power from the various devices and deliver it to appropriate onshore 
delivery points (not necessarily at the closest point onshore). Offshore networks are not 
constrained by legacy developments so a wide range of novel architectures and controls can 
be considered. The research will investigate alternative topologies and technical 
characteristics for offshore networks, considering their feasibility, reliability and economy, 
and will assess the interaction of network characteristics and the performance of the offshore 
energy conversion devices. 
 
Demand side management can be seen as a potential mechanism to aid in the management of 
wind variability, particularly as conventional generation is displaced from the system. 
Implemented strategies have focussed on peak saving (peak reduction due to efficiency 
measures), peak shifting (deferring peak until a later time) and peak shaving (deferring peak 
load permanently). These schemes are typically planned in advance and give little 
opportunity for shorter-term dynamic operational issues. However, the advent of smart 
metering and its potential for real-time pricing could encourage greater load flexibility. The 
flexible load resource for Ireland is being investigated, along with its availability to provide 
system services in a reliable and economic manner.  
 
The implications of wide-scale deployment of electric vehicles on system operation and 
distribution network development must also be understood. The capability of the existing 
network to facilitate vehicle charging will need to be assessed and if constraints present 
themselves methods for optimal use of the existing assets and network investment strategies 
will need to be devised. From a system operation perspective, it is likely that night-time 
charging of vehicle batteries will be encouraged, such that system balancing opportunities 
could exist from the storage capability provided. Since vehicle charging is discretionary 
rather than essential load, system support services could be provided. In addition, ramp rate 
limits, e.g. during morning rise, regional load control, e.g. voltage considerations, could all 
be beneficial. Switching of charging loads could be initiated by smart metering and / or home 
area networks, by sending controls to on-street chargers or even by in-built car intelligence. 
Vehicle to home (V2H) or vehicle to grid (V2G) roles could also be feasible, but will require 
consideration of the domestic supply, local network and vehicle electronics. 
 
5 Conclusion 
It is evident that the term smart networks spans a range of developing areas within the 
electricity industry. This paper has set out Ireland’s vision of how the proposed benefits of a 
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smarter network can be attained. It will require co-operation and collaboration of industry 
stakeholders and research institutes but is realistically achievable over the next ten years. A 
key issue to be remembered is the primary function of the electricity network, that being to 
deliver a secure and reliable supply of electricity to every customer. The current high 
standards of supply must be maintained if the development of smarter networks can claim to 
achieve its stated goals.  
 
6 References 
[1] European Commission SmartGrids Advisory Council, “SmartGrids: strategic 
deployment document for Europe’s electricity network of the future”, September 2008 
[2] European Enivronment Agency, “National emissions reported to the UNFCCC and to 
the EU greenhouse gas monitoring mechanism”, 2009 
[3] Parliamentary Debates Dáil Éireann, Vol. 663, No. 4, P792 
[4] Central Statistics Office, “Transport 2007”, http://www.cso.ie/ 
[5] J. Shine, “A Roadmap for Smart networks”, Engineers Journal, Volume 63: Issue 5, June 
2009, http://engineersireland.ie/ 
[6] Commission for Energy Regulation, “Criteria for gate 3 renewable generator connection 
offers and related matters”, December 2008, http://www.cer.ie/ 
 
Risø-R-1712(EN) 281
Session 16 – Fuel cells and hydrogen II 
Risø-R-1712(EN) 282
  
Solid Ammonia as Energy Carrier: Current 
status and future prospects 
Debasish Chakraborty, Henrik Nybo Petersen, Christian 
Elkjær, Amy Cagulada, Tue Johannessen 
Amminex A/S 
Fuel Cell Applications 
Gladsaxevej 363 
DK-2860 Soeborg / Denmark 
Tel.: +45-6017-3935 
dch@amminex.com 
 
Abstract 
Ammonia is very attractive as carrier of energy for its high energy density and 
potential of being a ‘zero-carbon’ fuel. However, ammonia is toxic, and because 
of very high vapour pressure of liquid ammonia (~8 bar at room temperature), 
there are safety concerns about storing liquid ammonia for end-user 
applications. Amminex has developed a method to store ammonia safely as 
solid metal ammines. The Amminex product, Hydrammine™, is a non-
pressurized storage material and has an energy density similar to that of liquid 
ammonia (~110 kg H2/m3). It enables safe use of ammonia as an energy carrier 
for end-user applications. Amminex has been active in integrating the solid 
ammonia storage technology with PEMFC and SOFC stacks. The presentation 
will focus on the potential of “solid” ammonia as carbon-free energy carrier for 
mobile and transport applications, system integration (PEMFC and SOFC) and 
future opportunities 
 
 
Introduction 
 
Reduction of CO2 emission requires cleaner power generation and increasing 
utilization of renewable energy. However, the ultimate solution to the energy 
problem of the world in the long run will depend on energy being generated as 
close as possible to 100% renewably.  According to International Energy Agency 
(IEA) forecast based on its Alternative Policy case, over the 26-year period of 
2004 to 2030, wind power will grow by 18 times, solar power will grow by 60 
times[1]. Even though there are various ways to generate energy renewably, the 
means to store and convert the renewable energy to power transport sector i.e. 
to replace gasoline and diesel is severely limited. Plant-driven liquid fuels such as 
ethanol and bio-diesel can offer the benefit when used, although their prospect of 
affecting the energy crisis is difficult to justify.  All green plants in the U.S., 
including all crops, forest, and grasses, combined collect only about 70 quads 
(32x1015 BTU) of sunlight energy per year.  Meanwhile, Americans use slightly 
more than 3 times that amount as fossil fuels [2].  
Ammonia, though unconventional, has a very high potential as chemical storage 
of renewable energy. It is possible to produce ammonia with no carbon foot-
print: one can use the electricity generated by one of the renewable sources 
(e.g. wind or solar) to produce hydrogen by water electrolysis while nitrogen can 
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be delivered by separation from air. A pilot project of renewable air to ammonia 
run by University of Minnesota, Moris is already in progress. A Solid Oxide Fuel 
Cell (SOFC) with ammonia as fuel is among the most promising technologies for 
efficient, zero-carbon energy generation.  It is expected that the dependence on 
renewable electricity will increase worldwide in near future. Denmark, for 
example, has a target of increasing the electricity generation from windmills from 
current ~25% to 50% by 2025.  This increase will cause severe problem on load 
balancing during both peak and off-peak of wind power generation. Wind to 
ammonia production can act as a chemical buffer which can efficiently absorb 
excess electricity from the grid to store it as ammonia and deliver the electricity 
back to the grid through an SOFC when wind power is low.  Also when ammonia 
is absorbed in special class of cheap, non-polluting salts as metal ammines, it 
can be safely used as a fuel for transportation and mobile power generators. 
Essentially, only two chemical energy storages are available as zero-carbon 
carrier: hydrogen and ammonia. The very low energy density and lack of proper 
storage technology means that to achieve practical energy density, hydrogen 
needs to be stored either under very high pressure (500-700 bar) or as liquid. 
Compressing hydrogen to such high pressure is energy intensive as well as 
unsafe. Carrying a large tank with over 500 bar of hydrogen on cars and trucks 
is a challenge. Liquefaction of hydrogen imposes a large energy loss and 
expensive insulation material for the storage tanks. Recently, there has been 
renewed interest in ammonia (NH3) as energy carrier.  Because formation of 
ammonia from hydrogen and nitrogen is an exothermic process, it can be 
produced without any additional energy input than what is needed to produce 
hydrogen. Even with fossil hydrogen source, ammonia as an energy carrier 
could be CO2-neutral if appropriate sequestration strategies were implemented 
at the central production facilities or produced completely renewably. 
Ammonia has, however, one drawback as a preferred energy carrier, namely a 
general perception that it is toxic. So far, this negative perception has prohibited 
most serious considerations of its extended use as a fuel both in combustion 
engines and for fuel cells. It is this barrier that has been addressed through the 
recent development of solid storage technology at Amminex. 
 
Solid Ammonia Storage technology 
Metal ammines are formed by absorbing ammonia in anhydrous MCl2 (M=Mg, 
Ca, Sr,  etc.) at room 
temperature, and the 
absorption/desorption of 
ammonia is completely 
reversible. Due to a 
much lower ammonia 
volatility and release 
rate at room 
temperature compared 
to liquid ammonia, the 
material is approved for 
on-road and air 
transport. Importantly, 
these metal ammines 
can be shaped into 
completely compact 
bodies essentially 
without any void space. 
Thus, the metal ammine 
gives a gravimetric hydrogen content of about 9 wt% and a volumetric hydrogen 
Fig 1 Comparison of energy density between 
metal ammine and hydrogen. 1kWe power for 40  
h run-time. Fuel cell efficiency 50% 
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content of approximately 105-110 Kg H2/m3.  Fig. 1 compares the storage volume 
of metal ammine with hydrogen. It can be seen that to produce an equal amount 
of energy, the solid state ammonia volume requirement is only 60-70% of that 
occupied by liquid hydrogen. Not only that, one has to consider the problems and 
risks associated with storing and transporting hydrogen. Fig. 2 shows Amminex 
ammonia storage prototypes. 
 
 
Fig.2 Ammonia stored in non-pressurized containers 
 
Results  
In case of SOFC, unlike PEM, ammonia can be fed directly. Ammonia as fuel for 
SOFC has certain advantages over hydrocarbon fuels.  The advantages include 
no  
Fig. 3 Comparison of performance between running the 
stack with ammonia and a 3:1 mixture of H2:N2  
desulphurization, no pre-reforming requirement for ammonia. Fig. 3 compares 
the performance of a 5-cell SOFC stack fed with ammonia, to the performance of 
the same SOFC stack when it is fed with a 3:1 H2-N2 mixture.  It can be seen 
that the performances are similar, but the use of ammonia, if anything, results in 
a slightly higher power output. To determine if the ammonia cracking process will 
influence the stack performance, experiments with dynamic load changes were 
performed.  The ammonia flow was varied to keep the fuel utilization constant.  
The airflow to the cathode was kept constant at 10L /min. Initially, the system 
was left to stabilize at 70W, and then the power set point was 
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Fig. 4 Dynamic response of ammonia fed SOFC 
stack 
 
decreased to 30 W in 20 s, held at that point for 20s, increased to 70 W in 8 s 
and held for 2 min, and reduced to 30 W and held for 30 s. Next, set point was 
increased to 45 W for 10 s, then to 70 W for 30 s, and finally to 85 W for 2 min. It 
can be seen that the power output curve follows the set point which is a sign that 
the decomposition of ammonia inside the SOFC stack does not limit the current. 
 
Because 
ammonia needs 
to be cracked 
before it can be 
fed to PEMFC, 
we have been 
developing an 
ammonia 
cracker, which 
uses heat from 
ammonia 
combustion to 
crack ammonia. This cracker, in combination with a trace ammonia absorber, 
can produce H2 for feeding to PEMFC. The excess heat from the cracker and/or 
the waste heat from the PEMFC stack can be utilized to degas ammonia from 
the storage unit. Fig. 5 shows a cracker prototype capable of producing 6.75 
nL/min H2 with an energy efficiency of 72%.   
Hydrammine™  direct ammonia fuel cell combination: A 
potential technology for powering automobile 
As the test results has shown SOFC can be directly fed with ammonia. 
However,   SOFC suffers from long start up times and material degradation 
because of very high operating temperature (~800 °C) which prevent the 
widespread use of this very promising technology. The high temperature 
requirement of the SOFC is mainly for achieving the desired oxygen ion 
conductivity of the electrolyte. Proton conducting ceramics (PCC) have been 
suggested for SOFC’s to reduce the operating temperature. The reason for this 
is that the PCC has the desired proton conductivity at a much lower temperature 
than the oxygen ion conducting ceramics. However, the PCCs are very 
susceptible to CO2 [3]. Therefore, an SOFC running with PCC can only be fed 
with a fuel that does not contain carbon, i.e. H2. Because of this, the SOFC will 
Fig. 5 Ammonia cracker prototype for generating 6.75 
nL/min H2 
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largely lose its competitive edge over the PEMFC if PCC is used as the 
electrolyte. However, if ammonia is used as fuel combined with PCC electrolytes 
fuel cells can be developed that can harness all the advantages of SOFCs even 
though the operating temperature remains much lower (400-500 °C).  
The intermediate temperature direct ammonia fuel cell (DAFC), if 
implemented, has the potential to power an automobile. Two characteristics are 
desirable for fuel cells in vehicular applications: a high power density and an 
intermediate operating temperature. The PEMFC is an excellent fuel cell when 
fed with pure hydrogen, but is not ideal for using with a reformer because the 
PEMFC and reformer have different operating temperatures. The SOFC is also 
not suitable because its operating temperature is too high. Limited by reformer 
compatibility, the target operating temperature of a fuel cell around 400-500 °C. 
In this range, the design criteria are manageable and the temperature is high 
enough for cracking/reforming of the fuel [4]. From this perspective, direct 
ammonia fuel cells exhibit great potential as a locally or overall carbon free 
(depending on the production method) energy conversion device. The heart of 
the fuel cell is the proton conducting ceramic (PCC) electrolyte. This kind of 
electrolyte has been already used in solid electrolyte cells for ammonia synthesis 
[5,6] . Ammonia is fed at the anode chamber which contains a suitable catalyst 
that can both decompose NH3 to H2/N2 and ionize H2 to H+ and an electron.  The 
proton travels through the membrane to the cathode where it reduces oxygen 
from air to form water. Therefore, the byproducts of a DAFC fuelled with NH3 are 
N2 are unconverted H2 and NH3 (ppm level) from the anode, and water from the 
cathode. Because water is formed at the cathode side, the fuel will not be diluted 
at the anode side: hence higher fuel utilization can be expected with this kind of 
fuel cell.  Because hydrogen is consumed by the fuel cell in generating 
electricity, the equilibrium of the reaction NH3 ↔ N2 + H2 shifts to the right and 
almost complete conversion of ammonia can be expected even at 400ºC.  It is 
worthwhile to mention that because of water production at the cathode side any 
gas phase mass transfer limitation of oxygen in air should expected to be 
worsened in the PCC –intermediate temperature fuel cell compared to SOFC.  
Because of much higher temperature of operation compared to PEMFC, it will 
not be necessary to use noble metal Pt as electrode catalyst.  This has the 
potential to make DAFCs much affordable compared to PEMFC.   
Scientists at Toyota Motor Corp. tested intermediate temperature fuel cell 
with ultra thin proton conductor electrolyte [4].  The test cells were operated at 
400-600 °C.  The cell had a thin ( ~2μm) PCC electrolyte on top of a 100 μm Pd 
layer which was termed as hydrogen membrane.  The obvious purpose of the 
membrane is to separate the CO2 from the reformate stream to prevent any 
contamination of the PCC electrolyte by CO2.  If ammonia is used as fuel 
instead, one could easily avoid the use of thick Pd layer and consequently 
reduce IR drop.  Because Pd is a noble metal, exclusion of it in cell fabrication is 
important from price perspective also.   
The combination of DAFC and solid ammonia storage is very attractive for 
automotive applications for several reasons.  First of all, the operating 
temperature (400-600 °C) of this type of fuel cell is ideal for ammonia 
decomposition.  So, there is a very nice synergy between the reforming and fuel 
cell operation.  The thermal desorption of ammonia from the solid storage 
materials can be done by the waste heat from the stack because the waste heat 
from a DAFC stack operating at ~500 °C will be of very good ‘quality’ to utilize to 
degas ammonia. This will improve the overall system efficiency. Finally, the 
startup time, which is one of the most important factors for fuel cells to be 
considered for automobile applications, should be much lower compared to 
SOFC.  The relatively lower operating temperature compared to SOFC will also 
offer more options for selection of materials.       
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Abstract 
A system level modelling study on two combined heat and power (CHP) systems both 
based on biomass gasification. One system converts the product gas in a solid oxide fuel 
cell (SOFC) and the other in a combined SOFC and micro gas turbine (MGT) 
arrangement. An electrochemical model of the SOFC has been developed and calibrated 
against published data from Topsoe Fuel Cells A/S (TOFC) and Risø National 
Laboratory. The modelled gasifier is based on an up scaled version of the demonstrated 
low tar gasifier, Viking, situated at the Technical University of Denmark. The MGT 
utilizes the unconverted syngas from the SOFC to produce more power as well as 
pressurizing the SOFC bettering the electrical efficiency compared to operation with the 
SOFC alone - from ηel=36.4% to ηel=50.3%. 
Keywords: System modelling, biomass gasification, micro gas turbine, SOFC 
Nomenclature 
aohm, bohm coefficients for Eq. (24) 
ASR area specific resistance 
E reversible open circuit voltage 
F Faradays constant 
gf Gibbs free energy of formation 
i current density 
LHV lower heating value 
n&  molar flow 
ne transferred electrons per molecule of fuel 
p pressure/partial pressure 
P power production 
R universal gas constant 
T temperature 
UF fuel utilization factor for SOFC 
V potential/overpotential 
y molar fraction 
δ SOFC layer thickness 
η efficiency 
  
Subscripts:  
a anode 
c cathode 
con consumption 
e electrolyte 
i interconnect 
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1 Introduction 
Development of sustainable and efficient production plants of combined heat and power 
(CHP) tends to gain more attention as climate changes, security of supply and depletion 
of fossil fuels have become well known issues. The share of biomass in CHP production 
are expected to increase in the future and decentralized CHP plants are also of interest to 
avoid costs of biomass transportation. Efficient power producing technologies for small 
scale productions are typically gas engines, micro gas turbines (MGT) and fuel cells – all 
requiring gaseous fuel. Gasification can deliver biomass based gaseous fuel so the 
combination of biomass gasification and efficient syngas conversion are potentially a 
sustainable and efficient CHP plant. 
Solid oxide fuel cells (SOFCs) can electrochemically convert H2 and CO as well as 
internally reform CH4 into more H2 and CO due to their high operating temperature. This 
makes SOFCs very fuel flexible and ideal for converting syngas compared to other fuel 
cell types. 
The performance and system design of integrated biomass gasifier and SOFC systems in 
the 100-1000kWe class have been investigated by several. An innovative design 
including heat pipes between a SOFC stack and an allothermal gasifier is described in 
[1]. Fryda et al. [2] studies the performance of a CHP system of less than 1MWe and 
consisting of an autothermal gasifier combined with a MGT and/or SOFC.  
This study focus on the performance of a system combining an up scaled version 
(~500kWth) of the two-stage gasifier named Viking and a SOFC or a SOFC-MGT 
system. Viking is a 75kWth autothermal (air blown) fixed bed biomass gasifier 
demonstrated at the Technical University of Denmark and it is described in detail in [3]. 
The Viking gasifier produces almost no tars, which is favourable for downstream SOFC 
operation. Hofmann et al. [4] has operated a SOFC on cleaned syngas from the Viking 
gasifier for 150 hours without degradation. 
The present study is based on zero dimensional and steady-state modelling in the 
simulation tool DNA [5]. DNA has incorporated thermodynamic property data, is 
component based and is developed at The Technical University of Denmark. 
2 System description 
Two different combined heat and power systems are investigated in this study, both 
based on syngas production from an up scaled Viking gasifier. A flow sheet of the two 
systems is depicted in Figure 1. The modelled gasifier system is slightly simplified, but 
aims at the same resulting gas composition and cold gas efficiency as for the Viking 
gasifier. In the gasifier model the dryer is heated by hot syngas. The steam production 
from the dryer is added to the preheated air and dry wood together with mixed air and 
steam are fed to the gasifier. The raw product gas is cooled to 90°C in three steps; air 
preheating, wood drying and syngas cooling producing hot water for district heating. The 
cooled syngas is then cleaned from impurities as particles and sulphur compounds before 
some of the water in the gas is condensed through cooling to 50°C. The cleaned and 
partly dried syngas is then converted into electricity and heat in a bottoming cycle 
consisting of a SOFC or both a SOFC and a MGT. These two system configurations will 
from now on be referred as the Gasifier-SOFC and the Gasifier-SOFC-MGT 
configuration, respectively. In the Gasifier-SOFC-MGT configuration all the 
components in the flow sheet are in use. With respect to Figure 1 the recuperator and gas 
turbine are bypassed in the Gasifier-SOFC arrangement, thus the syngas and air 
compressors work as blowers due to no pressurization.  In addition the syngas 
compressor works as a roots blower for the gasifier system and not illustrated is a 
generator. In the Gasifier-SOFC configuration the syngas and air blowers are driven by 
an electric motor. 
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Figure 1: Flow sheet of the hybrid systems 
3 Gasifier model 
The gasifier component calculates the produced syngas composition as well as the 
produced ashes based on the inlet media composition and the operating conditions. The 
input parameters defining the operating conditions for the gasifier submodel are given in 
Table 1. The gasifier pressure loss is defined as the difference between the inlet air and 
steam mixture and the outlet syngas. 
 
Operating pressure pgasifier  0.998 bar 
Operating temperature Tgasifier  800°C 
Pressure loss ∆pgasifier 5 mbar 
Non-equilibrium methane METH 0.01 
Table 1: Inputs to the gasifier submodel 
In the gasifier the incoming flows are converted into a syngas and ashes. The ashes come 
from a defined ash content in the biomass. The syngas can consist of the following 
species: H2, O2, N2, CO, NO, CO2, H2O, NH3, H2S, SO2, CH4, NO2, HCN, COS and Ar. 
It is assumed that equilibrium is reached at the operating temperature and pressure, 
where the total Gibbs energy has its minimum value. With this assumption the syngas 
outlet composition can be found by the Gibbs minimization method [6]. A possibility for 
bypassing an amount of methane from the equilibrium calculations is added in order to 
reach syngas compositions, which contain more methane than the corresponding one at 
equilibrium. Thus the syngas composition can be adjusted to match real syngas 
compositions, e.g. from the Viking gasifier. The input parameter METH is used for this 
bypassing and is defined as the fraction of methane that is not included in the 
equilibrium calculations and instead flows through the gasifier and appears in the outlet 
syngas. 
3.1 Gasifier model validation 
The model validation for the gasifier is done for all of the gasification plant from the 
biomass input to the cleaned and dried syngas. Thus data from the Viking gasifier plant 
can be used for validation. 
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Wood chips from beech with small amounts of oak are used in the model as for the 
Viking gasifier reported in Ahrenfeldt et al. [3]. 
As seen in Table 2 the produced syngas composition and the lower heating value (LHV) 
from the gasifier model is close to the Viking data. The overall performance of the 
modelled gasifier is also similar to the Viking gasifier as expressed in the cold gas 
efficiencies. 
 
 Viking [3] Gasifier model 
H2 (vol-%) 30.5 29.9 
CO (vol-%) 19.6 20.8 
CO2 (vol-%) 15.4 13.5 
CH4 (vol-%) 1.16 1.19 
N2 (vol-%) 33.3 34.2 
LHV (MJ/kg) 6.2 6.3 
Cold gas eff. 93% 94% 
Table 2: Dry syngas composition, lower heating value as well as cold gas efficiency for 
the Viking gasifier and the modelled gasifier, respectively 
4 Solid Oxide Fuel Cell model 
The SOFC stack component calculates the air and fuel outlet compositions as well as the 
power production. The calculations are based on the inlet air and fuel compositions and 
flow rates as well as the other operating conditions of the SOFC. The SOFC submodel 
includes an electrochemical model for predicting the performance of the SOFC. The 
operating conditions are partly described by input parameters given to the SOFC 
submodel and these are presented in Table 3. 
 
Fuel utilization factor UF 0.85 
Operating temperature TSOFC
 
800°C 
Anode pressure loss ∆pa 5 mbar 
Cathode pressure loss ∆pc 10 mbar 
Current density i 300 mA cm-2  
Table 3: Inputs to the SOFC submodel 
In the submodel only H2 is electrochemically converted in the SOFC anode, but the 
model takes into account that CO produces an extra H2 through the water-gas-shift 
(WGS) reaction, while four additional H2 molecules are produced from CH4 through 
internal steam reforming and WGS of produced CO (full conversion is assumed). The 
total mole flow of H2 on the anode after internal steam reforming and WGS is expressed 
in Eq. (1). 
in,CHinCO,in,Htot,H 422
4nnnn &&&& ++=       (1) 
−− +→+ 2eOHOH 2
2
2       (2) 
−− →+ 222
1 O2eO       (3) 
OHOH 222
1
2 →+       (4) 
The amount of hydrogen that is converted depends on the fuel utilization factor (UF) and 
this amount is electrochemically converted in the anode. The electrode reactions and the 
overall fuel cell reaction are as shown in Eq. (2) to (4). 
From the overall fuel cell reaction it is seen that the amount of consumed oxygen is half 
the amount of consumed hydrogen. The cathode outlet composition can then be found by 
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the following equations if the only species taking into account are O2, N2, CO2, H2O and 
Ar. 
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The fuel composition leaving the anode is calculated by the Gibbs minimization method 
[6] as described for the gasifier submodel. Equilibrium at the anode outlet temperature 
and pressure is assumed for the following species: H2, CO, CO2, H2O, CH4 and N2. The 
equilibrium assumption is fair since the methane content in this study is low enough for 
such kind of assumption to be made. The heat consumed by the endothermic internal 
reforming reactions is taken into account by the Gibbs minimization method. More 
internal reforming means more cooling of the SOFC. 
The power production from the SOFC depends on the amount of chemical energy fed to 
the anode, the reversible efficiency (ηrev), the voltage efficiency (ηv) and the fuel 
utilization factor (UF). It is defined in mathematical form in Eq. (10). 
[ ] UFnLHVnLHVnLHVP vrevin,CHCHinCO,COin,HHSOFC 4422 ηη&&& ++=  (10) 
The reversible efficiency is the maximum possible efficiency defined as the relationship 
between the maximum electrical energy available (change in Gibbs free energy) and the 
fuels LHV. This is shown in Eq. (11) and the definition of the change in Gibbs free 
energy is shown in Eq. (12). The voltage efficiency express the electrochemical 
performance of the SOFC and the calculation of the voltage efficiency is described in the 
following subsection. 
( )
fuel
fuelf
rev
LHV
g∆
η =   (11) 
( ) =
fuelf
g∆ ( ) ( ) ( )[ ] in,HOf21HfOHf 2222 yggg −−   (12) 
  ( ) ( ) ( )[ ] inCO,Of21COfCOf 22 yggg −−+  
  ( ) ( ) ( ) ( )[ ] in,CHOfCHfOHfCOf 42422 22 ygggg −−++  
4.1 Electrochemical model 
The electrochemical model is used to calculate the cell potential and the voltage 
efficiency of the SOFC. Both depend on the operating conditions such as temperature, 
pressure, gas compositions, fuel utilization and load (current density). The cell potential 
and voltage efficiency is defined in Eq. (13) and (14), respectively. 
ohmactcell VVEV −−=   (13) 
E
Vcell
v =η   (14) 
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In the following the reversible open circuit voltage (E), the activation overpotential (Vact) 
and the ohmic overpotential (Vohm) are calculated. Traditionally a concentration 
overpotential term is included in Eq. (13). The concentration overpotential is a result of 
the limitations of transporting the reactants to the active cell area. In Larminie et al. [7] it 
is described as a voltage drop caused by the pressure change associated with the 
consumption of reactants. As a result of the current being drawn from the cell, the 
average partial pressure of reactants is lower than at the inlet. Thus, in this study the 
concentration overvoltage is taken into account by using average partial pressures when 
calculating E and Vact. 
E can be calculated from the Nernst equation: 
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Since it is assumed that all CO and CH4 are converted to H2 before the electrochemical 
reactions take place, the change in standard Gibbs free energy (
0
f∆g ) is and the number 
of electrons transferred for each molecule of fuel (ne) are determined for the reaction of 
H2 only. Thus, ne = 2 and ( ) ( ) ( )
222 O
0
f2
1
H
0
fOH
0
f
0
f∆ gggg −−= . The partial pressure of 
species j is an average across the respective electrode and is here defined as an arithmetic 
mean between inlet and outlet as shown in Eq. (16) and (17). The average partial 
pressure of available hydrogen after internal steam reforming and WGS of CH4 and CO 
can be determined from the overall steam reforming and WGS reaction including all 
species. It is defined in Eq. (18). 
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The activation overpotential is due to an energy barrier (activation energy) that the 
reactants must overcome in order to drive the electrochemical reactions. The activation 
overpotential is non-linear and is dominant at low current densities (i). The activation 
overpotential is defined as (cf. [8]): 
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The internal current density (in) is added to the actual fuel cell current density in order to 
account for the mixed potential caused by fuel crossover. The importance of the internal 
current density in the case of SOFCs is much less than for low temperature fuel cells and 
the value of in is usually very small [7]. The exchange current density (i0) is a measure of 
the level of activity on the electrode at i=0 mA cm
-2
 and is defined as (cf. [9]): 
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The ohmic overpotential is caused by the electrical resistance for the ions passing 
through the electrolyte as well as for the electrons passing through the electrodes and 
interconnects. The ohmic overpotential is defined below (cf. [9] and [12]). 
ASRiV =ohm   (22) 
ieca ASRASRASRASRASR +++=   (23) 






=
T
b
aASR
j
jjj
ohm,
ohm, expδ , { }ie,c,a,=j   (24) 
The thicknesses of the different layers (δ) and the constants aohm and bohm used are listed 
in Table 4. 
 
R 8.314 J K
-1
 mol
-1
   
F 96485 C mol
-1
   
ne  2  
in  2 mA cm
-2  [9] 
δa  750×10
-4
 cm [10] 
δc  50×10
-4
 cm [10] 
δe  40×10-4 cm [10] 
δi  100×10
-4 cm [11] 
aohm,a  0.00298×10
-3
 kΩcm [12] 
bohm,a -1392 K [12] 
aohm,c 0.00811×10
-3 kΩcm [12] 
bohm,c 600 K [12] 
aohm,e 0.00294×10
-3
 kΩcm [12] 
bohm,e 10350 K [12] 
aohm,i 0.1256×10
-3 kΩcm [12] 
bohm,i 4690 K [12] 
Table 4: Inputs for the electrochemical model 
4.2 Electrochemical model calibration 
The described electrochemical model has been calibrated against experimental data, see 
Figure 2.  
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Figure 2: Single cell polarization curves based on a 75-cell stack and the SOFC model, 
respectively 
Since the model aims at the performance of 2
nd
 generation SOFCs from Topsoe Fuel Cell 
A/S (TOFC) and Risø National Laboratory, published data for this SOFC type has been 
used. The ASR has been calibrated against a value of 0.15 Ω cm2 at 850°C as published 
by [13] and the resulting cell potential has been calibrated against a polarization curve 
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(75-cell stack, 12 x 12 cm
2
, 800°C and fuelled with H2 and N2) published by [14]. An 
active cell area of 81 cm
2
 has been assumed. Both modelled and experimental data as 
well as the error relative to the experimental data are presented in Figure 2. 
The model shows excellent agreement with the experimental data above a current density 
of 100 mA cm
-2
. The current density of 300 mA cm
-2
 is chosen to represent the SOFC 
load in the following results. 
5 Peripheral equipment 
Modelling of peripheral components like compressors, turbines and heat exchangers are 
standard and therefore not described in detail. 
The throughput of wet biomass is 154.8 kg h
-1
 (corresponds to 499.2 kWth (LHV)). Thus 
it is assumed that the Viking gasifier can be scaled up from a nominal ~75 kWth [3]. The 
biomass dryer reduces the water content in the biomass from 32.2 wt-% to 5 wt-% by 
heating it to 150°C and the air for the gasifier is preheated to 780°C by the hot product 
gas. 
The inlet temperature to the SOFC anode and cathode are maintained at 150°C and 
200°C below the outlet temperature, respectively. 
The pressure loss in every component in the SOFC air supply stream and burner exhaust 
stream is assumed to be 10 mbar, while the pressure loss in each of the rest of the 
components is assumed to be 5 mbar, except the burner that has a pressure loss of 0.6‰ 
(equals 1.5 mbar when 2.5 bar at inlet). 
The gas cleaner is a baghouse filter removing particulates and it is assumed that the 
cleaned syngas can be used directly in a SOFC. The condenser removes some of the 
water content in the syngas resulting in a content of water in the cleaned and dried 
syngas of 12.7 vol-%. The resulting steam to carbon ratio (S/C) is 0.41, which is 
somewhat low, but is justified by the very low tar content in the Viking syngas. 
The isentropic and mechanical efficiency of the compressors are 75% and 98%, 
respectively, and the isentropic efficiency of the MGT expander is 84%. The 
performance of the compressors and the MGT expander are taken from Fryda et al. [2] 
and corresponds to common performance data for a MGT of this scale. The recuperator 
effectiveness is assumed to be 85% and the generator efficiency is assumed to be 99%. 
In the Gasifier-SOFC configuration the SOFC operating pressure is ~1 bar and in the 
Gasifier-SOFC-MGT case the SOFC operating pressure is 2.5 bar (this pressure is varied 
in the results section). 
No heat losses are taken into account. Introducing heat losses from the gas cleaner will 
only affect the heat production from the condenser since the temperature after the 
condenser is fixed to 50°C.  
The outlet pressure from the MGT depends on the total pressure loss downstream the 
MGT, since it is the exhaust pressure which is fixed to 1.013 bar. Because of the 
recuperator and exhaust cooler the outlet pressure from the MGT is 1.033 bar. The 
district heating (DH) water is assumed to be 30°C at inlet and 80°C at outlet. 
6 Results and discussion 
In the following results the inputs presented in the previous sections are used unless 
something else is stated. The system configurations are previously described in detail. 
The performance of the different system configurations vary greatly with the operating 
conditions and namely the operating pressure of the SOFC (in the Gasifier-SOFC-MGT 
case) are of great importance to the resulting system performance. The Gasifier-SOFC-
MGT configuration has an optimum with regard to its operating pressure, while the 
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Gasifier-SOFC arrangement always operates at atmospheric pressure – illustrated in 
Figure 3. The Gasifier-SOFC configuration performs an electric efficiency of 36.4%. By 
combining the SOFC and MGT in the Gasifier-SOFC-MGT configuration the electrical 
efficiency reaches 50.3% at an optimum operating pressure of 2.5 bar. This is a 
substantial increase in efficiency caused by the utilization of unconverted fuel from the 
SOFC (fuel utilization of 85%) in the MGT as well as the pressurized operation of the 
SOFC. In the Gasifier-SOFC-MGT case the turbine inlet temperature (TIT) is varying 
with the SOFC operating pressure and has a value of 697°C at 2.5 bar. It is the 
recuperator that ensures an optimum at a relatively low operating pressure. 
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Figure 3: Electric efficiency and TIT at different SOFC operating pressures 
The performance of both system arrangements strongly depend on the SOFC operating 
temperature as depicted in Figure 4. Decreasing the temperature by 100°C to 700°C 
lowers the electrical efficiency to 28.8% and 44.4% in the Gasifier-SOFC and Gasifier-
SOFC-MGT case, respectively. This corresponds to a drop of 7.6 and 5.9 percentage 
points, respectively. The research and development working on lowering the SOFC 
operating temperature in order to use cheaper materials will influence the system 
performance presented here and potentially other bottoming cycles could be beneficial, 
e.g. a Rankine cycle. 
The sensitivity of the model results to the chosen SOFC current density is shown in 
Figure 5.  
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Figure 4: Electric efficiency and TIT at different SOFC operating temperatures 
At the reference current density value of 300 mA cm
-2
 the SOFC voltage efficiency is 
39.6% in the Gasifier-SOFC arrangement and 40.8% in the Gasifier-SOFC-MGT case. 
The difference is due to the pressure. Raising the SOFC load to 500 mA cm
-2
 reduces the 
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voltage efficiency (defined in Eq. (14)) to 34.6% and 35.7% in the Gasifier-SOFC and 
Gasifier-SOFC-MGT cases, respectively, meaning a reduction in the total electrical 
efficiency to 31.5% and 46.7% - a drop of 4.9 and 3.6 percentage points. This is a 
relative change in electrical efficiency of 13.5% and 7.2%, respectively, for a 66.7% 
increase in current density. 
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Figure 5: Electrical efficiency and SOFC voltage efficiency as a function of SOFC 
current density 
Key data for the two system configurations studied are presented in Table 5 based on the 
reference input values presented in the previous sections. The Gasifier-SOFC-MGT 
configuration clearly has the best electrical efficiency, while the CHP efficiencies do not 
differ significantly. In the Gasifier-SOFC-MGT case, the power production is mainly 
from the SOFC producing 76.4% of the power. The exact values of the efficiencies will 
be slightly lower when incorporating heat losses, a more accurate efficiency of the 
gasifier system and possible more extensive gas cleaning, but the comparison of the 
systems performance is still valid. 
 
 Gasifier 
-SOFC 
Gasifier 
-SOFC-MGT 
/ kg h
-1
  154.8 154.8 Biomass 
input / kWth,LHV 499.2 499.2 
pSOFC / bar 1.034 2.5 
PMGT,net / kWel - 59.2 
PSOFC,net / kWel 181.5 191.8 
Ptotal,net / kWel  181.5 251.0 
DH production / kJ s-1  216.6 146.7 
ηel / % (LHV) 36.4 50.3 
ηCHP / % (LHV) 79.74 79.68 
Table 5: Key data for the studied systems 
7 Conclusion 
A study on the system performance of an up scaled Viking gasifier (~500 kWth) with 
either a downstream SOFC or SOFC-MGT arrangement has been conducted by zero 
dimensional process modelling. A SOFC submodel has been developed including an 
electrochemical model predicting the SOFC performance at different operating 
conditions. This submodel has been calibrated against published TOFC stack 
performance data. The reference conditions for the SOFC has been an operating 
temperature of 800°C, a fuel utilization of 85% and a current density of 300 mA cm
-2
. 
The optimal operating SOFC-MGT pressure has been found to be 2.5 bar, while the 
SOFC without MGT operated at atmospheric pressure. The MGT utilized the 
unconverted syngas from the SOFC to produce more power as well as pressurizing the 
SOFC bettering the electrical efficiency compared to operation with the SOFC alone - 
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from ηel=36.4% to ηel=50.3%. These efficiencies were very sensitive to the SOFC 
operating temperature, while only a moderate sensitivity to the SOFC current density 
was observed. 
8 References 
[1] Karellas S, Karl J, Kakaras E. An innovative biomass gasification process and 
its coupling with microturbine and fuel cell systems. Energy 2008;33:284–291. 
[2] Fryda L, Panopoulos KD, Kakaras E. Integrated CHP with autothermal 
biomass gasification and SOFC–MGT. Energy Conversion and Management 
2008;49:281–290. 
[3] Ahrenfeldt J, Henriksen U, Jensen TK, Gøbel B, Wiese L, Kather L, Egsgaard 
H. Validation of a Continuous Combined Heat and Power (CHP) Operation of 
a Two-Stage Biomass Gasifier. Energy & Fuels 2006;20:2672-2680. 
[4] Hofmann Ph, Schweiger A, Fryda L, Panopoulos KD, Hohenwarter U, 
Bentzen JD, Ouweltjes JP, Ahrenfeldt J, Henriksen U, Kakaras E. High 
temperature electrolyte supported Ni-GDC/YSZ/LSM SOFC operation on two-
stage Viking gasifier product gas. J. Power Sources 2007;173:357–366. 
[5] Elmegaard B, Houbak N. DNA – A General Energy System Simulation Tool, 
In: Proceedings of the 46th Conf. on Simulation and Modeling, Trondheim, 
2005. 
[6] Smith JM, Van Ness HC, Abbott MM. Introduction to Chemical Engineering 
Thermodynamics. 7
th
 ed. Boston: McGraw-Hill, 2005. 
[7] Larminie J, Dicks A. Fuel Cell Systems Explained. 2nd ed. West Sussex: John 
Wiley & Sons Ltd., 2003.  
[8] Aloui T, Halouani K. Analytical modeling of polarizations in a solid oxide fuel 
cell using biomass syngas product as fuel. Appl. Therm. Eng. 2007;27:731-
737. 
[9] Calise F, Dentice d’Accadia M, Palombo A, Vanoli L. Simulation and exergy 
analysis of a hybrid Solid Oxide Fuel Cell (SOFC)–Gas Turbine System. 
Energy 2006;31:3278-3299. 
[10] Chan SH, Khor KA, Xia ZT. A complete polarization model of a solid oxide 
fuel cell and its sensitivity to the change of cell component thickness. J. Power 
Sources 2001;93:130-140. 
[11] Chan SH, Low CF, Ding OL. Energy and exergy analysis of simple solid-
oxide fuel-cell power systems. J. Power Sources 2002;103:188-200. 
[12] Bessette NF II, Wepfer WJ, Winnick J. A Mathematical Model of a Solid 
Oxide Fuel Cell. J. Electrochem. Soc. 1995;142:3792-3800. 
[13] Christiansen N, Hansen JB, Holm-Larsen H, Linderoth S, Larsen PH, 
Hendriksen PV, Mogensen M. Solid oxide fuel cell development at Topsoe 
Fuel Cell and Risø. Fuel Cells Bulletin 2006;2006(8):12-15. 
[14] Linderoth S, Larsen PH, Mogensen M, Hendriksen PV, Christiansen N, Holm-
Larsen H. Solid Oxide Fuel Cell (SOFC) Development in Denmark. Materials 
Science Forum 2007;539-543:1309-1314. 
 
Risø-R-1712(EN) 299
Integrating a SOFC Plant with a Steam Turbine 
Plant 
Masoud Rokni and Fabio Scappin 
Technical University of Denmark, Dept. Mechanical Engineering,  
Thermal Energy System, Building 402, 2800 Kgs, Lyngby, Denmark 
E-mail: MR@mek.dtu.dk 
Abstract 
A Solid Oxide Fuel Cell (SOFC) is integrated with a Steam Turbine (ST) cycle. 
Different hybrid configurations are studied. The fuel for the plants is assumed to be 
natural gas (NG). Since the NG cannot be sent to the anode side of the SOFC directly, a 
desulfurization reactor is used to remove the sulfur content in the NG and afterwards a 
pre-reformer break down the heavier hydrocarbons. Both ASR (Adiabatic Steam 
Reformer) and CPO (Catalytic Partial Oxidation) fuel reformer reactors are considered in 
this study. The gases from the SOFC stacks enter into a burner to burn the rest of the 
fuel. The off-gases after the burner are now used to generate steam in a Heat Recovery 
Steam Generator (HRSG). The generated steam is expanded in a ST to produce 
additional power. Different systems layouts are considered. Cyclic efficiencies up to 
67% are achieved which is considerably higher than the conventional combined cycles 
(CC). 
1 Introduction  
The Solid Oxide Fuel Cell (SOFC) is an  electrochemical reactor currently under  
development by several companies for power-heat generation application. Depending on 
the type of the electrolyte they are operating at temperature levels of more than about 
750°C up to 10 00°C. The lower temperature alternative is now be ing developed for 
market entry during the next decade. Due to material complication on the BoP (Balance 
of Plant) com ponents many companies are trying to fi nd new materials for the S OFC 
cells to decrease the o perating temperature. Temperatures of about 650 °C are also 
mentioned.  
The biggest advantage of the SOFC in comparison with other types of fuel cells may be 
in its flexibility in using different types of fuel. However, in planar SOFCs one needs to 
pre-process most kind of fuels in order to remove the sulphur content and break down 
the heavier hydro-carbons which may otherwise damage the fuel pre-heater and the 
stacks. Such pre-processing can be done in two different catalytic reactors operating at 
different temperature levels indicated by reactor manufacturers. 
SOFC – based power plants have been studied for a while and some companies, such as 
Wärtsilä, are trying to rea lize such a syste m for CHP (Co mbined Heat and Power) 
applications; see e.g. Fontell et al (2 004). The SOFC is also c ombined with CC 
(Combined Cycles) in the l iterature to achieve ultra high electrical efficiencies, see e.g. 
Rokni (1993) and R iensche  etal . (2000). Due to c urrent operating temperature of the 
SOFC stacks (more than about 750°C), hybrid SOFC and GT (Gas Turbine) systems has 
also been studied extensively in the literature, e.g. in Pålson et al (2000) for CHP 
applications. Characterization, quantification and optimization of hybrid SOFC – G T 
systems have also b een studied by e.g. Subramanyan et a l. (2005). In Ro berts and 
Brouwer (2006) modeling results are compared with measured data for a 220 kW hybrid 
planar SOFC – GT power plant. Details on design, dynamics, control and startup of such 
hybrid power plants are studied in Rokni et al. (2005).  
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 While hybrid SOFC–GT plants have been extensively studied by many researchers, the 
investigations on combined SOFC and ST (Steam Turbine) are limited see Dunbar et al.  
(1991). In addi tion the SOFC manufactures are trying to decr ease the ope rating 
temperature of the SO FC stacks, which makes the co mbination of SOFC–ST hybrid 
system would be m ore attractive than the SOFC–GT syste ms. By decreasi ng the 
operating temperature, the material cost for the SOFC stacks will be decreased as well as 
many problems associating with the BoP components will be diminished.  
Fuel pre-reforming can be done in different reactors such as A SR (Adiabatic Steam 
Reformer) and CPO (Catalytic Partial Oxidation). The disadvantages of an ASR reactor 
is that it needs superheated steam during start–up (depending on the operating 
temperature of the reactor, i.e. 400°C) which is an extremely power consuming process. 
During normal operation steam is availa ble after the anode side of the SOFC st acks, 
which can be recycled into the system . However, in a CPO react or additional air is 
needed for the fuel pre-reform ing process, which in turn increases the pl ant power 
consumption (compressor effect) and thereby the plant efficiency will be decreased. In 
this study, ASR reforming process versus CPO reforming process is studied in terms of 
plant design, plant efficiency and plant output power. 
In the Rankine cycle a dual pressure levels with reheat between the turbines is applied to 
study plants design, plants efficiency and plants output power. In addition, the off–gases 
from the Heat Recovery Stea m Generator (HRSG) are used to preheat the incoming air 
into the SOFC stacks (c alled as recuperat ion). The effect of such suggeste d air 
preheating on plant efficiency and output power is also studied. All the configurations 
studied here are novels in terms of designing new plants with very high efficiencies. 
2 Methodology  
The results of this paper are obtained using the simulation tool DNA (Dynamic Network 
Analysis), see Elmegaard and Houbak (2005), which is a sim ulation tool for e nergy 
system analysis. It is the present result of an ongoing development at the Department of 
Mechanical Engineering, Technical University of Denmark, which began with a 
Master’s Thesis work in Perstrup, 1 989. Since then the program has been developed to 
be generally applicable covering many features of ne tworks simulations. Some of the 
important features are:  
• Simulation of both steady state (algebraic equations) and dynamic models 
(differential equations) 
• Handling of discontinuities in dynamic equations 
• Use of a sparse-matrix-based simultaneous solver for algebraic equations 
• No causality implied on the model input, i.e. no restr iction of t he choice of 
inputs and outputs 
• Medium compositions can be variables 
• Models of thermodynamic states, transport variables and radiative properties for 
relevant fluids, e.g. steam, ideal gases and refrigerants 
• Features for modeling solid fuels of arbitrary components 
The program library includes various components models such as; of heat exchangers, 
burners, turbo machinery, gasifiers, dryers, energy storages, engines, valves, controllers 
as well as more specialized components and utility components.  
The mathematical equations include mass and energy conservation for all components, 
as well as relations for thermodynamic properties of the fluids involved. In addition, the 
components include a nu mber of constit utive equations representing their physical 
properties, e.g. heat transfer coefficients for heat exchangers and isentropic efficiencies 
for compressors and turbines. During the development of DNA th e four key ter ms, 
portability, robustness, efficiency, and flexibility have been kept in mind as the  
important features for making a generally applicable tool for energy system studies. The 
program is written in FORTRAN. 
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2.1 Modelling of SOFC 
The SOFC model used in this investigation is based on the planar type developed by 
DTU-Risø and TOPSØE Fuel Cell. The model is calibrated against experimental data in 
the range of 650°C to 800°C (SOFC operational temperature) as described in Petersen et 
al. (2005). The operational voltage (EFC) is found to be 
 offsetconcohmactNernstFC EEEEEE Δ−Δ−Δ−Δ−=  (1) 
where ENernst , ΔEact , ΔEohm , ΔEconc , ΔEoffset are the Nernst ideal reversible voltage, 
activation polarization, ohmic polarization, concentration polarization and the offset 
polarization respectively. The activation polarization can be e valuated from Butler –  
Volmer equation (see Keegan et a l. 2002). The activation polarization is isolated from 
other polarization to determine the charge transfer coefficients as well as e xchange 
current density from the experiment by curve fitting technique. It follows, 
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where R, T, F and id are the un iversal gas constant, operating temperature, Faradays 
constant and current density respectively. Ohmic polarization depends on the electrical 
conductivity of the electrodes as well as the ionic conductivity of the electrolyte and can 
be described as 
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where tan = 600 μm, tel = 50 μm and tca =10 μm are the a node thickness, electrolyte 
thickness and cat hode thickness respectively. σan,  σel and σca are t he conductivity of 
anode, electrolyte and cathode respectively.   
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Concentration polarization is dominant at high current densities for anode – supported 
SOFC, wherein ins ufficient amounts of react ants will be trans ported to the e lectrodes 
and the voltage will then reduce significantly. Neglecting the cathode contribution (see 
e.g. Kim and Virkar 2002), it can be modeled as 
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where B is t he diffusion coefficient and is calibrated against experimental data which 
found to be,  
    ( )
refT
T
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In the a bove equations pH2 and pH2O are the partial pressures for the H 2 and H 2O 
respectively, while Tref  is  the refere nce temperature (1023 K). The an ode limiting 
current is defined as 
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 where Van andτan  are the porosity and t ortuosity of the anode and are th e physical 
characteristics as 30% a nd 2.5 μm in the e xperimental setup. The binary diffusion 
coefficient is given by 
    ( )
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TXD ref
ref
Hbin
75.1
5
2
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which is also calibrated against the experimental data. Pref is the reference pressure as 
1.013 bar and XH2 is the mass reaction rate of H2. Finally the current density id is directly 
proportional to the amount of reacting hydrogen according to the Faraday’s law; 
 
A
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where 2Hn
•
  is molar reaction rate of H2. The area A is the physical property of the cell 
and is 144 cm2.  
 
2.2 Modelling of Fuel Pre – Reforming 
 The reforming process is assumed to be equilibrium by minimizing the Gibbs free 
energy as described in Elmegaard and Houbak (1999). The Gibbs free energy of a gas 
(assumed to be a mixture of k perfect gases) is given by 
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where g0 , R an T are the specific Gibbs free e nergy, universal gas constant and gas 
temperature respectively. Each atomic element in the inlet gas is balance with the outlet 
gas composition, which yields the flow of eac h atom has to be  conserved. For N 
elements this is expressed as 
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The N elements corresponds to H2, CO2 , H2O and CH4 in such pre – reforming process. 
Ai,j is a matrix with information of the mole j in each mole of i (H2, CO2 , H2O and CH4). 
The minimization of Gibbs free e nergy can be formulated by introducing a Lagrange 
multiplier, μ, for each of the N c onstrains obtained in Eq. (12).  After addi ng the 
constrains, the expression to be minimized is then 
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The partial derivation of this equation with respect to outin ,
•
can be writes as 
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At the minimum each of these is then z ero. The additional equation to make the system 
consistent is the summation of molar fractions of the outlet gas to be  
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3 Dual Pressure Levels with Reheat and Preheating 
The first configuration studied is shown in Fig. 1a.  
 
 
 
 
a) 
 
 
 
 
 
 
 
 
 
 
 
 
b) 
 
 
 
 
 
 
Figure 1. Combined 
SOFC – ST cycle plants, a) with CPO reformer, and b) with ASR reformer. Rankine 
cycle with a dual pressure levels and reheat. 
 
The fuel is preheated in a heat exchanger before it is s ent to a desulphurization unit to 
remove the sulphur content in the NG. This unit is assumed to be a catalyst, operating at 
temperature of 200 °C. Thereafter the he avier carbon contents in the fuel are cra cked 
down in a CPO type pre-reformer catalyst. Before that the fuel must be preheated again 
to reach the operational temperature of the CPO catalyst. The CPO catalyst nee ds 
additional air which is supplied by a small pump as shown in the figure. It is assu med 
that the supplied NG is pressurized and therefore no pump is need for the fue l. The pre-
reformed fuel is now sent to the anode si de of t he SOFC stacks. Due to e xothermic 
nature of the CPO catalyst, no preheating of the fuel is required afterwards. The fuel has 
a temperature of about 650°C before entering the stacks. The operating temperature of 
the SOFC stacks as well as outlet temperatures is assumed to be 780°C. On the other 
side, air is compressed in a compressor and then preheated in a heat exchanger to about 
600°C before entering the cathode side of the SOFC stacks. It should be mentioned that 
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 these entering temperatures are essential requirements for proper fun ctioning of SOFC 
stacks. Otherwise, the stacks will shut down automatically. Since the fuel in the SOFC 
stacks will not burn completely, the rest of the fuel together with the air coming out of 
the cathode side of the stacks  are burned in a catalytic burner. The off-gases from the  
burner have a high heat quality which can be used to generate steam in a Heat Recovery 
Steam Generator (HRSG).  
In the Ra nkine cycle, two pressure levels are considered in this study. The higher 
pressure steam is generat ed in the high-pressure-economizer (ECO1), high-pressure-
evaporator (EVA1) and the high-pressure-super-heater (SUP1), while the low pressure 
steam is generated in the corresponding super-heater (SUP2) and economizer (ECO2). 
The generated steam is then expanded firstly in a High Pressure Steam Turbine (HPST) 
and then in a Low Pressure Steam Turbine (LPST). The steam between these turbines is 
reheated (in REH). Part of the steam after the HPST is sent to a deaerator. The expanded 
steam after the LPST is then c ooled down in a co ndenser before pumping to the 
deaerator. The low pressure water before deaerator is preheated (in PRE). For the sake of 
clarity the drums are not shown in the figures. 
As mentioned earlier, superheated steam is needed in a ASR reformer. During start–up 
steam must be supplied to the reformer externally, while during normal operation steam 
is available after SOFC stacks d ue to internal reactions of hy drogen and oxygen. 
Therefore, the stream after the anode side of  SOFC is recy cled as s hown in Fig. 1b. 
There exist three alternatives for such a recirculation unit, a pump, a turbocharger and an 
ejector. In a real plant, due to high temperature of this stream (more than 700°C) the cost 
of a pump will be rather expensive. This is also true for a turbocharger which is working 
at such mass flows and p ressures. Moreover, using an ejector brings up problems 
associated with the size and dimensioning of the ejector (due to combination of pressure 
drop and mass flows), which is ou t of the sc ope of t his investigation. Based on these 
facts and for the sa ke of simplicity a pum p is used  in t he calculations. Besides the 
recycle part, the plant configuration is the same as in the CPO reformer case, see Fig. 1b. 
The main parameters for the pla nt are set in table 1. The pressure drops are the se tting 
values for the program, however, pressure drops are a function of channel sizes and mass 
flows and t he channel geometry is not kw on. Therefore, these va lues are cal culated 
based on the available data for each channel mass flow and dimensions. In addition, the 
calculations show that the final values in terms of plant power and efficiency do not 
change significantly if these values are changed slightly. The SOFC plant provides direct 
current and must be converted to AC through a convertor. Further, the effici ency of the 
DC/AC convertor is neglected. Several calculations have been carried out to find the 
optimal extraction pressure as well as the optimum live ste am pressure whic h are not 
included in this study. 
 
Table 1. Main parameters for design point calculations of Fig. 1. 
Parameter CPO ASR 
Compressor intake temperature 25°C 25°C 
Compressor isentropic efficiency 0.85 0.85 
Compressor mechanical efficiency 0.95 0.95 
SOFC cathode inlet temperature 600°C 600°C 
SOFC cathode outlet temperature 780°C 780°C 
SOFC utilization factor 0.80 0.80 
SOFC number of cells 74 74 
SOFC number of stacks 10000 10000 
SOFC cathode side pressure drop ratio 0.05 bar 0.05 bar 
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SOFC anode side pressure drop ratio 0.01 bar 0.01 bar 
HEXes pressure drops 0.01 bar 0.01 bar 
Fuel inlet temperature 25°C 25°C 
Desulphurizer operation temperature 200°C 200°C 
SOFC anode inlet temperature 650°C 650°C 
SOFC anode outlet temperature 780°C 780°C 
Burner efficiency 0.97 0.97 
ST isentropic efficiency 0.9 0.9 
LPST  pressure 3.5 bar 3.5bar 
Extraction steam temperature 120.2°C 120.2°C 
Generators efficiency 0.97 0.97 
 
In order t o optimize the s ystems presented above, plenty of sim ulations have been 
carried out. Plants efficiencies versus live steam pressures a nd moister contents are 
presented in Fig. 2. T he results indicate that for the CPO case the maximum efficiency 
appears to be at about 75 bar while for t he ASR case this maxima is around 43 bar. At  
optimal live steam  pressure the effic iency of the CPO pre-reform er case is about  1% 
higher than the corresponding optimal live steam pressure for the ASR pre-reformer 
case. The moister content after the low pressure steam turbine is an important issue to be 
considered. Too high level of moister (more than about 16%) may cause blades corrosion 
located at the last stage, see e.g. Kehlhofer et al. (1999). Further, the results indicate that 
the moister content for all cases considered are below the critical level of 16%. 
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a) b) 
Figure 2. Electrical efficiency and moister content of the combined SOFC–ST plants as 
function of live steam pressure, a) with CPO reformer, and b) with ASR reformer. 
Rankine cycle with dual pressure levels and reheat. 
 
The main calculated parameters are provided in table 2. The main difference in the 
Rankine cycle from CPO and ASR ar e the off-gases temperatures entering the HRSG. 
The CPO pre-reforming plant provides much higher temperature for the off-gases, which 
is due to the fact that the air mass flow to its burner is lower than the corresponding one 
for the ASR pre-reforming plant. Consequently, the feeding temperature for the Rankine 
cycle will be higher in the CPO type, which will results in higher net power from the its 
steam cycle, see table 3.  
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 Table 2. Main calculated parameters for design point calculations of Fig. 1. 
Parameter CPO ASR 
Compressor mass flow 51.3 kg/s 58.7 kg/s 
Fuel mass flow 1.32 kg/s 1.30 kg/s 
SOFC anode mass flow 1.45 kg/s 1.72 kg/s 
Burner inlet fuel mass flow 5.17 kg/s 5.13 kg/s 
Burner inlet air mass flow 47.6 kg/s 54.9 kg/s 
HRSG gas side inlet temperature 528.0°C 458.1°C 
HRSG gas side outlet temperature = Stack temperature 165.3°C 173.1°C 
HPST inlet steam temperature 498.0°C 428.1°C 
LPST inlet steam temperature 196.8°C 194.2°C 
HPST inlet mass flow 6.32 kg/s 5.81 kg/s 
LPST mass flow 6.32 kg/s 5.81 kg/s 
Live steam pressure 75 bar 43 bar 
 
The plants net powers and therm al efficiencies (based on LHV, Lower Heating Value) 
are shown in table 3. The net power output of the hybrid plant with CPO pre-reforming 
is calculated to be about 1 MW hig her than the corresponding plant with the ARS pre-
reforming.  
Table 3. Net powers and efficiencies of the plants for Fig. 1. 
Parameter CPO ASR 
Net power output 38.62 MW 37.41 MW 
Net power from SOFC cycle 30.96 MW 31.14 MW 
Net power from ST cycle 7.65 MW 6.27 MW 
Electrical efficiency of steam cycle (LHV) 0.358 0.331 
Electrical efficiency of SOFC cycle 0.513 0.523 
Plant Electrical efficiency (LHV) 0.640 0.628 
 
The main reason is that the steam cycle in the CPO type plant produces somewhat higher 
power than the corresponding ASR type plant (higher off–gases temperature for the CPO 
pre-reforming). As a result  the electrical efficiency of the plant with CPO pre-reforming 
will be higher than the corresponding plant with ASR pre-reform ing. However, the 
electrical efficiency of the SOFC plant (not the hybrid one) with ASR pre-reforming is 
calculated to be about 1% higher than the SOFC plant with CPO pre-reforming. This is 
due to the fact that CPO pre-reforming needs additional air mass flow which must be 
provided by additional compressor flow (or additional compressor) which in turn needs 
additional electrical power. 
It can be shown that the electrical efficiency of the integrated systems can be calculated 
by 
 ( ) HRSGSOFCSTSOFCth εηηηη −+= 1  (16) 
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where ηSOFC and ηST are the SOFC cycle efficiency and st eam cycle effi ciency 
respectively. εHRSG is t he efficiency of the heat recovery steam generator, which 
describes the amount of heat that has been transferred from the SOFC cycle to the steam 
cycle. These equations provide HRSG e fficiencies 0.721 and 0.658 for CPO respective 
ARS. Electrical efficiencies can t hen be ca lculated as 0.639 a nd 0.627 for CPO 
respective ASR. These values are in agreement with the numerical results given in table 
3. 
3.1 Effects of Cathode Air Preheating (Hybrid Recuperating) 
The energy left after the HRSG in the previous designs are rather high; see the outlet 
temperatures of H RSG in bot h cases. The reason is that decreasing the l ive steam 
pressure decreases the diss ipated gas temperature form the HRSG,  but als o the steam  
cycle electrical efficiency and thereby the combined plant efficiency. 
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Figure 3. Combined 
SOFC – ST cycle plants, a) with CPO reformer, and b) with ASR reformer. Rankine 
cycle with a single pressure level and cathode preheating in the SOFC cycle. 
 
Therefore, this energy can be used to preheat the cathode air flow and there by decrease 
the energy from the SOFC cy cle which is use d for air prehe ating. This will i n turn 
increase the energy of t he off–gases through the HRSG and t hereby increase the 
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 efficiency of the steam cycle. Figure 3 s hows the suggested plants with cathode air 
preheating. It will be sh own that the SOFC c ycle efficiency will no t decrease 
significantly by such preheati ng. In addi tion, the st ack temperature (dissipated gas 
temperature) is set to 90°C which is an acceptable value with respect to the purity of the 
off–gases after the pre–reforming reactor and the internal reforming of the SOFC cells . 
Several calculations for each pre-reformer type are carried out to find the optimal 
electrical efficiency of the  systems. The calculation shows that the pla nts electrical 
efficiencies increase when t he live steam pressure (in this cas e high pressure lev el) is 
increased. Such a n increase is m ore sever in the ASR case  than i n the CPO c ase. In 
addition, increasing the live steam pressure limits the availability of the steam turbine 
with respect to the mass flow and b lade size. The results presented below are fo r live 
steam pressure to be 8 0 bar in both pre–reforming types. Table 4 sh ows the main plant 
parameters for pla nts presented in Fig. 3. The electrical efficiency of the SOFC is 
defined as ( )drecuperateinSOFCSOFC QQE +=η . 
 
Table 4. Net powers and efficiencies of the plants for Fig. 1. 
Parameter CPO ASR 
Net power output 40.42 MW 39.80 MW 
Output power from SOFC cycle 31.29 MW 31.74 MW 
Output power from ST cycle 9.13 MW 8.06 MW 
Stack temperature 90°C 90°C 
Pre– heater temperature 152.8°C 167. 0°C 
Steam Temperature 556.9°C 499.9°C 
Electrical efficiency of steam cycle (LHV) 0.355 0.333 
Moister content after ST 13.0% 12.1% 
Electrical efficiency of SOFC cycle 0.512 0.493 
Plant electrical efficiency (LHV) 0.670 0.668 
 
As mentioned above the stack temperature is s et to 90°C due to the pur ity of the off- 
gases after several stages of fuel pre –treatment catalysts such as desulfurization unit, 
pre–reformer reactor and SOFC stacks. Ho wever, increasing the stack t emperature 
decreases the plant efficiency as shown in Fig. 4.  
 
 
 
 
 
 
 
 
Figure 4. Electrical efficiencies 
as function of HRSG outlet gas 
temperature. 
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The results indicate that increasing the stack temperature from 90°C to 120°C will cause 
a drop on electrical efficiency of the CPO type from 67.0% to 65.7%. Similar tendency is 
also valid for the ARS type that the electrical efficiency will be decreased from 66.8% to 
65.6%. However, these efficiencies are still much higher compared to t he traditional 
plants for such sizes. It can mathematically be shown by that the efficiency of the air 
preheated (recuperating) plants can be from 
 ( )[ ]HRSGSOFCSTSOFC
in
drecuperate
th Q
Q εηηηη −+⎟⎟⎠
⎞
⎜⎜⎝
⎛ += 11  (18) 
where Qrecuperated is the heat recuperated to the SOFC cycle and Qin is the heat supplied to 
the plant through fuel. For the CPO pre-refor ming case Qrecuperated / Qin and εHRSG are 
calculated as 0.0 835 and 0.7828 respectively. Inserting these values into t he Eq. (18) 
together with the cycle efficiencies gives the plant electrical efficiency as 0.669 which is 
in agreement with the corresponding value shown in Table 4. For the ASR pre-reforming 
case Qrecuperated / Qin and εHRSG are calc ulated as 0.0821 and 0.7293 res pectively. 
Inserting these values into Eq. (18) g ives plant electrical efficiency as 0.666 whi ch is 
also in agreement with the corresponding calculated value shown in Table 4. 
4 Conclusions 
Hybrid combined SOFC–ST plants are presented and analyzed. The plants are fired with 
natural gas and therefore the fuel is des uphurized and pre-reformed before entering the 
anode side of the fuel ce lls. Both CPO and ARS pre-reform ing processed are used and 
compared. The results indicate that for simple combinations the electrical efficiencies of 
the system can reach to about 63% – 64% dependi ng on the pre-reforming process. The 
SOFC cycle efficiency in the ASR perf orming type is higher than the corresponding 
SOFC cycle with CPO pre-reforming type. However, the efficiency of the hy brid plant 
with CPO case is larger than the corresponding hybrid plant with ARS case. This is due 
to the fact that in the CPO pre–reforming type the temperature of the off–gases entering 
the HRSG is larger than the corresponding temperature in the ARS pre–reforming type. 
This results in higher efficiency in the bottoming cycle (steam cycle) and thereby better 
efficiency for the hybrid plant.  
In another system configuration it is proposed to recycle back the off–gases from the 
HRSG into th e toping SOFC cycle and prehe at the cathode air flow of the fuel  cells. 
Using such strategy the energy of the off–gases in the HRSG can be further used and 
thereby the el ectrical efficiencies of the hybrid plants are incre ased to about 67% for 
both CPO and ASR pre-reforming types. Such cathode air preheating does not change 
the SOFC pl ant efficiency significantly with CPO pre-reform er, while it decreases 
somewhat the SOFC cycle with ASR pre-reformer. However, the gain on the steam cycle 
efficiency is significant and therefore the hybrid plant efficiency increases as well. 
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