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Object detection 
•  Deciding whether or not a specified object exists 
in an image 
•  Natural images are hard 
•  Necessary but not sufficient for “human-level” 
vision 
Object detection 
Manually separate images into positive (object is present) 
and negative (object is absent) 
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• Train a classifier (e.g. naïve Bayes, SVM, neural network) 
• Test with new images 
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•  Accuracy = 
▫  Accuracy alone isn’t enough (tanks) 
•  Were the right decisions made for the right 
reason? 
▫  Object vs. background 
▫  Spurious statistics in data 
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What was the reason? 
Visualization 
Was the reason correct? 
Relevant accuracy of 
classification 
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Given a feature vector      , we classify with the binary 
classification function 
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The “standard model” of primate visual cortex (Fukushima, 1980; Serre, Oliva 
and Poggio, 2007) 
The cells in every other layer 
are performing a max operation 
over a local spatial 
neighborhood. 
Neocognitron image from http://ecalifornian.com/image/neocognitron.png 
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A new measure of classification 
How was the object classified? 
Calculate value (sum) of the intersection of visualization and hand-segmented image  
V 
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Summary / Conclusions 
Was the right classification made for the right reason? 
• Visualization: what pixels contributed the classification, and how much they 
contributed. 
• Relevant accuracy: reclassify image based only on pixels from the object. 
-  Constraints on classification function 
-  Constraints on feature extraction 
-  Human judgment 
-  Same constraints as above 
-  Cost of hand-segmenting the object 
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