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a b s t r a c t
This paper is devoted to the study of the domains of singularities in C (resp. in C × C)
of the operator valued functions k → Vk and (k, k′) → Vk,k′ , where Vk and Vk,k′ are the
operators which intertwine the derivative operator ddx with respectively the Dunkl op-
erator T (k)f (x) = dfdx (x) + k f (x)−f (−x)x and the Jacobi–Cherednik operator T (k,k
′)f (x) =
f ′(x)+ k coth(x)+ k′ tanh(x) (f (x)− f (−x))− (k+k′)f (−x). We also determine the sin-
gularities of the inverses and the duals of these operators Vk and Vk,k′ by analytic methods
andwe show that some of them are entire functions whereas others are onlymeromorphic
functions on C and C× C respectively.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
For a root system R inRn, R+ a fixed positive subsystem and k a nonnegativemultiplicity function defined on R, the Dunkl
operator [1] in the direction ξ ∈ Rn is defined for f ∈ C1(Rn) by
Tξ (k)f (x) = ∂ξ f (x)+

α∈R+
kα ⟨α, ξ⟩ (f (x)− f (σα(x)))⟨α, x⟩ , (1)
where ⟨., .⟩ is the usual scalar product, σα is the orthogonal reflection in the hyperplane orthogonal toα, and themultiplicity
function k is invariant by the finite reflection group W generated by the reflections σα (α ∈ R). A fundamental tool to
investigate the algebra generated by the operators Tξ (k) and to develop the spectral analysis associated with them, is the
operator Vk, which, for all ξ ∈ Rn, intertwines the operator Tξ (k) and the usual derivative operator ∂ξ :
Tξ (k)Vk = Vk∂ξ . (2)
This operator Vk has been introduced by Dunkl [1], who defined its action on polynomials for parameter functions k such
that Re(k) ≥ 0. The subset K reg of the functions k of the complex vector space K of multiplicity functions for which the
intertwining operator Vk exists (on polynomials), has next been studied using algebraic methods by Dunkl et al. [2]. These
authors showed in particular that K reg is an open subset of K and gave some information on the singular set K sing = K \K reg.
For k ∈ [0,+∞[, Rösler [3] obtained an integral representation of Vk and Trimèche [4] extended its definition on the space
∗ Corresponding author.
E-mail addresses: gallardo@univ-tours.fr, Leonard.Gallardo@lmpt.univ-tours.fr (L. Gallardo), khlifa.trimeche@fsm.rnu.tn (K. Trimèche).
0022-247X/$ – see front matter© 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2012.06.007
L. Gallardo, K. Trimèche / J. Math. Anal. Appl. 396 (2012) 70–83 71
C∞(Rn). Moreover, he showed that Vk is invertible and defined also the dual intertwining operator tVk and its inverse on
the spaceD(Rn) of C∞ functions with compact support.
A fundamental and difficult question would be to find the set of all k ∈ K for which Vk exists and is invertible on C∞(Rn),
to show that it coincides with the set K reg obtained by Dunkl et al. and to give an analytic characterization of the singular
set K sing .
An idea that has not yet been developed would be to consider the operator valued function k → Vk, defined on the open
subset Re(k) > 0 of K ≈ Cd (where d = dim(K) = card(R/W )), and to show by analytic methods that it can be extended
meromorphically to Cd, with K sing being the set of singular points of this operator valued meromorphic function. The same
question can also be asked for the operators V−1k , tVk and tV
−1
k and for the corresponding intertwining operators, its duals
and inverses associated to the Cherednik (also called Dunkl-trigonometric) operators [5] defined for f ∈ C1(Rn) by
Tξ (k)f (x) = ∂ξ f (x)+

α∈R+
kα ⟨α, ξ⟩ 11− e−⟨α,x⟩ (f (x)− f (σα)(x))− ⟨ρ, ξ⟩ f (x), (3)
where ρ = 12

α∈R+ kαα [6]. Moreover, in this case, an algebraic approach as in [2] appears to be difficult since the algebra
of polynomials is not preserved by the Cherednik operators. This program could be a challenge for future work. In this paper
we start with the case n = 1. More precisely, we consider the case of the Dunkl and the Jacobi–Cherednik operators on R,
which are respectively given for x ∈ R and f ∈ C1(R) by the formulas
T (k)f (x) = df
dx
(x)+ k f (x)− f (−x)
x
(4)
for k ∈ C, and
T (k,k
′)f (x) = df
dx
(x)+ k coth(x)+ k′ tanh(x) (f (x)− f (−x))− (k+ k′)f (−x), (5)
for (k, k′) ∈ C×C. In the Dunkl case, this corresponds to the root system R = {±α} (α > 0), withWeyl groupW = {id, σ }
where σ is the reflection on R given by σ(x) = −x, card RW = d = 1 and multiplicity function k determined by its value
kα on the root α > 0, which we also denote by k. In the Cherednik case, we consider the (non-reduced) root system
R = {±α,±2α} (α > 0), the Weyl group is still W = {id, σ }, we have d = card RW = 2, the multiplicity function k is
determined by its values kα and k2α and the Cherednik operator (3) writes under the form (5) if we take the normalization
α = 2 and if we set k′ = k2α and k = kα + k2α . In our paper [7] we showed that the operator Vk,k′ intertwining T (k,k′)
and the derivative operator ddx exists for the values 0 < k ≤ k′ and is an integral operator with an explicit kernel. Also the
intertwining operator Vk corresponding to the Dunkl operator (4) is an integral operator with explicit kernel for the values
Re(k) > 0. In this paper, we extend these operators Vk and Vk,k′ (and their duals and inverses) as meromorphic operator
valued functions of the parameters on respectively C and C × C. The method consists in a precise atomic decomposition
of these operators and requires the notion of operator valued holomorphic function introduced by Grothendieck [8] and
analytic continuation of the Riemann–Liouville and the Weyl integral operators (see [9] or [10, p. 25]).
2. Vector valued holomorphic functions
2.1. Definitions
Let us begin to recall some results concerning the vector valued holomorphic functions. A useful reference for this topic
is the paper by Grothendieck [8].
LetM be a locally convex and complete topological vector space, F a function defined on a domainD of the set of complex
numbers C and with values inM. The following three properties are equivalent
• 1—For all z ∈ D, 1h (F(z + h)− F(z)) converges inM to a limit (denoted by dFdz (z)) when h goes to 0.• 2—Every z0 ∈ D has a neighbourhood Uz0 such that
∀z ∈ Uz0 , F(z) =

k≥0
ak(z − z0)k,
where the ak are elements ofM and the series converges inM.• 3—For all x′ ∈M′ (the dual space ofM), the function
z → x′, F(z)
is holomorphic on D in the usual sense.
A function F satisfying one of these properties is called holomorphic in the domain D.
We consider alsoM valued holomorphic functions of several variables:
Definition 2.1. IfD1, . . . ,Dn are domains ofC, a function (z1, . . . , zn) → F(z1, . . . , zn) of n complex variableswith values in
Mwill be called holomorphic onD1×· · ·×Dn if for all x′ ∈M′ the function (z1, . . . , zn) →

x′, F(z1, . . . , zn)

is holomorphic
on D1 × · · · × Dn in the usual sense.
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Remark. By Hartogs’s theorem, F is holomorphic on D1 × · · · × Dn if and only if it is separately holomorphic with respect
to each variable, i.e. for all x′ ∈M′ and for all i = 1, . . . , n, the function
zi →

x′, F(z1, . . . , zi, . . . , zn)

is holomorphic on Di in the usual sense.
2.2. Operator valued holomorphic functions
Let now E and F be two locally convexmetrizable and complete topological vector spaces andM = L(E, F) be the space
of continuous linear operators from E to F furnished with the topology Tb of the uniform convergence on bounded subsets
of E. Let us recall the following results (see [11, pp. 62 and 73]):
Proposition 2.1. (1) The topology of M is compatible with the vector space structure (i.e. the vector spaces operations are
continuous).
(2) M is complete.
Now concerning the holomorphy of functions with values in M = L(E, F), it is equivalent to furnish L(E, F) with the
topology Ts of simple convergence on E (called strong topology onL(E, F) in [12, p. 111]) and we have the following result
[8, p. 40]:
Proposition 2.2. Let D be a domain of C. A function B : D → L(E, F) is holomorphic if and only if for all x ∈ E, for all y′ ∈ F ′
(the dual space of F), the function
z → y′, B(z) · x (6)
is holomorphic in the usual sense.
We will now mention four useful results whose proofs are left to the reader:
In the following propositions, let E, F and G be locally convex metrizable and complete topological vector spaces and D
a domain of C.
Proposition 2.3. Let z → A(z) ∈ L(E, F) be a holomorphic operator valued function on D and B ∈ L(F ,G) be a constant
operator. Then the operator valued function z → B ◦ A(z) ∈ L(E,G) is holomorphic on D.
Proposition 2.4. Let z → A(z) ∈ L(E, E) and z → B(z) ∈ L(E, E) be holomorphic operator valued functions on D. Then the
operator valued function z → B(z) ◦ A(z) ∈ L(E, E) is holomorphic on D.
Proposition 2.5. Let z → A(z) ∈ L(E, E) be a holomorphic operator valued function on D. Suppose that for all z ∈ D, A(z) is
invertible and the function z → A(z)−1 is continuous on D. Then the operator valued function z → A(z)−1 is holomorphic on D
and
d
dz
A−1(z) = −A(z)−1 ◦ d
dz
A(z) ◦ A(z)−1. (7)
Proposition 2.6. Let E = E1 ⊕ E2 be the direct sum of two closed subspaces E1 and E2 furnished with the induced topology of
E and let z → Ai(z) ∈ L(Ei, Ei) (i = 1, 2) be holomorphic operator valued functions on D. Then the operator valued function
z → A(z) = A1(z)⊗ A2(z) ∈ L(E, E) is holomorphic on D.
2.3. Holomorphic functions with values inL(Ee, Ee) and inL(De,De)
Notations.
• E = E(R), the space of C∞ complex valued functions on R equipped with the topology of uniform convergence on
compacts of the functions and all their derivatives, is a Frechet space [13].
• Ee = Ee(R) (Eo = Eo(R)), the subspace of E consisting of even (resp. odd) functions, equippedwith the induced topology.
• Da = Da(R), the space of C∞ complex valued functions with support in [−a, a] equipped with the topology given by
the semi norms pn(f ) = supx∈[−a,a]
n
i=0
 didxi f (x) , (n ∈ N).
• D = D(R) = ∪a>0Da, the space of complex valued C∞ functions on R with compact support, equipped with the
topology of inductive limit of theDa-topologies (a > 0), is a Frechet space [13].
• De = De(R) (resp.Do = Do(R)), the subspace ofD consisting of even (resp. odd) functions, equipped with the induced
topology.
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In order to apply the result of Proposition 2.2 to L(Ee, Ee) (resp. L(De,De)) operator valued functions, we will need the
following results.
Proposition 2.7. Suppose that a operator valued function z → A(z) ∈ L(Ee, Ee) defined on a domain D of C satisfies the
following two conditions:
C1: z → A(z) is continuous on D.
C2: For all n ∈ N, for all f ∈ Ee and all x ∈ R, the function
z → d
n
dxn
A(z)(f )(x)
is holomorphic on D in the usual sense (where d
0
dx0
= id by convention).
Then z → A(z) is holomorphic on D.
Lemma 2.1. Every element T ∈ E ′e is a finite linear combination of derivatives (in the sense of distributions) of continuous even
functions on R with compact support.
Proof. Suppose T ∈ E ′e and for f ∈ E , define
⟨R, f ⟩ = ⟨T , fe⟩ + ⟨S, fo⟩ ,
where fe = 12 (f + f ∨) is the even part of f and fo = 12 (f − f ∨) its odd part and S is an odd distribution with compact support
(i.e. S∨ = −S where S∨, φ = S, φ∨ for all φ ∈ E ). Then it is not difficult to see that R is a continuous linear form on E i.e.
R ∈ E ′. So R is a distributionwith compact support and, by a result of L. Schwartz, is a finite linear combination of derivatives
(in the sense of distributions) of continuous compactly supported functions [13, p. 91]. But T = 12 (R+ R∨) and this implies
easily the result of the lemma. 
Lemma 2.2. Suppose that hypothesis C1 of Proposition 2.7 holds. Then for all integer k ≥ 0, for all open subset O of D and all
compact interval [a, b], the map
(z, x) → d
k
dxk
A(z)(f )(x),
is continuous on O× [a, b].
Proof. Let z0 ∈ O. As z → z0, A(z) → A(z0), which means that for all f ∈ Ee, A(z)(f ) converges to A(z0)(f ) in Ee, i.e. for
all integer k ≥ 0, and all compact interval [a, b], if z → z0, then dkdxk A(z)(f )(x) converges to d
k
dxk
A(z0)(f )(x), uniformly for
x ∈ [a, b]. This implies easily the result of the lemma. 
Proof of Proposition 2.7. By Proposition 2.2 and Lemma 2.1 we have to prove that for all even continuous functions g with
compact support on R, all n ∈ N and all f ∈ Ee, the function
z →

dn
dxn
g, A(z)(f )

= (−1)n

R
g(x)
dn
dxn
A(z)(f )(x)dx (8)
is holomorphic on D. Let [a, b] be the support of g , let H(z) = R g(x) dndxn A(z)(f )(x)dx and let∆ ⊂ D be any closed triangle.
By Lemma 2.2 the function (z, x) → g(x) dndxn A(z)(f )(x) is continuous on ∂∆× [a, b]. We deduce that
∂∆
H(z)dz =

∂∆

[a,b]
g(x)
dn
dxn
A(z)(f )(x)dx

dz

[a,b]
g(x)

∂∆
dn
dxn
A(z)(f )(x)dz

dx = 0
(by hypothesis C2). Then H is holomorphic by Morera’s theorem. 
Remark. The result of Proposition 2.7 has been used by Lions [14, p. 69] without proof as being a remark due to
Grothendieck.
Proposition 2.8. Let z → A(z) ∈ L(De,De) be a support preserving operator (i.e. for all f ∈ De and all z ∈ D, supp(A(z)(f ))
⊂ supp(f )). Suppose that z → A(z) is continuous and that for all f ∈ De and all x ∈ R and all n ∈ N, the function
z → d
n
dxn
A(z)(f )(x)
is holomorphic on D. Then the operator valued function z → A(z) is holomorphic on D.
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Proof. By Proposition 2.2, we have to prove that for all distributions T ∈ D ′e (the space of even distributions on R), for all
f ∈ De, the function
z → ⟨T , A(z)(f )⟩
is holomorphic on D.
(a) If T is a distribution with compact support, we obtain the result with the same method as in the Proposition 2.7.
(b) If T has not compact support, let f ∈ De and consider h ∈ De such that h = 1 on supp(f ). As hT is a distribution with
compact support, then the function z → ⟨hT , A(z)(f )⟩ is holomorphic on D, by point (a). But
⟨hT , A(z)(f )⟩ = ⟨T , hA(z)(f )⟩ = ⟨T , A(z)(f )⟩
(the third equality comes from the preserving support hypothesis). This completes the proof. 
3. Analytic continuation of the Dunkl intertwinning operator, its dual and their inverses
In [15] Mourou and Trimèche studied the operator Vk which intertwines the Dunkl operator T (k) defined by (4) and the
derivative operator ddx , its dual operator
tVk and their inverses (Vk)−1 and (tVk)−1. They showed that for k > 0 the operators
Vk and (Vk)−1 (resp. tVk and (tVk)−1) are automorphisms of E (resp. D), each being the inverse of the other, and obtained
the following formulas:
Vk(f ) = Rk(fe)+ ddx ◦Rk ◦ I(fo) (9)
(Vk)−1(f ) = (Rk)−1(fe)+ ddx ◦ (Rk)
−1 ◦ J(fo) (10)
tVk(f ) = tRk(fe)+ ddx ◦
tRk ◦ J(fo) (11)
(tVk)−1(f ) = (tRk)−1(fe)+ ddx ◦ (
tRk)
−1 ◦ J(fo) (12)
where fe and fo are respectively the even and odd parts of the function f and where J(g)(x) =
 |x|
−∞ g(t)dt, I(g)(x) = |x|
0 g(t)dt and Rk is the Riemann–Liouville operator,
tRk its dual and their inverses (Rk)−1 and (tRk)−1, which will be
defined in the following subsections. We will study first the analytic continuation of these operators which we will use to
obtain the analytic continuation of the operator valued functions Vk, (Vk)−1, tVk and (tVk)−1 with respect to the variable k
on C.
It can be noticed that in formulas (9) and (10) (resp. (11) and (12)) the automorphisms Vk and (Vk)−1 (resp. tVk and
(tVk)−1) are decomposed as a direct product of two automorphisms of respectively the subspaces Ee and Eo of E (resp.De
andDo ofD).
3.1. The Riemann–Liouville operator and its inverse
The Riemann–Liouville operatorRk [14, p. 65] and [10, p. 27] is defined for f ∈ Ee and Re(k) > 0 byRkf (0) = f (0) and
Rkf (x) = 2Γ

k+ 12

√
πΓ (k)
x−2k+1
 x
0
(x2 − t2)k−1f (t)dt (x > 0) (13)
= 2Γ

k+ 12

√
πΓ (k)
 1
0
(1− t2)k−1f (tx)dt (x ≥ 0). (14)
This function is extendedbyparity onRbyputtingRkf (x) = Rkf (|x|) for all x ∈ R. The operatorRk is then an automorphism
of Ee and its inverse is given by
• If Re(k) = n+ Re(s) (with n ∈ N and 0 < Re(s) < 1):
R−1k f (x) = C1

1
2x
d
dx
n+1 
xn+1
 1
0
t2k
(1− t2)s f (tx)dt

(x > 0),
with C1 = 2
√
π
Γ (k+ 12 )Γ (1−s)
.
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• If Re(k) = n+ 1 (with n ∈ N):
R−1k f (x) = C2x

1
2x
d
dx
n+1 
xn+1f (x)

(x > 0),
with C2 = 22n+1 2
√
π
Γ (n+ 32 )
.
These formulas have been proved in ([10, pp. 33–37] for k ∈]0,∞[). The analytic continuation of the functions k → Rk
and k → (Rk)−1 with values in L(Ee, Ee) has been studied by Lions in his paper ([14, pp. 58–80], see also [16, p. 262]). He
obtained the following result:
Proposition 3.1. (i) The function k → Rk ∈ L(Ee, Ee) can be extended to a meromorphic operator valued function on C with
poles at the points−n− 12 , n ∈ N and for all f ∈ Ee we have the following intertwining relation:
Lk ◦Rk(f ) = Rk ◦ d
2
dx2
(f )
where Lk = d2dx2 + 2kx ddx is the Bessel operator.
(ii) The operator valued function k → (Rk)−1 ∈ L(Ee, Ee) is extended to an entire function on C and for all f ∈ Ee we have the
following intertwining relation:
(Rk)
−1 ◦ Lk(f ) = d
2
dx2
◦ (Rk)−1(f ).
(iii) For all k ∈ C \ −n− 12 ; n ∈ N the operatorsRk and (Rk)−1 are automorphisms of Ee each being inverse of the other.
3.2. Dual of the Riemann–Liouville operator and its inverse
First of all, we introduce the classical Weyl operator. It is a useful tool to study the operator tRk, which is the central
subject for this section.
The Weyl operatorWµ is defined for f ∈ D([a,+∞[) (the space of infinitely differentiable functions in [a,+∞[ with
compact support), a > 0 and Re(µ) > 0 by
Wµ(f )(y) = 1
Γ (µ)
 +∞
y
(x− y)µ−1f (x)dx (y ∈ [a,+∞[). (15)
By integration by parts, we get
Wµ(f )(y) = (−1)
n
Γ (µ+ n)
 +∞
y
(x− y)µ+n−1 d
nf
dxn
(x)dx, n = 1, 2, . . . . (16)
We deduce that for all f ∈ D([a,+∞[) and all y ∈ [a,+∞[, the function µ → Wµ(f )(y) is entire, the function (µ, y) →
Wµ(f )(y) is continuous on C × [a,+∞[ and y → Wµ(f )(y) has compact support. Moreover, for all f ∈ D([a,+∞[) all
µ, ν ∈ C, we have the following properties [17, p. 153]:
• Wµ(f )′ = Wµ(f ′), which impliesWµ(f ) ∈ D([a,+∞[).
• W0 = Id,W−1(f ) = −f ′.
• Wµ ◦Wν = Wµ+ν , in particularWµ ◦W−µ = W−µ ◦Wµ = Id.
The last property implies that for all a ∈ R and all µ ∈ C, the Weyl operatorWµ is an automorphism ofD([a,+∞[) and
its inverse isW−1µ = W−µ.
Proposition 3.2. The operator valued function µ → Wµ ∈ L (D([a,+∞[),D([a,+∞[)) is an entire function.
Proof. As for allµ ∈ C,Wµ is a support preserving operator, then by a proof analogous to that of Proposition 2.8, it suffices
to note first that for all f ∈ D([a,+∞[), all n ∈ N and all x ∈ [a,+∞[, the function
µ → d
n
dxn
Wµ(f )(x) = Wµ

dn
dxn
f

(x), (17)
is holomorphic on C and secondly that the continuity of µ → Wµ is easy to verify. 
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The dual tRk of the Riemann–Liouville operator is defined for f ∈ De, y ≥ 0, and Re(k) > 0 by
tRkf (y) = 2Γ

k+ 12

√
πΓ (k)
 +∞
y
(x2 − y2)k−1f (x)xdx. (18)
This function is extended by parity on R by putting tRkf (y) = tRkf (|y|) for all y ∈ R. The operator tRk is then an
automorphism ofDe and its inverse is given by
• If Re(k) = n+ Re(s) (with n ∈ N and 0 < Re(s) < 1):
tR−1k f (y) = (−1)nC1
 +∞
y
(x2 − y2)1−s

1
2x
d
dx
n+1
f

(x) xdx (y ≥ 0),
with C1 = 2
√
π
Γ (k+ 12 )Γ (1−s)
.
• If Re(k) = n+ 1 (with n ∈ N):
tR−1k f (y) = (−1)n+1C2

1
2x
d
dx
n+1
f

(y) (y ≥ 0),
with C2 = 22n+1 2
√
π
Γ (n+ 32 )
.
(see [10, pp. 48–49] for the case k ∈]0,∞[). In order to get another expression for (18), let f (x) = 2g(x2). Then f ∈ De if
and only if g ∈ D(R+) and, making the change of variables t = x2, we get
tRkf (y) = 2Γ

k+ 12

√
πΓ (k)
 +∞
y2
(t − y2)k−1g(t)dt. (19)
Then we deduce from (15):
tRkf (y) = 2Γ

k+ 12

√
π
Wk(g)(y2). (20)
Now consider the operator P : De → D(R+) defined by
Pf = g, (21)
such that for all x ∈ R, f (x) = 2g(x2). This operator is an isomorphism ofDe ontoD([0,+∞[) and we can write by (20):
tRkf (y) = 2Γ

k+ 12

√
π
Wk ◦ P(f )(y2) = Γ

k+ 12

√
π
P−1 ◦Wk ◦ P(f )(y) (22)
and asWk is invertible, with inverseW−k, we deduce that for Re(k) > 0:
(tRk)
−1f (y) =
√
π
Γ

k+ 12
P−1 ◦W−k ◦ P(f )(y). (23)
Proposition 3.3. (i) The relation (22) can be extended to all values k ∈ C \ −n− 12 ; n ∈ N and the function k → tRk ∈
L(De,De) is extended to ameromorphic operator valued function onCwith poles at the points−n− 12 , n ∈ N and for all f ∈ De
we have the following intertwining relation:
tRk ◦ Lk(f ) = d
2
dx2
◦ tRk(f ) (24)
where Lk is the Bessel operator defined in Proposition 3.1.
(ii) The relation (23) can be extended to all values k ∈ C and the operator valued function k → (tRk)−1 ∈ L(De,De) is extended
to an entire function on C and for all f ∈ De we have the following intertwining relation:
Lk ◦ (tRk)−1(f ) = (tRk)−1 ◦ d
2
dx2
(f ). (25)
(iii) For all k ∈ C \ −n− 12 ; n ∈ N the operators tRk and (tRk)−1 are automorphisms of De each being the inverse of the
other.
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Proof. (i) The first part of the result follows from the extension property ofWk to all values k ∈ C and from the fact that the
points−n− 12 , n ∈ N, are the poles of the function k → Γ (k+ 12 ). The relation (24), proved for k ∈]0,∞[ by [10, p. 47], is
obtained by analytic continuation, using the fact that it is true for Re(k) > 0.
(ii) The first part of the result follows from the extension property ofW−k to all values k ∈ C and the fact that the function
k → (Γ (k+ 12 ))−1 is homomorphic on C. The relation (25), following easily from (24), is obtained by analytic continuation
using the fact that it is true for Re(k) > 0.
(iii) The assertion being true for Re(k) > 0 is obtained by analytic continuation. 
4. The continuation theorems for the operators Vk, tVk (Vk)−1 and (tVk)−1
We consider the following subsets K sing = −n− 12 ; n ∈ N and K reg = C \ K sing of C which appear in the following
theorems
Theorem 4.1. (i) The function k → Vk ∈ L(E, E) can be extended to a meromorphic operator valued function on C with poles
at the points−n− 12 , n ∈ N and for all f ∈ E we have the following intertwining relation:
T (k) ◦ Vk(f ) = Vk ◦ ddx (f ). (26)
(ii) The operator valued function k → (Vk)−1 ∈ L(E, E) is extended to an entire function on C and for all f ∈ E we have the
following intertwining relation:
(Vk)−1 ◦ T (k)(f ) = ddx ◦ (Vk)
−1(f ). (27)
(iii) For all k ∈ K reg the operators Vk and (Vk)−1 are automorphisms of E , each being the inverse of the other.
Proof. (i) The result follows from formula (9) using Propositions 3.1 and 2.6, the intertwining relation being obtained by
analytic continuation on K reg of the two members of (26), which are equal for k > 0 [15].
(ii) The result follows from formula (10) and Propositions 3.1 and 2.6, the intertwining relation being obtained by analytic
continuation on C of the equality (27) valid for k > 0 [15].
(iii) We obtain the result by analytic continuation on K reg of the two relations Vk ◦ (Vk)−1 = Id and (Vk)−1 ◦ Vk = Id valid
for k > 0 [15]. 
Theorem 4.2. (i) The function k → tVk ∈ L(D,D) is extended to a meromorphic operator valued function on C with poles at
the points−n− 12 , n ∈ N and for all f ∈ D we have the following intertwining relation:
tVk ◦ T (k)(f ) = ddx ◦
tVk(f ). (28)
(ii) The operator valued function k → (tVk)−1 ∈ L(D,D) is extended to an entire function on C and for all f ∈ D we have
the following intertwining relation:
T (k) ◦ (tVk)−1(f ) = (tVk)−1 ◦ ddx (f ). (29)
(iii) For all k ∈ K reg the operators tVk and (tVk)−1 are automorphisms of D , each being the inverse of the other.
Proof. (i) The result follows from formula (11) using Propositions 3.3 and 2.6, the intertwining relation being obtained by
analytic continuation on K reg of the two members of (28), which are equal for k > 0 [15].
(ii) The result follows from formula (12) and Propositions 3.3 and 2.6, the intertwining relation being obtained by analytic
continuation on C of the equality (29) valid for k > 0 [15].
(iii) We obtain the result by analytic continuation on K reg of the two relations tVk ◦ (tVk)−1 = Id and (tVk)−1 ◦ tVk = Id valid
for k > 0 [15]. 
Remark. It is interesting to note that for the values k ∈ K sing , the operators (Vk)−1 and (tVk)−1 exist but are not invertible.
Corollary 4.1. For all k ∈ K reg, for all f ∈ E and all g ∈ D , we have
R
f (t)tVk(g)(t)dt =

R
g(t)Vk(f )(t)t2kdt. (30)
Proof. We obtain this relation by analytic continuation on K reg of the two members of (30) which, by Proposition 2.2, are
holomorphic functions of the variable k ∈ K reg and which are equal for k > 0. 
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5. The Cherednik intertwining operator
In [7] Gallardo and Trimèche studied the operator Vk,k′ , which intertwines the Jacobi–Cherednik operator T (k,k
′) (5) and
the derivative operator ddx , its dual operator
tVk,k′ and their inverses (Vk,k′)−1 and (tVk,k′)−1. They showed that for 0 < k′ ≤ k
(and for 0 = k′ < k) the operators Vk,k′ and (Vk,k′)−1 (resp. tVk,k′ and (tVk,k′)−1) are automorphisms of E (resp. D), each
being the inverse from the other and they obtained the following formulas [7, pp. 183–191]:
Vk,k′ f = Kk,k′ fe + ddx ◦Kk,k′ ◦ I˜ (ρIfe + fo) (31)
(Vk,k′)−1f = (Kk,k′)−1fe − ρI ◦ (Kk,k′)−1fe + I˜−1 ◦ (Kk,k′)−1 ◦ Ifo. (32)
tVk,k′g =t Kk,k′(ge + ρJ(go))− ddx ◦
tKk,k′ ◦ J(go), (33)
(tVk,k′)−1g = (tKk,k′)−1(ge − ρJgo)− ddx ◦ (
tKk,k′)
−1 ◦ J(go) (34)
where f ∈ E(R), g ∈ D(R), fe (resp. fo) is the even (resp. odd) part of f , and letting ρ = k+ k′, the operators I ∈ L (Ee, Eo),
I˜ ∈ L (Eo, Ee) , J ∈ L (Do,De) and I˜−1 (the inverse of I),Kk,k′ and tKk,k′ are defined by
• I(f )(x) =  x0 f (t)dt
• I˜ f (x) =  x0 f (t) cosh(ρ(x− t))dt .
• J(f )(x) =  +∞x f (t)dt
• I˜−1(f )(x) = I ◦

d2
dx2
− ρ2

(f )(x).
• Kk,k′ belongs to L (Ee, Ee) and is the unique automorphism of Ee that intertwines the second derivative operator d2dx2
with the Jacobi operator∆k,k′ + ρ2 (extended on R) where
∆k,k′ = (sinh |x|)−2k(cosh x)−2k′ ddx

(sinh |x|)2k(cosh x)2k′ d
dx

(x ∈ R) (35)
([9], see also [7, p. 183, formulas (4.3), (4.4)]).
• tKk,k′ is the dual of the operator Kk,k′ . We know by [9] that this operator is an automorphism of De and it belongs to
L (De,De).
The central purpose of this section is the analytic continuation of the operatorsKk,k′ and tKk,k′ . Theywill be used to obtain
the analytic continuation of the operator valued functions Vk,k′ , (Vk,k′)−1, tVk,k′ and (tVk,k′)−1 with respect to the variable
(k, k′) on C × C. We first consider the particular cases k = k′ and 0 = k′ < k, which turn out to be one complex variable
problems, much simpler than the general case consisting in analytic continuation of a two variables operator function.
Moreover, we will show that the general case can be reduced to a mixture of these two particular cases.
We go on with the subsets of C, denoted by K sing = −n− 12 ; n ∈ N and K reg = C \ K sing .
5.1. The operatorsKk,k andKk,0
In order to simplify notation, we will denote Kk = Kk,k and Kk = Kk,0. By [7, formulas (2.14), (2.16) and (4.3)], for
k > 0, s > 0 and f ∈ Ee, we have
Kk(f )(s) = 2
k+1Γ

k+ 12

√
πΓ (k)
(sinh 2s)−2k+1
 s
0
(cosh 2s− cosh 2y)k−1 f (y)dy. (36)
By making the change of variables t = sinh y in the previous integral, we get
Kk(f )(s) = 2−k+1(cosh s)−2k+1 2Γ

k+ 12

√
πΓ (k)
(sinh s)−2k+1
 sinh s
0

sinh2 s− t2k−1 f (arg sinh t) dt√
1+ t2 . (37)
This formula can be written as
Kk(f )(s) = 2−k+1(cosh s)−2k+1Rk

1
1+ ξ 2 f (arg sinh ξ)

(sinh s), (38)
whereRk is the Riemann–Liouville operator (13). Denoting by I1,M,M1(k) the operators
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• I1(f ) = f ◦ arg sinh (and then (I1)−1(f ) = f ◦ sinh)
• Mf (x) = 1√
1+x2
f (x) (the multiplication operator by 1√
1+x2
)
• M1(k)f (x) = 2−k+1(cosh)−2k+1(x)f (x) (the multiplication operator by 2−k+1(cosh)−2k+1),
we can write
Kk(f )(s) = M1(k) ◦ (I1)−1 ◦Rk ◦M ◦ I1(f )(s). (39)
From this decomposition result, we immediately deduce the expression of the inverse (Kk)−1 of the operatorKk:
(Kk)
−1(f )(s) = (I1)−1 ◦M−1 ◦ (Rk)−1 ◦ I1 ◦ (M1(k))−1(f )(s). (40)
Let us now compute the operatorKk.
By [7, formulas (2.15), (2.16) and (4.3)], for k > 0, s > 0 and f ∈ Ee, we have
Kk(f )(s) = 2k+1Γ k+ 12 √
πΓ (k)
(sinh s)−2k+1
 s
0
(cosh s− cosh y)k−1 f (y)dy. (41)
By the change of variable t = sinh( y2 ) and an analogous calculus as above, we can show that
Kk(f )(s) = M2(k) ◦ (I2)−1 ◦Rk ◦M ◦ I2(f )(s), (42)
and
(Kk)−1(f )(s) = (I2)−1 ◦M−1 ◦ (Rk)−1 ◦ I2 ◦ (M2(k))−1(f )(s), (43)
where the operators I2,M andM2(k) are given by:
• I2(f ) = f ◦ (2 arg sinh) (and then (I2)−1(f )(s) = (f ◦ sinh)( s2 ))
• Mf (x) = 1√
1+x2
f (x) (the multiplication operator by 1√
1+x2
)
• M2(k)f (x) = 22(cosh)−2k+1( x2 )f (x) (the multiplication operator by 2−k+1(cosh)−2k+1( x2 )).
We can now state an analytic continuation result for the operatorsKk andKk:
Proposition 5.1. (1) The function k → Kk ∈ L(Ee, Ee) (resp. k → Kk ∈ L(Ee, Ee)) can be extended to a meromorphic
operator valued function on C with poles at the points−n− 12 , n ∈ N,
(2) The operator valued function k → (Kk)−1 ∈ L(Ee, Ee) (resp. k → (Kk)−1 ∈ L(Ee, Ee)) is extended to an entire function
on C.
(3) For all k ∈ K reg the operatorsKk and (Kk)−1 (resp.Kk and (Kk)−1) are automorphisms of Ee, each being the inverse of the
other.
Proof. (1) From formulas (39) (resp. (42)) the operatorKk (resp.Kk) is a product of constant or entire operators and of the
Riemann–Liouville operatorRk which, by Proposition 3.1, can be extended to an holomorphic operator valued function for
k ∈ K reg. 
(2) The proof follows from formulas (40) and (43) and Proposition 3.1 showing that the operators (Kk)−1 and (Kk)−1 can
be extended to entire operator valued functions on C. 
(3) We obtain the result by analytic continuation on K reg of the two relationsKk ◦ (Kk)−1 = Id (resp. Kk ◦ (Kk)−1 = Id)
and (Kk)−1 ◦Kk = Id (resp. (Kk)−1 ◦Kk = Id), which are valid for Re(k) > 0. 
Remark. By the proof of Proposition 5.1 and by formula (13) we see that the singularities of the operatorsKk andKk come
from the function k → Γ (k+ 12 ). This implies that the functions
k → 1
Γ

k+ 12
Kk and → 1
Γ

k+ 12
Kk (44)
are entire on C. This remark will be useful in the sequel.
80 L. Gallardo, K. Trimèche / J. Math. Anal. Appl. 396 (2012) 70–83
5.2. The operatorKk,k′ and the extension of Vk,k′
By formulas (2.13) and (4.3) of [7], the operatorKk,k′ that intertwines the secondderivative operator d
2
dx2
and the extended
Jacobi operator (35), is given, for 0 < k′ < k, f ∈ Ee and s > 0, by the formula
Kk,k′ f (s) = 2
k−2k′+2Γ

k+ 12

√
πΓ (k)Γ (k− k′) (cosh s)
−2k′+1(sinh s)−2k+1
×
 s
0
 s
y
(cosh 2s− cosh 2y)k−1 (cosh s− cosh y)k−k′−1 sinh t dt

f (y)dy. (45)
By using Fubini’s theorem, we can write
Kk,k′ f (s) = 2
k−2k′+2Γ

k+ 12

Γ (k)
(cosh s)−2k
′+1(sinh s)−2k+1
 s
0
(cosh 2s− cosh 2t)k−1 (sinh t)2(k−k′)H(t) dt (46)
where
H(t) = (sinh t)
−2(k−k′)+1
√
πΓ (k− k′)
 t
0
(cosh t − cosh y)k−k′−1 f (y)dy. (47)
Now, comparing (46) with (36) and (39), we see that
Kk,k′ f (s) = Γ

k+ 1
2
 Mk,k′ ◦ (I1)−1 ◦Rk ◦M ◦ I1 ◦Mk,k′(H)(s) (48)
= Γ

k+ 1
2
 Mk,k′ ◦ (M1(k))−1 ◦Kk ◦Mk,k′(H)(s) (49)
where Mk,k′ (resp Mk,k′ ) is the multiplication operator with respect to the function t → (sinh t)2(k−k′) (resp. s → 2k−2k′√
π(cosh s)−2k′+1) and the other operators being the same as in formula (39).
Now, comparing (47) with formulas (41) and (42), we get
H(t) = 2
−(k−k′)−1
Γ

k− k′ + 12
 Kk−k′(f )(t). (50)
Finally
Kk,k′ f (s) = Γ

k+ 1
2

2−(k−k′)−1
Γ

k− k′ + 12
 Mk,k′ ◦ (M1(k))−1 ◦Kk ◦Mk,k′ ◦ Kk−k′(f )(s). (51)
We deduce immediately the inverse ofKk,k′ for 0 < k′ < k:
(Kk,k′)
−1f (s) = 2
(k−k′)+1Γ

k− k′ + 12

Γ

k+ 12
 ( Kk−k′)−1 ◦ (Mk,k′)−1 ◦ (Kk)−1 ◦ M1(k) ◦ (Mk,k′)−1(f )(s). (52)
Theorem 5.1. (1) The function (k, k′) → Vk,k′ ∈ L(E, E) can be extended to a holomorphic operator valued function on
(C \ K sing)× C, and for all (k, k′) ∈ (C \ K sing)× C, we have the following intertwining relation:
T k,k
′ ◦ Vk,k′(f ) = Vk,k′ ◦ ddx (f ) (f ∈ E). (53)
(2) The operator valued function (k, k′) → (Vk,k′)−1 ∈ L(E, E) is extended to an entire function on C× C and for all k ∈ C we
have the following intertwining relation:
(Vk,k′)−1 ◦ T k,k′(f ) = ddx ◦ (Vk,k′)
−1(f ) (f ∈ E). (54)
(3) For all (k, k′) ∈ (C \ K sing)×C the operators Vk,k′ and (Vk,k′)−1 are automorphisms of E , each being the inverse of the other.
L. Gallardo, K. Trimèche / J. Math. Anal. Appl. 396 (2012) 70–83 81
Proof. (1) By formula (31) the operatorVk,k′ is the direct product of twooperators, one acting on even functions and the other
on odd functions. By Proposition 2.6 the analytic continuation of (k, k′) → Vk,k′ follows from the analytic continuation of
(k, k′) → Kk,k′ , which can be performed on (C\K sing)×C using formula (51) and Proposition 5.1, and the remark following
(44) showing that the singularities of (k, k′) → Kk,k′ only come from the factor k → Γ (k+ 12 ). The intertwining relation is
obtained by analytic continuation on (C \ K sing)× C of the equality (53), valid for 0 < k′ < k.
(2)We use formula (32), Proposition 2.6 and analytic continuation of (k, k′) → (Kk,k′)−1, which can be performed onC×C
using (52), Proposition 5.1 and the remark (44). We obtain the intertwining relation by analytic continuation.
(3) We prove the result by analytic continuation on (C \ K sing) × C of the two relations Vk,k′ ◦ (Vk,k′)−1 = Id and
(Vk,k′)−1 ◦ Vk,k′ = Id, valid for 0 < k′ < k. 
5.3. The Weyl operatorWσµ , the operator
tKk,k′ and the extension of tVk,k′
By [9] we know that tKk,k′ is an automorphism ofDe and it has the following expression
tKk,k′ f (s) = Γ

k+ 12

√
πΓ (k− k′)
 +∞
s

1
Γ (k′)
 +∞
w
f (t)(cosh 2t − cosh 2w)k′−1d(cosh 2t)

× (coshw − cosh s)k−k′−1d(coshw), (55)
for f ∈ De, s ≥ 0 and tKk,k′ f (s) = tKk,k′ f (−s) for s < 0. In [17, p. 153] Koorwinder showed that this operator can be
decomposed in terms of Weyl operators:
tKk,k′ = 23k−1Γ

k+ 1
2

W1k−k′ ◦W2k′ , (56)
where the Weyl operatorWσµ is defined for f ∈ De, Re(µ) > 0, σ > 0, s ≥ 0 by
Wσµ (f )(s) =
1
Γ (µ)
 +∞
s
(cosh σ t − cosh σ s)µ−1f (t)d(cosh σ t). (57)
This function is extended by parity onR by puttingWσµ (f )(s) = Wσµ (f )(|s|) for all s ∈ R. Let f (t) = g(cosh σ t). Then f ∈ De
if and only if g ∈ D([1,+∞[). Replacing f (t) by g(cosh σ t) in (57) and changing variables we get
Wσµ (f )(s) = Wµ(g)(cosh σ s), (58)
whereWµ is the classical Weyl transform defined in (15).
Now consider the operator Q σ : De → D([1,+∞[) defined by
Q σ f = g, (59)
such that for all t ∈ R, f (t) = g(cosh σ t). This operator is an isomorphism ofDe ontoD([1,+∞[) and relation (58) can be
written in operator form as follows:
Wσµ = (Q σ )−1 ◦Wµ ◦ Q σ , (60)
and asWµ is invertible with inverseW−µ, we deduce that for Re(µ) > 0,
(Wσµ )
−1 = (Q σ )−1 ◦W−µ ◦ Q σ . (61)
Proposition 5.2. (i) The relations (60) and (61) can be extended to C with respect to the variable µ.
(ii) For all σ > 0, the functions µ → Wσµ and µ → (Wσµ )−1 = Wσ−µ with values inL (De,De) are entire functions on C.
(iii) For all µ ∈ C, the operatorsWσµ andWσ−µ are automorphisms of De, each of them being the inverse of the other.
Proof. (i) The result follows from the extension property ofWµ to all values µ ∈ C.
(ii) We deduce the result from (60), the fact that the constant operator Q σ belongs to L (De,D([1,+∞[)) and from
Propositions 2.3 and 3.2.
(iii) The result follows by analytic continuation from the relations Wσµ ◦ Wσ−µ = Id and Wσ−µ ◦ Wσµ = Id, true for
Re(µ) > 0. 
Corollary 5.1. (1) The operator valued function (k, k′) → tKk,k′ ∈ L(De,De) is extended to an holomorphic function on
(C \ K sing)× C.
(2) The operator valued function (k, k′) → (tKk,k′)−1 ∈ L(De,De) is extended to an entire function on C× C.
(3) For all (k, k′) ∈ (C\K sing)×C, the operators tKk,k′ and (tKk,k′)−1 are automorphisms of De, each of them being the inverse
of the other.
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Proof. (1) The result follows from Proposition 5.2, Proposition 2.4 and formula (56), which shows that the only singularities
of tKk,k′ are those of the function k → Γ (k+ 12 ).
(2) From formula (56) we deduce that:
(tKk,k′)
−1 = 2−3k+1 1
Γ

k+ 12
W2−k′ ◦W1k′−k. (62)
The result then follows as for (1), with the difference that the function k → 1
Γ (k+ 12 )
is entire on C.
(3) We obtain the result by analytic continuation on (C \ K sing) × C of the two relations tKk,k′ ◦ (tKk,k′)−1 = Id and
(tKk,k′)−1 ◦t Kk,k′ = Id valid for 0 < k′ < k. 
Corollary 5.2. (1) The operator valued function (k, k′) → tVk,k′ ∈ L(D,D) is extended to an holomorphic function on (C \
K sing)× C and for all f ∈ D , we have the intertwining relation
tVk,k′ ◦ (T k,k′ + 2ρS)(f ) = ddx ◦
tVk,k′(f ), (63)
where ρ = k+ k′ and S ∈ L(D,D) is given by Sf (x) = f (−x).
(2) The operator valued function (k, k′) → (tVk,k′)−1 ∈ L(D,D) is extended to an entire function on C× C and for all f ∈ D ,
we have the intertwining relation
(T k,k
′ + 2ρS) ◦ (tVk,k′)−1(f ) = (tVk,k′)−1 ◦ ddx (f ). (64)
(3) For all (k, k′) ∈ (C \ K sing)× C, the operators tVk,k′ and (tVk,k′)−1 are automorphisms of D , each of them being the inverse
of the other.
Proof. (1) The extension result follows from point (1) of Corollary 5.1 using (33) and Propositions 2.3 and 2.6. The
intertwining relation is obtained by analytic continuation of the intertwining formula obtained in [7] for 0 < k′ < k.
(2) The extension result follows from point (2) of Corollary 5.1 using (34) and Propositions 2.3 and 2.6 and the intertwining
relation is obtained by analytic continuation.
(3) We obtain the result by analytic continuation on (C \ K sing) × C of the two relations tVk,k′ ◦ (tVk,k′)−1 = Id and
(tVk,k′)−1 ◦t Vk,k′ = Id, valid for 0 < k′ < k by [7]. 
Corollary 5.3. For all (k, k′) ∈ (C \ K sing)× C, for all f ∈ E and all g ∈ D , we have
R
f (t)tVk,k′(g)(t)dt =

R
g(t)Vk,k′(f )(t)(sinh |t|)2k(cosh t)2k′dt. (65)
Proof. We obtain this relation by analytic continuation on (C \ K sing) × C of the two members of (65) which, by
Proposition 2.2, are holomorphic functions of the variables (k, k′) ∈ (C \ K sing) × C and that are equal for 0 < k′ < k
by [7, Proposition 5.2, p. 189]. 
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