ABSTRACT. Algorithms to resolve multiple-qubit unitary transformations into a sequence of simple operations on one-qubit subsystems are central to the methods of quantum-circuit simulators. We adapt Householder's theorem to the tensor-product character of multi-qubit state vectors and translate it to a combinatorial procedure to assemble cascades of quantum gates that recreate any unitary operation U acting on n-qubit systems. U may be recreated by any cascade from a set of combinatorial options that, in number, are not lesser than super-factorial of 2 n , F o r R e v i e w O n l y 1 
Introduction
The large number of applications [1] and the steep technological advancement in the coherent control of quantum systems [2] constitute a promise that quantum simulators will become a valuable practical research tool. Important design tools for quantumcircuit simulators [3] (based on the evolution of multi-qubit systems) are the algorithms for factoring the overall evolution operator into quantum operations acting on smaller subsystems. For finite-dimensional systems, standard methods for matrix factorizations constitute a frequent approach [4] .
In this article we develop a factorization method strictly based upon the tensor-product character of the state space of multi-qubit systems that we apply to provide a rigorous methodology to assemble a combinatorially reach collection of quantum circuits that recreate any given unitary operation. Our interest was focused on the development of a procedure that generates mathematically exact maps of the tensor-product factors of a unitary operation into quantum gates of a single type. Finding a theoretically feasible Hamiltonian that approximates the desired unitary transformation and then finding among all possible factorizations an efficient reconstruction (with polynomial resources) in terms of a standardized class of quantum gates are two difficult problems that we do not address [6] .
The mathematical background of our methodology is a very well known theorem by
Householder, which provides methods to generate exact resolutions of unitary transformations into simpler factors [7] . The Householder approach has previously been applied to assemble experimental realizations of finite unitary operators [8, 9] . However, for the interests of quantum simulators, a serious limitation of the previous physical realizations of
Householder factorizations is that they were developed for situations where the elements of U(N) are propagators in the state space of a single quantum object. Such realizations lose the richness of the tensor product structure that the state space of any multi-particle system has [3] . In reference [9] the Householder factors in the representation of an element of U(N ) gradually "push forward" a single quNit -a quantum object with N states. Similarly, the realization of an element of U(N ) in [8] concerns a single photon in the N spatially-differentiated states that are provided by a linear optical setup. Such single-particle implementations of Householder reflections are of no use for multi-particle systems. Even in the case of multi-qubit systems the matrix factorization methods that are applied [4] do not exploit the tensor-product character of state vectors.
Our aim is to adapt the mathematical robustness and flexibility of Householder's theorem to the tensor-product character of multi-qubit states and then translate it into methods to assemble unitary operations on n-qubit states as cascades of quantum gates. The necessary background for our multi-qubit implementations of Householder factorizations is presented in Section 2. The mathematical task is to transform an input orthonormal vector basis (x i )
i=0 , orthonormal too. The first step to attain it is Lemma 2.1, where we explain how to prepare successions of Householder reflections to transform a given vector y into another vector x, sequentially. Under the conditions assumed by Lemma 2.1, we extract from its proof a recursion rule to generate sequences of reflections that connect a given pair of vectors. We let the term "block of reflections" denote the products of reflections that are provided by Lemma 2.1. The main result of Section 2 is Proposition 2.1, where we establish conditions to generate sequences of blocks of reflections that reproduce a given unitary transformation U : (x i → y i ) N −1 i=0 . The special case of Householder factorizations in the form of U(2) blocks is our basis to implement unitary actions on n-qubit systems as cascades of controlled one-qubit "rotations". Then, the parameterization of the U(2) elements in a block are worked out in full detail.
In Section 3, the mathematical background that was presented in Section 2 is adapted to the product structure of the vector space n C 2 , which is the state space of a system of n qubits. The hypotheses of Proposition 2.1 are reformulated in Section 3 in the form of a factoring scheme for the elements of U(2 n ) when they are represented in the standard product basis for the n-qubit states. A very rich combinatory of Householder factorizations that is inherent to the product character of multi-qubit states puts the lower bound for the number of U(2) factorizations of a given operation in super-factorial of 2 n , which is 2 n j=1 j!. This vast set of combinatorial options to resolve a unitary action on n-qubit systems into simpler factors has been disregarded in previous factorization schemes [5] and is not available for single-particle (n = 1) implementations. The mathematics of factorizations are translated to the language of quantum gates in Section 4. Therein, every U(2) reflection in a block is given the form of a standardized controlled quantum gate acting on a single qubit line. We call it a Householder gate (or H-gate for short). All the elements upon which H-gates are constructed are given the form of Lemma 4.1.
All the partial results presented so far coalesce to form our main result, which consists of a collection of combinatorial methods to assemble arrays of H-gates to recreate any unitary operation on a system of n qubits. This result is Theorem 5.1 in Section 5.
The hard direction of the proof incorporates the results proved in Proposition 2.1 and Lemma 4.1 as a combinatorial procedure for the systematic production of all the cascades of H-gates that -within the vast set of Householder factorizations available for multiqubit systems-recreate a given unitary transformation. By the end of Section 5 we have converted Householder's theorem into a combinatorial procedure carried out on the binary words that encode the tensor-product character of multi-qubit states.
In Section 6 we complement the assembly method presented in Section 5 with a new algorithm to generate Gray codes [11, 12] -lists of binary words in a matrix formappropriate to minimize the number of cnot gates in a cascade of H-gates. We did not address the problem of minimizing the number of H-gates in a cascade.
The combined procedure -factorization and Gray ordering-is applied to assemble, step by step, a cascade of H-gates that reproduces a generic unitary action on an array of three qubits.
Time evolution as a succession of reflections
Let U be a unitary time-step evolution in the vector space V that takes the orthonormal basis of vector states (x i ) N −1 i=0 into the vector basis (y i ) N −1 i=0 , orthonormal too. The evolution step U takes x i into y i . The tensor product structure of n-qubit states is our target but for the subject of the present section is unnecessary. We defer until next section the tensor product structure of n-qubits states.
We know that a transformation U is unitary if, and only if, it is realizable as a succession of Householder reflections [7] . The convenience of reflections when conceiving a physical implementation of U , e.g. as a quantum circuit, is their ability to exchange two given vectors, x and y, without touching the subspace that is orthogonal to them.
Considering vectors x and y as the input data, they determine the reflection vector r = r(x, y) = z x y − y x, with complex phase factor z = z(x, y) = y * x/|y * x| (the interior product is being denoted by y * x). Vector r is the only direction to be reversed by the Householder reflection
in order to produce, up to a phase factor, the required exchange
The one-dimensional subspace that vector r spans is denoted by span(r) and its orthogonal complement is denoted by span(r) ⊥ . The parameterization of the Householder reflection h x,y by the reflection vector r(x, y) fits nicely for our interests.
The one-step exchange in (2) is the base case of a multi-step exchange of x and y, Every pair (x, q i ) will determine a reflection vector r(x, q i ) and we will be looking for the simplest intermediate exchange actions.
where z is a phase factor.
Proof. Proceeds by induction in s and for an arbitrary dim(V ) = N > 2. The base case (s = 1) consists of the vector q 1 = y and the single reflection in (2) . Then, we prove (3) holds for s + 1 < N , with
. Undoing the last reflection h x,q s in (4) we have that
where q s ∈ span(x) ⊕ T s and q ′ s+1 ∈ T s+1 constitute a direct sum decomposition of y s−1 . By applying h x,qs we get
The proof concludes by applying the reflection h x,q s+1 , with q s+1 := z * s q s x + q ′ s+1 , and noticing that unitarity implies that q s+1 = 1.
The sequence of vectors (q
connecting the x-y exchange in (3) are determined by the decomposition V = span(x) ⊕ T 1 ⊕ · · · ⊕ T s that is adopted in the hypotheses of
that are necessary in (3) may be produced by a recursion rule that we extract from the constructive proof of Lemma 2.1.
Let P x,i be the orthogonal projection onto span(x) ⊕ T i , i = 1, . . . , s. The base case for the recursion is q 1 = P x,1 y, which is mapped into x by the reflection h x,q 1 , with the phase factor z(x, q 1 ). Let the first hop of y towards x be denoted by y 1 = h x,q 1 y. Assume y has advanced up to y k , k < s. The recursion rule for q k+1 and y k+1 is the following
Recall that x = 1 and notice that q s = 1 (which comes out automatically by unitarity). While sequencing the product of reflections (3) (3) is z = z(x, q s ) = q * s x/|q * s x|, whenever |q * s x| > 0. Otherwise, z = 1. Next, we cope the problem of reproducing the evolution operator U :
i=0 as a succession of Householder reflections. As a preamble, we have to prepare Lemma 2.1 in a special way.
First, the list of subspaces T 1 , . . . , T s that had been selected in Lemma 2.1 for the orthogonal direct sum decomposition of the vector space V = span(x) i T i is denoted by it will not be a fixed vector. In the following, vector x will be each of the basis vectors (x 0 , . . . , x i . . . , x N −1 ), one at a time. When the turn of vector x i comes, the relevant vector space V has been contracted to V i := span(x i , . . . , x N −1 ) and we must provide a list V
is an orthogonal direct sum decomposition of subspace V i . The length s i > 0 of the list V x i i is at most dim(V i+1 ), which is attained when all the subspaces in the list are one dimensional.
Second, the phase factor z in the product of the s Householder reflections in (3) is handled in the form
whereẑ = (z − 1)P x + 1I, such that it does not affect vectors in span(x) ⊥ . Again, we do it this way because x will be taking every value in the list (
i=0 . The Householder representation theorem of our interest must provide us a way to exchange every pair of basis vectors x i ↔ y i by following a certain sequence of intermediate vectors. 
whereẑ = (z − 1)P x N −1 + 1I and z is a phase factor.
Proof. Let us start with the x 0 ↔ y 0 exchange. Lemma 2.1 associates to the list of orthogonal subspaces V 
1 , y
2 , . . . , y
(1)
where y
1 , . . . , y
j , j > 1. Again, we have that span(y
y 2 , is a product of reflections that are orthogonal to span(x 0 , x 1 ) (so, it is not touched by the transformation) and so on, as to have the vectors
from i = 1 up to i = N − 2. At this point, the Y basis has been transformed into the X basis by the following product of blocks of reflections,
where the phase factorẑ * is necessary because unitarity leaves the phase of the (automatic)
In Proposition 2.1 the lists of orthogonal subspaces, V
i , are quite arbitrary. The only restriction on them is that span(x i ) V
should be an orthogonal direct sum decomposition of V i . In the interest of getting the simplest quantum gates we will choose one-dimensional subspaces of V i+1 as elements of the list V
(this is certainly not the only choice). Neglecting for the moment a permutation of the X basis vectors spanning V i+1 , we take T
and
The sequence of reflections h x i ,q i,k conforming the block [V (7), is computed using the sequence of q-vectors obtained from the recursion in (5), which starts from the vector p i given in (9) . For our choice of one-dimensional subspaces in the list
i , according to Lemma 2.1, every vector q i,k , k = 1, . . . , s i , lies in the 2-dimensional subspace span(x i ) ⊕ T x i k = span(x i , x i+k ) and can be expanded as q i,k = ax i + bx i+k with coefficients such that |a| 2 + |b| 2 = q i,k 2 and a = |a|z(x i , q i,k ) * . In the X basis the reflection h x i ,q i,k , defined in (1), is specified by the following U (2) 
where
3. The Householder scheme for n-qubit bases
The general mathematical scheme we have expounded in the previous section is next adapted to the tensor product character of n-qubit states. We proceed in two steps. First, in this Section, we reformulate the hypotheses of Proposition 2.1 in the form of a factoring scheme in the standard (input and target) qubit bases for an array of n qubits. A rich combinatory of factorizations that is inherent to the product character of multi-qubit states is exposed. The second step is to give individual reflections the form of standard quantum gates acting on one-qubit subsystems. The second step is the subject of the next Section.
The standard basis for the n-qubit input states is the set of 2 n product states, X = |u : u ∈ {0, 1} n , where |u ≡ |u 0 u 1 · · · u n−1 ≡ |u 0 |u 1 · · · |u n−1 . The target nqubit basis Y := |v : v ∈ {0, 1} n is to be reached from X by the unitary operation U ∈ U(2 n ). A double right angle is being used to distinguish the target states | from the input states | . The 2 2n amplitudes u|v that are the entries of U are assumed known.
The sequence of blocks of reflections representing U in (7) depend (a) on the order that is given to the product states in the input basis X and (b) on the lists V u i i of onedimensional orthogonal subspaces spanning V i+1 . In order to fix the ideas, consider the following (a) order for the input basis X of a 3-qubit example (12) and (13) determine one of the many possible sequences of reflections in (7) and constitutes, in the next Section, a template for the cascade of quantum gates.
The dimension of the state space of n-qubits grows exponentially with n, as 2 n . This leads to a vast set of options for the Householder representations (7) of U , as the following estimate shows us. Subspaces in the list V
forms, i = 0 to 2 n − 2, and there are 2 n ! different orderings of X. This places the lower bound for the number of factorizations provided for a given U by Proposition 2.1, see (7), at super-factorial of 2 n , which is 2 n j=1 j!. This vast set of options is not available for single-particle (n = 1) Householder representations.
The Householder quantum gate
The U(2) reflections (11) forming the transformation blocks in (7) will be interpreted, when acting on n-qubit states, as quantum gates. Let us denote the reflection in (11) by h(u, v) ≡ h |u ,q , where span(u, v) is the 2-d subspace that contains the vector q (see the recursion rule (5)). The matrix h(u, v) in the standard basis has the form established in (11) , where η := (η 1 , η 2 , η 3 ) is a shorthand for the coefficients in (11), η is a real vector and η 2 i = 1. Our aim in this Section is to identify a one-qubit subsystem and a controlled action on it that recreates the transformation (14). By the end of the Section the vector η is mapped to a quantum gate.
We exploit the tensor-product character of the input basis vectors. One-qubit states that are common to both product states |u and |v can be factorized in (14). Denote by The factor state |u Q = |v Q that is common to |u and |v is factorized in (14). Then, the action of h(u, v) on any state |w = |w Q |w ′ Q leaves the factor state |w Q untouched. The matrix h(u, v) does not behave as the identity on |w in (14) only when either |w = |u or |w = |v . The two conditions for this to happen are that w Q = u Q ≡ v Q and that w Q ′ either is w Q ′ = u Q ′ or is w Q ′ = v Q ′ . Thus, the action of h(u, v) is factorized respect the Q and Q ′ groupings of qubits as follows,
where we have introduced the controlled gate
In the argument Q ′ u Q , u Q ′ ∨ v Q ′ of the controlled gate H, Q ′ denotes the set of target qubits, which are accessed by the transformation H provided that w Q = u Q and that
The transformation H reflects the state |w ℓ ℓ of any qubit ℓ selected from the set Q ′ as to reproduce the coefficients in (14). We proceed to factorize the controlled gate H (16).
Let Q ′ ℓ := Q ′ − {ℓ} and let F be the controlled not gate where Q ′ ℓ is the set of target qubits for F , which is controlled by the one-qubit state |w ℓ ℓ such that x Q ′ ℓ = (w i + 2 w ℓ ) i∈Q ′ ℓ (binary addition is being denoted by + 2 ). Whenever
Then, the binary word κ ℓ := (u i + 2 u ℓ ) i∈Q ′ ℓ is the flag to trigger the action of the single-qubit
( 18) and the target qubit of R is ℓ ∈ Q ′ .
Lemma 4.1 (Householder gate).
Let h, R and F be as defined above. Then,
The action in operator form of the controlled gate F
in (17) is
The action on |w of the controlled gate R in (18) is
Then, a direct calculation shows that
In the cases when either set Q of coincidences in (19), (w Q = u Q ), is tested at the circle labeled u Q , which pulls a trigger if true. A target qubit ℓ is selected from the set Q ′ of differences. Then, the further conditional on the set
, is tested with the help of a cnot gate F and the circle with the label κ ℓ = (u i + 2 u ℓ ) i∈Q ′ ℓ in figure 1 : if true, another trigger is pulled. Whenever the two triggers are pulled, the ℓ-th qubit state |w ℓ ℓ is "rotated" by the action of the gate R ℓ = η · τ , where τ = (τ 1 , τ 2 , τ 3 ) is the vector of Pauli matrices and the real components of η = (η 1 , η 2 , η 3 ) are the coefficients of the matrix h(u, v), defined in (18) on the basis of (14) and (11). The full control word to trigger the action of R ℓ is (u Q , κ ℓ ).
Cascades of Householder gates
This Section explains how to combine the template described in Section 3 with the H-gate of Lemma 4.1 to assemble cascades of Householder gates that reproduce a given unitary transformation U acting on n qubits. First, we state the formal corollary of Proposition 2.1 and Lemma 4.1.
Theorem 5.1. An operation on an array of n qubits is unitary if, and only if, the operation is performed by a cascade of Householder gates.
Proof. Householder gates are unitary actions and any cascade assembled with them is unitary too. The converse of this statement was the main subject of previous Sections:
Proposition 2.1 establishes that every element of U(2 n ) (considered as a unitary action on a n-qubit system) may be represented as the product of reflections of the form given in (11) . Then, Lemma 4.1 provides the representation of reflections (11) as (Householder) quantum gates, converting the sequence of reflections (7) into a cascade of quantum gates that reproduces any element of U(2 n ).
We proceed to explain how Proposition 2. 
Minimizing the number of cnot gates
The observation is that a pair of consecutive identical cnot gates annihilate eachother's action and may be discarded from a cascade of gates. Then, the number of cnot gates in a cascade of Householder gates is reduced to a minimum by choosing the lists of one-dimensional spaces V u i i in Proposition 2.1 such that the binary words u i follow a Gray order [11, 12] where each word differs from the one preceding it in just one bit.
We present in the following, without a proof, an algorithm to produce Gray lists of n-bit words, in matrix form, that start from a given reference word u. Assume u = (u 0 , . . . , u n−1 ) is the given reference word. Then, the algorithm is to produce Gray sequences in the form of a n × 2 n matrix, similar to the table in figure 2 , beginning with word u. Such a matrix G(u) has a line
In the algorithm, the relation between the order of production of a line and the place of the line in the matrix G(u) is established through a permutation i → k i of Z n = {0, 1, . . . , n − 1}. Every permutation i → k i generates a different Gray matrix for the reference word u. The 2 n columns of matrix G(u) are all the n-bit words presented in Gray's order.
Algorithm 6.1 (Gray matrix). Let the length of binary words be n > 1 and let the word u = (u 1 , . . . , u n ) ∈ {0, 1} n be given. Let i → k i be a permutation of Z n . Then, for every i ∈ {0, . . . n − 2}, prepare the binary word
in order to form the line G k i of the matrix G(u) by concatenating 2 n−i−2 copies of b,
. Matrix G(u) is complete when the last line
is included. Then, the column words of G(u) follow a Gray order.
Starting with u = 011 and using the permutation i → k i : 
Gray sequences presented in the form of matrix G(u) fit nicely to minimize the number of cnot gates in Householder cascades. For example, the Gray matrix G(011) in (24) may be used to establish the order [V (24) is not necessary and is not used in the 3-qubit example. The exercise is completed by repeating the procedure on successive blocks of reflections.
The matrices so produced, decreasing in length, are shown in figure (3) . The corresponding quantum circuits are shown in figure 4 . The seven blocks in figure 4 are assembled together into a single cascade of Householder gates by matching the arrow tails and heads at the ends of the schematics.
Final remarks
In the interest of clarity, our presentation did not consider the phase factors z i accompanying each block of reflections in (3) . Neither had it considered the late phase factor z in (7) . A simple way to incorporate the phase factors into a Householder cascade is to set the global factor to z = 1 and then individual phase factors z i z * are introduced through the coefficients of the rightmost gate R in the schematics of the i-th block, see figure 4 , which are modified as to produce the transformation
This way to handle the phase factors adds the overall factor z * to the target Y -basis while maintaining the original phase differences between vectors in the basis.
The lower bound for the number of factorizations of a unitary action on n-qubit systems that are provided by the present implementation of Proposition 2.1 is super-factorial of The assembly method we have developed exploites the Householder representations that are based upon sequences of one-dimensional subspaces in Proposition 2.1. This we did to implement reflections as quantum gates acting on one-qubit subsystems, which are suited to the theoretical requirements of quantum computation. However, quantum simulation in general does not demand such elementary quantum gates. We believe that our method to deal with multi-particle implementations of Householder factorizations may provide some further tools for the design of quantum simulators. 
