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Abstrakt
Tato práce se zabývá řízením dynamických systémů v reálném čase a navazuje na předchozí
bakalářskou práci. V její úvodní části jsou definovány základní pojmy z oblasti řízení a
regulace, aby byl čtenář uveden do problematiky. Systémy v rámci této práce jsou popsány
pomocí diferenciálních rovnic, proto je část práce věnována seznámení se s různými meto-
dami řešení diferenciálních rovnic a jejich přesnosti. Je také představena Moderní metoda
Taylorovy řady, kterou řeší diferenciální rovnice přiložené programy. Pro simulaci byl inovo-
ván existující návrhový systém a implementováno několik dalších pomocných a výukových
nástrojů. Je zmíněno i řešení dopravního zpoždění.
Abstract
This thesis deals with the real time dynamic system control and it uses similar compu-
tation methods as earlier bachelor thesis. In the beginning of the thesis, some basics from
the field of control and regulation are explained. Systems in this thesis are mostly described
by differential equations. Because of this, thesis contains a section about solving differen-
tial equations. In this section, multiple approaches are covered and compared. The Modern
Taylor series method is introduced, which is used by implemented applications. For sys-
tem simulation, existing software was upgraded and multiple additional utilities were also
implemented. The approximation of the transport delay is also mentioned.
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Kapitola 1
Úvod
Regulace je běžnou součástí technické praxe a běžného života. V technické praxi se vyskytuje
velké množství regulátorů, které používáme ke kontrole a korekci funkce mnoha zařízení.
Lidské tělo je také stroj, i když biologický, a proto musí být také regulováno.
Tato práce představuje možnost řešení regulace dynamických systémů pomocí Taylorovy
řady a specializovaných softwarových prostředků, které se dají na tuto aplikaci velice vhodně
využít.
V první části práce se seznámíme s postupem návrhu dynamických systémů a možnostmi
jejich popisu. Práce dále pokračuje úvodem do problematiky řízení a regulace. Čtenář se
seznámí s různými typy regulačních obvodů a typy regulátorů, které se běžně používají.
Následující část práce se zabývá řešením diferenciálních rovnic. V rámci kapitoly jsou
uvedeny možnosti a metody řešení. Největší pozornost je věnována numerickým metodám
řešení diferenciálních rovnic s tím, že je demonstrována Moderní metoda Taylorovy řady,
která je používána dále v práci.
Dále práce obsahuje stručné seznámení s existujícími aplikacemi pro řešení diferenciál-
ních rovnic, včetně řešených příkladů v těchto systémech a jejich srovnání.
Po představení existujících aplikací se čtenář seznámí s implementovaným nebo ino-
vovaným softwarem pro tuto práci. V rámci této práce jsou popsány základní principy a
chování implementovaných programů, podrobnosti se nachází v nápovědách a programá-
torských dokumentacích, které jsou přiloženy na doprovodném CD.
Dále se práce stručně věnuje aproximaci dopravního zpoždění pomocí Padého rozvoje a
v závěrečné části práce je stručně demonstrován způsob popisu regulačních obvodů pomocí
TKSL/C Lab.
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Kapitola 2
Návrh řídících systémů
V této kapitole se seznámíme se základními problémy, které mohou nastat při návrhu řídí-
cích systémů. Během kapitoly se seznámíme s postupem vytvoření modelů těchto systémů,
rozdělením systémů a jejich popisem. Kapitola vychází převážně z [1].
Bez řídících systémů by neexistovala moderní výroba, vozidla, počítače, jednoduše
řečeno žádná moderní technika. Řídící systémy totiž, široce řečeno, zajišťují, že stroje fun-
gují tak, jak mají. Jsou velmi často založeny na principu zpětné vazby, tzn. že signál, který
se má řídit je porovnáván se signálem referenčním. Rozdíl mezi těmito signály se využije
pro provedení nápravného opatření.
Abychom vytvořili správně fungující systém, je potřeba vytvořit jeho model a podle něj
poté systém navrhnout. Při tvorbě řízení pro tyto systémy postupujeme následovně:
1. Prostudujeme systém, který chceme řídit. Rozhodneme, které senzory a akční členy
použijeme a kam je umístíme
2. Vytvoříme model systému, který chceme řídit
3. Pokud je to potřeba, model zjednodušíme aby byl ovladatelný
4. Provedeme analýzu výsledného modelu, zjistíme jeho parametry
5. Rozhodneme o výkonových specifikacích
6. Vybereme typ regulace, kterou budeme používat
7. Navrhneme regulátor tak, aby odpovídal specifikacím. Pokud to není možné, upravíme
specifikaci nebo se pokusíme najít jiný, obecnější regulátor
8. Provedeme simulaci výsledného řídícího systému
9. Pokud je potřeba, opakujeme od kroku 1
10. Vybereme vhodný hardware a software pro implementaci regulátoru
11. Po uvedení regulátoru do provozu v případě potřeby dolaďujeme jeho parametry
Modelů, které vytváříme, může být několik, podle toho, jak se chceme na modelovaný
systém dívat. Základní rozdělení, které stačí našim potřebám, obsahuje 4 druhy modelů:
• reálný fyzický systém, který skutečně existuje
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• ideální fyzický model, který získáme systematickou dekompozicí reálného systému do
jeho stavebních komponent (např. rezistory, elektrony atp.)
• ideální matematický model, který získáme aplikací přírodních zákonů na ideální fy-
zický model. Většinou je složen z nelineární parciálních rovnic a podobně.
• redukovaný matematický model, který získáme z ideálního matematického modelu
jeho linearizací, zjednodušováním, zanedbáváním atp.
Slovní popis systémů může způsobit zmatení mezi reálným fyzickým systémem a ide-
álním fyzickým modelem. Například slovo rezistor může sloužit k popisu kousku keramiky
a kovu, ze kterého se rezistor skládá a zároveň jako pojmenování předmětu, který splňuje
Ohmův zákon. V případě této ne jednoznačnosti můžeme pro rozlišení použít přídavná
jména reálný a ideální.
Matematické systémy nemohou přesně modelovat reálný fyzický systém, protože vždy
existuje nejistota. Nejistota pro nás znamená, že nedokážeme předpovědět výstup fyzického
systému i přesto, že známe jeho vstup. Nejistota má dva zdroje: neznámé a nepředvída-
telné vstupy (rušení, šum, atp.) a dynamický vývoj systému, který neumíme předpovědět.
Cílem modelu by mělo být správně předpovědět odezvu vstupu na výstup, abychom mohli
s pomocí modelu navrhnout řídící systém a mít jistotu, že bude fungovat i ve skutečnosti.
Model by měl správně předpovídat odezvy systému tak, aby na jeho základě mohl být
řídící systém vytvořen. Po vytvoření řídícího systému bychom chtěli mít jistotu, že bude
navržený systém správně fungovat jako součást skutečného fyzického systému. Toho bohužel
nelze plně dosáhnout, vždy je potřeba jistá míra víry, ale riziko lze snížit použitím správných
modelovacích, návrhových a analytických postupů.
V rámci práce budeme pracovat s matematickými modely.
2.1 Chování a popis lineárních systémů
Chování lineárních systémů lze popsat dvěma různými a navzájem odlišnými způsoby:
vnějším a vnitřním.
2.1.1 Popis vnější
Vnější popis systému vyjadřuje dynamické vlastnosti systému pouze pomocí vztahu mezi
výstupní a vstupní veličinou. Při vnějším popisu považujeme systém za černou skříňku
(
”
black box“) se vstupem a výstupem. U této skříňky nás nezajímá její obsah, fyzikální
realizace, ani její konstrukce. Systém zkoumáme pouze pomocí jeho reakcí na vstupní pod-
něty. Přitom se nezajímáme o fyzikální děje, které uvnitř skříňky probíhají. Tento popis
můžeme realizovat např. pomocí:
• diferenciální rovnicí, která popisuje systém (tento způsob budeme používat v rámci
práce),
• impulzní funkcí a charakteristikou,
• přechodovou funkcí a charakteristikou,
• frekvenčním přenosem a frekvenčními charakteristikami, atd.
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Lineární spojitý systém se vstupem u(t) a výstupem y(t) může být obecně popsán
diferenciální rovnicí:
any
n + an−1yn−1 + · · ·+ a1y′ + a0y = bmum + · · ·+ b1u′ + b0u (2.1)
Stupeň nejvyšší derivace výstupní veličiny je vždy vyšší nebo roven stupni nejvyšší
derivace vstupní veličiny (n ≥ m). Řád diferenciální rovnice n (nejvyšší derivace výstupní
veličiny y(n)) udává řád systému. Tato rovnice nám umožňuje určit průběh odezvy systému
či regulačního členu. Jestliže známe průběh vstupního signálu u(t), můžeme dosazením do
této rovnice a jejím vyřešením spočítat průběh výstupu y(t). Mimo průběhu vstupního
signálu musíme také znát hodnoty počátečních podmínek (y(0), y′(0), . . . , yn−1(0)) obecně
tedy celkem n počátečních podmínek.
Obrázek 2.1: Řešení systému pomocí diferenciální rovnice
Přenos systému je nejčastěji používaným způsobem popisu lineárních regulačních sys-
témů a zejména regulačních členů. Je definován jako poměr Laplaceova obrazu výstupní
veličiny ku Laplaceovu obrazu vstupní veličiny při nulových počátečních podmínkách:
G(s) =
L{y(t)}
L{u(t)} =
Y (s)
U(s)
(2.2)
Máme-li regulační člen daný diferenciální rovnicí obecně ve tvaru (2.1) je možno tuto
rovnici upravit:
G(s) =
bms
m + · · ·+ b1s + b0
ansn + · · ·+ a1s + a0 (2.3)
Stupeň polynomu v čitateli musí být menší nebo roven stupni polynomu ve jmenovateli.
2.1.2 Popis vnitřní
Schémata v této části jsou převzata z [16].
Vnitřní popis systému pracuje s pojmem stav systému. Je to vyjádření dynamických
vlastností systému mezi vstupem, výstupem a stavem systému. Ze zkušeností víme, že vý-
stupní veličina obecného systému nezávisí pouze na vstupní veličině, ale také na počátečních
podmínkách systému na počátku děje. Pro zavedení vnitřního popisu systému musíme znát
veškeré fyzikální nebo chemické pochody, které v něm probíhají. Z toho je zřejmé, že je
dokonalejší a přesnější, než popis vnější. V rámci teorie řízení systémy popisujeme tzv.
blokovou algebrou.
Každý člen je znázorněn obdélníkovým blokem, v němž si představujeme soustředěny
jeho dynamické vlastnosti. Vstup systému je označen čarou se šipkou, která směřuje do
bloku, výstup je označen čarou se šipkou, která směřuje z bloku. Běžně používáme schémata
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s jednou vstupní a jednou výstupní veličinou pro každý blok.
Spojovací čáry mezi bloku označují šíření signálu a jeho směr je vyznačen šipkou. Jestliže
se signál rozdvojuje do více bloků, rozdvojovací místo označíme tečkou. Jestliže se naopak
několik signálů algebraicky sčítá v jeden signál, označí se příslušné součtové místo kroužkem
s křížkem (sčítačka), při odečítání je příslušná část křížku vyčerní.
Bloky můžeme zapojovat třemi způsoby:
• sériově
• paralelně
• do zpětné vazby
Při sériovém zapojení je výstupní veličina předcházejícího členu vstupní veličinou ná-
sledujícího. Výsledný přenos dán součinem dílčích přenosů. Toto zapojení je na obrázku
2.2.
Obrázek 2.2: Sériové zapojení bloků
Při paralelním zapojení máme jednu vstupní veličinu pro všechny bloky a výstupní
veličiny jednotlivých bloků se sčítají. Výsledný přenos je součtem dílčích přenosů. Toto
zapojení je na obrázku 2.3.
Obrázek 2.3: Paralelní zapojení bloků
Při zpětnovazebním zapojení jsou členy zapojeny tak, že výstupní veličina jednoho
vede zpět na vstup, kde se odečítá nebo přičítá od vstupního signálu. Pokud odečítáme
výstupní signál, zapojení se nazývá záporná zpětná vazba. Toto zapojení je základem všech
regulačních obvodů. Tím, že na vstupu odečítáme výstupní signál se vytváří tzv. regulační
odchylka, kterou právě regulátor působí na regulovanou soustavu, tuto odchylku upravuje
a dosahuje tím shody mezi vstupní a výstupní veličinou. Pokud bychom vstupní signál
přičítali, jednalo by se o kladnou zpětnou vazbu, která se v regulační technice nepoužívá.
Toto zapojení je na obrázku 2.4.
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Obrázek 2.4: Zpětnovazební zapojení bloků
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Kapitola 3
Řízení, regulace, regulační systémy
V této kapitole se seznámíme s problematikou regulace obecně. Kapitola začíná pohledem
do historie na jeden z historických regulátorů. Po tomto historickém úvodu shrneme zá-
kladní pojmy z oblasti regulace dynamických systémů a uvedeme čtenáře do problematiky.
Kapitola vychází převážně z [16], [14] a další literatury, která bude případně uvedena u jed-
notlivých podkapitol.
3.1 Pohled do historie
Jedním z prvních
”
automatických“ regulátorů je Wattův odstředivý regulátor, který se pou-
žívá na stabilizaci otáček parního stroje. Princip činnosti tohoto regulátoru je na obrázku
3.1a ([18]). Regulátor se skládá ze dvou závaží, která rotují a jsou poháněna parním strojem,
jehož otáčky mají být regulovány. Čím rychleji závaží rotují, tím více se vychýlí od svislé osy
rotace. Vychýlení je převedeno na svislý pohyb, který je převeden k ventilu, který reguluje
přívod páry k parnímu stroji. Jedná se tedy vlastně o mechanickou realizaci záporné zpětné
vazby. Na obrázku 3.1b je fotografie tohoto regulátoru pořízená v Technickém muzeu Brno.
(a) Princip činnosti Wattova odstředivého regulá-
toru
(b) Wattův odstředivý regulátor v Tech-
nickém muzeu Brno
Obrázek 3.1: Wattův odstředivý regulátor
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3.2 Základní pojmy
Řízení je každé cílevědomé působení na řízený objekt, s cílem dosáhnout předem daného
stavu. Pokud takové řízení probíhá automaticky, mluvíme o automatickém řízení. To se
v technické praxi vyskytuje ve dvou hlavních formách:
1. Sekvenční řízení, kdy řízený systém přechází postupně z jednoho stavu do druhého.
K přechodu obvykle dochází tehdy, jsou-li splněny určité podmínky. Typickým příklad
je zahájení nebo ukončení nějakého technologického procesu (kopírka je připravena
k práci teprve po nahřátí válce, při vypnutí projektoru zhasne lampa, ale větrák běží
ještě určitou dobu, aby nedošlo k přehřátí zbytkovým teplem apod.).
2. Řízení dynamických systémů, kdy je cílem řízení, aby daná výstupní (regulovaná)
veličina co nejpřesněji sledovala časový průběh dané řídící (žádané, vstupní) veličiny
a to bez ohledu na signálové i parametrické poruchy, které na řízenou soustavu mohou
působit.
Regulátor, který generuje akční veličinu a působí na soustavu musí tedy plnit dvě úlohy:
1. zajistit věrné sledování řízení, což je obtížné vzhledem k dynamickým vlastnostem
řízeného objektu
2. kompenzovat poruchy, které mohou na řízený objekt působit tak, aby se jejich vliv
na regulované veličině projevil v co nejmenší míře
V rámci této práce se budeme věnovat řízení dynamických systémů.
Regulované soustavy (systémy, objekty) mohou mít jeden vstup a jeden výstup. V tom
případě je označujeme SISO systémy (Single Input–Single Output). Pokud mají více vstupů
a více výstupu, mluvíme o MIMO systémech (Multi Input–Multi Output).
V systémech automatického řízení se vyskytují tyto základní veličiny (proměnné):
• regulovaná veličina je vstupní veličina řízeného systému. Obvykle ji značíme y.
• řídící veličina nebo také žádaná hodnota nebo vstupní veličina. Hodnota této pro-
měnné určuje, jaká má být hodnota a časový průběh regulované veličiny. Obvykle ji
značíme w.
• regulační odchylka je rozdíl mezi žádanou hodnotou a regulovanou veličinou. Ob-
vykle ji značíme e a platí e = w − y.
• akční veličina nebo také regulační veličina je vstupní veličina regulované soustavy
a výstupní veličina regulátoru. Obvykle ji značíme u nebo x.
• porucha je veličina, která působí buď na vstupu, výstupu nebo na libovolném místě
regulované soustavy. V praxi může na jednu soustavu působit několik poruch v růz-
ných místech. Signálové poruchy obvykle značíme v.
Regulované soustavy mohou mít stále (časově invariantní) vlastnosti, nebo se jejich
vlastnosti mohou v čase měnit.
Procesy, které probíhají v regulovaných soustavách mohou být popsány buď lineárními
nebo nelineárními rovnicemi. V reálném světě je jen velmi málo systémů, které jsou skutečně
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lineární. Řada reálných systémů se však – zejména v okolí pracovních bodů – od lineárních
systémů příliš neliší a proto je lze s určitou mírou nepřesnosti za lineární považovat. V praxi
se nejprve provádí tzv. linearizace systému, při které nahradíme skutečný systém jeho mo-
delem, který v okolí pracovních bodů s dostatečnou přesností nahradí původní nelineární
vztahy lineárními rovnicemi.
Proces řízení může být realizován různými způsoby a podle toho se systémy řízení
rozdělují do několika skupin, z nichž některé jsou považovány za standardní. Rozlišujeme
regulátory přímočinné (např. regulátory v lednicích atd.) a s pomocnou energií podle
toho, zda se k řízení používá pouze energie, která se odebírá z řízené soustavy nebo ze
zvláštního zdroje.
Jiné dělení může být podle toho, zda působení akční veličiny je v čase spojité či probíhá
pouze v určitých časech. Podle toho mluvíme o spojitém nebo diskrétním řízení.
Spojité regulátory pracují se spojitými signály, jsou snadné na návrh a jsou základem
regulační techniky. Diskrétní regulátory (počítače ve funkci regulátorů) jsou dnes nejpou-
žívanějším druhem regulátorů.
Podle časového průběhu žádaná (řídící) veličiny dělíme řízení do tří skupin:
• Řízení na konstantní hodnotu je takové, kdy žádaná hodnota má po celou dobu čin-
nosti konstantní hodnotu. Sem patří např. řízení frekvence a napětí v rozvodné síti,
regulace hladiny, atd.). Úkolem řízení u tohoto typu je pouze kompenzace poruch,
které působí na řízený systém. Regulace na konstantní hodnotu se vyskytuje obvykle
u řízení základních fyzikálních veličin (např. teplota či tlak). Řadíme sem i takové sys-
témy u kterých se žádaná hodnota sice čas od času mění, ale mezitím je konstantní.
Tyto systémy se často nazývají regulátory.
• Systémy typu servomechanismus se vyznačují tím, že žádaná hodnota se mění
předem neznámým způsobem a hlavním úkolem řízení je zajistit její co nejpřesnější
sledování regulovanou veličinou. Název je odvozen od nejčastější realizace tohoto typu
zařízení, totiž sledování polohy.
• Jako programové řízení označujeme řízení, u kterého žádaná veličina má v čase
předem známý průběh. Obě základní úlohy řízení (tj. co nejvěrnější sledování a kom-
penzace poruch) jsou zde rovnocenné a podle toho musí být také navržen řídící algo-
ritmus.
Zcela zásadní dělení spočívá v tom, zda se řízení děje v otevřeném obvodu (bez zpětné
vazby, obvykle mluvíme o ovládání) nebo v uzavřeném obvodě se zpětnou vazbou (ob-
vykle mluvíme o regulaci).
Blokové schéma otevřeného obvodu je na obrázku 3.2. Na řízenou soustavu S s výstupem
y působí kromě akční veličiny x (výstupní veličina regulátoru R) poruchy v1 (na vstupu
soustavy) a v2 (přičítá se k výstupu soustavy). Regulátor R produkuje akční veličinu x
podle řídící (žádané) hodnoty w , která působí na jeho vstupu.
Vzhledem k tomu, že regulátor nemá žádné informace o skutečné hodnotě výstupu
y, nemůže reagovat na působení obou poruchových signálů, z čehož plyne, že v tomto
uspořádání není možné splnit jednu ze základních úloh tj. kompenzovat vliv poruchových
signálů. Druhou základní úlohu, totiž co nejvěrnější sledování žádané hodnoty lze realizovat
jen tehdy, má–li regulátor správné informace o vlastnostech soustavy S. Řízení bez zpětné
vazby lze tedy použít jen tehdy, chceme–li změnit změnit vlastnosti soustavy z hlediska
přenosu řídící veličiny. Jde většinou o jednoduché řízení ve smyslu ovládání.
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Obrázek 3.2: Schéma ovládání
Oproti tomu řízení se zpětnou vazbou (regulace), jehož blokové schéma je na obrázku
3.3 poskytuje daleko širší možnosti.
Obrázek 3.3: Schéma regulace
Řídící veličina w je v součtovém (rozdílovém) členu porovnávána s hodnotou regulované
veličiny y a výsledná regulační odchylka e je vstupní veličina regulátoru. Regulátor tak může
reagovat nejen na změnu řídící veličiny, ale i na důsledky působících poruch. Řídící veličina
w je zadávána buď ručně, nebo pomocí posuvného nebo otočného ovladače a pro následný
rozdíl od regulované veličiny y je třeba ji upravit na stejnou fyzikální veličinu, jako signál
z čidla. K tomu slouží převodníky (na obrázku Př. 1 a Př. 2), u kterých předpokládáme
linearitu a nulové zpoždění. Dynamické vlastnosti snímače obvykle zanedbatelné nejsou,
předpokládáme však, že jsou zahrnuty do chování regulované soustavy.
3.2.1 Regulátory
Regulátor působí pomocí akční veličiny na soustavu tak, aby byla regulační odchylka co
nejmenší. V tomto širším smyslu je regulátor složen z celé řady dalších částí. Dle obrázku
3.3 se regulátor skládá z následujících částí:
• Měřící člen zjišťuje skutečnou hodnotu regulované veličiny, převádí ji na elektrické
napětí a vytváří regulační odchylku. Měřící člen se skládá ze snímače s převodníkem,
z převodníku řídící veličiny a porovnávacího členu.
• Snímač zjišťuje časový průběh regulované veličiny. Podle toho, jakou fyzikální ve-
ličinu regulujeme, zvolíme druh snímače. Je také nutné snímač správně umístit v rámci
regulované soustavy. Výstupem snímače je signál úměrný regulované veličině. Po-
rovnávací člen provádí odečítání výstupního signálu ze snímače od signálu žádané
hodnoty regulované veličiny. Tento rozdíl je regulační odchylka.
• Ústřední člen zpracovává regulační odchylku (zesílením, integrací či derivací). Ústřední
člen je hlavní část regulátoru a má rozhodující vliv na regulační pochod.
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• Akční člen se skládá z pohonu a regulačního orgánu. Regulační orgán bývá někdy
považován za součást regulované soustavy a přímo ovládá akční veličinu (např. ventil,
. . . ). Požadujeme lineární závislost mezi polohou pohonu a akční veličinou. Pohon
dodává regulačnímu orgánu energii.
Uspořádání podle obrázku 3.3 není jediná možná struktura zpětnovazební regulace i
když je nejčastější. Jedná se o strukturu typickou pro systémy typu servomechanismus,
kdy je důležitý buďto dokonalý přenos řídící veličiny, zatímco kompenzace poruch není
tak podstatná nebo naopak. Společným znakem těchto obvodů je tedy to, že neklademe
současně požadavky na obě základní funkce zpětnovazebního řídícího. Tento a podobné
obvody označujeme jako regulační obvody s jedním stupněm volnosti.
Oba požadavky může mnohem lépe plnit struktura, která je nakreslena na obrázku 3.4.
Lze dokázat, že obvody jsou co do vlastností stejné a lze je navzájem transformovat. Blok
VZ je výkonový zesilovač, signál (t) se nerovná regulační odchylce. Obvody tohoto typu
nazýváme obvody se dvěma stupni volnosti, protože dokáží současně splnit obě skupiny
požadavků. Běžně se používají při číslicovém řízení.
Obrázek 3.4: Regulační obvody se dvěma stupni volnosti
Jak bylo řečeno, podle druhu energie, která napájí samotný regulátor, rozeznáváme:
• přímočinné regulátory, které nemají vlastní zdroj energie a ke své činnosti využívají
pouze energii odebíranou z regulované soustavy. Do této skupiny patří velká většina
jednoduchých průmyslových regulátorů (regulátory teploty, vlhkosti, atd.). Tyto regu-
látory jsou většinou nelineární a akční veličina může nabývat pouze omezeného počtu
hodnot (často pouze dvě: zapnuto/vypnuto). Jsou to známé reléové regulátory, které
se používají v pračkách, žehličkách, apod.
• regulátory s pomocným zdrojem energie jsou složitější zařízení, jejichž jádrem je vždy
zesilovač. Dosahují vysoké kvality regulace (úměrně ceně a složitosti). Statické vlast-
nosti těchto regulátorů považujeme v určitém rozsahu za lineární.
3.2.2 Typy regulátorů
Tato část kapitoly vychází ze [16] a [14].
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Jak bylo řečeno, druh regulátoru závisí hlavně na dynamických vlastnostech jeho ústřed-
ního členu.
P regulátor
Proporcionální (P) regulátor pouze regulační odchylku zesiluje. Akční veličina je úměrná
regulační odchylce a platí mezi nimi přímá úměra
x(t) = r0e(t) (3.1)
Přenos je
FR(p) =
X(p)
E(p)
= r0 = KR
I regulátor
Integrační (I) regulátor má regulační odchylku úměrnou velikosti integrálu regulační od-
chylky, pro časové průběhy platí vztah:
x(t) = ri
∫ t
0
e(t) dt+ x(0) (3.2)
Tomu odpovídá přenos
FR(p) =
X(p)
E(p)
=
ri
p
=
1
Tip
D regulátor
U derivačního (D) regulátoru je akční veličina úměrná derivaci regulační odchylky:
x(t) = r1e
′
(3.3)
PI regulátor
Proporcionálně-integrační (PI) regulátor vzniká kombinací P a I regulátoru. Jeho akční
veličina je úměrná jak regulační odchylce, tak jejímu integrálu, přičemž vliv jednotlivých
složek se dá omezit vhodnou volbou konstant r0 a ri
x(t) = r0e(t) + ri
∫ t
0
e(t) dt+ x(0) (3.4)
Přenos je tedy roven
FR(p) =
X(p)
E(p)
= r0 +
ri
p
= kr
Trp+ 1
p
=
Trp+ 1
Tip
Mezi konstantami pro různé formy přenosu platí
kr = ki =
1
Ti
Tr =
r0
ri
r0 =
Tr
Ti
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PD regulátor
Proporcionálně-derivační (PD) má akční veličinu úměrnou regulační odchylce a její derivaci
(r0 a rd)
x(t) = r0e(t) + rd
de(t)
dt
(3.5)
Takže má přenos
FR(p) =
X(p)
E(p)
= r0 + rdp = KR(TDp+ 1)
Platí také
KR = r0 TD =
rd
r0
PID regulátor
Regulátor proporcionálně-integračně-derivační (PID) má akční veličinu úměrnou regulační
odchylce, jejímu integrálu a její derivaci:
x(t) = r0e(t) + rd
de(t)
dt
+ ri
∫ t
0
e(t) dt+ x(0) (3.6)
Přenos tohoto regulátoru má tři členy
FR(p) =
X(p)
E(p)
= r0 +
ri
p
+ rdp = KR(1 + TDp+
1
TIp
= kr
(Tip+ 1)(T2p+ 1)
p
Mezi konstantami platí tyto vztahy
KR = r0 TD =
rd
r0
TI =
r0
ri
kr = ri T1,2 =
−TI ±
√
TI(TI − 4TD)
2TITD
kde KR je zesílení, TD derivační a TI integrační složka.
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Kapitola 4
Řešení diferenciálních rovnic
V této kapitole se seznámíme s možnými přístupy k řešení diferenciálních rovnic, protože
je používáme pro popis modelu regulované soustavy. Kapitola převážně vychází z [4], [8],
[5] a také z [9]. Další použitá literatura je případně uvedena dále.
Diferenciální rovnice jsou rovnice, ve kterých se jako neznámá vyskytuje funkce a její
derivace.
4.1 Analytické řešení
Při výpočtech, v nichž se vyskytují derivace funkcí zjišťujeme, že mezi funkcemi a jejich
derivacemi platí celá řada vztahů. Například pro funkci y(t) = A sin(t) platí y′ = A cos(t),
y′′ = −A sin(t). Můžeme tedy psát, že
y′′(t) + y(t) = 0 (4.1)
Pro jinou funkci y(t), např. yt = Bet je y′(t) = Bet. Platí tedy
y′(t)− y(t) = 0 (4.2)
Analytickým řešením diferenciální rovnice tedy rozumíme takové funkce, jejichž dosaze-
ním do diferenciální rovnice dostaneme identitu. Obecně má diferenciální rovnice nekonečně
mnoho řešení, v praxi však většinou ještě známe podmínky (např. počáteční), které nám
umožní vybrat z nekonečného množství řešení takové, které odpovídá dané situaci.
Způsob řešení analyticky si ukažme na následujícím jednoduchém příkladu. Uvažujme
rovnoměrný přímočarý pohyb tělesa. Z fyziky víme, že rychlost je derivací dráhy podle času,
což můžeme zapsat jako diferenciální rovnici s′(t) = v(t). Pokud se jedná o rovnoměrně
přímočarý pohyb, rychlost je konstantní a tedy v(t) = v. Platí
s′(t) = v
což odpovídá diferenciální rovnici pro dráhu s(t). Integrací dostaneme
s(t) = vt+ C
kde C je libovolná integrační konstanta, kterou určíme z počátečních podmínek.
Výsledkem analytického řešení je tedy funkce času a konkrétní hodnotu v určitém čase
získáme dosazením tohoto času do výsledné rovnice. Lze určit hodnotu v libovolném bodě,
ve kterém má funkce řešení. Analytické metody jsou přesné, ale velmi špatné použitelné při
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řešení diferenciálních rovnic pomocí počítače. Tam používáme numerické řešení diferenci-
álních rovnic.
4.2 Numerické řešení
Výchozí tvar diferenciální rovnice, kterou chceme řešit numericky je
y′ = f(x, y) y(x0) = y0 (4.3)
Při numerickém řešení diferenciálních rovnic toto řešení nehledáme jako spojitou funkci
na celém intervalu řešení < a, b >, ale hodnoty přibližného řešení hledáme pouze v omeze-
ném počtu bodů, které se nachází v rámci intervalu (a = x0 < x1 < x2 < · · · < xn = b).
Bodům x1, x2, . . . , xn říkáme uzlové a jejich množině síť. a je v našem případě y(x0). Roz-
díl hi = xi+1 − xi se nazývá krok sítě v uzlu xi. Na obrázku 4.1 vidíme přesné řešení
diferenciální rovnice (plná čára) a přibližné hodnoty vyznačené kroužky.
Obrázek 4.1: Přesné a přibližné řešení diferenciální rovnice
Na obrázku 4.1 je použita ekvidistantní síť, to znamená, že integrační krok h mezi
jednotlivými uzly byl konstantní.
Obecně k řešení těchto rovnic využíváme numerické derivování, kdy nahrazujeme funkci
interpolačním polynomem případně jinou aproximací a derivovat aproximující funkci. Po-
kud použijeme interpolační polynom, nahradíme hodnotu derivace funkce nahradíme hod-
notou derivace integračního polynomu. Je-li Pn(x) interpolační polynom daný funkcí f(x)
a uzlovými body x0, x1, . . . , xn, položíme
f ′(x) .= P ′n(x)
Pro derivace vyšších řádů (pouze do řádu n) můžeme položit
f (s)(x)
.
= P (s)n (x)
Hodnoty derivace a interpolačního polynomu se nemusí shodovat. Jak vidíme na ob-
rázku 4.2, funkční hodnoty v uzlových bodech jsou jak u funkce, tak u interpolačního
polynomu stejné, směrnice tečen k těmto dvěma grafům (tzn. hodnoty prvních derivací)
jsou v uzlových bodech velmi odlišné.
Nejjednodušší vzorec pro derivaci prvního řádu dostaneme zderivováním interpolačního
polynomu prvního stupně daného uzly x0 a x1 = x0 +h. Má-li funkce f druhou derivaci na
intervalu 〈x0, x1〉, pak existují body ξ0, ξ1 ∈ 〈x0, x1〉 takové, že platí:
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Obrázek 4.2: Výsledek interpolace
f ′(x0) =
f(x1)− f(x0)
h
−h
2
f ′′(ξ0) (4.4)
f ′(x1) =
f(x1)− f(x0)
h
−h
2
f ′′(ξ1) (4.5)
Tyto vzorce lze rovněž odvodit z Taylorova rozvoje funkce f . Graficky lze rovnici 4.5
znázornit takto:
Obrázek 4.3: Ilustrace ke vzorci 4.5
Derivováním interpolačního polynomu druhého stupně daného uzly x0 = x1 − h, x1 a
x2 = x1 + h dostaneme přesnější vzorce pro první derivaci v těchto uzlových bodech. Má-li
funkce f čtvrtou derivaci na intervalu 〈x0, x2〉 pak existují body ξ0, ξ1, ξ2 ∈ 〈x0, x2〉 takové,
že
f ′(x0) =
−3f(x0) + 4f(x1)− f(x2)
2h
+
h2
3
f ′′′(ξ0) (4.6)
f ′(x1) =
f(x2)− f(x0)
2h
−h
2
6
f ′′′(ξ1) (4.7)
f ′(x2) =
f(x0)− 4f(x1) + 3f(x2)
2h
+
h3
3
f ′′′(ξ2) (4.8)
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Obrázek 4.4: Ilustrace ke vzorci 4.7
Pomocí druhé derivace téhož interpolačního polynomu dostaneme vzorec pro druhou
derivaci funkce f v bodě x1. Graficky lze rovnici 4.7 znázornit takto:
Na obrázcích 4.3 a 4.4 je hodnota derivace funkce f v bodě xi, tj. směrnice tečny ke grafu
funkce v tomto bodě (tečna je na obrázcích nakreslena černě), je přibližně rovna směrnici
sečny dané body x0 a x1, respektive x0 a x2 (sečny jsou na obrázcích nakresleny šedě).
4.3 Metody pro numerické řešení diferenciálních rovnic
V části 4.2 jsme se seznámili s obecným postupem numerického řešení diferenciálních rovnic.
V této části kapitoly se seznámíme s různými numerickými metodami řešení diferenciálních
rovnic a porovnáme jejich přesnost.
Obecně můžeme metody níže rozdělit do dvou skupin podle toho, kolik předchozích
kroků používají k výpočtu přibližné hodnoty v dalším uzlovém bodu. Pokud metoda vyu-
žívá jen informace z jednoho předchozího kroku, označujeme ji jednokroková. Mezi tyto
metody patří Eulerova metoda a metody, které z ní vycházejí. Pokud metoda používá infor-
mace z několika předchozích kroků, označujeme ji vícekroková. Příkladem zástupce této
skupiny metod je metoda Adams-Bashfort.
4.3.1 Eulerova metoda
Eulerova metoda je asi nejznámější metoda pro numerické řešení diferenciálních rovnic.
Proto ji odvodíme.
Mějme dánu počáteční úlohu 4.3 a pravidelnou síť x0,x1, . . . ,xn s krokem h. Ve všech
bodech sítě by podle vzorce mělo platit:
y′(xi) = f(xi, y(xi)) (4.9)
Derivaci na levé straně je možno nahradit jedním ze vzorců 4.5 a dostaneme:
y(xi+1)− y(xi)
h
.
= f(xi, y(xi)) (4.10)
Nahradíme-li y(xi) přibližnou hodnotou yi, můžeme odtud vyjádřit přibližnou hodnotu
y(xi+1) jako
yi+1 = yi + hf(xi, yi) (4.11)
19
Pomocí tohoto vzorce vypočteme přibližnou hodnotu řešení v dalším uzlovém bodě
pomocí hodnoty v uzlu předchozím. Hodnotu řešení v bodě x0 známe z počáteční podmínky,
je rovna y0.
K demonstraci Eulerovy metody použijeme následující jednoduchý příklad. Mějme di-
ferenciální rovnici
y′ = x2 − y y(0) = 1 (4.12)
Tuto diferenciální rovnici budeme řešit na intervalu {0; 0, 5} a použijeme integrační krok
h = 0, 1.
V našem případě je x0 = 0, y0 = 1 a f(x, y) = x2−y. Přibližné hodnoty řešení v dalších
bodech budeme počítat podle vzorce 4.11, konkrétně
yi+1 = yi + 0, 1 · (x2i − yi) i = 0, . . . ,4 (4.13)
Vypočtené hodnoty zapíšeme do tabulky. Pro srovnání uvedeme i hodnoty přesného
řešení y = −e−x+x2−2x+2 v uvedených bodech. Všechna čísla v tabulce jsou zaokrouhlena
na 4 desetinná místa.
i 0 1 2 3 4 5
xi 0 0,1 0,2 0,3 0,4 0,5
yi 1 0,9 0,811 0,7339 0,6695 0,6186
y(xi) 1 0,9052 0,8213 0,7492 0,6807 0,6435
Diferenciální rovnice nejsou pomocí Eulerovy metody řešeny příliš přesně, proto se
v praxi příliš nepoužívá. Existují ovšem dvě modifikace této metody, které její přesnost
zvyšují a velmi široce používaná skupina metod Runge-Kutta, která z ní vychází.
4.3.2 Metody Runge-Kutta
Skupina metod Runge-Kutta je jedna z nejdůležitějších skupin jednokrokových metod.
Právě výše zmíněné modifikace Eulerovy metody jsou metody z této skupiny.
Obecný tvar libovolné metody Runge-Kutta metody je
yn+1 = yn + h(w1k1 + · · ·+ wsks) (4.14)
kde
k1 = f(xn, yn)
ki = f(xn + αih, yn + h
i−1∑
j=1
βijkj) i = 2, . . . , x (4.15)
a wi, αi a βij jsou konstanty volené tak, aby metoda měla maximální řád. U první
modifikované Eulerovy metody bylo w1 = 0,w2 = 1,α2 = 12 ,β21= 12
, u druhé modifikace
w1 = w2 =
1
2 ,α2 = 1 a β21 = 1.
Nejznámější je následující metoda Runge-Kutta 4. řádu, která je definována těmito
rovnicemi:
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yn+1 = yn +
1
6
h(k1 + 2k2 + 2k3 + k4) (4.16)
k1 = f(xn, yn)
k2 = f(xn +
1
2
h, yn +
1
2
hk1)
k3 = f(xn +
1
2
h, yn +
1
2
hk2)
k4 = f(xn + h, yn + hk3)
Abychom demonstrovali funkčnost metody, předvedeme jeden krok řešení diferenciální
rovnice
y′ = x2 − y y(0) = 1
Budeme řešit s integračním krokem h = 0, 1.
Známe x0 = 0, y0 = 1, budeme počítat y1, tj. přibližnou hodnotu řešení v bodě x1 = 0, 1.
K tomu potřebujeme k1,k2,k3 a k4. Ta vypočteme podle vzorců 4.16:
k1 = f(0; 1) = 0
2 − 1 = −1
k2 = f(0 +
1
2
0, 1; 1 +
1
2
0, 1(−1)) = f(0, 05; 0, 95) = −0, 9475
k3 = f(0 +
1
2
0, 1; 1 +
1
2
0, 1(−0, 9475)) = f(0, 05; 0, 952625) = −0, 950125
k4 = f(0 + 0, 1; 1 + 0, 1(−0, 950125)) = f(0, 1; 0, 9049875) = −0, 8949875
y1 = y0 +
1
6
0, 1(k1 + 2k2 + 2k3 + k4)
.
= 0, 9051627
V každém dalším kroku budeme opět počítat čísla k1,k2,k3 a k4 a pomocí nich pak
přibližnou hodnotu řešení v dalším uzlovém bodě. V následující tabulce se nachází porovnání
výsledků příkladu, který je řešen Eulerovou metodou a metodou Runge-Kutta.
n xn y(xn) yn (Euler) yn (RK 4)
0 0 1 1 1
1 0,1 0,9051627 0,9 0,9051626
2 0,2 0,8212693 0,811 0,8212695
3 0,3 0,7491818 0,7339 0,7491818
4 0,4 0,6896800 0,6695 0,6896804
5 0,5 0,6434693 0,6186 0,6434699
Tabulka 4.1: Porovnání Eulerovy metody a metody Runge-Kutta 4. řádu
Vidíme, že použitá metoda Runge-Kutta 4. řádu je značně přesnější, než metoda Eule-
rova.
4.3.3 Vícekrokové metody
U vícekrokových metod počítáme přibližné řešení v dalším uzlovém bodě sítě pomocí něko-
lika předchozích uzlů. Protože přitom používáme nejen hodnoty přibližného řešení, ale také
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hodnoty pravé strany f(x, y) v těchto bodech, budeme kvůli snadnějšímu zápisu používat
označení fj = f(xj , yj).
Obecně vypadá lineární k–kroková metoda takto:
yn+1 = a1yn + a2yn−1 + · · ·+ akyn−k+1 + h(b0fn+1 + b1fn + · · ·+ bkfn+1−k) (4.17)
kde k je přirozené číslo a alespoň jedna z konstant ak, bk je různá od nuly. Nevýhodou
k–krokové metody je, že řešení v prvních k uzlových bodech x0, . . . , xk−1 musíme získat
nějakým jiným způsobem. To má většinou za úkol jednokroková metoda stejného řádu
přesnosti, jaký má použitá vícekroková metoda.
Je–li b0 = 0, metoda 4.17 se nazývá explicitní. V tomto případě můžeme hodnou v novém
uzlovém bodě vypočítat přímo dosazením do vzorce 4.17.
Je–li b0 6= 0, metoda 4.17 se nazývá implicitní. Na pravé straně rovnice 4.17 se kromě
známých hodnot vyskytuje také fn+1 = f(xn+1, yn+1), takže yn nemůžeme vypočítat přímo,
ale v každém kroku musíme řešit rovnici
yn+1 = hb0f(xn+1, yn+1) + g
s neznámou yn+1 kde g =
∑k
j=1 ajyn+1−j+h
∑k
j=1 bjfn+1−j je známé číslo, které je v každém
kroku jiné. V případě některých pravých stran f tuto rovnici vyřešíme přesně, obecně je
však potřeba tuto rovnici řešit numericky.
Pro předvedení přesnosti metody opět vyřešíme diferenciální rovnici
y′ = x2 − y y(0) = 1
nejdříve pomocí explicitní čtyř krokové metody 4. řádu
yn+1 = yn−3 +
4
3
h(2fn−2 − fn−1 + 2fn)
Budeme řešit s krokem h = 0, 1 na intervalu 〈0; 0, 5〉.
Nejdříve musíme nějakým způsobem najít řešení v bodech x1 = 0, 1, x2 = 0, 2 a x3 =
0, 3. Použijeme výsledky z tabulky 4.1. Vypočtené hodnoty pro n = 4 . . . 5 zapíšeme do
tabulky. Pro srovnání jsou uvedeny i hodnoty přesného řešení:
n xn y(xn) fn yn
4 0,4 0,6896800 -0,5296773 0,6896773
5 0,5 0,6434693 -0,3934678 0,6434678
Nyní diferenciální rovnici vyřešíme pomocí implicitní tříkrokové metody 4.řádu
yn+1 =
1
8
(9yn − yn−2) + 3
8
h(fn+1 + 2fn − fn−1)
Výsledky výpočtu pomocí této metody opět shrneme do tabulky.
n xn y(xn) yn (explicitní) yn (implicitní)
3 0,3 0,7491818 0,7491818 0,7491822
4 0,4 0,6896800 0,6896773 0,6896806
5 0,5 0,6434693 0,6434678 0,6434701
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Jak je vidět, metody jsou přesné přibližně na čtyři desetinná místa.
Dalším typem vícekrokových metod jsou metody založené na numerické integraci. Řeše-
nou rovnici y′(x) = f(x, y(x)) můžeme integrovat na intervalu 〈xn+1−s, xn+1〉 a dostaneme:
y(xn+1)− y(xn+1−s) =
∫ xn+1
xn+1−s
f(x, y(x)) dx (4.18)
Funkci f nahradíme interpolačním polynomem a ten zintegrujeme. Podle zvoleného s a
interpolačních uzlů dostáváme různé metody. Metodu zadanou polynomem 4.3.3 lze získat
integrací přes interval 〈xn−3, xn+1〉 a použitím otevřeného Newton-Cotesova vzorce s uzly
xn−2, xn−1 a xn.
Častější, než použití Newton-Cotesových vzorců je nahrazení funkce f interpolačním
polynomem s vhodně zvolenými uzly. Polynom poté zintegrujeme přes interval 〈xn, xn+1〉
a na základě zvolených uzlů dostaneme explicitní, resp. implicitní k–krokovou metodu.
Explicitní metody, které tento postup používají se obecně nazývajíAdams-Bashforthovy.
Nejjednodušším případem Adams-Bashforthovy metody, kdy k = 1 je Eulerova metoda, kdy
funkci f nahrazujeme konstantou fn a integrací přes interval {xn, xn+1} dostaneme známý
vzorec yn+1 = yn + hfn.
Obecný tvar metod typu Adams-Bashfort je
yn+1 = yn + h(b1fn + b2fn−1 + · · ·+ bkfn+1−k) (4.19)
Přehled hodnot koeficientů bi pro k = 1, 2, 3, 4 viz [4].
4.3.4 Řešení pomocí Taylorova polynomu
Taylorův polynom slouží k nahrazení funkce v okolí nějakého bodu.
Má-li funkce f spojité parciální derivace až do řádu k na okolí U(x0) bodu x0 potom
Taylorovým polynomem funkce f v bodě x0 nazýváme polynom
Tk(X) = f(X0)+
1
1!
df(X0, X−X0)+ 1
2!
d2f(X0, X−X0)+ · · ·+ 1
k!
dkf(X0, X−X0) (4.20)
Pro řešení diferenciálních rovnic v rámci této práce se používá Moderní metoda Ta-
ylorovy řady doc. Kunovského. Pomocí tohoto přístupu řeší diferenciální rovnice systém
TKSL, který bude popsán v kapitole 5.1.
Pro popis této metody upravíme vzorec 4.20 následovně:
yn+1 = yn + hf(tn, yn) +
h2
2!
f [1](tn, yn) + · · ·+ h
p
p!
f [p−1](tn, yn) (4.21)
kde h je integrační krok. Hlavní předností této metody je možnost automatické úpravy
velikosti řádu metody, to znamená použití tolika členů Taylorovy řady, kolik je potřeba pro
výpočet s požadovanou přesností.
Při výpočtu se mohou používat různé řády metody (ORD). Pokud používáme Taylorovu
řadu, řád metody pro nás znamená počet členů řady, který se použije pro výpočet. Pro
ORD = 1 tedy použijeme pouze první člen Taylorovy řady:
yn+1 = yn + hf(tn, yn)
Pro ORD = 2 použijeme členy Taylorovy řady až do druhé mocniny kroku h, takže
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yn+1 = yn + hf(tn, yn) +
h2
2!
f [1](tn, yn)
Jak bylo řečeno, metoda zvyšujeORD automaticky. Znamená to, že hodnoty h
p
p! f
[p−1](tn, yn)
jsou dopočítávány pro zvyšující se hodnoty p tak dlouho, dokud další přidaný člen nezvýší
přesnost výsledku.
Výsledky řešení pomocí této metody a porovnání s jinými metodami se nachází v kapi-
tole 5.
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Kapitola 5
Software pro řešení diferenciálních
rovnic
V kapitole 4 jsme uvedli různé způsoby, jak řešit diferenciální rovnice. Vzhledem k tomu,
že je analytické řešení vzhledem ke značné složitosti nevhodné, diferenciální rovnice řešíme
na počítačích výhradně numericky.
V této kapitole se seznámíme s několika systémy, které můžeme k řešení diferenciálních
rovnic použít. Bude se jednat o simulační systém TKSL, systém Matlab a systém Octave.
Porovnáme, jak systémy řeší diferenciální rovnice a vyřešíme pomocí nich vzorový příklad,
abychom porovnali přesnost výpočtu.
Část kapitoly o simulačním systému TKSL vychází převážně z prezentace TKSL, kterou
vytvořil doc. Kunovský a rozšiřuje podobnou kapitolu, která byla zpracována v rámci baka-
lářské práce [17]. Dalším použitým zdrojem jsou webové stránky TKSL [7]. Část o systému
Matlab vychází z [10], část o systému Octave vychází z [2].
5.1 Simulační systém TKSL
Simulační systém TKSL používá Moderní metodu Taylorovy řady a je použit v imple-
mentovaných programech. Nejdříve se zaměříme na simulační systém TKSL/386 a poté na
jeho následníka, TKSL/C. Poté předvedeme, jak TKSL zjednodušuje diferenciální rovnice
a jakým algoritmem je poté počítá. Algoritmus byl implementován v rámci této práce a
informace o něm se nachází v kapitole 6.2.
5.1.1 Postup řešení diferenciálních rovnic pomocí TKSL
Při řešení systému je nutné řešený problém (tj. diferenciální rovnice) automaticky převést.
TKSL je převádí na polynomy, protože polynomiální forma je vhodná pro výpočet pomocí
rekurentních výrazů. Postup si ukážeme na následujícím příkladu. Mějme diferenciální rov-
nici:
y′ = sin(
√
cos(t)) y(0) = y0 (5.1)
Řešení provádíme pomocí substituce. Začneme zavedením substitučních výrazů:
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y′ = y1 y(0) = y0 (5.2)
y1 = sin(y3)
y3 =
√
y4
y4 = cos(t)
Nyní je našim cílem převést výrazy, které jsou uvedeny v 5.2 pomocí tvořících rovnic,
jejichž přehled je uveden v příloze C.
Rovnice y4 = cos(t)
Tvořící rovnice pro funkci cos jsou sice obecně uvedeny v příloze, ale pro pohodlí čtenáře
je uvedeme i zde. Mají tento základní tvar:
y1
′ = y2 y1(0) = 1 (5.3)
y2
′ = −y1 y2(0) = 0
Pro naše řešení použijeme následující tvar, ve kterém pouze změníme indexy:
y4
′ = y5 y4(0) = 1 (5.4)
y5
′ = −y4 y5(0) = 0
Tyto diferenciální rovnice můžeme znázornit pomocí diagramu, který se bude skládat
ze dvou integrátorů a jednoho invertoru (obrázek 5.1):
Obrázek 5.1: Rovnice y4 = cos(t) pomocí integrátorů
Rovnice y3 =
√
y4
Pro základní tvar y1 =
√
t+ a vypadá tvořící rovnice takto:
y1
′ =
1
2
· 1
y1
y1(0) =
√
a (5.5)
Protože nemusí být zřejmé, jak byl odvozen tento tvar, odvození provedeme. Pro derivaci
složené funkce platí následující obecný vztah:
[f(g(x))]′ = f ′(g(x)) · g′(x) (5.6)
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kde pro nás platí, že g(x) = t + a a funkce f je druhá odmocnina. Pro derivaci součtu
platí g′ = t′+a′, kde a je konstanta. Pro derivaci druhé odmocniny platí
√
x
′
= x
1
2 = 12 ·x−
1
2 .
Po dosazení:
[f(g(x))]′ = f ′(g(x)) · g′(x) = (t+ a) 12 · (t1 + a1) = (1
2
· 1
(t+ a)
1
2
) · (1 · t0 + 0) (5.7)
Protože g(x) = t+ a, můžeme výsledek upravit na:
[f(g(x))]′ = (
1
2
· 1
g(x)
1
2
) · (1 · 1 + 0) = (1
2
· 1
g(x)
1
2
) (5.8)
,což odpovídá základnímu tvaru. Protože konstanta a nemá při derivování význam,
můžeme ji zanedbat. Počáteční podmínku odvodíme podle 5.2. Víme, že y3 =
√
y4, proto
platí y3(0) =
√
y4(0). Provedeme odvození pro y3 =
√
y4. Dosadíme za y4, dostaneme
y3 =
√
cos(t) a můžeme derivovat.
y3
′ = (
1
2
· 1
cos(t)
) · − sin(t) = 1
2
· 1√
y4
· y′4 y3(0) =
√
y4(0) (5.9)
Tuto diferenciální rovnici můžeme zobrazit schématicky pomocí děličky, násobičky a
dvou integrátorů (obrázek 5.2):
Obrázek 5.2: Rovnice y3 =
√
y4 pomocí integrátorů
Rovnice y1 = sin(y3)
Začneme s řešením opět dosazením, takže y1 = sin(y3) = sin(
√
cos(t)). Víme, že derivace
funkce sin je funkce cos a můžeme začít derivovat:
y1
′ = cos(
√
cos(t)) · [(1
2
· 1√
cos(t)
) · (− sin(t))] (5.10)
Ze vztahu 5.9 vidíme, že část 12 · 1√cos(t)) ·(− sin(t) můžeme substituovat za y3
′ a
√
cos(t)
můžeme substituovat za y3. Po úpravě tedy dostáváme:
y1
′ = cos (y3) · y3′ y1(0) = sin y3(0) (5.11)
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Počáteční podmínka opět vychází z rovnice. Nyní je potřeba ještě upravit cos (y3), což
provedeme velmi podobně, jako předchozí úpravu. Aby se nám lépe počítalo, zavedeme
substituci y2 = cos (y3) a znovu vyřešíme diferenciální rovnici:
y2
′ = − sin(
√
cos(t)) · [(1
2
· 1√
cos(t)
) · (− sin(t))] (5.12)
Opět vidíme, že část − sin(√cos(t)) můžeme substituovat za −y1 a část (12 · 1√cos(t)) ·
(− sin(t)) opět za y3′. Po úpravě tedy dostáváme:
y2
′ = −y1 · y3′ y2(0) = cos y3(0) (5.13)
Diferenciální rovnice 5.11 a 5.13 můžeme pomocí integrátorů zobrazit takto:
Obrázek 5.3: Rovnice y1 = sin(y3) a y2 = cos (y3) pomocí integrátorů
Diferenciální rovnice y′ = y1 y(0) = y0
Tato diferenciální rovnice je již ve správném tvaru, proto ji není třeba upravovat. Můžeme
ji zobrazit takto:
Obrázek 5.4: Diferenciální rovnice y′ = y1 pomocí integrátorů
Výsledek
Všechny diferenciální rovnice z předchozích podkapitol můžeme znázornit pomocí následu-
jícího schématu, které je propojením schémat 5.4,5.3,5.2 a 5.1:
Je vidět, že pro vyřešení y je potřeba 6 integrátorů, které mohou do značné míry pra-
covat paralelně. To umožňuje výpočty v TKSL paralelizovat a tím i je urychlit. Protože
pro výpočet upravených rovnic používáme pouze základní aritmetické operace, je možné
implementovat specializované procesory na jejich výpočet, pokud pracujeme v hardwaru.
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Obrázek 5.5: Kompletní schéma zapojení
5.1.2 Jednotlivé verze TKSL a jejich možnosti
TKSL/386
První verze TKSL, TKSL/386 byla vytvořena pro operační systém DOS a na moderních
počítačích (64 bitové operační systémy) ji lze spustit pouze pomocí emulátoru DOSBox.
Program je 16ti bitový, což znamená, že je značně omezena aritmetika pro složitější výpočty.
Uživatelské rozhraní neodpovídá moderním standardům, nepodporuje schránku. Výhodou
oproti TKSL/C je integrované vykreslování výsledků, ale s výslednými grafy není možno
dále pracovat bez relativně složité posloupnosti operací.
Uživatelské rozhraní editoru rovnic je na obrázku 5.6. Největší část
”
okna“ zabírá editor
systému, který bude TKSL řešit řešit. V úvodní části jsou deklarovány a inicializovány
parametry řešeného systému jako proměnné (klíčové slovo var) a konstanty (klíčové slovo
const). Nutnými konstantami jsou maximální čas výpočtu (tmax), velikost kroku (dt) a
chyba výpočtu (eps), ale lze definovat i vlastní. Klíčovým slovem system začíná sekce
zápisu diferenciálních rovnic, které řešený systém popisují. Tato část končí klíčovým slovem
sysend..
Obrázek 5.6: TKSL/386 – uživatelské rozhraní
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Diferenciální rovnici y′ = x2 − y s počáteční podmínkou 1 můžeme pomocí TKSL/386
vyřešit pomocí následujícího předpisu:
var y;
const tmax = 0.5, dt = 0.1, eps = 1e-9;
system
y’ = t*t -y &1 &1 je počáteční podmínka
sysend.
Před spuštěním výpočtu je nutné program přeložit klávesou F9, poté je možné zahájit
výpočet.
Výsledky výpočtu jsou uvedeny v části o TKSL/C.
TKSL/C
TKSL/C počítá diferenciální rovnice stejnou metodou jako TKSL/386, ale je naprogramo-
ván v jazyce C. To znamená, že je možné ho provozovat na moderních počítačích a na
několika platformách (jsou připraveny spustitelné verze pro Windows, Linux a Sun). Dále
podporuje víceslovní aritmetiku a není omezen počet rovnic, které může v rámci systému
řešit. Podrobnější informace jsou na stránkách programu viz [7]. TKSL/C je také koncipo-
ván tak, aby jej bylo možno začlenit do jiných projektů.
TKSL/C nemá uživatelské rozhraní, jedná se tedy o konzolovou aplikaci. Nastavení vý-
počtu se provádí pomocí přepínačů příkazového řádku, se kterými se program spustí. Jejich
kompletní přehled se nachází na stránkách programu viz [7], v tabulce 5.1 jsou uvedeny jen
ty, se kterými pracuje TKSL/C Lab (kapitola 6.4) a TKSL/C GUI (kapitola 6.2).
Parametr Popis Příklad
a nastavení přesnosti výpočtu (implicitní 1e− 10) -a 1e-20
O nastaví zobrazení řádu metody ve výsledku -O 0 nebo -O 1
s nastaví počáteční hodnotu integračního kroku -s 1e-2
o nastaví konstantní integrační krok, který se použije pro výpočet -o 15
t nastaví maximální čas výpočtu -t 10
f použije fixní velikost kroku po celou dobu výpočtu -f 1 nebo -f 0
Tabulka 5.1: Vybrané parametry a přepínače TKSL/C
Diferenciální rovnice jsou uloženy v externím souboru a zapisují se v tomto tvaru:
y’ = 1 &1; &1 je počáteční podmínka
Pokud bychom chtěli vyřešit naši demonstrační diferenciální rovnici, postupovali bychom
následovně:
• zapíšeme soustavu diferenciálních rovnic do souboru (např. eq.tksl)
y’ = t*t -y &1
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• TKSL/C spustíme se správnými parametry:
-s 0.1 -a 1e-9 -t 0.5 eq.tksl > out.dat
• pokud bychom chtěli výsledky zobrazit s pomocí programu Gnuplot, je možné použít
přepínač -g. Tím se ze souboru out.dat stane skript, který po přeložení vygeneruje
potřebné soubory pro Gnuplot. Pod Windows je možné použít TKSL/C Draw, viz
kapitola 6.1.
Výsledek výpočtu diferenciální rovnice y′ = x2 − y s počáteční podmínkou 1 je v násle-
dující tabulce:
Čas Analytické řešení Výsledek TKSL
0 0 0
0,1 0,9051627 0,9051626
0,2 0,8212693 0,8212692
0,3 0,7491818 0,7491818
0,4 0,6896800 0,6896800
0,5 0,6434693 0,6434693
Z tabulky je patrné, že Metoda moderní Taylorovy řady počítá velmi přesně a výsledky
jsou třetího kroku stejné, jako analytické řešení.
TKSL/C se používá pro výpočty v programu TKSL/C Lab, který je popsán v kapitole
6.4. Aby se TKSL/C používalo lépe, v rámci TKSL GUI byla implementována možnost řešení
pomocí TKSL/C. TKSL GUI je podrobněji popsáno v 6.2.
5.2 MATLAB
MATLAB je vysokoúrovňový jazyk a interaktivní prostředí pro numerické výpočty, vizuali-
zaci a programování. S pomocí MATLABu lze analyzovat data, vyvíjet algoritmy, vytvářet
modely a aplikace. Pro řešení diferenciálních rovnic používá MATLAB například metody
Runge-Kutta 4. řádu a vícekrokovou metodu Adams-Bashfort. Protože metodou Adams-
Bashfort počítá systém Octave, budeme počítat metodou Runge-Kutta 4. řádu.
MATLAB umožňuje diferenciální rovnice řešit pomocí několika metod. Pro demonstraci
použijeme modifikovanou metodu Runge-Kutta 4. řádu. Diferenciální rovnici y
′
= x2 − y
s počáteční podmínkou 1 lze vyřešit pomocí následujícího skriptu
Soubor func.m
function f = func(t,x);
f(1,1) = t*t - x(1);
V MATLABu
[t,x] = ode45 (’func’,0:.1:.5,[1]);
Výsledky výpočtu jsou v následující tabulce:
Přesnost této metody je přibližně o řád nižší, než řešení pomocí TKSL a neshoduje se
s analytickým.
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Čas Analytické řešení Výsledek MATLAB
0 0 0
0,1 0,9051627 0,9051626
0,2 0,8212693 0,8212692
0,3 0,7491818 0,7491818
0,4 0,6896800 0,6896790
0,5 0,6434693 0,6434694
5.3 GNU Octave
GNU Octave je vysokoúrovňový interpretovaný jazyk, který je převážně určen pro nume-
rické výpočty. Umí řešit lineární a nelineární úlohy a provádět další numerické experimenty.
Také poskytuje rozsáhlé možnosti zobrazení výsledků a manipulaci s daty. Octave se běžně
obsluhuje pomocí interaktivní příkazové řádky, ale je možno řešit i programy, které interak-
tivní nejsou. Jazyk, který Octave používá se podobá MATLABu, proto je většina programů
snadno přenositelná.
Octave umožňuje řešit diferenciální rovnice několika metodami. Implicitně se používá
metoda Adams-Bashfort a pokud chceme vyřešit naši testovací diferenciální rovnici y′ =
x2 − y s počáteční podmínkou 1, můžeme použít následující funkci:
function xdot = f(x,t) \\ definuje diferenciální rovnici, která se budou řešit
xdot = zeros(1,1); \\ vynulování vektoru
xdot(1) = t*t - x(1);
diferenciální rovnice endfunction
x0 = [1]; \\ počáteční podmínka
t = linspace (0, 1, 10); \\ čas řešení, v tomto případě od 0 do 1 s krokem 0,1
y = lsode("f",x0,t); \\ výsledek výpočtu (metoda typu Adams-Bashfort)
Výsledky výpočtu a porovnání s analytickým řešením jsou v následující tabulce:
Čas Analytické řešení Výsledek Octave
0 0 0
0,1 0,9051627 0,8952841
0,2 0,8212693 0,8042009
0,3 0,7491818 0,7279132
0,4 0,6896800 0,6674616
0,5 0,6434693 0,6237775
Je vidět, že přesnost řešení pomocí Octave není příliš vysoká, rozdíl mezi analytickým
a vypočteným řešením je značný.
5.4 Zhodnocení
Vzhledem k výsledkům se jako nejhorší systém pro řešení diferenciálních rovnic jeví GNU
Octave, vzhledem ke značné nepřesnosti hodnoty vypočítaných uzlů. Výsledky ze systému
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MATLAB jsou přesnější, ale analytického řešení nedosahují. Jako nejpřesnější se jeví sys-
tém TKSL, případně TKSL/C, který řeší vložené diferenciální rovnice rychle a se značnou
přesností. Graficky jsou výsledky znázorněny na obrázku 5.7.
Obrázek 5.7: Porovnání systémů pro řešení diferenciálních rovnic
Vzhledem k vhodným vlastnostem a možnosti použít Moderní metodu Taylorovy řady
jako součást větších projektů budeme její implementaci používat v dalších částech práce.
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Kapitola 6
Implementované programové
vybavení
V této kapitole jsou jsou představeny programy, které byly implementovány pro tuto diplo-
movou práci. Jsou celkem čtyři:
• TKSL/C Fix – program, který upravuje tvar rovnic, které generuje TKSL/C Lab
• TKSL/C GUI – grafické uživatelské rozhraní, které slouží jako nadstavba nad TKSL/C
a nad jádrem TKSL.
• TKSL/C Lab – editor obvodů, které řeší pomocí TKSL/C. Tato aplikace byla inovo-
vána.
• TKSL/C Draw – nástroj, který slouží k zobrazení výsledků výpočtu
6.1 TKSL/C Draw
Před zahájením implementace jsem shrnul základní požadavky, které budou na výslednou
aplikaci kladeny. Jsou to:
• práce pod operačním systémem Windows XP a novějšími (protože TKSL/C Lab pra-
cuje pouze pod Windows, práce pod jinými OS není nutná)
• jednoduché uživatelské rozhraní (většinu okna musí zabírat vytvořený graf)
• načtení hodnot, jejichž struktura je původně určena pro program Gnuplot, aby se dal
program použít pro TKSL/C Lab
• možnost editace vytvořených grafů, aby mohly být použity bez dalších úprav v člán-
cích a dalších dokumentech
• možnost exportu vytvořených grafů do souboru
• uživatelské rozhraní v češtině a angličtině
Po analýze těchto požadavků jsem pro implementaci zvolil jazyk C#. Pro vykreslování
grafů je použita volně dostupná knihovna OxyPlot [12], která poskytuje potřebné možnosti
pro vykreslování grafů. Pro implementaci některých dialogových oken byla použita volně
dostupná knihovna propertyTools.wpf. Uživatelské rozhraní je implementováno v XAML
pomocí WPF (Windows Presentation Foundation).
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6.1.1 Systémové požadavky
Vzhledem k tomu, že TKSL/C Draw pro svoji činnost potřebuje .NET framework 4.0 běží
pouze pod Windows XP SP3 a novějšími.
6.1.2 Popis implementace
V této části se nachází stručný popis uživatelského rozhraní a implementace aplikace TKSL/C
Draw. Při popisu implementace bude použita česká verze programu.
Aplikace je implementována v C# s uživatelským rozhraním definovaným v XAML soubo-
rech pomocí WPF. Zobrazení dat v uživatelském rozhraní je řešeno pomocí data bindingu,
tzn. pomocí navázání jednotlivých prvků uživatelského rozhraní na obsah proměnných.
Tento princip se uplatňuje u všech prvků uživatelského rozhraní, které mohou měnit svoji
hodnotu.
Aplikace akceptuje jeden argument příkazové řádky a to jméno souboru s výsledky
výpočtu, který se má otevřít a vykreslit. Bez argumentu se otevře hlavní okno, které má
deaktivovány některé položky, které se týkají editace a uložení grafu.
Na obrázku 6.1 je hlavní okno aplikace s otevřeným grafem:
Obrázek 6.1: Hlavní okno aplikace
Jak je vidět, největší část hlavního okna zabírá vytvořený graf a menší část hlavní
menu aplikace. Vytvořený graf není nutné popisovat, přejděme tedy k menu aplikace. Menu
obsahuje několik položek:
• Soubor – v tomto menu se nachází položky Otevřít a Konec programu. Položka
Otevřít otevírá soubor s výsledky výpočtu, který se má vykreslit. Položka Konec
programu ukončuje program.
• Upravit vytvořený graf – tato položka otevírá dialogové okno, pomocí kterého
je možné editovat vytvořený graf. Tomuto dialogovému oknu se budeme podrobněji
věnovat v kapitole 6.1.2. Položka je aktivní pouze, pokud je načten graf.
• Exportovat vytvořený graf – pomocí jednotlivých položek tohoto menu je možno
exportovat vytvořený graf do několika podporovaných formátů. Proces exportu je
popsán v kapitole 6.1.2. Položka je aktivní pouze, pokud je načten graf.
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• Nápověda– v tomto menu se nachází přístup k nápovědě a informacím o programu.
Nápověda je zpracována jako HTML dokument.
Pro reprezentaci hlavního okna se používá třída mainWindow. Je v ní implementována
logika hlavního okna aplikace a obsluha událostí hlavního menu. Jako první se provede
nastavení jazyka uživatelského rozhraní a kontrola počtu argumentů, které byly zadány.
Pokud byl zadán první argument, předpokládá se, že jde o název souboru s výsledky, který
se má vykreslit a jeho vykreslení se provede. Soubor s výsledky může být ve dvou formátech.
První je formát, který používá TKSL/C:
# Názvy průběhů, které se budou vykreslovat
výsledky výpočtu (řádek reprezentuje výsledek)
Jednotlivé hodnoty v tomto souboru jsou odděleny oddělovačem dvě mezery, názvy
průběhů jsou odděleny jednou mezerou. Druhý formát, který je možno použít je podobný,
ale poskytuje více informací o grafu, který se bude vykreslovat:
# Názvy průběhů, které se budou vykreslovat
# Viditelnost jednotlivých průběhů (True, False)
# Názvy jednotlivých os a grafu
# Viditelnost legendy (True, False)
výsledky výpočtu (řádek reprezentuje výsledek)
Jako univerzální oddělovač se používají dvě mezery.
Pokud argument zadán nebyl, položky v menu, které se týkají editace grafu jsou deak-
tivovány. V případě, že byl zadán argument, nebo vybrána položka Načíst v hlavním menu,
dojde k vytvoření objektu, který reprezentuje vykreslený graf a do paměti se načtou body
a základní nastavení průběhu.
Tento objekt reprezentuje model, který je definován třídou mainWindowModel. Tato
třída obsahuje dva konstruktory. První se používá pro inicializaci grafu poprvé, druhý pro
překreslení grafu po aktualizaci. Vždy se nastaví parametry grafu a jednotlivé body ve
výsledku se zobrazí. To, jak se body zobrazí je definováno ve třídě markersColors.
Pokud je potřeba změnit vzhled nebo parametry vytvořeného grafu, je možno použít
dialogové okno Editovat vytvořený graf, který je implementován ve třídě editPlot.
Editace vytvořeného grafu
Po kliknutí na položku Upravit vytvořený graf v hlavním menu se zobrazí dialogové okno,
které umožňuje graf upravit. Je na obrázku 6.2:
Tato třída implementuje dialogové okno, které slouží k editaci vytvořeného grafu. Dialo-
gové okno se plní daty na základě spojení mezi prvky uživatelského rozhraní a proměnnými
v kódu. Objekty, které reprezentují průběhy jsou uloženy v datové struktuře List a jsou
definovány ve vlastních třídách, které v tomto kontextu slouží jako datové typy, kde každá
skupina je implementována jedním.
Seznam vykreslených průběhu je v pravé straně okna, v levé části je základní nastavení a
možnost úpravy rámečku s legendou. Levá část okna je rozdělena do několika skupin. Každá
skupina je implementována prvky ItemsControl, s tím, že je každá skupina navázána
na jeden. Vazba je provedena pomocí jména prvku ItemsControl. Tyto prvky obsahují
jednotlivé prvky uživatelského rozhraní, které se budou zobrazovat.
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Obrázek 6.2: Editace vloženého grafu
V dialogovém okně můžeme upravit základní vlastnosti grafu, jako jsou jeho název
a názvy jednotlivých os. Můžeme nastavit i rámeček s legendou (nastavit jeho titulek,
umístění a použité barvy). U jednotlivých průběhů lze modifikovat jejich název, barvu a
typ značek, kterými se průběh vykreslí a jejich viditelnost.
Po potvrzení nastavení (tlačítko OK) jsou hodnoty z dialogového okna vloženy do mo-
delu , který se překreslí.
Jakmile jsme spokojeni s tím, jak graf vypadá, můžeme ho exportovat do souboru.
Export vytvořeného grafu
Aby mohl být graf použit v publikacích a dalších dokumentech, je nutné ho exportovat do
jednoho z podporovaných grafických formátů. Protože je v technické praxi populární znač-
kovací jazyk LATEX, byly zvoleny formáty PNG a PDF, které jsou s LATEXem kompatibilní.
Po výběru formátu a zadání jména výstupního souboru je možné upravit velikost expor-
tovaného obrázku pomocí dialogového okna, které je na obrázku 6.3. Je možno uložit výstup
v původní velikosti, nebo velikost upravit pomocí posuvníku či přímo zadáním požadované
šířky a délky obrázku.
6.1.3 Vícejazyková podpora
Jak bylo řečeno, aplikace je přeložena do angličtiny. Jazyk, ve kterém se zobrazí prvky
uživatelského rozhraní je zvolen podle lokálního nastavení systému Windows. Pokud je
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Obrázek 6.3: Úprava velikosti výstupu
nastaveno lokální prostředí en-us, prvky uživatelského rozhraní se zobrazí v angličtině,
jinak v češtině.
Obsah jednotlivých řetězců je definován v souborech typu XAML. Správný soubor je
načten do
”
slovníku zdrojů“, ve kterém se vyhledává pomocí unikátního klíče. Jednotlivé
řetězce jsou definovány párovými značkami typu String a jsou označeny unikátními klíči,
které jsou definovány atributem Key. Tento atribut slouží k propojení mezi definovanými
řetězci a jednotlivými prvky uživatelského rozhraní programu.
Pokud jsou prvky definovány přímo v XAML (např. položky hlavního menu), pro přístup
k řetězcům se používá parametr BindingResource, který se dá použít místo obsahu atributu
značky a tím dynamicky generovat její obsah či případné jiné vlastnosti. Upravená značka
tedy může vypadat například takto:
<MenuItem Header="DynamicResource mainWindow:file»
Jak je vidět, místo statického textu je doplněna položka ze slovníku s klíčem mainWindow:file.
Pokud jsou prvky definovány v rámci značky ItemsControl, je nutné řetězce navázat přímo
v kódu. To je provedeno například takto:
(string)Application.Current.FindResource("editPlot:plotTitle")
Tento příkaz vloží do proměnné zdroj s klíčem editPlot:plotTitle.
6.2 TKSL/C GUI
V rámci bakalářské práce byl implementován nástroj TKSL Core pro řešení diferenciál-
ních rovnic pomocí Taylorova polynomu stejným způsobem, jakým diferenciální rovnice
řeší TKSL. Nástroj neměl grafické uživatelské rozhraní a jeho ovládání proto mohlo být pro
uživatele nepohodlné. TKSL/C GUI tento problém odstraňuje přidáním grafického uživatel-
ského rozhraní a dalších vylepšení tak, aby se značně zvýšil uživatelský komfort. Vzhledem
k tomu, že předmětem této práce je problematika řízení a regulace, uživatel má možnost
experimentovat s
”
přenosovými“ RC obvody, které se v regulační technice často používají.
6.2.1 Jádro TKSL
Jádrem TKSL rozumíme algoritmus, který pomocí koeficientů diferenciálních rovnic tyto
rovnice řeší. TKSL/C GUI tento algoritmus používá k výpočtu, proto je vhodné ho popsat.
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Algoritmus řeší diferenciální rovnice v předepsaném tvaru, který pro dvě diferenciální
rovnice (n = 2) vypadá takto
y′ = k11y + k12z + konstanta1 y(0) = y0 (6.1)
z′ = k21y + k22z + konstanta2 z(0) = z0
Všechny rovnice mají n+ 1 členů, jejich počáteční podmínky v rovnicích (y0 a z0) jsou
výsledky prvního kroku výpočtu a můžeme je označit jako DY 0 a DZ0. Pro algoritmus
B je možné rovnice přepsat do vhodnějšího tvaru. Pro první člen Taylorovy řady, který se
počítá v rámci kroku (uzlu) platí následující tvar
DY 10 = hy
′ = h(k11y0 + k12z0 + k1k) (6.2)
DZ10 = hz
′ = h(k21y0 + k22z0 + k2k)
kde h je integrační krok. Pro další členy Taylorovy řady (pokud jsou potřeba) platí násle-
dující tvar
DY 20 =
h
2
(k11DY 10 + k12DZ10) (6.3)
DZ20 =
h
2
(k21DY 10 + k22DZ10)
V tomto tvaru se integrační krok dělí indexem členu Taylorovy řady, který se právě
počítá, místo počátečních podmínek se použijí hodnoty předcházejícího členu a nepřičítá se
konstanta.
Jádro je implementováno pomocí algoritmu, který rovnice řeší. Jeho pseudokód je v pří-
loze B.
6.2.2 Systémové požadavky
Vzhledem k tomu, že je TKSL/C GUI implementována pomocí frameworku Qt [15] je
nutné ho mít nainstalován. Tato podmínka platí pro Linuxovou verzi, verze pro Windows
obsahuje potřebné dynamické knihovny. Pod Linuxem je nutné Qt nejdříve nainstalovat
podle pokynů vaši distribuce.
6.2.3 Popis implementace
Před zahájením implementace jsem stanovil požadavky, které by měla výsledná aplikace
splňovat:
• jednoduché uživatelské rozhraní v češtině a angličtině
• možnost vytvořit novou soustavu rovnic, která se bude řešit
• možnost uložit použitou konfiguraci výpočtu
• možnost zobrazit výsledky ve formě srozumitelné koncovému uživateli
• možnost práce na Windows a Linux
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• usnadnit práci s TKSL/C začátečníkům
Po spuštění aplikace se zobrazí hlavní okno. Zajímavá část tohoto okna je hlavní menu
aplikace, které obsahuje následující položky:
• Soubor – menu obsahuje jedinou položku Konec, pomocí které je možno ukončit
program
• TKSL/C – menu obsahuje jedinou položku a to Nastavení výpočtu pomocí TKSL/C,
pomocí které lze nastavit výpočet pomocí TKSL/C a ten poté spustit
• TKSL Core – menu obsahuje dvě položky. Položka Vytvořit vytváří novou konfi-
guraci výpočtu pomocí TKSL Core. Položka Načíst načítá již existující konfiguraci
výpočtu ze souboru.
• Nápověda – menu obsahuje položku Zobraz nápovědu, která otevírá nápovědu apli-
kace.
Výpočet pomocí TKSL/C
Po kliknutí na položku Nastavení výpočtu pomocí TKSL/C se otevře okno, které je na
obrázku 6.4.
Obrázek 6.4: Okno pro nastavení výpočtu pomocí TKSL/C
Rovnice je možno zadat nebo načíst z existujícího souboru s rovnicemi (soubory s pří-
ponou tksl). Očekávaný formát pro rovnici je y’ = t*t +y, počáteční podmínka je číslo
typu double. Jednotlivé parametry, které je možno nastavit jsou shrnuty v tabulce 5.1.
Tlačítko Upravit vstup slouží k úpravě vložených rovnic pomocí TKSL/C Fix 6.3. Po-
kud nám nevyhovuje výsledek, tlačítkem Obnovit vstup před úpravou dojde k obnovení
vstupu.
40
Po kliknutí na tlačítko Zahájit výpočet se spustí TKSL/C s požadovanými parametry.
Po skončení výpočtu se zobrazí okno s informacemi o právě proběhlém výpočtu a možnostmi
pro uložení jeho výsledku. Toto okno je na obrázku 6.5.
Obrázek 6.5: Okno pro uložení výsledků výpočtu pomocí TKSL/C
V tomto okně je zobrazen přibližný počet kroků, který byl proveden a informace o na-
stavení výpočtu. Pomocí zaškrtávacích políček lze nastavit, zda se budou použité rovnice
nebo výsledky ukládat do souboru. Implicitní názvy jsou doplněny o řetězec, který určuje
datum a čas vytvoření. Tlačítky Procházet lze vybrat jiné místo pro uložení a změnit název.
Poté je možno rozhodnout, zda se bude vykreslovat výstup. Poté je možno zvolit program,
kterým se bude vykreslovat výsledek. TKSL/C Draw je popsán v části 6.1, při vykreslo-
vání pomocí Gnuplotu je možno vybrat terminál a formát výstupního souboru. Nakonec je
možno změnit Název výpočtu, který slouží jako název výsledného grafu a popisy jeho os. Je
možno povolit či zakázat zobrazení řádu metody a legendy. Po kliknutí na tlačítko Uložit a
zavřít se provedou zvolené činnosti, dialogové okno se zavře a program se vrátí do hlavního
okna.
Pro implementaci se používá třída tkslc. Objekt, který ji reprezentuje vytváří v rámci
hlavního okna. V jeho konstruktoru se nejdříve otevře okno 6.4, které je reprezentováno
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třídou tkslcomputation. Po nastavení parametrů se provede výpočet a jeho výsledky nač-
teny do paměti. Pro další použití se získané výsledky a parametry výpočtu uloží do objektu
zkonstruovaného pomocí konstruktoru třídy tkslComputationResults. Tento objekt se
předá do dialogového okna 6.5, které se naplní hodnotami.
Výpočet pomocí TKSL Core
Pokud chceme počítat pomocí implementovaného algoritmu, máme možnost použít existu-
jící konfiguraci výpočtu nebo vytvořit novou. Pokud se rozhodneme pro načtení existující
konfigurace, jako první vybereme soubor s příponou cf, ze kterého se bude načítat. Tyto
soubory mají následující formát
computation{
created: datum a čas vytvoření konfigurace
name: Generátor název konfigurace
xAxisLabel: Čas Popisek osy x
yAxisLabel: Napětí Popisek osy y
plots{ Nastavení průběhů a rovnic
c - hodnota koeficientu, const - hodnota konstanty
label - název průběhu, visible - je průběh zobrazen?
c:0,c:1,const:0,init:0,label:Generátor (sin),visible:True 1. rovnice
c:-1,c:0,const:0,init:1,label:Generátor (cos),visible:False 2. rovnice
plots} Konec nastavení průběhů a rovnic
err: 1e-9 Maximální chyba
tmax: 0.3 Maximální čas
maxord: 40 Maximální řád metody
step: 0.01 Velikost integračního kroku
computation}
computation{ pokud je konfigurací v souboru více
. . .
Výběr konfigurace je na obrázku 6.6.
Obrázek 6.6: Okno pro výběr konfigurace výpočtu
Po výběru konfigurace se otevře dialogové okno, ve kterém je možno konfiguraci upravit.
Stejné okno je použito i pro vytvoření nové konfigurace. Toto dialogové okno je na obrázku
6.7.
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Obrázek 6.7: Okno pro konfiguraci výpočtu
V tomto dialogovém okně můžeme nastavit základní parametry výpočtu (název, velikost
integračního kroku atd.). Můžeme také nastavit počet RC obvodů, který se bude simulovat
(viz 6.2.4). Při přidání rovnice tlačítkem Přidat rovnici se ke každé existující rovnici
přidá jeden koeficient s hodnotou 0 a vloží se nová rovnice. Tlačítkem Odebrat rovnici se
odebere poslední vložená rovnice a odstraní se poslední koeficient ze zbývajících rovnic.
Jakmile jsme s nastavením spokojeni, kliknutím na tlačítko Zahájit výpočet zahájíme
výpočet pomocí algoritmu B. Po dokončení výpočtu se zobrazí rozšířená verze dialogového
okna, které je na obrázku 6.5. V této verzi dialogového okna je možno určit, jestli se bude
ukládat použitá konfigurace výpočtu a to buď do nového souboru nebo do existujícího s tím,
že se nová konfigurace přidá na konec.
Výpočet pomocí TKSL Core zastřešují třídy load pro načtení existující konfigurace
a createNew pro vytvoření nové. Pokud načítáme existující konfiguraci ze souboru, jako
první se otevře dialogové okno 6.6, které je definováno ve třídě selectDialog. Vybrané
nastavení výpočtu se po výběru uloží do paměti. Poté se zobrazí dialogové okno 6.7, které je
implementováno ve třídě computationDialog. Po potvrzení dialogu se opět otevře dialogové
okno 6.2.4, které je implementováno ve třídě output.
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6.2.4 Řešené příklady
RC obvody
Obvod, který řeší experiment s RC obvody je na obrázku 6.8. Zajímá nás, jak se v tomto
zapojení chová napětí na jednotlivých kondenzátorech.
Obrázek 6.8: 2 RC obvody zapojené paralelně
Předpokládejme, že rezistory R1 a R2 jsou nastaveny na 1Ω a kondenzátory C1 a C2
na 1F . Z toho vyplývá, že časová konstanta τ = R · C má hodnotu 1, což nám zjednoduší
úpravy a následný výpočet. Pro napětí na kondenzátoru platí obecná diferenciální rovnice:
uc
′ =
1
C
· ic (6.4)
Pro jednotlivé kondenzátory ji musíme upravit. Pro kondenzátor C1 platí v tomto tvaru:
uc1
′ =
1
C1
· (iR1 + iR2) (6.5)
Z Ohmova zákona dosadíme za jednotlivé proudy iR1 a iR2 vztahy pro napětí (obecně
I = UR ):
uc1
′ =
1
C1
· (u− uC1
R1
+
−uC1 + uC2
R2
) (6.6)
Dosadíme hodnoty odporu a kapacity a po úpravě získáme diferenciální rovnici pro
napětí na kondenzátoru C1:
uc1
′ = u − 2 · uC1 + uC2 (6.7)
Obdobně odvodíme diferenciální rovnici pro napětí na kondenzátoru C2:
uc2
′ =
1
C2
· (iR2) =
1
C2
· (uC1 − uC2
R2
) = uC1 − uC2 (6.8)
Počáteční podmínky obou odvozených diferenciálních rovnic se rovnají nule. Pokud
chceme tyto diferenciální rovnice použít, přepíšeme je pomocí koeficientů následovně:
Koeficienty v jednotlivých rovnicích vychází z odvozených diferenciálních rovnic. Rov-
nice označené Sin a Cos reprezentují generátor střídavého průběhu. Výsledek pro maximální
čas 5 s integračním krokem 1e−3 je na obrázku 6.9
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c:0,c:1,c:0,c:0,const:0,init:0 1. rovnice (Generátor sin)
c:-1,c:0,c:0,c:0,const:0,init:1 2. rovnice (Generátor cos)
c:1,c:0,c:-2,c:1,const:0,init:0 3. rovnice (UC1)
c:0,c:0,c:1,c:-1,const:0,init:0 4. rovnice (UC2)
Obrázek 6.9: Výsledek výpočtu
Diferenciální rovnice y′ = x ∗ x− y
Tuto rovnici jsme řešili v kapitole 4 pro porovnání kvality metod pro numerickou integraci.
Tuto rovnici musíme pro použití v TKSL/C GUI rozepsat. Proměnná x v diferenciální
rovnici odpovídá aktuálnímu času. Druhou mocninu času lze podle C zapsat jako:
y′1 = y2 y1(0) = 0
y′2 = 2 y2(0) = 0
Diferenciální rovnici y′ = t ∗ t− y můžeme tedy zapsat jako
y′3 = y1 − y3 y3(0) = 1
V TKSL Core se dá tato diferenciální rovnice vyřešit pomocí následujícího nastavení
koeficientů
c:0,c:1,c:0,const:0,init:0 1. rovnice (y1)
c:0,c:0,c:0,const:2,init:0 2. rovnice (y2)
c:1,c:0,c:-1,const:0,init:1 3. rovnice (y3)
Výsledek je na obrázku 5.7.
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6.3 TKSL/C Fix
Při práci se současnou verzí TKSL/C se ukázalo, že některé operace a jejich pořadí způsobují
při výpočtu problémy. Proto byla implementován tento jednoduchý program, který provádí
úpravu souboru s rovnicemi tak, aby k těmto problémům nedocházelo.
Systémové požadavky
Aplikace pracuje s frameworkem Qt ([15]) a měla by fungovat na všech platformách, na
kterých je dostupné Qt. Obě verze (tj. pro Windows a Linux) by měly fungovat bez nain-
stalovaného Qt, verze pro Linux však nebyla testována na větším množství distribucí, proto
spíše doporučuji Qt nainstalovat podle pokynů Vaši distribuce.
6.3.1 Popis implementace
Aplikace je implementována jako konzolová aplikace v jediném zdrojovém souboru. Nejdříve
se načtou data za vstupního souboru a jednotlivé řádky se zpracují pomocí metod v rámci
třídy equation. Do vektorů jsou uloženy diferenciální rovnice a ostatní výrazy. Po nač-
tení se provede samotné nahrazení: pokud se levá strana výrazu nachází na pravé straně
diferenciální rovnice, proběhne nahrazení pravou stranou výrazu.
Do výstupního souboru se uloží všechny upravené diferenciální rovnice a výrazy, které
nebyly použity při nahrazování a výrazy, které jsou ve vstupním souboru označeny znakem
@.
6.3.2 Příklad
Abychom demonstrovali, jak implementace funguje, použijeme následující jednoduchý pří-
klad. Mějme soustavu diferenciálních rovnic a výrazů
y0’ = y3;y0(0)=0.00;
y1 = -y0;
y2 = 1.00;
y3 = y5/y4;
y5 = y2+y1;
y4 = 0.5;
y10 = sin(10t);
Jako první se jednotlivé výrazy upraví a rozdělí do dvou seznamu: diferenciální rovnice a
ostatní. Každá načtená rovnice se upraví, aby byla zachována případná priorita operátorů.
Diferenciální rovnice má tedy následující tvar:
y0’ = ( y3 ) &0.00;
Ostatní výrazy potom
y1 = ( -y0 );
y2 = ( 1.00 );
y3 = ( y5 / y4 );
y5 = ( y2 + y1 );
y4 = ( 0.5 );
y10 = sin(10t);
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Nyní se může začít nahrazovat podle principu, který byl zmíněn: pokud je na pravé
straně diferenciální rovnice libovolná levá strana výrazů, proveď v rovnici nahrazení levé
strany výrazu za její pravou stranu. Po nahrazení přepočítej počet proměnných na levé
straně diferenciální rovnice a nahrazuj tak dlouho, dokud je to možné. Po dokončení na-
hrazování získáme diferenciální rovnici ve tvaru, který bude fungovat
y0’ = ( ( ( ( 1.00 ) + ( -y0 ) ) / ( 0.5 ) ) ) & 0.00;
y10 = sin(10t);
6.4 TKSL/C Lab
Pro zjednodušení práce s TKSL/C byly v rámci práce implementovány dva programy.
Prvním z nich je TKSL/C GUI, který umožňuje zadávat diferenciální rovnice a nastavovat
základní parametry výpočtu. Druhým je TKSL/C Lab, program, který pro svoji diplomovou
práci implementoval Jiří Petřek ([13]). Pro tuto diplomovou práci byl program inovován,
byly přidány některé možnosti a několik nových bloků pro regulační obvody.
V této kapitole budou shrnuty základy a uvedena rozšíření, která provedl autor. Pro
podrobnosti viz [13].
6.4.1 Systémové požadavky
Aplikace funguje Windows XP a novějšími. Jsou přiloženy nejnovější verze programů TKSL/C,
TKSL/C Draw a TKSL/C Fix.
6.4.2 Implementace
Pro implementaci se používá knihovna MFC [11], která zajišťuje reprezentaci oken a ostat-
ních prvků uživatelského rozhraní. Hlavní okno je na obrázku 6.10.
Obrázek 6.10: Hlavní okno aplikace TKSL/C Lab
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Do okna označeného v tomto příkladu jako TL model1 se přetahují bloky z připravených
knihoven. Tyto knihovny jsou definovány v textových souborech s příponou ltl a několik
vzorových je přiloženo. Nové bloky jsou v knihovně new.ltl, která je označena písmenem
N. U každého bloku jsou v rámci knihovny uvedeny definice vstupů a výstupů, vzhledu a
ostatních parametrů. Blok integrátor může být definován takto
.BLOCK{
.NAME{Integrator} název bloku
.ID{2} index v daném knihovním souboru
.EQ {#o1’=#i & %1;} zadání rovnice, která reprezentuje blok
.OUT{1} počet výstupů bloku
.IN{1} počet vstupů bloku
.PC{1} počet parametrů
.PRM{1}{tR} zadání prvního parametru, typ reálné číslo
.SET{%1}{0} implicitní hodnota parametru
.DLG{ nastavení jednotlivých parametrů
.ABOUT{Integrator}
.ITEM{Initial condition:}{%1}
}
.SZ{30 40} velikost bloku
.DRW{ definice vzhledu bloku
.REC{0 0 9 40}
.LINE{9 0 30 20}
.LINE{9 40 30 20}
}
}
Definice knihovny byla doplněna o znak @ v zadání rovnice či rovnic bloku. Znak @
indikuje, že výstup dané rovnice chceme zobrazit. Jakmile jsou všechny bloky vloženy,
můžeme je propojit. Čáry můžeme začít kreslit
• na konci jiné čáry
• na vstupu nebo výstupu bloku
• uprostřed jiné čáry. Tím vznikne napojení dvou čar.
Ukončení čáry lze provést
• v libovolném místě
• napojením na další čáru
• napojením na vstup či výstup určitého bloku
Při napojování je možno držet levé tlačítko myši a nastavit kurzor nad blok, se kterým
chceme provést propojení. Tím se automaticky vytvoří správné propojení. Pokud má blok
více vstupů, můžeme ovlivnit pomocí pohybu myši nahoru nebo dolů.
Po zadání schématu je možno zahájit samotnou simulaci pomocí TKSL/C pomocí volby
Go v nabídce Simulation. Pokud bylo schéma vytvořeno správně, objeví se okno pro zadání
parametrů výpočtu, které je na obrázku 6.11.
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Obrázek 6.11: Spuštění simulace
Je možno nastavit maximální čas, velikost integračního kroku, požadovanou přesnost
výpočtu a řád metody. Výběr řádu metody umožňuje simulovat použití různých metod nu-
merického řešení diferenciálních rovnic (viz kapitola 4). Pokud nastavíme řád metody na 0,
je použita Moderní metoda Taylorovy řady bez omezení. Pro rozsáhlejší schémata doporu-
čuji použít konstantní velikost kroku během výpočtu, aby nedošlo k jeho zacyklení. Toho lze
dosáhnout zaškrtnutím políčka Use fixed step size. Dále pro tyto schémata doporučuji
použít TKSL/C Fix, aby byly použity rovnice ve správném tvaru. Pokud chceme výsledek
výpočtu vykreslit nebo uložit do souboru, políčko Draw resuts zůstane zaškrtnuté.
Výsledek výpočtu je uložen v adresáři s programem v souboru out.eqr, diferenciální
rovnice tamtéž v souboru out.tksl. Jak bylo řečeno, pro úpravu vytvořených diferenciál-
ních rovnic se používá TKSL/C Fix viz kapitola 6.3, pro zobrazení výsledků TKSL/C Draw
viz kapitola 6.1.
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Kapitola 7
Dopravní zpoždění
V této kapitole se stručně seznámíme s pojmem dopravní zpoždění a tím, jak se takové
zpoždění může modelovat. Teoretická část kapitoly vychází z [14] a [3].
Dopravní zpoždění se v reálných systémech vyskytuje často. Základní rovnice, která pro
toto zpoždění platí je
y(t) = u(t− T ) (7.1)
Obvykle se jedná o čas potřebný pro přenos informace nebo hmoty (např. v chemic-
kých procesech, při dálkovém řízení atp.). Jak je vidět, dopravní zpoždění nemění tvar
přenášeného signálu, pouze jej posune v čase.
Rovnici 7.1 lze zapsat také v tomto tvaru, který získáme provedením Laplaceovy trans-
formace
y(p) = u(p)eTp (7.2)
Protože se funkce e−Tp nedá jednoduše řešit, nahradíme ji nějakou racionální funkcí.
Nejdříve dosadíme p = Tp a aproximujeme e−p a jakmile aproximaci najdeme, dosadíme
zpět.
Funkci e−p komplexní proměnné můžeme rozvinout následující Taylorovou řadou:
e−p = 1− p+ p
2
2!
− p
3
3!
+
p4
4!
− . . .
Aproximaci prvního řádu bychom tedy odvodili tak, že funkci e−p nahradíme přenosem
1. řádu
e−p =
b1p+ b0
a1p+ 1
(7.3)
Nahrazení tedy probíhá následovně
e−p = 1− p+ p
2
2!
− . . .
b1p+ b0
a1p+ 1
= b0 + (b1 − b0a1)p− a1(b1 − b0a1)p2 + . . .
Porovnáme tři členy a dostaneme 3 výchozí rovnice
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b0 = 1
(b1 − b0a1) = −1
−a1(b1 − b0a1) = 1
2
Z výchozích rovnic můžeme vypočítat hodnotu proměnných b0 = 1, b1 = −12 a a1 = 12 .
e−s se tedy přibližně rovná
e−p ≈ 1−
p
2
1 + p2
→ e−Ts ≈ 1−
Tp
2
1 + Tp2
(7.4)
Padého rozvoj druhého řádu se dá pomocí TKSL/C Lab implementovat jako následující
blok:
...
.EQ
{
A=12*#i1-12*%4*B-12*%1*C;
B’=A &0;
C’=B &0;
#o1=1*C+%3*B+%5*A;
}
...
Schéma je na obrázku 7.1, zpožďujeme konstantu. Chování je na obrázku 7.2, pro vý-
počet je doporučeno deaktivovat TKSL/C Fix a použít konstantní velikost integračního
kroku.
Obrázek 7.1: Použití zpoždění
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Obrázek 7.2: Zpoždění
Obdobně by bylo možno navrhnout další zpožďovací bloky.
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Kapitola 8
Regulační obvody v TKSL/C Lab
V této kapitole uvedeme základní možnosti řešení regulačních obvodů v prostředí TKSL/C
Lab, se kterým jsme se stručně seznámili v kapitole 6.4.
Kapitola vychází z [14] a [6].
8.1 Popis regulačních obvodů
Nejdříve se zaměříme na popis regulačního obvodu tak, že budeme počítat jeho přenosovou
funkci bez ohledu na vnitřní strukturu regulátoru. Při tomto popisu můžeme brát regulační
obvod jako blok s definovanou rovnicí přenosu.
Mějme regulační obvod prvního řádu, který je popsán přenosovou funkcí
y
z
=
1
1 + a1p
(8.1)
Tato funkce je zapsána v operátorovém tvaru, y značí výstup, z vstup. Abychom získali
diferenciální rovnici pro výstup tohoto obvodu, je nutné rovnici 8.1 upravit
y =
z
1 + a1p
z = y(1 + a1p)
z = a1y
′ + y
Výsledná diferenciální rovnice je tedy:
y′ =
z − y
a1
y(0) = 0 (8.2)
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Pro definici přenosové funkce v TKSL/C Lab můžeme použít blok speciální blok, který
je popsán pomocí následující definice
.BLOCK{
.NAME{a1.y?+y=z}
.ID1
.EQ{#o1’ = (#i1 - #o1)/%1 &0;}
.IN{1}
.OUT{1}
.PC{1}
.PRM{1}{tR}
.SET{%1}{0.5}
.SZ{50 50}
.DLG{
.ABOUT{
Zadejte hodnotu parametru
pro prenosovou funkci: a1.y’+y=z
}
.ITEM{a1:}{%1}
}
.DRW{
.REC{0 0 50 50}
}
}
V TKSL/C Lab lze tento blok použít následovně:
Obrázek 8.1: Použití navrženého bloku
Pokud bychom tento blok chtěli rozkreslit pomocí bloků, dostaneme schéma na obrázku
8.2.
Obrázek 8.2: Řešení pomocí integrátorů
Toto schéma reprezentuje systém, který je dán přenosovou funkcí, která je definována
diferenciální rovnicí 8.2. Obdobně by mohly být odvozeny regulační obvody vyšších řádů,
pro odstranění vyšších derivací lze použít metodu postupné integrace.
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Pokud a1 = 0.5 a z = 1, potom přenos tohoto systému vidíme na obrázku 8.3.
Obrázek 8.3: Přenos definovaného systému
Regulátor můžeme použít v rozsáhlejších soustavách, jako je například regulační obvod
s pomocnou akční veličinou. Jeho základní schéma je na obrázku 8.4.
Obrázek 8.4: Regulační obvod s pomocnou akční veličinou
V TSKL/C lab bychom tento regulační obvod mohli zakreslit pomocí schématu, které je
na obrázku 8.5. Chování měříme na červeně označeném místě a je na obrázku 8.6. Podobně
bychom mohli definovat i další zapojení.
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Obrázek 8.5: Regulační obvod s pomocnou akční veličinou v TSKL/C Lab
Obrázek 8.6: Chování regulačního obvodu s pomocnou akční veličinou
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Kapitola 9
Závěr
V rámci této práce jsme se seznámili s principy regulace dynamických systémů v reálném
čase. Definovali jsme základní pojmy a matematické prostředky, které se k řešení používají.
V rámci práce byl inovován simulační systém TKSL/C Lab byly k němu doplněny doplňkové
programy pro úpravu tvaru diferenciálních rovnic a vykreslování výsledků. Dále je k práci
přiloženo grafické uživatelské rozhraní pro TKSL/C, které obsahuje i vlastní implementaci
algoritmu, kterým TKSL/C počítá.
Z hlediska dalšího vývoje by bylo vhodné TKSL/C Lab kompletně přeprogramovat tak,
aby vyhovoval stávajícím standardům.
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Příloha A
Obsah datového média
K práci je přiloženo DVD, které obsahuje implementovaný software a zdrojový kód této
práce. Médium má následující strukturu (x: nahraďte skutečným písmenem, které repre-
zentuje DVD mechaniku, ve které je médium vloženo).
x:\thesis – adresář obsahuje zdrojový kód této práce (v podadresáři source) a práci
ve formátu PDF
x:\software\TKSLC Fix – adresář obsahuje program TKSL/C Fix ve všech verzích a
soubor README.txt
x:\software\TKSLC Fix\linux – adresář obsahuje TKSL/C Fix ve verzi pro Linux.
V podadresáři lib se nachází potřebné knihovny. Pro spuštění je připraven skript run.sh
x:\software\TKSLC Fix\windows – adresář obsahuje TKSL/C Fix ve verzi pro Win-
dows
x:\software\TKSLC Fix\source – adresář obsahuje zdrojový kód programu TKSL/C
Fix. Překlad se dá provést pomocí přiloženého skriptu build.sh, na Merlinovi pomocí
build_merlin.sh.
x:\software\TKSLC Fix\progdog – adresář obsahuje programátorskou dokumentaci
programu TKSL/C Fix
x:\software\TKSLC GUI – adresář obsahuje program TKSL/C GUI ve všech verzích
x:\software\TKSLC GUI\linux – adresář obsahuje soubor README.txt, který obsahuje
informace ohledně spuštění TKSL/C GUI pod Linuxem.
x:\software\TKSLC GUI\windows – adresář obsahuje program TKSL/C GUI ve verzi
pro Windows
x:\software\TKSLC GUI\source – adresář obsahuje zdrojový kód programu TKSL/C
GUI. Program lze přeložit pomocí přiloženého skriptu build.sh, na Merlinovi se dá použít
skript build_merlin.sh.
x:\software\TKSLC GUI\progdoc – adresář obsahuje programátorskou dokumentaci
k programu TKSL/C GUI
x:\software\TKSLC Draw – adresář obsahuje program TKSL/C Draw.
x:\software\TKSLC Draw\bin – adresář obsahuje spustitelnou verzi TKSL/C Draw
x:\software\TKSLC Draw\progdoc – adresář obsahuje programátorskou dokumentaci
k programu TKSL/C Draw
x:\software\TKSLC Lab – adresář obsahuje TKSL/C Lab a jeho součásti
x:\software\TKSLC Lab\bin – adresář obsahuje spustitelnou verzi TKSL/C Lab
x:\software\TKSC Lab\source – adresář obsahuje zdrojové soubory TKSL/C Lab.
V podadresáři lib se nachází zdrojové soubory ke knihovně pro výpočet rovnic, podadresář
lab obsahuje zdrojové soubory pro simulační prostředí
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Příloha B
Algoritmus pro řešení
diferenciálních rovnic
nastavíme počáteční čas: time = 0
dokud (time <= tMax)
{
pokud (počítáme první krok)
{
překopírujeme počáteční podmínky na výstup
nastavíme řád metody pro první krok na ORD = 0
inkrementujeme čas o velikost integračního kroku h: time = time + h
}
pokud (počítáme další kroky)
{
výsledky předchozího kroku použijeme jako počáteční podmínky
dokud (není splněna podmínka ukončení kroku)
{
pokud (počítáme první člen Taylorovy řady v rámci kroku)
{
vypočítáme hodnotu členu dle 6.2
}
jinak
{
vypočítáme hodnotu členu dle 6.3
}
otestujeme vypočítaný člen:
výsledky pro všechny počítané diferenciální rovnice v rámci kroku musí
být menší nebo rovny nastavené maximální chybě výpočtu
pokud (test dopadl úspěšně)
{
ukončíme výpočet současného kroku
sečteme všechy použité členy Taylorovy řady
inkrementujeme čas o velikost integračního kroku h: time = time + h
}
jinak
{
přidáme další člen Taylorovy řady
pokud (počet členů Taylorovy řady > maxORD-1)
{
smažeme vypočítané členy Taylorovy řady
snížíme integrační krok na polovinu a restartujeme výpočet aktuálního kroku
}
}
}
Tabulka B.1: Algoritmus, kterým počítá TKSL
Krokem v rámci algoritmu rozumíme výpočet dalšího uzlového bodu.
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Příloha C
Tvořící diferenciální rovnice
Tvořící diferenciální rovnice slouží k aproximaci některých složitějších funkcí. Tato metoda
má oproti jiným, které využívají např. čistou Taylorovu řadu tu výhodu, že nemusí pracovat
s vyššími derivacemi generované funkce. Přehled základních tvořících rovnic se nachází
v následující tabulce:
Generovaná funkce Tvořící diferenciální rovnice Počáteční podmínky
1 y1 = t y1′ = 1 y1(0) = 0
2 y1 = t+ a y1′ = 1 y1(0) = a
3
y1 = t
2 y1
′ = y2 y1(0) = 0
y2
′ = 2 y2(0) = 0
4
y1 = t
3
y1
′ = y2 y1(0) = 0
y2
′ = y3 y2(0) = 0
y3
′ = 6 y2(0) = 0
5 y1 = tn y1′ = y2 y1(0) = 0
n ∈ N y2′ = y3 y2(0) = 0
...
...
yn
′ = n! yn(0) = 0
6
y1 = a2t
2 + a1t+ a0
y1
′ = y2 y1(0) = a0
y2
′ = 2a2 y2(0) = a1
7 y1 = eat y1′ = ay1 y1(0) = 1
8
y1 = sin t
y1
′ = y2 y1(0) = 0
y2
′ = −y1 y2(0) = 1
9
y1 = cos t
y1
′ = y2 y1(0) = 1
y2
′ = −y1 y2(0) = 0
10 y1 =
√
t+ a y1
′ = 12
1
y1
y1(0) =
√
a
11
y1 =
3
√
t+ a
y1
′ = 13
1
y21
y1(0) = 3
√
a
y2
′ = y3y1′ y2(0) =
3
√
a2
y3
′ = 2y′1 y3(0) = 2 3
√
a
Tabulka C.1: Tvořící diferenciální rovnice
Odvození a podrobnosti se nachází v [17].
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