Abstract: Multivariate control charts are essential tools in multivariate statistical process control. In real applications, when a multivariate process shifts, it occurs in either location or scale. Several methods have been proposed recently to monitor the covariance matrix. Most of these methods use rational subgroups and are used to detect large shifts. In this paper, we propose a new accumulative method, based on penalized likelihood estimators, that uses individual observations and is useful to detect small and persistent shifts in a process when sparsity is present.
multivariate exponential weighted mean squared deviation (MEWMS) and the multivariate exponential weighted variance. Hawkins and Maboudou-Tchao [13] defined an analogous chart, the Multivariate Exponentially Weighted Moving Covariance Matrix (MEWMC). Memar and Niaki [22] suggested to monitor the covariance matrix using EWMA control charts based on squared deviation of observations from target. Instead of using the trace, the authors employed the norm and 1 A 2 A norm-based distances between diagonal elements of the estimators and their expected values to design new control charts for monitoring the covariance matrix of a multivariate process. Memar and Niaki [22] evaluated their proposed statistic using simulations. Zang and Chang [42] proposed the Multivariate Exponentially Weighted Moving deviation (MEWMD) which is an extension of the Multivariate Exponentially Weighted Moving average (MEWMA). The MEWMD chart is designed for detecting changes only on the variance components. Zhang et al. [43] proposed a chart to monitor simultaneously the mean vector and the covariance matrix of a process. Reynolds and Cho [27] proposed a chart for monitoring the mean and covariance matrix of a multivariate process when the joint distribution of the process variables follows a multivariate normal distribution. The emphasis of Reynolds and Cho's [27] study was on the use of combinations of multivariate exponentially weighted moving average (MEWMA) control charts based on sample means and the sum of the squared deviations from the target. Reynolds and Cho [27] concluded that the best overall performance was achieved using a combination of MEWMA charts based on the sample means and the sum of squared regression adjusted deviations from the target. Reynolds and Cho [28] extended their previous work by using variable sampling intervals.
For a bivariate process, Machado and Costa [20] suggested a double sampling and EWMA charts based on the sample variances. The monitoring statistic was based on the standardized sample variance of p quality characteristics called the maximum of the variances (VMAX) statistics. The points plotted on the chart corresponded to the maximum value of these p variances. The VMAX statistic was faster than the generalized variance at detecting shifts. Other charts have also been proposed based on this method using a synthetic statistic (Machado et al. [21] ), a double-sampling scheme, and an EWMA-type control chart (Machado and Costa [20] ). Aparisi et al. [2] present work shows the design of generalized variance chart with adaptive sample size to control processes defined by two quality characteristics, comparing the power of this new chart versus the _ _ S _ _ S chart with the sample size. Their approach is also intended for monitoring changes only on the variance components of a bivariate process. Still with the bivariate process, Quinino et al. [25] proposed a new chart for controlling the covariance matrix of bivariate processes using the mixed variance (VMIX) statistic. Some authors proposed other schemes different from the above. Tang and Barnett [32] [33] proposed to use Shewhart procedures based on the decomposition of the covariance matrix while Hao et al. [12] suggested the multivariate projection chart. Zamba and Hawkins [41] used a multivariate change-point model for detecting change in the mean and/or covariance matrix. For more details on monitoring the covariance matrix, the readers are referred to the papers by Bersimis et al. [5] and Yeh et al. [38] .
Recently, Wang and Jiang [36] and Zou and Qiu [44] constructed control charts for monitoring multivariate mean vector using the Least Absolute Shrinkage and Selection Operator (LASSO) type penalty in the context of statistical process control. Zou and Qiu [44] used the adaptive LASSO to construct a control chart to monitor the mean vector. Zou et al. [45] proposed a LASSO chart to monitor a multivariate linear profile. Li et al. [17] suggested to monitor the covariance matrix with a penalized likelihood estimation based on the LASSO. This paper is motivated by the fact that in multivariate or high dimensional applications, when a change is detected, it is often rare that all quality characteristics changed. This means that the probability that all variables change simultaneously is very small. Also, not all quality characteristics are correlated with one another; so, it can happen that one subset of variables is uncorrelated with another subset of variables. This brings to bear the idea of 'sparsity' property. Our goal is to design a good process monitoring tool that uses this property. Note that the accumulative methods using the EWMA-type estimates of the covariance matrix do not take into consideration this sparsity property of the process. By not including that sparsity property in the design of the chart, the chart will contain information not relevant to the true process variability and this may harm the performance of the chart. Therefore, for these applications or high dimensional processes, the sparsity property should be considered in the design of the control chart and is the main objective of this present paper. So, we propose a new control chart to monitor the process variability using information pertinent to the process such as sparsity.
Monitoring Shift in the Covariance Matrix
There are two current standard Shewhart-type methodologies for monitoring the covariance matrix 6 One uses the generalized variance, Montgomery [24] , and the other uses the generalized likelihood ratio, Alt [1] . Suppose that process readings are p component vectors and that while the process is in control, these process readings are independent multivariate normal random vectors with mean vector and covariance matrix
We assume that the interest focuses on control of the covariance matrix to see whether this has departed from an in-control (IC) value 0 6 . Also, we assume that the in-control mean vector and the covariance matrix P 0 6 are known exactly. The standard methods of monitoring the covariance matrix are Shewhart-Type charts based on rational subgroups of size greater than m p . If is the sample covariance matrix of the rational subgroup, Montgomery and Wadsworth [23] proposed to chart the determinant of . Reynolds and Cho [27] suggested the charting of the trace of . A different approach was suggested by Alt [1] . His approach is based on the generalized likelihood ratio (GLR) statistic for testing vs.
where is the sample covariance matrix for sample , is the trace operator, the subscript represents the rational subgroup number, is the rational subgroup size, and
As usual for Shewhart charts, these are effective for large transient changes in the covariance matrix, but are less suitable for smaller persistent shifts. Recent proposals by Huwang et al. [15] and Hawkins and Maboudou-Tchao [13] defined an analogous chart for monitoring the covariance matrix. We will focus on the proposal of Hawkins and Maboudou-Tchao, the Multivariate Exponentially Weighted Moving Covariance Matrices (MEWMC), as it is relevant for the remainder of the paper. Assume the p -component process reading vectors ( )
In the MEWMC, the process readings are first multi-standardized to 
, The MEWMC chart statistic is obtained by
where is the trace operator and _ _ represents the determinant. tr
The control chart used then consists of plotting against , and signaling a loss of control if where is chosen to achieve a specified in-control ARL.
Penalized Likelihood Estimation of Inverse Covariance Matrix
In the general case, assume that we observe a set of vectors 
and is an unbiased estimator of the true covariance matrix
. While is an unbiased estimate of the true covariance matrix, it is also singular whe p In practic , n may be much smaller an S n n e th p and so most of the eigenv es of 6 are incorrectly estimated as zero. Several methods have been proposed to regularize the stimate of 6 so that it is not singular. Shrinkage estimators are a class of estimators which regularize the covariance matrix by shrinking it toward some target structure. The concept of robust estimation of an inverse covariance matrix was first introduced by Dempster [9] who suggested that the number of parameters to be estimated be reduced by setting some elements of the precision matrix or inverse cov iance matri a ar x lu e : to zero.
)
Recently, a number of methods have been proposed for regularizing the estimate by making either the covariance or its inverse sparse. In the absence of model assumptions when , an active line of statistical research is based on imposing various restrictions on the model -for instance, sparsity.
p n !
Given a random sample following a multivariate normal distribution , the log likelihood for and
can be expressed as
up to a constant not depending on the parameters. The matrix : is sometimes referred to as the concentration matrix, precision matrix, or dispersion matrix. The maximum likelihood estimator of is ( )
, where
is the maximum likelihood estimate of 6 with x the sample mean. Assuming that the observations are properly centered, it follows that the sample mean is zero. To obtain the maximum likelihood estimator of the covariance matrix is equivalent to minimize
When , the maximum likelihood estimate is no longer useful; in particular, it is not positive definite and has rank no greater than . Finding the most sparse inverse covariance matrix to fit a data set is a NP-hard problem (Banerjee et al. [3] ). To overcome this problem, several -regularization methods have been proposed for sparse estimation of the inverse covariance matrix.
To achieve sparse structure, penalized likelihood methods using the penalty have been considered by Yuan and Lin [40] , Banerjee et al. [4] , D'Aspremont et al. [8] , Friedman et al. [11] , and Rothman et al. [29] , who have all proposed different algorithms for computing this estimator. The resulting estimator 
is the norm of :
and U is a data dependent tuning parameter which can be tuned to achieve different levels of sparsity of the estimate. The term encourages sparseness of the precision matrix or conditional independence among variables. This approach produces a sparse estimate of the inverse covariance matrix and an estimate of the covariance matrix that is positive definite. Yuan and Lin [40] solved the corresponding optimization problem using the MAXDET algorithm, while Vandenberghe et al. [34] focused on statistical properties of the estimates. D'Aspremont et al. [8] proposed two efficient first-order numerical algorithms with a low memory requirement using semidefinite programming algorithms, which obey the positive-definiteness constraint of the precision matrix. Rothman et al. [29] and Lam and Fan [16] showed that the Frobenius norm between the inverse correlation matrix and its penalized likelihood estimator is
is the number of the nonzero elements of the inverse correlation matrix. Consequently, the sparse inverse correlation matrix is highly estimable and the dimensionality only costs an order of S log p , a remarkable improvement on the general result of Fan and Peng [10] . The penalty is convex and leads to a desirable convex optimization problem when the log-likelihood function is convex. Using a coordinate descent procedure, Friedman et al. [11] proposed the graphical Least Absolute Shrinkage and Selection Operator (GLASSO) algorithm to estimate the sparse inverse covariance matrix using the LASSO penalty. 1 
A
This procedure has been referred to as graphical lasso, GLASSO, (Friedman et al. [11] ) or Sparse Permutation Invariant Covariance Estimator, SPICE, (Rothman et al. [29] ). The resulting estimation procedure has excellent theoretical properties, as shown by Rothman et al. [29] and Ravikumar et al. [26] .
In this paper, LASSO type penalty function is applied to multivariate control charts. Recently, Wang and Jiang [36] and Zou and Qiu [44] constructed control charts for monitoring multivariate mean vector using LASSO type penalty in the context of statistical process control (SPC). This work extends the research on recent penalized-likelihood-based SPC method (Wang and Jiang [36] , Zou and Qiu [44] ) to the monitoring of covariance matrix.
A LASSO Chart for Monitoring a Shift in the Covariance Matrix
Suppose that the process readings are p component vectors 1 2 i i x ! and that while the process is in control, these process readings are independent multivariate normal random vectors with mean vector P and covariance matrix 6 . Moreover, we assume that the in-control mean vector and the covariance matrix 6 are known exactly.
Our proposal is an accumulative method in line with the accepted wisdom that accumulative methods work better with individual observations than with rational groups. Also, it is convenient to work with multistandardized data vectors instead of the original process readings . To achieve this, we use a matrix with the property In the last step, we compare the matrix with the identity matrix using the chart statistic
The control chart involves plotting against and signaling a loss of control if , where the control limit is chosen to achieve a specified in-control average run length (IC ARL). Since is positive definite for all values of , the chart statistic is defined for all values of . 
Algorithm Summary
Our method for monitoring the covariance matrix of a process using a penalized likelihood estimation consists of the following steps.
1. Multistandardize the data by transforming the original variables x into u .
2. For each observation n , compute n n n c . U u u 3. For each observation n , transform n U , a non-positive definite matrix into a positive definite matrix, i.e. find ˆn : and then n V . Use the graphical LASSO algorithm of Friedman et al. [11] for this step to directly obtain n V .
Using 0
This will be referred to as "LEWMC chart" in the remainder of the paper.
Selection of the Control Limit h
The chart involves three constants, O , U , and . The first constant, also called the smoothing constant h O , is used for tuning the chart to different sizes of change. A small value of is used to detect a small shift and a large value of O O is used if our goal is to detect a large shift. The second element of interest is the sparsity tuning parameter U . A small value of U will make the estimated covariance matrix less sparse whereas a large value will make the estimate sparse. We will focus more on this parameter in the next section. 
Out-of-Control Settings
The element studied here is the out-of-control settings. Three shifts were investigated. In the first scenario ("variance shift"), we changed the covariance matrix from its in-control value of G p I to a matrix having 1 in the (1, 1) position with the other elements unchanged.
In the second scenario ("correlation shift"), the covariance matrix was left as p I , except for putting a correlation G in the (1, 2) and (2, 1) positions with the other elements unchanged.
The third scenario ("simultaneous variance and correlation shifts") changed the identity covariance matrix by putting G in the (1, 2) and (2, 1), and also 1 G in the (1, 1) and (2, 2) positions while the other elements remained unchanged.
Performance Study
The performance of quality control charts is commonly measured by their average run length (ARL) following an out of control shift. As a benchmark, we will compare the out-of-control ARL of our proposed method with that of the Multivariate Exponentially Weighted Moving Covariance matrix (MEWMC) of Hawkins and Maboudou-Tchao [13] . Also, as pointed out by a referee, we will compare, in the bivariate case, the LEWMC with the VMAX chart proposed by Machado and Costa [20] .
The performance comparison requires adjusting the approaches to have comparable in-control behavior, and then selecting informative out-of-control settings to evaluate. We compare the two methods for p = 5, 10, 20, and O 0.1. The in-control ARL is set to 200.
Performance under Variance Shifts
A full study of the chart performance is infeasible, as it would involve arbitrary changes in the elements of the covariance matrix. Hence, we sketch just a scenario which changes the covariance matrix from the identity matrix to a matrix with 1 +
position while the other elements remain unchanged, and that leaves the mean vector at . We investigate the performance of 0 G varying from 0 to 1, simulating a minimum of 20,000 independent series at each G value. The resulting out-of-control ARL values are shown in Table 1 . The table displays the comparison between the MEWMC and LEWMC with U 0.1, 0.2, 0.5, 1, 1.5, 1.8, and 2. In terms of performance, the LEWMC bettered the MEWMC for variance increases for all dimensions considered. This result should not be surprising as in this case, only the variances of the process variables change (variation of the diagonal elements). Then, the estimated covariance matrix has most of the off-diagonal elements equal to zero, and the "changed" diagonal elements will be correctly estimated. So, the shift in variance will be detected very quickly by the LEWMC.
Performance under Correlation Shifts
We again investigate p = 5, 10, and 20, and U = 0.1, 0.2, 0.5, 1, 1.5, 1.8, and 2. The correlation inserted in the (1, 2) element of the covariance matrix is varied from 0 to 0.9.
From the table (Table 2) , the LEWMC is outperformed by the MEWMC. However, the performance of the LEWMC is getting closer to the MEWMC as U gets small. In fact, the result seen here should be expected as in this case, only the off-diagonal elements change after a shift. Here, the LEWMC chart will hardly detect changes (unless they are quite large, especially with respect to the penalty weight), given that by itself it will force the off-diagonal estimated elements towards zero. 
Performance under Variance and Correlation Shifts
Next, we considered a shift in the variance and correlation. The constant G was varied from 0 to 0.9. We used p = 5, 10, and 20, and set the penalty term U 0.1, 0.2, 0.5, 1, 1.5, 1.8, and 2. The results are shown in Table 3 . It can also be seen from the table that the LEWMC control chart had a much faster reaction to shifts than the MEWMC. U . For that purpose, we run a simulation with p 5, 10, and 20 and an in-control ARL of 200. Also, we set the value of the tuning parameter U to 0.1, 0.2, 0.5, 1, 1.5, 1.8, and 2. We look at changes in the variance, correlation, and both variance and correlation. From Table 1 , for a "variance shift", and Table 3 for "simultaneous variance and correlation shifts", it is hard to recommend a certain value of U which will perform well for all shifts. However, for the "correlation shift", Table 2 , the LEWMC reacts faster to a shift when the tuning parameter U is small. This result observed is not surprising as in this case, only the off-diagonal elements change after a shift. The LEWMC chart will hardly detect changes (unless the changes are quite large, especially with respect to the penalty weight), given that by itself it will force the off-diagonal estimated elements towards zero. So, when the tuning parameter is small, the estimate is less sparse and the chart will react faster to a change in the off-diagonal elements. Then the choice of U depends on the change patterns. Therefore, it is difficult to recommend one U value that will be adequate for all out-of-control scenarios. 
Bivariate Case
As pointed out by one referee, we will investigate the performance in the bivariate case (2 variables X and Y) by comparing the proposed chart to the EWMA scheme based on the VMAX statistic. The VMAX statistic is based on the sample variances of the two quality characteristics. This means that in order to compute the VMAX statistic, we need to have a sample size . Now, to detect a change in the covariance matrix, use the statistic m . is often set to the expected in-control value of . An out-of-control signal is obtained when CL, where CL is the control limit for the EWMA chart.
Note that the LEWMC, defined in this paper, is based on individual observations. So, for the two charts to be fairly compared, we propose a slight modification to the LEWMC chart by using samples of size instead of individual observations. This modified chart will be called "Sample based LEWMC" and denoted by "S-LEWMC" chart.
m
To define the S-LEWMC chart, it is convenient to work with multistandardized data vectors instead of the original process readings . To achieve this, we use a matrix with the property
, where p I is a p p u identity matrix, and transform to . While the process is in control, the 's are Next, we compare the EWMA scheme based on the VMAX statistic with the LEWMC and the S-LEWMC. We set 0.1 and the in-control ARL to 200. For the EWMA and the S-LEWMC, we use samples of size O m 4. The LEWMC, as mentioned earlier, is based on the individual observations. We investigate the following out-of-control scheme. Case I will be a change in the variance of X, i.e., we changed the covariance matrix from its in-control value of to a matrix having 1 + G
2

I
in the (1, 1) position with the other elements unchanged. Next, case II will be a change in both the variance of X and Y, i.e., we changed the covariance matrix from its in-control value of to a matrix having 1 + G
2
I
in the (1, 1) and (2, 2) positions with the other elements unchanged. For both cases I and II, we vary G from 0 to 1. Table 4 and Table 5 show the performance comparison between the three charts. For both schemes, the EWMA based on the VMAX outperforms the LEWMC. This is reasonable as the EWMA chart is based on samples of size while the LEWMC used individual observations. Next, the LEWMC based on samples of size (S-LEWMC) reacts faster than the EWMA chart based on the VMAX statistic. m m
Diagnostics After Detecting an Out-of-Control Signal
Looking more closely at the issue of diagnosis, matters are complicated by the fact that a signal in the LASSO chart does not necessarily mean that the covariance matrix has shifted.
The signal can be triggered by several factors. An efficient way to monitor a multivariate process is to run simultaneously two charts. One to monitor the mean vector (Hotelling chart, MEWMA, MCUSUM for example) and the other for monitor the process variability (Alt's chart, MEWMC, CE chart for example). So, a change in the covariance matrix of the data impacts the run length behavior of the location chart, so a signal from the location chart could be an indirect indicator of an increase in the variability of the data. On the other side, as the scale chart is implicitly centered at the in-control mean vector, a shift in the mean vector accelerates signaling in the scale chart. This means that a location chart signal could be caused by a variance increase, and a scale chart signal could be caused by a shift in mean. Thus careful interpretation is necessary after a signal.
2
T After a shift is detected, we recommend using the method proposed in Hawkins and Maboudou-Tchao [13] as a diagnostic tool to help identify the cause of the shift. 
Example
We apply the new method to the real data set used in Hawkins and Maboudou-Tchao [13] . The data set used is from a long-standing research project in ambulatory monitoring (see www.msi.umn.edu/halberg for deeper background). In this work subjects were equipped with instruments that measure and record physiological variables. The wearer blood pressure and heart rate were measured and recorded every 15 minutes for 6 years. Before analysis using statistical process control (SPC) methods, each week raw data are condensed into weekly summary numbers, which include mean systolic blood pressure (SBP), mean diastolic blood pressure (DBP), mean of heart rate (HR), and overall mean arterial pressure (MAP).
We set the smoothing constant O to .1, the sparsity parameter U to 0. In the same way, we compute 2 3 c c ! for 2 3 n ! . An R code to compute the statistic is available in the appendix. So, calculating the LEWMC chart statistic for the next 20 observations gives the results shown in Figure 1 . The chart goes outside its control limit at the observation. Note that the MEWMC also detects a signal at the observation. The diagnosis analysis is discussed in Hawkins and Maboudou-Tchao [13] and is not repeated in this paper. 
Conclusion
In this paper, we have proposed a new method using the graphical LASSO to monitor small and persistent changes in a covariance matrix of a multivariate Gaussian process. The graphical LASSO is used here because of certain desirable properties of the graphical LASSO estimators such as being positive definite and full rank even when the empirical covariance is singular. We have derived some properties for the LEWMC such as being positive definite among others.
The performance of this chart was discussed and compared to some existing charts, the MEWMC chart of Hawkins and Maboudou-Tchao [13] and, in the bivariate case, the EWMA based on the VMAX statistic of Machado and Costa [20] . The simulations show that the LEWMC outperforms the MEWMC for all but one of the scenarios considered in this current paper. The current version of this chart is designed to detect changes in the covariance matrix only. Also, it is based on the assumptions that the observations are independent of each other, follow a multivariate normal distribution, and their in-control distribution is known. In the case when the IC distribution is unknown, a self starting methodology, such as Maboudou-Tchao and Hawkins [19] , may be applied to the proposed chart. Proof. We substitute the quantity 1 n on the right-hand side of Equation (7) 
S S
Next, we compute the mean and variance of the matrix . The quantity defined earlier is a random matrix and we assume that it has mean n E V < and covariance matrix . The mean of is given in the theorem below ( ) 
(1 ) 0. 
