Abstract. It is well known that estimating bilinear models is quite challenging. Many different ideas have been proposed to solve this problem. However, there is not a simple way to do inference even for its simple cases. This paper studies the special bilinear model
Introduction
The general bilinear time series model is defined by the equation
where {ε t } is a sequence of independent and identically distributed random variables with mean zero and variance σ 2 . It was proposed by Granger and Anderson (1978a) and has been widely applied in many areas such as control theory, economics and finance. The structure of model (1) has been studied in the literature especially for some special cases. For example, Subba Rao (1981) considered model (1) with ψ 1 = · · · = ψ q = 0; Davis and Resnick (1996) studied the asymptotic behavior of the correlation function for the simple bilinear model Y t = bY t−1 ε t−1 + ε t ;
Phan and Tran (1981), Turkman and Turkman (1997) and Basrak et al. (1999) studied the model Y t = φ 1 Y t−1 + bY t−1 ε t−1 + ε t ; Zhang and Tong (2001) considered the model Y t = bY t−1 ε t + ε t .
A sufficient condition for stationarity of the general model was obtained by Liu and Brockwell (1988) , which is far away from the necessary one as pointed out by Liu (1989) . A simplified sufficient condition is given by Liu (1990a) .
It is known that estimating the general bilinear model is quite challenging. Many different ideas have been proposed to solve this problem for some special cases of (1), see Pham and Tran (1981) , Guegan and Pham (1989) , Wittwer (1989) , Liu (1990b) , , , Sesay and Subba Rao (1992) , Gabr (1998) and Hili (2008) . Extension to periodic bilinear models is studied by Bibi and Aknouche (2010) and Bibi and Gautier (2010) . However, the asymptotic theory is either rarely established or only derived by assuming that ε t follows a normal distribution in these papers. The Hellinger distance estimation in Hili (2008) even assumes that the density of ε t is known. To understand this difficulty, let us look at the least squares estimator (LSE) considered by Pham and Tran (1981) . The LSE is equivalent to the quasi-maximum likelihood estimator, which is the minimizer of
where θ is the vector consisting of all parameters in the model and its true value is θ 0 , ε t (θ 0 ) = ε t and ε t (θ) = Y t − µ − b ll Y t−l ε t−l (θ).
Given a sample {Y 1 , · · · , Y n }, one needs an efficient way to calculate the residual ε t (θ) such that the effect from the initial values {Y 0 , Y −1 , · · · } is ignorable. This is the so-called invertibility of the model. Although Liu (1990a) gave a sufficient condition for invertibility, it still remains unknown on how to use it to derive the asymptotic limit of the above LSE. Another type of invertibility was proposed by Granger and Anderson (1978b) . That is, model (1) is said to be invertible if lim t→∞ E(ε t −ε t ) 2 = 0, whereε t is an estimator of ε t . Along this direction, the invertibility of a special bilinear model was studied by Subba Rao (1981), Pham and Tran (1981) and Wittwer (1989) . This type of invertibility may be useful for forecasting, but it is not useful for proving asymptotic normality of estimators of parameters. This is because we need the property of ε t (θ)
at a neighborhood of the true parameter θ 0 for deriving the asymptotic limit of the estimator.
For example, to obtain the asymptotic normality of the LSE, we need the score function ∂ε t (θ) ∂θ to have a finite second moment, which in general results in some very restrictive requirements for model (1) . Let us further illustrate this issue as follows.
For the following simple bilinear model
one needs
Y t−i has a finite moment for any m in order to have E ∂ε t (θ) ∂θ 2 < ∞. Grahn (1995) showed that EY 2m t < ∞ if and only if b 2m Eε 2m t < 1. Note that E|Y t | m < ∞ for any m is equivalent to b = 0 when ε t ∼ N (0, σ 2 ). Thus, it is almost impossible to establish the asymptotic normality of the LSE for model (2) unless some special conditions are imposed. Instead Grahn (1995) proposed a nonstandard conditional LSE procedure for model (2) by using the facts that
(1995) derived the asymptotic normality for the conditional LSE, the asymptotic variance and its estimator are not given, so some ad hoc method such as bootstrap method is needed to construct confidence intervals for b. Furthermore, the moment condition required is EY 8 t < ∞, which reduces to b 8 σ 8 < 1/105 when ε t ∼ N (0, σ 2 ). This is quite restrictive on the parametric space of (b, σ). When ε t ∼ N (0, σ 2 ), Giordano (2000) and Giordano and Vitale (2003) obtained the formula of the asymptotic variance for the conditional LSE of b, which can be estimated too. Liu (1990b) considered the LSE estimation for the model
with p ≥ 1, and obtained its asymptotic normality by assuming that ∂ε t (θ) ∂θ has a finite second moment. As in model (2) , this condition may only hold when b = 0 if ε t ∼ N (0, σ 2 ). When |ε t | ≤ c (a constant) holds almost surely and φ = 0, Liu (1990b) showed that this condition holds when |b| ≤ 1 2c which is a small parameter space when c is large. In general, one cannot check whether this condition holds when ε t is not bounded. That is, a general asymptotic theory for LSE or maximum likelihood estimator (MLE) has not been established for model (3) up to now.
In this paper, we first give a sufficient condition for the existence of a unique stationary solution for a slightly more general model than (2) , and then propose a GARCH-type MLE (GMLE) for estimating the unknown parameters. It is shown that the GMLE is consistent and asymptotically normal under only finite fourth moment of errors. We organize this paper as follows. Section 2 presents our main results. Section 3 reports some simulation results. Section 4 concludes. All proofs are given in Section 5.
Estimation and Asymptotic Results
Throughout we consider the following special bilinear model:
where {ε t } is a sequence of independent and identically distributed random variables with mean zero and variance σ 2 > 0. Let ln + x = max{ln x, 0} be the positive part of the logarithm, and define
Then (4) can be rewritten as X t = A t X t−1 + B t . It is easy to check that
for any integer m ≥ 1. For vector x = (x 1 , x 2 ) and 2 × 2 matrix y, define |x| = (x 2 1 + x 2 2 ) 1/2 and
which imply that
Note that E ln
A n−i B n−m converges almost surely and is the unique strictly stationary solution of (4). Since we assume that 0 < Eε 2 1 < ∞, E ln + |µ + ε 1 | < ∞ holds naturally.
The following theorem summarizes the above arguments. Theorem 1. Assume E ln |φ + bε 1 | < 0. Then there exists a unique strictly stationary solution to model (4) , and the solution is ergodic and has the following representation: (4) is irreducible, then the condition E ln |φ + bε 1 | < 0 is a necessary condition for stationarity, which is a direct consequence of Bougerol and Picard (1992, Theorem 2.5). From Theorem 3 in Kristensen (2009) we know that a sufficient condition for irreducibility is that ε t has a continuous component at zero and |φ| < 1. (4) is still stationary when φ 2 + σ 2 b 2 = 1 and b = 0.
Remark 1. If the model

Remark 2. It follows from Jensen's inequality that
Remark 3. When P (φ + bε 1 > 0) = 1, results in Kesten (1973) can be employed to show that Y t has a heavy tail. However, it remains unknown on the tail behavior of Y t when P (φ+bε
This is in contrast to the well-studied simple bilinear model Y t = φY t−1 + bY t−1 ε t−1 + ε t in the literature, where the tail property has been clear, but statistical inference for parameters remains unsolved when only some moment condition on ε t is assumed.
Next we estimate the unknown parameters. Let F t be the σ-fields generated by {ε s : s ≤ t}.
we propose to estimate parameters by maximizing the following quasi-log-likelihood function:
, where θ = (µ, φ, σ 2 , b 2 ) is the unknown parameter and its true value is denoted by θ 0 . The maximizerθ n of L n (θ) is called the GMLE of θ 0 . Although the estimation idea has appeared in Francq and Zakoïn (2004) , Ling (2004) and Truquet and Yao (2012) , the challenge is that
∂θ is no longer a martingale difference, which complicates the derivation of the asymptotic limit. A straightforward calculation shows that
.
By solving
we can write the GMLE for µ, φ, σ 2 explicitly in terms of b 2 . Hence, using these explicit expressions and the equation n t=1
∂ t (θ) ∂b 2 = 0, we can first obtain the GMLE for b 2 , and then obtain the GMLE for µ, φ, σ 2 .
It is easy to check that E ∂ t (θ 0 ) ∂θ
can not be a martingale difference. Therefore we can not use the central limit theory for martingale difference to derive the asymptotic limit. Instead we will show that
is a near-epoch dependent sequence so that the asymptotic limit of the proposed GMLE can be derived. Denote
The following theorem gives the asymptotic properties of the GMLE.
Theorem 2. Suppose the parameter space Θ is a compact subset of {θ :
where µ, φ, ω, ω, α and α are some finite positive constants, and the true parameter value θ 0 is an interior point in Θ. Further assume Eε 4 1 < ∞. Then as
Remark 4. To ensure the positive definiteness of Σ in Theorem 2, we only need to show the two sub-matrices are positive definite, which is equivalent to show the determinants of these two submatrices are positive. Obviously Cauchy-Schwarz inequality implies that the determinant of the second sub-matrix in Σ is positive. Put A = 1 + b 2 0 Y 2 t , then the determinant of the first sub-matrix is σ Remark 5. Figure 1 gives the region of (b, φ) such that E ln |φ + bε 1 | < 0 when ε 1 ∼ N (0, 1).
So |b| can be greater than 1, i.e., the asymptotic limit of the proposed GMLE holds under some weaker conditions than the condition |bσ| < 105 −1/8 ≈ 0.5589 required by the conditional LSE in Grahn(1995) . Moreover, Ω and Σ can be estimated simply bŷ 
It is easy to see that E{(
, which motivates to estimate b by minimizing the following least squares
with µ, φ and σ 2 being replaced by the corresponding GMLE. However, in order to avoid requiring some moment conditions on Y t , we propose to minimize the weighted least squares
with µ, φ, σ 2 being replaced by the corresponding GMLE. This results iñ
Like Theorem 2 (a), it is easy to show thatb n = b + o p (1). Usingb n to estimate the sign of b, we obtain an estimator for b asb n = sgn(b n ) θ n4 . It easily follows from Theorem 2 that 
lies at the boundary of the compact set Θ, which implies that the case of b = 0 is the well-known nonstandard situation of maximum likelihood estimation. The following theorem easily follows from Lemmas 1-3 in Section 5 and the same arguments in deriving (2.2) in Self and Liang (1987).
Theorem 3. Suppose the parameter space Θ satisfies E ln |φ + bε 1 | < 0, and the true parameter
and Σ and Ω are given in Theorem 2.
Remark 6. Using the consistent estimators for Ω and Σ in Remark 5, one can easily simulate the asymptotic limit of √ n(θ n − θ 0 ) so that interval estimation is obtained. For testing H 0 : b = 0 against H a : b = 0, we letσ ij denote the consistent estimator for σ ij given in Remark 5, but witĥ θ n,4 being replaced by 0. By Theorem 3 one rejects H 0 at level ξ wheneverθ n,4 > √σ
where P (N (0, 1) > z ξ ) = ξ. We also remark that the likelihood ratio tests in Self and Liang (1987) do not apply to our bilinear model even for the case of b 2 > 0. The reason is that ∂ t (θ) ∂θ can not be a martingale difference, and so Ω in Theorem 2 is different from the standard one E ∂ t (θ) ∂θ ∂ t (θ) ∂θ , which is necessary to ensure Wilks theorem holds for the likelihood ratio approach.
Simulation
We investigate the finite sample performance of the proposed GMLE by drawing 1,000 random samples of size n = 200 and 1,000 from model (4) with µ = 0, b = ±0.1 or ±1, φ = 0 or 0.9, and ε t ∼ N (0, 1). We compute the GMLEθ n = (θ n1 , · · · ,θ n4 ) for θ = (µ, φ, σ 2 , b 2 ) andb n . For an estimatorβ, we use E(β), SD(β) and SD(β) to denote the sample mean ofβ, sample standard deviation ofβ and sample mean of the standard deviation estimator given in Remark 5 ofβ based on the 1,000 samples. Tables 1 and 2 report these quantities, which show that the proposed GMLE has a small bias (i.e, E(·) close to the true value) and the proposed variance estimator is accurate too (i.e., SD(·)
close to SD(·)). From these two tables, we also observe that SD(β) and SD(β) are much smaller when n = 1000 than those when n = 200. Although the proposed estimator for b has a small bias, the proposed variance estimator performs badly when b is small. This is due to some very small values ofθ n4 . However, the variance estimator for 2bb n is reasonably well and much accurate than that forb n . Hence, we suggest to use 2b
confidence interval for b in practice.
Next we use Remark 6 to test Table 3 , where b * = 0 corresponds to the size. From Table 3 , we observe that the proposed test has a reasonably accurate size and non-trivial power.
Conclusions
Many different ideas have been proposed for estimating parameters in bilinear models. Unfortunately asymptotic limit is either missing or derived under some restrictive distribution assumption on errors. By focusing on a simple bilinear model, we first give a sufficient condition for the existence of a unique stationary solution for the model and then propose a GARCH-type maximum likelihood estimator for estimating parameters. It is shown that the proposed estimator is consistent and asymptotically normal under mild conditions. Moreover, the new estimation approach is novel, nonstandard and has good finite sample behavior. 
Proofs
We first give one lemma, which plays a key role in the proofs of other lemmas.
Lemma 1. Under assumptions of Theorem 2,
(b) E t (θ) achieves its unique maximum value at θ = θ 0 .
Proof. Since E|ε t | < ∞, similar to the proof of Lemma 1 in Ling (2004), we can show that there exists a δ ∈ (0, 1) such that E|φ + bε t | δ < 1. Using this and the expression of Y t in Theorem 1, we can show that E|Y t | δ < ∞. Take δ 0 = δ/2. Thus, by Jensen's inequality, it follows that
where the following elementary relationship is used: (a 1 + a 2 ) s ≤ a s 1 + a s 2 for all a 1 , a 2 > 0 and
Hence, (a) holds.
To prove (b), by noting that
we have
The second term in (6) reaches its maximum at zero, and this occurs if and only if µ = µ 0 and φ = φ 0 . The first term in (6) is equal to
where
. As in Lemma 2 of Ling (2004), (7) Lemma 2. Under assumptions of Theorem 2,
Proof. As in (5), it is easy to show that
Similarly, we can show that other terms in (a) are finite too. Hence, (a) holds.
A straightforward calculation gives that
Using these formulas and some similar arguments in proving (a), we can show that (b) holds. Lemma 3. Under assumptions of Theorem 2,
Proof. Let C = (c 1 , c 2 , c 3 , c 4 ) be any constant vector with C C = 0 and define
. Since E(s t s t+k ) = 0 if |k| ≥ 2, we have
for any ν > 2 and large m, where
Then Y m,t ∈ F m t . From the proof of Lemma 1, there exists a δ ∈ (0, 1) such that E|φ 0 +b 0 ε t | δ < 1. 
where ρ ∈ (0, 1). It follows from (9) Proof of Theorem 3. Note that (10) follows directly from (9) without the involved derivations.
Hence, the theorem can be shown by repeating Lemmas 1-3 and using the same arguments in deriving (2.2) in Self and Liang (1987) .
