For formal verification of hardware Satisfiability Modulo Theory (SMT) solvers are increasingly applied. Today's state-of-the-art SMT solvers use different techniques like term-rewriting, abstraction, or bit-blasting. The performance does not only depend on the underlying decision problem but also on the encoding of the original problem into an SMT instance.
Introduction
Due to the increasing complexity of nowadays circuit designs, there is a need to check the correctness of hardware by formal verification. Today, often Boolean satisfiability (Boolean SAT) solvers are applied, that perform quite well on the Boolean level. But when complex data paths and arithmetic operations are considered, the solvers reach their limits.
As an alternative, Satisfiability Modulo Theory (SMT) solvers have been developed (see e.g. [4, 7, 15, 3, 9] ). In contrast to Boolean SAT, SMT solvers work on a more abstract level, e.g. on arithmetic bit-vectors, that may be used to describe circuits on Register Transfer Level (RTL). The problem is given in a mixture of Boolean and word level constraints instead of pure Boolean logic. Internally, this higher level is exploited by optimization techniques like term-rewriting, bit-blasting, or by so called theory solvers, that check the validity of (partial) assignments to a formula. The application of SMT solvers to formal hardware verification problems already showed promising results [25] .
For Boolean SAT it is known, that finding a good encoding for a given problem may significantly speed-up the verification process [17] . Much attention has been spent to cardinality constraints of the form s 0 +s 1 +. . .+s n−1 ≤ k, forcing the arithmetic sum of the Boolean variables s i to be less or equal than the integer k. For Boolean SAT there exist several studies on the optimal representation of cardinality constraints in general (see e.g. [22, 11, 18] ) and with an application to debugging in [23] . These studies show, that the encoding of cardinality constraints is crucial as it may decrease or increase the performance of the solver. However, no similar studies for the SMT domain are available. In particular, the different proof techniques of SMT solvers let suppose a high degree of performance differences.
In this work, encodings for cardinality constraints in SMT instances are considered, theoretically analyzed, and experimentally evaluated on debugging problems. We evaluate two of the commonly known encodings, one is based on multiplexors the other one on an adder structure. These are compared to a newly introduced shifter representation. All encodings are defined in terms of word level operations. Significant trade-offs in the sizes of the different encodings are identified.
Since isolated cardinality constraints are always satisfiable, a concrete application is required to evaluate different encodings. Automated debugging is one particular problem, where a cardinality constraint defines how many failures are suspected in a circuit. The experimental evaluation on debugging instances shows, that the chosen encoding is crucial to achieve high performance. No single encoding is the best for all SMT solvers, but usually one encoding most suitable for a particular SMT solver can be identified. Choosing the wrong encoding may increase the run-time by more than a factor of 2500.
The paper is structured as follows: The next two sections introduce Boolean Satisfiability, SAT Modulo Theories, as well as SMT-based debugging and therewith provide the basis of this work. In Section 4, the SMT encodings of the cardinality constraints are proposed and discussed. An experimental comparison is given in Section 5. The last section concludes the paper. ware verification. However, arithmetic operations (like addition and multiplication) are known to be a hard problem for Boolean SAT solvers. Thus, new solve techniques are required for the future. Satisfiability Modulo Theory (SMT) provides SAT solving on a higher level of abstraction and may cope with the limitations. In the following, we give an overview of Boolean SAT and compare it to SMT in the context of formal hardware verification.
Boolean Satisfiability (SAT)
The Boolean Satisfiability problem (SAT problem) is to determine an assignment for a Boolean function f : {0, 1} n → {0, 1} that evaluates to 1 or to prove that no such assignment exists. A SAT problem is called satisfiable if a satisfying assignment exists, otherwise it is unsatisfiable.
The function f is given in Conjunctive Normal Form (CNF). A CNF consists of clauses, each clause consists of literals, and a literal is a variable or its negation. A CNF is satisfied, if all clauses are satisfied. A clause is satisfied if at least one literal evaluates to 1. Circuits can be easily encoded in CNF [26] . Signals are represented by Boolean variables while gates (e.g. AND, OR) or arithmetic operations (ADD, MUL) are encoded in terms of clauses.
Algorithms for solving the SAT problem are called SAT solvers. Most Boolean SAT solvers get a Boolean formula in CNF as input and rely on the DPLL algorithm [6] extended by conflict analysis [19] . Here, (1) a decision heuristic assigns values to free variables, (2) the propagation procedure deduces further assignments, and (3) the conflict analysis determines conflicts and backtracks to resolve a conflict, if necessary.
Satisfiability Modulo Theory (SMT)
SAT solving on a higher level of abstraction is provided by SMT solvers. A set of assumptions over high level (e.g. bit-vector) constraints represents the satisfiability problem.
Constraints are defined over a set of variables and operations. A variable may be a Boolean predicate, a fixed bitwidth variable, an array or an uninterpreted function. The common input format for SMT [21] defines several theories. In this work, we consider the theory for quantifier free bit-vectors (QF_BV), a suitable format for circuits given on Boolean and word level [25] . Here, Boolean operations (e.g. AND, OR), arithmetic operations (e.g. ADD, MUL), or relations (e.g. LEQ, EQ, GEQ) are supported.
In general, SMT solvers combine a Boolean SAT algorithm with a theory solver resulting in DPLL(T ) [16, 8] . Conceptually, a SAT solver is called to determine a (partial) satisfiable assignment to an abstraction at the Boolean level that is afterwards checked by the underlying theory solver. If the theory solver determines a conflict, the conflict is passed to the SAT engine, which blocks the assignment and backtracks. However, state-of-the-art SMT solvers do not strictly implement this concept.
Today, several state-of-the-art SMT solvers for QF_BV [4, 7, 15, 3, 9] exist. The most common technique for QF_BV is to simplify the instance in a preprocessing step by using e.g. term rewriting or abstraction, followed by "bitblasting" (i.e. encoding in CNF and passing it) to a standard SAT solver to determine the satisfiability.
Debugging using SMT
Usually, debugging is carried out manually to locate faults in circuits. But using a proof engine this step can be partially automated. Given a circuit and failure traces with expected correct output behavior, the debugging engine automatically determines fault candidates to aid the debugging process.
Before introducing SMT-based debugging, the basics of SAT-based debugging for combinational circuits [23] are briefly revisited.
The input for the debugging algorithm is a faulty circuit and one or more counterexamples (failure traces). Additionally, each counterexample contains information on the correct responses that have to be fulfilled at the primary outputs.
In a first step, the circuit is divided into n components, representing possible fault candidates. The choice of the components controls the granularity of the debugging result. Typical choices are operations (e.g. AND, OR, ADD, MUL) or expressions, but also hierarchical or structural information can be used [12, 13] . For each component, additional correction logic is inserted to change the output behavior of the component. The correction logic is depicted in Figure 1 . The original output F i of a component C i is replaced by F i . A select line s i of a multiplexor controls F i : If s i is assigned to one, then
The new variable R i enables C i to behave non-deterministically. A correction may be injected at C i . The variable s i is called abnormal predicate and enables or disables the correction logic, respectively.
Given a combinational circuit G and a set of m failure traces X 1 , · · · , X m with corresponding correct output responses O 1 , · · · , O m , the instance is created as shown in Figure 2 : For each failure trace, the circuit is duplicated, the correction logic is added, the inputs are restricted to the failure trace, and the outputs are assigned to the correct output response. For each component the same abnormal predicate over all duplicated circuits is used. Thus, if s i is assigned to one, non-deterministic behavior of component C i occurs in each duplication simultaneously. To restrict the number k of enabled abnormal predicates, a cardinality constraint is used. Setting k to zero, i.e. disabling the correction logic of all components, leads to an unsatisfiable instance: the correct output responses O 1 , · · · , O m contradict the failure trace applied to the inputs. Thus, the debugging algorithm increments k by 1, as long as the instance remains unsatisfiable. If the instance becomes satisfiable, a fault candidate can be extracted. A fault candidate is the set of components, where enabling the respective correction logic leads to the correct primary output responses. If exactly one component has to be enabled (i.e. if k = 1) a single fault is considered. Correcting multiple components (k > 1) corresponds to multiple faults. The set of all fault candidates can be extracted by incrementally adding constraints that block all already found fault candidates. The algorithm terminates if the instance becomes unsatisfiable. Thus, all fault candidates with minimal cardinality k are extracted.
The debugging instance can be solved using SAT [23] by encoding the described debugging formulation in CNF, i.e. into a set of clauses. But recently also word level debugging has been introduced [20, 24] . Here, the SAT-based debugging approaches for combinational debugging [23] and property debugging [14] are applied to the bit-vector level without modifications. That is, the SMT instance is created on a set of bit-vector constraints instead of translating the circuit into CNF. For word level problems, SMT-based debugging leads to significant run-time improvements in comparison to SAT-based debugging.
Cardinality Constraints
While SMT-encodings for circuit elements have already been evaluated in [25] and -for debugging problemsin [24] , respectively, representations for cardinality constraints in SMT have not been considered so far. In debugging, a cardinality constraint restricts the maximum number of enabled components to k, i.e. s 0 + s 1 + · · · + s n−1 ≤ k, with s i being Boolean variables and k a positive integer. Typically, other types of cardinality constraints like equality, greater, etc. are also used in practice. But these constraints are not further considered here, as they can be encoded analogously.
To ensure an efficient algorithm, "good" encodings of cardinality constraints require good scalability for a large number of components (n) as well as for an increasing k. Especially in case of multiple faults (k > 1), the run-time grows significantly and requires efficient encodings.
In the domain of (Pseudo) Boolean SAT, several studies about finding good encodings for cardinality constraints in Conjunctive Normal Form (CNF) exists (see e.g. [1, 11, 22, 2, 18] ). Here, encodings based on sequential and parallel counters [22] , derived from Binary Decision Diagrams (BDD) [5] , or adder structures as well as sorter structures [11] have been proposed, respectively. However, the encodings are mostly given on the Boolean level, that may not be efficiently supported by an SMT solver. Thus, the encodings have to be generalized to a set of word level constraints for optimized SMT solving.
In the following we propose three SMT encodings: An adder encoding, a multiplexor encoding (both based on [11] ), and a new shifter encoding. Afterwards, the encodings are compared and discussed with respect to their sizes, the scalability for increasing k and n, as well as their arc-consistency.
Adder Encoding
A straight-forward encoding for a cardinality constraint is the subsequent usage of adder operations for summing up all abnormal predicates s i and a comparator for restricting the resulting sum to k. In total, this requires (n − 1) adders (ADD) and an additional less-equal (LEQ) operation.
However, subsequently using these adders leads to large bit-widths which may degrade the performance of the underlying solve engine (because more values have to be considered). Thus, the respective adders are organized in a tree structure as depicted in Figure 3(a) . As a result, n 2 adders with a bit-width of 1, n 4 adders with a bit-width of 2, etc. are needed. The maximum bit-width using this tree structure is log 2 n + 1.
ITE Encoding
A compact encoding with multiplexors was found by building a BDD [5] of a cardinality constraint [11] . Since each BDD can be easily converted to a multiplexor circuit, this circuit is used to encode the cardinality using multiplexor, i.e. if-then-else (ITE), operations.
Figure 3(b) shows the resulting structure. Starting at the root multiplexor cell, each s i variable is checked by an ITE operation. If an s i variable is assigned to 1, multiplexors in the next column are considered. Furthermore, in the rightmost column all data-1 inputs of the multiplexors are assigned to the constant 0. Since additionally the output of the root multiplexor is assigned to 1, a contradiction occurs if more than k variables s i are assigned to 1.
To construct this structure, for each column n − k ITE operations are required. In total, this leads to (k+1)·(n−k) operations. However, since ITE works with Boolean variables, no word level information can be exploited by the search engine.
Shifter Encoding
Besides the adder and ITE encoding, which are already known from Boolean satisfiabiliy, finally we introduce a Figure 3 (c). It consists of k shifters of bitwidth n. Each shifter shifts a constant 1 within an n-bit bit-vector. ORing the outputs of all shift operations leads to a bit-vector of size n with at most k bits assigned to 1. Constraining the resulting bit-vector to s 0 , · · · , s n−1 completes the cardinality constraint. Setting the ith bit of the resulting bit-vector is equivalent to setting s i to 1. Since at most k constant 1 values can be set using the shifters, the maximum number of s i variables allowed to be assigned to 1 is restricted to k.
In total, this leads to k shift operations as well as k − 1 OR operations. Shifters as well as bit-vector ORs are directly supported in SMT. Similar to the adder encoding, a tree structure is used for the OR operations. Although this has no effect on the bit-width in this case, it is the best encoding with respect to the depth of the structure.
Discussion
Summing up the worst case numbers of operations needed for the respective encodings leads to the following instance sizes:
1. Adder encoding: n 2 + n 4 +· · ·+1 adders with bit-widths from 1 to log 2 n + 1 (in total n − 1 adders) plus an additional LEQ operation.
ITE encoding: (k + 1) · (n − k) multiplexors with
Boolean inputs and outputs, respectively.
3. Shifter encoding: k shifters and k − 1 bit-vector OR operations with bit-width n.
With respect to the number of operations, the shifter encoding is the most compact representation of cardinality constraints (followed by the adder encoding). In contrast, a significantly larger number of operations is required for the ITE encoding. However, this might lead to a stronger implicative power due to arc-consistency which is -in principle -possible using the ITE structure.
Arc-consistency means that whenever an assignment could be propagated on the original constraint, the solver's implication engine should find that assignment as well. The notion of arc-consistency has been introduced in the CSP domain and applied to Boolean satisfiability [11] . In [11] , it has been proven that the ITE encoding is arc-consistent (when additional clauses are added) while e.g. the adder encoding is not. However, these proofs require knowledge about the reasoning engine. In case of Boolean SAT solvers unit propagation is the implication procedure. But for SMT solvers knowledge about the implication engine or the bitblasting procedure is usually not publicly available. Thus, a statement regarding the arc-consistency cannot be given for SMT solvers.
The next section gives an experimental evaluation of the proposed SMT encodings.
Experimental Evaluation
The debugging approach has been evaluated on a set of gate level circuits (taken from the LGSynth93 package) as well as on word level benchmarks (taken from SMT-COMP'08 1 ). To this end, single as well as multiple faults have been randomly injected into the instances. Counterexamples describing the errors have been generated using a SAT-based equivalence checker.
In this section, the results of the evaluation are reported. The documented run-times are given in CPU seconds. All experiments have been conducted on an AMD Athlon 64 4200+ (2.2GHz) with 2GB main memory running Linux. An MO in the tables denotes a memory out, i.e. requiring more than 2GB main memory.
Constraint Size
In the following the resulting instance sizes are evaluated. A comparison of the encoding overhead in SAT and table5 1246 11 3 160,666 1.12 1.30 2.18 27,577 1.18 1.18 1.01  too_large 2190 3 2 343,605 1.08 1.25 1.70 13,149 1.50 1 
SMT is given in Table 1 . The columns denote the number of abnormal predicates (n), number of applied counterexamples (#c), the cardinality (k), and the respective encodings. Here, the overhead is given as a factor to the number of clauses (SAT) or number of assumptions (SMT) 2 of the plain instance without cardinality constraint (column w/o c.). The minimal encoding overhead is marked bold, whereas the maximum is marked italic. As in the rest of this section, the respective encodings are denoted by ADD, ITE, and SHIFT.
The syntax of the CNF format and the standard SMT format [21] require additional operations for each of the encodings, causing a larger number of operations compared to the theoretical analysis in Section 4. For example, a constant value or bit accesses have to be encoded in SAT and SMT. Also notable are the additional constraints for the ADD encoding. Here, n additional ITE operations of bitsize one are used to transform a Boolean predicate s i into a bit-vector of size one needed for the ADD operations.
For Boolean SAT, ITE requires the least and SHIFT the maximum number of additional clauses to represent the cardinality constraint. Especially for SHIFT, the overhead is significant and increases the instance size with a factor of up to 5.6. For the word level benchmarks, with large plain instance sizes and large values for n, the overhead becomes more moderate for all encodings.
In SMT the SHIFT encoding requires the least and ADD the maximum number of additional assumptions. For ADD the run-time increases up to 3 times. Here, the overhead for the gate and the word level benchmarks with an increasing n is similar.
The number of counterexamples also influences the overhead. The more counterexamples are applied, the smaller is the overhead of the cardinality constraint. The plain instance size grows with each counterexample, but the number of abnormal predicates n and the cardinality k does not.
Thus, it can be concluded, that the choice of cardinality constraint significantly influences the number of assump- 2 An assumption in SMT may consists of a set of operations, e.g. an bit-extract in combination with an ADD.
tions. Depending on the system used, this might become an issue due to memory limitations.
Run-time
The obtained run-times for the respective encodings are given in Table 2 . Here, for each benchmark, the name, the number of components (n), the number of applied counterexamples (#c), and the minimal k are listed in the first four columns. The remaining columns give the run-times obtained by a Boolean SAT solver and three SMT solvers using the described encodings (i.e. ADD, ITE, and SHIFT). As Boolean SAT solver MiniSAT [10] has been applied, while as SMT solver STP [15] , Boolector [4] , and Z3 (version 2) [7] have been used. All these solvers achieved good results in the respective competitions (i.e. SATCOMP and SMTCOMP) during the last years.
The ITE encoding is the best choice if the Boolean SAT solver is applied to the gate level benchmarks. However, for word level instances, with a large number of abnormal predicates, the newly introduced SHIFT encoding performed best. In fact, improvements of up to one order of magnitude can be observed in comparison to the ITE encoding.
For the SMT solvers, the efficiency of the respective encoding strongly depends on the solver. In more detail, e.g. Z3 degrades up to a factor of 2500 (benchmark cjpg2gif-1141) if the ITE encoding is replaced by an ADD encoding. If the SHIFT encoding is used, the machine may even run out of memory. The solvers apply different proof techniques and pre-processing techniques which explains the performance differences. Nevertheless for each solver one particular encoding is quite robust. STP and Z3 achieve the highest performance when the ITE encoding is applied. Boolector handles the encoding with adders most effectively.
The best results for the word level benchmarks are obtained by an SMT solver: Z3 using the ITE encoding. In the best case (i.e. for c-jpg2gif-1141), an improvement of almost a factor of 20 in comparison to the Boolean SAT solver is achieved.
Conclusion
In this work, we evaluated encodings for cardinality constraints in the context of SMT-based debugging. Besides the straight-forward adder encoding and the more optimized ITE encoding (known from SAT-based debugging) also a new shift encoding has been proposed.
The shift encoding is a good alternative for SAT-based debugging on word level benchmarks. For SMT solvers, the efficiency has been observed to be strongly solver dependent. For each SMT solver one particular encoding performs best. The results clearly showed, that it is worthwhile to consider different SMT representations for cardinality constraints as for the word level benchmarks improvements of more than a factor of 2500 can be achieved. 
