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A new algorithm is proposed for solving the three-dimensional scalar inverse problem of
acoustic sounding in an inhomogeneous medium. The data for the algorithm are the complex
amplitudes of the wave field measured outside the inhomogeneity region. For the data
recording scheme “in a flat layer”, the inverse problem is reduced using the Fourier transform
to solving a set of one-dimensional Fredholm integral equations of the first kind. Solving
these equations by the use of regularizing methods, we calculate the complex amplitude
of the wave field in the inhomogeneity region and then we find the desired field of sound
velocities in this domain. The proposed algorithm allows us to solve the inverse problem
on a personal computer of average performance (without parallelization) for sufficiently
fine three-dimensional grids in a few minutes. We demonstrate the results of solving model
inverse problems at one frequency and several frequencies simultaneously along with a study
of the accuracy of the proposed algorithm. We also investigate the issues of numerical
stability of the algorithm with respect to data perturbations.
Pacs: 02.30.Zz, 02.30.Jr, 02.60.Cb
Keywords: 3D wave equation, inverse coefficient problem, data in flat layer, regularizing
algorithm, fast Fourier transform
1 Introduction
Let the scalar function p(x, t) determine the acoustic wave field depending on the coor-
dinates x ∈ R3 and time t ≥ 0. The field is created in an infinite medium by sources
localized in a known region, S. The medium is characterized by the local phase velocity
of sound c(x) and has a constant density. Moreover, it is known that c(x) = c0 = const
outside a given region X satisfying the condition X∩S = ∅. In the region X, the function
c(x) can be variable, and this is interpreted as acoustic inhomogeneities there. In this
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case, for a harmonic source of the form f(x, ω)eiωt with a known frequency ω, the field
p(x, t) can be found in the form p(x, t) = u(x, ω)eiωt in the framework of linear acoustics,
where the complex amplitude u(x, ω) satisfies the equation
∆u(x, ω) + k20u(x, ω) = f(x, ω) + ω
2ξ(x)u(x, ω), x ∈ R3, (1)
and the Sommerfeld radiation condition (see, for example, [1]). Here k0 =
ω
c0
and ξ(x) =
c−20 − c−2(x). We are interested in the following inverse problem for the equation (1).
Knowing the complex amplitude of the field u(x, ω) in the region Y, Y ∩X = ∅, Y ∩S = ∅,
for a certain set of frequencies ω, find the coefficient ξ(x), that is the function c(x),
which determines the acoustic inhomogeneities in the domain X. Introducing the Green
function for the Helmholtz equation (1) in R3, G(ρ, ω) = − exp(iωρ/c0)
4piρ
, we can reduce
the inverse problem, under certain assumptions about the smoothness of the functions
u(x, ω), f(x, ω), c(x), to non-linear system of integral equations with respect to unknowns
u(x′, ω), ξ(x′) (x′ ∈ X) (see, e.g., [1])


u(x, ω) = u0(x, ω) + ω
2
∫
X
G(|x− x′|, ω)ξ(x′)u(x′, ω)dx′, x ∈ X
ω2
∫
X
G(|x− x′|, ω)ξ(x′)u(x′, ω)dx′ = W (x, ω), x ∈ Y.
(2)
The functions included in (2),
u0(x, ω) =
∫
X
G(|x− x′|, ω)f(x′, ω)dx′, W (x, ω) = u(x, ω)− u0(x, ω), x ∈ Y,
are known (computable) functions, and the quantities u(x′, ω), ξ(x′), x′ ∈ X, must be
determined.
The problem (2), in particular, the existence and uniqueness of its solution, has been
studied theoretically quite well (see, for example, [2–4] and others).
In many papers, various numerical methods have been proposed for solving the prob-
lem (2) in two-dimensional and three-dimensional formulations. For example, in [1], the
system (2) is reduced to a nonlinear operator equation, which is then solved by a spe-
cial iterative method. However, in this approach, the authors do not take into account
that this equation is an ill-posed problem and do not regularize their iterative method.
Nevertheless, the method works for model “medium power” scatterers [1, c.101-105].
In [4], the regularized Gauss – Newton method was used to solve the system of equa-
tions (2) in the three-dimensional axially symmetric case. In [5], a special gradient method
and the Fletcher – Reeves method were used for a similar problem. Other gradient meth-
ods and a supercomputer were used in [6, 7].
Note that there are alternative approaches to solving the inverse acoustic sounding
problem that are not directly related to the system (2). In particular, the original method
of boundary control, which allows one to solve three-dimensional problems similar to (2),
was proposed and developed in [8, 9]. To solve the two-dimensional inverse scattering
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problem, the well-known method of R.G. Novikov [10] was used in [11]. In the subsequent
work [12], a comparative analysis of a variant of this method and some other functional-
analytical methods for solving two-dimensional inverse problems of acoustic scattering is
performed. The methods of M.V. Klibanov, summarized in the monograph [13], and also
the methods from the monograph [14] turned out to be very promising when processing
real experimental data. We also note recent works [15, 16].
All the mentioned methods for solving the inverse problem of acoustic sounding require
significant computational resources in the three-dimensional formulation. In this regard,
we note articles [17,18]. In them, the initial inverse coefficient problem for the wave equa-
tion, from which the equation (1) is actually obtained, is reduced to a three-dimensional
Fredholm integral equation of the first kind with the right-hand side containing special in-
tegrals of the recorded field. The method for solving this equation proposed there turned
out to be very effective numerically, and allows solving three-dimensional inverse problems
for sufficiently fine grids on a personal computer (PC) even without parallelization. This
method is also very useful for the task (2), and this will be demonstrated below.
In this article, we adhere to the following scheme for solving the nonlinear system (2),
which reduces the latter to the solution of linear integral equations.
1) We solve the second equation written in the form
ω2
∫
X
G(|x− x′|, ω)v(x′, ω)dx′ = W (x, ω), x ∈ Y, (3)
with respect to the function v(x′, ω) = ξ(x′)u(x′, ω), x′ ∈ X;
2) We compute the function u(x, ω), x ∈ X, from the found function v(x′, ω) and from
the first equality of the system (2), represented in the form
u(x, ω) = u0(x, ω) + ω
2
∫
X
G(|x− x′|, ω)v(x′, ω)dx′, x ∈ X ; (4)
3) We find the function ξ(x) from the equation v(x, ω) = ξ(x)u(x, ω), x ∈ X, using the
calculated functions v(x′, ω) and u(x, ω).
A similar scheme was applied, for example, in [19]. However, in this paper, regulariza-
tion methods were not used to solve a three-dimensional equation similar to (3), although
this equation is in fact ill-posed. In addition, a solution to the inverse problem was sought
on a fairly narrow class of functions with a “piecewise constant current”. Moreover, sig-
nificant computational resources are required as well to solve such a three-dimensional
inverse problem on relatively fine grids.
Below we show that under certain, not very burdensome, special assumptions about
the domains Y and X, the scheme 1) - 3) can be effectively implemented numerically and
this allows us to solve the corresponding three-dimensional inverse problem for fairly fine
grids in a few minutes even on PCs with medium performance (without parallelization).
The proposed algorithm for solving the inverse problem and its numerical study are the
main results of this work.
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2 Inverse problem’s data recording scheme and task
reduction
We will consider a specific data recording scheme. We assume that the function u(x, ω)
is measured “in a flat layer” Y for Cartesian coordinates x = (x, y, z). This scheme was
previously used in [17, 18] to solve the inverse problem with other data. Fig.1 shows
x
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Figure 1: Geometric registration scheme of the inverse problem data. Here X is a domain
of wave field scatterers, Y is a domain of recording the data, u(x, ω); asterisks show possible
positions of the field sources.
schematically the corresponding geometric scheme, namely, the region X of the velocity
field inhomogeneities, the region S in which the sources are located, and the region of
registration of the scattered field Y . These areas have the form of infinite flat layers. In
more detail, X = R2xy × [z1, z2], Y = R2xy × [z3, z4]. Asterisks indicate possible positions
of the field sources.
We will use the two-dimensional Fourier transform Fr[·] with respect to the variables
r = (x, y), which is defined for the function a(r, z, ω) = a(x, y, z, ω) as
A˜(z, ω,Ω) = Fr [a(r, z, ω)] (Ω) =
∫
R2
xy
a(x, y, z, ω) exp (i(Ω1x+ Ω1y)) dxdy, Ω = (Ω1,Ω2),
as well as the inverse transformation F−1Ω
[
A˜(z, ω,Ω)
]
(r). Assuming the existence of the
corresponding Fourier transforms, i.e. U˜ , U˜0, G˜, V˜ , W˜ , for functions u, u0, G, v,W , we
formally converse the integrals
∫
X
G(|x− x′|, ω)v(x′, ω)dx′, x ∈ X ;
∫
X
G(|x− x′|, ω)v(x′, ω)dx′, x ∈ Y,
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in the formulas (3), (4). Then we obtain from these formulas the set of equalities
U˜(z, ω,Ω) = U˜0(z, ω,Ω) + ω
2
∫ z2
z1
G˜(z − z′, ω,Ω)V˜ (z′, ω,Ω)dz′, z ∈ [z1, z2];
V˜ (z′, ω,Ω) = Fr
[
ξ(r, z′)F−1Ω
[
U˜(z′, ω,Ω)
]
(r)
]
(Ω) , z′ ∈ [z1, z2] ; (5)
ω2
∫ z2
z1
G˜(z − z′, ω,Ω)V˜ (z′, ω,Ω)dz′ = W˜ (z, ω,Ω) , z ∈ [z3, z4].
These equalities are used below to solve the direct and inverse problems. The formulas (5)
are true if the functions u, u0, G,W belong to the class of tempered distribufions [20], and
the function ξ is compactly supported. This will be assumed in what follows. We empha-
size that the equalities (5) bind the quantities U˜(z, ω,Ω), G˜(z − z′, ω,Ω) and V˜ (z′, ω,Ω)
as functions of the arguments z, z′, and the values ω,Ω play the role of parameters.
3 Algorithm for solving the direct problem
Our direct problem is formulated as follows. Given a compactly supported function ξ(r, z′)
and a source function U˜0(z, ω,Ω), find the value W˜ (z, ω,Ω) , z ∈ [z3, z4]. To solve this
problem, we use the following algorithm.
Algorithm 1.
1) Calculate Fourier transforms U˜0(z, ω,Ω), G˜(z − z′, ω,Ω).
2) Implement the iterative process of solving the first two equations from (5) for each of
the parameters ω,Ω as follows
U˜n+1(z, ω,Ω) = U˜0(z, ω,Ω)+ω
2
∫ z2
z1
G˜(z−z′, ω,Ω)Fr
[
ξ(r, z′)F−1Ω
[
U˜n(z
′, ω,Ω)
]
(r)
]
(Ω) dz′,
z ∈ [z1, z2]; n = 0, 1, 2, ..., (6)
starting from the function U˜0(z, ω,Ω). This can be done in matrix form.
3) Stop the iterative process according to some rule at iteration number ν and get the
approximate solution U˜ν(z, ω,Ω).
4) Sequentially calculate the values
V˜ν(z
′, ω,Ω) = Fr
[
ξ(r, z′)F−1Ω
[
U˜ν(z
′, ω,Ω)
]
(r)
]
(Ω) , z′ ∈ [z1, z2],
W˜ν (z, ω,Ω) = ω
2
∫ z2
z1
G˜(z − z′, ω,Ω)V˜ν(z′, ω,Ω)dz′, z ∈ [z3, z4] (7)
and take the function W˜ν (z, ω,Ω) or its inverse Fourier transform as an approximate
solution to our direct problem.
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We will not give here a theoretical analysis of the convergence of Algorithm 1, because
formally, we do not use it in solving the inverse problem. This algorithm is only needed
to generate model data. We only note that, as follows from the general theory of solving
integral equations of the second kind (see, for example, [21]), the algorithm will quickly
converge at least for small ω. Numerical examples confirming this statement will be
demonstrated below.
4 Inverse problem
Our inverse problem is to find the function ξ(r, z′), z′ ∈ [z1, z2] from the system (5)
knowing the value W˜ (z, ω,Ω) , z ∈ [z3, z4]. To do this, we apply the following algorithm.
Algorithm 2.
1) Given a function W˜ (z, ω,Ω), we solve one-dimensional Fredholm equations of the first
kind{
ω2
∫ z2
z1
G˜(z − z′, ω,Ω)V˜ (z′, ω,Ω)dz′ = W˜ (z, ω,Ω) , z ∈ [z3, z4]
}
⇒ V˜ (z′, ω,Ω), (8)
for all considered parameters ω,Ω. To do this, we use the appropriate regularization
method (regularizing algorithm, RA) for these ill-posed problems.
2) Using the found function V˜ (z′, ω,Ω), we calculate the quantity
U˜(z, ω,Ω) = U˜0(z, ω,Ω) + ω
2
∫ z2
z1
G˜(z − z′, ω,Ω)V˜ (z′, ω,Ω)dz′, z ∈ [z1, z2], (9)
and further the functions
V (r, z′, ω) = F−1Ω
[
V˜ (z′, ω,Ω)
]
(r), u(r, z′, ω) = F−1Ω
[
U˜(z′, ω,Ω)
]
(r), (r, z′) ∈ X .
3) We find the solution ξ(r, z′) from the equation u(r, z′, ω)ξ(r, z′) = V (r, z′, ω). This
can be done using the least squares method with respect to ω or simply calculating the
solution in the form ξ(r, z′) = V (r, z′, ω)/u(r, z′, ω). In the latter case, the result will,
generally speaking, depend on ω.
Let’s make some comments about Algorithm 2.
a) To implement item 1, it is necessary to refine assumptions about functions V, W .
Namely, we use inclusions V (x, ω) ∈ L2(R3xyz), W (x, ω) ∈ L2(R3xyz) for each considered
frequency ω. The first inclusion follows from the finiteness of the function ξ, and the
second is postulated. In this case, many methods for solving linear ill-posed problems are
applicable to the equations (8) (see, for example, [4, 5, 22–24] and others).
b) The equation (3) and consequently, the equations (8), may have more than one
solution for the finite set of frequencies used. Therefore, to implement the algorithm, we
use RAs that give normal solutions to the equations (for example, Tikhonov regularization,
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TSVD method). If the solution to the equation (3) is unique, it will coincide with the
calculated normal solution.
c) The equations (8) can be solved separately for each fixed frequency ω, or they can
also be solved as a system of equations for all frequencies used. Accordingly, in the latter
case, item 1 of the algorithm is implemented using least squares.
5 Numerical experiments
In this section, it is assumed that the equations (5) are written in dimensionless form
with c0 = 1, so k0 = ω. We also assume that model sources are given in the form
f(x) =
∑
mAmδ(x − xm), where xm are the coordinates of δ-shaped sources. Then
u0(x, ω) =
∑
mAmG(|x−x′m|, ω), and the Fourier transform of this function, U˜0(z, ω,Ω),
can be calculated.
For a numerical study of the proposed algorithms, we use following model solutions:
ξ(x, y, z) = A0
[(
1− ρ
2
1
0.42
)
+
+ 2
(
1− ρ
2
2
0.252
)
+
+ 2.5
(
1− ρ
2
3
0.32
)
+
]
Here
ρ1 =
√
(x− 1)2 + (y − 2)2 + (z − 0.5)2,
ρ2 =
√
(x− 4)2 + (y + 3)2 + (z − 0.5)2 + 1.5(y + 3)(z − 0.5),
ρ3 =
√
(x+ 3)2 + y2 + (z − 0.45)2 − 1.5y(z − 0.45), (a)+ = max (a, 0) .
These functions correspond to small local inhomogeneities of the medium, the position of
which and the corresponding velocity distributions must be found. It is to search for such
heterogeneities that Algorithm 2 is configured.
The value A0 determines the so-called contrast
∆c
c0
= max
{
1√
1−c2
0
ξ(r)
}
− 1 of the
solution to be found. In the calculations presented below, the value A0 = 0.3 was used,
which corresponds to a contrast of 25.2. According to the classification from [1, c.33],
such scatterers can be considered as “strong” because ∆c
c0
≫ c0
lω
for their characteristic
dimensions l ∼ 0.4 and the values c0 = 1, ω = 2. Scatterers of this type are quite common
in practice.
The initial equations (3), (4) were approximated by the finite-difference method on
uniform grids in domains
X = [−10, 10]× [−10, 10]× [−0.5, 1.5], Y = [−10, 10]× [−10, 10]× [6.01, 6 + ε].
The dimensions of the grids in these areas were chosen as N×N×M and N×N×M1 with
the numbers N,M,M1, which will be indicated below. The number ε > 0 characterizes
the thickness of the layer in which the data is measured. We consider two variants, ε = 0.5
(thick layer) or ε = 0.02 (thin layer).
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Discrete analogues of the functions U˜0(z, ω,Ω), G˜(z− z′, ω,Ω) were calculated for the
given frequencies ω from the known values of u0(x, ω) and G(ρ, ω) using the fast Fourier
transform (FFT). Then they were used in Algorithms 1 and 2.
All model problems were solved with various sources. In this paper, we do not set as
our goal the optimization of their position and number. We only note that for the solved
problems with sources located at points
xm = (0, ym, 6), ym = [−5,−4, ..., 0, ..., 4, 5]
with Am = 1 and with similar sources at points
xm = (0, 0, 6), (± 5, 0, 6), (0,± 5, 6), (± 2, 0, 6), (0,± 2, 6), (± 1, 0, 6), (0,± 1, 6),
the results were very close. Therefore, we present below the results of numerical experi-
ments only for sources of the first kind.
5.1 Using Algorithm 1 to obtain model data for solving the in-
verse problem
Here we present typical results of a numerical study of the iterative process (6) to obtain
the data of the inverse problem. The convergence rates of the process (6) for various quan-
tities ω = k0 are compared in Fig.2. Here we use the notation un = U˜n(z, ω,Ω). Iterations
0 5 10 15 20 25 30
n
10-15
10-10
10-5
100
||u
n
+
1-
u
n
||/|
|u 0
||
k0=1
k0=2
k0=3
10-13
10-13
Figure 2: The convergence rate of iterations (6) for different ω = k0.
were stopped when the condition
∥∥∥U˜ν(z, ω,Ω)− U˜ν−1(z, ω,Ω)
∥∥∥ ≤ 10−13
∥∥∥U˜0(z, ω,Ω)
∥∥∥
holds true. After that, using the found value U˜ν(z, ω,Ω), we calculated by the formu-
las (7) the function W˜ν (z, ω,Ω) and then the function
Wν(x, y, z, ω) = F
−1
Ω
[
W˜ν (z, ω,Ω)
]
(r), z ∈ [z3, z4].
8
The last function provides data for solving the inverse problem. Its form, found for ω =
k0 = 2, is shown in Fig.3 for z = 6.25. Generally speaking, the data of the inverse problem
Figure 3: Typical data for solving the inverse problem.
can be given with some perturbations, which are interpreted as measurement errors. In
our calculations, this was modeled by superimposing on the function Wν(x, y, z, ω) an
additive normally distributed pseudo-random noise with a zero mean so that the resulting
approximate function W
(δ)
ν (x, y, z, ω) would satisfy the condition
∥∥W (δ)ν (x, y, z, ω)−Wν(x, y, z, ω)∥∥L2(R3xyz) ≤ δ ‖Wν(x, y, z, ω)‖L2(R3xyz) .
This corresponds to approximate data with relative accuracy δ.
5.2 Implementation of Algorithm 2
Item 1 of Algorithm 2, i.e. the solution of equations of the first kind (8) by regularization
methods, was discussed in [17,18] in connection with the solution of another inverse prob-
lem. It was formally similar to the problem under consideration and differing from it only
in the form of the kernel and the right-hand side. In these works, it was noted that the dis-
cretization used reduces the equations (8) to a set of systems of linear algebraic equations
(SLAE) of the form A(m)V˜ (m) = W˜ (m) with matrices A(m) =
[
µklG˜(zk − z′l , ω,Ω(m))
]
of
size M×M1 and the right parts W˜ (m) =
[
W˜
(δ)
ν
(
zk, ω,Ω
(m)
)]
, which are column vectors of
height M . Here Ω(m) are nodes of a two-dimensional grid of Ω quantities numbered by a
single index m, and µkl are quadrature coefficients for calculating the integrals in (8). We
solved the mentioned SLAEs using various variants of the Tikhonov regularization [22,23]
and using the TSVD method [24]. The best results in the calculations were obtained for
the TSVD method. We present them below.
Item 2 of Algorithm 2 does not cause difficulties for a discretized problem, because
reduces to matrix multiplication of discrete quantities G˜, V˜ and addition of the result with
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a discrete analogue of the function U˜0. Further calculations of this item are performed
using the FFT.
Finally, item 3 is realized by dividing ξ(r, z′) = V (r, z′, ω)/u(r, z′, ω) in the case of
solving the inverse problem for a single frequency ω or its separate solution for several
frequencies. In the case of a joint solution for several frequencies, we use least squares in
the variable ω. In the end, if necessary, it is easy to recalculate the function ξ(x) into
c(x). For the sake of brevity, we do not do this in the examples below, presenting the
value ξ(x) in the figures.
5.3 Solving the inverse problem with data in a thick layer.
In this group of experiments, the data of the inverse problem are specified in the layer
Y = [−10, 10] × [−10, 10] × [6.01, 6.5] at one frequency, ω = k0 = 2. The grids of sizes
N = 128,M = M1 = 71 are used. Fig.4 makes it possible to compare qualitatively the
exact and approximate solutions, ξexact(x, y, z) and ξappr(x, y, z), of the inverse problem
for various z. The exact solution is shown in the first line of the figure. The second line
gives an approximate solution of the inverse problem for exact data. The third and fourth
lines depict solutions for perturbed data with δ = 10−7 and δ = 10−5, respectively. The
figure demonstrates a fairly high sensitivity of the solutions to data perturbations.
More detailed information on the accuracy of solving the inverse problem, i.e. about
relative accuracy
∆L2(z) =
‖ξappr(x, y, z)− ξexact(x, y, z)‖L2(R2xy)
‖ξexact(x, y, z)‖L2(R2xy)
of the approximate solution ξappr(x, y, z) for different z and δ are presented in Fig.5.
Fig.6 shows qualitatively the influence of a perturbation of the problem data on de-
termining the position of inhomogeneities. It is seen that the positions can be quite
accurately determined in the case of δ = 10−7, and for δ = 10−5 this is possible using
appropriate noise filtering.
Now we demonstrate the solutions of the inverse problem for different frequencies
ω = k0 = 1, 2, 3. In this case, we use the exact data of the problem in order to more
clearly highlight how the frequency affects the results. Fig.7 shows how the positions
of inhomogeneities are restored when solving the inverse problem separately for each
frequency from the set.
The inverse problem can also be solved by considering the equalities (8) and (9) as a
system of equations for several frequencies. Figure 8 presents the results of solving the
inverse problem for three frequencies at once: ω = k0 = [1, 2, 3], with finding the final
function ξ(r, z′) from the equation u(r, z′, ω)ξ(r, z′) = V (r, z′, ω) according to the least-
squares method. These results are shown in more detail in Fig.9 on the left, where the
accuracies of the obtained solutions are compared separately for each of the frequencies
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Figure 4: A qualitative comparison of the exact (a) and approximate solutions of the inverse
problem: b) for exact data (in the thick layer); c) for perturbed data with δ = 10−7; d) for
perturbed data with δ = 10−5.
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2(z
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1
Figure 5: Relative accuracy∆L2(z) of an approximate solution (in the norm of the space L2(R
2
xy)
for various z. Line 1 – value ∆L2(z) for unperturbed data of the problem, line 2 – for approximate
data with δ = 10−7, line 3 – for approximate data with δ = 10−5.
Figure 6: Qualitative comparison of the influence of data perturbation on the position of the
reconstructed inhomogeneity ξ(x) (k0 = 2). a) exact solution, b) approximate solution for exact
data, c) approximate solution for δ = 10−7, d) approximate solution for δ = 10−5
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Figure 7: A qualitative comparison of the positions and geometry of the reconstructed inhomo-
geneity ξ(x) for various k0 (unperturbed data); a) exact solution; b) approximate solution for
k0 = 1, c) for k0 = 2, d) for k0 = 3.
Figure 8: Qualitative comparison of the exact solution ξ(x) (a) and the approximate solution
of the inverse problem simultaneously at three frequencies (b) (for the exact data).
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Figure 9: Left: relative accuracy of approximate solutions, ∆L2(z), with data in a thick layer
for different k0, and simultaneously for all frequencies k0 = [1, 2, 3] (unperturbed data). Right:
similar accuracy of approximate solutions obtained from unperturbed data in a thin layer.
and for simultaneous solution of the inverse problem at three frequencies. One can see
that the least squares result (green line) is slightly worse than, e.g., for k0 = 2 (red line).
This can be explained. Algorithm 2, when applied for each frequency, gives different
accuracies of approximate solutions. Therefore, the accuracy of the joint solution at
several frequencies with obtaining the final result by the least squares method may turn
out to be worse than at some specific frequencies from the set used. It is for this reason
that the inverse problem should be solved separately for each frequency, and not just for
their combination at once.
5.4 Solving the inverse problem for data in a thin layer
In these experiments, uniform grids were used in the regions
X = [−10, 10]× [−10, 10]× [−0.5, 1.5], Y = [−10, 10]× [−10, 10]× [6.01, 6.02].
The sizes of the grids were as follows: N = 128 for the variables x and y in the domains
X, Y ,M = 71 for the variable z ∈ [−0.5, 1.5], andM1 = 2 for the variable z′ ∈ [6.01, 6.02].
The results are summarized in Fig.9 on the right. The calculations were carried out
separately for different k0 and simultaneously at all frequencies used (green line) using
unperturbed data of the inverse problem. It can be seen that the solution error is some-
what worse than when solving in a thick layer. However, even for such data, the algorithm
makes it possible to determine reliably the positions of local inhomogeneities.
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6 Some properties of Algorithm 2
All calculations were carried out in MATLAB on a PC with a processor Intel (R) Core
(TM) i7-7700 CPU 3.60 GHz, 16GB RAM without parallelization. Algorithm 2 for solv-
ing the inverse problem turned out to be quite fast. In this connection, we present the
results of numerical experiments for solving the inverse problem at one and the same
frequency ω = 2 for different grids. The numbers M,M1 determine the speed of solving
the one-dimensional integral equation (8) for a fixed Ω. The corresponding solution time,
t0(M,M1), varies a little in passing from one of equations to another. This time is con-
trolled by the desired resolution of the algorithm in the variable z. Actually, we have the
estimate t(N,M,M1) ≈ t0(M,M1) · N2 for full solution time of the inverse problem for
chosen grids, and the number N is controlled here by the required resolution in x, y.
We present in Fig.10 this dependence t(N) = t(N,M,M1), obtained in experiments
for fixed M = 51,M1 = 51. This time can be significantly reduced by using parallel
computations.
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Figure 10: The solving time vs N .
We also note that the inverse problem under consideration is very sensitive to input
data errors. When solving it with double precision, random errors with an amplitude of
the order of 10−5 in the right-hand side of the equation (8) lead to significant distortions
in approximate solutions obtained by various regularization methods. This is due to
the very rapid decay of the singular numbers of the matrices A(m) in SLAEs solved in
Algorithm 2, and this is a specific feature of the inverse problem being solved. A similar
property of the inverse coefficient problem for the wave equation was noted earlier in
[17, 18]. Corresponding theoretical estimates of the solution error under various a priori
assumptions on the exact solution can be found in [4, 5].
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7 Conclusions
From the numerical experiments carried out in the work, we can draw the following
conclusions.
1. Three-dimensional inverse coefficient problem for the wave equation, which arises
in the modeling of the acoustic sensing, can be solved numerically using the proposed
Algorithm 2 for sufficiently fine mesh in a few minutes on a typical PC, even without
parallelization. To achieve this, one can use, for example, the input data of the inverse
problem in a flat layer.
2. By itself, the inverse problem under consideration is very sensitive to data pertur-
bations. To obtain a detailed approximate solution, data measured with great accuracy
are required. This feature of the problem does not depend on the algorithm used to solve
it.
3. The proposed algorithm makes it possible to determine reliably the positions of
small local inhomogeneities of the acoustic medium for data with small errors. Data can
be specified even in a thin layer.
4. Algorithm 2, when applied separately for different frequencies, gives different accu-
racy of approximate solutions. Therefore, the accuracy of the joint solution of the inverse
problem at several frequencies according to the least-squares method may turn out to be
somewhat worse than at some specific frequencies from the set used.
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