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RESUMEN
LA DESIGUALDAD DE SOBOLEV
RICARDO JESU´S RAMOS CASTILLO
DICIEMBRE - 2018
Asesor: Yolanda Santiago Ayala
T´ıtulo obtenido: Licenciado en Matema´tica
El trabajo se enfoca en probar la desigualdad de Sobolev. Inicialmente, nos en-
focamos en las desigualdades cla´sicas, tales como la desigualdad de Jensen, Ho¨lder
y Minkowski. Luego de ello, presentamos las herramientas principales con las que
avanzaremos durante el proyecto que son convolucio´n y transformada de Fourier.
Para la segunda mitad empezamos mostrando al operador maximal de Hardy-
Littlewood y probando la desigualdad de Sobolev. Finalmente, exhibimos una apli-
cacio´n de la teor´ıa expuesta para resolver un problema en concreto: Las ecuaciones
de Schro¨dinger.
PALABRAS CLAVES: Transformada de Fourier, Operador maximal de Hardy-
Littlewood, Ecuacio´n de Schro¨dinger.
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ABSTRACT
THE SOBOLEV INEQUALITY
RICARDO JESU´S RAMOS CASTILLO
DICIEMBRE - 2018
Advisor: Yolanda Santiago Ayala
Obtained title: Graduate in Mathematics
This work is focused on proving the Sobolev inequality. Firstly, we center our at-
tention in classic theory such as Jensen, Ho¨lder and Minkowski inequalities. After
that, we present our main tools with which we will work during our project that
are convolution and Fourier transform. For the second-half, we start recalling the
maximal Hardy-Littlewood operator in order to prove Sobolev inequality. Finally,
we show an application of the presented theory to solve a particular problem: The
Schro¨dinger equations.
Keywords: Fourier transform, maximal Hardy-Littlewood operator, the Schro¨din-
ger equation.
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Cap´ıtulo 1
Introduccio´n
La motivacio´n inicial de e´ste trabajo viene del mundo de la meca´nica cua´ntica.
Dicha teor´ıa hace un especial e´nfasis en a´reas de la matema´tica como ana´lisis, ecua-
ciones diferenciales parciales, topolog´ıa y geometr´ıa. Los to´picos aqu´ı presentados
apenas recorren los primeros temas posibles a tratar enfocados en el a´rea de ana´lisis
y ecuaciones diferenciales.
En el segundo cap´ıtulo repasamos la teor´ıa elemental acerca de funciones integra-
bles. Para ello probamos una familia de desigualdades elementales, que a pesar de su
sencilla exposicio´n son bastante versa´tiles en su utilidad y eficiencia. Cuando men-
cionamos que son eficientes nos referimos a que obtenemos las mejores desigualdades
posibles. Mayormente e´ste cap´ıtulo se apoya en [7].
Para el tercer cap´ıtulo, pasamos de la teor´ıa de la medida a la teor´ıa del ana´lisis
funcional. En ella describimos en profundidad al espacio de Hilbert L2 y mostramos
una isometr´ıa llamada Transformada de Fourier. Conseguimos expandir la defi-
nicio´n de dicho operador a espacios Lp con 1 ≤ p < ∞ y de hecho mostramos que
el espacio de llegada es Lp
′
, donde 1
p
+ 1
p′
= 1. Para una mejor lectura recomiendo
leer [4], [14] y [20].
Con lo visto hasta ahora, en el cuarto cap´ıtulo estudiamos al operador maximal de
Hardy-Littlewood y junto al lema de Vitalli conseguimos mostrar la desigual-
dad de Sobolev y posteriormente la desigualdad de Hardy-Littlewood-Sobolev.
Finalmente, extendemos e´stos resultados para los espacios de distribuciones. Un es-
tudio ma´s profundo es visto en [3], [9], [12] y [8]; para la seccio´n dedicada a la teor´ıa
de cubrimientos puede consultar [6] y [13].
Para el u´ltimo cap´ıtulo estudiamos la ecuacio´n no lineal de Schro¨dinger
i∂tu+∆u+ g(u) = 0
u(0) = φ
1
2donde φ : Rn → C es una funcio´n diferenciable. Dicha ecuacio´n surge al estudiar la
dispercio´n de la luz en medios no homoge´neos. E´ste cap´ıtulo es impulsado principal-
mente por [11] y [15]. Obtenemos expl´ıcitamente un candidato para la solucio´n, sin
embargo en una primera vista dicha solucio´n no es una funcio´n, pues luce ma´s bien
como un operador. Nos dedicamos en e´ste cap´ıtulo a mostrar que dicha solucio´n es
realmente una funcio´n. Probamos adema´s que dicha solucio´n es u´nica.
Cap´ıtulo 2
Preliminares
El objetivo de este cap´ıtulo es entender a aquellas funciones que modelan la
posicio´n de un part´ıcula. Sabemos que no podemos determinar de manera exacta
do´nde se encuentra una part´ıcula en un momento dado, sin embargo dada una
regio´n A ⊂ R3 podemos saber con que´ ”probabilidad”se encuentra en dicha regio´n
”sumando las probabilidades puntuales”.
Es decir, tenemos asociada a una part´ıcula p una funcio´n P tal que
Probabilidad que p se encuentre en A =
∫
A
P (x)dx
donde vemos que se debe tener ∫
R3
P (x)dx = 1
puesto que sabemos que la dicha pa´rticula esta en ese espacio, pero no do´nde.
2.1. Los Espacios Lp
Primero fijemos el contexto en el que trabajamos, dado A ⊂ Rn, entonces llama-
remos medida exterior de A
m∗(A) := ı´nf
{
∞∑
k=1
|Ik| : Ik =
n∏
i=1
[aik, bik], A ⊂
∞⋃
k=1
Ik
}
donde |Ik| =
∏n
i=1(bik − aik).
Diremos que A es medible si
m∗(X) = m∗(X ∩ A) +m∗(X ∩ Ac)
3
4para todo X ⊂ Rn. Denotaremos por M al conjunto de los subconjuntos de Rn
medibles y |A| := m∗(A) para A ∈M.
Observacio´n 1. Una buena referencia para las siguientes propiedades es [7, Cap´ıtu-
lo 1].
1. El conjunto M es un σ-algebra, es decir
a) El espacio total Rn y ∅ esta´n en M.
b) Si A ∈M, entonces Rn\A ∈M.
c) Si {Ai}i∈N ⊂M, entonces
⋃
i∈NAi ∈M.
2. Tenemos que:
a) m∗(
∏n
i=1[ai, bi]) =
∏n
i=1(bi − ai).
b) m∗(∅) = 0.
c) Si A ⊂ B entonces m∗(A) ≤ m∗(B).
d) m∗(
⋃∞
i=1Ai) ≤
∑n
i=1m
∗(Ai).
3. Diremos que A es de medida nula si m∗(A) = 0.
4. Todo conjunto abierto (y cerrado) es medible. De hecho, todo elemento de la
σ-algebra de Borel, aquella generada por los conjuntos abiertos y cerrados, es
medible.
5. Dado Ω ⊂ Rn, podemos restringirnos a M(Ω) = {A ⊂ Ω : A ∈ M} y las
observaciones 1, 2, 3 siguen valiendo paraM(Ω). La observacio´n 4 vale si Ω es
abierto.
Ahora que ya definimos a los conjuntos medibles, pasemos a ver a las funciones
medibles. Diremos que f : Ω → R es medible sobre Ω, o simplemente medible, si
f−1(A) es medible para todo subconjunto abierto A de R. Si f : Ω → C, diremos
que f es medible si para f = f1 + if2 con fj : Ω→ R, j = 1, 2, son medibles.
Ejemplo 1. 1. Las funciones continuas.
2. Las funciones paso (Step-functions) Dado un conjunto A medible, definamos
χA : R
n → {0, 1}
χA(x) =
1 , x ∈ A0 , x ∈ Rn\A
5que sera´ llamado la funcio´n caracter´ıstica de A. Con ellas definimos a las
funciones paso como las combinaciones lineales (finitas) de estas funciones, es
decir, dados A1, A2, . . . , An medibles y a1, a2, . . . , an ∈ R podemos construir
φ =
n∑
i=1
ajχAj
en general las funciones con las que trabajemos pueden ser aproximadas por
funciones de este tipo.
Dada una funcio´n f medible sobre Ω no negativa, es decir, f(x) ≥ 0 para todo
x ∈ Ω. Definamos por
∫
Ω
f(x)dx = sup
{
n∑
j=1
aj|Aj| : Aj ∈M, aj ≥ 0, 1 ≤ j ≤ n; f ≥
n∑
j=1
ajχAj
}
Observe que en general no podemos garantizar la existencia de este supremo.
Definicio´n 2.1. Diremos que f ≥ 0 es integrable sobre Ω si
∫
Ω
f(x)dx es finito. En
general, llamemos f+ = max{f, 0} y f− = max{−f, 0} diremos que f es integrable
sobre Ω si f+ y f− son integrables sobre Ω. En dicho caso escribiremos∫
Ω
f(x)dx =
∫
Ω
f+(x)dx−
∫
Ω
f−(x)dx.
Con esta definicio´n, observe que vale∫
Ω
(f1 + f2)(x)dx =
∫
Ω
f1(x)dx+
∫
Ω
f2(x)dx∫
Ω
(λf)(x)dx = λ
∫
Ω
f(x)dx
donde f1, f2, f son integrables y λ es un nu´mero real.
Definicio´n 2.2. Dado 0 < p < ∞, el espacio de funciones medibles tales que |f |p
es integrable lo denotaremos por Lp(Ω), es decir,
Lp(Ω) = {f : f es medible e
∫
Ω
|f |p <∞}
En este espacio consideraremos la siguiente aplicacio´n
‖f‖p :=
(∫
Ω
|f |p
) 1
p
6queda claro esta aplicacio´n es no negativa y tambie´n
‖λf‖p =
(∫
Ω
|λf |p
) 1
p
=
(∫
Ω
|λ|p|f |p
) 1
p
= |λ|
(∫
Ω
|f |p
) 1
p
= |λ|‖f‖p
tambie´n si f, g ∈ Lp entonces tenemos que
‖f + g‖p ≤ ‖f‖p + ‖g‖p
este u´ltimo resultado es conocido como la desigualdad de Minkowski que sera´ pro-
bado luego.
Este espacio posee entonces una seminorma, pues si ‖f‖p = 0, no necesariamen-
te f es nula, pero al menos si podemos garantizar que f es nula casi todo punto
(c.t.p.), es decir, existe un conjunto de medida cero A tal que f = 0 en Ω\A. Sea
B = {x ∈ Ω : f(x) 6= 0} =
⋃
n∈N{x ∈ Ω : f(x) >
1
n
}, entonces
(∫
Ω
|f |p
) 1
p
≥
(∫
{x∈Ω:f(x)> 1
n
}
|f |p
) 1
p
≥
1
n
∣∣∣∣{x ∈ Ω : f(x) > 1n}
∣∣∣∣ 1p
luego cada {x ∈ Ω : f(x) > 1
n
} es de medida cero y por tanto el espacio total
{x ∈ Ω : f(x) 6= 0} es tambie´n de medida cero. Es por ello que como no podemos
garantizar que ‖f‖p implique que el espacio sea de medida nula, consideraremos la
relacio´n de equivalencia f ∼ g si y so´lo si f − g = 0 c.t.p., la cual es una relacio´n de
equivalencia y como siguiente candidato a espacio de estudio tendremos a
Lp([Ω]) := {[f ] : f ∈ Lp(Ω)}
gracias a la siguiente proposicio´n este espacio sera´ denotado por el mismo s´ımbolo
que Lp(Ω) pues no habra´ confusio´n para fines pra´cticos. Por ejemplo las propieda-
des puntuales (positividad, igualdad de funciones, continuidad, etc) sera´n citadas y
entendidas como propiedades casi todo punto:
Proposicio´n 2.1. El espacio Lp(Ω) dotado con la norma ‖[f ]‖p = ‖f‖p es un
espacio me´trico completo.
Demostracio´n. Primero veamos que ‖[f ]‖p esta bien definida. En efecto, si [f ] = [g],
entonces f − g = 0 c.t.p., luego f = g c.t.p., por lo tanto tenemos que existe un
7conjunto A de medida cero tal que f(x) = g(x), ∀x ∈ Ω\A, luego:∫
Ω
|f |p =
∫
Ω\A
|f |p =
∫
Ω\A
|g|p =
∫
Ω
|g|p
que es lo u´nico que necesitamos. De ahora en adelante no nos tomaremos la molestia
de distinguir [f ] con f , ni tampoco ‖[f ]‖p con ‖f‖p, pues no habra´ problemas de
confusio´n.
⊓⊔
Por otro lado, definiremos
‖f‖∞ := ess sup{|f(x)| : x ∈ Ω}
:= inf{C > 0 : |f(x)| < C, para todo x ∈ Ω\A, donde |A| = 0}
que similar al caso ‖f‖p, ‖f‖∞ verifica las propiedades arriba sen˜aladas.
Las dema´s propiedades de norma valen por las observaciones hechas arriba. So´lo
falta ver que el espacio sea completo.
Si 1 ≤ p <∞, tomemos {fn}n∈N una sucesio´n de Cauchy. Dado ǫ = 1, existe n1 > 0
tal que
‖fn − fm‖p < 1, ∀n,m ≥ n1.
Luego, dado ǫ = 1
2
, existe n2 > n1 tal que
‖fn − fm‖p <
1
2
, ∀n,m ≥ n2
Repetimos el proceso, es decir, dado i ≥ 2, ǫ = 1
2i+1
, existe ni+1 > ni tal que
‖fn − fm‖p <
1
2i+1
, ∀n,m ≥ ni+1.
Si tomamos gm = fn1 +
∑m
i=1 |fni+1 − fni |, notamos que
‖gm‖p ≤ ‖fn1‖p +
m∑
i=1
‖fni+1 − fni‖p ≤ ‖fn1‖p + 1
para ver la convergencia de la secuencia {gm}m es converegente, necesitamos
Teorema 2.1 (Teorema de la convergencia dominada). Dada {gm} una sucesio´n de
funciones medibles sobre (Ω, µ), tales que gn(x)→ g(x), n→∞, c.t.p. y existe una
funcio´n medible f que domina a la sucesio´n, es decir, |gm| ≤ f , c.t.p., entonces g
es integrable y vale
l´ım
n→∞
∫
Ω
gm dµ =
∫
Ω
g dµ.
8Su prueba es dada en [7, Teorema 2.24].
As´ı por el teorema de convergencia dominada, existe g = l´ımm→∞ gm, donde g ∈
Lp(Ω), por ello
Fm = fn1 +
m∑
i=1
(fni+1 − fni) = fnm+1
converge en el espacio Lp(Ω) a una funcio´n f . Luego, dado ǫ > 0, existe J > 1
ǫ
tal
que ‖f − fnj‖p <
ǫ
2
para j ≥ J . As´ı, si n ≥ nJ
‖fn − fnJ‖p ≤
ǫ
2
.
Finalmente
‖f − fn‖p ≤ ‖f − fnj‖p + ‖fnj − fn‖p < ǫ
para n ≥ nJ , por lo tanto fn → f .
Si p =∞, consideremos una sucesio´n de Cauchy {fn}n∈N ∈ L
∞(Ω), como |‖fn‖∞ −
‖fm‖∞| ≤ ‖fn − fm‖∞ y sea L = l´ımn→∞ ‖fn‖∞. Considere
An,k = {x ∈ Ω : |fn(x)| ≥ L+
1
k
}
note que para cada k ∈ N existe Nk ≥ 1 tal que An,k es de medida nula para cada
n ≥ Nk, considere tambie´n
Bn,m,k = {x ∈ Ω : |fn(x)− fm(x)| ≥
1
k
}
similar al caso anterior y dado que {fn} es una sucesio´n de Cauchy, dado k ∈ N
existe Mk ≥ 1 tal que Bn,m,k es de medida nula para cada n,m ≥ Nk. Ahora, si
tomamos
C =
( ⋃
k∈N;n≥Nk
An,k
)
∪
( ⋃
k∈N;n,m≥Nk
Bn,m,k
)
es un espacio de medida nula.
Dado ǫ > 0, existe k > 0, tal que 1
k
< ǫ. Para cada x ∈ Ω\C, tenemos que
|fn(x)− fm(x)| < ǫ para n,m ≥Mk, luego {fn(x)}n∈N es una sucesio´n de Cauchy y
tiene un l´ımite f(x) y tomemos f , para el cual
f(x) = l´ım
n→∞
fn(x), ∀x ∈ Ω\C.
Como C es de medida nula, si imponemos f(x) = 0, x ∈ C, obtenemos que f(x) =
l´ımn→∞ fn(x), ∀x ∈ Ω, c.t.p., veamos que f ∈ L
∞ y fn → f en L
∞.
9Dado x ∈ Ω\C y ǫ > 0, existe k ∈ N tal que 1
k
< ǫ, de donde
|fn(x)| < L+ ǫ, ∀n ≥ Nk
as´ı tomando n → ∞, tenemos que |f(x)| ≤ L, ∀x ∈ Ω\C y por tanto f ∈ L∞.
Similarmente,
|fm(x)− fl(x)| < ǫ, ∀m, l ≥Mk
al tomar l →∞, tenemos que |fm(x)− f(x)| ≤ ǫ, ∀x ∈ Ω\C y por tanto fm → f en
L∞.
⊓⊔
En particular estudiaremos el espacio de las funciones Lp(Rn), a las cuales simple-
mente la denotaremos por Lp.
Proposicio´n 2.2. Los siguientes espacios son densos en Lp, 1 ≤ p ≤ ∞
1. Funciones simples, el conjunto {
∑
finita αAχA/A es medible y αA ∈ R}.
2. Funciones paso, el conjunto {
∑
finita αAχA/A es un cubo y αA ∈ R}.
3. Si p < ∞, el espacio de las funciones infinitamente diferenciables de soporte
compacto, C∞0 .
Demostracio´n. Para el primer ı´tem comencemos con el caso 1 ≤ p <∞, dados s ∈ Z
y t ∈ N considere los conjuntos
As,t =
{
x ∈ Rn :
s
2t
≤ f(x) <
s+ 1
2t
}
,
claramente cada conjunto es medible, si s 6= s′ entonces As,t ∩ As′,t = ∅ y R
n =⋃
s∈ZAs,t, ∀t ∈ N. Ahora dado t ∈ N fijo considere
gt =
4t∑
s=−4t
s
2t
χAs,t
probaremos que algu´n t nos da´ la funcio´n gt deseada.
Para ello tomemos ht = |gt − f |
p, y notemos que l´ımt→∞ ht(x) = 0, pues dado ǫ > 0
existe t ∈ N tal que ǫ
1
p > 1
2t
y tal que 2t > |f(x)|, luego ht(x) = |gt(x) − f(x)|
p =∣∣ s
2t
− f(x)
∣∣p < ǫ que es lo que quer´ıamos. Tambie´n |ht| ≤ 2p|f |p, para ver esto, si
x ∈ As,t tenemos dos casos, si |s| > 4
t entonces |ht(x)| = |f |
p ≤ 2p|f |p, si |s| ≤ 4t
notemos que |gt(x)| ≤ |f(x)|, luego |ht(x)| ≤ 2
p|f |p. El problema acaba usando el
10
teorema de la convergencia dominada para ht
l´ımt→∞
∫
|ht| = 0
l´ımt→∞
∫
|gt − f |
p = 0
l´ımt→∞ ‖gt − f‖
p
p = 0
para el caso general, sea f = f+− f−, donde f± = max{0,±f} luego aproximamos
cada uno de ellos por g, h y G = g − h verifica lo que queremos.
Si p =∞ de manera ana´loga, tomemos a los conjuntos
As,t =
{
x ∈ Rn :
s
2t
≤ f(x) <
s+ 1
2t
}
,
que son medibles. Dada una funcio´n f ∈ L∞, existe un nu´mero Mt ∈ N tal que
‖f‖∞ ≤ 2
tMt
y tomamos
gt =
2tMt∑
s=−2tMt
s
2t
χAs,t
que son funciones paso tales que
|f(x)− gt(x)| ≤
1
2t
para todo x ∈ Rn y as´ı ‖f − gt‖∞ ≤
1
2t
y por tanto gt → f en L
∞, que es lo que
quer´ıamos.
Para el segundo ı´tem, primero aproximemos a la funcio´n f por una funcio´n paso de
la forma
φ =
n∑
i=1
aiχAi
Dada la definicio´n que dimos para conjuntos medibles, cada medible Ai puede ser
“aproximado por abiertos”, esto quiere decir que dado ǫi > 0 podemos conseguir
abiertos Ui,1, . . . , Ui,ki tales que
1. Ai ⊂
⋃ki
j=1 Ui,j
2. |
∑ki
j=1 |Ui,j| − |Ai|| < ǫi
luego dado ǫ > 0, tomemos ǫi =
ǫ
|ai|+1
y por tanto
‖aiχAi −
∑
j=1
kiaiχUi,j‖p <
ǫ
n
11
si p 6=∞ y cuando p =∞, tomamos ǫi =
ǫ
|ai|+1
‖aiχAi −
∑
j=1
kiaiχUi,j‖p <
ǫ
n
en ambos casos, se ve que basta tomar
∑n
i=1
∑
j=1 kiaiχUi,j para tener lo pedido.
La demostracio´n del u´ltimo ı´tem lo pospondre´ por ahora y sera´ dada luego. ⊓⊔
Observacio´n 2. Podemos cambiar la condicio´n de la convergencia dominada que
en lugar de tomar una familia numerable de funciones, la familia sea parametriza-
da por {ft}t∈(a,b), tal que limt→aft(x) = f(x) para casi todo x ∈ Ω y |ft| ≤ |g|,
donde g es una funcio´n L1, entonces limt→a
∫
Ω
ft =
∫
Ω
f . Podemos, pues si el resul-
tado fuese falso, existir´ıa una subsucesio´n {ftn} tal que tn → a que no verifica que
limt→a
∫
Ω
ftn =
∫
Ω
f , lo que no puede ser por el teorema usual de la convergencia
dominada. El mismo resultado vale para t→ b. Inclusive los valores de a y b pueden
ser ±∞, respectivamente.
2.2. Desigualdades Ba´sicas
Los siguientes resultados son de conocimiento general, mas quiero mencionarlos
para poder dar contexto y fijar ideas sobre el tema que estamos trabajando. Estas
desigualdades tendra´n sentido inclusive si en alguno de los miembros aparece un
valor ±∞, entendie´ndose que si +∞ ≤ a entonces se tiene que a = +∞, de igual
manera si b ≤ −∞ entonces b = −∞.
Teorema 2.2 (Desigualdad de Jensen). Sea J : R → R funcio´n convexa y f una
funcio´n medible sobre Ω tal que f ∈ L1(Ω) y |Ω| < +∞, entonces
J
(
1
|Ω|
∫
Ω
f
)
≤
1
|Ω|
∫
Ω
J(f)
Recuerde que una funcio´n convexa es aquella para la cual
J(tx+ (1− t)y) ≤ tJ(x) + (1− t)J(y)
para todo t ∈ [0, 1] y x, y, tx+ (1− t)y ∈ D(J).
Demostracio´n. De la condicio´n de convexidad resulta que
J(y) ≤
(
z − y
z − x
)
J(x) +
(
y − x
z − x
)
J(z)
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para todo x < y < z, luego se tiene que
J(y)− J(x)
y − x
≤
J(z)− J(y)
z − y
as´ı, fijando y = 1
|Ω|
∫
Ω
f , se nota que existen supx<y
J(y)−J(x)
y−x
≤ ı´nfz>y
J(z)−J(y)
z−y
, y
tomemos un valor a entre ellos, por lo tanto
J(y)− J(x)
y − x
≤ a ≤
J(z)− J(y)
z − y
.
Obtenemos que J(y) − J(x) ≤ a(y − x), ∀x ∈ R (si x < y se usa la primera
desigualdad y si x > y la segunda). Dando x = f(u) e integrando sobre Ω∫
Ω
J(y)− J(f(u))du ≤ a
∫
Ω
(y − f(u))du
y note que
∫
Ω
ydu = |Ω|y, pues y es independiente de u. Como |Ω|y =
∫
Ω
f , en el
lado derecho la integral es cero, mientras que en el lado izquierdo queda |Ω|J(y) −∫
Ω
J(f(u))du.
Finalmente, obtenemos la desigualdad deseada
J
(
1
|Ω|
∫
Ω
f
)
≤
1
|Ω|
∫
Ω
J(f).
⊓⊔
Teorema 2.3 (Desigualdad de Ho¨lder). Dados f ∈ Lp(Ω), g ∈ Lq(Ω), con 1
p
+ 1
q
= 1,
entonces fg ∈ L1(Ω), ma´s au´n vale
‖fg‖1 ≤ ‖f‖p‖g‖q
Demostracio´n. Sea A = Ω\g−1(0), luego
∫
Ω
|fg| =
∫
A
|fg|. As´ı que de ahora en ade-
lante considerare´ que g es no nula.
Ahora, tomemos el espacio (Ω, µ), donde la medida es dada por µ(X) =
∫
X
|g(y)|qdy.
Con esta medida el espacio Ω tiene medida finita, µ(Ω) = ‖g‖qq. Aplicando la de-
sigualdad de Jensen para J(x) = xp, la cual es una funcio´n convexa si p ≥ 1, y
h(u) = |f(u)|
|g(u)|q−1
, tenemos que
(
1
µ(Ω)
∫
Ω
h(u)dµ(u)
)p
≤ 1
µ(Ω)
∫
Ω
h(u)pdµ(u)(
1
‖g‖qq
∫
Ω
|f(u)|
|g(u)|q−1
|g(u)|qdu
)p
≤ 1
‖g‖qq
∫
Ω
(
|f(u)|
|g(u)|q−1
)p
|g(u)|qdu
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como 1
p
+ 1
q
= 1, se tiene que p(q − 1) = q, luego simplificando queda(∫
Ω
|f(u)‖g(u)|du
)p
≤ ‖g‖q(p−1)q
∫
Ω
|f(u)|pdu
como q(p− 1) = p, sacando ra´ız obtenemos la desigualdad deseada, es decir
‖fg‖1 ≤ ‖f‖p‖g‖q
⊓⊔
Corolario 2.3.1 (Desigualdad de Minkowski). Dadas f, g ∈ Lp(Ω), entonces f+g ∈
Lp(Ω) y vale la siguiente desigualdad
‖f + g‖p ≤ ‖f‖p + ‖g‖p.
Demostracio´n. Notamos que |f(x)+g(x)|p = |f(x)+g(x)|p−1|f(x)+g(x)| ≤ |f(x)+
g(x)|p−1(|f(x)|+ |g(x)|), luego∫
Ω
|f(x) + g(x)|pdx ≤
∫
Ω
|f(x) + g(x)|p−1|f(x)|dx+
∫
Ω
|f(x) + g(x)|p−1|g(x)|dx
Dado que |f + g|p−1 ∈ Lp
′
(Ω), desde que∫
Ω
(
|f(x) + g(x)|p−1
)p′
dx =
∫
Ω
|f(x) + g(x)|pdx <∞,
podemos aplicar la desigualdad de Ho¨lder para los sumandos del te´rmino derecho
de nuestra desigualdad y obtenemos:
∫
Ω
|f + g|p−1|f |dx ≤
(∫
Ω
|f + g|pdx
) p−1
p
(∫
Ω
|f |pdx
) 1
p∫
Ω
|f + g|p−1|g|dx ≤
(∫
Ω
|f + g|pdx
) p−1
p
(∫
Ω
|g|pdx
) 1
p
finalmente, tenemos que
‖f + g‖pp ≤ ‖f + g‖
p−1
p (‖f‖p + ‖g‖p)
donde para cancelar ‖f + g‖p−1, necesitamos que sea no nula. Si fuese nula no hay
problema, pues en dicho el caso la desigualdad es claramente verificada.
⊓⊔
Corolario 2.3.2 (Desigualdad Integral de Minkowski). Dada F : Ω1 × Ω2 → R
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medible, entonces
(∫
Ω1
∣∣∣∣∫
Ω2
F (x, y)dy
∣∣∣∣p dx) 1p ≤ ∫
Ω2
(∫
Ω1
|F (x, y)|pdx
) 1
p
dy.
Demostracio´n. Basta probar la desigualdad sobre |F |, es decir cuando F sea posi-
tiva, es ma´s consideraremos so´lo aquellos puntos donde F es no nulo. Sea G(x) :=∫
Ω2
F (x, y)dy, luego tenemos que
(∫
Ω1
∣∣∣∫Ω2 F (x, y)dy∣∣∣p dx) 1p = (∫Ω1 |G(x)|p dx) 1p
=
(∫
Ω1
|G(x)|p−1 |G(x)|dx
) 1
p
=
(∫
Ω1
|G(x)|p−1
(∫
Ω2
F (x, y)dy
)
dx
) 1
p
=
(∫
Ω1
(∫
Ω2
|G(x)|p−1 F (x, y)dy
)
dx
) 1
p
Por el teorema de Fubini1 tenemos(∫
Ω1
(∫
Ω2
|G(x)|p−1 F (x, y)dy
)
dx
) 1
p
=
(∫
Ω2
(∫
Ω1
|G(x)|p−1 F (x, y)dx
)
dy
) 1
p
Luego por la desigualdad de Ho¨lder,
∫
Ω1
|G(x)|p−1 F (x, y)dx ≤
(∫
Ω1
(
|G(x)|p−1
) p
p−1 dx
) p−1
p
(∫
Ω1
|F (x, y)|pdx
) 1
p
≤
(∫
Ω1
|G(x)|p dx
) p−1
p
(∫
Ω1
|F (x, y)|pdx
) 1
p
entonces,
(∫
Ω1
|G(x)|p dx
) 1
p
≤
(∫
Ω2
(∫
Ω1
|G(x)|p dx
) p−1
p
(∫
Ω1
|F (x, y)|pdx
) 1
p
dy
) 1
p
≤
(∫
Ω1
|G(x)|p dx
) p−1
p2
(∫
Ω2
(∫
Ω1
|F (x, y)|pdx
) 1
p
dy
) 1
p
luego, cancelando
(∫
Ω1
|G(x)|p dx
) p−1
p2
, tenemos
(∫
Ω1
|G(x)|p dx
) 1
p2
≤
(∫
Ω2
(∫
Ω1
|F (x, y)|pdx
) 1
p
dy
) 1
p
y elevando a la p obtenemos lo deseado.
⊓⊔
1Vea [7, Teorema 2.37]
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2.3. Convolucio´n
La siguiente herramienta que presento es u´til en la teor´ıa de aproximacio´n de
funciones y llega a ser tan u´til que aproxima a las funciones apenas Lp por funciones
C∞. En te´rminos generales, promedia los valores de una funcio´n mediante el cual
los puntos cercanos tienen un mayor peso que aquellos que se encuentran lejanos.
Definicio´n 2.3. Dadas f ∈ L1, g ∈ Lq, definamos
f ∗ g(x) =
∫
Rn
f(y)g(x− y)dy.
Sigue de la desigualdad de Minkowski
(∫
Rn
|f ∗ g(x)|qdx
) 1
q =
(∫
Rn
∣∣∫
Rn
f(y)g(x− y)dy
∣∣q dx) 1q
≤
∫
Rn
(∫
Rn
|f(y)g(x− y)|qdx
) 1
q dy
≤
∫
Rn
|f(y)|
(∫
Rn
|g(x− y)|qdx
) 1
q dy
≤ ‖f‖1‖g‖q
que f ∗ g ∈ Lq y por tanto f ∗ g esta bien definida casi todo punto.
En realidad, si f ∈ Lp, g ∈ Lq y 1
p
+ 1
q
= 1 + 1
r
, donde 1 ≤ p, q, r <∞, entonces
f ∗ g esta definida c.t.p. y f ∗ g ∈ Lr. Para ello basta ver la desigualdad de Young:
Teorema 2.4 (Desigualdad de Young). Sean f ∈ Lp(Rn), g ∈ Lq(Rn) y h ∈ Lr(Rn),
1 < p, q, r <∞, tales que 1
p
+ 1
q
+ 1
r
= 2, entonces∫
Rn
f(x)(g ∗ h(x))dx ≤ ‖f‖p‖g‖q‖h‖r
Demostracio´n. Consideremos las siguientes funciones
α(x, y) = |f(x)|
p
r′ |g(x− y)|
q
r′
β(x, y) = |g(x− y)|
q
p′ |h(y)|
r
p′
γ(x, y) = |h(y)|
r
q′ |f(x)|
r
q′
dado que 1
p
= 1
q′
+ 1
r′
, tenemos∫
Rn
f(x)(g ∗ h(x))dx =
∫
R2n
α(x, y)β(x, y)γ(x, y)dxdy
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aplicando la desigualdad de Ho¨lder
∫
R2n
αβγ(x, y)dxdy ≤
(∫
R2n
|αβ(x, y)|qdxdy
) 1
q
(∫
R2n
|γ(x, y)|q
′
dxdy
) 1
q′
≤
(∫
R2n
|αβ(x, y)|qdxdy
) 1
q
(∫
R2n
|f(x)|p|h(y)|rdxdy
) 1
q′
≤
(∫
R2n
|αβ(x, y)|qdxdy
) 1
q ‖f‖
p
q′
p ‖h‖
r
q′
p
ana´logamente, como 1 = q
r′
+ q
p′∫
R2n
|αβ(x, y)|qdxdy ≤
(∫
R2n
|α(x, y)|r
′
dxdy
) q
r′
(∫
R2n
|β(x, y)|p
′
dxdy
) q
p′
≤
(∫
R2n
|f(x)|p|g(x− y)|qdxdy
) q
r′ ×(∫
R2n
|g(x− y)|q|h(y)|rdxdy
) q
p′
≤ ‖f‖
pq
r′
p ‖g‖
q2
r′
p ‖g‖
q2
p′
p ‖h‖
qr
p′
p
≤ ‖f‖
pq
r′
p ‖g‖qp‖h‖
qr
p′
p
finalmente ∫
R2n
αβγ(x, y)dxdy ≤ ‖f‖p‖g‖q‖h‖r
y tenemos el resultado pedido.
⊓⊔
Observacio´n 3. Como establecimos inicialmente, la convolucio´n tiene propiedades
que nos ayudara´n para aproximar funciones:
1. Si f ∈ C∞0 , entonces f ∈ L
1, as´ı dado g ∈ Lp, entonces f ∗ g ∈ C∞, ma´s au´n,
vale Dα(f ∗ g) = (Dαf) ∗ g, donde α = (α1, . . . , αn) ∈ R
n y
Dαf =
∂α1
∂xα11
. . .
∂αn
∂xαnn
f.
Basta mostrar que vale Dα(f ∗ g) = (Dαf) ∗ g.
Veamos por induccio´n sobre |α| := α1 + · · ·+ αn:
Caso inicial: Si |α| = 0, es decir el operador Dα no hace nada sobre f ni sobre
f ∗ g y evidentemente vale Dα(f ∗ g) = (Dαf) ∗ g.
Paso inductivo: Dado α supongamos que la hipo´tesis inductiva sea cierta para
cualquier β tal que |β| < |α|, luego Dα = d
dxi
Dβ, es claro que |β|+1 = |α| y por
hipo´tesis inductiva vale Dβ(f ∗ g) = (Dβf) ∗ g. Tomemos entonces f¯ = Dβf ,
luego f¯ ∈ C∞0 y
(f¯∗g(x+hei)−f¯∗g(x))
h
= 1
h
(∫
Rn
f¯(x+ hei − y)g(y)dy
−
∫
Rn
f¯(x− y)g(y)dy
)
=
∫
Rn
gh(y)dy
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donde gh(y) =
1
h
(f¯(x+ hei− y)− f¯(x− y))g(y), si |h| ≤ 1, veremos que existe
un valor M > 0 tal que |gh| ≤ M |g|. Supongamos que eso no pase, luego
existen {(hn, yn)} tales que |hn| ≤ 1, yn ∈ R
n y
|ghn(yn)| > n|g(yn)|
para cada n ∈ N.
Si {yn} no es una sucesio´n acotada, entonces existe una subsucesio´n ynk tal
que |ynk | > k, pero en dicho caso ghnk (ynk) = 0 para cierto k suficientemente
grande, pues f tiene soporte compacto y si la norma de ynk es suficientemente
grande entonces tambie´n lo es la norma de x + hnkei − ynk y x − ynk , valores
que en algu´n momento escapara´n del soporte. Como esto no puede ocurrir por
hipo´tesis, entonces {yn} es una sucesio´n acotada.
Luego tome una subsucesio´n convergente {ynk} y suponga que existe ǫ > 0
tal que hnk > ǫ. Dado que f¯ es continua y los valores no nulos se encuentran
sobre un conjunto compacto, entonces f¯ esta acotada y tambie´n sus primeras
derivadas. As´ı,∣∣∣∣ 1hnk (f¯(x+ hnkei − ynk)− f¯(x− ynk))g(ynk)
∣∣∣∣ ≤ 2Lǫ |g(ynk)|
donde L = sup{|f¯(x)| : x ∈ Rn}. Pero esto no puede ocurrir por hipo´tesis,
luego existe una subsucesio´n {hnkr} que converge a cero y para no cargar la
notacio´n denotaremos a dicha sucesio´n so´lo por hr, as´ı mismo ynkr sera´ deno-
tado por yr.
Finalmente {yr} converge a algu´n valor, digamos y0 y hr a cero, luego es claro
que ghr(yr) converge a
d
dxi
f¯(x − y0)g(y0), pero esto no puede ocurrir por la
hipo´tesis. Por tanto existe un valor M > 0 tal que |gh| ≤M |g|.
Gracias a ello, por el teorema de convergencia dominada y dado que l´ımh→0 g(y) =
d
dxi
f¯(x− y)g(y), entonces
l´ımh→0
1
h
(f¯ ∗ g(x+ hei)− f¯ ∗ g(x)) = l´ımh→0
∫
Rn
gh(y)dy
=
∫
Rn
d
dxi
f¯(x− y)g(y)dy
= d
dxi
f¯ ∗ g
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luego tenemos que
Dα(f ∗ g) = d
dxi
(
Dβ(f ∗ g)
)
= d
dxi
(
(Dβf) ∗ g
)
=
(
d
dxi
Dβf
)
∗ g
= (Dαf) ∗ g
donde la segunda igualdad es la hipo´tesis inductiva y la tercera la acabamos
de probar.
2. Sean f, g funciones tales que f ∗ g tiene sentido, entonces supp(f ∗ g) ⊂
supp(f) + supp(g), donde A + B = {a + b : a ∈ A, b ∈ B}. Para ver esto,
sea x /∈ supp(f) + supp(g), entonces
f ∗ g(x) =
∫
f(x− y)g(y)dy,
ya que x /∈ supp(f)+supp(g), entonces f ∗g(x) = 0. Finalmente, supp(f ∗g) ⊂
supp(f) + supp(g).
3. Juntando los dos ı´tems anteriores, tenemos que si f ∈ C∞0 y g ∈ L
p con
supp(g) compacto, entonces f ∗g ∈ C∞0 . Y que en general si f, g tienen soporte
compacto y f ∗g tiene sentido, entonces su convolucio´n tambie´n tendra´ soporte
compacto.
Ahora suponga que φ ∈ L1, tal que φ ≥ 0 y
∫
Rn
φ(x)dx = 1. Defina φǫ(x) =
1
ǫn
φ
(
x
ǫ
)
y note que
∫
Rn
φǫ(x)dx = 1, as´ı tenemos la proposicio´n:
Proposicio´n 2.3. Sea f ∈ Lp, entonces
1. f ∗ φǫ → f en L
p, cuando ǫ→ 0.
2. Si f es acotada y uniformemente continua, entonces f ∗ φǫ converge a f uni-
formemente en Rn, cuando ǫ→ 0.
3. Si f ∈ L∞ y es continua en un abierto U , entonces f ∗ φǫ converge a f
uniformemente en compactos de U .
Demostracio´n. 1. Primero, tenemos que
‖f ∗ φǫ − f‖p =
(∫
Rn
|f ∗ φǫ(x)− f(x)|
p dx
) 1
p
=
(∫
Rn
∣∣∫
Rn
f(x− y)φǫ(y)dy − f(x)
∣∣p dx) 1p
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y como
∫
Rn
φǫ(x)dx = 1, entonces
‖f ∗ φǫ − f‖p =
(∫
Rn
∣∣∫
Rn
(f(x− y)− f(x))φǫ(y)dy
∣∣p dx) 1p
=
(∫
Rn
∣∣∫
Rn
(f(x− ǫy)− f(x))φ1(y)dy
∣∣p dx) 1p
≤
∫
Rn
(∫
Rn
|(f(x− ǫy)− f(x))φ1(y)|
p dx
) 1
p dy
La primera igualdad haciendo el cambio de variable y → ǫy y la segunda es
la desigualdad de Minkowski. Luego,
‖f ∗ φǫ − f‖p ≤
∫
Rn
‖τǫyf − f‖pφ1(y)dy
donde τǫyf(x) = f(x−ǫy). Tome gǫ(y) = ‖τǫyf−f‖pφ1(y), entonces gǫ(y)→ 0
si ǫ→ 0 y
|gǫ(y)| ≤ (‖τǫyf‖p + ‖f‖p)φ1(y) = 2‖f‖pφ(y),
podemos aplicar el teorema de la convergencia dominada y finalmente
‖f ∗ φǫ − f‖p ≤
∫
Rn
gǫ(y)dy → 0
que es lo que quer´ıamos probar.
2. Dada la secuencia {gn = φ1χBn(0)}, para la cual gn(x) → φ1(x) y |gn(x)| ≤
φ1(x), luego del teorema de convergencia dominada para ǫ > 0 y M =
sup{|f(x)|} existe r > 0 tal que
∫
Br(0)
φ1(y)dy > 1−
ǫ
4M
.
Ahora, con el cambio de variable y → δy,
f ∗ φδ(x)− f(x) =
∫
Rn
(τyf(x)− f(x))φδ(y)dy
=
∫
Rn
(τδyf(x)− f(x))φ1(y)dy
sea δ′ > 0 tal que si |x′−x| < δ′ entonces |f(x′)−f(x)| < ǫ
2
, luego al considerar
δ ≤ δ
′
r
|f ∗ φδ(x)− f(x)| =
∣∣∫
Rn
(τδyf(x)− f(x))φ1(y)dy
∣∣
≤
∣∣∣∫Br(τδyf(x)− f(x))φ1(y)dy∣∣∣
+
∣∣∣∫
Rn\Br
(τδyf(x)− f(x))φ1(y)dy
∣∣∣
≤
∫
Br
|(τδyf(x)− f(x))|φ1(y)dy
+
∫
Rn\Br
|(τδyf(x)− f(x))|φ1(y)dy
≤
∫
Br
ǫ
2
φ1(y)dy +
∫
Rn\Br
2Mφ1(y)dy
Finalmente |f ∗ φδ(x) − f(x)| ≤
ǫ
2
+ ǫ
2
= ǫ y la convergencia es uniforme en
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todo Rn.
3. Dado un compacto K de U, entonces f definida en dicho conjunto es unifor-
memente continua y acotada. Ana´logo al caso anterior
f ∗ φδ(x)− f(x) =
∫
Rn
(τyf(x)− f(x))φδ(y)dy
=
∫
Rn
(τδyf(x)− f(x))φ1(y)dy
existe δ′ > 0 tal que si |x′− x| < δ′ entonces |f(x′)− f(x)| < ǫ
2
y al considerar
δ ≤ δ
′
r
, donde r > 0 es escogido como en el caso anterior
|f ∗ φδ(x)− f(x)| =
∣∣∫
Rn
(τδyf(x)− f(x))φ1(y)dy
∣∣
≤
∣∣∣∫Br(τδyf(x)− f(x))φ1(y)dy∣∣∣
+
∣∣∣∫
Rn\Br
(τδyf(x)− f(x))φ1(y)dy
∣∣∣
≤
∫
Br
|(τδyf(x)− f(x))|φ1(y)dy
+
∫
Rn\Br
|(τδyf(x)− f(x))|φ1(y)dy
≤
∫
Br
ǫ
2
φ1(y)dy +
∫
Rn\Br
2Mφ1(y)dy
≤ ǫ
2
+ ǫ
2
= ǫ
por tanto la convergencia es uniforme en K.
⊓⊔
Cap´ıtulo 3
La Transformada de Fourier
En el primer cap´ıtulo presente´ el contexto general en el que deber´ıan (a criterio
personal) ser estudiadas las funciones que representan la posicio´n de una part´ıcula.
Sin embago el espacio L1 no es muy bueno en propiedades, por ejemplo, es sabido
que cualquier funcional continuo T : L1 → R puede ser visto como una funcio´n f
en L∞, en el sentido que T (g) =
∫
Rn
f(x)g(x)dx, sin embargo no todo funcional
continuo de L∞ puede ser visto como una funcio´n f en L1. En dicho caso se dice
que L1 no es reflexivo.
Ahora que ya nos desencatamos de L1, busquemos un candidato mejor. Nuestra
siguiente opcio´n debe ser alguno de los espacios Lp donde 1 < p <∞, ya que dichos
espacios s´ı son reflexivos1, pero so´lo uno es un espacio de Hilbert, es decir, posee un
producto interno 〈·, ·〉 que induce una me´trica completa sobre dicho espacio y dicha
opcio´n es L2.
El producto interno en L2(Ω) viene dado por
〈f, g〉 =
∫
Ω
f(x)g(x)dx
donde f, g : Ω → C y g(x) es el conjugado de un nu´mero complejo, tal que repre-
senten la posicio´n de una part´ıcula, es decir
∫
Ω
|f(x)|2dx = 1.
El objetivo es presentar a la transformada de Fourier como una herramienta que nos
ayudara´ a hacer ca´lculos sobre funciones en L2. Gracias a ella podemos transformar
ecuaciones diferenciales en ecuaciones del tipo polinomial y algunas propiedades co-
mo diferenciabilidad son vistas como propiedades de integrabilidad. El principio que
sigue es parecido al de convolucio´n (donde nos apoyamos en las funciones regulado-
ras), siguiendo ese esp´ıritu buscaremos funciones que faciliten los ca´lculos (funciones
de Gauss).
1Vea [1, Cap´ıtulo 4] para una explicacio´n detallada
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3.1. Definicio´n y Propiedades Generales
Sea f ∈ L1, la transformada de Fourier de f, sera´ denotada por f̂ y esta dado
por
f̂(z) :=
∫
Rn
e−2πix.zf(x)dx
Note que f̂(z) esta bien definida, pues
|f̂(z)| =
∣∣∣∣∫
Rn
e−2πix.zf(x)dx
∣∣∣∣ ≤ ∫
Rn
|f(x)|dx = ‖f‖1
luego dicha integral es finita y siempre existe.
Teorema 3.1. Dados f, g ∈ L1(Rn), λ ∈ R, se tiene que:
1. (λf + g)̂= λf̂ + ĝ.
2. (g ∗ f)̂= ĝ f̂ .
3. Si f ∈ Ck0 (R
n), entonces (Dαf)̂(z) = (2πiz)αf̂ , ∀|α| ≤ k.
4. Si xαf ∈ L1, para todo |α| ≤ k entonces Dαf̂(z) = ((−2πix)αf)̂ (z), para
todo α con |α| ≤ k.
Donde zα = zα11 . . . z
αn
n , con z = (z1, . . . , zn) y α = (α1, . . . , αn) ∈ N
n
0 .
Demostracio´n. 1. El primer ı´tem es sencillo, pues basta ver que
(λf + g)̂ = ∫
Rn
e−2πix.z(λf(x) + g(x))dx
= λ
∫
Rn
e−2πix.zf(x)dx+
∫
Rn
e−2πix.zg(x)dx
= λf̂(z) + ĝ(z).
2. Para el segundo ı´tem, tenemos que
(f ∗ g)̂(z) = ∫
Rn
e−2πix.zf ∗ g(x)dx
=
∫
Rn
∫
Rn
e−2πix.zf(y)g(x− y)dydx
=
∫
Rn
∫
Rn
e−2πiy.zf(y)e−2πi(x−y).zg(x− y)dydx
=
(∫
Rn
e−2πi(x−y).zg(x− y)dx
) (∫
Rn
e−2πiy.zf(y)dy
)
= f̂(z)ĝ(z)
que es lo que quer´ıamos.
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3. Cada Dαf es continua y tiene soporte compacto, luego esta´ en L1. Tambie´n
por induccio´n, basta probarlo para la variable x1. Tenemos que(
df
dx1
)̂
(z) =
∫
Rn
e−2πix.z
df
dx1
(x)dx
integrando por partes tenemos∫
Rn
e−2πix.z df
dx1
(x)dx =
∫
Rn−1
∫
R
e−2πix.z df
dx1
(x1, y)dx1dy
=
∫
Rn−1
∫ a
−a
e−2πix.z df
dx1
(x1, y)dx1dy
=
∫
Rn−1
∫ a
−a
d
xi
(e−2πix.z) f(x1, y)dx1dy
=
∫
Rn−1
∫ a
−a
−2πzie
−2πix.zf(x1, y)dx1dy
= −2πzi
∫
Rn−1
∫ a
−a
e−2πix.zf(x1, y)dx1dy
= −2πzif̂(z)
donde supp(f) ⊂ (−a, a)×Rn−1 y la tercera igualdad se tiene por integracio´n
por partes.
4. Finalmente, repetiremos el mismo argumento inductivo que usamos en una
proposicio´n anterior, es decir, basta que df̂
dxi
(z) = ((−2πixi)f)̂(z). Para ello,
tenemos que
f̂(z+hei)−f̂(z)
h
= 1
h
(∫
Rn
e−2πix.(z+hei)f(x)dx−
∫
Rn
e−2πix.zf(x)dx
)
=
∫
Rn
e−2πix.(z+hei)−e−2πix.z
h
f(x)dx
as´ı si tomamos
gh(x) =
e−2πix.(z+hei) − e−2πix.z
h
f(x)
tenemos que cuando h → 0 entonces gh(x) → (−2πixi)e
−2πix.zf(x). Final-
mente si queremos utilizar el teorema de la convergencia dominada debemos
acotar a gh. Sabemos que la funcio´n t(h) = e
−2πix.(z+hei) es diferenciable en
todo punto, en particular lo es en cero, luego
t′(0) = l´ım
h→0
e−2πix.(z+hei) − e−2πix.z
h
= (−2πixi)e
−2πix.z
por lo tanto la expresio´n
e−2πix.(z+hei) − e−2πix.z
h
esta acotada en una vecindad de cero, luego existe un valor M > 0 tal que
|gh(x)| ≤ M |f(x)|. Finalmente por el teorema de la convergencia dominada
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tenemos lo pedido.
⊓⊔
Ejemplo 2. Calculemos algunas transformadas de Fourier
1. Las funciones de Gauss
Gα(x) = e
−απ|x|2
ellas esta´n en el espacio L1. Tenemos∫
Rn
e−2πix.ze−απ|x|
2
dx =
∫
Rn
e−2πix.z−απ|x|
2
dx
=
∫
Rn
e−α
−1π|z|2eα
−1π|z|2−2πix.z−απ|x|2dx
= e−α
−1π|z|2
∫
Rn
e−π|α
1
2 x−iα−
1
2 z|2dx
donde en la u´ltima igualdad entendemos que
|x− iz|2 = (x1 − iz1)
2 + · · ·+ (xn − izn)
2.
Luego haciendo cambio de variable nos queda∫
Rn
e−2πix.ze−απ|x|
2
dx = e−α
−1π|z|2
∫
Rn−iα−
1
2 z
α−
n
2 e−π|y|
2
dy
del teorema de residuo en ana´lisis complejo2 sabemos que∫
Rn−iα−
1
2 z
e−π|y|
2
dy =
∫
Rn
e−π|y|
2
dy = 1
pues la funcio´n decrece de orden |z|2. As´ı,
Ĝα(z) = α
−n
2 e−α
−1π|z|2
y esto vale para todo α ∈ C.
2. La funcio´n caracter´ıstica
χC(x) =
1 , x ∈ C0 , x ∈ Rn\C ,
2Revise [18, Teorema 10.29]
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donde C =
∏n
j=1[aj, bj]. En este caso tenemos que∫
Rn
e−2πix.zχC(x)dx =
∫
Rn
e−2πix1z1+···+xnznχ[a1,b1] . . . χ[an,bn]dx1 . . . dxn
=
∏n
j=1
∫
R
e−2πixjzjχ[aj ,bj ]dxj
=
∏n
j=1
∫ bj
aj
e−2πixjzjdxj
=
∏n
j=1−
1
2πizj
(
e−2πibjzj − e−2πiajzj
)
Teorema 3.2. Dada f ∈ L1(Rn), entonces f̂ es continua y se va a cero en el
infinito, es decir l´ım|z|→∞ f̂(z) = 0
Demostracio´n. Tenemos que
f̂(z + h) =
∫
Rn
e−2πix.(z+h)f(x)dx
donde gh(x) = e
−2πix.(z+h)f(x), note que gh es integrable, para todo h, l´ımh→0 gh(x) =
e−2πix.zf(x) y |gh(x)| ≤ |f(x)| para todo x ∈ R
n. Luego por el teorema de la con-
vergencia dominada tenemos que
l´ım
h→0
∫
Rn
gh(x)dx =
∫
Rn
l´ım
h→0
gh(x)dx
As´ı f̂(z + h)→ f̂(z), cuando h→ 0.
Para la segunda parte, sea X = {f ∈ L1 : l´ım|z|→∞ f̂(z) = 0}, note que X ⊂ L
1, es
un subespacio vectorial, pues si f, g ∈ X y λ ∈ R, entonces
l´ım
|z|→∞
(λf + g)̂(z) = l´ım
|z|→∞
λf̂(z) + ĝ(z) = λ l´ım
|z|→∞
f̂(z) + l´ım
|z|→∞
ĝ(z) = 0.
Ahora si f, g ∈ L1, entonces
|f̂(z)− ĝ(z)| =
∣∣∣∣∫
Rn
e−2πix.z(f(x)− g(x))dx
∣∣∣∣ ≤ ∫
Rn
|f(x)− g(x)|dx
luego X es un subespacio cerrado de L1, por lo tanto basta encontrar un subconjunto
cuyo espacio generado sea denso sobre L1, por ejemplo el espacio de las funciones
paso. Tenemos:∫
Rn
e−2πix.zχC(x)dx =
∏n
j=1−
1
2πizj
(e−2πiajzj − e−2πi−ajzj)
=
∏n
i=1
2sen(2πiaizi)
2πizi
donde el u´ltimo te´rmino va para cero cuando |z| → ∞ y tenemos lo pedido.
⊓⊔
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3.2. Extensio´n sobre L2
Hemos visto que
F : L1 → L∞
es una aplicacio´n continua, desde que ‖f̂‖∞ ≤ ‖f‖1, sin embargo no sabemos si esta
aplicacio´n es sobreyectiva (que en efecto no lo es por el teorema anterior) ni tampoco
sabemos si es inyectiva. Adema´s el espacio donde viven las funciones que expresan
la posicio´n de una part´ıcula es L2, as´ı que trabajar en L1 no es conveniente.
Para conocer F(L1) empecemos dando algunos resultados parciales.
Lema 3.1. Si f, g ∈ L1, entonces∫
Rn
f̂(x)g(x)dx =
∫
Rn
f(x)ĝ(x)dx
Demostracio´n. Tenemos que∫
Rn
f̂(x)g(x)dx =
∫
Rn
[∫
Rn
e−2πiy.xf(y)dy
]
g(x)dx
expresio´n que gracias al teorema de Fubini y que f, g ∈ L1, entonces∫
Rn
[∫
Rn
e−2πiy.xf(y)dy
]
g(x)dx =
∫
Rn
∫
Rn
e−2πiy.xf(y)g(x)dydx
=
∫
Rn
[∫
Rn
e−2πiy.xg(x)dx
]
f(y)dy
=
∫
Rn
f(y)ĝ(y)dy.
⊓⊔
Proposicio´n 3.1. Si f ∈ L1 y f̂ ∈ L1, entonces para casi todo x se tiene que
f(x) =
∫
Rn
e2πiz.xf̂(z)dz.
Demostracio´n. Tomemos en el lema anterior g(z) = e2πix.z−ǫ
2π|z|2 , donde sabemos
que esta aplicacio´n esta´ en L1, pues |g(z)| = e−ǫ
2π|z|2 ∈ L1, luego
ĝ(z) =
∫
Rn
e−2πiy.zg(y)dy
=
∫
Rn
e−2πiy.ze2πix.y−ǫ
2π|y|2dy
=
∫
Rn
e−2πi(y−x).ze−ǫ
2π|y|2dy
= ǫ−ne−π
|x−z|2
ǫ2
La u´ltima relacio´n se obtiene al querer hallar la transformada de Fourier de e−ǫ
2π|y|2
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en el punto z − x. Luego tenemos que
hǫ(x) =
∫
Rn
f̂(z)g(z)dz =
∫
Rn
f(z)ĝ(z)dz =
∫
Rn
f(z)ǫ−ne−π
|x−z|2
ǫ2 dz
cuando tomamos la funcio´n φ(z) = e−π|z|
2
, notamos que hǫ(x) = f ∗ φǫ(x), luego
hǫ = f ∗ φǫ → f en L
1 y por tanto hǫ(x)→ f(x) en c.t.p.; por otro lado
hǫ(x) =
∫
Rn
f̂(z)g(z)dz =
∫
Rn
f̂(z)e2πix.z−ǫ
2π|z|2dz
dado que f̂(z)e2πix.z−ǫ
2π|z|2 → f̂(z)e2πix.z, cuando ǫ→ 0, y que |f̂(z)e2πix.z−ǫ
2π|z|2 | ≤
|f̂(z)|, por el teorema de convergencia dominada, tenemos que
hǫ(x) =
∫
Rn
f̂(z)e2πix.z−ǫ
2π|z|2dz →
∫
Rn
f̂(z)e2πix.zdz
cuando ǫ → 0. Por lo tanto f(x) =
∫
Rn
f̂(z)e2πix.zdz en c.t.p., que es lo que
quer´ıamos.
⊓⊔
Gracias a la proposicio´n anterior sabemos que la transformada de Fourier es inyec-
tiva, pues si tomamos f, g ∈ L1 tales que f̂ = ĝ, tenemos entonces que (f − g)̂=
0 ∈ L1, entonces
f(x)− g(x) =
∫
Rn
(f̂(z)− ĝ(z))e2πix.zdz = 0
para casi todo x, por tanto f = g en L1.
Teorema 3.3. (Teorema de Plancherel) Si f ∈ L1 ∩L2, entonces f̂ ∈ L2, ma´s au´n:
‖f̂‖2 = ‖f‖2
Demostracio´n. Parecido al caso anterior, consideremos gǫ(z) = e
−ǫ2π|z|2 ∈ L1, luego
f ∗ gǫ ∈ L
1 y tambie´n como ‖f̂‖∞ ≤ ‖f‖1, entonces f̂ es acotada y como ĝǫ =
ǫ−ne−π
|z|2
ǫ2 ∈ L1, luego (f ∗ gǫ)̂= f̂ ĝǫ ∈ L1, por el teorema anterior
f ∗ gǫ(x) =
∫
Rn
e2πix.z(f ∗ gǫ)̂(z)dz.
As´ı, ∫
Rn
|f ∗ gǫ(x)|
2dx =
∫
Rn
f ∗ gǫ(x)f ∗ gǫ(x)dx
=
∫
Rn
∫
Rn
e2πix.z(f ∗ gǫ)̂(z)f ∗ gǫ(x)dzdx
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como (f ∗ gǫ)̂ y f ∗ gǫ esta´n en L1, entonces por Fubini tenemos que∫
Rn
|f ∗ gǫ(x)|
2dx =
∫
Rn
∫
Rn
e2πix.z(f ∗ gǫ)̂(z)f ∗ gǫ(x)dxdz
=
∫
Rn
(f ∗ gǫ)̂(z)(∫Rn e2πix.zf ∗ gǫ(x)dx) dz
=
∫
Rn
(f ∗ gǫ)̂(z)(∫Rn e−2πix.zf ∗ gǫ(x)dx)dz
=
∫
Rn
(f ∗ gǫ)̂(z)(f ∗ gǫ)̂(z)dz
=
∫
Rn
|(f ∗ gǫ)̂|2(z)dz
como ‖f ∗ gǫ‖2 → ‖f‖2 y ‖(f ∗ gǫ)̂‖2 → ‖f̂‖2, cuando ǫ→ 0.
Finalmente tenemos que ‖f‖2 = ‖f̂‖2 que es lo que quer´ıamos.
⊓⊔
Ahora, gracias al teorema de Plancherel, vemos que la aplicacio´n
̂ : L1 ∩ L2 → L2
f 7→ f̂
es una isometr´ıa, como L1 ∩ L2 es un subespacio denso en L2 podemos extenderlo
a todo el espacio L2, gracias a ello podemos definir la transformada de Fourier en
todo L2, v´ıa:
f̂ = l´ım
n→∞
f̂n
donde fn es una sucesio´n en L
1 ∩ L2 que tiende a f en L2. Gracias a que es una
isometr´ıa en un conjunto denso, esta propiedad se seguira´ preservando para todo el
espacio L2. Y en este sentido la transformada de Fourier es un automorfismo de L2
de norma unitaria.
Observe que para el caso general, Lp, si quisie´ramos usar la misma te´cnica, de-
ber´ıamos tener que fn → f en L
p implica que {f̂n}n es una secuencia de Cauchy
sobre algu´n espacio, donde a los fn los escogemos en algu´n subconjunto denso de
Lp, las posibles opciones que tenemos son:
Funciones simples.
Las funciones infinitamente diferenciables de soporte compacto.
La interseccio´n L1 ∩ Lp.
3.3. Comparacio´n entre f y f̂
Hasta ahora hemos probado que, donde tenga sentido, ‖f‖∞ ≤ ‖f‖1 y ‖f‖2 =
‖f‖2, no sabemos en general que tipo de comparaciones se puede tener entre ‖f‖p
y ‖f̂‖q, es decir que´ valores de p y q son admisibles. Usaremos dicha desigualdad,
29
para probar que la transformada de Fourier puede ser definida en los espacios Lp,
donde 1 ≤ p ≤ 2.
Dado f ∈ L1 ∩ L2 consideremos gλ(x) = f(λx), donde λ > 0, entonces
ĝλ(z) =
∫
Rn
e−2πix.zgλ(x)dx =
∫
Rn
e−2πix.zf(λx)dx
despue´s de un cambio de variable tenemos que ĝλ(z) = λ
−nf̂
(
z
λ
)
, entonces
‖ĝλ‖q =
(∫
Rn
∣∣∣λ−nf̂ (z
λ
)∣∣∣q dz) 1q = λ−n(∫
Rn
∣∣∣f̂ (z
λ
)∣∣∣q dz) 1q ,
y por lo tanto
‖ĝλ‖q = λ
−n+n
q
(∫
Rn
|f̂(z)|qdz
) 1
q
= λ−n+
n
q ‖f̂‖q
Por otro lado, ‖gλ‖p =
(∫
Rn
|f(λz)|pdz
) 1
p y despue´s de un cambio de variable, nos
queda que ‖gλ‖p = λ
−n
p
(∫
Rn
|f(z)|pdz
) 1
p = λ−
n
p ‖f‖p. Luego si queremos una de-
sigualdad del tipo
‖f̂‖q ≤ C‖f‖p
para alguna constante C > 0, entonces debemos tener que
‖ĝλ‖ = λ
−n+n
q ‖f̂‖q ≤ C‖gλ‖p = Cλ
−n
p ‖f‖p.
Supongamos entonces dos casos
1. Si −1 + 1
q
+ 1
p
> 0, la desigualdad de arriba nos queda
λ−n+
n
q
+n
p ‖f̂‖q ≤ C‖f‖p
lo que no siempre se va a cumplir, pues si consideramos λ→ +∞ y ‖f̂‖q 6= 0
el te´rmino izquierdo va a infinito, entonces dicho C no puede existir .
2. Si −1 + 1
q
+ 1
p
< 0, la desigualdad de arriba nos queda
λ−n+
n
q
+n
p ‖f̂‖q ≤ C‖f‖p
lo que no siempre se va a cumplir, pues si consideramos λ→ 0+ y ‖f̂‖q 6= 0 el
te´rmino izquierdo va a infinito, entonces dicho C no puede existir.
As´ı concluimos que 1
q
+ 1
p
= 1, diremos en e´ste caso que p y q son conjugados. Ya
vimos que pasa cuando p = 1 y p = 2.
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Para p > 2, consideremos a la familia de funciones Gaussianas
Gα(x) = e
−απ|x|2
donde α = a+ ib, con a > 0. Tenemos que
‖Gα‖p =
(∫
Rn
∣∣∣e−απ|x|2∣∣∣p dx) 1p
= (ap)−
n
2p
(∫
Rn
e−π|x|
2
dx
) 1
p
= (ap)−
n
2p
‖Ĝα‖q =
(∫
Rn
∣∣∣α−n2 e−π |x|2α ∣∣∣q dx) 1q
= |α|−
n
2
(
aq
|α|2
)− n
2q
(∫
Rn
e−π|x|
2
dx
) 1
q
= |α|−
n
2
(
aq
|α|2
)− n
2q
si existiera un valor C > 0 tal que ‖f̂‖q ≤ C‖f‖p valga, entonces debe valer
|α|−
n
2
(
aq
|α|2
)− n
2q
≤ C (ap)−
n
2p
|α|−
n
2 a−
n(p−q)
2pq q−
n
2q p
n
2p ≤ C
tomando b = 1 y a → 0+, el te´rmino izquierdo tiende a +∞, pues p > 2 > q,
entonces dicho C no puede existir.
Falta ver que´ pasa con 1 < p < 2, para ello enunciaremos el siguiente teorema
Teorema 3.4. Dada f ∈ C∞0 y 1 ≤ p ≤ 2 entonces
‖f̂‖p′ ≤ ‖f‖p
en particular, f̂ ∈ Lp
′
.
Demostracio´n. Basta suponer que 1 < p < 2.
Sean Am = {x ∈ R
n : 2m < |f(x)| ≤ 2m+1} y fm = fχAm . Ya que f ∈ L
p y
Fm =
m∑
i=−m
fm
son tales que Fm → f y |Fm|
p ≤ |f |p, sigue del teorema de convergencia dominada
que
‖Fm‖p → ‖f‖p.
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Sigue de la desigualdad de Ho¨lder y dado que p′ > 2
‖|f̂m|
p′‖1 ≤ ‖|f̂m|
p′−2‖∞‖|f̂m|
2‖1
‖f̂m‖p′ ≤ ‖f̂m‖
1− 2
p′
∞ ‖f̂m‖
2
p′
2
de lo ya visto tenemos que ‖f̂m‖∞ ≤ ‖fm‖1 y ‖f̂m‖2 = ‖fm‖2, luego
‖f̂m‖p′ ≤ ‖fm‖
1− 2
p′
1 ‖fm‖
2
p′
2 .
Ahora, note que ‖fm‖1 ≤ |Am|2
m+1 y ‖fm‖2 ≤ |Am|
1
22m+1, de ello
‖f̂m‖p′ ≤ (|Am|2
m+1)
1− 2
p′
(
|Am|
1
22m+1
) 2
p′
≤ |Am|
1− 1
p′ 2m+1 = |Am|
1
p2m+1
≤ 2‖fm‖p.
Por otro lado, ya que f ∈ C∞0 entonces existe M ∈ N tal que ‖f‖∞ < M . Dado
m ≥M ∣∣∣f̂(z)− F̂m(z)∣∣∣ = ∣∣∫Rn e−2iπx.z (f(x)− Fm(x)) dx∣∣
≤
∫
Rn
|f(x)− Fm(x)| dx
≤ 2−m|A|
donde A es el soporte de f . As´ı si m → ∞ entonces F̂m(z) → f̂(z), ∀z ∈ R
n.
Regresando a la desigualdad ‖f̂m‖p′ ≤ 2‖fm‖p, tenemos que
‖F̂m‖p′ =
∑m
i=1 ‖f̂i‖p′
≤ 2
∑m
i=1 ‖fm‖p
≤ 2‖f‖p
sigue del teorema de la convergencia dominada que f̂ ∈ Lp
′
y ma´s au´n vale ‖f̂‖p′ ≤
2‖f‖p. Como ya comentamos, esto basta para poder extender la definicio´n de trans-
formada de Fourier a espacios Lp y tenemos la desigualdad
‖f̂‖p′ ≤ 2‖f‖p
para todo f ∈ Lp. Sin embargo no es la desigualdad que prometimos y para ello
dado m ∈ N defina f (m) : (Rn)m → R por f (m)(x1, . . . , xm) = f(x1) . . . f(xm) y por
tanto ‖f (m)‖p = (‖f‖p)
m, por otro lado
f̂ (m)(z1, . . . , zm) =
∫
(Rn)m
e−2iπ(x1,...,xm).(z1,...,zm)f (m)(x1, . . . , xm)dx1 . . . dxm
= f̂ (m)(z1, . . . , zm)
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y de ello ‖f̂ (m)‖p′ =
(
‖f̂‖p′
)m
. De lo ya probado
‖f̂ (m)‖p′ ≤ 2‖f
(m)‖p(
‖f̂‖p′
)m
≤ 2 (‖f‖p)
m
por tanto para todo m ∈ N ‖f̂‖p′ ≤ 2
1
m‖f‖p. Tomando m→∞ obtenemos
‖f̂‖p′ ≤ ‖f‖p
que es lo que desea´bamos.
⊓⊔
Una mejor constante puede ser vista en [3], que de hecho es la mejor constante que
se puede encontrar.
Esto concluye nuestro estudio de la comparacio´n entre f y f̂ .
Cap´ıtulo 4
Desigualdad de
Hardy-Littlewood-Sobolev
Entonces, continuando con el entendimiento del comportamiento de una part´ıcu-
la p, tenemos a la funcio´n f que modela su posicio´n. Supongamos por un instante
que esta funcio´n adema´s de estar en el espacio L2 es una funcio´n diferenciable, donde
∇f ∈ L2, entonces la energ´ıa cine´tica de esta part´ıcula, viene dado por
Tf =
~2
2m
∫
R3
|∇f(x)|2dx
donde ~ es la constante de Planck.
Entonces surge la pregunta, si podemos acotar este valor inferior o superiormente. Es
claro que no puede ser hecho superiormente (considere por ejemplo las funciones de
Gauss). Sin embargo lograremos acotarlo inferiormente. A este tipo de desigualdades
las llamaremos desigualdades de incertidumbre, las cuales nos brindara´n infromacio´n
cualitativa acerca de un part´ıcula (y en general de un sistemas de part´ıculas).
4.1. Operador Maximal de Hardy-Littlewood
Definicio´n 4.1. Dada f ∈ L1loc, denotemos porMf , al operador maximal de Hardy-
Littlewood, el cual esta dado por:
Mf(x) = sup
r>0
1
|Br(x)|
∫
Br(x)
|f(y)|dy
A primera vista es bastante forzada la introduccio´n de este operador, sin embargo
planteemos un ejemplo ma´s general.
Tomemos una bola Br(x), de radio r y de centro x ∈ R
n, entonces dicha bola tiene
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volumen rnV , donde V es el volumen de la bola de radio 1 y centro en el origen.
Entonces tenemos que χBr(x) ∈ L
1, y su integral es rnV , luego
|f | ∗ χBr(x)(y) =
∫ n
R
|f(z)|χBr(x)(y − z)dz =
∫
Br(x)
|f(z)|dz
as´ı gr = |f | ∗ (
1
rn
χBr(x)) =
1
rn
∫
Br(x)
|f(z)|dz = V
|Br(x)|
∫
Br(x)
|f(z)|dz, ya antes hemos
visto que gr → V f cuando r → 0. Es decir que nuestro operador trata de almacenar
toda la informacio´n que estas convoluciones nos pueden ofrecer.
Lema 4.1 (Lema del cubrimiento de Vitalli). Sea F una famila de bolas de radio
positivo y acotado. Entonces posee una subfamilia enumerable o finita {Bi}N de
elementos disjuntos dos a dos tal que⋃
B∈F
B ⊂
⋃
i∈N
5Bi
donde 5Bi es la bola con el mismo centro que Bi pero con radio quintuplicado.
Demostracio´n. Sean R = sup{r : r es radio de B ∈ F} y Fn = {B ∈ F :
radio de B ∈
(
R
2n
, R
2n−1
]
}. Note que F =
⋃
m∈NFm.
Sea H1 el conjunto de familias disjuntas dos a dos de bolas de F1, ya que para una
bola B ∈ F1 tenemos {B} ∈ H1, dicho conjunto H1 es no vac´ıo, si F1 es no vac´ıo.
Nuestro objetivo es aplicar el lema de Zorn1, para ello falta probar que dada una
familia {Gλ}λ de elementos de H1 tal que Gλ ⊂ Gµ si λ < µ existe un elemento de
H1 que contiene a todos los {Gλ}λ. Con e´se propo´sito tomemos G = ∪λGλ.
Observe primero que todo bola de G es elemento de algu´n Gλ y por tanto sus ele-
mentos son bolas de F1. Segundo, si B1, B2 son elementos de G con B1 ∈ Gλ1 y
B2 ∈ Gλ2 , tomando λ = max{λ1, λ2}, note que B1, B2 ∈ Gλ y por definicio´n de los
Gλ, B1 y B2 deben ser disjuntos. As´ı conclu´ımos que G ∈ H1.
Sigue del lema de Zorn que H1 posee un elemento maximal, digamos G1. Sobre R
n,
tomemos Qn, un conjunto denso y enumerable; para cada elemento de G1 escojamos
un elemento p ∈ Qn. Dicha eleccio´n es u´nica para cada bola, pues son disjuntas y
al ser un subconjunto de Qn debe ser enumerable. Por lo tanto, la familia G1 es
enumerable.
Inductivamente construiremos las familias Gn. Sea Hn el conjunto de familias dis-
juntas dos a dos de bolas de Fn que no intersecan a ningu´n elemento de
⋃
i<nGi. No
existiera una bola con esta propiedad, tomaremos Gn siendo el vac´ıo, y si existiese
alguna digamos la bola B, tenemos que {B} ∈ Hn y por tanto dicho conjunto Hn
es no vac´ıo. Similar al caso n = 1, sigue del lema de Zorn que existe una familia
1Puede ver un enunciado completo en [1, Cap´ıtulo 1].
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maximal Gn que es la que tomamos.
Sea G = ∪n∈NGn familia enumerable de bolas disjuntas de F . Sea B ∈ F y n ∈ N
tal que B ∈ Fn. Si B /∈ G, al ser Gn maximal entonces B = Br(x) debe intersecar a
algu´n elemento de Gn, llame´mosle B
′ = Bs(y), como B y B
′ esta´n en Fn entonces
r ≤ 2s. Dado w ∈ B∩B′, entonces |w−x| < r y |w−y| < s, sigue de la desigualdad
triangular que |x − y| < r + s ≤ 3s. Si z ∈ B entonces |z − x| < r, nuevamente de
la desigualdad triangular |z − y| < 3s+ r ≤ 5s y por tanto B ⊂ B5s(y).
⊓⊔
Teorema 4.1 (Desigualdad Maximal de Hardy Littlewood). Se tiene que
1. Estimativa de´bil: Sea f ∈ L1, entonces ∀λ > 0 se tiene que
|{Mf(x) > λ}| <
5n
λ
‖f‖1.
2. Estimativa fuerte: Sea f ∈ Lp, 1 < p ≤ ∞, entonces se tiene que
‖Mf‖p ≤
(
p5n2p
p− 1
) 1
p
‖f‖p.
Demostracio´n. 1. Tomemos x ∈ Aλ = {Mf(x) > λ}, entonces existe r > 0 tal
que
1
|Br(x)|
∫
Br(x)
|f(y)|dy > λ
luego se tiene que
Aλ ⊂
⋃
x∈Aλ
Br(x)
por el lema anterior, existe una subfamilia enumerable, {Bri(xi)}i∈N, tal que
dichas bolas son disjuntas y Aλ ⊂
⋃
i∈NB5ri(xi). Ahora, se tiene que
λ|Bri(xi)| <
∫
Bri (xi)
|f(x)|dx
luego si tomamos la suma sobre todos los i ∈ N tenemos∑∞
i=1 λ|Bri(xi)| <
∑∞
i=1
∫
Bri (xi)
|f(x)|dx
<
∫
Rn
|f(x)|dx
desde que los abiertos son disjuntos. Por otro lado
λ|Aλ| ≤
∞∑
i=1
λ |B5ri(xi)| =
∞∑
i=1
λ5n|Bri(xi)|
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desde que Aλ ⊂
⋃
i∈NB5ri(xi), finalmente tenemos que:
|Aλ| < 5
n‖f‖1
λ
que es lo que quer´ıamos.
2. Consideremos nuevamente los conjuntos
Aλ = {x ∈ R
n : λ < Mf(x)}
para cada λ > 0 y la aplicacio´n
gλ(x) =
f(x) , |f(x)| > λ20 , |f(x)| ≤ λ
2
es tal que gλ ∈ L
1, pues si gλ(x) 6= 0, entonces |gλ(x)| = |f(x)| > 2
r−1. Luego
tenemos que ∫
gλ(x) 6=0
(
λ
2
)p
dx <
∫
Rn
|f(x)|pdx <∞
por lo tanto gλ ∈ L
p y el conjunto de los puntos donde gλ(x) 6= 0 es de medida
finita, por tanto gλ ∈ L
1. Por el primer ı´tem tenemos que∣∣∣∣{Mgλ(x) > λ2}
∣∣∣∣ < 5n2‖gr‖1λ .
Si Mf(x) > λ, entonces existe s > 0 tal que
λ|Bs(x)| <
∫
Bs(x)
|f(y)|dy
<
∫
Bs(x)∩{|f(x)|>
λ
2
}
|f(y)|dy +
∫
Bs(x)∩{|f(x)|≤
λ
2
}
|f(y)|dy
<
∫
Bs(x)
|gλ(y)|dy +
λ
2
|Bs(x)|
entonces
λ
2
<
1
|Bs(x)|
∫
Bs(x)
|gλ(y)|dy.
Luego,
{x :Mf(x) > λ} ⊂ {x :Mgλ(x) >
λ
2
}
y por tanto,
|{x :Mf(x) > λ}| ≤ |{x :Mgλ(x) >
λ
2
}| < 2
5n
λ
‖gλ‖1.
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En ese sentido, tenemos que∫ ∞
0
λp−1|{x :Mf(x) > λ}|dλ ≤
∫ ∞
0
λp−12
5n
λ
‖gλ‖1dλ
como ‖g‖1 =
∫
2|f(x)|>λ
|f(y)|dy, entonces∫ ∞
0
λp−1|{x :Mf(x) > λ}|dλ ≤ 5n2
∫ ∞
0
λp−2
∫
2|f(x)|>λ
|f(y)|dydλ
gracias a Fubini, se tiene que∫ ∞
0
λp−1|{x :Mf(x) > λ}|dλ ≤ 5n2
∫
Rn
∫ 2|f(y)|
0
λp−2|f(y)|dλdy
luego ya que
∫ 2|f(y)|
0
λp−2dλ = (2|f(y)|)
p−1
p−1
, tenemos∫ ∞
0
λp−1|{x :Mf(x) > λ}|dλ ≤
5n2p
p− 1
∫
Rn
|f(y)|pdy.
Por otro lado, por Fubini se tiene∫∞
0
λp−1|{x :Mf(x) > λ}|dλ =
∫∞
0
λp−1
∫
({x:Mf(x)>λ})
dxdλ
=
∫
Rn
∫Mf(x)
0
λp−1dλdx
=
∫
Rn
1
p
|Mf(x)|pdx
de estos resultados sigue∫
Rn
|Mf(x)|pdx ≤
p5n2p
p− 1
∫
Rn
|f(y)|pdy
es decir
‖Mf‖p ≤
(
p5n2p
p− 1
) 1
p
‖f‖p
que es lo que quer´ıamos.
⊓⊔
4.2. Desigualdad de Hardy-Littlewood-Sobolev
Teorema 4.2 (Desigualdad de Hardy-Littlewood). Sean f ∈ Lp(Rn), g ∈ Lq(Rn) y
0 < λ < n, p, q > 1, tales que 1
p
+ λ
n
+ 1
q
= 2. Entonces, existe una constante C > 0,
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independiente de f y g, tal que∣∣∣∣∫
Rn
∫
Rn
f(x)|x− y|−λg(y)dxdy
∣∣∣∣ ≤ C‖f‖p‖g‖q
Demostracio´n. Primero veamos que
F (x) =
∫
Rn
|x− y|−λf(y)dy
es una funcio´n en Lq
′
. Dado δ > 0, consideremos la suma
F (x) =
∫
Bδ(x)
|x− y|−λf(y)dy +
∫
Rn\Bδ(x)
|x− y|−λf(y)dy
donde Gδ(x) =
∫
Bδ(x)
|x−y|−λf(y)dy y Hδ(x) =
∫
Rn\Bδ(x)
|x−y|−λf(y)dy. Para cada
j ∈ N consideremos los anillos Ej := B δ
2j−1
(x)\B δ
2j
(x), luego tenemos:
|Gδ(x)| =
∣∣∣∫Bδ(x) |x− y|−λf(y)dy∣∣∣
=
∣∣∣∑∞j=1 ∫Ej |x− y|−λf(y)dy∣∣∣
este valor en principio no tiene que ser finito, sin embargo la siguiente desigualdad
es va´lida admitiendo la existencia de te´rminos con valor infinito∣∣∣∣∣
∞∑
j=1
∫
Ej
|x− y|−λf(y)dy
∣∣∣∣∣ ≤
∞∑
j=1
∫
Ej
|x− y|−λ|f(y)|dy
luego tenemos que∑∞
j=1
∫
Ej
|x− y|−λ|f(y)|dy ≤
∑∞
j=1
∫
Ej
(
δ
2j
)−λ
|f(y)|dy
≤
∑∞
j=1
∫
B δ
2j−1
(x)
(
δ
2j
)−λ
|f(y)|dy
≤
∑∞
j=1
(
δ
2j
)−λ ∣∣∣B δ
2j−1
(x)
∣∣∣Mf(x)
donde la primera desigualdad es cierta pues si y ∈ Ej, entonces
|x− y|−λ ≤
(
δ
2j
)−λ
.
La segunda, porque Ej ⊂ B δ
2j−1
(x) y la tercera, por la propia definicio´n de funcio´n
maximal. Sea V el volumen de la bola unitaria, entonces∣∣∣B δ
2j−1
(x)
∣∣∣ = ( δ
2j−1
)n
V
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reemplazando tenemos
|Gδ(x)| ≤ V 2
nδn−λ
∞∑
j=1
2−(n−λ)jMf(x)
como λ < n, entonces la suma
∞∑
j=1
2−(n−λ)j =
2−n+λ
1− 2−n+λ
y tenemos
|Gδ(x)| ≤
V 2λδn−λMf(x)
1− 2−n+λ
.
Por otro lado,
Hδ(x) =
∫
Rn\Bδ(x)
|x− y|−λf(y)dy
donde por la desigualdad de Ho¨lder tenemos que
|Hδ(x)| ≤
(∫
Rn\Bδ(x)
|x− y|−λp
′
dy
) 1
p′
(∫
Rn\Bδ(x)
|f(y)|pdy
) 1
p
≤
(∫
Sn−1
∫∞
δ
t−λp
′
tn−1dtdσ
) 1
p′ ‖f‖p
≤
(∫
Sn−1
δ−λp
′+n
λp′−n
dσ
) 1
p′
‖f‖p
≤
(
W δ
−λp′+n
λp′−n
) 1
p′
‖f‖p
donde W es el volumen de la superficie esfe´rica Sn−1. De estas desigualdades, tene-
mos:
|F (x)| ≤ |Gδ(x)|+ |Hδ(x)|
≤ V 2
λδn−λMf(x)
1−2−n+λ
+
(
W δ
−λp′+n
λp′−n
) 1
p′
‖f‖p
y e´sto es va´lido para todo δ > 0, luego si consideramos la funcio´n
p(δ) =
V 2λδn−λMf(x)
1− 2−n+λ
+
(
W
δ−λp
′+n
λp′ − n
) 1
p′
‖f‖p
es claro que es diferenciable y veamos cua´l es su valor mı´nimo. SiMf(x) = 0 entonces
f debe ser nula c.t.p. y en dicho caso la desigualdad es claramente satisfecha, caso
contrario Mf(x), ‖f‖p > 0 y es lo que supondremos en adelante.
Dado que n− λ > 0, entonces si δ → +∞, se tiene
V 2λδn−λMf(x)
1− 2−n+λ
→ +∞.
40
Por otro lado, por las hipo´tesis λ
n
= 1
q′
+ 1
p′
tenemos
λ
n
−
1
p′
> 0
luego n
p′
− λ < 0 y por lo tanto
(
W
δ−λp
′+n
λp′ − n
) 1
p′
‖f‖p → +∞
si δ → 0+. Dado que p(δ) → ∞, existe b > 1 tal que p(δ) > p(1), ∀δ > b; similar-
mente, existe a < 1 tal que p(δ) > p(1), ∀a > δ > 0. Como p es continua, posee un
mı´nimo en [a, b] y dicho mı´nimo es el mı´nimo en (0,∞).
Para calcular dicho valor mı´nimo expl´ıcitamente tomemos la derivada de la funcio´n
p:
p′(δ) = (n− λ)δn−λ−1
(
V 2λMf(x)
1− 2−n+λ
)
+
(
n
q′
)
δ
−λ+ n
p′
−1
(
W
λp′ − n
) 1
p′
‖f‖p
cuyo u´nico punto cr´ıtico es tomado cuando
δ =
(
n‖f‖p(1− 2
−n+λ)
q′(n− λ)V 2λMf(x)
) p
n
(
q′W
n
) p−1
n
y para dicho valor de δ
p(δ) = ‖f‖
p(n−λ)
n
p Mf(x)
p
q′
([
n
q′(n−λ))
] p(n−λ)
n
[
V 2λ
1−2n−λ
] p
q′
[
q′W
n
] (p−1)(n−λ)
n
+
[
V 2λ(n−λ)
1−2n−λ
] p
q′
[
n
q′
]λ
n
[W ]
λ
n
− p
q′
)
donde se tiene que la expresio´n en la izquierda puede escribirse como
p(δ) = K‖f‖
p(n−λ)
n
p Mf(x)
p
q′
donde el valor de dicho K, so´lo depende de p, q, λ y n, decir es independiente de x
y f . Luego
|F (x)| ≤ K‖f‖
p(n−λ)
n
p Mf(x)
p
q′
despue´s, calculemos el valor de ‖F‖q′ ,
∫
Rn
|F (x)|q
′
dx ≤
∫
Rn
Kq
′
‖f‖
q′p(n−λ)
n
p Mf(x)pdx
≤ Kq
′
‖f‖q
′−p
p
∫
Rn
Mf(x)pdx
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ya vimos que ‖Mf‖p ≤ C2‖f‖p, por el teorema anterior, luego∫
Rn
|F (x)|q
′
dx ≤ C2K
q′‖f‖q
′−p
p ‖f‖
p
p
≤ C2K
q′‖f‖q
′
p
por lo tanto F ∈ Lq
′
, que es lo que quer´ıamos. Finalmente, por la desigualdad de
Ho¨lder ∣∣∫
Rn
∫
Rn
f(x)|x− y|−λg(y)dxdy
∣∣ = ∣∣∫
Rn
F (y)g(y)dy
∣∣
≤ ‖F‖q′‖g‖q
≤ C‖f‖p‖g‖q
con C = C
1
q′
2 K, lo que termina el teorema.
⊓⊔
4.3. Distribuciones: Definicio´n y Propiedades
Definicio´n 4.2. Sobre el espacio C∞0 (R
n), el espacio de funciones infinitamente
diferenciables y de soporte compacto, diremos que la familia de funciones {φi}i∈Rn
converge a φ, si existe un compacto K ⊂ Rn, tal que suppφi, suppφ ⊂ K y para
todo α ∈ Nn0
Dαφi → D
αφ
uniformemente en K. Con esta convergencia, C∞0 (R
n) sera´ denotado por D(Rn) o
simplemente D.
Ahora, definiremos al espacio de funcionales lineales y continuos de D como aquellas
aplicaciones T : D → R para las que
φi → φ⇒ T (φi)→ T (φ)
A este espacio lo denotaremos por D′ y sera´ llamado espacio de distribuciones sobre
D.
Ejemplo 3.
1. Dada una funcio´n f ∈ L1loc, tenemos que la funcional lineal:
Tf : D → R
φ 7→ Tf (φ) :=
∫
Rn
f(x)φ(x)dx
esta´ bien definida, pues si φ ∈ D, entonces supp(φ) = K es compacto y φ esta´
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acotado por un valor M y por tanto se tiene que∫
Rn
f(x)φ(x)dx =
∫
K
f(x)φ(x)dx
este valor es finito.
Por otro lado esta funcional es continua. Si φi → φ en D, entonces existe K
tal que suppφi, suppφ ⊂ K y φi → φ uniformemente en K. Tenemos
|Tf (φ)− Tf (φi)| =
∣∣∣∣∫
Rn
f(x)(φ(x)− φi(x))dx
∣∣∣∣
si x /∈ K, entonces φi(x) = φ(x) = 0, luego∫
Rn
f(x)(φ(x)− φi(x))dx =
∫
K
f(x)(φ(x)− φi(x))dx.
Dado ǫ > 0, existe N > 0 tal que
|φi(x)− φ(x)| <
ǫ
(‖f‖1 + 1)
, ∀i > N.
y se tiene que
|Tf (φ)− Tf (φi)| < ‖f‖1
(
ǫ
(‖f‖1 + 1)
)
< ǫ
y e´sto para todo i > N . Por lo tanto Tf (φi)→ Tf (φ).
En particular vemos que si f ∈ Lp ⊂ L1loc, entonces se define del mismo modo
Tf . Si dada una distribucio´n T , existe f ∈ L
p tal que T = Tf , diremos que
T ∈ Lp.
2. La aplicacio´n delta de Dirac. Dado x ∈ Rn, considere la aplicacio´n
Tx : D → R
φ 7→ Tx(φ) := φ(x).
En general cuando α ∈ Nn0 definiremos Tx,α
Tx,α : D → R
φ 7→ Tx,α(φ) := D
αφ(x).
As´ı definidos, son aplicaciones bien definidas y lineales; la continuidad viene
inmeditamente del hecho que si φi → φ, dada la convergencia uniforme sobre
un compacto y dado que las funciones son nulas fuera de dicho compacto,
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entonces Dαφi(x)→ D
αφ(x), ∀x ∈ Rn, ∀α ∈ Nn0 .
3. Si S, T ∈ D′ y λ ∈ R, entonces S+T y λT son tambie´n funcionales continuos.
4. Dado T ∈ D′, para cada α ∈ Nn0 podemos generar un nuevo funcional D
αT , el
cual esta dado por la regla
DαT : D → R
φ 7→ DαT (φ) := T (Dαφ).
Desde que Dα(λφ + ϕ) = λDαφ + Dαϕ, ∀φ, ϕ ∈ D y ∀λ ∈ R, DαT es un
funcional lineal, para ver que este funcional es continuo consideremos φi → φ
en D, entonces existe un compacto K ⊂ Rn, tal que suppφi, suppφ ⊂ K y para
todo β ∈ Nn0
Dβφi → D
βφ
uniformemente en K. Entonces DβDαφi → D
βDαφ uniformemente en K,
luego Dαφi → D
αφ y como T es continuo entonces T (Dαφi) = D
αT (φi) →
T (Dαφ) = DαT (φ).
Dicho funcional DαT sera´ llamado la α-e´sima derivada de T .
5. Dado T ∈ D′ y ψ ∈ C∞(Rn), definiremos el funcional ψ ∗ T
ψ ∗ T : D → R
φ 7→ ψ ∗ T (φ) := T (ψ ∗ φ).
desde que ψ ∗ (λφ+ϕ) = λψ ∗ φ+ψ ∗ϕ, ψ ∗ T es un funcional lineal, para ver
que este funcional es continuo consideremos φi → φ en D, entonces existe un
compacto K ⊂ Rn, tal que suppφi, suppφ ⊂ K y para todo β ∈ N
n
0
Dβφi → D
βφ
uniformemente en K. Entonces ψ ∗Dαφi = D
α(ψ ∗φi)→ ψ ∗D
αφ = Dα(ψ ∗φ)
uniformemente en K, luego ψ∗φi → ψ∗φ en D y como T es continuo entonces
ψ ∗ T (φi) = T (ψ ∗ φi)→ ψ ∗ T (φ) = T (ψ ∗ φ).
Dicho funcional ψ ∗ T sera´ llamado la convolucio´n de ψ con T .
6. Dado T ∈ D′, definiremos el funcional T̂
T̂ : D → R
φ 7→ T̂ (φ) := T (φ̂).
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desde que (λφ + ϕ)̂ = λφ̂ + ϕ̂, T̂ es un funcional lineal, para ver que este
funcional es continuo consideremos φi → φ en D, entonces existe un compacto
K ⊂ Rn, tal que suppφi, suppφ ⊂ K y para todo α ∈ N
n
0
Dαφi → D
αφ
uniformemente en K. Entonces Dαφ̂i → D
αφ̂ uniformemente en K, luego
φ̂i → φ̂ y como T es continuo entonces T (φ̂i) = T̂ (φi)→ T (φ̂) = T̂ (φ).
Dicho funcional T̂ sera´ llamado transformada de Fourier de T .
Teorema 4.3. En el sentido distribucional, se tiene que
(Cλ| r |
−λ)̂ = Cn−λ| r |−(n−λ),
donde Cλ = Γ
(
λ
2
)
(π)−
λ
2 y ∀ 0 < λ < n.
Note que no puede ser en el sentido usual de transformada de Fourier, pues | |−λ
no pertenece a L2, pero s´ı es L1loc.
Demostracio´n. Para ello basta ver que se tenga que∫
Rn
Cλ|y|
−λf̂(y)dy =
∫
Rn
Cn−λ|y|
−(n−λ)f(y)dy
tenemos que∫
Rn
Cλ|y|
−λf̂(y)dy =
∫
Rn
Cλ|y|
−λ
(∫
Rn
e−2πix.yf(x)dx
)
dy
=
∫
Rn
∫
Rn
Γ
(
λ
2
)
(π|y|2)−
λ
2 e−2πix.yf(x)dxdy
Sin embargo, gracias a que Γ(α) =
∫∞
0
e−ttα−1dt y con el cambio de variable
t → πs|x|2, tenemos que Γ(α) = π|x|2
∫∞
0
e−πs|x|
2
sα−1ds, luego reemplazando es-
te resultado con α = λ
2
tenemos∫
Rn
Cλ|y|
−λf̂(y)dy =
∫
Rn
∫
Rn
∫ ∞
0
e−πs|x|
2
s
λ
2
−1e−2πix.yf(x)dsdxdy
como
∫
Rn
e−πs|x|
2
e−2πix.ydx =
(
e−πs|x|
2
)̂
(y) = s−
n
2 e−
π|y|2
s , luego
∫
Rn
Cλ|y|
−λf̂(y)dy =
∫
Rn
∫∞
0
s−
n
2 e−
π|y|2
s s
λ
2
−1f(y)dsdy
=
∫
Rn
∫∞
0
s−
n−λ
2
−1e−
π|y|2
s f(y)dsdy
haciendo el cambio de variable s→ 1
s
y gracias a que Γ(α) = π|x|2
∫∞
0
e−πs|x|
2
sα−1ds,
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con α =
(
n−λ
2
)
tenemos
∫
Rn
Cλ|y|
−λf̂(y)dy =
∫
Rn
∫∞
0
s
n−λ
2
+1e−πs|y|
2
f(y) 1
s2
dsdy
=
∫
Rn
∫∞
0
s
n−λ
2
−1eπs|y|
2
f(y)dsdy
=
∫
Rn
Cn−λ|y|
n−λf(y)dy
que es lo que quer´ıamos probar.
⊓⊔
4.4. Espacios de Sobolev: Definicio´n y propieda-
des
Definicio´n 4.3. En el espacio de funciones Lp, consideremos a una familia especial,
aquellas que posean derivada distribucional Lp, es decir
Wm,p(Rn) := {f ∈ Lp : Dαf ∈ Lp, ∀|α| ≤ m}
donde |α| = α1 + · · · + αn, para α = (α1, . . . , αn) ∈ N
n. En este espacio considera-
remos la siguiente norma:
‖f‖Wm,p,0 =
∑
|α|≤m
‖Dαf‖p
y en caso 1 ≤ p <∞, tambie´n consideraremos
‖f‖Wm,p =
∑
|α|≤m
‖Dαf‖pp
 1p
y si p = ∞, tomaremos ‖f‖Wm,∞ = max|α|≤m‖D
αf‖∞. Dichas normas son equiva-
lente a la primera, gracias a la siguiente desigualdad para ai ≥ 0,(
t∑
i=1
api
) 1
p
≤
t∑
i=1
ai ≤ t
(
t∑
i=1
api
) 1
p
donde t es la cantidad de te´rminos α con |α| ≤ m. Dicho valor t es, expl´ıcitamente,(
m+n−1
m
)
.
Es claro que D ⊂ Wm,p(Rn), la siguiente proposicio´n nos deja claro co´mo esta´
incluido:
Proposicio´n 4.1. El espacio D es denso en Wm,p(Rn), 1 ≤ p <∞.
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Demostracio´n. Sea f ∈ Wm,p(Rn), y φ una funcio´n bump. Llamemos φt(x) = φ(
x
t
)
y gt(x) = (
1
tn
φt) ∗ f(x) y finalmente tomemos ft = φtgt.
Dado, α se tiene
Dαf −Dαft = D
αf −
∑
β≤α
(
α
β
)
DβφtD
α−βgm
= Dαf − φtD
αf −
∑
0 6=β≤α
(
α
β
)
DβφtD
α−βgm
la primera es la fo´rmula de Leibniz. Dado que φt es ide´nticamente 1 en Br(0) y
cero en BR(0), 0 < r < R, todas las derivadas de φ esta´n acotadas por un valor C,
tambie´n Dβφt(x) =
1
t|β|
φ(x
t
). As´ı para t > 1
‖Dαf −Dαgt‖
p
p ≤
∫
‖x‖≤rt
|Dαf −Dαgt|
pdx+
∫
‖x‖≥rt
(|Dαf |p + |Dαgt|
p)dx
+
∑
0 6=β≤α
(
α
β
)
C
∫
‖x‖≥rt
|Dα−βgt|
pdx
dado que Dβgt → D
βf, t→∞, se tiene que
1. |(Dαf −Dαgt)χBrt(0)|
p ≤ |Dαf −Dαgt|
p
2. (|Dαf |p + |Dαgt|
p)χRn\Brt(0) ≤ |D
αf |p + |Dαgt|
p
3. |(Dα−βgt)χRn\Brt(0)|
p ≤ |Dαgt|
p
entonces por el teorema de la convergencia dominada las integrales de las funciones
a la izquierda convergen, y convergen a cero. Luego existe T > 0, tal que ‖Dαf −
Dαgt‖p < ǫ para t > T , repetiendo el mismo argumento para todos los β ≤ α, que
son finitos, termina la proposicio´n.
⊓⊔
Teorema 4.4 (Desigualdad de Sobolev). Sea f ∈ W 1,p(Rn), 1 < p < n, entonces
f ∈ Lq, donde q = np
n−p
, ma´s au´n existe una constante C > 0 tal que:
‖f‖q ≤ C‖∇f‖p
Demostracio´n. Primero supongamos que la proposicio´n es va´lida en el espacio D,
sea f ∈ W 1,p(Rn) tomemos una sucesio´n fi → f en el espacio W
1,p(Rn), donde
fi ∈ D, entonces se tiene que
‖fi‖q ≤ C‖∇fi‖p
gracias a la convergencia
‖f‖q ≤ C‖∇f‖p.
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Veamos entonces el caso cuando f ∈ D. Sea g ∈ Lq
′
, entonces
|〈f, g〉| = |〈f̂ , ĝ〉|
= |〈| r |f̂ , | r |−1ĝ〉|
= |〈(∇f )̂ , | r |−1ĝ〉|
se tiene esto, desde que (∇f) ̂ = 1
2πi
| r |f̂ ; por otro lado
| r |−1ĝ =
Cn−1
C1
(
| r |−(n−1) ∗ g
) ̂
aplicando nuevamente la transformada de Fourier, tenemos que
|〈f, g〉| = Cn−1
C12π
|〈∇f, | r |−(n−1)ĝ〉|
≤ C‖∇f‖p‖g‖q′
la u´ltima desigualdad esta´ dada por la desigualdad de Hardy−Littlewood−Sobolev.
As´ı tenemos que
‖f‖q = sup{|〈f, g〉| : ‖g‖q′ = 1} ≤ C‖∇f‖p
que es lo que quer´ıamos.
⊓⊔
Cap´ıtulo 5
Ecuacio´n no lineal de Schro¨dinger
Para este u´ltimo cap´ıtulo nos centraremos en resolver la siguiente ecuacio´n:
i∂tu+∆u+ g(u) = 0
u|∂Ω = 0
u(0) = φ
donde Ω ⊂ Rn es un subconjunto abierto, u : I × Ω → C es una funcio´n de clase
C2 e I es un intervalo abierto de R. Esta ecuacio´n depende de la funcio´n g, que
en principio es arbitraria, y no podemos garantizar la existencia ni unicidad de las
soluciones. Es por ello que nos centraremos en un caso particular.
La ecuacio´n de Schro¨dinger modela la propagacio´n de la luz en medios no ho-
moge´neos, cuando g(u) = λ|u|αu, donde λ ∈ R y α ≥ 0. Por lo general se estudia el
caso α = 2. Usare´ este cap´ıtulo para ejemplificar todo lo desarrollado en los cap´ıtulos
anteriores, por ello Ω = Rn. Es recomendable leer a [2] para un estudio ma´s amplio,
sin embargo dicho trabajo excede lo visto hasta ahora.
5.1. Definiciones y primeros resultados
Definicio´n 5.1. Dada la ecuacio´n
i∂tu+∆u+ g(u) = 0
u|∂Ω = 0
u(0) = φ
(5.1)
donde Ω ⊂ Rn es un subconjunto abierto, I es un intervalo abierto de R y g una
funcion de clase C2.
48
49
Diremos que u : I × Ω→ R es una solucio´n, si
u ∈ C(I,H10 (Ω)) ∩ C
1(I,H−1(Ω))
donde consideraremos u : I → C(Ω,Rn)1 tal que
i∂tu+∆u+ g(u) = 0
en H−1(Ω), y u0 = φ.
La solucio´n sera´ u´nica en H1 si dado cualquier φ ∈ H10 (Ω) y cualquier I ∋ 0,
cualquier par de soluciones coinciden en I.
La ecuacio´n 5.1 estara´ bien definida en H10 (Ω) si
1. Para cada φ ∈ H10 (Ω), existe una solucio´n en un intervalo maximal (−Tmin, Tmax),
con Tmin = Tmin(φ) ∈ (0,∞], lo mismo para Tmax.
2. Existe unicidad en H1.
3. Si Tmax <∞ entonces,
l´ım
t→Tmax
‖u(t)‖H1 =∞
ana´logamente, si Tmin <∞ entonces,
l´ım
t→Tmin
‖u(t)‖H1 =∞.
4. La solucio´n depende continuamente del valor inicial, es decir, si φn → φ en
H10 (Ω) e I ⊂ (−Tmin(φ), Tmax(φ)) es un intervalo cerrado, entonces las solu-
ciones un esta´n definidas sobre I para n suficientemente grande y un → u en
C(I,H10 (Ω)).
De ahora en adelante, consideraremos que en (5.1) g(u) = λ|u|αu, donde λ ∈ R
y α ≥ 0.
Observacio´n 4. Para alguna solucio´n, se tienen las siguientes leyes de conservacio´n
1. La norma L2 de la solucio´n es constante, es decir
‖u(t)‖L2(Ω) = ‖φ‖2
Esto es cierto, desde que, multiplicando por u¯, tenemos:
i∂tuu¯+∆uu¯+ λ|u|
α+2 = 0
1Cn(X,Y ) es el espacio de funciones de clase Cn de X a Y , C0(X,Y ) = C(X,Y )
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luego la parte imaginaria es
i∂tuu¯+∆uu¯− (−i∂tuu+∆u¯u) = 0
ahora integrando:
i
∫
Ω
(∂tuu¯+ ∂tuu)(x)dx+
∫
Ω
(∆uu¯−∆u¯u)(x)dx = 0
por otro lado,∫
Ω
∆uu¯(x)dx = −
∫
Ω
∇u∇u¯(x)dx =
∫
Ω
u∆u¯(x)dx
finalmente
d
dt
∫
Ω
|u|2dx =
d
dt
∫
Ω
uu¯(x)dx =
∫
Ω
(∂tuu¯+ ∂tuu)(x)dx = 0
luego, la funcio´n ‖u(t)‖L2(Ω) es constante y vale ‖φ‖2 para t = 0.
2. Al definir el operador energ´ıa:
E(v) =
∫
Ω
(
1
2
|∇v(x)|2 −
λ
α + 2
|v(x)|α+2
)
dx
Entonces, tenemos:
d
dt
E(u(t)) = 0
ana´logamente, multiplicando por ∂tu, tenemos:
i∂tu∂tu+ (∆u)∂tu+ λ|u|
α∂tu = 0
luego la parte real es
∆u∂tu+ λ|u|
α∂tu+ ((∆u¯)∂tu+ λ|u|
α∂tu) = 0
ahora integrando:∫
Ω
(∆u∂tu+∆u¯∂tu)(x) + (λ|u|
α∂tu+ λ|u|
α∂tu)(x)dx = 0
ya vimos que ∫
Ω
(∆u)v(x)dx = −
∫
Ω
∇u∇v(x)dx
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finalmente
d
dt
∫
Ω
(
|∇u|2
2
− λ|u|
α+2
α+2
)
dx =
∫
Ω
1
2
{
∇(∂tu)∇u¯+∇u∇(∂tu)
−λ|u|α(∂tu+ ∂tu)
}
dx
=
∫
Ω
−
{
∆u∂tu+∆u¯∂tu+
λ|u|α∂tu+ λ|u|
α∂tu
}
dx
= 0
luego, la funcio´n E(u(t)) es constante y vale E(φ) cuando t = 0.
3. Al definir el operador momentum:
ρ(v) = Im
(∫
Ω
v(x)∇v¯(x)dx
)
Entonces, tenemos:
d
dt
ρ(u(t)) = 0
por un lado, al multiplicar la ecuacio´n por ∂iu, tenemos
i∂tu∂iu¯+∆u∂iu¯+ λ|u|
αu∂iu¯ = 0
luego tomando la parte real
i(∂tu∂iu¯− ∂tu∂iu) + ∆u∂iu¯+∆u¯∂iu+ λ|u|
α[u∂iu¯+ u¯∂iu] = 0
y al integrar∫
Ω
i[∂tu∂iu¯− ∂tu∂iu] + ∆u∂iu¯+∆u¯∂iu+ λ|u|
α[u∂iu¯+ u¯∂iu]dx = 0∫
Ω
i[∂tu∂iu¯− ∂tu∂iu]−∇u∇∂iu¯−∇u¯∇∂iu+ λ|u|
α∂i[uu¯]dx = 0∫
Ω
i[∂tu∂iu¯− ∂tu∂iu]− ∂i(∇u∇u¯) + λ|u|
α∂i[uu¯]dx = 0∫
Ω
i[∂tu∂iu¯− ∂tu∂iu]− ∂i(|∇u|
2) + ∂i
λ|u|α+2
2α+4
dx = 0∫
Ω
i[∂tu∂iu¯− ∂tu∂iu]−
1
2
∂i
(
2|∇u|2 − λ|u|
α+2
α+2
)
dx = 0∫
Ω
i[∂tu∂iu¯− ∂tu∂iu]dx−
1
2
∫
Rn−1
∫
R
∂i
(
2|∇u|2 − λ|u|
α+2
α+2
)
dxidy = 0
donde en el segundo te´rmino de la u´ltima igualdad, extendemos como cero
fuera del soporte de u y por tanto∫
Ω
i[∂tu∂iu¯− ∂tu∂iu]dx = 0
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por otro lado
d
dt
Im
∫
Ω
u∂iudx =
1
2i
d
dt
[∫
Ω
u∂iu− u¯∂iudx
]
= 1
2i
∫
Ω
∂tu∂iu+ u∂i∂tu− ∂tu∂iu− u¯∂i∂tudx
= 1
2i
∫
Ω
2(∂tu∂iu− ∂tu∂iu) + ∂i(u∂tu− u¯∂tu)dx
como arriba
∫
Ω
∂i(u∂tu− u¯∂tu)dx = 0, luego
d
dt
ρ(u(t)) =
1
2i
∫
Ω
2(∂tu∂iu− ∂tu∂iu)dx = 0
que es lo que quer´ıamos probar.
5.2. Operadores Continuos
Esta seccio´n la dedicaremos a un tema cla´sico y ma´s general encontrado en [17,
Cap´ıtulo 1] o en [1, Cap´ıtulo 7].
Dado A : X → X operador lineal y continuo, X un espacio de Hilbert con producto
interno ( r , r). Cuando
1. A autoadjunto: (Ax, x) = (x,Ax).
2. A ≤ 0: (Ax, x) ≤ 0
Entonces A genera el semigrupo {S(t) : X → X}t∈R+0 .
Tambie´n al considerar iA, se tiene
1. iA es anti-autoadjunto: (iAx, x) = −(x, iAx).
2. iA genera un grupo de isometr´ıas {T (t)}t∈R
En este caso se tiene
T (t)∗ = T (−t).
para x ∈ X, u(t) := T (t)x es la u´nica solucio´n del sistema
u ∈ C(R, X) ∩ C1(R, X)
idu
dt
+ A¯u = 0
u(0) = x.
Observacio´n 5. No pretendo mostrar el caso general, pues no es mi objetivo, as´ı
que me centrare´ en el caso ∆ = A.
Recordemos a la funcio´n de Gauss Gα(x) = e
−απ|x|2 con su respectiva transformada
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Gˆα(z) = α
−n
2 e−α
−1π|z|2 , por ahora consideremos a Kt(x) = (4iπt)
−n
2 e
|x|2
4t y su trans-
formada Kˆt(z) = e
−4iπ2|z|2t.
En la ecuacio´n de Schro¨dinger tomando transformada de Fourier
iuˆt − 4π|z|
2uˆ+ (|u|αu)̂ = 0
multiplicando cada miembro por −iei4π
2|z|2t, tenemos
ei4π
2|z|2tuˆt − 4π|z|
2iei4π
2|z|2tuˆ = iei4π
2|z|2t(|u|αu)̂
∂t(e
i4π2|z|2tuˆ) = iei4π
2|z|2t(|u|αu)̂
integrando
e4iπ
2|z|2tuˆ− φ = i
∫ t
0
e4iπ
2|z|2s(|u|αu) ̂ ds
luego
û = e−4iπ
2|z|2tφˆ+ i
∫ t
0
e−4iπ
2|z|2(t−s)(|u|αu) ̂ ds
tomando la inversa de la transformada de Fourier y dado que (f ∗ g) ̂= f̂ ĝ
u = Kt ∗ φ+ i
∫ t
0
Kt−s ∗ (|u|
αu)ds
En nuestro caso se tiene T (t)φ = Kt ∗ φ.
La funcio´n u es solucio´n del sistema
u ∈ C([0, T ], X) ∩ C1([0, T ], X∗)
idu
dt
+ A¯u+ f = 0
u(0) = x.
si y so´lo si
u(t) = T (t)x+ i
∫ t
0
T (t− s)f(s)ds (5.2)
llamada fo´rmula de Duhamel.
En nuestro contexto, X = H10 (Ω).
Proposicio´n 5.1. Dado 2 ≤ p ≤ ∞ y t 6= 0, entonces T (t) : Lp
′
(Rn)→ Lp(Rn) es
continuo y
‖T (t)φ‖p ≤ (4π|t|)
−n( 12−
1
p)‖φ‖p′
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Demostracio´n. Como Kt ∈ L
p
2 , desde que
(∫
Rn
∣∣∣(4πit)−n2 e− |x|24t ∣∣∣ p2 dx) 2p = (4πt)−n2 [∫
Rn
e−
p|x|2
8t dx
] 2
p
= (4πt)−n(
1
2
− 1
p
)p−
n
p
[∫
Rn
e−π|y|
2
dy
] 2
p
= (4πt)−n(
1
2
− 1
p
)p−
n
p
≤ (4πt)−n(
1
2
− 1
p
)
la segunda igualdad viene de considerar el cambio de variable x = λy con λ =
√
8πt
p
,
para la tercera,
∫
Rn
e−π|y|
2
dy = 1, y para la u´ltima desigualdad, basta recordar que
1 < p.
Ahora, de la desigualdad de Young, desde que 1
p′
+ 2
p
+ 1
p′
= 2, tenemos
‖Ktφ‖p ≤ ‖Kt‖ p
2
‖φ‖p′
≤ (4π|t|)−n(
1
2
− 1
p)‖φ‖p′
lo que termina la prueba.
⊓⊔
La funcio´n u es solucio´n de 5.1 si y so´lo si
u(t) = T (t)φ+ iλ
∫ t
0
T (t− s)|u|αu(s)ds
do´nde u(t) = T (t)φ es la u´nica solucio´n del sistema
u ∈ C(R, X) ∩ C1(R, X)
idu
dt
+ A¯u = 0
u(0) = φ.
Diremos que un par (q, r) es admisible si
2
q
= n
(
1
2
−
1
r
)
y 2 ≤ r < 2n
n−2
, consideraremos que (∞, 2) es tambie´n admisible. Observe, en parti-
cular, que n ≥ 3 y 2 ≤ q ≤ ∞.
Dada una funcio´n f ∈ Lq(I, Lr(Rn)) definiremos
‖f‖Lq(I,Lr) =
(∫
I
(‖f(t)‖r)
q dt
) 1
q
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cuando 1 ≤ q <∞, y similarmente cuando q =∞
‖f‖Lq(I,Lr) = ess sup{‖f(t)‖r : t ∈ I}.
El siguiente resultado con apariencia te´cnico nos dice co´mo evolucionan las soluciones
en una EDP a trave´s del tiempo.
Teorema 5.1. (Estimativa de Strichartz de´bil) Sea (q, r) es un par admisible, con
q > 2, I un intervalo de R, J = I¯, t0 ∈ J . Si f ∈ L
q′(I, Lr
′
(Rn)), entonces la
funcio´n
t 7→ Φf (t) =
∫ t
t0
T (t− s)f(s)ds, ∀t ∈ I
pertenece a Lq(I, Lr(Rn))∩C(J, L2(Rn)). Ma´s au´n, existe una constante C indepen-
diente de I tal que
‖Φf‖Lq(I,Lr) ≤ C‖f‖q′
Demostracio´n. Primero consideremos sin pe´rdida de generalidad I = [0, T ), T >
0, t0 = 0 y como siempre, basta considerar f ∈ C0([0, T ), L
r′).
En este caso tenemos:
Φf ∈ C([0, T ), L
r), sigue de la proposicio´n en el ape´ndice.
Vale la siguiente desigualdad
‖Φf (t)‖r ≤
∫ t
0
(4π|t− s|)−n(
1
2
− 1
r )‖f(s)‖r′ds ≤
∫ T
0
(4π|t− s|)−
2
q ‖f(s)‖r′ds
gracias a ella y junto al hecho de que la funcio´n
h(t) :=
∫ T
0
(4π|t− s|)−
2
q ‖f(s)‖r′ds
pertenece a Lq(I).
Sigue de la desigualdad de Hardy-Littlewood, aplicada al caso n = 1, λ =
2
q
, p = 1
q′
, q = 1
q′
, que existe C (dependiendo de q) tal que
‖h‖q ≤ C‖f‖q′
finalmente
‖Φf‖Lq(I,Lr) ≤ C‖f‖q′
que es lo que quer´ıamos.
⊓⊔
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5.3. Existencia local y Unicidad
Proposicio´n 5.2. Dada la ecuacio´n (5.1) con λ ∈ R, n ≥ 3 y 0 < α < 4
n−2
. Si
φ ∈ H1(Rn) y u1, u2 son dos soluciones de´biles en H
1 sobre algu´n intervalo I ∋ 0.
Entonces u1 = u2.
Necesitaremos el siguiente lema
Lema 5.1. Sea I ∋ 0 un intervalo abierto no vac´ıo. Sean 1 ≤ aj < bj ≤ ∞ y
φj ∈ L
bj(I), 1 ≤ j ≤ k. Si existe una constante C > 0 tal que
k∑
j=1
‖φj‖bj ≤ C
k∑
j=1
‖φj‖aj
∀J ⊂ I, 0 ∈ J , entonces φ1 = · · · = φk = 0 c.t.p. en I.
Demostracio´n. Supongamos que [0, T ] ⊂ I, T ∈ (0,∞). Sea
t = sup{a ≥ 0 : φ1 = · · · = φk = 0, c.t.p. en [0, a], a ≤ T}.
Es claro que t ≥ 0, pues {0} tiene medida cero. Si t < T , dado a ∈ (t, T ) de la
condicio´n,
k∑
j=1
‖φj‖Lbj (t,a) ≤ C
k∑
j=1
‖φj‖Laj (t,a)
por la desigualdad de Ho¨lder
‖φj‖Laj (t,a) =
[∫
(t,a)
|φj(s)|
aj1ds
] 1
aj
≤
[(∫
(t,a)
1ds
)1−aj
bj
(∫
(t,a)
|φj(s)|
bjds
)aj
bj
] 1
aj
≤ (a− t)
1
aj
− 1
bj ‖φj‖Lbj (t,a)
tomemos t < a < T tal que
C(a− t)
1
aj
− 1
bj =: L < 1,
luego
k∑
j=1
‖φj‖Lbj (t,a) ≤ L
k∑
j=1
‖φj‖Lbj (t,a)
por lo que φj debe ser nula, c.t.p., en (t, a). Lo que no puede ser, pues t era el
supremo con esa propiedad.
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Finalmente φ1, . . . , φk son nulas sobre todo intervalo de la forma [0, T ] ∈ I, ana´loga-
mente, son nulas sobre todo intervalo de la forma [−S, 0] ∈ I. Por lo tanto φ1, . . . , φk
son nulas sobre I.
⊓⊔
Demostracio´n. Supongamos que u1, u2 son dos soluciones del sistema, entonces
(u1 − u2)(t) = iλ
∫ t
0
T (t− s)(|u1|
αu1 − |u2|
αu2)(s)ds.
Consideremos la funcio´n f(t) = ||t|
αt−1|
|t−1|(|t|α+1)
, |t| > 1. Ahora, si t → ±∞, f(t) → 1,
basta dividir el numerador y denominador por |t|α+1, si t→ 1+, f(t)→ α+1
2
, basta
ver que t
α+1−1
t−1
→ (α + 1) si t→ 1+; y si t→ −1−, f(t)→ 1
2
. Luego la funcio´n f es
acotada, por lo tanto existe M > 0, tal que |f | ≤M .
Supongamos que |u1| ≥ |u2| > 0 y sea t =
u1
u2
, entonces
||u1|
αu1 − |u2|
αu2| ≤M(|u1|
α + |u2|
α)|u1 − u2|
y sigue siendo verdad au´n si u1, u2 son cero.
Ahora, integrando y considerando, p = α + 1, r = α + 2
‖|u1|
αu1 − |u2|
αu2‖r′ ≤ M‖|u1|
α + |u2|
α|u1 − u2|‖r′
≤ M(‖|u1|
α|u1 − u2|‖r′ + ‖|u2|
α|u1 − u2|‖r′)
tambie´n, de la desigualdad de Ho¨lder
(∫
(|u1|
α|u1 − u2|)
r′
) 1
r′ ≤
(∫
(|u1|
αr′p′
) 1
r′p′
(∫
|u1 − u2|)
r′p
) 1
r′p
≤ ‖u1‖r‖u1 − u2‖r
luego
‖|u1|
αu1 − |u2|
αu2‖r′ ≤M(‖u1‖
α
r + ‖u2‖
α
r )‖u1 − u2‖r
Al integrar respecto de t ∈ J ⊂ I
‖|u1|
αu1 − |u2|
αu2‖Lq′ (J,Lr′ ) ≤M(‖u1‖
α
∞ + ‖u2‖
α
∞)‖u1 − u2‖Lq′ (J,Lr′ )
Sea q = 4r
n(r−2)
, de las estimaciones de Strichartz
‖u1 − u2‖Lq(J,Lr) ≤ CM(‖u1‖
α
∞ + ‖u2‖
α
∞)‖u1 − u2‖q′
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para alguna constante C y tambie´n
‖u1 − u2‖Lq(J,Lr) ≤ WCM‖u1 − u2‖Lq′ (J,Lr)
donde W := ‖u1‖
α
∞ + ‖u2‖
α
∞ depende de I y no de J .
Finalmente por el lema, u1 − u2 es nula c.t.p.
⊓⊔
Teorema 5.2. El problema (5.1) con λ ∈ R, n ≥ 3 y 0 < α < 4
n−2
esta´ localmente
bien definido en H1(Rn). Adema´s, se tienen las leyes de conservacio´n de carga y
energ´ıa:
‖u(t)‖L2 = ‖φ‖2
E(u(t)) = E(φ)
para todo t ∈ (−Tmin, Tmax), con u solucio´n a la ecuacio´n de Schro¨dinger, con valor
inicial φ ∈ H1(RN).
Demostracio´n. Supongamos que hemos probado la existencia local de soluciones y
sea I = (−S, T ) el intervalo maximal de dicha solucio´n. Si T <∞, l´ımt→T ‖u(t)‖H1 =
∞, pero la norma de la solucio´n es constante. Luego T =∞, ana´logamente S =∞.
Veamos la existencia local. Definamos:
un+1(t) = T (t)φ+ iλ
∫ t
0
T (t− s)|un|
αun(s)ds, ∀n ≥ 0
donde u0 = φ. Luego tenemos que
|un+1 − un|(t) = iλ
∫ t
0
T (t− s) [|un|
αun − |un−1|
αun−1] (s)ds
repitiendo la prueba de la unicidad, tenemos que dado r = α+2, q = 4r
n(r−2)
, entonces
existe una constante L > 0
‖un+1 − un‖Lq(J,Lr) ≤ L‖un − un−1‖Lq′ (J,Lr)
que no depende de n ni de J ⊂ R. Ahora, de la prueba del lema, dado t ∈ J , existe
a pro´ximo a t tal que
‖un − un−1‖Lq′ (J,Lr) ≤ L(a− t)
1
q′
− 1
q ‖un − un−1‖Lq(J,Lr)
por lo tanto, tomando a tal que L(a− t)
1
q′
− 1
q < A < 1, tenemos
‖un+1 − un‖q ≤ A‖un − un−1‖q
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por lo tanto localmente un converge a una solucio´n u, pues verifica
u(t) = T (t)φ+ i
∫ t
0
T (t− s)|u(s)|αu(s)ds
la fo´rmula de Duhamel 5.2.
Por lo tanto existe solucio´n y es u´nica, las dema´s condiciones siguen de las observa-
ciones.
⊓⊔
El logro final de e´ste cap´ıtulo ha sido mostrar que la ecuacio´n 5.1 posee soluciones
bajo las condiciones establecidas, en particular asumimos α < 4
n−2
. Para ver el caso
extremo, α = 4
n−2
, recomiendo leer [10], quienes bajo otras herramientas prueban
estimativas de Strichartz similares.
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