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This paper takes the next step in developing the theory of average case complexity initiated 
by Leonid A. Levin. Previous works have focused on the existence of complete problems. We 
widen the scope to other basic questions in computational complexity. Our results include: 
l the equivalence of search and decision problems in the context of average case 
complexity; 
9 an initial analysis of the structure of distributional-NP (i.e., NP problems coupled with 
“simple distributions”) under reductions which preserve average polynomial-time; 
l a proof that if all of distributional-NP is in average polynomial-time then non-deter- 
ministic exponential-time equals deterministic exponential time (i.e., a collapse in the worst 
case hierarchy); 
l definitions and basic theorems regarding other complexity classes such as average 
log-space. 
An exposition of the basic definitions suggested by Levin and suggestions for some alternative 
delinitions are provided as well. :‘T’ 1992 Academic Press. Inc. 
1. INTRODUCTION 
The average complexity of a problem is, in many cases, a more significant 
measure than its worst case complexity. This has motivated the development of a 
rich area in algorithms research-the probabilistic analysis of algorithms [ 14, 161. 
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However, this line of research has so far been applicable only to specific algorithms 
and with respect to specific, typically uniform, probability distributions. 
The general question of average case complexity was addressed for the first time 
by [20]. Levin’s work can be viewed as the basic for a theory of average NP-com- 
pleteness, much the same way as [2] (and [19]) are the basis for the theory 
of NP-completeness. Subsequently [6] has presented several additional complete 
problems and pointed out limitations of deterministic reductions in proving com- 
pleteness results. Venkatesan and Levin [21] showed the completeness, with 
respect to randomized reductions, of a graph coloring problem with uniform 
distribution. In this paper we widen the scope of investigation and consider basic 
computational questions in the context of average case complexity. 
(A reader not familiar with the basic definitions of average-case complexity may 
find it useful to read some exposition of these definitions before proceeding to the 
rest of this introduction. Such an exposition is provided in Section 2 (and the 
appendices).) 
An average case complexity class consists of pairs, called distributional problems. 
Each such pair consists of a decision (search) problem and a probability distribu- 
tion on problem instances. Most of our work deals with the class DistNP =def (NP, 
P-computable), defined by [20], which is a distributional analogue of NP. P-com- 
putable is the class of distribution functions that can be computed in polynomial- 
time (i.e., there exists a polynomial time algorithm that on input x computes the 
accumulative probability of all strings y < x). The easy distributional problems are 
those solvable in average polynomial-time. We denote this class by Average-P. 
Reductions between distributional problems are defined in a way guaranteeing that 
if 17, is reducible to 17, and l7, is in Average-P, then so in 17,. 
A basic question regarding the theory of computational complexity is the relation 
between search and decision problems. Unfortunately, the standard polynomial- 
time Turing reduction of search problems to decision problems is not applicable in 
the distributional context. Instead, we present a randomized reduction of DistNP 
search problems to DistNP decision problems. Interestingly, this reduction can be 
carried out in RNC, yielding a reduction of P search problems to P decision 
problems (cf. [17]). Without such a result the study of decision problems does not 
reflect the structure of search problems. 
If DistNP is not a subset of Average-P, then the complete problems in DistNP 
are not in Average-P. A natural question is whether every DistNP problem is either 
in Average-P or complete for DistNP. We resolve this question by showing that 
problems which are neither easy nor complete do exist. In fact, we show that the 
structural results of classical complexity theory (e.g., of [18]) can be translated to 
the distributional context. Furthermore, we define a notion of one distribution 
being “harder” than another, and demonstrate a rich structure of distributions. 
It is not clear whether DistNP c Average-P (even if P #NP). We give strong 
indication that DistNP is not a subset of Average-P by relating this question 
to a classical one in (worst case) complexity. Specifically, we prove that if 
DistNP c Average-P then NTime(2°‘“‘) = DTime(2°‘“‘). 
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Of all the definitions made in [20] the most controversial one is the association 
of the class of “simple” distributions with P-computable, which may seem too 
restrictive. We present a wider family of natural distributions, P-samplable, which 
consists of distributions that can be sampled by probabilistic algorithms working in 
time polynomial in the length of the sample generated. We define the class of dis- 
tribution problems (NP, P-samplable) and present complete problems for this 
class. We show that if one-way functions exist, then there are P-samplable distribu- 
tions that are “very far” from any P-computable distribution. However, it seems 
that the distributions in P-samplable are too complicated. 
Can the theory of average case complexity be meaningfully applied to structures 
other than NP with polynomial-time reductions ? We believe that the answer is in 
the affirmative and suggest definitions of distributional-P and average log-space 
reductions. We exhibit complete distributional problems for the class (P, logspace- 
computable ), relate the distributional question “is (P, logspace-computable ) c 
Average-logspace?” to the worst-case question “is Dspace(n) = DTime(2°‘“‘)?” 
Section 2 presents the basic definitions of the theory of average case complexity. 
Further discussion of the definition of “easy on the average” can be found in 
Appendix A. Section 3 deals with the question of search versus decision; Section 4 
investigates the structure of DistNP; Section 5 relates questions regarding average 
case complexity to traditional questions of worst-case; Section 6 introduces and 
studies P-samplable distributions; and Section 7 presents definitions and results for 
average logSpace. 
2. DEFINITIONS AND NOTATIONS 
In this section we present definitions of various concepts that are used 
throughout the paper. Most definitions originate from [20], but the reader is 
advised to look for further explanations and motivating discussions elsewhere (e.g., 
Cl43 8, 51). 
For sake of simplicity, we consider the standard lexicographic ordering of binary 
strings. Any fixed efficient enumeration will do. (An efficient enumeration is a l-l 
and onto mapping of strings to integers which can be computed and inverted in 
polynomial-time.) By writing x <y we mean that the string x precedes J in 
lexicographic order, and y - 1 denotes the immediate predecessor of y. Also, we 
associate pairs, triples, etc. of binary strings with single binary strings in some 
standard manner (i.e., encoding). 
DEFINITION. (Probability distribution function). A distribution fiinction 
P: (0, I)* -+ [0, l] is a non-decreasing function from strings to the unit interval 
[O, l] which converges to one (i.e., ~(0) > 0, p(x) <p(y) for each x <I’, and 
1% - ni p(x) = 1). The density function associated with the distribution function p 
is denoted CL’ and defined by p’(O) = ~(0) and p’(x) = p(x) - ~(x - 1) for every 
.x > 0. Clearly, P(X) = CyGx P’(Y). 
For notational convenience, we often describe distribution functions converging 
to some c # 1. In all the cases where we use this convention it is easy to normalize 
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the distribution, so that it converges to one. An important example is the uniform 
distribution function p0 defined as &,(x) = (1/1x/‘) 2-l”‘. 
DEFINITION. (A distributional problem). A distributional decision problem 
(resp. distributional search problem) is a pair (D, ,u) (resp. (S, ,u)), where 
D: (0, l}* -+ (0, l} (resp. Sr (0, l}* x (0, l}*) and p: (0, l}* -+ [O, l] is a 
distribution function. 
In the sequel we consider mainly decision problems. Similar formulations for 
search problems can be easily derived. 
2.1. AVERAGE-P AND DISTRIBUTIONAL-NP 
Simple distributions are identified with the P-computable ones. The importance 
of restricting attention to simple distributions is demonstrated in Sections 5 and 6. 
DEFINITION. (P-computable). A distribution p is in the class P-computable if 
there is a deterministic polynomial time Turing machine that on input x outputs 
the binary expansion of p(x) (the running time is polynomial in 1x1). 
It follows that the binary expansion of p(x) has length polynomial in (xl. If the 
distribution function p is in P-computable then the density function, p’, is com- 
putable in time polynomial in 1x1. The converse, however, is false, unless P = NP 
(see [S] ). In spite of this remark we usually present the density function and leave 
to the reader the verification that the corresponding distribution function is in 
P-computable. 
We now present the class of distributional problems which corresponds to (the 
traditional) NP. Most of the results in the paper refer to this class. 
DEFINITION. (The class DistNP). A distributional problem (D, p) belongs to the 
class DistNP if D is an NP-predicate and ,u is in P-computable. DistNP is also 
denoted (NP, P-computable ). 
The following definitions, regarding average polynomial-time, may seem obscure 
at first glance. It is important to point out that the naive formalizations of these 
definitions suffer from serious problems such as not being closed under functional 
composition of algorithms, being model dependent, encoding dependent, etc. For a 
more detailed discussion, see Appendix A. 
DEFINITION. (Polynomial on the average). A function I : (0, 1 } * + N is linear on 
the average with respect to a distribution p if 
4x1 
c /4x) JxI< cm. 
.XE {O,l)’ 
A function f(x) is polynomial on average w.r.t. p if there is a constant E > 0 such 
that S(x)” is linear on average w.r.t. /.L 
BEN-DAVID ET AL. 197 
Thus, a function is polynomial on the average if it is bounded by a polynomial 
in a function which is linear on the average. In fact, the basic definition is that of 
a function which is linear on the average; see also Definitions 2 and 5 (in Sections 
5.2 and 7, respectively). 
DEFINITION. (The class Average-P). A distributional problem (D, p) is in the 
class Average-P if there exists an algorithm A solving D, so that the running time 
of A is polynomial on the average with respect to the distribution p. 
We view the classes Average-P and DistNP as the average-case analogue of P 
and NP (respectively). Another candidate for an analogue to NP (denoted 
Average-NP) is the class of distributional problems which can be solved by a non- 
deterministic machine running in average polynomial time with respect to a P-com- 
putable distribution. However, we feel that DistNP better addresses the original 
motivation of investigating the average case complexity of NP. All known results 
(e.g., [20, 6, 27]), as well as the ones shown in this paper, for the class DistNP hold 
also for Average-NP. 
2.2. Reducibility between Distributional Problems 
We now present definitions of (average polynomial time) reductions of one 
distributional problem to another. Intuitively, such a reduction should be efficiently 
computable, yield a valid result and “preserve” the probability distribution. The 
purpose of the last requirement is to ensure that the reduction does not map very 
likely instances of the first problem to rare instances of the second problem. 
Otherwise, having a polynomial time on the average algorithm for the second 
distributional problem does not necessarily yield such an algorithm for the first 
distributional problem. The following is a definition of randomized Turing 
reductions. Definitions of deterministic and many-to-one reductions can be easily 
derived as special cases. 
DEFINITION. (Randomized Turing reductions). We say that the probabilistic 
oracle Turing machine M randomly reduces the distributional problem (D, , p, ) to 
the distributional problem (D,, p2) if the following three conditions hold: 
(1) Efficiency. Machine A4 is polynomial time on the average taken over x 
with distribution .LL, and the internal coin tosses of M with uniform probability dis- 
tribution (i.e., let t,(x, r) be the running time of M on input x and internal coin 
tosses r, then there exists E > 0 such that C,,r p’,(x) p;(r). (t,(x, r)‘/lxl) < ‘x, 
where p,, is the uniform distribution). 
(2) Validity. For every x E (0, 1 >*, 
Prob(MD2(x) = D,(x)) b 3, 
where MD’(x) is the random variable (determined by M’s internal coin tosses) 
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which denotes the output of the oracle machine M on input x and access to oracle 
for D,. 
(3) Domination. There exists a constant c > 0 such that for every y E (0, 1 } *, 
where Ask,(x, u) is the probability (taken over M’s internal coin tosses) that 
“machine M asks query y on input x.” 
In the definition of deterministic Turing reductions MD*(x) is determined by x 
(rather than being a random variable) and Ask,(x, y) is either 0 or 1 (rather than 
being any arbitrary rational in [0, 1 I). 
In the rest of the paper whenever we use the term reduction we mean a reduction 
of distributional problems, as defined above. We use ccT (cc’,) to denote deter- 
ministic (resp. randomized) Turing reduction, and a and a, to denote many-to- 
one reductions. 
It can be proven that if (DI, pl) is deterministically (resp. randomly) reducible to 
(Dz, p2) and if (D2, p2) is solvable by a deterministic (resp. randomized) algorithm 
with running time polynomial on the average then so is (Dl, ,ul). 
Reductions are transitive in the special case in which on input x they ask queries 
of length at least 1x1’, for some constant c > 0. All reductions we present have this 
property. 
2.3. A Generic DistNP Complete Problem 
The following distributional version of bounded halting, denoted nBi., = (BH, priH), 
is known to be DistNP-complete. The proof, presented in Appendix B, is due to 
[6] (an alternative proof is implied by [20]. 
BH(M, x, lk) = 1 iff there exists a computation of the non-deterministic machine 
M on input x which halts within k steps. The distribution pLBH is defined in terms 
of its density function 
Note that & is very different from the uniform distribution on binary strings 
(e.g., consider relatively large k). 
3. SEARCH VERSUS DECISION PROBLEMS 
In this section we show that search and decision distributional problems are 
equivalent with respect to randomized reductions. Before presenting our reduction 
of distributional search problems to distributional decision problems we remark 
that the standard Turing reduction of a search problem to the corresponding 
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decision problem does not have the domination property. On input x, the oracle 
machine tries to find a “solution” y by asking an oracle queries of the form “is p 
a prefix of a solution to x.” Before adapting this reduction to our setting, we 
need to fix a distribution pL2 on the (x,p) pairs. A natural choice is 
~;(x,P)=~L;(x).(l/lP12)2-‘p’, where p, is the input distribution to the search 
problem. However, with this choice of pLz, the above reduction violates the domina- 
tion condition, since when (for example) Ip( = Iyl/2 the reduction maps an instance 
of the search problem to a much more rare instance of the decision problem (the 
ratio of probabilities of these instances is < 2 ~ 1Y1’2). It is not clear how to construct 
polynomial time computable distributions for the above decision problem so that the 
reduction will satisfy the domination condition. 
Instead, we reduce every distributional search problem to an appropriate 
(distributional) decision problem in two steps. First, we randomly reduce the 
(distributional) search problem to a related (distributional) problem with a unique 
problem solution. This reduction follows the underlying principles of the proof of 
[26] (see also [24, 251). Next, we reduce such a search problem to a related deci- 
sion problem. The reader may easily verify that these reductions can be performed 
in fast parallel time (RNC). 
3.1. Reducing a Search Problem to a Search of Unique Solution 
DEFINITION 1. Let S c (0, 1 } * x (0, 1) *. The unique solution search problem of 
S is to find, on input x, the unique y satisfying (x, y) E S. If no such y exists or it 
is not unique then nothing is required. 
THEOREM 1. Let Z7, = (S,, p,)~DistNP. Then there exists a unique solution 
search problem n2 = (S,, p2) E DistNP such that I7, cc ‘, I12. 
Proof: For sake of simplicity, assume (x, y)~ S, implies 1x1 = ) yl. Let n = 1.~1 
and Hnvk be a set of universal hash functions (e.g., n x k Boolean matrices) as in 
[l]. Define S,C (0, I}* x (0, l}* as follows: (x’, y)~ S2 for x’ = (x, k, h, r), if 
(A Y) E S, 3 h E Hn,k, and h(y) = M. The density function & assigns (x, k, h, 01) 
probability ,u’,(x).n-‘. IH,J’ 2pk if kE (1, 2, . . . . n}, he H,,, and CLE (0, l}k, and 
0 otherwise. 
The reduction, effected by a probabilistic oracle machine M proceeds as follows. 
On input XE (0, l}“, machine M tries the following for every value of 
k E { 1, 2, . . . . n). It selects at random with uniform probability distribution an h in 
H,,, and Q E (0, l}“, makes the oracle query (x, k, h, U) and tests the reply. This is 
repeated 0( 1) times. 
Clearly, M is efficient. To see that M is a valid reduction consider 
m = I ( y : (x, y) E S, } I and suppose m z 2 (the case m d 1 is easy). Let k = Llog, m J 
if m 6 $. 2L’og2mJ and k = rlog, ml otherwise. Then Im .2 -k - l/ < f. For a ran- 
domly selected h E H,,, and cr E (0, 1 jk, the expected number of y’s satisfying 
(x, y) E S, and h(y) = c( is between f and $. By the properties of universal hashing 
(i.e., pairwise independence of the images of pairs of points) it follows that the 
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probability that there is a unique y satisfying the above conditions is 2 4 (use 
Markov’s inequality). In such a case the oracle returns the correct answer (i.e., 
this y). 
It is left to verify that the reduction satisfies the domination condition. The 
quadruple (x, k, h, a) appears as a query of A4 with probability 0( 1) .pL; (x) . 
lH,,J -’ .2-‘, while ,&(x, k, h, a) = pi (x) . IH,,kj -’ 2pk. 1 
Remarks. l For some problems, like ZIBH, the proof can be easily modified so 
that the (search) problem flBH can be reducible to the unique solution (search) 
problem of ZZsH. In the case of Z7,, this is done by incorporating k,h, and CI into 
the input to a slightly modified machine and increasing the step count. Namely, the 
problem of finding a m-step long computation of A4 which accepts x is randomly 
reduced to the problem of finding the unique (m + (mk)O(“)-step computation of 
M’ which accepts x’= (x, k, h, CI), where M’ on input x’ first lets M run on x and 
then checks whether applying h, to an encoding of the non-deterministic moves 
taken by M, yields or. 
l Almost the same construction will reduce any DistNP decision problem to 
a DistNP decision problem with unique witnesses. 
3.2. Reducing Search of Unique Solution to Decision Problem 
THEOREM 2. Let (S,, pi) E DistNP be a distributional unique-search problem. 
Then there exists a distributional decision problem (D2, ,u2) l DistNP such that 
(S,, PI) ccT (D,, 14. 
Proof: Once again, assume that (x, ~)ES~ implies 1x1 = Jy(, and let n= 1x1. 
Define D, E { 0, 1 } * x (0, 1 } as follows: For all x, D, (x, i) = g if 1 6 i < n and there 
exists y such that (x, y) E S, and the ith bit of y equals (T. For each (x, i), we set 
pi (x) . l/lx1 if 1 < i < n, and 0 otherwise. 
The reduction maps x to the queries (x, l), (x, 2), . . . . (x, IX/). Clearly, the reduc- 
tion is efficient and valid (i.e., if there exists a unique y such that (x, y) E S, then 
the bits of y are reconstructed by the answers to the above queries). Query (x, i) 
appears with probability & (x) while ,uL;(x, i) = p; (x)/1x1, hence the domination 
property is satisfied as well. l 
For some problems, like n,,, the proof can be easily modified so that the 
(search) problem Z7,, can be reducible to the decision problem nBH. In the case 
of nml this is done by incorporating i into the input to a slightly modified machine 
and increasing the step count. On input (x, i) the modified machine uses the first 
choice in its i-th step (instead of performing a non-deterministic choice). 
Combining the constructions of Theorems 1 and 2, we have found for every 
distributional search problem 17, a related distributional decision problem 27, such 
that Z7, is randomly reducible to Lrd. 
Open Problem 1. Can every distributional search problem (in DistNP) be deter- 
ministically reduced to some distributional decision problem (in DistNP)? 
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4. ON THE STRUCTURE OF DistNP 
Ladner [ 181 has demonstrated the richness of the structure of NP under 
polynomial reductions. The average case complexity counterpart, DistNP, is not 
less complex. There are several different ways to define a (average-polynomial) 
“reducibility order” on this class and they all enjoy structure theorems analogous 
to those of [lS]. We present here only some characteristic examples. 
4.1. Structure of Decisions 
The natural way to define a complexity ordering on the class DistNP is through 
the reducibility of distributional problems. Namely, 17, G 27, if n, CC IZ, (and 
n, < Z77, if n, < f12 but not vice versa). Another possibility is to lix a P-computable 
distribution ~1 and consider the relation <p defined on NP by D, Gp D, iff 
(Dl, ,u) < (D,, p). Intuitively, D, <G D, means that D, is not harder than D, with 
respect to the instance distribution CL. Theorem 3 implies that for every p E P-com- 
putable having a NP problem which is not easy on the average with respect to ,u, 
there is an infinite hierarchy on NP with respect to 6,. It should be noted that in 
general the order < ~ does not coincide with the order ( < p) induced on NP by the 
usual polynomial-time reductions; that is, D,, D, E NP and D, Gp D, does not 
imply D I 6, D, for a specific or for any ,U E P-computable. 
THEOREM 3. For every computable distribution u and every computable language 
D, such that (D,, u) is not in Average-P, there exists a problem (Dz, 1) such that 
(D,, u) is also not in Average-P, (D,, p) is not (Turing) reducible to (D,, u), and 
(D,,u) is (many-to-one) reducible to (Dl,u) (i.e., D<,, D2<,,D,, for every DEP). 
Furthermore, D2 is logspace-reducible (i.e., worst case reducible) to D, (hence, lj 
D, GNP then so is D2). 
Prooj: Similar to the proof of Theorem 4 (below), except that we use 6 to 
modify D instead of ~1. [ 
COROLLARY 1. Zf DistNP is not contained in Average-P then there exists a 
problem (D, p) in DistNP which is neither complete for DistNP nor easy on the 
average. 
Proof Apply Theorem 3 to any DistNP-complete problem. 1 
4.2. Structure of Distributions 
There is yet another natural order which emerges in the context of distributional 
problems: an ordering of distributions. We define pL1 b. pz if (D, uI) < (D, uLz). 
Intuitively, p, <o p2 means that the problem D is not harder on input distribution 
pLI than on distribution pLz. 
THEOREM 4. For every computable distribution u, and every computable language 
D such that (D, ,u,) is not in Average-P, there exists a distribution u2 which is log-space 
202 AVERAGE CASE COMPLEXITY 
reducible to p1 such that (D, p2) is not in Average-P, (D, p,) is not (Turing) reducible 
to (D, p*), and (D, ,u2) is (many-to-one) reducible to (D, pI) (i.e., uR, <b u2 <o p{, 
for each distribution ,ufin giving 0 weight to all but finitely many strings). (We say that 
p2 is log-space reducible to p, if ,uz can be computed by a log-space oracle machine 
with access to an oracle for u, .) Furthermore, for every computable language D’, 
CD, PI) 9tT (D’, ~2). 
Note. The distribution p2 will have the property that 1 2 p2( cc) 2 1, as opposed 
to the previously stated requirement for computable distributions that p2( co) = 1. It 
is easy to see that this property implies there is a polynomial time sampling algorithm 
for p2 such that with probability at least 1 the sampling algorithm produces a string 
and the conditional probability that string x is produced is proportional to p;(x). 
Proof: The basic idea behind the proof is adapted from [ 181 (which, in turn, 
is modeled after similar results in recursion theory). One constructs the desired 
infinite object (a language or, in our case, a distribution) in stages. In each stage 
a finite segment is added, the final object is the (infinite) union of the segments 
defined along the construction. The construction is governed by a sequence 
( Sj : i E N) of demands that have to be met. The demands should satisfy: 
l Given any finite initial segment 0 of the construction and any demand Si, 
there exists a finite extension of (r that meets the demand. 
l Every construction, along which all the demands are met, gives rise to an 
object of the desired type (e.g., a p2 as required for the theorem). 
Here we construct an infinite sequence 0 of O’s and 1’s. We shall define p2 by 
letting pL;(x) be 0 if 6( [xl) = 0 and pi(x) = p; (x) otherwise. Hence, 
~dx) = 41x1) + (PI(X) - ~~1(1(‘~‘+‘)) + C 44. (k(li) - k(WX 
ic 1x1 
yielding a log-space reduction of the computation of ,u2 to the computations of pi 
and 6. Let us describe our sequence (Si : i E N) of demands. 
The demands. Essentially we have two types of demands. Demands for “sparse- 
ness” of p2 which make sure that for every D’ the original pair (D, pl) is not 
reducible to (D’, p2), and “denseness” demands to guarantee that (D, p2) is not easy 
on the average. (We obtain the reducibility of (D, p2) to (0, uL1) for free, as any pLz 
defined as above is dominated by pi). 
For the “denseness” demands we enumerate all Average-P machines and make 
sure that none solves (D, p2). Namely, we list all triples (Ai, ci, ai) such that Ai is 
a Turing machine, ci is an integer, and .si is a rational in the unit interval. Formally, 
a finite string o satisfies the triple (Ai, ci, si) if either Ai errs on some input x of 
length Q 1~1 (i.e., A,(x)# D(x)) or Ai runs too slow on the average (i.e., 
CI,xj < 1~1 Pk(x) ’ (ti(X)e’/l x I) > ci, where ti(x) is the running time of A i on input x). 
For the “sparseness” demands we enumerate all Average-P oracle machines and 
make sure that none can reduce (D, u,) to (D, u2) (or to (D’, uLz) for any D’). 
Namely, we list all quadruples (Di, Mi, ci, ai) such that Dj is a (code of a Turing 
BEN-DAVID ET AL. 203 
machine for a) recursive language, Mi is an oracle machine, and ci, E, are as above. 
The demands (Di, Mi, ci, Q) should make sure that Mi cannot be used to reduce 
(D, pLI) to (D;, pLz). Consequently, we let a finite string D meet such a demand if 
either, for some x (with 1x1 < la\), the reduction fails (i.e., My’(x) #D(x)) or the 
reduction runs for too much time (i.e., C. lx1 G IO1 CL;(X). (ti(x)czllxl) > c;, where t,(-u) 
is the running time of Mp on input x) or Mi violates the domination condition by 
making (on input x s.t. (XI < 101 and pL;(x) # 0) a query y such that \yl < (61 and 
A(Y) = 0. 
Our sequence ( Si : i E N) of demands will be any recursive enumeration of all 
the demands described above, in which even i’s carry “sparseness” demands and 
odd i’s constitute “denseness” demands. 
LEMMA 1. Given any finite initial segment o of the construction and any demand 
Si, there exists a finite extension of G that meets the demand. 
Proof. To handle a “denseness” demand S, = (Ai, c,, Ed), we make p2 dense 
enough by extending (T by a tail of 1’s. If no such finite extension meets Si, then A, 
computes D correctly in time polynomial on the average with respect to a distribu- 
tion p2 which differs from p1 (possibly) only on strings of length < 1~1. It follows 
that (D, pl) is in Average-P, contradicting the hypothesis of the theorem. 
Given a “sparseness” demand Si = (D,, M,, c,, Ed), we make pL1 sparse enough by 
extending D by a tail of 0’s. If no such extension meets S;, then (as pU;(y) =0 
whenever a( 1 yl ) = 0) the domination constraint guarantees that Mi does not ask its 
oracle queries of length > 101. It follows that Mi computes D in average polynomial 
time (with respect to pi) with the help of a finite oracle (i.e., the first 2’“‘+’ bits of 
D,); therefore (D, pl) is in Average-P, a contradiction. 1 
Clearly, the infinite sequence 6 (constructed as above) satisfies all the demands. 
To complete the proof of the theorem, we need to provide an efficient procedure for 
constructing 6. It suffices to show that a(k) can be computed in kO(‘) steps by an 
oracle machine given oracle p r. To this end, we employ an observation of [ 181: 
meeting a “denseness” (resp. “sparseness”) demand requires extending the current Q 
by sufficiently many l’s (resp. O’s), yet adding too many l’s (O’s) will not cause any 
harm. Consequently, when faced with such a demand, we can keep defining 
a(k) = 1 (or 0) until k is big enough to allow sufficient computing time for realizing 
that the demand has been met. 
LEMMA 2. Let f be any unbounded, non-decreasing, and time-constructible function. 
A sequence 0 as in Lemma 1 can be constructed by an oracle machine which, given 
access to p,, computes o(k) in O(f (k)) steps. 
Proqf: On input k, algorithm A computes o(k) as follows. 
1. Compute t e f (k) and then execute the code in (1.a) and (1.b) with total 
time bound t. 
(a) do for k’= I,..., k: compute ~~(1~‘) and if p,(lk’)>$ then go to 
step (1.b). If this loop uses more than the total time t before completion or if it 
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completes having computed ~~(1’) and this value is d 4 then set o(k) t 1 and 
return. (This substep guarantees that 1 >~~(cc) > $ and thus the normalizing 
constant for ,u2 is between 1 and 2.) 
(b) for j= 1 to k- 1 do: a(j)+A(j) 
Let .Z be the value ofj when the execution of this code is either terminated upon 
completion or when I steps (including those made in (1.a)) are made, i.e. J is the 
smallest index for which a(J) has not been assigned a value by this code. 
2. Using total time at most t, find the largest Z so that for all i < I demand 
Si is satisfied by computations which refer only to strings of length <.Z. To this end, 
execute the following code with time bound t: 
for i= 1 to J- 1 do:if not T(i, J)then exit. 
The function T(i, J) returns True if and only if it verifies that demand Si is satisfied 
with respect to the setting a(l), . . . . a(J- 1) already computed in (1). Let Z be the 
value of i when exiting the loop (or upon time-out), i.e. I is the smallest value of 
i for which it has not been verified that demand Si is satisfied. 
3. Set a(k) t Z mod 2 and return. 
A detailed description of T(i, J) follows. If i is odd then the procedure tries to see 
if the “denseness” demand Si= (Ai, ci, ci) is satisfied by a(l), . . . . rr(J- 1). It runs 
Ai on all strings of length <J, computes D on all these strings (using an arbitrary 
fixed algorithm), compares the values obtained, computes the sum C,,,<.,&(x). 
ti(x)“flxl and compares it to ci (to this end the procedure uses calls to p, and the 
stored values of a( 1 ), . . . . o(J- 1)). If either D differs from Ai on any of these strings 
or the sum is greater than ci then demand Si is satisfied. Thus, the procedure easily 
determines if Sj was satisfied by the strings of length < .Z. 
If i is even then the procedure tries to satisfy the “sparseness” demand Si= 
( Di, Mi, ci, si). It runs the oracle machine M, on all strings of length < J answering 
the oracle calls of length <J by computing the value of Di (by running Di which 
as we recall is an algorithm), computes the density of p1 on these inputs and 
compares it to the density of puz on the queries (to this end the procedure uses calls 
to p, and the stored values of D( 1 ), . . . . CJ( J - 1)). The procedure also computes D on 
all strings of length < J, compares the values to those obtained from the oracle 
machine, computes the sum &, KJ ,uU;(x) ti(x)“‘/lxl and compares it to ci. If either 
D differs from M,?’ on any of these strings or the sum is greater than ci or Mi 
violates the domination condition by making on some input x with p’,(x) >O a 
query to y with ( y( < J and a( ( y( ) = 0 then demand Si is satisfied. (We stress the 
condition ( y( <J in the third satisfaction option.) 
The following claims are easily verified. 
1. A(k) runs for at most cf(k) steps for a small constant c > 1. 
2. For every k and j, if c(j) is assigned value u during the execution of A on 
input k then a(j) is assigned value u also during the execution of A on input k + 1 
(since a(j) if defined always equal A(j)). 
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3. For every N there is a K such that the computation of A(K) terminates 
with I> N. (Furthermore, demand S, is satisfied by cr( l), . . . . o(K- l).) We prove 
this by induction on N. Let L be the smallest value such that A(L) terminates with 
/ > N - 1 (There must be such a value since by the inductive hypothesis the statement 
is true for N - 1). Let L’ > L be the smallest value such that when all values of o 
between L and L’ are set to N mod 2 then demand S, is satisfied by o(l), . . . . cr(L’) 
(L’ must exist because, by Lemma 1, demand S, is satisfied by a sufliciently long 
extension of the g’s with value N mod 2). Finally, let K > L’ be such that: 
(a) f(K)>,C,kll t(.d+C~l, cf(A h w ere t(j) is the time to compute p,( 1 ‘) 
and k’ is the smallest value such that pl( lk’) > i. This guarantees that the code in 
( 1) of A terminates with J> L’ and thus o( 1 ), . . . . O( L’), . . . . o(J- 1) have been 
computed. It is also easy to verify that a( 1 ), . . . . o(J- 1) are set so that they satisfy 
the first N demands. 
(b) f(K) is enough time to run T(i, J) for all i= 1, . . . . N and verify that 
demands S, , . . . . S, are satisfied by a( I), . . . . o(J- 1). This guarantees that I> N by 
termination of the code in (2) of A(K). 1 
The theorem follows by noting that having access to an oracle for p, we 
can, on an input x, compute pL2(x) in log-space (hint: Pi =I,,,,, a(i). 
(~,(li)-~l(oi))s~(I~o~(~,(x)-~Ll(l~’~~’~’))). I 
COROLLARY 2. For every distribution (D, CL, ) E DistNP - Average-P there exists 
a distribution pz such that (D, p2) E DistNP -Average-P and (D, pz) < (D, pl ). 
Furthermore, .for every D’ E NP, (D, p , ) $’ (D’, p2). 
5. RELATIONS TO WORST-CASE COMPLEXITY 
In this section we present theorems which relate questions about average-case 
complexity classes to questions about worst-case complexity classes. 
5.1. On Average-P vs. DistNP 
The first question we address is how likely is it that every NP problem has an 
easy on the average solution with respect to every P-computable distribution. 
THEOREM 5. rf NTime( 2O’“‘) # DTime( 2O(“) ) then DistNP is not a subset qf 
Average-P. 
The theorem follows easily from the following: 
PROPOSITION 1. NTime(2°‘“‘) # DTime(2O’“‘) if and only if there exists a wary 
language L E NP such that (L, ,~r) $ Average-P, where pL; (1”) = n 2. 
Proof. Book proved that NTime(2@“‘) # DTime(2°‘“‘) iff there exists a unary 
language which is in NP but not in P. Membership in a unary language is decidable 
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in polynomial time iff there is an algorithm which decides membership in L and has 
running time polynomial on average with respect to the distribution on unary 
strings ~‘(1”) = n -*. (Hint: 3s > 0 s.t. C, (l/n*). t(n)” < 00 implies r(n) < n21E for all 
but finitely many n’s.) 1 
5.2. On Average-P vs. NP with Arbitrary Distributions 
In this subsection we show that if no restrictions are placed on the distributions 
then average-case complexity classes take the form of the traditional worst-case 
complexity classes. For example: 
THEOREM 6. If P # NP then there exist DE NP and an exponential-time com- 
putable ,a such that (D, ,u) $ Average-P. 
Theorem 6 is derived as a special case of Proposition 2 (below), by using the fact 
that P # NP implies the existence of a problem DE (NP - P) n DTime(2”) (hint: 
padding). 
DEFINITION 2. Let f: N H N. AverDTime( f(n)) denotes the class of distribu- 
tional problems (D, ,u) solvable by a deterministic algorithm A with running time 
function tA(x) <f (l(x)), where I : { 0, 1 } * H N is linear on the average with respect 
to P (i.e., C, P’(X) (~(x)/l--4 I< 00 1. 
Clearly, AverDTime(n”“) equals Average-P. A special case of Definition 2 is 
when the function 1: (0, 1) * HN is linear everywhere (i.e., l(x) = 0(1x1)). We 
would like to have such D be in DTime(f(n)). To this end, we redefine 
DTime(f(n)) to be the class of problems D solvable by a deterministic algorithm 
A with running time function tA(x)<f(O((xI)) (instead of tA(x)<f(lxJ) as is 
standard practice). 
PROPOSITION 2. Let f, g: NH N be any two monotone and time-constructible 
functions such that for every c > 1 and all sufficiently large n’s: g(n) >f(c .n). Let 
DE DTime(g(n)). Then there exists an ,u, computable in time 2” .g(O(n)), so that 
DE DTime(f(n)) if and only if (D, p) E AverDTime(f(n)). 
Proof Clearly, D E DTime(f(n)) implies (D, CL) E AverDTime(f(n)) for every ,u. 
For the other direction assume that DE (DTime(g(n)) - DTime(f(n))). Consider 
an enumeration M, , M,, . . . of deterministic machines. 
For every such machine, Mi, define a distribution pi as follows. If Mi errs on 
some input, then let xi denote such an input. Else, let xi, x2, .., be an infinite 
sequence such that xj is the first input for which both f (j3 lxjl ) < g( jxjl) and 
machine Mi makes more than f (j31xj 1) steps on xi. (Such an infinite sequence must 
exist since f(c3n) <g(n) for every c and all sufficiently large n, and since machine 
Mi cannot answer correctly on all sufficiently long x’s in f(c’lxl) steps for some 
constant c.) Let p;(y) be l/j’ if y = xj and 0 otherwise. It follows that Mi does not 
solve D in average time f(n) with respect to the distribution pi. (Otherwise, we get 
ti(xj) <f(li(xi)), where li(xj) <j*lx,l for all but finitely manyj’s; and it follows that 
ti(xj) <f(j21xjl ) in contradiction to the definition fo the xis.) 
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Let P(X) = IL, Ix~ (l/i”) .pi(x). The distribution function p is computed, on 
input x, by running each Mi( 1 d id 1x1) on all strings y < x, counting the number 
of steps and comparing the output of Mi(y) with the value of D(y). Each M, is 
run with time bound g( (xl ), and D is computed in g(O( (xl )) steps. One can easily 
verify that (D, p)$AverDTime(f(n)) and that p(x) is computable in time 
W” ~d~tlxl))). I 
6. POLYNOMIALLY SAMPLABLE DISTRIBUTIONS 
In this section we consider a natural extension of the class of P-computable 
distributions-the class of P-samplable distributions. Distributions in this class 
arise in probabilistic polynomial time computations. We show that under “modest” 
cryptographic assumptions, there are P-samplable distributions that are “very far” 
from any P-computable distribution. We proceed to present a complete distribu- 
tional problem in (NP, P-samplable). The proof of completeness here is very 
different than for the (NP, P-computable) case. 
DEFINITION 3. (The class P-samplable). A distribution p is in the class P-sam- 
plable if there exists a polynomial P and a probabilistic algorithm A that outputs 
the string x with probability p’(x) within P(lxl) steps. 
Elements in a P-samplable distribution are generated in time polynomial in their 
length. 
THEOREM 7. Every P-computable distribution is also P-samplable. 
Proof. The sampling algorithm A picks at random with uniform distribution a 
truncated real p in [IO, l] (the length of expansion depends on the following 
search). It then finds, via binary search, and queries to p, the unique string 
x E { 0, 1) * satisfying ~(x - 1) < p d p(x). 1 
The above proof associated every P-computable distribution with a standard 
sampling algorithm. With respect to this standard algorithm the coin tosses used in 
the generation of an instance can be reconstructed from the instance itself (i.e.. 
given x one can efficiently generate a random p such that A on coin tosses p out- 
puts x). It follows that solving a problem on instances generated by a P-computable 
distribution does not become easier if we are given the coin tosses used in the con- 
struction of the instance to the problem. Hence instances of distributional problems 
in DistNP - Average-P are hard also for the person generating them. The converse 
of Theorem 7 (above) is unlikely. Namely, 
THEOREM 8. If one-way functions exists, then there is a P-samplable distribution 
u which is not dominated by any distribution n with a polynomial-time computable n’. 
(Loosely speaking, a one-way function is a polynomial-time computable function 
which is “hard to invert” in most instances. See, for example, [lo].) 
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In particular, p itself is not P-computable and no P-computable distribution 
dominates it. An alternative proof of this corollary (under the same condition) is 
now available using [22, lo]. Using a weaker condition, namely P # NP, one can 
prove that P-samplable # P-computable (hint: use the construction of [g] of a 
distribution with polynomial-time computable density function which is not 
P-computable itself). 
Proof Sketch. Assume first that there exists a length preserving one-way l-l 
function f (i.e., If(x)1 = 1x1 andf(x) =f(y) implies x =y). Define the distribution ,U 
on (0, I}* by 
I 
1 
n3.2” 
if ( yl = n, 3x s.t. y =f(x), and z is a prefix of x 
P’(Y, z) = 
0 otherwise. 
It is easy to see that p is P-samplable: first select n with probability l/n2, next 
choose x uniformly in (0, 1 }“, and output (y, z), where y *f(x) and z is a prefix 
of x with randomly selected length. 
Suppose rl is a P-computable distribution dominating p (i.e., 3c Vx: q’(x) > 
(l/lx1 ‘) . p’(x)). For most y’s of length n, there could be only polynomially many w’s 
such that q’(y, w) > l/(n’+’ .2”) (otherwise q would sum up to more than 1). We 
call such a w heavy for y, and we say that y is typical if it has only polynomially 
many heavy w’s. Hence, most y’s are typical. Given a typical y, an oracle for $ can 
be used to find f- ‘( y) in polynomial time, by searching the “prefixes-tree” pruned 
at non-heavy nodes. The following is a program for the oracle machine. 
On input y, the machine initiates z t 0 and proceeds in stages. In every stage the 
machine compute q’( y, z). If ~‘(y, z) 3 I/[ yj’+322’yl then the machine sets z t z0. 
Else letting z = ~‘01~ (with k > 0), the machine sets z e z’l. If f(z) = y the machine 
outputs z and stops, else the machine proceeds to the next stage. 
The reader can easily verify that on input a typical y the machine runs for 
polynomial-time and that for every z prefix of f-‘(y) domination implies that 
?‘(Y, z) 2 lilYI c+32-lJ’l It follows that the machine inverts f on most inputs in . 
polynomial-time, a contradiction to the one-way hypothesis. 
We now outline the ideas required to extend the above argument to the case in 
which “only” an arbitrary one-way function is guaranteed to exist. First, we note 
that the above argument can be easily extended to the case where the function is 
length preserving, and one-way l-l on 1/2n of the instances of length n. This condi- 
tion is hereafter referred to as condition (*). Next, we transform any one-way function 
into one satisfying condition (*). The transformation is carried out in two stages. 
Given an arbitrary one-way functionf,, we can easily construct a length preserving 
one-way function fi (e.g., let fi(x’x”) =fO(x’) Ol”- ’ -lfo(x’X”)t, where n = (x’x”I and 
lx’1 = a’, where E is chosen so that fO(z) is computed in < 1~1 l/E steps). In the second 
stage, we use ideas of [13] to construct a functionf, which satisfies condition (*). 
Define f2(x, k, h) =fi(x), k, h, (h(x) 1 k), where n = 1x1, h E H,,, is a universal 
hashing function and CI 1 k denotes the first k bits of CI. Certainly, fi is one-way and 
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l-l on most triples (x, k, h) satisfying k = rlog2\f~‘(f(x))l], and hence satisfies 
condition (*). The theorem follows. 1 
The above theorem motivates the definition of the following class of distribution 
problems. 
DEFINITION 4 (The class (NP, P-samplable )). A problem (D, p) belongs to the 
class (NP, P-samplable) if D is an NP-predicate and p is in P-samplable. 
Intuitively, the question of whether there exists a problem in (NP, P-samplable > 
which is not in Average-P can be interpreted as asking whether one party can 
efficiently find instances of an NP problem which will be hard to solve for another 
party. This should be contrasted with the question of whether there exists a 
problem in (NP, P-computable) which is not in Average-P, a question which can 
be interpreted (see discussion proceeding Theorem 7 above) as asking whether one 
can efficiently find instances of an NP problem which will be hard to solve, even 
for the person who has constructed them! 
A complexity class related to (NP, P-samplable) has been defined and 
investigated (independently of our work) by [ 111. They consider probabilistic poly- 
nomial-time algorithms which generate yes-instances of an NP problem together 
with a corresponding solution. The instance (without the corresponding solution, of 
course) is fed to an arbitrary polynomial-time algorithm (hereafter referred to as a 
soluer) which is required to find a solution. The pair (i.e., NP together with a yes- 
instance generator) is called invulnerable if for every (polynomial-time) solver there 
exists a constant LX and infinite set of integers S such that for every n E S the 
probability that the solver succeeds on length n is < 1 - c1 (the probability is taken 
over the internal coin tosses of both algorithms). The pair is called almost- 
everywhere invulnerable if the above holds for a set S containing all but a finite 
number of the integers. Reductions among pairs are defined so that the 
invulnerability of the original pair implies the invulnerability of the reduced pair. 
Strong reductions are defined so that the above holds with respect to “almost- 
everywhere invulnerability.” Using techniques similar to those of the following 
proof, Hemachandra et. al. demonstrated the existence of a complete problem (with 
respect to regular reductions). The result has been augmented to strong reductions 
by E31. 
THEOREM 9. There exist problems which are complete in (NP, P-samplable). 
Proof (Following ideas implicit in [21]. The proof is based on the observation 
that it is possible to effectively “enumerate” all sampling algorithms which work in 
quadratic time (in length of their output). Two remarks are in place. First, the 
reader may find the term “enumeration” misleading. We do not really enumerate all 
machines running in quadratic time (such an enumeration is not possible as 
indicated by [9]). Instead, we enumerate all Turing machines and modify each of 
them to stop in time quadratic in the length of the output. This is obtained by 
augmenting the machine so that it pads its output once entering the original halting 
state. The padding is long enough to make the modified machine run in time 
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quadratic in its output. It is important to note that the output of machines, which 
originally run in time quadratic in their output, remains unchanged. Second, the 
reader may wonder why it suffices to consider only distributions with quadratic 
running time (instead of arbitrary polynomial). The reason is that every problem 
(D, 11) in (NP, P-samplable) can be reduced (by padding) to a problem (D’, ‘I) (in 
(NP, P-samplable)), where q is a distribution which can be sampled by an algo- 
rithm running quadratic time (in the length of its input). In particular, suppose that 
there exists a polynomial, P, and a sampling algorithm for p such that every x is 
output within P( 1x( ) steps. Then a sampling algorithm for q pads each output x by 
P(lxl) - Ix) zeros, and D’ ignores this padding (i.e., D’(y) = D(y’), where y =y’y” 
and PWl- W IA ~PWO). 
Let vll, v2, . . . be an enumeration of the distributions generated by (modified) 
sampling machines running in time quadratic in their output. Define a universal 
distribution 
Clearly, vu is P-samplable (e.g., first select i with probability l/i2 and next sample 
vi). We now show that the distributional problem (BH, vu) is complete in (NP, 
P-samplable). First, we remind the reader that any problem in (NP, P-samplable) 
can be reduced to a distribution with a quadratic time sampling algorithm. Hence 
it suffices to deal with these distibutions. Let (D, p) be an arbitrary problem in 
(NP, P-samplable), where p is computable in quadratic time, and let S be the 
corresponding sampling algorithm. Let f be the standard Karp reduction of D to 
BH (i.e., the reduction which maps an instance x of D to a triple (M, x, lk), where 
M is an NP machine for D and k is a bound on the running time of M on strings 
of length 1x1). Note that If(x)] > 2 1x1 and that f is computable in quadratic time. 
Thus, applying f to the output of S yields a sampling algorithm, S,, which runs in 
quadratic time and hence samples one of the distributions in the enumeration 
Vl, v2, .... Namely, for some j, we have Ifi(f(x)) = p’(x). Clearly, (D, p) a 
W-b vj) a W-k vu). I 
Remarks. l All natural NP-complete problems have a distribution so that 
they are complete in (NP, P-samplable) with that distribution. A sufficient condi- 
tion is that the Karp reduction of BH to the NP-complete problem, D, does not 
decrease the length by too much. Namely, let g be a Karp reduction of BH to D 
so that 3~ > 0 such that Vx: If(x)1 3 (xl’. Let qg be the distribution induced by 
sampling q u and applying g on its output. Then, qg is P-samplable and 
(BH, 7”) a CD, ?,I. 
l The construction can be modified so that, provided one-way functions 
exist, the resulting problem is complete in (NP, P-samplable) but is not a member 
of (NP, P-computable ). 
l The proof of Theorem 9 depends heavily on the enumeration of P-sam- 
plable distributions. Such effective enumeration is not known for P-computable 
distributions. 
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7. AVERAGE LOGSPACE 
The “natural” adaptation of the definition of Average-P fails for Average- 
logspace. We present an alternative definition of Average-logspace, which satisfies 
some desired properties, such as Average-logspace G Average-P. We define the class 
(P, logspace-computable ), and give an appropriate version of the bounded halting 
problem, together with a distribution in logspace-computable, which are shown to 
be complete in (P, logspace-computable) with respect to logspace reductions. 
The first attempt at the definition is the following: An algorithm A is logspace on 
the average with respect to distribution p if 
where sA(x) denotes the work space used by algorithm A on input x. Unfor- 
tunately, this definition has some serious handicaps, the most upsetting of which is 
that for every 0 < tl < 1, algorithms that use work space n* on every input of length 
n, will be in average logspace with respect to the uniform distribution. (As a conse- 
quence, average logspace will not necesarily be contained in average-P.) Instead, we 
propose the following definitions, suggested independently by [22]. 
DEFINITION 5 (Logarithmic on the average). A function f : { 0, 1) * -+ N is 
logarithmic on the average with respect to a distribution ~1 if there exists a constant 
E > 0 such that 
c p.(x).y< a. 
‘E (0, 1)’ X 
Thus, a function is logarithmic on the average if it is bounded by a logarithmic in 
a function which is linear on the average. 
DEFINITION 6 (The class Average-logspace). A distributional problem (D, p) is 
in the class Average-logspace if there exists an algorithm A solving D using work 
space .sA, which is logarithmic on the average with respect to the distribution p. 
This revised definition overcomes the above-mentioned difficulties. In addition, 
the notion of domination of probability distributions will still be applicable, and 
Average-logspace is closed under average logspace (many-to-one) reductions. 
This approach can be generalized to the definition of the class Average-Uniform- 
NC. To do this, we use the characterization of Uniform-NC by alternating logspace 
and poly-log time Turing machines [23]. We now require that both the exponent 
of the work space (i.e., 2”A(*) ) and the exponent of the time to some power 6 > 0 
(i.e., 2’a(x)d) be polynomial on the average. 
The class (P, logspace-computable) is defined analogously to the definition of 
(NP, P-computable ). Namely, (P, logspace-computable ) consists of distribu- 
tional problems, (D, p), with DE P and the distribution function p is logspace 
computable. It should be notices that many natural natural distributions, including 
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the uniform distribution and the distribution p BH (of Subsection 2.3), are logspace 
computable. 
Deterministic bounded halting (DBH) is defined over triples (M, x, lk), where M 
is a deterministic machine, x is a binary string, and k is an integer (given in unary). 
The problem is to determine whether M accepts x within k steps. Clearly, DBH E P, 
and it is not hard to see that it is P-complete with respect to logspace reductions. 
THEOREM 10. The distributional problem (DBH, ,uBH) is complete in (P, 
logspace-computable). (pBn is as defined in Subsection 2.3.) 
Proof Sketch. The proof uses ideas of the (NP, P-computable)-completeness 
proof of distributional bounded halting. This proof is presented in Appendix B. 
The heart of the proof is an encoding C, which is l-l and satisfies lC,(x)l 6 
O(1) - log,,u’(x). If p’(x) <2-‘“’ then C,(x) = Ox, else C,(x) = lz, where z is a 
shortest binary expansion of a real in the interval (~(x - 1) -p(x)]. Clearly, the 
computation of C, essentially reduces to computing p on two values. Thus, when 
p is P-computable the encoding C, is polynomial-time computable, As here p is 
logspace computable, so is the encoding function C, used in the reduction. The 
decoding algorithm C;’ is not logspace computable. However, decoding can be 
done in deterministic polynomial time (by binary search), which is sufficient for our 
purpose. 1 
We remark that it is possible to define a version of the tiling problem that with 
a natural distribution constitutes a complete distributional problem in (NP, P-com- 
putable). The input to a tiling problem is an alphabet C, a family of tiles FE C4, 
an initial tiling tl E F*, and an integer k presented in unary. The question in the 
standard version is whether the initial tiling c1 can be extended to a tiling of the 
k x k square. Our version of tiling is restricted to “forcing families.” A family of tiles 
is called forcing if, for every row of tiles, the row of tiles which can be placed on 
top of it is unique except for the end tiles. Note that it suffices to consider rows of 
length 3, and thus families can be tested for the “forcing property” in logspace. 
We derive results analogous to those appearing in Section 5 (using essentially the 
same proof techniques). For example: 
THEOREM 11. If DTime(2O’“‘) #DSpace(n) then there exists a problem in (P, 
logspace-computable) which is not in Average-logspace. 
All the results in Section 4, dealing with the structure of (NP, P-computable), 
can be modified to the context of (P, logspace-computable). 
8. CONCLUDING REMARKS 
In general, a theory of average case complexity should provide 
. a specification of a broad class of interesting distributional problems; 
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. a definition capturing the subclass of (distributional) problems which are 
easy on the average; 
. notions of reducibility which allow to infer the easiness of one (distribu- 
tional) problem from the easiness of another; 
. and, of course, results. 
It seems that the theory of average case complexity, initiated by Levin and 
further developed in [6,27] and here, satisfies these expectations to some extent. 
This should not discourage the reader from trying to suggest alternative definitions, 
or become convinced that we should stick to the ones presented above. In 
particular, 
l generalize or provide a better alternative for the class DistNP (especially 
with respect to the condition imposed on the distribution function); 
l try to provide a more natural (but yet as robust) definition of problems 
which are “polynomial-time on the average”; 
. and, naturally, try to find a real natural distributional problem which is 
complete in DistNP (e.g., subset sum with uniform distribution). 
In addition to their central role in the theory of average-case complexity, reduc- 
tions which preserve uniform (or very simple) instance distribution are of general 
interest. Such reductions, unlike most known reductions used in the theory of NP- 
completeness, have a range which is a non-negligible part of the set of all possible 
instances of the target problem (i.e., a part which cannot be claimed to be only a 
“pathological subcase”). It is interesting to further study the corresponding 
reducibility relation. 
APPENDIX A: FAILURE OF A NAIVE FORMULATION 
OF AVERAGE POLYNOMIAL-TIME 
When asked to motivate his definition of average polynomial-time, Leonid Levin 
replies, non-deterministically, in one of the following three ways: 
. “This is the natural definition.” 
. “This delinition is not important for the results in my paper; only the 
definitions of reduction and completeness matter (and also they can be modified in 
many ways preserving the results).” 
. “Any definition which makes sense is either equivalent or weaker.” 
For further elaboration on the first argument the reader is referred to Leonid 
Levin. The second argument is, of course, technically correct but unsatisfactory. 
We will need a definition of “easy on the average” when motivating the notion of 
a reduction and developing useful relaxations of it. The third argument is a thesis 
which should be interpreted along Wittgenstein’s suggestion to the teacher: “say 
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nothing and restrict yourself to pointing out errors in the students’ attempts to say 
something.” We will follow this line here by arguing that the definition which seems 
natural to an average computer scientist suffers from serious problems and should 
be rejected. 
DEFINITION X (Naive formulation of the notion of easy on the average). A dis- 
tributional problem (D, p) is polynomial-time on the average if there exists an 
algorithm A solving D (i.e., on input x outputs D(x)) such that the running time 
of algorithm A, denoted fA, satisfies 3, > 0 Vn, 
XE {O,l}” 
where p:(x) is the conditional probability that x occurs given that an n-bit string 
occurs (i.e., PA(X) = P’(X)&. jo,l in P’(Y)). 
The problem which we consider to be most upsetting is that Definition X is not 
robust under functional composition of algorithms. Namely, if the distributional 
problem A can be solved in average polynomial-time given access to an oracle for 
B, and problem B can be solved in polynomial-time then it does not follow that the 
distributional problem A can be solved in average polynomial-time. For example, 
consider uniform probability distribution on inputs of each length and an oracle 
Turing machine M which given access to oracle B solves A. Suppose that MB runs 
2”12 steps on 2”12 of the inputs of length n, and n2 steps on all other inputs of length 
n; and, furthermore, that M when making t steps asks a single query of length ,,/% 
(Note that machine M, given access to oracle for B, is polynomial-time on the 
average.) Finally, suppose that the algorithm for B has cubic running time. The 
reader can now verify that although M, given access to the oracle B, is polynomial- 
time on the average, combining M with the cubic running time algorithm for B does 
not yield an algorithm which is polynomial-time on the average according to 
Definition X. It is easy to see that this problem does not arise when using the delini- 
tion presented in Section 2. 
The source of the above problem with Definition X is the fact that the underlying 
definition of polynomial-on-the-average is not closed under application of polyno- 
mials. Namely, if t : (0, 1 }* -+ N is polynomial on the average, with respect to some 
distribution, it does not follow that also t2( . ) is polynomial on the average (with 
respect to the same distribution). This technical problem is also the source of the 
following problem, that Levin considers most upsetting: Definition X is not machine 
independent. This is the case since some of the simulations of one computational 
model on another square the running time (e.g., the simulaton of two-tape Turing 
machines on a one-tape Turing machine or the simulation of a RAM (random 
access machine) on a Turing machine). 
Another two problems with Definition X have to do with the fact it deals 
separately with inputs of different length. The first problem is that Definition X is 
very dependent on the particular encoding of the problem instance. Consider, for 
example, a problem on simple undirected graphs for which there exist an algorithm 
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A with running time tA(G) =f(n, m), where IZ is the number of vertices in G and m 
is the number of edges (in G). Suppose that if m < n312 then f(n, m) = 2” and else 
f(n, m) = n2. Consider the distributional problem which consists of the above graph 
problem with the uniform probability distribution on all graphs with the same 
number of vertices. Now, if the graph is given by its (incident) matrix representa- 
tion then Definition X implies that A solves the problem in average polynomial- 
time (the average is taken on all graphs with n nodes). On the other hand, if the 
graphs are represented by their adjacency lists then the modified algorithm A 
(which transforms the graphs to matrix representation and applies algorithm A) is 
judged by Definition X to be non-polynomial on the average (here the average is 
taken over all graphs of m edges). This, of course, will not happen when working 
with the definition presented in Section 2. The second problem with dealing 
separately with different input lengths is that it does not allow one to disregard 
inputs of a particular length. Consider, for example, a problem for which we are 
only interested in the running-time on inputs of odd length. 
After pointing out several weaknesses of Definition X, let us also doubt its “clear 
intuitive advantage” over the definition presented in Section 2. Definition X is 
derived from the formulation of worst case polynomial-time algorithms which 
requires that 3c > 0 Vn, 
VXE (0, l}? t,(x)<n’. 
Definition X was derived by applying the expectation operator to the above 
inequality. But why not make a very simple algebraic manipulation of the 
inequality before applying the expectation operator? How about taking the cth 
root of both sides and dividing by n; this yields 3c > 0 Vn, 
VXE (0, l}fl:---- t,(x)“’ < ,, 
n 
Applying the expectation operator to the above inequality leads to the definition 
presented in Section 2. We believe that this definition demonstrates a better under- 
standing of the nature of the expectation operator! 
Robustness under functional composition as well as machine independence seems 
to be essential for a coherent theory. So is robustness under efficiently effected 
transformation of problem encoding. These are one of the primary reasons for the 
acceptability of P as capturing problems which can be solved efficiently. In going 
from worst case analysis to average case analysis we should not and would not like 
to lose these properties. 
APPENDIX B: DiStNP-COMPLETENESS OF IIBH 
The proof, presented here, is due to [6] (an alternative proof is implied by [20]. 
In the traditional theory of NP-completeness, the mere existence of complete 
problems is almost immediate. For example, it is extremely simple to show that the 
hounded halting problem is NP-complete. 
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Bounded halting (BH) is defined over triples (M, x, lk), where A4 is a non-deter- 
ministic machine, x is a binary string, and k is an integer (given in unary). The 
problem is to determine whether there exists a computation of M on input x which 
halts within k steps, Clearly, bounded halting is in NP (here its crucial that k is 
given in unary). Let D be an arbitrary NP problem, and let M, be the non-deter- 
ministic machine solving it in time PJrz) on inputs of length n, where P, is a fixed 
polynomial. Then the reduction of D to BH consists of the transformation 
x + (M,, x, lPD(JX’)). 
In the case of distributional-NP an analogous theorem is much harder to prove. 
The difficulty is that we have to reduce all DistNP problems (i.e., pairs consisting 
of decision problems and simple distributions) to one single distributional problem 
(i.e., bounded halting with a single simple distribution). Applying reductions as 
above we will end up with many distributional versions of bounded halting, and 
furthermore the corresponding distribution functions will be very different and will 
not necessarily dominate one another. Instead, one should reduce a distributional 
problem, (D, p), with an arbitrary P-computable distribution to a distributional 
problem with a fixed (P-computable) distribution (e.g., nBn). The difficulty in 
doing so is that the reduction should have the domination property. Consider, for 
example, an attempt to reduce each problem in DistNP to nsH by using the 
standard transformation of D to BH, sketched above. This transformation fails 
when applied to distributional problems in which the distribution of (infinitely 
many) strings is much higher than the distribution assigned to them by the uniform 
distribution. In such cases, the standard reduction maps an instance x having 
probability mass p’(x) b 22’“’ to a triple (M,, x, lpO(lX’)) with much lighter 
probability mass (recall p&(MD, x, lpO(‘-‘l)) < 2-l”‘). This violates the domination 
condition, and thus an alternative reduction is required. The key to the alternative 
reduction is an (efficiently computable) encoding of strings taken from an arbitrary 
polynomial-time computable distribution by strings which have comparable 
probability mass under a fixed distribution. This encoding will map x into a code 
of length bounded above by the logarithm of l/p’(x). Accordingly, the reduction 
will map x to a triple (Mo,@,x’, 1 IX”“‘), where (~‘1 < O(l)+log, l/p’(x), and M,, 
is a non-deterministic Turing machine which first retrieves x from x’ and then 
applies the standard non-deterministic machine (i.e., M,) of the problem D. Such 
a reduction will be shown to satisfy all three conditions (i.e., efficiency, validity, and 
domination). Thus, instead of forcing the structure of the original distribution p on 
the target distribution ,~~n, the reduction will incorporate the structure of p into the 
reduced instance. The following technical lemma is the basis of the reduction. 
CODING LEMMA. Let ,u be a polynomial-time computable distribution function. 
Then there exist a coding function C, satisfying the following three conditions: 
(1) Compression. Vx, 
IC,(x)l d 2 + min 1 1x1, log, & I 
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(2) Efficient encoding. The function C, is computable in polynomial-time. 
(3) Unique decoding. The function C,, is one-to-one (i.e., C,,(x) = C,,(x’) 
implies x = x’). 
Proof. The function C, is defined as follows. If p’(x) d 2 ‘.‘I then C,(x) =O.u 
(i.e., in this case x serves as its own encoding). If P’(X) > 2. I” then C,,(X) = 12, 
where 0.2 is the binary expansion of a fraction in the interval (~(x - 1 ), p(x)] which 
has binary expansion of minimum length. In other words, z = ,-’ 1, where 2’ is the 
longest common prefix of the binary expansions of ~(x- 1) and P(X) (e.g., if 
~(1010)=0.10000 and ~(lOll)=O.lOlOllll then C,(lOll)= 1: with z= 101). 
We now verify that C,, so defined satisfies the conditions of the lemma. If 
p’(x) < 2-~“’ then IC,(x)l = 1 + 1x1 < 2 + log, (l/$(x)). If P’(X) > 2 -I” then the 
interval (P(X - l), p(x)] must contain a fraction with binary expansion of 
length Q log,( $(-x)/2) ~ 1 and hence jC,(x)J f 1 + 1 + log,(l/$(x)) < 2 + !s/. 
Clearly, C,, can be computed in polynomial-time by computing ~(x - 1) and F(X). 
Finally, note that C,, is one-to-one by considering the two cases, C,,(x) = OX and 
C,(x) = 1:. 1 
Using the coding function presented in the above proof, we introduce a non- 
deterministic machine M,, so that the distributional problem (0,~) is reducible to 
17,n = (BH, pDH) in a way that all instances (of D) are mapped to triples with first 
element MD.#. On input y = C,(x), machine M,, computes D(x), by first retriev- 
ing x from C,(x) (e.g., guess and verify) and next running the non-deterministic 
polynomial-time machine (M,) which solves D. 
The reduction maps an instance x (of D) to the triple (MD,+, C,(X), lP’lxl)), where 
P(n) =dtrf PD(n) + PC(fz) + n, PD(n) is a polynomial bounding the running time of 
MD on acceptable inputs of length n, and P<,(n) is a polynomial bounding the 
running time of an algorithm for encoding inputs (of length n). 
PROPOSITION. The above mapping constitutes a reduction of’ (D, p) to (BH. pgH). 
Proof: l The transformation can be computed in polynomial-time. (Recall 
that C, is polynomial-time computable.) 
l By construction of M,,, it follows that D(x) = 1 if and only if there exists 
a computation of machine M,,, that on input C,(x) halts outputting 1 within 
P( 1x1) steps. (On input C,,(x), machine M,,, non-deterministically guesses s, 
verities in P,(jxl) steps that x is encoded by C,(X), and non-deterministically 
“computes” D(X).) 
l To see that the distribution induced by the reduction is dominated by the 
distribution pBH, we first note that the transformation x -+ C,(x) is one-to-one. It 
suffices to consider instances of BH which have a preimage under the reduction 
(since instances with no preimage satisfy the condition trivially). All these instances 
are triples with first element M,,,. By the definition of pLBH, 
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p;IH(MD,&, C,(x), F)=c.i. 
( 
1 -. P(lxl)’ Ic,(x)1* 2-‘cpcx)’ ’ > 
where c= 1/(M,,(2.2-iMD, ’ p is a constant depending only on (D, p). 
By virtue of the coding lemma 
p’(x) < 4 .2 - IW)l, 
It thus follows that 
1 1 P’(X) p;IH(MD,p, C,(x), lp”X’))>c.-.~.- 
P(lxl)’ lC,(x)l 4 
C 
‘4. IMD,p, C,(x), 1 P(q2 . ax). 
The proposition follows. 1 
Note Added in Proof: Following the presentation of this work in conferences, 
[13] proved that every language which is (NP, P-computable)-complete is also 
(NP, P-samplable)-complete. This important result makes the theory of average 
case very robust. In particular, we believe that it eliminates the motivation for 
providing an alternative to DistNP = (NP, P-computable) (a suggestion made 
above). For further discussion the reader is referred to [ 131. A distributional ver- 
sion of a natural problem from computational algebra has been recently shown to 
be DistNP-complete by [7]. Thus, DistNP-complete problems are known for the 
following areas: computability (e.g., bounded-halting), combinatorics (e.g., tiling 
and graph colouring), formal languages, and algebra (e.g., of matrix groups). 
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