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A basic problem in the theory of differential equations is that 
of determining properties of solutions of a given differential equation 
(or system of differential equations) from the analytic form of the 
equation itself. Sometimes this may be done simply by obtaining explicit 
solutions of the equation in question. In general, however, such simple 
explicit solutions do not exist, and the problem of actually ''solvingM 
differential equations (in the old-fashioned sense) is not of much current 
interest.
A great deal of research has been (and is being) devoted to the 
theory of asymptotic behavior, which concerns itself with the behavior of 
solutions of differential equations as the independent variable approaches 
some limit, usually + 00. An intimately related topic is the theory of 
perturbations: If it is known that the solutions of a given differential
equation have certain properties (such as boundedness, oscillation, etc.), 
to what extent are these properties shared by the solutions of a perturbed 
(i.e., "slightly changed") equation?
We shall first be concerned herein with the differential equation
/ \ n-1 m.
(1) xm; + Z Z1 b. . (t)
i=0 j=l
and the more general equation
(2) x(n) + an_1(t)x(n“1) +...+ a^ (t) x' + aQ(t) x
+ z z1 b..(t) 
i=0 • j=l ^
n-1 m.
1
2We tacitly assume throughout that all coefficient functions are continu­
ous, that n >_ 2, that each rru is a positive integer, and that each r^ 
is a positive rational number with odd denominator. Roughly speaking, we 
assume that the above equations are "almost linear" in the sense that the 
b. .(t) are "sufficiently small" for large t. We shall then see that 
solutions of (1) and (2) "behave like" solutions of the corresponding lin­
ear equations
(1-L) x(n) = 0
(2-L) x ^  + +...+a1(t)x* + a0(t)x = 0
as t becomes large.
Most of the theorems obtained are generalizations of known results 
for simpler equations which are special cases of (1) and (2). In partic­
ular, known results on linear second-order equations may be obtained from
results concerning equation (2) by putting n = 2 and r.. = 1, all i,j.
-LJ
Finally we shall show that many of the theorems obtained for 
equations (1) and (2) can be extended (at least in weaker forms) to more 
general vector-matrix systems of which (2) is essentially a special case.
A BASIC LEMMA
The following lemma is of fundamental importance in the proofs 
of many of the theorems to follow. Although it is a rather easy gener­
alization of Bellman's inequality, we give the proof here for the sake 
of completeness.
t
LEMMA 1: Assume y(t) < 6 + I p(s)y (s) ds for allIfel
t >_ t^ >_ tQ, where 5 > 0, r >_ 1, and y(t) and p(t) are continuous and 
non-negative for t >_ t^ , t >_ tg, respectively.
i;Assume | p(t) dt < °°. t0
If r > 1, we require in addition that (t^ , 6) satisfy
-l/(r-l)
(3) 6 < ' n  'j^ (r-l) p(t) dt J
Conclusion: y(t) is bounded on [t-^, °°). Furthermore, the bound can be
taken to be independent of t-^.
, rProof: Put 0(t) = 6 + I p(s)y (s) ds. Thus 0(t) > 0 andIt-.
0'(t) = p(t)yr(t) <_p(t) 0r(t). Hence
r0 r(s) 0'(s) ds <_ P p(s) ds <. P p(t) dt.tf J \ J tQ
3
4If r = 1, we have
0(t) £ 6 exp I I p(t) dt I , t >
L  J  *o -1
If r > 1, we have [using (3)]
-l/(r-l)
9(t) £ - (r-1) ^  p(t) dt J  , t £ t1.
Since y(t) <_ 0(t) for t £ t-^, the proof is complete.
Discussion: If we put r = 1 and t^ = tQ in Lemma 1, we obtain
Bellman’s lemma. This fundamental inequality can be traced back to Peano 
(1892) and Gronwall (1918), and is sometimes known as Gronwall’s inequality, 
although it was first given as an independent lemma by Bellman [1] in 1943. 
It has since been generalized by Bihari [2, p. 135], and our Lemma 1 is 
essentially a special case of Bihari's result.1 It is easier, however, as 
well as more satisfying, to prove Lemma 1 directly. Finally, we remark 
that Lemma 1 is also true for 0 < r < 1, but this result will not be needed.
1For further discussion of this, see Appendix.
THE BEHAVIOR- OF SOLUTIONS 
OF THE EQUATIONS (1) AND (2)
Our first theorem deals with-the differential equation (1), a 
special case of (2).
THEOREM 1: If
(n-l-i)r
(4) \ |t)±j (t) |t J dt < 1 1  j 1 nL, 0 <_ i <_ n-1




Proof: Let r denote the maximum of 1 and all the r ^ . Let x(t)
be a solution of (1). If r > 1 we require that x(t) satisfy the initial- 
value inequality
r  n-1 „-l-p |x( P ^ ) ( t 0)| ]




| r*00 n-1 m.
(r-1) e [ l E1 |b. i
L  J ko 1=0 J=l
for some tQ > 0.
Applying Taylor's formula with integral remainder2 to the functions
x^^(t), we have
2See any advanced calculus text.
5




(t-s)n_1"p x(n)(s) ds, p = 0,1,...,n-1; t > tn > 0.
'0










(n-l-p)! j ;  ( - )  *** ■: j i r^ij f xU)<a,l





(P)(t) 1 n-l-p i„(p+k)
tn-l-p










max X f t .
k=0 sn-l-k























i-l i„(k)xv '(s) 
n-l-ks
ds
It now follows by Lemma 1 (with t^ = tg) that
is bounded on [tg, °°). Using this fact,
‘
n-1




it is easy to show that the inproper integral
(n-l-jn  n-1 m.
( Z Z1




is absolutely convergent (and therefore convergent.) It then follows from
(7)




that lim x^ n "^ (t) exists (finite.) 
t -> °°
It remains to be shown that there always exist solutions x(t) 
such that this limit is positive. This can be done by selecting appro­
priate initial conditions as follows: Choose tg > 0, 6 >_ 1. If r > 1,
we require in addition that (tQ, 6) satisfy
6 < (r-l)e
n-1 m. (n-l-i)r..
Z Z1 |b. .(t)|t dt
1=0 j=l
-l/(r-l)
By Lemma 1, there exists a bound M such that, if y(t) is any non-negative 
continuous function satisfying
8y(t) < 6 + e J n-1 m (n-l-i)r,Z Z |b. .(s)|s  ^ y (s) dst i=0 j=l tl
for all t >_ t1 >_ tQ, then y(t) <_ M on [tp ~). Choose t  ^so large that
J n-1 m. (n-l-i)r.. 6Z Z | lo (t) 11 J dt <. i=0 j=l
r l
ef
Let x(t) be a solution of (1) which satisfies the initial conditions 
x(tx) = x* (t-,) = ... = x(n“2)(t ) = 0, x(n“1)(t1) = I .
Proceeding as before, we obtain the inequality (6) with tQ replaced by 






*(p+kV .  i ,  s.
It therefore follows from Lemma 1 that max r n_1, zL p=Hl |x(P}(t)
on [t., °°). Thus lim x^ n 1 (^t) = x^ n"‘1\t-1) 
1 t -* °°
r  n-1 m








Z Z1 |b..(t)|t J dt
t i=0 j=l 1J
> — - if • = 0. This completes the proof.
e eff
9Discussion: We have actually proved a little more than is stated
in the theorem, namely: If no r^ exceeds unity, then all solutions x(t)
of (1) are such that lim x^ n-'^ (t) exists (finite). If sane r. . exceeds
t -»■ 00
unity, then lim x^n-^(t) exists (finite) for all solutions x(t) of (1) 
t "
which satisfy the initial-value inequality (5) for some tQ > 0.
Note that all solutions Xr(t) of (1-L) are such that lim xL n^-1 (^t)
t -> 00
exists (finite). In particular, if we put x^ (t) = tn~\ then lim x-^n-^(t)
t 00
= (n-1)! >0. It is reasonable to expect that at least sane solutions x(t) 
of the perturbed equation (1) should exhibit the same behavior. Theorem 1 
shows that this expectation is justified provided the b. .(t) are "small" in 
the sense that (4) holds.
An early result by Bellman [3] states that if x(t) is any solution
of the nth-order linear differential equation x ^  + f-(t)x^ n-^  + ...
/+ fn(t)x = 0, and if \ tk |^fv(t)|dt < 00, k = 1,2,...,n-1, then
lim x^ n_1\t) exists (finite). A much more recent theorem of Waltman [4] 
t -*■ 00
/>°°
states that if I t J b (t) J dt < 00, then the second-order nonlinear
equation x" + b(t)x^n+'1' = 0 (n >, 1) has a solution x(t) with the property
X(t)
that lim = a > 0. Both of these results can be obtained as special
t -*■ 00 t
cases of Theorem 1.
Our next theorem is a weak converse of Theorem 1. It is a gen­
eralization of a result obtained by Moore and Nehari [5, pp. 36-37] for 
the second-order nonlinear equation x" + b(t)x^n+  ^= 0, n>.l, b(t) >_ 0.
THEOREM 2: Consider the equation (1). Assume, in addition to
the usual hypotheses, that all the b. .(t) eventually have common sign.
-*-J
10
Let x(t) be a solution of (1) such that lim x^ n“'^ (t) = a > 0. Then
t -*■ °°
condition (A) of Theorem 1 holds.
Proof: By L’Hospital’s rule
(8) lim X ^  =--- “--  i = 0, 1,..., n-1.
t -> °° t (n-l-i)!
/ • \
We can therefore choose t^  so large that each x (t) is positive, and
all the b^.(t) have common sign, for all t :> tQ. Prom equation (7) it 
follows that the inproper integral
/V r..ij
V  e'1 b. i - / y  | «
i=0 3=1 ^
is convergent. Since all tenns in the integrand have common sign, the 
desired result follows by use of equations (8) and the limit-comparison 
test.
Discussion: The following counterexample shows that the converse
of Theorem 1 is not true in general. It gives some indication that 
Theorem 2 may be the best possible result of a converse nature.
Consider the second-order equation x" + b(t)x2 = 0 where
sint - t cost ,  ^0
b(t) = =----------  - • * - 2*-
’ [• *11“ du]u
2
This is a special case of equation (1). It is easy to verify that
f *x(t) - t + I sin u du is a solution and lim x’(t) =1. By a
J 2tt u t -»■ »
11
simple geometric argument it can be shown that 
t
0 < | s-fo.-u du < t, t > 2ir. Thusu
2tt
|sint - t cost 
t2|b(t)| = ^  i 2
J u2tt
jsint - t cost I 
4t2
Hence, for t 2tt, we have 
f\t pt
u2 |b(u) |du > I
2tt J 2tt









Isiml d u _ 1COSUI du




Since I2tt |sinu|l u 2 - du converges and f 2tr |cosu| 4u du diverges, the
Iabove inequality shows that \ u2|b(u)|du = 00, i.e., condition (4)2tt
does not hold in this example.3
3It is interesting to note that condition (4) "almost" holds in the 
sense that
J u2'e|b(u)|du < °° for any e > 0.2ir
12
We now turn our attention to the more general equation (2).
THEOREM 3: Consider the equation (2). Let x^t), x2(t),...,xn(t)
be linearly independent solutions of the associated linear equation (2-L).
Let W(t) denote their Wronskian.
Let Y.(t) = max |x, (i) (t) |, i = 0, 1,..., n-1.
1 1 k <_ n
Let Wk(t) = Wronskian ^x-^t),... »xk_1(t), x^Ct),... ,xn(t ,
k = 1, 2,..., n. Let Z(t) = K(t)|.
1 < k <. n
r. .
|b (t) |Y. (t) dt < 1 <_ j <m,, 0 <_ i <_ n-1.
J-J -L -L
has solutions x(t) such that
(10) x^(t) = E A, (t)x, ^(t), p = 0, 1, ..., n-1 where
k=l
lim Ak(t) = a^Cfinite), k = 1, 2,..., n. 
t ■+ °°
Furthermore, given any n real numbers 6^ , <525 ’ *' 5<Sn5 an^  e > 0» there 
exists a solution x(t) of the form (10) such that |a^. -5^1 < e, k = l,2,...,n.
Proof: Let x(t) be a solution of (2). Let functions A-^ (t), A2(t),
 ,An(t) be defined by equations (10). [Note that the functions A^ Xt)
are thus uniquely defined since (10) is a non-singular transformation.]
Let r be defined as before. If r > 1 we require that x(t) be chosen so 
that the initial-value inequality
Assume that
(9) > Z^-1|w(t) I
Then equation (2)
13
(11) max £l, E_^ |Ap(t0) Q
n(r-l) i; Z(t) ^  *i r. .E E1 |b..(t)|Y. 1J(t) dt|W(t) | i=0 3=1 y  10
-l/(r-l)
is satisfied for some t^ . Prom equations (10) and the fact that x(t) 
satisfies (2) we obtain the equations
n
(p).kZ1 ^ k*(t)xk (t) = 0, p = 0, 1,..., n-2
(12)
n / i ^ n-1 m.
E A, ’(t)x, (t) = - E E1 b (t)
k=l K K i=0 j=l
n
(i),E A, (t)x, (t)
k=l K K ]
Solving this system for A^’(t), A2’(t),..., An’ (t) and integrating from
t.Q to t > tg, we have
(13) Ap(t) = Ap(t0)
r Vs5"1 K.ts) rJ t0 i ^ i=o j=i 10 L1
n
(1),E Ak(s)xkv '(s) \ ds,3
rij
p = 1, 2 , . . . ,  n.
Prom equations (13) we obtain the inequality 
n n
Z |A (t)| < z |A (t0)|
P=1 ^ P=1 ^
r n+ n 1 E E1 |b. .(s) | I Y. (s) E |Ak(s)| \ ds,|W(s) | i=0 j=l 1J I 1 k=l K['
r..
ij
mwhich, In turn, implies the inequality
[■
n
(14) max II, E |A (t) | I <_ max
p=l ] 1, X |A (t0) 0=1 ^
+ n
n-1 m. r..
i iw ,_m „ iJZ(s)
|W(s)| i=0 j=l ' 1J
']




It now follows by Lenma 1 that max [ V i A (t )I I is bounded on
[tg, °°). Using this fact, it is easy to show that the integrals in equations
(13) are (absolutely) convergent as t •+ ®. Hence lim A (t) exists (finite),
t + °° p
p = 1, 2,..., n.
It remains to be shown that, given n real numbers 6^ , 6^ ,..., Sn, 
and e > 0, there always exists a solution x(t) of (2) with the property 
that |a^. - 6^ | < e, k = 1, 2,..., n. This is done by appropriate choice 
of initial conditions: Put 6 = max I 1, E 16 I I .
L o=i p JP
If r > 1, we require that t be chosen so large that
Choose tQ > 0.
6 < |^ n(r-l) ^
n-1 m. r.. I
E E1 |b±1 (t) | Y± 1J(t) dt 1
-l/(r-l)
Z(t)
|W(t)| i=0 j=l '~1J
By Lemma 1, there exists a bound M such that, if y(t) is any non-negative 
continuous function satisfying
C  7/ n n-1 m. r..
y(t) < 6 + n I — ^  E E |b. (s) |Y. (s) y (s) ds
J  t |W(s)| 1=0 j=l ^  1
for all t >_ t-j^ >_ tQ, then y(t) < H on [tn, °°).
15
Choose t^  >_ t^  so large that
i; n-1 m. r..E E1 |b,,(t)|Y, lJ(t) dt <|w(t) | 1=0 3=1 10 1 iyf
Let x(t) be a solution of (2) satisfying the Initial conditions Ap(t^ ) =
6 , p = 1, 2,..., n. Proceeding as before, we obtain the Inequality (14)p r n 1with tQ replaced by t,. Since max |l, E |A(t^)|l =6, it follows
n *1 L  n=T I1 ^[ II -I •- P 1
1, e |A (t) 11 <_ M on [t,, °°).
P=i p j


















1=0 j=i i j
n







—  v E1 Ib^ .Ct) ty± J (t) ^  max
t, |W(t)| 1=0 j=l 1J
1, £ |Ak(t)L k=1 dt
< M
nc
z(t) ^  ™i r i jE E |b^ .(t)|Y^  J(t) dt < e
|W(t)j 1=0 j=l 1J
This completes the proof.
16
Discussion: Note that again we have actually proved a little
more than Is stated In the theorem, namely: If no r.. exceeds unity,
XJ
then all solutions x(t) of (2) are such that 11m A, (t) exists (finite),
t + ® K
k = 1, 2, ..., n. If some r^. exceeds unity we can still assert that
lim A, (t) exists (finite), k = 1, 2,..., n, for those solutions x(t) 
t »
which satisfy the initial-value inequality (11) for some tg.
In [4] Waltman established the following: Let z-^ (t), Zg(t) be
p  oo
independent solutions of z" = f(t) and assume 1 |g(t)|y(t) dt < 00
2n+lwhere y (t) = max £ z^ 2n+2(t), • Ihen u" = f(t)u + g(t)u'
has solutions of the form u(t) = a(t)z^ (t) + gttjzgtt) where lim a(t)
t -»■ 00
and lim g exist. Ihis result can be obtained as a special case of 
t “
Theorem 3.
The conclusion of the next theorem describes a slightly different 
type of asymptotic behavior.
THEPKEM 4: Hypotheses: The same as those of Theorem 3. In
addition we also assume that
(15) lim 
t
^  I V s) 1 |b (s )|y, as
1W (3)1
t
=  0 ,
0 <_ i <_ n-1, 1 £ j £ nw, 1 £ k <_ n, 0 £ p £ n-1. Conclusion: Equation
(2) has solutions x(t) such that
(16) x^(t) = I a^ x, ^ p\t) + 0^(t), p = 0, 1,..., n-1, where the
k=l / \
a. are constant and lim 0 p (t) = 0, p = 0, 1,..., n-1. Furthermore,
K t •* »
given any n real numbers 6^ , 62,..., <$n and any e > 0, there exists a
solution x(t) of the form (16) such that |a^  - < e, k = 1, 2,..., n.
17
Proof: We shall use the notation and results of Theorem 3. Let
x(t) be a solution of (2) obtained by the proof of Theorem 3 and satis­
fying the conclusion of Theorem 3, i.e.,
x^(t) = E Ak(t)xk^(t), p = 0, 1,..., n-1, where lim A^ Ct) = a^ and
k=l t
|a^  - 6k| < e, k = 1, 2,..., n. Solving for (t) in equations (12) and




f j i  V 3 >*k(i)<s>J
r - j
Wk(s^  E E1 b (s)| E AI,Cs)xI/ 1,(s) I ds
W(s) 1=0 j=l
Hence |A^ .(t) - ak|
lWk(s)l E E1 |b .(s)|Y1 1J’(s) i max |"l, E |Ak(s)|lIwf^l 1=0 J"1 J 1 L k=i J ds
iw / •> I n-1 m. r. .
I k\sJ_l_ e E1 |b..(s)|Y. 1J(s) ds. It therefore follows
W(s)| i=0 j=l 1J 1
from equations (15 that lim MA^Xt) - a^ J lxk^(t) | 1 = 0, k = 1,2,.. .,n,
t °° L J
p = 0,1,...,n-l.
Let 0 (t) = E Ak(t)x, ^(t) - E a,xk^^(t), p = 0,1,..., n-1. Thus
p k=l k=l
X^(t) = E Ak(t)xk P^ (^t) = E akxk P^ (^'t) + 0r,(t) ^  lim Qr,^ = °» 
k=l k=l p t -* « p
p = 0,1,..., n-1. Putting 0Q(t) = 0(t), it follows that 0^ (t) = 0!(t),..., 
0n ^ (t) = 0^ n~‘^(t). This conpletes the proof.
Discussion: Theorems 3 and 4 are quite similar, both in hypotheses
and conclusions. It is therefore reasonable to investigate the relationship 
between the two theorems.
18
As to hypotheses, it sometimes happens that condition (9) of 
Theorem 3 Implies condition (15) of Theorem 4, in which case the hypotheses 
of the two theorems are exactly the same. We shall see later (Corollary 
4.1) that this is indeed the case when dealing with equation (1) which, of 
course, is a special case of equation (2). In general we have the follow­
ing result:
Assume that there exist (non-negative) non-decreasing continuous 
functions x^ p(t) such that (for sufficiently large t) lxk^  (t) | £ x|^ (t) 
and x*^(t)|Wk(t)| £ cZ(t) where c is a positive constant, k = l,2,...,n; 
p = 0,1,..., n-1. Then (9) implies (15).
This result is an immediate consequence of the inequalities












The following example shows that (9) does not always imply (15); 
therefore the hypotheses of Theorem 4 are more than just formally stronger 
than those of Theorem 3:
Consider the equations
(17) x" - ^  x* + x + p* xr = 0 and
19
(17-L) x'f - p xf + p  x = 0, where t >_ 1
and r Is a positive rational with odd denominator satisfying 1 <_ r < .
Linearly Independent solutions of (17-L) are x^(t) = t, x2(t) = t2. Thus 
W(t) = W1(t) = t2, W2(t) = t; Z(t) = YQ(t) = t2. Since b(t) = we have
|b(t) ]Ynr(t)dt =
[wet)| 0
dt■ - - - < co
T £ 2r J











t -* °° 3 - 2r
¥■ 0,
so that condition (15) does not hold.
Taking a different point of view, we now examine the relationship
between solutions of the form (10) and those of the form (16). We have the
following results:
If lim A^ .(t) = a^. and x^p (^t) is bounded, k = l,2,...,n, then 
t
Z A. (t)x, ^ ( t )  = Z a^ x, ^ ( t )  + 0 (t) where lim 0 (t) = 0
r— H k=l P m P
To
k=l t -* 00
prove this, we need only observe that 
n , . . .
= 0 . ^ 1 U ■ u u u11 r^(t) ■ jic(p)(t)■+■ °° k=l L J
On the other hand, if some x^p (^t) £say x.^ p^^)"J ps hounded
away from zero, then Z a, x, ^ p\t) + 0^ p\t) can be written in the form
k=l
Z A^.(t)x^p (^t) where lim A^ .(t) = a^., k = l,2,...,n. This can be
20
G(p)(t)proved by putting A-^ (t) = a^_ + — ^ —  and A^ (t) = a^., k = 2,3,...,n.
X-^ (t)
If we apply Theorem 4 to the equation (1) we obtain the following
result:
COROLLARY 4.1 If
(18) ^  tn 1^  dt < °°, 1 <_ j <_ m^ , 0 < i < n-1,
, ~ (n-l-i)r..
|bij (t) ft
then equation (1) has solutions x(t) of the form
(19) x(t) = £ a-t^ + 0(t) where lim 0^ p\t) = 0, p = 0,1,...,n-1.
k=l t ■> 00
Purthemore, given any n real numbers <5^, 62,..., 6n, and any e > 0, there 
exists a solution x(t) of the above form such that |a^. - 6^.| < e, k=l,2,...,n.
Proof: Using the notation of Theorems 3 and 4, we put
xk(t) = tk"“^ , k = l,2,...,n. Hence 
n—1
W(t) = n (q!), and for t > 1, Y,(t) = x (l)(t) = !■, t11"1"1
q=0 i n  'n
It can be shown4 that
wk(t) =
r -  n-1
n (q!)
— SE5-------- ] tn-k, k = 1,2,...,n.
(n-k)!(k-1)!
Hence, for t sufficiently large, we have 
Z(t) = W1(t) = £  nQ (q!)"J tn_1.
4See Appendix
21
Thus f |b.,(t)|Y.^(t) dt |W(t) | 1J 1
r (n-l)! 1 _ L Cn-i-TTT J
rij
(n-l)!
so that condition (9) holds.
n i (n-l-i)r
t l^ ij(t) |t
(p).
dt <
Each of the functions xk'*"(t) is non-negative and non-decreasing 
for t > 0. Also, for t sufficiently large, we have 
x,_^(t)Wk(t) < xv(t)W,^ (t)k - k
n-l





Hence, by the discussion following the proof of Theorem 4, condition (15) 
must also hold.
Thus all hypotheses of Theorem 4 are satisfied, and the desired 
conclusion follows immediately from Theorem 4.
J°° 2n+2|b(t) |t dt < °°,Pn+1then the equation x" + b(t)x =0 (n >_ 1) has solutions x(t) of the 
form x(t) = at + b + o(l) where a and b are constant. This result can be 
obtained as a special case of Corollary 4.1.
Our next result is a weak converse of Corollary 4.1. However, it 
does give some indication of the "sharpness" of the corollary.
THEOREM 5: Consider the equation (1). Assume, in addition to the
usual hypotheses, that all the b, (^t) eventually have common sign. Suppose 
that (1) has a solution x(t) of the form (19), where an > 0 and
22
lim 0^(t) = 0, p = 0,1,...,n-l. 
t -»■ 00
p°° _1 ( )
Finally, assume that the improper integral I tn x n (t) dt converges.5 
Conclusion: Condition (18) of Corollary 4.1 holds.
Proof: Choose tg so large that for all t >_ t^ ,
r ?  (■k-.1 a - tk 3“:l + G^^Ct)"! > 0, i = 0,l,...,n-l,
lk=l+i (k-l-i)! J
the b. .(t) have common sign. Since x(t) satisfies (1), we have
-1x^(t) dt = - P  ^ E E1 tn_1 b..(t)
1=0 j=l
and all
n-l m. -i I n  /, n , n . /.
E Ex t“ x b. .(t) I E — v ^ ± Z J   „ t + 0
i=0 j=l 1J |k=l+i (k-l-i)!
Since all terms in the integrand have common sign, it follows that each 
of the integrals
r. .
tn-1b..(t) 1" E — —  a, tk“1_:L + 0 ( l)(t)'l dt
I k=l+i (k-l-i)! Jij
t0
is (absolutely) convergent. Since
lim 
t -> «
n—1—i / . \ |;__________________  _ (n-l-i)!
f** x a,tk 1 1 + 0^(t)"| (n-ljla^
I k=l+i (k-l-i)! K J
5By (19), x^(t) = 0^ n (^t). Thus J' tn ’*'x^n (^t) dt 
J “ tn_10(n)(t) dt.
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the desired result follows by the limit-comparison test.
We now turn to a consideration of the boundedness of solutions of
(2) and (2-L). "'Our first result is an inmediate consequence of Theorem 3:
COROLLARY 3.1: If all solutions x^ (t) of (2-L) are such that
xL^(t) is bounded, and if (9) holds, then (2) has (non-trivial) solutions
x(t) such that x^(t) is bounded. [If no r. . exceeds unity, then all
solutions of (2) have this property.]
Proof: By Theorem 3, (2) has (non-trivial) solutions x(t) such
that x^(t) = E Ak(t)xk^(t) where lim A^ (t) = a^. (finite),
k=l t ->
k = l,2,...,n. Clearly x^(t) is bounded.
A more interesting boundedness criterion is the following:
COROLLARY 3.2: If all solutions x^(t) of (2-L) are such that
xL(t), xL’(t),..., xL n^-1 (^t) are bounded, and if
(20) |b_ (t) |exp|” J* an_1(s)ds dt < “, 0 <_ i <_ n-l, 1 < j < im,
then (2) has (non-trivial) solutions x(t) such that x(t), x’ (t),... ,x^ n-^  (t) 
are bounded. [If no r.. exceeds unity, then all solutions of (2) have this 
property.]
Proof: It will suffice to show that (20) implies (9). By hy­
potheses, Z(t) is bounded and each Y^ (t) is bounded, i = 0,1,...,n-l. Let 
M denote a common bound of all of these functions. By Abel's Identity6,
W(t) = W(tQ) exp an_i(s) ds













Thus (9) holds, and the proof is complete.
Discussion: The advantage of Corollary 3-2 over Corollary 3-1
is that condition (20) of the former involves only an_^ (t) and the b^ . (t), 
whereas condition (9) of the latter contains expressions involving the 
solutions x^ (t) of (2-L) and their various derivatives. In addition, con­
dition (20) is free of the exponents r...
We have seen that condition (20) is certainly not weaker than con­
dition (9), since (20) implies (9). The following two examples show that 
(20) may or may not be strictly stronger than (9).
2
As the first example, consider the equation (21) x" + ^  x’ +
P 2
b(t) [x1] =0 and the corresponding linear equation (21-L) x" + x' = 0.
Linearly-independent solutions of (21-L) are x^ (t) = ^  (t) = 1. Thus 
x^ (t), x^’ (t), x2(t), and x2’(t) are bounded on [1, °°). We have W(t) = 
W-^ (t) = 1, W2(t) = , Z(t) = 1, and Y^ (t) = ^  . Thus condition (9) be­
comes
J t |b(t) | 2r dt < °°, but condition (20) becomes t21b(t)|dt <j;
It now becomes a simple matter to choose b(t) and r in such a manner that 
(9) holds but (20) does not.
2
As the: second example, consider the equation (22) x" + r- x’




Since (22-L) is Identical to (21-L), the functions W(t), W^t), W2(t), 
and Z(t) are the same as In the first example. Also Yq(1) = 1. Thus, In 
this example, conditions (9) and (20) both become J* t2|b(t)|dt <
The following is of some interest in connection with the hypotheses 
of Corollaries 3.1 and 3.2: It is known [2, pp. 168-170] that if a function
x(t) is such that x(t) and x^n-^(t) are both bounded, then x^(t) is 
bounded for 0 < p < n-l. Thus In Corollary 3.2, for Instance, we need not 
assume the boundedness of x^^^(t) for 0 < p < n-l.
Either of the preceeding two corollaries can be used to obtain the 
following well-known result [6, p. 112] for the second-order linear case:
If all solutions of x” + a(t)x = 0 are bounded, then so are all solutions 
of x" + [a(t) + b(t)] x = 0 provided J' |b(t)|dt < °°.
We shall next consider the question of square-integrability7 of 
solutions of (2) and (2-L). We shall have need of the following two pre­
liminary lemmas:
LEMMA 2: If a^ , a2,... ,a^  are any real numbers, then
2
t n n 
2n i a.2. 
i=l
Proof: Induct on n.
LEMMA 3: Let y(t) be continuous for t >_ tg > 0. Assume r > 0.
If r > 1 we make the additional requirement that y(t) be bounded on [t^ , <=°). 
Let M be defined as follows: If 0 < r < 1, M = 1. If r > 1, M satisfies
7Square-integrability may be thought of as a type of "boundedness."
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|y(t)| 1 Mon [tQ, “). Let r* = max [0, 1-r], Then
(23) i: 2r, v M2(r-l+r*) ,r*y (s)ds <_ M t
1-r*
y2(s)ds
Proof: We consider two cases.
If 0 < r <_ 1, then r* = 1-r, and (23) becomes
< t1-r I y (s) ds'0 f
2r i x , y (s) ds
This inequality obviously holds when r = 1. It can be proved for 0 < r < 1 
by using Holder's inequality
J |f(s)g(s)|ds ' rt P< I |f(s)|pds 1 |g(s)|qdsJ *0 Jm y  *o J
1
q
i ^ = 1, p > 1, with f(s) = 1, g(s) = y2r(s), p = ^  ,q = ^
Jr M.
For r > 1 we have r* = 0 and
t r> t





ds = M2^ 15 f
t M" J tz0 0
y2(s) ds.
Thus (23) holds.
THEOREM 6: Suppose that all solutions xL(t) of equation (2-L) are 








t ^  [^^(t)] dt < »,
0 <_ i £ n-l, 1 _< j £ m^ , 1 £ k £ n, 0 £ q £ n-l. Let x(t) be a solution 
of (2). Then either
(25) [ > > ( t ) ]  dt < °°, p = 0,1,...,n-l,
or else, for sane p, x^(t) is unbounded for large t.
Proof: Assume |x^(t)| <_U for t >_ tQ > 0, p = 0,1,...,n-l.
We must show that (25) holds. Variation of parameter, as applied in the
n











V  > b,,(S) [*&>(«)] riJJi ^ ( t ) ,






Z Z1 |b (s)||x^(s)| ds |x, q^\t)| 
i=0 j=l 1J 1






3=1 I \ {s)W(s)
r. .
|bjj (s) I lx^  (s) | ds
28
i2n Ji i 4 <v
+ 2
n-l m. 






un„ 2For convenience in notation, let 2 (tg) = c^., k = 1,2,...,n, and 
nig +.. .+m _,-l
2 n = c. Then, applying the Cauchy-Schwarz inequality, we have
n n-l m. 








Now by Lemma 3,
r~ /. \ -i 2r. . 2(r..-1+r*.) r?.
[x(l)(s)J 1Jd s < M  1J ^  t 1J


























x<q>(t)] < Z Z^ ck \xkw '(t)
n-l n n-l m
+ c Z Z Z E





1  +  Z
p=0
n-l





x p (s) \ ds and
xk(<l)(t)]
n-l n n-l m.
p(t) = c z z z E1





2(r. .-1+rjf.) r*.ij ±y . ijM
the above Inequality becomes
n-l,-i r , N T 2 n-l n ^
I lx(q'(t)l £ Z Z ck f xk (t) J + pCt)y(t).
q=0 J q=0 k=l L




x^(t)1 dt <_ E E c  
-J q=0 k=l K
u
[xk(q)(t)J dt + p(t)y(t)dt.
Adding 1 to both sides and putting
rnl n 
6 = 1 + E E c 
q=0 k=l k
u
^  > we have — 6 +J p(t)y(t)dt.
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rSince I p(t)dt < 00 by hypothesis, it follows by Bellman's lemma that 
y(t) is bounded on [tg, °°). This completes the proof.
COROLLARY 6.1: Consider the equation (2) under the further re­
striction that no r. . exceeds unity. Assume that all solutions xT(t) of 
(2-L) are such that J fxL^(t)J dt < °°, p = 0,1,...,n-l. Then the 







0 <_ i <_ n-l, 1 <_ j £ nn, 1 <_ k <_ n, 0 <_ q <_ n-1.
Proof: Since r*. = 1-r.., all i,j, (24) becomes (27). By Lemma
3 and the proof of Theorem 6, no boundedness restriction on x(t) and its 
derivatives is necessary. The desired conclusion follows.
If we start with equations of less generality than (2) and apply 
the methods used in the proof of Theorem 6, we obtain "special cases" of 
Theorem 6. Of particular interest is the following:
COROLLARY 6.2: Consider the equation
.(n) .(n-l). m ‘j(28) xv + a -,(t)xv '+...+ an(t)x + £ b.(t)x 0 = 0
n 1 u j=l J
with corresponding linear equation
(28-L) x ^  + an_^(t)x^n ^+...+ aQ(t)x = 0.




dt < °°, then the same is true of all solutions x(t) of
31
(29) r[f Wk(s)bj (s) dsW^s)
l<_j <_ m, 1 <_ k _< n.
1-r,
< 00 .
Discussion: Corollary 6.2 can be used to obtain the following
well-known result [6, pp. 116-117] for the second-order linear case:
If all solutions of x" + a(t)x = 0 are square-integrable, then the 
same is true of all solutions of x" + [a(t) + b(t)]x = 0 provided that
b(t) is bounded for large t.
To prove this, let x-^ (t), x2(t) be linearly-independent solutions 
of x" + a(t)x = 0. Thus W(t) = c (a non-zero constant), W-^ (t) = x2(t),
and W2(t) = x-^ (t). Condition (29) becomes
x^ (t)dt < 00, k = 1,2. This condition is
C  00 r»4
x2 , (s)b2(s) , 3-k ds
V
CMO
clearly satisfied when b(t) is bounded.
The following is of some interest in connection with the hypotheses 
of Theorem 6 and Corollary 6.1: It is known [2, p. 170] that if a function
x(t) is such that x(t) and x^n-^(t) are both square-integrable, then so 
is x(P}(t) for 0 < p < n-l. Therefore, in Theorem 6 and Corollary 6.1, we 
need not assume the square-integrability of the functions x^P^ (t) for 
0 < p < n-l.
Finally, we note that condition (24) of Theorem 6 can be replaced 
by the simpler (although generally more restrictive) condition that the
ntfunctions r# _
Z^ (s)b?.(s) , n .ij ds, 0 <_ l <_ n-l, 1 < j < m., be
W2(s)
bounded for large t.
THE BEHAVIOR OP 
SOLUTIONS OP THE 
SYSTEM (2S)
We shall consider the nth order vector-matrix systems
m r,
(2S) x' = A(t)x + I B. (t)x K and
k=l K
(2S-L) x' = A(t)x, where the coefficient matrices are continuous, each
r^
r^ is a positive rational with odd denominator, and x denotes the column
p
vector whose i component is xJ^ . We shall use the vector-matrix norm
whose value is the maximum of the absolute values of the components. In
addition to the usual properties of a norm, this particular norm has the 
properties | |AB| | _<_ n | |A| | | |BJ | and | |xr | | = ||x||r. (Of the three 
common norms in general use, it is the only one which possesses this latter 
property, and was chosen for this reason.)
We shall see later that equations (2) and (2-L) are equivalent, 
respectively, to special cases of systems (2S) and (2S-L). It is there­
fore reasonable to expect that results thus far obtained for equations (1) 
and (2) might extend, in seme sense, to systems of the form (2S).
Our first result is a weak extension of Theorem 3.
THEOREM 3S: Consider the system (2S). Let X(t) be a fundamental 
matrix solution of the associated linear system (2S-L). Assume
r,
||X 1(t)Bk(t)|| ||x(t)11 dt < », k = 1,2,... ,m.
Then, given any n-vector a, and any e > 0, (2S) has solutions x(t) of the




Proof: Let r denote the maximum of 1 and all the r^ . If r > 1,
choose tQ so large that
-l/(r-l)
1 + a <




X 1(t)B, (t) 11 I |X(t) 11 K dtkk
'0
By Lemma 1 there exists a bound M such that, if y(t) is any non-negative 
continuous function satisfying
y(t) < 1 + | | cx | | + nr+1 |X 1(s)Bk(s)|| | |X(s) | | k yr(s) ds
for t >_ t^ >_ t^ , then y(t) < M on [t^ , °°). Choose t^ j* ,tg so large that
mr+1 n £
k=l
|x"1 (t)Bk (t)| |x(t)||'k dt < M1
Let x(t) be a solution of (2S) satisfying the initial condition
x(t^ ) = X(t^ )a. Let c(t) = X- "^(t)x(t). Thus c(t^ ) = a and x(t) = X(t)c(t),
Hence x*(t) = X,(t)c(t) + X(t)c’(t). Using (2S) it follows that
(31) c’( t ) = X 1(t) E Bk(t) £x(t)c(t)*j
■k
Integrating (31) from t^  to t  _> t^ , we have
,t
(32) c(t) = a + m P -i r “Irk
kl  J  X (s)Bk (s) L x(s)c(s)J ds
From (32) we have
34
m f , r,
I|c(t)11 1 IMI + n E I ||X ■ (s)Bk(s)11 ||X(s)c(s)11 ds
■j~
m p  V V
<_ {I a I I + n14"1 E I I IX^ CsjBj^ Cs) | | | |X(s) | | k | |c(s) | | k ds
tl
rk r i rAdding 1 to both sides and using | |c(s) | | < I 1 + | |c(s).| | I , we have
1 + ||c(t)|| £ 1 + |fa| |
»t
^  ^  | |X~1(s)Bk(s) | | | jX(s) | |r>k Q. + ||c(s)|jj ds
It now follows by Lemma 1 that 1 + | |c(t) | | < M  on [t-^, °°). It is then 
easily shown that
J E X-1(t )Bk(t) jx(t)c(t)'j kt k=1 *1
Hence, by (32) lim c(t) exists, since "absolute convergence implies con- 
t -* °°
vergence". Denoting this limit by 6, we have
m
= a + E 
k=l
\j
X 1 (t)Bk (t) [’x(t)c(t)'] ^  dt.
*1
Thus||a-e||< E I ||X 1(t)Bk (t) [X(t)c(t)]
^rfn14-1 E I I |X”1 (-t)Bk (t) 1 I I |X(t)| I k dt < e.
k=l J
This conpletes the proof.
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Discussion; Note that the proof of Theorem 3S is essentially the
same as that of Theorem 3. They differ only in detail.
It can be shown that if no r^ exceeds unity, then all solutions
x(t) of (2S) are such that lim c(t) exists (finite norm). The proof of
t -»■ 00
this is patterned after the proof of the corresponding result in Theorem 3.
In a recent paper by Bebemes and Vinh [7] the following result is 
obtained: Let X(t) be a fundamental matrix solution of x' = F(t)x. Assume
|X ■*'(t)G(t)X(t) | |dt < ”. Then, given any n-vector a, the systemr
x' = [F(t) + S(t)] x has a solution x(t) of the form x(t) = X(t)c(t) where
lim c(t) = a. This is a stronger result, and cannot be obtained as a 
t -* °°
special case of Theorem 3S. Its strength seems to be a consequence of the 
fact that Bebemes and Vinh are dealing with a linear system, whereas system 
(2S) is non-linear.
Our next result Is a weak extension of Theorem 4. Its proof is 
patterned after that of Theorem 4.
THEOREM 4S: Hypotheses: The same as those of Theorem 3S. In
addition we also assume that
(33) lim 
t «
|X(t)| |X 1(s)Bk(s)|I I|X(s)I I k dt = 0,k = 1,2,... ,m.
v t
Conclusion: Given any n-vector a and any e > 0, there exists a solution
x(t) of (2S) such that x(t) = X(t)B + 0(t) where ||a — $| | < e and
lim j|0(t)||=0. 
t -*■ «>
Proof: We use the notation and results of Theorem 3S. Let x(t) be
a solution of (2S) obtained by the proof of Theorem 3S and satisfying the
36
conclusion of Theorem 3S. Integrating (31) from t >_ t-^ to 00, we have
Multiplying both sides by | |X(t)| | and using (33), it follows that
lim f  I |x(t)| | | |c(t) - 6 1 |1 = 0  
t -*■ » L J
Putting G(t) = X(t) |^ c(t) - B^ J , the proof is coup let e.
We next consider boundedness (in the norm) of solutions of (2S) 
and (2S-L). Our first result is a weak extension of Corollary 3.1.
COROLLARY 3.IS: If all solutions of (2S-L) are bounded, and if
(30) holds, then (2S) has (non-trivial) bounded solutions. [If no r^ 
exceeds unity, then all solutions of (2S) are bounded.]
Proof: This follows from Theorem 3S (and the ensuing discussion)
in the same manner that Corollary 3.1 follows from Theorem 3-





|c(t) - B|| £ M^ n E
k=l
| |X 1(s)Bk(s)| | | |X(s)||ric ds.
A still weaker but more interesting result is the following: 
COROLLARY 3•2S: If all solutions of (2S-L) are bounded and
dt < °°, k = 1,2
then (2S) has (non-trivial) bounded solutions. [If no r^. exceeds unity, 
then all solutions of (2S) are bounded.]
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Proof: It suffices to show that (34) implies (30). We have
||X-1(t)|| = ---- ----  ||adj X(t)||. By the vector-matrix extension
|det X(t)|
of Abel's identity [6, p. 10], det X(t)
Since ||X(t)11 and (therefore) ||adj X(t)|| are bounded, the proof is 
complete.
Discussion: Corollary 3.2S can be used to obtain the following
well-known result [6, p. 43] for linear systems: If all solutions of 
x' = A(t)x are bounded, then the same is true of all solutions of
Our final result is a generalization of Theorem 6:
THEOREM 6S: Suppose that all solutions x^(t) of (2S-L) are such
Let x(t) be a solution of (2S). Then either | |x(t)| j dt < °° or
[A(t) + B(t)]x provided
2
|xL(t)| | dt < . Let r£ = max [0,1-r^ ], and assume
r*
t K dt < “, k = 1,2
2
else ||x(t)|| is unbounded.
Proof: Assume ||x(t)|| <_ M for t > tQ. Let c(t) = X_1(t)x(t)
where X(t) is a fundamental matrix solution of (2S-L). Thus
x(t) = X(t)c(t) = X(t)
Hence ||x(t)|| <_ n ||X(t)|| | |c(tQ) | |
m C t
+ n E I | |X(t)X (s)Bu.(s)|| ||x(s)|| ds.
k=l , t
Squaring both sides, and using Lenina 2, Lemma 3, and the Cauchy-Schwarz
2 2 2 2 
inequality, we have ||x(t)|| £ 2n ||X(t)|| [ |c(tQ)11
“ 2n m “
+ 2^ n E 
k=l
r I|x(t)x_1(s) B^ Cs)I I ||x(s)||k ds |
J
£ cn | |X(t) ||^  + B01 n2 E I | |X(t)X-1(s) B, (s) 1|2 ds • I ||x(s)|| kds
J t
£ c1 I |x(t) 112 + c2 E I |X(t)X 1(s) B^ Xs) I |2ds • t k y  ||x(s)j|2ds|
t0 L t0 -J
P p m  P 2 (r k " 1_rk  )•
where = 2n ||c(tQ)| | , c2 = 2 n M
Proceeding as in the proof of Theorem 6, we obtain
»U -» pea
x(t) I |2dt I £ 1 + C-, ( I |x(t) I 12 dt'1
t0
r:‘[■•J’1
L J t o
||X(t)X 1(s) Bk(s)I|2ds • t K |l + \ I[x(s)I|^ dsj [ dt.
The desired result now follows from Bellman's lemma.
Remark: It can be shown that if no r^ exceeds unity, then ail
is x(t 
ollary 6.1.]
2| |x(t)| | dt < °°. [Compare Cor-
EQUATION (2) AND SYSTEM (2S): 
A COMPARISON OF RESULTS
We begin by justifying our earlier assertion that equations (2) 
and (2-L) are equivalent to special cases of the vector-matrix systems 
(2S) and (2S-L), respectively. This is shown as follows:
Put x = Xp x’ = x2,...,x^ n_1  ^= xn in equation (2). Thus (2) 
is transformed into the system
r
X ' = X.
X ' = X,
<
x 1 = - a n(t)x + a 0(t)x , + ...+ an(t)xn In I n-l n n-2' n-l 0 ' 1 1
V  n-l f m. _ rijr “1
Let x now (and henceforth) denote the column vector with components 
X-^ , • Let
8This is, so to speak, a midstream change of notation. We could, of 









1 . . . 0
A(t) =
0 0 0 ... 1 
-aQ(t) -a-^ t) -a2(t). .
Let By (t) denote the matrix such that -by (t) appears in the nth row of 
the (i+l)st column, all other entries being zero. The preceeding system 
can then be written in the vector-matrix form
n-l m. r.
(2S*) xf = A(t)x + E E1 B (t)x1J,
i=0 j=l
which is a special case of (2S).
We begin our comparison of results by examining the relationship
between Theorem 3 and Theorem 3S:









|X(t) | | ^dt < °°, 0 < i < n-l, 1 £ j <_ nn.
x^ (t)
x2(t) . . . xn(t) 
x2'(t). . .
x. (n-l)(t) ^ (n-l)(t ). . . x (n-l)h (t)
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where x-^ t), x2(t),..., x^ Ct) are linearly-independent solutions of (2). 
Let y^Ct) denote the k,nth element of X-1(t), k = 1,2,...,n. Thus the 
matrix X-1(t) B..(t) Is such that the elements -y, (t)b. . (t),
■ t j  J - i  l  - t j
-y„ (t)b..(t),..., -y (t)b..(t) appear In the (i+l)st column, all other
iiil
column entries being zero. Thus
| |X_1(t)B (t)| | * |b (t) | max 1^^)!*
1 <_ k _< n
(_l)n+kW (t) 7(n
But y^Ct) = ----------  . Thus ||X (t)B (t)|| = __1_L |b. • (t) |.
^  |W(t)| «
Let Y(t) = max |x, (t) | = max Y,(t).
0 < i < n-i 0 < 1 < n-l 1
1 < k < n
Thus ||X(t)|| = Y(t). Hence (30*) becomes 
(9*) z^) lh
IWCt) |
|b.. (t) | Y  ^(t) dt < °°, 0 <_ 1 <_ n-l, 1 <_ j <_ m..
Since (9*) is, in general, more restrictive than (9), it follows that 
Theorem 3S is a weak extension of Theorem 3- Strictly speaking, Theorem 
3S is not a generalization of Theorem 3, because the latter cannot be ob­
tained by applying the former to the system (2S*).
A similar statement describes the relationship between Theorem 4 
and Theorem 4S.
In view of the preceeding, it is rather surprising to find that
Corollary 3.2S is a generalization of Corollary 3*2. This is easy to show:
Applying Corollary 3.2S to the system (2S*), condition (34) becomes
| iBy (t) || exp j^ - ^  Trace A(s)ds ^(34*) \ | „(t)| | j | dt < °°, 0 _< i <_ n-l, 1 £ j <_ nu.
i, 2
Since Trace A(s) = - an_1(s)s it follows that (34*) is equivalent to 
condition (20) of Corollary 3.2.
We conclude this section by comparing Theorem 6 and Theorem 6S:
If Theorem 6S is applied to the system (2S*), condition (35) becomes
appear in the (i+l)st column, all other column entries being zero. Since
Thus condition (24) implies condition (35*). Hence Theorem 6S, when applied 
to the system (2S*), gives a result which is at least as sharp, if not sharper, 
than Theorem 6. We are therefore justified in calling Theorem 6S a general­
ization of Theorem 6.
The matrix X(t)X~J'(s)B. . (s) is such that the elements -b. .(s) E x ^ ^ y ^ n ^
rf 1
t dt < “,




0 < q < n-l
E (-1) 
k=l
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The Relationship Between Lemma 1 and Bihari *s Generalization of 
Bellman’s Lemma:
Bihari's generalization may be stated as follows:
THEOREM: .If k, m >_ 0 and g(s) is positive for s > 0, then the
inequality
r:(36) u(t) <_ k + m \ v(s)g[u(s)] ds, a < t < b implies thata
(37) u(t) < G 1 + m ^
Iuwhere G(u) = | —  , u > Uq > 0.u g(t) u0
Lemma 1 can be obtained from the above result in the following way 
Let u = y, k = 5, m = 1, a = t^ , v = p, g(s) = sr, b = + °°, uQ = S. Thus 
(36) becomes ^
y(t) <_ 6 + j p(s) yr(s) ds, t >_ t^3J  t,
as in the hypotheses of Lemma 1. We also have
45
6eu if r = 1
Hence G- (^u) =
[■
61 r + (l-r)u]
1
1-r
if r > 1
Thus, if r = 1, (37) becomes
y(t) £ 6 exp J  p(s) ds J
If r >1, (37) becomes
y(t) £ jjS1 r + (1-r) ^  p(s) ds^ j .
1
1-r
Recall that the conclusion of Lemma 1 was deduced from the two preceeding 
inequalities.
Evaluation of the Functions W^(t) Associated with Equation (1). 
Linearly-independent solutions of (1-L) are x^ (t) = t^” ,^ 
k = l,2,...,n. Hence W(t) =
1 t t i-n-3 , n-2 n-l






















We wish to prove that 
r- n-1
n (q!) 
3Jl_9_____(38) W, (t) =
(n-k)!(k-1)!
tn"k, k = l,2,...,n.
This can be done by inducting on k as follows:
Expanding W(t) by minors of the nth row, we have W(t) (n-l)!Wn(t),






Thus (38) holds when k = n.
To complete the induction, we assume that (38) is valid for 
k = n, n-l,..., n-m, where m is a fixed integer satisfying 0 £ m <. n-2. 
Adding the (n-m-l)th row of W(t) to the nth row of W(t), and expanding by 
minors of this new nth row, we obtain W(t) = (n-l)! Wn(t)




Hence 0 = E 
1=0
^l)i I" (n-l-D! w .









+ (-1f*1 (n-m-2)! W ^ ^ t ) .




























Thus (38) is valid for k = n-m-1, and the proof is complete.
