This paper treats identication of continuous-time output error (OE) models based on sampled data. The exact method for doing this is well known both for data given in the time and frequency domains. This approach becomes somewhat complex, especially for non-uniformly sampled data. We study various ways to approximate the exact method for reasonably fast sampling. While an objective is to gain insights into the non-uniform sampling case, this paper only gives explicit results for uniform sampling. 
Frequency-Domain Identification of Continuous-Time
Output Error Models Part I -Uniformly Sampled Data
Introduction
In this contribution we shall discuss identification of possibly grey-box structured linear continuous time models from discrete-time measurements of inputs and outputs. This as such is a well known problem and discussed, e.g. in [2] . Several techniques for identification of continuous time models are also discussed in, among many references, [7] , [11] , [4] .
The "optimal" solution is well known as a Maximumlikelihood (ML) formulation. It consist of computing the Kalman filter predictions of the output at the sampling instants by sampling the continuous time model over the sampling instants. These predictions are functions of the parameters in the continuous time model and by minimizing the sum of squared prediction errors with respect to the parameters, the Maximum likelihood estimate is obtained in case of Gaussian disturbances. For equidistantly sampled data, this method is also implemented in the System Identification Toolbox, [3] .
No method can be better, in theory, asymptotically as the number of data tends to infinity, than this maximum likelihood method. However, it may encounter numerical problems at fast sampling, and it may be computationally demanding for irregularly sampled data.
We shall therefore here investigate some approximations based on frequency domain data that may be useful alternatives to the basic ML method. For relevant references on frequency domain identification see, e.g. [6] . While an important objective for us is to gain insights into the case of irregular sampling we shall here concentrate on equidistant sampling to bring out the essential issues.
A straightforward method for frequency domain identification of a continuous-time input output model is the following. First, equidistantly sampled input and output data {u(kT s ), y(kT s )} Nt k=1 are acquired. Then, the discrete-time Fourier transforms of the sampled data is computed as follows
Ts n,
y(kT s )e iω n T s , n = 0, . . . ,
After that, the parameters would be identified by minimizing the sum of the square of the difference of the measured and expected frequency response as follows [5] (2) where N ω represented the number of frequency components. The pivotal element of this construction is the discrete-time transfer function G d (z) which governs the frequency response G d (e iωT s ) of the system (therefore relating the frequency content of the sampled input to that of the sampled output). In some cases, this so called pulse transfer function might be problematic. As the rate of sampling increase, the relationship between the continuous-and discrete-time system can become more or less ill-conditioned. Mainly, this is due to the gathering of the poles of the discrete-time system around the value 1 in the complex plane. This will produce numerical difficulties while mapping back to the continuous-time parameters. We would therefore like to investigate robust alternatives to the exact G d (e iωT s ), which can circumvent such a problem by using the continuous-time frequency response G c (iω) directly. Another, maybe more important reason for studying such approximations is that they will provide insight into how one can deal with non-uniformly sampled data in frequency domain identification.
Outline
Most of the material in this paper is based on the properties of the discrete-time transfer function G d (z). This entity, which will be introduced in Section 3, is also called the pulse transfer function, since it is the discrete-time transfer function for the magnitudes of individual pulses in the input pulse train.
The relationship between the pulse and continuous-time transfer function can be represented in terms of an infinite summation. In Section 4, the effect of truncating this sum during system identification from uniformly sampled data is investigated. The problems associated with the most basic form of truncation, a straight forward replacement of the pulse transfer function by the continuous-time transfer function are also illustrated.
While the method of approximation in Section 4 is the truncation of a sum, the means in Section 5, 6 and 7 is that of approximating the transfer function G c (s). Here, two different methods are derived, where the last one can be interpreted as a form of estimate of the continuoustime Fourier transform of the output y(t).
Pulse Transfer Function
Consider a discrete-time system G d as in Figure 1 , consisting of a zero-order hold circuit H at the input, a continuous-time system G c and a sampling circuit at the output. Then, the discrete-time pulse transfer function G d can also be written as
This result can be found in the classical book by [10] on computer controlled systems. However, since the result is central for this paper, a brief summary of the thoughts leading to it will follow below.
First, define the Dirac "comb" function as
where δ(t) is the Dirac delta function. Define the operator · * such that for an arbitrary function v
and for the Laplace transform
Then, one can denote
as the sampled versions of the input and output and their Laplace transforms. If the input is assumed to be zero-order hold its sampled version will pass through a hold circuit with transfer function
s before entering the system G. Let the combination of the hold circuit and the system be defined as
Then, the relationship between the sampled versions of the output is
where p is the differentiation operator. If f is the impulse response of the system F , the sampled versions of the input and output will be related as
At the same time
and m(τ ) = 0 only for τ = kT s [10] . Hence
and an analogous expression holds for the Laplace transform
Since the transforms of the discrete input and output are trivial
the only term of real interest is F * for which
because the product in the time domain can be expressed as a convolution in the frequency domain
Placing the path of integration between the poles of F and M and completing it by a large semi-circle enclosing the poles of M , residue calculus can be used under some mild conditions. The poles of M will be located at the zeros of e Ts(s−v) = 1 which are
The residues can be proved to be
Hence the expression
Ts k follows from (6) . For a more detailed but similar discussion we refer the reader to Theorems 4.1 and 4.2 in the book by [10] .
Truncating the Pulse Transfer Function
A drawback connected with using the formula in (3) for estimation is of course the infinite sum. Good approximations can however be achieved with a limited number of terms, when the continuous-time system is strictly proper. Then, for each individual frequency ω, the contribution from higher order terms of the sum will approach zero as N f → ∞. In Figure 2 the second-order continuous-time OE-model
with true parameters a 1 = 2, a 2 = 3, b 0 = 1 and b 1 = 0.5 has been estimated using the method described in (1) . The duration of the data set was T = 1000 s, the sampling time was T s = 1 s and a random excitation signal was used. During estimation, the discrete-time counterpart G d (e iωT s ) to the continuous-time frequency response function G c (iω) has been approximated as fol- (solid) using the method in (1) when N f = 0 in (9) . The figure illustrates the frequency-domain bias which could occur if the higher order terms in (9) are not taken into account.
In Figure 2 , we have used N f = 0 in (9), which means that we have assumed that the discrete-and continuoustime frequency response functions are almost equal. The figure illustrates the frequency-domain bias which could occur if the higher order terms in (9) are not taken into account. In Table 1 the parameter values for the same estimate as in Figure 2 are illustrated. . Here N f = 0 in (9) which means that one as-
. The sampling interval is T s = 1s and the parameters are biased. 
Numerical Illustration
In Figure 3 the parameters of the model in (8) have been estimated using N f = 0, . . . , 10 in the expression for the frequency response of the pulse transfer function in (9) . As can be seen, the parameter bias decreases as N f increases. This is also illustrated numerically in Table 2 .
In Table 3 the effect of both the number N f in (9) and the sampling times T s are shown. As can be seen the bias also decrease with the sampling rate. versus the number N f of higher order terms in (9), T s = 1s. The figure illustrates how the bias decreases as N f increases. versus the number N f of higher order terms in (9), T s = 1s. The figure illustrates how the bias decreases as N f increases. It should be noticed that the system in (8) is among the most difficult cases when using (9) . Quite many high order terms may be needed at high frequencies since the gain there,
is decreasing slowly with increasing ω. 
Approximating the Continuous-Time System
In Section 4 the mode of approximation was the systematic truncation of the sum in (3). Another way to alter this relationship in a controlled manner would be to slightly change the properties of the continuous-time system G c . Assume that G c has the following transfer function
Then, for ω above the bandwidth of the system, we have
where = n−m is the so called pole excess or relative degree of the system. This means that, at high frequencies or over small time intervals the system approximately behaves as a set of integrators in series with a gain b 0 .
The high frequency part of the transfer function is usually called the roll-off and the relative degree basically tells us that the output y(t) of the system at high sampling rates almost behaves as if it would be times continuously differentiable.
Sampling Zeros and Euler-Frobenius Polynomials
Assume that the system in (11) can be represented as
where K is the static gain, {p k } n k=1 are the continuoustime poles and {z k } m k=1 are the continuous-time zeros. Then, we know that the relative degree of the discretetime pulse transfer function will always be 1 and the continuous-time poles will move to the discrete-time poles e p k Ts n k=1
and the continuous-time zeros will move to the discrete-time zeros e
.
The remaining − 1 = n − m − 1 zeros, which are called sampling zeros will approach the roots of the well known Euler-Frobenius polynomials Π (z) [9, 13] . In fact, if the system is composed of only integrators in series and a static gain b 0 such that
then, the corresponding pulse transfer function would be
The Euler-Frobenius polynomials and their properties have a long pedigree dating back to the days of Euler in the 18th century, containing celebrated names such as Sobolev [8] and Froebenius [1] . In fact Frobenius [1] showed the interesting recursive relationship for these polynomials
For practical purposes, the expansion
where
is more suitable [9] and for = 1, . . . , 4 the polynomials have the following appearance
The Euler-Frobenius polynomials appears during spline interpolation and will therefore be discussed in more depth in in the companion paper mentioned before. From now to the end of the chapter, the relationships in (12) and (15) will be exploited together with the expression for the pulse transfer function G d in (3) in order to produce interesting approximations.
Approximating the Roll-Off Behavior
In the previous section we used the summation formula (9) in order to estimate parameters. In this section, we will try to find a good approximation of the sum which is easier to calculate. For instance, define
where Π (z) are the Euler-Frobenius polynomials described in 5.1 and
is the continuous-time transfer function of a zero order hold circuit. Assume, as before that the system G c , defined in (8) has relative degree = n − m. Then, we know that the high frequency gain will be
In the theorem below we use (27) and (25) in order to derive a new approximation of the discrete-time pulse
for each ω where 
PROOF. First of all we have
as T s → 0 for k = 0. The explanation is that only the high frequency part of the transfer function will be visible in this frequency range. This, in turn, means that the discrete-time pulse transfer function in (3) can be approximated with 
and by multiplying by (1 − e −iωT s )/T s and then subtracting the central term where k = 0 we get
This completes the proof.
The terms on the right-hand side of expression (25) allow for a few interesting reflections. Let
Then, the first term
can be interpreted as the frequency response of a system made up of a chain of integrators where the input is subject to zero-order hold and the input and output are sampled. For more details, the reader is referred to Lemma 1 in the seminal paper on sampling zeros bẙ Astreöm et.al [9] . The second term
represents the continuous-time transfer function of a hold circuit followed by the same chain of integrators.
Numerical Illustration
In Figure 4 the parameters of the continuous-time system in (8)
where b 1 = 1, b 2 = 0.5, a 1 = 2 and a 2 = 3 have been estimated using the method (29) with different sampling intervals T s . The process has in all cases been observed during T = N t T s = 1000 s and the excitation signal is random and binary. Frequency domain data up to the Nyquist frequency have been used such that
where versus T s . The method used is that of (29).
the system are also found in Table 4 . As can be seen from both Figure 4 and Table 4 the approximation will be good at moderate sampling rates.
Estimating the Continuous-Time Fourier Transform
Assume that there is no output noise in the continuoustime model in Figure 1 . The frequency domain relation- versus Ts. The method used is that of (29). ship between the sampled input and output will then be
where G d is defined by (3) if the input is assumed to be piecewise constant. In continuous-time, the corresponding relationship would be characterized by
since the connection between the continuous-and discrete-time Fourier transforms of the input is 
However, since we wish to identify the parameters, the knowledge of θ 0 is quite unrealistic. Therefore, assume as before, that the system in (11) is strictly proper, stable and of relative degree = n − m. Further assume that the sampling time T s is such that the rate of sampling is above the system bandwidth. Define . The sampling rate is T s = 0.5. For moderately high frequencies, the difference is quite small.
. In Figure 5 we can see that the frequency domain difference between
in ( 
is quite small. The generality of this observation is also verified by the following theoretical result.
PROOF. First of all we have
as T s → 0 if k = 0 and b 0 is defined as in (27) . This has the consequence that
as T s → 0 if we insert (35) in (3). From Lemma 3.2 in [12] it is also clear that
By putting the two previous expressions on a common denominator, we get the following relation
Since F and R are bounded in ω and the terms of S are bounded as
This result opens for the estimation of the continuoustime Fourier transform of the output aŝ
which can be interpreted as assuming that y(t) behaves as an times continuously differentiable function between the sampling instants. The parameters can then be estimated fromŶ c by the continuous-time method
This two-stage process of first estimating the continuoustime spectrum and then estimating the system parameters, has the advantage of not directly involving the exact discrete-time frequency response G d (e iωTs ).
Numerical Illustration
In Figure 6 the parameters of the continuous-time system in (8)
where b 1 = 1, b 2 = 0.5, a 1 = 2 and a 2 = 3 have been estimated using the method described in (36) and (37) using different sampling intervals T s . The process has always been observed during T = N t T s = 1000s and the excitation signal is random and binary. Frequency domain data up to the Nyquist frequency have been used, and therefore we have
where versus Ts. The method used is that of (37). also found in Table 5 . As can be seen from both Figure  4 and Table 4 the approximation will be quite good at moderate sampling rates. 
Comparisons
In Sections 4, 6 and 7 new, approximation based, methods for identification of continuous-time input-output models have been introduced. In this section we will illustrate how the different approaches perform for some systems with different sampling intervals. In all cases we will simulate the models
with a piecewise constant input where the amplitudes of the constant segments have a Gaussian distribution. No noise was added to output in the simulations. The results of this comparison is provided in Table 6 , Table  7 and Table 8 .
Approach 1
The first, and simplest, approach to is to push one's luck and assume that the data is sampled so fast that it can be considered band-limited. Thereby one would use the methô
If the true system is of low pass character, this assumption may be more plausible for the output than for the input. We will label this Approach 1.
Approach 2
Another reasonable approximation which was presented earlier, is to use just the central term (i.e. N f = 0 in (9)) in the approximation of the discrete-time frequency response. This would then mean that we can apply the method
Compared to Approach 1, we have a continuous-time method where the piecewise constant input is correctly translated to continuous time and a band limited assumption on the output is used. This is in line with the assumption that the system is low pass in relation to the sampling interval. We label this Approach 2.
Approach 3
An obvious variant of the above approach is to involve more terms in (9) . We call this Approach 3. Clearly, as N f → ∞ we approach the "correct" method. 
Approach 4
In (36), a way to estimate the continuous-time Fourier transform of the output Y c (iω) using the pre-filter in (32) was devised.
After the transform was found, the continuous-time parameters could be acquired using the relationship in (37),
We call this Approach 4.
Approach 5
Finally, the method in (29) from Section 6 θ = arg min 
we call Approach 5.
Final Remark
It should be noted that in practice it may be essential to limit the fit of all the estimation methods to frequencies that do not extend all the way to the Nyquist frequency, since the observations may be less reliable at higher frequencies. Another reason is that F c +1,Ts in (32) will tend to infinity at the Nyquist frequency for being even (the sampled multi-integrator will then have a zero at the Nyquist frequency).
Summary
In this paper, different approaches to direct frequency domain estimation of continuous-time transfer functions based on sampled data have been presented. If the input inter-sample behavior is known this can be done without approximation. In particular for piecewise constant excitations, there are well known, but somewhat complicated formulas for this. We have investigated various frequency domain approximation of the exact transformation that are simpler to use and give good approximations, at least for sufficiently fast sampling rates. Essentially, these approximations are based on replacing the true parameter dependent system with a number of integrators that equal the pole excess of the system. This line of though is continued in the following paper.
