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Abstract
We develop tools to determine which fixed points in a generalized Lotka–Volterra system are stable,
under certain non-degeneracy conditions. We characterize which faces of the boundary of the domain of
the Lotka–Volterra system could contain a stable fixed point. Under various relaxed conditions, we show
that whenever a face of the boundary contains a stable point there are no other stable points in any strictly
larger face of the boundary.
1 Introduction
SupposeA = (Aij) is anN×N real matrix and r ∈ RN . The following equation is known as the generalized
Lotka–Volterra dynamical system
d
dt
xi = xi(ri −
∑
j∈[N ]
Aijxj),∀i ∈ [N ] and xi ≥ 0. (1)
In vector form, the system of equations may be written as
x˙ = x (r−Ax),∀x ∈ RN+ . (2)
We will occasionally refer to the dynamics of equation (2) by LV(A, r). The Schur product operator  is
simply the point-wise product  : RN × RN → RN such that (x  y)i = xiyi,∀x,y ∈ RN . A fixed point
equilibrium of equation (1) must satisfy either xi = 0 or ri =
∑
j∈V Aijxj , for each i ∈ [N ].
The Lotka–Volterra is often used to model predator-prey interactions or competition among different
species. In such a biological setting we would call A the community matrix, x the population vector, and
r the population rate vector. There has been much work done on global stability for fixed points in Lotka–
Volterra, see [1]. Goh’s theorem [1] and its contribution to what Takeuchi calls the "most fundamental
theorem on global stability of L-V systems".
The main result of this paper characterizes which faces of the boundary of the positive octant could
contain a stable fixed point, with respect to the currently known stable fixed points. Under various relaxed
conditions, we show that whenever a face of the boundary contains a stable point there are no other stable
points in any strictly larger face of the boundary.
Another interesting result discovered in this paper, Theorem 5.6. It tells us that for any stable set of
surviving species, any one species added to or taken away results in an unstable set of surviving species. It
is important to note that if, for example, there are 6 species which have a stable point for their populations,
we are not saying that killing one of the species off completely implies that a second species must also go
extinct. We are saying, however, that in the same example the populations of the 5 remaining species is an
unstable fixed point because the very existence of all 6 species will require them to continue to exist.
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Section 2 will cover the relevant notation and definitions, while section 3 will give a connection between
Lotka–Volterra and the linear complementarity problem. Section 4 will simplify stability of the Jacobian at
an arbitrary fixed point, and section 5 contains the main result of the paper. The appendix was added to
give various propositions which were used throughout the paper.
2 Definitions and notations
First we will define the major tools used in this paper, beginning with some standards. A matrix P is a
projection matrix if P 2 = P . Furthermore, P is an orthogonal projection if P 2 = P = P ∗. A matrix M is
said to be a P -matrix if it is a complex valued square matrix with every principal minor greater than 0.
Additionally, M is said to be stable if the real part of all of its eigenvalues are negative. Finally, M is said to
be nondegenerate [2] if every principal minor is not zero.
Definition 2.1. Suppose thatA is a real valuedN×N matrix, and r ∈ RN . We say that a fixed point x is a saturated
fixed point for the Lotka–Volterra system LV(A, r) if r−Ax ≤ 0.
Definition 2.2. An N ×N real valued matrix A is positive definite if
〈Ax,x〉 > 0,∀x ∈ RN ,
and positive semi-definite if
〈Ax,x〉 ≥ 0,∀x ∈ RN .
We denote a positive definite matrix by A > 0 and a positive semi-definite matrix by A ≥ 0. For N ×N matrices A
and B, we write that A > B to mean that A−B > 0 (respectively for positive semi-definite).
Definition 2.3. Suppose the matrices A,B,C,D have dimensions n × n, n ×m, m × n, m ×m respectively. Let
M be the n+m by n+m block matrix
M =
(
A B
C D
)
.
We say that the Schur complement of the block D of the matrix M is the m×m matrix denoted M/D = A−BD†C.
Likewise the Schur complement of the block A of the matrix M is the n× n matrix denoted M/A = D − CA†B.
To avoid redundancies we choose a particularly terse collection of notation in this paper. Our notation
is based on the frequent use of principal submatrices. Consider the nonempty ordered set S ⊂ [N ], with
order ≤, and let Si denote the ith largest element of S. For the duration of this paper we will denote QS as
the N × |S|matrix defined by (QS)i,j := δi,Sj . Additionally, denote the associated projection PS := QSQ∗S .
For example, if S = {1, 3, 4} ⊂ [4] with N = 4, then
Q{1,3,4} =

1 0 0
0 0 0
0 1 0
0 0 1
 , P{1,3,4} =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
 .
Notice that PS = diag(
∑
i∈S ei) ≤ I . Additionally, we want to be able to conveniently rearrange the
columns and rows of our matrices so that we can apply tools such as determinant products and Schur
compliments in a more sophisticated manner. Suppose we have a second nonempty ordered set T ⊆ [N ],
so that T and S are disjoint. Define
QS,T :=
 | | | |eS1 ... eS|S| eT1 ... eT|T |
| | | |

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Notice that QS,TQ∗S,T = PS∪T . Suppose that A is nondegenerate and S is nonempty, then the following
notation which we will use for the duration of this paper is well defined:
A˜S := Q
∗
SAQS AS := PSAPS
r˜S := Q
∗
Sr rS := PSr
p˜S := A˜
−1
S r˜S pS := A
†
SrS
D˜S := diag(p˜S) DS := diag(pS) (3)
A˜S,T := Q
∗
S,TAQS,T =
(
Q∗SAQS Q
∗
SAQT
Q∗TAQS Q
∗
TAQT
)
A˜S,i := A˜S,{i} =
(
Q∗SAQS Q
∗
SAei
e∗iAQS e
∗
iAei
)
SinceA is nondegenerateQ∗SAQS is invertible. Notice thatpS = QSp˜S and thatA
†
S = QS(Q
∗
SAQS)
−1Q∗S .
We denote the pseudo inverse of a matrix with a superscript †. If everA is not assumed to be nondegenerate
then A˜S may not be invertible, so defining p˜S := A˜
†
S r˜S will suffice. We will assume that given A and either
r or p, that the other is inferred as well as rS and pS for any nonempty S ⊆ [N ]. Also notice that A˜S,i comes
from one row and one column operation applied to A˜S∪{i}. For our main results we will be assuming that
A is nondegenerate. There is another degenerate case which is not easy to handle in a straightforward way,
when the solution to equation (1) has both that e∗ix = 0 and e
∗
i (A(p − x)) = 0 for some i. Assuming this
degenerate case cannot happen will simplify the results tremendously. To that end, consider the following
definition.
Definition 2.4. We say that a vector p ∈ RN is nondegenerate with respect to the N ×N matrix A if for every set
S ⊆ [N ], e∗ipS 6= 0,∀i ∈ S.
Notice that if i > j for each j ∈ S then A˜S∪{i}/A˜S = Aii − e∗iAA†SAei. In the general case we have that
A˜S,i/A˜S = Aii − e∗iAA†SAei. This will prove to be an important relationship. See figure 1 for an example
of a set S so that pS is a not saturated fixed point and yet p˜S is a stable fixed point in the reduced system
x˙ = x  A˜S(p˜S − x), ∀x ∈ R|S|+ . The figure below plots the dynamics of LV(A, r) for two different initial
conditions given
A =

1 .5 0 2
.5 1 0 2
0 0 1 2
2 2 2 1
 and r =

1
1
1
−0.1
 .
The initial conditions can be observed at time zero. The y-axis is the population and the x-axis is time.
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Figure 1: The points p˜{1,2,3} and p˜{4} are stable in their reduced systems LV(A˜{1,2,3}, r˜{1,2,3}) and LV(A˜{4}, r˜{4})
respectively. But only the fixed point p{4} is saturated in LV(A, r). Theorem 5.5 will allow us to see that p{4} and only
p{4} is stable for LV(A, r). In one figure (left) the dynamics appears to converge to p{1,2,3} at first, but over time the
population of x4 eventually prevails. Having even a small initial value for x4 makes it impossible for the point p{1,2,3}
to be attracting. In the other figure (right) we allow the initial value of x4 to be larger than before, due to the volume of
the other three species’ populations the value of x4 starts off diminishing even at a greater rate than the other species.
But unavoidably the population x4 persists in defiance of the other three.
It should be noted that if we assume that A is nondegenerate then the Q∗SASr = x has a unique solution
pS . Also, x is a fixed point if and only if there exists an S such that x = p˜S and x ≥ 0. Furthermore, the
reader should note that if pS and pT have exactly the same indices of zeros and nonzeros then pS = pT .
If, in addition, we assume that p is nondegenerate with respect to A then whenever pS = pT we have that
S = T .
3 Connection between the Lotka–Volterra and the LCP
The Jacobian at a fixed point of the Lotka–Volterra equation (1), when nonsingular, tells us exactly whether
or not the fixed point is stable. Let gi(x) = xi(ri −
∑N
j=1 aijxj), then
∂
∂xj
gi(x) =
{
−aijxi, for i 6= j
ri − aiixi −
∑N
k=1 aikxk, for i = j
and so
∂
∂xj
gi(p) = −aijpi.
Thus the Jacobian at p is −diag(p)A = −D[N ]A. In general the Jacobian at x is
∂
∂xj
gi(x) = (A(p− x))iδij − aijxi
J(x) = diag(A(p− x))− diag(x)A. (4)
So if the Jacobian J(pS) is a stable matrix then pS is a stable fixed point. From the Jacobian we see that
stability requires that the A(p− x) ≤ 0. In [1] Takeuchi mentions that the stable fixed points of the Lotka–
Volterra are very much related to solutions of the linear complementarity problem. This leads us to the
discussion of the linear complementarity problem (LCP).
The linear complementarity problem requires a solution x ∈ RN to the inequalities
Ax− r ≥ 0
x ≥ 0
〈Ax− r,x〉 = 0, (5)
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given A is an N ×N matrix and r ∈ RN . This system is sometimes denoted as LCP(A, r). The linear com-
plementarity problem is related to the Lotka–Volterra problem [1], as we will discuss below. In particular
stable points of the LV(A, r) are a special case of solutions to LCP(A, r). LCPs are often used to model
contact forces between rigid bodies, and are used in many applied industrial problems.
Remark 3.1. Suppose that S is given. If x = PSx, then the dynamics of x˙ = x  (r − Ax) is equivalent to
x˙S = xS  (r˜S − A˜SxS), where xS ∈ R|S|+ . Indeed,
Q∗Sx˙ = Q
∗
S [x (r−APSx)] = Q∗Sx (Q∗Sr−Q∗SAQSQ∗Sx) = Q∗Sx (r˜S − A˜SQ∗Sx). (6)
So if p˜S fixes x˙S = xS (r˜S− A˜SxS) then pS fixes x˙ = x (r−Ax). Notice that by assumingA is nondegenerate,
there exists a unique xS ∈ R|S| so that A˜SxS = r˜S , of course xS = p˜S . Be advised that pS may not always be in the
domain of the dynamical system RN+ , and thus leading to instability. Moreover, even if pS ≥ 0 it may not be stable,
for example if DSAS has a negative eigenvalue.
It is very important that the reader is aware of the following: p˜S may be stable in x˙S = xS  (r˜S − A˜SxS) and
yet pS may not be stable in x˙ = x  (r − Ax). Moreover QSp˜S 6= p, and just because one of these two points is
stable does not imply the other is. In fact, it appears they are rarely (if ever!) both locally stable! See the last paragraph
in section 5.
In the dynamics of Lotka–Volterra (as in many other dynamics) a component will take infinite time to
converge to a fixed point, but moreover it takes infinite time for xi to vanish in Lotka–Volterra. However,
we will only be using that our populations are never negative.
Proposition 3.2. The populations xi are nonnegative in the dynamics of x˙ = x (r−Ax), ∀x(0) ≥ 0.
Proof. From the equations
d
dt
xi = xi
ri − N∑
j=1
Aijxj
 ,∀i,
it is clear that xi(t) is continuous in t. Now if xi(t) = 0 for some t, then ddtxi(t) = 0. Since xi(0) ≥ 0, we
have that xi(t) ≥ 0 for all t > 0.
It is important to understand the relationship between the LCP and Lotka–Volterra equations. Solutions
to LCP(A, r) are equivalent to saturated equilibrium points for the LV(A, r), [1]. This is due in large part to
Theorem 3.3 below. This means that stable points of the Lotka–Volterra equation LV(A, r) are solutions to
LCP(A, r). On the other hand solutions to LCP(A, r) are fixed points of LV(A, r).
Theorem 3.3. Consider the system
x˙i = xifi(x1, ..., xn),∀i ∈ [n],
where fi’s are continuous. If p ≥ 0 is stable, then fi(p1, ..., pn) ≤ 0,∀i ∈ [n].
The following theorem is fundamental for the LCP for P -matrices, proven by Murty in 1972, [1]. Murty’s
Theorem 3.4 [2] proves to be a powerful tool for finding stable points for the Lotka–Volterra as well.
Theorem 3.4. The LCP(A, c) has a unique solution for each c ∈ RN iff A is a P -matrix.
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4 Criterion of stable points for Lotka–Volterra
In this section we will discuss a criterion for fixed points to be stable in the Lotka–Volterra system.
Theorem 4.1. Suppose A is a nondegenerate N × N real valued matrix, and p is nondegenerate with respect to
A. For any nonempty S ⊂ [N ], the point pS ∈ RN is stable for the system x˙ = x  (r − Ax), ∀x ∈ RN+ iff
A(p− pS) ≤ 0 and the matrix −D˜SA˜S is stable.
Proof. Notice that A(p− pS) = P[N ]\SA(p− pS) and that D˜SA = PSD˜SA. Thus
˜(J(pS))S,[N ]\S = diag(A(p− pS))[N ]\S − (˜DSA)S,[N ]\S
=
(
−D˜SA˜S −D˜SQ∗SAQT
0N−|S|×|S| diag(Q∗[N ]\SA(p− pS))
)
Now by Proposition A.6 we have that
det
(
˜(J(pS))S,[N ]\S − λI
)
= det
(
−D˜SA˜S − λI|S|×|S|
)
· det
(
diag(Q∗[N ]\SA(p− pS))− λIN−|S|×N−|S|
)
.
So the eigenvalues of J(pS) are exactly the accumulation of eigenvalues of −D˜SA˜S and the entries of
Q∗[N ]\SA(p− pS). By Proposition A.2, for i /∈ S
e∗iA(p− pS) = (A˜S,i/A˜S)diag(e∗ipS∪{i})
= (Aii − e∗iAA†SAei)pS∪{i}[i]
6= 0, since p is nondegenerate with respect to A and by Proposition A.8.
Hence, A(p− pS) ≤ 0 if and only if Q∗[N ]\SA(p− pS) < 0. Thus we have that J(pS) is stable if and only if
A(p− pS) ≤ 0 and the matrix −D˜SA˜S is stable.
There is another way to word Theorem 4.1 for those familiar with LCPs. Suppose A is a nondegenerate
N ×N real valued matrix, and p is nondegenerate with respect to A. For any nonempty S ⊂ [N ]. Then pS
is a stable fixed point of LV(A, r) iff pS solves LCP(A, r) and p˜S is a stable fixed point of LV(A˜S , r˜S).
We made the assumption that S was nonempty in Theorem 4.1. The fixed point 0 is just as easy to
handle. Suppose A is a nondegenerate N ×N real valued matrix and p is nondegenerate with respect to A.
Notice the Jacobian at 0 is J(0) = diag (Ap), so all species go extinct if and only if Ap < 0.
If one was to attempt to generalize Theorem 4.1 to the case when p is not assumed to be nondegenerate
with respect to A, they would have to additionally consider the nature of the quadratic term x  Ax for
particular coordinates. Suppose we have a set S, and we want to know if pS is stable in LV(A, r). Suppose
that there are other setsU so that pU = pS . LetR, T be some minimal and maximal sets so that pR,pT = pS ,
(notice R is unique). It can be shown that pT∪{i}[i] 6= 0 for any i ∈ [N ] \ T , as before. The criterion for
this generalization of Theorem 4.1 would be that the matrix −D˜SA˜S is stable, Q∗TA(p − pS) < 0, and
Q∗T\S(pS ApS) ≥ 0. The details are left to the reader.
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5 On Stability for Lotka–Volterra Systems
Let us introduce a list of subsets of the power set of [N ], which will be referred to throughout this section.
Given A and p, consider the following collections each with partial order ⊆
P := {S ⊆ [N ] : S is nonempty, A˜S is a P -matrix}
M := {S ⊆ [N ] : S is nonempty, A˜S is a P -matrix, and p˜S ≥ 0}
T := {S ⊆ [N ] : S is nonempty, A˜S is symmetric, A˜S > 0 and p˜S ≥ 0}
S := {S ⊆ [N ] : S is nonempty, − D˜SA˜S is stable and pS ≥ 0}
C := {S ⊆ [N ] : S is nonempty, Q∗[N ]\SA(p− pS) ≤ 0 and pS ≥ 0}
L := {S ⊆ [N ] : S is nonempty, pS is stable in LV(A, r)}.
In this section we will consider the following assumptions, given theN×N matrixA and the vector p ∈ RN :
Assumption A1: A is a nondegenerate N ×N real matrix and p is nondegenerate with respect to A.
Assumption A2: Suppose A1 and for all nonempty S ⊂ T ∈ S, we have that
(diag(Q∗T\SpT ))
(
A˜S,T\S/A˜S
)
(diag(Q∗T\SpT ))1 /∈ R|T\S|−− .
There are many properties between our aforementioned subsets, some more obvious than others. Notice
that S ∈ C implies that pS is a solution to LCP(A, r). Another example is Theorem 4.1 is equivalent to
L = S ∩ C. There is a less obvious property on howM, T , and S relate under assumptions of symmetry,
covered in the following proposition.
Proposition 5.1. Assume A1 and that A is symmetric. Then T =M = S.
Proof. Sylvester’s criterion gives us that T =M.
Fix S ⊆ [N ] to be nonempty, so that pS ≥ 0. Suppose that A˜S and D˜S are symmetric and D˜S is positive
definite. It is well known that the kth eigenvalue λk(D˜SA˜S) = λk(
√
D˜SA˜S
√
D˜S). We will leave it for the
reader to check, it is a simple application of the Courant–Fischer min-max principle and adjoint properties
of an inner product. Thus we have that −D˜SA˜S is stable iff −
√
D˜SA˜S
√
D˜S is stable. Another well known
fact, if we suppose again that A˜S and D˜S are symmetric and D˜S is positive definite, then
√
D˜SA˜S
√
D˜S > 0
iff A˜S > 0. Thus −A˜S is stable iff −D˜SA˜S is stable. Hence T = S.
Lemma 5.2. Suppose we have A1. Consider the dynamics of x˙ = x  A(p − x), ∀x ∈ RN+ . Suppose T ∈ M. If a
nonempty set S ⊂ T then pS is not stable for the system x˙ = xA(p− x), ∀x ∈ RN+ .
Proof. Fix S ⊂ T with T ∈M. Since T ∈M, A˜T is a P -matrix. Also p˜T is trivially saturated with respect to
(A˜T , p˜T ) since it is stable. Suppose that pS ≥ 0 is stable for the system x˙ = x  A(p − x), ∀x ∈ RN+ . Then
by Theorem 3.3, A(p− pS) ≤ 0. Also, Q∗TpS is a saturated fixed point for the system to LV(A˜T , p˜T ) since
A˜T (p˜T −Q∗TpS) = r˜T − A˜TQ∗TpS
= Q∗T r−Q∗TAPTpS
= Q∗TA(p− pS)
= Q∗TA(pT − pS) ≤ 0.
Now p˜T 6= Q∗TpS , so we have two solutions for the LCP(A˜T , r˜T ) contradicting Murty’s Theorem 3.4 [2]
since A˜T is a P -matrix.
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The following lemma is one of the main results of this paper. Due to the use of Lemma 5.2, this lemma
does depend on Murty’s Theorem 3.4 [2]. Referring back to the subset notation, the following lemma is
equivalent to the statement that L ∩ P =Mmax ∩ C ∩ S.
Lemma 5.3. Suppose we have A1, and that we have a nonempty S ∈ P . The fixed point pS is stable for the system
x˙ = x  (r − Ax), ∀x ∈ RN+ iff S is maximal in the poset (M,⊆), −D˜SA˜S is stable, and pS is a saturated fixed
point for the system.
Proof. The backwards direction is a special case of Theorem 4.1. For the forwards direction, by definition if
pS is a solution then pS ≥ 0, so S ∈ M. By Lemma 5.2 it must be maximal inM. Finally, by Theorem 4.1
we have that pS is a saturated fixed point for LV(A, r) and that −D˜SA˜S is a stable matrix.
Example 5.4. Let us consider an example illustrating Theorem 4.1. Suppose we have 6 species in the Lotka–Volterra
system with matrix A and vector p so that
A =

0.99 −0.04 −0.846 0.069 −0.677 −0.893
0.518 0.025 0.716 −0.51 −0.316 0.288
−0.544 −0.014 0.822 −0.375 0.39 0.561
−0.144 0.17 0.472 0.45 −0.925 0.484
0.808 0.279 0.268 −0.164 0.255 0.863
−0.353 0.26 0.593 0.937 0.308 0.721
 ,p =

1
1
1
1
1
1
 .
For each subset of species, say S, we check to see if it is in any of the relevant subsets to Lemma 5.3.
C: S: M:
{1, 6}, {2, 3, 5}, {1, 3, 4, 5}, {2}, {3}, {4}, {5}, {6}, {2}, {3}, {4}, {5}, {6}, {1, 5},
S {2, 3, 5, 6}, {1, 2, 3, 4, 5}, {1, 5}, {1, 6}, {3, 4}, {1, 4, 5}, {1, 6}, {3, 4}, {2, 3, 5}
{1, 3, 4, 5, 6}, {1, 2, 3, 4, 5, 6} {2, 3, 5}, {3, 4, 5}, {1, 3, 4, 5}
Mmax: L: L ∩ P :
S {1, 5}, {1, 6}, {3, 4}, {2, 3, 5} {1, 6}, {2, 3, 5}, {1, 3, 4, 5} {1, 6}, {2, 3, 5}
In particular, if S = {2, 3, 5}we have that the spectrum of DSAS is {0.977, 0.04, 0.04, 0, 0, 0}, and that
A(p− pS) =

−0.038
0
0
−0.746
0
−0.039
 .
Figure 2: Consider the dynamics of the Lotka–Volterra system given by A and p defined above. The three figures show
the evolution of the dynamical system each from near the fixed point p. In each picture the point converges a stable
fixed point after some species has died off. From left to right the surviving species are {1, 6}, {2, 3, 5}, and {1, 3, 4, 5}.
The periodic waves indicate that the 6 dimensional population vectors are rotating, essentially spiraling towards the
stable fixed point.
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Corollary 5.5. Suppose we have A1 and that A is a symmetric matrix. The fixed point pS is stable for the system
x˙ = x (r−Ax), ∀x ∈ RN+ . iff both S is maximal in the poset (T ,⊆) and pS is a saturated fixed point for LV(A, r).
That is to say, L = T max ∩ C.
Proof. Suppose S ∈ L. Then pS ≥ 0, which means that L∩P = L∩M. By Proposition 5.1 and Theorem 4.1
we have that L∩M = L∩S = (C ∩S)∩S = L respectively. Thus for symmetric A we have that L = L∩P .
By Lemma 5.3 we have that L ∩ P =Mmax ∩ C ∩ S, and by Proposition 5.1 we have that T =M = S.
Therefore, L = T max ∩ C.
Theorem 5.6. Suppose we have A1, and that S ⊆ [N ] is nonempty and pS is stable. If S ⊂ T ⊆ [N ] so that
|T | = |S|+ 1, then pT is not stable.
Proof. Since pS is stable pS is a saturated fixed point so by Proposition A.2 we have that
(A˜S,T\S/A˜S)diag(Q∗T\SpT )1 = Q
∗
T\SA(pT − pS) < 0,
which is just a number since |T \ S| = 1. Since D˜SA˜S is a real matrix and each of its eigenvalues are either
real or has its own complex conjugate eigenvalue, and since−D˜SA˜S is stable, we have that det(D˜SA˜S) = 0.
By the determinant product property, det(D˜SA˜S) = det(D˜S) det(A˜S), we have that det(A˜S) > 0.
Now suppose that pT is also stable. Then det( ˜(DTAT )S) = det(Q∗SDTQS) det(A˜S) > 0 and of course
det(D˜T A˜T ) > 0. Moreover, by Proposition A.3 we have that
det(D˜T A˜T ) = det( ˜(DTAT )S,T\S), nature of the column and row operations,
= det( ˜(DTAT )S) det( ˜(DTAT )S,T\S/ ˜(DTAT )S), Schur determinant identity,
= det( ˜(DTAT )S) det(diag(Q
∗
T\SpT )(A˜S,T\S/A˜S)), by Proposition A.3,
= det( ˜(DTAT )S)(A˜S,T\S/A˜S)diag(Q
∗
T\SpT ).
But then (A˜S,T\S/A˜S)diag(Q∗T\SpT ) > 0, a contradiction. Thus pT is not stable.
The following two results illustrate that A2 is not rare and is useful.
Proposition 5.7. Suppose we have A2. Then L = Smax ∩ C.
Proof. First notice that by Theorem 4.1 we know that L = S ∩ C.
Suppose S ∈ C, T ∈ S and S ⊂ T . Then Q∗T\SAT (pT − pS) ≤ 0 and since A and p are nondegenerate
we have that Q∗T\SA(pT − pS) < 0. Thus by Proposition A.2
(A˜S,T\S/A˜S)diag(Q∗T\SpT )1 = Q
∗
T\SA(pT − pS)
< 0.
Since p˜T > 0,
diag(Q∗T\SpT )(A˜S,T\S/A˜S)diag(Q
∗
T\SpT )1 < 0.
By A2 we have that S /∈ S. This means that S ∈ L implies that S ∈ Smax.
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Example systems LV(A, r) such that L 6= Smax ∩ C are rare, if they exist at all. Finding such an example,
or proving that L = Smax ∩ C is always true may prove to be important in the study of stable points for
generalized Lotka–Volterra.
Lemma 5.8. Suppose A1 and A is symmetric, then LV(A, r) must satisfy A2.
Proof. Suppose we have nonempty S ⊂ T ∈ S so that S ⊂ T . By Proposition 5.1 we have that A˜S , A˜T > 0.
By Haynsworth’s inertia additivity formula A.7,
In
(
A˜S,T\S/A˜S
)
= (N − |S|, 0, 0),
thus the matrix is positive definite. This means that
(diag(Q∗T\SpT ))
(
A˜S,T\S/A˜S
)
(diag(Q∗T\SpT ))
is positive definite as well. By definition of positive definite
1∗(diag(Q∗T\SpT ))
(
A˜S,T\S/A˜S
)
(diag(Q∗T\SpT ))1 > 0.
Thus
(diag(Q∗T\SpT ))
(
A˜S,T\S/A˜S
)
(diag(Q∗T\SpT ))1 < 0,
is false. Hence the assumption A2 is satisfied.
Immediately from Proposition 5.7, Proposition 5.1 and Lemma 5.8 we can conclude Corollary 5.5 with-
out the dependance of Murty’s Theorem 3.4 as before. The following is the main result of the paper.
Theorem 5.9. Suppose A1, then the following are true:
1. L = S ∩ C
2. L ∩ P =Mmax ∩ C ∩ S
3. If A is symmetric then L = T max ∩ C
4. If A2 then L = Smax ∩ C
Proof. By Theorem 4.1, Lemma 5.3, Corollary 5.5, and Proposition 5.7 respectively.
Proposition 5.7 tells us that under assumption A2 and if S ⊂ T then only one of pS and pT can be a
stable fixed point for LV(A, r). This uniqueness allows us to search more quickly through the subsets of [N ]
for stable points. Systems where assumption A2 is satisfied are not rare. For example Lemma 5.8 shows
that when A is symmetric then for any p we have that assumption A2 is satisfied. Moreover, I have ran
over 100 random examples of LV(A, r) (the inputs of A where uniformly chosen in the interval [−1, 1]), all
of which satisfy L = Smax ∩ C.
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A Appendix
This appendix will cover some necessary properties prerequisite to the main results of this paper. We will
begin with a list of helpful facts.
Proposition A.1. Given nondegenerate A and p nondegenerate with respect to A, the following are true:
1. pS = QSp˜S
2. Q∗TAPT = A˜TQ
∗
T
3. Q∗TA(p− pT ) = 0
4. Q∗SAS∪{i}ei = Q
∗
SAei
5. A†S = QS(Q
∗
SAQS)
−1Q∗S
6. (A†S)S,T =
(
A˜−1S 0|S|×|T |
0|T |×|S| 0|T |×|T |
)
7. A˜TQ∗TpS = A˜TQ
∗
TA
†
SQT A˜T p˜T , for S ⊂ T
8. A˜S,T − A˜S,T (A†S)S,T A˜S,T =
(
0|S|×|S| 0|S|×|T |
0|T |×|S| A˜S,T /A˜S
)
, for disjoint S and T .
Proof. We will leave the first six as an exercise for the reader. For item 7 we have that
A˜TQ
∗
TpS = A˜TQ
∗
TA
†
SrS
= A˜TQ
∗
TA
†
SrT
= A˜TQ
∗
TA
†
SQT A˜T p˜T .
For item 8 we have that
A˜S,T − A˜S,T (A†S)S,T A˜S,T = A˜S,T − A˜S,T
(
A˜−1S 0|S|×|T |
0|T |×|S| 0|T |×|T |
)
A˜S,T , by item 6,
=
(
Q∗SAQS Q
∗
SAQT
Q∗TAQS Q
∗
TAQT
)
−
(
Q∗SAQS Q
∗
SAQT
Q∗TAQS Q
∗
TAQSA˜
−1
S Q
∗
SAQT
)
, product,
=
(
0|S|×|S| 0|S|×|T |
0|T |×|S| A˜S,T /A˜S
)
, definition.
The following two propositions are exploited in section 5. As you can see the first of these propositions
relates to the property of saturated fixed points, and the second is a property of the Schur compliment of
two Jacobians.
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Proposition A.2. Suppose A is a nondegenerate N × N real matrix, and p is nondegenerate with respect to A. If
S ⊂ T ⊆ [N ] is nonempty then
Q∗T\SA(pT − pS) = (A˜S,T\S/A˜S)diag(Q∗T\SpT )1.
Proof. Using the above properties gives us
Q∗T\SA(pT − pS) = Q∗T\SPTAPT (pT − pS), by item 1,
= Q∗T\SQT A˜TQ
∗
T (pT − pS), by item 2,
= Q∗T\SQT (A˜T − A˜TQ∗TA†SQT A˜T )p˜T , by item 7,
= Q∗T\SQT (A˜T − A˜TQ∗TA†SQT A˜T )Q∗TpT
= Q∗T\S(AT −ATA†SAT )pT
= Q∗T\SPT (A−APTA†SPTA)PTpT
= Q∗T\SQS,T\S(A˜S,T\S − A˜S,T\S(A†S)S,T\SA˜S,T\S)Q∗S,T\SpT
= Q∗T\SQS,T\S
(
0|S|×|S| 0|S|×|T\S|
0|T\S|×|S| A˜S,T /A˜S
)
Q∗S,T\SpT , by item 8,
=
(
0|T\S|×|S| A˜S,T\S/A˜S
)( Q∗SpT
Q∗T\SpT
)
= (A˜S,T\S/A˜S)diag(Q∗T\SpT )1.
Proposition A.3. Suppose A is a nondegenerate N × N real matrix, and p is nondegenerate with respect to A. If
S ⊂ T ⊆ [N ] is nonempty then
˜(DTAT )S,T\S/ ˜(DTAT )S = diag(Q
∗
T\SpT )(A˜S,T\S/A˜S).
Proof. First notice that
˜(DTAT )S,T\S = Q
∗
S,T\SDTATQS,T\S
= Q∗S,T\SDTQS,T\SQ
∗
S,T\SATQS,T\S
= (˜DT )S,T\SA˜S,T\S
=
(
diag(Q∗SpT ) 0
0 diag(Q∗T\SpT )
)(
A˜S Q
∗
SAQT\S
Q∗T\SAQS A˜T\S
)
=
(
diag(Q∗SpT )A˜S diag(Q
∗
SpT )Q
∗
SAQT\S
diag(Q∗T\SpT )Q
∗
T\SAQS diag(Q
∗
T\SpT )A˜T\S
)
.
Thus
˜(DTAT )S,T\S/ ˜(DTAT )S =
= diag(Q∗T\SpT )A˜T\S − diag(Q∗T\SpT )Q∗T\SAQS(diag(Q∗SpT )A˜S)−1diag(Q∗SpT )Q∗SAQT\S
= diag(Q∗T\SpT )A˜T\S − diag(Q∗T\SpT )Q∗T\SAQS(A˜S)−1Q∗SAQT\S
= diag(Q∗T\SpT )(A˜S,T\S/A˜S).
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We will often discuss principal submatrices, and so the following results are relevant.
Proposition A.4. Suppose S ⊂ T ⊂ [N ] then A˜S is a principal submatrix of A˜T .
Proof. Notice that QSPT = QS , so A˜S = QSAQ∗S = QSPTAP
∗
TQ
∗
S = QSQ
∗
T A˜TQTQ
∗
S . Thus A˜S is a |S| × |S|
principal submatrix of A˜T .
Proposition A.5. Suppose S ⊂ T ⊂ [N ] and A˜T is a P -matrix, then A˜S is a P -matrix (respectively symmetric
positive definite).
Proof. By Proposition A.4 and the definition of P -matrix (respectively symmetric positive definite).
The following is the Schur determinant identity [3].
Proposition A.6. Consider the block matrix M and assume A is nonsingular,
M =
(
A B
C D
)
.
Then det(M) = det(A) det(D − CA−1B).
We define the inertia of a matrix In(M) := (pi(M), ν(M), δ(M)) where pi, ν, δ are the number of positive,
negative and zero eigenvalues of the input matrix respectively. The following is known as the Haynsworth’s
inertia additivity formula [4],
Proposition A.7. Let
M =
(
A B
B∗ D
)
be a self-adjoint matrix. Then the inertia of M is
In(M) = In(A) + In(M/A) = In(A) + In(D −B∗A−1B).
Proposition A.8. Suppose A is nondegenerate and S ⊂ [N ], then
(
Aii − e∗iAA†SAei
)
6= 0, for each i ∈ [N ] \ S.
Proof. Let i ∈ [N ] \ S. Then
A˜S,i :=
(
A˜S Q
∗
SASei
e∗iASQS Aii
)
.
So by Proposition A.6 we have that
det(A˜S∪{i}) = det(A˜S,i) = det(A˜S)
(
Aii − e∗iAA†SAei
)
.
By definition both det(A˜S∪{i}) and det(A˜S) are nonzero, hence the conclusion.
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