Abstract. In this paper, we consider a nonlinear interaction system between the barotropic mode and the first baroclinic mode of the tropical atmosphere with moisture; that was derived in [Frierson, D. M 591-626.] We establish the global existence and uniqueness of strong solutions to this system, with initial data in H 1 , for each fixed convective adjustment relaxation time parameter ε > 0. Moreover, if the initial data enjoy slightly more regularity than H 1 , then the unique strong solution depends continuously on the initial data. Furthermore, by establishing several appropriate ε-independent estimates, we prove that the system converges to a limiting system, as the relaxation time parameter ε tends to zero, with convergence rate of the order O( √ ε). Moreover, the limiting system has a unique global strong solution, for any initial data in H 1 , and such unique strong solution depends continuously on the initial data if the the initial data posses slightly more regularity than H 1 . Notably, this solves the viscous version of an open problem proposed in the above mentioned paper of Frierson, Majda and Pauluis.
1. Introduction 1.1. The primitive equations for planetary atmospheric dynamics. In the context of large-scale atmosphere, the ratio of the vertical scale to the horizontal scale is very small, which, by scale analysis, see, e.g., [38, 42] , leads to the hydrostatic approximation in the vertical momentum equation. This small aspect ratio limit can be rigorously justified, see [1, 29] . Taking into account the Boussinesq approximation and the hydrostatic approximation to the Navier-Stokes equations, one obtains the primitive equations, which model the large-scale atmospheric dynamics.
The primitive equations read (see, e.g., [17, 27, 33, 38, 42, 43, 45] )
where the unknowns V = (V 1 , V 2 )
T , W , Φ and Θ are the horizontal velocity field, vertical velocity, pressure and potential temperature, respectively, while the positive constant µ is the viscosity coefficient. The total potential temperature is given by Θ total (x, y, z, t) = θ 0 +θ(z) + Θ(x, y, z, t),
where θ 0 is a positive reference constant temperature andθ defines the vertical profile background stratification, satisfying N 2 = (g/θ 0 )∂ zθ > 0, where N is the BruntVäisälä buoyancy frequency. Here we use ∇ h = (∂ x , ∂ y ) to denote the horizontal gradient and V ⊥ = (−V 2 , V 1 ) T . During the last two decades, a lot of efforts have been done on the mathematical studies of the primitive equations. Up to now, it has been known that the primitive equations, with full viscosity and full diffusivity, have global weak solutions (but the uniqueness is still unclear), see [30] [31] [32] , and have a unique global strong solution, see [11, 22, 24, 25] , and also see [5, 6, 12, 28] for some recent developments towards the direction of partial dissipation cases. Moreover, the recent works [7] [8] [9] show that the horizontal viscosity turns out to be more crucial than the vertical one for the global well-posedness, because the results there show that the vertical viscosity is not required for the global well-posedness of strong solutions to the primitive equations. Notably, the invicid primitive equations may develop finite time singularities, see [4, 44] . Combining the results of [7] [8] [9] and those of [4, 44] , one can conclude that the horizontal viscosity is necessary for the global well-posedness of the primitive equations, and if ignoring the temperature effect, the horizontal viscosity is also sufficient for the global well-posedness.
1.2.
The barotropic and the first baroclinic modes interaction system. In the tropics, the wind in the lower troposphere is of equal magnitude but with opposite sign to that in the upper troposphere, in other words, the primary effect is captured in the first baroclinic mode. However, for the study of the tropical-extratropical interactions, where the transport of momentum between the barotropic and baroclinic modes plays an important role, it is necessary to retain both the barotropic and baroclinic modes of the velocity.
Consider the primitive equations (1.1) in the layer R 2 × (0, H), for a positive constant H. Since we consider the tropical atmosphere and take into consideration the tropical-extratropical interactions, we can impose an ansatz of the form V Φ (x, y, z, t) = u p (x, y, t) + v p 1 (x, y, t) √ 2 cos(πz/H) and W Θ (x, y, z, t) = w θ (x, y, t) √ 2 sin(πz/H), which carry the barotropic and first baroclinic modes of the unknowns. By performing the Galerkin projection of the primitive equations in the vertical direction onto the barotropic mode and the first baroclinic mode, one derives the following dimensionless interaction, between the barotropic mode and the first baroclinic mode, system for the tropical atmosphere (see [33] and also [15, 19, 35, 41] where u = (u 1 , u 2 ) is the barotropic velocity, and v = (v 1 , v 2 ), p and θ, respectively, are the first baroclinic modes of the velocity, pressure and the temperature. The system is now defined on R 2 , and the operators ∇ and ∆ are therefore those for the variables x and y.
1.3. The moisture equation. An important ingredient of the tropical atmospheric circulation is the water vapour. Water vapour is the most abundant greenhouse gas in the atmosphere, and it is responsible for amplifying the long-term warming or cooling cycles. Therefore, one should also consider the coupling with an equation modeling moisture in the atmosphere.
Following [15] , we couple system (1.2) with the following large-scale moisture equation ∂ t q + u · ∇q +Q∇ · v = −P, (1.3) whereQ is the prescribed gross moisture stratification. The precipitation rate P is parameterized, according to [15, 20, 37, 41] , as
where f + = max{f, 0} denotes the positive part of f , ε is a convective adjustment time scale parameter, and α andq are constants, withq > 0.
In order to close system (1.2)-(1.3), one still needs to parameterize the source term S θ in the temperature equation. Generally, the temperature source S θ combines three kinds of effects: the radiative cooling, the sensible heat flux and the precipitation P . For simplicity, and as in [15, 36] , we only consider in this paper the precipitation source term, i.e., we set S θ = P, with P given by (1.4). As in [15, 36] , by introducing the equivalent temperature T e and the equivalent moisture q e as T e = q + θ, q e = q − αθ −q, system (1.2)-(1.3) can be rewritten as 9) in R 2 × (0, ∞), where the constants α andQ are required to satisfy (see [15] )
(1.10)
1.4. Main results. We will work in the framework of strong solutions, which are defined below.
Definition 1.1. Given a positive time T and the initial data (u 0 , v 0 , T e,0 , q e,0 ). A function (u, v, T e , q e ) is called a strong solution to system (1.5)-(1.9), on R 2 × (0, T ), with initial data (u 0 , v 0 , T e,0 , q e,0 ), if it enjoys the following regularities
and satisfies equations (1.5)-(1.9), a.e. on R 2 × (0, T ), and has the initial value
, q e,0 ).
is called a global strong solution to system (1.5)-(1.9), if it is a strong solution to system (1.5)-(1.9), on R 2 × (0, T ), for any positive time T .
Throughout this paper, for positive integer k and positive q ∈ [1, ∞], we use L q (R 2 ) and W k,q (R 2 ) to denote the standard Lebesgue and Sobolev spaces, respectively, and when q = 2, we use
. For simplicity, we usually use f q to denote the f L q (R 2 ) .
The first main result of this paper is on the global existence, uniqueness and wellposedness of strong solutions to the Cauchy problem of system (1.5)-(1.9): Theorem 1.1. Suppose that (1.10) holds, and the initial data
Then, we have the following: (i) There is a unique global strong solution (u, v, T e , q e ) to system (1.5)-(1.9), with initial data (u 0 , v 0 , T e,0 , q e,0 ), such that
for any positive time T , here and what follows, we use C(· · · ) to denote a general positive constant depending only on the quantities in the parenthesis.
(ii) Suppose, in addition to (1.11) , that q e,0 ≤ 0, a.e. on R 2 , then
for any positive time T .
(iii) Suppose, in addition to (1.11) , that (∇T e,0 , ∇q e,0 ) ∈ L m (R 2 ), for some m ∈ (2, ∞), then the following estimate holds
for any positive time T , and the unique strong solution (u, v, T e , q e ) depends continuously on the initial data, on any finite interval of time.
Formally, by taking the relaxation limit, as ε → 0 + , system (1.5)-(1.9) will converge to the following limiting system
14)
(1.17) ∂ t q e + u · ∇q e + (Q + α)∇ · v = 0, a.e. on {q e < 0}.
(1.18)
Note that equation (1.9) is now replaced by three inequalities (1.16)-(1.18). Inequality (1.16) comes from equation (1.9) , by noticing the negativity of the term − 1+α ε q + e , while inequality (1.17) is derived by multiplying both sides of equation (1.9) by ε, and taking the formal limit ε → 0 + . Inequality (1.18) can be derived by the following heuristic argument: Let (u ε , v ε , T eε , q eε ) be a solution to system (1.5)-(1.9), and suppose that (u ε , v ε , T eε , q eε ) converges to (u, v, T e , q e ), with q e ≤ 0; for any compact subset K of the set {(x, y, t) ∈ R 2 × (0, ∞) | q e (x, y, t) < 0}, since q eε converges to q e , one may have q eε < 0 on K, for sufficiently small positive ε; therefore, by equation (1.9), it follows that ∂ t q eε + u ε · ∇q eε + (Q + α)∇ · v ε = 0, a.e. on K, from which, by taking ε → 0 + , one can see that (1.18) is satisfied, a.e. on K, and further a.e. on {q e < 0}.
The other aim of this paper is to prove the global existence and uniqueness of strong solutions to the limiting system (1.12)-(1.18), and rigorously justify the above formal convergences, as ε → 0 + . Strong solutions to system (1.12)-(1.18) are defined in the similar way as those to system (1.5)-(1.9). Theorem 1.2. Suppose that (1.10) holds, and the initial data
Then, there is a unique global strong solution (u, v, T e , q e ) to system (1.12)-(1.18), with initial data (u 0 , v 0 , T e,0 , q e,0 ), such that
for any positive time T . If we assume, in addition, that (∇T e,0 , ∇q e,0 ) ∈ L m (R 2 ), for some m ∈ (2, ∞), then we have further that
for any positive time T , and the unique strong solution (u, v, T e , q e ) depends continuously on the initial data. 
for some m ∈ (2, ∞). Denote by (u ε , v ε , T eε , q eε ) and (u, v, T e , q e ) the unique global strong solutions to systems (1.5)-(1.9) and (1.12)-(1.18), respectively, with the same initial data (u 0 , v 0 , T e,0 , q e,0 ). Then, we have the estimate
for any finite positive time T , where C is a positive constant depending only on α,Q, m, T , and the initial norm (u 0 , v 0 , q e,0 , T e,0 ) H 1 + (∇T e,0 , ∇q e,0 ) m . Therefore, in particular, we have the convergences
for any positive time T , and the convergence rate is of order O( √ ε).
Remark 1.1. (i) In the absence of the barotropic mode, global existence and uniqueness of strong solutions to the inviscid limiting system was proved in [36] , and the relaxation limit, as ε → 0 + , was also studied there, but the convergence rate was not achieved. Note that in the absence of the barotropic mode, the limiting system is linear, while in the presence of the barotropic mode, the limiting system is nonlinear.
(ii) Existence and uniqueness of solutions to the limiting system (1.12)-(1.18), without viscosity, was proposed as an open problem in [15] , and also in [21, 34, 36] . Notably, Theorem 1.2 settles this open problem for the viscous version of (1.12)-(1.18). Note that we only add viscosity to the velocity equations, and we do not use any diffusivity in the temperature and moisture equations. Remark 1.2. Global well-posedness of strong solutions to a coupled system of the primitive equations with moisture (therefore, it is a different system from those considered in this paper) was recently addressed in [46] , where the system under consideration has full dissipation in all dynamical equations, and in particular has diffusivity in the temperature and moisture equations. Note that we do not need any diffusivity in the temperature and moisture equations in order to establish global regularity of the systems considered in this paper. It is worth mentioning that the global regularity of the coupled three-dimensional primitive equations with moisture and with partial dissipation is a subject of a forthcoming paper.
The rest of this paper is organized as follows: in section 2, we state and prove several preliminary lemmas, while the proofs of Theorem 1.1, Theorem 1.2 and Theorem 1.3 are given in section 3, section 4 and section 5, respectively. The last section is an appendix in which we prove some parabolic estimates that are used in this paper, and which are of general interest on their own.
Preliminaries
We will frequently use the following Ladyzhenskaya inequality (see, e.g., [26] )
The following lemma on the Gronwall type inequality will be used to establish the global in time a priori estimates to the strong solutions to system (1.5)-(1.9) later. Lemma 2.1. Given a positive time T , a positive integer n and positive numbers
Suppose that the nonnegative measurable function f satisfies
where r = max 1≤i≤n r i , and
Proof. By the Hölder and Young inequalities, we deduce
Therefore, by assumption, we have
, from which, taking the r-th powers to both sides of the above inequality, and using the elementary inequality (
, where c i are positive numbers, we arrive at
Applying the Gronwall inequality to the above inequality, we have
, from which, taking the r-th power root to both sides of the above inequality, and taking the supremum with respective to t over (0, T ), one obtains the conclusion.
The next lemma will be employed to prove the uniqueness of strong solutions.
Lemma 2.2. Given a positive time T , and let m 1 , m 2 and S be nonnegative functions on (0, T ), such that
, and S > 0, a.e. on (0, T ).
Suppose that f and G are two nonnegative functions on (0, T ), with f being absolutely continuous on [0, T ), and satisfy
where log + z = max{0, log z}, for z ∈ (0, ∞), and when G(t) = 0, at some time t ∈ [0, T ), we adopt the following natural convention
for a.e. t ∈ (t 0 , t * ). Applying the Gronwall inequality to the above inequality, and recalling that f (t 0 ) = 0, it follows from the Hölder inequality that
S(s)ds,
for any t ∈ [t 0 , t 0 + η), and for any σ ∈ (0, 1). By taking σ → 0 + , this implies that f ≡ 0, for any t ∈ [t 0 , t 0 + η), which contradicts the assumption that f (t) > 0, for any t ∈ (t 0 , t * ). This contradiction implies that there is no such t * ∈ (0, T ) that f (t * ) > 0, in other words, recalling that f is a nonnegative function, we have f ≡ 0 on [0, T ). This completes the proof.
We also will use the following elementary lemma. Lemma 2.3. Let Ω ⊆ R d be a measurable set of positive measure, and f be a measurable function defined on Ω. Suppose that, for any positive number η, there is a measurable subset E η of Ω, with |E η | ≤ η, such that f = 0, a.e. on Ω \ E η . Then, f = 0, a.e. on Ω.
Proof. Suppose, by contradiction, that the conclusion does not hold. Then there is a subset E of Ω, with 0
, by assumption, there is a subset E η of Ω, with |E η | ≤ η, such that f = 0 on Ω \ E η . This implies that E ⊆ E η , and thus
Therefore, |E| = 0, which contradicts the assumption that |E| > 0. This contradiction implies the conclusion of the lemma.
3. Global existence and uniqueness of the system with positive ε
In this section, we will prove the global existence and uniqueness of strong solutions to the Cauchy problem of system (1.5)-(1.9), for any positive ε. Several ε-independent a priori estimates will also be obtained.
Let's start with the following result on the local existence and uniqueness of strong solutions to the Cauchy problem to system (1.5)-(1.9).
Proposition 3.1. Suppose that (1.10) holds. Then, for any initial data
there is a unique local strong solution (u, v, T e , q e ) to system (1.5)-(1.9), on R 2 × (0, T ), with initial data (u 0 , v 0 , T e,0 , q e,0 ), where the existence time T depends on α, Q, ε and the initial norm (u 0 , v 0 , T e,0 , q e,0 ) H 1 .
Proof. (i) The existence. The existence of strong solutions to system (1.5)-(1.9), with initial data (u 0 , v 0 , T e,0 , q e,0 ) can be proven by the standard regularization argument as follows: (i) adding the diffusivity terms −η∆T e and −η∆q e to the left-hand sides of equations (1.8) and (1.9), respectively, in other words, we consider the following regularized system
(3.1)
(ii) for each η > 0, the Cauchy problem of the regularized system (3.1), with initial data (u 0 , v 0 , T e,0 , q e,0 ), has a unique short time strong solution (u
e ), which satisfies some η-independent a priori estimates, on some η-independent time interval (0, T ), for a positive time T depending only on on α, Q, ε and the initial norm (u 0 , v 0 , T e,0 , q e,0 ) H 1 ; (iii) thanks to these η-independent estimates, by adopting the Cantor diagonal argument, one can apply the Aubin-Lions lemma and take the limit η → 0 + to show the local existence of strong solutions to the Cauchy problem of system (1.5)-(1.9), with initial data (u 0 , v 0 , T e,0 , q e,0 ). Since the proof is standard, we omit it here; however, the key part of the proof, i.e., the relevant a priori estimates, are essentially contained in the "formal" proofs of Propositions 3.2-3.5, below. As it was mentioned above, these formal estimates can be rigorously justified by establishing them first, to be η−independent, for the regularized system (3.1) and then passing with the limit as η → 0 + . (ii) The uniqueness. Let (u, v, T e , q e ) and (ũ,ṽ,T e ,q e ) be two strong solutions to system (1.5)-(1.9), with the same initial data (u 0 , v 0 , T e,0 , q e,0 ), on the time interval (0, T ). Define the new functions (δu, δv, δT e , δq e ) = (u, v, T e , q e ) − (ũ,ṽ,T e ,q e ).
Then, one can easily check that
∇(δT e − δq e ), (3.4)
, we multiply equations (3.2), (3.4) and (3.5) by δu, δv and δT e , respectively, and integrating over R 2 , then it follows from integration by parts that
[δu · ∇T e δT e − (1 −Q)∇ · δv]δT e dxdy =: I.
By the Young inequality, we deduce 
(δu, δv) Recalling the following Brezis-Gallouet-Wainger inequality (see [2, 3] )
and denoting U = (u, v),Ũ = (ũ,ṽ) and δU = (δu, δv), we have
where
. Note that, when δU ≡ 0, (3.10) still holds, as long as we understand the quantity on the right-hand side as zero, in the natural way as in Lemma 2.2.
Denoting
then it follows from (3.9) and (3.10) that
Here, at the time when G(t) = 0, the term involving G(t) on the right-hand side of the above inequality is understood as zero, as it was in Lemma 2.2. Recalling the regularities of (u, v, T e , q e ) and (ũ,ṽ,T e ,q e ), one can easily check, thanks to the Ladyzhanskaya inequality, that m 1 , S ∈ L 1 ((0, T )) and m 2 ∈ L 2 ((0, T )). Therefore, we can apply Lemma 2.2 to conclude that f ≡ 0, which proves the uniqueness.
For the rest of this section, we always suppose that (u, v, T e , q e ) is the unique strong solution to system (1.5)-(1.9), on R 2 × (0, T ), for some positive time T , with initial data (u 0 , v 0 , T e,0 , q e,0 ). We are going to establish several ε-independent a priori estimates on (u, v, T e , q e ). Before performing these a priori estimates, we point out, again, that the arguments being used in the proofs of Propositions 3.3-3.5, below, are somewhat formal, because (u, v, T e , q e ) may not have the required smoothness for justifying the arguments. However, one can follow the same arguments presented in the proofs of Propositions 3.3-3.5 to establish the same a priori estimates to the regularized system (3.1), for which the solutions fulfill the required smoothness, and then take the limit η → 0 + , recalling the weakly lower semi-continuity of the relevant norms, to obtain the desired a priori estimates on (u, v, T e , q e ).
Let's start with the basic energy equality stated in the following proposition. We observe that here we have energy equality, instead of inequality, as in the case of strong solutions of the Navier-Stokes equations. Observe, however, that for the rest of the proof of the main result it is sufficient to have energy inequality. (1 + α)(1 −Q) + q e 2 2
(1 + α)(Q + α)
for any t ∈ (0, T ).
Proof. Multiplying equations (1.5) and (1.7) by u and v, respectively, summing the resultants up and integrating over R 2 , then it follows from integration by parts that
where we have used the following fact
Multiplying equation (1.8) by (1 + α) −1 (1 −Q) −1 T e , and integrating over R 2 , then it follows from integration by parts that
Multiplying equation (1.9) by (1 + α) −1 (Q + α) −1 q e , and integrating over R 2 , then it follows from integration by parts that
Summing (3.11)-(3.13) up yields the conclusion.
As an intermediate step to obtain the
) estimate in the next proposition. for a positive constant C depending only on the parameters α,Q, T and the initial norm (U 0 , T e,0 , q e,0 ) L 2 (R 2 )∩L 4 (R 2 ) , and in particular, C is independent of ε.
Proof. Multiplying equations (1.5) and (1.7) by |U| 2 u and |U| 2 v, respectively, summing the resultants up and integrating over R 2 , then it follows from integration by parts and the Hölder inequality that 1 4
+ T e 4 + q e 4 U 4 |U|∇U 2 .
(3.14)
Applying the divergence operator to equation (1.5), in view of (1.6), one can see that
Note that p is uniquely determined by the above elliptic equation by assuming that p → 0, as (x, y) → ∞. Thus, by the elliptic estimates, one has
.
Substituting this estimate into (3.14), and using the Ladyzhenskaya and Young inequalities, one deduces dt ≤ C, and further, recalling (3.19), proves the conclusion.
Thanks to the a priori estimate stated in the above proposition, one can immediately obtain the L ∞ (0, T ; H 1 (R 2 )) estimate on u as stated in the following proposition.
Proposition 3.4. We have the following estimates
for a positive constant C depending only on the parameters α,Q, T and the initial norm u 0 H 1 (R 2 ) + (v 0 , T e,0 , q e,0 ) L 2 (R 2 )∩L 4 (R 2 ) , and in particular is independent of ε.
Proof. Multiplying equation (1.5) by −∆u, and integrating over R 2 , then it follows from integration by parts that 1 2
where, again, U = (u, v), and thus
, for all t ∈ [0, T ). From which, in view of Proposition 3.3, the conclusion follows.
Finally, we are ready to prove the L ∞ (0, T ; H 1 (R 2 )) estimate on (v, T e , q e ), that is the following proposition. 
where C is a positive constant depending only on α,Q, T and the initial norms (u 0 , v 0 , T e,0 , q e,0 ) H 1 , and in particular is independent of ε.
Proof. Multiplying equation (1.8) by −∆T e , and integrating over R 2 , then it follows from integration by parts and the Hölder inequality that 
To complete the proof, one still need to estimate We decompose u as u =ū +û, whereū andû, respectively, are the unique solutions to the following two systems We are going to estimateū andû. Let's first estimateū. By the L q (0, T ; W 2,q ) type estimates for the Stokes equations (see, e.g., Solonnikov [39, 40] ), we have
for any q ∈ (1, ∞), and thus it follows from the Hölder inequality and GagliardoNirenberg inequality, ϕ Combining the above estimate with (3.27), one has
which, when substituted into (3.23), yields the conclusion.
As a corollary of Propositions 3.2-3.5, we have the a priori estimate to (u, v, T e , q e ), as stated in the following: Corollary 3.1. Suppose that (1.10) holds, and the initial data
Let (u, v, T e , q e ) be the unique strong solution to system (1.5)-(1.9), on R 2 × (0, T ), 0 < T < ∞, with initial data (u 0 , v 0 , T e,0 , q e,0 ). Then, the following hold:
(ii) Suppose in addition to (3.28) that q + e,0 = 0, a.e. on R 2 , then we have
(iii) Assume in addition to (3.28) that (∇T e,0 , ∇q e,0 ) ∈ L m (R 2 ), for some m ∈ (2, ∞), then we have the estimate
Proof. (i)
The estimate on all the terms, except those involving the time derivatives, follow directly from Propositions 3.2-3.5. The desired estimate for (∂ t u, ∂ t v) follows directly from the a priori estimate in Propositions 3.3 and 3.5, by using the L 2 (0, T ; H 2 ) type estimates to the Stokes and heat equations. By Propositions 3.2, 3.4 and 3.5, it follows from equation (1.8) and the Sobolev embedding inequalities that
(ii) Multiplying equation (1.9) by ∂ t q e , and integrating over R 2 , then it follows from the Young and Sobolev embedding inequalities and Proposition 3.5 that 1 + α 2ε 
Similarly, one can derive from equation (1.
Summing the above two inequalities, one obtains
from which, integrating with respect to t, we have
for all t ∈ [0, T ). Applying Lemma 6.3, see the Appendix section below, to equation (1.7), and using the Sobolev embedding inequality, one deduces 
, for any t ∈ [0, T ), where C is a positive constant depending only on m and T , and is in particular independent of t ∈ [0, T ). By (i), the above inequality implies
, for any t ∈ [0, T ), and for a positive constant C independent of t ∈ [0, T ). Substituting the above estimate into (3.29), and setting f (t) = (∇T e , ∇q e ) m (t) yield
for any t ∈ [0, T ), where C is a positive constant independent of t ∈ [0, T ). Recalling (i), and applying Lemma 2.1, the conclusion stated in (iii) follows. Now, we are ready to prove the global existence, uniqueness and well-posedness of strong solutions to the Cauchy problem of system (1.5)-(1.9):
Proof of Theorem 1.1. The uniqueness of strong solutions follows from Proposition 3.1 directly, while the a priori estimates in (i)-(iii) follow from (i)-(iii) of Corollary 3.1, respectively. Therefore, we still need to prove the global existence of strong solutions as stated in (i), and the continuous dependence of the strong solutions on the initial date as stated in (iii).
To prove the global existence of strong solutions, it suffices to extend the local solution established in Proposition 3.1 to be a global one. By repeating Proposition 3.1, one can extend the local solution (u, v, T e , q e ) to the maximal interval of existence [0, T * ). Then, we need to show that T * = ∞. Suppose, by contradiction, that T * < ∞, then we must have lim
However, by Corollary 3.1, which holds since T * < ∞, the quantity (u, v, T e , q e )
is bounded on [0, T * ), which is a contradiction, and thus T * = ∞. We now prove the continuous dependence of the unique strong solutions on the initial data as stated in (iii) on any finite interval [0, T ]. Therefore, we choose arbitrary T ∈ (0, ∞), and focus on the interval
e , q
e ) and (u (2) , v (2) , T
e ) be the unique solutions to system (1.5)-(1.9), respectively, with initial data (u e,0 , q (2) e,0 ). Denote by (δu, δv, δT e , δq e ) = (u (1) , v (1) , T
e ), and (δu 0 , δv 0 , δT e,0 , δq e,0 ) = (u
0 , T
e,0 , q
e,0 ). Then, similar to (3.8), we have
e ||δu||δT e | + |∇q (2) e ||δu||δq e |]dxdy, (3.30) for all t ∈ (0, T ]. All the integrals on the right-hand side of the above inequality, except the last two terms, can be dealt with in the way as before in (3.9), while for the last two terms, we estimate them by the Hölder, Sobolev embedding and Young inequalities as follows
e ||δu||δT e | + |∇q (2) e ||δu||δq e |)dxdy ≤C ∇T 
(δu, δv, δT e , δq e ) 2 2
+C( ∇T
2 ), for all t ∈ (0, T ]. Applying the Gronwall inequality to the above inequality yields sup 0≤s≤t (δu, δv, δT e , δq e )(s)
e ) 2 m ds × (δu 0 , δv 0 , δT e,0 , δq e,0 ) 
Global existence and uniqueness of the limiting system
In this section, we prove the global existence and uniqueness of strong solutions to the Cauchy problem of the limiting system (1.12)-(1.18):
Proof of Theorem 1.2. (i) The global existence and regularities. By Theorem 1.1, for any positive ε, there is a unique global strong solution (u ε , v ε , T eε , q eε ) to system (1.5)-(1.9), with initial data (u 0 , v 0 , T e,0 , q e,0 ), such that
for any positive finite time T , where C is a constant depending only on α,Q, T and initial norms (u 0 , v 0 , T e,0 , q e,0 ) H 1 , and in particular, is independent of ε. Moreover, if in addition that (∇T e,0 , ∇q e,0 ) ∈ L m (R 2 ), for some m ∈ (2, ∞), then we have further that
for any positive finite time T , and, again, the estimate is independent of ε.
Thanks to the above ε-independent estimates, there is a subsequence, still denoted by (u ε , v ε , T eε , q eε ), and (u, v, T e , q e ), such that
for any positive finite time T , where ⇀ and * ⇀ are the weak and weak-* convergences, respectively. The last convergence in the above implies that q + e = 0, or equivalently q e ≤ 0, a.e. in R 2 × (0, T ).
Moreover, by the Aubin-Lions lemma, and using the Cantor diagonal argument, we have a subsequence, still denoted by (u ε , v ε , T eε , q eε ), such that
for any positive finite time T , and disc B R ⊂ R 2 , of arbitrary radius R > 0. Thanks to the previous convergences, one can take the limit ε → 0 + in the equations (1.5)-(1.8) for (u ε , v ε , T eε , q eε ) to deduce that (u, v, T e , q e ) satisfies equations (1.5)-(1.8), a.e. in R 2 × (0, ∞), since R in the previous strong convergences is arbitrary; and moreover, by the lower semi-continuity of the norms, the a priori estimates stated in Theorem 1.2 hold. In order to complete the proof of existence, we still need to prove that q e satisfies inequalities (1.16)-(1.18). Inequality (1.17) has already been verified before. While for (1.16), note that equation (1.9) for q eε implies that
from which, recalling the previous convergences, one can take the limit ε → 0 + to see that
which is (1.16). It remains to verify (1.18) . To this end, let's define the set
and for any positive integers j, k, l, we define
where B k ⊂ R 2 is a disc of radius k, and j, k, l ∈ N. Noticing that
to prove that (1.18) holds a.e. on O − , it suffices to show that it holds a.e. on O − jkl , for any positive integers j, k, l. Now, let's fix the positive integers j, k, l. Recalling that q eε → q e in C([0, T ]; L 2 (B R )), for any positive time T and positive radius R, it is straightforward that q eε → q e in L 2 (Ω jkl ). Therefore, there is a subsequence, still denoted by q eε , such that q eε → q e , a.e. on O − jkl . By the Egoroff theorem, for any positive number η > 0, there is a subset
Recalling the definition of O − jkl , this implies that for sufficiently small positive ε, it holds that q eε ≤ q e + 1 2j
As a result, by equation (1.9) for q eε , we have, for any sufficiently small positive ε, that
for any positive finite time T , which in particular implies
By Lemma 2.3, this implies that the above equation holds, a.e. on O − jkl , and further on O − , in other words, (1.18) holds. Therefore, (u, v, T e , q e ) is a global strong solution to system (1.12)-(1.18), with initial data (u 0 , v 0 , T e,0 , q e,0 ), satisfying the regularities stated in the theorem.
(ii) The uniqueness. Let (u, v, T e , q e ) and (ũ,ṽ,T e ,q e ) be two strong solutions to system (1.12)-(1.18), with the same initial data (u 0 , v 0 , T e,0 , q e,0 ). Define the new functions (δu, δv, δT e , δq e ) = (u, v, T e , q e ) − (ũ,ṽ,T e ,q e ). Then, one can easily check that (δu, δv, δT e , δq e ) satisfies equations (3.2)-(3.5), and the same argument as that for (3. We need to estimate δq e . To this end, we first derive the equation for δq e . We divide the domain Ω := R 2 × (0, ∞) as follows
where Ω 1 = {q e < 0} ∩ {q e < 0}, Ω 2 = {q e < 0} ∩ {q e = 0}, Ω 3 = {q e = 0} ∩ {q e < 0}, Ω 4 = {q e = 0} ∩ {q e = 0}.
On the set Ω 1 , q e andq e satisfies, respectively
Subtracting the above two equations yields
On the set Ω 2 , q e satisfies
while forq e , sinceq e ≡ 0 on Ω 2 , one has (∂ t q e , ∇q e ) = 0, a.e. on Ω 2 , and thus ∂ tqe + u · ∇q e = 0, a.e. on Ω 2 . Here, we have used the well-known fact that the derivatives of a function f ∈ W 1,1 loc (Ω) vanish, a.e. on any level set {(x, y, t) ∈ Ω|f (x, y, t) = c}, see, e.g., [14] or page 297 of [16] . We will used, without any further mentions, this fact several times in the proof of this part. Therefore, one has ∂ t δq e + u · ∇δq e + δu · ∇q e + (Q + α)∇ · v = 0, a.e. on Ω 2 . Finally, sinceq e = q e = 0, on Ω 4 , one has ∂ t δq e + u · ∇δq e + δu · ∇q e = 0, a.e. on Ω 4 .
Thanks to the last equation, as well as (4.2)-(4.4), we obtain the equation for δq e as
). Multiplying equation (4.5) by δq e , and integrating over R 2 , then it follows from integration by parts that 1 2
(|δq e | 2 + |∇q e ||δu||δq e |)dxdy
Recalling thatq e = 0 on Ω 2 , we have ∂ tqe +ũ · ∇q e = 0, a.e. on Ω 2 , and thus it follows from (1.16) for (ũ,ṽ,T e ,q e ) that ∇ ·ṽ ≤ 0, a.e. on Ω 2 . Similarly, one has ∇ · v ≤ 0, a.e. on Ω 3 . Thanks to these facts, we deduce
Therefore, it follows from (4. 
e ) be the unique solutions to system (1.12)-(1.18), with initial data (u
e ) has the additional regularity that (T
, for any positive time T . Denote by (δu, δv, δT e , δq e ) = (u (1) , v (1) , T
e,0 ). Then, similar to (4.7), we have
e ||δu||δT e | + |∇q (2) e ||δu||δq e |]dxdy, which is exactly of the same form as (3.30) . Therefore, by the same argument as that in the proof of the continuous dependence part of (iii) of Theorem 1.1, we obtain sup 0≤s≤t (δu, δv, δT e , δq e )(s)
1+ (u (2) ,v (2) ) 4 4 + (∇u (2) ,∇v (2) ,∇v (1) ) 2 2 + (∇T (2) e ,∇q
e ) 2 m ds × (δu 0 , δv 0 , δT e,0 , δq e,0 ) 2 2 . Recalling the regularities of (u
e ), i = 1, 2, the above inequality implies the continuous dependence of strong solutions on the initial data. This completes the proof of Theorem 1.2.
Strong convergence of the relaxation limit
In this section, we prove the strong convergence of the relaxation limit, as ε → 0 + , of system (1.5)-(1.9) to the limiting system (1.12)-(1.18):
Proof of Theorem 1.3. Define the difference function (δu ε , δv ε , δT eε , δq eε ) as
Taking the subtraction between equations (1.5)-(1.8), for (u ε , v ε , T eε , q eε ), and equations (1.12)-(1.15), for (u, v, T e , q e ), one can easily check that
3)
). Multiplying equations (5.1), (5.3) and (5.4) by δu ε , δv ε and δT eε , respectively, summing the resultants, integrating over R 2 , and noticing that
it follows from integration by parts that
from which, by the Young inequality, we deduce
Therefore, we obtain
We still need to estimate δq eε 2 2 . To this end, we first derive the equation for δq eε . On the set {(x, y, t) ∈ R 2 × (0, ∞)|q e (x, y, t) < 0}, q eε and q e satisfy equations (1.9) and (1.18), respectively, and thus δq eε satisfies
a.e. on {(x, y, t) ∈ R 2 × (0, ∞)|q e (x, y, t) < 0}. On the set O := {(x, t) ∈ R 2 × (0, ∞)|q e (x, t) = 0}, recalling, again, the well-known fact that the derivatives of a function f ∈ W 1,1 loc (R 2 × (0, ∞) vanish, a.e. on any level set {(x, y, t) ∈ R 2 × (0, ∞)|f (x, y, t) = c}, we have ∂ t q e + u · ∇q e = 0, a.e. on O, and q eε satisfies (1.9). Consequently, δq eε satisfies ∂ t δq eε + δu ε · ∇δq eε + δu ε · ∇q e + u · ∇δq eε + (Q + α)∇ · v ε = − 1 + α ε q [δu ε · ∇q e + (Q + α)(∇ · δv ε + ∇ · vχ O (x, y, t))]δq eε dxdy,
a.e. t ∈ (0, ∞). Recalling that q e ≤ 0, we have Lemma 6.1. Given a time T ∈ (0, ∞), and a function g ∈ L α (0, T ; L β (R 2 )), with 1 < α, β < ∞. Let U be the unique solution to
Then, we have the estimate
where C α,β is a positive constant depending only on α, β, and in particular is independent of T and g.
Proof.
Introducing the scaled functions U T and g T as U T (x, t) = U( √ T x, T t), g T (x, t) = g( √ T x, T t), x ∈ R 2 , t ∈ (0, 1), then one can easily verify that U T and g T satisfy
Applying the maximal regularity theory for parabolic equations to the above system (see, e.g., [13] , [18] and [23] ), one has
From which, and after observing that,
one obtains the conclusion.
Lemma 6.2. Given a time T ∈ (0, ∞), and let f and g be two functions, such that f ∈ L 2 (R 2 × (0, T )) and g ∈ L 4 (R 2 × (0, T ). Let v be the unique solution to
Then we have the following estimate where C is an absolute constant, and in particular is independent of T , v 0 , f and g.
Proof. Decompose v as v =v +v, wherev andv are the unique solutions to systems
and ∂ tv − ∆v = ∇g, in R 2 × (0, T ), v| t=0 = 0, in R 2 , (6.1)
respectively. The standard energy approach (multiplying the equation forv by −∆v, integrating over R 2 , integration by parts, using the Young, and integrating with respect to t over (0, T )) to the system forv leads to sup 0≤t≤T ∇v(t) Defining U to be the unique solution to the system
Then ∇U satisfies the same system as that forv, and therefore, by the uniqueness of the solutions to system (6.1), we havev = ∇U. Thanks to this fact, and applying Lemma 6.1, it follows from the elliptic estimates that
for an absolute positive constant C. Combining the estimates forv andv, we deduce from the Ladyzhenskaya inequality that Lemma 6.3. Given a time T ∈ (0, ∞) and a number m ∈ (2, ∞). Let f ∈ L 2 (0, T ; L m (R 2 )), and v be the unique solution to
Combining the estimates forv andv, we then deduce from the Young inequality (recalling m > 2) that
