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A periodically driven rotor is a prototypical model that exhibits a transition to chaos in the
classical regime and dynamical localization (related to Anderson localization) in the quantum regime.
In a recent work [Phys. Rev. B 94, 085120 (2016)], A. C. Keser et al. considered a many-
body generalization of coupled quantum kicked rotors, and showed that in the special integrable
linear case, dynamical localization survives interactions. By analogy with many-body localization,
the phenomenon was dubbed dynamical many-body localization. In the present work, we study
nonintegrable models of single and coupled quantum relativistic kicked rotors (QRKRs) that bridge
the gap between the conventional quadratic rotors and the integrable linear models. For a single
QRKR, we supplement the recent analysis of the angular-momentum-space dynamics with a study of
the spin dynamics. Our analysis of two and three coupled QRKRs along with the proved localization
in the many-body linear model indicate that dynamical localization exists in few-body systems.
Moreover, the relation between QRKR and linear rotor models implies that dynamical many-body
localization can exist in generic, nonintegrable many-body systems. And localization can generally
result from a complicated interplay between Anderson mechanism and limiting integrability, since
the many-body linear model is a high-angular-momentum limit of many-body QRKRs. We also
analyze the dynamics of two coupled QRKRs in the highly unusual superballistic regime and find
that the resonance conditions are relaxed due to interactions. Finally, we propose experimental
realizations of the QRKR model in cold atoms in optical lattices.
I. INTRODUCTION
Since the discovery of Anderson localization in 19581,
significant efforts—both analytical and numerical—have
been made to understand how localization is affected by
interactions. In 2005, Basko, Aleiner, and Altshuler2
demonstrated that, under certain conditions, localiza-
tion can survive in the presence of interactions. This
phenomenon was called many-body localization (MBL).
The MBL state is a peculiar state of matter character-
ized by a number of counter-intuitive properties includ-
ing ergodicity breaking3, and it has been attracting a lot
of attention recently (see, e.g., Refs. [4] and references
therein; for reviews, see Refs. [5]).
A different but closely related phenomenon to Ander-
son localization is dynamical localization. It was first
introduced by Casati, Chirikov, Ford, and Izrailev6–8 for
a prototypical dynamical model of quantum kicked ro-
tor (QKR)—a quantum analog of the classical kicked ro-
tor (KR) also known as the Chirikov standard map6,9.
Experimentally, it was first observed by Moore et al.10.
Dynamical localization manifests itself in quantum sup-
pression of the chaotic classical diffusion, which for KR
occurs in the angular-momentum space when the kicking
strength exceeds a critical value. As opposed to Anderson
localization in disordered systems, dynamical localization
is not related to genuine disorder or intrinsic randomness
and is a consequence of deterministic system dynamics.
However, in 1982 Fishman et al.11 showed that the QKR
model can be directly mapped onto the Anderson model
with quasidisorder, and that dynamical localization in
QKR corresponds to localization in the Anderson-type
lattice model. In particular, in the Floquet formalism,
the free rotor evolution between the kicks generates a
lattice of angular-momentum states (dimensionless angu-
lar momentum is integer due to quantization on a ring),
and kicking embodies hopping between the “sites” of this
lattice.
The role of interactions in both Anderson and dy-
namical localization has been studied for a long time.
During a few decades, it was believed that interac-
tions generally destroy localization due to the associ-
ated dephasing. In particular, interactions were stud-
ied directly12–20, and modeled by introducing noise21–27,
dissipation24,28,29, and nonlinearity30–35. Some experi-
mental probes36–41 also tentatively suggested delocaliza-
tion. However, in some special cases of two interacting
QKRs, dynamical localization was found to be preserved,
although weakened—specifically, for a single 2D QKR42
and for the interaction potential local in rotor angular-
momentum space in 1D43–45.
Although dynamical localization for two coupled
QKRs was predicted to disappear in the presence of
coordinate-dependent interactions12,19, in 2007 Toloui et
al.46 reported localized regimes in two coupled QKRs.
Furthermore, recently Keser et al.47 showed that coupled
many-body systems can possess dynamical localization,
and the corresponding phenomenon was dubbed dynam-
ical many-body localization (DMBL). However, DMBL
has been found only for a specific integrable system of
linear quantum kicked rotors (LQKRs) so far, and the
existence of this phenomenon in more general, noninte-
grable cases remains unclear. In this paper, we propose
a nonintegrable model of coupled quantum relativistic
kicked rotors (QRKRs). We explicitly show dynamical
localization for up to three coupled rotors (see Sec. V),
and independently of these explicit calculations we argue
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2that the DMBL state in a many-body ensemble of such
systems is possible for a wide range of parameters with-
out fine-tuning to integrability. The many-body LQKR
Hamiltonian has the form
H
MB
LQKR
=
L∑
`=1
H
LQKR
` (p`, x`) + Vint(x1, . . . , xL; t), (1)
where the single-particle part H
LQKR
` (p`, x`) defined in
Eqs. (5), (8), and (17) depends on angular momentum
linearly as C`p`. And this many-body Hamiltonian is a
high-angular-momentum limit of the many-body QRKR
Hamiltonian given by
H
MB
QRKR
=
L∑
`=1
H
QRKR
` (p`, x`) + Vint(x1, . . . , xL; t), (2)
where H
QRKR
` (p`, x`) defined in Eqs. (5), (7), and (8) de-
pends on angular momentum as
√
(C`p`)2 +M2` , since√
(Cp)2 +M2 ' Cp, as Cp/M →∞ (3)
(parameter definitions are given below). Therefore, any
possible delocalization stops at sufficiently high angular
momenta where this asymptotic dominates. On the other
hand, outside of this asymptotic regime, the classical
counterpart of the QRKR model exhibits chaotic behav-
ior, and a quantum Anderson-type mechanism is neces-
sary to induce localization. We show that this mechanism
also works to some extent in the presence of interactions
and conclude that in the general many-body case, local-
ization can result from an interplay of both effects.
Apart from the dynamical localization, we also address
regimes where the single relativistic kicked rotor exhibits
novel transport behavior and examine them in the in-
teracting case. We find that interactions facilitate this
behavior and increase the number of such regimes.
New interesting transport effects can be found if the
asymptotic behavior of the dispersion relation at low an-
gular momentum is different from the behavior at high
angular momentum. In 2003, Matrasulov et al.48 sug-
gested a model of QRKR, a quantum version of a clas-
sical relativistic kicked rotor (RKR)49. Both RKR and
QRKR models naturally possess this dispersion property.
It is important to note that from the viewpoint of the
dispersion relation, QRKR interpolates between conven-
tional QKR at low angular momenta and exactly solvable
LQKR50–53 at high angular momenta. Recently, Zhao et
al.54 discovered rich transport properties of RKR and
QRKR that included various regimes ranging from local-
ization to superballistic transport.
In general, the transport properties can be classified
by the value of the index ν in the time dependence of the
mean-squared generalized “coordinate.” For a rotor, the
relevant choice is the angular-momentum space:
〈p2〉 ∼ tν . (4)
In the case of pure localization ν = 0. The values of ν > 0
correspond to various types of delocalization. ν = 1 cor-
responds to the standard diffusion 〈p2〉 ∼ t, while the
case ν 6= 1 is called anomalous diffusion. In particu-
lar, ν ∈ (0, 1) is dubbed subdiffusion and ν ∈ (1, 2) is
superdiffusion. The regime with ν = 2 corresponds to
ballistic transport. There is also a special, less studied
case of transient anomalous diffusion called superballistic
transport that corresponds to ν > 2. Only a few exam-
ples of this regime are known to date55–58. Interestingly,
both RKR and QRKR exhibit the superballistic trans-
port regime54.
Besides the angular-momentum dynamics, QRKR also
naturally possesses a spin-like degree of freedom, and
dynamics in this “spin” space is quite peculiar (strictly
speaking, it is the particle-antiparticle space of the 1D
Dirac equation, but we will refer to it as spin for brevity).
The first spinful kicked rotor model—spin-1/2 QKR—
was suggested by Scharf59 and later studied in Refs. [60],
but the evolution of the spin in either of models did not
receive much attention.
In the present paper, first we review the QRKR model
and introduce its spin dynamics properties that, to the
best of our knowledge, have not been discussed in the
literature. Then we numerically demonstrate robust lo-
calization upon driving for the model with up to 3 inter-
acting QRKRs. Most importantly, it means that in this
model interparticle coupling that corresponds to infinite-
range interaction in the respective lattice model does not
always destroy few-body localization (as opposed to the
case in Refs. [12–35, 37, 38, and 41], but similarly to
the one in Refs. [46]). More generally, we show that the
coupled model inherits the transport regimes of the sin-
gle QRKR model. If generalized to a many-body system
of QRKRs, this statement results in DMBL similar to
that found in Ref. [47], but for a nonintegrable system.
Independently of the numerics, but in agreement with
it, we argue that this is the case because the difference
between the dynamics of the many-body QRKRs model
and the integrable model considered in Ref. [47] vanishes
as the angular-momentum terms increase and overwhelm
the mass terms.
II. QUANTUM RELATIVISTIC KICKED
ROTOR
In this section, we review the QRKR model (see
also Ref. [54]) and study the spin dynamics and spin-
momentum entanglement in this model. We find a num-
ber of unusual dynamic regimes involving the spin. From
this point on, we mostly refer to the rotors’ angular mo-
menta simply as momenta for shortness.
As for any kicked system, the Hamiltonian of the
QRKR model reads
Hˆ(t) = Hˆ0 + V
∞∑
n=−∞
δ(t− n), (5)
3FIG. 1. Spin dynamics with a large mass, zero average
initial momentum, and small initial momentum-distribution
width ∆p (parameters are shown above the figure). The blue
marker indicates the initial point, and the color indicates time
(in the units of the kicking period). The projection of the spin
trajectory is shown on the XZ coordinate plane.
where t is a dimensionless time (measured in the units
of the kicking period, T ). Throughout the paper, we use
the notation
∆(t) ≡
∞∑
n=−∞
δ(t− n). (6)
For QRKR, the free part Hˆ0 is the dimensionless 1D
Dirac Hamiltonian:
Hˆ0(p) = 2piαpσˆ
x +Mσˆz, (7)
where 2piα ≡ C plays the role of an effective speed of
light, M is an effective mass, and σˆ is a vector of Pauli
matrices. p is a dimensionless angular momentum oper-
ator, p = −ı˙ ∂∂x , and x is an angular coordinate of the
particle, x ∈ [0, 2pi). We assume that kicking has the
following form:
V (x) = K cos(qx), (8)
where K is an effective kicking strength, and q ∈ N spec-
ifies the spatial period of the potential. Note that the
kicking potential (8) is proportional to the unit matrix
in the spin space.
In order to quantify the role of quantum and relativis-
tic effects in QRKR as compared to RKR and QKR,
respectively (see Sec. V for the coupled rotors case), we
make connection to the actual Dirac equation for a kicked
relativistic spin-1/2 particle of mass m confined to a 1D
ring of radius R:
i~
∂
∂tp
Ψ =
[
cppσˆ
x +mc2σˆz + kR cos(qx)∆
(
tp
T
)]
Ψ, (9)
FIG. 2. Spin dynamics with a medium mass equal to
the average initial momentum, and small initial momentum-
distribution width ∆p (parameters are shown above the fig-
ure). The blue marker indicates the initial point, and the
color indicates time. The projection of the spin trajectory is
shown on the XZ coordinate plane.
where tp = tT is physical time, c is the speed of light,
pp = ~p/R is physical (linear) momentum, and k is the
amplitude of the kicking force. Introduce a dimensionless
“effective Planck constant”:
~eff =
~T
mR2
. (10)
In the dimensionless Dirac equation, we absorb ~eff into
the other parameters, so that the Hamiltonian (5), (7),
(8) enters it as follows:
ı˙
∂
∂t
Ψ = [Cpσˆx +Mσˆz +K cos(qx)∆(t)] Ψ, (11)
where
C ≡ 2piα = cT
R
, (12)
M =
mc2T
~
=
C2
~eff
, (13)
K =
kTR
~
=
KRKR
~eff
, (14)
and K
RKR
is the dimensionless kicking strength in the
nonquantum RKR model [see Eq. (20) below]. Note that
this straightforward interpretation is not related to the
feasible physical realizations. Some of the latter are pro-
posed in Sec. VI.
Consider integer times t only. Since the Hamiltonian is
periodic in time—H(t+1) = H(t)—and the external po-
tential has a kicking form, the stroboscopic single-period
evolution of the wave functions governed by Eq. (11) is
given by the Floquet operator Fˆ as
Ψ(t+ 1) = FˆΨ(t), (15)
4FIG. 3. Spin dynamics with a small mass, high average ini-
tial momentum, and medium initial momentum-distribution
width ∆p (parameters are shown above the figure). The blue
marker indicates the initial point, and the color indicates
time. The projection of the spin trajectory is shown on the
XZ coordinate plane.
where
Fˆ = exp
[
−iHˆ0(p)
]
exp [−iV (x)] (16)
= exp [−i (2piαpσˆx +Mσˆz)] exp [−iK cos(qx)] .
An efficient way of calculating the evolution (15) nu-
merically is by switching from the coordinate represen-
tation to the momentum representation back and forth,
applying each part of the Floquet operator (16) in its
eigenbasis. This approach allowed us to reproduce the
results for single QRKR obtained in Ref. [54]. The de-
tails of the numerical implementation of this method are
given for coupled QRKRs in Sec. IV.
As we mentioned above, in the high-momentum region
the QRKR model can be approximated by the LQKR
model. It is determined by Hamiltonian (5) with the free
part:
HLQKR0 (p) = 2piαp (17)
and kicking potential (8). This model has been proved to
be integrable in any dimension by Figotin and Pastur61.
During the free evolution between the kicks, the
local eigenspinors of Hˆ0(p), i.e. the eigenspinors
at any given p as a parameter, acquire the phases
ϕ±(p) = ±
√
(2piαp)2 +M2, where the quantized
momentum p takes only integer values. As discussed
in Ref. [54], the transport regime in QRKR is deter-
mined by the phases ϕ±(p) along with the kicking po-
tential parameter q and initial conditions. Specifically,
in the low-momentum region (2piαpM), QRKR is al-
ways localized (for the same reason as QKR and LQKR),
FIG. 4. Wave function at different stages of evolution with
the same parameters as in Fig. 3. Panel (a) shows the initial
wave function (dot-dashed blue line) and that at t = 25 (solid
red line) in case of starting at p0 = 300—very far from p =
M/(2piα). Panels (b)–(d) exactly correspond to Fig. 3 and
show the initial wave function (dot-dashed blue lines) and the
up and down spinor components (solid red and dashed black
lines, respectively) at the times indicated in the parentheses.
The initial down component is zero.
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FIG. 5. Entanglement entropy (solid blue line, left axis) and
momentum variance (〈p2〉−〈p〉2) (dashed red line, right axis)
in the process corresponding to Fig. 3. Parameters are shown
above the figure.
because propagators exp[−ı˙ϕ±(p)] act as quasi-random-
number generators for a sequence of integers p. In the
high-momentum limit, QRKR tends to LQKR, and the
behavior of exp [−ı˙ϕ±(p)] is determined by the rational-
ity of α. Namely, irrational values of α give rise to the
localized phase, and rational values—α = r/s (r, s ∈
Z are relatively prime)—lead to delocalization (in par-
ticular, to ballistic transport) if q/s ∈ Z. In the re-
maining case of α = r/s, but q/s /∈ Z, the dynamics
is bounded, but this is not related to the Anderson-type
5localization52,54. In the general case of the wave function
containing components with 2piαp ∼ M , an additional
pattern—the superballistic transport—arises due to the
leakage of the wave function from the low-momentum re-
gion to the high-momentum one54. Specifically, following
the qualitative argument from Ref. [54], there are three
contributions to the momentum-space transport. One
contribution is constant and comes from localization in
the disordered region at small momenta. Another one
is ballistic; i.e., the momentum variance grows quadrati-
cally in time. It comes from the periodic nondisordered
(in terms of exp[−ı˙ϕ±]) high-momentum region. And the
third contribution is superballistic. It is related to the
transfer of population from the moderate-momentum to
the high-momentum region and can be qualitatively de-
scribed by
t∫
0
dt′Γ(t− t′)Dt′2, where Γ(t) is a population
transfer rate and D is a coefficient of ballistic transport.
In the simplest case of Γ(t) ≈ const, this integral readily
gives cubic growth of momentum variance.
Besides the rich dynamics that QRKR shows in the
momentum space, it also possesses very peculiar patterns
in spin dynamics, even if the kicking is spin-independent,
as in Eq. (8). These patterns are related to the entangle-
ment between the spin and momentum degrees of free-
dom that occurs at each step as a result of the combi-
nation of free evolution and kicking. We performed a
series of calculations of the spin evolution in the case
of spin-independent kicking (8). In Figs. 1 – 3 and 6,
we show trajectories of the tip of the spin vector—more
precisely, the vector 2 s(t) = 〈Ψ(t) |σˆ|Ψ(t)〉—within the
Bloch sphere in four representative regimes. Figs. 1 –
3 correspond to the localized phase, while Fig. 6 de-
scribes the spin dynamics in the delocalized phase. As
an initial state, we chose a Gaussian Ψ(p, t = 0) ∼
exp
[−(p− p0)2/(2∆2p)]χσ, where χσ = |↑〉 + i |↓〉 in
Fig. 1 and χσ = |↑〉 in all other cases.
In Fig. 1, M/2piα is much larger than the initial mo-
mentum spread centered around zero, and due to lo-
calization, the mass remains two orders of magnitude
greater than 2piαp for the highest populated momentum
components. In this case, the spin-tip trajectory is a flat
disk that lies in the XY plane and constitutes rotation
via exp [−ı˙Mσˆz]. The radius of the spin trajectory is de-
termined by the degree of the spin-momentum entangle-
ment and is oscillating in time within certain boundaries.
In Fig. 2, the mass M and the initial momentum p0
are equal, which leads to the flat trajectory tilted at
an angle—tan(θ) ≈ M/(2piαp0) = 1/(2piα)—to the Y Z
plane. When the ratio between 2piαp0 and M is varied,
the trajectory remains flat in a certain range of parame-
ters, and only tilt angle changes accordingly.
In Fig. 3, 2piαp0  M , and the momentum spread
∆p  M . In this case, we have alternating regimes of
dynamics. When the majority of the momentum-space
population is far away from p = M/(2piα) p0, the spin-
tip trajectory is flat—in this case, it constitutes rotation
in the Y Z plane due to the action of exp [−ı˙2piαpσˆx].
FIG. 6. Spin dynamics in a resonant regime corresponding
to delocalization (α is rational). Parameters are shown above
the figure. The blue marker indicates the initial point, and the
color indicates time. The projections of the spin trajectory
are shown on the XY and XZ coordinate planes.
The wave function dynamics far away from p = M/(2piα)
consists of periodic splitting into two parts and recom-
bining back. One of these parts corresponds to classical
acceleration due to in-phase kicking and another one—to
deceleration due to out-of-phase kicking. As a manifes-
tation of localization, these parts span only very limited
vicinity of the initial wave packet; Fig. 4(a) shows these
parts at the largest separation alongside the initial state.
When the wave function components are split, the spin
tip stays very close to some point X0 at the X axis. And
when the components recombine, the spin tip comes to
the surface of the Bloch sphere developing a flat part of
the trajectory that is parallel to the Y Z plane and crosses
the point X0. However, if the initial wave function is
centered close enough to p = M/(2piα), as is the case
in Fig. 3, one of the split components goes through this
point, and the spin tip starts to move along the X axis
until that component leaves the vicinity of p = M/(2piα).
Once the components of the wave function recombine, a
new flat disk parallel to Y Z plane develops, and then
this periodic pattern continues with the X-motion until
the next disk is generated. When the motion along the X
axis brings the spin tip to the surface of the Bloch sphere,
the X-motion reflects off it and continues back to the cen-
ter of the Bloch sphere. During this motion, each time
a nonvanishing part of the wave function passes through
p = M/(2piα), it gets modulated, split, and eventually
becomes very noisy in that region [see Figs. 4(b)–4(d)].
In Fig. 5, we show the entanglement entropy as a function
of time corresponding to this case. It is defined as
S(t) = −tr [ρs(t) ln ρs(t)] , (18)
6FIG. 7. Phase map of RKR in a moderate kicking regime.
Parameters: C = 20, KRKR = 2, q = 1. Panel (b) shows
zoomed region of moderate angular momenta from panel (a).
At low momenta, there are both chaotic and periodic trajec-
tories. At high momenta, all trajectories are periodic.
FIG. 8. Phase map of RKR in a strong kicking regime.
Parameters: C = 20, KRKR = 20, q = 1. At low momenta,
chaotic trajectories span most of the phase space. At high
momenta, all trajectories are periodic.
where
ρs(t) =
∞∑
p=−∞
|Ψ(p, t)〉 〈Ψ(p, t)| . (19)
The sharply pronounced dips in the entanglement en-
tropy correspond to the flat disk structures in the Bloch
sphere with their edges coming close to the surface of the
sphere. And the envelope of the entanglement entropy
corresponds to the motion of the spin tip along the X
axis. As the time goes, the wave function becomes more
and more noisy, and no sharp disk structures are gener-
ated for some time. This corresponds to the region be-
tween 3000 and 5000 kicks in Figs. 3 and 5. However, at
some point, the revival of the disks structure in the Bloch
FIG. 9. Phase map of RKR in a very strong kicking regime.
Parameters: C = 20, KRKR = 200, q = 1. At low momenta,
all trajectories are chaotic. At high momenta, all trajectories
are still periodic.
sphere occurs, and the corresponding revival of the dips
structure in the entanglement entropy can be seen. As
the wave function goes through the point p = M/(2piα)
many times, it splits again, and becomes randomized,
so that eventually, the motion within the Bloch sphere
becomes less regular. However, it retains the features
described above for at least as long as 2× 104 kicks.
Figure 6 shows the spin dynamics in the case of res-
onant value of α, i.e., delocalization in the momentum
space. In this regime, the motion of the spin tip is con-
tinuously slowing down. As time goes, more and more
momentum components get populated, and the spin-tip
trajectory tends to one limiting point inside the Bloch
sphere.
III. CRITICAL KICKING STRENGTH IN RKR
Before discussing coupled QRKRs, we need to address
the difference between the classical models of RKR and
nonrelativistic KR with respect to the notion of critical
kicking strength. RKR is described by the dimensionless
Hamiltonian:
H
RKR
= C2
√
1 +
p2
C2
+KRKR cos(qx)∆(t). (20)
According to Ref. [49], as opposed to KR, in RKR, differ-
ent Kolmogorov-Arnold-Moser (KAM) tori in the phase
space are destroyed at different critical values of the kick-
ing strength Ki,cr
RKR
, which depend on the parameter C.
Most importantly, there are global limiting tori at high
momentum that do not get destroyed at any finite value
of K
RKR
if C/2pi ≡ α /∈ Z (the latter condition is al-
ways satisfied in the quantum localized phase described
in Sec. II, i.e., when α /∈ Q). This behavior is illustrated
in Figs. 7 – 9. Variegated regions of moderate momen-
tum filled with chaotic trajectories are always bounded
7from both sides by global regular trajectories that span
the rest of the phase space.
However, although the existence of the limiting tori
guarantees classically bounded trajectories, it is not the
only source of localization exhibited by the QRKR, even
when coupling is introduced. The QRKR shows localiza-
tion within both classically regular and classically chaotic
regions. Therefore, in general, localization is caused by
a combination of the classically bounded phase space
and quantum Anderson-type localization. The same ar-
gument holds for coupled QRKRs. We illustrate it in
Sec. V.
IV. TWO AND THREE COUPLED QUANTUM
RELATIVISTIC KICKED ROTORS
The many-body generalization of the LQKR model
was considered in Ref. [47], and it was shown analyti-
cally that the many-body LQKR model may exhibit the
DMBL phase. In other words, it was shown that lo-
calization may survive in the presence of interactions.
This finding partially motivated the present study of the
few-body generalization of the QRKR model, which is
qualitatively distinct from the LQKR model due to the
nonintegrability.
In this section, we consider the simplest interacting
cases: a two-body and a three-body coupled-QRKR mod-
els. Specifically, we consider the models with the Hamil-
tonian
Hˆ(t) = Hˆ0 + (V +Hint)∆(t), (21)
where Hˆ0 is chosen in two different ways. First, for the
two-body case, we consider the sum of the Dirac Hamil-
tonians of the noninteracting QRKRs:
Hˆ0 = 2piα1p1σˆ
x
1 +M1σˆ
z
1 + 2piα2p2σˆ
x
2 +M2σˆ
z
2 . (22)
Here σˆx,z1 = σˆ
x,z ⊗ I and σˆx,z2 = I ⊗ σˆx,z are 4 × 4
matrices, C` ≡ 2piα`. Second, we use a spinless version
of the QRKR to construct
Hˆ0 =
L∑
`=1
√
(2piα`p`)2 +M2` , L = 2, 3. (23)
As mentioned in Sec. II, it has been shown in Ref. [54]
that the spinless model H ′
QRKR
=
√
(Cp)2 +M2 +
K cos(qx)∆(t) possesses the same localization properties
as the spinful QRKR. For three coupled particles, we
only use the spinless Hˆ0 [Eq. (23)] to reduce computa-
tional complexity. The kicking potential has a standard
form:
V (x1, . . . , xL) =
L∑
`=1
K` cos(qx`), L = 2, 3. (24)
The interaction part is chosen in the same way as for cou-
pled QKRs in Refs. [46], which generalizes the potentials
considered in Refs. [12 and 42]:
Hint =
1
2
L∑
j,`=1
K intj` {cos(qxj) cos(qx`) + cos[q(xj − x`)]},
L = 2, 3. (25)
We study these models numerically, and show that the lo-
calized phase is persistent with respect to the interaction
in a certain range of parameters.
The Floquet operator
Fˆ = exp
[
−iHˆ0
]
exp [−i(V +Hint)] . (26)
For Hˆ0 in Eq. (22), Ψ is a four-component function. Its
four components correspond to the four possible spin con-
figurations of two particles: ↑↑, ↑↓, ↓↑, and ↓↓, respec-
tively. The free part of the Floquet operator (26) in the
spinful case is calculated using the properties of the Pauli
matrices:
exp
[
−iHˆ0
]
=
2⊗
`=1
[
cos
(√
C2` p
2
` +M
2
`
)
I
−i sin
(√
C2` p
2
` +M
2
`
)
C`p`σˆ
x +M`σˆ
z√
C2` p
2
` +M
2
`
]
(27)
and can be efficiently applied numerically to a four-
component wave function on a momentum-space grid at
each step. Similarly, the kicking and interaction part of
the evolution operator (26) can be efficiently applied nu-
merically to a wave function on a coordinate-space grid.
We choose an initial wave function in the basis of mo-
mentum eigenstates:
Ψ(t = 0) =
∑
P
aP (0) |P 〉 , (28)
where P = {p1, p2} or {p1, p2, p3} and, to make one step
in time, we perform the discrete Fourier transform of
{aP } to go to the coordinate representation, where the
potential part of the Floquet operator (26) is diagonal,
and we apply this part to the vector representing the
coordinate-space wave function. After that, we perform
the inverse Fourier transform to go back to the momen-
tum representation and apply the free part [operator (27)
for the spinful case] to it. Then this cycle starts over for
the next step. This scheme allows us to achieve efficient
numerical evolution that only requires application of di-
agonal operators and a fast Fourier transform.
V. NUMERICAL EXPERIMENTS WITH TWO
AND THREE COUPLED QRKRs
In Figs. 10 – 12, we present time dependence of the av-
erage mean-squared momentum per particle for two cou-
pled spinful QRKR particles: 〈p21 + p22〉/2. In Ref. [47],
this quantity was shown to be a reliable indicator of
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FIG. 10. Average mean-squared momentum per particle in
the localized regime. Oscillating red line shows the calculation
result. Straight blue line is a linear fit that shows no slope up
to a fitting error (equation is given inside the plot). Parame-
ters: α1 = 1/3 + 0.02/2pi, α2 = 1/3 − 0.03/2pi, q = 3,
K1 = K2 = 0.8, K
int
12 = 0.04, M1 = M2 = 12
(~eff1 ≈ ~eff2 ≈ 0.37). Insets: Probability density at the
final time t = N = 3 × 105 kicks as a function of each
momentum while integrated over the other one.
dynamical localization (as opposed to the average en-
ergy). Different values of the parameters determine vari-
ous regimes that are exhibited by our model. We start in
a Gaussian-shaped initial state in the momentum space
centered around the point
(
p
(0)
1 , p
(0)
2
)
= (0, 0) with both
spins up:
Ψ(p1, p2, t = 0) ∼ exp
[
− p
2
1
2∆21
− p
2
2
2∆22
]
|↑↑〉 , (29)
and widths ∆1 = ∆2 = 4. Therefore, the initial value
of the average mean-squared momentum per particle is
〈p21 + p22〉/2 = 8. Figures 10 and 11 represent the dynam-
ically localized state. It is characterized by nonresonant
values of the velocities (α1 6= α2 /∈ Q). Saturation of
the average mean-squared momentum per particle is ver-
ified by linear fits that have zero slope up to a fitting
error; the corresponding equations are shown inside the
plots. The insets in these figures show the probability
density at the final time |Ψ(p1, p2, t = N)|2 as a function
of each of the momenta while integrated over the other
one. As one can see from these insets, in the regime
of localization, the wave functions decay exponentially
with momenta and, in the vicinity of numerical bound-
aries, reach the values below 10−27. This ensures that
during the evolution, the population does not come close
to the numerical boundaries, and there is no unphysi-
cal reflection from them. Stable exponential decay of a
wave function with a constant bound on its width indi-
cates localization. In Fig. 10, we take parameters simi-
lar to those used in Ref. [54] for the single QRKR and
add 5% of interaction, i.e., K int12 = 0.05K1,2. These pa-
rameters correspond to ~eff1 ≈ ~eff2 ≈ 0.37. In Fig. 11,
we set ~eff1 = ~eff2 = 1 and periodicity parameter q = 1
and obtain more stable localization. Other parameters in
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FIG. 11. Average mean-squared momentum per
particle in the localized regime. Oscillating red line
shows the calculation result. Straight blue line is
a linear fit that shows no slope up to a fitting er-
ror (equation is given inside the plot). Parameters:
~eff = 1, α1 = 1.6 + 0.1/2pi, α2 = 1.6 − 0.15/2pi, q = 1,
K1,2 = 4/~eff , K int12 = 0.2/~eff , M1,2 = (2piα1,2)2 /~eff .
Insets: Probability density at the final time t = N = 3×105
kicks as a function of each momentum while integrated over
the other one.
this case are such that in the corresponding RKR model,
many tori are destroyed giving way to a broad chaotic re-
gion. In particular, the kicking strength constant exceeds
the first (and, in this case, the only) critical constant—
~effK1,2 > K1,crRKR ≈ 2—corresponding to the single RKR.
Figure 12 shows the delocalized phase described by the
resonant values of the velocities: α1 = α2. Even though
α1, α2 /∈ Q—so that for single QRKR, such α guarantees
localization—according to Ref. [47], in the many-body
LQKR model, equal values of the velocities correspond
to additional resonances due to the interaction that lead
to divergence of the emergent momenta-containing inte-
grals of motion (IOMs) present in the many-body LQKR
model47. In the many-body QRKR model at large mo-
menta, these IOMs become approximate. Nevertheless,
their divergence results in the divergence of the associ-
ated momenta, which is confirmed by our numerical re-
sults. In particular, in Fig. 12 we see a rapid transport in
the momentum space that causes the fast growth of the
probability density near the numerical boundaries of the
momentum grid. Unfortunately, this complication makes
further numerical analysis at large time scales inefficient.
However, we can clearly see the signs of superballistic
transport in this plot. In particular, in this example,
〈p21 + p22〉 ∼ t2.57 until the wave function reaches the grid
boundaries at the time beyond t = 2000 kicks, and we can
not rely on the numerics after that point. The inset shows
the probability density at final time |Ψ(p1, p2, t = N)|2 as
a function of each of the momenta while integrated over
the other one (p1 and p2 dependencies are the same in
this case due to symmetry).
In Fig. 13, we compare localization in two-particle and
three-particle spinless QRKR models at the same respec-
tive parameters. The plots are given in the lin-log scale
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FIG. 12. Average mean-squared momentum per par-
ticle in the superballistic regime. Black points show the
calculation result. Red line is a power fit. Parameters:
α1,2 = 1/3 − 0.03/2pi, q = 3, K1,2 = 0.7, K int12 = 0.2,
M1,2 = 12. Inset: Probability density at the final time
t = 2 × 103 kicks as a function of each momentum while
integrated over the other one.
to show details of saturation. We should note that upon
increasing the interaction strengths, there appear regimes
of long-lasting logarithmic growth of the average mean-
squared momentum per particle that may be generic for
coupled nonintegrable dynamical systems but also satisfy
the condition ν = 0 in Eq. (4). As one can see, in Fig. 13,
panel (a), the localization length and time it takes the
mean-squared momentum to saturate increase with the
number of particles, as expected given the increased con-
tribution of interactions. However, this panel shows sat-
uration well below the integrable region determined by
p2`  (M`/C`)2 = (C`/heff`)2 ≈ 100. In contrast to it,
in panel (b), the near-integrability threshold is p2`  1,
and the saturated value satisfies this condition to some
extent. Notice that in this case, the saturated values of
mean-squared momentum per particle are in the same
range for two and three particles.
VI. EXPERIMENTAL PROPOSAL
Due to the structure of the Floquet operators (16) and
(26) for single and coupled QRKRs respectively, as well
as for any kicked Hamiltonian, quantum dynamics is al-
most invariant with respect to swapping the free and the
kicked parts; i.e., the Hamiltonians
H = H0 +H1∆(t) (30)
and
Hswap = H0∆(t) +H1 (31)
generate the same Floquet evolution. More precisely, in
order to get completely the same dynamics, when swap-
ping, one should also change from considering evolution
between the moments of time right after the kicks to
those just before the kicks and vice versa.
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FIG. 13. Average momentum variance per particle in the
localized regime for two (blue lines) and three (red lines)
coupled spinless QRKRs. Panel (a) shows localization far
from integrable limit; parameters are ~eff = 1, α1 = 1.6 +
0.1/2pi, α2 = 1.6 − 0.15/2pi, (α3 = 1.6 + 0.225/2pi), q =
1, K1 = 2/~eff , K2 = 3/~eff , (K3 = 1.5/~eff), K int12 =
0.1/~eff , (K int23 = 0.07/~eff , K int31 = 0.13/~eff), M1,2,(3) =(
2piα1,2,(3)
)2
/~eff . Panel (b) shows localization close to the
integrable limit. Parameters are the same as in panel (a)
except for α1,2,(3) being multiplied by a factor 0.1.
In particular, the single QRKR is equivalent to a model
with the Hamiltonian
HˆQRKRswap = (2piαpσˆ
x +Mσˆz) ∆(t) +K cos(qx). (32)
Let us put q = 1. Recall that the angular coordinate
x ∈ [0, 2pi) and the dimensionless angular momentum is
quantized—p ∈ Z. Then one can establish a correspon-
dence between the QRKR and a spin- 12 particle hopping
on a 1D lattice subject to a pulsed magnetic field. This
correspondence is summarized in the following table.
QRKR x p 2piα M K
Spin- 12 ka+ pi j −
µT
2~
Bx(1) −µT
2~
Bz T
T
~
Here k is a quasi-momentum in the first Brillouin zone
for a lattice with real-space site numbers j and a lattice
constant a. µ is a magnetic moment associated with a
particle’s spin, Bx(1) is an x component of the magnetic
field on the site j = 1 [so that in general, Bx(j) = jBx(1)
is linear in real space], Bz is a uniform z component of
the magnetic field, and T is a hopping energy. So, we get
the following 1D single-band tight-binding Hamiltonian
for a spin- 12 particle that is being periodically kicked via
the external magnetic field:
Hmagn = −µ [Bx(j)sx +Bzsz] ∆(t)− T cos(ka), (33)
where sx and sz are the particle’s spin components.
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If we keep the kicking function ∆(t) at the original
place—as in Eq. (30)—we get a Hamiltonian for a spin- 12
particle in a time-independent magnetic field and in a
pulsed optical lattice:
Hpl = −µ [Bx(j)sx +Bzsz]− T cos(ka)∆(t). (34)
In this case, however, it is important to keep the lattice
on so as not to recover the quadratic kinetic energy term.
It can be done by switching from the deep optical lattice
to the shallow one back and forth instead of turning it
on and off completely.
Another possible setup for implementing the QRKR
model is a two-level atom in a laser field with detuning
δ and nonuniform Rabi frequency Ω(j) at the jth site in
the presence of a pulsed optical lattice. It is implemented
via the following mapping.
QRKR x p 2piα M K
Atom ka+ pi j TΩ(1) −T δ
2
T
T
~
Then in the rotating wave approximation,
Hat = ~Ω(j) (|g〉〈e|+ |e〉〈g|)− ~δ
2
(|e〉〈e| − |g〉〈g|)
− T cos(ka)∆(t), (35)
where |g〉 and |e〉 are the ground and excited states of
the atom in the rotating frame. The same caveat regard-
ing the quadratic kinetic term as in the previous setting
applies here. As well as in the previous examples, one
could kick the first part of this Hamiltonian instead of
applying a pulsed lattice.
Similar models can be constructed on the basis of the
QKR and LQKR models. In particular,
HQKRswap =
~effp2
2
∆(t) +K cos(x) (36)
and
HLQKRswap = 2piαp∆(t) +K cos(x) (37)
correspond to a charged particle in a 1D lattice in the
presence of a kicked electric field. This field is linear in
space for HQKRswap and uniform for H
LQKR
swap .
Extensions of the single-particle models (32) – (37) to
the case of many interacting particles can be mapped to
corresponding many-body QRKRs, QKRs, or LQKRs in
the same way.
Hamiltonians (32) – (37) might be realized in cold
atoms in optical lattices. Interestingly, according to the
mapping p 7→ j, for such systems, dynamical localiza-
tion as well as other intriguing transport regimes such as
superballistic transport, take place in real space rather
than in momentum space, which makes these phenom-
ena especially demonstrative in experiment.
VII. CONCLUSION
Starting with the single-particle QRKR model that
possesses the rich variety of transport phases, we in-
troduced its peculiar spin dynamics phenomenology and
generalized it to the model of interacting QRKRs. For
the models of two and three coupled QRKRs, we showed
that the transport regimes—and, in particular, the local-
ized phase—can survive interactions. We are not aware
of any previous study of coupled QRKRs, but we point
out that for the well-studied coupled QKRs and related
static lattice models, most works predict delocalization
at least for infinite-range interaction. Our calculations
indicate the existence of the localized regimes for such a
coupling of two and three QRKRs.
Unfortunately, exact numerical study of the many-
body QRKR model is not feasible presently. However,
at high momenta, it can be approximated by the inte-
grable many-body LQKR model, and this approximation
works only better as the system goes to higher momen-
tum states. In Ref. [47], the many-body LQKR model
was analytically shown to exhibit the DMBL phase. Be-
sides that, as opposed to the case of QKR, the classical
model behind QRKR is not chaotic at high momenta.
As we have shown, in the cases of two and three coupled
QRKRs, localization has a quantum origin and does not
rely on the existence of KAM tori in the phase space of
the corresponding classical problem. However, for a large
number of interacting rotors, if this localization happens
to deteriorate completely, and the growth of the particles’
momenta recovers, at high enough momenta the system
will enter the integrable regime and get localized. This
is our main argument in favor of DMBL in the noninte-
grable system of the many-body QRKR model. In gen-
eral, the observable dynamical localization can represent
a nontrivial interplay of both effects that may be difficult
to disentangle. In summary, our argument supplemented
by few-body calculations provide a strong hint that the
nonintegrable many-body QRKR model should exhibit
dynamically localized many-body states.
In addition, we propose a class of kicked lattice mod-
els that map onto various kicked-rotor models and can
be realized in the framework of cold atoms in optical lat-
tices. This realization might allow one to study dynam-
ical localization including DMBL, and other anomalous
transport phenomena exhibited by the QRKR and its
many-body versions in experiment.
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