ABSTRACT Biomedical experts and bio-curators are unable to quickly find short and precise information using typical search engines as the amount of biomedical literature is increasing exponentially. The research community is focusing on biomedical question answering (QA) systems so that anyone can find precise information nuggets from the massive amount of biomedical literature. Generally, the user queries fall under different categories such as factoid, list, yes/no, or summary. The existing state-of-the-art question answering systems deal with most of these question types. However, the research to improve the performance of individual question types is also on the rise. To improve QA system performance, question classification plays a vital role for factoid and list type questions as it allows the answer processing stage to narrow down the candidate answer space and assigns a higher rank to the correct answers. A single biomedical answer or entity may be associated with more than one biomedical category or semantic type, e.g., Coenzyme Q(10) is classified under two categories in Unified Medical Language System (UMLS): organic chemical and biologically active substance. This inherent characteristic of biomedical entities makes question classification in the biomedical domain a multi-label classification problem, where one question might expect answers belonging to more than one semantic type. To the best of our knowledge, several QA systems deal with question classification as a multi-class classification problem and only one state-of-the-art system -OAQA -deals with it as a multi-label classification problem. In this paper, we analyze the pipeline of the OAQA system for factoid and list type questions, emphasizing the multi-label question classification. We use an improved question classification dataset with the copy transformation technique to improve the performance of list type questions. Moreover, we introduce a binary transformation in the pipeline of factoid questions to increase its performance. Our modified methodology enhances the performance of both list and factoid type questions by a margin of 2% and 3% evaluated on standard F 1 and Mean Reciprocal Rank measures, respectively.
I. INTRODUCTION
Pubmed 1 -a search engine for biomedical literature collection (Medline) 2 -currently comprises more than 28 million biomedical abstracts. A recent study shows that more than 4000 scientific articles are indexed to Medline each day [1] . These research efforts lead to discoveries of new biomedical terminology associated with diseases, genes, and DNAs, etc. and medicines for their cure on a daily basis. They also seem curious to know the side effects of various drugs before using them. It is quite challenging to find such precise information from the massive amount of available literature. Search engines such as Google, 4 Bing, 5 Yahoo, 6 and Pubmed 7 are not designed to provide short or precise information to a user query. Rather than providing precise and short information, such search engines offer a ranked list of biomedical documents which makes it challenging for a user to find the required information quickly.
Question Answering (QA) systems aim to solve the information overload problem by linguistically and semantically processing the user-posted query and providing exact answers to a user query or question [2] - [4] . The advantage of using QA system for the biomedical domain is two-fold: questions posed in natural language help define relationships between biomedical entities, and the returned information is crisp, i.e., skimming of multiple documents is not required to find the exact answer. For example, in traditional IR, if a user wants to check the participation of tp53 in the WNT-signaling pathway, she will have to use keywords tp53 and WNT-signaling pathway to query the IR system. If the returned results are not relevant, the user reformulates the query using synonyms. However, QA system saves the user from all this hassle by allowing her to pose the question in natural language and defining relationships as ''does tp53 participates in the WNT-signaling pathway?". In response to the user question, QA system performs deep linguistic analysis to collect data from different documents and integrates it in one coherent answer. In the above case, IR will return a list of most relevant passages whereas QA will return the answer ''No'' with a list of references from where it derived the answer.
The input to a QA system can be various type of questions such as yes/no, factoid, list, or summary. The expected answer of yes/no type questions is yes or no. Factoid and list type questions expect single biomedical entity or a list of biomedical entities as answer respectively. Finally, summary 4 http://google.com 5 http://bing.com 6 https://search.yahoo.com/ 7 https://www.ncbi.nlm.nih.gov/pubmed/ type questions expect a summarized form of one or more documents as an answer. In the biomedical domain, QA systems may be designed to deal with a particular question type [5] , [6] or it may handle more than one type of questions [7] . The QA systems dealing with factoid and list type questions employ question classification in their pipeline [5] , [7] . Question classification is used to determine the expected lexical answer type (LAT) of a question which facilitates in assigning higher scores to correct candidate answers in the final stage of a QA system. This study focuses on factoid and list type questions which requires question classification to determine the exact answer of a biomedical question.
Many efforts of factoid answer extraction have been made in open domain such as IBM's Watson [8] , and the focus is now shifting towards narrow domains such as biomedical. To improve state of the art in biomedical QA, many efforts have been made over the past decade to develop such datasets and formulate community challenges. The first ever such challenge took place in 2006 and 2007 in which Genomic Data was used as a base to construct an information retrieval system (TREC Genomic Track). 8 Later in 2012 and 2013, CLEF QA4MRE Alzheimer's challenge was held which focused on multiple choice question answers on Alzheimer Disease [9] . In 2013, a comprehensive biomedical QA challenge -BioASQ -was started [10] . It is first of its kind and is mainly focused on semantic indexing and biomedical question answering system from both textual and linked data. It has been active since 2013 and currently, in 2018, the results of 6th round are announced. These efforts demonstrate that there is a clear need to improve the biomedical question answering pipeline.
A typical QA pipeline comprises three significant phases as depicted in Figure 1 : 1) question analysis, 2) candidate retrieval, and 3) answer processing [11] . Question analysis phase performs tasks such as question preprocessing, question classification and query formulation on the user posed question. Candidate retrieval phase is responsible for retrieving relevant documents and passages. Finally, answer processing phase takes these candidate answers, performs scoring and returns top-k exact answers.
Question classification determines the expected answer type of a question which is a multi-label classification problem in the biomedical domain. To the best of our knowledge, only one system -OAQA [7] -uses the idea of multi-label biomedical question classification. To deal with the problem of multi-label classification, OAQA system first transforms the data using copy transformation based technique to make predictions for expected LATs and returns top five LATs for both factoid and list type questions.
In this paper, we analyze the data transformation techniques for multi-label biomedical question classification in the pipeline of factoid and list type questions available in the OAQA system. We find that the copy transformation technique improves the performance of list type questions, whereas, it degrades the performance of factoid questions. We use a better corpus generation process to further boost the performance of copy transformation technique for list type questions by a margin of 2% on average compared to the state of the art OAQA system. On the other hand, to increase the performance of factoid type questions, we introduce a binary transformation technique to handle multi-label biomedical question classification in the pipeline of the OAQA. For the five batches of standard benchmark BioASQ dataset, on average, the binary transformation technique improves the performance of factoid type questions by a margin of 3%.
The paper is organized as follows. In Section II, we discuss the related work in biomedical question answering. In Section III, we present the proposed question answer framework. Experimental setup and results are presented next with findings and discussion (Section IV). Section VI concludes the paper and presents some future directions.
II. RELATED WORK
Many open-domain QA systems have been proposed which provide exact answers against search queries instead of a list of potentially relevant documents [12] - [17] . However, it is quite challenging to develop a QA system which successfully answers questions related to varied domains such as biomedical, religion, politics, etc. Therefore, researchers are now focusing on the development of domain-specific QA systems [18] - [21] . Furthermore, various domain-specific question answering competitions (TREC Genomic [22] , QALD [15] , BioASQ [23] ) have played a significant role to improve the performance of such question answering systems. These competitions provide benchmark datasets which provide an opportunity for individual researchers to improve state of the art in this area. This section briefly presents state of the art work in biomedical question answering systems.
EAGLi 9 is the only publicly available biomedical question answering system which can be used to find any precise information from the indexed biomedical literature. In contrast to a search engine such as Pubmed, EAGLi offers a list of exact answers instead of the ranked document list. 9 http://eagl.unige.ch/EAGLi/ It uses MEDLINE abstracts as its underlying information source [24] . For a given natural language question, EAGLi uses FIPS parser [25] to perform an in-depth syntactic analysis. Manually generated patterns are used to find the question subject. Different types of semantic knowledge bases such as Gene Ontology, MeSH, SwissProt, etc. are used to extract semantic features such as MeSH descriptors and entity types to aid in answer extraction stage [26] . For candidate generation, EAGLi queries PubMed database and its local copy (using the EasyIR engine) to extract relevant text passages. In answer processing stage, the occurrence of target entity types in retrieved passages is extracted to derive the answers. EAGLi system was evaluated on 200 questions extracted from DrugBank and SwissProt, and the precision of retrieved answers was in the range of 0.55 to 0.67 [24] .
Abacha and Zweigenbaum et al. [20] presented MEANS (seMantic quEstion ANswering System) in which they employed a different approach towards biomedical question answering that combined the techniques of natural language processing and semantic web. In the question analysis phase, they converted natural language queries into SPARQL form. They transformed documents into RDF annotations using various ontology learning techniques and turned questions into SPARQL query to retrieve RDF triples. For every question, multiple versions of relaxed SPARQL queries were generated so that more relevant answers could be returned. They defined MESA, a MEdical queStion Answering ontology, to convert natural language question into SPARQL form and to extract entities and relations from the text. They used evidence based medicine summarization corpus for the evaluation of the proposed system. By implementing the methodology mentioned above, MEANS was able to achieve 85.71% Mean Reciprocal Rank (MRR) for factoid questions. The system does not require question classification as SPARQL queries implicitly provide information about the expected answer type.
In 2013, Weissenborn et al. [5] proposed a QA system that focused on factoid questions in biomedical domain. They used MEDLINE as their corpus whereas UMLS Metathesaurus was used to extract semantic knowledge. Natural language processing tools like ClearNLP and OpenNLP were extensively used in the question processing stage. In question processing, LATs were extracted using pattern matching. In answer extraction stage, they employed the idea of type coercion to obtain the answers. All annotated concepts of top retrieved documents were considered as candidate answers. For each candidate answer, a combination of six different types of weighted scores was used to assess its quality and only top k ranked answers were chosen as the final answers. This system was used as a baseline in the first year of BioASQ challenge and showed an accuracy of 54.66% in factoid questions.
Liu [27] proposed the Wishart system for participation in biomedical question answering task of BioASQ challenge. Their underlying biomedical information source was also MEDLINE abstracts. They first converted natural language question to formal query by extracting noun phrases. PolySearch [28] tool was queried using extracted noun phrases, and retrieved biomedical entities were used for query expansion. Candidate answers were extracted in the form of sentences. To rank the sentences according to their relevancy measure against the query, biomedical entities found using PolySearch tool were used. They stitched the top-ranked sentences together to extract the final answer. Their approach was ranked third in BioASQ challenge [29] . In 2016, Liu [30] introduced BioQA and improved Wishart system for factoid/list and yes/no questions by incorporating latest tools of PolySearch2 10 and BioTagger. The expected semantic type or LAT of BioQA was rule-based, i.e., regular expressions were defined to identify the LAT of a question.
Baudiš and Šedivý [31] modified Yoda QA (open domain question answering system) to answer question in biomedical domain [32] for participation in BioASQ challenge. In question analysis stage, a bag of words model was used to convert natural language question into features. Questions were characterized in the form of keywords, key phrases, concepts, and LATs. These question clues were used to perform a primary search to extract candidate answers from knowledge bases. Relevant passages were extracted from the retrieved results. In candidate answer generation phase, named entities and noun phrases extracted from the relevant passages were used. To finalize the answer in the answer processing stage, various features were extracted such as the distance of question clue keywords in passages. Besides this, answers were also analyzed based on the determined lexical type and type coercion. Similar to other systems, the YodaQA system utilizes heuristics to find the expected answer type of a biomedical question.
Sarrouti and El Alaoui [33] participated in fifth year BioASQ challenge. They simply used Metamap to identify named entities in text snippets and excluded entities which were also present in the question. They did not use the question classification to predict the expected answer type of a biomedical question. To rank the exact answers in the answer processing stage, they just used the frequency of each biomedical entity and highly occurring biomedical entities were ranked higher. Finally, top 5 answers were selected for both factoid and list type questions. Neves et al. [34] developed a system, Olelo, for the task of question answering. They implemented a rule-based priority queue for both factoid and list type questions. The highest priority was given to answers when question and answer both contained the same predicate and argument type of question matched with the argument type of answer. They also ignored too many low ranked answers to improve the recall. Moreover, for list type questions, they used heuristics such as comma, and and conjunction. The answer extraction process is based on semantic role labeling (SRL) and question-answer sentence alignment which does not require question classification. 10 http://polysearch.cs.ualberta.ca/ In 2015 and 2016 track of BioASQ competition, the Open Advancement of Question Answering (OAQA) framework was tailored to find biomedical answers [7] , [35] . They designed a three-layer UIMA architecture. The first layer consisted of a generic domain independent components such as OpenNLP. In the second layer, biomedical specific components were integrated such as ClearNLP wrapper trained on the biomedical corpus. The final and third layer was specific to BioASQ and used services hosted by BioASQ during the challenge, e.g. GoPubMed. They designed two machine learning-based prediction models to perform question classification or answer type prediction and candidate answer scoring. They used MetaMap, LingPipe NER, and OpenNLP chunker to identify various concepts present in question. These were used to generate different features such as the semantic type of each concept. For the retrieval process, they used hierarchical retrieval architecture to achieve better performance. After retrieving ten most relevant documents, sentence segmenter was used to retrieve snippets. The available concepts in retrieved snippets were identified as candidate answers. These were later used to extract features and to train another logistic regression model for candidate answer scoring. Then, in 2016, the system was modified by adding additional generic and biomedical components. To identify concepts in question and snippets, TmTool 11 along with C-value were also used. This system was submitted to BioASQ for evaluation and was able to attain 0.2897 F-score in list questions, whereas for factoid type questions, they obtained 0.2854 MRR score. In 2018, Al-khawarizmi Institute of Computer Science (KICS) team used a modified version of the OAQA system (focus extraction for question classification, and high weighting for focus's semantic features) and participated in first three batches of BioASQ competition. They won top position in 1 st and 3 rd batches for factoid and listed exact answers' task. 12 A comparison of state of the art work in biomedical question answering systems is shown in Table 1 and can be summarized as: 1) QA systems employ question classification or LAT prediction, and most of the systems use pre-defined rules to determine a single LAT of a biomedical question. As the number of questions increases, formulating these rules to extract the expected answer type can be a tedious task. The performance of rule-based LAT extraction is suitable for existing questions but performs poorly for new unseen questions. 2) Literature review reveals that question classification performed during question analysis plays a significant role in scoring correct answers and improving overall system performance. As discussed in the previous section, biomedical question LAT prediction is a multi-label classification problem. We found only a single system (OAQA) exploiting the multi-label nature of biomedical data. The question classification in the OAQA system presents an avenue for further research to improve state of the art performance of question answering systems. We carefully analyze the pipeline of OAQA system for factoid and list type questions and find that the system employs LAT prediction, answer scoring and collective re-ranking during the answer processing stage. To deal with the multi-label nature of biomedical LATs, the OAQA system uses copy transformation technique. Once transformed, a one-vs-all multi-class classification approach is used to rank and select top k LATs. We find that the system uses an automated corpus generation process to train the LAT prediction model. For all the entities for which the system is unable to identify a class label, a null type is assigned to the questions. Such assignment for multiple questions confuses the classifier as many questions are labeled as null. Out of 899 question in the training data, 119 questions were assigned only with null type. We use an improved dataset to increase the performance of both factoid and list type questions. Furthermore, we introduce binary transformation to further boost the performance for factoid type questions.
III. MATERIALS AND METHODS
This section briefly describes the methodology of the proposed framework for question answering system dealing with factoid and list type questions. Question classification, which is also the focus of our study, has a significant impact on question answering system performance. We first describe our proposed question classification process in Section III-A. Furthermore, the question answering system developed on top of the proposed multi-label question classification is presented next in Section III-B.
A. MULTI-LABEL BIOMEDICAL QUESTION CLASSIFICATION
We use MLBioMedLAT corpus 13 for training the question classification model which is discussed with detail in 13 https://github.com/wasimbhalli/Multi-label-Biomedical-QC-Corpus Section IV-B. Our proposed question classification system consists of four modules: 1) preprocessing, feature extraction, data transformation, and classification. Preprocessing of questions is required to normalize the textual data, lemmatize it and reduce the dimensionality of feature space. Part of speech (PoS) tagging and dependency parsing is also performed in this step which is required during the feature extraction process. Feature extraction module is required to extract features which are later used by logistic regression for classification. The features which are extracted include question lemmas, focus, question concepts, choice type, quantity type, semantic dependencies, semantic head dependencies, and question type. All these eight features have been previously used in the OAQA system, but we included the semantic features relevant to the question focus only. The detail of each feature is described in Section III-A2.
As MLBioMedLAT is a multi-label question classification dataset with each question assigned one or more labels, we have to rely on algorithm adaptation or data transformation techniques to handle the multi-label nature of the dataset. Similar to the OAQA system, we use a data transformation technique to transform multi-label to multi-class data. We employ two transformation techniques for this purpose: copy and binary relevance as discussed in Section III-A3. As the MLBioMedLAT corpus is highly sparse and skewed as the Table 5 suggests, we trained both copy and binary relevance based models using factoid and list type questions. At the prediction stage, we employ copy LAT prediction for list type questions and binary relevance LAT prediction model for factoid type questions. The complete question classification process is depicted in Figure 2 .
1) QUESTION PREPROCESSING
Question preprocessing is the first step in the question answering pipeline. We perform tokenization, lemmatization, and dependency parsing using ClearNLP 14 [36] dependency parser trained on CRAFT BioNLP corpus [37] . We use the parsed question to extract various features as discussed in next section.
2) FEATURE EXTRACTION
Questions in natural language do not offer any features to discriminate them in different classes. Therefore, we need to extract features which can be used by any machine learning classifier. This section, briefly describes the set of eight features used in our proposed methodology.
a: QUESTION LEMMA FORM
To discriminate questions among different classes, we extracted unigrams of each question. To avoid sparsity and to reduce the dimensionality of the feature space, we lemmatize the unigrams to convert them to a base form. We performed the lemmatization by utilizing the ClearNLP 15 lemmatizer. After tokenization, we find 2034 tokens in all questions. The lemmatization reduces this figure to 1863.
b: FOCUS IDENTIFICATION
This feature plays a significant role to find LAT by identifying a single word about an entity which is being inquired or which may lead to an answer. Algorithm 1 depicts the proposed steps used for the identification of focus word from a question. We select the first noun having root as head as the focus of the question. This simple strategy misses imperative type of questions such as ''List symptoms of the IFAP syndrome.'' In such situations, mostly the root is better suited as focus word. So, for all question of list type, if, either the focus is unassigned or list is assigned as focus, we assign root as the focus word.
c: CONCEPT SEMANTIC TYPES
The idea behind using this feature is that questions belonging to same class labels will have similar concepts described in them. In this feature, concepts are identified using 15 https://github.com/clearnlp
Algorithm 1 Question Focus Extraction
input : question output: four resources: tmTool, 16 LingPipe, 17 UTS, 18 MetaMap. 19 tmTool is a biomedical entity recognition tool that is a collection of four types of taggers: tmVar (mutation tagger), tmChem (chemical tagger), DNorm (disease tagger), and GNormPlus (gene tagger). LingPipe is a machine learning based named entity recognition tool. MetaMap finds semantic types from Meta-thesaurus whereas UTS accesses UMLS and assigns relevant semantic types from 133 available semantic 16 types to all identified concepts. We retrieved all the concepts from the concept identification tools but added only the focus concepts in the feature space. Focus concepts are those concepts which were identified by the concept identification tools against a question's focus.
d: CHOICE IDENTIFICATION
Choice identification feature is an indication of whether a question is of choice type. The presence or absence of this feature will help in discriminating between choice type question with other classes. We define these rules for extracting it: if a question starts with ''do,'' ''is/be'' or contains the token ''or,'' then the feature is assigned one and zero otherwise.
e: QUANTITY IDENTIFICATION
Quantity identification is also a binary feature whose value is set to one if the question requires a numeric value as answer. To identify quantity type questions, we adopted a list of common phrases used in OAQA system. Such phrases include ''how many, how much, how large, how long, diameter, value, rate, percentage, incidence, prevalence, proportion, number.'' If a question is found to have any of these phrases, quantity feature value is set to one for that question.
f: SEMANTIC DEPENDENCIES
Semantic dependency feature utilizes dependency parsing information of every concept present in the question. In this feature, a concept's semantic type and its dependency relation form a pair. This process is done for all question concepts and several semantic type and dependency pairs are formed. We only keep the semantic dependency pairs which have question focus in them.
g: SEMANTIC HEAD DEPENDENCIES
This feature is similar to semantic dependency feature. However, instead of using dependency relation of the concept, this feature considers dependency relation of the head of the concept. This way, it is able to find relationship of concept phrase with other words of the sentence. Similar to semantic dependencies, we only keep semantic head dependencies of question focus.
h: QUESTION TYPE
Question type feature is used for the type of question, e.g. factoid and list. The information of a question type is already provided in the corpus with each question.
All these feature sets are combined to form a single vector for each question which is later provided to the multi-class classifier for training with the transformed class labels.
3) DATA TRANSFORMATION
Multi-label classification can be performed using either method adaption or data transformation techniques. In method adaption, state of the art classifiers is adopted to deal with multi-label data so that they can directly handle it. On the other hand, in data transformation techniques, the multi-label data is transformed to single-label so that state of the art classification algorithms can be directly applied to the data. This section briefly describes the two data transformation techniques namely copy and binary relevance. OAQA system has used copy transformation technique for both factoid and list type questions. For list type questions, we adopt a similar approach by transforming the data using copy transformation technique. To predict LATs for factoid type questions, we introduce binary relevance. Table 2 
a: COPY TRANSFORMATION
Copy transformation is a simple technique in which every multi-label instance is transformed into several instances, one per label. A variation of this method is dubbed copy transformation method in which weights are assigned to the produced instances. These methods increase the total number of instances without losing any information [38] . Copy transformation method based data transformation from the example dataset of Table 2 to single label is shown in the Table 3 . This technique has been used for multi-label classification in the OAQA system [7] . 
b: BINARY RELEVANCE
Binary relevance (BR) is quite similar to the one-versus all approach. One dataset is produced for each class in which one particular class is set as positive while all others are taken as negative. BR transforms the actual data into T datasets where T is the number of classes. BR based transformation applied on Table 2 is shown in Table 4 . 
4) CLASSIFICATION
This annotated data along with features is then used to train a multi-class classifier using Logistic Regression from LibLinear tool. 20 As BR predicts limited number of classes as positive, we keep all the classes as expected answer type. In case of copy transformation, we use top five LATs similar to OAQA.
B. PROPOSED BIOMEDICAL QUESTION ANSWERING METHODOLOGY
Our proposed methodology is presented in Figure 3 . We have gone already presented the preprocessing and multi-label classification in Section III-A1 and Section III-A4 respectively. In this section, we present the other components namely candidate answer extraction, answer scoring, and collective re-ranking. To extract candidate answers, we use self-defined rules to identify choice and quantity candidate answers and concept extraction tools are employed for UMLS semantic types as discussed in Section III-B1. For answer scoring and collective re-ranking, we adopt OAQA system's approach as described in Section III-B2 and Section III-B3 respectively.
1) CANDIDATE ANSWER EXTRACTION
In this stage, we use the gold standard snippets available in corpus as input and return a list of candidate answers as output. We perform candidate answer extraction using three steps namely concept extraction, and choice and quantity answer generation.
a: CONCEPTS EXTRACTION
Candidate answers are generated by using all concepts present in relevant snippets that are found using the three concept identification approaches i.e. MetaMap, TmTool and LingPipe-Genia. 20 http://www.csie.ntu.edu.tw/~cjlin/liblinear/
b: CHOICE QUESTION CANDIDATE ANSWER GENERATION
To extract candidate answers for choice type questions, we first look for the token ''or" in the question and use dependency parser information to find its head token. This head token is used as first option of the choice question. For head tokens that are not semantically complete i.e. they do not make any sense, we extract the phrase that covers the head token as first option. We then find the token that has dependency relation of conj with the head token, and use it as second option.
c: QUANTITY QUESTION CANDIDATE ANSWER GENERATION
We use part of speech tagging information and extract all tokens that have tag as CD (Cardinal Number). However, this technique produces candidate answers that do not have meaning and are just set of number e.g. 56000, 4598 etc. They lack the ability to summarize the answer to user's question e.g. instead of giving answer 5 mg, this technique will only give 5 which does not convey proper meaning. So, we use the same approach as that of choice question i.e. the phrase containing the token of CD is used instead.
2) ANSWER SCORING
Once candidate answers are generated, similar to OAQA [35] , we define the following features for training the answer scoring model:
• For each occurrence of candidate answer, we find the percentage of semantic types that are the same as top predicted LATs. To accumulate scores from same candidate answer occurrences, measures of average is used. This feature is also known as Type Coercion.
• For each variant of the gold standard answer, we count the number of candidate answer occurrences. We also count the number of token that are present in all the occurrences.
• Number of unique candidate answer occurrence i.e. if two candidate answers occurrences are exactly the same, then only one occurrence will be counted. This will give us the count of total unique candidate answers.
• Average number of tokens that are present in each candidate answers.
• Percentage of stopwords that are present in each candidate answer occurrence. Accumulation of score from similar candidate answer occurrences is done using measures of average etc.
• For each candidate answer occurrence, we count the number of tokens that are overlapping with the question and use it as feature.
• For each candidate answer occurrence, percentage of concepts mentions that are overlapping with the question is also noted as feature.
• We find the proximity of each candidate answer occurrence to the nearest question token and calculate the average distance. We used 10 word window but if question fell out of the window, we extended it to 20 word. This distance is also transformed into its negation and inverse and treated as feature.
• Besides token, we also calculate the average distance between each candidate answer occurrence and the mention of question concept in relevant snippet.
• For each candidate answer occurrence, we also calculate the percentage of its tokens that overlap with LAT tokens.
• We also measure the average distance of question words in relevant snippets using parse tree. By using the above mentioned features, we apply Logistic Regression and learn the scoring function. This scoring function then assigns weights to the candidate answers and ranks them accordingly. We manually set a threshold of the score and select only the answers that are above it. For list question, top k ranked answers that are above the threshold are chosen as the correct answers.
3) COLLECTIVE RE-RANKING
The idea of collective re-ranking was first proposed by OAQA system during the participation in 4 th year of BioASQ challenge [7] . The idea is to re-rank the candidate answers which share the same semantic type and assign them higher weight in the final answers list. Such collective ranking works in list type questions as such questions usually seek biomedical entities having similar properties. We use the same five features employed by OAQA system for training the model using the first four years dataset [7] .
IV. EXPERIMENTAL SETUP AND RESULTS
In this section, we present the experimental setup, evaluation measures and the dataset used for experimentation. For the task of question classification or LAT prediction, we use a modified version of the dataset, and the pipeline of both factoid and list type questions is also altered to achieve performance gains. For answer scoring and collective re-ranking, we use the default OAQA pipeline and dataset for training these models.
A. EXPERIMENTAL SETUP
The Open Advancement of Question Answering (OAQA) 21 is an open source software developed by Carnegie Mellon University (CMU). OAQA is based on the UIMA 22 framework and is highly configurable using descriptor files. Each phase in the pipeline is implemented in a separate module with a descriptor which makes it easy to modify it as per requirement. The system uses automated process for corpus generation using two services (tmtool, UTS) and a pipeline for classification is also included in the system. We used an improved dataset and altered the LAT model training pipeline to experiment with our proposed methodology.
B. DATASET
We use MLBioMedLAT corpus for training the question classification model, and utilize the 5 th year training dataset of BioASQ for training the answer scoring, and collective re-ranking model. To evaluate the overall factoid and list type questions performance, we use 5 th year BioASQ dataset.
We use a standard corpus of Biomedical multi-label question classification developed by DSL research group. 23 This corpus is considered a benchmark to evaluate the integrity of biomedical question classification systems. The corpus is a combination of automatically generated multi-label question classification corpus from the OAQA system and a manually developed corpus developed by Neves and Kraus [39] . They used the process depicted in Algorithm 2 for multi-label corpus generation. They also removed the unknown labels (null class) assigned from OAQA system from the labeled corpus and added labels from the manually developed corpus. Although the presence of null type improves the performance of question classification, it degrades the performance of overall question answering system as the LAT of 90% questions is predicted as null along with other types.
Algorithm 2 Conversion of Unlabeled Corpus to Labeled Corpus
The OAQA system defined a classification scheme by adopting UMLS semantic types (133 types) with two additional types i.e. choice and quantity. Questions labeled as choice have candidate answer explicitly mentioned in them, e.g. ''Is Rheumatoid Arthritis more common in men or women?". The candidate answer is either ''men'' or ''women.'' For such a question, one does not need to predict LATs. Quantity type questions ask for some quantitative concept as expected answer. Out of these 135 LATs, the MLBioMedLAT corpus used only 85 semantic types to annotate 780 factoid and list type questions from a total of 899 training questions. The Table 5 shows the number of questions associated with each class label.
We use 5 th year BioASQ dataset for the evaluation of our proposed methodology on factoid and list type questions. The dataset consists of 150 factoid and 87 list type questions. The number of factoid and list type questions in the dataset are shown in Table 6 . We used Pubmed 24 abstracts released in 2017 as our literature corpus. 
C. EVALUATION MEASURES
For the evaluation of both type of questions, we used standard evaluation measures used in BioASQ challenge. For factoid questions, we used MRR, strict and lenient accuracy. For list type questions, we used mean precision, mean recall, and F-measure. The detail of these evaluation measures is given below:
1) FACTOID QUESTIONS EVALUATION
For factoid type of questions, we evaluate the performance using strict accuracy (SA), lenient accuracy (LA) and Mean Reciprocal Rank (MRR). In strict accuracy, a question is considered as correctly answered if the item present in gold standard is on the top of retrieved list of items. Whereas in lenient accuracy, a question is considered as correctly answered if the retrieved list contains gold standard entity in any position not necessarily on the top as given below:
In these above mentioned definitions, n is the total number of factoid questions, e 1 is count of those questions in which only top element of the ranked list is considered for gold standard element matching and e any gives the number of those questions in which all elements of the retrieved list are considered against gold standard items. Such type of strict and lenient accuracies are measured for completeness otherwise MRR is generally used for the factoid type of questions [40] . MRR is calculated as :
where p(i) is the position of gold standard element in the retrieved list.
2) LIST QUESTIONS EVALUATION
For list type of questions, the retrieved list is compared with the list mentioned in gold standard corpus and recall, precision and F-measures are computed. If the same entity is mentioned in both gold standard and retrieved list with different synonyms then it will be considered as mentioned in both retrieved and gold standard list. By computing average, the score of mean precision, mean recall and mean F-measure is computed. Generally, for list type of questions, mean average F-measure is computed. For a given gold standard item set, and a set of retrieved items from a system, precision and recall are characterized as [41] : 
Where true positive stands for those returned items that are also the part of gold standard item set, false positive are those retrieved items that are not present in gold standard set and false negative denotes those items in the gold standard set that are not retrieved by the system. The F α measure is basically a weighted harmonic mean of recall and precision [42] , given as:
For α = 1, equal weight is assigned to both precision and recall. The resulting measure is known as simple F-measure which is defined as :
This section briefly describes the results of proposed methodology on the fifth year of benchmark BioASQ dataset developed for exact answers (factoid/list). We use similar measures used during the competition for evaluating the integrity of our proposed method. For factoid questions, we use strict accuracy, lenient accuracy, and MRR. To evaluate list type questions, precision, recall and F 1 measure is used. We reproduced the OAQA system results using the fifth year training and test dataset which are shown in Table 7 and Table 8 . Moreover, we compare these results -MRR for factoid and F 1 for list questions -with other systems who participated in the competition and the baseline (BioASQ) system. These results are taken from the BioASQ challenge website. 25 The results for factoid type questions are shown in Table 7 . The results clearly demonstrate that our proposed system performed better for all batches with respect to strict accuracy. In case of lenient accuracy, the proposed pipeline was able to outperform in three out of five batches. For MRR (standard measure in BioASQ), our proposed pipeline performed better in all batches except 2 nd batch. Both OAQA and proposed system showed similar MRR score for 1 st batch. On average, the MRR score for all five batches was improved in our proposed pipeline with a significant margin of 3%.
The results for list type questions are shown in Table 8 . The table shows that, for four out of five batches, the proposed pipeline either performed similar or better than the existing OAQA system. The OAQA could achieve better performance only for the 1 st batch. On average, we observe a 2% improvement in F 1 score for all five batches. We also compare the performance of our proposed pipeline for factoid and list type questions with the performance of other systems in Figure 4 and Figure 5 respectively.
V. DISCUSSION
In this section, we discuss the possible factors present in the OAQA system which degraded its performance and how we improved on state of the art to avoid these issues. It is well known that the performance of classification algorithms heavily rely on the quality of training dataset. Therefore, we analyzed the process of question classification in the OAQA system. The process starts by generating a multi-label question classification corpus. We observed that the quality of the dataset was not up to the mark as a class null was present in almost all the questions. The presence of null type significantly improves the performance of question classification phase but has an adverse impact on the overall QA system as the class of many questions is predicted as null. So, null was removed from MLBioMedLAT corpus. To further improve this dataset, a manually curated dataset, 99% of those questions belonged to a single class, was also used to annotate the questions. The use of improved dataset had a direct impact on the performance overall question answering system.
The researchers have used question classification in almost all question answering systems as it has a positive impact on its performance. Some researchers put efforts in classifying questions to factoid, list, yes/no, or summary, whereas some other researchers assigned them the coarse and fine classes. Although the work in open domain question classification has been a multi-class classification problem, biomedical domain adds an exciting dimension to this research area as one question might have more than one expected answer types. Only one state of the art system, OAQA, exploits this idea. We analyzed that the copy transformation technique used during multi-label classification in the OAQA system offers a ranked list of predicted LATs which facilitates the selection of appropriate candidate answers in the answer processing stage. Moreover, the collective re-ranking enables the same semantic types to be ranked higher which mitigates the effect of any wrong LAT predictions generated from copy transformation.
We analyzed that the OAQA system for factoid questions employs copy transformation technique to transform multi-label to single-label data. We further identified that copy transformation technique creates a copy of a question for each label of the question. It creates confusion for the classifier as same instances are assigned different class labels. Factoid type of questions expect a single factoid as an answer, and a limited number of LATs are sufficient to determine the correct answer. The binary transformation avoids the problem of the confusing classifier as a separate classifier is trained for each class. By preventing the problem with copy transformation, the limited LATs or classes predicted by the binary transformation approach improve the pipeline of factoid question answering.
We analyzed list type questions in batch one to identify what caused lousy performance in our pipeline and found that the reason for better performance was a slight scoring improvement in ten list type questions. We analyzed the LATs predicted by both the default OAQA pipeline and the predictions made by our proposed pipeline. We found that only in two cases OAQA pipeline was correct compared with the gold standard labels. Surprisingly, for one question, Which two drugs are included in the Harvoni pill?, We found four types in the gold standard (nnon, Chemical, orch, phsu). Our LAT prediction model predicted three types correctly, i.e. Chemical, orch, phsu but the OAQA system was only able to predict nnon and phsu accurately. Even then, the results of the OAQA system were better which shows that some semantic types are more suited for a particular question and hence high weighting of such classes is desirable. In all the remaining questions, we found three cases where OAQA predicted incorrectly but was still able to perform better. The reason behind this was that gold standard of such questions does not explicitly mention any semantic type. In this case, the predictions made by the OAQA system were able to predict the classes which were not even specified in the gold standard. For rest of the questions, both OAQA and our proposed pipeline predicted correct semantic types but at different positions in the top five predictions. This led to a decrease in performance as the answer scoring model gives a higher weighting to LATs with high prediction confidence.
In the case of factoid questions the performance of batch two was affected because of five questions. Given the gold standard for fifth-year batches at a specified threshold, in three out of five questions, both binary pipeline and default OAQA pipeline predicted the LATs incorrectly. Despite this fact, the performance of OAQA was better which can be attributed to the incorrect labels in the gold standard. For the remaining two questions, the OAQA pipeline showed better performance in LAT prediction which led to the improvement in overall results. These observations for factoid and list type questions indicate that the gold standard dataset can be further improved to enhance system performance. Moreover, some semantic types have a high expectancy of being the LAT of a particular question. These challenges, once incorporated, can further boost the performance of the biomedical question answering system.
VI. CONCLUSION
The use of question answering systems to retrieve precise information is on the rise and, in this paper, we proposed a better multi-label question classification based methodology for question answering systems dealing with factoid and list type questions. Our focus was on improving the question classification of multi-label biomedical questions which has a direct impact on the performance of question answering systems. To this end, 1) we analyzed that better generation of multi-label question classification corpus not only improved the performance of question classification but also has a positive impact on the overall QA system. To evaluate the integrity of this hypothesis, we used a hybrid corpus which used the automatic corpus generation process of OAQA and a manually developed corpus previously developed by Neves et al. We were able to improve the performance of both factoid and list type questions when this hybrid dataset (MLBioMedLAT) was used for training the classification model in the OAQA system. 2) We defined our focus extraction algorithm and did feature engineering and selected only those semantic features directly related with question focus to improve the LAT prediction performance 3) we proposed BR transformation technique to improve factoid type questions. We incorporated these three changes and leveraged the ranking of copy transformation technique to predict top 5 classes for a list type question which improved the average F 1 score by 2%. By introducing BR transformation for factoid type questions with the improvements mentioned above, we were able to achieve a performance gain in MRR of 3% for factoid type questions.
In the future, we plan to investigate the label-label dependence between class labels to further improve the performance of list and factoid type of biomedical questions. A limitation of current flow is that the system requires explicit factoid and list type identification. In real-world applications, such information might not be available. To overcome this issue, we can use a classifier to classify questions in factoid and list type. Furthermore, there is a need to explore fuzzy classification by preparing a dataset by associating a membership score of a label for each question. Finally, the MLBioMedLAT corpus requires further refinements, and human evaluation of the dataset can further improve the performance of biomedical question answering.
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