This paper discusses some Cauchy-Khinchin integral inequalities. Khinchin [2] obtained an inequality relating the row and column sums of 0-1 matrices in the course of his work on number theory. As pointed out by van Dam [6], Khinchin's inequality can be viewed as a generalization of the classical Cauchy inequality. Van Dam went on to derive analogs of Khinchin's inequality for arbitrary matrices. We carry this work forward, first by proving even more than general matrix results, and then by formulating them in a way that allows us to apply limiting arguments to create new integral inequalities for functions of two variables. These integral inequalities can be interpreted as giving information about conditional expectations.
The classical Cauchy inequality for real numbers x 1 , . . . , x m can be written in the form
(1)
Over the years, this inequality has been generalized in many ways, and our focus in this paper is to build on a new generalization. This new generalization is simultaneously a generalization of another apparently unrelated inequality proved by Khinchin [2, 3] in the course of his work in number theory.
Khinchin's inequality asserts that if an m × n matrix of 0's and 1's has row sums r i (1 i m) and column sums c j (1 j n), and if all its entries sum to σ , then
where l = max{m, n}.
A common generalization of the Cauchy and Khinchin inequalities was given in 1998 by van Dam [6] .
with equality if and only if x ij = y i + z j for some real vectors y and z, and all i and j.
To see why van Dam's theorem is an extension of Cauchy's inequality, take X to be the m × 2 matrix
Then ( 
As observed in Matús and Tuzar [4] , this is an improvement of Khinchin's inequality (2) . The following result shows how van Dam's theorem can be interpreted as an integral inequality. f (x, y)dy
Proof. That f (x, y) is Riemann integrable on the square = {(x, y) : 0 x 1, 0 y 1} ensures the four integrals in the inequality (5) exist. Thus, under any partition of the Darboux sums converge to the integrals respectively when the maximum diameter of the pieces in the partition approach to zero. Hence we can choose the special partition of as follows.
Divide both sides of it by m 2 n 2 to obtain
Let m, n → ∞, we have the inequality (5) in Theorem 2.
We wish to point out the relationship between the four integrals in inequality (5) . From the integration form of the Cauchy inequality we immediately have So, although Theorem 2 might appear to be a straightforward result, it is actually quite delicate. It is now natural to ask whether the integral inequality in Theorem 2 can be extended to an integration with respect to arbitrary probability measures? The answer is 'Yes', and, as before, the key is the following discrete inequality. It extends van Dam's Theorem 1. It is easy to verify that
Theorem 3. Suppose m, n are positive integers, and let the non-negative real numbers s i (1 i m) and t j (0 j n) satisfy
where A ⊗ B is the tensor product of A and B.
is an s × t matrix, then their tensor (or Kronecker) product is the ms × nt matrix
We know that if two matrices are positive semidefinite, then so is their tensor product. Thus, to prove (6) we just need to prove that 
By Theorem 3, then, inequality (6) holds for this type of simple function on the product space. In the general case, Lemma 1 shows that for each integer n, there exists a simple function f n (of the type considered above) on the product space such that 
