Extended Drude model formalism has been successfully utilized for analyzing optical spectra of strongly correlated electron systems including heavy-fermion systems and high-T c superconducting iron pnictides and cuprates. Furthermore, generalized Allen's formulas has been developed and applied to extract the electron-boson spectral density function from measured optical data of high temperature superconductors including cuprates in various material phases. Here we used a reverse process to obtain various optical quantities starting from two typical electron-boson spectral density model functions for three intriguing (normal, pseudogap, and d-wave superconducting) material phases in cuprates. We also assigned the calculated optical results to designated regions in the phase diagram of hole-doped cuprates and compared them with the corresponding measured optical spectra of Bi 2 Sr 2 CaCu 2
Introduction
Strongly correlated electron systems show intriguing physical properties including pseudogap and superconductivity. Electrons in these systems can be described by an extended Drude model, which has an analogous form with the dynamical magnetic susceptibility in dilute magnetic alloys [1, 2] . In this model, the memory (or relaxation) function [2] was introduced and later also has been known as the optical self-energy [3] , which is closely related to the well-known quasiparticle self-energy [4, 5] . Therefore, the optical self-energy can carry information on the correlation like the quasiparticle self-energy. Furthermore, since the optical self-energy can carry information on both filled and empty electronic states it can be called a two-particle self-energy. The extended Drude model is also known as one-component (or one-band) model [6] . In an extreme case, the one-band can be divided into two distinct (upper Hubbard and lower Hubbard) bands by a strong Coulomb repulsion or in a strongly correlated regime [7] . Intermediately correlated systems will show that the one-band evolves into two parts: the coherent and incoherent parts. Researchers have applied the extended Drude model formalism to various strongly correlated electron systems in normal and superconducting states and obtained a lot of important and interesting results [3, 8, 9, 10, 11, 12, 13, 14] Usually one can obtain the electron-boson spectral density function from a measured reflectance spectrum through a well-developed process, which consists of a series of steps and is called as a normal process [15, 16, 17, 18, 19] . One can get a reflectance spectrum and other optical constants starting from a given electron-boson spectral density function through an opposite order of the normal process. Through this reverse process [20] one can learn or figure out how some characteristic features in the electronboson density function appear in other optical constants including the reflectance spectrum [20] . One can fit measured optical data of multi-band correlated systems using this reverse process [21] .
In this paper we obtained various optical quantities by performing the reverse process [20] with typical model electron-boson spectral functions for three interesting (normal, pseudogap, and d-wave superconducting) material states and showed that characteristic features related to the model electron-boson spectral functions and the pseudogap and superconducting gap appear in the obtained optical quantities. Then we assigned the calculated results to five designated regions in the generic phase diagram of hole-doped cuprates [22] by considering the observed temperature-and doping-dependent properties of the electron-boson spectral function and the related material phases [3, 18, 19, 23, 24, 25, 26, 27] . Furthermore, we compare the assigned optical quantities with measured optical data of Bi-2212 cuprate systems in the same designated regions. This comparison shows that this approach of optical data analysis is a convincing way, which can be used to extract information on correlation between electrons in cuprates and other superconducting materials as well.
Theoretical formalism
We introduce the reverse process [20] in some detail for the three (normal, pseudogap, and d-wave superconducting) material phases. It is worth to be noted that the normal phase is a non-Fermi liquid (or a strange metal) in the phase diagram of cuprates. Here we consider an interaction between electrons by exchanging mediating bosons; the interaction can be described by the electron-boson spectral density function, I
2 B(ω), where I is the coupling constant between the mediating boson and an electron and B(ω) is the boson spectral density. Starting from a model I 2 B(ω) we calculate the imaginary part of the complex optical self-energy (Σ op (ω) ≡ Σ op 1 (ω)+iΣ op 2 (ω)) using the generalized Allen's formalisms [28] as follows:
where K(ω, Ω, T ) is the kernel of the generalized Allen's integral equation and Γ op imp (ω, T ) is the optical impurity scattering rate. The kernels for the pseudogap (PG) [29] and dwave superconducting [28, 30] states can be described as follows:
where N (z) ≡Ñ (z)/Ñ (0) is a normalized density of states of the quasiparticles,Ñ (z) is the density of states andÑ (0) is the density of states at the Fermi level. n B (Ω) [= 1/(e βΩ − 1)] and n F (z) [= 1/(e βz + 1)] are the boson and fermion occupation functions, respectively and β ≡ 1/(k B T ), k B and T are the Boltzmann constant and the absolute temperature, respectively. Θ(z) is the Heaviside step function, E(z) is the complete elliptic integral of the second kind, and · · · θ stands for the angular average over θ ∈ [0, π/4]. ∆(θ, T ) [=∆(T ) cos(2θ)] is the d-wave superconducting gap, ∆(T ) is the temperature-dependent superconducting energy gap with the maximum gap ∆ 0 at T = 0. It should be noted that when N (|z|) = 1 the PG phase becomes the normal state, which has a constant density of states.
From now on, we will consider T = 0 case for simplicity without losing the generality. At T = 0 case the PG kernel can be described as follows [31] :
Here we used the PG function, which was introduced previously [32, 33] , as follows:
where ∆ P G is the size of the pseudogap and N 0 is the normalized density of states at the Fermi level. Therefore, 1 − N 0 is the depth of the pseudogap at the Fermi level; when N 0 = 1.0 there is no pseudogap i.e., the system becomes the normal state, and when N 0 = 0.0 the pseudogap is fully developed. The impurity scattering rate at T = 0 can be described as follows:
where Γ imp is the impurity scattering rate, which is a constant. The impurity scattering rate in the SC state strongly depends on frequency near twice of the d-wave superconducting gap, 2∆(θ) [=2∆ 0 cos(2θ)]. In the PG phase, the impurity scattering rate at the Fermi level, Γ op imp (0) = N 0 Γ imp . It should be noted that if T = 0 the temperature-dependence will appear in N (z, T ) for the PG case and ∆(θ, T ) for the SC state.
After obtaining the imaginary part of the optical self-energy using Eq. (1) in a wide enough spectral range we calculate the real part of the optical self-energy with the obtained imaginary part using the Kramers-Kronig relation between them as follows:
where P stands for the principal part of the improper integral. We also calculate the mass enhancement function Then we calculate the complex optical conductivity (σ(ω) ≡ σ 1 (ω) + iσ 2 (ω)) in the extended Drude model formalism [2, 3] as follows:
where ω p is the plasma frequency. The plasma frequency is the first parameter of the two parameters, which we need to provide in the reverse process. The plasma frequency square is proportional to the charge carrier density in the single band of interest. We can get any other optical constants including reflectance spectrum using the relationships between them [34] . The complex optical dielectric function (˜ (ω) ≡ 1 (ω) + i 2 (ω)) can be obtained from the complex optical conductivity using the following equation,
where H is the background dielectric constant, which may come from contributions of any bands other than the single band located at high frequency region. The background dielectric constant is the second parameter of the two parameters, which we need to provide in the reverse process. Another interesting quantity, the energy loss function, can be described in terms of the dielectric function as follows:
The normal incidence reflectance (R(ω)) can be obtained using a well-known Fresnel's equation in terms of the dielectric function as follows:
For SC state the complex optical conductivity (σ
) can be decomposed into two components as follows:
where ω sp is the superfluid plasma frequency, which, in principle, should be smaller than the plasma frequency, ω p . δ(ω) is the Dirac delta function. σ res 1 (ω) and σ res 2 (ω) are the residual optical conductivities, which do not get involved in the superfluidity. It is worth to be noted that in a finite frequency region σ [34] . Once σ res 2 (ω) is obtained the superfluid plasma frequency can be estimated using the following equation,
One can also rewrite the equation above using Eq. (8) as
The equation above can be reduced to a more practical equation, ω
since H is negligibly small compared with SC 1 (0) and σ res 2 (ω) is a regular function at ω = 0. One also can get independently the superfluid plasma frequency (ω sp ) by taking advantage of the missing spectral weight, which is widely used and known as the Ferrell-Glover-Tinkham (FGT) sum rule [35, 36, 37] .
Results of model calculation and discussions
For our theoretical calculations we focus on four (normal, half pseudogap (GP), full pseudogap (GP), and d-wave superconducting (SC)) phases with two typical input I 2 B(ω) models [18, 27] . One typical I 2 B(ω) is modelled for antiferromagnetic spinfluctuations at high temperature, which consists of the broad Millis, Monien, and Pines (MMP) mode [38] alone and the other I 2 B(ω) is modelled for antiferromagnetic spinfluctuations at low temperature, which consists of two components: one sharp Gaussian peak (GP) and the broad MMP mode [38] . It is worth to be noted that the temperaturedependent evolution of I 2 B(ω) is well-established by various spectroscopy techniques including optical spectroscopy [3, 18, 19, 23, 24, 27, 39, 40, 41] . In Fig. 1 we display the two typical (MMP and MMP+GP) model I 2 B(ω). The MMP+GP model is in the red solid line in the figure and consists of two terms which can be written as In Fig. 2 we display calculated imaginary parts of the optical self-energy for the four (normal, half PG, full PG, and d-wave SC) phases with two different input I 2 B(ω) (MMP and MMP+GP models) and two different impurity scattering rates, Γ imp = 0.0 meV (upper frame a) and 30.0 meV (lower frame b). Here we note that for the PG phase we have two different pseudogap depths, N 0 = 0.5 (half PG) and 0.0 (full PG). For the PG and d-wave SC phases, as we can expect from Eq. (5) the significant impurity effects appear in low frequency region below twice of the maximum superconducting gap (2∆ 0 = 60 meV) and twice of the pseudogap (2∆ P G = 100 meV). Above these energy scales each calculated imaginary optical self-energy for Γ imp = 30 meV roughly is increased by 30 meV compared with the corresponding self-energy with Γ imp = 0.0 meV. For the normal phase since the impurity scattering is a (frequency-independent) constant, 30 meV, the imaginary self-energy is vertically shifted by 30 meV in the whole spectral range compared with the corresponding self-energy with Γ imp = 0.0 meV. While the PG imaginary optical self-energy is always lower than the normal one the d-wave SC self-energy is lower in low frequency region and becomes higher in high frequency region than the normal one. The location of the crossing point between the normal and SC imaginary self-energies seems to depend on the shape of the model I 2 B(ω). We note that the half PG optical self-energy is in between the normal and full PG self-energies. At high frequency region all imaginary self-energies for the same model I 2 B(ω) are getting merged together. It is worth to be noted that, in principle, the imaginary self-energy is eventually saturated to 2π×the area under I 2 B(ω) [43] . The saturated values for the MMP and MMP+GP models are 724 meV and 1038 meV, respectively, for Γ imp = 0.0 meV. Comparing the imaginary optical self-energy of the MMP+GP model with that of the MMP model we can see that the sharp GP gives a strong jump in the imaginary self-energy, which appears as a step-like feature [3] . From this step one can easily estimate the strength of the sharp GP mode. Interestingly, the shape and onset frequency of the step seem to depend on the (normal, half PG, full PG, and d-wave SC) phases of materials. The characteristic energy scales appear near the step-like feature (refer to Fig. 4) . The imaginary part of the optical self-energy is also known as the optical scattering rate, 1/τ op (ω) = −2Σ op 2 (ω), which is the scattering rate between interacting electrons by exchanging the mediating bosons at a given frequency, ω. In Fig 3 we display corresponding real parts of the optical self-energy to the imaginary parts displayed in Fig. 2 . We note that these real parts are obtained from the imaginary parts in a wide spectral range from 0 to 7000 meV using the KramersKronig relation, Eq. (6). Therefore, in principle, the real part should carry additional independent information. The real self-energy shows the resonance (potential) energy between interacting electrons by exchanging the mediating bosons at a given frequency, ω. The (energy) width of the resonance potential is determined by the imaginary selfenergy. This real self-energy can carry the information of the effective mass of charge carriers caused by the interaction, i.e. −2Σ It is worth to be noted that for the normal phase, the real part of the optical self-energy is independent of the impurity scattering rate since the scattering rate is a constant; the Kramers-Kronig transformation of a constant is always zero. For the broad MMP model case, all selfenergies are quite similar to one another, which means that the different material phases (normal, half PG, full PG, and SC phases) are not very well-resolved. In contrast, for the MMP+GP model case, the sharp Gaussian peak allows us to clearly resolve the material phases (normal, half PG, full PG, and SC phases), particularly in low frequency region where the peak position (Ω 0 ), the PG (2∆ P G ), and the maximum SC gap (2∆ 0 ) exist. Therefore, if the Gaussian peak shows some doping-and temperaturedependent evolutions one can easily observe the doping-and temperature-dependent evolutions of the intensity and/or the width of the Gaussian peak as reported by previous studies [3, 18, 19] . The Gaussian peak gives a sharp peak in the d-wave SC phase, a welldefined round peak in the two PG phases [32] , and a logarithmic singularity in the normal phase [4] . In Fig. 4 we display derivatives of the imaginary part (upper frame) and real part (lower frame) of the optical self-energy for the MMP+GP model and Γ imp = 30.0 meV. In the figure, we can see that various characteristic energy scales (Ω 0 , ∆ P G , and 2∆ 0 ) and their combinations appear as peaks or dips. If the Gaussian peak becomes sharper the features will become better-defined and give more accurate values. Now we consider the complex optical conductivities, the complex dielectric functions, and reflectance spectra which can be obtained from the calculated complex optical self-energies. Using equations which we previously introduced in the "Theoretical Formalism" section, we obtained the complex optical conductivity (Eq. (7)) and the complex dielectric function (Eq. (8)), the loss function (Eq. (9)) and the normal incidence reflectance (Eq. 10). In Fig. 5 we display the obtained complex optical conductivities along with the corresponding complex optical self-energies in a wide spectral range from 0 to 7000 meV. The left-hand and right-hand side columns are for Γ imp = 0.0 meV and Γ imp = 30.0 meV cases, respectively. In an order from the top to the bottom we display the imaginary and real parts of the optical self-energy (−2Σ op 2 (ω) and −2Σ op 1 (ω)), the mass enhancement function (m * op (ω)/m b ), and the real and imaginary parts of the optical conductivity (σ 1 (ω) and σ 2 (ω)). For getting the complex optical conductivity using the extended Drude mode (or Eq. (7)) we used 2000 meV for the plasma frequency, ω p . For comparisons we provided the corresponding optical quantities for a free electron system (or the Drude mode) with the same plasma frequency of 2000 meV and the impurity scattering rates in the cyan solid lines.
First, we describe the quantities on the left-hand side column of Fig. 5 (i.e., for Γ imp = 0.0 meV case) from the top to the bottom. In Fig. 5(a) and 5(b) the values of the imaginary optical self-energy at 7000 meV are 702 meV and 1016 meV for the MMP and MMP+GP models, respectively, which are close to the estimated saturation values (i.e., 2π×the area under the I 2 B(ω) curve) 725 and 1039 meV, respectively. As we expected, both real and imaginary parts of the optical self-energy for the Drude mode are completely zero due to no correlations and zero impurity scattering rate between electrons. In Fig. 5(c) the mass enhancement function at zero frequency shows a strong phase-dependence; the value for the normal phase is the largest and the value for the full PG phase is the smallest. The mass enhancement function for the Drude mode is exactly 1.0 in the whole frequency range. In Fig. 5 (d) the real part of the optical conductivity of the Drude mode does not appear in a finite spectral range; since Γ imp = 0.0 meV, the whole spectral weight (ω 2 p /8) is concentrated at zero frequency and appears as a Dirac delta function, (ω 2 p /8)δ(ω). Therefore, no spectral weight appears in a finite frequency range. The spectral weight of the delta function is called a missing spectral weight [35, 36] . However, this missing spectral weight can be seen in the imaginary part of the optical conductivity as 1/ω frequency-dependence at low frequency region near zero frequency as we can see in Fig. 5(e) . In fact, the parallel lines with the same slope of -1 in a log-log plot in Fig. 5(e) show the missing spectral weights for all cases. It should be noted that, in this formalism, a normal phase with Γ imp = 0.0 meV at T = 0 is identical to a zero-gap superconducting phase. Now we describe the corresponding quantities on the right-hand side column of Fig.  5 (i.e., for Γ imp = 30.0 meV case) from the top to the bottom. In Fig. 5 (f) and 5(g) the values of the imaginary optical self-energy at 7000 meV are now 732 meV and 1046 meV for the MMP and MMP+GP models, respectively; compared with the corresponding values for the Γ imp = 0.0 meV case, both increase by the impurity scattering rate, 30 meV. Even though the imaginary self-energy for the Drude mode is a constant, 30 meV, the real part is still zero since a Kramers-Kronig transformation of a constant is always zero. In Fig. 5 (h) the mass enhancement functions of the d-wave SC phase for both MMP and MMP+GP models are enhanced significantly at low frequency region by the increased impurity scattering while those of the normal and PG phases remain more or less the same values. The mass enhancement for the Drude mode is still exactly 1.0. In Fig. 5 (i) and 5(j), since Γ imp = 30.0 meV, σ 1 (ω) of the Drude mode appears in the wide spectral range as a Lorentzian curve which is located at zero frequency with a width (30 meV). For the normal and half PG phases, no missing spectral weights exist any more. However, for the full PG and d-wave SC phases some missing spectral weights still exist. We can clearly see them in σ 2 (ω) at low frequency region; while for the Drude mode the normal and half PG phases σ 2 (0) = 0, for the full PG and d-wave SC phases σ 2 (0) = 0. Therefore, in the full PG and d-wave SC cases we still observe the remaining missing spectral weights in σ 2 (ω) at low frequency region, which appear as parallel lines with the same slope of -1 in the log-log plot. In the real and imaginary parts of the optical conductivity for the MMP+GP model we also can clearly see the various characteristic energy scales (refer to Fig. 4) .
In Fig. 6 we display the obtained complex dielectric functions and related quantities including reflectance spectra in a wide spectral range from 0 to 7000 meV. The lefthand and right-hand side columns are for Γ imp = 0.0 meV and Γ imp = 30.0 meV cases, respectively. In an order from the top to the bottom we display the imaginary and real parts of the dielectric function ( 1 (ω) and 2 (ω)), a quantity associated with the superfluid density or the superfluid plasma frequency (−ω 2 1 (ω)), the energy loss function (Im[−1/˜ (ω)), and the reflectance (R(ω)). For getting the complex dielectric functions using Eq. (8) we used 4.0 for the background dielectric constant, H . For comparisons we also provided the corresponding optical quantities for a free electron system with the same plasma frequency of 2000 meV and the same background dielectric constant of 4.0 in the cyan solid lines.
Here we describe the quantities on the left-hand side column of Fig. 6 (i.e., for Γ imp = 0.0 meV case) from the top to the bottom. In Fig. 6(a) and 6(b) we display the real and imaginary parts of the dielectric function. These quantities basically carry the same information as the imaginary and real parts of the optical conductivity, respectively, i.e., 1 (ω) = H − [4πσ 2 (ω)]/ω and 2 (ω) = 4πσ 1 (ω)/ω. All 1 (ω) data show −1/ω 2 dependence in low frequency region, which is directly related to the 1/ω dependence in the corresponding σ 2 (ω) (refer to Fig. 5(e) ). In Fig. 6(c) the quantity −ω Here we can see crossing points of 1 (ω) with the horizontal axis, which are associated with the effective plasma frequencies. In Fig.  6 (d) the energy loss functions, which can be directly measured by electron energy loss spectroscopy (EELS), are displayed. The obtained energy loss functions show peaks near the effective plasma frequencies and, additionally, some fine features in low frequency region below 200 meV which are associated with the characteristics of I 2 B(ω), the PG, and the maximum SC gap. In Fig. 6 (e), we display corresponding reflectance spectra. It is worth to be noted that reflectance spectra can be directly measured using optical spectroscopy technique. In high frequency region above the plasma frequency the reflectance saturates to |(
11. We also describe the quantities on the right-hand side column of Fig. 6 (i.e., for Γ imp = 30.0 meV case) from the top to the bottom. In Fig. 6 (f) 1 (ω) data for the normal, half PG, and the Drude phases are deviated from the −1/ω 2 dependent behavior. In Fig. 6(g) , in general, 2 (ω) looks very similar to σ 1 (ω) since they are connected with a very simple relation, 2 (ω) = 4πσ 1 (ω)/ω. In Fig. 6 (h) only full PG and d-wave SC phases show the superfluid density. We clearly observe the characteristic energy scales associated with I 2 B(ω), the pseudogap, and the maximum SC gap in the spectra. In Fig. 6 (i) now we clearly see the Drude mode, which appears as a sharp peak at the effective plasma frequency, ω p / √ H = 1000 meV. In Fig. 6 (j) we can clearly observe the related characteristic features in the calculated reflectance spectra. Another important information that one may be able to get from these calculated reflectance spectra is the model-dependent extrapolation to zero frequency for the Kramers-Kronig analysis of measured reflectance spectrum. There are some useful extrapolations for this purpose [44] , as an example, the Hagen-Rubens relation (i.e., 1 − R(ω) = A √ ω) for simple metals, where A is an adjustable parameter. In low frequency region 1 − R(ω) looks very similar to −2Σ op 2 (ω) (or 1/τ op (ω)) [20] since, in general, in the relaxation region (i.e. 1/τ imp < ω
Comparison of the calculated data with measured data
Now we compare the calculated optical quantities with measured optical data of the generic phase diagram of hole-doped cuprates shown in Fig. 7 . There are four characteristic temperatures, T N , T * , T s and T c , which are the Neel temperature, the pseudogap temperature, the coherent temperature, and the superconducting transition temperature, respectively. T s is also known as the onset temperature of the sharp GP mode in the I 2 B(ω) [22] , which seems to be closely related to the onset temperature of the magnetic resonance mode [23] . We focus on five different designated regions in the phase diagram marked with stars of David. We assigned those five regions as follows: the region marked with the red star is the normal (or strange metal) phase above T * , which can be modelled with the MMP model in the normal phase [27] . The region marked with the magenta star is the PG phase located between T * and T s , which can be modelled with the MMP model in the half PG phase. The region marked with the olive star is also the PG region but located between T s and T c , which can be modelled with the MMP+GP model in the full PG phase. The region marked with the blue star is the d-wave SC dome located below both T c and T s , which can be modelled with the MMP+GP model in the d-wave SC phase. The region marked with the cyan star is also the d-wave SC dome but located below T c and above T s , which can be modelled with the MMP model in the d-wave SC phase. These assignments are based on experimental results obtained by various spectroscopy techniques. [3, 18, 19, 23, 24, 25, 26, 27, 39] For comparing the calculated data with experimentally measured ones, we choose the real parts of the optical self-energy among all quantities considered so far. We think that this quantity is most reliable for the comparison since it is not very sensitive to a temperature-induced impurity scattering rate. In the left-hand side column of Fig.  8 we display the calculated real parts of the optical self-energy in the five designated regions of the phase diagram from the top to the bottom (a-e). In the right-hand side column of Fig. 8 we display measured real optical self-energies of eight Bi-2212 samples in different doping levels at various temperatures in the five marked regions of the phase diagram from the top to the bottom (f-j). We note that the measured real self-energies of Bi-2212 have been published in a literature [37] . The doping levels of the eight Bi-2212 samples are extended from underdoped to overdoped. We denote the eight samples in an order from underdoped to overdoped as UD67, UD69, UD82, OPT96, OD82, OD80, OD65, and OD60, where UD, OPT, and OD stand for underdoped, the optimally doped, and overdoped, respectively, and the number indicates the superconducting transition temperature (T c ) of each sample. It is worth to be noted that the calculated data do not include thermal effects. It also should be noted that we used different energy units and scales in the plots for the calculated and measured data sets. We describe each row of Fig. 8 more in detail as follows:
Row 1: In Fig. 8(a) we display the calculated real self-energies in the region marked with the red star (i.e., the MMP model in the normal phase) for both Γ imp = 0.0 meV and 30.0 meV cases. In Fig. 8(f) we display the measured real self-energies of all eight Bi-2212 samples at ∼300 K, i.e., in the region marked with the red star (or the normal region). The MMP modes of the measured Bi-2212 samples seem to show doping-dependencies; as the doping increases the characteristic frequency (ω sf ) of the MMP mode increases and the MMP mode spreads more widely to high frequency. We note that even though according to the phase diagram in a literature [22] the pseudogap temperatures (T * ) of all three underdoped Bi-2212 samples are larger than 300 K we display the self-energy spectra at ∼ 300 K in the normal region marked with the red star since T * temperatures in the underdoped region of the phase diagram [22] show large error bars.
Row 2: In Fig. 8(b) we display the calculated real self-energies in the region marked with the magenta star (i.e., the MMP model in the half PG phase) for both Γ imp = 0.0 meV and 30.0 meV cases. In Fig. 8(g ) we display the measured real self-energies of UD67 at 150 K, UD69 at 148 K, UD82 at 135 K, and OPT96 at 200 K, which are located in the region marked with the magenta star according to the phase diagram in the literature [22] .
Row 3: In Fig. 8(c) we display the calculated real self-energies in the region marked with the olive star (i.e. the MMP+GP model in the full PG phase) for both Γ imp = 0.0 meV and 30.0 meV cases. In Fig. 8 (h) we display the measured real self-energies of UD67 at 73 K, UD69 at 70 K, UD82 at 90 K, and OPT96 at 102 K, which are located in the region marked with the olive star. It is worth to be noted that UD67 and UD69 show much stronger peaks than UD82 and OPT96; this observation might be understood by considering the doping-dependent size [45] of the PG and the temperature-and dopingdependent intensity of the GP mode [19, 42, 46] as well.
Row 4: In Fig. 8(d) we display the calculated real self-energies in the region marked with the blue star (i.e. the MMP+GP model in the d-wave SC phase) for both Γ imp = 0.0 meV and 30.0 meV cases. In Fig. 8(i) we display the measured real self-energies of UD67 at 20 K, UD69 at 29 K, UD82 at 20 K, OPT96 at 27 K, OD82 at 26 K, and OD80 at 27 K, which are located in the region marked with the blue star. We clearly observe doping-dependent trend of I 2 B(ω), which has been studied previously [3, 19] ; as the doping increases the intensity of the GP mode decreases rapidly in the overdoped region of the phase diagram and the GP mode is red-shifted [3, 19, 47] .
Row 5: In Fig. 8 (e) we display the calculated real self-energies in the region marked with the cyan star (i.e. the MMP model in the d-wave SC phase) for both Γ imp = 0.0 meV and 30.0 meV cases. In Fig. 8(j) we display the measured real self-energies of OD65 at 26 K and OD60 at 29 K, which are located close to the region marked with the cyan star. Since the two highly overdoped samples (OD65 and OD60) show a very much suppressed Gaussian peak (GP) the two samples in the d-wave SC phase can be approximately described by the MMP mode alone [3, 19] .
This comparison shows that the calculated and measured data in each designated region of the phase diagram qualitatively agree well each other; the marked regions seem to be well-characterized by the specified models. Therefore, the simple MMP and MMP+GP models with the normal, half PG, full PG, and d-wave SC phases seem to reasonably describe the well-known phase diagram of hole-doped cuprates.
Conclusions
We obtained the complex optical self-energy in four different material phases (normal, half PG, full PG, and d-wave SC) with the two typical MMP and MMP+GP model electron-boson spectral density functions, I
2 B(ω), using the generalized Allen's formulas and the Kramers-Kronig relation between the real and imaginary parts of the optical self-energy. We also obtained the corresponding complex optical conductivity from the obtained complex optical self-energy using the extended Drude model formalism. Furthermore, we got the other optical constants including reflectance spectrum using the relationships between optical constants. From this study we observed significant differences among the calculated various optical quantities with the same I 2 B(ω) but in different material phases. We assigned the calculated optical quantities into designated regions of the generic phase diagram of hole-doped cuprates and compared the calculated real optical self-energies with measured optical self-energies of Bi-2212 [37] located in the same designated region of the phase diagram. From the comparison we concluded that the assignment is quite reasonable, and this optical data analysis can be a convincing method to expose the pairing force between electrons in the copper oxide superconductors and other superconducting materials as well. We hope that our results attract a lot of attentions from researchers in the field of superconductivity.
