In this paper we extend the Weibull power series (WPS) class of distributions and named this new class as extended Weibull power series (EWPS) class of distributions. The EWPS distributions are related to series and parallel systems with a random number of components, whereas the WPS distributions (Morais and Barreto-Souza, 2011) are related to series systems only. Unlike the WPS distributions, for which the Weibull is a limiting special case, the Weibull law is a particular case of the EWPS distributions. We prove that the distributions in this class are identifiable under a simple assumption. We also prove stochastic and hazard rate order results and highlight that the shapes of the EWPS distributions are markedly more flexible than the shapes of the WPS distributions. We define a regression model for the EWPS response random variable to model a scale parameter and its quantiles. We present the maximum likelihood estimator and prove its consistency and normal asymptotic distribution. Although the construction of this class was motivated by series and parallel systems, the EWPS distributions are suitable for modeling a wide range of positive data sets. To illustrate potential uses of this model, we apply it to a real data set on the tensile strength of coconut fibers and present a simple device for diagnostic purposes.
Introduction
Reliability studies generally focus on the study of the failure of certain experimental units. It can often be assumed that there is a mechanism that leads to the failure of these units, e.g., a series or a parallel system. For instance, consider coconut fibers as the experimental units, and their rupture as their failure. The tension when the coconut fiber breaks can be interpreted as a failure of a parallel system because the microscopic architecture of this material is a collection of smaller fibers. The rupture of this material happens after the rupture of all of the smaller fibers, which characterizes a parallel system. In this case, the number of components in the system is unknown. Some models have been proposed in the literature for modeling the time to failure of series and parallel systems, and many studies consider a fixed number of system components. Because real systems may be complex, it would often be more appropriate to consider an unknown amount of components.
Nakagawa and Zhao (2012) presented a model for the time to failure of parallel systems assuming a zero-truncated Poisson number of components. Marshall and Olkin (1997) defined a class of distributions from the minimum and the maximum of a geometric number of independent and identically distributed (iid) random variables. When these random variables are positive, the resulting distribution is related to series and parallel systems. Kus (2007) constructed a distribution connected to series systems based on the minimum of a Poisson number of iid exponential random variables. Crescenzo and Pellerey (2011) provided stochastic results for the time to failure of series and parallel systems with non-identically distributed components. The limiting distribution of the maximum of a random number of independent random variables was discussed by Barndorff-Nielsen (1964) . Barakat and El-Shandidy (2004) found the asymptotic behavior of general order statistics from a random-sized sample.
Models based on series and parallel systems with a random number of components have been used not only in material strength studies, but also, in medical research and other fields. In associated medical research studies, the series and parallel systems are called the first and the last latent activation schemes, respectively. Yakovlev et al. (1993) proposed a framework for the first activation scheme. Cooner et al. (2007) illustrated some uses of both the first and the last latent activation schemes assuming the possibility of a cure rate.
Morais and Barreto-Souza (2011) introduced the Weibull power series (WPS) class of distributions, which are related to the time to failure of a series system with a random number of components. These researchers assumed that the failure times of the system components are independent and follow a Weibull distribution and that the unknown number of components follows a discrete power series distribution. Here we propose an extension of this class to include parallel systems to yield a more flexible class of distributions, which were denoted by the extended Weibull power series (EWPS) class of distributions. The WPS distributions have some restrictions that are relaxed after the proposed extension.
In this paper we first introduce the EWPS class of distributions and derive some of its properties. We then propose a EWPS regression model. Our approach is focused on modeling the scale parameter when the response is assumed to be an EWPS random variable. The scale parameter is of particular practical interest because it is directly proportional to the quantiles of the response variable.
The paper is organized as follows. In Section 2, we provide a brief review of WPS distributions. In Section 3, we define the EWPS class of distributions and derive some of its properties. In Section 4, we define a regression model with EWPS distributed response, discuss its estimation based on the maximum likelihood, and present asymptotic properties of the estimators. In Section 5, we present a strategy to infer the quantiles from a simple transformation of the scale parameter. In Section 6, we present a real data application of the EWPS regression model to illustrate potential uses of the new model and present a simple device for diagnostic purposes. In Section 7, we discuss larger classes of models that include EWPS distributions. In Section 8, we present some concluding remarks.
Brief review of WPS distributions
The WPS distributions are constructed from a composition between the discrete power series class of distributions and the Weibull law as follows. Let a n ≥ 0 for n ∈ N such that a 1 > 0 and
where s > 0 is the radius of convergence. Consider the function p : N → R given by
If θ > 0, p(n; θ) in (2) is the probability function (pf) of a power series distribution truncated at zero (Noack, 1950) . We use the notation N ∼ PS(θ; C) for the random variable N with a pf p(n; θ) in (2) with θ > 0. The Poisson, logarithmic, geometric, and binomial (where m is the known number of replicates) distributions truncated at zero are special cases of the truncated power series distributions. Let Z 1 , Z 2 , . . . be iid random variables with Z 1 ∼ Weibull(λ, α), i.e., Z 1 has a Weibull distribution with scale parameter λ > 0, shape parameter α > 0, and probability density function (pdf) g(z; λ, α) = αλ
Let N ∼ PS(θ; C). Note that it is assumed that θ is positive in this case. The WPS class of distributions is defined by the marginal distribution of Z (1) = min{Z 1 , . . . , Z N } with the corresponding cumulative distribution function (cdf)
where S(y; λ, α) = exp{−(y/λ) α } for y > 0 is the survival function of the Weibull(λ, α) distribution. The WPS pdf is given by f (y; λ, α, θ) = θg(y; λ, α) C(θ) C (θS(y; λ, α)) , y > 0,
for λ, α > 0 and 0 < θ < s. The WPS distributions arise, for example, in reliability studies. Assume that a machine has N unknown initial defects, and let Z i be the time to failure of the machine due to the ith defect, where i = 1, . . . , N . If the Z i 's are assumed to be iid variables with Z 1 ∼ Weibull(λ, α) and N ∼ PS(θ; C), the time Y to the first failure has a WPS pdf, as given in (5) . In other words, Y is the time to failure of a series system with a random number N of components, where N ∼ PS(θ; C).
In the next section we extend the parameter space for θ to include negative values and name the resulting class of distributions as extended Weibull power series (EWPS) distributions. After this extension is made, the original characterization of the WPS distributions, which is based on series systems, does not hold for θ < 0. We prove that there is a parallel system characterization for some EWPS distributions when θ < 0. This extension allows more flexibility in the shapes of the density and hazard functions. We also provide some results on the hazard rate order and the stochastic order to highlight the relevance of the proposed extension. Although the construction of this class is motivated by series and parallel systems, this model is suitable to data with positive support.
The Weibull distribution is a limiting case of WPS distributions. In our proposed extension of this class, we define the Weibull law as the special case when θ = 0 and show that this definition is appropriate. For EWPS distributions, the Weibull law represents a system with a single component.
The EWPS class of distributions
Morais and Barreto-Souza (2011) introduced the WPS survival class of distributions, which are related to series systems with a random number of components. The WPS distributions have flexible density and hazard shapes but exhibit some restrictions that will be relaxed by the extension introduced in this section. For fixed scale and shape parameters (λ and α, respectively), we prove that the hazard function of any WPS distribution is always uniformly above the hazard function of the Weibull law. The extension of the WPS distribution proposed in this section includes distributions for which the opposite occurs.
As observed in Section 2, the WPS distributions are indexed by three parameters, namely λ > 0, α > 0, and θ ∈ (0, s). The idea is to extend the WPS class of distributions to allow θ to assume negative values. To formalize the proposed extension, we provide the following proposition. (5) is non-negative for all θ ∈ (s * , 0),
Proof. We first prove the existence of s * . We have that
and a 1 > 0. Hence, ∃ε > 0 such that C (θ) > 0 for θ ∈ (−ε, 0). Therefore, because C(·) is a differentiable function, if S * = ∅, the maximum of S * exists. This proves that s * is well defined.
To complete the proof, it is sufficient to prove that θC (θb)/C(θ) > 0, ∀θ ∈ (s * , 0), and ∀b ∈ (0, 1). Since C(0) = 0 and from the construction of s * , C(θ) is strictly negative or strictly
, the result follows analogously. f (y; λ, α, θ)dy = 1 for any θ ∈ (s * , 0); hence, f (·; λ, α, θ) is a density function. Therefore, it is possible to define an extension of the WPS distribution as follows.
Definition 3.2. For a given function C(·) in (1), the EWPS distribution with parameters λ, α > 0, θ ∈ (s * , s), and s * as given in (6) is defined by the pdf in (5) when θ = 0, and by the pdf of the Weibull distribution given in (3) when θ = 0.
We use the notation Y ∼ EWPS(λ, α, θ; C) when Y is a random variable with the distribution given in Definition 3.2. In Table 1 , we provide useful quantities for the construction of some EWPS distributions. The last column is the name of the respective power series distribution with the pdf shown in (2) when θ > 0. In cases 4 and 5, m > 1 is a known integer value, and for θ > 0, m is the number of replicates of the binomial distribution or the fixed number of failures before n successes of the negative binomial distribution. In case 6, I {odd} (n) is the indicator function for odd n. If C(·) is chosen as in cases 1, 2, 3, 4, 5, and 6, the corresponding EWPS laws are called extended Weibull Poisson (EWP), extended Weibull geometric (EWG), extended Weibull logarithmic (EWL), extended Weibull binomial (EWB), extended Weibull negative binomial (EWNB), and extended Weibull logarithmic II (EWLII) distributions, respectively. The names of these special cases refer to the power series distribution used in the construction of the corresponding EWPS distributions for θ > 0. The extension of the parameter space for θ proposed here adds more flexibility to the density shapes, as observed in Figure  1 . Table 1 : Useful quantities of some power series distributions.
From (5), we obtain that
for y > 0, λ, α > 0 and θ ∈ (s * , 0) ∪ (0, s), where g(y; λ, α) is the pdf of the Weibull distribution with parameters λ and α given in (3) . Therefore, the EWPS densities are an infinite linear combination of Weibull densities. In particular, for θ > 0, the EWPS densities are infinite mixtures of Weibull densities with weights that are determined by power series laws. This property is helpful for obtaining the moments of the EWPS distributions and for proving identifiability. It follows from (7) and the Dominated Convergence Theorem that the rth moment of Y ∼ EWPS(λ, α, θ; C) for θ = 0 is given by
Note that all the moments are finite because
The domain of the density function in (5) regarded as a function of θ does not contain the point θ = 0. Recall that the EWPS distribution is defined as the Weibull distribution when θ = 0. Since the Weibull law is a limiting special case of all EWPS distributions when θ → 0, as stated in the next proposition, the definition of the EWPS distribution as the Weibull distribution when θ = 0 is justified. Proposition 3.3. As θ → 0, the cdf given in (4) converges to the cdf of the Weibull distribution with scale parameter λ and shape parameter α.
Proof. Similar to the proof of Proposition 3.3 shown by Morais and Barreto-Souza (2011).
Under a simple assumption for C(·), the EWPS distributions are identifiable, as stated in the next proposition. Proof. See Appendix.
When C(·) is an odd function, f (y; λ, α, θ) = f (y; λ, α, −θ) for any θ ∈ (s * , 0). This is the only case in which the extension of the WPS distributions proposed in this paper may not be an advantage. In cases 1 through 5 in Table 1 , C(·) is clearly not odd. Some EWPS distributions exhibit a physical characterization when θ < 0. This characterization, however, is not based on a series system but on a parallel system. Consider a parallel system with a random number N of components and let Z 1 , Z 2 . . . be iid random variables, where Z i ∼ Weibull(λ, α) is the time to the failure of the i-th component. For θ < 0, under some conditions for the law of N (see Proposition 3.5), the marginal distribution of max{Z 1 , · · · , Z N } is an EWPS distribution. In other words, for θ > 0, the EWPS interpretation is based on the first component failure, whereas for some EWPS distributions when θ < 0, we have a characterization that considers the failure of the system when all of its components fail. In the next proposition, we give a sufficient condition for the existence of a parallel system characterization for the EWPS distributions when θ ∈ (s * , 0).
, where t : (s * , 0) → (0, s) and s * is given in (6) . Assume that t(·) satisfies
where
Proof. See Appendix.
Proposition 3.5 states that there is a parallel system characterization for some EWPS distributions when θ ∈ (s * , 0). For case 1 in Table 1 , which refers to the Poisson distribution when θ > 0, the conditions of Proposition 3.5 are satisfied by taking t(θ) = −θ, θ < 0. The same also occurs for cases 2 and 3 (which refer to the logarithmic and geometric distributions when θ > 0, respectively) by taking t(θ) = θ/(θ − 1) for θ ∈ (−1, 0). In Proposition 3.6, we provide some necessary conditions for the power series under which the corresponding EWPS distribution admits a parallel system characterization when θ < 0.
. If the density function in (5) for θ < 0 can be obtained through a parallel system characterization by taking N ∼ PS(t(θ); C), then the following statements hold:
(i) If a n = 0, then a m = 0 for m > n;
The advantages of the parameter space extension of the WPS distributions go beyond the possibility of a parallel system characterization. For example, the hazard function of the EWPS distributions for θ < 0 may have shapes that the EWPS distributions for θ > 0 do not allow. The hazard function r(·; λ, α, θ) of the EWPS(λ, α, θ; C) distribution is given by
for y > 0, λ > 0, α > 0, and θ ∈ (s * , s). Figure 3 presents plots of the hazard function of the extended Weibull Poisson law for some choices of θ, λ, and α. The plots illustrate possible behaviors of the EWP hazard functions: J, inverted J, uniform, monotone, and non-monotone shapes. Note that the plotted curves that correspond to θ < 0 (θ > 0) are uniformly above (below) the Weibull hazard function. For the EWP and some other EWPS distributions, there is an order of the hazard function regarded as a function of θ that explains the behavior of the curves presented in Figure  2 . In Proposition 2.9, we give stochastic order and hazard rate order properties of EWPS distributions.
Definition 3.7. (i) A random variable X 1 is said to be smaller than X 2 in the stochastic order, and we write
(ii) Let X 1 and X 2 be non-negative random variables with absolutely continuous distribution functions. Let r 1 (·) and r 2 (·) be their respective hazard functions. If r 1 (x) ≥ r 2 (x) ∀x ∈ R, X 1 is said to be smaller than X 2 in the hazard rate order, and we write X 1 ≤ hr X 2 .
(ii) θ 1 < 0 and EWPS(λ, α, θ; C) admits a parallel system characterization when θ < 0,
For θ ≥ 0 and fixed values for λ and α, there is always a stochastic order and a hazard rate order. In this case, which corresponds to the WPS distributions, the hazard function is uniformly below the hazard function of the Weibull law. For θ < 0, depending on the choice of (1), these orders still hold, and the hazard rate function of the EWPS is uniformly above the hazard function of the Weibull distribution. This result emphasizes the relevance of extending the parameter space of θ.
Note that the hazard functions plotted in Figure 2 are close to the hazard function of the Weibull distribution for large values of y. This is a valid property for all EWPS distributions as stated in the following proposition.
Proposition 3.9. Let r 0 (·; λ, α) be the hazard function of the Weibull(λ, α) distribution, and let r(·; λ, α, θ) be the hazard function of the EWPS(λ, α, θ; C) distribution. Then, |r(y; λ, α, θ)− r 0 (y; λ, α)| → 0 as y → ∞ for all λ, α > 0 and θ ∈ (s * , s).
EWPS regression model and estimation
Let Y 1 , . . . , Y n be a vector of independent random variables. Let X = (x 1 , . . . , x n ) be a fixed n × k matrix of covariates with x i = (x i1 , . . . , x ik ) and η i = x i β for i = 1, . . . , n, where β ∈ R k is a vector of unknown parameters. The extended Weibull power series regression model is defined by Y i ind ∼ EWPS(λ i , α, θ; C) for i = 1, . . . , n, with
where h(·) is an invertible and three times differentiable link function that maps (0, ∞) in R, and α > 0, θ ∈ (s * , s) and β are unknown parameters. A possible choice for h(·) is the logarithmic function. We now discuss estimation by maximum likelihood in the EWPS regression model. Let Y = (Y 1 , . . . , Y n ) be a vector of n independent random variables following the EWPS regression model. Let Θ = (β , α, θ) be the parameter vector. The total log-likelihood function is given by
α , c is a constant that does not depend on the parameters, and
The associated score vector is given by U n (Θ) = (∂ /∂β , ∂ /∂α, ∂ /∂θ) , where
In these equations, 1 ≡ 1 n×1 is an n × 1 column vector of ones, I is the n × n identity matrix, and D 1 , D 2 , D 3 and D 4 are n × n diagonal matrices given by
* is a n × 1 column vector given by
The maximum likelihood estimate (MLE) of Θ, which is denoted by Θ, is obtained by solving the nonlinear system of equations U n (Θ) = 0. For some EWPS models and some choices of the link function, the solution of this system can be simplified. For instance, if the chosen link function is the logarithmic function, D 1 is the n × n identity matrix. Let
be the total observed information matrix. Its elements are given by
where D 5 , D 6 , and D 7 are n × n diagonal matrices given by
For the EWP distribution, D 6 is the n × n matrix of zeros. If the chosen link function is the logarithmic function, D 7 is the n × n identity matrix. We now state the consistency and asymptotic normality of the ML estimator.
Lemma 4.1. Let Ω ⊂ R k+2 be the parameter space, and let ω ⊂ Ω be an open region that contains the true parameter vector Θ (0) = (β 0 , α 0 , θ 0 ). Then, the following statements hold.
(i) Each third-order derivative of the log-likelihood function exists and is dominated by an integrable function that does not depend on the parameters for all Θ ∈ ω.
(ii)
where 0 n is an n × 1 column vector of zeros. The expected value of each element of the score vector is then zero.
(iii) The integrals E (U n (Θ) U n (Θ)) can be differentiated under the integral sign for all Θ ∈ ω;
where J is a (k + 2) × (k + 2) finite matrix.
Proof: See Appendix. C2 -The rank of X is k.
C3 -∃ m < ∞ such that |x ij | < m, for all i = 1, . . . , n and j = 1, . . . , k.
C4 -J is positive definite for all Θ ∈ ω.
Then, with probability tending to 1 as n → ∞, there exist solutions Θ n of the likelihood equations such that
, where N k (0, Σ) is a k-variate normal distribution with mean zero and covariance matrix Σ.
Proof. Under the true parameter vector, the score vector and the total observed information matrix depend on the response variable only through the iid random variables W 1 , . . . , W n . From Lemma 4.1, the proof follows similarly to the proof of Theorem 5.1 described by Lehmann and Casella (1998, p. 463). 
Quantile estimation
The quantile of order ξ (0 < ξ < 1), ξ-quantile for short, of the distribution of a random variable Y with cdf F Y ;θ (·), which is denoted by q ξ , is the solution of q ξ = inf{y :
If Y has a continuous distribution, the ξ-quantile of Y can be expressed as
Let q ξ be the ξ-quantile of a EWPS distribution for a fixed ξ ∈ (0, 1). It follows from (11) and (4) that the ξ-quantile can be written as
where B ξ (θ) = − log(C −1 ((1 − ξ)C(θ))/θ), for θ = 0, and C −1 (·) is the inverse function of C(·).
Note that C(·) is monotone for θ ∈ (s * , s), which means that its inverse function is well defined.
For θ = 0, B ξ (θ) = (− log(1 − ξ)) 1/α . Clearly, for any fixed ξ, q ξ is a scale parameter. Quantiles of different orders obey the following proportionality relationship:
Let β, θ, and α be the MLEs of β, θ, and α, respectively. From the invariance property of MLEs, we find that
is the MLE of q ξ,i , where λ i = h −1 ( η i ), and q ξ,i is ξ-quantile of Y i . Here, η i = x i β. For the log-link function, i.e., h(λ i ) = log(λ i ), we can write q ξ,i = exp{β * 0 + β 1 x 1i + . . . + β k x ki }, where β * 0 = β 0 + α −1 log B ξ (θ) is a modified intercept. In this case, the effect of the covariates on any quantile or scale parameter is the same.
The second-order Taylor series expansion of q ξ,i around ( β , α, θ) = (β , α, θ) is given by
An approximation for the variance of q ξ,i is given by
where Σ is the asymptotic covariance matrix of Θ = ( β, α, θ), E i = (ε 1i , ε 2i , ε 3i ) is a vector with elements given by
Because x i = (x i1 , . . . , x ik ) , ε 1i is a vector of length k. In practice, Σ can be estimated by K −1 n ( Θ) given in (10).
Application to real data
In this section we illustrate an application of the EWPS regression model to a real data set from Tomczak (2010) on the tensile strengths of coconut fibers of different diameters and different lengths. We fit the extended Weibull Poisson (EWP), Weibull logarithmic (EWL), and Weibull geometric (EWG) models, which are EWPS distributions with the function C(·) as defined in Table 1 . The results were contrasted with the Weibull regression model. For this application, the corresponding regression models are specified using the log-link function, i.e.,
Accordingly, the regression model for the ξ-quantile is
where β * 0 = β 0 + α −1 log B ξ (θ), x 1i is the length in millimeters (mm) of the ith fiber, and x 2i
is the logarithm of the diameter (mm) of the ith fiber. Because the logarithmic link function is employed, the effect of the covariate on the scale parameter and on all the quantiles is the same, as discussed in Section 4.
To obtain the MLEs, we construct a profile log-likelihood function by fixing a grid of values of θ. We start with θ = 0, i.e., the Weibull regression model. The estimated parameters for fixed θ = 0 are used as starting values to obtain the estimates for fixed θ = 0.01; the estimated parameters for fixed θ = 0.01 are used as starting values to obtain the estimates for fixed θ = 0.02, and so on, and similarly to negative values of θ. Close to the global maximum, we evaluate the profile log-likelihood function at a finer grid of values of θ. We use the same procedure for the negative values of θ. For each fixed value of θ, we find the estimates of the parameters using the BFGS method implemented in the software R. Figure 3 presents plots of the profile log-likelihood for the EWL, EWG, and EWP regression models. The parameter estimates, the value of the maximized log-likelihood , and the Akaike Information Criterion (AIC) for the different regression models are given in Table 2 . We also performed the likelihood ratio (LR) test of the null hypothesis H 0 : θ = 0 against H 1 : θ = 0, i.e., the Weibull model was tested against a chosen EWPS model. Under the null hypothesis, the asymptotic distribution of the LR test statistic is χ 2 1 . The LR statistics used to test the Weibull model against the EWL, EWG, and EWP are given in Table 2 with their respective p-values in parentheses. For the usual significance levels, the LR tests rejected the Weibull distribution in favor of the EWG and EWP distributions. The AICs indicate that the EWG and the EWP models fit the data better than the EWL and Weibull models.
For diagnostic purposes, we used the quantile residual proposed by Dunn and Smyth (1996) . Let Y ∼ EWPS(λ, α, θ; C) and let Q r = Φ −1 (F (Y ; λ, α, θ)), where Φ(·) is the cdf of the standard normal distribution, and F (Y ; λ, α, θ) is the cdf given in (4). Then, F (Y ; λ, α, θ) is uniformly distributed in the unit interval, and Q r has a standard normal distribution. Hence, if the assumed EWPS regression model is suitable for the data, the quantile residuals defined as Q r,i = Φ −1 (F (y i ; λ i , α, θ)), for i = 1, . . . , n, are expected to behave as iid N (0, 1) random variables. Here, y i denotes the ith observed response. Figure 4 presents Q-Q plots of the quantile residuals for the four different fitted EWPS models. It is clear that the EWG and EWP models fit the data better than the other models and that the Weibull regression model is undoubtedly inappropriate. These findings are confirmed through the Shapiro-Wilk and Anderson-Darling normality tests, as shown in Table 3 . None of the tests rejects the normality of the residuals for the EWG and EWP fitted models. The comparision of the EWP and EWG models revealed that the first appears to be the best choice: its quantile residuals agree almost perfectly with the normal quantiles, it presents the largest p-values for all of the normality tests, and it is the only model that captures the parallel system nature of the coconut fibers. Figure 5 shows plots of the fitted 0.1, 0.5, and 0.9 quantiles estimated from the EWP model against the fiber diameter for fibers with a length equal to 20 mm. The solid lines are the quantiles curves, and the dashed lines bind the 95% approximated confidence bands. The confidence intervals are obtained according to the asymptotic normal distribution of the estimated quantiles and the approximate variance given in (12). 
Discussion of a larger extension of the EWPS class of distributions
The WPS distributions introduced by Morais and Barreto-Souza (2011) are based on a composition between the Weibull law with scale and shape parameters λ and α, respectively, and the discrete power series class of distributions with parameter θ. It is well known that the parameter θ of the power series distributions is positive. In this paper, we present the extended Weibull power series (EWPS) distributions, which are an extension of the WPS distributions that accepts negative values for θ. The construction of the EWPS distributions was based on the power series function C(·) given in (1) with radius of convergence s. For some EWPS distributions, however, the parameter space for θ can be even further extended to the interval (s † , s), where s † ≤ −s. For instance, the parameter space for θ in the EWG and EWL distributions can be extended to (−∞, 1). The respective EWPS distributions for the other power series reported in Table 1 do not allow a larger extension, i.e., θ cannot be smaller than s * . It should be noted that the results presented in Section 2 may not be valid for θ ≤ −s.
To formalize this concept, we define D : (s † , s) → R as a continuous function that admits all derivatives and such that D(θ) = C(θ), ∀θ ∈ (−s, s). Note that D(θ) is not written as a power series when θ ∈ (s † , −s). Taking D = {θ ∈ (s † , 0) : D (θ) = 0}, we define
It is possible to check that the function in (5) is a density function for θ ∈ (d * , 0). After this larger extension of the parameter space, the identifiability still holds if and only if C(·) is not odd. The parallel system characterization discussed in Proposition 2.5 may not be valid for θ ≤ −s even if it is valid for θ ∈ (−s, 0). For the EWG and EWL distributions, the parallel system characterization for θ ≤ −1 is valid by taking t(θ) = θ/(θ − 1).
Other extended classes of distributions can be constructed from the ideas presented in this paper. In fact, the Weibull distribution used for the construction of the EWPS class of distributions can be replaced by any other survival distribution, for instance, the exponential, gamma, and lognormal distributions. The results of all the propositions shown in Section 2, except for Proposition 2.4, depend on the Weibull distribution only through its survival function, which may be replaced by any other survival function. Proposition 2.4 refers to the identifiability, which will hold by replacing the Weibull survival function for any other survival function only if its respective distribution is identifiable. It is clear that the inferential methods presented in Sections 3 and 4 should be tailored for the chosen survival distribution. In this paper, the choice of the Weibull distribution was motivated by its popularity for the modeling of survival and reliability data.
Concluding remarks
We extended the Weibull power series (WPS) class of distributions proposed by Morais and Barreto-Souza (2011) such that the Weibull distribution is a special case of this new class. This extended class, which was named the extended Weibull power series (EWPS) class of distributions, is based on a composition between the Weibull and the power series distributions. The WPS and EWPS distributions are indexed by a scale parameter λ, a shape parameter α, and a parameter θ, which was inherited from the power series distributions. For the WPS distributions, θ is a positive parameter. For the EWPS distributions, the parameter space of θ was extended to include negative values.
The WPS distributions are related to series systems in which the number of components follows a power series distribution and the time to failure of each component follows a Weibull distribution. The WPS distributions exhibit a stochastic and hazard order according to the parameter inherited from the power series distribution in the construction of the WPS distributions. The hazard functions of the WPS distributions are always above the hazard function of the Weibull distribution. This is a limitation of these distributions that is eliminated when the extension of the class is considered. The hazard functions of the EWPS distributions may be below, above, or cross the hazard function of the Weibull distribution. Although the con-struction of this class was motivated by series and parallel systems, this model is suitable for a wide range of data with positive support.
We proposed a regression model for the EWPS class of distributions, so-called EWPS regression models. A linear regression structure was defined for the scale parameter. We discussed estimation by the maximum likelihood approach and derived the total observed information matrix, which is useful for making inferences for the parameters of the regression model. We verified the asymptotic distribution for the ML estimator. In survival studies, there is an interest in the quantiles of the response variable. To meet this need, we discussed the ML estimation of quantiles. In addition, we fitted the EWP, EWG, and EWL regression models for a real data set on the tensile strength of coconut fibers of different lengths and diameters to illustrate the applicability of the EWPS regression models and presented a simple device for diagnostic purposes.
Assume θ 2 = mθ 1 . From (7), we obtain
Taking the first term of the polynomial in θ 1 on both the right-hand and the left-hand sides of the above equation, we have that g(y; λ 1 , α 1 ) = g(y; λ 2 , α 2 ), ∀y > 0. In addition, because the Weibull distribution is identifiable, λ 1 = λ 2 and α 1 = α 2 . Then, from now on, let λ = λ 1 and α = α 1 . From the cdf F (y; λ, α, θ) in (4) we have C(θ 2 ) n a n θ n 1 e −(y/λ) α n = C(θ 1 ) n a n θ n 2 e −(y/λ) α n , ∀y > 0. From the polynomial in e −(y/λ) α we obtain
where K = {k ∈ N : a k > 0}. If K contains both even and odd values, then (A.1) implies that θ 1 = θ 2 , which is an absurd due to the non-identifiability assumption. If K contains only odd values, then (A.1) is satisfied for θ 1 = −θ 2 and the function C(·) is odd.
Proof of Proposition 3.5
Without loss of generality, we consider α = λ = 1. The marginal cdf of Z is given by P (Z ≤ y) = C(t(θ)(1 − e −y )) C(t(θ)) where F is the cdf of the EWPS distribution given in (4).
Proof of Proposition 3.6
(i) By assumption, the cdf in (A.2) is equal to the cdf in (A.3). Because these are both polynomials in e −y , if a n = 0, then C (n) (t(θ) = 0 for all θ ∈ (s * , s), which implies that a m = 0 ∀m > n. The limit of (A.4) when y → ∞ is equivalent to the limit when b ≡ e −(y/λ) α goes to zero.
Applying L'Hôpital's rule for the second term of the right side of (A.4) once, we find that (A.4) goes to 1 as y → ∞ or b → 0.
Proof of Proposition 3.9
Let N θ ∼ PS(θ; C) for θ > 0, and let M θ (t) for t > 0 be the moment generating function of N . If 0 < θ 1 < θ 2 , M θ 1 (t) ≤ M θ 2 (t). Then, from Theorem 5. Y 0 ∼ Weibull(λ, α), the stochastic and hazard rate orders still apply to θ 1 = 0. For θ 1 < 0 and under the existence of a parallel system characterization, the proof follows similarly.
Proof of Lemma 4.1 (i) For θ = 0, it is trivial to prove that all third derivatives exist. To prove that the third derivatives exist for θ = 0, it is sufficient to show that their limits as θ → 0 exist. We have Then, ∂ 3 /∂θ 3 is dominated by the integrable function n(c 1 + c 2 ), which does not depend on the parameters. The proof for the other third derivatives is similar.
(ii) The proof follows using the expansions C (θ) = ∞ n=1 na n θ n−1 and C (θ) = ∞ n=1 n(n − 1)a n θ n−2 and permuting the signs of integral and sum.
(iii) The proof follows from (i) and (ii) and from the Dominated Convergence Theorem.
(iv) The components of the score vector and the components of the total observed information matrix depend on the response variable only through W i for i = 1, . . . , n. Under Θ = Θ (0) , the random variables W 1 , . . . , W n are iid. Then, the results follow from (ii), (iii), and the law of large numbers.
