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C∗-ALGEBRA APPROACH TO THE INDEX THEORY OF
BOUNDARY VALUE PROBLEMS
SEVERINO T. MELO, THOMAS SCHICK AND ELMAR SCHROHE
Abstract. Boutet de Monvel’s calculus provides a pseudodifferential frame-
work which encompasses the classical differential boundary value problems. In
an extension of the concept of Lopatinski and Shapiro, it associates to each
operator two symbols: a pseudodifferential principal symbol, which is a bundle
homomorphism, and an operator-valued boundary symbol. Ellipticity requires
the invertibility of both. If the underlying manifold is compact, elliptic ele-
ments define Fredholm operators. Boutet de Monvel [5] showed how then the
index can be computed in topological terms. The crucial observation is that
elliptic operators can be mapped to compactly supported K-theory classes on
the cotangent bundle over the interior of the manifold. The Atiyah-Singer
topological index map, applied to this class, then furnishes the index of the
operator. Based on this result, Fedosov, Rempel-Schulze and Grubb have
given index formulas in terms of the symbols. In this paper we survey how
C∗-algebra K-theory, as initiated in [16], can be used to give a proof of Boutet
de Monvel’s index theorem for boundary value problems, a task carried out
in [17], and how the same techniques yield an index theorem for families of
Boutet de Monvel operators, detailed in [18]. The key ingredient of our ap-
proach is a precise description of the K-theory of the kernel and of the image
of the boundary symbol.
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1. Boutet de Monvel’s calculus
Let X be a compact n-dimensional manifold with boundary ∂X , embedded in
a closed manifold X˜ of the same dimension. By X◦ we denote the interior of
X . We assume that X is connected and ∂X is nonempty. Given a pseudodif-
ferential operator P on X˜, we define the truncated pseudodifferential operator
P+ : C
∞(X)→ C∞(X◦) as the composition r+Pe+, where e+ is extension by zero
from X to X˜ and r+ is the restriction to X◦. In general, the functions in the
range of P+ will not be smooth up to the boundary. One therefore assumes that P
satisfies the transmission condition, a condition on the symbol of P which we recall
in (5) and which ensures that both P+ and (P
∗)+, the truncated operator formed
from the formal adjoint of P , map smooth functions on X to smooth functions on
X .
An operator in Boutet de Monvel’s calculus is a matrix
A =
(
P+ +G K
T S
)
:
C∞(X,E1) C
∞(X,E2)
⊕ → ⊕
C∞(∂X, F1) C
∞(∂X, F2)
(1)
acting on sections of vector bundles E1, E2 over X and F1, F2 over ∂X . Here, P is
a pseudodifferential operator satisfying the transmission condition; G is a singular
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Green operator, T is a trace operator, K is a potential (or Poisson) operator,
and S is a pseudodifferential operator on ∂X . All these operators are assumed to
be classical; i.e. their symbols have polyhomogeneous expansions in the respective
classes. The calculus contains the classical boundary value problems, where P is a
differential operator, G = 0, and T a differential trace operator. Here F1 = 0; the
operators K and S do not appear. It also contains their inverses, provided they
exist. In this case, F2 = 0, the operators T and S do not show up, and the inverse
to
(
P+
T
)
is of the form (Q++G K), where K solves the semi-homogeneous problem
Pu = 0, T u = g for given g, and Q+ + G solves the semi-homogeneous problem
Pu = f, Tu = 0 for given f . Here Q is a parametrix to P , and G is the correction
needed to fulfill the boundary condition. For details, we refer to the monographs
by Rempel and Schulze [19] or Grubb [10] as well as to the short introduction [21].
The operators G, K, and T are regularizing in the interior of X . In a collar
neighborhood of the boundary, they can be viewed as operator-valued pseudodif-
ferential operators along the boundary. In particular, they have an order assigned
to them. The singular Green and the trace operators also have a class (or type)
d ∈ N0, related to the order of the derivatives appearing in the boundary condi-
tion. The composition of two operators of the form (1) is defined whenever the
vector bundles serving as the range of the first operator form the domain of the
second. The composition AA′ of an operator A′ of order m′ and class d′ with an
operator A of order m and class d results in an operator of order m+m′ and class
≤ max(m′ + d, d′). In particular, the composition of two operators of order and
class zero is again of order and class zero.
For E1 = E2 = E and F1 = F2 = F , the operators of order and class zero thus
form an algebra A◦. Moreover, they extend to bounded operators on the Hilbert
space H = L2(X,E)⊕L2(∂X, F ). In fact, A◦ is a ∗-subalgebra of the algebra L(H)
of all bounded operators on H, closed under holomorphic functional calculus, cf.
[20].1
Standard reductions –recalled in [17, Section 1.1]– allow to reduce an arbitrary
index problem in the calculus (defined by an elliptic Boutet de Monvel operator of
arbitrary order and class and acting between different bundles) to the case where
the order and class are zero and E1 = E2 = E and F1 = F2 = F . In other words,
it suffices to study the index problem for ellipitic operators in A◦ and we are then
free to apply operator-algebraic methods. There is also no loss of generality in the
assumption that the manifold X is connected.
We consider an operator A as in (1), with E1 = E2 = E, F1 = F2 = F . The
pseudodifferential principal symbol σ(A) of A is defined to be the principal symbol
of the pseudodifferential part P (a smooth bundle morphism), restricted to S∗X .
This makes sense as G is regularizing in the interior. The choice of a hermitian
structure on E (already needed to define the inner-product of H) turns the map
A◦ ∋ A 7→ σ(A) ∈ HOM(π∗E)
into a homomorphism of ∗-algebras. We have denoted by π : S∗X → X the canon-
ical projection of the co-sphere bundle of X .
1We use here the definition of order and class in [19] and [21] which differs slightly from
that in [10]. It allows us to use the L2-space over the boundary instead of the Sobolev space
H−1/2(∂X, F ) and gives us better homogeneity properties of the boundary symbols. As the
kernel and the cokernel of an elliptic operator in A◦ consist of smooth functions, the choice is
irrelevant for index theory.
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The boundary principal symbol of an A ∈ A0 is a smooth endomorphism of
(2)
(
L2(R≥0)⊗ π∗∂E|∂X
)⊕ π∗∂F,
with π∂ : S
∗∂X → ∂X denoting the canonical projection of the co-sphere bundle of
∂X . It is best described for a trivial one-dimensional bundle and in local coordinates
(x′, xn, ξ
′, ξn) for T
∗X in a neighborhood of the boundary. Here, G acts like a
pseudodifferential operator along the boundary, with an operator-valued symbol
taking values in regularizing operators in the normal direction. One way to write
this operator-valued symbol is via a so-called symbol kernel g˜ = g˜(x′, ξ′, xn, yn).
For fixed (x′, ξ′), this is a rapidly decreasing function in xn and yn which acts as
an integral operator on L2(R≥0). It satisfies special estimates, combining the usual
pseudodifferential estimates in x′ and ξ′ with those for rapidly decreasing functions
in xn and yn. The singular Green symbol g of G is defined from the symbol kernel
via Fourier and inverse Fourier transform:
g(x′, ξ′, ξn, ηn) = Fxn→ξnF yn→ηn g˜(x
′, ξ′, xn, yn).
It has an expansion into homogeneous terms; the leading one we call g0. Inverting
the operation above, we associate with g0 a symbol kernel g˜0(x
′, ξ′, xn, yn) which
is rapidly decreasing in xn and yn for fixed (x
′, ξ′). We denote by g0(x
′, ξ′, Dn) the
(compact) operator induced on L2(R≥0) by this kernel. Similarly, K and T have
symbol-kernels k˜(x′, ξ′, xn) and t˜(x
′, ξ′, yn); these are rapidly decreasing functions
for fixed (x′, ξ′). The symbols k and t are defined as their Fourier and inverse
Fourier transforms. They have asymptotic expansions with leading terms k0 and
t0. Via the symbol-kernels k˜0 and t˜0 one defines k0(x
′, ξ′, Dn) : C → L2(R≥0) as
multiplication by k˜0(x
′, ξ′, ·), while t0(x′, ξ′, Dn) : L2(R≥0) → C is the operator
ϕ 7→ ∫ t˜0(x′, ξ′, yn)ϕ(yn) dyn.
We denote by p0 and s0 the principal symbols of P and S, respectively. The
boundary symbol γ(A) of A at (x′, ξ′) is then defined by
(3) γ(A)(x′, ξ′) =
(
p0(x
′, 0, ξ′, Dn)+ + g0(x
′, ξ′, Dn) k0(x
′, ξ′, Dn)
t0(x
′, ξ′, Dn) s0(x
′, ξ′)
)
.
This gives an invariantly defined operator-valued function on T ∗∂X only up to
a choice of a normal coordinate; i.e., we need to restrict ourselves to an atlas whose
changes of coordinates, near the boundary, preserve not only the boundary points
{xn = 0} but the variable xn as well [10, Theorem 2.4.11]. The boundary symbol
can be viewed as a function on S∗∂X due to its twisted homogeneity,
(4)
(
κλ−1 0
0 id
)
γ(A)(x′, λξ′)
(
κλ 0
0 id
)
= γ(A)(x′, ξ′), λ > 0,
with the L2(R≥0)-unitary κλ given by κλf(t) =
√
λf(λt).
A connection between Toeplitz operators and pseudodifferential operators sat-
isfying the transmission condition turns out to be an essential point for both the
computation of the K-theory of the range of the principal boundary symbol and
for the proof of the estimate (9) needed to describe its kernel. Let p ∼ ∑ pj be
the asymptotic expansion of the local symbol p of P into terms pj(x, ξ), which are
positively homogeneous of degree j in ξ for |ξ| ≥ 1. The transmission condition
requires that, for xn = 0 and ξ = (0,±1),
(5) DβxD
α
ξ pj(x
′, 0, 0, 1) = (−1)j−|α|DβxDαξ pj(x′, 0, 0,−1).
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Hence the limits of p0(x
′, 0, ξ′, ξn) as ξn → ±∞ coincide for fixed (x′, ξ′), and the
function
p(x′,ξ′)(z) = p0
(
x′, 0, ξ′,
iz − i
z + 1
)
, z ∈ S1, z 6= −1,
extends continuously to S1.
We next observe that the image of the Hardy space H2(S1) under the unitary
map U : L2(S1)→ L2(R),
Ug(t) =
√
2
1 + it
g
(
1− it
1 + it
)
,
is equal to F (L2(R≥0)), where F denotes the Fourier transform. The truncated
Fourier multiplier
p0(x
′, 0, ξ′, Dn)+ : L
2(R≥0) −→ L2(R≥0)
u 7−→ F−1(p0(x′, 0, ξ′, ·)Fu)|R≥0(6)
is therefore equal to F−1UTpx′,ξ′U
−1F , where Tpx′,ξ′ denotes the Toeplitz operator
of symbol px′,ξ′ . It then follows from classical results about Toeplitz operators [6]
that
(7) ‖p0(x′, 0, ξ′, Dn)+‖ = sup
ξn
|p0(x′, 0, ξ′, ξn)| = inf
K
‖p0(x′, 0, ξ′, Dn)+ +K‖,
with the last infimum being taken over all compact operators K on L2(R≥0). In
particular, p0(x
′, 0, ξ′, Dn)+ is compact if and only if p0(x
′, 0, ξ′, ξn) = 0 for all
ξn ∈ R.
Gohberg [9] and Seeley [22] established the equality between the norm, modulo
compacts, of a singular integral operator on a compact manifold and the supremum
norm of its symbol. Proofs of that estimate in the language of pseudodifferential
appeared in [13, 15]. The following generalization holds for Boutet de Monvel
operators (a proof for this result can be found in Rempel and Schulze’s book [19,
2.3.4.4]; they credit Grubb and Geymonat [11] for earlier work):
(8) inf
C∈K
‖A+ C‖ = max{‖σ(A)‖, ‖γ(A)‖}, for all A ∈ A◦,
with K denoting the ideal of the compact operators on H, ‖σ(A)‖ the supremum
norm of σ(A) on S∗X , and ‖γ(A)‖ the supremum over all (x′, ξ′) in S∗∂X of
‖γ(A)(x′, ξ′)‖.
Definition 1. We denote by A the norm closure in L(H) of the algebra A◦ of all
classical Boutet de Monvel operators of order and class zero.
Equation (8) implies, in particular, that σ and γ extend to C∗-algebra homo-
morphisms defined on A and taking values in continuous endomorphisms of the
bundles π∗E and
(
L2(R≥0)⊗ π∗∂E|∂X
) ⊕ π∗∂F , respectively. It also implies that
kerγ ∩ kerσ = K and that the quotient A/K is isomorphic to the image of the
pair (σ, γ) and, in particular, that A ∈ A is Fredholm if and only if both σ(A) and
γ(A) are invertible. This description of A/K, however, is not explicit enough for
K-theory computations.
In the rest of the paper, we will assume that E = X × C and F = ∂X × C.
For the general case, all the results can be reformulated in a straightforward way
and their proofs can be adapted. A key ingredient in this adaption are canonical
Morita equivalences between the algebras acting on functions, the algebras acting
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on vectors of functions and the algebras acting on sections of general bundles, giving
rise to canonical K-theory isomorphisms. They are based on the well known [16,
Subsection 1.5] Morita equivalence between sections of the endomorphism bundle
End(E) of a bundle E and the algebra of functions itself, given by the bimodule of
sections of E.
2. The boundary-symbol exact sequence
Our description of the kernel of the boundary symbol (or rather of its quotient by
the compacts) depends on an estimate for the norm, modulo an ideal of operators
in A◦ whose closure is larger than the compacts.
Theorem 2. The principal symbol σ induces a C∗-algebra isomorphism
ker γ/K ∋ [A] 7−→ σ(A) ∈ C0(S∗X◦),
where C0(S
∗X◦) denotes the algebra of continuous functions on S∗X which vanish
at the boundary.
Sketch of proof: If the upper left corner of the matrix in the right hand side of
(3), for an A ∈ A◦, vanishes, then p0(x′, 0, ξ′, Dn)+ is compact, since g0(x′, ξ′, Dn)
is compact. It then follows from (7) that p0(x
′, 0, ξ′, ξn) = 0 for all ξn ∈ R and
hence g0(x
′, ξ′, Dn) = 0. This shows that the kernel of γ restricted to A◦ is equal to
the set I◦ of all A as in (1) such that σ(A) vanishes at the boundary and, moreover,
G, K, T and S are of lower order. To prove that the kernel of γ (defined on the
whole algebra A) is equal to the closure of I◦, which we denote by I, one needs to
use that there exists C > 0 such that
(9) inf{‖A+A′‖, A′ ∈ I◦} ≤ C‖γ(A)‖
for all A ∈ A◦. The proof of this estimate [16, Lemma 2] combines the above
mentioned classical Gohberg-Seeley estimate with (7).
The closed ideal I can also be described as the C∗-subalgebra of L(H) generated
by all the operators of the form
A =
(
ϕPϕ K1
K2 K3
)
:
L2(X) L2(X)
⊕ → ⊕
L2(∂X) L2(∂X)
,(10)
where P is a zero-order classical pseudodifferential operator, ϕ is (multiplication by)
a smooth function with support contained in X◦, and K1, K2 and K3 are compact
operators. It then follows from the Gohberg-Seeley estimate that the principal
symbol induces the desired isomorphism. ✷.
Given f ∈ C(X), the operator m(f) defined by
L2(X)⊕ L2(∂X) ∋ (φ, ψ) 7→ m(f)(φ, ψ) = (fφ, 0) ∈ L2(X)⊕ L2(∂X)
belongs to A. Abusing notation a little, let us denote also by m : C(X) → A/K
the C∗-algebra homomorphism that maps f to the class of m(f) in the quotient
A/K and also by γ the map induced by the boundary symbol on the quotient A/K
with kernel kerγ/K. Taking into account that the isomorphism of Theorem 2 is
induced by the principal symbol and that the principal symbol of the multiplication
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by a function is equal to the function itself, we then get the following commutative
diagram of C∗-algebra exact sequences
(11)
0 −→ C0(S∗X◦) −→ A/K γ−→ im γ −→ 0xm◦ xm xb
0 −→ C0(X◦) −→ C(X) r−→ C(∂X) −→ 0
,
wherem◦ denotes composition with the bundle projection, r denotes the restriction
map and b denotes the homomorphism that maps a function g ∈ C(∂X) to the
boundary principal symbol of m(f) for some f ∈ C(X) such that g = r(f).
Let T denote the Toeplitz algebra on S1. It is well-known that T contains the
compact operators and that, as a C∗-algebra, T is generated by the operators Tϕ
for ϕ ∈ C(S1). By T0 we denote the ideal in T generated by the operators Tϕ with
ϕ vanishing at −1.
By W1,1 we denote the image of the Toeplitz algebra in L(L2(R≥0)) under the
isomorphism sketched after (6), i.e., W1,1 is the C∗-algebra generated by the trun-
cated Fourier multipliers ϕ(D)+, where ϕ ∈ C(R) has equal limits at ±∞. We
write W1,10 for the corresponding image of T0.
Next, we let W denote the C∗-subalgebra of L(L2(R≥0) ⊕ C) consisting of all
elements whose upper left corner belongs to W1,1, and by W0 the ideal where the
upper left corner is in W1,10 . W is the algebra of Wiener-Hopf operators on R≥0.
The following observation will play an important role:
Lemma 3. We have K0(W0) = 0 = K1(W0).
Proof. Denote, for the moment, by K and K⊕ the compact operators on L2(S1)
and on L2(R≥0) ⊕ C, respectively. Then C(S1) ∼= T /K ∼= W/K⊕, and we have a
short exact sequence
0→ K⊕ →W → C(S1)→ 0,
where the mapW → C(S1) is induced by ϕ(D)+ 7→ ϕ( iz−iz+1 ). The associated 6-term
exact sequence is
(12)
Z −→ K0(W) −→ Zx y
Z ←− K1(W) ←− 0.
As there exists a Toeplitz operator of Fredholm index one, there also exists an
operator in W of index one; hence, the index mapping in (12) is surjective. This
gives K0(W) = [I] · Z and K1(W) = 0. The six-term exact sequence associated to
0 −→W0 −→W−→ C −→ 0
then shows that K0(W0) = K1(W0) = 0. ✷
The rest of this section is devoted to a sketch of the proof of:
Theorem 4. The injective C∗-algebra homomorphism b : C(∂X) → Im γ induces
a K-theory isomorphism.
It follows from our remarks preceding (7) that the image of γ is contained in
C(S∗∂X,W). Using standard arguments of the Boutet de Monvel calculus, one
shows that C(S∗∂X,W0) is contained in the image of γ, see [16, Section 3] for
details.
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Since the intersection of im b and C(S∗∂X,W0) is trivial, we have
(13) C(S∗∂X,W0)⊕ im b ⊆ im γ,
where ⊕ denotes the direct sum of Banach spaces, not of C∗-algebras. To prove that
the reverse inclusion also holds, we need to consider the C∗-algebra homomorphism
λ of C(S∗∂X)⊗W into itself defined by
f ⊗
(
p(D)+ ∗
∗ ∗
)
7→ p(∞)f ⊗
(
Id 0
0 0
)
,
where Id denotes the identity operator on L2(R≥0). If F ∈ im γ, then F − λ(F )
belongs to C(S∗∂X,W0), and hence to im γ, and then also λ(F ) belongs to im γ.
Next denote by γ11 the upper-left corner of γ and suppose that f ∈ C(S∗∂X)
is such that (x′, ξ′) 7→ f(x′, ξ′)Id belongs to the image of γ11. Given ε > 0 there
exist a pseudodifferential operator P with principal symbol p0 and a singular Green
operator G with principal symbol g0 such that for all (x
′, ξ′) in S∗∂X
‖p0(x′, 0, ξ′, Dn)− g0(x′, ξ′, Dn)− f(x′, ξ′)Id‖
= ‖γ11(P+ +G)− f ⊗ Id‖ < ε(14)
As g0(x
′, ξ′, Dn) is compact, we conclude from (7) that for all (x
′, ξ′) in S∗∂X
sup
ξn
|p0(x′, 0, ξ′, ξn)− f(x′, ξ′)| = inf
C∈K
‖p0(x′, 0, ξ′, Dn)− C − f(x′, ξ′)Id‖ < ε.
Letting ξn → ∞, the zero-homogeneity of p0 implies that the left hand side is
≥ |p0(x′, 0, 0, 1) − f(x′, ξ′)|. As ε was arbitrary, f is actually independent of the
covariable: f ∈ C(∂X). This implies that λ(F ) belongs to im b. Hence equality
holds in (13) and the image of γ fits into the following exact sequence of C∗-algebras
(15) 0→ C(S∗∂X,W0)→ im γ → C(∂X)→ 0.
This sequence splits via b. Now Lemma 3 and the Ku¨nneth formula show that the
K-theory of C0(S
∗∂X,W0) vanishes, and Theorem 4 follows from (15).
3. K-Theory and index of Boutet de Monvel operators I
We start this section recalling some results concerning the K-theory of C∗-
algebras, see [17, Section 2]. Let A be a C∗-algebra. The cone over A is the
C∗-algebra CA := {φ : [0, 1] → A; φ is continuous and φ(1) = 0}. Since CA is a
contractible C∗-algebra, its K-theory vanishes. The suspension of A is given by
SA := {φ ∈ CA;φ(0) = 0}. If f : B → A is a C∗-algebra homomorphism, the
mapping cone Cf is defined to be Cf := {(b, φ) ∈ B ⊕ CA; f(b) = φ(0)}. The
projection q onto B defines a short exact sequence
(16) 0 −→ SA i−→Cf q−→B −→ 0,
with i denoting the inclusion i : SA ∋ φ 7→ (0, φ) ∈ Cf .
The assignment of the exact sequence (16) to each C∗-algebra homomorphism
f : B→ A defines a functor between the corresponding categories (whose morphisms
consist of commutative diagrams of homomorphisms or of exact sequences, respec-
tively). This functor is exact. Another important observation is the following:
Lemma 5. The connecting maps in the standard cyclic 6-term exact sequence as-
sociated to (16) are equal, modulo the canonical isomorphisms Ki(SA) ∼= K1−i(A),
to the group homomorphisms induced by f .
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If f is additionally surjective, then the map j : ker f → Cf , given by x 7→ (x, 0),
induces a K-theory isomorphism, which fits into the commutative diagram
−→ Ki+1(B) −→ Ki(SA) ιˆ∗−→ Ki(Cf) q∗−→ Ki(B) −→x= xδi+1 xj∗ x=
−→ Ki+1(B) f∗−→ Ki+1(A) −→ Ki(ker f) −→ Ki(B) −→
where the upper row is the cyclic exact sequence induced by (16), and the lower one
is that induced by 0 −→ ker f −→ B f−→A −→ 0.
Applying the short exact sequence (16) to the commutative diagram (11), one
obtains the commutative grid:
(17)
0 0 0x x x
0 −−−−→ C0(X◦) −−−−→ C(X) r−−−−→ C(∂X) −−−−→ 0x x x
0 −−−−→ Cm◦ −−−−→ Cm −−−−→ Cb −−−−→ 0x x x
0 −−−−→ S(I/K) −−−−→ S(A/K) Spi−−−−→ S(A/I) −−−−→ 0x x x
0 0 0
.
Next consider the associated long exact sequences in K-theory. By Theorem 4, b
induces an isomorphism inK-theory. ¿From Lemma 5 and the cyclic exact sequence
of 0→ S(A/I)→ Cb→ C(∂X)→ 0 we then conclude that K∗(Cb) = 0. From this
in turn we deduce, using the cyclic exact sequence of 0→ Cm◦ → Cm→ Cb→ 0,
that Cm◦ → Cm induces an isomorphism in K-theory.
We know from Theorem 2 that I/K = ker γ/K ∼= C0(S∗X◦). Together with
the canonical isomorphism K∗(S(I/K)) ∼= K1−∗(I/K) the left two vertical exact
sequences induce the following commutative diagram in K-theory:
(18)
K0(C0(X
◦)) −→ K0(C(X))
↓ m◦∗ ↓ m∗
K0(C0(S
∗X◦)) −→ K0(A/K)
↓ ↓
K1(Cm
◦)
∼=−→ K1(Cm)
↓ ↓
K1(C0(X
◦)) −→ K1(C(X))
↓ m◦∗ ↓ m◦∗
K1(C0(S
∗X◦))
i∗−→ K1(A/K)
↓ α ↓ β
K0(Cm
◦)
∼=−→
φ
K0(Cm)
↓ ↓
K0(C0(X
◦)) −→ K0(C(X)).
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We shall now see how this can be used to derive a K-theoretic proof of Boutet
de Monvel’s index theorem. A crucial ingredient is the following well-known result:
Lemma 6. A connected compact manifold with non-empty boundary always has a
nowhere vanishing vector field.
This implies that the co-sphere bundle of X has a continuous section s. Compo-
sition with s then defines a left inverse for m◦ : C0(X
◦) → C0(S∗X◦). This yields
a right inverse s′ for the map α in (18), and s′′ = i∗ ◦ s′ ◦ φ−1 yields a right inverse
for β. Hence both long exact sequences in (18) split, and that on the right hand
side yields the split short exact sequences
0 −→ Ki(C(X)) m∗−→Ki(A/K) β−→K1−i(Cm) −→ 0, i = 0, 1.(19)
It is worthwhile noting an immediate consequence of this split exactness:
Corollary 7. Each element of Ki(A/K) can be written as the sum of an element
in the range of m∗ and an element in the range of s
′′, hence in the range of i∗.
In order to determineKi(Cm) ∼= Ki(Cm◦) we consider the commutative diagram
(20)
0 −−−−→ C0(T ∗X◦) −−−−→ C0(B∗X◦) r−−−−→ C0(S∗X◦) −−−−→ 0
pi∗r0
x∼ x=
C0(B
∗X◦)
pi∗r0−−−−→ C0(S∗X◦)
r0
y∼ y=
C0(X
◦)
pi∗=m◦−−−−−→ C0(S∗X◦).
Here, π∗ denotes pull back from the base to the total space of the bundle, while r
and r0 denote restriction to the boundary of the ball bundle and the zero section
of the ball bundle, respectively; ∼ denotes homotopy equivalence of C∗-algebras.
We get induced short exact mapping cone sequences
(21)
0 −−−−→ SC0(S∗X◦) −−−−→ Cr −−−−→ C0(B∗X◦) −−−−→ 0x= x(pi∗r0)∗ ∼xpi∗r0
0 −−−−→ SC0(S∗X◦) −−−−→ C(π∗r0) −−−−→ C0(B∗X◦) −−−−→ 0y= ∼y(r0)∗ ∼yr0
0 −−−−→ SC0(S∗X◦) −−−−→ Cm◦ −−−−→ C0(X◦) −−−−→ 0.
Applying the 5-lemma to the corresponding cyclic exact K-theory sequences we
see that the induced maps between the mapping cones are K-theory isomorphisms.
Finally, since r is surjective and ker r = C0(T
∗X◦), Lemma 5 yields the commu-
tative digram
(22)
K0(SC0(S
∗X◦)) −→ K0(Cr)
∼=
x ∼= xj∗
K1(C0(S
∗X◦))
δ−→ K0(C0(T ∗X◦))
,
where the lower horizontal arrow is the index mapping for the first row in (20), and
the upper horizontal is induced by the first row in (21).
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This furnishes natural isomorphisms
Ki(Cm) ∼= Ki(Cm◦) ∼= Ki(C0(T ∗X◦)).
We next consider the commutative diagram
(23)
K1(C(X))
m∗−→ K1(A/K) β−→ K0(Cm)x xi∗ x∼=
K1(C0(X
◦))
m◦∗−→ K1(I/K) α−→ K0(Cm◦)
a
x∼= x∼=
K0(SC0(S
∗X◦)) −→ K0(C(π∗r0))y= y∼=
K0(SC0(S
∗X◦)) −→ K0(Cr)
c
x∼= x∼=
K1(C0(S
∗X◦))
δ−→ K0(C0(T ∗X◦))yind t
Z
where the first two rows are portions of (18). The second, third and fourth rows in
(23) are portions of the cyclic sequences associated to (21) (notice that, if we use
the isomorphism I/K ∼= C0(S∗X◦) as an identification, then the first column in
(17) is equal to the last row in (21)), while the fourth and fifth rows are just (22).
Note that the composed isomorphism c−1a−1 : K1(I/K) → K1(C0(S∗X◦)) in the
left row is exactly the map induced by the interior symbol.
Definition 8. We define the map p : K1(A/I) → K0(C0(T ∗X◦)) as the composi-
tion of all the maps (reverting arrows of isomorphisms when necessary) in the right
column in (23), except ind t, with the map β from K1(A/K) to K0(Cm) in the first
row.
We then infer from (19):
Theorem 9. Ki(A/K) fits into the short exact sequence
(24) 0 −→ Ki(C(X)) m∗−→Ki(A/K) p−→K1−i(C0(T ∗X◦)) −→ 0, i = 0, 1.
The sequence splits, but not naturally.
For i = 1, we thus have a natural map
(25) K1(A/K) p−→K(C0(T ∗X◦)) ∼= Kc(T ∗X◦),
where the last isomorphism is the identification of C∗-algebra K-theory with com-
pactly supported K-theory of topological spaces. We can now state:
Theorem 10. Let χ : Kc(T
∗X◦) → Z be the topological index map defined by
Atiyah and Singer. For an elliptic boundary value problem A ∈ A we then have
indA = χ ◦ p([[A]]1).(26)
Here [[A]]1 is the K1-class of the class [A] of A in A/K, and we have used the
identification of the K-theories mentioned above.
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Remark 11. Further analysis shows that this map is precisely the map Boutet
de Monvel constructed in [5] using deformations of boundary value problems and
topological K-theory. See [17, Section 4] for details.
In order to prove Theorem 10, we note that, by Corollary 7, it is sufficient to treat
the two cases where [A] is in the range of m∗ or in the range of i∗. The elements in
the range of m∗ are equivalence classes of invertible multiplication operators. Their
Fredholm index therefore is zero. On the other hand, the first row in (23) is exact,
thus the range of m∗ is mapped to zero. Hence both sides of (26) are zero.
If [A] is in the range of the map i∗ induced by the inclusion i : I/K →֒ A/K,
then we may assume that A is of the form (10), and the equality of both sides in
(26) essentially follows from the Atiyay-Singer index theorem by considering ϕPϕ
as a pseudodifferential operator on X˜.
This proof breaks down in the case of elliptic families. Then it will no longer
be true that the map m◦ has a left inverse. In the next section we will outline an
alternative way of computing the K-theory of A/K. This approach will extend to
the families case and lead to a proof of an index theorem for families, as explained
in Section 5.
4. K-Theory and index of Boutet de Monvel operators II
Let B denote the subalgebra of C(S∗X) consisting of the functions which do
not depend on the co-variable over the boundary, that is, f ∈ C(S∗X) belongs
to B if and only if the restriction of f to S∗X |∂X is of the form g ◦ π, for some
g ∈ C(∂X), where π : S∗X → X is the canonical projection. We will denote by
S∗X/∼ the quotient of S∗X by the equivalence relation which identifies all e,
f ∈ S∗X |∂X such that π(e) = π(f). The algebra B is then canonically isomorphic
to C(S∗X/∼).
Let A† denote the C∗-subalgebra of L(H) generated by all operators of the form
A =
(
P+ K1
K2 K3
)
:
L2(X) L2(X)
⊕ → ⊕
L2(∂X) L2(∂X)
,(27)
where P is a pseudodifferential operator satisfying the transmission condition with
principal symbol belonging to B, and K1, K2 and K3 are compact operators. Com-
paring with (10) it is then clear that I = kerγ is contained in A†.
Proposition 12. The restriction of σ to A† has kernel equal to K and image equal
to B. In other words, the principal symbol induces an isomorphism A†/K ∼= B.
Proof: If the upper left corner of an A ∈ A† is P+, where P is a pseudodifferential
operator satisfying the transmission condition with principal symbol belonging to
B, then γ(A) = σ(A)|S∗X|∂X ⊗ Id, where Id denotes the identity on L2(R≥0) ⊕ C.
Since the set of all such A generate A† and γ and σ are homomorphisms, we have
γ(A) = σ(A)|S∗X|∂X ⊗ Id for all A ∈ A†. In particular, the kernel of the restriction
of σ to A† is contained in kerσ ∩ ker γ = K. It is equal to K because it contains
all integral operators with smooth kernel; they are Boutet de Monvel operators of
order −∞ and class zero.
If q ∈ B ∩ C∞(S∗X), then q is the principal symbol of a pseudodifferential op-
erator satisfying the transmission condition (see [19, Theorem 1 of Section 2.3.3.1],
for example). The algebra B ∩C∞(S∗X) separates points in S∗X/∼. Hence σ(A†)
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is a dense subalgebra of B, which is a closed subalgebra of C(S∗X). This finishes
the proof, since the image of a C∗-algebra homomorphism is always closed. ✷
The following proposition can be proven by a diagram chase (see [12, Exercise
38, Section 2.2]).
Proposition 13. Let there be given a commutative diagram of abelian groups with
exact rows,
· · · → A′i
f ′i−→ B′i
g′i−→ C′i
h′i−→ A′i+1 → · · ·
↑ ai ↑ bi ↑ ci ↑ ai+1
· · · → Ai fi−→ Bi gi−→ Ci hi−→ Ai+1 → · · ·
,
where each ci is an isomorphism. Then the sequence
· · · −→ Ai(ai,−fi)−→ A′i ⊕Bi
〈f ′i ,bi〉−→ B′i
hic
−1
i g
′
i−→ Ai+1 −→ · · ·
is exact, where 〈f ′i , bi〉 is the map defined by 〈f ′i , bi〉(α, β) = f ′i(α) + bi(β).
Theorem 14. Let ι : A†/K → A/K denote the canonical inclusion. Then
ι∗ : K∗(A†/K)→ K∗(A/K)
is an isomorphism.
In view of Proposition 12 this furnishes a description of the K-theory of A/K in
terms of that of a topological space.
Proof: Applying Proposition 13 to the diagram (18), we get the exact sequence
(28)
K0(C0(X
◦)) → K0(C(X))⊕K0(C0(S∗X◦)) → K0(A/K)
↑ ↓
K1(A/K) ← K1(C(X))⊕K1(C0(S∗X◦)) ← K1(C0(X◦))
.
We next consider the following diagram of commutative C∗-algebras
(29)
C0(X
◦)
m◦−→ C0(S∗X◦)
↓ ↓ p2
C(X)
p1−→ B
.
As C0(X
◦) is canonically isomorphic to
{(f, g) ∈ C(X)⊕ C0(S∗X◦); p1(f) = p2(g)},
the Mayer-Vietoris exact sequence associated to (29) is the exact sequence
(30)
K0(C0(X
◦)) → K0(C(X))⊕K0(C0(S∗X◦)) → K0(B)
↑ ↓
K1(B) ← K1(C(X))⊕K1(C0(S∗X◦)) ← K1(C0(X◦))
.
The maps ι∗ : Ki(B) ∼= Ki(A†/K) → Ki(A/K), i = 0, 1, and the identity on the
otherK-theory groups furnish morphisms from the cyclic sequence (30) to the cyclic
sequence (28). The five lemma then shows that ι∗ is an isomorphism. ✷
Let β : K1(C(S
∗X/∼)) → K0(C0(T ∗X◦)) denote the connecting map in the
standard cyclic exact sequence associated to
(31) 0 −→ C0(T ∗X◦) −→ C(B∗X/∼) −→ C(S∗X/∼) −→ 0,
where B∗X denotes the bundle of closed co-balls over X (which can be regarded
as a compactification of T ∗X whose points at infinity form the co-sphere bundle
S∗X).
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Let e : C0(T
∗X◦)→ C0(T ∗X˜) be the map of extension by zero and denote with
j : K0(C0(T
∗X˜)) → K(T ∗X˜) the canonical isomorphism between C∗-algebra K-
theory and topological K-theory groups.
Theorem 15. If A ∈ A is a Fredholm operator, then
(32) indA = χ ◦ j ◦ e∗ ◦ β ◦ ι−1∗ ([[A]]1)
where ind denotes the Fredholm index, [[A]]1 denotes the K1 of the class [A] of A
in the quotient A/K and χ : K(T ∗X˜)→ Z is Atiyah and Singer’s topological index
for the closed manifold X˜.
In Theorem 10 above, we stated that indA = χ◦p([[A]]1), using the identification
of C∗-algebra K-theory and topological K-theory. Actually, we could have been
more precise, because the Atiyah-Singer topological index map is only defined for
the cotangent bundle of a closed manifold, and the identification involves the maps
e∗ and j. Thus that formula should actually read
indA = χ ◦ j ◦ e∗ ◦ p([[A]]1).(33)
This is what was in fact shown in [17, Theorem 2].
We can infer Theorem 15 from Equation (33) by showing that
(34) p = β ◦ ι−1∗ .
For that, let us consider the following commutative diagram of exact sequences
(35)
0 −→ C0(T ∗X◦) −→ C(B∗X/∼) r−→ C(S∗X/∼) −→ 0x= xib xis
0 −→ C0(T ∗X◦) −→ C(B∗X◦) r−→ C(S∗X◦) −→ 0
.
Recall that β and δ are the index maps associated to the upper and lower sequence,
respectively. The naturality of the index map implies that
δ = β ◦ is∗.
Up to the isomorphisms of Theorem 2 and Proposition 12, the map is in (35) is
equal to the canonical inclusion I/K → A†/K. With i : I/K →֒ A/K we have
p ◦ i∗ = δ
up to the K-theory isomorphism induced by the C∗-algebra isomorphism of Theo-
rem 2: For that, see the diagram (23) and the remark following it. Since i = ι ◦ is,
this shows that
p ◦ ι∗ ◦ is∗ = β ◦ is∗;
that is, p◦ ι∗ = β holds on the image of is∗; or, equivalently, (34) holds on the image
of i∗.
In view of Corollary 7, it remains to show that p ◦ ι∗ = β also holds on the
image of m∗. Now, the exactness of (25) implies that p ◦ m∗ = 0. Hence, all
that is left to prove Theorem 15 is to show that β ◦ m∗ = 0. If an element x ∈
K1(C(S
∗X/∼)) is represented by an invertible f ∈ Mk(C(X)) (notice that we are
using the isomorphism of Proposition 12 as an identification), then x belongs to
the image of r∗ : K1(C(B
∗X/∼))→ K1(C(S∗X/∼)) (since f can also be regarded
as an invertible of Mk(C(B
∗X/∼))). The exactness of the cyclic exact sequence
associated to (31) implies that β(x) = 0.
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Theorem 15 is also a particular case (when the space of parameters Y reduces
to one point) of Theorem 21, which can be proven independently of Theorem 10.
5. K-theory and index for families
The index of a continuous function taking values in Fredholm operators acting
on a fixed Hilbert space was defined by Ja¨nich [14] and Atiyah [1]. That definition
was adapted by Atiyah and Singer [3] to continuous families of elliptic operators
acting on the fibers of a fiber bundle whose fibers are closed manifolds. A slight
variation of their definitions, for sections of Fredholm operators in a bundle of C∗-
algebras, is used in [18] to state and prove Theorem 21 below, which is based on
and generalizes Atiyah and Singer’s index theorem for families.
Let X , as before, be a compact manifold with boundary, and take X˜ = 2X ,
the double of X . Let Y be a compact Hausdorff space and let π : Z → Y be
a fiber bundle with fiber X and structure group Diff(X) (equipped with its usual
topology). Each Zy = π
−1(y) is a compact manifold with boundary, noncanonically
diffeomorphic to X . Let δ : U → ∂X × [0, 1) be a diffeomorphism defined on an
open neighborhood of ∂X . The structure group of the bundle π can be reduced
[18, Appendix A] to the subgroup G of Diff(X) consisting of all those φ such that
δ◦φ◦δ−1 : ∂X× [0, 1/2)→ ∂X× [0, 1) is of the form (x′, xn) 7→ (ϕ(x′), xn) for some
diffeomorphism ϕ : ∂X → ∂X . The elements of G are such that their reflections
to the double 2X of X are also diffeomorphisms and this allows us to consider the
double 2Z of Z, a fiber bundle over Y with fiber 2X and structure group Diff(2X).
Another consequence of this technicality is that we will then be able to define the
boundary principal symbol of a family of Boutet de Monvel (as remarked after (3),
the boundary principal symbol is invariantly defined only after we choose a normal
coordinate xn).
We next fix a continuous family of riemannian metrics on Zy and use them to
define the Hilbert spaces Hy = L
2(Zy). The union H =
⋃
y∈Y
Hy can be canonically
given the structure of a fiber bundle with fiber H = L2(X) and structure group G;
here G acts on L2(X) via the representation φ 7→ Tφ, Tφ(f) = f ◦ φ−1, which is
continuous with respect to the strong operator topology.
To simplify the exposition, we will denote, for the rest of this section, by A
only the upper left corner of what was denoted by A in Definition 1; i.e., A is
the norm closure in L(L2(X)) of the algebra of all operators P+ + G, where P
is a classical pseudodifferential operator of order zero satisfying the transmission
condition and G is a polyhomogeneous singular Green operator of order and class
zero. Analogously, for each y ∈ Y , we define Ay as the norm closure in the bounded
operators on L2(Zy) of (the upper left corner of) the algebra of all Boutet de Monvel
operators on Zy.
It is well known that the Boutet de Monvel algebra is invariant under diffeomor-
phisms. Arguing similarly as in [3, Proposition 1.3], one can show, furthermore,
that the map
G×A ∋ (φ,A) 7→ TφAT−1φ ∈ A(36)
is jointly continuous. This implies that the union ℵ =
⋃
y∈Y
Ay can be canonically
given the structure of a fiber bundle with fiber A.
INDEX THEORY OF BOUNDARY VALUE PROBLEMS 15
Definition 16. The continuous sections of the bundle ℵ form a C∗-algebra, which
we denote by A.
Remark 17. Our approach differs slightly from that of Atiyah and Singer, who
work with sections of Fre´chet algebras instead of C∗-algebras.
Note that the continuity property (36) is crucial and limits the choice of the
algebras in the fibers. It is not possible, for example, to give
⋃
y L(L2(Zy)) in
a canonical way the structure a bundle of C∗-algebras (with structure group the
unitary group with norm topology).
We recall the construction of the analytic index of families for the present situ-
ation.
Similarly as in [3, Proposition (2.2)] and [1, Proposition A5], one can prove:
Proposition 18. Let H and A be as above and let (Ay)y∈Y ∈ A be such that,
for each y, Ay is a Fredholm operator on Hy. Then there are continuous sections
s1, · · · , sq of H such that the maps
A˜y : Hy ⊕ Cq −→ Hy ⊕ Cq
(v, λ) 7−→ (Ayv +
∑q
j=1 λjsj(y), 0)
have image equal to Hy ⊕ 0 for all y ∈ Y and hence (ker A˜y)y∈Y is a finite-
dimensional vector bundle over Y .
Definition 19. Given A = (Ay)y∈Y ∈ A as in Proposition 18, we denote by ker A˜
the bundle (ker A˜y)y∈Y and define
ind aA = [ker A˜]− [Y × Cq] ∈ K(Y ).
This is independent of the choices of q and of s1, · · · , sq and we call it the analytical
index of A.
If k is an integer, the algebra Mk(A) is naturally isomorphic to the algebra of
continuous sections of the bundle of algebras ℵk =
⋃
y∈Y
Mk(Ay), each Mk(Ay) a
C∗-subalgebra of the bounded operators on Hky . We can then define ind a(A) if
A = (Ay)y∈Y ∈ Mk(A) is a section such that each Ay is a Fredholm operator on
Hky . The projection of such an A = (Ay)y∈Y ∈Mk(A) inMk(A/K) is invertible and
hence defines an element of K1(A/K). Since ind a(A) is invariant under homotopies
and pertubations by compact operator valued sections, we get a homomorphism
(37) ind a : K1(A/K) −→ K(Y ).
Let us denote by S∗Z the disjoint union of all S∗Zy. This can canonically
be viewed as the total space of a fiber bundle over Y with structure group G.
One analogously defines S∗∂Z = ∪yS∗∂Zy and S∗Z◦ = ∪yS∗Z◦y . The families of
homomorphisms
σy : Ay → C(S∗Zy) and γy : Ay → C(S∗∂Zy,L(L2(R≥0))), y ∈ Y,
piece together, yielding C∗-algebra homomorphisms
σ : A −→ C(S∗Z) and γ : A −→ C(S∗∂Z,L(L2(R≥0))).
For this, note in particular that γy is well defined because the structure group of the
bundle π : Z → Y leaves the normal coordinate of X invariant, see [10, Theorem
2.4.11].
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Similarly as in equation (27) and Proposition 12 we define A† as the C∗-algebra
generated by the families of pseudodifferential operators with principal symbol inde-
pendent of the covariable over boundary points and show that the principal symbol
σ induces an isomorphism
σ¯ : A†/K −→ C(S∗Z/∼),
where K denotes the continuous compact operator valued sections of ℵ and S∗Z/∼
denotes the union of all S∗Zy/∼, y ∈ Y . The same arguments that prove Theo-
rem 14 also prove that the canonical inclusion ι : A†/K→ A/K induces a K-theory
isomorphism
ι∗ : K∗(A
†/K)−→K∗(A/K).
Analogously as we did around (31), we also denote by β : K1(C(S
∗Z/∼)) →
K0(C0(T
∗Z◦)) the index map in the standard cyclic exact sequence associated to
0 −→ C0(T ∗Z◦) −→ C(B∗Z/∼) −→ C(S∗Z/∼) −→ 0.
Definition 20. The topological index ind t is the following composition of maps
ind t : K1(A/K)
σ¯∗◦ι
−1
∗−→ K1(C(S∗Z/∼)) β−→K0(C0(T ∗Z◦)) e∗−→ K0(C0(T ∗2Z))
↓ as−ind t
K(Y ),
where e : C0(T
∗Z◦) → C0(T ∗2Z) is the map which extends by zero and as − ind t
denotes the composition of Atiyah and Singer’s [3] topological families-index for
the bundle of closed manifolds 2Z with the canonical isomorphism K(T ∗2Z) ≃
K0(C0(T
∗2Z)).
We are ready to state the main result of [18]:
Theorem 21. The two homomorphisms
ind a : K1(A/K)→ K(Y ) and ind t : K1(A/K)→ K(Y )
are equal.
An arbitrary element of K1(A/K) is of the form [[A]]1, where the inner brack-
ets denote the class modulo compacts of a Fredholm operator valued element A
of Mk(A). Our strategy to prove Theorem 21 in [18] is to derive the equality of
the indices from the classical Atiyah-Singer index theorem for families [3, Theorem
(3.1)]. To this end we defined a continuous family (in the sense of [3]) of pseudodif-
ferential operators Aˆ acting on a suitably constructed vector bundle over 2Z such
that the topological indices of A and of Aˆ are equal, and similarly the analytical
indices of A and Aˆ are also equal.
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