Abstract-In this paper, an unsupervised learning network is explored to incorporate a self-learning capability into image retrieval systems. Our proposal is a new attempt to automate recursive content-based image retrieval. The adoption of a self-organizing tree map (SOTM) is introduced, to minimize the user participation in an effort to automate interactive retrieval. The automatic learning mode has been applied to optimize the relevance feedback (RF) method and the single radial basis function-based RF method. In addition, a semiautomatic version is proposed to support retrieval with different user subjectivities. Image similarity is evaluated by a nonlinear model, which performs discrimination based on local analysis. Experimental results show robust and accurate performance by the proposed method, as compared with conventional noninteractive content-based image retrieval (CBIR) systems and user controlled interactive systems, when applied to image retrieval in compressed and uncompressed image databases.
I. INTRODUCTION
T HE need for effective search tools for multimedia data is rapidly growing in numerous applications such as distance education, business, entertainment, and medicine. For this reason, multimedia retrieval systems are widely recognized as one of the most promising fields in the area of multimedia data management.
Content-based image retrieval (CBIR) is regarded as one of the most effective ways of accessing visual data [5] - [7] , [9] - [24] , [26] - [29] . It deals with the retrieval of images based on the visual content itself, such as color, shape and image structure instead of an annotated text method. One central problem regarding retrieval tasks is the issue of predicting the relevancy of retrieved images. Such a decision is typically dependent on a ranking algorithm which attempts to establish a simple ordering of the retrieved images. Images appearing at the top of this ordering are likely to be more relevant. Thus, ranking algorithms are at the core of image retrieval.
A ranking algorithm operates according to the basic premises around the notion of image relevance. This is achieved by comparing pre-extracted feature vectors for the query and those for images residing in the database. Conventional predefined metrics (e.g., the Euclidean distance), which are usually adopted for this task in simple CBIR systems, are not usually sufficient to deal with the complex evaluation of image contents. A more efficient way of addressing this problem is to adopt a learning-based approach [5] , [7] , [9] - [24] , [32] , [33] where the users directly teach the system what they regard as significant image features and their notion of image similarity. More specifically, in each interactive session, the user is asked to select, from the set of retrieved images, those which are most similar to the query image. The system then learns from the selection, and accordingly makes the proper adjustment to improve its performance.
Although learning-based approaches have the advantage of increasing retrieval performance, most of the works so far have concentrated only on human controlled interactive methodology (e.g., [5] , [7] , [9] - [24] , [32] , [33] ). This requires the user to work more on bringing the system up to a desirable level of performance. In particular, these user-interactive systems depend on a large number of query submissions to improve the retrieval capability. However, this also imposes a greater responsibility on the user. Furthermore, visual inspection is always required for relevance judgment in each display of the retrieved images. The use of this visual inspection although trivial, is very time consuming.
In addition, as most existing CBIR systems are designed to serve as image-search tools on the World Wide Web, the current technology in designing the system architecture is usually based on a client-server paradigm (e.g., [19] , [23] , [28] ). Downloading and displaying images over the network at each iteration becomes a significant issue to be encountered when such systems implement user interaction. Whether this user interaction is of practical use remains questionable, since the users would have to provide feedback on each of the images returned by a query.
In this paper, we propose a recursive approach based on unsupervised learning to minimize human involvement and automate the interactive retrieval process. This learning is implemented by a novel neural network, the self-organizing tree map (SOTM) [1] , [2] . In each search session, a new set of feature vectors extracted from the retrieved images is incorporated as a training example to perform the selforganization of the tree map. This enables the network to analyze and interpret the relevance of the input samples. The network output is then used as the supervisor for further adjustment for the second phase of the learning process. In other words, through the learning process, the system implements an adaptive retrieval, which progressively adjusts its retrieving ability, analogous to the learning-based approach. Compared to previous supervised-learning approaches, where user input is required to enable retrieval accuracy, the current approach offers independent learning. This allows automatic retrieval, hence greatly reducing the user workload. This is one of the first attempts in the field to automate recursive retrieval. The results so far show promising potential for the self-organizing method, when applied to many feature structures. This includes retrieval from both compressed and uncompressed image databases (Section V).
The subjectivity of human perception is another issue to consider in the retrieval process. In any relevant set of images, none is fully satisfactory for all users. The rich content of images makes itself difficult to be characterized and thus the interpretation of the content may differ from one user to another, depending upon their information needs. However, the gap of user subjectivity can be reduced by considering a given query as a user's key objective and attempting to automatically improve retrieval to obtain as many of the relevant images as possible. The user's interaction is then allowed to completely fill the remaining gap at the final stage of the retrieval process. It is therefore more efficient than giving users many iterative feedback. We denote this combination of automatic machine interaction and user interaction as the semiautomatic retrieval process.
We also considered the adoption of the local analysis method for the evaluation of image similarity used in the interactive process. There are difficulties in characterizing the local context as defined by current query, which may not be adopted well by a global structure. To overcome these difficulties, a new local similarity measure has been designed, which can satisfactorily achieve this task. Image similarity is evaluated according to a society of models which are found locally in the data space following the distribution of the relevant items. To perform this task, we propose the adoption of neural network models, for similarity learning. These models require very little parameter tuning in contrast to the usual adaptive approaches such as relevance feedback (RF) [5] , [18] , [19] and the single radial basis function-based relevance feedback (SRBF-RF) methods [7] , [10] . Section II briefly reviews previous studies on interactive learning. In Section III, machine interaction using the SOTM algorithm is described. In Section IV, algorithms for learning similarity in the interactive process are given, followed by a discussion of an alternative similarity learning method, using neural-network models. Experimental results are provided in Section V.
II. PREVIOUS WORK
Previous work on interactive CBIR includes interactive query refinement strategies [5] , [18] , [19] , [23] , [24] , [32] , interactive modeling image similarity [7] , [10] , [11] , [15] , [16] , [22] , dynamic weighting and similarity functions [17] , [20] , [21] , and interactive integration of semantic templates and user profiles to enhance image retrieval performance [9] , [12] . In the following discussion, we briefly review those techniques that are related to our proposed method.
A. Retrieval With User Interaction
Retrieval with user assistance is one of the most active research areas for CBIR. It employs the original concept of the RF technique used in modern information retrieval systems (originally proposed by Salton and McGill [30] ). In the past few years, the innovative visions as well as the integration of RF into image retrieval have been extremely well developed.
Much of the research on this topic has been devoted to the development of query refinement strategies with the goal of optimizing a current search by iteratively revising the query [5] , [18] , [19] , [23] , [24] . The best-known implementation is the Multimedia Analysis and Retrieval System (MARS) developed at the University of Illinois [5] . Other notable systems include PicToSeek [19] , DrawSearch [23] , and Viper [24] . A common strategy in designing such query refinement operations is to create a new query which optimizes the performance with respect to the user's RF. For an effective use, however, this query reformulation strategy requires the transformation of the image feature database into the term-weighting model. Moreover, in some systems (e.g., Viper [24] ), the model is generated in a very high-dimensional feature space. Thus, in later works, different techniques of the query refinement mechanisms have been proposed. These include a query expansion using the following techniques: multidimensional index structures [32] , a set of features extracted from samples of user interest [21] , and a weighted average of relevant and nonrelevant samples [7] , [17] .
Alternatively, relevance feedback is treated as a supervised learning paradigm to simulate human perception. These themes are derived from a basis of similarity functions through the assignment of numerical weights. The weighted assignment is obtained by considering the variance of the relevant set [16] , [22] , supervised neural network models [14] , [15] , probabilistic-based classification methods [20] , or by Minkowski metrics [28] . Weighting by similarity metric is often in the form of the weighted Euclidean distance which serves as a guiding design principle for similarity functions. However, the power of such similarity functions is very limited, since they restrict themselves to a quadratic form that cannot cope with the complex evaluation of image similarity. Neural-network models have been adopted for this task [14] , [15] in view of their learning capability and their ability to simulate universal mapping. On the other hand, these models usually require large volumes of training data for each individual query. Thus, a new architecture has to be considered for this task. The utilization of a nonlinear model based on a Gaussian-shaped RBF has been introduced in [7] , [10] to cope with complex decision boundaries. One advantage of this model is that it requires only a small volume of training samples and it converges very fast.
In addition, relevance feedback is used for updating the image group [13] , updating the probability distribution of the database [11] , [12] , [33] and updating user profiles [9] . Bayesian inference is the popular method used in the prediction of relevance in the interactive session. For example, PicHunter [12] maintains a probability distribution which characterizes the probability of each of the images in the database as a likely target. The Bayesian feedback is then used to present the user with choices which maximize information gain when searching for a given target.
B. Machine Interaction
In this paper, we implement the interactive retrieval system using an automatic machine learning approach. This system adopts the unsupervised neural-network model to assist its relevance feedback module, thus its retrieval capability can be improved automatically without an advisor. As a result, we generalize the interactive CBIR system of Fig. 1(a) to include neural-network processing as shown in Fig. 1(b) . In this figure, it is seen that the interaction module and the relevance feedback module are implemented in the form of specialized neural networks. In these fully automatic models, the learning capability associated with the networks and their ability for general function approximation offer increased flexibility in the modeling of the users' preference according to the submitted query.
III. AUTOMATIC INTERACTIVE RETRIEVAL BY SELF-ORGANIZATION NEURAL NETWORK
The user's judgment of relevance retrieval is closely related to the classification problems in the supervised learning of artificial neural networks. Here, the teacher's information is used to optimize the nonlinear discriminant functions to enhance the network's classification power. A special class of neural networks known as self-organizing maps can achieve the desired discriminant functions based on competitive learning without an external teacher [4] . Such an unsupervised learning network is employed in our work for the classification of relevance that is required in the interactive retrieval procedure. In particular, we propose the adoption of an efficient data clustering, the SOTM [1] , [2] to achieve this purpose. SOTM is a hierarchical approach to locate cluster centers which preserves the topological relations of the input space and provides a unique data structure. The map starts from an isolated node, and is built up through self-organization, in which a suitable map can be constructed even if the input space has a high dimensionality (i.e., sparse data). These properties are particularly distinct for high-dimensional spaces, which is the case in the feature vector describing image content.
A. Cross-Correlation Method
In order to obtain effective data clustering, we perform relevance classification based on the cross-correlation between two feature spaces, and . We use as the feature space for retrieval, and for relevance classification. This is motivated by the fact that we have different requirements for and . Since retrieval is performed on huge volumes of data, the primary requirement for is speed and reasonable accuracy. Normally, compressed domain features are used, as images are stored and transmitted in the compressed domain. On the other hand, relevance identification requires high accuracy. Hence features in should be of high quality. Although using feature space will include the additional overhead of decompressing the image database, since only a small number of retrieved images are presented, the cost of decompression is minor. The sophisticated data structure of feature space will lead to a better classification of image relevance.
In addition, the utilization of the cross-correlation technique allows for a better interpretation of image properties between the two feature spaces. When the retrieved images (which are the nearest objects in the feature space ) are projected onto the feature space , they will be characterized by a different set of features which provides additional information about the distinct descriptions in a Euclidean sense. As a result, a more distinct description of the properties in these retrieved images allows for better clustering results. This process is described as follows.
B. Preprocessing Stage
Let image database be characterized by the feature descriptor in the space . Following "nearest neighbors rule," for a given query image , the -most similar images are . The elements are arranged such that (1) where the distance ( dissimilarity) of the two images is defined by (2) and each image has a feature vector consisting of elements . In the preprocessing stage, we formally denote the retrieved images as the training image set . Our purpose is to characterize these images by a set of new more sophisticated feature descriptor (in the space ) which is different from the original feature descriptor . This gives us a better feature set in unsupervised learning.
In this study, the feature descriptor is extracted by the two-dimensional (2-D) Gabor wavelet method [6] , which has been shown to be very effective for applications such as texture classification and segmentation task [34] , [35] . We employ a bank of filters, defined by , . This results in a set of basic functions which consist of Gabor wavelets spanning four scales and six orientations . For a given image , its Gabor wavelet transform is then defined by (5) where indicates the complex conjugate. The mean and the standard deviation of the transform coefficients are used to form the 48-dimensional feature vectors.
As a result, for a given training image set , we perform the Gabor wavelet transform denoted by , resulting in the set of training vectors , where is the feature vector of the training image .
C. SOTM
The SOTM is an extension of the well-known self-organizing map [1] , [2] . It can classify input vectors into clusters and find the center of each cluster, in which distinct centers are constructed by different input vectors. Thus, the different description of relevant and nonrelevant images can generate their own centers in the tree map. In other words, the map attempts to represent all available samples with optimal accuracy using a restricted set of models. At the same time, the models become ordered on the tree map so that similar models are close to each other and dissimilar models far from each other.
Given the training vector set , the SOTM algorithm is summarized as follows [2] .
(i) Initialization. Choose the root nodes from the available set of input vectors in a random manner.
(ii) Similarity matching. Randomly select a new data point , and find the best-matching (winning) neuron at time step by using the minimumdistance Euclidean criterion (6) (iii) Updating. If , where is the hierarchy function used to control the levels of the tree, then assign to the th cluster, and adjust the synaptic weight vector according to the reinforced learning rule (7) where is the learning rate, which decreases monotonically with time, , Else form a new subnode starting with . (iv) Continuation. Continue with step
(ii) until no noticeable changes in the feature map are observed.
In the algorithm, scanning the input data in a random manner is essential for convergence. Consider for example, that the data is scanned in such a way that the th component of feature vector is monotonically increasing, then the th component of the weight vector will also be monotonically increasing, [according to step (iii)]. Thus all the nodes will have monotonically increasing component in the th position of the weight vector.
The hierarchy control function controls the levels of the tree. It is initiated with a large value and decreases with time. In the experiment, was initialized by the norm of the training vectors, and was reduced linearly. After the algorithm converges, a new set of cluster centers , is obtained. The centers (8) that are closest to a given query are then defined as the relevant classes, so that the vectors partitioned in these classes are associated with the relevant images. Ideally, the number of centers is chosen to optimize the classification performance.
IV. SIMILARITY LEARNING METHODS
The fundamental principles of the interactive approach have been previously explored and established by many authors, e.g., [5] , [10] , [20] . In an interactive session, the training patterns (e.g., images) are provided by the user. The retrieval system will be told which retrieved images are relevant and which are not, and accordingly will make proper adjustments to improve performance. There are two factors to analyze in the training system: 1) query representation [5] and 2) feature relevance [20] , which are then used for feature weighting to provide a controlled process designed to emphasize relevant features and de-emphasize the nonrelevant ones through image proximity evaluation.
The automatic search strategy has been tested for two interactive approaches, the traditional RF method [5] and the single RBF-based relevance feedback method [10] . In order to provide a better model and more flexible use, we propose a new similarity learning method that requires little parameter tuning. In this section, we first look into some critical design factors regarding learning capability, followed by a summary of the two previous learning methods. Then, an RBF neural network is proposed.
A. Similarity Learning Factors
1) Query models: In a retrieval process, when an initial query is not well formulated, the retrieval system usually returns retrieved images some of which are highly irrelevant.
In such a case [cf. Fig. 2(a)] , the low-level vector of the (given) query is likely to be located in a position in the feature space, which may not be a representative sample of the relevant class. To improve retrieval performance and optimize the current search, the initial query vector needs to be reformulated in such a way that the new query will move toward the relevant items (corresponding to the desired images) and away from the nonrelevant ones. A query reformulation strategy (9) based on the relevance feedback method [5] may be adopted to determine the optimum query. However, a local context, defined by the current query, makes it more complex to characterize via such a (global) single query. Our objective here is to overcome this problem by using the multiple classes of the query (we describe this in Section IV-C). 2) Effects of Weighting: Not all feature variables are equally important ("relevant") in similarity judgment. Thus it is important to indicate the relative importance of various feature variables by weighting them. Weight schemes need to be estimated based on judgments of relevance, and the nature of the query. In our simulation, the variances of features in the relevant set [22] are used as weighting criteria to obtain the initial values for dynamic weight parameters. Based on this initial condition, the local Gaussian weighting scheme can be applied to further tune the decision boundaries. This scheme is used in the RBF network architecture to characterize image similarity.
B. Scalar-Based Similarity Learning Methods
The RF and the single-RBF methods apply a one-dimensional (1-D) weighting function to each feature variable. In comparison to the RBFN, we refer to these methods as scalar-based relevance feedback methods, described as follows.
1) RF Method:
The main theme of the RF method is the revision of the query by weighting the query's terms using negative (irrelevant) and positive (relevant) samples. Suppose that is a set of given training patterns which have already been classified relevant. A new query is formulated according to the following formula: (9) where denotes the query from the previous search operation, and are the sets of relevant and nonrelevant samples respectively, and , , and determine the relative weighting of the positive and negative components of the query. Given that combination, the cosine measure or the cosine of the angle between the vector representing the image, and the new query, must be conducted in the next search operation. The RF method has proven to be very effective in both information retrieval (IR) and image retrieval applications; in particular, when the image features follow the term-weighting model, i.e., histogram form [24] , [30] . 2) Single Radial Basis Function-Based RF Method: The SRBF-based RF method was introduced for nonlinear and more accurate evaluations of image similarity [10] . It is based on the 1-D Gaussian-shaped RBF. The discriminant function can be defined as (10) where is the adjustable query position or the center of the RBF function, , are the tuning parameters in the form of RBF widths, and is the feature vector associated with an image in the database. During the learning process, the RBF center in (10) is determined according to the following learning formula: (11) (12) (13) where is the RBF center of the previous search, and are the sets of positive and negative samples, respectively. The tuning parameters , are based on the differential degree of relevance between image features (14) This formula provides a small value of if the th component is highly relevant, (i.e., the sample variance in the relevant set is small). In regards to the above procedural parameters: and , studies show that only a proper choice of these parameters is effective in learning capability and retrieval performance [10] , [24] . This also leads to further difficulty in retrieval with unknown databases since a tuning of these parameters needs to be done for each different set of images. Thus, a new method is considered here to provide flexibility for practical use.
C. Neural-Network Models for Similarity Learning
When pattern categories are clearly separated [ Fig. 2(a) ], there is a range of feasible weighting solutions. This fact can be exploited to find the ideal query model to retrieve most of the relevant images. Such a query model yields a global evaluation for similarity learning. However, the global structure may not be the best method to effectively improve retrieval performance when dealing with the complexity of content similarity evaluation. One main reason is that global structures do not adapt well to the local context defined by the current query. In other words, when classes are not clearly separable [ Fig. 2(b) ], a very different approach will be required to cope with patterns in the border area. By properly locating query positions according to local clustering of relevant images, a better model can be attained.
In the current approach, the query is modeled according to the local clustering distributed by the relevant samples. Instead of using a single modified query, the new alternative uses a series of prototypes as the models of relevant images. We first characterize the query by multiple-class models. For similarity evaluation, we then introduce a network of radial basis functions to associate each model with a Gaussian kernel. This allows for the evaluation based on a local winner. 
D. Query Characterization
Our objective is to split a single query into multiple clusters. Instead of modifying a single query [i.e., (9) and (11)], we use a set of models, , to characterize the query. We associate positive samples, as the models since these samples represent the desired images. For each , we will use a Gaussian distribution to describe the shape of the cluster. In addition, some clusters will be merged together [cf. (16) and (17)] if the models are very similar.
Then, we use the negative samples, to modify the models because they are the closest vectors to the query and the positive samples, according to the distance calculation of the previous search. To achieve this, we adopt the antireinforced learning rule of learning vector quantization (LVQ) algorithm [4] to move each slightly away from negative samples, so as to improve the quality of the classification regions.
To be precise, let be the closest point to the model . Then, the model is modified according to the following learning rule: (15) where is the learning constant which decreases monotonically with the number of iterations , . Note that it is desirable for the process to move the models slightly away from negative samples.
E. Gaussian-Mixture Model for Similarity Evaluation
Because of the distinctive properties of the best approximation, a radial basis function network (RBFN) [3] , [25] , shown in Fig. 3 , has become increasingly popular for nonlinear signal processing. It consists of a simple network structure in which the centers and widths of the Gaussian kernels are represented as deterministic functions of the training data. To demonstrate the network's classification power, however, a number of training data and iterative processes must be available. Thus, a new approach has to be considered for this application, since only small amounts of training data would be presented. In our case, the prototypes are considered as the training data. As a result, a single-pass RBFN is proposed in our work. Unlike traditional RBFN models that require iterative learning, the proposed network requires only a single pass of training to allow rapid evaluation of image similarity in an interactive session.
To carry out function approximation using the single-pass RBFN, we are given a set of prototypes as a multiple-class query. We then assign each input vector as the center of the corresponding Gaussian kernel in the network. In other words, the RBFN use -D Gaussian distribution to describe the shapes of data clusters indicating the relevant class. For an arbitrary input vector , the output of the th RBF unit is given by (16) where is a smoothing parameter defined as (17) with being an overlapping factor. The estimated function output for is then given as (18) Intuitively, the RBFN performs similarity evaluation by linearly combining the output . If the current input vector (associated with an image in the database) is close to one of the RBF center (i.e., the th prototype) in the Euclidean sense, the corresponding RBF unit given by (16) will increase, and the estimated output will also increase indicating the greater similarity of the corresponding image. On the other hand, those input vectors that are far away from each of , do not appreciably contribute to the summation due to the exponentially decaying weighting function.
The basic RBF version of the single-pass RBFN discussed above [cf. (16) ] is based on the assumption that the feature space is uniformly weighted in all the directions. As we have already discussed, different features may have varying degrees of importance depending on the nature of the query and the relevant images defined. This leads to the adoption of an elliptic basis function (EBF) (19) where is a relevance weight which is derived from the variance of the positive samples as (20) where is the standard deviation of the sequence . This weighting criterion is based on the assumption that if a particular feature is important, then all relevant samples should have a very similar value for this feature, i.e., the sample variance in the relevant set is small [22] .
As a result, a new version of the Gaussian-shaped RBF in (16) that takes into account the feature relevancy can be defined as (21) where is given in (19) .
V. EXPERIMENTAL RESULTS
The following experiments are designed to compare the performance of four methods: noninteractive CBIR, user interaction retrieval, automatic retrieval, and semiautomatic retrieval.
Two image databases are used in these evaluations. The first is a standard texture database (DB1) which has been used for testing a number of CBIR systems [6] , [7] as well as the motion picture expert group (MPEG)-7 core experiments [8] . It contains 1856 texture images from 116 different classes (see Fig. 4 ). Each class contains 16 similar patterns. The second database (DB2) is distributed by Media Graphic Inc. [36] . It consists of nearly 4700 joint photographer's expert group (JPEG) color images covering a wide range of real-life photos, with a completely open domain (see Fig. 5 ). This provides a highly realistic environment in which to test this approach. Table I gives a summary of visual descriptors used in the experiment. For the DB1 test set, the visual descriptor used is texture. We used two types of representations: the wavelet moment (WM), and the multiresolution-histogram indexing (MHI) [27] . These were applied to the images coded by the wavelet transform (WT) and vector quantization (VQ) coders [31] . For the DB2 test set, the visual descriptors used are color and texture, which were extracted directly from compressed JPEG images by using a representation based on an energy histogram of the low-frequency discrete cosine transform (DCT) coefficients [29] .
In the simulation study, a total of 116 images, one from each class, were selected as the query images for retrieval on DB1. For each query, the top 16 images were retrieved to evaluate the retrieval performance. In the ideal case, all 16 retrievals are from the same classes. The performance was measured in terms of the average retrieval rate (AVR) of the 116 query images, , where retrieval rate is defined as in [6] Retrieval rate no. relevant images retrieved for query (22) Similarly, a total of 30 images were selected as the query images from DB2. The performance was measured in terms of the average precision of the 30 query images (this is described in Section V-D). Relevance judgments are performed using two criteria: 1) the ground truth and 2) the subjectivity of the individual user. For the first criterion, the retrieved images are judged to be relevant if they are in the same class as the query. In comparison, for the second criterion, the retrieved images are judged to be relevant subject to the perception of the individual user.
A. Noninteractive Retrieval Versus (Automatic) Interactive Retrieval
Here we tested retrieval systems on the DB1 where WM and MHI are employed as feature representations, and where relevance judgment is based on the ground truth. Our first tests were based on considerations of one-shot retrieval strategies that had been used in other situations. This gave us a benchmark. Using WM for feature representation, Table II shows that the average retrieval rates of 116 queries are 58.78% (Euclidean distance) and 53.88% (cosine measure). Table III shows that the two measuring techniques gave similar performances for retrieval with the MHI feature representation: 63.42% (Euclidean distance) and 60.35% (cosine measure). Next we compared these results to the interactive approaches.
The RBFN method, the SRBF-RF method, and the RF method were tested. For each learning method, we utilized 20 samples 1 from the top retrievals as training data. We then input these samples to the SOTM algorithm for the classification of relevance. The output of the unsupervised network is in turn used as the supervisor for a learning method to update learning parameters and to obtain a new set of retrievals. We let the learning procedure continue for four iterations. Tables II and  III show the average retrieval rate for the 116 queries. The following observations are made from the results.
First, the use of interactive learning techniques results in significant improvement in retrieval performance over that of the simple CBIR technique: AVR improved from 58.78% to 77.21% and to 71.87% by using RBFN and SRBF-RF methods, respectively; and from 53.88% to 60.78% by using the RF method. The foregoing follows the results of the retrievals on the WM feature database. Significant improvements can also be observed when each method is applied to the MHI feature database.
Second, for all three learning methods, convergence (and thus a good result) is achieved within a few iterations.
Third, regardless of feature types, RBFN gave the best retrieval performance in comparison to other learning methods: an average of 77% and 76% of the correct images are in the top 16 retrieved images, when retrieved on the WM and MHI feature databases, respectively. Meanwhile, we observed that the values for and significantly affected the results of SRBF-RF and RF methods. This confirmed the reports of other studies. Those parameters that gave the optimum retrieval results are listed in the last column of the tables.
Figs. 6 and 7 illustrate retrieval examples with and without learning similarity. They show some difficult patterns to retrieve and clearly illustrate the superiority of the automatic learning methods.
B. User Interaction Versus Semiautomatic Retrieval
Next, the learning systems were allowed to interact with the user to perform the retrieval task. The best retrieval rates (cf. Table IV) obtained were 77.5% (RBFN), 75.6% (SRBF-RF), and 61.8% (RF) for the WM feature database. The improvement in retrieval on the MHI feature database can be observed from Table V: that the retrievals were performed on the DB1 database using RBFN learning method and WM feature representation.
(a) automatic learning shows that user interaction gives only a marginally better performance. There was a 0.29% to 3.72% improvement with the WM feature database and a 0.59% to 1.89% improvement with the MHI feature database. On the other hand, in order to obtain these results the users had to provide feedback on each of the images returned by a query. Based on previous studies (e.g., [7] and [22] ), retrieval performance can be progressively improved by repeated relevance feedback form the user. The semiautomatic approach reported here greatly reduced the number of iterations required for user interaction, thus significantly improving the overall efficiency of the system. In this case, for each query, the retrieval system first performed an automatic retrieval to adaptively improve its performance. After four iterations, the retrieval system was then assisted by the users. The results are given in the last column of Tables IV and V. It was observed that the semiautomatic method is superior to the automatic method and the user interaction method. It was also observed that the semiautomatic method that employs RBFN for learning image similarity gave the best performance at 83.41% for WM feature database; and at 81.14% for MHI feature database.
In Fig. 8(a) -(c), we show the results when each method reaches the convergence. The improvement resulting from the adoption of the semiautomatic approach is indicated by a correspondingly small amount of user feedback for convergence. In particular, the semiautomatic RF, SRBF-RF, and RBFN can attain the best performance within only one to two iteration of user feedback.
C. User Subjectivity Tests
In a retrieval process, the term "similarity" usually depends on the user in such a way that different users offer different opinions that are used to judge image similarity. In this experiment, we examined the automatic retrieval system in its ability to deal with user subjectivity. We invited six users 2 to test our retrieval system. Each user was asked to judge the relevance of the top 16 ranked images according to his/her own understanding and information needs. The judgments were made at two points: after the first round of retrieval, in order to evaluate the performance of a one-shot retrieval technique, and after the fourth round of retrieval in order to evaluate the performance of automatic retrieval methods. All users were requested to provide similarity judgment, but not relevance feedback. No user had prior information about which retrieved images were in the same class as the given query, so that the relevance judgments could be made based on user subjectivity criterion, cf. (22) .
This system was implemented based on the RBFN learning method for retrieval on the WM feature database. The test was conducted for all 116 query images; the same queries used in the previous experiments. The average retrieval rate of the 116 query images examined by each user is summarized in Table VI . We observed that the AVR averaged over all the users was at 81.48% after four iterations, an improvement of 18% from the initial value of 63.46%. This result indicates that all users rated 2 We thank all users for their time and participation in the experiments. We note that all users were image processing researchers, so some bias can be expected. the proposed approach as one which performed much better than the one-shot retrieval approach in terms of capturing their perception subjectivity and information need.
It was also observed that AVRs fluctuated between 77.8% and 83.5% according to the users. The level of fluctuation is even more dramatic when we compared the AVRs from each user to the one based on the ground truth criterion. This is to be expected, since no fixed similarity measure can cope with different relevant sets across users.
D. Application to Compressed Domain Image Retrieval
Retrieval based on the automatic-interactive approach will have many applications in image and multimedia databases. Here, we describe its application to a compressed domain basedimage retrieval system. Specifically, the matching process is directly performed on the DCT domain to avoid the costly operation of decompression. The image database consists of nearly 4700 JPEG photographs [36] covering a broad range of categories. Due to its excellent energy compaction property, DCT is widely used in JPEG and many other popular image and video compression standards. Thus, it is encouraging to see that the proposed method has the potential to support such standards.
Retrieval space in this system is based on energy histogram features [9] (described in Table I ). For relevance classification, by using the self-organizing network, we have adopted the Gabor wavelet (GW) transform (described in Section III) to characterize the retrieved images. The transform was applied to the dominant colors in each channel and the coefficients of GW were used to construct a descriptor.
The retrieval performance of this system was measured by the average precision value over 30 queries that were randomly selected from the database. The precision is defined as Precision no. Relevant images, no. Retrieved images, where is set to 12. To allow a performance improvement interpretation for the retrieval, a relative precision is defined, which normalizes the precision value by dividing it with the maximum precision value that is achieved for a particular query. This makes for an easy way to compare a relative performance among different retrieval methods.
In Table VII , we have applied the RBFN method for retrieval in both automatic and semiautomatic modes, and with the comparison to both the user controlled and the noninteractive CBIR methods. A number of user interactions were used for the two user controlled interactive methods to achieve their best performance until that point when convergence was reached. It was observed that the semiautomatic method consistently displays superior performance over other retrieval methods discussed: the best improvement was up from 49.8% to 98.1%. It was also observed that the semiautomatic learning algorithm minimizes by more than 49% the amount of user feedback used to reach the convergence. In addition, without having users to control, our automatic system can also provide a very desirable retrieval result.
Typical retrieval sessions are shown in Fig. 9(a) and (b) . Fig. 9(a) shows the 12 best-matched images before applying any feedback, with the query image displayed in the top-left corner. It is observed that some retrieved images are similar to the query image in terms of color composition. Note that five similar images are relevant. Based on this initial information, the self-organizing system dynamically readjusts the weight parameters of the RBFN model to capture the notion of image similarity. Fig. 9(b) displays the considerably improved retrieval results by using the proposed interactive approach.
VI. CONCLUSION
In this paper, we have presented a novel framework for automatically retrieving images in digital video libraries and demonstrated its use in image retrieval in compressed and uncompressed domains. It has been shown that the SOTM can be used for selecting relevance in a flexible fashion that allows for a minimization in the role of the user in an effort to automate interactive retrieval. The self-organizing architecture provides a unified framework to optimize interactive models (e.g., RF and SRBF-RF), and offers an attractive facility for the practical use of interactive retrieval. This structure can also be embedded naturally in semiautomatic retrieval systems which further enhances the ability of the system to model user needs on a per query basis. The use of a local modification of image relevancy, coupled with the use of nonlinear analysis, offers a better evaluation of image similarity, suggesting how clustering techniques can be used to model the local context defined by a current query session. This approach requires very little parameter tuning. Based on a simulation performance comparison, the proposed automatic system appears to be very effective and can be generally applied to many feature structures.
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