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Abstract: We give a prescription for calculating the high-temperature expansion of
the thermal sunset integral to arbitrary order. Results up to O(T0) are given for
both bosonic and fermionic thermal sunsets in dimensional regularisation, and for all
odd powers of T up to order ε0. The methods used generalize to non-zero external
momentum. We verify the results with sundry analytical and numerical cross-checks.
Intermediate steps involve integrals over three Bessel functions.
1 Introduction
Finite-temperature field theory has a wide range of applications, from phase transitions
to the inner workings of neutron stars. Although the field was established last century, the
techniques evolve constantly to deal with an ever-increasing demand for precision. And
fresh applications. Finite temperature calculations are perturbative whenever possible,
though lattice calculations are also viable.
Yet perturbative calculations are arduous and often involve many mass scales. Fortu-
nately, many applications feature a hierarchy between particle masses and the temper-
ature: T2  X ; a high-temperature expansion is applicable. This idea works wonders
at one loop, but general 2-loop high-temperature expansions are only known to leading
order in T2—higher orders are intricate.
To circumvent this problem one can resort to numerical evaluations. Which is a viable
strategy for some cases. Yet this leaves something to be desired when the temperature
follows a strict power counting. Not to mention the computational complexity of numerical
integrals; especially if numerous mass scales are present.
So in this paper we present a new method to calculate a high-temperature expansion
of the bosonic and fermionic sunset diagrams to arbitrary order in T . As intermediate
steps, sums and integrals of three Bessel functions are given. We apply these methods to
sunsets without external momentum, and derive explicit formulas up to O(T0). To ensure
the validity of the results we perform sundry theoretical and numerical cross-checks.
* andreas.ekstedt@ipnp.troja.m.cuni.cz
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2 Results
2.1 Bosonic sunset
The thermal bosonic sunset for three arbitrary squared masses X , Y, Z is
I(X ,Y, Z)≡ T2 ∑
np ,nq ,nl
∫
~p,~q,~l
δ(~p+ ~q+~l)δnp+nq+nl ,0
× 1
~p2 + X + (2pinpT )2
1
~q2 + Y + (2pinqT )2
1
~l2 + Z + (2pinlT )2
, (2.1)
with the measure
∫
~p =

µ2eγ
4pi
ε ∫ dd ~p
(2pi)d , d = 3 − 2ε; we use dimensional regularisation
with µ the MS mass. More compactly,
I(x , y, z)≡∑∫
P,Q,L
1
P2 + X
1
Q2 + Y
1
L2 + Z
, (2.2)
P2 = ~p2 + (2piTnp)
2. (2.3)
Expand the sunset as
I(X ,Y, Z) =
I−2(X ,Y, Z)
ε2
+
I−1(X ,Y, Z)
ε
+ I(X ,Y, Z) +O(ε), (2.4)
where the divergent contributions are known to all orders in T , and the finite piece is
previously known to O(T2) [1],
I−2(X ,Y, Z) = − 1(16pi2)2
X + Y + Z
2
, (2.5)
I−1(X ,Y, Z) =
1
16pi2

A(X ) + A(Y ) + A(Z)− 1
2(16pi2)
(X + Y + Z)

, (2.6)
I(X ,Y, Z) =
T2
16pi2

log

µp
X +
p
Y +
p
Z

+
1
2

+O(T ), (2.7)
A(X ) is the finite piece of the bosonic 1-loop bubble integral, see equation (3.11).
The bosonic result of this paper is
I(X ,Y, Z) =
T 2
16pi2

log

µp
X +
p
Y +
p
Z

+
1
2

− T
64pi3
 p
X +
p
Y +
p
Z

log

e2γµ2
16pi2T 2

+ 2

− pX log

4X
µ2

−pY log

4Y
µ2

−pZ log

4Z
µ2

+
1
(16pi2)2
(X + Y + Z)

− log2

e2γµ2
16pi2T 2

− log

e2γµ2
16pi2T 2

+ 2γ2 + 4γ1 − pi
2
4
− 3
2

+O( 1
T
). (2.8)
Here γ1 ≈ −0.0728 is one of the Stieltjes constants: ζ(1+ ε) = 1ε + γ− γ1ε+O
 
ε2

.
2
2.2 Fermionic sunset
The fermionic sunset is
IF (X ,Y, Z)≡ T2
∑
np ,nq ,nl
∫
~p,~q,~l
δ(~p+ ~q+~l)δnp+nq+nl ,0
× 1
~p2 + X + (pi(2np + 1)T )2
1
~q2 + Y + (pi(2nq + 1)T )2
1
~l2 + Z + (2pinlT )2
=
∑∫
{P,Q}
1
(P2 + X )(Q2 + Y )(L2 + Z)
. (2.9)
Here propagators involving P & X and Q & Y are due to fermions—evidenced by the odd
Matsubara frequencies.
Again, expand in ε,
IF (X ,Y, Z) =
(IF )−2(X ,Y, Z)
ε2
+
(IF )−1(X ,Y, Z)
ε
+ IF (X ,Y, Z) +O(ε). (2.10)
Divergent pieces are known to all orders, and the finite piece is zero to O(T2),
(IF )−2(X ,Y, Z) = − 1(16pi2)2
X + Y + Z
2
, (2.11)
(IF )−1(X ,Y, Z) =
1
(16pi2)2

AF (X ) + AF (Y ) + A(Z)− 12 (X + Y + Z)

, (2.12)
IF (X ,Y, Z) = 0+O(T ), (2.13)
where A(Z) and AF (X ) are the finite parts of the bosonic and fermionic 1-loop bubble
integrals; see equations (3.11) and (3.13).
The fermionic result of this paper is
IF (X ,Y, Z) = − T
p
Z
64pi3

log

e2γµ4
4pi2ZT 2

+ 2

+
1
(16pi2)2

(X + Y )

− log2

e2γµ2
pi2T 2

− log

e2γµ2
pi2T 2

+ 2γ2 + 4γ1 − pi
2
4
− 3
2
+ 4 log2 2

+Z

− log2

e2γµ2
16pi2T 2

− log

e2γµ2
16pi2T 2

+ 2γ2 + 4γ1 − pi
2
4
− 3
2
+ 8 log2 2

+O( 1
T
). (2.14)
Note the different logarithms for a bosonic versus a fermionic mass.
Sections 3–5 give detailed derivations of the above results.
3
3 Gaining Momentum
Temperature dependence arises as multiplicative factors from Feynman rules and from
propagators. The latter is an involved sum over Matsubara frequencies. Our approach is to
perform the high-temperature expansions before the Matsubara sums—not after. In this
section we discuss this approach and introduce handy labels for the derivation to come.
We give examples of how the high-temperature expansion works at one and two loops.
3.1 Hard/Soft split
Thermal integrals are often evaluated by first getting rid of all Matsubara sums. One
advantage of this approach is that vacuum and thermal contributions are clearly sepa-
rated. Also, because there are no sums remaining, the remaining integrals can easily be
performed numerically when they can not be expanded analytically.
To derive the high-temperature expansion of the sunset, we’ll instead do the opposite:
expand in T before doing the Matsubara sums—the high-temperature expansion gets
done straight off the bat. The problem is reduced to sums over master integrals. Separate
momenta into hard and soft [2]
Hard ~p2 ∼ T2,
Soft ~p2 ∼ X , Y, Z .
Where a hierarchy between T and the masses is assumed: T2 X , Y, Z .
Consider the bosonic propagator. There are two cases for hard momenta. First, for a
finite Matsubara mode,
1
P2 + X
=
1
P2
− X
P4
+ . . . (3.1)
Second, for a Matsubara zero-mode,
1
~p2 + X
=
1
~p2
− X
~p4
+ . . . (3.2)
Likewise for soft momenta with a finite Matsubara mode,
1
P2 + X
=
1
(2pinpT )2
− ~p2 + X
(2pinpT )4
+ . . . (3.3)
and with a Matsubara zero-mode
1
P2 + X
=
1
~p2 + X
. (3.4)
Similar relations hold for the fermionic propagator.
4
3.2 1-loop momentum split
Take the bosonic 1-loop bubble integral
A(X )≡∑∫
P
1
P2 + X
, (3.5)
A(X ) =
A−1(X )
ε
+ A(X ) +O(ε). (3.6)
The traditional method proceeds by summing over Matsubara modes [3],
A(X ) =
∫
dd+1p
(2pi)d+1
1
p2 + X
+
∫
ddp
(2pi)d
1p
p2 + X
1
eβ
p
p2+X − 1, (3.7)
d = 3− 2ε, β = T−1.
This is swell since vacuum and temperature parts are separated; the Bose factor isolates
the thermal part. The 4D part is readily evaluated∫
dd+1p
(2pi)d+1
1
p2 + X
= − X
16pi2ε
+
X
16pi2

log

X
µ2

− 1

+O(ε), (3.8)
where µ is theMS scale. There are various ways to evaluate the temperature integral; one
is to use 1ex−1 = 1x − 12 +2
∑∞
l=1
z
z2+(2pil)2 to expand the Bose factor. After a fair bit of work
one finds∫
ddp
(2pi)d
1p
p2 + X
1
eβ
p
p2+X − 1 =
T2
12
− T
p
X
4pi
− X
16pi2

log

X e2γ
16pi2T2

− 1

+O
 
T−2

.
(3.9)
Adding the vacuum and thermal parts together gives the full result
A−1(X ) = − X16pi2 , (3.10)
A(X ) =
T2
12
− T
p
X
4pi
− X
16pi2
log

µ2e2γ
16pi2T2

+O(ε, T−2). (3.11)
Note that all ε-poles come from the vacuum part; thermal contributions can not diverge
in the UV at one loop. There is a corresponding result for the fermionic 1-loop bubble,
(AF )−1(X ) = − X16pi2 , (3.12)
(AF )(X ) = −T
2
24
− X
16pi2
log

µ2e2γ
pi2T2

+O(ε, T−2). (3.13)
This method is fine at one loop, but unnecessarily complicated. First, Matsubara sums
are done and then effectively reintroduced in the high-temperature expansion. Second,
the expansion of the Bose factor is messy.
This is where the hard/soft split comes in. The high-temperature expansion and the
5
momentum integration are done before the sums. To wit
A(X ) =
∑∫
P
1
P2 + X
= AH +AS , (3.14)
where H and S stand for hard and soft momenta respectively.
Start with the hard contribution,
AH =
∑∫
P

1
P2
− X
P4
+O

X 2
P6

=
T2
12
− X
− log4piTµ 
8pi2
+
1
16pi2ε
+
γ
8pi2
+O  T−2+O (ε) . (3.15)
Only standard integrals and sums were necessary.
The soft contribution is
AS = T
∑
n6=0
∫
p

1
(2pinT )2
− X + ~p2
(2pinT )4
+ . . .

+ T
∫
p
1
~p+ X
= −T
p
X
4pi
+O (ε) (3.16)
where all contributions from n 6= 0 modes vanish due to scaleless integrals. Only zero-
mode terms survive when all momenta are soft, this stays true at higher loop orders. One
can similarly apply the hard/soft-split to the fermionic bubble. Though in this case there
is no zero-mode and hence no soft contribution.
3.3 Sunset Momentum Split
There are two momentum integrals for the sunset, and so a few more cases. First take
all Matsubara modes to zero. We use the notation F ≡ ∑∫ P,Q 1P2+X 1Q2+Y 1L2+Zδ(~p + ~q +
~l) |np=nq=nl=0.
F = FHHH + FHHS + FSSS + permutations, (3.17)
where FHHS is defined so that ~p, ~q are hard, and ~l is soft. There are no terms with two soft
momenta due to momentum conservation. Furthermore, FHHH = FHHS = 0 to all orders.
For example, take ~l soft,
FHHS = T
2
∫
~p,~l
1
(~p2 + X )
 
(~p+~l)2 + Y
  
~l2 + Z

= T2
∫
~p,~l
1
~p4(~l2 + Z2)
− T2
∫
~p,~l
 
X + Y +~l2 + 4(~p ·~l)2 1
~p6
1
~l2 + Z
+ . . .= 0, (3.18)
since all terms multiply a scaleless integral. Only the all-soft contribution is finite.
Next consider one zero and two finite modes, say np = nq 6= 0, nl = 0. Denote these
6
as G l ≡ ∑∫ P,Q,L 1P2+X 1Q2+Y 1L2+Zδ(~p+ ~q+~l) |np=nq ,nl=0 .
Again split the integral into different momentum regions,
G l = G lHHH + G
l
HHS + G
l
SSS + permutations. (3.19)
In this case only G lSSS vanishes to all orders.
The leading order (in T) comes from G lHHS and is of order T . Explicitly,
G lHHS = T
2
∑
np
∫
~p,~q,~l
1
(P2)(Q2|nq=np)(~l2 + Z)
δ
 
~p+ ~q+~l

+O
p
Z
X , Y, Z
T

= T
Z
1
2−ε
64pi4

eγµ2
2piT
2ε
Γ

ε− 1
2

Γ

ε+
1
2

ζ (1+ 2ε) +O
p
Z
X , Y, Z
T

(3.20)
= T
p
Z
64pi3

log

64pi2T2Ze−2γ
µ4

− 2− 1
ε

+O (ε) +O
p
Z
X , Y, Z
T

, (3.21)
other hard/soft momenta assignments of G lHHS are zero to all orders of T ; G
l
HHS is given
to all orders in the next section.
Finally there’s the case when all Matsubara modes are finite. We use the notation
D ≡ ∑∫ P,Q 1P2+X 1Q2+Y 1L2+Zδ(~p+ ~q+~l) |np 6=0,nq 6=0,nl 6=0 . The momentum split is
D = DHHH + DHHS + DSSS + permutations. (3.22)
Note that DHHS = 0,¹ and DSSS = 0 to all orders. It is well known that∑∫
P,Q
1
P2
1
Q2
1
L2
= 0. (3.23)
In themomentum split this statementmeans—to leading order in T—that FHHH+3G lHHH+
DHHH = 0, which is confirmed in the next section.
4 The Bosonic Sunset
There are two families of terms corresponding to odd and even powers of T . The for-
mer come from G lHHS type integrals; the latter come from FSSS , G
l
HHH , DHHH and the
permutations GqHHH ,G
p
HHH .
1 This is a bit subtle, and care must be taken when evaluating the overall momentum delta function. For example,
if we collapse the delta function as ~q = −~p−~l , then all integrals are scaleless since ~l is soft. If the delta function
is collapsed the other way, ~l = −~p− ~q, it seems like the result is nite. This is however only an illusion since for
~l to be soft we must have ~p = −~q+ ~k, where ~k is soft. And all integrals vanish with this change of variables.
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4.1 Odd powers of T
The starting point is
G lHHS = T
2
∑
n6=0
∫
~p,~l
1
(~p2 + (2pinT )2 + X )((~p+~l)2 + (2pinT )2 + Y )(~l2 + Z)
, (4.1)
where ~p ∼ ~q ∼ T , and ~l2 ∼ Z  T2. There are two sources of higher-order terms. The first
comes from using the delta function and expanding (p+ l)2 in powers of l2 (odd l terms
integrate to zero). These terms give corrections of order ZT2 . Remaining terms come from
expanding the finite-mode propagators in orders of X and Y . Ignoring O (ε) corrections,
the general result is
G lHHS =O(T )−
p
Z
4pi
∞∑
α=1
(2pi)−2α−3Γ

α+
1
2

T1−2αζ(2α+ 1)(−1)α
×
2α∑
m=0
bm2 c∑
i=max(0,m−α)
4i
 m
2i

Γ

i + 12

Γ [i +α+ 2]
Z i (Y − Z)m−2i X i+α−m, (4.2)
where α = 0 is a special case, due to an ε-pole, and must be treated separately, see
equation (3.21). Note that G lHHS is symmetric in X and Y as it must be. For example, the
T−1 and T−3 contributions are respectively
G lHHS =O (T ) + 2T−1
p
Z
ζ(3)(3(X + Y )− Z)
3(4pi)5
− 2T−3pZ ζ(5)
 
10
 
X 2 + XY + Y 2
− 5Z(X + Y ) + Z2
5(4pi)7
+O
 
T−5

. (4.3)
4.2 Even powers of T
The derivations of the even T terms are way more involved, and arguably more interesting.
The momentum integrals are more lucid after Fourier transforming to coordinate
space [4],
V (R,m) =
∫
~k
ei~k·~R 1
~k2 +m2
=

eγµ2
4pi
ε
1
(2pi)3/2−ε
m
R
1/2−ε
K1/2−ε(mR). (4.4)
The coordinate space representation is then
1
~k2 +m2
=
∫
R
V (R,m)e−i~k·~R, (4.5)
with measure
∫
R ≡

eγµ2
4pi
−ε ∫
d3−2εR. Performing this replacement in the sunset elimi-
nates all momentum integrals. Leaving a single R integral. The propagator’s coordinate
representation in any dimension is derived in appendix C.
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4.2.1 Order T 2
There are a priori three different contributions at order T2. The all zero-mode contribution
FSSS , and the two finite mode contributions G
l
HHH ,DHHH . Finite mode contributions do
not depend on the masses and are zero. And so FSSS gives the full order T
2 result. The
integral can be performed using standard techniques [5].
Now for showing that the mass-independent T2 term vanishes. Start with G lHHH ,
G lHHH =
∑∫
P,Q
1
P2Q2
1
(~p+ ~q)2
+O
 
T0

. (4.6)
Ignore T0 terms for now, G lHHH simply refers to T
2 terms in this section. From now on,
unless otherwise specified,Matsubara modes n,m, and l always refer to the absolute value
of said integer, and are all positive. Transforming to coordinate space we find
G lHHH = T
2
∑
n6=0
∫ ∞
0
dR
2−2ε−3e2γεµ4ε
pi3(1− 2ε)

RεKε− 12 (2piTnR)
2
(2pinT )1−2ε
= −T22
−2ε−4e2γεζ(4ε)
  µ
2piT
4ε
Γ
 
ε+ 12

Γ (2ε− 1)
pi5/2Γ (ε+ 1)
. (4.7)
The second integral is
DHHH = T
2
∑
n,m,l 6=0
∫
~p,~q
1
(~p2 + (2pinT )2)
1
(~q2 + (2pimT )2)
1
((~p+ ~q)2 + (2pilT )2)
δn+m+l,0.
(4.8)
Rescaling the momenta and going to coordinate space,
DHHH = T
2
∑
n,m,l 6=0
2−ε− 72 e2γε
pi3Γ
 3
2 − ε
  µ
2piT
4ε
(lmn)
1
2−εδn+m+l,0×∫ ∞
0
dR Rε+
1
2Kε− 12 (lR)Kε− 12 (mR)Kε− 12 (nR). (4.9)
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The integral is known in closed form [6, 7],∫ ∞
0
dR Rε+
1
2Kε− 12 (lR)Kε− 12 (mR)Kε− 12 (nR) (4.10)
=−
pi
2
5/2
2ν−1/2 Γ (1/2− ν)
pi sinpiν
∆2ν−1
(nlm)ν
+
pi
sinpiν
22ν−3
s
pi
2
Γ (1− 2ν) ∆2ν−1
(nlm)ν
¦
(sinφn)
1/2−νPν−1/2
ν−1/2 (cosφn) + (n→ m, l)
©
,
φn = sec
−1

2lm
l2 +m2 − n2

,
φm = sec
−1

2ln
l2 −m2 + n2

φl = sec
−1

2mn
−l2 +m2 + n2

+ 2pi
∆=
1
2
mn
√√
1− (−l2 +m2 + n2)
2
4m2n2
ν=1/2− ε.
Yet there is a subtlety. The formula is technically not valid when l = n + m. Which is
precisely the case of interest. All is not lost, though—the formula holds in dimensional
regularisation. The trick is to enforce the Kronecker delta by setting l = n + m − δ2 (l
is here the absolute value), and then take the δ→ 0 limit. All δ dependence cancels to
O
 
δ2

, so the δ→ 0 limit is valid.
When all is said and done
DHHH = −T2
∑
n,m 6=0
2−2ε−5e2γε
  µ
2piT
4ε
csc(2piε)Γ
 
ε+ 12
  −m2ε + (m+ n)2ε − n2ε
pi3/2Γ (2− 2ε)Γ (ε+ 1)(mn(m+ n))2ε .
(4.11)
So adding the two contributions DHHH + G lHHH gives
DHHH + G
l
HHH + permutations=− T2
 µ
2piT
4ε 2−2ε−5e2γε csc(2piε)Γ  ε+ 12
pi3/2Γ (2− 2ε)Γ (ε+ 1) ×(
6× ∑
n,m 6=0
−m2ε + (m+ n)2ε − n2ε
(mn(m+ n))2ε

− 3× 2ζ(4ε)
)
(4.12)
The numerical factors above come from different summation regions in the first case,
and permutations of the zero-mode in the second. There are actually 6 summation regions
in total:
(i) : l < 0 m,n> 0 l > 0 m,n< 0, (4.13)
(ii) : n< 0 l,m> 0 n> 0 l,m< 0, (4.14)
(iii) : m< 0 n, l > 0 m> 0 n, l < 0. (4.15)
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Contributions from l < 0 m,n > 0 is the same as l > 0 m,n < 0 since the sums only
involve the absolute values of l, m, n. So take region (i). In this region we collapse the
delta function on l and set l = m+ n; the sum is then over n,m = 1,2, . . .. Similarly for
(ii): collapse the delta function on n and set n= l+m. But our expressions are symmetric
in n, m, l so all sums are the same. This gives a factor of 6.
Non-trivial sums are
∞∑
n,m=1
−m2ε + (m+ n)2ε − n2ε
(mn(m+ n))2ε

= ζ(2ε)2 − 2
∞∑
n,m=1
1
n2ε(n+m)2ε
. (4.16)
Using the methods in appendix A the second sum is
∞∑
n,m=1
1
n2ε(n+m)2ε
=
1
2

ζ(2ε)2 − ζ(4ε) . (4.17)
Add everything together to find
− 6× T2
 µ
2piT
4ε 2−2ε−5e2γε csc(2piε)Γ  ε+ 12
pi3/2Γ (2− 2ε)Γ (ε+ 1) ×§
ζ(2ε)2 − 21
2
 
ζ(2ε)2 − ζ(4ε)− ζ(4ε)ª= 0. (4.18)
So the mass independent T2 term vanishes as promised.
4.3 Order T 0
Order T0 gets contributions from two terms: G lHHH and DHHH . Again, start with G
l
HHH .
The relevant terms are
G lHHH =O
 
T2

+
∑∫
P,Q
1
P2Q2(~p+ ~q)2

−X + Y
P2
− Z
(~p+ ~q)2

+O
 
T−2

. (4.19)
For clarity G lHHH refers to the T
0 term for the remainder of this section.
The trick to evaluating these integrals in coordinate space is to rewrite powers of the
propagators as derivatives acting on it, as in
1
(~p2 +m2)2
= − 1
2m
∂m
1
~p2 +m2
. (4.20)
Use this trick to suss out
G lHHH
 µ
2piT
−4ε
ζ(2+ 4ε)−1 =X + Y
(2pi)2
e2γε(2ε− 1)Γ  ε− 122
128pi3
− Z
(2pi)2
2−2ε−7e2γεΓ
 
ε− 12

Γ (2ε+ 1)
pi5/2Γ (ε+ 2)
. (4.21)
There are also contributions from permutations of the zero-mode. Adding them to-
11
gether and expanding in ε gives
GpHHH + G
q
HHH + G
l
HHH = −3ζ(2)(X + Y + Z)(4pi)4 +O (ε) . (4.22)
Note that there are no ε-divergences. This is not surprising. Before the sum,by dimensional
reasons, the n power must be n−4ε−2.² This can never diverge; similar for higher-order
terms. The situation is different however when three modes are finite. On dimensional
grounds the sum must be of the form∑
n,l,m
1
namb(n+m)c
, (4.23)
where a + b + c = 4ε + 2. Yet there are now many possible divergent combinations.
For example, taking a = b = ε + 1, c = 2ε gives double and single poles in ε. These
divergences are similar to the standard overlapping divergences at zero temperature.
Next is the contribution from DHHH . Start with terms proportional to Z—the others
are obtained by symmetry. The integral is
DHHH =O
 
T2
− Z∑∫
P,Q
1
P4Q2(P +Q)2
+O
 
T−2

. (4.24)
Mimicking G lHHH , DHHH only denotes the T
0 term. In coordinate space the integral is
−∑∫
P,Q
1
P4Q2(P +Q)2
=
∑
n,m,l 6=0
A δn+m+l,0
∫ ∞
0
dR Rε+3/2Kε− 12 (lR)Kε− 12 (mR)Kε+ 12 (nR),
(4.25)
A= −2−ε−
9
2 e2γε(lmn)1/2−ε
npi3Γ
 3
2 − ε
 (2pi)−2  µ
2piT
4ε
. (4.26)
The integral can again be done in closed form. Rewrite the squared propagator using the
trick above, and then use the relation∫ ∞
0
dR Rε+3/2Kε− 12 (lR)Kε− 12 (mR)Kε+ 12 (nR)
= −

d
dn
+
1/2− ε
n
∫ ∞
0
dR Rε+
1
2Kε− 12 (lR)Kε− 12 (mR)Kε− 12 (nR), (4.27)
where the second integral is given by equation (4.10). Again we imagine collapsing the
Kronecker delta by setting l = n+m− δ2, and taking the δ → 0 limit. There are some
new subtleties because of δ−2 terms; but these all cancel out, and the δ→ 0 limit can be
consistently taken.
2 Because Matsubara modes only appear in the combination nT .
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After some simplifications one finds
A
∫ ∞
0
dR Rε+3/2Kε− 12 (lR)Kε− 12 (mR)Kε+ 12 (nR) |l=m+n
= B
1
n(mn(m+ n))2ε+1

2n(ε+ 1)m2ε+1 + (2ε+ 1)m2ε+2 −m2(2ε+ 1)(m+ n)2ε
+n2
 
(m+ n)2ε − n2ε− 2mnε(m+ n)2ε	 , (4.28)
B = −2−2(ε+4)e2γε sec(piε)Γ (2ε+ 1)
pi3/2Γ
 3
2 − ε

Γ (ε+ 2)
(2pi)−2
 µ
2piT
4ε
. (4.29)
This result can be double-checked order-by-order in ε by expanding the Bessel functions
before integrating. Using this we have double-checked all integrals to O (ε).
Again, same as for the T2 term, there are 6 summation regions.
(i) : l < 0, m,n> 0 l > 0, m,n< 0, (4.30)
(ii) : n< 0, l,m> 0 n> 0, l,m< 0, (4.31)
(iii) : m< 0, n, l > 0 m> 0, n, l < 0. (4.32)
All flipped regions are symmetric and gives an overall factor of 2. So it is enough to consider
the left column. Using the convention that we always collapse the Kronecker delta on the
negative mode gives
(i) : l = m+ n, (4.33)
(ii) : n= l +m, (4.34)
(iii) : m= l + n. (4.35)
Note that region (iii) gives the same contribution as (i) since they are related by rela-
belling dummy indices. Region (ii) is different—because the negative mode is in the P−4
propagator. We have to do this case separately.
So yet another integral is needed:
− T2
∞∑
n,m=1
∫
~p,~q
1
P4n+mQ2n(P +Q)2m
= B
∞∑
n,m=1
m−2ε−1n−2ε−1(m+ n)−2(ε+1)

2n(ε+ 1)m2ε+1 +m2ε+2 −m2(m+ n)2ε
+2mn
 
(ε+ 1)n2ε − (m+ n)2ε+ n2  n2ε − (m+ n)2ε	 . (4.36)
With the same B as in equation (4.28). After doing the sums we get the neat result
−∑∫
P,Q
1
P4Q2(P +Q)2
= B × 4

ζ(2ε+ 1)2 − (2ε+ 3
2
)ζ(4ε+ 2)

. (4.37)
The result of adding DHHH and G
l
HHH+permutations is given in (5.26); or after expanding
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to O
 
ε0

,
(4pi)4 (X + Y + Z)−1 (DHHH + G lHHH + . . .) =
 µ
2piT
4ε§− 1
2ε2
− 1+ 4γ− 4 log2
2ε
+4γ1 +
pi2
4
− 3
2
− 4 log2(2)− 2γ(γ+ 1− 4 log(2)) + log(4)− 3ζ(2)

= − 1
2ε2
+
1
ε

2 log

4piT
µ

− 2γ− 1
2

+ 2(1+ 4γ) log

4piT
µ

− 4 log2

4piT
µ

+ 4γ1 − 2γ2 + pi
2
4
− 3
2
− 2γ− 3ζ(2). (4.38)
So all ε poles come from DHHH . While the full O
 
T0

term is new, all ε poles are
previously known [1]. These poles agree with our results to O
 
T0

—giving a swell cross-
check.
5 The Fermionic Sunset
The fermionic sunset’s high-temperature expansion is similar to its cousin’s. But now only
the l propagator can have a zero Matsubara mode; and so only the l momentum can be
soft. The book-keeping is also more complicated, because we have to keep track which
Matsubara modes can be odd or even.
To make life simpler we use the same notation G, D. In this case
G = G lHHH + G
l
HHS , (5.1)
because G lHHS is the only finite configuration with one soft momentum. All other contri-
butions, including l → n, m, vanish. That leaves us with
IF (X ,Y, Z) = G
l
HHH + G
l
HHS + DHHH . (5.2)
5.1 Odd T contributions
Odd T powers are calculated analogously to the bosonic sunset. All arise from the integral
G lHHS = T
2
∑
n6=0
∫
~p,~l
1
(~p2 + [pi(2n+ 1)T]2 + X )((~p+~l)2 + [pi(2n+ 1)T]2 + Y )(~l2 + Z)
,
(5.3)
The O(T ) contribution is
G lHHS =
T Z
1
2−ε
64pi4
2−2ε
 
21+2ε − 1 eγµ2
pi2T2
2ε
Γ

ε− 1
2

Γ

ε+
1
2

ζ(2ε+ 1) +O(T−1).
(5.4)
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Ignoring O (ε) corrections, the general result for higher orders is
G lHHS =O (T )−
p
Z
4pi
∞∑
α=1
(22α+1 − 1)(2pi)−2α−3Γ

α+
1
2

T1−2αζ(2α+ 1)
×
2α∑
m=0
bm2 c∑
i=max(0,m−α)
4i
 m
2i

Γ

i + 12

Γ [i +α+ 2]
× (−1)αZ i (Y − Z)m−2i X i+α−m. (5.5)
5.2 T 2 Contribution
As fortune would have it we don’t have to do any work for the T2 contribution; just write
down the answer. First, two Matsubara modes are always finite, so the T2 contribution
can’t depend on masses. Second, the remaining contribution is of the form∑∫
{P,Q}
1
P2Q2L2
. (5.6)
And we can use the summation trick in [8] to reshuffle things as∑∫
{P,Q}
1
P2Q2L2
=
24ε − 1
3
∑∫
P,Q
1
P2Q2L2
. (5.7)
But the right-hand side is zero—so the fermionic sunset is zero at O
 
T2

.
Nevertheless—since it introduces methods we will need later—let’s explicitly show that
the T2 contribution vanishes to all orders in ε.
There are two contributions at order T2. First,
G lHHH = −2T2
2−2ε−5e2γεΓ
 
ε+ 12

Γ (2ε− 1)   µpiT 4ε
pi5/2Γ (ε+ 1)
(1− 2−4ε)ζ(4ε), (5.8)
and second, DHHH :
DHHH = −T2
∑ 2−2ε−5e2γε   µpiT 4ε csc(2piε)Γ  ε+ 12  −m2ε + (m+ n)2ε − n2ε
pi3/2Γ (2− 2ε)Γ (ε+ 1)(mn(m+ n))2ε . (5.9)
In this case two modes are fermionic, and one is bosonic. Without loss of generality
we’ll take n as the bosonic mode. There are six summation regions:
(i) : l < 0, m,n> 0 l > 0, m,n< 0, (5.10)
(ii) : n< 0, l,m> 0 n> 0, l,m< 0, (5.11)
(iii) : m< 0, n, l > 0 m> 0, n, l < 0. (5.12)
Again, the convention is that the Kronecker delta collapses upon the negative mode. So
in region (i) l is odd and is l = m+ n; m is odd and n is even. All flipped regions give an
overall factor of two and region (i) and (iii) are identical.
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Up to an irrelevant prefactor, the result is
DHHH∝

2

2−2ε(1− 2−2ε)ζ(2ε)2 −
∑
eo
+
∑
oo

1
n2ε(n+m)2ε

+(1− 2−2ε)2ζ(2ε)2 − 2∑
oe
1
n2ε(n+m)2ε

(5.13)
Where
∑
eo
1
na(n+m)b stands for the sum over (positive) even n and odd m. Adding G
l
HHH
gives
DHHH + G
l
HHH∝

2

2−2ε(1− 2−2ε)ζ(2ε)2 −
∑
eo
+
∑
oo

1
n2ε(n+m)2ε

+(1− 2−2ε)2ζ(2ε)2 − 2∑
oe
1
n2ε(n+m)2ε
− (1− 2−4ε)ζ(4ε)

. (5.14)
This vanishes after using identities from appendix A. So the fermionic sunset is indeed
zero at order T2.
5.3 T 0 Contribution
All contributions at order T0 come from G lHHH + DHHH . First, note that if all squared
masses are identical (= X ),
G lHHH + DHHH = X (2
2+4ε − 1)∑∫
P,Q
1
(P4)(Q2)(L2)
δ(~p+ ~q+~l), (5.15)
where all modes on the right-hand side are bosonic. Or written differently IF (X ,X ,X ) =
(22+4ε− 1)I(X , 0, 0) at order T0—similar relations holds for other T orders. So down the
line we get a nice cross-check.
Starting with DHHH—where prefactors are left implicit and orders other than T
0 are
dropped—we find for the bosonic mass term DZHHH ,
DZHHH∝ 2

(2ε+ 1)
∑
eo
n−2ε−2(n+m)−2ε
+
∑
oo
n−2ε(n+m)−2ε−2 − (1− 2−2ε)2−2ε−2ζ(2ε+ 2)ζ(2ε)

+
∑
eo
+
∑
oo

1
n2ε+1(n+m)2ε+1
−∑
oe
1
n2ε+1(n+m)2ε+1
+(1− 2−2ε−1)2−2ε−1ζ(2ε+ 1)2 − 1
2
(1− 2−2ε−1)2ζ(2ε+ 1)2
ª
, (5.16)
where all contributions from region (i)-(iii) have been added. All sums can be done in
closed form using various identities in appendix A. In terms of ζ-functions the result is
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neatly expressed as
DZHHH =BF × 4−2ε−1
 
22ε+1 − 1  4ε+1 − 6ζ(2ε+ 1)2 −  22ε+1 + 1ζ(4ε+ 2) , (5.17)
BF =
pi3/241−εe2γεε csc(piε) sec2(piε)
Γ (2− 2ε)Γ  12 − ε Γ (ε+ 2) 1(4pi)4
 µ
2piT
4ε
24ε. (5.18)
So after expanding to O
 
ε0

the bosonic mass contribution is
DHHH ⊃Z
 µ
piT
4ε 1
(4pi)4

− 1
2ε2
− 1+ 4γ− 4 log4
2ε
+4γ1 − 2γ2 − 32 −
3pi2
4
− 2γ− 8 log2(2) + 16γ log(2) + log(16)

. (5.19)
Let’s continue with the contribution of a fermionic mass, DXHHH . Following the same
steps as before we suss out
DXHHH = −BF

2−4ε−1
 
22ε+1 − 12 ζ(2ε+ 1)2 −  42ε+1 − 1 (ε+ 1)ζ(4ε+ 2) , (5.20)
with BF as in equation (5.18). Including both fermionic masses, the proper prefactors, and
expanding to O
 
ε0

,
DHHH ⊃(X + Y )
 µ
piT
4ε 1
(4pi)4
§
− 1
2ε2
− 1+ 4γ
2ε
+4γ1 − 2γ2 + 3pi
2
4
− 3
2
− 2γ+ 4 log2(2)

. (5.21)
This completes the contribution from DHHH .
Which only leaves G lHHH . From the bosonic mass term,
G lHHH ⊃ −Z
 µ
piT
4ε e2γεΓ ε− 12 Γ [2ε+ 1]
128pi9/2Γ [ε+ 2]
4−ε(1− 2−4ε−2)ζ(4ε+ 2)
= 3
Z
(4pi)4
ζ(2) +O(ε). (5.22)
And for the fermionic mass terms,
G lHHH ⊃ (X + Y )
 µ
piT
4ε e2γεΓ  ε+ 122
32pi5(2ε− 1) (1− 2
−4ε−2)ζ(4ε+ 2)
= −6X + Y
(4pi)4
ζ(2) +O(ε). (5.23)
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Combining G lHHH and DHHH we find the fermionic sunset to O
 
T0

:
IF (X ,Y, Z)
 µ
piT
−4ε
(4pi)4 = (5.24)
(X + Y )

− 1
2ε2
− 1+ 4γ
2ε
+ 4γ1 − 2γ2 + 3pi
2
4
− 3
2
− 2γ+ 4 log2(2)− 6ζ(2)

+ Z

− 1
2ε2
− 1+ 4γ− 4 log4
2ε
+
4γ1 − 2γ2 − 32 −
3pi2
4
− 2γ− 8 log2(2) + 16γ log(2) + log(16) + 3ζ(2)

.
5.4 Comparison of Bosonic and Fermionic
Let’s now compare the complete bosonic and fermionic sunsets at O(T0). The bosonic
sunset is
O(T0) : I(X ,Y, Z) = 4B × (X + Y + Z) ζ(2ε+ 1)2 , (5.25)
B = −2−2(ε+4)e2γε sec(piε)Γ (2ε+ 1)
pi3/2Γ
 3
2 − ε

Γ (ε+ 2)
(2pi)−2
 µ
2piT
4ε
. (5.26)
And the fermionic sunset is
O(T0) : IF (X ,Y, Z) =BF Z

4−2ε−1
 
22ε+1 − 1  4ε+1 − 6ζ(2ε+ 1)2
−BF (X + Y )

2−4ε−1
 
22ε+1 − 12 ζ(2ε+ 1)2 , (5.27)
BF =
pi3/241−εe2γεε csc(piε) sec2(piε)
Γ (2− 2ε)Γ  12 − ε Γ (ε+ 2) 1(4pi)4
 µ
piT
4ε
. (5.28)
Note that BF = −24ε+3B.
Comparing the bosonic and fermionic sunset we confirm that indeed IF (X ,X ,X ) =
(41+2ε − 1)I(X , 0, 0) at O(T0): giving a highly non-trivial cross-check. Finally, it is quite
remarkable that all ζ(4ε+2) terms cancel between DHHH and GHHH , in both the bosonic
and the fermionic case.
6 Numerical Tests
With analytical calculations out of the way it is interesting to compare them to numerical
results. Luckily the full result is known in terms of definite integrals [1]. The numerical
integration is fast when the three masses are of similar order; not so much when there is
a hierarchy between masses.
Start with the bosonic sunset. To ease comparisons we set all masses the same, and
then plot I(X ,X ,X )/T2 versus
p
X/T in figure 1. Each subplot corresponds to a different
scaling µ= cT , as noted in the figures.
In figure 2 we instead focus on the fermionic sunset. In this case we chose the scalar
mass to be half of the fermion mass, to mark that these are different particles.
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Figure 1: Comparison of the Bosonic high-temperature expansion with the numerical results for various µ = cT
scalings. All masses are equal and the sunset integral is normalized with T−2. Comparison when (a) µ = 4piT , (b)
µ= piT , (c) µ= T , and (d) µ= T/10.
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Figure 2: Comparison of the Fermionic high-temperature expansion with the numerical results for various µ= cT
scalings. The two fermionic masses are
p
X , and the bosonic mass is
p
X
2 . The sunset integral is normalized with
T−2. Comparison when (a) µ= 4piT , (b) µ= piT , (c) µ= T , and (d) µ= T/10.
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7 Discussion
In this paper we have introduced techniques to perform 2-loop high-temperature expan-
sions in dimensional regularisation, applicable for zero and non-zero external momentum.
We explicitly derived the O(T ) and O(T0) contributions to the bosonic and fermionic
thermal sunset integrals, and all contributions of odd powers of T to order ε0. As far as
we know, this result is not previously available in the literature—though see [9] for some
partial results. All terms, at a given order, are expressed in standard functions. These
methods are likely useful even at higher loops. Testing them on 3-loop thermal integrals
is an avenue of future research.
Various analytical cross-checks and numerical comparisons validate the results. There
is a stark agreement for a range of masses. The previously known approximation toO
 
T2

is, as noted in the past, quite poor for any sizeable mass. The nextO (T ) correction is rather
important and extends the range of validity considerably.
The bosonic sunset is described well at O
 
T0

, for masses up to ∼ 6T . The range of
validity is shorter for the fermionic sunset, where the accuracy is reasonable for masses
up to ∼ 3T . Though note that these conclusions depend slightly on the renormalization
scale. And a clever choice for µ extends the range of validity somewhat.
There are a number of uses for the result in this paper. In high-temperature calculations
where the size of T plays a role in the power counting, such as in EFT- and resummation-
techniques, it’s not convenient to use the numerical evaluation of the integrals. Themethod
presented in this paper can extend the reach of perturbation theory.
These results can also be used to improve numerical calculations of the sunset integral
itself. As noted in [1], care must be taken when there is a hierarchy between the masses. A
numerical calculation can use the expansion we have derived in such a region of parameter
space.
Finally, it is quaint that all Matsubara sums can be done in closed form in terms of ζ
functions—at least up till O
 
T0

. This suggests that something deeper is going on, and
could be interesting to explore in the future.
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A Sums & ζ-functions
Many sums used in this paper are of the form
∞∑
n,m=1
1
n2ε+α(n+m)2ε+α
=
1
2
ζ(2ε+α)2 − 1
2
ζ(2α+ 4ε). (A.1)
Sums of this type are straightforward to evaluate [10]. For example, start with the more
general sum
∞∑
n,m=1

1
na(n+m)b
+
1
nb(n+m)a

=
∑
1≤n≤l−1≤∞

1
na l b
+
1
nb la

=
∑
n≤l≤∞

1
na l b
+
1
nb la

− 2ζ(a+ b). (A.2)
The first sum is symmetric in n and l, and so∑
n≤l≤∞

1
na l b
+
1
nb la

= ζ(a)ζ(b) + ζ(a+ b). (A.3)
Putting everything together,
∞∑
n,m=1

1
na(n+m)b
+
1
nb(n+m)a

= ζ(a)ζ(b)− ζ(a+ b). (A.4)
Choosing a = b gives the above sum.
We also need another class of sums for fermionic sunsets. These are of the form∑
oo
1
na(n+m)b
≡ ∑
n∈odd+,m∈odd+
1
na(n+m)b
. (A.5)
And similar for other combinations of even and odd.
These sums are straightforwardly evaluated by using [10, 11]∑
oo
1
na(n+m)b
=
1
4
∑
aa
1
na(n+m)b
(1− (−1)n − (−1)m + (−1)m+n). (A.6)
And similarly for related types of sums,∑
oe
1
na(n+m)b
=
1
4
∑
aa
1
na(n+m)b
(1− (−1)n + (−1)m − (−1)m+n), (A.7)∑
eo
1
na(n+m)b
=
1
4
∑
aa
1
na(n+m)b
(1− (−1)m + (−1)n − (−1)m+n), (A.8)∑
eo
+
∑
oe

1
na(n+m)b
=
1
2
∑
aa
1
na(n+m)b
(1− (−1)m+n). (A.9)
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We also have the relations∑
eo
+
∑
oo

1
na(n+m)a
= (1− 2−a)2−aζ(a)2, (A.10)∑
oe
1
na(n+m)a
=
1
2

(1− 2−a)2ζ(a)2 − (1− 2−2a)ζ(2a) . (A.11)
These more general identities also hold∑
eo
1
na(n+m)b
+
∑
oo
1
nb(n+m)a
= (1− 2−b)2−aζ(a)ζ(b), (A.12)∑
oe

1
na(n+m)b
+
1
nb(n+m)a

=

(1− 2−a)(1− 2−b)ζ(a)ζ(b)− (1− 2−a−b)ζ(a+ b) .
(A.13)
Some finite sums useful at higher-T orders are
∞∑
n,m=1
1
nm(n+m)2α+1
= (2α+ 2)ζ(2α+ 3)− 2ζ(2α+ 1)ζ(2)− . . .− 2ζ(3)ζ(2α),
(A.14)
∞∑
n,m=1
1
nm(n+m)2α
=
(2α− 1)
2
ζ(2α+ 2)− ζ(2α− 1)ζ(3)− . . .− ζ(3)ζ(2α− 1), (A.15)
∞∑
n1,n2,...nd=1
1
(n1 + n2 + . . .nd)α
=
1
(d − 1)!
∑
z
(z − 1)!
(z − d − 2)!
1
zα
(A.16)
B Numerical Evaluation of Sums
All sums in this paper of the form
∑∞
n,m=1
1
namb(n+m)c . While all sums needed in this paper
can be evaluated in terms of ζ functions, this is not guaranteed at higher orders. So we
here give a prescription to evaluate sums of the given form numerically.
Use the Feynman trick to rewrite the summand,
1
namb(n+m)c
=
∫ ∞
0
dtdxds
1
Γ (a)Γ (b)Γ (c)
ta−1sb−ax c−1 exp [−x(n+m)− sm− tn] .
(B.1)
The sums and the two first integrals give
∞∑
n,m=1
1
namb(n+m)c
=
∫
dx
x c−1Lia(e−x)Lib(e−x)
Γ (c)
. (B.2)
This integral is intractable in general; yet it turns out that the leading terms, for all sums
considered in this paper, come from the x → 0 region; for which the integral is readily
evaluated.
Yet higher order ε-corrections might be useful in the future. So let’s outline how these
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corrections can be obtained. An example speaks more than a thousand words, so consider
the sum
∑∞
n,m=1 n
−1−εm−1−ε(n+m)−2ε. Using the Feynman trick,
∞∑
n,m=1
n−1−εm−1−ε(n+m)−2ε =
∫ ∞
0
dx
x2ε−1Li2ε+1(e−x)
Γ (2ε)
. (B.3)
Now, there’re are twoways to evaluate this integral: the fastway, and the systematic way.
The fast way only gives the leading terms in ε; the systematic way is more cumbersome
but enables one to calculate the sum to an arbitrary order in ε.
The fast way uses that ε-poles arise from the x → 0 region; so let’s introduce a cut-off
R and isolate the poles,∫ R
0
dx
x2ε−1Li2ε+1(e−x)
Γ (2ε)
=
1
6ε2
+
2γE
3ε
+ γ2E − pi
2
12
− 2γ1
3
+O (ε) . (B.4)
The systematic way first subtracts the small-x divergences:
x2ε−1Li2ε+1(e−x)
Γ (2ε)
≈
x∼0
x2ε−1ζ(ε+ 1)2
Γ (2ε)
+
2x3ε−1ζ(ε+ 1)Γ (−ε)
Γ (2ε)
− 2x2εζ(ε)ζ(ε+ 1)
Γ (2ε)
− 2x3εζ(ε)Γ (−ε)
Γ (2ε)
+
x4ε−1Γ (−ε)2
Γ (2ε)
(B.5)
The integral is performed with a regulator; we choose the same as in [12]:
gn(x) = (e
2x)ne
−2x (B.6)
gn(x) ≈x∼0 1+O
 
xn+1

, (B.7)
(e2x)n ≡
n∑
i=0
x i
i!
, (B.8)
where the exponential e−2x is chosen to reproduce the asymptotic behaviour of Li2ε+1(e−x).
The divergences are then
Ldiv(x)≡g1(x) x
2ε−1ζ(ε+ 1)2
Γ (2ε)
+ g1(x)
2x3ε−1ζ(ε+ 1)Γ (−ε)
Γ (2ε)
− g0(x)2x
2εζ(ε)ζ(ε+ 1)
Γ (2ε)
− g0(x)2x
3εζ(ε)Γ (−ε)
Γ (2ε)
+ g1(x)
x4ε−1Γ (−ε)2
Γ (2ε)
.
(B.9)
Which gives
Ldiv =
∫ ∞
0
dx Ldiv(x) = −2γ13 +
1
6ε2
+
2γ
3ε
+ γ2 − pi2
12
+ ε [−0.650...] +O  ε2 , (B.10)
where the constant number within brackets involves various derivatives of gamma and
zeta functions.
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The finite part can be numerically integrated and is
Lfinite =
∫ ∞
0
dx

x2ε−1Li2ε+1(e−x)
Γ (2ε)
− Ldiv

= ε [1.676...] + ε2 [−2.656] +O  ε3 . (B.11)
Using this method one can evaluate all possible sums arising in the high-temperature
expansion.
C Coordinate space propagator
The propagator’s Fourier transform is
G(R) =
∫
ddp
(2pi)d
eip·R
p2 +m2
. (C.1)
We’ll proceed in two steps. First, the angular integration, and then the “radial” integration.
So jumping directly into the fray, recall the volume element of a d-dimensional sphere∫
ddp =
∫ p=∞
p=0
dp
∫ pi
φ1=0
. . .
∫ pi
φd−2=0
∫ 2pi
φd−1=0
pd−1 sind−2φ1 . . . sinφd−2dφ1 . . . dφd−1
(C.2)
To make life easier, orient the coordinate system so that ~p · ~R = pR cosφ1; for the
angular integration then splits into one integration over φ1 times the solid angle for a
d − 1 sphere. Explicitly,∫
ddp =
2pid/2−1/2
Γ (d/2− 1/2)
∫ p=∞
p=0
dp
∫ pi
φ1=0
pd−1dφ1. (C.3)
The remaining angular integral is∫ pi
0
sin(φ)d−2 eipR cosφdφ =ppi

2
pR
d/2−1
Γ (d/2− 1/2)Jd/2−1(pR), (C.4)
where J is the Bessel function of the first kind. All that remains is∫ ∞
0
dppd−1 p
1−d/2
p2 +m2
Jd/2−1(pR) = md/2−1K1−d/2(mR). (C.5)
Finally,
G(R) = (2pi)−d/2
m
R
d/2−1 eγEµ2
4pi
ε
K1−d/2(mR), (C.6)
with K being the modified Bessel function of the second kind, and the µ term added as
usual in dimensional regularization.
24
References
[1] M. Laine, M. Meyer, and G. Nardini. “Thermal phase transition with full 2-loop effective
potential.” Nucl. Phys. B, 2017. 920:565–600. DOI:10.1016/j.nuclphysb.2017.04.023.
arXiv:1702.07479 [hep-ph].
[2] M. Beneke and V. A. Smirnov. “Asymptotic expansion of Feynman integrals near threshold.”
Nucl. Phys. B, 1998. 522:321–344. DOI:10.1016/S0550-3213(98)00138-2. arXiv:9711391
[hep-ph].
[3] J. I. Kapusta and C. Gale. Finite-temperature field theory: Principles and applications. Cam-
bridge Monographs on Mathematical Physics. Cambridge University Press, 2011. ISBN
9780521173223, 9780521820820, 9780511222801.
[4] E. Braaten and A. Nieto. “Effective field theory approach to high temperature thermodynam-
ics.” Phys. Rev., 1995. D51:6990–7006. DOI:10.1103/PhysRevD.51.6990. arXiv:9501375
[hep-ph].
[5] A. I. Davydychev and J. Tausk. “Two loop selfenergy diagrams with different masses
and the momentum expansion.” Nucl. Phys. B, 1993. 397:123–142. DOI:10.1016/0550-
3213(93)90338-P.
[6] A. Gervois and H. Navelet. “Some integrals involving three modified bessel functions. i.”
Journal of Mathematical Physics, 1986. 27(3):682–687. DOI:10.1063/1.527169.
[7] A. Gervois and H. Navelet. “Some integrals involving three modified bessel functions. ii.”
Journal of Mathematical Physics, 1986. 27(3):688–695. DOI:10.1063/1.527170.
[8] P. B. Arnold and O. Espinosa. “The Effective potential and first order
phase transitions: Beyond leading-order.” Phys. Rev., 1993. D47:3546.
DOI:10.1103/PhysRevD.47.3546. arXiv:9212235 [hep-ph]. [Erratum: Phys.
Rev.D50,6662(1994). DOI:10.1103/physrevd.50.6662.2].
[9] M. Laine and M. Losada. “Two loop dimensional reduction and effective potential with-
out temperature expansions.” Nucl. Phys. B, 2000. 582:277–295. DOI:10.1016/S0550-
3213(00)00298-4. arXiv:0003111 [hep-ph].
[10] R. L. Graham, D. E. Knuth, and O. Patashnik. Concrete Mathematics: A Foundation for Com-
puter Science. Addison-Wesley Longman Publishing Co., Inc., USA, 2nd edition, 1994. ISBN
0201558025.
[11] M. Kaneko and K. Tasaka. “Double zeta values, double eisenstein series, and modular
forms of level 2.” Mathematische Annalen, 11 2013. 357(3):1091–1118. ISSN 0025-5831.
DOI:10.1007/s00208-013-0930-5. arXiv:1112.5697 [math.NT].
[12] J. O. Andersen, E. Braaten, and M. Strickland. “The Massive thermal basketball diagram.”
Phys. Rev., 2000. D62:045004. DOI:10.1103/PhysRevD.62.045004. arXiv:0002048
[hep-ph].
25
