Based on an approach with bounded virtual exosystems, the output synchronization of heterogeneous linear networks is addressed. Instead of exact synchronization with zero steady-state error, we introduce optimal stationary synchronization. Then, each agent is able to balance its synchronization error versus its consumed input-energy. In this regard, a local, time-invariant optimal control is obtained by means of recently developed methods for infinite-time linear quadratic tracking. Extending these methods, we present a parametric optimization problem to obtain an optimal control that guarantees given error-bounds on the synchronization error. In addition, we are able to relax standard assumptions and our approach applies even for agents which usually cannot synchronize exactly, e.g. agents with less inputs than outputs. All these aspects are demonstrated by an illustrative simulation example for which a detailed analysis is provided.
I. INTRODUCTION
This paper considers the output synchronization problem for linear heterogeneous multi-agent systems (MAS). MAS play an important role in various research areas [15] , [18] .
An internal model principle has proven to be necessary and sufficient for synchronization [23] . Loosely speaking, some part of the agents' dynamics has to be identical, which is not satisfied for heterogeneous agents in general. One way for solving this problem is to homogenize the agents by local feedback and then to achieve synchronization with the help of classical methods, cf. e.g. [8] , [25] . However, such approaches are limited in their applicability. Alternatively, it is possible to include identical virtual exosystems into a dynamic control strategy. These define a mutual objective of all agents. Then the homogeneous exosystems are synchronized to the synchronization trajectory y(t). Hence, the problem of exact synchronization (EXS) reduces to a local trajectory tracking task, i.e. the synchronization error has to vanish: lim t→∞ y i (t) = lim t→∞ y i (t) − y(t) = 0. First results of this approach were carried out by [9] , [23] .
In this paper, we consider the question: Is exact synchronization (EXS) always meaningful or necessary in heterogeneous multi-agent systems?
We believe the answer is: No. Especially for heterogeneous networks, the requirement of EXS can be quite restrictive. E.g., suppose that an agent is incapable of achieving a desired objective. If EXS is forced then all agents will have to synchronize to a common trajectory differing from the objective. Motivated by biological considerations, it sounds more natural to us that such "weak" individuals The authors are with Institute of Automatic Control and Mechatronics; Control Methods and Robotics Lab, Technische Universität Darmstadt, Landgraf-Georg Str. 4, 64283 Darmstadt, Germany, {bernhard, saman.khodaverdian, adamy}@rmr.tu-darmstadt.de try to follow the objective as best as they can instead of dictating all other agents to fail to do so. Moreover, it is easy to think of situations when agents have to consider additional requirements. E.g., saving energy in order to be able to participate in the network for a given time period. From this practical point of view, a synchronization within defined acceptable bounds seems more reasonable. Then the key question is: How can this new degree of freedom be used for an optimized performance of each agent without increasing the complexity of the control structure?
In the literature, however, little has been done so far and many results are similar to EXS at heart. E.g., an H ∞ -Norm "almost synchronization" was presented in [17] where EXS is assumed in absence of disturbances. Or, "practical synchronization" was introduced in [14] which requires that arbitrarily small bounds on the synchr. error are implementable. The same is true for "funnel synchronization" [19] . Altogether, it is not covered how weakening the requirement of EXS can be exploited to the benefit of the agents.
In this context, we propose a linear-quadratic tracking (LQT) approach for optimal stationary synchronization (OSS) of heterogeneous agents. It relies on recent results in infinite-time LQT [3] . For the first time, to the best of our knowledge, we will present a local, time-invariant optimal control with respect to quadratic cost (1) on infinite horizons t f → ∞, for which lim t→∞ y i (t) = 0. We suppose the weights Q i ≻ 0 and R i ≻ 0 are additional design parameters. These will allow each agent to balance the importance of synchronization versus input-energy consumption individually -even when EXS is infeasible, e.g. due to under-actuation for less inputs than outputs. Notice that finding an optimal control is not a trivial task since lim tf→∞ J tf (·) = ∞ for any u i (·) in general [1] . Nevertheless, under reasonable assumptions on infinite horizons, i.e. bounded y(t), [3] derived a time-invariant control which was proven to be strongly optimal. This forms the basis of our approach. We will carry out some modifications to adapt the results to MAS, e.g. a definition of stationary optimality at the end of Section II. Then we are ready to achieve OSS in Section III-A. Exploiting results in [2] , we are also able to introduce a parametric optimization problem (OP) whose solution satisfies the algebraic equations in [3] .
As discussed above, a certain bound on the j-th component of the synchronization error: | y ij | ≤ ǫ ij is often desired. To this end, we will introduce an OP in Section III-B which constitutes an inverse problem in a wider sense. Meaning that the goal is to obtain a Q i which leads to an input-energy efficient optimal control so that given feasible bounds are satisfied. We call this an error-bounded OSS (EBOSS). Here, the objective function will be motivated by the OP previously mentioned. The OP in question involves bilinear and linear matrix (in)equalities (BMI, LMI); hence, an efficient pathfollowing algorithm, e.g. see [16] , is implemented.
Summarizing, our novel contribution is: A time-invariant local control u * i (·), obtained either from algebraic equations or an optimization problem, which C1) leads to optimal stationary synchronization with respect to cost (1), t f → ∞ for any initial conditions of the agents' dynamics and exodynamics (OSS) C2) and can be obtained for quadratic, over-and underactuated agents as well as under relaxed assumptions. C3) guarantees error-bounded OSS, i.e. given error-bounds | y ij | ≤ ǫ ij , ∀j are additionally satisfied for all relevant initial values of the agents' exosystems. (EBOSS) The paper is structured as follows: First, the framework of MAS along with assumptions and an optimality definition are presented in Section II. Second, C1-2) and C3) are derived on a local level in Section III-A and III-B, respectively. This underlines that our results can be generalized for tracking tasks involving exosystems. Before our final conclusions, simulation results in Section IV account for C1-3).
Mathematical notations: The zero and identity matrix have appropriate dimensions if not stated explicitly:
The number of unique elements of a multiset Ω is given by card (supp(Ω)) and for an element k ∈ Ω the multiplicity is m Ω (k). The unit vector e i of appropriate length has i-th element equal to one, zero else. 1 a ∈ R a is a vector with all elements equal to one. Q denotes the set of rational numbers. The convex hull of a set of vectors X is conv(X ).
II. HETEROGENEOUS LINEAR MULTI-AGENT-SYSTEMS
In this section, the structure of the MAS is presented. The agents' dynamics and necessary assumptions are given. Then, the synchronization gain for the homogeneous exosystems is determined. Finally, the important definition of optimal stationary synchronization is introduced. Furthermore, we have to give technical requirements for the structure of the exosystem in Section II-A.2 and for the set of initial values of the exosystems in Section II-B. Since these are not necessary to understand the main results they may be skipped at first. For understanding of the proofs and for implementation, they should be closely followed. The context should be clearer after studying Section IV.
A. System Setup 1) Graph Theory: The information exchange in the multiagent system is modeled by a time-invariant directed graph G = (V G , E G ). The i-th agent in the network is represented by vertex i ∈ V G = {1, . . . , N }, N < ∞. Agent j receives information from agent i if the edge (i, j) ∈ E G exists. The communication network is described by the Laplacian matrix [15] , defined as L G = [l Gij ] ∈ R N ×N and
Definition 1: A directed graph G = (V G , E G ) contains a directed spanning tree if there exists at least one vertex that can reach every other vertex, using the edges contained in the set E G .
It can be shown that a directed spanning tree exists if and only if L G has a simple eigenvalue in zero [12] , i.e. λ 1 (L G ) = 0 and λ i (L G ) = 0 for i ∈ {2, . . . , N }.
2) Agent Dynamics & Assumptions:
We consider a heterogeneous network of N agents, with i-th agenṫ
with state, input and output vector x i ∈ R ni , u i ∈ R mi and y i ∈ R p . Since the network is heterogeneous, the system, input and output matrix A i ∈ R ni×ni , B i ∈ R ni×mi and C i ∈ R p×ni can be different among the agents, with possibly different state and input dimensions, but the output dimension must be the same. Herein, x ∈ R n describes the states of the exosystem and u ∈ R m its input. The exosystem determines the task which the network should accomplish and, hence, is the same for all agents. It is defined by identical matrices A ∈ R n×n , C ∈ R p×n and some B ∈ R n×m such that (A, B) is stabilizable. The matrices K i ∈ R mi×ni , Π i ∈ R ni×n , Γ i ∈ R mi×n and K ∈ R m×n are to be designed. The following assumptions are made for all agents: Assumption 1: G contains a directed spanning tree. Assumption 2:
Assumption 3: All eigenvalues λ j (A) are semi-simple and satisfy Re{λ j (A)} = 0.
Let us define the multiset Ω = {Im{λ j } ≥ 0 | λ j ∈ σ(A), ∀j} which we will call the frequency spectrum.
Assumption 4: It holds ωi ωj ∈ Q ∀ω i , ω j = 0 ∈ Ω. Asmp. 1 is a necessary condition to achieve synchronization with distributed synchronization protocols in timeinvariant networks, and Asmp. 2 is standard in control theory. Asmp. 3 guarantees bounded references given by the exosystem which is a standard assumption in context of infinite-time optimal tracking. That is, we regard periodic synchronization trajectories here. Since Q ⊂ R is dense, Asmp. 4 is not a restriction effectively. However, it allows us to introduce the time period T of the exosystem, i.e. ∃T ∈ R such that ∀ω j = 0 ∈ Ω ∃k j ∈ N such that T = k j 2π ωj holds.
We remark that we do not need to calculate T to apply the results of this paper.
Furthermore, we assume without loss of generality that the system matrix of the exosystem is organized as follows
with the number of different circular frequencies N Ω = card supp Ω − 1 and
With respect to A 0 , we define the constant scalar state
At this point, the block-diagonal structure of A, which can always be obtained by similarity transformation, may seem technical. However, it will permit us to make use of some helpful results of [2] .
Remark 1: Without loss of generality, we disregarded heterogeneous disturbances in (2a-b). Based on [3] , all presented results can be extended to disturbances given by local autonomous systems as long as Asmp. 3 and 4 hold.
Remark 2: In view of contribution C2), typical assumptions such as rank (B i ) ≥ rank (C i ) or that the eigenvalues of A and the invariant zeros of the agents' dynamics are disjoint as implicitly in [23] are not yet required. These are usually needed to guarantee the feasibility of EXS. In contrast, the assumptions can be weakened for OSS in Section III-A. E.g., agents with less inputs than outputs are feasible, cf. the example in Section IV.
B. Synchronization of Exogenous Systems
Synchronization of exosystem states, i.e. lim t→∞ x i (t)− x j (t) = 0 for all i, j ∈ {1, . . . , N }, with the distributed control law (2f) occurs if and only if A − λ i (L G )BK is Hurwitz for all i ∈ {2, . . . , N }, e.g. [13] . The following lemma is taken from [21] and given without proof.
Lemma 1: Let (A, B) be stabilizable and the symmetric matrix P be the unique positive definite solution of the algebraic Riccati equation
Following [21] , all outputs of the agents' exosystem converge to the synchronization trajectory y(t) = Cx(t) with
Since (2d-e) defines a mutual objective, it is reasonable to assume that x i (0) ∈ X , ∀i where X is a bounded subset of the euclidean space: X ⊂ R n . Due to (4b), it results x(0) ∈ X . With respect to the structure of (3), X accounts for the maximal step-height a max l of each scalar constant subsystem x l , l ∈ {1, . . . , m Ω (0)} and for the maximal amplitude A max h of each harmonic second-order subsystem
In Section III-B, we will characterize the subset X by
. . , N Ω } given by P j = diag P j1 , . . . , P jm Ω (ωj ) with symmetric P jk ∈ R 2×2 . Thus, any constant or harmonic subsystems of (2d) receives an individual block in P . Later on, x(t) T P x(t) will also qualify as a Lyapunov function implying
Under these considerations, we will see that X can be defined by a vector x B pointing to its boundary, i.e. x T B P x B = 1. We require that
This is not a restriction at all. Indeed, we simply require a normalization of X , i.e. for any
Obviously, such a normalization is always possible by performing a transformation of (2d-e) by a diagonal T ∈ R n×n for all agents. Then, the information on maximal step-heights a max l and maximal amplitudes A max h is simply included in the transformed C. The normalization will be important for the optimization problem formulated in Section III-B.
C. Local Transition & Definition of OSS
Once the homogeneous part of the agent-dynamics, i.e. the exosystems, are synchronized, the problem of synchronizing y i ∀i ∈ {1, . . . , N } has to be solved locally. Hence, the task of each agent is that its output y i tracks the output y i of its exosystem stationarily to some specified degree.
For this reason, we introduce the pair (Π i , Γ i ) satisfying
Omitting the details, this can be shown by standard means [20] since lim t→∞ u i (t) = 0 holds based on Section II-B.
In addition, we have lim t→∞
As a consequence, for analyzing the stationary behavior of (2a) for each agent it is sufficient to analyze its stationary response Π i x(t) to the autonomous system represented by (4) .
The main goal of this contribution is to guarantee an optimal stationary synchronization by a distributed control. Since J( y i , u i ) → ∞, t f → ∞ for any u i (·) in general, the classical definition of optimality does not apply here [1] . For the sake of compactness, we avoid to introduce one of the technical concepts of optimality for infinite-time LQT.
However, it can be drawn from [3] that a solution satisfying the following definition of stationary optimal synchronization corresponds to a so-called strongly optimal solution.
Definition 2: With respect to the cost (1) and any x(0) ∈ R n , the stationary synchronization of agent i for the local control u i (·) given by (2c) is
and, in addition, for any x(0) ∈ X it holds
with tolerated error ǫ ij > 0, ∀j ∈ {1, . . . , p} and ∀t ∈ [0, ∞). (EBOSS)
Notice that we compare u * i (·) to any arbitrary controlû i (·). Hence, we do not impose any restrictions on the class of optimal solutions in Definition 2.2). For exogenous references such as (4), it is proven in [3] that the solution of an infinite-time LQT-problem is indeed given by a timeinvariant control such as (2c). This leads to an optimal stationary trajectory Π * x(t) induced by a static pre-filter Γ * x(t), i.e. the pair (Π * , Γ * ). Clearly, any other choice
will require an infinite amount of additional cost based on Definition 2.2).
Remark 3: Definition 2.2) concentrates on the optimality of the stationary behavior rather than the transition. The reason is the limited information. Each agent can only access the state x i of a limited number of agents, for which a local optimal transition, see [3] , cannot be implemented in general.
Remark 4: In [10] , it is criticized that in infinite-time LQT there is "no control over the resultant steady-state error". In contrast to [10] , however, we will be able to explicitly consider given error-bounds as in Definition 2.3) in the design process by extending the results in [3] .
III. LOCAL OPTIMAL STATIONARY SYNCHRONIZATION
In this section, our contributions C1) and C3) are presented. We show how each agent achieves OSS and EBOSS by a local control u i , cf. Definition 2. This allows the agent to individually balance its synchronization error in relation to its consumed input-energy. Or, the agent is enabled to synchronize as best as it can when EXS is infeasible.
To determine an optimal pair (Π * i , Γ * i ), OSS is addressed in Section III-A which provides useful extensions of results in [3] . These will help us to approach the EBOSS in Section III-B by means of a parametric optimization problem with optimization variable Q i .
The results presented here account for infinite-time LQTproblems in general. Hence, we drop the index i in the sequel to emphasize the modularity of our approach.
A. Optimal Stationary Synchronization (OSS)
In order to achieve optimal tracking with respect to cost (1), we give an alternative set of equations for determining the pair (Π * , Γ * ) in comparison to [3] . It is given by Theorem 1: Suppose Asmp. 2 and 3 are satisfied. Then, optimal stationary synchronization (OSS) based on Definition 2.2) is achieved for any x(0) ∈ R n if and only if (Π * , Γ * ) is given by the unique solution of the equations
(9) Proof: For the present assumptions, it was proven in [3, Thm. 10 and Corol. 11] that a unique static pre-filter Γ * x(t) always exists which leads to a unique stationary solution Π * x(t) satisfying Definition 2.2). However, such a pair (Π * , Γ * ) must satisfy the necessary optimality conditions for infinite horizons t f → ∞ [7] . Instead of the sweep-methodbased approach in [3] (which involves an algebraic Riccati equation -ARE), these conditions can also be expressed by (8) and (9) in our case. The former defines the stationary solution of the Hamiltonian system. It is well known, cf. [1] , that the corresponding system matrix Θ does not have any eigenvalues on the imaginary axis if Asmp. 2 holds. Hence, under Asmp. 3, Sylvester equation (8) has a unique solution since σ(Θ) ∩ σ(A) = ∅, e.g. see [20] , and necessity as well as sufficiency follow by uniqueness. It will prove handy in the next section that we omitted a nonlinear ARE here. While we have already found a solution covering Definition 2.2) the following optimization problem (OP) will be helpful to determine a meaningful objective for an OP accounting for Definition 2.3). In this context, we exploit that an optimal stationary solution Π * x(t) induced by Γ * x(t) is T -periodic. Hence, instead of regarding the cost over [0, ∞), it suffices to consider one period, i.e. [t 0 , t 0 +T ].
Lemma 2: Under Asmp. 2, 3 and 4, the pair (Π * , Γ * ) obtained from Theorem 1 is equivalently given by Optimization Problem A:
subject to: ΠA = AΠ + BΓ. Proof: We regard the general case: there are zero and non-zero elements in Ω. As indicated by the equality constraint, we are only interested in the stationary behavior. Hence, we examine the stationary cost with respect to (1) over one period T , i.e.
t0+T t0
where t 0 ≥ 0 is arbitrary. Our aim is formulating a parametric OP such as OP. A. Thus, we look for a matrix G such that T x T (t 0 ) G T Gx(t 0 ) equals (10) . With the exosystem being in the special form of (3), however, we can make use of the result [2, Lemma 2] . Then, (10) equals
where G j are the columns of G that correspond to the states x j associated with the j-th block on the diagonal of (3) and
based on the invariance of the trace-operation towards similarity transformation.
It is left to show that the solution (Π * , Γ * ) of minimizing trace G T G is unique and implies
for all x(t 0 ) and any other (Π, Γ). Based on the periodicity of a stationary solution Πx(t), it is evident that an optimal pair (Π * , Γ * ) with respect to Definition 2.2) must lead to a minimal cost over one period T . Hence, if (11) is true for the solution of OP. A it must be equivalent to the solution given by Theorem 1.
In this context, we exploit the knowledge that a unique (Π * , Γ * ) satisfying (11) must exist, cf. Theorem 1 or [3] . As a consequence, for any (Π, Γ) we can find an x * (t 0 ) for which the strict inequality holds in (11) . Furthermore, we introduce Z = G T G Π, Γ − G T G Π * , Γ * . Now, we suppose trace (Z) = 0. Since Z 0, this would imply Z = 0. But this is clearly a contradiction with respect to the existence of x * (t 0 ). As a result we have trace(Z) > 0 which leads to trace G
Thus, the proposition follows by uniqueness. It is well known, e.g. see [24] , that the optimal infinite-time LQT-control for constant references can be obtained from an off-line OP. We have shown that this is even possible in the case of time-varying, bounded exogenous references without a-priori knowledge of the initial value x(0).
In a different context, an OP related to OP. A was proposed in [11] . The author remarked that it is sensitive to the chosen coordinates of the exosystem, i.e. one can observe that it leads to suboptimal solutions. However, if the exosystem is transformed into the special form of (3), we have just proven that OP. A indeed gives the unique optimal solution.
Remark 5: At this point, one might be tempted to solve OP. A with additional constraints (7) . However, this will lead to a suboptimal solution which does not account for Definition 2.2). Instead, we will present a proper approach.
Remark 6: In case Asmp. 3 is violated, i.e. the references are unbounded, (Π, Γ) given by Theorem 1 can still be applied. It constitutes an approximation of the finite-time optimal LQT-control for t f < ∞ under certain conditions, for details we refer to [3] .
B. Error-Bounded Optimal Stationary Synchr. (EBOSS)
Our goal is to find a pair (Π * , Γ * ) which is optimal with respect to a cost to be specified and satisfies the output errorbounds (7) , i.e. we seek an error-bounded optimal solution. In this regard, we introduce an OP which resembles an inverse problem in parts. More precisely, we look for a suitable tracking-error weight Q such that the desired bounds are satisfied by the corresponding optimal control. At the same time, the feasible optimal control should be efficient in terms of the input-energy for a given R. This leads us to Optimization Problem B:
subject to: (8) , (9),
where x B from (5) and block-diagonal P structured as in Section II-B. To guarantee solvability of OP. B we impose Assumption 5: There exists a pair (Π, Γ) solving the regulator equations, i.e. (6) and CΠ − C = 0.
According to [20] , Asmp. 5 is satisfied if and only if an EXS solution exists. Thus, arbitrarily small given ǫ j > 0 can be satisfied by (Π * , Γ * ) obtained from Theorem 1 if Q is suitably chosen, e.g. a sufficiently large weighting of the synchronization error in order to approximate the EXS solution sufficiently close. Hence, OP. B must have a solution. We come to the result:
Theorem 2: Suppose Asmp. 2-5 hold and a set X is given as defined and normalized in Section II-B. For any given ǫ j > 0, j ∈ {1, . . . , p} and for any initial value x(0) ∈ X of the synchronized trajectory (4), the pair (Π * , Γ * ) obtained from the argument of OP. B guarantees an error-bounded optimal synchronization (EBOSS).
Proof: With respect to (8) and (9), (Π, Γ) is clearly constrained to satisfy the conditions in Definition 2.2).
In view of (7), we slightly extend results in [4, Section 6.2.2, 7.2.3] here. Due to Asmp. 3, exosystem (4) is Lyapunov stable. Hence, with the constraints (12b-c), the set {χ ∈ R n |χ T P χ ≤ 1} defines an invariant ellipsoid which equals X due to the required block-diagonal structure of P , see Section II-B. This implies x(t) ∈ X ∀t ≥ 0 for any x(0) ∈ X . As a consequence, (7) is guaranteed if ∀ x ∈ X , it holds x T CΠ − C T e j e T j CΠ − C x ≤ ǫ 2 j . By application of the S-Procedure and the Schur-Complement-Lemma, this is equivalent to
By introduction of a slack variable as in (12d), it is feasible to check that (12e-f) imply (13) for all j ∈ {1, . . . , p}.
Since (Π * , Γ * ) leads to OSS due to constraints (8) and (9), it also solves OP. A based on Lemma 2. Comparing the objective of OP. A with (12a), it is clear that OP. B will lead to the input-energy efficient optimal control satisfying the given bounds. Here, the normalization of X and, thus, of x(t) comes into play. Based on (2c) with Γ * x(t), the information on a max l and A max h is included in Γ * ; hence, it is factored in the objective (12a).
Remark 7: Sufficient conditions for Asmp. 5 are discussed in Remark 2. For under-actuated systems, Asmp. 5 is typically not satisfied. Then, investigating the smallest ǫ j feasible would be interesting which is part of future work. An easy way to use OP. B still is choosing ǫ j = l j β, 0 < l j , β ∈ R ∀j and iteratively lowering β as long as OP. B is solvable.
With respect to solving the proposed OP. B, we face a difficulty. While the objective can easily be replaced by the linear objective min trace (Z) for slack variable Z ∈ R n×n and constraint Z Γ T Γ R −1 0, e.g. see [4] , the constraint (8) contains a bilinear term: −C T QCΠ in the variables Q and Π. Hence, OP. B is effectively a BMI-problem. These types of problems are nonconvex in general and particularly hard to solve which means finding a local minimum [22] . A way to proceed is using one of the few, freely available numerical solvers which can handle BMI. A possible choice is PENLAB [5] . However, the solver could not handle nondiagonal Q, i.e. solutions denoted as "optimal" violated constraints. This is unfortunate since non-diagonal Q can provide better solutions in terms of a smaller objective (12a).
Instead, we present an iterative method known as pathfollowing. We follow the basic guidelines of [16] . The key idea is to solve a convex LMI-OP derived by first-order Taylor approximation of OP. B at a current operating-point (O-P) k−1. An O-P is defined by a Q k−1 for which OP. B is feasible under constraint Q = Q k−1 . This also gives Π k−1 . Then, an optimal perturbation Q k−1 + ∆Q * is chosen by Optimization Problem C: min Π,Γ,Π λ ,∆Q,P ,X trace Γ T RΓ subject to:
, (12b-f),
As suggested by [16] , the constraint (14a) guarantees α k−1 Q k−1 2 > ∆Q * 2 with α k−1 > 0, i.e. only a local search around the O-P is permitted.
For the additional constraint Q k = Q k−1 + ∆Q * , we have to check if OP. B is feasible which yields Π k , Γ k . Suppose this is true and, in addition, a relative decrease of the objective
Before the next iteration is executed, an adaptation of α k is performed [16] . Due to similarities to trust-region algorithms, a typical adaptation with case analysis can look like
with α max > 0, γ ≥ 1 and 1 > δ > 0. If the new O-P is accepted, the linearized OP. C is "trusted" with a wider exploration. Otherwise, the trust-region is shrunk by (15b), i.e. it is searched more locally. A suitable choice of γ and δ can prevent the algorithm from being attracted to an unacceptable local minimum in the convergence process. The proposed procedure is summarized in 
Remark 8:
For initialization, a diagonal Q 0 with suitable large entries should be sufficient to satisfy the constraints of OP. B. In order to find a satisfying local minimum, however, the choice of the initial O-P is critical. Hence, it can be worth to consider a diagonal Q 0 obtained from a numerical optimization by PENLAB. Either way, Algorithm 1 will find a non-diagonal Q which guarantees a decrease in the objective. In this section we demonstrate our contributions C1-3). We show that optimal synchronization can lead to a satisfying performance even when standard approaches such as [9] are infeasible. That is, for a given exosystem (2d-e) the necessary solvability of the regulator equations [23] is violated and exact synchronization is impossible. In this regard, we consider an under-actuated agent for which rank (B) < rank (C). Furthermore, we verify the energy-efficiency of our approach by comparing the energy-consumption of two homogeneous agents where one is affected by significant actuator wear.
For this purpose, two groups of heterogeneous agents are considered. The first group reads
While agent 1 is in healthy conditions, β 1 = 1, 2 is subject to 12.5% actuator wear, β 2 = 0.875. The second group is given by 
The boundary of the set of feasible initial values is defined by x T B = 1 1 0 1 0 1 as in (5) . Note that C accounts . Table I) for the desired maximal amplitudes, e.g. A max 2 = 0.25 for ω 2 = 2, and step-heights, e.g. a max 1 = 2.5 for the first output, cf. Section II-B. With B = I n , the synchronization gain K is obtained from Lemma 1 for σ = 0.138.
It is left to choose (Π i , Γ i ) applying for the individual local synchronization strategy of each agent. Table I gives an overview. In case of 1 and 3 , the classical approach of exact synchronization (EXS) is obtained with (Π 1/3 , Γ 1/3 ) solving the regulator equations [20] . The over-actuated 4 synchronizes optimally based on Definition 2.2) with Q 4 = diag(30, 20) and R 4 = I. Then, the optimal pair (Π * 4 , Γ * 4 ) can be calculated as in Theorem 1 right away. Apparently, the over-actuation does not need to be considered explicitly. This is beneficial in comparison to the classical EXS approach. There, the solution of the regulator equations would not be unique and one would have to solve an OP as given in [11] which additionally may lead to suboptimal solutions.
Due to the actuator wear, 2 desires to save as much inputenergy as possible while synchronizing within acceptable bounds ǫ 21 = 0.37 and ǫ 22 = 0.28. With R 2 = I, OP. B is numerically solved by means of PENLAB which gives diagonal Q * 2 = diag(463.37, 426.99) and trace Γ * T 2 R 2 Γ * 2 = 263.59. Implementing (Π * 2 , Γ * 2 ) leads to an error-bounded optimal synchronization based on Definition 2.3).
In case of the under-actuated 5 , an EXS solution does not exist since Asmp. 5 is violated. In an iterative manner following Remark 7, ǫ 51 = 1.7, ǫ 52 = 2.4 were obtained for which OP. B with R 5 = 1 can be solved. The solution was found as follows. First, we solved OP. B numerically with PENLAB yielding diagonal Q PENLAB
5
. This gave the initial Q 0 5 = Q PENLAB 5 and the path following 1 Algorithm 1 was carried out for γ = 1.5, δ = 0.9, α max = +∞. It terminated after 178 iterations due to ∆ 178 rel < 10 −7 . This resulted in this point, we stress that the bounds ǫ 51 = 1.7, ǫ 52 = 2.4 define a worst-case synchronization error. We will see next that even for x(0) on the boundary of X the performance can 1 The LMI-problems were numerically solved by the help of CVX [6] . be quite satisfying. In general, we expect that a less critical ratio of the number of inputs to the number of outputs (1:2 here) will allow for less conservative bounds.
In the sequel, a simulation example is analyzed. At t = 0, all agents are at rest and the exosystems are asynchron such that x(0) T = 1 1 1 0 1 0 , x(0) = x B . Although this requires x i (0) ∈ X for some i, it results x(0) ∈ X . Hence, 2 and 5 will satisfy the defined bounds and the results of Theorem 2 hold. Then, the synchronization trajectory ( ) is given by y(t) = Cx(t) with (16) and
x(t) = 1 1 cos(0.5t) − sin(0.5t) cos(2t) − sin(2t) T . This also shows that the exosystem formulation as required by (3) is rather intuitive.
The results for outputs y 1 and y 2 are presented in Fig. 1 . After a transition period [0s, 6s], we observe that all agents satisfy the error-bounds ǫ 21 and ǫ 22 , i.e. the stationary trajectories omit the gray area. As expected, 1 and 3 track y(t) asymptotically. Though x(0) lies on the boundary of X , the bounds are satisfied by 2 . The over-actuated 4 tracks y(t) very closely while the under-actuated 5 also shows a satisfying tracking performance.
The stationary input-energy over one time period T is . The energy-consumption of group A is displayed in Fig. 2 . Since 2 is not forced to synchronize exactly, it manages J u,2 ≈ J u,1 ≈ 765 despite the 12.5% actuator wear. In case of EXS, unfavorably, additional 30% input-energy would have been necessary, see graph . In the same manner, 1 would have saved 23.5% input-energy, if he had relaxed his synchronization to the acceptable bounds, see graph .
V. CONCLUSION
We presented an LQT-based approach for optimal stationary synchronization which can be considered an alternative to exact synchronization. Comparing both, the control structure is completely the same. However, our method shows various advantages. Typical assumptions for the existence of the control could be relaxed and the class of MAS suited for application is extended. It was shown that synchronization within acceptable bounds of the synchronization error allows saving a significant amount of input-energy. Hence, the agents achieve locally an optimized performance. Due to the modularity of our approach, the results can be recommended for application to general infinite-time LQT-problems.
