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Abstract
Anomaly detection plays in many fields of research,
along with the strongly related task of outlier detection, a
very important role. Especially within the context of the
automated analysis of video material recorded by surveil-
lance cameras, abnormal situations can be of very different
nature. For this purpose this work investigates Generative-
Adversarial-Network-based methods (GAN) for anomaly
detection related to surveillance applications. The focus
is on the usage of static camera setups, since this kind of
camera is one of the most often used and belongs to the
lower price segment. In order to address this task, multi-
ple subtasks are evaluated, including the influence of exist-
ing optical flow methods for the incorporation of short-term
temporal information, different forms of network setups and
losses for GANs, and the use of morphological operations
for further performance improvement. With these extension
we achieved up to 2.4% better results. Furthermore, the
final method reduced the anomaly detection error for GAN-
based methods by about 42.8%.
1. Introduction
With the growing number of CCTV cameras located
in urban environments, the amount of recorded high-
resolution data increases steadily. A major challenge that
comes to light with this is the rising difficulty of handling
such large amount of data. Despite the network traffic and
storage space, the number of security staff has to be in-
creased, since it gets almost impossible for a single person
Figure 1: Examples for a normal and abnormal situa-
tion represented in the Ped2 [13] dataset. The image on
the left-hand side is considered as normal since only pedes-
trians occur. On the right-hand side the occurrence of a ve-
hicle is considered as anomaly.
to keep an eye on every single camera. This leads to the de-
mand for automatic systems that assist people in such data
intensive situations. However, most systems that deliver de-
sired information like certain recognized activities or the
detection of abandoned objects come with a very focused
task. Hence, labeled data is needed, which is not avail-
able in many cases and strongly depends on the task. Fur-
thermore, the actual information in which security person-
nel is interested, differs strongly depending on the observed
scenery. One way to address this need is to use Generative
Adversarial Networks (GANs) to learn the data distribution.
GANs are a specific neural network setup which consists of
two networks: a generator network and a discriminator net-
work. These networks are used to capture real data distri-
butions, for which the data can be obtained with very low
effort and no need of labels or further supervision. In or-
der to tackle the task of unsupervised anomaly detection in
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videos, we follow the idea of applying GANs. These GANs
aim to perform a domain transfer between appearance infor-
mation and motion information. Based on this, our model
is trained to identify the distribution of normal motion pat-
terns and appearances and hence to distinguish those from
abnormal situations.
Thus, in this work we evaluate several aspects of state-of-
the-art anomaly detection methods with respect to the char-
acteristics of static surveillance cameras. Specifically, we
focus on two distinct aspects in the pipeline of modern
anomaly detection methods. First, for generating training
data we evaluate the impact of optical flow methods regard-
ing the overall dynamics between successive frames. Sec-
ond, since our aim is to generate a prediction for short-term
motion and compare it with the actual perceived motion,
we attempt to reduce occurring noise. To do so we extend
our baseline at two points: During training we include an
additional cycle consistency loss for a single-frame-based
motion prediction leading to less noisy anomaly heat maps.
At test time, we apply morphological operations to further
improve the quality of the predicted anomaly maps. The
evaluation on two distinct GAN setups emphasizes the pos-
itive effect of our extensions.
This work is divided as follows: Starting with this intro-
duction, this work then gives a short overview on anomaly
detection for video surveillance focusing on existing GAN-
based methods. The subsequent part concentrates on our
experiments, which include various considered methods for
optical flow computation and a cross-domain approach for
training a specific GAN architecture. Finally, the described
extensions to our baseline are evaluated separately in an ab-
lation study.
2. Related Work
2.1. Overview of Anomaly Detection Methods
According to [9] deep learning based anomaly detection
methods can be divided into three different categories: rep-
resentation learning for reconstruction, predictive model-
ing, and generative models. Methods categorized as rep-
resentation learning for reconstruction are used to find a
transformation of the training data which defines the nor-
mal behavior. Anomalies do not fit the implicit assump-
tion and thus are reconstructed poorly. These methods are
often based on auto encoders (AEs) [20] or convolutional
auto encoders (CAEs) [4]. Predictive modeling methods
aim to compute the current data sample based on the pre-
vious frames and thus have a stronger focus on temporal
dependencies. These temporal dependencies are assumed
to differ greatly between normal and abnormal samples. In
order to capture the temporal dependencies of normal sam-
ples, the concepts of long short-term memory (LSTM) [16]
or slow feature analysis (SFA) [5] are applied. Generative
models are utilized to capture the data distribution of nor-
mal data samples. Based on these models anomalies are
detected. Generative adversarial nets which we utilize for
anomaly detection can be assigned to the latter category.
2.2. Anomaly Detection Using GANs
Lots of work has been published on generative models
for the task of anomaly detection, especially on GANs. This
section gives an overview over work that is strongly related
to our approach and applies GANs to this task.
Lee et al. [11] combined a GAN and an LSTM to a so
called STAN. Their method consists of a spatio-temporal
generator and discriminator. The generator can be subdi-
vided into three parts: a spatial encoder, a bidirectional
convolutional LSTM (ConvLSTM) network and a spatial
decoder. The spatial encoder extracts features of an input
frame. Given a frame Ft, the features of the five preced-
ing frames Ft−5, ..., Ft−1 and the five subsequent frames
Ft+1, ..., Ft+5 are fed to a ConvLSTM which extracts tem-
poral features. A spatial decoder infers the inter-frame F˜t
based on the output of the LSTM. The anomaly score is gen-
erated as a weighted sum of the mean squared error between
Ft and F˜t, and the output of the discriminator.
Liu et al. [12] applied a GAN setup to generate future
frames from a sequence of input frames. Therefore, the
authors proposed to stack t consecutive frames to an input
data sample. The generator used in this setup consists of
several convolutional layers and learns to predict the future
frame on the basis of a given set of frames. In addition to
the GAN-loss and the pixel-wise reduction loss as used in
STAN, the authors introduced a frame gradient loss [15] be-
tween a predicted frame F˜ and its target frame F . The used
flow maps are calculated for two image pairs, the last frame
Ft of the input sequence and its generated prediction F˜t+1,
as well as Ft and the consecutive real frame Ft+1. Finally,
the discriminator identifies whether the input sequence of
t frames is part of the data distribution and hence shows a
normal or abnormal situation.
Ravanbakhsh et al. [18] presented a so called cross-
channel approach, trying to use two channels: motion and
appearance. Therefore, the motion channel represented by
an optical flow field is predicted based on the current input
frame. At the same time, the corresponding frame of the
appearance channel is reconstructed based on classical opti-
cal flow computation between the frame at time steps t and
t + 1. These corresponding generation tasks are realized
using GANs. During the training of the first GAN setup,
the conditional discriminator distinguishes pairs which con-
sist of an input frame and the optical flow computed by the
generator from the input frame and its conventionally cal-
culated optical flow. In the second setup, the discrimina-
tor distinguishes between pairs where the frames are either
generated or real. During inference, the discriminator is fed
Figure 2: Schematic overview of our GAN training. During the training process of our GAN approach two generators are
trained. This schematic highlights the direction from appearance to motion, where the generators GA→B and GB→A are
trained one for each transformation direction between motion and appearance domain. The procedure for the direction from
motion to appearance (see faded part) is the same.
only with real frames and real optical flow maps. Normal
data is part of the real data distribution and thus the dis-
criminator assigns a high probability to a seen sample. In
contrast, abnormal data is assumed not to fit the data distri-
bution and thus the discriminator assigns a low probability
to these samples. The outputs of the discriminators are then
used to detect anomalies.
In another approach, Ravanbakhsh et al. [17] proposed to
use the same training setup but instead of using the discrim-
inators for detection they adapted the output of the genera-
tors. They use the difference between the generated sample
and the ground truth for each channel to determine a mea-
sure for the abnormality. In order to create a semantic dif-
ference, they applied a pretrained AlexNet [10] as feature
extractor and computed the difference in the feature space.
We will adapt this idea for our method, which will be
presented in the next section.
3. Method
This section gives an overview over our studies for
image based anomaly detection in surveillance scenarios.
Therefore, we adapted the cross-channel approach proposed
in [17] and applied further extensions including cycle-
consistency and morphological operations to the original
implementation. In the following we present the procedure
to train our GAN setup focusing on the direction from ap-
pearance domain A to motion domain B. The training of
the opposite direction which does the transfer from motion
domain to appearance domain is performed analogous.
3.1. Cross-Channel Approach
We utilize camera frames and optical flow maps to
realize a transfer between motion and appearance infor-
mation. The cross-channel approach is based on the
pix2pixGAN [7] which is based on a Conditional Gener-
ative Adversarial Network (CGAN) to transfer images from
a source to a target domain. In order to realize an im-
age domain transfer, optical flow maps are interpreted as
3-channel images. CGANs consist of a generator G and a
discriminator D, where the generator aims to capture the
real data distribution. The discriminator’s task is to distin-
guish between real and generated data samples. The con-
ditional generator and the conditional discriminator get the
source image a ∈ A as additional information. The gener-
ator aims to compute the corresponding sample b ∈ B in
the target domain as output using random noise c. The loss
L(V)CGAN(G,D) as introduced for the VanillaGAN [3] is given
by:
L(V)CGAN(G,D) =Eb,a[logD(b | a)]
+Ec,a[1− logD(G(c | a))]
(1)
In addition to that, we performed further experiments using
the GAN loss based on the least squared error [14] and refer
to it in the following as LSGAN. In this respect, the loss
function is split into a loss for the generator L(LS)CGAN(G) and
a loss for the discriminator L(LS)CGAN(D):
L(LS)CGAN(G) =
1
2
Ea,c[(D(G(c | a))− 1)2], (2)
L(LS)CGAN(D) =
1
2
Eb,a[(D(b | a)− 1)2]
+
1
2
Ea,c[(D(G(c | a)))2]
(3)
Additionally, the GAN task is extended by adding the
L1-distance between the generated output and the image b
in the target domain to the loss function. This loss is calcu-
lated according to:
LL1(G) = Eb,a,c[‖ G(c | a)− b ‖1] (4)
These losses are added up in a weighted sum as introduced
in the original pix2pix GAN implementation [7]. The whole
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Figure 3: Schematic of the anomaly detection workflow during inference. Given a video frame Ft, the generator predicts
dense optical flow O˜t which is compared to the actual optical flow Ot. The result is a heat map ∆t. After some processing
(cf. Section 3.3) ∆t is refined in order to eliminate interfering noise. Based on the resulting value of the anomaly score
function α(∆∗t ) the frame Ft is finally categorized as normal or abnormal.
setup is used in order to train generators which are able to
transfer normal camera scenes in normal optical flow maps
and vice versa.1 In case of transferring appearance to mo-
tion information, the optical flow map O˜t is generated based
on the corresponding frame Ft. The ground truth flow map
Ot is computed based on the frame Ft and Ft+1. During
application, abnormal scenes, i.e. scenes that were not rep-
resented in the training data, are transferred poorly which
leads to a higher disparity between the target image and the
generated one. The aforementioned disparity is then used
to calculate an anomaly score. The general workflow can
be described as follows: Firstly, for comparing optical flow
maps the frame-wise anomaly score is calculated directly
based on the disparity between the translated and the origi-
nal flow map. Secondly, different to [17] we utilize the third
layer of the third convolutional block (3-3) of a pretrained
VGG-16 network [19] to extract a flattened feature vector
from video frames in order to determine a semantic differ-
ence between two frames. Finally, the disparity between the
feature map of the original and the transferred image is used
as anomaly score. In both cases the differences of the fea-
ture maps are calculated element-wise, squared and after-
wards summed up along the channel dimension. The result
of the corresponding operation is a heat map ∆ ∈ Rm×n
of the squared differences where m and n denote the spa-
tial dimensions. These heat maps are utilized to calculate
the frame wise anomaly score function α : Rm×n → R+0
as follows:
α(∆) =
√√√√ 1
mn
m∑
i=1
n∑
j=1
∆ij (5)
Here, ∆ij denotes the entry in the i-th row and j-th col-
umn of the heat map ∆. Thus, the anomaly score is based
on the root mean squared error between the original and
the transferred representation in each domain. As in other
1The GAN is trained in both directions in an alternating manner.
work [11, 12, 17, 18], anomaly scores are normalized video-
wise. Since for each sample two heat maps based on the
different domains are obtained, fusion as proposed in [17]
was applied. The fused heat map ∆¯F = ∆¯C + λh∆¯O is
the result of a weighted sum of the video-wise normalized
heat maps obtained from translation from camera frame to
optical flow ∆¯O and from optical flow to camera frame ∆¯C .
3.2. Cycle-Consistency Extension
For our experiments we extend the adapted GAN model
by cycle-consistency as proposed in [21]. A given sample
a taken from a source domain A is translated to a target do-
main B using the generator GA→B . The counterpart gen-
erator GB→A of the cross-channel approach aims to recon-
struct the translated input sample in its original domain. The
cycle-consistency loss Lcyc is the pixel-wise L1 distance be-
tween the input and its reconstruction:
Lcyc = Ea,c[‖ GB→A(c | GA→B(c | a))− a ‖1] (6)
where c represents random noise, incorporated by dropout
within the network as introduced in [7]. The weighted
cycle-consistency loss is added to the loss for the domain
transfer as introduced in Section 3.1. Substituting the corre-
sponding generators in the loss terms leads to the composite
objectives for VanillaGAN and LSGAN shown in Eq. 7, 8
and 9. The overall schematic is shown in Fig. 2.
L(V ) = L(V )CGAN(GA→B , DB)
+ λL1LL1(GA→B)
+ λcycLcyc
(7)
L(LS)G = L(LS)CGAN(GA→B)
+ λL1LL1(GA→B)
+ λcycLcyc
(8)
L(LS)D = L(LS)CGAN(DB) (9)
Table 1: Evaluation of VGG-16 conv layers for semantic difference. The table shows the results for the anomaly detection
task when using different layers of VGG-16. Conv (3-3) showed the best results for the computation of semantic differences.
For this evaluation we used the second generator GB→A, which transforms flow to frames. This task is dominated by
ambiguities between person appearance that lead to lower AUC scores.
conv layer (1-1) (1-2) (2-1) (2-2) (3-1) (3-2) (3-3) (4-1) (4-2) (4-3) (5-1) (5-2) (5-3)
AUC [%] 65.4 64.9 62.8 58.6 63.6 74.3 78.5 68.0 66.1 65.0 57.0 64.6 64.8
3.3. Noise Suppression
Under the assumption that anomalies in surveillance
cause spatially larger areas of differences in the heat map,
during application phase we perform in a post-processing
step the suppression of small area differences which are
considered as noise. We applied classical morphological
operations, namely closing and opening, to achieve the de-
sired behavior. In order to do so, ∆ has to be interpreted
as a binary image. This is achieved by clipping the values
of each bin ∆ij > 0 to 1. Closing is then applied to elim-
inate small holes from large area segments, which makes
large area differences robust to opening which is applied
afterwords to eliminate the small area differences and thus
reduce false positive predictions. The resulting refined heat
map is denoted as ∆∗. For an overall overview of the work-
flow during inference see Fig. 3.
4. Experiments
4.1. Dataset
For the evaluation, we performed the experiments on the
UCSD dataset [13]. The UCSD data set is split into two
subsets: Ped1 and Ped2. Each subset shows a university
walkway in which pedestrians are considered as normal and
unusual objects such as vehicles and atypical motion pat-
terns such as cycling or skating are considered anomalous.
Furthermore, all frames within the same subset show the
identical background. The Ped1 data set is composed of
34 training videos and 36 testing videos. Each video com-
prises 200 frames at a resolution of 238 × 158 pixels. The
total number of frames is 14,000 with 40 different abnormal
events. The Ped2 data set contains 16 training videos and
12 testing videos. The number of frames per video ranges
between 120 and 180, summing up to 4,560 frames in to-
tal with 12 different types of anomalies. The resolution is
360×240 pixels and thus slightly higher than in Ped1. Fig. 1
shows an example of a normal scene and an abnormal scene
of the Ped2 data set. According to the number of citations,
this data set is the most used benchmark for anomaly detec-
tion in surveillance. However, as some recent work reports
results for Ped1 on a subset of 16 test videos [17] whereas
others report results for 36 videos [12], we decided to con-
duct our experiments on the Ped2 subset. The metric used
for quantitative comparison is the area under the receiving
operating characteristic (AUC).
4.2. Implementation Details
All camera images and optical flow maps were scaled to
a resolution of 256× 256 pixels. To visualize the flow map
as a three channel image the angle and the magnitude of the
flow vector were interpreted as the hue and the intensity of
the HSI color space. The saturation was set to 1 in order
to improve clarity. The intensities of the grayscale camera
images are copied to each RGB channel.
The generator was realized as a U-Net generator and the
discriminator was realized as a PatchGAN discriminator as
introduced in the original set up [7]. The GAN was trained
for 10 epochs utilizing the Adam optimizer [8]. Each trans-
lation direction of the baseline model was trained indepen-
dently, whereas both translation directions of the model
with cycle-consistency extension are trained simultaneously
to improve stability [21]. The morphological operations ap-
ply a structural element with a kernel size of 7× 7 in which
each element has a value of 1 in order to perform the noise
suppression on areas containing differences. The stride is
set to 1.
4.3. Impact of Optical Flow Calculation
In order to determine the impact of the optical flow
calculation method, we investigated three different meth-
ods to calculate optical flow according to [1], [2] and [6].
The methods proposed in [1] and [2] are classic methods
whereas the method in [6] also known as FlowNet2 is based
on neural networks. In Fig. 4 the flow maps of the different
calculation methods are depicted.
As evident from the comparison of AUCs (area under
curve) in Tab. 2, calculations according to [1] achieved best
performance with respect to anomaly detection. We identify
the reason for this performance in the high frequency com-
ponent calculation in the optical flow maps. As visualized
in Fig. 4 the method according to [1] calculates higher fre-
quency components and discontinuities within the optical
flow field. Due to its assumption of a slowly varying flow
field, the method according to [2] is well known to smooth
out discontinuities. These components though are impor-
tant to characterize the motion patterns in greater detail and
Figure 4: Visualized flow maps of different calculation methods. The flow map calculated according to [1] is visualized on
the left-hand side, the one according to [2] in the middle and the one according to [6] on the right-hand side. Color intensities
were adjusted to improve the visualization. The hue indicates the direction of the movement. The corresponding camera
frame is visualized in Fig. 1 on the left-hand side. As can be seen, there is a clear difference between the quality of the optical
flow maps, where the left one delivers the clearest and best concentrated flow maps compare to the middle and right one.
Table 2: Evaluation of different methods for optical flow
generation. The table shows AUC results using the gener-
ator GA→B (flow-based), GB→A (frame-based), and fused
results for our VanillaGAN using optical flow generated ac-
cording to [1], [2] and [6]. The best results were achieved
using the method proposed in [1] in all cases.
Ped2
Method frame fused flow
Brox [1] 78.5% 85.8% 93.7%
Farneback [2] 69.6% 80.8% 84.2%
FlowNet2 [6] 66.0% 75.0% 81.5%
hence differ between different motion patterns such as those
of pedestrians and skateboarders. Consistently, anomaly de-
tection is sensitive to the optical flow calculation method
based on which motion patterns are captured. The optical
flow maps calculated with the pretrained FlowNet2 [6] visu-
alize motion patterns poorly. An explanation for these poor
calculations is that the data on which this network is pre-
trained does not cover scenes with static backgrounds and
multiple, similarly moving objects.
Further, the results imply that the translation from cam-
era images to optical flow achieves better performance. The
main reasons for the poor performance of the detection by
translation from optical flow to frame is the difficult recon-
struction of object attributes and backgrounds, since this in-
formation is not explicitly provided by optical flow maps
and thus implicit assumptions by the generator are needed.
These implicit assumptions though do not have any effect
on the anomaly detection task. Fusion of heat maps which
are computed based on the translation in the two differ-
ent directions as proposed in [17] builds approximately the
mean of both receiving operating characteristics and thus
does not yield a further improvement. This is in contrast
to findings in [17] which could be caused by the utilization
of a maximum difference based anomaly score calculation
method. In general, we observed that heat maps computed
by the semantic comparison of camera frames contain large
areas of small difference for normal objects which can be
interpreted as noise. This noise achieves it maximal value
in the center of these normal objects. The noise caused
in heat maps computed based on the comparison of opti-
cal flow maps is located at the extremities of pedestrians
whereas differences caused by an anomaly are distributed
over the entire object shape. In case of a maximal differ-
ence based calculation method, the areas of maximal dif-
ferences caused by noise do not superpose after fusion and
devalue these differences relative to differences caused by
anomalies. Thus, fusion smooths out the high values of
the wrongly predicted extremity movement of pedestrians
in the flow domain. In case of a root mean squared differ-
ences based anomaly score calculation the impact of the in
general larger areas of differences in heat maps computed
based on camera frames dominates and causes blurriness.
4.4. Extensions
We applied our extensions to the better performing
imate-to-optical-flow setup. Tab. 3 shows that the exten-
sion by cycle-consistency improved performance of the
VanillaGAN baseline by 1.1%. The additional application
of noise suppression caused a further increase of perfor-
mance by additional 0.9%. Despite the VanillaGAN loss,
we utilized the LSGAN loss, which improved the perfor-
mance of the baseline by 1.7%. The proposed extensions
likewise improved the performance of this alternative setup.
In this setup, the cycle-consistency extension enhanced the
performance by 2.2%. The noise suppression caused an ad-
ditional improvement by 0.4%. These results show that our
extensions generalize to other GAN setups.
Figure 5: Heat maps for baseline and extensions. In
the first row, the heat map of the baseline model is visu-
alized. The second row contains the heat map of the same
scene computed by the model with cycle-consistency exten-
sion. The third row contains the heat map of the model with
cycle-consistency and additional noise suppression. In the
left column, an area of the heat map is highlighted in which
the motion of the feet of a pedestrian are by mistake clas-
sified as anomalous. Cycle-consistency reduces this predic-
tion error and the noise suppression step almost eliminates
it completely.
We identify the main reason for this improvement in
terms of anomaly detection performance caused by the pro-
posed extension in the reduction of faulty motion predic-
tions. This effect can be observed in Fig. 5. In the first row
the heat map of the baseline model is visualized. The sec-
ond row contains the heat map of the model extended by
cycle-consistency. The third row contains the heat map af-
ter additional noise suppression. The right column shows
a magnification of the corresponding area on the left side
where the motion of the feet of a pedestrian is predicted.
The corresponding camera frame of the scene is visualized
in Fig. 1 on the left-hand side. The heat map computed
based on the baseline model contains large differences in
this area which is caused by a large disparity between the
generated motion and the ground truth. Thus the sample is
more likely to be by mistake classified as anomalous. The
extension by cycle-consistency reduces this disparity signif-
icantly and causes a smaller area of differences. The noise
suppression eliminates the differences almost completely
Table 3: Comparison of GAN based cross-channel
anomaly detection methods for Ped2. Methods investi-
gated in the scope of this work achieve competitive perfor-
mance to state-of-the-art algorithms in terms of AUC.
Method AUC
VanillaGAN (baseline) 93.7%
VanillaGAN (cyc.-con.) 94.8%
VanillaGAN (cyc.-con. + noise supp.) 95.7%
LSGAN (baseline) 95.4%
LSGAN (cyc.-con.) 97.6%
LSGAN (cyc.-con. + noise supp.) 98.0%
Ravanbakhsh et al. [17] 93.5%
and hence a small anomaly score gets assigned to this scene.
However, the results also underline that the noise suppres-
sion has no significant drawbacks for the detection of ac-
tual anomalies. This is mainly due to the cycle-consistency
loss, which already improves the motion prediction for nor-
mal situations and hence leads to less false positives in the
anomaly heat map. Since the motion in abnormal situa-
tions is still predicted poorly, the further post-processing
using morphological operations mainly affects the already
reduced false positives.
A comparison to the methods introduced in Section 2.2
with our best method is given in Tab. 4. As the results show,
we surpass all other GAN-based approaches and achieve
better results than the methods of [11] and [12], which use
a longer time span and thus a larger number of consecutive
frames for detecting anomalies.
Table 4: AUCs of GAN based anomaly detection meth-
ods for Ped2. Methods investigated in the scope of this
work outperform state-of-the-art algorithms in terms of
AUC.
Method AUC
LSGAN (cyc.-con. + noise supp.) 98.0%
Ravanbakhsh et al. [18] 95.5%
Ravanbakhsh et al. [17] 93.5%
Lee et al. [11] 96.5%
Liu et al. [12] 95.3%
4.5. Discussion
The strength of GANs lay in learning to transfer between
low-varying distributions like those of rigid cameras. For a
static camera setup a GAN-based approach delivers good
results, as shown in this work. Only small effort has to be
made to transfer it to another setup, since only the training
has to be repeated. The processing time for each timestep is
in total about 40 milliseconds, which shows the applicabil-
ity for real-time scenarios. However, one drawback of these
methods is scalability since for every camera a model has
to be trained. Nevertheless, this can be done quite easily
and automatically. Furthermore, the adaption to non-static
cameras like PTZ or mobile cameras is a very challenging
task, since the variance within the single domains is larger.
5. Conclusion & Future Work
In this work we examined GAN-based methods for
anomaly detection in the scope of static camera applica-
tions. For this reason, we investigated the influence of three
different optical flow calculation methods and demonstrated
that our methods extended with cycle-consistency and noise
reduction improve the performance of the selected GAN ar-
chitectures by 2.0% and 2.4%, respectively, for VanillaGAN
and LSGAN. With our final model we even outperform
other state-of-the-art methods based on GANs for the task
of anomaly detection and diminish the classification error
by about 42.8%. Future work on this topic will consist of
more experiments using alternative mechanisms to calculate
optical flow as it is done e.g. by FlowNetSD [6] in order
to increase processing speed, and the transfer to non-static
cameras, which brings up new challenges.
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