Abstract-Machine learning has increasingly attracted the attention of healthcare service providers due to its capacity to collect and analyze huge volumes of data to facilitate effective predictions and treatments. Disease data are high-dimensional data that include noise and irrelevant attributes, and the computational time and accuracy of classification algorithms used in machine learning have been a major concern. Various methods have been proposed to reduce data dimensionality by removing redundant attributes, such as step-wise backward selection and subspace clustering methods. However, removing redundant attributes may affect the accuracy of the algorithm. Based on an observation that finding hidden features, such as the relationships among attributes, can improve classification efficiency, a new hidden subspace clustering model is proposed in this paper. Experiment results show that the proposed method can reduce data dimensionality and improve the accuracy of the classification method.
I. INTRODUCTION
Machine learning has played an integral role in the evolution of medical diagnostics. In fact, early and accurate disease prediction will improve the ability to treat patients. Therefore, over the last decade, a large number of machine learning-based methods have been proposed to support early and accurate prediction of diseases, such as cancer, diabetes, and particularly dengue fever. Dengue fever is one of the most serious infectious disease can be found in tropical and subtropical regions. In fact, there are numerous clinical symptoms caused by dengue infection, such as mild fever, and, in the worst cases, patients may die. Aedes mosquitoes, including Aedes aegypti [1] and Aedes albopictus [2] , serve as the main transmission vector of dengue viruses. Due to its simple transformation, dengue has become a public health problem in tropical regions. Currently, the World Health Organization has set a goal to reduce global dengue mortality by 50% by 2020 [3] . With dengue fever, patients high recovery chance if they are identified early, i.e., within the first three days of infection. However, dengue fever is difficult to recognize because the symptoms are similar to other diseases such as roseola or fever virus.
In addition to traditional methods, machine learning techniques can improve the detection and treatment of dengue fever. For example, Tanner et al. [4] used the data of 1200 patients within 72 hours of fever onset to distinguish patients with dengue illness using a decision tree algorithm. Another study [5] conducted an experiment using the data of 5726 children with fever (less than 72 hours from onset). They applied statistic methods and obtained better sensitivity accuracy than traditional methods, like nonstructural protein 1(NS1) or nonstructural protein antigen (NS1 Ag) strip test.
The Dengue NS1-Ag assay is a rapid test to determine the NS1 antigen in dengue plasma or serum from patients. NS1-Ag appears in the blood from day one to day nine of the disease; thus, it is used as a tool to help doctors perform diagnosis. Despite being the gold standard diagnostic, NS1-Ag it is difficult to apply to patients because this requires specific skills. However, in developing countries, which face a shortage of well-trained doctors and high patient volumes, using Dengue NS1-Ag is a serious problem that must be considered.
The greatest obstacle machine learning techniques must deal with is high-dimensional data. Such data include irrelevant attributes and noise, which results in high computational costs. A common solution is dimensional reduction to remove noise, sparse outlying entries, and missing entries. This approach can be recognized as one of the feature transformation and feature selection techniques. By creating combinations of the original attributes, feature transformation techniques [6] summarize a dataset in fewer dimensions. In feature selection techniques, [7] only the most relevant dimensions from the dataset are selected to reduce dimensionality. With such approaches, irrelevant dimensions and redundant attributes are removed such that computational time and memory requirements are reduced without affecting accuracy. However, with such methods, the meaning of subspaces may be overlooked.
Thus, we propose the Hidden Subspace Clustering (HSC) model to reduce data dimensionality to improve classification accuracy and reduce computational costs. Consequently, dengue fever can be detected with minimal symptoms. The proposed model finds hidden features in the data.
The remainder of this paper is organized as follows. In Section II, the proposed HSC model is defined formally. Section III describes an application of the proposed model to a dengue dataset of 5726 children from hospitals in Vietnam. Experimental results are discussed in Section IV. Finally, open issues and potential future work are discussed in Section V.
II. METHODOLOGY
In this section, the proposed HSC model is described. The operations of the model are summarized in Fig. 1 and Table I . Since the raw data may contain the records, coupled with missing values, the dataset is needed to be preprocessed. This process comprises of replacing the missing values with the mean of attributes, performing the normalization, and randomly taking the data for training process. Then, irrelevant dimensions are removed using the sparse subspace clustering (SSC) algorithm [8] , [9] . In the next step, hidden features are identified and combined with the data. Finally, classification algorithms are applied to the dataset to obtain results.
The proposed model comprises the following tasks. 
A. Dimension Reduction
High-dimensional data typically include irrelevant attributes and noise. This increases the computational costs and negatively impacts classification accuracy. To address this issue, dimension reduction is considered a crucial solution that can be performed by applying one of the following subspace clustering approaches: iterative, algebraic, statistical and spectral clustering. Each class has its own advantages; however, spectral clustering-based algorithms are used more commonly because of their ability to solve noise and outliers in data. In addition, knowing the dimensions and number of subspaces is not required. The proposed model can handle noise, missing data for dimension reduction by using a spectral clustering algorithm [10] , [11] , namely SSC algorithm. This approach is appropriate for the target dengue dataset because this dataset is high-dimensional with significant amounts of information and some irrelevant attributes. In addition, this dataset can be reduced without knowing the size of the separated dimensions.
In the SSC algorithm [8] , [9] , the number of dimensions is reduced by dividing subspaces into two segmentations. This algorithm includes two steps. In the first step, a sparse optimization program is used to find numerous other points that belong to the same subspace S  . In the second step, spectral clustering is applied to the similar graph to realize data segmentation.
Here, the dimension reduction operation finds the cut line between a pair of clusters, where
and data points
 in the union of n subspaces. In order to find the data points in the same subspace, assume y is a linear combination of N i data points in the same subspace S . From that, we define data point y i as follows:
where i
Y is a collection of data point which is a representation of S , and i c is a vector which includes the elements are linear values.
However, the representation of y i is not unique in the subspaces. Thus, finding the set of appropriate subspaces is a necessary optimal problem. In which, the value of || i c || will be minimized and utilized to recognize a data point in the subspace. More concretely, || i c || > 0 mentions that a data point lying in subspace S and vice versa.
After solving the optimization program, a weighted graph G = (V, E, W) is utilized to organize the sparse points, where V stands for the collection of N nodes of the graph corresponding to N data points, the set of edges connecting them denoted by E, W is a symmetric non-negative and similarity matrix. In the second step, the SSC algorithm applies spectral clustering to matrix W to segment the data.
B. Find the Hidden Dimensions
As mentioned previously, the proposed HSC model reduces data dimensionality and finds meaningful hidden features in the dataset. Thus, the proposed model promisingly outperforms existing methods because doctors are not required to investigate all symptoms to make a diagnosis. Instead, they can make a precise diagnosis based on only several crucial symptoms. In the statistical point of view, the traditional methods can be expressed as follows.
A patient is determined to have dengue based on the value of Y.
To improve the accuracy of diagnosis, the proposed model combines detecting a small group of patients with disease and traditional classification methods. This group will be identified by finding a pair of appropriate clusters in the subspaces. For example, in a given subspace, data points area divided into two clusters and these clusters are represented by a binary vector h  , which includes value 1 for a cluster of patients with disease and value 0 for a cluster of undefined patients. In order to make the diagnosis, the processing described in Fig. 2 . From (2), the patient will be distinguished as having disease as follows:
Here, where the m patients will be determined by the values of vector h  . Assume that we can find the group of patients who truly have dengue, determining the patients have disease based on (6) provides better result than the (5). Thus, the performance of diagnosis will be improved.
To find vector h  , we propose a two-step solution. The first step is to find new areas that are a projection of data points with k dimension less than the original data. In the second step, the data points in the new space are clustered. Here, the primary goal is to collect clusters and evaluate the distance between clusters in order to find hidden useful dimensions.
To get a new subspace, we employ the random projection (RP) algorithm [12] - [14] which is a practical and effective method to project data points to another area. Accordingly, a lower dimensional m  k of subspace P is obtained by the multiplication between a d  k random projection matrix R (where k
The output of this step is new areas with different dimensions.
After finding the new area, the cluster operation is performed. Here, K-means [15] , [16] is employed for clustering because it can plot high-dimensional data and can be calculated based on the Euclidean distance. This algorithm begins with each centroid defining one of the clusters. Then, each data point x is assigned to its nearest centroid based on the squared Euclidean distance:
Here, c i is the collection of centroids in set C, and dist(.) is the standard (L2) Euclidean distance.
Next, the centroids are recomputed by calculating the mean of all data points assigned to that centroid's cluster. 
C. Apply to Classification Methods
As the final task, a dataset that is the output of the previous task is given as the input to a classification algorithm., such as Logistic Regression(LR) [17] , [18] , Support Vector Machine(SVM) [19] , [20] , and Random Forest(RF) [21] , [22] , to identify an optimal prediction algorithm. In addition, the proposed model utilizes cross-validation techniques to restrict classification overfitting.
III. EXPERIMENTAL RESULTS
We applied the proposed HSC model to a dataset that includes 5726 children with the following criteria. a) Fever less than 72 hours from onset b) Attending physician identifies dengue as a possible diagnosis. After preprocessing the data, dimension reduction was initially performed by the SSC algorithm. Here, the input data are the clinical symptoms on the day of admission to hospital, such as temperature, vomiting, etc. The SSC algorithm was used to obtain a new dataset, i.e., a subspace of the original data. Table II shows that the SSC algorithm divided the attributes of the original dataset into two segmentations (SSC dataset) in which Segment 2 is removed. This means that the dimensions of the original dataset were reduced successfully which results in the reduction of the computational time. Besides, Table II also demonstrates that SSC did not change the classification accuracy between the original and SSC datasets. (b) Projection has meaningful Fig. 3 . Meaning of the projection subspaces base on distance and separation of clusters.
After reducing the dimensions, we attempted to find hidden features in the SSC dataset. The proposed algorithm selected hidden features as data points which lying in n dimensions of the subspace, where n < d. Based on the distance and separation of clusters, we selected appropriate features, as shown in Fig. 3 . The subspace shown in Fig. 3b should be selected because the data points of Cluster 1 is distinguished from the data point of Cluster 2.
After combining useful features in the dataset, we applied classification algorithms to evaluate the accuracy of the proposed model. Table IV also shows that, relative to sensitivity, the proposed model outperforms a previous method (74.48 %) in [5] . The better sensitivity indicates that HSC model can find the patient more exactly. Therefore, the patients will be treated better.
IV. DISCUSSION
The primary purpose is to find underlying features in the subspaces. This is realized by calculating the distance between clusters in new areas. The dimensions include separating clusters that can represent meaningful features. Based on the assumption that these hidden features are linear to the referenced result of dengue, the subspace were selected based on the correlation between features and a dependent variable. However, this is not the best approach because the distance between the two clusters is not really meaningful in high-dimensional data.
The second purpose of the proposed model is to reduce data dimensionality to decrease computational time without affecting classification accuracy. The experimental results indicate that the proposed model successfully reduced the dimensionality of the data. The attributes were divided into two separated clusters. When we applied a classification algorithm to each segmentation, the accuracy of Segment 2 (Flush, Rash, and Injection) was less than that of Segment 1. Therefore, the dimensions in Segment 2 was removed. Table  II shows that three redundant attributes were removed from the original data while maintaining classification accuracy.
The results of this study contribute to the medical diagnosis of dengue fever. The results in Table III show that sensitivity calculated using the SVM was better than the other algorithms (78%), and LR was the best option in term of accuracy (81.54 %). Furthermore, the sensitivity of medical tests, such as NS1 and NS1 Ag strip, is only 70.4%, which is less than that of the proposed method. This indicates that the proposed model is effective at finding the percentage of dengue patients. As a result, the proposed model can help doctors make accurate diagnoses.
V. CONCLUSION
In this paper, in the context of dengue fever, we have proposed a model to reduce data dimensionality and improve the accuracy of classification methods. To achieve this, the proposed model uses the SSC algorithm to first reduce data dimensionality. Then, RP finds a new projection from subspaces, and the K-means algorithm clusters data points in new areas. We then find hidden features based on the distribution and distance among the points in the clusters. Finally, classifications algorithms, such as logistic regression, SVM, and RF, are applied to optimize the results.
However, the efficiency of the proposed HSC model with this dataset is not as high as expected due to the limitations of the method used to evaluate hidden features. It comes from the fact that the symptoms of dengue are similar to the other diseases which cause much confusion for diagnosis. In future, the proposed model will be applied to the other diseases to evaluate the performance of HSC model.
