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Chapter 1
Introduction
The basic idea behind information algebras (Kohlas, 2003a; Kohlas & Schmid, 2014)
is that information comes in pieces, each referring to a certain question, that
these pieces can be combined or aggregated and that the part relating to
a given question can be extracted. This algebraic structure can be given
different forms. Questions are often represented by a lattice of domains,
and a popular model is based on the subset lattice of a set of variables.
Pieces of information are then represented by valuations associated with
these domains. This leads then to an algebraic structure called valuation
algebras (Kohlas, 2003a). The axiomatics of this algebraic structure was
in essence proposed by (Shenoy & Shafer, 1990a). Valuation algebras have
already many important applications in Computer Science related to con-
straint systems, relational databases, different uncertainty formalisms like
probability, belief functions, fuzzy set and possibility measures, and many
more, we refer to (Pouly & Kohlas, 2011). An important particular case of
valuation algebras, both from practical as well as theoretical point of views,
are idempotent valuation algebras, also called proper information algebras:
The combination of a piece of information with itself or part of itself gives
nothing new. This allows to introduce an order between pieces of informa-
tion reflecting information content. It relates proper information algebras
also to domain theory (Kohlas, 2003a; Kohlas & Schmid, 2014).
The basic view of information as pieces which can be combined, which
relate to questions and from which the part relating to given questions
can be extracted, leads to two different but essentially equivalent alge-
braic structure, labeled and domain-free valuation algebras (Kohlas, 2003a;
Kohlas & Schmid, 2014). The original proposal of an axiomatics in (Shenoy & Shafer, 1990a)
was in labeled form; later (Shafer, 1991) proposed the domain-free form.
However, for valuation algebras, the two forms are not fully equivalent, there
are labeled forms which have no domain-free form and vice vera. An im-
portant contribution of this paper is to give a new axiomatic system, where
there exists a full duality between these two forms.
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The representation of questions by lattice of domains or even subsets of
variables is unnecessary restrictive and excludes important applications in
Computer Science. Already early work on belief functions (Shafer, 1976)
considered a reference structure for belief functions called family of com-
patible frames. This is not covered by valuation algebras. In this paper
a much more general abstract framework for representing questions is pro-
posed and based on it a new system of axioms for information algebras,
covering the previous forms of valuation algebras and proper information
algebras as special cases. Originally, the theory of valuation algebras in
(Shenoy & Shafer, 1990a) was motivated by the desire to generalise the local
computation scheme for probabilities proposed in (Lauritzen & Spiegelhalter, 1988)
for other formalisms of uncertainty, especially belief functions. This goal
will also be maintained for the new algebraic structures presented here. We
claim however, that these algebraic structures represent moreover essential
features of information in general, beyond particular uncertainty calculi. In
probability theory, conditional independence structures between variables
are essential for efficient local computation. It has been known since long
that structures of conditional independence can be generalised beyond prob-
ability (Studeny, 1993; Shenoy, 1994b; Studeny, 1995). In fact, we claim
that conditional independence is a basic issue for information and infor-
mation algebras in general. In (Dawid, 2001) a fundamental mathematical
structure called separoids is abstracted underlying all the concepts of con-
ditional independence and its applications. It is shown in this paper that
an even weaker concept (called here quasi-separoid) is sufficient to allow for
local computation schemes in the context of information algebras in appro-
priate conditional independence structures.
The basis of the theory of information algebras as developed here, is
the relation of conditional independence among questions or domains rep-
resenting them. In Chap. 2 it is argued that questions should be partially
ordered according to their granularity, their acuteness or coarseness of the
possible answers. In fact, this partial order is required in the present theory
to form a join-semilattice. The join of two questions is the coarsest among
all questions finer than both original questions; the join represents thus
the combined question of the two original ones. In addition, a three-place
relation among questions is required which describes the conditional inde-
pendence of two questions, given a third one. This relation is requested to
satisfy four conditions, which are natural requirements for a concept of con-
ditional independence. In fact a separoid, the usual concept for modelling
conditional independence and irrelevance, satisfies (among others) these con-
ditions. Therefore, a join-semilattice together with a three-place relation
satisfying these conditions is called a quasi-separoid (or q-separoid). An
important source of q-separoids are join-semilattices of partitions of some
universe and they form useful models of systems of questions. Somewhat
more general that partitions are families of compatible frames (f.c.f). This
7notion has been introduced in (Shafer, 1976). Here a slightly modified ver-
sion of this concept is proposed and it is shown how q-separoids arise from
f.c.f. Both q-separoids or partitions of f.c.f generalise the most often used
multivariate model, where questions are represented by families of variables
and theirs domains, as in Bayesian networks, belief functions, etc. In this
last case, q-separoids become separoids and this links our general theory to
the more classical approach to valuation and information algebras.
Q-separoids model questions. In Chap 3, pieces of information are
added, each piece referring to an element of the q-separoid, to a deter-
mined question. But information can to be transported or extracted rela-
tive to other questions, and also pieces of information can be combined or
aggregated. The corresponding operations are introduced and the required
properties of them are stated as axioms. In particular, the operations of
transport and combination are related to conditional independence. This
determines then a labeled information algebra. For certain particular q-
separoids, the axioms can be transformed into those of classical valuation
algebras, (Shenoy & Shafer, 1990a; Kohlas, 2003a). The latter appear in
this way as particular cases of the general information algebras treated in
this text. In relation to partition and f.c.f q-separoids, pieces of informa-
tion may be represented by subsets of the universe or of frames. These set
information algebras are important models of information algebras.
A general problem of information processing can be formulated in the
framework of information algebras as combining a number of pieces of infor-
mation and then extracting from the combination the part corresponding to
one or several given questions. Formulated in this way, this may well be com-
putationally infeasible. For probabilistic networks (Lauritzen & Spiegelhalter, 1988)
proposed a computational scheme which avoids this problem by organising
the computations in such a way that combination and extraction always can
be done on the small domains of the pieces of information involved in the
combination. This is called local computation. In (Shenoy & Shafer, 1990a)
it was shown that local computation can be applied much more generally
to valuation algebras. Here we demonstrate that it can be used in the even
more general framework of information algebras. The underlying structures
of the domains of the information to be used in local computation is called in
the literature join or junction trees, hypertrees or Markov trees. These are
concepts which are defined relative to multivariate models. They determine
certain structures of conditional independence. These structures exist also
with respect to the much more general concept of q-separoids. That implies
that local computation can be executed in Markov trees as defined relative
to q-separoids. However, whereas the concepts of join trees, hypertrees and
Markov trees are equivalent in the particular case of multivariate models,
in the sense that one notion may be transformed into another one and vice
versa, this is no more true in the case of general q-separoids. It turns out
that the basic conditional independence structure for local computation in
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information algebras is the one of Markov trees. As labeled algebras, they
are based on q-separoids.
Labeled information algebras are convenient for computations. But there
is an alternative form of information algebras, namely domain-free informa-
tion algebras. They are introduced in part II. These algebras are more
adapted for theoretical, algebraic considerations. Domain-free information
algebras are derived from labeled ones by unlabeling (Chap. 5). As in a
labeled algebra, there is the operation of combination or aggregation of in-
formation. The operation of transport of a piece of information from its
domain to another domain becomes an operation of information extraction,
by which the part of a piece of information relevant to a given domain
is extracted. Conversely, labeled information algebras may obtained from
domain-free ones. This establishes a full duality between these two forms;
they are the two sides of a coin.
Some pieces of information may be more informative than an other ones.
This is reflected by some order between the elements of an information
algebra: A piece of information is more informative than a second one,
if it is obtained from the latter by combination with a third one. In the
important case of idempotent information algebras. this establishes a natural
partial order in the information algebra which respects combination and
extraction: Combined information of two or more pieces of information is
more informative than each of its parts. Also, by extraction, information can
only be lost. This partial order of information in idempotent information
algebras is very important and is studied and exploited in later parts of
the text. However, even in the general, non idempotent case, the relation
is of interest and important. It determines no more a partial, but only
a preorder in the information algebra. This preorder however is no more
natural in general, in particular, extraction does not respect the order in
all cases. Such preorders are also studied in semigroup theory and there
regular semigroups are of particular interest. This notion can be extended
to valuation algebras (Kohlas, 2003a) and even to information algebras as
understood here. And it turns out that in regular information algebras the
preorder becomes natural. Even more general are separative information
algebras, and in this framework the preorder is still natural. These questions
of information order are discussed in Chap. 6.
For the rest of part II and also part III only idempotent information
algebras are considered. As mentioned above, they can be considered as
“proper” information algebras: The combination of a piece of information
with part of it does not give new information. Mathematically speaking, the
partial information order mentioned above adds an essential new element,
which is exploited in Chap. 7. In the partial information order of proper
information algebras, combination generates the supremum of the pieces of
information combined. In this way the pieces of information determine a
join-semilattice. Consistent collections of pieces of information form then
9an ideal in this semilattice. These ideals form themselves an information
algebra, extending and completing the original one to a complete lattice.
Furthermore, in computation only finite pieces of information can be pro-
cessed, whereas general pieces of information may be approximated by finite
ones. This idea can be expressed by the well-known order-theoretic notion
of finite or compact elements and this idea is also the motivation of domain
theory as a theory of computation (Gierz, 2003). In this respect, proper
information algebras become particular instances of domains. Like in this
theory, algebraic and continuous information algebras can be defined and
considered. The essential points which distinguishes the theory of proper
information algebra from domain theory, is the presence of the extraction
operators and that approximation of information takes place not only glob-
ally in the algebra but locally on each domain of the underlying q-separoid.
The discussion refers to domain-free information algebras, but the extension
of duality covering labeled algebras is also addressed.
Most constructions of universal algebra to obtain new algebras from
existing ones, apply to information algebras. But in part III we restrict
ourselves to constructions which make sense from the point of view of in-
formation. Again, we limit in this part ourselves to idempotent information
algebras. So, in Chap. 8 we consider information maps, that is, maps, which
take elements from a first information algebra as input and map them to
elements of a second information algebra as output. Such maps should be
monotone: more information as input should result in more information
as output. Such maps represent themselves information and in fact, they
form an information algebra. If the input comes from a continuous algebra,
the information maps should by continuous, that is respect convergence in
some sense. It turns out that continuous maps form a continuous informa-
tion algebra. Both, general idempotent information algebras together with
monotone maps and algebraic or continuous information algebras together
with continuous maps, determine Cartesian closed categories.
Information in practice is often uncertain. Whether a piece of infor-
mation is valid, may depend whether some assumptions are satisfied or
not. This can be modelled by mappings from a space of assumptions
to a proper information algebra. Some assumptions may be more likely
to hold, more probable. So, it makes sense to assume the space of as-
sumptions to be a probability space (Chap. 9). In this view, Chap. 9
becomes an abstract theory of probabilistic argumentation, generalising
(Haenni et al., 2000; Kohlas, 2003b). It is also a generalisation of the theory
of hints (Kohlas & Monney, 1995), and its application to statistical inference
(Kohlas & Monney, 2007). Such random mappings form again information
algebras, and according to various restrictions imposed on these maps dif-
ferent algebras may be obtained.
Random maps may be used to evaluate hypotheses according to their
likelihood. For this purpose, the probability of the assumptions supporting
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a given hypothesis may be considered. At first, this poses some problems
of measurability. However, following (Shafer, 1973; Shafer, 1979), from the
probability space a probability algebra may be obtained and a so-called al-
location of probability may be derived. This allows to associate a numerical
degree of support to any hypothesis which can be formulated within the in-
formation algebra or its ideal completion. Our interpretation of this notion
by probabilistic argumentation differs from Shafer’s epistemological inter-
pretation as partial belief; the mathematics however is the same. What is
new, is that it is shown that idempotent information algebras provide the
natural, general framework for such a theory, much more general than the
classical set-based theory. In fact, allocations of probability may be defined
independent of random mappings. And they represent again information,
they can be given the structure of idempotent information algebras (Chap.
10). If the allocations are derived from random mappings, the algebra of
allocations is homomorphic to the one of random mappings, in some cases
even isomorphic. However in the most general case, a random mapping
carries more information than its associated allocation of probability.
The question arises, whether any allocation of probability in an infor-
mation algebra may be derived from a random mapping. This question is
addressed in Chap. 11 in the context of support functions. This is an exten-
sion of the studies in (Shafer, 1973; Kohlas & Monney, 1994). Again it is
shown that the natural mathematical context for this study are information
algebras and the question is answered in the positive. All these three last
chapters are in fact an extension of what is usually called Dempster-Shafer
theory of evidence and discussed with respect to fields of sets, instead of
information algebras.
It must be emphasised that there are many subjects and issues regarding
information algebras, not addressed here. We hint at a few of important
subjects and issues.
Local computation is based on Markov trees associated with combina-
tions of pieces of information. How to find appropriate Markov trees for a
given combination? In the multivariate setting, join trees (which in this case
are also Markov trees) can be found by selecting a sequence of variable elim-
inations. An extensive literature presents heuristics for “good” elimination
sequences. All this does not carry over to q-separoids in general, not even
to partition- or f.c.f-separoids and nothing is known so far about finding
Markov trees in these general cases. So, this is a big open question, which
is of course basic for the practical application of local computation beyond
multivariate models.
Also, there are several architectures for local computation for proba-
bilistic networks, which make use of some partial division (or information
elimination). These architectures apply also for general valuation algebras
in the multivariate setting, if some appropriate concept of information elim-
ination is assumed (Shenoy, 1994a). Mathematically speaking, what is re-
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quired for these computational schemes are regular or separative (labeled)
valuation algebras (Kohlas, 2003a). Now, there exist in fact regular and
separative (dual) labeled versions of the corresponding domain-free infor-
mation algebras discussed in Chap. 6. Instances of such labeled valuation
algebras are semiring-valued algebras, where the semiring is regular or sep-
arative (Kohlas & Wilson, 2006). This again, is something that applies also
to generalised information algebras. Further we remark that regular and
separative valuation algebras provide the natural frame for a rigorous math-
ematical theory of compositional modelling (Jirousek, 1997; Jirousek, 2011;
Jirousek & Shenoy, 2014; Jirousek & Shenoy, 2015).
Set algebras are natural examples of generalised information algebras;
the elements of sets represent precise answers to the questions represented
by set domains, like in partitions or families of compatible frames. How are
abstract information algebras related to set algebras? In (Kohlas, 2003a) it
was shown that any labeled valuation algebra can be embedded into a re-
lational set algebra. This subject is considered in (Kohlas & Schmid, 2016)
for domain-free valuation algebras, including in particular distributive lat-
tice and Boolean information algebras. It is shown that the classical repre-
sentation theory of Boolean algebras and distributive lattices based on the
topological Stone and Priestley spaces can be extended to the correspond-
ing information algebras. It is conceivable, that this representation theory
extends also to generalised information algebras. It is also known that topol-
ogy plays an important role in domain theory and here too an extension of
these topological approaches to idempotent information algebras, especially
algebraic and continuous ones could be envisaged.
Finally, there are many examples and instances of valuation algebras
known in the multivariate setting, see for instance (Pouly & Kohlas, 2011).
Much less examples are studied in the present more general context. Of
course, set algebras, belief functions and probabilistic argumentation and a
few others are presented in this text. These are examples generalised from
the multivariate setting. The question arises whether other examples from
this setting which make sense in the more general setting and whether there
are other genuine examples in the non-multivariate framework of generalised
information algebras.
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Part I
Labeled Algebras
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Chapter 2
Conditional Independence
2.1 Quasi-Separoids
Information informs about possible answers to questions. Therefore, the first
task in developing an algebraic theory of information consists in modelling
appropriate systems of questions. At this place we do not try to describe
the internal structure of questions, we rather think of questions as repre-
sented by certain abstract domains describing or representing somehow the
possible answers to questions; for instance, in the simplest case, by listing
the possible answers. This idea will be pursued in Sections 2.2 and 2.3. But
here, at this point, we want to be more general. Let D be a set whose ele-
ments are thought to represent domains. It generic elements will be denoted
by lowercase letters like x, y, z, . . .. We assume that domains or questions
can be compared with respect to their granularity or fineness. Therefore
we require (D;≤) to be a partial order, where x ≤ y means that y is finer
than x, that is, answers to y will be more informative than answers to x.
Moreover, if x and y are two elements of D, we want to be able to consider
the combined question represented by x and y. This is surely a question
finer than both x and y. So, the combined question should be the coarsest
question finer than x and y, that is the supremum sup{x, y} or join x ∨ y
of x and y. Therefore we assume that D contains with any pair x, y also
its join x ∨ y. Hence we require that (D,≤) is a join-semilattice. In most
discussions of valuation algebras so far, (D;≤) has been assumed to be a lat-
tice, even a distributive one (for instance the lattice of subsets of variables),
see (Shenoy & Shafer, 1990a; Shafer & Shenoy, 1990; Kohlas, 2003a). Only
recently in (Kohlas & Schmid, 2014; Kohlas & Schmid, 2016) this require-
ment has been relaxed.
Besides order, representing granularity of questions, a further relation
between questions is needed which describes conditional independence of two
questions, given a third one. Therefore, in D a relation x⊥y|z is assumed
which is thought to express the idea that an information relative to x, does
15
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restrict the possible answers to y only through its part relative to z, and
vice versa. Or, in other words, only the part relative to z of an information
relative to x is relevant as an information relative to y, and vice versa.
Rather than to give some explicit definition of this relation in D, we only
require it to satisfy the following four conditions:
C1 x⊥y|y or all x, y ∈ D,
C2 x⊥y|z implies y⊥x|z,
C3 x⊥y|z and w ≤ y imply x⊥w|z,
C4 x⊥y|z implies x⊥y ∨ z|z.
A join-semilattice D together with a relation x⊥y|z, (D;≤,⊥), satisfy-
ing conditions C1 to C4 will be called a quasi-separoid (or also q-separoid).
In Sections 2.2 and 2.3 explicit forms of such relations will be given. The
meaning of the relation will further made operational in terms of operations
on pieces of information in Chapter 3. In Chapter 4 the role of conditional
independence in local computation schemes will be clarified. So far, in valu-
ation algebras, the concept of conditional independence was implicit in the
axiomatic system rather than explicit (Kohlas, 2003a). However for exam-
ple in (Kohlas & Monney, 1995) it became important in an explicit form for
local computation. The system presented here is abstracted from there.
In the literature two additional conditions are assumed for a relation of
conditional independence (Dawid, 2001):
C5 x⊥y|z and w ≤ y imply x⊥y|z ∨w,
C6 x⊥y|z and x⊥w|y ∨ z imply x⊥y ∨ w|z.
Then D is called a separoid. If (D;≤) is a lattice, then yet another
condition can be added:
C7 If z ≤ y and w ≤ y, then x⊥y|z and x⊥y|w imply x⊥y|z ∧ w.
With this additional condition D is called a strong separoid. For a de-
tailed discussion of separoids we refer to (Dawid, 2001). For example it can
be shown that C1 to C3 together with C5 and C6 imply C4. For our pur-
poses, that is in particular for the study of local computation (Section 4),
C1 to C4 are sufficient. This is thought to be one of the main results of this
text.
Partitions and families of compatible frames, as studied in Sections 2.2
and 2.3, provide important examples of quasi-separoids, where D is in gen-
eral only a join-semilattice. Here, we discuss briefly the case where D is a
lattice, as for example the lattice of subsets of variables. Define x⊥Ly|z to
hold if and only if
(x ∨ z) ∧ (y ∨ z) = z. (2.1)
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Theorem 2.1 If (D;≤) is a lattice, then the relation x⊥Ly|z defines a
quasi-separoid.
Proof. We have (x ∨ y) ∧ (y ∨ y) = y, hence C1 is satisfied. By the
symmetry of the definition, C2 holds too. If w ≤ y, then z ≤ (x∨z)∧(w∨z) ≤
(x ∨ z) ∧ (y ∨ z) = z, so C3 follows. Finally from (2.1) we see that C4 is
valid. ⊓⊔
If x ≤ y, then from x⊥y|y (C1) it follows that x⊥x|y by C3. Now, in
some cases x⊥x|y implies x ≤ y. A separoid with this property is called
basic, see (Dawid, 2001). We adapt this to call a quasi-separoid basic, if
x⊥x|y implies x ≤ y. The following theorem was proved in (Dawid, 2001)
for a basic separoid, but it is valid for basic quasi-separoids too.
Theorem 2.2 Suppose (D;≤) is a lattice. Then a q-separoid (D;≤,⊥) is
basic if and only if
x⊥y|z ⇒ (x ∨ z) ∧ (y ∨ z) = z. (2.2)
Proof. If (2.2) holds, then x⊥x|y implies x ∨ y = y, hence x ≤ y.
Suppose now that x⊥y|z. Then (x∨ z)⊥(y ∨ z)|z by C4 and C2. Define
w = (x ∨ z) ∧ (y ∨ z) such that w ≤ x ∨ z and w ≤ y ∨ z. Using C3 and C2
we deduce then that w⊥w|z. So, if the quasi-separoid is basic, we obtain
that w ≤ z. Since we always have w ≥ z, it follows that w = z. ⊓⊔
If we meet both sides of (2.1) with x we obtain x∧ (y ∨ z) = x∧ z which
is equivalent to
x ∧ (y ∨ z) ≤ z. (2.3)
This condition is equivalent to (2.1) if the lattice D is modular. So, in this
case we have x⊥Ly|z if and only if (2.3) holds.
Theorem 2.3 If (D;≤) is a lattice, the relation x⊥Ly|z defines a separoid
if and only if (D;≤) is modular.
Proof. Assume D modular. We are going to show that C5 and C6
are satisfied. If D is modular, then x ∧ (y ∨ z) = x ∧ z if and only if
x⊥Ly|z. So, if w ≤ y, it follows x ∧ (y ∨ z ∨ w) = x ∧ (y ∨ z). Therefore,
x ∧ (z ∨ w) ≤ x ∧ (y ∨ z ∨ w) = x ∧ (y ∨ z) = x ∧ z ≤ x ∧ (z ∨ w), hence
x∧(y∨(z∨w)) = x∧(z∨w). This shows that x⊥Ly|z∨w, that is C5. Further,
x⊥Ly|z and x⊥Lw|y∨z imply x∧(y∨z) = x∧z and x∧(w∨y∨z) = x∧(y∨z).
Together, this leads to x ∧ (w ∨ y ∨ z) = x ∧ z, hence x⊥L(y ∨ w)|z. So C6
holds.
On the other hand, assume x⊥Ly|z to be a separoid. By (2.1) we have
x⊥Ly|x ∧ y. Thus, if z ≤ x, by C5, it follows that x⊥Ly|(x ∧ y) ∨ z. This
means that x ∧ (y ∨ z) = (x ∧ y) ∨ z, which is modularity. ⊓⊔
Further, (2.1) implies that
x ∧ y ≤ z. (2.4)
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If the lattice D is distributive, then (x ∨ z) ∧ (y ∨ z) = (x ∧ y) ∨ z. In this
case (2.1) is equivalent to (2.4).
Theorem 2.4 If (D;≤) is a distributive lattice the relation x⊥Ly|z defines
a strong separoid.
Proof. A distributive lattice is modular, so C5 and C6 hold. It remains
to prove C7. Assume D distributive so that x⊥Ly|z if and only if (2.4). Now
x⊥Ly|z and x⊥Ly|w imply x ∧ y ≤ z and x ∧ y ≤ w, hence x ∧ y ≤ z ∧ w,
which shows that x⊥Ly|z ∧ w. Therefore C7 is satisfied. ⊓⊔
We may also consider the relation x⊥dy|z which holds if and only if
x ∧ y ≤ z. The following theorem is due to (Dawid, 2001):
Theorem 2.5 The relation x⊥dy|z is a separoid if and only if (D;≤) is a
distributive lattice.
In a distributive lattice x⊥Ly|z if and only if x⊥dy|z by the discussion
above. Therefore if x⊥dy|z is a separoid, it is a strong separoid by Theorem
2.4.
An important instance of a distributive lattice is the lattice of the subsets
of a set I. If s, t, r denote subsets of I, then s⊥Lt|r if and only if s ∩ t ⊆ r.
This is then a strong separoid by the theorems above. This is the classical
case considered in the large majority of studies on conditional independence.
We shall come back to this case and its background in the next section and
later.
2.2 Arithmetic of Partitions
An important concept for representing questions in the sense of the previous
section is given by partitions of some universe U representing a set of possible
worlds. Questions x can be modelled by equivalence relations ≡x on U , the
idea being that we have u ≡x u
′ if question x has the same answer in the
worlds u respectively u′. Equivalence relations ≡x correspond bijectively to
partitions Px of U . The members of such partitions will be called blocks,
the blocks B of of the partition Px are the equivalence classes B = {u ∈
U : u ≡x v} for an arbitrary v ∈ B. A question x will be considered finer
than a question y if u ≡x u
′ implies u ≡y u
′, or equivalently, if every block
of Px is contained in a (unique) block of Py. This implies that every block
of Py is the union of blocks of Px. We carry this over to partitions and
write in this case Py ≤ Px. This is a partial order among the partitions
of U , in fact it is the opposite order of (Part(U),≤)ϑ usually considered
in the literature. Under this (opposite) order, the join of two partitions
P1 and P2 of U , written P1 ∨ P2, is given by the partition whose blocks
are the nonempty intersections B1 ∩ B2 of blocks B1 of P1 and B2 of P2.
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(Part(U),≤) is in fact a lattice (Gra¨tzer, 1978), so there exists also a meet
between finite sets of partitions. We come back to this later.
We are going to define a relation of conditional independence between
partitions. For a finite set of partitions P1, . . . .Pn, n ≥ 2 we define
R(P1, . . . .Pn) = {(B1, . . . , Bn) : Bi ∈ Pi,∩
n
i=1Bi 6= ∅}.
So, R contains the tuples of mutually compatible blocks, representing com-
patible answers to the questions represented by P1, . . . .Pn. We call the
partitions P1, . . . .Pn independent, if R(P1, . . . , Pn) is the Cartesian product
of P1, . . . , Pn,
R(P1, . . . .Pn) = P1 × · · · × Pn.
If P is another partitions and B a block of P , then we define (for n ≥ 1)
RB(P1, . . . .Pn) = {(B1, . . . , Bn) : Bi ∈ Pi,∩
n
i=1Bi ∩B 6= ∅}.
This represents the tuples of all blocks of P1, . . . .Pn compatible with B ∈ P .
We call P1, . . . .Pn conditionally independent given P , if for all blocks B of
P ,
RB(P1, . . . .Pn) = RB(P1)× · · · ×RB(Pn).
In this case we write ⊥{P1, . . . .Pn}|P or (for n = 2) P1⊥P2|P . Note
that this relation holds, if Bi ∩ B 6= ∅ for i = 1, . . . , n it follows that
B1 ∩ . . . ∩ Bn ∩ B 6= ∅. Such relations have been studied in (Shafer, 1976;
Kohlas & Monney, 1995). We are going to relate this relation to q-separoids.
Let thenD be a subset of Part(U), such that (D,≤) (in the order defined
above) is a join-subsemilattice of the lattice (Part(U),≤). This gives us a
q-separoid.
Theorem 2.6 If (D;≤) is a join-subsemilattice of (Part(U);≤), then (D;≤
,⊥) is a q-separoid.
Proof. C1) and C2) are obvious. To prove C3) assume P1⊥P2|P and
P3 ≤ P2. Assume then B1 ∩ B 6= ∅ and B3 ∩ B 6= ∅ where B1, B3 and B
are blocks of P1, P3 and P respectively. Then there is a block B2 of P2 such
that B2 ⊆ B3 and B2 ∩ B 6= ∅. But then B1 ∩ B3 ∩ B ⊇ B1 ∩ B2 ∩ B 6= ∅,
hence P1⊥P3|P . Finally, for C4) assume P1⊥P2|P and consider blocks B
of P , B1 of P1 and C of P2 ∨ P such that B1 ∩ B 6= ∅ and C ∩ B 6= ∅.
Then C = B2 ∩B for some block B2 of P2, and then B2 ∩B 6= ∅. It follows
B1 ∩ C ∩B = B1 ∩B2 ∩B 6= ∅, hence P1⊥P2 ∨ P |P . ⊓⊔
So, we have here a first model of a q-separoid, and in particular (Part(U);≤
,⊥) is also a q-separoid. It turns out that these q-separoids are basic.
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Theorem 2.7 If (D;≤) is a join-subsemilattice of (Part(U);≤), then (D;≤
,⊥) is a basic q-separoid
Proof. Assume P1⊥P1|P for two partitions P1 and P . Then B1 ∩B 6= ∅
and B′1 ∩B 6= ∅ imply B1 ∩B
′
1 ∩ B 6= ∅ where B1 and B
′
1 are blocks of P1,
B a block P . But B1 and B
′
1 are either equal or disjoint, so B must be a
subset of some block B1 of P1, so that P1 ≤ P . ⊓⊔
We consider now the case that (D,≤) is a sublattice, of (Part(U),≤).
Then from Theorems 2.2 and 2.7 it follows that P1⊥P2|P implies (P1∨P )∧
(P2 ∨ P ) = P . Is it possible that P1⊥P2|P and (P1 ∨ P ) ∧ (P2 ∨ P ) =
P are equivalent, and if yes, under what conditions does this equivalence
hold? In order to address this question, we introduce saturation operators
σP , associated with a partition P as mappings P(U) → P(U), where P(U)
denotes the power set of U , defined by
σP (X) =
⋃
{B ∈ P : B ∩X 6= ∅}
for subsets X of U . So, σP (X) is the smallest union of blocks of P covering
X. Note that P may be recovered from σP as the set of blocks {σ({x}) : x ∈
U}. This concept will also be used later. Remark that σP (σP (X)) = σP (X)
and σP (σP (X) ∩ σP (Y )) = σP (X) ∩ σP (Y ). The following properties of
saturation operators will be crucial for our purposes:
Lemma 2.1 Let σP , P ∈ Part(U), be a saturation operator on U . Then
for all X,Y ⊆ U
1. σP (∅) = ∅,
2. X ⊆ σP (X),
3. X ⊆ Y implies σP (X) ⊆ σP (Y ),
4. σP (σP (X) ∩ Y ) = σP (X) ∩ σP (Y ).
Proof. Items 1. to 3. are obvious. For 4. observe that σP (X) ∩
Y ⊆ σP (X) ∩ σP (Y ), so σP (σP (X) ∩ Y ) ⊆ σP (X) ∩ σP (Y ) by 3. Now
σP (X) ∩ σP (Y ) is the union of all B ∈ P satisfying B ∩ X 6= ∅ 6= B ∩ Y .
Obviously, for each such B we have B ∩ σP (X) = B, so B ∩ σP (X) ∩ Y 6= ∅
and B participates in the union of all B′ ∈ P forming σP (σP (X) ∩ Y ). ⊓⊔
Given two partitions P1 and P2 with associated saturation operators σ1
and σ2 define σ : P(U)→ P(U) by
σ(X) =
⋃
k∈ω
σ1 ◦ σ2 ◦ σ1 ◦ σ2 ◦ . . . ◦ σk(X)
for all X ⊆ U , where σk = σ1 if k is odd and σk = σ2 if k is even. Clearly,
σ(X) is the smallest set containing X which is a union of P1-blocks as well
as a union of P2-blocks. It follows that σ = σP1∧P2 .
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If σ1 ◦ σ2 = σ2 ◦ σ1, then, since saturation operators are idempotent,
σ = σ1 ◦ σ2. In this case we say that partitions P1 and P2 commute. This
turns out to be exactly the necessary and sufficient condition for P1⊥P2|P ⇔
(P1 ∨ P ) ∧ (P2 ∨ P ) = P . Note that P1 and P2 commute iff for any block
C of P1 ∧ P2 and B1, B2 ⊆ C, where B1 and B2 are blocks of P1 and P2
respectively, it follows that B1 ∩B2 6= ∅.
Theorem 2.8 Let P1⊥P2|P be the conditional independence relation de-
fined above in a sublattice (D;≤) of (Part(U),≤). Then P1⊥P2|P ⇔ (P1 ∨
P ) ∧ (P2 ∨ P ) = P if and only if the partitions in D pairwise commute.
Proof. Recall that P1⊥P2|P implies (P1 ∨ P ) ∧ (P2 ∨ P ) = P . Assume
first that (P1 ∨ P ) ∧ (P2 ∨ P ) = P implies P1⊥P2|P , so that, in particular,
P1⊥P2|P1 ∧ P2. Hence, if C, B1 and B2 are blocks of partitions P , P1 and
P2 respectively, then B1 ∩ C 6= ∅ and B2 ∩ C 6= ∅ imply B1 ∩ B2 ∩ C 6= ∅.
But, since P1 ∧ P2 ≤ P1, P2 we have B1, B2 ⊆ C, hence B1 ∩ B2 6= ∅. But
this implies that the partitions P1 and P2 commute.
Conversely, assume that the partitions P1 and P2 commute and assume
that (P1 ∨ P ) ∧ (P2 ∨ P ) = P . Consider blocks B1, B2 and B of P1, P2 and
P respectively, and B′1 = B1 ∩ B 6= ∅, B
′
2 = B2 ∩ B 6= ∅, such that B
′
1 and
B′2 are blocks of P1 ∨ P and P2 ∨ P , and both subsets of B. Then, if the
partitions commute, B′1 ∩ B
′
2 6= ∅, hence B1 ∩ B2 ∩ B 6= ∅, and so indeed
P1⊥P2|P . ⊓⊔
As in the previous section, we write P1⊥LP2|P iff (P1 ∨ P ) ∧ (P2 ∨
P ) = P . So, if the partitions of the sublattice (D;≤) of (Part(U);≤)
pairwise commute, we have P1⊥P2|P = P1⊥LP2|P . Recall that P1⊥LP2|P
is a separoid if and only if the lattice (D;≤) is modular and if the lattice
is distributive it is a strong separoid, and then P1⊥LP2|P if and only if
P1⊥dP2|P , that is P1 ∧ P2 ≤ P . We now give an important example of a
distributive sublattice of (Part(U),≤).
In practical applications, often a set of variables is considered, and the
information one is interested in concerns the values of certain groups of
variables. So consider a countable family of variables X = {Xi : i ∈ N}, and
let Vi the set of possible values of the variable Xi. Let
Vω =
∏
i∈N
Vi.
Let s be any subset of N. Define for any sequence t ∈ Vω its restriction to s,
denoted by t|s, as follows: If s = {i1, . . . , in}, then t|s = (ti1 , . . . , tin). Also,
define an equivalence relation ≡s in Vω by
t ≡s t
′ iff t|s = t′|s. (2.5)
Each equivalence relation ≡s defines a partition Ps of Vω and Ps ≤ Pr iff
s ⊆ r. The associated saturation operators σs produce the cylindrical sets
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σs(X) over s in Vω and they commute. Let D = {Ps : s ⊆ N} and (D,≤)
the corresponding lattice, order-isomorph to the subset-lattice of N. This
lattice is distributive, so we have here a distributive sublattice (D;≤) of
(Part(Vω);≤) of pairwise commuting partitions.
This is called a multivariate model. We usually work with the subset
lattice of N rather than with the associated lattice of partitions D. Then
we write s⊥t|r instead of Ps⊥Pt|Pr, which holds if (s ∪ r) ∩ (t ∪ r) = r
or, equivalently s ∩ t ⊆ r. Note that in this case, we may consider any
subset u of N and then the subsets of u define still a distributive lattice
of pairwise commuting partitions, but this time, of partitions of Vu. And
we still have by s⊥t|r a q-separoid (even a separoid) in the corresponding
lattice. The idea that the universe may not be really fixed, but may vary,
will be pursued in the following section for an alternative explicit model of
a system of questions.
2.3 Families of Compatible Frames
Here, another view of a system of domains, modelling questions, is presented.
In a partition, any block can be thought of representing a possible answer
to the questions represented by the partition. So, to emphasise this point
of view, we may consider the set of blocks of a partition P , say ΘP = {θB :
B ∈ P} as the set of possible answers to represent the question. If partition
P1 is coarser than partition P2, that is, if P1 ≤ P2, we have a mapping τ of
ΘP1 into P(ΘP2) defined by
τ(θB) = {θC : C ⊆ B}.
Clearly, the τ(θB), for B ∈ P1 form a partition of ΘP2 . By the map τ any
possible answer θB in ΘP1 is split up into a set τ(θB) of finer answers in
the set ΘP2 . Therefore, the map τ is called a refining and ΘP2 a refinement
of ΘP1 , and conversely, ΘP1 is called a coarsening of ΘP2 . The following
properties of refinings between frames associated with partitions, are easily
verified: (1) If P1 ≤ P2 ≤ P3 and τ1 is the refining of P1 to P2, τ2 the refining
of P2 to P3, then τ2 ◦ τ1 is the refining of P1 to P3. (2) Since P ≤ P , the
identity map id is a refining of P to P . (3) Whenever P1 and P2 are two
partitions, then there exists at most one refining between them, if P1 ≤ P2
the refining of P1 or if P2 ≤ P1 the refining of P2. (4) If P1, P
′
1 ≤ P2 and
τ, τ ′ are the corresponding refinings, then if for all B ∈ P1 there exists a
B′ ∈ P ′1 such that τ(θB) = τ
′(θB′) and for all B
′ ∈ P ′1 there exists a B ∈ P1
such that τ ′(θB′) = τ(θB), then P1 = P
′
1. (5) If τ1 and τ2 are the refinings
of ΘP1 and ΘP2 respectively to ΘP1∨P2 , then for every θB ∈ ΘP1∨P2 , there
exists a θB1 ∈ ΘP1 and a θB2 ∈ ΘP2 , such that τ1(θB1) ∩ τ2(θB2) = {θB}.
These consideration motivate the definition of families of compatible
frames (f.c.f) as follows: A frame Θ is simply a non-empty set, whose ele-
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ments are thought to represent possible answers to the question represented
by the frame. Another frame Λ may be obtained from Θ by splitting some
or all elements θ of Θ. Mathematically this is represented by specifying for
each θ ∈ Θ the subset τ(θ) in Λ consisting of the possibilities into which θ
has been split. So, τ : Θ→ P(Λ) is a mapping from Θ into the power set of
Λ. It must satisfy the following conditions:
1. τ(θ) 6= ∅ for all θ ∈ Θ,
2. τ(θ′) ∩ τ(θ′′) = ∅ if θ′ 6= θ′′,
3. ∪θ∈Θτ(θ) = Λ.
The map τ is called a refining of Θ, the set Λ a refinement of Θ and the latter
a coarsening of the former. Note that a refining τ determines a partition of
Λ with blocks τ(θ) for θ ∈ Θ. Further, a refining τ may be extended to a
map of subsets of Θ into the power set of Λ:
τ(S) =
⋃
θ∈S
τ(θ),
for any subset S of Θ. A refining τ satisfies the following conditions, see
(Shafer, 1976):
1. τ is one-to-one,
2. τ(S) = ∅ if and only if S = ∅,
3. τ(Θ) = Λ,
4. τ(∪{S ∈ S}) = ∪{τ(S) : S ∈ S},
5. τ(∩{S ∈ S}) = ∩{τ(S) : S ∈ S},
6. τ(Sc) = τ(S)c,
7. τ(S) ⊆ τ(R) iff S ⊆ R.
Further, if τ1 is a refining of Θ1 into Θ2 and τ2 a refining of Θ2 into Θ3, the
the composition τ1 ◦ τ2 is a refining of Θ1 into Θ3.
If Λ is a refinement of Θ and τ the corresponding refining, then we define
a map v : P(Λ)→ P(Θ) by
v(S) = {θ ∈ Θ : τ(θ) ∩ S 6= ∅}, (2.6)
The map v is called a saturation operator, due to the similarity to saturation
operators for partitions.
Let F be a nonempty collection of sets, called frames, where no pair of
frames has an element in common. Further, let R be a nonempty set of
refining between pairs of frames of F . Then we formally define:
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Definition 2.1 Family of Compatible Frames: A pair (F ,R) of frames and
refinings R are called a family of compatible frames (f.c.f) provided the fol-
lowing conditions are satisfied:
1. Composition of Refinings: If τ1 : P(Θ1) → P(Θ2) and τ2 : P(Θ2) →
P(Θ3) belong to R, then τ1 ◦ τ2 ∈ R.
2. Identity: If Θ ∈ F , then the identity map id : P(Θ)→ P(Θ) belongs to
R.
3. Identity of Refinings: If τ1 : P(Θ) → P(Λ) and τ2 : P(Θ) → P(Λ) are
elements of R, then τ1 = τ2.
4. Identity of Coarsenings: If τ1 : P(Θ1)→ P(Λ) and τ2 : P(Θ2)→ P(Λ)
belong to R and if for each θ2 ∈ Θ2 there exists a θ1 ∈ Θ1 and for
each θ1 ∈ Θ1 there exists a θ2 ∈ Θ2 such that τ1(θ1) = τ2(θ2), then
Θ1 = Θ2.
5. Existence of Minimal Common Refinement: For any finite family Θ1, . . . ,Θn
of frames in F , there exists a common refinement Λ ∈ F such that if
Λ′ ∈ F is another common refinement of Θ1, . . . ,Θn, then Λ
′ is also a
refinement of Λ, and, if τi are the refinings of Θi to Λ, then for evry
λ ∈ Λ, there exist elements θi ∈ Θi such that
τ1(θ1) ∩ . . . ∩ τn(θn) = {λ}. (2.7)
The concept of a f.c.f has been introduced in (Shafer, 1976), in a similar
way. In (Shafer, 1976) additional conditions are required, in particular, that
any frame has refinings in the family, excluding an ultimate refining. This
excludes frames related to lattices of partitions. By the discussion above,
it is evident, that the frames ΘP associated with the partitions P of a
join-subsemilattice of the partition lattice (Part(U),≤) of some universe,
together with the corresponding refinings, constitute a f.c.f. On the other
hand, a f.c.f needs not to include an ultimate refining, it is thus slightly
more general than the f.c.f obtained from those join-subsemilattices.
In a f.c.f (F ,R), a relation Θ ≤ Λ can be defined to hold, if Λ is a
refinement of Θ, hence the latter a coarsening of the former. In fact, the
system (F ;≤) is a join-semilattice 1.
Theorem 2.9 If (F ,R) is a family of compatible frames, then (F ;≤) is a
join-semilattice.
1If Identity of Coarsenings does not hold, the order is only a preorder. According to
(Dawid, 2001) a preorder is sufficient for the theory of separoids. It may be conjectured
that this could also be true for the present theory of information algebras. For the sake
of simplicity we renounce to develop this generalisation.
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Proof. Reflexivity of ≤ follows from Identity (2). Assume Θ ≤ Λ and
Λ ≤ Θ. Let τ1 be the refining of Θ to Λ and τ2 the refining of Λ to Θ.
Then Θ1 is a coarsening of Λ and τ1 ◦ τ2 = idΘ and also τ2 ◦ τ1 = idΛ by
the Identity of Refinings. Further, Λ is a coarsening of itself and for every
θ ∈ Θ, we have τ1(θ) = {λ} = idΛ(λ). By the Identity of Coarsenings (3), it
follows that Θ = Λ, hence ≤ is antisymmetric. Transitivity of the relation
≤ follows from Composition of Refinings (1). So the relation ≤ is a partial
order in F .
Clearly, the minimal common refinement Λ of two frames Θ1 and Θ2
which exists by the requirement of the Existence of a Minimal Common
Refinement is an upper bound of Θ1 and Θ2. Suppose Λ
′ is another common
refinement of Θ1 and Θ2, then Λ
′ is a refinement of Λ, hence Λ ≤ Λ′ and Λ
is the least upper bound. So (F ;≤) is a join-semilattice ⊓⊔
In the sequel we write Λ = Θ1 ∨ . . . ∨ Θn for the minimal common
refinement of Θ1, . . . ,Θn.
We are now going to introduce a relation of conditional independence
into a family of compatible frames, following the model of partitions, and
show that it defines a quasi-separoid. The compatibility relation between
the elements of different frames Θ1, . . . ,Θn of a family of compatible frames
(F ,R) is defined first. Let Λ = Θ1 ∨ . . . ∨ Θn and τi : P(Θi) → Λ the
corresponding refinings of Θi for i = 1, . . . , n. Define
R(Θ1, . . . ,Θn) = {(θ1, . . . , θn) : θi ∈ Θi,∩
n
i=1τi(θi) 6= ∅}. (2.8)
Thus R contains the tuples of mutually compatible elements θi. The frames
Θ1, . . . ,Θn are called independent if
R(Θ1, . . . ,Θn) = Θ1 × · · · ×Θn.
This relation has been studied in (Shafer, 1976) and (Cuzzolin, 2005).
Consider an element λ of a frame Λ in F . We now look for tuples of
elements θi ∈ Θi which are compatible among themselves and with λ,
Rλ(Θ1, . . . ,Θn) = {(θ1, . . . , θn) : (θ1, . . . , θn, λ) ∈ R(Θ1, . . . ,Θn,Λ)}.
We stress that Λ is in general not necessarily different from every Θi. The
collection of frames Θ1, . . . ,Θn is called conditionally independent given Λ,
if for all λ ∈ Λ,
Rλ(Θ1, . . . ,Θn) = Rλ(Θ1)× · · · ×Rλ(Θn). (2.9)
Then we write
⊥{Θ1, . . . ,Θn}|Λ
or Θ1⊥Θ2|Λ in the case of n = 2. This means that once an answer λ in Λ
is given, knowing an answer θi ∈ Θi, compatible with λ, does not restrict
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the possible answers θj ∈ Θj for i 6= j. This relation has been studied in
(Kohlas & Monney, 1995), although in a slightly different system of families
of compatible frames. It has been shown there that conditions C3 and C4
of a q-separoid are fulfilled (see (Kohlas & Monney, 1995), Theorems 7.14
and 7.17). We generalise this result to our present case.
Theorem 2.10 Let (F ,R) be a family of compatible frames. Then (F ;≤
,⊥), where the relation of conditional independence is defined as above, is a
q-separoid.
Proof. In order to verify condition C1 of a q-separoid consider θ ∈ Θ2.
Then Rθ(Θ2) = {θ} and Rθ(Θ1) = {θ1 : τ1(θ1) ∩ τ2(θ) 6= ∅}, where τ1 and
τ2 are the refinings of Θ1 and Θ2 to Θ1 ∨Θ2 respectively. Finally, we have
Rθ(Θ1,Θ2) = {(θ1, θ) : τ1(θ1) ∩ τ2(θ) 6= ∅}.
Thus Rθ(Θ1,Θ2) = Rθ(Θ1)×Rθ(Θ2) and therefore Θ1⊥Θ2|Θ2.
Condition C2 follows from the symmetry of the definition of conditional
independence.
In order to prove C3 assume Θ1⊥Θ2|Λ and Θ
′
2 ≤ Θ2. We must prove
that Θ1⊥Θ
′
2|Λ, that is,
Rλ(Θ1,Θ
′
2) = Rλ(Θ1)×Rλ(Θ
′
2)
for any λ ∈ Λ. Note that the relation on the left is always contained in
the Cartesian product on the right. So we need only to show that any pair
(θ1, θ
′
2) with θ1 ∈ Rλ(Θ1) and θ
′
2 ∈ Rλ(Θ
′
2) belongs to Rλ(Θ1,Θ
′
2). Let now
τ , τ1 and τ2 be the refinings of Λ, Θ1 and Θ2 to Θ1 ∨ Θ2 ∨ Λ and ω the
refining of Θ′2 to Θ2. Then if θ1 ∈ Rλ(Θ1) and θ
′
2 ∈ Rλ(Θ
′
2),
τ1(θ1) ∩ τ(λ) 6= ∅, τ2(ω(θ
′
2)) ∩ τ(λ) 6= ∅.
We must prove that this implies
τ1(θ1) ∩ τ2(ω(θ
′
2)) ∩ τ(λ) 6= ∅, (2.10)
because this means that (θ1, θ
′
2) ∈ Rλ(Θ1,Θ
′
2). There is an element η in
τ2(ω(θ
′
2)) ∩ τ(λ). But then there must be an element θ2 ∈ ω(θ
′
2) such that
η ∈ τ2(θ2)∩τ(λ), hence we conclude that τ2(θ2)∩τ(λ) 6= ∅. Then, Θ1⊥Θ2|Λ
implies
τ1(θ1) ∩ τ2(θ2) ∩ τ(λ) 6= ∅.
Since τ2(θ2) ⊆ τ2(ω(θ
′
2)) we conclude that (2.10) holds, hence Θ1⊥Θ
′
2|Λ and
C3 is valid.
In order to prove C4 assume Θ1⊥Θ2|Λ and consider the refinigs τ1 of Θ1
to Θ1 ∨Θ2 ∨Λ, τ2 of Θ2 to Θ2 ∨Λ, τ of Λ to Θ2 ∨Λ and finally τ
′ of Θ2 ∨Λ
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to Θ1 ∨Θ2 ∨Λ. In order to prove that Θ1⊥Θ2 ∨Λ|Λ we must show that for
any pair of elements θ1 ∈ Rλ(Θ1), θ
′
2 ∈ Rλ(Θ2 ∨ Λ) and λ ∈ Λ,
τ1(θ1) ∩ τ
′(θ′2) ∩ τ
′(τ(λ)) 6= ∅ (2.11)
since this means that (θ1, θ
′
2) belongs to Rλ(Θ1,Θ2 ∨ Λ) and therefore
Rλ(Θ1,Θ2 ∨ Λ) = Rλ(Θ1)×Rλ(Θ2 ∨ Λ).
By the Existence of Minimal Common Refinement there is are elements θ2
in Θ2 and λ
′ ∈ Λ such that
τ2(θ2) ∩ τ(λ
′) = {θ′2}.
The assumptions that θ1 ∈ Rλ(Θ1) and θ
′
2 ∈ Rλ(Θ2 ∨ Λ) imply that
τ1(θ1) ∩ τ
′(τ(λ)) 6= ∅, τ ′(θ′2) ∩ τ
′(τ(λ)) 6= ∅.
Then we see that
τ ′(θ′2) = τ
′(τ2(θ2) ∩ τ(λ
′)) = τ ′(τ2(θ2)) ∩ τ
′(τ(λ′)) 6= ∅
and further
∅ 6= τ ′(θ′2) ∩ τ
′(τ(λ)) = τ ′(τ2(θ2)) ∩ τ
′(τ(λ′)) ∩ τ ′(τ(λ)).
This implies that λ′ = λ, hence θ2 ∈ Rλ(Θ2). From Θ1⊥Θ2|Λ, θ1 ∈ Rλ(Θ1)
and θ2 ∈ Rλ(Θ2), we obtain that
τ1(θ1) ∩ τ
′(τ2(θ2)) ∩ τ
′(τ(λ)) 6= ∅.
But then we have also
τ1(θ1) ∩ τ
′(τ2(θ2) ∩ τ(λ)) ∩ τ
′(τ(λ)) 6= ∅.
If we replace here τ2(θ2) ∩ τ(λ) by θ
′
2, we have (2.11). ⊓⊔
We now show that the quasi-separoid of a family of compatible frames
is basic, just as the q-separoid of partitions.
Theorem 2.11 Let (F ,R) be a family of compatible frames, then the q-
separoid Θ1⊥Θ2|Λ is basic.
Proof. Assume Θ⊥Θ|Λ and consider an element λ of Λ, and
Rλ(Θ,Θ) = {(θ1, θ2) : θ1, θ2 ∈ Θ, (θ1, θ2, λ) ∈ R(Θ,Θ,Λ)}.
Consider the frame Θ ∨ Λ and denote by τ, ω the refinings of Θ and Λ to
their minimal common refinement Θ ∨ Λ respectively. Then (θ1, θ2, λ) ∈
R(Θ,Θ,Λ) if τ(θ1) ∩ τ(θ2) ∩ ω(λ) 6= ∅. This implies θ1 = θ2 and we obtain
Rλ(Θ,Θ) = {(θ, θ) : θ ∈ Θ, τ(θ) ∩ ω(λ) 6= ∅}.
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Further,
Rλ(Θ) = {θ : θ ∈ Θ, (θ, λ) ∈ R(Θ,Λ)}. (2.12)
Here, (θ, λ) ∈ R(Θ,Λ) iff τ(θ) ∩ ω(λ) 6= ∅. By the assumption Θ⊥Θ|Λ we
have Rλ(Θ,Θ) = Rλ(Θ) × Rλ(Θ). This is only possible, if both Rλ(Θ,Θ)
and Rλ(Θ) contain each only one single element (θ, θ) and θ respectively.
So, to any element λ from Λ there is only one compatible element θ in Θ.
Therefore, from τ(θ)∩ω(λ) 6= ∅ it follows that τ(θ) ⊇ ω(λ). Further, due to
(2.7), τ(θ) ∩ ω(λ) 6= ∅ implies τ(θ) ∩ ω(λ) = {χ} for some element χ of the
minimal common refinement Θ ∨ Λ. It follows that ω(λ) = {χ}. Identity of
Coarsenings implies then Θ ∨ Λ = Λ. Thus we conclude that Θ ≤ Λ. ⊓⊔
Again, a multivariate model, since it can be seen as a system of parti-
tions, can also be seen as a particular case of a f.c.f. This gives us important
q-separoids for applications.
Chapter 3
Labeled Information
Algebras
3.1 Axiomatics
Consider a quasi-separoid (D;≤,⊥). We think of the elements of D as
domains, representing questions and their answers and are now adding pieces
of information relating to these questions. So, let Φ be a set whose generic
elements will by denoted by lower case Greek letters like φ,ψ, . . .. These
elements are thought to represent pieces of information, each relating to
a specific question, that is to an element of D; pieces of information which
can be combined or aggregated and from which information can be extracted
relative to different questions or domains in D. These ideas will be captured
by the operations of labeling, which informs about the question a piece of
information relates to, combination, which represents aggregation of two or
more pieces of information, and transport, which describes the extraction
of the information relating to a given question from a piece of information.
Formally, we consider the following operations:
1. Labeling: d : Φ→ D, φ 7→ d(φ).
2. Combination: · : Φ× Φ→ Φ, (φ,ψ) 7→ φ · ψ.
3. Transport: t : Φ×D → Φ, (φ, x) 7→ tx(φ).
These operations are required to satisfy the following axioms.
A0 Quasi-Separoid: (D;≤,⊥) is a quasi-separoid.
A1 Semigroup: (Φ; ·) is a commutative semigroup.
A2 Labeling: d(φ · ψ) = d(φ) ∨ d(ψ), d(tx(φ)) = x.
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A3 Unit and Null: For all x ∈ D there are elements 0x (null) and 1x (unit)
with d(0x) = d(1x) = x and such that
1. φ · 0x = 0x and φ · 1x = φ if d(φ) = x,
2. ty(φ) = 0y if and only if φ = 0d(φ),
3. φ · 1x = td(φ)∨x(φ),
4. 1x · 1y = 1x∨y.
A4 Transport: if x⊥y|z and d(φ) = x, then
ty(φ) = ty(tz(φ)). (3.1)
A5 Combination: If x⊥y|z and d(φ) = x, d(ψ) = y, then
tz(φ · ψ) = tz(φ) · tz(ψ). (3.2)
A6 Identity: If d(φ) = x, then tx(φ) = φ.
Axiom A1 implies in particular associativity of combination, such that
pieces of information may be combined in any order to obtain the same re-
sult. The unit 1x represents vacuous information relative to the domain x.
Combining it with any other piece of information on the same domain does
not change the information. Further, vacuous information remains vacuous,
when transported to any other domain (see Lemma 3.1 below). The null ele-
ments 0x on the other hand destroy any information, see below, Lemma 3.1.
They represent contradiction, if φ ·ψ = 0x, then φ and ψ must be considered
as contradictory pieces of information. Also, transport can neither eliminate
contradiction nor introduce it. Axioms A4 and A5 are important for local
computation, see Section 4. They substantiate conditional independence: If
x⊥y|z, then to transport a piece of information from x to y, only the part
relating to z is relevant. Or to transport the combined pieces of information
on x and y to z, only the extracted information to z is relevant. Further
illustrations of the meaning of conditional independence and irrelevance are
given below (Lemma 3.2).
What is characteristic and basic for this axiomatic system of information,
is, beside combination, the assumption that information can be transported
from one domain to another; that is extraction of the part of the informa-
tion relevant to a specific question. This seems to be an essential property
of information. There are variants of this axiomatic system, relevant for
local computation, which do not allow this operation, in particular systems
related to probability or Bayesian networks (see Section 3.2 below). An-
other important property of information, not yet present in the axiomatic
system above, is that the combination of a piece of information with itself
or with a part of it gives no new information. This is sometimes added as
an additional axiom.
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A7 Idempotency: If d(φ) = x and y ≤ x, then φ · ty(φ) = φ.
Although this seems essential for a concept of information, we do not
require it in general. In fact, there are many instances qualifying for in-
formation, which do not satisfy idempotency. For instance a repetition of
the same statement by different witnesses will enforce credibility of the fact
expressed by the statement, is therefore new information.
We call a system (Φ,D;≤,⊥, d, ·, t) satisfying the axioms A0 to A6 a
(generalised) information algebra. The term information algebra has been
used formerly in a slightly less general framework, and assumes also idempo-
tency (Kohlas, 2003a; Kohlas & Schneuwly, 2009; Kohlas & Schmid, 2014).
We shall see, that these axiomatic systems are particular cases of an in-
formation algebra in the present sense. This is also the case of another
axiomatic system proposed by (Shenoy & Shafer, 1990a), later called val-
uation algebras (Kohlas & Shenoy, 2000; Kohlas, 2003a). So, the present
axiomatic system generalises former systems of axioms and enlarges thus
the field of application of local computation considerably (see Section 4).
Here we list a few elementary properties of an information algebra con-
cerning transport.
Lemma 3.1
1. y ≤ z implies ty(φ) = ty(tz(φ)),
2. d(φ) = x ≤ y ≤ z implies tz(φ) = tz(ty(φ)).
3. x ≤ z and d(φ) = x imply tx(tz(φ)) = φ,
4. d(φ) = x and d(ψ) = y imply tx(φ · ψ) = φ · tx(ψ),
5. d(φ) = x and d(ψ) = y imply φ · ψ = tx∨y(φ) · tx∨y(φ),
6. x ≤ z and d(φ) = x imply tz(φ) = φ · 1z,
7. d(φ) = x implies φ · 0y = 0x∨y,
8. ty(1x) = 1y,
Proof. 1.) Assume d(φ) = x. Then x⊥z|z (C1) and y ≤ z imply x⊥y|z
(C3) and by A4 ty(φ) = ty(tz(φ)).
2.) From z⊥y|y (C1) it follows that x⊥z|y (C2 and C3). Then, by axiom
A4, tz(φ) = tz(ty(φ)).
3.) x⊥z|z (C1) and x ≤ z imply x⊥x|z (C3) and by A4,A6 φ = tx(φ) =
tx(tz(φ)).
4.) x⊥y|x (C1 and C2) implies by A5,A6 that tx(φ ·ψ) = tx(φ) · tx(ψ) =
φ · tx(ψ).
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5.) x⊥x ∨ y|x ∨ y (C1) and y ≤ x ∨ y imply x⊥y|x ∨ y (C3) and by A2
and A5,A6, φ · ψ = tx∨y(φ · ψ) = tx∨y(φ) · tx∨y(ψ).
6.) follows from A3 and 3.)
7.) We have x⊥x ∨ y|x ∨ y (C1), hence by C3 also x⊥y|x ∨ y. Using
axioms A2,A3,A5 and A6 we obtain φ·0y = tx∨y(φ·0y) = tx∨y(φ)·tx∨y(0y) =
tx∨y(φ) · 0x∨y = 0x∨y.
8.) Assume first x ≤ y. Then by A3 and 6.) above, 1y = 1x · 1y =
ty(1x). Next assume y ≤ x Then, by 3.) above and the case just proved,
1y = ty(tx(1y)) = ty(1x). In the general case x⊥y|x ∨ y (C1,C3), hence by
A4 and the two cases just proved ty(1x) = ty(tx∨y(1x)) = ty(1x∨y) = 1y.
⊓⊔
We use these results in the sequel without further reference to the lemma.
Here follow a few further results, illustrating the meaning of irrelevance and
conditional independence.
Lemma 3.2 Assume x⊥y|z.
If d(ψ1) = x and d(ψ2) = y, then
tx(ψ1 · ψ2) = ψ1 · tx(tz(ψ2)),
ty(ψ1 · ψ2) = ψ2 · ty(tz(ψ1)).
If d(ψ1) = x, d(ψ2) = y and d(ψ3) = z, then
tx(ψ1 · ψ2 · ψ3) = ψ1 · tx((tz(ψ2) · ψ3),
ty(ψ1 · ψ2 ·Ψ3) = ψ2 · ty((tz(ψ1) · ψ3).
Proof. 1.) We have tx(ψ1 · ψ2) = ψ1 · tx(ψ2) (Lemma 3.1). But from
x⊥y|z by axiom A4, tx(ψ2) = tx(tz(ψ2)), hence tx(ψ1 ·ψ2) = ψ1 · tx(tz(ψ2)).
The second part follows by symmetry.
2.) Here we have tx(ψ1·ψ2·ψ3) = ψ1·tx(ψ2·ψ3) (Lemma 3.1). From x⊥y|z
it follows that x⊥y∨z|z and then by A4, tx(ψ2 ·ψ3) = tx(tz(ψ2 ·ψ3)). Further
by Lemma 3.1 tz(ψ2 ·ψ3) = tz(ψ2)·ψ3. So, tx(ψ1 ·ψ2 ·ψ3) = ψ1 ·tx((tz(ψ2)·ψ3),
⊓⊔
This Lemma shows that if x is conditionally independent from y given
z, then only the part of ψ2 belonging to z is needed to combine it with
the information ψ1 on x. For instance, if ψ2 with domain y contains no
information relative to z, that is tz(ψ2) = 1z, then tx(ψ1·ψ2) = ψ1 and ψ2 has
no effect on domain x. Such results will be exploited for local computation
in Chapter 4.
Here follows a lemma on idempotent information algebras, to be used
later.
Lemma 3.3 Assume d(φ) = x and y ∈ D. If Axiom A7 holds, then
φ · ty(φ) = tx∨y(φ). (3.3)
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Proof. By Lemma 3.1, 5.), and 1.) and axiom A7,
φ · ty(φ)
= tx∨y(φ) · tx∨y(ty(φ)) = tx∨y(φ) · ty(φ)
= tx∨y(φ) · ty(tx∨y(φ)) = tx∨y(φ).
⊓⊔
Next, we give an important example of a generalised information algebra.
Example 3.1 Subset Algebra on a Family of Compatible Frames: As an
example for a generalised information algebra consider a family of compat-
ible frames (F ,R) with the associated conditional independence relation
Θ1⊥Θ2|Λ (Section 2.3). Subsets S of a frame Θ ∈ F can be considered as
pieces of information in the sense that they restrict the unknown answer in
Θ to S. Let
ΦΘ = {(S,Θ) : S ∈ P(Θ)}
and
Φ =
⋃
Θ∈F
ΦΘ.
We consider the system (Φ,F ;⊥, d, ·, t), where (F ;≤,⊥) is the q-separoid
introduced in Section 2.3. The operations d, · and t are defined as follows:
1. Labeling: d : Φ→ F , d(S,Θ) = Θ.
2. Combination: · : Φ× Φ→ Φ, defined for (S,Θ) and (R,Λ) by
(S,Θ) · (R,Λ) = (τ1(S) ∩ τ2(R),Θ ∨ Λ),
where τ1 and τ2 are the refinings of Θ and Λ to the minimal common
refinement Θ ∨ Λ respectively.
3. Transport: t : Φ×F → Φ, defined for Λ ∈ F and (S,Θ) by
tΛ(S,Θ) = (v(τ(S)),Λ),
where τ is the refining of Θ to the common refinement Θ ∨ Λ and v
the saturation operator from Θ ∨ Λ to Λ (see (2.6)).
The system (Φ,F ;⊥, d, ·, t) satisfies the axioms of a generalised informa-
tion algebra, provided (F ;≤,⊥) is a q-separoid. This was already shown
in (Kohlas & Monney, 1995). Although families of compatible frames where
defined there slightly different than here, the proofs carry over. The semi-
group condition (associativity of combination) is stated in Theorem 8.4, A4
is stated in Theorem 8.6 and A5 in Theorem 8.5 of (Kohlas & Monney, 1995).
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The other conditions are more or less evident. In addition, this system sat-
isfies also the idempotency axiom. In fact, as mentioned in Section 2.3, the
lattice part(U) of partitions of a universe U provides an example of a family
of compatible frames. Subsets of blocks of partitions in part(U) form then
also an information algebra. That (Φ,F ;⊥, d, ·, t) is a generalised informa-
tion algebra will also follow later from the fact that it is an instance of a
semiring-valued information algebra (see Section 3.3). ⊖
Example 3.2 Set Potentials and Belief Functions: The previous example
may be generalised by assigning to the subsets S of a frame Θ some nonneg-
ative numbers m(S). Such an assignment m : P(Θ)→ R+ ∪ {0} is called a
set potential on frame Θ. To a set potential on frame Θ we attach the label
d(m) = Θ. If m1 and m2 are two set potentials on frames Θ and Λ, then a
set potential m on frame Θ∨Λ can be defined as follows: For a subset S of
frame Θ ∨ Λ, let
m(S) =
∑
{m1(S1)m2(S2) : S1 ⊆ Θ, S2 ⊆ Λ, tΘ∨Λ(S1) ∩ tΘ∨Λ(S2) = S}.
Then m is called the combination of m1 and m2 and we write m = m1 ·m2.
Further, if m is a set potential on frame Θ and Λ any other frame, then we
define a set potential tΛ(m) on frame Λ by
tΛ(m)(S) =
∑
{m(T ) : T ⊆ Θ, tΛ(T ) = S},
for any subset S of Λ. Let ΦΘ denote the set of all set potentials on frame
Θ and
Φ =
⋃
Θ∈F
ΦΘ.
The system (Φ,F ;≤,⊥, ,.·, t) forms then a generalised information algebra.
We refer to (Kohlas & Monney, 1995) and (Kohlas, 2003a) for a verification
of axioms.
Set potentials may be transformed into two other set function,
b(S) =
∑
T⊆S
m(T ), q(S) =
∑
T⊇S
m(S).
There is a one-to-one relation between the set functions m, b and q. In fact,
we have
m(S) =
∑
T⊆S
(−1)|S−T |b(T ) =
∑
T⊇S
(−1)|T−S|q(T ).
For a proof see (Shafer, 1976).
3.2. VALUATION ALGEBRAS 35
If m(∅) = 0 and
∑
S⊆Θ
m(S) = 1,
then the set potentialsm is called a basic probability assignment, (Shafer, 1976)
and the set function b is the associated belief function, the set function q
the commonality function. This is the formalism of Dempster-Shafer The-
ory, which is described in detail in (Shafer, 1976). ⊖
In the next section an important axiomatic system will be presented
which is less general than a generalised information algebra, but which in-
duces one under certain circumstances, and which has many models or in-
stances.
3.2 Valuation Algebras
Consider the quasi-separoid (D;≤,⊥L), where D is a lattice. If (Φ,D;≤
,⊥L, d, ·, t) is a (generalised) information algebra, then an alternative Ax-
iomatic system can be derived. The operations of labeling and combination
remain the same, whereas the transport operation is replaced by the partial
operation
πy(φ) = ty(φ),defined for y ≤ d(φ).
This operation is called projection, sometimes also marginalisation. The
Semigroup and Labeling Axioms remain. Axiom A3 is reformulated in the
following way:
1. If d(φ) = x, then φ · 0x = 0x, φ · 1x = φ,
2. If y ≤ x = d(φ), then πy(φ) = 0y if and only if φ = 0x,
3. If y ≤ x, then πy(1x) = 1x,
4. 1x · 1y = 1x∨y.
For x ≤ y ≤ z = d(φ), we obtain,
πx(φ) = tx(φ) = tx(ty(φ)) = πx(πy(φ)).
This tells that projection can be executed stepwise. Further if d(φ) = x,
d(ψ) = y, then (Lemma 3.1),
πx(φ · ψ) = tx(φ · ψ) = φ · tx(ψ).
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But we have also x⊥Ly|x∧y. Then A4 and A3 imply tx(ψ) = tx(tx∧y(ψ)) =
tx∧y(ψ) · 1x. Introducing this above, yields
πx(φ · ψ) = φ · πx∧y(ψ) · 1x = φ · πx∧y(ψ).
In summary, we have a system (Φ,D;≤, d, ·, π) with the three operations of
labeling, combination and projection, satisfying the following conditions:
S0 Lattice: (D,≤) is a lattice.
S1 Semigroup: (Φ, ·) is a commutative semigroup.
S2 Labeling: d(φ · ψ) = d(φ) ∨ d(ψ) and d(πx(φ)) = x.
S3 Unit and Null: For all x ∈ D there are elements 0x and 1x with d(0x) =
d(1x) = x and such that
1. If d(φ) = x, then φ · 0x = 0x and φ · 1x = φ,
2. If y ≤ x = d(φ), then πy(φ) = 0y if and only if φ = 0x,
3. If y ≤ x, then πy(1x) = 1y,
4. 1x · 1y = 1x∨y.
S4 Projection: If x ≤ y ≤ d(φ), then
πx(φ) = πx(πy(φ)). (3.4)
S5 Combination: If d(φ) = x and d(ψ) = y, then
πx(φ · ψ) = φ · πx∧y(ψ). (3.5)
This corresponds essentially to the Axioms introduced in (Shenoy & Shafer, 1990a)
for multivariate models, except that Axiom S3 is there missing. A sys-
tem (Φ,D;≤, d, ·, π) like this has also been called a (labeled) valuation alge-
bra (Kohlas & Shenoy, 2000; Kohlas, 2003a). A general information algebra
with respect to the q-separoid (D;≤,⊥L) induces therefore a valuation al-
gebra. The converse is also the case, as we shall see below.
If the Idempotency Axiom
S6 Idempotency: If x ≤ d(φ), then
φ · πx(φ) = φ (3.6)
is added, then a valuation algebra is also called a (labeled) information
algebra in (Kohlas, 2003a). This is then a special case of an idempotent
generalised information algebra in the present sense. There are many exam-
ples or instances of valuation algebras known. Initial examples include belief
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and possibility functions, relational algebra (relational databases). Probabil-
ity potentials, related to Bayesian networks, satisfy the Axioms without S3
(Shenoy & Shafer, 1990a). We refer to (Kohlas, 2003a; Pouly & Kohlas, 2011)
for much more models of valuation algebras.
There are various alternative Axiomatic systems for valuation algebras.
In particular, there are valuation algebras, where Axiom S3 is removed, that
is no unit and null elements are assumed. Or we consider also valuation
algebras where a weaker Axiom about unit elements is assumed:
S3’ For all x ∈ D there are elements 1x with d(1x) = x and such that
1. If d(φ) = x, then φ · 1x = φ.
2. 1x · 1y = 1x∨y.
Further, there are valuation algebras, where the Combination Axiom S5
is satisfied in a stronger version:
S5’ If d(φ) = x, d(ψ) = y, and x ≤ z ≤ x ∨ y, then
πz(φ · ψ) = φ · πy∧z(ψ).
Item 3 of Axiom S3 is called stability and a valuation algebra satisfying
S3 is called stable. It is essential to recover a (generalised) information
algebra from a valuation algebra, as will be seen below. If S3 is removed,
or replaced by S3’, stability is lost, and there is no generalised information
algebra associated with the valuation algebra. Note also that if the lattice
(D;≤) is distributive, then S5’ follows from S5. In fact, we have, if d(φ) = x,
d(ψ) = y, and x ≤ z ≤ x ∨ y,
φ · ψ = φ · ψ · 1x∨y = φ · ψ · 1z · 1x∨y = φ · ψ · 1z.
Theerefore, we obtain from the Combination Axiom S5,
πz(φ · ψ) = πz((φ · 1z) · ψ) = (φ · 1z) · πy∧z(ψ).
But distributivity of the lattice (D;≤) implies x∨(y∧z) = (x∨y)∧(x∨z) = z,
so that indeed πz(φ · ψ) = φ · πy∧z(ψ).
Note finally that, if d(φ) = x, d(ψ) = y and x ≤ z ≤ y, then S5’ implies
that πz(φ · ψ) = φ · πz(ψ). This same result holds also for any valuation
algebra with unit elements, as stated in the following lemma:
Lemma 3.4 Let (Φ,D;≤, d, ·, π) be a valuation algebra, either satisfying
Axioms S0 to S5 or S3’ instead of S3, or else without unit elements, but
satisfying S5’ instead of S5. In all these cases, if d(φ) = x, d(ψ) = y and
x ≤ z ≤ y, then
πz(φ · ψ) = φ · πz(ψ).
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Proof. In the case of existing units satisfying S3 or S3’ we have πz(φ·ψ) =
πz((φ · 1z) · ψ) and then by the Combination Axiom S5, πz((φ(·1z) · ψ) =
φ · 1z · πz(ψ) = φ · πz(ψ. ⊓⊔
We show now that any stable valuation algebra induces a general infor-
mation algebra. So, let (Φ,D;≤, d, ·, π) be such a valuation algebra. We
consider the q-separoid (D;≤,⊥L) where D is a lattice, and where x⊥Ly|z
iff (x∨z)∧(y∨z) = z, see Section 2.1. We are going to extend the projection
operation π, which is a partial transport operation defined only for domains
x ≤ d(φ) to a full transport operation in two steps. First, for y ≥ d(φ) we
define
ey(φ) = φ · 1y.
Then ey(φ) has label y. It is thus an extension of φ to a larger domain.
By the Combination Axiom S5 and by Axiom S3, πx(ey(φ)) = πx(φ · 1y) =
φ · πx(1y) = φ · 1x = φ (stability!). So we see that we may recover φ from
its extension. The extension ey(φ) is therefore called the vacuous extension
(Shafer, 1991; Kohlas, 2003a). Then, the transport operation is defined for
any y ∈ D by first vacuously extending φ from its domain x to x ∨ y and
then projecting this extension back to y. So, we define
ty(φ) = πy(ex∨y(φ)),where d(φ) = x. (3.7)
Note that for y ≤ d(φ) the transport operation is projection, ty(φ) = πy(φ)
and for y ≥ d(φ) it is vacuous extension, ty(φ) = ey(φ). We remark that the
transport operation can equivalently also be defined by
ty(φ) = ey(πx∧y(φ)). (3.8)
For a proof of this alternative way to compute the transport operation, we
refer to (Kohlas, 2003a). A useful property of the transport operation as
defined above, is that if y ≤ z, then
ty(φ) = ty(tz(φ)). (3.9)
Again we refer to (Kohlas, 2003a) for the proof.
We are now going to show, that this transport operation in a valuation
algebra satisfies conditions A3,A4,A5 and A6 of a generalised information
algebra. Axioms A0,A1,A2 are inherited directly from the valuation algebra.
Theorem 3.1 Let (Φ,D;≤, d, ·, π) be a stable valuation algebra. Then
1. ty(φ) = 0y if and only if φ = 0d(φ),
2. d(φ) = y implies φ · 1x = tx∨y(φ).
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Proof. 1.) Assume first that φ = 0x. Then, by the Combination Axiom
S5 and Axiom S3, tx(tx∨y(0x)) = πx(tx∨y(0x)) = πx(0x ·1x∨y) = 0x ·1x = 0x,
hence by Axiom S3, tx∨y(0x) = 0x∨y. But, again by Axiom S3, ty(0x∨y) =
πy(0x∨y) = 0y and using Axiom S5, it follows that πy(0x∨y) = πy(0y ·1x∨y) =
0y · πy(1x∨y) = 0y · 1y = 0y.
Conversely, assume d(φ) = x and ty(φ) = 0y. Then ty(φ) = πy(tx∨y(φ)) =
0y. From Axiom S3 we obtain then tx∨y(φ) = 0x∨y. Again by S3, φ =
πx(tx∨y(φ)) = πx(0x∨y) = 0x.
2.) We have by Axioms S2 and S3 φ·1x = φ·1x ·1x∨y = φ·1x∨y = tx∨y(φ).
⊓⊔
This shows that Axiom A3 is valid. Axioms A4,A5 and A6 are asserted
in the following theorem
Theorem 3.2 Let (Φ,D;≤, d, ·, π) be a stable valuation algebra. Then
1. x⊥Ly|z and d(φ) = x imply ty(φ) = ty(tz(φ)).
2. x⊥Ly|z and d(φ) = x, d(ψ) = y imply tz(φ · ψ) = tz(φ) · tz(ψ).
3. d(φ) = x implies tx(φ) = φ.
Proof. 1.) Assume d(φ) = x. Define ψ = tx∨z(φ), so that d(ψ) = x ∨ z.
By the alternative definition of the transport operation (3.8), and x⊥Ly|z,
ty∨z(ψ) = ey∨z(π(x∨z)∧(y∨z)(ψ)) = ey∨z(πz(ψ)) = ty∨z(tz(ψ)). (3.10)
Now, by the definition of the transport operation and reversibility of vacuous
extension, we have
ty(φ) = πy(ex∨y(φ)) = πy(πx∨y(ex∨y∨z(ex∨y(φ)))).
As projection, vacuous extension can also be executed stepwise, see Axiom
S4 and (3.9), such that
ty(φ) = πy(ex∨y∨z(φ)) = πy(πy∨z(ex∨y∨z(ex∨z(φ)))) = πy(ty∨z(tx∨z(φ))).
Using (3.10), we obtain
ty(φ) = ty(ty∨z(tz(tx∨z(φ)))).
Since z ≤ y ∨ z, x ∨ z, we use (3.9) twice to conclude finally
ty(φ) = ty(tz(tx∨z(φ))) = ty(tz(φ)).
This proves the first part of the theorem.
2.) Assume d(φ) = x and d(ψ) = y. Using Axiom S3, it follows that
φ · ψ · 1z = φ · ψ · 1x∨y · 1z = φ · ψ · 1x∨y∨z = ex∨y∨z(φ · ψ). So, by definition
of the transport operation,
tz(φ · ψ) = πz(φ · ψ · 1z) = πz((φ · 1z) · (ψ · 1z)).
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Now by Axiom S4, since z ≤ x ∨ z ≤ x ∨ y ∨ z,
tz(φ · ψ) = πz(πx∨z((φ · 1z) · (ψ · 1z))).
As d(φ ·1z) = x∨z and d(ψ ·1z) = y∨z, we may apply S5 and obtain, using
x⊥Ly|z,
tz(φ · ψ) = πz((φ · 1z) · πz(ψ · 1z)).
Again, by S5, and then the definition of the transport operation we conclude
tz(φ · ψ) = πz(φ · 1z) · πz(ψ · 1z) = tz(φ) · tz(φ).
This proves the second item of the theorem.
3.) If d(φ) = x, then d(tx(φ)) = d(πx(ex(φ))) = d(ex(φ)) = x, by Axiom
S2 and the definition of vacuous extension. This verifies the third item of
the theorem. ⊓⊔
In summary, we have shown that a stable valuation algebra induces a
generalised information algebra.
Theorem 3.3 If (P,D;≤, d, ·, π) is a stable valuation algebra, then (Φ,D;≤
,⊥L, d, ·, t), where the operation t is defined by (3.7) is a generalised infor-
mation algebra.
We give here and in the next section important examples of valuation al-
gebras, of different sorts. More example may be found in (Pouly & Kohlas, 2011).
Example 3.3 Densities: This example is based on the multivariate model
of domains (see Section 2.2). Let (D;⊆) be the lattice of finite subsets of
ω = {1, 2 . . .}. We consider here the linear vector spaces Rs of real valued
tuples x : s→ R where s is a finite subset of ω. On a space Rs we consider
nonnegative functions f = Rs → R+ ∪ {0}, whose integrals∫ +∞
−∞
f(x)dx (3.11)
exist and are finite. To simplify, we consider continuous functions and Rie-
man integrals; it would also be possible to consider measurable functions and
Lebesgue integrals (Kohlas, 2003a). Such functions are called densities on
R
s. We define the operations of a valuation algebra for densities as follows:
1. Labeling: d(f) = s if f is a density on Rs.
2. Combination: For densities f and g with d(f) = s and d(g) = t and
x ∈ Rs∪t,
(f · g)(x) = f(xs)× g(xt),
where xs and xt denote the tuple of components of x in s and t re-
spectively.
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3. Projection: For density f with d(f) = s, t ⊆ s, and x ∈ Rt,
(πt(f))(xt) =
∫ +∞
−∞
f(x)dxs−t.
It is straightforward to verify the Axioms of a valuation algebra for this sys-
tem, except Axioms S3 or S3’. There are no unit elements, since the function
h(x) = 1 for all x ∈ Rs is not finitely integrable, hence no density. However,
the strong Combination Axiom S5’ is satisfied for densities. This valuation
algebra is related to probabilistic nets of conditional density functions (see
(Kohlas, 2003a)). ⊖
Here follows another example of a valuation algebra.
Example 3.4 Gaussian Potentials: Gaussian densities are of particular in-
terest in applications. A multivariate Gaussian density over a set s of vari-
ables is defined by
f(x) = (2π)−n/2(det Σ)−1/2e−(1/2)(x−µ)
′Σ−1(x−µ).
Here µ is a vector in Rs (see previous example), and Σ is a symmetric pos-
itive definite s × s matrix. The vector µ is the expected value vector of
the density and Σ the variance-covariance matrix. The matrix K = Σ−1
is called the concentration matrix of the density. It is also symmetric and
positive definite. A Gaussian density may be represented or determined by
the pair (µ,K). Each such pair with µ an s-vector and K a symmetric posi-
tive definite s× s matrix determines a Gaussian density. Gaussian densities
belong to the valuation algebra of densities defined in the previous exam-
ple. Labeling, combination and projection can however now be expressed in
terms of the pairs (µ,K). For this purpose, if t ⊇ s and µ is an s-vector, K a
s×s matrix let µ↑t and K↑t be the vector or matrix obtained by adding to µ
and K 0-entries for all indices in t− s. Further, if t ⊆ s, then let µt and Kt,t
be the subvector or submatrix of µ and K respectively with components in
t.
We then define the following operations on pairs (µ,K):
1. Labeling: d(µ,K) = s if µ is a s-vector and K a s× s matrix.
2. Combination: For pairs (µ1,K1) and (µ2,K2) with d(µ1,K1) = s and
d(µ2,K2) = t,
(µ1,K1) · (µ2,K2) = (µ,K)
with
K = K↑s∪t1 +K
↑s∪t
2
and
µ = K−1
(
K↑s∪t1 µ
↑s∪t
1 +K
↑s∪t
2 µ
↑s∪t
2
)
.
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3. Projection: For a pair (µ,K) with d(µ,K) = s, t ⊆ s,
πt(µ,K) = (µt, ((K
−1)t,t)
−1).
This is justified by the fact, that the combination of two Gaussian densities
results again in a Gaussian density (after normalisation), and so does pro-
jection of Gaussian density. We refer to (Kohlas, 2003a) for more details.
Again, the algebra of Gaussian potentials has no unit elements, but satisfies
the strong Combination Axiom S5’ As for densities, this valuation algebra is
useful for local computation with nets of conditional Gaussian density func-
tions. For another application of this valuation algebra to linear systems
with Gaussian disturbances we refer to (Pouly & Kohlas, 2011). ⊖
Most of the studies about local computation have been made with re-
spect to valuation algebras in the multivariate framework, as discussed
for instance in (Lauritzen & Spiegelhalter, 1988; Shenoy & Shafer, 1990a;
Shenoy & Shafer, 1990a; Kohlas, 2003a). We shall show in Section 4 how
local computation can be defined in the present more general framework of
generalised information algebras. More examples, in fact a whole generic
class of examples of valuation and information algebras, and not only in the
multivariate framework, is given in the next section.
3.3 Semiring Information Algebras
In this section we introduce a large class of information and valuation al-
gebras based on semirings. This is an extension of the class of algebras
described in (Kohlas & Wilson, 2006) based on of multivariate models. The
elements of the algebra, the pieces of information, will be mappings from
a frame of a family of compatible frames to a semiring. Many well-known
instances of valuation or information algebras are of this kind.
To start we recall the definition of semirings.
Definition 3.1 Semirings; Let A be any set with two binary operations
+ : A × A → A and × : A × A → A. Then the signature (A; +,×) is a
commutative semiring, if
1. (A; +) and (A,×) are commutative semigroups,
2. × distributes over +, that is a× (b+ c) = (a× b) + (a× c) for all all
a, b, c ∈ A.
In general for a semiring (A; +,×) multiplication is not necessarily as-
sumed to be commutative; but we shall here only consider commutative
semirings. So, in the sequel when we speak of semirings, we always assume
them to be commutative. The concept of a semiring is a weakening of the
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concept of a ring. Rings and fields are all also semirings. Further examples
will be mentioned below.
If there exists an element 0 ∈ A such that a + 0 = a and a × 0 = 0,
then 0 is called a null element and the semiring (A; +,×, 0) a semiring with
null element. A null element is always unique and if A has no null element
it can always be adjoined. If there exists an element 1 ∈ A such that
1×a = a×1 = a, then 1 is called a unit element and the semiring (A; +,×, 1)
a semiring with unit element. If (A; +×, 0) is a semiring with null element
and a+ b = 0 implies always a = b = 0, then A is called positive. If addition
is idempotent in a semiring (A; +,×), that is a+ a = a for all a ∈ A, then a
unit element can be adjoined (see (Kohlas & Wilson, 2006)). If (A; +,×, 1)
has a unit element such that 1 + 1 = 1, then a + a = a × (1 + 1) = a and
addition is idempotent. For instance, if (A,+,×, 0, 1) is a semiring with
null and unit elements such that a + 1 = 1, then addition is idempotent.
In this case A is called a c-semiring (constraint semiring). Finally, if A
is a c-semiring and multiplication is also idempotent, then (A,+,×, 0, 1) is
a bounded distributive lattice with addition as join and multiplication as
meet.
Here follow a few examples of important semirings.
Example 3.5 Arithmetic Semirings:
Integers, rational numbers and real numbers form semirings (the latter
two even fields) under ordinary addition and multiplication. Nonnegative or
positive integers, rational or real number are still semirings, these semirings
are positive and they have all have unit elements and null elements (to be
adjoined for positve numbers). ⊖
Example 3.6 Booelan Semring: Consider A = {0, 1} and define the oper-
ation + as a+ b = max{a, b} and × as a× b = min{a, b}. This is a semiring
with 0 as null and 1 as unit element. In addition 0+1 = 1+1 = 1, so it is a
c-semiring. It is used to describe the valuation algebra of constraint systems
and relational algebra (Kohlas, 2003a; Kohlas & Wilson, 2006). ⊖
Further examples, including Bottleneck algebras, (max /min,+)-semirings,
t-norms, distributive lattices are to be found in (Kohlas & Wilson, 2006;
Pouly & Kohlas, 2011) and of course any book on semirings.
Now, we introduce semiring valuations. As a preparation consider finite,
disjoint index sets Ij for j = 1, . . . , n and let I = I1 ∪ . . . ∪ In. then, due to
commutativity and associativity of addition,
n∑
j=1
∑
i∈Ij
ai =
∑
i∈I
ai.
This will be used in the sequel without further reference.
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Let now (F ,R) be a family of compatible frames, whose frames Θ ∈ F
are all finite. Let further the relation Θ1⊥Θ2|Λ be the associated conditional
independence relation forming a q-separoid. We call the elements θ of a
frame Θ its atoms. If Λ is a coarsening of Θ and τ : Λ→ Θ the corresponding
refining, then there is exactly one atom λ in Λ, compatible with θ, namely
the atom λ such that θ ∈ τ(λ). In other words, we have v({θ}) = {λ}. We
define now
tΛ(θ) = v({θ}) (3.12)
It is called the projection of the atom θ to the coarser frame Λ. Suppose
next, that Λ is a refinement of Θ with the refining τ : Θ → Λ. Now, the
atoms in τ(θ) are all compatible with θ and we define
tΛ(θ) = τ(θ). (3.13)
In the general case of two arbitrary frames Θ and Λ, the atoms λ in Λ are
compatible with an atom θ in the frame Θ, if λ ∈ Rθ(Λ) = {λ : τ(θ)∩µ(λ) 6=
∅}, where τ and µ are the refinings of Θ and Λ to Θ ∨ Λ respectively (see
Section 2.3. Therefore, we define in the general case
tΛ(θ) = v(τ(θ)) = Rθ(Λ), (3.14)
where v is the saturation operator associated with the refining µ. This is
the restriction of the general transport operation of subsets of frames to
one-element sets (see Section 3.1). Since the subset algebra of a f.c.f is a
generalised information algebra, it satisfies the transport axiom A4 (Section
3.1). We restate this axiom as an important result for the transport of
atoms:
Theorem 3.4 Assume θ ∈ Θ and Θ⊥Λ1|Λ2. then
tΛ1(θ) = tΛ1(tΛ2(θ)). (3.15)
These transport operations become important below. Since a frame can
be considered as representing possible answers to some question, atoms being
precise answers, these transport operations of atoms determine answers in
frames Λ, compatible with a precise answer θ in a frame Θ. So transport of
atoms has an important information-theoretic meaning.
For a semiring (A; +,×) we define now A-valuations on a frame Θ to be
mappings
φ : Θ→ A
from a frame Θ of F into the semiring A. Let ΦΘ be the set of all A-
valuations on the frame Θ and define
Φ =
⋃
Θ∈F
ΦΘ,
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the set of all A-valuations in the f.c.f (F ,R). Such A-valuations have been
considered in (Kohlas & Wilson, 2006) for the special case of multivariate
models. The results obtained there can be extended to the present more
general case of A-valuations in a f.c.f. First, we define the following op-
erations for A-valuations, using the transport operations of atoms defined
above:
1. Labeling: d(φ) = Θ if φ is an A-valuation on Θ.
2. Combination: If φ, ψ are A-valuations with d(φ) = Θ and d(ψ) = Λ,
then for ζ ∈ Θ ∨ Λ, an A-valuation φ · ψ on frame Θ ∨Λ is defined by
φ · ψ(ζ) = φ(tΘ(ζ))× ψ(tΛ(ζ)). (3.16)
3. Transport: If φ is a A-valuation with d(φ) = Θ and λ ∈ Λ, then an
A-valuation tΛ(φ) on frame Λ is defined by
tΛ(φ)(λ) =
∑
θ∈tΘ(λ)
φ(θ). (3.17)
The idea behind combination is that in the combined A-valuation φ · ψ the
value of ζ in the supremum or the combined frame Θ∨Λ equals the product
of the values of the compatible atoms in the frames Θ and Λ respectively.
For transport of an A-valuation to a frame Λ, the value of an atom in Λ is
the sum of the values of the compatible atoms in the original frame Θ. We
shall see in examples below that this makes sense in all applications.
How far are the properties of an information algebra satisfied by these
operations of A-valuations? Clearly, the Labeling Axiom A2 of an informa-
tion algebra is satisfied by the definition of combination and transport,
d(φ · ψ) = d(φ) ∨ d(ψ), d(tΛ(φ)) = Λ.
Further, by assumption (F ;≤,⊥) is a q-separoid, hence Axiom A0 is valid.
The Identity Axiom A6 is also valid since if d(φ) = Θ, then tΘ(θ) = θ
for all θ ∈ Θ. Next, we show that combination is both commutative and
associative.
Theorem 3.5 With the definition of combination above, (Φ; ·) is a commu-
tative semigroup.
Proof. Commutativity of combination follows by the definition of com-
bination from commutativity of semigroup multiplication.
To show associativity consider A-valuations φ1, φ2 and φ3 on frames Θ1,
Θ2 and Θ3 respectively. Let θ be an atom in Θ1 ∨Θ2 ∨Θ3. Then we have
(φ1 · φ2) · φ3(θ)
= φ1 · φ2(tΘ1∨Θ2(θ))× φ3(tΘ3(θ))
= (φ1(tΘ1(tΘ1∨Θ2(θ)))× φ2(tΘ2(tΘ1∨Θ2(θ)))) × φ3(tΘ3(θ))
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But from Θ1⊥Θ2|Θ1 ∨Θ2 it follows (Theorem 3.4) that
tΘ1(tΘ1∨Θ2(θ)) = tΘ1(θ), tΘ2(tΘ1∨Θ2(θ)) = tΘ2(θ).
So, we obtain
(φ1 · φ2) · φ3(θ) = (φ1(tΘ1(θ))× φ2(tΘ2(θ)))× φ3(tΘ3(θ)).
We obtain in the same way
φ1 · (φ2 · φ3)(θ) = φ1(tΘ1(θ))× (φ2(tΘ2(θ))× φ3(tΘ3(θ))). (3.18)
Since multiplication in A is associative, it follows that (φ1 · φ2) · φ3 = φ1 ·
(φ2 · φ3). ⊓⊔
So, the Semigroup Axiom A2 is satisfied. It is evident that each (ΦΘ; ·)
is a subsemigroup of (Φ; ·).
If the semiring A has a null element 0, then the A-valuations 0Θ defined
by
0Θ(θ) = 0 for all θ ∈ Θ
are the null elements in the semigroups (ΦΘ; ·). Similarly, if the semiring A
has a unit element, then the A-valuations 1Θ defined as
1Θ(θ) = 1 for all θ ∈ Θ
are unit elements in the semigroups (ΦΘ; ·). These particular A-valuations
have the following properties:
Theorem 3.6 If the semiring A has a null element and a unit element,
then
1. φ · 1Λ = tΘ∨Λ(φ) if d(φ) = Θ.
2. 1Θ · 1Λ = 1Θ∨Λ.
3. φ · 0Λ = 0Θ∨Λ if d(φ) = Θ.
Proof. 1.) Let ζ be an atom in Θ ∨ Λ. Then we have
φ · 1Λ(ζ) = φ(tΘ(ζ))× 1Λ(tΛ(ζ)) = φ(tΘ(ζ))× 1 = φ(tΘ(ζ)) = tΘ∨Λ(ζ).
2.) and 3.) Again, for ζ ∈ Θ ∨ Λ, we have
1Θ · 1Λ(ζ) = 1Θ(tΘ(ζ))× 1Λ(tΛ(ζ)) = 1× 1 = 1.
and
φ · 0Λ(ζ) = φ(tΘ(ζ))× 0Λ(tΛ(ζ)) = φ(tΘ(ζ))× 0 = 0.
This concludes the proof. ⊓⊔
The following result is more profound and states that the Combination
Axiom A5 is valid.
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Theorem 3.7 Consider A-valuations φ and ψ with d(φ) = Θ1 and d(ψ) =
Θ2. Assume Θ1⊥Θ2|Λ. Then,
tΛ(φ · ψ) = tΛ(φ) · tΛ(ψ).
Proof. Consider an atom λ ∈ Λ. Then we have by definition of transport
and combination
tΛ(φ · ψ)(λ)
=
∑
ζ∈tΘ1∨Θ2(λ)
φ · ψ(ζ) =
∑
ζ∈tΘ1∨Θ2(λ)
φ(tΘ1(ζ))× ψ(tΘ2(ζ)),
tΛ(φ) · tΛ(ψ)(λ)
Now, tΘ1(λ) = Rλ(Θ1) and tΘ2(λ) = Rλ(Θ2). Further, we claim that
Rλ(Θ1,Θ2)
= {(θ1, θ2) ∈ Θ1 ×Θ2 : θ1 = tΘ1(ζ), θ1 = tΘ1(ζ) for some ζ ∈ tΘ1∨Θ2(λ)}
(3.19)
But Θ1⊥Θ2|Λ implies Rλ(Θ1,Θ2) = Rλ(Θ1) × Rλ(Θ2). So, once the claim
above is proved, we conclude that
tΛ(φ · ψ)(λ)
=
∑
θ1∈Rλ(Θ1),θ2∈Rλ(Θ2)
φ(θ1)× ψ(θ2)
=

 ∑
θ1∈Rλ(Θ1)
φ(θ1)

×

 ∑
θ2∈Rλ(Θ2)
ψ(θ2)


= tΛ(φ)(λ)× tΛ(ψ)(λ)
= tΛ(φ) · tΛ(ψ)(λ).
This shows that tΛ(φ · ψ) = tΛ(φ) · tΛ(ψ).
It remains to verify the claim above. For this purpose let τ ′1 and τ
′
2 be
the refinings of Θ1 and Θ2 to Θ1∨Θ2 respectively, τ1 and τ2 be the refinings
of Θ1 and Θ2 to Θ1 ∨ Θ2 ∨ Λ, τ the refining of Λ to Θ1 ∨ Θ2 ∨ Λ and µ
the refining of Θ1 ∨ Θ2 to Θ1 ∨ Θ2 ∨ Λ and finally v the outer reduction
associated with µ. Then by definition
Rλ(Θ1,Θ2) = {(θ1, θ2) : τ1(θ1) ∩ τ2(θ2) ∩ τ(λ) 6= ∅}.
Now, τ1(θ1) ∩ τ2(θ2) ∩ τ(λ) 6= ∅ is equivalent to
µ(τ ′1(θ1)) ∩ µ(τ
′
2(θ2)) ∩ τ(λ) = µ(τ
′
1(θ1) ∩ τ
′
2(θ2)) ∩ τ(λ) 6= ∅.
Consider an atom ζ ∈ tΘ1∨Θ2(λ) and atoms θ1 = tΘ1(ζ), θ2 = tΘ2(ζ) such
that (θ1, θ2) belongs to the set on the right hand side of (3.19). This means
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that ζ ∈ τ ′1(θ1)∩ τ
′
2(θ2) = τ
′
1(tΘ1(ζ))∩ τ
′
2(tΘ2(ζ)) and µ(ζ)∩ τ(λ) 6= ∅. From
this it follows that
µ(τ ′1(tΘ1(ζ)) ∩ τ
′
2(tΘ2(ζ))) ∩ τ(λ) ⊇ µ(ζ) ∩ τ(λ) 6= ∅.
So, (θ1, θ2) ∈ Rλ(Θ1,Θ2) and the right hand side of (3.19) is contained in
Rλ(Θ1,Θ2).
Conversely, consider a pair (θ1, θ2) ∈ Rλ(Θ1,Θ2) so that µ(τ
′
1(θ1) ∩
τ ′2(θ2)) ∩ τ(λ) 6= ∅. This implies τ
′
1(θ1) ∩ τ
′
2(θ2) 6= ∅. So, we may select
an atom ω ∈ µ(τ ′1(θ1) ∩ τ
′
2(θ2)) ∩ τ(λ) and then an atom ζ ∈ v(ω) ⊆
τ ′1(θ1) ∩ τ
′
2(θ2). But this means that θ1 = tΘ1(ζ) and θ2 = tΘ2(ζ) and
ω ∈ µ(ζ) ∩ τ(λ) 6= ∅, which implies ζ ∈ tΘ1∨Θ2(λ). So Rλ(Θ1,Θ2) is con-
tained in the right hand side of (3.19) and this proves the claim (3.19). ⊓⊔
So far, we have verified that A-valuations satisfy some axioms of a gen-
eralised information algebra. However, the Transport Axiom A4 needs
an additional property of the semiring. And further, the property that
tΛ(1Θ) = 1Λ (see Lemma 3.1) is not necessarily satisfied for an arbitrary
semiring. A sufficient condition for this is that addition in a semiring
(A; +,×, 0, 1) is idempotent. Then we have from the definition of transport
tΛ(1Θ)(λ) =
∑
θ∈tΘ(λ)
1 = 1.
And this condition is also sufficient for the validity of the Transport Axiom
A4.
Theorem 3.8 If addition in the semiring (A; +,×, 0, 1) is idempotent, then
for for all A-valuations φ with d(φ) = Θ, Θ⊥Λ1|Λ2 implies
tΛ1(φ) = tΛ1(tΛ2(φ)).
Proof. For an atom λ ∈ Λ1 we have
tΛ1(tΛ2(φ))(λ) =
∑
λ′∈tΛ2 (λ)
tΛ2(φ)(λ
′) =
∑
λ′∈tΛ2 (λ)
∑
θ∈tΘ(λ′)
φ(θ),
Now, Θ⊥Λ1|Λ2 implies tΘ(λ) = tΘ(tΛ2(λ)) (Theorem 3.4). Let Iλ′ = tΘ(λ
′)
and
I =
⋃
λ′∈tΛ2 (λ)
Iλ′ .
We claim that I = tΘ(λ). Assume first θ ∈ I, so that θ ∈ Iλ′ for some
λ′ ∈ tΛ2(λ). But then, since tΘ(λ
′) ⊆ tΘ(λ) it follows that θ ∈ tΘ(λ).
Conversely, consider an atom θ ∈ tΘ(λ) = tΘ(tΛ2(λ)). This implies that
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there is a λ′ ∈ tΛ2(λ) such that θ ∈ tΘ(λ
′), hence θ ∈ I. So, indeed I = tΘ(λ).
It follows therefore, using idempotency of addition in the semiring A, that∑
λ′∈tΛ2 (λ)
∑
θ∈tΘ(λ′)
φ(θ) =
∑
θ∈tΘ(λ)
φ(θ) = tΛ1(φ)(λ).
This shows that tΛ1(φ) = tΛ1(tΛ2(φ)). ⊓⊔
In particular, if Θ ≤ λ, then Θ⊥Θ|λ and therefore by this theorem
tΘ(tΛ(φ)) = tΘ(φ) = φ if d(φ) = Θ. This means that tΛ(φ) may be consid-
ered as a vacuous extension of φ, since φ can be retrieved from its extension
(see Section 3.2).
Now, we have nearly all Axioms A1 to A6 of a generalised information
algebra. The last item missing is Axiom A 3 2.) which states that tΛ(φ) = 0Λ
implies φ = 0Θ, if d(φ) = Θ. For this it is sufficient that the semiring A is
positive. This together with the results above, proves the following theorem:
Theorem 3.9 Let (A; +,×, 0, 1) be a positive semiring with idempotent ad-
dition. Then (Φ,F ;≤,⊥, d, ·, t) where Φ is the set of A-valuations, with
labeling, combination and transport as defined above, is a generalised infor-
mation algebra.
We note that, even if the semiring A is not positive, then all axioms are
satisfied, as long as addition is idempotent, except Axiom A 3 2.). If we
scan the examples of semirings mentioned above, then we find the following
examples, which induce generalised information algebras of A-valuations.
Example 3.7 Set Algebra: Consider the Boolean semiring A = {0, 1}. It
is positive and addition (max) is idempotent. Here A-valuations φ are 0-1-
functions ( indicator functions) on the associated frame d(φ) = Θ. Such an
indicator function defines a subset {θ : φ(θ) = 1} of the frame. Combination
and transport of these indicator functions correspond exactly to combination
and transport of the associated subsets as defined in Section 3.1. So, we
retrieve with this Boolean semiring valuation algebra the subset algebra
on a f.c.f. This covers, in the multivariate case, constraint systems and
gives a subset of relational algebra (Kohlas, 2003a), which is useful in query
processing and for constraint solving. Constraints may also be formulated
by formulae of propositional or predicate logic. In this sense it is also related
to inference in Boolean logic, see (Kohlas, 2003a). ⊖
Example 3.8 Distributive Lattices: A bounded distributive lattice A is a
semiring with idempotent addition (join) and is positive. Since multiplica-
tion (meet) is also idempotent the A-valuations form in this case a proper
information algebra. Such algebras are discussed in Chapter 7. Of course,
the previous example is an instance of such a valuation algebra, since a
Boolean algebra is a distributive lattice. We may generalise the previous
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example and consider A-valuations related to any Boolean algebra A. This
is related to assumption-based reasoning (Kohlas & Wilson, 2006). ⊖
Example 3.9 Fuzzy Sets, Possibilistic Constraints: If we take a t-norm
(Kohlas, 2003a; Pouly & Kohlas, 2011) for multiplication and max for ad-
dition, then addition is idempotent and the semiring is positive. In this
case an A-valuation on Θ is also called a possibilistic distribution, a possi-
bilistic constraint or a fuzzy set. Intersection of possibilistic constraints or
fuzzy sets are defined by the t-norm and and addition is used to compute
transport. These A-valuations form a generalised information algebra. ⊖
Example 3.10 Optimisation: Consider the (max /min,+) semiring of re-
als. Again max and min are idempotent. So, the A-valuations form a gener-
alised information algebra although A is not positive, satisfying all axioms
except A 3 2.). We may always adjoin a least element ⊥ to a semitlattice
(F ;≤) and define
t⊥(φ) =
∑
θ∈Θ
φ(θ).
if φ is an A-valuation on Θ. In the present particular case, we have then
t⊥(φ1 · . . . · φn)(θ) = max
θ∈Θ
(φ1(tΘ(θ)) + . . .+ φn(tΘ(θ))).
So this information algebra and its associated local computation scheme
serves for optimisation. Note that local computation yields the maximum
value of the combination. But the scheme may be adopted to compute also
minimal solutions (Shenoy, 1996; Pouly & Kohlas, 2011). Local computa-
tion is then a version of dynamic programming. ⊖
Now we change the focus on A-valuations to some extend with the goal
to obtain valuation algebras instead of generalised information algebras. We
consider f.c.f (F ,R) for which we assume that
1. (F ;≤) is a lattice,
2. the relation Θ⊥Λ|Θ ∧ Λ holds for all pairs of frames Θ,Λ ∈ F .
It is interesting and important to clarify what these restricting requirements
mean. Let µ1 and µ2 be the refinings of Θ ∧Λ to Θ and Λ respectively and
τ1 and τ2 the refinings of Θ and Λ to Θ ∨ Λ. Consider atoms θ, λ and ζ in
Θ, Λ and Θ ∧ Λ respectively. Note that τ1(θ) ∩ τ1(µ1(ζ)) 6= ∅ if and only if
θ ∈ µ1(ζ), and similarly τ2(λ) ∩ τ2(µ2(ζ)) 6= ∅ if and only if λ ∈ µ2(ζ) for
any ζ ∈ Θ ∧ Λ. From the conditional independence condition Θ⊥Λ|Θ ∧ Λ
we have
τ1(θ) ∩ τ2(λ) ∩ τ1(µ1(ζ)) = τ1(θ) ∩ τ2(λ) ∩ τ2(µ2(ζ)) 6= ∅,
if θ ∈ µ1(ζ) and λ ∈ µ2(ζ). Therefore τ1(θ) ∩ τ2(λ) 6= ∅ if θ ∈ µ1(η) or if
λ ∈ µ2(η). This condition can be expressed in two ways:
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a) If tΘ∧Λ(θ) = tΘ∧Λ(λ), then there exists an atom η ∈ Θ ∨ Λ such that
tΘ(η) = θ and tΛ(η) = λ.
b) If Θ, Λ and Θ ∧Λ are considered as partitions of Θ ∨Λ, then if θ and λ
are in the same block of Θ ∧ Λ, there is an atom ζ ∈ Θ ∨ Λ such that
θ and ζ are in the same block of Θ and λ and ζ are in the same block
of Λ.
Note that the last condition is nothing else than the statement that the
partitions in Θ ∨ Λ associated with the coarsenings Θ and Λ commute, so
that the associated saturation operators commute to (see Section 2.2). Sub-
lattices of the partition lattice part(U) of some universe satisfying condition
b) are also called partition lattices of type I (Gra¨tzer, 1978) (recall, that our
order is the inverse of the order usually considered between partitions). In
particular, multivariate models satisfy this condition.
We consider now A-valuations on such particular f.c.f. But we do no
more assume that addition is idempotent nor do we necessarily assume null
or unit elements in the semiring (A; +,×). Instead of a general transport
operation t for A-valuations, we consider only projection, that is partial
transport operations πΛ = tΛ : ΦΘ → ΦΛ, defined only for frames Λ ≤ Θ.
We define Labeling and Combination as before, such that we have
1. Labeling: d(φ) = Θ if φ is an A-valuation on Θ.
2. Combination: If d(φ) = Θ and d(ψ) = Λ, then for ζ ∈ Θ ∨ Λ, an
A-valuation φ · ψ is defined by
φ · ψ(ζ) = φ(tΘ(ζ))× ψ(tΛ(ζ)). (3.20)
3. Projection: If d(φ) = Θ and λ ∈ Λ ≤ Θ, then an A-valuation πΛ(φ) is
defined by
πΛ(φ)(λ) =
∑
θ∈tΘ(λ)
φ(θ). (3.21)
We show that in this way we get a valuation algebra of A-valuations
Axiom S0 is valid by the assumption that (F ;≤) is a lattice. The
Semigroup Axiom S1 holds as before, the definition of combination has not
changed; and so holds the Labeling Axiom S2. Axiom S4 can easily be veri-
fied. The next theorem gives us the combination Axiom S5 for A-valuations.
Theorem 3.10 Let (F ;≤) be a lattice such that Θ⊥Λ|Θ∧Λ for all frames
Θ,Λ ∈ F . Then, if d(φ) = Θ and d(ψ) = Λ,
πΘ(φ · ψ) = φ · πΘ∧Λ(ψ).
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Proof. The condition Θ⊥Λ|Θ ∧ Λ implies tΛ(θ) = tΛ(θ)(tΘ∧Λ(θ)) for all
θ ∈ Θ) (Theorem 3.4). Since we have also Θ⊥Λ|Θ ∨ Λ, we find tΛ(θ) =
(tΛ(tΘ∨Λ(θ))
), hence
tΛ(tΘ∨Λ(θ)) = tΛ(tΘ∧Λ(θ))
To simplify writing, it is convenient to define for d(φ) = Θ and S ⊆ Θ,
φ(S) =
∑
θ∈S
φ(θ)
Then projection can be written as πΛ(φ)(λ) = φ(tΘ(λ)). With this notation,
from the definition of projection and combination, we obtain for θ ∈ Θ,
πΘ(φ · ψ)(θ)
= φ · ψ(tΘ∨Λ(θ)) = φ(θ)× ψ(tΛ(tΘ∨Λ(θ))
= φ(θ)× ψ(tΛ(tΘ∧Λ(θ)) = φ(θ)× tΘ∧Λ(ψ)(tΘ∧Λ(θ))
= φ · πΘ∧Λ(ψ)(θ).
This shows that πΘ(φ · ψ) = φ · πΘ∧Λ(ψ). ⊓⊔
So, in this case all axioms of a valuation algebra are satisfied, with the
exception of Axiom S3 concerning unit and null valuations. So, we have the
following theorem:
Theorem 3.11 Let (F ;≤) be a lattice such that Θ⊥Λ|Θ ∧ Λ holds for all
frames Θ,Λ ∈ F . Then (Φ,F ;≤, d, ·, π) is a valuation algebra (possibly
without Axiom S3).
If the semiring A has null and unit elements, then under some additional
conditions, Axiom S3 of a valuation algebra in the old sense or parts of
it may be satisfied. If the semiring A has a null and unit element, then
Theorem 3.6 still holds for projections. If addition is idempotent, then
πΛ(1Θ) = 1Λ, the valuation algebra is stable. As shown in Section 3.2,
a generalised information algebra can then be derived from the valuation
algebra. If the semiring A is also positive, then πΛ(φ) = 0Λ implies φ = 0Θ,
if d(φ) = Θ. In these cases Axiom S3 of the original information algebra is
valid too.
Here follow a few examples of valuation algebras induced by a semiring.
Example 3.11 Probability Potentials: The arithmetic semiring (R+∪{0}; +,×)
gives rise to the semiring of mappings of frames Θ to nonnegative real
numbers. Note that addition is not idempotent, so there is no gener-
alised information algebra relative to this semiring. This semiring valu-
ation algebra is usually considered in the framework to Bayesian networks
(Lauritzen & Spiegelhalter, 1988; Shenoy & Shafer, 1990a; Shafer, 1996). That
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is why the A-valuations are called probability potentials, especially, since a
nonnegative function may also be transformed into a probability distribution
by normalisation. As with densities, combination of probability potentials
in the valuation algebra does not directly correspond to an operation of
classical probability. For an interpretation of this operation in probabilistic
argumentation systems. ⊖
Example 3.12 Subsets, Fuzzy Sets or Possibilistic Constraints: The exam-
ples of set algebras, fuzzy sets and possibilistic constraints based on t-norms
exist also as valuation algebras. ⊖
To conclude, we see that many important information or valuation al-
gebras are induced by a semiring. We remark further, that the concept
of semiring-valuation algebras may be extended to set-based semiring val-
uation algebras (Pouly & Kohlas, 2011) which cover examples of valuation
algebras which are not semiring valuation algebras, like belief functions and
generalisations thereof.
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Chapter 4
Local Computation
4.1 Markov Trees
In this section we introduce a number of conditional independence structures
like Markov trees, hypertrees and join trees which play an important role
in local computation. These structures are well known and frequently used
in multivariate models, and there they are all equivalent. Here however,
we study them in the context of quasi-separoids. And in this context they
are all different. In Section 4.2 we discuss how different algorithms of local
computation can be defined on these different structures.
To start, we extend the notion of conditional independence to a family
of domains in a join-semilattice (D,≤).
Definition 4.1 Let (D;≤,⊥) be a quasi-separoid, and x1, . . . , xn and z ele-
ments of D, n ≥ 2. The family {x1, . . . , xn} is called conditionally indepen-
dent given z, if for all disjoint subsets J and K of the index set {1, . . . , n}
∨j∈J xj⊥ ∨k∈K xk|z. (4.1)
Then we write ⊥{x1, . . . , xn}|z.
By convention, for all x ∈ D, we define ⊥{x}|z and ⊥∅|z. Note that due
to condition C3 of a q-separoid, we may assume that J ∪K = {1, . . . , n} in
this definition.
Theorem 4.1 Assume ⊥{x1, . . . , xn}|z. Then,
1. if σ is a permutation of 1, . . . , n, then ⊥{xσ(1), . . . , xσ(n)}|z,
2. if J ⊆ {1, . . . , n}, then ⊥{xj : j ∈ J}|z,
3. if y ≤ x1, then ⊥{y, x2, . . . , xn}|z,
4. ⊥{x1 ∨ x2, x3, . . . , xn}|z,
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5. ⊥{x1 ∨ z, x2, . . . , xn}|z.
Proof. Items 1.), 2.) and 4.) are immediate consequences of the defini-
tion. Item 3.) follows from C3 and 5.) from C4. ⊓⊔
In case (D;≤) is a lattice, ⊥L{x1, . . . , xn}|z implies x1⊥Lx2|z, x2⊥Lx3|z,
etc. which means that (x1 ∨ z) ∧ (x2 ∨ z) = z, (x2 ∨ z) ∧ (x3 ∨ z) = z, etc.
and this implies
(x1 ∨ z) ∧ (x2 ∨ z) ∧ · · · ∧ (xn ∨ z) = z.
If the lattice (D;≤) is distributive, then
(∨j∈Jxj ∨ z) ∧ (∨k∈Kxk ∨ z) = ∨j∈J,k∈K(xj ∧ xk) ∨ z = z,
hence xj ∧ xk ≤ z for all j 6= k. Therefore, in this case ⊥L{x1, . . . , xn}|z
holds if and only if xj⊥Lxk|z for all pairs of distinct j and k; j, k = 1, . . . , n.
Axiom A5 can be extended to a family of conditionally independent
domains.
Theorem 4.2 Assume ⊥{x1, . . . , xn}|z and φ = φ1 · . . . ·φn with d(φi) = xi
for i = 1, . . . , n. Then
tz(φ) = tz(φ1) · . . . · tz(φn). (4.2)
Proof. The proof is by induction. The theorem is valid for n = 2 by A5.
Assume it holds for n−1. From ⊥{x1, . . . , xn}|z it follows that ∨
n−1
i=1 xi⊥xn|z.
From A5 we obtain then
tz(φ) = tz(φ1 · . . . · φn−1) · tz(φ).
Using the assumption of induction tz(φ1 · . . . · φn−1) = tz(φ1) · . . . · tz(φn−1)
the theorem follows. ⊓⊔
Let now (D;≤,⊥) be any q-separoid. Consider a tree T = (V,E), with
nodes V (a finite set) and edges E ⊆ V 2, where V 2 is the family of two-
elements subsets of V . Let λ : V → D be a labeling of the nodes of T with
domains. The pair (T, λ) is called a labeled tree. By ne(v) we denote the
set of neighbours of a node v, that is, the set {w ∈ V : {v,w} ∈ E}. For
any subset U of nodes, let
λ(U) = ∨v∈Uλ(v).
When a node v is eliminated together with all edges {v,w} incident to v,
then a family of subtrees {Tv,w = (Vv,w, Ev,w) : w ∈ ne(v)} of T are created,
where Tv,w is the subtree containing node w ∈ ne(v). This allows to define
the concept of a Markov tree.
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Definition 4.2 Markov Tree: Let (D;≤,⊥) be a quasi-separoid. A labeled
tree (T, λ) with T = (V,E), λ : V → D, is called a Markov tree, if for all
v ∈ V ,
⊥{λ(Vv,w) : w ∈ ne(v)}|λ(v). (4.3)
Markov trees have early been identified as important independence struc-
tures for efficient computation with belief functions, using Dempsters rule
(Shafer et al., 1987; Shenoy & Shafer, 1990b; Kohlas & Monney, 1995). In
the first of these references, conditional independence and Markov trees
are studied for partition lattices, whereas in the second the multivariate
model and in the third families of compatible frames are used. The con-
cept is generalised and adapted from the probabilistic framework of Markov
fields. We prove two fundamental theorems, whose proofs are adapted from
(Kohlas & Monney, 1995).
The first theorem states that there is conditional independence between
the domains of a node v and a subtree Vv,w given the domain of the neighbour
w.
Theorem 4.3 If (T, λ) is a Markov tree, then, for any node v and all nodes
w ∈ ne(v),
λ(v)⊥λ(Vv,w)|λ(w). (4.4)
Proof. For a node w ∈ ne(v), the Markov property (4.3) reads
⊥{λ(Vw,u) : u ∈ ne(w)}|λ(w).
Then,
λ(Vw,v)⊥
∨
u∈ne(w)−{v}
λ(Vw,u)|λ(w). (4.5)
Note that
λ(Vv,w) =
∨
u∈ne(w)−{v}
λ(Vw,u) ∨ λ(w).
Hence from C4 we obtain
λ(Vw,v)⊥λ(Vv,w)|λ(w).
Finally, since λ(v) ≤ λ(Vw,v), we conclude (4.4) using C3. ⊓⊔
This theorem, as well as the next one which states that any subtree of
a Markov tree is still a Markov tree, is important for local computation
schemes (see Section 4.2)
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Theorem 4.4 If (T, λ) is a Markov tree, then every subtree is also a Markov
tree.
Proof. Assume T ′ = (V ′, E′) to be a subtree of T = (V,E) and λ′ the
restriction of λ to V ′. Consider a node v ∈ V ′ and let ne′(v) be the set of
its neighbours in T ′. Also consider the subtrees T ′v,w = (V
′
v,w, E
′
v,w) in the
subtree T ′ obtained after removing the node v and the edges incident to v.
Note that ne′(v) ⊆ ne(v) and V ′v,w ⊆ Vv,w, so that λ
′(V ′v,w) ≤ λ(Vv,w) for all
w ∈ ne′(v). Therefore, from items 2 and 3 of Theorem 4.1 we conclude that
⊥λ′(V ′v,w : w ∈ ne
′(v)}|λ′(v)
for all v ∈ V ′. This shows that (T ′, λ′) is a Markov tree. ⊓⊔
From Markov trees two important derived structures may be obtained.
In a tree T , we may always select any node v and then number the nodes
i : V → {1, . . . , n} if |V | = n, such the number i of node w is smaller than
the number of any node u on the path from w to v. Assume then that in a
Markov tree (T, λ), the nodes are numbered in such a way and let xi = λ(vi).
To simplify, we denote the nodes in the sequel by their number. Then, for
all i = 1, . . . , n−1 the set of nodes {i+1, . . . , n}, together with all the edges
from E between these nodes, determines a subtree of T . In fact, a path in
T from j > i to n can not pass through any node h ≤ i. So, the subgraph
determined by the nodes {i+ 1, . . . , n} is connected, hence a tree. There is
exactly one node j ∈ ne(i) such that i < j. Denote this node by b(i). By
Theorem 4.3 we have
xi⊥
n∨
j=i+1
xj|xb(i). (4.6)
This relation is defining a hypertree according to the following definition.
Definition 4.3 Hypertree: Let (D;≤,⊥) be a quasi-separoid. A n-element
subset S of D is called a hypertree, if there is a numbering of its elements
S = {x1, . . . , , xn} such that for all i = 1, . . . , n − 1 there is an element
b(i) > i in the numbering so that
xi⊥
n∨
j=i+1
xj|xb(i). (4.7)
In the literature, a hypergraph is usually defined as a set of subsets; in
other words a set of elements of the lattice of subsets of a set. In a gener-
alisation of this view, we take a hypergraph to be a set of elements of any
join-semilattice D. The concept of a hypertree as given in Definition 4.3 is
then the corresponding transcription of the usual definition of a hypertree in
the context of subset lattices. Hypertrees in the usual sense were especially
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studied in relational algebra, where they were called acyclic hypergraphs and
shown to have some desirable properties (Beeri et al., 1983; Maier, 1983).
In particular, hypertrees are interesting with respect to computational com-
plexity (Gottlob et al., 1999a; Gottlob et al., 1999b; Gottlob et al., 2001).
These papers treat all hypertrees in the multivariate framework, whereas
this issue will be taken up in Sections 4.2 and 4.3 in the more general case
of quasi-separoids and semilattices or lattices of domains.
So, any Markov tree determines a hypertree; in fact many hypertrees, ac-
cording to the numbering selected. Following (Shenoy & Shafer, 1990b) the
sequence x1, . . . , xn is called a (hypertree) construction sequence. A hyper-
tree construction sequence x1, . . . , xn defines a tree T = (V,E) with nodes
V = {1, . . . , n} and edges E = {{i, b(i)}, i = 1, . . . , n− 1}. In fact, T is con-
nected: If i and j are two nodes, then the node sequences i, b(i), b(b(i)), . . .
and j, b(j), b(b(j)), . . . determine both paths from i and j to n. So there is
a path between the nodes i and j. Since the number of edges is one less
than the number of nodes, T is a tree. However, the labeling i 7→ xi does
not in general yield a Markov tree. To see this consider a construction se-
quence {x1, x2, x3, x4} such that x1⊥x2∨x3∨x4|x4 and x2⊥x3∨x4|x4. Then
S = {x1, x2, x3, x4} is a hypertree. And the construction sequence defines
the tree T = ({1, 2, 3, 4}, {{1, 4}, {2, 4}, {3, 4}}). In order that the tree T
with the labeling xi be a Markov tree, we must have ⊥{x1, x2, x3}|x4 and
for this to be valid, for instance x1 ∨ x2⊥x3|x4 must hold. But this is not
necessarily guaranteed by the construction sequence. However, we shall see
that if (D;≤) is a distributive lattice, then in a q-separoid (D;≤,⊥L) any
hypertree defines in the way described a Markov tree.
Let (T, λ) with T = (V,E) again be a Markov tree and consider two
nodes v and u. Let w be any node on the path between v and u, different
from v and u, and v′ and u′ the neighbours of w on the path from v to w
and u to w respectively. Then, from the Markov property (4.3) it follows
that
λ(Vw,v′)⊥λ(Vw,u′)|λ(w)
and therefore, by C3 λ(v)⊥λ(u)|λ(w). And this holds for any node w on
the path between v and u. This is a defining property of another concept.
Definition 4.4 Join Tree: Let (D;≤,⊥) be a quasi-separoid and (T, λ) with
T = (V,E) a tree. If for any pair of nodes v, u ∈ V and for any node w on
the path from v to u
λ(v)⊥λ(u)|λ(w), (4.8)
then (T, λ) is called a join tree.
Join trees have been considered in relational database theory (Beeri et al., 1983;
Maier, 1983) and, under varying names, also in local computation theory
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for uncertainty calculi, in particular Bayesian networks, see for instance
(Lauritzen & Spiegelhalter, 1988; Cowell et al., 1999; Shenoy & Shafer, 1990a),
but exclusively in the multivariate framework. In this case, we have λ(v)⊥Lλ(u)|λ(w)
if and only if λ(v) ∧ λ(u) ≤ λ(w). This is called the running intersection
property. The present definition has been adapted from the multivariate
framework.
As seen above, any Markov tree is also a join tree. However, as with
hypertrees, a join tree is not a Markov tree in general. Consider the tree
T = ({1, 2, 3, 4}, {{1, 4}, {2, 4}, {3, 4}}) already considered above and as-
sume that xi is a labeling of this tree, such that x1⊥x2|x4, x1⊥x3|x4 and
x2⊥x3|x4. The tree T with the labeling xi is then a join tree. These pair-
wise conditional independence relations are however not sufficient to imply
the Markov property ⊥{x1, x2, x3}|x4 for the labeled tree, except if in the q-
separoid (D;≤,⊥L) the lattice D is distributive. In fact, if D is distributive,
then the three concepts are equivalent in the q-separoid (D;≤,⊥L), a fact
which has been known for long in the framework of multivariate models.
Before we prove this result, we show that a hypertree in the quasi-
separoid (D;≤,⊥L) induces always a join tree. It is open whether this
is true for any q-separoid (D;≤ ⊥).
Theorem 4.5 Let (D;≤) be a lattice and (D;≤,⊥L) a quasi-separoid, and
S a hypertree with construction sequence x1, . . . , xn. Then the labeled tree
(T, λ) with T = (V,E) with V = {1, . . . , n} and E = {{i, b(i)} : i = 1, . . . , i−
1} and λ(i) = xi is a join tree.
Proof. Consider two nodes i and j and assume i ≤ j. Then (4.7) implies
xi ∧ xj ≤ xi ∧ (∨
n
k=i+1xk) = xi ∧ xb(i) ≤ xb(i). (4.9)
By iterating this argument with xi ∧ xj ≤ xb(i) ∧ xj ≤ xb(b(i)), we see that
xi ∧ xj ≤ xh for any node h on the path from i to n as long as h < j.
Let i1 be the first node on this path such that j ≤ i1. Then we still have
xi ∧ xj ≤ xi1 . Further, in the same way we conclude that
xi ∧ xj ≤ xi1 ∧ xj ≤ xj ∧ (∨
n
k=j+1xk) = xj ∧ xb(j) ≤ xb(j). (4.10)
By iterating this, we obtain xi ∧ xj ≤ xh for all h such that i1 ≤ h < j1,
where j1 is the first index on the path from j to n which is greater than i1.
Then we alternate this reasoning between the paths from i to n, starting
with i1, with the path from j to n, starting with j1, until we reach the
common node on both paths. Thus we conclude that xi ∧ xj ≤ xh for all
nodes on the path from i to j. Therefore (T, λ) is a join tree. ⊓⊔
Now, we show the equivalence of the concepts of a Markov tree, a hy-
pertree and a join tree in the context of a q-separoid (D;≤,⊥L), if D is a
distributive lattice.
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Theorem 4.6 Let (D;≤,⊥L) be a quasi-separoid, D a distributive lattice
and the labeled tree (T, λ) with T = (V,E) a join tree. Then
1. The set λ(V ) is a hypertree.
2. The labeled tree (T, λ) is a Markov tree.
Proof. (1) We have to find a hypertree construction sequences. For this
purpose select any node v ∈ V and let |V | = n. Then there is a numbering
i : V → {1, . . . , n}, such that i(v) = n and i(u) < i(w) if node w is on the
path from node u to v. Define xi(u) = λ(u). We claim that x1, . . . , xn is a
hypertree construction sequence and hence λ(V ) a hypertree. In order to
show this, we identify the nodes by their number and define b(i) = j, if i < j
and {i, j} ∈ E for i = 1, . . . , n − 1. Note that b(i) is uniquely determined,
since there is only one path from i to n. Now, by distributivity
xi ∧ (∨
n
j=i+1xj) = ∨
n
j=i+1(xi ∧ xj).
If i < j, the path from i to j passes through node b(i), hence xi ∧ xj ≤ xb(i)
for all j = i+ 1, . . . , n. Therefore,
xi ∧ (∨
n
j=i+1xj) ≤ xb(i).
But i+ 1 ≤ b(i) ≤ n. So on the other hand,
xi ∧ (∨
n
j=i+1xj) ≥ xi ∧ xb(i)
and this implies then
xi ∧ (∨
n
j=i+1xj) = xi ∧ xb(i)
In a distributive lattice, this is equivalent to xi⊥L∨
n
j=i+1xj|xb(i). This shows
that x1, . . . , xn is a hypertree construction sequence.
(2) Since D is distributive, the Markov property (4.3) holds if and only
if λ(Vv,w)⊥Lλ(Vv,u)|λ(v) for all pairs of distinct neighbours w and u of v.
We claim that these pairwise conditional independence relations hold in a
join tree. In fact, by distributivity
λ(v) ≤ (λ(Vv,w) ∨ λ(v)) ∧ (λ(Vv,u) ∨ λ(v)) (4.11)
=

 ∨
w′∈Vv,w
λ(w′) ∨ λ(v)

 ∧

 ∨
u′∈Vv,u
λ(u′) ∨ λ(v)


=

 ∨
w′∈Vv,w,u′∈Vv,u
(λ(w′) ∧ λ(u′)


∧

 ∨
w′∈Vv,w
(λ(w′) ∧ λ(v))

 ∧

 ∨
u′∈Vv,u
(λ(u′) ∧ λ(v))

 ∧ λ(v)
≤ λ(v),
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since v is on all the pathes from nodes w′ in Vv,w to nodes u
′ in Vv,u,
so that λ(w′) ∧ λ(u′) ≤ λ(v) by the join tree property. This shows that
λ(Vv.w)⊥Lλ(Vv,u)|λ(v), hence (T, λ) is a Markov tree. ⊓⊔
In summary, any Markov tree is a join tree and induces a hypertree, but
not vice versa. Moreover, in a quasi-separoid (D;≤,⊥L) a hypertree induces
a join tree, but again, not vice versa. If (D;≤) in the q-separoid (D;≤,⊥L)
however is a distributive lattice, the concepts of Markov, hyper and join
tree become equivalent. A join tree is then a Markov tree and induces a
hypertree and vice versa. In this case (D;≤,⊥L) is a also strong separoid
(Theorem 2.4). This applies in particular to multivariate models.
4.2 Computing in Markov Trees
Generalising the local computation scheme for inference in Bayesian net-
works (Lauritzen & Spiegelhalter, 1988), Shenoy and Shafer proposed an
axiomatic scheme for general local computation, in addition to probability
propagation, especially also for belief functions (Shenoy & Shafer, 1990a).
This laid the basis for valuation algebras (Kohlas & Shenoy, 2000; Kohlas, 2003a)
as an axiomatic foundation of local computation. The general information
algebra proposed here extend and generalise valuation algebras as struc-
tures for local computation schemes. We note that in (Shafer et al., 1987)
already local computation of belief on functions on partition lattices were
described, which is an instance more general than valuation algebras, and
in (Kohlas & Monney, 1995) local computation on families of compatible
frames is discussed. The present discussion generalises both of these ap-
proaches.
Local computation schemes in the framework of information algebras
propose computational solutions to the so-called projection problem. It is
assumed that information is given in pieces, which must be combined, and
then the part relative to some given question is to be extracted. So, let
φ1, . . . , φn be n pieces of information and φ = φ1 · . . . · φn the aggregated
information. Assume that the question to be examined is represented by
some element x of D. Then the problem is to compute
tx(φ) = tx(φ1 · . . . · φn). (4.12)
This is called the projection problem. Let xi denote the domain of φi. Then
the domain of φ equals x1 ∨ . . . ∨ xn according to the labeling axiom. We
may presume that the basic operations of an information algebra, combina-
tion and transport, have a degree of complexity which grows with the size
of the domain and, in may cases, combination and transport may become
computationally infeasible on large domains. Therefore, the naive solution
of the projection problem which sequentially combines the factors φ1, φ2
up to φn and then extract the part relating to x by the transport operator
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applied to φ may be infeasible or at least inefficient. In the case of Bayesian
networks, (Lauritzen & Spiegelhalter, 1988) have shown that the projection
problem may be solved in some circumstances by arranging the operations
in such a way that they take place on the domains xi of the factors of the
combination φ and (Shenoy & Shafer, 1990a) have shown that this is possi-
ble more generally in the case of abstract valuation algebras. This is called
local computation. We show here that local computation is also possible
with generalised information algebras.
If local computation can be used to solve the projection problem, then
the complexity is determined by the operations of combination and transport
on the domains xi. Assume some measure of complexity c(xi) depending on
the domain and let c = max{c(x1), . . . , c(xn)}. Then the complexity of local
computation is n · c, hence linear in the problem size as measured by the
number of factors to be combined. The complexity measure c(xi) depends
much on the instance of the information or valuation algebra. It may be
polynomial or exponential in some parameter measuring the size of domains
xi, depending on the instance, see (Pouly & Kohlas, 2011). But the linearity
in the problem size, once c is given, makes local computation in many cases
feasible, because the structure of practical problems often guarantee small
domains xi, and therefore a reasonably small value for c. This represents a
situation studied more generally in parameterised complexity theory. In the
case of Bayesian networks, local computation is shown to be closely related to
conditional independence structures, see for example (Cowell et al., 1999).
The same is the case in relational algebra, (Beeri et al., 1983; Maier, 1983).
In fact, viewed from the point of view of generalised information algebras,
these structures can be identified as Markov trees and hypertrees.
In this section we assume throughout a generalised information algebra
(Φ,D;≤,⊥, ·, t). Assume that the domains xi of the factors of a factorisation
(4.12) of φ form a Markov tree. More precisely, let (T, λ) with T = (V,E)
be a Markov tree such that |V | = n and each node v corresponds to exactly
one domain xi, such that xi = λ(v). Under this assignment denote then φi
by φv, such that
φ =
∏
v∈V
φv, d(φv) = λ(v). (4.13)
We call such a factorisation a Markov tree factorisation. As usual Tv,w =
(Vv,w, Ev,w) denotes the subtree obtained by removing node v and containing
the neighbour w of v. As we know, this is still a Markov tree (Theorem 4.4).
Assume further that x = λ(v) for some node v of the Markov tree, such
that tλ(v)(φ) is to be computed. Such a projection problem has a local
computation solution, as the following theorem shows.
Theorem 4.7 Let (T, λ) be a Markov tree with T = (V,E) and φ given by
a Markov tree factorisation (4.13) according to this Markov tree. Then, for
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any node v ∈ V ,
tλ(v)(φ) = φv ·
∏
w∈ne(v)
tλ(v)(tλ(w)(φv,w)), (4.14)
where
φv,w =
∏
u∈Vv,w
φu. (4.15)
Proof. Note that d(φv,w) = λ(Vv,w). By Theorem 4.3, λ(v)⊥λ(Vv,w)|λ(w).
Using axiom A4 we obtain
tλ(v)(φv,w) = tλ(v)(tλ(w)(φv.u)).
Now,
φ = φv ·
∏
w∈ne(v)
φv,w
By C1 and C2, λ(v)⊥ ∨w∈ne(v) λ(Vv,w)|λ(v). So by axiom A5,
tλ(v)(φ) = tλ(v)(φv) · tλ(v)(
∏
w∈ne(v)
φv,w).
Further, the Markov property ⊥{λ(Vv,w) : w ∈ ne(v)}|λ(v) implies, using
Theorem 4.2,
tλ(v)(
∏
w∈ne(v)
φv,w) =
∏
w∈ne(v)
tλ(v)(φv,w).
Finally, by axiom A6 we have tλ(v)(φv) = φv, hence
tλ(v)(φ) = φv ·
∏
w∈ne(v)
tλ(v)(tλ(w)(φv,w)).
which concludes the proof. ⊓⊔
Formulas (4.14) and (4.15) define a recursive scheme of local compu-
tation for the solution of the projection problem. Once the subproblems
tλ(w)(φv,w) in the Markov subtree Tv,w are solved for all neighbours w of
v, only transports from node w to to node v and combinations on node v
have to be executed. These are local operations on the domain λ(v). The
anchors for the recursion are the trivial one-node Markov trees {u}, where
the projection problem tλ(u)(φu) = φu is trivial. So this is indeed a local
computation scheme.
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It is possible to represent this computation scheme as a message passing
method on a tree, as already shown for valuation algebras by (Shenoy & Shafer, 1990a).
For two neighbouring nodes v and w define a message from w to v by
µw→v = tλ(v)(tλ(w)(φv,w)). (4.16)
Select arbitrarily a node v of the tree as a root node and direct all arcs of the
tree towards this node. Note that then all nodes, except the root node, have
exactly one outgoing arc. Further, there is at least one leaf node without
incoming arc. Each such leaf node u has a unique neighbour w to which it
can send the message
µu→w = tλ(w)(φu).
Once a node u has received messages through all its incoming arcs, it can
compute the message for the unique outgoing arc and send it to its neighbour
w by
µu→w = tλ(w)(φu ·
∏
n∈ne(u)−{w}
µn→u).
Once the root node v has received all its messages through this procedure,
it can compute the solution of the projection problem according to (4.14)
by
tλ(v)(φ) = φv ·
∏
w∈ne(v)
µw→v.
This message passing scheme is also called a collect algorithm.
What is even more, the root node can now send messages back to all
its neighbours. If in the collect phase the messages have been cached, all
neighbours w of v can then compute the projection tλ(w)(φ),
tλ(w)(φ) = φw ·
∏
u∈ne(w)
µu→w.
These nodes are then in a position to send themselves messages back to all
their neighbours through their incoming arcs, and so on. Finally, by sending
messages in this way backwards towards the leafs, at the end tλ(w)(φ) has
been computed for all nodes w of the Markov tree. This second phase of
computation is also called a distribute algorithm.
The formulae of this local computation scheme simplify somewhat, if one
computes in a valuation algebra. Then, using the formula for transport in
a valuation algebra (3.8), we obtain for the messages
µu→w = πλ(u)∧λ(w)(φu ·
∏
n∈ne(u)−{w}
µn→u).
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and
πλ(v)(φ) = φv ·
∏
w∈ne(v)
µw→v.
This is the version of the collect algorithm, usually defined in the multivari-
ate setting (Shafer & Shenoy, 1990; Kohlas & Shenoy, 2000; Pouly & Kohlas, 2011).
Many combinations of messages are computed several times. There are ways
to reduce these redundant computations by creating binary trees or using
division (which is possible in some cases, see (Kohlas, 2003a)) In the mul-
tivariate framework other variants of local computation are possible, like
fusion or bucket elimination schemes, based on successive variable elimina-
tions (Shenoy, 1992; Dechter, 1999), methods which are not available in our
more general setting.
4.3 Computation in Hypertrees
Local computation can also be defined on a hypertree. Suppose that the
domains x1, . . . , xn in a projection problem
φ = φ1 · . . . · φn, d(φi) = xi,
define a hypertree construction sequence and that x = xn in the projec-
tion problem (4.12). Then a local computation solution can be obtained as
follows: Define
yi = xi+1 ∨ . . . ∨ xn, i = 1, . . . , n− 1.
First, we eliminate the first domain x1 in the sequence by computing ty1(φ),
using the hypertree condition (Definition 4.3). From x1⊥y1|y1 and axioms
A2,A5 and A6 we obtain,
ty1(φ) = ty1(φ1) · ty1(φ2 · . . . · φn) = ty1(φ1) · φ2 · . . . · φn.
The hypertree condition x1⊥y1|xb(1), (see (4.7), implies ty1(φ1) = ty1(txb(1)(φ1))
and therefore,
ty1(φ) = ty1(txb(1)(φ1)) · φ2 · . . . · φn.
Since xb(1) ≤ y1 = d(φ2 · . . . · φn) we conclude (see Lemma 3.1, 5.) that
ty1(φ) = ty1(txb(1)(φ1)) · ty1(φ2 · . . . · φn) = txb(1)(φ1) · φ2 · . . . · φn.
Define ψ1i = φi and then ψ
2
b(1) = ψ
1
b(1) ·tb(1)(ψ
1
1) and ψ
2
j = ψ
1
j for j = 2, . . . , n
and j 6= b(1). Note that d(ψ2j ) = xj for j = 2, . . . , n. Then after elimination
of domain x1 we obtain a new factorisation
ty1(φ) = ψ
2
2 · . . . · ψ
2
n.
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We may now proceed in the same way, eliminating domains x2, x3, . . ..
By induction let’s assume
tyi−1(φ) = ψ
i
i · . . . · ψ
i
n, d(ψ
i
j) = xj, j = i, . . . , n. (4.17)
Since yi ≤ yi−1 we have tyi(tyi−1(φ)) = tyi(φ). Now we eliminate domain xi
in yi−1 in (4.17) in the same way as we did above for x1 and obtain
tyi(φ)
= tyi(ψ
i
i · . . . · ψ
i
n)
= tyi(txb(i)(ψ
i
i)) · ψ
i
i+1 · . . . · ψ
i
n
= txb(i)(ψ
i
i) · ψ
i
i+1 · . . . · ψ
i
n.
Define
ψi+1b(i) = ψ
i
b(i) · txb(i)(ψ
i
i) (4.18)
and ψi+1j = ψ
i
j for j = i+ 1, . . . , n and j 6= b(i). We still have d(ψ
i+1
j ) = xj
for j = i+ 1, . . . , n. Thus we obtain the new factorisation
tyi(φ) = ψ
i+1
i+1 · . . . · ψ
i+1
n , d(ψ
i+1
j ) = xj , j = i+ 1, . . . , n.
This concludes the induction. At the end, for i = n, we obtain in this way
txn(φ) = ψ
n
n . (4.19)
This solves the projection problem on the hypertree {x1, . . . , xn} and does
it by local computation: In every step i = 1, . . . , n−1 a transport operation
txb(i)(ψ
i
i) and a combination operation of the result with ψ
i
b(i) have to be
executed and this n − 1 times. These are all local operations on domains
xb(i). So, here we have a second local computation scheme, this time on a
hypertree.
Note that a Markov tree induces a hypertree, even many hypertrees.
In this case, it can by seen that the hypertree computation scheme just
described essentially corresponds to the collect algorithm in the Markov
tree. However, since a hypertree does not necessarily induce a Markov tree,
the backwards distribute algorithm is not available in general in a hyper-
tree. If the generalised information algebra however is idempotent, then
the distribute algorithm gives the correct result for hypertrees too. This is
formulated in the following theorem
Theorem 4.8 Assume {x1, . . . , xn} to be a hypertree with a hypertree con-
struction sequence x1, . . . , xn, φ = φ1 · . . . · φn with d(φi) = xi and ψ
i
i the
intermediate results computed in the collect algorithm in this sequence. De-
fine
µb(i)→i = txi(txb(i)(φ)).
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Then, for i = n− 1, . . . , 1, if axiom A7 (Idempotency) holds,
txi(φ) = µb(i)→i · ψ
i
i . (4.20)
Proof. Define as before yi = xi+1 ∨ . . . ∨ xn. Then, according to the
collect algorithm above
tyi(φ) = ψ
i+1
i+1 · . . . · ψ
i+1
n , d(ψ
i+1
j ) = xj, j = i+ 1, . . . , n. (4.21)
Since xb(i) ≤ yi, we obtain
ψii · µb(i)→i = ψ
i
i · txi(txb(i)(φ)) = ψ
i
i · txi(txb(i)(tyi(φ))).
Further, as x1, . . . , xn is a hypertree construction sequence, we have xi⊥yi|xb(i)
or yi⊥xi|xb(i)(C1). Apply axiom A4 and (4.21) to obtain
ψii · µb(i)→i = ψ
i
i · txi(tyi(φ)) = ψ
i
i · txi(ψ
i+1
i+1 · . . . · ψ
i+1
n ).
Using (4.18) and axiom A5 with xi⊥yi|xi we obtain further
ψii · µb(i)→i = txi(ψ
i
i · ψ
i
i+1 · . . . · ψ
i
n · txb(i)(ψ
i
i)).
Now we use idempotency to show that
ψii · ψ
i
i+1 · . . . · ψ
i
n · txb(i)(ψ
i
i) = ψ
i
i · ψ
i
i+1 · . . . · ψ
i
n
In fact, since we assume idempotency, Lemma 3.3 applies, and so do Lemma
3.1, 5.) and 2.),
ψii · ψ
i
i+1 · . . . · ψ
i
n · txb(i)(ψ
i
i)
= txi∨xb(i)(ψ
i
i) ·
∏
j=i+1
ψij = tyi−1(txi∨xb(i)(ψ
i
i)) ·
n∏
j=i+1
tyi−1(ψ
i
j)
= tyi−1(ψ
i
i) ·
n∏
j=i+1
tyi−1(ψ
i
j) =
n∏
j=i
tyi−1(ψ
i
j)
=
n∏
j=i
ψij .
Then we obtain finally
ψii · µb(i)→i = txi(ψ
i
i · . . . · ψ
i
n) = txi(tyi−1(φ)) = txi(φ),
since xi ≤ yi−1. This concludes the proof. ⊓⊔
According to this theorem, once txn(φ) has been computed in the n-th
step of the collect algorithm, the other projection problems txi(φ) can be
computed in the inverse order i = n− 1, . . . , 1 of the construction sequence.
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At step i, txj(φ) is known for all j ≥ i, and then (4.20) allows to compute
txi−1(φ), since b(i− 1) ≥ i.
The assumptions that the domains of the factors of a projection prob-
lem form just a Markov tree or a hypertree is of course very strong. But
as usual, the existence of unit elements allows the use of covering Markov
trees or hypertrees. This is in generalised information algebras just as in
valuation algebras (Kohlas, 2003a; Pouly & Kohlas, 2011). In the multi-
variate case, covering Markov trees may be found by sequences of vari-
able eliminations. Such procedures are not available in the more general
case of general q-separoids (D;≤ ⊥). So, finding good covering Markov
trees is an open problem. Also, like in valuation algebras the semigroup
(Φ, ·) may allow for division as a partially inverse operation of combination,
(Lauritzen & Jensen, 1997; Kohlas, 2003a). This will be not discussed here,
we refer to (Kohlas, 2003a; Kohlas & Wilson, 2006) in the case of valuation
algebras.
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Part II
Domain-Free Algebras
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Chapter 5
Domain-Free Information
Algebras
5.1 Unlabeling of Information
In a labeled information algebra (Φ,D;≤,⊥, d, ·, t) different pieces of infor-
mation φ and ψ with different labels d(φ) = x and d(ψ) = y may describe
the same information, namely, if
tx∨y(φ) = tx∨y(ψ). (5.1)
In fact, then we see that
φ = tx(tx∨y(φ)) = tx(tx∨y(ψ)) = tx(ψ),
and, similarly,
ψ = ty(φ).
So, φ and ψ really describe the same information, only once with respect to
domain x and once with respect to domain y. This motivates to define the
relation
φ ≡σ ψ, if d(φ) = x, d(ψ) = y and tx∨y(φ) = tx∨y(ψ). (5.2)
This relation can defined alternatively according to the following lemma.
Lemma 5.1 The relation φ ≡σ ψ holds if and only if tz(φ) = tz(ψ) for any
z ∈ D.
Proof. If tz(φ) = tz(ψ) and d(φ) = x, d(ψ) = y, then, for z = x ∨ y,
tx∨y(φ) = tx∨y(ψ), hence φ ≡σ ψ.
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Conversely assume φ ≡σ ψ, that is, tx∨y(φ) = tx∨y(ψ). Then we have
also tx∨y∨z(φ) = tx∨y∨z(ψ). Further, tz(tx∨y∨z(φ)) = tz(φ) and the same for
ψ, hence indeed tz(φ) = tz(ψ). ⊓⊔
The relation ≡σ is clearly an equivalence relation in Φ. It is even a
congruence relative to the operation of combination and transport as the
following theorem shows.
Theorem 5.1 The relation ≡σ is a congruence relative to combination and
transport in the labeled information algebra (Φ,D;≤,⊥, d, ·, t).
Proof. Assume φ1 ≡σ φ2 and d(φ1) = x, d(φ2) = y. Consider an element
ψ ∈ Φ with d(ψ) = z. We show that φ1 ·ψ ≡σ φ2 ·ψ. From z⊥x∨y∨z|x∨y∨z
(C1) it follows that x⊥z|x ∨ y ∨ z (C2 and C3). Therefore, by axiom A5
tx∨y∨z(φ1 · ψ) = tx∨y∨z(φ1) · tx∨y∨z(ψ).
In the same way, y⊥z|x ∨ y ∨ z, and
tx∨y∨z(φ2 · ψ) = tx∨y∨z(φ2) · tx∨y∨z(ψ).
Then φ1 ≡σ φ2 implies, using Lemma 5.1,
tx∨y∨z(φ1 · ψ) = tx∨y∨z(φ2 · ψ).
But this means that φ1 · ψ ≡σ φ2 · ψ.
Also φ ≡σ ψ implies tz(φ) = tz(ψ), hence tz(φ) ≡σ tz(ψ). This proves
congruence relative to transport. ⊓⊔
This congruence allows us to consider the quotient structure Φ/σ, con-
sisting of the equivalence classes [φ]σ of the equivalence relation ≡σ. Com-
bination and transport are well-defined in this structure by
[φ]σ · [ψ]σ = [φ · ψ]σ ,
ǫx([φ]σ) = [tx(φ)]σ .
It is evident that combination in Φ/σ is associative and commutative, since
it is so in Φ. Further, the classes [1x]σ and [0x]σ are the unit and null
elements of combination in Φ/σ. So, (Φ/σ, ·) is a commutative semigroup
with unit and null element. In addition, if d(φ) = x, then ǫx([φ]σ) = [φ]σ ,
hence, in particular, ǫx([1x]σ) = [1x]σ and ǫx([φ]σ) = [0x]σ if and only if
[φ]σ = [0x]σ .
The following theorem shows how the axioms A,4 A5 and A7 of the
labeled information algebra (Φ,D;≤,⊥, d, ·, t) translate into this new alge-
braic structure.
Theorem 5.2 Let (Φ,D;≤,⊥, d, ·, t) be a labeled generalised information
algebra. Then in Φ/σ the following holds:
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1. ǫx([φ]σ) = [φ]σ and x⊥y|z imply ǫy([φ]σ) = ǫy(ǫz([φ]σ)).
2. ǫx([φ]σ) = [φ]σ, ǫy([ψ]σ) = [ψ]σ and x⊥y|z imply ǫz([φ]σ · [ψ]σ) =
ǫz([φ]σ) · ǫz([ψ]σ).
3. If, in addition, Idempotency A7 holds, then ǫx([φ]σ) · [φ]σ = [φ]σ.
Modell Proof. 1.) We have by definition and assumption ǫx([φ]σ) = [tx(φ)]σ =
[φ]σ. We may therefore select a representant of the class [φ]σ such that
tx(φ) = ψ, hence d(ψ) = x. Then by axiom A4, x⊥y|z implies ty(ψ) =
ty(tz(ψ)), Therefore, we obtain
ǫy([ψ]σ) = [ty(ψ)]σ = [ty(tz(ψ))]σ = ǫy(ǫz([ψ]σ)).
Since [ψ]σ = [φ]σ , we have ǫy(φ]σ) = ǫy(ǫz([φ]σ)), as claimed.
2.) As above, we have ǫx([φ]σ) = [tx(φ)]σ = [φ]σ and ǫy([ψ]σ) =
[ty(ψ)]σ = [ψ]σ . Then x⊥y|z implies according to axiom A5,
tz(tx(φ) · ty(ψ)) = tz(tx(φ)) · tz(ty(ψ)).
Thus, we have
ǫz([φ]σ · [φ]σ)
= ǫz([tx(φ)]σ · [ty(ψ)]σ) = ǫz([tx(φ) · ty(ψ)]σ)
= [tz(tx(φ) · ty(ψ))]σ [tz(tx(φ)) · tz(ty(ψ))]σ
= [tz(tx(φ))]σ · [tz(ty(ψ))]σ = ǫz([(tx(φ))]σ) · ǫz([(ty(ψ))]σ)
= ǫz([φ]σ) · ǫz([ψ]σ).
This verifies item 2 of the the theorem.
3.) We have ǫx([φ]σ) · [φ]σ = [tx(φ) · φ]σ. Assume that d(φ) = y. By
Lemma 3.3, φ · tx(φ) = tx∨y(φ). But φ ≡σ tx∨y(φ), hence indeed ǫx([φ]σ) ·
[φ]σ = [φ]σ . ⊓⊔
The quotient structure considered here amounts in fact to unlable the
pieces of information φ and to obtain a domain-free representation of pieces
of information [φ]σ. This will be exploited in the next section, where a
new algebraic structure of information is proposed, which has the algebraic
structure derived above.
5.2 Domain-Free Axiomatics
Motivated by the previous section, we introduce here a new algebraic struc-
ture, modelling information from a different point of view. Again consider
a q-separoid (D;≤,⊥), whose elements represent domains or questions. Let
now Ψ be a set of elements representing pieces of information. This time,
however, elements φ,ψ, . . . from Ψ are not attached to a specified domain,
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they are domain-free. Nevertheless, it is assumed to be possible to extract
information relative to a domain x in D from every piece of information
ψ ∈ Ψ. This will be accomplished by extraction operators ǫx : Ψ → Ψ
attached to each domain x in D. We assume throughout that x 6= y implies
ǫx 6= ǫy.
More formally, we assume two operations in Ψ:
1. Combination: · : Ψ×Ψ→ Ψ, (φ,ψ) 7→ φ · ψ,
2. Extraction: ǫ : Ψ×D → Ψ, (ψ, x) 7→ ǫx(ψ).
As before, combination represents aggregation of information and, new, ex-
traction describes filtering out information relative to a domain. Thus, ǫx(ψ)
is thought to be the part of ψ referring to domain or question x ∈ D.
We consider a signature (Ψ,D;≤,⊥, ·, ǫ) and impose the following ax-
ioms:
A0 Quasi-Separoid: (D;≤,⊥) is a quasi-separoid.
A1 Semigroup: (Ψ; ·) is a commutative semigroup with unit 1 and null
element 0.
A2 Support: For all ψ ∈ Ψ, there is a domain x ∈ D such that ǫx(ψ) = ψ,
and whenever ǫx(ψ) = ψ, x ≤ y, then ǫy(ψ) = ψ.
A3 Unit and Null: For all x ∈ D, ǫx(1) = 1 and ǫx(φ) = 0 if and only if
φ = 0.
A4 Extraction: If x⊥y|z and ǫx(ψ) = ψ, then ǫy(ψ) = ǫy(ǫz(ψ))
A5 Combination: If x⊥y|z and ǫx(φ) = φ and ǫy(ψ) = ψ, then ǫz(φ · ψ) =
ǫz(φ) · ǫz(ψ).
A system (Ψ,D;≤,⊥, ·, ǫ) satisfying these axioms is called a domain-free
generalised information algebra. According to the previous section, if (Φ,D;≤
,⊥, d, ·, t) is a labeled information algebra, then (φ/σ,D;≤,⊥, ·, ǫ) is a domain-
free information algebra. So, to any labeled information algebra, a domain-
free algebra is associated. Below, in Section 5.3, we shall see that any
domain-free information algebra induces a labeled one. This leads to a re-
markable duality between the two kinds of algebras. Sometimes, later, we
consider also domain-free information algebras without the Support Axiom
A2.
There are also domain-free information algebras, which satisfy the fol-
lowing additional axiom:
A6 Idempotency: For all φ ∈ Φ and x ∈ D, ǫx(φ) · φ = φ.
Note that idempotency implies, due to the support axiom A2, that φ·φ =
φ. If this property holds, then the information algebra is called idempotent
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or proper. In fact, in a proper context of information, a repetition of a piece
of information or part of it, should give nothing new.
If for a domain x from D, ǫx(φ) = φ, then x is called a support of φ.
Here follow a few properties of support and extraction:
Lemma 5.2 If (Ψ,D;≤,⊥, ·, ǫ) is a domain-free generalised information
algebra, then the following holds:
1. x is a support of ǫx(φ), ǫx(ǫx(φ)) = ǫx(φ).
2. If x is a support of both φ and ψ, then it is also a support of φ · ψ,
ǫx(φ · ψ) = φ · ψ.
3. If x is a support of φ and y of ψ, then x ∨ y is a support of φ · ψ,
ǫx∨y(φ · ψ) = φ · ψ.
4. For all x ∈ D, ǫx(ǫx(φ) · ψ) = ǫx(φ) · ǫx(ψ).
Proof. 1.) By axiom A2, φ has a support y. Since y⊥x|x (C1), axiom
A4 implies ǫx(ǫx(φ)) = ǫx(φ).
2.) and 3.) From x⊥x ∨ y|x ∨ y (C1) it follows that x⊥y|x ∨ y (C3).
If x is a support for φ and y for ψ, then axiom A5 implies ǫx∨y(φ · ψ) =
ǫx∨y(φ) · ǫx∨y(ψ). Further by the support axiom A2, x ∨ y is a support of
both φ and ψ. Thus it follows that ǫx∨y(φ · ψ) = φ · ψ, which proves item 3
of the lemma. With x = y, item 2 follows also.
4.) By axiom A2 any element ψ has a support. So suppose ǫy(ψ) = ψ.
Then x⊥y|x (C1,C2) and ǫx(ǫx(φ)) = ǫx(φ) (item 1 proved above) imply,
using axiom A5,
ǫx(ǫx(φ) · ψ) = ǫx(ǫx(φ)) · ǫx(ψ) = ǫx(φ) · ǫx(ψ).
This concludes the proof. ⊓⊔
The following is an important and basic example of a domain free infor-
mation algebra,
Example 5.1 Set Algebras: Let U be any set (of possible worlds) and
(D;≤) a join-subsemilattice of (Part(U);≤). By Theorem 2.6 (D;≤,⊥),
where the conditional independence relation is defined as in Section 2.2, is
a q-separoid. If the top partition in D is the universe U , then let Ψ be
the power set of U , otherwise, let Ψ be the family of subsets S of U which
are saturated with respect to a partition P of D, that is, σP (S) = S. As
combination of elements of Ψ take intersection. Clearly, the intersection of
a set saturated with respect to partition P1 and a set saturated with respect
to P2 is a set saturated with respect to P1 ∨ P2. So, Ψ is closed under
combination. For extraction take the saturation operators σP for P ∈ D.
Since σP (S) is saturated with respect to P , the family Ψ is also closed under
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extraction. Axiom A0 is satisfied according to Theorem 2.6, A1 is obvious
for intersection, A2 is satisfied by definition of Ψ and since a set saturated
for a partition P is also saturated for a finer partition Q ≥ P . The unit ele-
ment is the set U and the null element the empty set; both satisfy obviously
Axiom A3. Axioms A4 and A5 are proved in (Kohlas & Monney, 1995).
This set algebra is clearly the domain-free version of the labeled set algebra
in Section 2.3 relative to a f.c.f induced by a join-semilattive of partitions
of U This provides an alternative argument for the validity of Axioms A4
and A5. The domain-free version obtained from the labeled set algebras
relative to a general family of compatible frames, obtained by unlabeling as
in the previous section, is not a set algebra in the narrow sense given here;
its elements are not subsets of some universe U . These domain-free infor-
mation algebras are idempotent. Belief functions provide further examples
of domain-free information algebras, albeit no more idempotent ones. ⊖
Just as with labeled information algebras (Section 3.2), an important
and interesting special case arises for a domain-free information algebra
(Ψ,D;≤,⊥L, ·, ǫ), where D is a lattice. In this case the following holds.
Lemma 5.3 In the domain-free information algebra (Ψ,D;≤,⊥L, ·, ǫ), where
D is a lattice, for all x, y ∈ D,
ǫy(ǫx(φ)) = ǫx∧y(φ).
Proof. We have x⊥Ly|x ∧ y. From this and ǫx(ǫx(φ)) = ǫx(φ) it follows,
using axiom A4,
ǫy(ǫx(φ)) = ǫy(ǫx∧y(ǫx(φ))).
Assume that z is a support of φ. Then z⊥Lx|x (C1) implies z⊥Lx∧y|x (C3),
and thus again by axiom A4 ǫx∧y(ǫx(φ)) = ǫx∧y(φ), so x ∧ y is a support of
ǫx∧y(φ), and x∧ y ≤ y, hence indeed by axiom A2 ǫy(ǫx(φ)) = ǫx∧y(φ). ⊓⊔
This result implies that the extraction operators ǫx for x ∈ D in the
algebra (Ψ,D;≤,⊥L, ·, ǫ) form a commutative semigroup under composition,
ǫy(ǫx(φ)) = ǫx(ǫy(φ)),
which is not the case in general. Moreover, due to the idempotency of extrac-
tion these extraction operators form an idempotent commutative semigroup,
hence a meet-semilattice, where we define ǫx ≤ ǫy if ǫy ◦ ǫx = ǫx. Under this
partial order it follows indeed that ǫx ◦ ǫy = ǫx ∧ ǫy = ǫx∧y in concordance
with Lemma 5.3 and also ǫx ≤ ǫy if and only if x ≤ y. This structure is an
instance of an alternative algebraic structure which is defined as follows.
Consider the signature (Ψ, E; ·, ◦), where the following operations are
defined
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1. Combination: · : Ψ×Ψ→ Ψ; (φ,ψ) 7→ φ · ψ.
2. Extraction: Any ǫ ∈ E is an operator ǫ : Ψ→ Ψ.
We impose the following axioms on this structure:
D0 Semigroup of Extraction: (E, ◦) is an idempotent, commutative semi-
group.
D1 Semigroup of Information: (Ψ, ·) is a commutative semigroup with unit
1 and null 0.
D2 Support: For all ψ ∈ Ψ there is an operator ǫ ∈ E such that ǫ(ψ) = ψ.
D3 Unit and Null: For all ǫ ∈ E, ǫ(1) = 1 and ǫ(φ) = 0 if and only if φ = 0.
D4 Combination: For all ǫ ∈ E and φ,ψ ∈ Ψ, ǫ(ǫ(φ) · ψ) = ǫ(φ) · ǫ(ψ).
This is related to the domain-free variant of a labeled valuation algebra
(see Sections 3.2 and 5.3), and we call it therefore a domain-free valuation
algebra. Similar, more or less equivalent structures have been introduced
by (Shafer, 1991) and are discussed in (Kohlas, 2003a). We may add an
additional axiom concerning idempotence:
D5 Idempotency: For all ψ ∈ Ψ and ǫ ∈ E, ǫ(ψ) · ψ = ψ.
Such idempotent structures were studied extensively in (Kohlas, 2003a;
Kohlas & Schmid, 2014; Kohlas & Schmid, 2016). There are also many ex-
amples and generic construction methods for these algebras to be found
there. Such idempotent valuation algebras were called information algebras
in those references.
As above, axiom D0 implies that E is a meet-semilattice where ǫ ≤ η if
η ◦ ǫ = ǫ. In this order ǫ ◦ η is the infimum of ǫ and η, ǫ ◦ η = ǫ∧ η. For later
reference we add a few properties derived from the axioms of a domain-free
valuation algebra.
Lemma 5.4 Let (Ψ, E; ·, ◦) be a domain-free valuation algebra. Then
1. ǫ(ψ) = ψ and ǫ ≤ η imply η(ψ) = ψ.
2. ǫ ≤ η implies ǫ(ψ) = ǫ(η(ψ)).
3. ǫ(ψ) = η(ψ) = ψ implies (ǫ ∧ η)(ψ) = ψ
4. ǫ(ψ) = ψ implies (ǫ ∧ η)(ψ) = η(ψ).
5. ǫ(φ) = φ and ǫ(ψ) = ψ imply ǫ(φ · ψ) = φ · ψ.
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Proof. 1.) We have η(ψ) = η(ǫ(ψ)) = (ǫ∧η)(ψ). But ǫ∧η = ǫ. Therefore,
η(ψ) = ǫ(ψ) = ψ.
2.) Here we use again that ǫ ∧ η = ǫ and conclude that ǫ(η(ψ)) =
(ǫ ∧ η)(ψ) = ǫ(ψ).
3.) Since ǫ ◦ η = ǫ ∧ η we have (ǫ ∧ η)(ψ) = ǫ(η(ψ)) = ψ.
4.) Again, from ǫ ◦ η = ǫ ∧ η we obtain (ǫ ∧ η)(ψ) = η(ǫ(ψ)) = η(ψ).
5.) Here we use the combination axiom D4 and see that
ǫ(φ · ψ) = ǫ(ǫ(φ) · ψ) = ǫ(φ) · ǫ(ψ) = φ · ψ.
This concludes the proof. ⊓⊔
Note that in the framework of a domain-free valuation algebra the prop-
erty stated in item 1 may be derived, whereas in the case of a generalised
domain-free information algebra it must be imposed as an axiom. We men-
tion also, that a set algebra becomes a valuation algebra if the partitions
commute in the sub-join-semilattice (D;≤) of a partition lattice (part(U),≤)
(Kohlas & Schmid, 2016).
In many cases E is not only a semilattice, but a lattice. In particular this
is the case for the domain-free algebra (Ψ;D;≤,⊥L, ·, t) introduced above.
Then some more results about extraction can be obtained.
Lemma 5.5 Let (Ψ, E; ·, ◦) be a domain-free valuation algebra, where (E;≤
) is a lattice under the order induced by the idempotent, commutative semi-
group (E, ◦) and ǫ⊥Lη|χ is the corresponding q-separoid in this lattice. Then
1. ǫ(ψ) = ψ and ǫ⊥Lη|χ imply η(ψ) = η(χ(ψ)).
2. ǫ(φ) = φ, η(ψ) = ψ and ǫ⊥Lη|χ imply χ(φ · ψ) = χ(φ) · χ(ψ).
3. ǫ(φ) = φ and η(ψ) = ψ imply (ǫ ∨ η)(φ · ψ) = φ · ψ.
Proof. 1.) From ǫ ≤ ǫ ∨ χ and η ≤ η ∨ χ, it follows, using items 1 and 2
of Lemma 5.4, and that composition is infimum in the lattice (E;≤),
η(ψ) = η((ǫ ∨ χ)(ψ)) = η((η ∨ χ)((ǫ ∨ χ)(ψ))) = η((ǫ ∨ χ) ∧ (η ∨ χ))(ψ)).
But ǫ⊥Lη|χ implies (ǫ ∨ χ) ∧ (η ∨ χ) = χ and therefore, indeed, η(ψ) =
η(χ(ψ)).
2.) and 3.) Again, by Lemma 5.4, we have φ = (ǫ ∨ χ)(φ) and ψ =
(η ∨ χ)(ψ). Therefore χ(φ · ψ) = χ((ǫ ∨ χ)(φ) · (η ∨ χ)(ψ)). From χ ≤ ǫ ∨ χ
and Axiom D4 we obtain
χ(φ · ψ) = χ((ǫ ∨ χ)((ǫ ∨ χ)(φ) · (η ∨ χ)(ψ))
= χ((ǫ ∨ χ)(φ) · ((ǫ ∨ χ) ∧ (η ∨ χ))(ψ))
Applying ǫ⊥Lη|χ, Axiom D4 and φ = (ǫ ∨ χ)(φ) gives then
χ(φ · ψ) = χ(φ · χ(ψ)) = χ(φ) · χ(ψ).
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This proves item 2. Item 3 follows from item 2 since ǫ⊥Lη|ǫ ∨ η and φ =
(ǫ ∨ η)(φ), ψ = (ǫ ∨ η)(ψ). ⊓⊔
These lemmas show that a domain-free valuation algebra (Ψ, E; ·, ◦) in-
duces a domain-free information algebra (Ψ, E;≤,⊥L, ·, ǫ) if E is a lattice.
The situation in the domain-free view is therefore rather the same as in
the labeled view. This aspect will be clarified in the next section. Note
however that if E is only a semilattice in the domain-free valuation algebra
(Ψ, E; ◦, ·), then it is not a generalised information algebra. So, it should be
kept in mind that generalised information algebras and valuation algebras
are different concepts in general, although identical in some particular cases.
5.3 Duality
We have seen above that a domain-free information algebra can be derived
from a labeled one. It turns out that, conversely, a labeled information al-
gebra may also be obtained from a domain-free one. This establishes then
a duality between labeled and domain-free information algebras. This dual-
ity applies also to the special case of valuation algebras, although with the
reservation that the extraction operators form a lattice, not only a semilat-
tice.
Assume (Ψ,D;≤,⊥, ·, ǫ) to be a domain-free generalised information al-
gebra. Define
Φx = {(φ, x) : ǫx(φ) = φ}, Φ =
⋃
x∈D
Φx.
We define the following operations relative to the signature (Φ,D;≤,⊥, d, ·, t):
1. Labeling: d : Φ→ D; (φ, x) 7→ d(φ, x) = x.
2. Combination: · : Φ× Φ→ Φ; ((φ, x), (ψ, y)) 7→ (φ, x) · (ψ, y)
= (φ · ψ, x ∨ y).
3. Transport: t : Φ×D → Φ; ((φ, x), y) 7→ ty(φ, x) = (ǫy(φ), y).
Note that we use the same symbol · for combination in Ψ and in Φ; it will
always be clear from the context which operation is meant. We remark that
due to the results of the previous section all these operations are well defined
We claim that (Φ,D;≤,⊥, ·, t) is a labeled generalised information al-
gebra. Here is the verification of the axioms: The structure (D;≤,⊥) is a
q-separoid by definition (A0). Combination in (Φ, ·) is clearly associative
and commutative, so (Φ, ·) is a commutative semigroup (A1). By definition
of Combination, Labeling and Transport in Φ we have d((φ, x) · (ψ, y)) =
d(φ · ψ, x ∨ y) = x ∨ y = d(φ, x) ∨ d(ψ, y) and d(ty(φ, x)) = d(ǫy(φ), y) = y.
So the Labeling Axiom (A2) is satisfied. The null and unit elements asso-
ciated with x ∈ D are (0, x) and (1, x). By the definition of Combination
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and Transport in Φ, we obtain tx(φ, y) = (ǫx(φ), x) = (0, x) if and only
if φ = 0, (φ, y) · (1, x) = (φ, x ∨ y) = (ǫx∨y(φ), x ∨ y) = tx∨y(φ, y) and
(1, x) · (1, y) = (1, x ∨ y). This confirms the Unit and Null Axiom (A3).
For the Transport Axiom (A4) assume x⊥y|z and consider an element
(φ, x) such that d(φ, x) = x and ǫx(φ) = φ. Then by the Extraction Axiom
(A4) of the domain-free algebra
ty(φ, x) = (ǫy(φ), y) = (ǫy(ǫz(φ)), y) = ty(tz(φ, x)).
This is the Transport Axiom (A4) in the labeled version.
To verify the Combination Axiom (A5) assume x⊥y|z and consider ele-
ments (φ, x) and (ψ, y) such that d(φ, x) = x and d(ψ, y) = y. Then, by the
definitions of Combination and Transport in Φ, and invoking Combination
Axiom (A5) for the domain-free algebra,
tz((φ, x) · (ψ, y)) = (ǫz(φ · ψ), z) = (ǫz(φ) · ǫz(ψ), z)
= (ǫz(φ), z) · (ǫz(ψ), z) = tz(φ, x) · tz(ψ, y).
This is the Combination Axiom (A4) in the labeled version.
The Identity Axiom (A6) follows from tx(φ, x) = (ǫx(φ), x) = (φ, x)
since by definition x is a support of φ. So, the algebra (Φ,D;≤,⊥, d, ·, t) is
indeed an instance of a labeled information algebra. If (Ψ,D;≤,⊥, ·, ǫ) is
idempotent, then so is (Φ,D;≤,⊥, d, ·, t). Consider (φ, x) and y ≤ x, then
(φ, x) · ty(φ, x) = (φ, x) · (ǫy(φ), y) = (φ · ǫy(φ), x ∨ y) = (φ, x). This is the
Idempotency axiom A7 of the labeled information algebra.
In the example of a domain-free set algebra associated with a universe U
and a q-separoid (D;≤,⊥) of partitions, the elements of the corresponding
labeled algebra are the pairs (S;P ) where S is a subset of U , saturated
relative to the partition P . We might as well replace S by the set S′ of the
blocks of P it is composed of and replace partition P by the frame ΘP . So,
this gives us the labeled algebra of pairs (S′,ΘP ), where S
′ is a subset of
the frame ΘP . This is essentially the labeled set algebra relative to the f.c.f
of the frames ΘP for P ∈ D.
We may now start with a labeled information algebra L, say L = (Φ,D;≤
,⊥, d, ·, t) and derive its domain-free version DL = (Φ/σ,D;≤,⊥, ·, ǫ) in
the way described in Section 5.1. In a further step we may construct
from DL its labeled version LDL = (Φ′,D;≤,⊥, d′, ·′, t′) as shown above.
In the same way we may start with a domain-free information algebra
D = (Ψ,D;≤,⊥, ·, ǫ) and get the associated labeled algebra LD = (Φ,D;≤
,⊥, d, ·, t) and then obtain from this labeled algebra its domain-free version
DLD = (Φ/σ,D;≤,⊥, ·′, ǫ′). It may by suspected that L and LDL are
essentially the same algebra, and so are D and DLD. In order to make this
statement precise we need to define the notion of isomorphisms between
labeled information algebra on the one hand and between domain-free in-
formation algebras on the other hand.
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Consider two labeled information algebras L = (Φ,D;≤,⊥, d, ·, t) and
L′ = (Φ′,D;≤,⊥, d′, ·′, t′). To simplify, we assume that both algebras are
based on the same q-separoid; this corresponds to the situation we are in-
terested in. Let T = {tx : x ∈ D} and T
′ = {t′x : x ∈ D} be the sets of the
transport operators in the two algebras. We consider a pair of maps
f : Φ→ Φ′, g : T 7→ T ′ such that g(tx) = t
′
x for all x ∈ D.
If the following conditions are satisfied, the pair of maps (f, g) is called a
labeled information algebra homomorphism:
1. f(φ · ψ) = f(φ) ·′ f(ψ), for all φ,ψ ∈ Φ,
2. f(0x) = 0
′
x and f(1x) = 1
′
x, where 0
′
x and 1
′
x are the null elements and
unities in (Φ′, ·′),
3. f(tx(φ)) = g(tx)(f(φ)).
Note that the map g is by definition one-to-one and onto. If the map f
is also onto and one-to-one, the pair (f, g) is called a labeled information
algebra isomorphism and the two algebras are called isomorphic, written as
L ∼= L′.
Similarly, for domain-free information algebras: LetD = (Ψ,D;≤,⊥, ·, ǫ)
and D′ = (Ψ′,D;≤,⊥, ·′, ǫ′). Let E = {ǫx : x ∈ D} and E
′ = {ǫ′x : x ∈ D}
be the sets of the extractor operators in the two algebras. Again a pair (f, g)
of maps
f : Ψ→ Ψ′, g : E 7→ E′ such that g(ǫx) = ǫ
′
x for all x ∈ D.
satisfying
1. f(φ · ψ) = f(φ) ·′ f(ψ), for all φ,ψ ∈ Ψ,
2. f(0) = 0′ and f(1) = 1′, where 0′ and 1′ are the null and unity in
(Ψ′, ·′),
3. f(ǫx(φ)) = g(ǫx)(f(φ)).
is called a domain-free information algebra homomorphism. The map g is
still one-to-one and onto. If the map f is onto and one-to-one, then (f, g) is
called a domain-free information algebra isomorphism; D and D′ are called
isomorphic, written D ∼= D′
We are now going to show that L and LDL are isomorphic and so are
D and DLD. In the first case, consider the maps (f, g) from L into LDL,
defined by
f(φ) = ([φ]σ , x), if d(φ) = x,
g(tx) = t
′
x, where t
′
x([φ]σ , y) = (ǫx([φ]σ), x), (5.3)
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Similarly, we define the pair (f, g) of maps from D into DLD,
f(ψ) = [(ψ, x)]σ , if ǫx(ψ) = ψ,
g(ǫx) = ǫ
′
x,where ǫ
′
x([(ψ, y)]σ) = [tx(ψ, y)]σ (5.4)
We claim that these pairs of maps are respectively labeled information
algebra and domain-free information algebra isomorphisms.
Theorem 5.3 We have L ∼= LDL and D ∼= DLD and the respective pairs
of maps (f, g) (5.3) and (5.4) are the isomorphisms.
Proof. First, consider the labeled case, the pair of maps defined in (5.3).
Here we have first, assuming d(φ) = x and d(ψ) = y,
f(φ · ψ) = ([φ · ψ]σ , x ∨ y) = ([φ]σ · [ψ]σ , x ∨ y)
= ([φ]σ , x) ·
′ ([ψ]σ , y) = f(φ) ·
′ f(ψ).
Since f(0x) = ([0x]σ, x) and f(1x) = ([1x]σ, x), null and unit elements are
preserved. Further assume d(φ) = y. Then
f(tx(φ)) = ([tx(φ)]σ , x) = (ǫx([φ]σ), x) = t
′
x([φ]σ, y) = g(tx)(f(φ)).
This proves that the pair of maps (f, g) is a labeled information algebra
homomorphism. Consider any element ([φ]σ , x) in LDL. Then, this is the
image of the element φ from L, so the map f is onto. Further, ([φ]σ , x) =
([ψ]σ , y) implies x = y and [φ]σ = [ψ]σ . By definition of the map f , d(φ) = x
and d(ψ) = y = x. But this, together with [φ]σ = [ψ]σ , implies φ = ψ. The
map f is therefore one-to-one. Thus, the pair (f, g) is a labeled information
algebra isomorphism and therefore L ∼= LDL.
Second, consider the domain-free case, the pair of maps defined in (5.4).
Let φ and ψ be elements from D with supports x and y respectively. Then
f(φ · ψ) = [(φ · ψ, x ∨ y)]σ = [(φ, x) · (ψ, y)]σ (5.5)
= [(φ, x)]σ ·
′ [(ψ, y)]σ = f(φ) ·
′ f(ψ).
Further, f(0) = [(0, x)]σ and f(1) = [(1, x)]σ are clearly the null and unit
elements in DLD. Next, assume that y is a support of the element ψ in D.
Then
f(ǫx(ψ)) = [(ǫx(ψ), x)]σ = [tx(ψ, y)]σ = ǫ
′
x([(ψ, y)]σ) = g(ǫx)(f(ψ)).
So the pair (f, g) is a domain-free information algebra homomorphism. If
[(ψ, x)]σ is an element from DLD, then x is a support of ψ and f maps ψ
to [(ψ, x)]σ . So, the map f is onto. Assume that [(φ, x)]σ = [(ψ, y)]σ . Then
x and y are supports of φ and ψ respectively; and (φ, x) ≡σ (ψ, y) means
that (φ, x∨y) = (ψ, x∨y). This shows that φ = ψ; the map f is one-to-one.
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Therefore, the pair (f, g) is a domain-free information algebra isomorphism,
and D ∼= DLD. ⊓⊔
According to this theorem, labeled and domain-free algebras are dual in
the technical sense of the theorem above. We may freely pass from labeled
to domain-free algebras and back. These two kinds of algebras are the two
sides of the same coin. Labeled information algebras are better suited for
computational purposes, whereas domain-free information algebras usually
are preferred for theoretical studies.
For labeled valuation algebras and domain-free valuation algebras a sim-
ilar duality, the special case of the duality introduced above has been shown
in (Kohlas, 2003a), provided that the semigroup of extractor operators E in
the domain-free case is a lattice and provided the labeled valuation algebras
are stable. So, for example probability potentials, densities and Gaussian
densities have no domain-free version.
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Chapter 6
Order of Information
6.1 The Idempotent Case
Information may be, in informal terms, more or less precise, more or less
informative. This should be reflected by some order between pieces of in-
formation. Such orders are the subject of the present section. Information
order can be studied both in labeled or domain-free information algebras.
We propose to base our discussion on domain-free information algebras.
Let then (Ψ,D;≤,⊥, ·, ǫ) be a domain-free generalised information alge-
bra. The basic idea is that a piece of information is more informative than
an other one, if one needs to add a further piece of information to the second
one to get the first one. So, we define, for φ,ψ ∈ Ψ,
φ ≤ ψ, iff there exists χ ∈ Ψ such that ψ = φ · χ. (6.1)
This relation satisfies
1. Reflexivity: ψ ≤ ψ, since ψ = ψ · 1,
2. Transitivity: φ ≤ ψ and ψ ≤ η imply φ ≤ η, since ψ = φ ·χ1, η = ψ ·χ2
imply η = φ · χ1 · χ2.
Antiysymmetry however does not hold in general. Therefore, the relation ≤
defined in (6.1) is a preorder in Ψ.
If the information algebra (Ψ,D;≤,⊥, ·, ǫ) is idempotent, then φ ≤ ψ if
and only if φ · ψ = ψ. In fact, ψ = φ · χ, gives by idempotency, if both
sides are combined by ψ, ψ = (φ · χ) · ψ = φ · (φ · χ) · ψ = φ · ψ · ψ = φ · ψ.
In idempotent information algebras, the relation ≤ is a partial order, since
φ ≤ ψ and ψ ≤ φ imply φ = ψ · φ = ψ. Here φ ≤ ψ means that nothing is
gained if the piece of information φ is added to ψ, the information in φ is
already covered by ψ. Note that in this idempotent case
1. 1 ≤ ψ ≤ 0 for all ψ ∈ Ψ,
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2. φ,ψ ≤ φ · ψ,
3. φ ≤ ψ implies φ · η ≤ ψ · η for all η ∈ Ψ,
4. ǫx(ψ) ≤ ψ for all x ∈ D and ψ ∈ Ψ,
5. φ ≤ ψ implies ǫx(φ) ≤ ǫx(ψ) for all x ∈ D,
6. x ≤ y implies ǫx(ψ) ≤ ǫy(ψ) for all ψ ∈ Ψ.
These are clearly properties one would expect from an information order
in general: Vacuous information is least informative, contradiction (which
properly speaking is not an information) is the greatest element in the in-
formation order; combined information is more informative than each of its
parts, the order is compatible with combination and extraction of informa-
tion does not increase information.
Note that the preorder defined in (6.1), satisfies the first three of these
requirements. The other ones are not guaranteed in general and need special
consideration. This will be discussed in the following sections. The partial
order in idempotent information algebra really is a neat order of information.
Therefore we call idempotent information algebra also proper information
algebras. This order has been discussed and studied in detail for the case of
idempotent valuation algebras in (Kohlas, 2003a; Kohlas & Schmid, 2014;
Kohlas & Schmid, 2016). Many of the results for this case carry over to
generalised information algebras. This will be discussed in Section 7. In the
following two sections, we present two interesting cases, where the preorder
satisfies also the other requirement stated above. This will also show the
relation of the preorder to the partial order of idempotent information and
illuminate the limits of the preorder.
6.2 Regular Algebras
Order in semigroup theory has been studied in several papers, we cite only
two of them, (Nambooripad, 1980; Mitsch, 1986). These papers study nat-
ural order, that is an order, which can be defined in terms of the operations
of the semigroup. This is exactly the case of our definition above. Of par-
ticular interest in these theories are regular semigroups. In the context of
valuation algebras, such regular semigroups or rather the generalisation of
them to valuation algebras, turned out to be of interest in two respects:
They allow to introduce partial division into the algebra, which allows to
adapt local computation architectures known for Bayesian networks to val-
uation algebras (Lauritzen & Jensen, 1997; Kohlas, 2003a). Secondly, this
division permits also to generalise conditioning, as known in probability, to
valuation algebras (Kohlas, 2003a). Now, as we shall see in this and the
subsequent section, this is relevant for information order too.
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We summarise here the theory of regular semigroups and adapt it to
regular generalised information algebras, generalising the theory of regular
valuation algebras (Kohlas, 2003a) and discuss how this applies to informa-
tion order as defined in (6.1). We start with the definition of regularity in
information algebras.
Definition 6.1 Regular Information Algebras: Let (Ψ,D;≤,⊥, ·, ǫ) be a
generalised domain-free information algebra. An element ψ ∈ Ψ is called
regular, if for all x ∈ D there is an element χ ∈ Ψ with support x such that
ψ = ǫx(ψ) · χ · ψ. (6.2)
The information algebra (Ψ,D;≤,⊥, ·, ǫ) is called regular, if all its elements
are regular.
Of course, the element χ above in the definition of regularity depends
both on x and ψ, although we do not express this dependence explicitly. If
y is a support of ψ, then regularity implies also
ψ = ψ · χ · ψ. (6.3)
This is the definition of regularity in a semigroup (Ψ; ·) and establishes the
link to semigroup theory, see for example (Clifford & Preston, 1967) and the
work cited above. Note that in these references semigroups are not assumed
to be commutative, as is the case here.
In this section we assume that (Ψ,D;≤,⊥, ·, ǫ) is regular. Two elements
φ and ψ from Ψ are called inverses, if
φ = φ · ψ · φ and ψ = ψ · φ · ψ (6.4)
We keep with the notation in the literature, although in our commutative
case we could also have written φ = φ ·φ ·ψ, . . .. Note that φ ≤ ψ and ψ ≤ φ
if φ and ψ are inverses.
The following results are well-known from semigroup theory (see for
instance (Kohlas, 2003a)): If φ = φ · ψ · φ, then φ and ψ · φ · ψ are in-
verses. Each element of a regular semigroup has thus an inverse, and this
inverse is unique. If φ and ψ are inverses, then f = φ · ψ is an idempo-
tent element, f · f = f . If S is a subset of Ψ, define ψ · S to be the set
{ψ · φ : φ ∈ S}. The set ψ · Ψ is called the principal filter generated by ψ,
since ψ · Ψ = {ψ · χ : χ ∈ Ψ} = {φ : ψ ≤ φ}. There exists for any ψ ∈ Ψ
a unique idempotent fψ such that ψ · Ψ = fψ · Ψ. The Green relation is
defined as
φ ≡γ ψ if φ ·Ψ = ψ ·Ψ. (6.5)
It is an equivalence relation in Ψ. Its equivalence classes [ψ]γ are groups
for all ψ ∈ Ψ (Kohlas, 2003a). So Ψ is a union of disjoint groups. The
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unit element of the group [φ]γ is the idempotent fφ and for any ψ ∈ [φ]γ
its inverse in the semigroup is the inverse in [φ]γ . Note that if φ and ψ are
Green-equivalent, then φ ≤ ψ and ψ ≤ φ.
Consider now the idempotents F = {fψ : ψ ∈ Ψ}. They form an idem-
potent sub-semigroup of (Ψ; ·). According to Section 6.1 they are partially
ordered by fφ ≤ fψ if fφ · fψ = fψ
1. The unit 1 and the null element 0 are
idempotents, 0, 1 ∈ F . So, the idempotents F form a bounded semilattice
where fφ · fψ = fφ ∨ fψ. Further, we have also
fφ · fψ = fφ·ψ. (6.6)
Since the idempotents fφ uniquely represent their class [φ]γ , we may also
define a partial order among classes by [φ]γ ≤ [ψ]γ if fφ ≤ fψ. Then we
obtain
[φ · ψ]γ = [φ]γ ∨ [φ]γ . (6.7)
We summarise now some results about preorder in Ψ and partial order
among idempotents in F and among the classes [φ]γ .
Lemma 6.1 Let (Ψ,D;≤,⊥, ·, ǫ) be a regular generalised information alge-
bra. Then
1. φ ≤ ψ iff [φ]γ ≤ [ψ]γ ,
2. φ ≤ ψ iff ψ ·Ψ = φ · ψ ·Ψ,
3. φ ≤ ψ iff ψ ·Ψ ⊆ φ ·Ψ,
4. φ ≤ ψ and ψ ≤ φ iff φ ≡γ ψ,
Proof. 1.) Assume φ ≤ ψ, that is φ ·χ = ψ. Then [φ ·χ]γ = [φ]γ ∨ [χ]γ =
[ψ]γ . This shows that [φ]γ ≤ [ψ]γ .
Conversely, assume [φ]γ ≤ [ψ]γ such that [φ · ψ]γ = [φ]γ ∨ [ψ]γ = [ψ]γ .
This means that ψ ·Ψ = φ ·ψ ·Ψ, hence ψ ∈ φ ·ψ ·Ψ, therefore ψ = φ ·ψ ·χ
for some χ. But this means that φ ≤ ψ.
2.) We have just proved that ψ · Ψ = φ · ψ · Ψ implies φ ≤ ψ. Assume
then that φ ≤ ψ. By item 1 we have also fφ ≤ fψ or fφ · fψ = fφ·ψ = fψ.
But then ψ ·Ψ = fψ ·Ψ = fφ·ψ ·Ψ = φ · ψ ·Ψ.
3.) If φ ≤ ψ, then ψ = φ ·χ. Consider η ∈ ψ ·Ψ, then η = ψ ·χ′ = φ ·χ ·χ′.
So η ∈ φ ·Ψ. Conversely, if ψ ·Ψ ⊆ φ ·Ψ, then ψ ∈ φ ·Ψ, hence there is a χ
such that ψ = φ · χ, and thus φ ≤ ψ.
4.) We have by item 2 φ ≤ ψ iff ψ · Ψ = φ · ψ · Ψ and ψ ≤ φ iff
φ ·Ψ = φ · ψ ·Ψ. Therefore, φ ·Ψ = ψ ·Ψ, hence φ ≡γ ψ. ⊓⊔
So far, this is essentially semigroup theory. We now consider extraction
and extend thus this order theory to information algebras. Here is a first
important result:
1This order is the opposite to the one usually considered in the literature, but it
corresponds better to our purposes of information order, as we shall see.
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Theorem 6.1 Let (Ψ,D;≤,⊥, ·, ǫ) be a regular generalised information al-
gebra. The Green relation ≡γ is a congruence relative to combination and
extraction in the algebra (Ψ,D;≤,⊥, ·, ǫ)
Proof. The relation ≡γ is an equivalence relation. If φ ≡γ ψ, then
[φ]γ = [ψ]γ . Consider any element η of Ψ. Then [φ]γ ∨ [η]γ = [ψ]γ ∨ [η]γ ,
hence [φ · η]γ = [ψ · η]γ and thus φ · η ≡γ ψ · η.
Assume again φ ≡γ ψ such that φ ·Ψ = ψ ·Ψ, and consider the operator
ǫx. From φ ∈ φ · Ψ we conclude that φ = ψ · χ for some χ ∈ Ψ and
therefore ǫx(φ) = ǫx(ψ · χ). By regularity we have ψ = ǫx(ψ) · χ′ · ψ and
thus ǫx(φ) = ǫx(ǫx(ψ) · χ · χ
′ · ψ) = ǫx(ψ) · ǫx(χ · χ
′ · ψ). This shows that
ǫx(ψ) ≤ ǫx(φ). By symmetry we have also ǫx(φ) ≤ ǫx(ψ), therefore, by
Lemma 6.1 item 4, ǫx(φ) ≡γ ǫx(ψ). This proves that ≡γ is a congruence.
⊓⊔
Here follow a few results on order and extraction, which show some
desirable results, in particular the validity of the expected properties 4.) to
6.) of an information order formulated above (Section 6.1).
Theorem 6.2 Let (Ψ,D;≤,⊥, ·, ǫ) be a regular generalised information al-
gebra. Then
1. ǫx(ψ) ≤ ψ for all x ∈ D and ψ ∈ Ψ.
2. φ ≤ ψ implies ǫx(φ) ≤ ǫx(ψ) for all x ∈ D.
3. x ≤ y implies ǫx(ψ) ≤ ǫy(ψ) for all ψ ∈ Ψ.
Proof. 1.) By regularity ψ = ψ · χ · ǫx(ψ) where ǫx(χ) = χ. Applying
the extraction operator on both sides gives ǫx(ψ) = ǫx(ψ) · ǫx(ψ) · χ, hence
ǫx(ψ) ≥ χ and therefore [ǫx(ψ)]γ ≥ [χ]γ (Lemma 6.1). From the regularity
formula we obtain also [ψ]γ = [ψ]γ ∨ [χ]γ ∨ [ǫx(ψ)]γ = [ψ]γ ∨ [ǫx(ψ)]γ , hence
[ǫx(ψ)]γ ≤ [ψ]γ . This implies ǫx(ψ) ≤ ψ (Lemma 6.1).
2.) If φ ≤ ψ, then ψ ·Ψ = φ ·ψ ·Ψ (Lemma 6.1). This implies ψ = ψ ·φ ·χ
for some χ ∈ Ψ. By regularity we have φ = φ ·ǫx(φ) ·µ and ψ = ψ ·ǫx(ψ) ·µ
′,
where x is a support of both µ and µ′. From this we deduce
ǫx(ψ) = ǫx(ψ · φ · χ)
= ǫx(ǫx(ψ) · ǫx(φ) · µ · µ
′ · ψ · φ · χ)
= ǫx(ψ) · ǫx(φ) · ǫx(·µ · µ
′ · ψ · φ · χ) (6.8)
This proves that ǫx(φ) ≤ ǫx(ψ).
3.) Assume that z is a support of ψ. By C1, z⊥y|y and by C3 z⊥x|y,
since x ≤ y. It follows from Axiom A4 that ǫx(ψ) = ǫx(ǫy(ψ)). Then item 1
above shows that ǫx(ψ) ≤ ǫy(ψ). ⊓⊔
Based on Theorem 6.1, we may consider the quotient algebra (Ψ/γ,D;≤
, ·, ǫ), which by general results of universal algebra must still be a generalised
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information algebra. In fact, we define the following operations between
classes
1. Combination: [φ]γ · [ψ]γ = [φ · ψ]γ ,
2. Extraction: ǫx([ψ]γ) = [ǫx(ψ)]γ .
We denote the operations of combination and extraction in Ψ/γ by the
same symbols as in Ψ; there is no risk of confusion. The projection pair of
maps (f, g), where f(ψ) = [ψ]γ and g(ǫx) = ǫx (meaning at the right hand
side, the operator in Ψ/γ) is clearly a homomorphism. A homomorphism
maintains order. In addition, it turns out that the information algebra
(Ψ/γ,D;≤,⊥, ·, ǫ) is idempotent.
Theorem 6.3 Let (Ψ,D;≤,⊥, ·, ǫ) be a regular generalised information al-
gebra and ≡γ the Green relation. Then the quotient algebra (Ψ/γ,D;≤
,⊥, ·, ǫ) is an idempotent generalised information algebra, homomorphic to
(Ψ,D;≤,⊥, ·, ǫ).
Proof. That (Ψ/γ,D;≤, ·, ǫ) is a generalised information follows since
the pair of maps defined above form a homomorphism. Idempotency follows
from ǫx[ψ]γ = [ǫx(ψ)]γ ≤ [ψ]γ (Theorem 6.2), hence [ψ]γ · ǫx([ψ]γ) = [ψ]γ ∨
ǫx([ψ]γ) = [ψ]γ . ⊓⊔
Instead of the quotient algebra (Ψ/γ,D;≤,⊥, ·, ǫ) we can also consider
the idempotents in the equivalence classes, because there is a one-to-one
association between idempotents and their classes. In the signature (F,D;≤
,⊥, ·, ǫ¯), where F = {fψ : ψ ∈ Ψ), again the two operations of combination
and extraction are defined:
1. Combination: fφ · fψ = fφ·ψ,
2. Extraction: ǫ¯x(fψ) = fǫx(ψ).
This algebra is still an idempotent generalised information algebra, homo-
morphic to (Ψ,D;≤,⊥, ·, ǫ). Because of the idempotency, it can be consid-
ered as the deterministic part of (Ψ,D;≤,⊥, ·, ǫ) (although it is not a sub-
algebra of (Ψ,D;≤,⊥, ·, ǫ) and ǫ¯ and ǫ are different). By the pair of maps
[ψ]γ 7→ fψ and ǫ 7→ ǫ¯, the algebras (Ψ/γ,D;≤,⊥, ·, ǫ) and (F,D;≤,⊥, ·, ǫ¯)
are isomorphic. We refer to the example of probability potentials below for
an illustration.
To conclude this section, we remark that the relation ψ = φ ·χ if φ ≤ ψ,
in the context of labeled algebras, can be linked to conditionals in regular
algebras, providing a generalisation of conditional probability distributions
to general valuation or even generalised information algebras. For this aspect
of regular valuation algebras we refer to (Kohlas, 2003a). Those results could
be extended to generalised information algebras, but we shall not pursue this
line of inquiry.
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Further, we remark that the relation φ ≤2 ψ if there is an idempotent
f such that ψ = f · φ is a partial order. Of course φ ≤2 ψ implies φ ≤ ψ.
This is the partial order studied in semigroup theory (Nambooripad, 1980;
Mitsch, 1986), the goal there being to study the structure of semigroups.
The condition ψ = f · φ means in our context that ψ is obtained by com-
bination of φ with a deterministic information f . So ψ results from a kind
of conditioning of φ on f . We refer to (Kohlas, 2003a) for an illustration
in the context of probability potentials. So, ψ is, according to this order,
more informative than φ, if it is obtained by conditioning of φ. Although
this makes sense, this order does not seem very interesting from the point of
view of information algebra. For example it does not follow that ǫx(ψ) ≤ ψ.
In labeled algebras, the concept of regularity is similarly defined (Kohlas, 2003a).
As an example of a regular labeled valuation algebra, we consider the case
of the labeled valuation algebra of probability potentials.
Example 6.1 In Section 3.3 probability potentials were introduced as a
semiring valuation algebra with values in the semiring A = (R+∪{0}; +,×).
Probability potentials are mappings p : Θ 7→ R+∪{0}) from the frames of a
f.c.f to nonnegative real numbers. This labeled valuation algebra is regular,
in the sense that for any probability potential p on a frame Θ and Λ ≤ Θ
there is a potential q on Λ such that p = p · πΛ(p) · q. In fact, the potential
q is determined as follows
q(λ) =
{ 1
πΛ(p)(λ)
if πΛ(p)(λ) 6= 0,
0 otherwise.
The idempotents of the group [p]γ of a potential p is the potential fp(θ) = 1
for all θ for which p(θ) > 0 and fp(θ) = 0 for θ with p(θ) = 0. So, the
idempotents define the support sets {θ : p(θ) > 0} of the probability poten-
tials. Note that the projection of an idempotent is not itself an idempotent.
The idempotent valuation algebra (F,D; d, ·, π¯), defined similarly as in the
domain-free case, corresponds to the labeled set algebra of subsets of the
frames Θ. ⊖
6.3 Separative Algebras
Here we go one step beyond regular algebras. Consider again a domain-free
generalised information algebra (Ψ,D;≤,⊥, ·, ǫ). Instead of assuming it to
be regular, and then use the Green relation to study order, we start with a
congruence, similar to the Green relation and base the study of order on this
relation. Thus, assume that there is a congruence ≡γ relative to combination
and extraction in Ψ such that
ǫx(ψ) · ψ ≡γ ψ (6.9)
94 CHAPTER 6. ORDER OF INFORMATION
for all ψ ∈ Ψ and x ∈ D. Since any element ψ has a support, we have also
ψ · ψ ≡γ ψ
The equivalence classes [ψ]γ are semigroups. Indeed, if φ, χ ∈ [ψ]γ , then
φ ≡γ χ and χ ≡γ ψ, hence φ · χ ≡γ ψ · ψ since ≡γ is a congruence. But
ψ · ψ ≡γ ψ, thus φ · χ ≡γ ψ hence φ · χ ∈ [ψ]γ .
As in the previous section the quotient algebra (Ψ/γ,D;≤,⊥, ·, ǫ) is an
idempotent information algebra, homomorphic to (Ψ,D;≤,⊥, ·, ǫ), and the
operations are defined as
1. Combination: [φ]γ · [ψ]γ = [φ · ψ]γ .
2. Extraction: ǫx([ψ]γ) = [ǫx(ψ)]γ .
Idempotency of (Ψ/γ,D;≤,⊥, ·, ǫ) follows from condition (6.9).
Since the classes form an idempotent algebra, they are partially ordered
by [φ]γ ≤ [ψ]γ if [φ]γ · [ψ]γ = [φ]γ . Under this order we have
[φ]γ · [ψ]γ = [φ]γ ∨ [ψ]γ .
As in the previous section, we would like this partial order of classes to
represent the preorder defined in (6.1) in the sense that φ ≤ ψ iff [φ]γ ≤ [ψ]γ .
But for this to hold, we need a further condition, since the classes [ψ]γ are
in general, in contrast to regular algebras, not groups.
In semigroup theory embeddings of semigroups into a disjoint union of
groups is studied, see (Clifford & Preston, 1967). A sufficient condition for
this to be possible is cancellativity, that is
φ · ψ = φ · ψ′ (6.10)
implies ψ = ψ′. We assume therefore that all semigroups [φ]γ are cancella-
tive. This leads to the following definition.
Definition 6.2 Separative Information Algebras: Let (Ψ,D;≤,⊥, ·, ǫ) be a
generalised domain-free information algebra. It is called separative, if there
exists a congruence ≡γ relative to combination and extraction in Ψ such that
1. ǫx(ψ) · ψ ≡γ ψ for all ψ ∈ Ψ and for all x ∈ D.
2. The semigroups [ψ]γ are cancellative for all ψ ∈ Ψ.
We remark that separative valuation algebras have been studied in (Kohlas, 2003a)
with respect to local computation with division and to generalisation of
conditionals from probability to general valuations or information. As in
the case of regular algebras, the theory of conditionals is closely related to
natural order. Here we focus on information order in generalised informa-
tion algebras. For examples of separative valuation algebras, we refer to
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(Kohlas, 2003a; Pouly & Kohlas, 2011). We mention also, that as far as
local computation with division and conditioning is concerned, it is suffi-
cient that ≡γ is a congruence with respect to combination only. But for
the present theory of order, congruence with respect to extraction is also
desirable and many separative instances satisfy this condition.
A cancellative semigroup such as [ψ]γ can be embedded into a group.
The classical procedure is like for embedding integers into rational numbers
as follows: Consider ordered pairs (φ,ψ) for φ,ψ ∈ [ψ]γ and define a relation
among pairs by
(φ,ψ) ≡ (φ′, ψ′) iff φ · ψ′ = φ′ · ψ.
This is an equivalence relation thanks to cancellativity. Let [φ,ψ] denote the
equivalence classes of this equivalence and let γ(ψ) denote the set of these
pairs from [ψ]γ . Then we define the operation
[φ,ψ] · [φ′, ψ′] = [φ · φ′, ψ · ψ′]
in γ(ψ). This is well defined, since the equivalence is a congruence relative
to the operation (φ,ψ) · (φ′, ψ′) = (φ · φ′, ψ · ψ′) between pairs. With this
operation γ(ψ) becomes a group. Its unit is [ψ,ψ] and the inverse of [φ,ψ]
is [ψ, φ]. The class [ψ]γ is embedded into γ(ψ) as a a semigroup by the map
ψ 7→ [ψ · ψ,ψ].
Define
Ψ∗ =
⋃
ψ∈Ψ
γ(ψ).
In order to distinguish elements of Ψ∗ from those of Ψ, we denote elements
of Ψ∗ by lower case letters like a, b, . . .. The union of groups Ψ∗ becomes a
semigroup, if we define for a = [φa, ψb] and b = [φb, ψb],
a · b = [φa · φb, ψa · ψb].
This operation is well-defined, associative and commutative. Thus (Ψ∗; ·)
is a commutative semigroup and (Ψ; ·) is embedded into it as a semigroup
by the map ψ 7→ [ψ · ψ,ψ] as can easily be verified. In the sequel, in order
to simplify notation, we denote the elements [ψ · ψ,ψ] of the image of (Ψ; ·)
under this map simply by ψ.
We may carry over the order between the classes [ψ]γ to the groups
γ(ψ), since there is a one-to-one relation between classes and groups. Hence
γ(φ) ≤ γ(ψ) iff [φ]γ ≤ [ψ]γ . Then we deduce that
γ(φ · ψ) = γ(φ) ∨ γ(ψ).
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We extend now the natural order (6.1) to the semigroup (Ψ∗; ·),
a ≤ b, iff there exists a c ∈ Ψ∗ such that b = a · c. (6.11)
Note that for elements of Ψ, this preorder φ ≤ ψ admits that in ψ = φ · c,
the factor which completes φ to ψ does no more need to be an element of
Ψ, but only of Ψ∗.
Lemma 6.2 In Ψ∗ we have a ≤ b iff γ(a) ≤ γ(b).
Proof. Assume first a ≤ b, hence a · c = b for some c ∈ Ψ∗. Then
γ(b) = γ(a · c) = γ(a) ∨ γ(c), hence γ(a) ≤ γ(c). Conversely, assume
γ(a) ≤ γ(b). Then γ(b) = γ(a) ∨ γ(b) = γ(a · b). Therefore we see that a · b
and b belong both to the group γ(b) and therefore b = a · b · (a · b)−1 · b, thus
a ≤ b. ⊓⊔
We remark that for any element a of Ψ∗ we have a = a·a−1·a. This means
that the semigroup (Ψ∗, ·) is regular. And a ≡γ b implies a ·Ψ
∗ = b ·Ψ∗. In
fact, if d ∈ a·Ψ∗, then d = a·c for some c ∈ Ψ∗. It follows then d = b·b−1 ·a·c,
hence d ∈ b ·Ψ∗. In the same way it follows that d ∈ b ·Ψ∗ implies d ∈ a ·Ψ∗,
hence a ·Ψ∗ = b ·Ψ∗. Conversely, if a ·Ψ∗ = b ·Ψ∗, then a = b · c and b = a · c′
for some c, c′ ∈ Ψ∗. This means that a ≤ b and b ≤ a, hence γ(a) = γ(b),
or a ≡γ b. This shows that the congruence ≡γ is the Green relation in the
regular semigroup (Ψ∗, ·).
As a consequence of this remark and of Lemma 6.2 we have, as in the
previous section (Lemma 6.1), the following result:
Lemma 6.3 Let (Ψ,D;≤,⊥, ·, ǫ) be a separative information algebra. Then
1. a ≤ b and b ≤ a iff γ(a) = γ(b),
2. φ ≤ ψ iff [φ]γ ≤ [ψ]γ ,
3. φ ≤ ψ and ψ ≤ φ iff [φ]γ = [ψ]γ .
As in the case of regular information algebras, we have for separative
information algebras the same results regarding order and extraction (see
Theorem 6.2).
Theorem 6.4 Let (Ψ,D;≤,⊥, ·, ǫ) be a separative generalised information
algebra. Then
1. ǫx(ψ) ≤ ψ for all x ∈ D and ψ ∈ Ψ.
2. φ ≤ ψ implies ǫx(φ) ≤ ǫx(ψ) for all x ∈ D.
3. x ≤ y implies ǫx(ψ) ≤ ǫy(ψ) for all ψ ∈ Ψ.
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Proof. 1.) From (6.9) we obtain γ(ǫx(ψ) · ψ) = γ(ǫx(ψ)) ∨ γ(ψ) = γ(ψ).
this shows that γ(ǫx(ψ)) ≤ γ(ψ), which implies ǫx(ψ) ≤ ψ (Lemma 6.2).
2.) From φ ≤ ψ we obtain γ(φ) ≤ γ(ψ) and from item 1 just proved
γ(ǫx(φ)) ≤ γ(φ). Thus we have γ(ǫx(φ) · ψ) = γ(ǫx(φ)) ∨ γ(ψ) = γ(ψ).
Further, we have ǫx(ǫx(φ)·ψ) = ǫx(φ)·ǫx(ψ). Therefore, from the congruence
of ≡γ , we conclude that γ(ǫx(φ) · ǫx(ψ)) = γ(ǫx(ψ)), and this shows that
ǫx(φ) ≤ ǫx(ψ).
3.) This is proved exactly as item 3 of Theorem 6.2. ⊓⊔
If (Ψ,D;≤,⊥, ·, ǫ) is a separative generalised information algebra, then
the quotient algebra (Ψ/γ,D;≤,⊥, ·, ǫ), is an idempotent information al-
gebra, homomorphic to (Ψ,D;≤,⊥, ·, ǫ) as noted above. Any group γψ
has a unique unit and idempotent element, denoted by fψ. The idempo-
tent information algebra of idempotents or the units of the groups γ(ψ),
(F,D;≤,⊥, ·, ǫ¯), with the operations defined as follows
1. Combination: fφ · fψ = fφ·ψ,
2. Extraction: ǫ¯x(fψ) = fǫx(ψ),
is isomorphic to the quotient algebra (Ψ/γ,D;≤,⊥, ·, ǫ). Note however, that
the elements of F do not, in general, belong to Ψ. Nevertheless, we may
still consider the elements of F as the deterministic parts of Ψ∗.
As in the regular case, we may define an order φ ≤2 ψ if there is an
idempotent f such that ψ = f · φ and again φ ≤2 ψ implies φ ≤ ψ. This
is as before a partial order, since φ ≤ ψ and ψ ≤ φ imply γ(φ) = γ(ψ) and
ψ = fψ · φ. But fψ = fφ, hence ψ = fφ · φ = φ. The expression fψ · φ
is again a kind of conditioning, namely the combination of a deterministic
element fψ with an information element φ. We refer to (Kohlas, 2003a) for a
discussion of the separative valuation algebra of densities, which illustrates
these statements. Again, it makes sense that an information ψ obtained
from another one by condition ψ = fψ · φ, where fφ ≤ fψ is considered to
be more informative. At least in probability theory this seems evident.
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Chapter 7
Proper Information
7.1 Ideal Completion
In this section we consider domain-free idempotent generalised information
algebras (Ψ,D;≤,⊥, ·, ǫ), that is, proper information algebras. Their associ-
ated idempotent valuation were called information algebras in (Kohlas, 2003a).
There it was shown that the partial order introduced by idempotency plays
an important role in the theory of idempotent information algebras, see also
(Kohlas & Schmid, 2014; Kohlas & Schmid, 2016). Many of these results
carry over to the more general case of idempotent generalised information
algebras. Some of them will be presented here.
In an idempotent information algebra, we have defined φ ≤ ψ if φ·ψ = ψ,
see Section 6.1. So, ψ is more informative than φ, if adding φ to ψ gives
nothing new. Another way to express this is to say the piece of information
φ is contained in ψ or also the piece of information φ is implied by ψ. As a
consequence, combination corresponds to the supremum in this order, φ·ψ =
φ ∨ ψ. So the idempotent semigroup (Ψ, ·) determines a join-semilattice
(Ψ;≤). If we want to stress the point of view of order we write φ∨ψ instead
of φ · ψ.
Instead of looking at a particular piece of information ψ we may look at
families of pieces of information I. Such a family is consistent and complete
if for any ψ ∈ I, all elements less informative, implied by ψ, belong also to
I, and whenever φ and ψ belong to I, then the combined information φ · ψ
belongs to I. This means that I is an ideal in the semilattice (Ψ;≤). More
formally, I is an ideal if
1. φ ≤ ψ and ψ ∈ I imply φ ∈ I,
2. φ,ψ ∈ I imply φ ∨ ψ ∈ I.
The set ↓ ψ of all elements less informative than or implied by ψ form an
ideal, a principal ideal. Note that the unit is in all ideals, and if ψ belongs
to an ideal, then all extractions ǫx(ψ) belong to the ideal also. The null
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element 0 belongs only to the ideal Ψ. All ideals different from Ψ are called
proper ideals.
An ideal can also be seen as information. In fact, we may extend the
operations of combination and extraction from the algebra (Ψ,D;≤,⊥, ·, ǫ)
to the set of ideals IΨ of it:
1. Combination:
I1 · I2 = {ψ ∈ Ψ : ∃ψ1 ∈ I1, ψ2 ∈ I2 such that ψ ≤ ψ1 · ψ2}. (7.1)
2. Extraction:
ǫx(I) = {ψ ∈ Ψ : ∃φ ∈ I such that ψ ≤ ǫx(φ)}. (7.2)
These operation are well-defined, since they yield ideals in both cases.
It turns out that the set of ideals IΨ of Ψ with these operations in
fact becomes an information algebra. In order to show this, we need some
preparations. First, the intersection of an arbitrary family of ideals is still
an ideal. Therefore, the ideal generated by a subset X of Ψ can be defined
as the smallest ideal containing X,
I(X) =
⋂
{I : I ∈ IΨ,X ⊆ I}.
Alternatively, we have also
I(X) = {ψ ∈ Ψ : ∃ ψ1, . . . , ψn ∈ X such that ψ ≤ ψ1 · . . . · ψn}. (7.3)
In particular, we have I1 · I2 = I(I1 ∪ I2). If X is a finite subset of Ψ, then
I(X) =↓∨X,
the ideal generated by X is the principal ideal of the element ∨X ∈ Ψ.
These are well-known result, (Kohlas, 2003a)
From lattice theory we know that a system closed under arbitrary in-
tersections, a so-called ∩-system, forms a complete lattice under the partial
order of inclusion, see (Davey & Priestley, 2002). Infimum is intersection
and supremum is given by∨
Y =
⋂
{I : I ∈ IΨ,
⋃
J∈Y
J ⊆ I}
where Y is any family of ideals. In particular, we have I1 · I2 = I1 ∨ I2.
For IΨ to become an information algebra in the sense of Chapt. 5, any
ideal must have a support x ∈ D, that is ǫx(I) = I. But if the semilattice
D does not have a greatest element, this may not hold. If D has a greatest
element ⊤, then by the support axiom for the information algebra (Ψ,D;≤
,⊥, ·, ǫ) this element is necessarily a support for every element of Ψ. In
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this case any ideal of Ψ has at least this element as support. If D has
no greatest element, we may adjoin one in the following way: Consider
(D ∪ {⊤},≤,⊥) where x ≤ ⊤ and x∨⊤ = ⊤ for all elements x of D ∪ {⊤}.
Extend the conditional independence relation with x⊥y|⊤ for all x and y
in D ∪ {⊤}. Then (D ∪ {⊤};≤,⊥) is still a q-separoid. Further, define
ǫ⊤ as the identity map of Ψ. Then, clearly, (Ψ,D ∪ {⊤};≤,⊥, ·, ǫ) is still
an idempotent generalised information algebra; in particular the axioms of
extraction, combination and idempotency are still valid in this extended
structure. Therefore, we assume in the sequel, without loss of generality,
that D has a top element. Then (IΨ,D;≤,⊥, ·, ǫ} becomes an idempotent
generalised information algebra.
Theorem 7.1 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised domain-
free information algebra such that (D;≤) has a greatest element. Then
(IΨ,D;≤,⊥, ·, ǫ} is an idempotent generalised domain-free information al-
gebra and (Ψ,D;≤,⊥, ·, ǫ} is embedded into it.
Proof. Axiom A0 holds, since (D;≤,⊥) is the same q-separoid as in
(Ψ,D;≤,⊥, ·, ǫ). Axiom A1 (Semigroup) holds, since Ψ is under the order
induced by combination a complete lattice. Axiom A2 (Support) follows
since the greatest element of D is a support of any ideal I. Further, we
must show that if ǫx(I) = I and y ≥ x, then ǫy(I) = I. Remark that if
ψ ∈ ǫx(I) = I, then ψ ≤ ǫx(φ) = η for some φ ∈ I. Note that η has support
x and belongs to I. So ψ ≤ η = ǫx(η), η ∈ I. Therefore, if ǫx(I) = I, then
any element ψ of I is dominated by an element with support x from I. Now,
clearly ǫy(I) ⊆ I. Consider then an element ψ from I. By the preceding
remark there is an element η in I with support x, such that ψ ≤ η. By the
support axiom for the algebra (Ψ,D;≤,⊥, ·, ǫ), y ≥ x is then also a support
for η. So, we have ψ ≤ ǫy(η). This shows that ψ ∈ ǫy(I), hence ǫy(I) = I.
This verifies Axiom A2 for the algebra (IΨ,D;≤,⊥, ·, ǫ}. Unit in (Iψ; ·) is
the principal ideal {1} and null element is Ψ. It is obvious that the Unit
and Null Axiom A3 holds.
To verify the Extraction Axiom A4, we must show that x⊥y|z and
ǫx(I) = I implies ǫy(I) = ǫy(ǫz(I)). Now, if ψ ∈ ǫy(ǫz(I)), then ψ ≤ ǫy(φ)
for some element φ such that φ ≤ ǫz(η) for an element η in I. Then
ψ ≤ ǫy(ǫz(η)) ≤ ǫy(η). This shows that ǫy(ǫz(I)) ⊆ ǫy(I). Consider then an
element ψ ∈ ǫy(I). There is an element η
′ ∈ I such that ψ ≤ ǫy(η
′). But
η′ ∈ I = ǫx(I) implies that there is also an element η ∈ I with support x such
that η′ ≤ η. Therefore ψ ≤ ǫy(η) and η = ǫx(η). By the Extraction Axiom
A4 for the algebra (Ψ,D;≤,⊥, ·, ǫ), we have ǫy(η) = ǫy(ǫz(η)). Since ǫz(η)
belongs to ǫz(I) this implies that ψ ∈ ǫy(ǫz(I)), therefore ǫy(I) = ǫy(ǫz(I))
and Axiom A4 holds in the algebra (IΨ,D;≤,⊥, ·, ǫ} too.
For the Combination Axiom A5, assume x⊥y|z and ǫx(I1) = I1, ǫy(I2) =
I2. Then we must show that ǫz(I1·I2) = ǫz(I1)·ǫz(I2). Consider an element ψ
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from ǫz(I1 ·I2), such that ψ ≤ ǫz(φ) for a φ ∈ I1 ·I2. Then there are elements
φ1 = ǫx(φ1) ∈ I1 and φ2 = ǫy(φ2) ∈ I2 such that φ ≤ φ1 · φ2. This implies
ψ ≤ ǫz(φ1 · φ2). By Axiom A4 for the algebra (Ψ,D;≤,⊥, ·, ǫ) we obtain
then ψ ≤ ǫz(φ1 · φ2) = ǫz(φ1) · ǫz(φ2), which shows that ψ ∈ ǫz(I1) · ǫz(I2).
Conversely, consider ψ ∈ ǫz(I1) ·ǫz(I2). Then ψ ≤ ψ1 ·ψ2, where ψ1 ≤ ǫz(φ1)
and φ1 = ǫx(φ1), φ1 ∈ I1, and, similarly, ψ2 ≤ ǫz(φ2), with φ2 = ǫy(φ2) and
φ2 ∈ I2. So we have ψ ≤ ǫz(φ1) · ǫz(φ2) and by axiom A4 for the algebra
(Ψ,D;≤,⊥, ·, ǫ) the left hand side equals ǫz(φ1 ·φ2). So ψ ≤ ǫz(φ1 ·φ2) with
φ1 ∈ I1 and φ2 ∈ I2. This shows that ψ ∈ ǫz(I1 · I2). Thus we obtain that
ǫz(I1 · I2) = ǫz(I1) · ǫz(I2).
Idempotency, Axiom A6, follows from ǫx(I) ⊆ I, hence ǫx(I) ·I = ǫx(I)∨
I = I.
This proves that (IΨ,D;≤,⊥, ·, ǫ} is an idempotent generalised informa-
tion algebra. Consider know the pair of maps (f, g) defined by f(ψ) = ↓ψ
and g(ǫx) = ǫx (on the left ǫx as extraction in Ψ, on the right as extraction
in IΨ). Then
f(φ · ψ) = ↓(φ · ψ) = ↓φ · ↓ψ,
f(ǫx(ψ)) = ↓ǫx(ψ) = ǫx(↓ψ). (7.4)
These identities follow directly from the definition of combination and ex-
traction in IΨ. Further we have f(1) = {1} and f(0) = Ψ. So, the pair of
maps (f, g) is a homomorphism. It is also one-to-one, since ↓φ = ↓ψ imply
φ = ψ. So (f, g) is an embedding of (Ψ,D;≤,⊥, ·, ǫ} into (IΨ,D;≤,⊥, ·, ǫ}.
This completes the proof. ⊓⊔
Ideal completion of an idempotent valuation algebra gives an idempotent
valuation algebra. This case has already been discussed in (Kohlas, 2003a).
From a lattice theoretic point of view, ideal completion completes the join-
semilattice (Ψ,≤) to a complete lattice. In terms of combination or ag-
gregation of information, completion means that any set X of pieces of
information in Ψ can be aggregated, namely to the ideal I(X) generated by
X. A different approach to completion in idempotent valuation algebras has
been proposed in (Guan & Li, 2010).
7.2 Compact Algebras
In information processing, only “finite” information can be handled. “Infi-
nite” information can however often be approximated by “finite” elements.
This aspect of finiteness is discussed in this section. It must be stressed
that not every aspect of finiteness is captured. For example, no questions of
computability and related issues will be treated. On the other hand, many
aspects discussed in this section, are also considered in domain theory. In
fact, much of this section is motivated by domain theory. However, the one
crucial feature not addressed in domain theory, is information extraction.
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Also domain theory places more emphasis on order, approximation and con-
vergence of information and less on combination. So, although the subject
is similar to domain theory, it is treated here with a different emphasis and
goal. It will be seen that the subject is also closely related to algebraic and,
more generally, continuous lattices.
Consider an idempotent generalised information algebra (Ψ,D;≤,⊥, ·, ǫ).
In the set of pieces of information Ψ we single below out a subset Ψf of el-
ements which are considered to be finite. In fact, we adopt the concept
of finiteness in order theory. For this purpose, we need the concept of a
directed set in Ψ: A subset X of Ψ is called directed, if it is not empty
and with any two elements φ1 and φ2 belonging to it, there is an element
φ ∈ X such that φ1, φ2 ≤ φ. Then finite elements are defined as follows
(Davey & Priestley, 1990):
Definition 7.1 Finite Elements: An element ψ in (Ψ;≤) is called finite
or also compact, if for any directed set X in Ψ whose supremum exists in
Ψ, from ψ ≤ ∨X it follows that there is an element φ ∈ X such that ψ ≤ φ.
Let Ψf denote the set of finite elements of (Ψ;≤). This set of finite
elements is closed under combination. Indeed, if φ and ψ are finite and
φ ·ψ ≤ ∨X for some directed subset X of Ψ, then from φ,ψ ≤ φ ·ψ it follows
that there are elements φ′ and ψ′ inX such that φ ≤ φ′ and ψ ≤ ψ′. Further,
since X is directed there is an element χ in X such that φ′, ψ′ ≤ χ, hence
φ ·ψ ≤ φ′ · ψ′ ≤ χ ∈ X. This shows that φ ·ψ is finite. Further the unit 1 is
clearly finite. One might expect that extraction of finite information always
results in finite information. Although this is the case for many instances,
it is not true in general.
We want now to consider information algebras, where every element
can be approximated by the finite elements it dominates, that is, the finite
elements, which are less informative. In fact, we want even more: An element
with support x must be approximated by the finite elements supported by
the same domain x. This is captured by the following definition.
Definition 7.2 Compact Information Algebra: An idempotent, domain-
free generalised information algebra (Ψ,D;≤,⊥, ·, ǫ) is called compact, if for
all φ ∈ Ψ and x ∈ D, if φ = ǫx(φ),
φ = ǫx(φ) =
∨
{ψ ∈ Ψf , ψ = ǫx(ψ) ≤ φ}. (7.5)
Identity (7.5) means that the finite elements of domain x are dense in
this domain, finite elements approximate all elements of this domain. This
is called strong density. It implies also that the whole set of finite elements
is dense in Ψ, in the sense that they approximate any element φ of Ψ. In
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fact, such an element has some support x (by the Support Axiom), hence
by strong density,
φ = ǫx(φ) =
∨
{ψ ∈ Ψf , ψ = ǫx(ψ) ≤ φ}
≤
∨
{ψ ∈ Ψf , ψ ≤ φ} ≤ φ.
Thus, we see that
φ =
∨
{ψ ∈ Ψf , ψ ≤ φ}. (7.6)
This is also called weak density. Note that weak density does not imply
strong density. A counter example for this is given in (Kohlas, 2003a).
Here is a first result, which expresses a continuity property of the ex-
traction operators ǫx.
Theorem 7.2 Let (Ψ,D;≤,⊥, ·, ǫ) be a compact information algebra. If
X is a directed subset of Ψ such that ∨X exists in Ψ, and x ∈ D, then∨
φ∈X ǫx(φ) exists in Ψ and
ǫx(
∨
X) =
∨
φ∈X
ǫx(φ). (7.7)
Proof. If φ ∈ X, then φ ≤
∨
X, hence ǫx(φ) ≤ ǫx(
∨
X) and therefore
ǫx(
∨
X) is an upper bound of the ǫx(φ) for φ ∈ X.
By density,
ǫx(
∨
X) =
∨
{ψ ∈ Ψf : ψ = ǫx(ψ) ≤
∨
X}.
But ψ ≤
∨
X implies that there is a φ ∈ X such that ψ ≤ φ. Then
ψ = ǫx(ψ) ≤ ǫx(φ), hence ǫx(
∨
X) is the least upper bound of the ǫx(φ) for
φ ∈ X, therefore ǫx(
∨
X) =
∨
φ∈X ǫx(φ). ⊓⊔
In general, not every directed set in Ψ has a supremum in Ψ. But if this
is the case, i.e. if (Ψ;≤) is a directed complete partial order (dcpo), then,
since Ψ is closed under finite joins, it follows by standard results from lattice
theory, that (Ψ;≤) is a complete lattice. If (Ψ,D;≤,⊥, ·, ǫ) is compact, then
weak density (7.6) holds in Ψ. A complete lattice (Ψ;≤) with the additional
condition (7.6) is called an algebraic lattice, (Gierz, 2003). Therefore, we
call a compact information algebra (Ψ,D;≤,⊥, ·, ǫ), in which (Ψ;≤) is a
dcpo, an algebraic information algebra.
Definition 7.3 A compact information algebra (Ψ,D;≤,⊥, ·, ǫ) is called al-
gebraic, if (Ψ;≤) is a dcpo (directed complete partial order).
In summary, an algebraic information algebra is an algebraic lattice in
which strong density holds; and conversely, an information algebra which is
7.2. COMPACT ALGEBRAS 105
an algebraic lattice in which strong density holds, is an algebraic information
algebra. In (Kohlas, 2003a), an alternative, but equivalent definition of
an algebraic information algebra has been given according to the following
theorem.
Theorem 7.3 An idempotent, domain-free generalised information algebra
(Ψ,D;≤,⊥, ·, ǫ) is an algebraic information algebra, if and only if there ex-
ists a subset Ψ′ of Ψ, closed under combination and containing the unit 1,
satisfying the following conditions:
1. Convergence: For any directed subset X of Ψ′, the supremum ∨X
exists in Ψ.
2. Density: For any φ ∈ Ψ and x ∈ D such that φ = ǫx(φ),
φ = ǫx(φ) =
∨
{ψ ∈ Ψ′, ψ = ǫx(ψ) ≤ φ}. (7.8)
3. Compactness: For any directed subset X of Ψ′ and ψ ∈ Ψ′ such that
ψ ≤
∨
X, there is an element φ ∈ X such that ψ ≤ φ.
Then Ψ′ equals the set of finite elements Ψf of (Ψ;≤).
The full proof of this theorem can be found in (Kohlas, 2003a). Although
it is given there for idempotent valuation algebras, the proof carries over to
the more general case of idempotent information algebras. Item 1 in the
conditions above is sufficient to make (Ψ;≤) a complete lattice; item 3 is
then equivalent to the finiteness condition in (Ψ;≤), such that Ψ′ = Ψf
and item 2 becomes strong density. The algebra is therefore compact, hence
algebraic.
An algebraic information algebra may be obtained from any information
algebra by ideal completion.
Theorem 7.4 If (Ψ,D;≤,⊥, ·, ǫ) is an idempotent generalised information
algebra such that (D;≤) has a greatest element, then its ideal completion
(IΨ,D;≤,⊥, ·, ǫ) is an algebraic information algebra with the set {↓φ : φ ∈
Φ} of principal ideals as finite elements.
This has already been shown in (Kohlas, 2003a) for idempotent valuation
algebras. Since it has been shown in Theorem 7.1 in the previous section
that (IΨ,D;≤,⊥, ·, ǫ) is an idempotent generalised information algebra, the
rest of the proof does not change for idempotent generalised information
algebras, since only convergence, density and compactness in Theorem 7.3
need to be verified; therefore we refer to (Kohlas, 2003a) for a proof.
The algebraic information algebra (IΨ,D;≤,⊥, ·, ǫ) is fully determined
by its finite elements, that is, the elements of Ψ. This holds in general
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for any compact or algebraic information algebra, as the following the-
orems shows. This is similar to a well-known result in domain theory
(Stoltenberg-Hansen et al., 1994). To show that in a compact algebra the
elements are fully determined by their finite elements, there are at least two
approaches possible. One is ideal completion of the partial order (Ψf ,≤) of
finite elements, the other adds suprema of directed sets of finite elements
which have no suprema in Ψ (Guan & Li, 2010). It seems that for the sec-
ond approach the finite elements must be closed under extraction, whereas
for ideal completion this is not necessary. Otherwise the two approaches
yield equivalent results.
We prove first the ideal representation theorem for algebraic information
algebras, which shows that an algebraic information algebra is determined
by its finite elements through ideal completion.
Theorem 7.5 Assume (Ψ,D;≤,⊥, ·, ǫ) to be a domain-free algebraic in-
formation algebra, where (D;≤) has a greatest element ⊤. If Ψf are the
finite elements of the algebraic information algebra, then the ideal comple-
tion (IΨf ,D;≤,⊥, ·, ǫ) may be extended to an algebraic information algebra,
isomorphic to (Ψ,D;≤,⊥, ·, ǫ).
Proof. If Ψf is closed under extraction, then Ψf ∪ {0} forms a subal-
gebra of (Ψ,D;≤,⊥, ·, ǫ), and it follows in this case from Theorem 7.1 that
(IΨf ,D;≤,⊥, ·, ǫ) is an idempotent generalised information algebra. But we
do not assume that the finite elements are closed under extraction, so we
must first show that from IΨf and D we may may nevertheless construct an
idempotent information algebra.
We define first combination between ideals I1 and I2 of Ψf as usual,
I1 · I2 = {ψ ∈ Ψf : ∃ψ1 ∈ I1, ψ2 ∈ I2 such that ψ ≤ ψ1 · ψ2}.
As before, the ideals in Ψf form a ∩-system, hence a complete lattice, with
combination as join. So, (IΨf ; ·) is a commutative semigroup with unit {1}
and null element Ψf . Hence the Semigroup Axiom A1 of a domain-free
information algebra is satisfied.
Next, for any x ∈ D we define an extraction operator
ǫx(I) = {ψ ∈ Ψf : ∃φ ∈ I such that ψ ≤ ǫx(φ)}.
Clearly, ǫx(I) is still an ideal in Ψf and ǫx maps therefore IΨf into itself.
The greatest element ⊤ in D is a support for all elements of Ψf , hence
we have ǫ⊤(I) = I for every ideal in Ψf . Thus, every element I of IΨf has
a support. Assume further that x is a support for the ideal I of Ψf , that is
ǫx(I) = I and x ≤ y. Note that ǫy(I) ⊆ I and assume ψ ∈ I. Then ψ ≤ ǫx(φ)
for some φ ∈ I. But ǫx(φ) ≤ ǫy(φ). This implies ψ ∈ ǫy(I) and therefore
ǫy(I) = I. This confirms the Support Axiom A2 in (IΨf ,D;≤,⊥, ·, ǫ). The
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Unit and Null Axiom A3 is obvious for ideals in Ψf . Extraction Axiom
A4 and Combination Axiom A5 are proved just as in Theorem 7.1. The
Idempotency Axiom A6 follows since ǫx(I) ⊆ I. Axiom A0 is inherited
from the algebra (Ψ,D;≤,⊥, ·, ǫ). This shows that (IΨf ,D;≤,⊥, ·, ǫ) is a
domain-free idempotent information algebra.
Consider now the map φ 7→ Aφ = {ψ ∈ Ψf : ψ ≤ φ}. Since Aφ is an
ideal in Ψf , this maps Ψ into IΨf . Consider any ideal I in Ψf . Then the
supremum of I exists in Ψ, since the information algebra (Ψ,D;≤,⊥, ·, ǫ) is
algebraic. Let φ =
∨
I and consider an element ψ ∈ Ψf such that ψ ≤ φ.
Then, by compactness, there is an element χ ∈ I dominating ψ. This implies
ψ ∈ I and this shows that I = Aφ. So, the map is onto IΨf . It is one-to-one,
since Aφ = Aψ implies φ = ψ.
It remains to show that the map is a homomorphism. Clearly A1 = {1},
which is the unit element, and A0 = Ψf , which is the null element of the
ideal completion. Consider two elements φ and ψ from Ψ. Then, Aφ·ψ
contains both Aφ and Aψ and Aφ · Aψ = I(Aφ ∪ Aψ) ⊆ Aφ·ψ. If I is an
ideal in Ψf , which contains both Aφ and Aψ, then there is an element χ ∈ Ψ
such that I = Aχ and φ,ψ ≤ χ, hence Aφ·ψ ⊆ I. Thus we conclude that
Aφ·ψ = Aφ ·Aψ.
Further, for any x in D, we have by definition
ǫx(Aφ) = {ψ ∈ Ψf : ∃χ ∈ Aφ such that ψ ≤ ǫx(χ)}.
So, since ǫx(χ) ≤ ǫx(φ), it follows that ǫx(Aφ) ⊆ Aǫx(φ). Consider then an
element ψ in Aǫx(φ). From φ =
∨
Aφ, and from Theorem 7.2 we conclude
that
ǫx(φ) =
∨
Aǫx(φ) =
∨
χ∈Aφ
ǫx(χ).
The set X = {ǫx(χ) : χ ∈ Aφ} is directed. By compactness, there is then
an element η ∈ Aφ such that ψ ≤ ǫx(η). But this means that ψ ∈ ǫx(Aφ).
Therefore, we see that Aǫx(φ) = ǫx(Aφ), which shows that the map φ 7→
Aφ is an information algebra homomorphism between (Ψ,D;≤,⊥, ·, ǫ) and
(IΨf ,D;≤,⊥, ·, ǫ). This concludes the proof ⊓⊔
This is a representation theorem for algebraic information algebras. What
can be said about compact algebras? We first show, that a compact alge-
bra can be extended to an algebraic one by adding the missing suprema of
directed sets. Let then (Ψ,D;≤,⊥, ·, ǫ) be a compact information algebra
with finite elements Ψf . We assume now that the Ψf is closed under extrac-
tion. The approach used here follows (Guan & Li, 2010). Denote by Dif
the family of directed sets of Ψf ∪ {0}. For such directed sets X and Y in
Dif , we define
X · Y = {φ · ψ : φ ∈ X,ψ ∈ Y },
ǫx(X) = {ǫx(φ) : φ ∈ X}. (7.9)
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These operations yield again directed sets of finite elements:
Lemma 7.1 If X,Y ∈ Dif , then X · Y ∈ Dif and ǫx(X) ∈ Dif for all
x ∈ D.
Proof. Consider two elements η1 and η2 in X · Y , such that η1 = φ1 · ψ1
and η2 = φ2 · ψ2 with φ1, φ2 ∈ X and ψ1, ψ2 ∈ Y . Since X and Y are
directed, there are elements φ ∈ X and ψ ∈ Y such that φ1, φ2 ≤ φ and
ψ1, ψ2 ≤ ψ. But then η1, η2 ≤ φ · ψ ∈ X · Y , which shows that X · Y is
directed.
Similarly, consider φ1, φ2 ∈ ǫx(X), that is φ1 = ǫx(ψ1) and φ2 = ǫx(ψ2),
where ψ1 and ψ2 belong to X. As X is directed, there is an element ψ ∈ X
which dominates ψ1 and ψ2. But then it follows that φ1, φ2 ≤ ǫx(ψ) ∈ ǫx(X).
This proves that ǫx(X) is directed and belongs toDif , since we have assumed
that the finite elements Ψf are closed under extraction. ⊓⊔
Next, we define for directed sets X and Y in Dif the relation X ≡θ Y
which holds if
a) for all φ ∈ X there is a ψ ∈ Y such that φ ≤ ψ,
b) for all ψ ∈ Y there is a φ ∈ X such that ψ ≤ φ.
This is an equivalence relation in Dif . Note that if X has a supremum in
Ψ, then X ≡θ Y if and only if
∨
X =
∨
Y . Further, for any ψ ∈ Ψf , if
X ≡θ {ψ}, then necessarily ψ ∈ X and
∨
X = ψ. Now, in Dif/θ we define
two operations between equivalence classes
1. Combination: [X]θ · [Y ]θ = [X · Y ]θ,
2. Extraction: ǫx([X]θ) = [ǫx(X)]θ .
These operations are well defined because ≡θ is a congruence relation for
combination and extraction. Indeed assume X1 ≡θ X2 and consider η1 ∈
X1 · Y . Then η1 = φ1 · ψ with φ1 ∈ X1 and ψ ∈ Y . There is a φ2 ∈ X2 such
that φ1 ≤ φ2, hence η1 ≤ φ2 · ψ ∈ X2 · Y . In the same way, we find that for
η2 ∈ X2 ·Y there is an element in X1 ·Y which dominates η2. Therefore, we
see that X1 ·Y ≡θ X2 ·Y . Further, assume X ≡θ Y and consider an element
φ from X. Then ǫx(φ) ∈ ǫx(X) and there is a ψ ∈ Y such that φ ≤ ψ. But
then ǫx(φ) ≤ ǫx(ψ) ∈ ǫx(Y ). In the same way, if ǫx(ψ) ∈ ǫx(Y ), there is an
element ǫx(φ) in ǫx(X) such that ǫx(ψ) ≤ ǫx(φ). Thus, ǫx(X) ≡θ ǫy(Y ).
With these operations, it turns out that Dif becomes an idempotent al-
gebraic information algebra, into which the original compact algebra (Ψ,D;≤
,⊥, ·, ǫ) is embedded.
Theorem 7.6 Assume (Ψ,D;≤,⊥, ·, ǫ) to be a domain-free compact infor-
mation algebra, where (D;≤) has a greatest element ⊤ and the set Ψf of
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finite elements is closed under extraction. Then (Dif/θ,D;≤,⊥, ·, ǫ) is an
algebraic information algebra and (Ψ,D;≤,⊥, ·, ǫ) is embedded into it by the
map
φ 7→ [{ψ ∈ Ψf : ψ ≤ φ}]θ.
Proof. We show first, that (Dif ,D;≤,⊥, ·, ǫ) is a generalised, idempo-
tent information algebra. Axiom A0, q-separoid, is valid, since (D;≤,⊥) is
the same as in (Ψ,D;≤,⊥, ·, ǫ). Commutativity and Associativity of combi-
nation follow from commutativity and associativity of the operation X · Y .
The class [{1}]θ is the unit and [Ψf ]θ is the null element of combination. So,
the Semigroup Axiom A1 is valid.
Since D has greatest element ⊤, which is a support of all elements of
Ψf , it follows that ǫ⊤(X) = X, hence ǫ⊤([X]θ) = [ǫ⊤(X)]θ = [X]θ, so every
element of Dif/θ has ⊤ as a support. Further, suppose that x is a support
of [X]θ such that ǫx(X) ≡θ X. Consider an element y ∈ D such that x ≤ y.
We claim that then ǫy(X) ≡θ X. Indeed, if ψ ∈ ǫy(X), then ψ = ǫy(φ) ≤ φ
for some φ ∈ X. On the other hand assume ψ ∈ X. By assumption, there
is a φ in X such that ψ ≤ ǫx(φ). But x ≤ y implies ǫx(φ) ≤ ǫy(φ). So
ψ ≤ ǫy(φ) for φ ∈ X, and ǫy(φ) ∈ ǫy(X). This means that ǫy(X) ≡θ X. So
y is also a support of [X]θ and the Support Axiom A2 holds.
Note that {1} ≡θ ǫx({1}), Ψf ≡θ ǫx(Ψf ). Below we show that the
algebra is idempotent. In this case, from [ǫx(X)]θ = [Ψf ]θ it follows [X]θ =
[Ψf ]θ since [ǫx(X)]θ ≤ [X]θ ≤ [Ψf ]θ, so that the Unit and Null Axiom A3 is
satisfied.
Next, assume x⊥y|z and that x is a support of [X]θ, that is ǫx(X) ≡θ X.
We want to show that this implies ǫy(X) ≡θ ǫy(ǫz(X)). In fact, consider
an element ψ ∈ ǫy(ǫz(X)), that is ψ = ǫy(ǫz(φ)) for some element φ from
X. Then ψ ≤ ǫy(φ) ∈ ǫy(X) since ǫz(φ) ≤ φ. On the other hand consider
ψ ∈ ǫy(X). Then ψ = ǫy(φ) for some φ ∈ X and from ǫx(X) ≡θ X it
follows that there is a χ ∈ X such that φ ≤ ǫx(χ). Define η = ǫx(χ)
so that ǫx(η) = η. Then we see that ψ = ǫy(φ) ≤ ǫy(η) = ǫy(ǫz(η)) by
Axiom A4 in the information algebra (Ψ,D;≤,⊥, ·, ǫ). From this we obtain
ψ ≤ ǫy(ǫz(ǫx(χ))) ≤ ǫy(ǫz(χ)). Since χ ∈ X, we have ǫy(ǫz(χ)) ∈ ǫy(ǫz(X)).
This shows that indeed ǫy(X) ≡θ ǫy(ǫz(X)), or also ǫy([X]θ) = ǫy(ǫz([X]θ)).
So the Extension Axiom A4 holds in the algebra (Dif ,D;≤,⊥, ·, ǫ).
Further assume again x⊥y|z and consider two elements [X]θ and [Y ]θ
from Dif/θ having supports x and y respectively, that is ǫx(X) ≡θ X and
ǫy(Y ) ≡θ Y . We claim that then ǫz(X · Y ) ≡θ ǫz(X) · ǫz(Y ). Assume first
that ψ belongs to ǫz(X) · ǫz(Y ), which means that ψ = ǫz(φ1) · ǫz(φ2) for
some elements φ1 ∈ X and φ2 ∈ Y . But ψ = ǫz(φ1) · ǫz(φ2) ≤ ǫz(φ1 · φ2)
and the element ǫz(φ1 ·φ2) belongs to ǫz(X ·Y ). On the other hand consider
ψ ∈ ǫz(X ·Y ), such that ψ = ǫz(φ1·φ2) for some elements φ1 ∈ X and φ2 ∈ Y .
From the assumptions that ǫx(X) ≡θ X and ǫy(Y ) ≡θ Y it follows that there
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are elements χ1 ∈ X and χ2 ∈ Y such that φ1 ≤ ǫx(χ1) and φ2 ≤ ǫx(χ2).
Define η1 = ǫx(χ1), η2 = ǫy(χ2). These two element have support x and y
respectively. Then we obtain ψ = ǫz(φ1 ·φ2) ≤ ǫz(η1 · η2) = ǫz(η1) · ǫz(η2) by
Axiom A5 for the information algebra (Ψ,D;≤,⊥, ·, ǫ). From this it follows
that ψ ≤ ǫz(ǫx(χ1)) · ǫz(ǫy(χ2)) ≤ ǫz(χ1) · ǫz(χ2). The last element belongs
to ǫz(X) · ǫz(Y ). This proves that indeed ǫz(X · Y ) ≡θ ǫz(X) · ǫz(Y ) or
ǫz([X]θ · [Y ]θ) = ǫz([X]θ) · ǫz([Y ]θ). So, the Combination Axion A5 holds
too.
Finally, to verify Idempotency, A6, we show that ǫx(X) · X ≡θ X. If
ψ ∈ X, then by the idempotency in the original information algebra ψ =
ǫx(ψ) ·ψ and this element belongs to ǫx(X) ·X. Conversely if ψ ∈ ǫx(X) ·X,
then ψ = ǫx(φ1) · φ2 and φ1 and φ2 belong to X. Since X is directed, there
is a φ ∈ X which dominates φ1 and φ2, such that ψ ≤ φ ∈ X. This shows
that ǫx(X) ·X ≡θ X, hence ǫx([X]θ) · [X]θ = [X]θ. Therefore, the algebra
(Dif ,D;≤,⊥, ·, ǫ) is idempotent
So far we have shown that (Dif/θ,D;≤,⊥, ·, ǫ) is an idempotent gener-
alised information algebra. It remains to show that this algebra is algebraic.
The proof will be based on Theorem 7.3. As a preparation we prove the
following lemma.
Lemma 7.2 The relation [X]θ ≤ [Y ]θ holds if and only if for all φ ∈ X
there is a ψ ∈ Y such that φ ≤ ψ.
Proof. The relation [X]θ ≤ [Y ]θ means that [X]θ · [Y ]θ = [X ·Y ]θ = [Y ]θ
or X · Y ≡θ Y . So, assume X · Y is equivalent to Y . Consider an element
φ ∈ X. Then for any element φ ·χ in X ·Y , where χ ∈ Y , there is an element
ψ ∈ Y so that φ · χ ≤ ψ. But then φ ≤ ψ.
If, on the contrary for any φ ∈ X there is a ψ ∈ Y such that φ ≤ ψ, then
φ · ψ = ψ and φ · ψ ∈ X · Y . And if ψ ∈ Y , then ψ ≤ ψ · φ for any φ ∈ X.
so, indeed X · Y ≡θ Y . ⊓⊔
Now, we resume the proof of the theorem. We take the set of classes
[{ψ}]θ for ψ ∈ Ψf to be the set of Ψ
′ of Theorem 7.3. This set will turn out
to be the set of finite elements of the algebra (Dif/θ,D;≤,⊥, ·, ǫ).
Let X be a directed subset of Ψ′ and define X ′ = {ψ : [{ψ}]θ ∈ X}. To
simplify notation, we write subsequently [ψ]θ instead of [{ψ}]θ . The set X
′
is directed in Ψf . By Lemma 7.2, [ψ]θ ≤ [X
′]θ if ψ ∈ X
′. So, [X ′]θ is an
upper bound of X. Assume that [Y ]θ is another upper bound of X. Then,
for all [ψ]θ ∈ X, there is a χ ∈ Y such that ψ ≤ χ. Therefore (Lemma 7.2)
[X ′]θ ≤ [Y ]θ and [X
′]θ is the supremum of X, that is [X
′]θ = ∨X. So item
1 of Theorem 7.3 holds.
Next, consider an element [X]θ with support x in Dif/θ, that is [X]θ =
ǫx([X]θ) = [ǫx(X)]θ. We claim that
ǫx(X) ≡θ {ψ ∈ Ψf : ψ = ǫx(ψ) ≤ φ for some φ ∈ X}. (7.10)
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In fact, assume ψ ∈ ǫx(X), such that ψ = ǫx(φ) for some φ ∈ X. Then
ψ ∈ Ψf , (remember that we assume that Ψf is closed under extraction),
and ψ = ǫx(ψ) ≤ φ ∈ X. On the other hand ψ = ǫx(ψ) ≤ φ ∈ X implies
ψ ≤ ǫx(φ) and ǫx(φ) ∈ ǫx(X). This proves that (7.10) holds. So, we
conclude, using the same argument as above, that
ǫx([X]θ) = [{ψ ∈ Ψf : ψ = ǫx(ψ) ≤ φ for some φ ∈ X}]θ
=
∨
{[ψ]θ ∈ Ψ
′ : [ψ]θ = ǫx([ψ]θ) ≤ [X]θ}. (7.11)
This verifies item 2, density, of Theorem 7.3.
Finally, assume [ψ]θ ≤ ∨X, ψ ∈ Ψf , for some directed subset X of
Ψ′. Define X ′ = {φ : [φ]θ ∈ X}. This set is also directed. So, as above,
[ψ]θ ≤ ∨X = [X
′]θ. Then, by Lemma 7.2 there is an element φ ∈ X
′ such
that ψ ≤ φ, hence [ψ]θ ≤ [φ]θ ∈ X. This proves item 3 of Theorem 7.3.
So, the information algebra (Dif/θ,D;≤,⊥, ·, ǫ) is according to Theorem
7.3 algebraic and the elements [ψ]θ for ψ ∈ Ψf are its finite elements.
It remains to show that the map φ 7→ [{ψ ∈ Ψf : ψ ≤ φ}]θ is an
embedding. Define Aφ = {ψ ∈ Ψf : ψ ≤ φ}. First we note that the map
φ 7→ [Aφ]θ is one-to-one. In fact, if [Aφ]θ = [Aψ]θ, or Aφ ≡θ Aψ, then
it follows from density in the compact information algebra (Ψ,D;≤,⊥, ·, ǫ)
that φ =
∨
Aφ =
∨
Aψ = ψ.
Next we verify that the map is a homomorphism. In order to show
that φ · ψ 7→ [Aφ·ψ]θ = [Aφ · Aψ]θ = [Aφ]θ · [Aψ]θ, it is sufficient to prove
that
∨
Aφ·ψ =
∨
(Aφ · Aψ), since the first supremum exists in a compact
information algebra, that is, to prove that∨
{φ′ · ψ′ : φ′, ψ′ ∈ Ψf , φ
′ ≤ φ,ψ′ ≤ ψ} =
∨
{ψ′ ∈ Ψf : ψ
′ ≤ φ · ψ} = φ · ψ.
Note that by density, the second supremum exists in Ψ and it is an upper
bound of the set on the left hand side. If η is another upper bound of this
set, then φ′, ψ′ ≤ η. Since by density both φ and ψ are the suprema of the
finite φ′, ψ′ they dominate, we conclude that φ,ψ ≤ η, hence φ · ψ ≤ η and
φ · ψ is indeed the supremum of the set on the left hand side. So, we have
proved that φ · ψ 7→ [Aφ]θ · [Aψ]θ. In addition, 1 7→ [1]θ and 0 7→ [Ψf ]θ, the
unit and null elements in (Dif/θ,D;≤,⊥, ·, ǫ).
Finally, we must show that ǫx(φ) 7→ [Aǫx(φ)]θ = ǫx([Aφ]θ) = [ǫx(Aφ)]θ.
By density in the algebra (Ψ,D;≤,⊥, ·, ǫ),
ǫx(φ) =
∨
{ψ ∈ Ψf : ψ ≤ ǫx(φ)}
=
∨
{ψ ∈ Ψf : ψ = ǫx(ψ) ≤ φ}
=
∨
{ǫx(ψ) : ψ ∈ Ψf : ψ ≤ φ}
=
∨
ǫx(Aφ). (7.12)
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So, we have
∨
Aǫx(φ) =
∨
ǫx(Aφ) which implies [Aǫx(φ)]θ = ǫx([Aφ]θ).
Thus, the map φ 7→ [Aφ]θ is an embedding. This concludes the proof.
⊓⊔
The embedding φ 7→ [Aφ]θ is not only an ordinary information algebra
homomorphism. It is in fact a continuous map, in the order-theoretic sense.
Theorem 7.7 Assume (Ψ,D;≤,⊥, ·, ǫ) to be a domain-free compact infor-
mation algebra. Then, if X is a directed subset of Ψ with a supremum in
Ψ,
[A∨X ]θ =
∨
φ∈X
[Aφ]θ. (7.13)
Proof. Since φ ∈ X implies φ ≤ ∨X, we have [Aφ]θ ≤ [A∨X ]θ. So,
[A∨X ]θ is an upper bound for the [Aφ]θ with φ ∈ X. If [Y ] is another upper
bound of this set, then consider an element ψ ∈ A∨X , such that ψ ∈ Ψf and
ψ ≤ ∨X. Then, by compactness in the algebra (Ψ,D;≤,⊥, ·, ǫ), there is a
φ ∈ X such that ψ ≤ φ, hence ψ ∈ Aφ. From [Aφ]θ ≤ [Y ]θ it follows that
there is χ ∈ Y such that ψ ≤ χ. But this shows that [A∨X ]θ ≤ [Y ]θ (Lemma
7.2). So, [A∨X ]θ is the supremum of the [Aφ]θ for φ ∈ X. ⊓⊔
We could also have considered the ideal completion of the finite ele-
ments of the compact information algebra (Ψ,D;≤,⊥, ·, ǫ). By Theorem
7.4 we would obtain an algebraic information algebra. In fact, this algebra
is isomorphic to the algebra (Dif/θ,D;≤,⊥, ·, ǫ), if the finite elements are
closed under extraction, and the isomorphism is a continuous map.
Theorem 7.8 Assume (Ψ,D;≤,⊥, ·, ǫ) to be a domain-free compact infor-
mation algebra, where (D;≤) has a greatest element ⊤ and the set of finite
elements is closed under extraction. Then the two algebraic information al-
gebras (Dif/θ,D;≤,⊥, ·, ǫ) and (IΨf ,D;≤,⊥, ·, ǫ) are isomorphic under a
continuous map.
Proof. We show first that any directed set X in Ψf is equivalent to the
ideal I(X) it generates in Ψf , that is X ≡θ I(X). If φ ∈ X, then φ ≤ φ
and φ ∈ I(X). Conversely, if ψ ∈ I(X), then there is a finite set of elements
ψ1, . . . , ψn in X such that ψ ≤ ψ1 ∨ · · · ∨ψn (see (7.3)). Since X is directed,
there is an element φ ∈ X which dominates all ψi, i = 1, . . . , n, hence ψ ≤ φ.
So, indeed X ≡θ I(X). This means that any equivalence class [X]θ in Dif/θ
can be represented by the the ideal I(X), that is [X]θ = [I(X)]θ .
Consider now the map [X]θ 7→ I(X) from Dif/θ into IΨf . By the
last remark, this map is well defined. It is onto IΨf , since any ideal I in
Ψf is directed and [I]θ 7→ I(I) = I. It is also one-to-one: Suppose that
I(X) = I(Y ), then X ≡θ I(X) and Y ≡θ I(Y ), therefore X ≡θ Y or
[X]θ = [Y ]θ.
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Next, we verify that the map is a homomorphism. First we show that
[X]θ · [Y ]θ maps to I(X) · I(Y ), that is, I(X ·Y ) = I(X) · I(Y ). Consider an
element φ ∈ I(X ·Y ). Then there is a finite set of elements ψ1, . . . , ψn inX ·Y
such that φ ≤ ψ1 ·. . . ·ψn and each element ψi equals ψi,1 ·ψi,2 for some ψi,1 ∈
X and ψi,2 ∈ Y . Since bothX and Y are directed, there are elements ψ1 ∈ X
and ψ2 ∈ Y which dominate ψ1,1, . . . , ψn,1 and ψ1,2, . . . , ψn,2 respectively.
Then it follows that φ ≤ ψ1 · ψ2, which shows that φ ∈ I(X) · I(Y ).
Conversely, assume φ ∈ I(X) · I(Y ), which means that φ ≤ ψ1 · ψ2 for
some elements ψ1 ∈ I(X) and ψ2 ∈ I(Y ). Then ψ1 ≤ ψ1,1 · . . . · ψn,1 for
some elements ψ1,1, . . . , ψn,1 of X and similarly ψ2 ≤ ψ1,2 · . . . · ψm,2 for
some elements ψ1,2, . . . , ψm,2 of Y . The sets X and Y are directed, therefore
there are elements φ1 ∈ X and φ2 ∈ Y , which dominate ψ1,1, . . . , ψn,1 and
ψ1,2, . . . , ψm,2 respectively, hence φ ≤ φ1 · φ2 ∈ X · Y . This shows that
φ ∈ I(X · Y ) and therefore I(X · Y ) = I(X) · I(Y ).
Further, [{1}]θ maps to I({1}) = {1}, and [Ψf ]θ maps to Ψf .
To complete the verification that the map is a homomorphism, we show
that ǫx([X]θ) = [ǫx(X)]θ maps to ǫx(I(X)) by proving that I(ǫx(X)) =
ǫx(I(X)). Let first φ ∈ I(ǫx(X)) such that φ ≤ ψ1 · . . . · ψn for some
elements ψ1, . . . , ψn of ǫx(X). This means that ψi = ǫx(φi) for some φi ∈ X.
As X is directed, there is a χ ∈ X such that φ1, . . . , φn ≤ χ. It follows then
that φ ≤ ǫx(φ1) · . . . · ǫx(φn) ≤ ǫx(φ1 · . . . · φn) ≤ ǫx(χ). This shows that
φ ∈ ǫx(I(X)).
If, on the other hand, φ ∈ ǫx(I(X)), then there is an element ψ ∈ I(X)
such that φ ≤ ǫx(ψ) and further ψ ≤ ψ1 · . . . · ψn for elements ψi ∈ X.
Then there is an element χ ∈ X, such that ψ1, . . . , ψn ≤ χ. This implies
φ ≤ ǫx(ψ) ≤ ǫx(ψ1·. . .·ψn) ≤ ǫ(χ) ∈ ǫx(X). Therefore we have φ ∈ I(ǫx(X)),
hence I(ǫx(X)) = ǫx(I(X)).
So the map [X]θ 7→ I(X) is an information algebra isomorphism. Finally,
we show that the map is continuous. A map f from an algebraic lattice
(Φ;≤) to another algebraic lattice is continuous, if (Davey & Priestley, 2002)
f(φ) =
∨
{f(ψ) : ψ ∈ Φf , ψ ≤ φ}.
In our case, f([X]θ) = I(X) and the finite elements are the classes [ψ]θ for
ψ ∈ Ψf . So we must verify that
I(X) =
∨
{I({ψ}) : ψ ∈ Ψf , [ψ]θ ≤ [X[θ}. (7.14)
Now, [ψ]θ ≤ [X[θ if and only if there is a φ ∈ X such that ψ ≤ φ. Therefore,
we need to verify that
I(X) =
∨
{I({ψ}) : ψ ∈ Ψf , ψ ≤ φ for some φ ∈ X}.
We may identify the principal ideal I({ψ}) with ψ by the embedding of the
finite elements of Ψ into their ideal completion (see Section 7.1). Then the
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last equality becomes
I(X) =
∨
{ψ : ψ ∈ Ψf , ψ ≤ φ for some φ ∈ X} ≤ ∨X.
But I(X) =
∨
X in the ideal completion. This proves (7.14). ⊓⊔
In view of these results, we have two equivalent ways to complete a
compact information algebra to an algebraic one. One method is by ideal
completion, the other one by adjoining the missing suprema.
We remark that compact and algebraic generalised information algebras
may be obtained from algebraic semirings; this has been shown for idempo-
tent algebraic valuation algebras in (Guang & Kohlas, 2015).
Here is a simple example of an algebraic information algebra:
Example 7.1 Information Algebra of Strings: Consider a finite alphabet
Σ, the set Σ∗ of finite strings over Σ, including the empty string ǫ, and the
set Σω of infinite strings over Σ. Let Σ∗∗ = Σ∗ ∪ Σω ∪ {0}, where 0 is a
symbol not contained in Σ. For two strings r, s ∈ Σ∗∗, define r ≤ s, if r is a
prefix of s or if s = 0. The empty string is a prefix of any string. Define a
combination operation in Σ∗∗ as follows:
r · s =


s, if r ≤ s,
r if s ≤ r,
0, otherwise.
Clearly, (Σ∗∗, ·) is a commutative idempotent semigroup. The empty
string ǫ is the unit element, and the adjoined element 0 is the null element
of combination. For extraction, we define operators ǫn for any n ∈ N and
also for n = ∞. Let ǫn(s) be the prefix of length n of string s, if the
length of s is at least n, and let ǫn(s) = s otherwise. In particular, define
ǫ∞(s) = s for any string s and ǫn(0) = 0 for any n. It is easy to verify
that the axioms of an idempotent valuation algebra are satisfied. This is the
so-called string algebra (Σ∗∗, E; ·, ǫ, 0, ◦}. Obviously, the finite strings are
the finite elements of this algebra and any infinite string is the supremum
of the its finite prefixes. For finite n the strings with ǫn(s) = s are finite
of length less than n, hence all finite so that density holds trivially. For
infinite n density holds since for all finite strings we have ǫ∞(s) = s. So, the
information algebra of strings is compact. In fact, Σ∗∗ is clearly a dcpo, so
the algebra is even algebraic. ⊖
7.3 Duality For Compact Algebras
In this section we turn back to duality between domain-free and labeled
generalised information algebras. What is a compact or algebraic labeled
information algebras? This question will be examined by looking at the
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labeled version of a compact or algebraic domain-free information algebra
in order to see how compactness transforms into the labeled version. Then,
based on this analysis, we study how duality extends to compact and alge-
braic information algebras.
Consider a compact domain-free generalised information algebra (Ψ,D;≤
,⊥, ·, ǫ). According to the previous discussions, we assume that there is a
greatest domain ⊤ in D. As we have seen, we can always adjoin such a
domain, if necessary. So there is no loss of generality. We form the dual
labeled algebra (Φ,D;≤,⊥, ·, t), where Φ is the set of pairs (φ, x) with φ ∈ Ψ
and ǫx(φ) = φ, see Section 5.3. In particular, let Φx be the set of all pairs
(φ, x) for a fixed x. Then
Φ =
⋃
x∈D
Φx.
Note that idempotency allows, as in the domain-free case, to define a partial
order in Φ. In fact, define (φ, x) ≤ (ψ, y) if and only if (φ, x) · (ψ, y) =
(φ · ψ, x ∨ y) = (ψ, y). This implies φ · ψ = ψ or φ ≤ ψ in (Ψ,≤) and x ≤ y
in (D;≤).
As a preparation, we prove two useful results about the labeled algebra
(Φ,D;≤,⊥, ·, t).
Lemma 7.3 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent domain-free generalised
information algebra and (Φ,D;≤,⊥, ·, t) its dual labeled version. If the
supremum of a subset X of Φ exists in Φ, then∨
X = (
∨
(φ,x)∈X
φ,
∨
(φ,x)∈X
x). (7.15)
Proof. Assume
∨
X = (χ, y). Then (φ, x) ≤ (χ, y) for all (φ, x) ∈ X,
hence φ ≤ χ and x ≤ y. Consider other upper bounds χ′ and y′ for the
elements φ and x, (φ, x) ∈ X. Then (φ, x) ≤ (φ′, y′), hence (χ, y) ≤ (χ′, y′).
But this implies χ ≤ χ′ and y ≤ y′ and so indeed χ =
∨
(φ,x)∈X φ and
y =
∨
(φ,x)∈X x. This is (7.15). ⊓⊔
Lemma 7.4 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent domain-free generalised
information algebra and (Φ,D;≤,⊥, ·, t) its dual labeled version. Let X be
a subset of Ψ such that ǫx(X) = X, that is, all elements of X have support
X. If the supremum of X exists in Ψ, then (
∨
X,x) ∈ Φ and∨
ψ∈X
(ψ, x) = (
∨
X,x).
Proof. We need only to show that
∨
X has support x. Define φ =
∨
X.
Then, for all ψ ∈ X we have ψ = ǫx(ψ) ≤ φ, hence ψ = ǫx(ψ) ≤ ǫx(φ). So,
ǫx(φ) is an upper bound of X, therefore φ ≤ ǫx(φ), hence φ = ǫx(φ). ⊓⊔
The next theorem shows how finite elements in (Φx;≤) relate to finite
elements in (Ψ;≤).
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Theorem 7.9 Let (Ψ,D;≤,⊥, ·, ǫ) be a domain-free compact information
algebra with finite elements Ψf and (Φ,D;≤,⊥, ·, t) its dual labeled version.
Then (ψ, x) ∈ Φ is finite in (Φx;≤) if and only if ψ is finite in (Ψ;≤), that
is, ψ ∈ Ψf .
Proof. Consider an element (ψ, x) of Φ with ψ ∈ Ψf . Let X be a directed
subset of Φx whose supremum exists in (Φx;≤) and such that (ψ, x) ≤ ∨X.
Define X ′ = {φ ∈ Ψ : (φ, x) ∈ X}. Clearly, X ′ is directed too and since
∨X = (∨X ′, x) (Lemma 7.3) the supremum of X ′ exists in Ψ and ψ ≤ ∨X ′.
Since ψ is finite in (Ψ;≤) there is a φ ∈ X ′ such that ψ ≤ φ, hence (ψ, x) ≤
(φ, x) ∈ X. This shows that (ψ, x) is finite in (Φx;≤).
Conversely, assume that (ψ, x) is finite in (Φx;≤). Let X be a directed
subset of Ψ whose supremum exists in Ψ and such that ψ ≤ ∨X. Then
we have ψ = ǫx(ψ) ≤ ǫx(∨X) = ∨ǫx(X) (Theorem 7.2). Define X
′ =
{(ǫx(φ), x) : φ ∈ X}. It is a directed set in (Φx;≤) and we have (ψ, x) ≤
(∨ǫx(X), x) = ∨X
′ (Lemma 7.4). Since (ψ, x) is assumed to be finite in
(Φx;≤) there is an element (ǫx(φ), x) ∈ X
′ such that (ψ, x) ≤ (ǫx(φ), x).
This implies ψ ≤ φ for an element φ ∈ X. This shows that ψ is finite in
(Ψ;≤). ⊓⊔
According to this theorem, finite elements in (Ψ;≤) correspond to finite
elements in (Φx;≤) for domains x which are supports of the finite elements
in (Ψ;≤). Note that finite elements in (Φx;≤) are not necessarily finite in
(Φ;≤) and that the finite elements in (Ψ;≤) do not induce finite elements
in (Φ;≤), as one might have expected. So, if we denote the finite elements
in (Φx;≤) by φx,f , and
Φf =
⋃
x∈D
Φx,f ,
then Φf does not represent the finite elements of (Φ;≤) but the union of the
locally finite ones. Note that if (Ψ,D;≤,⊥, ·, ǫ) is a compact information
algebra, then Φf is closed under combination. In fact, if (φ, x) ∈ Φx,f and
(ψ, y) ∈ Φy,f , then by Theorem 7.9 φ and ψ are finite elements in (Ψ;≤)
and so is its combination φ ·ψ. This combination has x∨ y as a support and
again by the same theorem, therefore (φ, x) · (ψ, y) = (φ · ψ, x∨ y) are finite
in Φx∨y,f . However, transport of finite elements keeps them not necessarily
finite, except if the finite elements of (Ψ;≤) are closed under extraction.
Nevertheless, for x ≤ y, the element ty(ψ, x) = (ψ, x) · (1, y) remains finite,
if (ψ, x) is finite. This is true because (1, y) is a finite element.
Next we show that strong density of the compact algebra (Ψ,D;≤,⊥, ·, ǫ)
induces local density within the domains Φx of the dual labeled algebra.
That is, the finite elements in (Φx;≤) are dense in Φx and approximate thus
the elements of Φx.
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Theorem 7.10 Let (Ψ,D;≤,⊥, ·, ǫ) be a domain-free compact information
algebra and (Φ,D;≤,⊥, ·, t) its dual labeled version. Then, for all (φ, x) ∈ Φ,
(φ, x) =
∨
{(ψ, x) ∈ Φx,f : (ψ, x) ≤ (φ, x)}. (7.16)
Proof. By strong density in the algebra (Ψ,D;≤,⊥, ·, ǫ) we have
(φ, x) = (
∨
{ψ ∈ Ψf : ψ = ǫx(ψ) ≤ φ}, x)
=
∨
{(ψ, x) ∈ Φx,f : (ψ, x) ≤ (φ, x)}.
This equality holds by Lemma 7.4. ⊓⊔
So, the dual, labeled version of a compact information algebra is a labeled
algebra, where local density according to (7.16) holds. We take this as the
model to define labeled compact information algebras. Note that order in
a labeled information algebra (Φ,D;≤,⊥, ·, t) is defined again by φ ≤ ψ if
φ ·ψ = ψ. This induces also a partial order in (Φx;≤) between the elements
Φx = {φ ∈ Φ : d(φ) = x} in domain x. The following lemma states a few
elementary properties of this labeled order.
Lemma 7.5 Let (Φ,D;≤,⊥, ·, t) be an idempotent labeled generalised in-
formation algebra. Then
1. x ≤ d(φ) implies tx(φ) ≤ φ,
2. x ≥ d(φ) implies tx(φ) ≥ φ,
3. φ ≤ ψ implies tx(φ) ≤ tx(ψ) for any x ∈ D,
4. φ,ψ ≤ φ · ψ,
5. φ ≤ ψ implies φ · χ ≤ ψ · χ for any χ ∈ Φ.
Proof. 1.) follows from the Idempotency Axiom A7 of a labeled gener-
alised information algebra, tx(φ) · φ = φ.
2.) follows from tx(φ) = φ·1x, hence by idempotency, tx(φ)·φ = φ·1x·φ =
φ · 1x = tx(φ).
3.) Let d(φ) = y and d(ψ) = z and assume first x ≥ y, z. Then y⊥x|x,
hence y⊥z|x. Using the Combination Axiom A5, it follows that tx(ψ) =
tx(φ ·ψ) = tx(φ) ·tx(ψ), which shows that tx(φ) ≤ tx(ψ) in this case. Assume
next, that d(φ) = d(ψ) = y and x ≤ y. By item 1 proved above, we have
tx(φ) ·φ = φ, hence, if φ ≤ ψ, we obtain tx(φ) ·ψ = ψ. From y⊥x|x it follows
with the Combination Axiom that tx(ψ) = tx(tx(φ) ·ψ) = tx(φ) ·tx(ψ) which
shows that in this case too tx(φ) ≤ tx(ψ). In the general case with d(φ) = y
and d(ψ) = z, the assumption φ ≤ ψ implies first tx∨y∨z(φ) ≤ tx∨y∨z(ψ) and
then tx(φ) = tx(tx∨y∨z(φ)) ≤ tx(tx∨y∨z(ψ)) = tx(ψ), using the two special
cases proved before.
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4.) follows from idempotency, φ · (φ · ψ) = φ · ψ and ψ · (φ · ψ) = φ · ψ.
5.) If φ ≤ ψ, we have by idempotency (φ ·χ) · (ψ ·χ) = (φ ·ψ) ·χ = ψ ·χ.
⊓⊔
The lemma shows in particular, that the combination and the transport
operations preserve order.
We remark that we may always adjoin a greatest element ⊤ to (D;≤)
in a generalised domain-free information algebra, as was explained in Sec-
tion7.1. This holds also for compact domain-free information algebras, since
(weak) density guarantees local density in the domain ⊤. So, we may as-
sume without loss of generality that the derived labeled information algebra
has also a greatest domain.
After this preparation, we are in a position to define the concept of a
labeled compact information algebra.
Definition 7.4 An idempotent labeled generalised information algebra (Φ,D;≤
,⊥, ·, t) is called compact, if (D;≤) has a greatest element ⊤, and
1. for all domains x ∈ D and elements φ with d(φ) = x,
φ =
∨
{ψ ∈ Φx,f : ψ ≤ φ}, (7.17)
where Φx,f denotes the set of the finite elements of (Φx;≤).
2. If φ ∈ Φx,f and y ≥ x, then ty(φ) ∈ Φy,f .
Let
Φf =
⋃
x∈D
Φx,f
be the set of all locally finite elements. Again, we emphasise that this is not
the set of the finite elements of (Φ;≤).
The justification of this definition of compact labeled information al-
gebras will be that the associated dual domain-free information (Φ/σ,D;≤
,⊥, · · · , ǫ) is again compact. Before we show this, we give some useful results.
Lemma 7.6 Let (Φ,D;≤,⊥, ·, t) by a labeled compact information algebra,
X a directed subset of Φy such that its supremum exists in Φy and x ≤ y.
Then
tx(
∨
X) =
∨
tx(X). (7.18)
Proof. Assume first φ ∈ X such that φ ≤
∨
X, hence tx(φ) ≤ tx(
∨
X).
So, tx(
∨
X) is an upper bound of the elements tx(φ) for φ ∈ X.
On the other hand, by density in the compact labeled algebra,
tx(
∨
X) =
∨
{ψ ∈ Φx,f : ψ ≤ tx(
∨
X)}
=
∨
{ψ ∈ Φx,f : ty(ψ) ≤
∨
X}. (7.19)
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Since ty(ψ) is finite in domain y, if ψ is so in domain x ≤ y, there is an
element φ ∈ X such that ty(ψ) ≤ φ if ty(ψ) ≤
∨
X. But then it follows that
ψ ≤ tx(φ) ∈ tx(X) and therefore tx(
∨
X) is the least upper bound of tx(X).
So, indeed tx(
∨
X) =
∨
tx(X). ⊓⊔
This lemma implies that Φf is closed under combination. In fact, con-
sider φ ∈ Φx,f and ψ ∈ Φy,f , and a directed set X in Φx
∨
y such that
φ · ψ ≤
∨
X. Then φ ≤ tx(
∨
X) =
∨
tx(X) by Lemma 7.6 and simi-
larly ψ ≤ ty(
∨
X) =
∨
ty(X). Both sets tx(X) and ty(X) are directed,
and therefore there are elements tx(φ
′) ∈ tx(X) such that φ ≤ tx(φ
′) and
ty(ψ
′) ∈ ty(X) such that ψ ≤ ty(ψ
′). Both φ′, ψ′ belong to X and so there
is also an element χ in X such that φ′, ψ′ ≤ χ. Hence, finally we conclude
that φ · ψ ≤ φ′ · ψ′ ≤ χ ∈ X. This proves that φ · ψ ∈ Φx
∨
y,f , hence φ · ψ
belongs to Φf . But Φf is not necessarily closed under transport.
As a preparation for the examination of the dual domain-free algebra
associated with a labeled compact information algebra (Φ,D;≤,⊥, ·, t) we
prove the following lemma. We recall that the congruence ≡σ is defined in
Section 5.1.
Lemma 7.7 Let (Φ,D;≤,⊥, ·, t) be an idempotent labeled information al-
gebra, X a directed subset of Φ such that its supremum exists in Φ. Then
in (Φ/σ,D;≤,⊥, ·, ǫ),
[
∨
X]σ =
∨
[X]σ, (7.20)
where [X]σ = {[φ]σ : φ ∈ X}.
Proof. Define ψ =
∨
X such that [ψ]σ = [
∨
X]σ and assume that d(ψ) =
x. Then, for all φ ∈ X we have φ ≤ ψ and d(φ) ≤ x. Therefore, for all
φ ∈ X we have [φ]σ ≤ [ψ]σ and so [ψ]σ is an upper bound of [X]σ .
Assume [χ]σ to be another upper bound of [X]σ and d(χ) = y. For any
φ in X we have [χ]σ = [φ]σ · [χ]σ = [φ · χ]σ = [tx∨y(φ) · tx∨y(χ)]σ. This
implies tx∨y(φ) ≤ tx∨y(χ). Since for φ ∈ X we have d(φ) ≤ x, it follows that
φ ≤ tx(φ) = tx(tx∨y(φ)) ≤ tx(tx∨y(χ)). But then ψ = ∨X ≤ tx(tx∨y(χ)). It
follows that tx∨y(ψ) ≤ tx∨y(tx(tx∨y(χ))) ≤ tx∨y(tx∨y(χ)) = tx∨y(χ). From
this we conclude that [ψ]σ ≤ [χ]σ, such that [ψ]σ is the supremum of [X]σ .
⊓⊔
Now we show that the domain-free information algebra (Φ/σ,D;≤,⊥, ·, ǫ)
associated with a labeled compact information algebra (Φ,D;≤,⊥, ·, t) is
indeed again compact. This justifies the definition of a labeled compact
information algebra above.
Theorem 7.11 Let (Φ,D;≤,⊥, ·, t) by a labeled compact information alge-
bra. Then (Φ/σ,D;≤,⊥, ·, ǫ) is a domain-free compact information algebra
and its finite elements are the elements [ψ]σ for ψ ∈ Φf .
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Proof. We know already that (Φ/σ,D;≤,⊥, ·, ǫ) is an idempotent domain-
free information algebra (see Section 5.1, in particular Theorem 5.2). We
show first that the elements [ψ]σ for ψ ∈ Φf are exactly the finite elements
in (Φ/σ;≤). So, assume first that [ψ]σ is finite in (Φ/σ;≤). By the Sup-
port Axiom, [ψ]σ has a support x, hence we may select a representant ψ of
the class [ψ]σ with label d(ψ) = x. Consider then a directed set X in Φx
such that its supremum exists in Φx and ψ ≤
∨
X. Using Lemma 7.7, we
conclude that [ψ]σ ≤ [
∨
X]σ =
∨
[X]σ . Further, the set [X]σ is directed in
(Φ/σ;≤). Since [ψ]σ is finite in (Φ/σ;≤) there is an element [φ]σ in [X]σ
such that [ψ]σ ≤ [φ]σ . But then we may select φ ∈ X and ψ ≤ φ. This
shows that ψ is finite in (Φx;≤).
Conversely, assume that ψ is finite in (Φy;≤). Consider a directed set
X in (Φ/σ;≤) such that [ψ]σ ≤
∨
X. Since in compact labeled information
algebras (D;≤) has a greatest element ⊤, the supremum
∨
X has support
⊤. Let = [η]σ =
∨
X. Note that any class [φ]σ has a representant in ⊤.
Define X ′ = {φ ∈ Φ⊤ : [φ]σ ∈ X}. The set X
′ is directed in (Φ⊤;≤) and∨
X ′ exists in Φ⊤. Take further a representant η of the class [η]σ in Φ⊤.
Then we have φ ≤ η for all φ ∈ X ′. We claim that η =
∨
X ′. In fact, let η′
be an upper bound of X ′. Then for all φ ∈ X ′, φ ≤ η′, hence [φ]σ ≤ [η
′]σ
and therefore [η]σ ≤ [η
′]σ so that η ≤ η
′, hence η is indeed the supremum of
X ′. Further, we have t⊤(ψ) ≤ η. This implies that there is a φ ∈ X
′ such
that ψ ≤ t⊤(ψ) ≤ φ. It follows that [ψ]σ ≤ [φ]σ ∈ X, which shows that [ψ]σ
is finite in (Φ/σ;≤).
It remains to show strong density. For this purpose consider an element
[φ]σ = ǫx([φ]σ) in Φ/σ. We take a representant of [φ]σ with label d(φ) = x.
By the local density in the labeled algebra (Φ,D;≤,⊥, ·, t) we have
[φ]σ = [∨{ψ ∈ Φx,f : ψ ≤ φ}]σ.
From Lemma 7.7 and the first part of this theorems it follows then that
[φ]σ = ∨{[ψ]σ : [ψ]σ finite in (Φ/σ;≤), [ψ]σ = ǫx([ψ]σ) ≤ [φ]σ}]σ .
This is strong density in the domain-free information algebra (Φ/σ,D;≤
,⊥, ·, ǫ) and this concludes the proof that this algebra is compact. ⊓⊔
In summary, a domain-free compact information algebra D transforms
into an associated dual labeled compact information algebra DL. Con-
versely, a labeled compact information algebra L has an associated dual
domain-free compact information algebra LD. Then the labeled compact
algebra DL transforms back into the domain-free compact algebra DLD.
Similarly, the domain-free compact algebra LD transforms back into the
labeled compact algebra LDL. All this holds under the assumption that
(D;≤) has a greatest element ⊤, what we assume by definition. We have seen
in Section 5.3 thatD andDLD are isomorphic under the map ψ 7→ [(ψ, x)]σ .
Similarly, the labeled algebra L is isomorphic to the algebra LDL under the
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map φ 7→ ([φ]σ , x). We show now that in the case of compact algebras these
maps are continuous.
Theorem 7.12 Let (Ψ,D;≤,⊥, ·, ǫ) and (Φ,D;≤,⊥, ·, t) be compact domain-
free and compact labeled generalised information algebras respectively. Then,
if X is a directed subset of Ψ whose supremum exists in Ψ and which has
support x,
[(
∨
X,x)]σ =
∨
φ∈X
[(φ, x)]σ . (7.21)
Further, if X is a directed subset of Φ whose supremum exists in Φ and has
label x, then
([
∨
X]σ , x) =
∨
ψ∈X
([ψ]σ , x). (7.22)
Proof. We start with (7.21). By Theorem 7.2 we have
∨
X = ǫx(
∨
X) =∨
ǫx(X). So, using Lemma 7.4
[(
∨
X,x)]σ = [(
∨
ǫx(X), x)]σ = [
∨
φ∈X
(ǫx(φ), x)]σ .
From this it follows, using Lemma 7.7,
[(
∨
X,x)]σ =
∨
φ∈X
[(ǫx(φ), x)]σ =
∨
φ∈X
ǫx([(φ, x)]σ).
But all elements [(φ, x)]σ have support x, therefore we conclude
[(
∨
X,x)]σ =
∨
φ∈X
[(φ, x)]σ .
This is (7.21).
In order to prove (7.22) we note that for ψ ∈ X, we have ψ ≤
∨
X and
d(ψ) ≤ x. This implies tx(ψ) ≡σ ψ, hence ǫx([ψ]σ) = [tx(ψ)]σ = [ψ]σ . So,
x is a support for all [ψ]σ such that ψ ∈ X. Define X
′ = {tx(ψ) : ψ ∈ X}.
Then, by Lemma 7.6,
∨
X =
∨
X ′ =
∨
ψ∈X tx(ψ). Therefore, we see that
(Lemma 7.7)
[
∨
X]σ = [
∨
X ′]σ = [
∨
ψ∈X
tx(ψ)]σ =
∨
ψ∈X
[tx(ψ)]σ =
∨
ψ∈X
[ψ]σ (7.23)
So, from Lemma 7.4 we obtain
([
∨
X]σ, x) = (
∨
ψ∈X
[ψ]σ , x) =
∨
ψ∈X
([ψ]σ , x).
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This is (7.22). ⊓⊔
As remarked above, this theorem shows that D ∼= DLD and L ∼= LDL
under continuous isomorphisms, if D and L are compact domain-free or
labeled information algebras respectively.
We now turn to the algebraic case. What is an algebraic labeled infor-
mation algebra, and what can be said about the duality between algebraic
domain-free and labeled algebras? We start with an algebraic domain-free
generalised information algebra (Ψ,D;≤,⊥, ·, ǫ) and examine its dual la-
beled version (Φ,D;≤,⊥, ·, t), where Φ is, as always, the set of all pairs (ψ, x)
with ψ ∈ Ψ and ǫx(ψ) = ψ. Consider a subset X of Φ. If its supremum
∨
X
exists in Φ, then
∨
X = (
∨
X ′,
∨
X ′′), where X ′ = {ψ : (ψ, x) ∈ X} and
X ′′ = {x : (ψ, x) ∈ X} (Lemma 7.3). Since (Ψ,D;≤,⊥, ·, ǫ) is algebraic,∨
X ′ exists always. However, there is no guarantee that
∨
X ′′ exists. So,
even if (Ψ,D;≤,⊥, ·, ǫ) is algebraic, this does not imply, that any subset
X of Φ has a supremum, (Φ;≤) is not necessarily complete. However, for
any x ∈ D, the local orders (Φx;≤) are complete. If X is a subset of Φx,
then
∨
X = (
∨
X ′, x). So, (Φ,D;≤,⊥, ·, t) is a compact labeled information
algebra, which is locally complete in this sense. Alternatively, (Φx;≤) is a
dcpo, which together with compactness implies that it is a complete lattice.
This leads to the following definition:
Definition 7.5 A labeled generalised information algebra (Φ,D;≤,⊥, ·, t)
is called algebraic if
1. it is compact,
2. for all x ∈ D, (Φx;≤) is a dcpo.
Recall that in a compact labeled information algebra, (D;≤) is assumed
to have a greatest element ⊤. Note further that in an algebraic domain-
free information algebra (Ψ,D;≤,⊥, ·, ǫ) we may always, as in a compact
information algebra, adjoin a top domain, if (D;≤) has not already a greatest
element. Therefore, in its labeled version we may likewise without loss of
generality assume that D has a greatest element ⊤. Then Φ⊤ contains the
pairs (ψ,⊤) for all ψ ∈ Ψ and (Φ⊤;≤) is essentially the same as (Ψ,≤)
as we shall see below (Theorem 7.14). Then, the domain-free version of
a labeled algebraic information algebra is also algebraic, as the following
theorem shows.
Theorem 7.13 Let (Φ,D;≤,⊥, ·, t) be an algebraic labeled information al-
gebra. Then (Φ/σ,D;≤,⊥, ·, ǫ) is an algebraic domain-free information al-
gebra.
Proof. From Theorem 7.11 we know that (Φ/σ,D;≤,⊥, ·, ǫ) is a compact
domain-free information algebra. It remains to show that (Φ/σ;≤) is a dcpo.
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Consider a directed subset X of Φ/σ. Note that for all φ ∈ Φ, φ ≡σ t⊤(φ).
Therefore, we may always take the representant of the class [φ]σ in the top
domain. Define
X ′ = {φ ∈ Φ⊤ : [φ]σ ∈ X}.
The supremum
∨
X ′ exists in Φ⊤ since (Φ,D;≤,⊥, ·, t) is algebraic. By
Lemma 7.7 we obtain then [
∨
X ′]σ =
∨
φ∈X′ [φ]σ =
∨
X. So the supremum
of X exists in Φ/σ and (Φ/σ;≤) is a dcpo. ⊓⊔
The proof shows that somehow the whole domain-free information alge-
bra is already incorporated in the top-level domain of the labeled algebra.
This can be made more precise: Define in Φ⊤ the following operations:
1. Combination: φ,ψ ∈ Φ⊤ 7→ φ · ψ, where · denotes the combination in
Φ,
2. Extraction: φ ∈ Φ⊤, x ∈ D 7→ ǫx(φ) = t⊤(tx(φ)).
We claim that with these operations, (Φ⊤,D;≤,⊥, ·, ǫ) becomes a domain-
free information algebra.
Theorem 7.14 Let (Φ,D;≤,⊥, ·, t) be a labeled information algebra and
assume that D has a greatest element ⊤. Then (Φ⊤,D;≤,⊥, ·, ǫ) with the
operations of combination and extraction as defined above is a domain-free
information algebra, isomorphic to (Φ/σ,D;≤,⊥, ·, ǫ). If (Φ,D;≤,⊥, ·, t) is
algebraic, then (Φ⊤,D;≤,⊥, ·, ǫ) is so too.
Proof. The q-separoid and semigroup axioms A0 and A1 are evident.
Clearly, ⊤ is a support for all φ ∈ Φ⊤. If x is a support for φ ∈ Φ⊤, that
is, φ = t⊤(tx(φ)), and y ≥ x, then, using elementary properties of transport
(Lemma 3.1), we obtain
ǫy(φ) = t⊤(ty(φ)) = t⊤(ty(t⊤(tx(φ)))) = t⊤(ty(t⊤(ty(tx(φ)))))
= t⊤(ty(tx(φ))) = t⊤(tx(φ)) = φ.
This shows that the Support Axiom A2 is valid. Further, 1⊤ is the unity
of combination in Φ⊤ and 0⊤ is the null element. Obviously ǫx(1⊤) =
t⊤(tx(1⊤)) = 1⊤ and similarly ǫx(0⊤) = t⊤(tx(0⊤)) = 0⊤. Further, if
ǫx(φ) = t⊤(tx(φ)) = 0⊤, then φ = 0⊤. This is axiom A3.
Assume now that x⊥y|z and ǫx(φ) = φ. Then
ǫy(ǫz(φ)) = t⊤(ty(t⊤(tz(φ)))) = t⊤(ty(tz(φ))),
since a transport from z to y can always pass by the larger domain ⊤.
Further,
t⊤(ty(tz(φ))) = t⊤(ty(tz(t⊤(tx(φ))))) = t⊤(ty(tz(tx(φ)))) = t⊤(ty(tx(φ)))
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by the Transport Axiom in the labeled algebra. We conclude that
t⊤(ty(tz(φ))) = t⊤(ty(t⊤((tx(φ)))) = t⊤(ty(φ)).
This shows that ǫy(ǫz(φ)) = ǫy(φ), thus the Extraction Axiom A4 holds.
If x⊥y|z and ǫx(φ) = φ, ǫy(ψ) = ψ, then
ǫz(φ · ψ) = t⊤(tz(φ · ψ)) = t⊤(tz(t⊤(tx(φ)) · t⊤(ty(ψ))))
= t⊤(tz(t⊤(tx(φ) · ty(ψ))))
= t⊤(tz(tx(φ) · ty(ψ))) = t⊤(tz(tx(φ)) · tz(ty(φ)))
since the transport of a combination to a larger domain equals the combina-
tion of the transports to the larger domain, and by the Combination Axiom
of the labeled algebra. This implies further that
ǫz(φ · ψ) = t⊤(tz(t⊤(tx(φ))) · tz(t⊤((ty(φ)))))
= t⊤(tz(φ) · tz(ψ)) = t⊤(tz(φ)) · t⊤(tz(ψ))
= ǫz(φ) · ǫz(ψ).
This verifies the validity of the Combination Axiom A5.
It remains to verify Idempotency. Since φ = t⊤(φ), we have indeed
φ · ǫx(φ) = φ · t⊤(tx(φ)) = t⊤(φ) · t⊤(tx(φ)) = t⊤(φ · tx(φ)) = t⊤(φ) = φ by
idempotency in the labeled algebra. So (Φ⊤,D;≤,⊥, ·, ǫ) is a domain-free
idempotent generalised information algebra.
The map φ ∈ Φ⊤ 7→ [φ]σ. is clearly one-to-one and onto Φ/σ. It is also
a homomorphism since [φ · ψ]σ = [φ]σ · [ψ]σ and [t⊤(tx(φ)]σ = [tx(φ)]σ =
ǫx([φ]σ).
If (Φ,D;≤,⊥, ·, t) is algebraic, then (Φ⊤;≤) is a complete lattice. But
this means that (Φ⊤,D;≤,⊥, ·, ǫ) is algebraic. The isomorphism is in this
case continuous (see Lemma 7.7). ⊓⊔
In developing the duality of compact and algebraic information algebras
above, the existence of a greatest element in (D;≤) was crucial. It is not
clear, wether duality can also be obtained without this somewhat artificial
assumption.
7.4 Continuous Algebras
The notion of approximation can be somewhat weakened. This leads to a
generalisation of the concept of compact information algebras. The present
section is partially based on (Guan & Li, 2012) but applies to generalised
information algebras. The basic notion in this section is the way-below
relation in an ordered set.
Definition 7.6 Way-Below. Let (Ψ;≤) be a partially ordered set. For
φ,ψ ∈ Ψ we write ψ ≪ φ and say ψ is way-below φ, if for every directed
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set X ⊆ Ψ, for which the supremum exists, φ ≤ ∨X implies that there is an
element χ ∈ X such that ψ ≤ χ.
Note that φ is a finite element if and only if φ≪ φ. The following lemma
lists some well-known elementary results on the way-below relation, see for
instance (Gierz, 2003).
Lemma 7.8 Let (Ψ;≤) be a partially ordered set. Then the following holds
for φ,ψ ∈ Ψ
1. ψ ≪ φ implies ψ ≤ φ,
2. ψ ≪ φ and φ ≤ χ imply ψ ≪ χ,
3. χ ≤ ψ and ψ ≪ φ imply χ≪ φ.
4. χ≪ ψ and ψ ≪ φ imply χ≪ φ.
We are of course interested in the way-below relation in case that (Ψ,D;≤
,⊥, ·, ǫ) is a domain-free idempotent information algebra, that is, Ψ is a semi-
lattice. Then the way-below relation has some additional properties.
Lemma 7.9 Let (Ψ,D;≤,⊥, ·, ǫ) be a domain-free generalised information
algebra. Then
1. 1≪ φ for all φ ∈ Ψ.
2. ψ1, ψ2 ≪ φ implies ψ1 ∨ ψ2 = ψ1 · ψ2 ≪ φ for all ψ1, ψ2 ∈ Ψ.
3. The set {ψ ∈ Ψ : ψ ≪ φ} is an ideal for all φ ∈ Ψ.
4. ψ ≪ φ if and only if for all X ⊆ Ψ such that
∨
X exists and φ ≤
∨
X,
there is a finite subset F of X such that ψ ≤
∨
F .
Proof. (1) Let X ⊆ Ψ be a directed set, and φ ≤
∨
X. Since X is
non-empty, there is a ψ ∈ X and 1 ≤ ψ, hence 1≪ φ.
(2) Assume ψ1, ψ2 ≪ φ. Consider any directed set X ⊆ Ψ such that
φ ≤
∨
X. Then there exist elements χ1, χ2 ∈ X so that ψ1 ≤ χ1 and
ψ2 ≤ χ2. Since X is directed, there is also an element χ ∈ X so that
χ1, χ2 ≤ χ. But then, ψ1 ∨ψ2 ≤ χ1 ∨χ2 ≤ χ. This shows that ψ1 ∨ψ2 ≪ φ.
(3) Assume ψ ≪ φ and χ ≤ ψ. Then by Lemma 7.8 (3) χ ≪ φ.
Further let ψ1 ≪ φ and ψ2 ≪ φ. By (2) just proved, ψ1 ∨ ψ2 ≪ φ. Hence
{ψ ∈ Ψ : ψ ≪ φ} is an ideal.
(4) Suppose first that ψ ≪ φ. Let X be a subset of Ψ such that
∨
X
exists and φ ≤
∨
X. Let Y be the set of all joins of finite subsets of X.
Then X ⊆ Y and
∨
X is an upper bound for Y . Let χ be another upper
bound of Y . Then χ is an upper bound of X, hence
∨
X ≤ χ. So
∨
X is
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the supremum of Y ,
∨
X =
∨
Y . Furthermore Y is a directed set. So there
is an element η ∈ Y such that ψ ≤ η and η = ∨F for some finite subset F
of X.
Conversely, consider elements ψ, φ ∈ Ψ such that condition 4 of the
lemma holds. Let X be a directed subset of Ψ such that
∨
X exists and
φ ≤
∨
X. There is a finite subset F of X such that ψ ≤ ∨F . Since X is
directed, there is a χ ∈ X such that ∨F ≤ χ, hence ψ ≤ χ. So ψ ≪ φ. ⊓⊔
With the aid of the way-below relation, algebraic information algebras
can be alternatively characterized.
Theorem 7.15 If (Ψ,D;≤,⊥, ·, ǫ) is an idempotent domain-free informa-
tion algebra, then the following conditions are equivalent:
1. (Ψ,D;≤,⊥, ·, ǫ)) is a domain-free algebraic information algebra with
finite elements Ψf .
2. (Ψ;≤) is an algebraic lattice with finite elements Ψf and ∀x ∈ D,
∀φ ∈ Ψ
ǫx(φ) =
∨
{ψ ∈ Ψf : ψ = ǫx(ψ)≪ φ}. (7.24)
Proof. (1) ⇒ (2): By definition (Ψ;≤) is an algebraic lattice, that is a
complete lattice with finite elements Ψf . Then condition (7.24) follows from
strong density and Lemma 7.8 in the following way,
ǫx(φ) =
∨
{ψ ∈ Ψf : ψ = ǫx(ψ) ≤ φ}
=
∨
{ψ : ψ ≪ ψ = ǫx(ψ) ≤ φ}
=
∨
{ψ : ψ ≪ ψ = ǫx(ψ)≪ φ}
=
∨
{ψ ∈ Ψf : ψ = ǫx(ψ)≪ φ}.
(2) ⇒ (1): We use Theorem 7.3 and take Ψf for Ψ
′. Convergence holds,
since (Ψ;≤) is a complete lattice, density follows from (7.24) since ψ ≪ φ
implies ψ ≤ φ and compactness follows from the lattice-theoretic finiteness.
⊓⊔
Another important property of finite elements in a compact information
algebra is given by the following theorem:
Theorem 7.16 If (Ψ,D;≤,⊥, ·, ǫ) is a compact domain-free information
algebra, then ψ ≪ φ implies that here is an element χ ∈ Ψf so that ψ ≤
χ ≤ φ.
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Proof. The set Aφ = {χ ∈ Ψf : χ ≤ φ} is directed and φ =
∨
Aφ, hence
φ ≤
∨
Aφ. Then ψ ≪ φ implies the existence of an element χ ∈ Aφ so that
ψ ≤ χ. But χ ≤ φ. So ψ ≤ χ ≤ φ and χ ∈ Ψf . ⊓⊔
A set of elements having the property that ψ ≪ φ implies the existence
of a χ ∈ S such that ψ ≤ χ ≤ φ is called separating. So the set of finite
elements in a compact information algebra is separating.
We now introduce continuous information algebras and show that they
are a generalisation of algebraic ones.
Definition 7.7 Continuous Information Algebras. A generalised domain-
free information algebra (Ψ,D;≤,⊥, ·, ǫ) is called continuous with basis B ⊆
Ψ if B is closed under join (combination), contains the unit 1, and B sat-
isfies the following conditions:
1. Convergence: If X ⊆ B is directed, then
∨
X exists in Ψ.
2. B-Densitiy: For all φ ∈ Ψ and for all x ∈ D,
ǫx(φ) =
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ ǫx(φ)}.
Note that in a compact information algebra (Ψ,D;≤,⊥, ·, ǫ) the finite
elements Ψf form a basis. So, an algebraic information algebra is also con-
tinuous with basis Ψf . We shall present below an example of a continuous
information algebra which is not compact. So continuous information alge-
bras present a genuine generalisation of compact information algebras. The
approximation by finite elements is replaced by an approximation of some
more general elements in a basis B.
Strong B-density implies weak B-density: In fact let φ ∈ Ψ, then there
is a x ∈ D so that φ = ǫx(φ). Then by the strong B-density:
φ = ǫx(φ) =
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ φ}
≤
∨
{ψ ∈ B : ψ ≪ φ} ≤ φ.
This is weak B-density. This allows again to adjoin the top domain ⊤ to
(D;≤) in a continuous information algebra, since weak B-density is also
local B-density on the domain ⊤.
For later purposes we remark that both the sets {ψ ∈ B : ψ ≪ φ} and
{ψ ∈ B : ψ = ǫx(ψ) ≪ φ} are directed. Note also that ψ ≪ φ does not
imply ǫx(ψ)≪ ǫx(φ).
Just as in an algebraic information algebra (Ψ,D;≤,⊥, ·, ǫ), the partial
order (Ψ;≤) is an algebraic lattice, it follows that in a continuous informa-
tion algebra (Ψ,D;≤,⊥, ·, ǫ) the partial order (Ψ;≤) is a continuous lattice,
namely a complete lattice such that for all φ ∈ Ψ
φ =
∨
{ψ ∈ Ψ : ψ ≪ φ}. (7.25)
The following theorem states the situation more precisely.
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Theorem 7.17 If (Ψ,D;≤,⊥, ·, ǫ) is an idempotent domain-free informa-
tion algebra, then the following are equivalent:
1. (Ψ,D;≤,⊥, ·, ǫ) is a continuous information algebra.
2. (Ψ;≤) is a continuous lattice, and ∀x ∈ D, ∀φ ∈ Ψ.
ǫx(φ) =
∨
{ψ ∈ Ψ : ψ = ǫx(ψ)≪ ǫx(φ)}. (7.26)
Proof. Assume first (Ψ,D;≤,⊥, ·, ǫ) to be a continuous information alge-
bra with basis B. We show first that (Ψ;≤) is a complete lattice. Consider
a non-empty subset X of Ψ. Define Y to be the set of all elements in B,
which are way-below all elements in X,
Y = {ψ ∈ B : ψ ≪ φ for all φ ∈ X}.
Since 1 ∈ Y , the set is non-empty, and with ψ1, ψ2 ∈ Y also ψ1 ∨ ψ2 ∈ Y
(Lemma 7.9). So the set Y is directed. Therefore
∨
Y exists and is a
lower bound of X. Assume ψ to be another lower bound of X. Then
Aψ = {η ∈ B : η ≪ ψ} ⊆ Y , since η ≪ ψ ≤ φ implies η ≪ φ. From this we
conclude that ψ =
∨
Aψ ≤
∨
Y , hence
∨
Y is the infimum of X. Further,
since Ψ has a top element 0 it follows from standard results of lattice theory,
that (Ψ;≤) is a complete lattice. Further, using B-density, we obtain for all
φ ∈ Ψ,
φ =
∨
{ψ ∈ B : ψ ≪ φ} ≤
∨
{ψ ∈ Ψ : ψ ≪ φ} ≤ φ.
So (Ψ;≤) is indeed a continuous lattice. Further, again by density,
ǫx(φ) =
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ ǫx(φ)}
≤
∨
{ψ ∈ Ψ : ψ = ǫx(ψ)≪ ǫx(φ)} ≤ ǫx(φ),
so (7.26) holds.
If (Ψ;≤), on the other hand, is a complete lattice, then convergence
holds with Ψ as a basis. And (7.26) is exactly B-density with respect to the
basis Ψ. Hence (Ψ,D;≤,⊥, ·, ǫ) is a continuous information algebra. ⊓⊔
Here follows an example of a continuous information algebra.
Example 7.2 Continuous Valuation Algebra: This example is from
(Guan & Li, 2012). Let Ψ = [0, 1] be the real interval between 0 and 1 and
D = {0, 1}. Join is defined as maximum, the number 0 is the unit and the
number 1 the null element of the algebra. Information extraction is defined
as follows:
ǫ1(φ) = φ,
ǫ0(φ) =
{
φ if φ ∈ [0, 1/2],
1/2 if φ ∈ (1/2, 1].
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We leave it to reader to verify the axioms of an idempotent valuation algebra.
Any non-empty subset X of [0, 1] is in this example directed and supX
exists always. The relation ψ ≪ φ holds if either 0 < ψ < φ or in particular
if ψ = φ = 0. As a basis we take B = Ψ. Then it can be verified that
ǫx(φ) =
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ φ} holds both for x = 0 and x = 1. So it is
a continuous information algebra. But it is not compact: The only element
satisfying φ≪ φ is φ = 0. ⊖
We have seen above that a compact information algebra is continuous.
But the converse does not hold as the example above shows. Here follows
a necessary and sufficient condition for a continuous information algebra to
be algebraic.
Theorem 7.18 A continuous domain-free information algebra (Ψ,D;≤,⊥, ·, ǫ)
is algebraic, if and only if the set {φ ∈ Ψ : φ ≪ φ} is a basis for (Ψ,D;≤
,⊥, ·, ǫ).
Proof. We know already that if (Ψ,D;≤,⊥, ·, ǫ) is algebraic, then it is
continuous, with basis B = Ψf = {φ ∈ Ψ : φ≪ φ}.
So, assume that (Ψ,D;≤,⊥, ·, ǫ) is continuous with basis B = {φ ∈ Φ :
φ ≪ φ}. The lattice (Ψ;≤) is complete, hence it is a dcpo. Strong density
is derived as follows:
ǫx(φ) =
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ ǫx(φ)}
=
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ ψ ≤ ǫx(φ)}
=
∨
{ψ ∈ B : ψ = ǫx(ψ) ≤ ǫx(φ)}
(7.27)
So, the algebra is compact, hence algebraic with the set {φ ∈ Ψ : φ≪ φ} as
finite elements. ⊓⊔
The following Theorem gives another necessary and sufficient condition
for an information algebra to be continuous.
Theorem 7.19 An idempotent domain-free generalised information algebra
(Ψ,D;≤,⊥, ·, ǫ) is continuous if and only if,
1. (Ψ;≤) is a continuous lattice,
2. for all x ∈ D and any directed set X ⊂ Ψ,
ǫx(
∨
X) =
∨
φ∈X
ǫx(φ). (7.28)
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Proof. Assume (Ψ;≤) to be a continuous lattice, so that weak density
holds (7.25), and that (7.28) holds too. Then (Ψ;≤) is a complete lattice.
Consider a φ ∈ Ψ and let φ′ = ǫx(φ). Then by weak density φ
′ =
∨
{ψ ∈
Φ : ψ ≪ φ′}, and {ψ ∈ Φ : ψ ≪ φ′} is a directed set. From this we deduce,
using (7.28)
ǫx(φ) = ǫx(ǫx(φ)) = ǫx(
∨
{ψ ∈ Ψ : ψ ≪ ǫx(φ)})
=
∨
{ǫx(ψ) : ψ ≪ ǫx(φ)}.
Let η = ǫx(ψ) so that η = ǫx(η) ≤ ψ ≪ ǫx(φ). From this it follows that
η ≪ ǫx(φ) and therefore,
ǫx(φ) =
∨
{η : η = ǫx(η) = ǫx(ψ), ψ ≪ ǫx(φ)}
≤
∨
{η : η = ǫx(η)≪ ǫx(φ)} ≤ ǫx(φ).
Hence we have ǫx(φ) =
∨
{η : η = ǫx(η) ≪ ǫx(φ)} and by Theorem 7.17
(Ψ,D;≤,⊥, ·, ǫ) is a continuous information algebra.
Conversely, assume (Ψ,D;≤,⊥, ·, ǫ) to be a continuous information al-
gebra with basis B. Then (Ψ;≤) is a continuous, hence complete lattice
(Theorem 7.17). Consider a directed set X ⊆ Ψ and x ∈ D. For φ ∈ X we
have φ ≤
∨
X, hence ǫx(φ) ≤ ǫx(
∨
X) and therefore
∨
φ∈X ǫx(φ) ≤ ǫx(
∨
X).
By strong B-density,
ǫx(
∨
X) =
∨
{ψ ∈ B : ψ = ǫx(ψ)≪ ǫx(
∨
X)}.
Now, ψ = ǫx(ψ) ≪ ǫx(
∨
X) ≤
∨
X implies that there is a φ ∈ X so that
ψ ≤ φ and thus also ψ = ǫx(ψ) ≤ ǫx(φ). From this we conclude that
ǫx(
∨
X) ≤
∨
φ∈X ǫx(φ) and thus ǫx(
∨
X) =
∨
φ∈X ǫx(φ). Hence (7.28) is
valid. ⊓⊔
What is the labeled version of a continuous labeled information algebra?
To examine this question, we consider the labeled version (Φ,D;≤,⊥, ·, t)
of a continuous information algebra (Ψ,D;≤,⊥, ·, ǫ). We remind that Φ
consists of all pairs (ψ, x), where ψ ∈ Ψ and ψ = ǫx(ψ).
Assume that B is a basis of the continuous information algebra (Ψ,D;≤
,⊥, ·, ǫ). Define Bx = {(ψ, x) : ψ ∈ B, ǫx(ψ) = ψ}. We claim that this is a
basis in Ψx. In fact, if (φ, x), (ψ, x) ∈ Bx, then (φ, x) · (ψ, x) = (φ · ψ, x) ∈
Bx since B is closed under combination or join. So Bx is closed under
combination. Further also (1, x) belongs to B. Consider any directed subset
X of Bx. By Lemma 7.4 we have
∨
X = (
∨
(ψ,x)∈X ψ, x) ∈ Φx. This is the
convergence property in Φx.
Define
B¯ =
⋃
x∈D
Bx.
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Then, B¯ is still closed under combination. In fact, let (φ, x) ∈ Bx and
(ψ, y) ∈ By, then φ,ψ ∈ B and x is a support of φ, y a support of ψ. But
then x ∨ y is a support of φ · ψ. So, since (φ, x) · (ψ, y) = (φ · ψ, x ∨ y) and
φ · ψ ∈ B, we see that (φ, x) · (ψ, y) ∈ Bx∨y.
We claim also that a density property holds in Ψx. Denote the way-below
relation in (Φx;≤) by ≪x. We prove first the following lemma.
Lemma 7.10 Let (Ψ,D;≤,⊥, ·, ǫ) be a continuous domain-free information
algebra and let φ,ψ ∈ Ψ and ǫx(φ) = φ, ǫx(ψ) = ψ. Then ψ ≪ φ, if and
only if (ψ, x)≪x (φ, x).
Proof. Assume ψ ≪ φ and ǫx(φ) = φ, ǫx(ψ) = ψ. Consider a directed
set X ⊆ Φx. Then X
′ = {φ : (φ, x) ∈ X} is directed too. Now, (φ, x) ≤
∨
X
implies φ ≤
∨
X ′. Then, there is a χ ∈ X ′ such that ψ ≤ χ. Note that
ǫx(χ) = χ. Hence we see that (ψ, x) ≤ (χ, x). So indeed (φ, x)≪x (ψ, x).
Conversely, assume (ψ, x)≪x (φ, x). Consider a directed setX ⊆ Ψ such
that φ ≤
∨
X. In a continuous information algebra we have ǫx(
∨
X) =∨
φ∈X ǫx(φ) (Theorem 7.19). Then φ = ǫx(φ) ≤ ǫx(
∨
X) =
∨
χ∈X ǫx(χ).
Therefore (φ, x) ≤ (
∨
χ∈X ǫx(χ), x) =
∨
χ∈X(ǫx(χ), x) (Lemma 7.4). Since
the set {(ǫx(χ), x) : χ ∈ X} is directed, there must then be a χ ∈ X such
that (ψ, x) ≤ (ǫx(χ), x). Then ψ = ǫx(ψ) ≤ ǫx(χ) ≤ χ ∈ X. This proves
that ψ ≪ φ. ⊓⊔
This allows us to derive density, using Lemma 7.4 and Lemma 7.10 in
(Φx,≤), ∨
{(ψ, x) ∈ Bx : (ψ, x)≪x (φ, x)}
= (
∨
{ψ : ψ ∈ B,ψ = ǫx(ψ)≪ φ = ǫx(φ)}, x)
= (φ, x).
This is the density property claimed above.
Finally, assume (ψ, x) ≪x (φ, x). By Lemma 7.10 we have ψ ≪ φ and
x is a support of both ψ and φ. If x ≤ y, then y is also a support of
both elements. Therefore, again by Lemma 7.10, we have that ty(ψ, x) =
(ψ, y)≪y (φ, y) = ty(φ, x). Conversely, assume that x is a support of ψ and
φ and x ≤ y. Then, if (ψ, y) ≪y (φ, y), Lemma 7.10 implies that ψ ≪ φ,
hence (ψ, x)≪x (φ, x). This is an important compatibility relation between
the way-below relation in different domains Ψx and Ψy
We summarise these results in the following theorem.
Theorem 7.20 Let (Ψ,D;≤,⊥, ·, ǫ) be a continuous domain-free informa-
tion algebra with basis B and (Φ,D;≤,⊥, ·, t) the associated dual labeled
information algebra. Then the following properties hold:
1. Bx is a basis in (Φx;≤), that is Bx is closed under combination and
contains (1, x). Any directed subset of Bx has a supremum in Φx.
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2. (φ, x) =
∨
{(ψ, x) ∈ Bx : (ψ, x)≪x (φ, x)}, for all (φ, x) ∈ Ψx.
3. If x ≤ y, then (ψ, x)≪x (φ, x) if and only if ty(ψ, x)≪y ty(φ, x).
This theorem serves as a base to define the concept of a labeled contin-
uous information algebra.
Definition 7.8 Labeled Continuous Information Algebra: A labeled
idempotent generalised information algebra (Φ,D;≤,⊥, ·, t) is called contin-
uous, if there is for all x ∈ D a set Bx ⊆ Ψx (the basis in x), closed
under combination and contains 1x, satisfying the following conditions for
all x ∈ D:
1. Convergence: If X ⊆ Bx is directed, then ∨X ∈ Ψx.
2. Density: For all φ ∈ Φx, φ =
∨
{ψ ∈ Bx : ψ ≪x φ}.
3. Compatibility: If d(φ) = d(ψ) = x ≤ y, then ψ ≪x φ if and only if
ty(ψ)≪y ty(φ).
According to this definition and Theorem 7.20, the dual labeled infor-
mation algebra (Φ,D;≤,⊥, ·, t) associated with a continuous domain-free
information algebra (Ψ,D;≤,⊥, ·, ǫ) is itself continuous. We remark that,
as in Theorem 7.17, it follows that (Φx;≤) is a continuous lattice for every
x ∈ D.
To establish duality for continuous information algebras, let’s start with
a labeled continuous information algebra (Φ,D;≤,⊥, ·, t) and consider its
associated dual domain-free information algebra (Φ/σ,D;≤,⊥, ·, ǫ). Is this
algebra continuous too? A conditionally affirmative answer is given by The-
orem 7.21 below. In order to prove this theorem we need two auxiliary
results, which have some interest by themselves.
Lemma 7.11 Let (Φ,D;≤,⊥, ·, t) be an idempotent labeled generalised in-
formation algebra. Then ǫx([ψ]σ) = [ψ]σ ≪ [φ]σ = ǫx([φ]σ) in Φ/σ implies
ψ ≪x φ for the representants ψ and φ of [ψ]σ and [φ]σ with d(ψ) = d(φ) = x.
Further, if D has a top element ⊤, and (Φ,D;≤,⊥, ·, t) is labeled continuous,
then, if d(ψ) = d(φ) = x, ψ ≪x φ implies [ψ]σ ≪ [φ]σ.
Proof. Assume X ⊆ Φx directed, φ,ψ ∈ Φx representants of the classes
[φ]σ and [ψ]σ respectively and φ ≤
∨
X. Then [φ]σ ≤
∨
[X]σ with [X]σ =
{[χ]σ : χ ∈ X} (Lemma 7.7). The set [X]σ is directed, therefore [ψ]σ ≪ [φ]σ
implies that there is a η ∈ X such that [ψ]σ ≤ [η]σ, hence ψ ≤ η. This
proves that ψ ≪x φ.
For the second part, assume first ψ ≪⊤ φ and consider a directed set X
in Φ/σ such that [φ]σ ≤ ∨X. We may take as representants of the classes [η]σ
in the set X their representants in Φ⊤. Let then X
′ = {η ∈ Φ⊤ : [η]σ ∈ X}.
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X ′ is still directed. Now, if [φ]σ ≤
∨
X and φ is again a representant of [φ]σ
in Φ⊤, then also φ ≤
∨
X ′. Since ψ ≪⊤ φ, there is an element η ∈ X
′ such
that ψ ≤ η. But then [η]σ ∈ X and [ψ]σ ≤ [η]σ. This shows that [ψ]σ ≪ [φ]σ.
Now, if d(ψ) = d(φ) = x and ψ ≪x φ, then by the compatibility property
t⊤(ψ)≪⊤ t⊤(φ), and [ψ]σ = [t⊤(ψ)]σ and [φ]σ = [t⊤(φ)]σ , hence [ψ]σ ≪ [φ]σ
as just proved. ⊓⊔
The next lemma is similar as Lemma 7.6 for labeled compact algebras.
Lemma 7.12 Let (Φ,D;≤,⊥, ·, t) be a labeled continuous information al-
gebra. If X ⊆ Ψy directed, then for all x ≤ y ∈ D,
tx(
∨
X) =
∨
tx(X), (7.29)
where tx(X) = {tx(ψ) : ψ ∈ X}.
Proof. Note that
∨
X exists in Φy, since (Φy;≤) is a complete lattice.
Consider a ψ ∈ X so that ψ ≤
∨
X, hence tx(ψ) ≤ tx(
∨
X), thus
∨
tx(X) ≤
tx(
∨
X).
Conversely by density in Φx we have
tx(
∨
X) =
∨
{ψ ∈ Φx : ψ ≪x tx(
∨
X)}.
By the compatibility condition, ψ ≪x tx(
∨
X) implies ty(ψ)≪y ty(tx(
∨
X)) ≤∨
X. By the definition of the way-below relation ≪y this means that there
is a χ ∈ X such that ty(ψ) ≤ χ. But then it follows that ψ = tx(ty(ψ)) ≤
tx(χ) ∈ tx(X), hence tx(
∨
X) ≤
∨
tx(X) and therefore tx(
∨
X) =
∨
tx(X).
⊓⊔
Now we are in a position to prove the following theorem.
Theorem 7.21 Let (Φ,D;≤,⊥, ·, t) be a labeled continuous information al-
gebra, and assume that D has a top element ⊤, then the associated dual
domain-free information algebra (Φ/σ,D;≤,⊥, ·, ǫ)) is continuous.
Proof. We first show that (Φ/σ;≤) is a complete lattice. To this end
consider any non-empty subset X ⊆ Φ/σ. For any element [ψ]σ of X we
may take the representant ψ in the top domain Φ⊤, d(ψ) = ⊤. Let then
X ′ = {ψ ∈ Φ⊤ : [ψ]σ ∈ X}. But (Φ⊤;≤) is a complete lattice, hence∨
X ′ exists in Φ⊤. By Lemma 7.7, we have [
∨
X ′]σ =
∨
X, and so X has a
supremum in Φ/σ. Since (Φ/σ;≤) has a smallest element [1⊤]σ, by standard
results of lattice theory (Φ/σ;≤) is a complete lattice.
Next consider any class [φ]σ ∈ Φ/σ. The set {[ψ]σ : [ψ]σ ≪ [φ]σ}
is directed. Consider the representants of the classes of this set in Φ⊤:
{ψ ∈ Φ⊤ : [ψ]σ ≪ [φ]σ} and also φ ∈ Φ⊤. Then, by Lemma 7.7, Lemma
7.11 and density in the labeled algebra,∨
{[ψ]σ : [ψ]σ ≪ [φ]σ} = [
∨
{ψ ∈ Ψ⊤ : [ψ]σ ≪ [φ]σ}]σ
= [
∨
{ψ ∈ Ψ⊤ : ψ ≪⊤ φ}]σ = [φ]σ .
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This shows that (weak) density hold. Therefore, (Ψ/σ;≤) is a continuous
lattice.
By Theorem 7.19 it is now sufficient to prove (7.28). So, consider a
directed set X ⊆ Φ/σ. For any [ψ]σ ∈ X we may select the representant ψ
in Φ⊤. Define X
′ = {ψ ∈ Φ⊤ : [ψ]σ ∈ X}. This set is still directed in Ψ⊤.
Now, using repeatedly Lemma 7.7 and Lemma 7.12
ǫx(
∨
X) = ǫx(
∨
{[φ]σ : φ ∈ X
′}) = ǫx([
∨
X ′]σ)
= [tx(
∨
X ′)]σ = [
∨
tx(X
′)]σ =
∨
{[tx(φ)]σ : [φ]σ ∈ X}
=
∨
{ǫx([φ]σ) : [φ]σ ∈ X} =
∨
ǫx(X).
This proves that (Ψ/σ,D) is a domain-free continuous information algebra.
⊓⊔
Note that the existence of a top element in (D;≤) is required in the
proof above for (Ψ/σ;≤) to be continuous. We refer to the discussion at the
end of Section ?? concerning the adjunction of a top domain to a continuous
domain-free information algebra, hence the existence of this domain in the
associated labeled algebra. This gives us the full duality between labeled
and domain-free continuous information algebras. However, the definition
of a continuous labeled information algebra makes also sense without a top
domain. It remains so far an open question, whether a labeled continuous
information algebra (Ψ,D) can be extended to a labeled continuous infor-
mation algebra with a top domain. The problem is the extension of the
compatibility condition to the new top domain.
As for compact information algebras, a way to obtain continuous infor-
mation algebras is from continuous lattices as semiring information algebras,
(Guang & Kohlas, 2015).
7.5 Atomic Algebras
In many idempotent information algebras there are maximal elements, called
atoms. In important cases these maximal elements determine the algebra
fully. For example, in the set algebra relative to a f.c.f (F ,R), the ele-
ments or rather the one-element subsets of any frame, represent maximal
information relative to the frame. We want to study this situation in the
general framework of generalised idempotent information algebras. Labeled
algebras are somewhat better suited for this subject than domain-free in-
formation algebras. However we refer to (Kohlas & Schmid, 2016) for a
discussion of the same subject in the context of idempotent domain-free val-
uation algebras. In (Kohlas, 2003a) atoms in idempotent labeled valuation
algebras were studied. This section presents a generalisation thereof.
Consider a labeled idempotent generalised information algebra (Ψ,D;≤
,⊥, ·, t). Then we define the concept of an atom in this algebra as follows:
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Definition 7.9 Atom: An element α ∈ Ψx in a domain x ∈ D of a la-
beled idempotent generalised information algebra (Ψ,D;≤,⊥, ·, t) is called
an atom in x, if
1. α 6= 0x,
2. for all ψ ∈ Ψx, α ≤ ψ implies either α = ψ or ψ = 0x.
So atoms are maximal elements in a domain, smaller than the null ele-
ment 1. Since the null element does not represent proper information, atoms
are indeed maximal pieces of information. We shall now first present a few
elementary properties of atoms. Then we shall show that atoms are closely
related to families of compatible frames (f.c.f). Finally, we present particular
information algebras, which are essentially set algebras on some f.c.f.
Denote the set of atoms in domain x by Atx. Here are a few general
properties of atoms:
Lemma 7.13 Let (Ψ,D;≤,⊥, ·, t) be an idempotent labeled generalised in-
formation algebra. Then the following holds:
1. If y ≤ x, then α ∈ Atx and ψ ∈ Ψy imply either ψ ≤ α or else
α · ψ = 0x,
2. α, β ∈ Atx imply either α = β or else α · β = 0x,
3. α ∈ Atx and y ≤ x imply ty(α) ∈ Aty,
4. α ∈ Atx and β ∈ Aty imply either α · β = 0x∨y or tx(α · β) = α and
ty(α · β) = β,
5. α ∈ Atx and ψ ∈ Ψy imply either α · ψ = 0x∨y or tx(α · ψ) = α.
Proof. 1.) From α ≤ α · ψ and the definition of an atom it follows that
either α · ψ = 0x or α · ψ = α, hence ψ ≤ α.
2.) As before, α, β ≤ α ·β implies either α ·β = 0x or α ·β = α, α ·β = β,
hence α = β.
3.) Since α is an atom, α 6= 0x and therefore ty(α) 6= 0y. Assume
ty(α) ≤ ψ, where d(ψ) = y. From x⊥y|y we obtain ty(α ·ψ) = ty(α) ·ψ = ψ.
Now, α · ψ = α or α · ψ = 0x by item 1 just proved. In the first case it
follows that ty(α) = ψ, in the second case that ψ = 0y. So, ty(α) is indeed
an atom.
4.) Assume α · β 6= 0x∨y. We have x⊥y|x, which implies tx(α · β) =
α ·tx(β) 6= 0x since otherwise α ·β = 0x∨y. Then from α ≤ α ·tx(β) it follows
α = α · tx(β). The second identity ty(α · β) = β follows in the same way.
1In order theory atoms are usually defined a minimal elements. But for our purpose
our definition fits better the idea of atoms as building blocks of a piece of information.
See below.
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5.) Is proved in the same way as item 4. ⊓⊔
If for an element ψ ∈ Ψx and an atom α we have ψ ≤ α, then α implies
ψ. Therefore we define At(ψ) = {α ∈ Atx : ψ ≤ α} and call At(ψ) the set of
atoms implying ψ, or we say also that At(ψ) is the set of atoms contained in
ψ. Now, we fix our attention on information algebras, where every element
contains an atom.
Definition 7.10 Atomic Information Algebra: A labeled idempotent
generalised information algebra (Ψ,D;≤,⊥, ·, t) is called atomic, if for all
x ∈ D and all ψ ∈ Ψx, ψ 6= 0x implies At(ψ) 6= ∅.
In atomic information algebras, atoms have a few additional properties.
Lemma 7.14 Let (Ψ,D;≤,⊥, ·, t) be an atomic information algebra. Then
the following holds:
1. If x ≤ y, then for all α ∈ Atx there is an atom β ∈ Aty such that
α = tx(β).
2. For all α ∈ Atx, β ∈ Aty such that α · β 6= 0x∨y, there is an atom
γ ∈ Atx∨y such that tx(γ) = α and ty(γ) = β.
Proof. 1.) Since the algebra is atomic, there exists an atom β ∈
At(ty(α)), ty(α) 6= 0y. Then ty(α) ≤ β which implies α = tx(ty(α)) ≤ tx(β).
But tx(β) 6= 0x since β 6= 0y, hence α = tx(β).
2.) Again there is an atom γ ∈ At(α · β), such that α · β ≤ γ. But then
by Lemma 7.13, item 4, α = tx(α ·β) ≤ tx(γ) 6= 0x. So α = tx(γ). Similarly,
we derive β = ty(γ). ⊓⊔
Now, we consider the sets Atx and show that they are part of a compat-
ible family of frames (f.c.f), if the underlying algebra is atomic. We start by
showing how the transport operation induces refinings among sets of atoms
Atx. Define for x ≤ y and α ∈ Atx the map
τx,y(α) = At(ty(α)) (7.30)
from Atx into the power set of Aty.
Theorem 7.22 Let (Ψ,D;≤,⊥, ·, t) be an atomic information algebra. Then
τx,y is a refining of Atx.
Proof. First, τx,y(α) 6= ∅, since the algebra is atomic. Secondly, consider
atoms α 6= β. Assume that τx,y(α) ∩ τx,y(β) 6= ∅. Then select an atom γ in
τx,y(α) ∩ τx,y(β). But this means γ ∈ At(ty(α)), hence ty(α) ≤ γ. It follows
that α = tx(ty(α)) ≤ tx(γ). But this implies tx(γ) = α, since tx(γ) is atom
in x (Lemma 7.13). In the same way we deduce tx(γ) = β, hence α = β,
contrary to the assumption. So τx,y(α) ∩ τx,y(β) = ∅. Finally consider any
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atom γ in Aty. Since α = tx(γ) is an atom in x, we conclude γ ∈ τx,y. This
shows that ∪α∈Atxτx,y(α) = Aty and this concludes the proof that τx,y is a
refining of x. ⊓⊔
According to this theorem, in an atomic information algebra, if x ≤ y,
then Aty is a refinement of Atx and the latter a coarsening of Aty. We
may extend the maps τx,y in the usual way to sets of atoms in x. Let now
F = {Atx : x ∈ D} and R = {τx,y : x, y ∈ D,x ≤ y}. We claim that (F ,R)
is a f.c.f, provided that some additional conditions are satisfied. This issue
will be addressed below.
Consider now first the family of all sets of atoms At(ψ) for ψ ∈ Ψ. Let’s
denote this family by SAt(Ψ). We define the following operations with respect
to these sets of atoms:
1. Labeling: d(At(ψ)) = Atx if d(ψ) = x.
2. Combination: If d(φ) = x and d(ψ) = y,
At(φ) ⊲⊳ At(ψ) = {γ ∈ Atx∨y : tx(γ) ∈ At(φ), ty(γ) ∈ At(ψ)}. (7.31)
3. Transport: If d(ψ) = x and y ∈ D,
ty(At(ψ)) = vy,x∨y(τx,x∨y(At(ψ)). (7.32)
Here vy,x∨y(A) is the saturation operator (see Section 2.3), defined by
vy,x∨y(A) = {α ∈ Aty : τy,x∨y(α) ∩ A 6= ∅} for A ⊆ Atx∨y. Note also the
similarity of combination with the relational join in relational algebra. We
show that At(φ) ⊲⊳ At(ψ) and tx(At(ψ)) are elements of SAt(Ψ). This follows
from the following theorem:
Theorem 7.23 Let (Ψ,D;≤,⊥, ·, t) be an atomic information algebra. Then
for all φ,ψ ∈ Ψ and y ∈ D,
At(φ) ⊲⊳ At(ψ) = At(φ · ψ)
ty(At(ψ)) = At(ty(ψ)).
Proof. Consider first α ∈ At(φ·ψ). Then φ·ψ ≤ α. Assume d(φ) = x and
d(ψ) = y. From x⊥y|x it follows that φ ≤ φ·tx(ψ) = tx(φ·ψ) ≤ tx(α) ∈ Atx.
This shows that tx(α) ∈ At(φ). Similarly it follows that ty(α) ∈ At(ψ). So
we conclude that α ∈ At(φ) ⊲⊳ At(ψ) and At(φ · ψ) ⊆ At(φ) ⊲⊳ At(ψ).
Conversely, if α ∈ At(φ) ⊲⊳ At(ψ), then α ∈ Atx∨y and tx(α) ∈ At(φ),
ty(α) ∈ At(ψ). It follows that φ·ψ ≤ tx(α)·ty(α) ≤ α and thus α ∈ At(φ·ψ).
This proves that, At(φ) ⊲⊳ At(ψ) = At(φ · ψ).
Next consider an atom α ∈ At(ty(ψ)) and assume d(ψ) = x. In order to
show that α ∈ ty(At(ψ)) we need to verify that
τy,x∨y(α) ∩ τx,x∨y(At(ψ)) 6= ∅. (7.33)
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Note that ty(α ·ψ) = α · ty(ψ) = α 6= 0y, hence α ·ψ 6= 0x∨y. Therefore there
exists an atom β in At(α ·ψ), such that α ·ψ ≤ β. Then tx(β) ≥ tx(α ·ψ) =
tx(α) · ψ ≥ ψ which shows that tx(β) ∈ At(ψ), hence β ∈ τx,x∨y(At(ψ)).
But we have also ty(β) ≥ ty(α · ψ) = α, thus ty(β) = α, which shows that
β ∈ τy,x∨y(α). Thus (7.33) holds and α ∈ ty(At(ψ)).
Conversely, consider α ∈ ty(At(ψ)). Then α is an atom in y such that
(7.33) holds. Select then an atom β in this intersection. We have ty(β) = α
and tx(β) ∈ At(ψ) or tx(β) ≥ ψ. This implies β ≥ tx∨y(tx(β)) ≥ tx∨y(ψ).
Then α = ty(β) ≥ ty(tx∨y(ψ)) = ty(ψ). So we conclude that α ∈ At(ty(ψ))
and thus ty(At(ψ)) = At(ty(ψ)). ⊓⊔
According to this theorem SAt(Ψ) is closed under the operation of com-
bination and transport defined above. As in Section 3.1, where we intro-
duced a set algebra as a labeled idempotent information algebra relative
to a f.c.f. (F ,R), we consider pairs (At(ψ), Atx) for d(ψ) = x and define
ΨAtx = {(At(ψ), Atx) : d(ψ) = x} and ΨAt(Ψ) = ∪x∈DΨAtx . The operations
above in SAt(Ψ) can then be extended to Ψ in the following way:
1. Labeling: d(At(ψ), Atx) = Atx.
2. Combination: (At(φ), Atx) · (At(ψ), Aty) = (At(φ) ⊲⊳ At(ψ), Atx ∨
Aty).
3. Transport: tAty(At(ψ), Atx) = (ty(At(ψ)), Aty),
Note that (At(1x), Atx) = (Atx, Atx) and (At(0x), Atx) = (∅, Atx) are
the unit and null elements of combination in domain Atx. The map ψ 7→
(At(ψ), Atx) for d(ψ) = x satisfies, according to Theorem 7.23,
φ · ψ 7→ (At(φ), Atx) · (At(ψ), Aty),
1x 7→ (Atx, Atx),
0x 7→ (∅, Atx),
ty(ψ) 7→ tAty(At(ψ)), x). (7.34)
All this indicates that the algebra of subsets of atoms in SAt(ψ) might be a
generalised information algebra, somehow connected to the original atomic
algebra (Ψ,D; ;≤,⊥, ·, t). To pursue this line of inquiry we strengthen the
concept of an atomic algebra
Definition 7.11 Atomistic Information Algebras: A labeled idempo-
tent generalised information algebra (Ψ,D;≤,⊥, ·, t) is called atomistic, if it
is atomic and if for all ψ ∈ Ψx, ψ 6= 0x,
ψ =
∧
At(ψ). (7.35)
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The family of sets Atx for x ∈ D is nearly a family of compatible frames.
Only the Identity of Coarsenings condition does not hold in general 2. We
introduce an additional condition, which proves to be necessary and suffi-
cient to guarantee the Identity of Coarsenings between the frames Atx. We
call two domains x and y from D informorph if
for all α ∈ Atx there exists β ∈ Aty
and for all β ∈ Aty there exists α ∈ Atx
such that α ≡σ β. (7.36)
This means essentially that atoms in domains x and y convey the same in-
formation. In fact, if (7.36) holds, then tx∨y(α) = tx∨y(β), hence ty(α) =
ty(tx∨y(α)) = ty(tx∨y(β)) = β and similarly tx(β) = α. So, we have
tx(ty(α)) = α and also ty(tx(β)) = β for all atoms in Atx or Aty respec-
tively if domains x and y are infomorph.
Define now F = {Atx : x ∈ D} and R = {τx,y : x ≤ y}. Then (F ,R) is
an f.c.f provided that no two domains x and y in D are informorph.
Theorem 7.24 Let (Ψ,D;≤,⊥, d, ·, t) be an atomistic information algebra
such that no two different domains are infomorphic. Then (F ,R) is a family
of compatible frames (f.c.f).
Proof. By definition we have for x ≤ y ≤ z,
τy,z ◦ τx,y(α) = At(tz(At(ty(α))))
= {γ ∈ At(tz(β)) for some β ∈ At(ty(α))}.
This means γ ≥ tz(β) and β ≥ ty(α), hence γ ≥ tz(ty(α)). Since y⊥z|y
and x ≤ y we have also x⊥z|y and therefore tz(ty(α)) = tz(α). Therefore,
γ ≥ tz(α), that is γ ∈ At(tz(α)). So we conclude that τy,z ◦ τx,y(α) =
At(tz(α)) = τx,z(α). Therefore, τy,z ◦ τx,y = τx,z ∈ R. This shows that
composition of refinings holds.
For all α ∈ Atx we have tx(α) = α. So τx,x is the identity map τx,x(α) =
{α}. This is the identity condition. The identity of refining is obvious.
Clearly Atx∨y is the minimal common refinement of Atx and Aty and τx,x∨y
and τy,x∨y are the corresponding refinings and for all atoms α ∈ Atx∨y we
have τx,x∨y(β) ∩ τy,x∨y(γ) = {α} if β = tx(α) and γ = ty(α).
So far, the assumption that no two domains are informorphic is not used.
This assumption means that if (7.36) holds for a pair of domains x, y ∈ D,
then x = y. Consider then domains x, y, z ∈ D where x, y ≤ z, such that for
each atom α in x there is an atom β in domain y such that τx,z(α) = τy,z(β).
2This means that the frames Atx form only a preorder under the order induced by
refinings. This is may be an indication that a preorder of domains or frames could be
sufficient to develop the theory of generalised information algebra, see (Dawid, 2001).
140 CHAPTER 7. PROPER INFORMATION
This means that At(tz(α)) = At(tz(β)) or that tz(α) = tz(β) since the
algebra is assumed to be atomistic. But then tx∨y(α) = tx∨y(tz(α)) =
tx∨y(tz(β)) = tx∨y(β). So, we have α ≡σ β. In the same way we find for
each atom β in domain y an atom α in domain x such that α ≡σ β. But then
the assumption implies x = y, hence Atx = Aty. So Identity of Coarsening
holds in (F ,R). ⊓⊔
In this f.c.f (F ,R) we may of course define the relation of conditional
independence between frames as in Section 2.3. Provided the conditional
independence relation defines a q-separoid, we may, as in Section 3.1, define
the generalised information algebra (Φ,F ;≤,⊥, d, ·, t) of subsets of atoms
if the original algebra (Ψ,D;≤,⊥, d, ·, t) is atomistic. We shall see below
that the original algebra is in fact embedded into this algebra of subsets of
atoms.
But before we turn to this issue, we remark that the conditional inde-
pendence relation in the f.c.f (F ,R) is closely related to the relation x⊥y|z
in the q-separoid (D;≤,⊥). First of all, we have that x ≤ y in D implies
Atx ≤ Aty in (F ;≤,⊥) (we make as usual no distinction in the notation
of relations in both structure (D;≤,⊥) and (F ;≤,⊥)). Further, we have
Atx ∨ Aty = Atx∨y. So, as partial orders (F ;≤,⊥) is homomorphic to
(F ;≤,⊥). In fact, there is more as the following theorem shows.
Theorem 7.25 Let (Ψ,D;≤,⊥, ·, t) be an atomic information algebra. Then
x⊥y|z implies Atx⊥Aty|Atz.
Proof. We start by recalling the definition of the relation Atx⊥Aty|Atz
in (F ,R). For α ∈ Atx, β ∈ Aty and γ ∈ Atz we have (Section 2.3),
Rγ(Atx, Aty) = {(α, β) : (α, β, γ) ∈ R(Atx, Aty, Atz)}.
Further, (α, β, γ) ∈ R(Atx, Aty, Atz) means that
τx,x∨y∨z(α) ∩ τy,x∨y∨z(β) ∩ τz,x∨y∨z(γ) 6= ∅. (7.37)
Similarly,
Rγ(Atx) = {α : (α, γ) ∈ R(Atx, Atz)},
Rγ(Aty) = {β : (β, γ) ∈ R(Aty, Atz)}.
Here we have (α, γ) ∈ R(Atx, Atz) and (β, γ) ∈ R(Aty, Atz) if
τx,x∨z(α) ∩ τz,x∨z(γ) 6= ∅ and τy,y∨z(β) ∩ τz,y∨z(γ) 6= ∅. (7.38)
Finally, Atx⊥Aty|Atz means that
Rγ(Atx, Aty) = Rγ(Atx)×Rγ(Aty) (7.39)
for all γ ∈ Atz.
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Remember that we have always Rγ(Atx, Aty) ⊆ Rγ(Atx) × Rγ(Aty).
Assume then (7.38). Remind that x⊥y|z implies x ∨ z⊥y ∨ z|z. Since
we assume τx,x∨z(α) ∩ τz,x∨z(γ) 6= ∅ there is an atom α
′ in the intersec-
tion At(tx∨z(α)) ∩ At(tx∨z(γ)). Then tx∨z(α), tx∨z(γ) ≤ α
′ so that α =
tx(tx∨z(α)) ≤ tx(α
′). Since tx(α
′) is an atom in x, we conclude that α =
tx(α
′). In the same way we obtain also γ = tz(α
′). Similarly select an atom
β′ in At(ty∨z(β))∩At(ty∨z(γ)) and conclude in the same way that β = ty(β
′)
and γ = tz(β
′).
Since x∨z⊥y∨z|z we obtain tz(α
′ ·β′) = tz(α
′) ·tz(β
′) = γ. Since γ 6= 0z
we infer that α′ · β′ 6= 0x∨y∨z. Therefore there is an atom γ
′ ∈ At(α′ · β′),
that is, γ′ ≥ α′ · β′. We have
α′ · β′ = tx∨y∨z(α
′) · tx∨y∨z(β
′) ≥ tx∨y∨z(α
′) ≥ tx∨y∨z(tx∨z(α)) = tx∨y∨z(α).
So, γ′ is an atom in At(tx∨y∨z(α)). In the same way we obtain that γ
′ ≥
tx∨y∨z(β), so that γ
′ is also an element of At(tx∨y∨z(β)). Finally γ
′ ≥ α′ · β′
implies γ′ ≥ tz(α
′ · β′) = tz(α
′) · tz(β
′) = γ. From this we conclude also that
γ′ ≥ tx∨y∨z(γ), hence γ
′ belongs also to At(tx∨y∨z(γ)). But this shows that
(7.37) holds. And this concludes the proof. ⊓⊔
Remark that in the proof of this theorem, no use is made of the assump-
tion that (F ,R) is an f.c.f, that is that no two different domains are info-
morph. But we now make again this assumption such that (F ,R) becomes
a f.c.f and the algebra of subsets of atoms (Φ,F ;≤,⊥, d, ·, t) a generalised,
idempotent information algebra and turn to the question how the original
atomistic algebra (Ψ,D;≤,⊥, d, ·, t) is related to this algebra. We have in-
troduced above ΨAt(Ψ) as the set of pairs (At(ψ), Atx), if d(ψ) = x. They
belong to the set Φ. So, the map ψ 7→ (At(ψ), Atx) maps Ψ into Φ.
In summary, we have the following maps between (Ψ,D;≤,⊥, d, ·, t) and
(Φ,F ;≤,⊥, d, ·, t)
ψ ∈ Ψ 7→ (At(ψ), Atx) ∈ Φ if d(ψ) = x,
x ∈ D 7→ Atx ∈ F ,
tx : Ψ→ Ψ 7→ tAx : Φ→ Φ.
If (Ψ,D;≤,⊥, d, ·, t) is atomistic and no two domains are infomorph, then
these maps satisfy the homomorphy conditions (7.34) and further the map
x 7→ Atx maintains order and x⊥y|z implies Atx⊥Aty|Atz (Theorem 7.25),
is therefore a q-separoid homomorphism (Dawid, 2001). Further, At(φ) =
At(ψ) implies φ = ∧At(φ) = ∧At(ψ) = ψ and Atx = Aty implies x = y.
So these maps are one-to-one. Therefore, we may speak of an embedding
of the atomistic information algebra (Ψ,D;≤,⊥, d, ·, t) into the generalised
information algebra (Φ,F ;≤,⊥, d, ·, t) of sets of atoms. In other words, an
atomistic information algebra may be represented by the information algebra
of the sets of its atoms. Each piece of information ψ is represented by the set
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of its atoms At(ψ). We may consider the atoms in At(ψ) the set of possible
answers compatible with the piece of information ψ. In this way any piece of
information is represented by its set of possible answers. A more complete
study of representation of idempotent valuation algebras by set algebras is
given in (Kohlas & Schmid, 2016).
Part III
Constructing New Algebras
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Chapter 8
Information Maps
8.1 Continuous Maps
There are many ways to construct new information or valuation algebras
from old ones. For instance, maps from any set into a generalised information
algebra or a valuation algebra form again an information or valuation algebra
under point-wise combination and extraction. In this section however, we
consider order-preserving maps, between idempotent domain-free valuation
algebras and show that these structures form Cartesian closed categories. It
turns out, that only order-preserving maps between idempotent valuation
algebras, rather than idempotent generalised information algebras lead to a
satisfactory theory of Cartesian closed categories.
Consider two idempotent, domain-free information algebras (Ψ1, E1; ·, ◦)
and (Ψ2, E2; ·, ◦) satisfying each axioms D0 to D5 of Section 5.2. A map
f : Ψ1 → Ψ2 is order-preserving, if φ1 ≤ ψ1 in Ψ1 implies f(φ1) ≤ f(ψ2) in
Ψ2, a more informative piece of information is mapped to a more informative
piece of information. For the maps to be considered here, we require more:
The null element in Ψ1, and only the null element, should map to the null
element in Ψ2, the map f can neither eliminate nor create contradiction.
This leads us to the following definition:
Definition 8.1 If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two domain-free val-
uation algebras satisfying axioms D0 to D5 (Section 5.2), then an order-
preserving map f : Ψ1 → Ψ2 such that f(ψ) = 0 if and only if ψ = 0 is
called an information map. If furthermore f(1) = 1, the information map
is called strict.
In this definition, as well as in the sequel it should b e clear that the
symbols 0 and 1 denote unit and null elements both in Ψ1 and Ψ2 according
to the context, we do not differentiate between them by notation. The same
holds for operations and relational symbols, it will always be clear from the
context, whether the operation or relation is in Ψ1 or Ψ2.
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Denote the set of all information maps between Ψ1 and Ψ2 by [Ψ1 → Ψ2].
We define the following operations for information maps f, g ∈ [Ψ1 → Ψ2]
and extraction operators ǫ1 ∈ E1 and ǫ2 ∈ E2:
1. Combination: f · g defined by (f · g)(ψ) = f(φ) · g(ψ) for all ψ ∈ Ψ1,
2. Extraction: (ǫ1, ǫ2)(f) defined by (ǫ1, ǫ2)(f)(ψ) = ǫ2(f(ǫ1(ψ)) for all
ψ ∈ Ψ1.
It is obvious that f · g, (ǫ1, ǫ2)(f) ∈ [Ψ1 → Ψ2], so [Ψ1 → Ψ2] is closed both
under combination as well as extraction. The Cartesian product E1 × E2
is a semigroup under coordinate-wise composition, (ǫ1, ǫ2) ◦ (η1, η2) = (ǫ1 ◦
η1, ǫ2 ◦ η2). In fact, we show that these operations define an idempotent
domain-free valuation algebra of information maps.
Theorem 8.1 If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two domain-free valua-
tion algebras satisfying axioms D0, D1 and D3,D4,D5 (Section 5.2), then
([Ψ1 → Ψ2], E1 × E2; ·, ◦) satisfies the same axioms.
Proof. To verify axiom D0, consider the composition of (ǫ1, ǫ2) and
(η1, η2),
((ǫ1, ǫ2) ◦ (η1, η2))(f)(ψ)
= (ǫ1, ǫ2)((η1, η2)(f))(ψ) = ǫ2(η2(f(η1(ǫ1(ψ))))).
Commutativity and idempotentcy of composition in E1 × E2 follows then
from commutativity and idempotency of composition in E1 and E2. There-
fore, axiom D0 holds. It is clear that information maps form an idempotent,
commutative semigroup under combination. The unit and null elements in
[Ψ1 → Ψ2] are the maps 1 and 0 defined by 1(ψ) = 1 and 0(ψ) = 0 for all ψ ∈
Ψ1. So axiom D1 is satisfied. Further, we have (ǫ1, ǫ2)(1)(ψ) = ǫ2(1(ǫ1(ψ)) =
1 and similarly (ǫ0, ǫ2)(0)(ψ) = ǫ2(0(ǫ1(ψ)) = 0. So, (ǫ1, ǫ2)(1) = 1 and
(ǫ1, ǫ2)(0) = 0. Further, if (ǫ1, ǫ2)(f)(ψ) = ǫ2(f(ǫ1(ψ)) = 0 then by axiom
D3 in Ψ1 and Ψ2 we have f(ǫ1(ψ)) = 0, hence ǫ1(ψ) = 0, therefore ψ = 0.
So, (ǫ1, ǫ2)(f) = 0 implies f = 0. This shows that axiom D3 is satisfied for
information maps. Then, using axiom D4 in Ψ2, we have for any ψ ∈ Ψ1,
(ǫ1, ǫ2)((ǫ1, ǫ2)(f) · g)(ψ)
= ǫ2((ǫ1, ǫ2)(f) · g)(ǫ1(ψ)) = ǫ2((ǫ1, ǫ2)(f)(ǫ1(ψ)) · g(ǫ1(ψ)))
= ǫ2(ǫ2(f(ǫ1(ǫ1(ψ)))) · g(ǫ1(ψ))) = ǫ2(f(ǫ1(ψ)) · ǫ2(g(ǫ1(ψ))
= ((ǫ1, ǫ2)(f) · (ǫ1, ǫ2)(g))(ψ).
So, we see that (ǫ1, ǫ2)((ǫ1, ǫ2)(f) · g) = (ǫ1, ǫ2)(f) · (ǫ1, ǫ2)(g) and this is
axiom D4. Finally, axiom D5 follows from
(f · (ǫ1, ǫ2)(f))(ψ) = f(ψ) · ǫ2(f(ǫ1(ψ)) = f(ψ)
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since ǫ1(ψ) ≤ ψ, hence f(ǫ1(ψ)) ≤ f(ψ). ⊓⊔
The Support Axiom D2 is, in general, not satisfied by information maps,
even if it is satisfied in Ψ1 and Ψ2. We may trivially alway adjoin the identity
map id both to E1 and E2, then axiom D2 is trivially satisfied in Ψ1 and
Ψ2, even if it was not before, and it is then also satifsied in [Ψ1 → Ψ2].
Note that this axiom is only important for duality between domain-free and
labeled algebras. For valuation algebras the duality plays only, when the
extraction operators form a lattice, so duality is in this framework of less
interest, and the support axiom is not needed.
Next, we consider continuous valuation algebras. In section 7.4 we
have introduced and discussed continuous generalised information algebras.
Continuous valuation algebras are defined analogously and the same re-
sult hold for valuation algebras as for generalised information algebras, see
(Kohlas, 2003a; Kohlas & Schmid, 2014). In this context, we consider con-
tinuous maps:
Definition 8.2 If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two continuous domain-
free valuation algebras with bases B1 and B2 respectively, then a map f :
Ψ1 → Ψ2 is called continuous, if for all ψ ∈ Ψ1,
f(ψ) =
∨
{f(φ) : φ ∈ B1, φ≪ ψ}
and f(ψ) = 0 if and only if ψ = 0.
Let [Ψ1 → Ψ2]c denote the set of continuous maps between Ψ1 and Ψ2.
A continuous map is obviously order-preserving, hence an information map.
Continuity of maps is a purely order-theoretic concept and there are
several equivalent definitions (Davey & Priestley, 2002):
Lemma 8.1 The following are equivalent:
1. f(ψ) =
∨
{f(φ) : φ ∈ B1, φ≪ ψ} for all ψ ∈ Ψ1,
2. {φ ∈ B2 : φ≪ f(ψ)} ⊆ {φ ∈ Ψ2 : φ ≤ f(χ), χ≪ ψ for some χ ∈ B1}
for all ψ ∈ Ψ1,
3. if X ⊆ Ψ1 is directed, then
f(
∨
X) =
∨
ψ∈X
f(ψ).
Proof. (1) ⇒ (2) : Consider an element φ ∈ B2 such that φ ≪ f(ψ).
Then we have by (1)
φ≪ f(ψ) =
∨
{f(χ) : χ ∈ B1, χ≪ ψ|}.
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The set {f(χ) : χ ∈ B1, χ≪ ψ|} is directed. Therefore, there is an element
χ ∈ B1 with χ≪ ψ, and such that φ ≤ f(χ). So (2) holds.
(2) ⇒ (3) : Consider a directed subset X of Ψ1 and define ψ =
∨
X. If
φ ∈ B2 such that φ ≪ f(ψ), then there exists by (2) an element χ ∈ B1
such that χ ≪ ψ and φ ≤ f(χ). There is then further an element η ∈ X
such that χ ≤ η. Hence we conclude that φ ≤ f(χ) ≤ f(η) ≤
∨
f(X). So,
by continuity in Ψ2, we have
f(
∨
X) =
∨
{φ ∈ B2 : φ≪ f(
∨
X)} ≤
∨
f(X).
Obviously, f(
∨
X) ≥
∨
f(X), so that f(
∨
X) =
∨
f(X), hence (3) holds.
(3) ⇒ (1) : By continuity in Ψ1, we have ψ =
∨
{φ ∈ B1 : φ ≪ ψ}, the
set {φ ∈ B1 : φ≪ ψ} is directed, and therefore, (1) follows from (3), ⊓⊔
As a corollary, it follows from Theorem 7.19 that the extraction operators
ǫ of a continuous idempotent valuation algebra (Ψ, E; ·, ◦) are continuous
maps, hence belongs to [Ψ → Ψ]c. We proceed to show that combination
and extraction operators of continuous maps produce continuous maps. This
implies then, that ([Ψ1 → Ψ2]c, E1×E2; ·, ◦) is again an idempotent contin-
uous valuation algebra, in fact, a subalgebra of ([Ψ1 → Ψ2], E1 × E2; ·, ◦).
Theorem 8.2 If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two continuous domain-
free valuation algebras, f, g ∈ [Ψ1 → Ψ2]c, (ǫ1, ǫ2) ∈ E1 × E2, then f ·
g, (ǫ1, ǫ2)(f) ∈ [Ψ1 → Ψ2]c.
Proof. The proof is straightforward using item 3 of Lemma 8.1 and
continuity of extractor operators in Ψ1 and Ψ2. So, let X be a directed
subset of Ψ1, then
(f · g)(
∨
X)
= f(
∨
X) ∨ g(
∨
X) = (
∨
ψ∈X
f(ψ)) ∨ (
∨
ψ∈X
g(ψ))
=
∨
ψ∈X
(f(ψ) ∨ g(ψ)) =
∨
ψ∈X
(f · g)(ψ).
This shows that f · g is continuous.
In a similar way, since both ǫ1(X) and f(ǫ(X)) are directed sets,
(ǫ1, ǫ2)(f)(∨X)
= ǫ2(f(ǫ1(
∨
X)) = ǫ2(f(
∨
ψ∈X
ǫ1(ψ))
=
∨
ψ∈X
ǫ2(f(ǫ1(ψ)) =
∨
ψ∈X
(ǫ1, ǫ2)(f)(ψ).
This shows that (ǫ1, ǫ2)(f) is a continuous map. ⊓⊔
It is well-known from order theory that ([Ψ1 → Ψ2]c;≤) is a continuous
lattice. Then we can use Theorem 7.19 to show thaf ([Ψ1 → Ψ2]c, E1 ×
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E2; ·, ◦) is a continuous valuation algebra. Before we do that (Theorem
8.4 below), we want to be more explicite and introduce a natural basis in
[Ψ1 → Ψ2]c. Let Y be a finite subset of the basis B1 of Ψ1. We call a
function s : Y → B2 a simple function. Let S be the set of simple function.
For any simple function s let Y (s) denote the domain of s and define for all
ψ ∈ Ψ1
sˆ(ψ) = ∨{s(χ) : χ ∈ Y (s), χ≪ ψ},
where sˆ(ψ) = 1, if there is no χ ∈ Y (s) such that χ≪ ψ. Then sˆ maps Ψ1
into B2, and the range of sˆ is finite. We claim that B = {sˆ : s ∈ S} is a basis
in ([Ψ1 → Ψ2]c, E1 × E2; ·, ◦). We show first that any map sˆ is continuous.
Lemma 8.2 For every s ∈ S, the map sˆ is continuous.
Proof. Obviously, sˆ is order-preserving. Consider a directed set X in Ψ1
and an element ψ ∈ X. Then sˆ(ψ) ≤ sˆ(
∨
X), hence
∨
ψ∈X sˆ(ψ) ≤ sˆ(
∨
X).
Conversely, consider an element ψ ∈ Y (s) such that ψ ≪
∨
X. Then there
exists a φ ∈ X such that ψ ≤ φ, and s(ψ) ≤ sˆ(ψ) ≤ sˆ(φ). Thus, we see that
sˆ(
∨
X) =
∨
{s(ψ) : ψ ∈ Y (s), ψ ≪
∨
X} ≤
∨
φ∈X
sˆ(φ).
So we conclude that sˆ(
∨
X) =
∨
φ∈X sˆ(φ), which shows that sˆ is continuous.
⊓⊔
Next, we verify that B is closed under combination. In fact, we have
sˆ1 · sˆ2 = sˆ, where
s(ψ) =


s1(ψ) if ψ ∈ Y (s1)− Y (s2),
s2(ψ) if ψ ∈ Y (s2)− Y (s1),
s1(ψ) ∨ s2(ψ) if ψ ∈ Y (s1) ∩ Y (s2).
Finally we show that the maps sˆ ≪ f approximate the continuous map f .
For this purpose we need the following lemma:
Lemma 8.3 If sˆ(ψ)≪ f(ψ) for all ψ ∈ Ψ1, then sˆ≪ f .
Proof. Consider a directed set G of continuous functions in [Ψ1 → Ψ2]c
such that f ≤
∨
G. Then we have
f(ψ) ≤
∨
g∈G
g(ψ)
for all ψ ∈ Ψ1. Therefore, if sˆ(ψ) ≪ f(ψ), there is a map gψ such that
sˆ(ψ) ≤ gψ(ψ). But sˆ takes on only finitely many different values χi. So, for
each value χi = sˆ(ψ) we may select a map gi = gψ such that χi ≤ gi(ψ).
Since G is directed, there is a map g ∈ G, such that gi ≤ g, hence χi ≤ g
for all i. But this means that sˆ ≤ g and this proves that sˆ≪ f . ⊓⊔
Now, we are ready to show that ([Ψ1 → Ψ2]c;≤) is a continuous lattice.
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Theorem 8.3 For every f ∈ [Ψ1 → Ψ2]c we have
f =
∨
{sˆ : sˆ≪ f}. (8.1)
Proof. We show f(ψ) =
∨
{sˆ(ψ) : sˆ ≪ f} for all ψ ∈ Ψ1. This proves
then (8.1). So fix a ψ ∈ Ψ1. By continuity in Ψ2 we have
f(ψ) =
∨
{χ ∈ B2 : χ≪ f(ψ)} =
∨
{sˆ(ψ) : sˆ(ψ)≪ f(ψ)},
since for all χ ∈ B2 there is a function sˆ such that sˆ(ψ) = χ. In fact, by
continuity in Ψ1 we have ψ =
∨
{η ∈ B1 : η ≪ ψ}. Select a η ≪ ψ and
define for Y = {η} the simple function s(η) = χ. Then clearly sˆ(ψ) = χ.
Now, using Lemma 8.3 we conclude that
{sˆ(ψ) : for sˆ such that sˆ(ψ)≪ f(ψ)}
= {sˆ(ψ) : sˆ(χ)≪ f(χ) for all χ ∈ Ψ1} ⊆ {sˆ(ψ) : sˆ≪ f |}
So, we have
f(ψ) ≤
∨
{sˆ(ψ) : sˆ≪ f} ≤ f(ψ)
since sˆ≪ f implies sˆ ≤ f , hence sˆ(ψ) ≤ f(ψ). Therefore we obtain f(ψ) =∨
{sˆ(ψ) : sˆ≪ f} for all ψ ∈ Ψ1, hence (8.1). ⊓⊔
Since in [Ψ1 → Ψ2]c;≤) the order is point-wise, it follows that it is a
complete lattice, hence a continuous lattice. This permits to conclude that
continuous maps form a continuous valuation algebra.
Theorem 8.4 If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two continuous domain-
free valuation algebras, then ([Ψ1 → Ψ2]c, E1 × E2; ·, ◦) is a continuous
domain-free valuation algebra.
Proof. We know already that ([Ψ1 → Ψ2]c, E1×E2; ·, ◦) is an idempotent
valuation algebra and ([Ψ1 → Ψ2]c;≤) is a continuous lattice. Therefore, by
Theorem 7.19 (which applies as well to idempotent valuation algebras as to
generalised idempotent information algebras) we need only to prove that
(ǫ1, ǫ2)(
∨
G) =
∨
g∈G
(ǫ1, ǫ2)(g) (8.2)
for any directed set G in [Ψ1 → Ψ2]c. This is straightforward using Theorem
7.19 in Ψ2,
(ǫ1, ǫ2)(
∨
G)(ψ)
= ǫ2((
∨
G)(ǫ1(ψ))) = ǫ2(
∨
g∈G
g(ǫ1(ψ)))
=
∨
g∈G
ǫ2(g(ǫ1(ψ)) =
∨
g∈G
(ǫ1, ǫ2)(g)(ψ)
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for all ψ ∈ Ψ1. This proves (8.2), hence the theorem. ⊓⊔
The case, where (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are algebraic has been
discussed in (Kohlas, 2003a), although only in the multivariate setting. It
has there that in this case ([Ψ1 → Ψ2]c, E1 × E2; ·, ◦) is also an algebraic
valuation algebra with sˆ as finite elements.
8.2 Cartesian Closed Categories
We consider the categories of idempotent, domain-free valuation algebras
IA, and of algebraic and continuous valuation algebra ALGIA and CON-
TIA and we are going to show that these categories are all Cartesian closed.
We assume throughout in the sequel, that the valuation axioms satisfy ax-
ioms D0, D1 and D3,D4,D5, whereas the Support Axiom D2 is not required.
1. The category IA has as objects idempotent, domain-free valuation
algebras and as morphisms information maps Φ→ Ψ.
2. The category of continuous valuation algebras CONTIA has as ob-
jects continuous valuation algebras and as morphisms continuous maps
Φ→ Ψ.
3. The category of algebraic valuation algebras ALGIA has as objects
algebraic valuation algebras and as morphisms continuous maps Φ→
Ψ.
The category ALGIA is a subcategory of CONTIA, which itself is
a subcategory of IA. We are going to show that all these categories are
Cartesian closed. To remind: A category C is Cartesian closed, if it satisfies
the following three conditions:
1. The category C has a terminal object : There is an object T ∈ C such
that there is exactly one morphism from any object to T .
2. The category C has finite products: For any pair of objects A,B ∈
C, there is an object A × B and morphisms pA;A × B → A and
pB : A × B → B, such for any object C and for pair of morphisms
f1 : C → A and f2 : C → B there is a morphism f : C → A × B so
that pA ◦ f = f1 and pB ◦ f = f2.
3. The category C has exponentials: For any pair of objects B,C ∈ C,
there is an object CB and a morphism eval : CB ×B → C such that
for for every morphism f : A × B → C there is a unique morphism
λf : A→ CB so that eval ◦ (λf, idB) = f .
We are going to show that these elements exist for our three categories
IA,CONTIA andALGIA. The terminal object in all three cases is simply
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the valuation algebra ({1}, {id}; ·, ◦). The finite product is the Cartesian
product of valuation algebras.
Theorem 8.5 The Cartesian product (Ψ1×Ψ2, E1×E2; ·, ◦) of two idempo-
tent (continuous, algebraic) valuation algebras (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦)
under component-wise join and meet respectively and also component-wise
information extraction, is the categorial direct product of the two valuation
algebras in IA (CONTIA, ALGIA, respectively).
Proof. We show first that (Ψ1 × Ψ2, E1 × E2; ·, ◦) is an idempotent
valuation algebra. Combination in Ψ1 × Ψ2 is defined component-wise and
it is obvious that (Ψ1×Ψ2; ·) is then an idempotent commutative semigroup
with null element (0, 0) and unit (1, 1), hence a bounded join-semilattice
under the induced information order. In E1×E2 meet is defined component-
wise and in this way (E1×E2,≤) becomes a meet-semilattice. For any pair
(ǫ1, ǫ2) in E1 × E2, an operator
(ǫ1, ǫ2)(ψ1, ψ2) = (ǫ1(ψ1), ǫ2(ψ2))
is defined. It is obvious that axioms D2 to D5 of an idempotent valuation
algebra carry over to the Cartesian product (Ψ1 × Ψ2, E1 × E2; ·, ◦), which
is therefore an idempotent information algebra.
We define the projections pi by pi(ψ1, ψ2) = ψi for i = 1, 2. These
projections are clearly information maps. Consider then an idempotent
information algebra (Ψ, E; ·, ◦) and two information maps fi : Ψ → Ψi, for
i = 1, 2. Define f : Ψ → Ψ1 × Ψ2 by f(ψ) = (f1(ψ), f2(ψ)). Again, f is an
information map. Then, fi = pi ◦ f for i = 1, 2. Thus, the product algebra
(Ψ1×Ψ2, E1×E2; ·, ◦) is the direct product of (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦)
in IA.
Next, we show that the Cartesian product of two continuous valuation
algebras is continuous. Let then B1 and B2 be bases in Ψ1 and Ψ2 respec-
tively. Obviously B1 × B2 is closed under join and contains the bottom
element (11, 12), where 11 and 12 are the bottom elements of Ψ1 and Ψ2 re-
spectively. We claim that B1×B2 is a basis of Ψ1×Ψ2. Let X ⊆ B1×B2 be
a directed set and define X1 = {ψ1 ∈ B1 : ∃ψ2 ∈ B2 so that (ψ1, ψ2) ∈ X}.
X2 is defined similarly as the set of elements in B2 obtained from X. Both
X1 and X2 are clearly directed. Then (
∨
X1,
∨
X2) is an upper bound of X,
and it is obviously its supremum. So
∨
X = (
∨
X1,
∨
X2) exists in Ψ1×Ψ2.
This is the convergence property.
We have (ψ′1, ψ
′
2) ≪ (ψ1, ψ2) if and only if, ψ
′
1 ≪ ψ1 and ψ
′
2 ≪ ψ2, the
≪-relation taken in Ψ1 × Ψ2, Ψ1 and Ψ2 respectively. Consider (ψ1, ψ2) ∈
Ψ1 ×Ψ2. Then∨
{(ψ′1, ψ
′
2) ∈ B1 ×B2 : (ψ
′
1, ψ
′
2)≪ (ψ1, ψ2)}
= (
∨
{ψ′1 ∈ B1 : ψ
′
1 ≪ ψ1},
∨
{ψ′2 ∈ B2 : ψ
′
2 ≪ ψ2})
= (ψ1, ψ2).
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This shows that Ψ1 ×Ψ2 is a continuous lattice.
If (ǫ1, ǫ2) ∈ E1 × E2, then we obtain in the same way∨
{(ψ′1, ψ
′
2) ∈ B1 ×B2 : (ψ
′
1, ψ
′
2) = (ǫ1, ǫ2)(ψ
′
1, ψ
′
2)≪ (ǫ1, ǫ2))(ψ1, ψ2)}
= (
∨
{ψ′1 ∈ B1 : ψ
′
1 = ǫ1(ψ
′
1)≪ ǫ1(ψ1)},∨
{ψ′2 ∈ B2 : ψ
′
2 = ǫ2(ψ
′
2)≪ ǫ2(ψ2)})
= (ǫ1(ψ1), ǫ2(ψ2)) = (ǫ1, ǫ2)(ψ1, ψ2).
So strong density holds too. This proves that (Ψ1 × Ψ2, E1 × E2; ·, ◦) is a
continuous information algebra.
The projections p1 and p2 are evidently continuous maps. Let then
finally (Ψ, E; ·, ◦)) be a continuous information algebra and f1 and f2 be
continuous maps f1 : Ψ→ Ψ1 and f2 : Ψ→ Ψ2. Then we define f = (f1, f2)
as a map from Ψ to Ψ1 × Ψ2. It is continuous, since its components f1
and f2 are so. Then clearly p1 ◦ f = f1 and p2 ◦ f = f2. It follows that
(Ψ1 ×Ψ2, E1 ×E2; ·, ◦) is the direct product in CONTIA.
If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are algebraic valuation algebras, then
(Ψ1 × Ψ2, E1 × E2) is algebraic, and its finite elements are given by the
Cartesian product of the finite elements of each factor since (ψ′1, ψ
′
2) ≪
(ψ1, ψ2) exactly if ψ
′
1 ≪ ψ1 and ψ
′
2 ≪ ψ2. So, (Ψ1 ×Ψ2, E1 ×E2; ·, ◦) is the
direct product in ALGIA. This completes the proof. ⊓⊔
Next we show that the valuation algebras of monotone or continuous
maps are the exponentials of the respective category of idempotent, contin-
uous or algebraic valuation algebras.
Theorem 8.6 If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two objects of the cat-
egory IA, then the idempotent valuation algebra ([Ψ1 → Ψ2], E1 × E2; ·, ◦)
is an exponential of IA. If (Ψ1, E1; ·, ◦) and (Ψ2, E2; ·, ◦) are two objects of
the categories CONTIA or ALGIA, then ([Ψ1 → Ψ2]c, E1×E2; ·, ◦) is an
exponential of the respective categories.
Proof. We only treat the case of continuous valuation algebras, the
other cases follow in the same way. We know from Theorem 8.4 that
([Ψ1 → Ψ2], E1×E2; ·, ◦) is a continuous information algebra. We define the
morphism eval : [Ψ1 → Ψ2]c ×Ψ1 → Ψ2 for f ∈ [Ψ1 → Ψ2]c and ψ ∈ Ψ1 by
eval(f, ψ) = f(ψ).
The map eval is continuous.
Consider another continuous valuation algebra (Ψ, E; ·, ◦) and let f : Ψ×
Ψ1 → Ψ2 be a continuous map. Then we define a map λf : Ψ→ [Ψ1 → Ψ2]c
for χ ∈ Ψ and ψ ∈ Ψ1 by
λf(χ)(ψ) = f(χ,ψ).
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The map λf is continuous if f is so. In fact, let X be a directed set in Λ.
Then we have for ψ ∈ Ψ1,
λf(
∨
X)(ψ) = f(
∨
X,ψ) = f(
∨
χ∈X
(χ,ψ)) =
∨
χ∈X
f(χ,ψ) =
∨
χ∈X
λf(χ)(ψ).
Thus we see that λf(
∨
X) =
∨
χ∈X λf(χ).
Now finally for (χ,ψ) ∈ Ψ×Ψ1, we obtain that eval ◦ (λf, idΨ1)(χ,ψ) =
eval(λf(χ), ψ) = λf(χ)(ψ) = f(χ,ψ). So indeed eval ◦ (λf, idΨ1) = f .
The cases of idempotent and of algebraic valuation algebras are treated
in exactly the same way. ⊓⊔
This shows that the categories IA,ALGIA andCONTIA are all Carte-
sian closed.
Chapter 9
Random Maps
9.1 Simple Random Variables
In practice it can not be excluded that contradictory information is asserted.
Then at least one of these assertions must be wrong. This immediately leads
to the idea that information may be uncertain, at least in the sense that its
assertion may be wrong. For instance, if the source of an information is a
witness, an expert or a sensor, there is always the possibility that the wit-
ness lies, the expert errs or that the sensor is faulty. More generally, the
truth of a piece of information may depend on certain assumptions whose
validity is uncertain. Turned the other way round: Assuming certain as-
sumptions out of a set of possible assumptions, certain pieces of information
may be asserted. The uncertainty of the information stems from the un-
certainty about which assumption is valid. Also different assumptions may
have different likelihood or probabilities to be valid. Viewed from this angle,
uncertain information is represented by a map from a probability space into
an (idempotent) generalised information algebra.
Given such a map, for any piece of information in the information al-
gebra, or more generally each consistent system of information in its ideal
completion, the assumptions supporting the information considered can be
determined: These are all the assumptions whose validity entails the in-
formation. The probability of the assumptions supporting a piece of infor-
mation measures the degree of support of it. Here enters the question of
the measurability of the support. To overcome the restrictions imposed by
measurability considerations, allocations of probability in the probability al-
gebra associated with the probability space of assumptions can be considered
(Kappos, 1969; Shafer, 1973).
Maps representing uncertain information inherit the structure of an in-
formation algebra from their range. Uncertain information thus still is infor-
mation. In many cases, finite uncertain information is in a natural way to be
defined, which turns these algebras of uncertain information into compact
155
156 CHAPTER 9. RANDOM MAPS
or algebraic information algebras.
The present concept of uncertain information has its roots in the the-
ory of hints (Kohlas & Monney, 1995) which in turn is based on Dempster’s
multivalued mappings (Dempster, 1967a). However, whereas Dempster de-
rives probability bounds form these multivalued mappings, the semantics of
the theory of hints is in the spirit of assumption-based reasoning as sketched
above. Seen from the point of view of information algebra, hints are map-
pings into a subset-algebra. The theory can also be given a logical flavour. It
may for instance be combined with propositional logic (Haenni et al., 2000;
Kohlas, 2003a). Since this approach combines logic for deduction of argu-
ments with probability to evaluate likelihood of arguments, we speak also
of probabilistic argumentation systems. A more abstract presentation of this
point of view is given in (Kohlas, 2003b).
Dempster’s approach to multivalued mappings was given by Shafer a
more epistemological flavor (Shafer, 1976). The primary object in this view
is the belief function which corresponds formally to our degree of support
and leads to an allocation of probability as hinted above (Shafer, 1973).
Therefore, in the spirit of Shafer, we study allocations of belief and show that
they too lead to information algebras (Section 10). In particular, we study
how these allocations of probabilities relate to the mappings representing
uncertain information.
We start with simple random variables. Consider a generalised, idem-
potent, domain-free information algebra (Ψ,D;≤,⊥, ·, ǫ). Similar as in the
previous section, we require throughout this section only axioms A0,A1 and
A3,A4,A5,A6 for a generalised information algebra and drop the Support
Axiom AY2. Let Ω be a set whose elements represent different possible as-
sumptions. In applications, Ω often will be a finite set. But we drop this
requirement for the sake of generality. In order to introduce probability,
we assume (Ω,A, P ) to be a probability space with A a σ-algebra of sub-
sets of Ω and P a probability measure on A. Uncertain information will be
represented by a map ∆ from Ω to Ψ. The idea is that ∆(ω) ∈ Ψ repre-
sents the correct information, provided assumption ω ∈ Ω is valid. In order
to simplify, and for considerations of measurability, which will be dropped
later, we restrict however in a first step the maps to be considered. Let
B = {B1, . . . , Bn} be any finite partition of Ω, whose blocks Bi belong all to
A. A mapping ∆ : Ω → Φ, such that ∆(ω) is constant for all ω of a block
Bi,
∆(ω) = ψi, for all i ∈ Bi,
is called a simple random variable in Ψ.
Denote the family of all simple random variables by Rs. These maps
inherit the operations of the information algebra:
1. Combination: Let ∆1 and ∆2 be simple random variables in (Ψ,D;≤
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,⊥, ·, ǫ). Then ∆1 ·∆2 is defined pointwise by
(∆1 ·∆2)(ω) = ∆1(ω) ·∆2(ω),
where on the right combination is in Ψ.
2. Extraction: Let ∆ be a simple random variable in (Ψ,D;≤,⊥, ·, ǫ).
Then define ǫx(∆) for x ∈ D by
(ǫx(∆))(ω) = ǫx(∆(ω)),
where on the right extraction takes place in Ψ.
We have to verify that the maps so defined are still simple random variables.
Let B1 and B2 be the finite partitions of Ω associated with ∆1 and ∆2
respectively. Then B = B1 ∧ B2 is defined as the partition of Ω whose
blocks are the pairwise intersections of blocks from B1 and B2. Clearly,
the map ∆1 · ∆2 is constant on each block of B, hence a simple random
variable. If further ∆ is defined relative to a partition B of Ω, then ǫx(∆)
is also constant on the blocks of B, hence also a simple random variable.
Obviously, (Rs,D;≤,⊥, ·, ǫ) becomes a generalised idempotent, domain-free
information algebra with these operations. The null element is the simple
random variableN defined byN(ω) = 0, the unit element the simple random
variable U defined by U(ω) = 1 for all ω ∈ Ω. Furthermore, for every ψ ∈ Ψ
the map Dψ(ω) = ψ, for all ω ∈ Ω, is a simple random variable. By the
mapping ψ 7→ Dψ the information algebra (Ψ,D;≤,⊥, ·, ǫ) is embedded in
the information algebra (Rs,D;≤,⊥, ·, ǫ).
Note that the partial order in Rs is also defined point-wise such that
∆1 ≤ ∆2 in Rs if and only if, ∆1(ω) ≤ ∆2(ω) for all ω ∈ Ω.
There are two important special classes of simple random variables: If
for a random variable ∆ defined relative to a partition B = {B1, . . . , Bn} it
holds that ψi 6= ψj for i 6= j, the variable is called canonical. It is a simple
matter to transform any random variable ∆ into an associated canonical one:
Take the union of all blocks Bi ∈ B with identical values φi. This yields
a new partition B′ of Ω. Define ∆′(ω) = ∆(ω). Then ∆′ is the canonical
version of ∆ and we write ∆′ = ∆→. We may consider the set of canonical
random variables, Rs,c, and define between elements of this set combination
and extraction as follows:
∆1 ·c ∆2 = (∆1 ·∆2)
→,
ǫx,c(∆) = (ǫx(∆))
→.
Then (Rs,c,D;≤,⊥, ·c, ǫc) is still an information algebra under these mod-
ified operations. We remark also that (∆1 · ∆2)
→ = (∆→1 · ∆
→
2 )
→ and
(ǫx(∆))
→ = (ǫx(∆
→))→. In fact, (Rs,c,D;≤,⊥, ·c, ǫc) is the quotient alge-
bra of (Rs,D;≤,⊥, ·, ǫ) relative to the congruence ∆1 ≡ ∆2, if ∆
→
1 = ∆
→
2 .
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Secondly, if ∆(ω) = 0 with probability zero, then ∆ is called normalised.
We can associate a normalised simple random variables ∆↓ with any simple
random variable ∆ provided ∆(ω) 6= 0 occurs with a positive probability.
In fact, let Ω↓ = {ω ∈ Ω : ∆(ω) 6= 0}. This is a measurable set with
probability P (Ω↓) = 1 − P{ω ∈ Ω : ∆(ω) = 0} > 0. We consider then
the new probability space (Ω,A, P ′), where P ′ is the conditional probability
measure on A defined by
P ′(A) =
P (A ∩ Ω↓)
P (Ω↓)
, (9.1)
if A ∩ Ω↓ 6= ∅ and P ′(A) = 0, otherwise. On this new probability space
define ∆↓(ω) = ∆(ω). Clearly, it holds that (∆→)↓ = (∆↓)→.
The idea behind normalisation becomes clear, when we consider combi-
nation of random variables: Each of two (normalised) random variables ∆0
and ∆2 represents some (uncertain) information with the following interpre-
tation: One of the ω ∈ Ω must be the correct, but unknown assumption.
However, if ω happens to be the correct assumption, then under the first
random variable information ∆1(ω) can be asserted, and under the second
variable information ∆2(ω). Thus, together, still under the assumption ω,
information ∆1(ω) · ∆2(ω) can be asserted. However, it is possible that
∆1(ω) ·∆2(ω) = 0, even if both ∆1 and ∆2 are normalised. But the element
0 represents a contradiction. Thus in view of the information given by the
variables ∆0 and ∆2, the assumption ω can not hold, since it leads to a con-
tradiction; it can (and must) be excluded. This amounts to normalise the
random variable ∆1·∆2, by excluding all ω ∈ Ω for which the combination re-
sults in a contradiction, and then to condition (i.e. normalise) the probabil-
ity on non-contradictory assumptions. We refer to (Kohlas & Monney, 1995;
Haenni et al., 2000) for a discussion and further justification of these issues.
Two partitions B1 and B2 of Ω are called independent, if B1,i ∩B2,j 6= ∅
for all blocks B1,i ∈ B1 and B2,j ∈ B2. If furthermore P (B1,i ∩ B2,j) =
P (B1,i) ·P (B2,j) for all these pairs of blocks, then the two partitions B1 and
B2 are called stochastically independent. In addition, if ∆1 and ∆2 are two
simple random variables defined on these two partitions respectively, then
these random variables are called stochastically independent too. Note that
if ∆1 and ∆2 are stochastically independent, then their canoncical versions
∆→1 and ∆
→
2 are stochastically independent too.
We now turn to the study of the probability distribution of simple ran-
dom variables. The starting point is the following question: Given a sim-
ple random variable ∆ in an idempotent, generalised information algebra
(Ψ,D;≤,⊥, ·, ǫ), and an element ψ ∈ Ψ, under what assumptions can the
information ψ be asserted to hold? And how likely is it, that these assump-
tions are valid?
If ω ∈ Ω is an assumption such that ∆(ω) ≥ ψ, then ∆(ω) implies ψ. In
this case we may say that ω is an assumption supporting ψ, in view of the
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information conveyed by ∆. Therefore we define for every ψ ∈ Ψ the set
qs∆(ψ) = {ω ∈ Ω : ψ ≤ ∆(ω)}
of assumptions supporting ψ. However, if ∆(ω) = 0, then ω is supporting
every ψ ∈ Ψ, since ψ ≤ 0. The null element 0 represents the contradiction,
which implies everything. In a consistent theory, contradictions must be
excluded. Thus, we conclude that assumptions such that ∆(ω) = 0 are not
really possible assumptions and must be excluded. Let
qs∆(0) = {ω ∈ Ω : ∆(ω) = 0}.
We assume that qs∆(0) is not equal to Ω; otherwise ∆ is representing fully
contradictory “information”. In other words, we assume that proper in-
formation is never fully contradictory. If we eliminate the contradictory
assumptions from qs(φ), we obtain the support set
s∆(ψ) = {ω ∈ Ω : ψ ≤ ∆(ω) 6= 0} = qs∆(ψ)− qs∆(0).
of ψ, which is the set of assumptions properly supporting ψ and the map-
ping s∆ : Ψ → P(Ω) is called the allocation of support induced by ∆. The
set qs(ψ) is called the quasi-support set to underline that it contains con-
tradictory assumptions. This set has little interest from a semantic point of
view, but it is useful for technical and especially for computational purposes.
These concepts capture the essence of probabilistic assumption-based rea-
soning in information algebras as discussed in more detail in (Kohlas & Monney, 1995;
Haenni et al., 2000; Kohlas, 2003a) in a less general setting.
Here are the basic properties of allocations of support:
Theorem 9.1 If ∆ is a simple random variable on an idempotent gener-
alised information algebra (Ψ,D;≤,⊥, ·, ǫ), then the following holds for the
associated allocation of support qs∆, s∆:
1. qs∆(1) = Ω, s(0) = ∅.
2. If ∆ is normalised, then qs∆ = s∆ and qs∆(0) = ∅.
3. For any pair φ,ψ ∈ Φ,
qs∆(φ · ψ) = qs∆(φ) ∩ qs∆(ψ),
s∆(φ · ψ) = s∆(φ) ∩ s∆(ψ).
Proof. (1) and (2) follow immediately from the definition of the allocation
of support. (3) follows since φ · ψ ≤ ∆(ω) if and only if φ ≤ ∆(ω) and
ψ ≤ ∆(ω). ⊓⊔
Knowing assumptions supporting a hypothesis ψ is already interesting
and important. It is the part logic can provide. On top of this, it is important
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to know how likely it is that a supporting assumption is valid. This is the
part added by probability. If we know or may assume that the information
is consistent, then we should condition the original probability measure P in
Ω on the event qsc∆(0). This leads then to the probability space (qs
c
∆(0),A∩
qsc∆(0), P
′), where P ′(A) = P (A)/P (qsc∆(0)). The likelihood of supporting
assumptions for ψ ∈ ψ can then be measured by
sp∆(ψ) = P
′(s∆(ψ)).
The value sp∆(ψ) is called the degree of support of ψ associated with the
random variable ∆. The function sp : ψ → [0, 1] is called the support
function of ∆. It corresponds to the concept of a distribution function of
ordinary random variables.
It is for technical reasons convenient to define the degree of quasi-support
qsp∆(ψ) = P (qs∆(ψ)).
Then, the degree of support can also be expressed in terms of degrees of
quasi-support
sp∆(ψ) =
qsp∆(ψ)− qsp(0)
1− qsp∆(0)
.
This is the form which is usually used in applications (Haenni et al., 2000).
In another consideration, we can also ask for assumptions ω ∈ Ω, un-
der which ∆ shows ψ to be possible, that is, not excluded, although not
necessarily supported. If ∆(ω) is such that combined with ψ it leads to
a contradiction, i.e. if ∆(ω) · ψ = 0, then under ω the information ψ is
excluded by a consistency consideration as above. So we define the set
p∆(ψ) = {ω ∈ Ω : ∆(ω) · ψ 6= 0}.
This is the set of assumptions under which ψ is not excluded, hence can be
considered as possible. Therefore we call it the possibility set of ψ. Note
that p∆(ψ) ⊆ qs
c
∆(0). We can then define the degree of possibility, also
sometimes called degree of plausibility (e.g. in (Shafer, 1976)), by
pl∆(ψ) = P
′(p∆(ψ)).
If ω ∈ qsc∆(0) − p∆(ψ), then, under this assumption, ψ is impossible, that
is contradictory with ∆(ω). So the set qsc∆(0) − p∆(ψ) contains arguments
against ψ and
do∆(ψ) = P
′(qsc∆(0) − p∆(ψ)) = 1− pl∆(ψ).
can be called the degree of doubt in ψ. Note that s∆(ψ) ⊆ p∆(ψ) since
ψ ≤ ∆(ω) 6= 0 implies ψ · ∆(ω) = ∆(ω) 6= 0. Hence, we see that for
9.1. SIMPLE RANDOM VARIABLES 161
all ψ ∈ ψ we have that sp∆(ψ) ≤ pl∆(ψ). These consideration put sim-
ple random variables in the realm of the so-called Dempster-Shafer theory
(Dempster, 1967b; Shafer, 1976).
To underline this further, consider for a simple random variable ∆ with
possible values ψ1, . . . , ψn the probabilities
m(ψi) =
∑
j:ψj=ψi
P (Bj).
Note that m(ψi) = P (Bi), if the random variable ∆ is canonical. Remark
also that
n∑
i=1
m(ψi) = 1.
Such a finite collection of probabilities m(ψi) summing up to one for i =
1, . . . , n is called a basic probability assignment (bpa) in Ψ. Since qs∆(ψ) =
∪ψ≤ψiBi and p∆(ψ) = ∪ψ·ψi 6=0Bi, we see that
qs∆(ψ) =
∑
ψ≤ψi
m(ψi), pl∆(ψ) =
∑
ψ·ψi 6=0
m(ψi).
So, the bpa of a simple random variable determines its degrees of support
and plausibilities. In (Shafer, 1976), support function are called belief func-
tions. Furthermore, if ∆1 and ∆2 are two stochastically independent simple
random variables with possible values ψ1,1, . . . , ψ1,n and ψ2,1, . . . , ψ2,m, then
the possible values of the combined random variable ∆ = ∆1 · ∆2 are ψk,
where each ψk is equal to a combination ψ1,i · ψ2,j . Therefore, the bpa of
the combined variable ∆ is
m(ψk) =
∑
ψ1,i·ψ2,j=ψk
m1(ψ1,i) ·m1(ψ2,j).
If only normalised random variables are considered, then the combined vari-
able ∆ is to be normalised. Then, if
m(0) =
∑
ψ1,i·ψ2,j=0
m1(ψ1,i) ·m0(ψ2,j) < 1,
we obtain the normalised bpa of ∆↓ as
m↓(ψk) =
∑
ψ1,i·ψ2,j=ψk
m1(ψ1,i) ·m1(ψ2,j)
1−m(1)
(9.2)
So, the bpa are also sufficient to compute the bpa of the combination of
stochastically independent pieces of uncertain information. This has been
proposed in a setting of set algebras in (Dempster, 1967a) and the formula
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(9.2) is therefore also called Dempster’s rule. (Shafer, 1976) took up Demp-
ster’s theory and proposed “A Mathematical Theory of Evidence” where
bpa and Dempster’s rule play an import role. In both theories the concept
of a bpa is central. Although Dempster’s and Shafer’s interpretation of the
theory are not quite the same, one speaks often of the Dempster-Shafer
Theory. At least the underlying mathematics in both views are identical.
We shall argue in this chapter that our present theory is a natural gener-
alisation of Dempster-Shafer theory which was confined essentially to finite
subset algebras and simple random variables (in our terminology). However
bpa can no more play the same basic role relative to generalised informa-
tion algebras as in classical Dempster-Shafer theory, since bpa works only
of simple random variables, but not for more general uncertain information.
Also, the full flavour of the duality relation between support and plausibility
is deployed only in the case of Boolean information algebras (Section 11.5).
9.2 Random Mappings
When we want to go beyond simple random mappings, there are several ways
to do this. The most radical one is to consider any mapping Γ : Ω→ Ψ from
a probability space (Ω,A, P ) into an idempotent, generalised information
algebra (Ψ,D;≤,⊥, ·, ǫ) or may be even its ideal completion. Let’s call such
maps random mappings. As before, in the case of simple random variables,
we may define the operations of combination and extraction between random
mappings point-wise in (Ψ,D;≤,⊥, ·, ǫ):
1. Combination: Let Γ1 and Γ2 be two random mappings into (Ψ,D;≤
,⊥, ·, ǫ), then Γ1 · Γ2 is the random mapping into (Ψ,D;≤,⊥, ·, ǫ) de-
fined by
(Γ1 · Γ2)(ω) = Γ1(ω) · Γ2(ω). (9.3)
2. Extraction: Let Γ be a random mapping into (Ψ,D;≤,⊥, ·, ǫ) and
x ∈ D, then ǫx(Γ) is the random mapping into (Ψ,D;≤,⊥, ·, ǫ) defined
by
ǫx(Γ)(ω) = ǫx(Γ(ω)). (9.4)
For a fixed probability space (Ω,A, P ), let RΨ denote the set of all ran-
dom mappings in (Ψ,D;≤,⊥, ·, ǫ). With the two operations defined above,
(RΨ,D;≤,⊥, ·, ǫ) becomes an idempotent generalised information algebra
(excluding the Support Axiom). The mapping U(ω) = 1 for all ω ∈ Ω is the
neutral element of combination; the map N(ω) = 0 the top element. It is
obvious that Γ′ ≤ Γ if and only if Γ′(ω) ≤ Γ(ω) for all ω ∈ Ω.
9.2. RANDOM MAPPINGS 163
Consider the ideal completion (IRΨ ,D;≤,⊥, ·, ǫ) of the information al-
gebra (RΨ,D;≤,⊥, ·, ǫ) of random mappings. Any element Γ ∈ IRΨ may be
represented as
Γ =
∨
{∆ : ∆ ∈ RΨ,∆ ≤ Γ},
Obviously, we also have in the ideal completion IΨ of Ψ,
Γ(ω) =
∨
{∆(ω) : ∆ ∈ RΨ,∆ ≤ Γ} =
∨
{ψ : ψ ∈ Ψ, ψ ≤ Γ(ω)}
for all ω ∈ Ω. Therefore, Γ ∈ IRΨ is also a random mapping into the ideal
completion IΨ of the information algebra Ψ. And any random mapping into
IΨ belongs to IRΨ . This shows that (RIΨ ,D;≤,⊥, ·, ǫ) is identical to the
ideal completion (IRΨ ,D;≤,⊥, ·, ǫ) of the algebra (RΨ,D;≤,⊥, ·, ǫ).
As in the case of simple random variables we may define the allocation
of support sΓ of a random mapping by
sΓ(ψ) = {ω ∈ Ω : ψ ≤ Γ(ω)}. (9.5)
We do not any more distinguish here between the semantic categories of
support and quasi-support as above for simple random variables and speak
simply of support, even though (9.5) is strictly speaking a quasi-support.
This support, as defined in (9.5), has the same properties as the support
of simple random variables, in particular, as in Theorem 9.1, sΓ(1) = Ω and
sΓ(φ · ψ) = sΓ(φ) ∩ sΓ(ψ). Again, as before, with simple random variables,
we may try to define the degree of support induced by a random mapping
Γ of a piece of information ψ by
spΓ(ψ) = P (sΓ(ψ)). (9.6)
This probability is however only defined if sΓ(ψ) ∈ A. There is no guarantee
that this holds in general. The only element which we know for sure to
be measurable is sΓ(1) = Ω. A simple way out of this problem would
be to restrict random mappings to mappings Γ for which sΓ(ψ) ∈ A for
all ψ ∈ Ψ or even for all elements of the ideal completion IΨ. However,
there is a priori no reason why we should restrict ourselves exactly to those
mappings. Therefore we prefer other, more rational approaches to overcome
the difficulty of an only partial definition of degrees of support. Here we
propose a first solution. Later we present some alternatives.
(Shafer, 1979) advocates the use of probability algebras instead of prob-
ability spaces as a natural framework for studying belief functions. Since
degrees of support are like belief functions, we adapt this idea here. First,
we introduce the probability algebra associated with a probability space
(Kappos, 1969). Let J be the σ-ideal of P -null sets in the σ-algebra A of
the probability space. Two sets A′, A′′ ∈ A are equivalent modulo J , if
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A′ − A′′ ∈ J and A′′ − A′ ∈ J . This means that the two sets have the
same probability measure P (A′) = P (A′′). This equivalence is a congru-
ence in the Boolean algebra A. Hence the quotient algebra B = A/J is a
Boolean σ-algebra too. If [A] denotes the equivalence class of A, then, for
any countable family of sets Ai, i ∈ I,
[A]c = [Ac],∨
i∈I
[Ai] =
[⋃
i∈I
Ai
]
,
∧
i∈I
[Ai] =
[⋂
i∈I
Ai
]
. (9.7)
So [A] defines a Boolean homomorphism from A onto B, called projection.
We denote [Ω] by ⊤ and [∅] by ⊥. These are of course the top and bot-
tom elements of B. Now, as is well known, B has some further important
properties (see (Halmos, 1963)): It satisfies the countable chain condition,
which means that any family of disjoint elements of B is countable. Further,
any Boolean algebra B satisfying the countable chain condition is complete.
That is, any subset E ⊆ B has a supremum
∨
E and an infimum
∧
E in
B. Furthermore, the countable chain condition implies also that there is
always a countable subset D of E with the same supremum and infimum,
i.e.
∨
D =
∨
E and
∧
D =
∧
E. We refer to (Halmos, 1963) for these
results. Finally, by µ([A]) = P (A) a normalised, positive measure µ is de-
fined on B. Positive means here that µ(b) = 0 implies b = ⊥. A pair (B, µ)
of a Boolean σ-algebra B, satisfying the countable chain condition, and a
normalised, positive measure µ on it, is called a probability algebra.
We use now this construction of a probability algebra from a probability
space to extend the definition of the degrees of support sΓ beyond elements
ψ for which sΓ(ψ) are measurable. Even if sΓ(ψ) is not measurable, any
A ∈ A such that A ⊆ sΓ(ψ) represents an argument for ψ, that is a set of
assumptions which supports ψ. To exploit this remark, define for every set
H ∈ P(Ω)
ρ0(H) =
∨
{[A] : A ⊆ H,A ∈ A}. (9.8)
This mapping has interesting properties as the following theorem shows.
Theorem 9.2 The application ρ0 : P(Ω) → A/J as defined in (9.8) has
the following properties:
ρ0(Ω) = ⊤,
ρ0(∅) = ⊥,
ρ0
(⋂
i∈I
Hi
)
=
∧
i∈I
ρ0(Hi). (9.9)
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if {Hi, i ∈ I} is a countable family of subsets of Ω.
Proof. Clearly, ρ0(Ω) = [Ω] = ⊤ ∈ A/J . Similarly, ρ0(∅) = [∅] = ⊥ ∈
A/J .
In order to prove the remaining identity, let Hi, i ∈ I be a countable
family of subsets of Ω. For every index i, there is a countable family of
sets H ′j ∈ A such that H
′
j ⊆ Hi and ρ0(Hi) =
∨
[H ′j] = [
⋃
H ′j] since B
satisfies the countable chain condition. Take Ai =
⋃
H ′j. Then Ai ⊆ Hi,
Ai ∈ A and P (Ai) = µ(ρ0(Hi)). Define A =
⋂
i∈I Ai ∈ A. It follows that
A ⊆
⋂
i∈I Hi and, because the projection is a σ-homomorphism, we obtain
[A] =
∧
i∈I [Ai] =
∧
i∈I ρ0(Hi).
We are going to show now that [A] = ρ0(
⋂
i∈I Hi) which proves then
the theorem. For this, it is sufficient to show that P (A) = µ(ρ0(
⋂
i∈I Hi)).
This is so, since P (A) = µ([A]) and A ⊆
⋂
Hi, hence [A] ≤ ρ0(
⋂
Hi).
Therefore, if µ([A]) = µ(ρ0(
⋂
Hi)) we must well have [A] = ρ0(
⋂
Hi), since
µ is positive.
Now, clearly P (A) ≤ µ(ρ0(
⋂
Hi)). As above, we conclude that there is
an A′ ∈ A, A′ ⊆ ∩Hi such that P (A
′) = µ(ρ0(∩Hi)). Further, A
′∪(A−A′) ⊆
∩Hi implies that P (A
′ ∪ (A − A′)) = P (A′), hence P (A − A′) = 0. Define
A′i = Ai ∪ (A−A
′) ⊆ Hi. Then Ai −A
′
i = ∅ and therefore,
µ(ρ0(Hi)) = P (Ai) ≤ P (A
′
i) = P (Ai) + P (A
′
i −Ai)
≤ µ(ρ0(Hi)). (9.10)
This implies that P (A′i −Ai) = 0, therefore we have [Ai] = [A
′
i]. Further⋂
A′i =
⋂
(Ai ∪ (A
′ −A)) = (A′ −A) ∪ (
⋂
Ai)
= (A′ −A) ∪A = A ∪A′ = A′ ∪ (A−A′).
But
⋂
A′i and
⋂
Ai are equivalent, since [
⋂
A′i] =
∧
[A′i] =
∧
[Ai] = [
⋂
Ai].
This implies finally that P (A) = P (
⋂
Ai) = P (
⋂
A′i) = P (A
′)+P (A−A′) =
P (A′) = µ(ρ0(
⋂
Hi)). This is what was to be proved. ⊓⊔
Take now B = A/J and consider the probability algebra (B, µ). Then
we compose the allocation of support s from Ψ into the power set P(Ω) with
the mapping ρ0 from P(Ω) into B to a mapping ρ = ρ0 ◦ s : Ψ → B. Now
we see that
ρ(1) = ρ0(s(1)) = ρ0(Ω) = ⊤,
ρ(φ · ψ) = ρ0(s(φ · ψ)) = ρ0(s(φ) ∩ s(ψ))
= ρ0(s(φ)) ∧ ρ0(s(ψ)) = ρ(φ) ∧ ρ(ψ). (9.11)
A mapping ρ satisfying these two properties is called an allocation of proba-
bility (a.o.p) on the information algebra Ψ. In fact, it allocates an element
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of the probability algebra B to any element of the algebra Ψ. In this way, a
random mapping Γ leads always to an allocation of probability ρΓ = ρ0 ◦sΓ,
once a probability measure on the assumptions is introduced.
In particular, we may now define the degree of support for any ψ ∈ Ψ
by
spΓ(ψ) = µ(ρΓ(ψ)). (9.12)
This extends the support function (9.6) to all elements ψ of Ψ.
In this way, the degree of support spΓ(ψ) is, according to (9.8), equal
to the probability of the supremum of all [A], where A is measurable and
supports ψ. This can also be expressed in another way. In order to see this,
we note an important property of probability algebras: Clearly µ(
∧
bi) ≤
inf i µ(bi) and µ(
∨
bi) ≥ supi µ(bi) holds for any family of elements {bi}. But
there are important cases where equality hold (Halmos, 1963). A subset D
of B is called downward (upward) directed, if for every pair b′, b′′ ∈ D there
is an element b ∈ D such that b ≤ b′ ∧ b′′(b ≥ b′ ∨ b′′).
Lemma 9.1 If D is a downward (upward) directed subset of B, then
µ(
∧
i∈D
bi) = inf
i∈D
µ(bi),
(
µ(
∨
i∈D
bi) = sup
i∈D
µ(bi)
)
(9.13)
Proof. There is a countable subfamily of elements ci ∈ D, i = 1, 2, . . .,
which have the same meet as D. Define c′1 = c1 and select elements c
′
i in
the downward directed set D such that c′2 ≤ c
′
1 ∧ c2, c
′
3 ≤ c
′
2 ∧ c3, . . .. Then
c′1 ≥ c
′
2 ≥ c
′
3 ≥ . . . and this sequence has still the same infimum. However,
by the continuity of probability we have
µ(
∧
bi) = µ(
∧
c′i) = lim
i→∞
µ(c′i) ≥ inf
i
µ(bi). (9.14)
But this implies µ(
∧
bi) = infi µ(bi). The case of upwards directed sets is
proved in the same way. ⊓⊔
Note now that {[A] : A ⊆ H,A ∈ A} is an upward directed family in B.
Therefore, according to Lemma 9.1 we have
spΓ(ψ) = µ(ρΓ(ψ)) = µ(
∨
{[A] : A ∈ A, A ⊆ sΓ(ψ)})
= sup{µ([A]) : A ∈ A, A ⊆ sΓ(ψ)}
= sup{P (A) : A ∈ A, A ⊆ sΓ(ψ)}
= P∗(sΓ(ψ)), (9.15)
where P∗ is the inner probability measure associated with P . This shows,
that the degree of support of a piece of information ψ defined by (9.12) is the
inner probability of the support sΓ(ψ). Note that definitions (9.12) and (9.6)
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coincide, if sΓ(ψ) ∈ A. Support functions and inner probability measures
are thus closely related. This result is very appealing: any measurable set A,
which is contained in sΓ(ψ) supports ψ. So we expect P (A) ≤ spΓ(ψ). In
the absence of further information, it is reasonable to take spΓ(ψ) to be the
least upper bound of the probabilities of A supporting ψ.
A similar consideration can be made with respect to the possibility sets
associated with elements of Φ with respect to a random mapping Γ. As
before we define the possibility set of ψ as
pΓ(ψ) = {ω ∈ Ω : Γ(ω) · ψ 6= 0}.
This set contains all assumptions ω which do not lead to a contradiction with
ψ under the mapping Γ. Thus, the probability of this set, if it is defined,
measures the degree of possibility or the degree of plausibility of ψ,
plΓ(ψ) = P (pΓ(ψ)). (9.16)
As in the case of the degree of support, there is no guarantee that pΓ(ψ) is
A-measurable. But we can solve this problem in a way similar to the case
of the degree of support. A measurable set A ⊆ pcΓ(ψ) can be seen as an
argument against the hypothesis ψ, in particular, if Γ is normalised. But
A ⊆ pcΓ(ψ) is equivalent to A
c ⊇ pΓ(ψ). So a measurable set A ⊇ pΓ(ψ)
can be considered as an argument that hypothesis ψ cannot be excluded.
Therefore we define for every set H ∈ P
ξ0(H) =
∧
{[A] : A ⊇ H,A ∈ A}. (9.17)
Note that A ⊇ H if and only if Ac ⊆ Hc. This implies that ξ0(H) =
(ρ0(H
c))c. From this in turn we conclude that the following corollary to
Theorem 9.2 holds:
Corollary 9.1 The application ξ0 : P(Ω) → A/J as defined in (9.17) has
the following properties:
ξ0(Ω) = ⊤,
ξ0(∅) = ⊥,
ξ0
(⋃
i∈I
Hi
)
=
∨
i∈I
ξ0(Hi). (9.18)
if {Hi, i ∈ I} is a countable family of subsets of Ω.
As before we can now compose pΓ with ξ0 to obtain a mapping ξΓ =
ξ0 ◦ pΓ : Φ → B = A/J . We may then define for any ψ ∈ Ψ a degree of
plausibility by
plΓ(ψ) = µ(ξΓ(ψ)). (9.19)
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Using Lemma 9.1 we obtain also
plΓ(ψ) = inf{P (A) : A ∈ A, A ⊇ pΓ(ψ)} = P
∗(pΓ(ψ)).
Here P ∗ is the outer probability measure of the set pΓ(ψ). Thus, if pΓ(ψ)
is measurable, then P ∗(pΓ(ψ)) = P (pΓ(ψ)), which shows that (9.19) defines
in fact an extension of the plausibility defined by (9.16).
In the general case considered here, no properties comparable to those
of support (for instance Theorem 9.1) exist for possibility sets and degrees
of possibility. This notion gets its full power only in the case of Boolean
information algebra, where it becomes a dual concept to support.
9.3 Random Variables
We propose now alternative approaches to define random variables in an
information algebra. We start with the idempotent generalised informa-
tion algebra (Rs,D;≤,⊥, ·, ǫ) of simple random variables with values in an
idempotent generalised information algebra (Ψ,D;≤,⊥, ·, ǫ) and defined on
a sample space (Ω,A, P ), and consider the ideal completion of this algebra,
rather than the algebra (RΨ,D;≤,⊥, ·, ǫ) considered before. Let R denote
the ideal completion of Rs. Then (R,D;≤,⊥, ·, ǫ) is an algebraic informa-
tion algebra with simple random variables Rs as finite elements, see Section
7.2. We call the elements of R generalised random variables. A generalised
random variable is thus an ideal of simple random variables. As usual, we
identify henceforth Rs with its image in R, that is, we identify the simple
random variables ∆ ∈ Rs with their principal ideals ↓∆ in R. We also write
∆ ≤ Γ for ∆ ∈ Γ, referring to the order in R. So, for any Γ ∈ R we may
within the algebra (R,D;≤,⊥, ·, ǫ) write Γ =
∨
{∆ ∈ Rs : ∆ ≤ Γ}. Using
the associativity of join in the complete lattice R, we obtain
Γ1 ∨ Γ2 = Γ1 · Γ2
=
(∨
{∆1 ∈ Rs : ∆1 ≤ Γ1}
)
∨
(∨
{∆2 ∈ Rs : ∆2 ≤ Γ2}
)
=
∨
{∆1 ·∆2 : ∆1,∆2 ∈ Rs,∆1 ≤ Γ1,∆2 ≤ Γ2}. (9.20)
Note that this corresponds also to the combination of two ideals, see Section
7.1. In a similar way, by Theorem 7.2, we find that
ǫx(Γ) = ǫx(
∨
{∆ ∈ Rs : ∆ ≤ Γ} =
∨
{ǫx(∆) : ∆ ∈ Rs : ∆ ≤ Γ}. (9.21)
Again, this corresponds to the definition of extraction in the ideal comple-
tion, Section 7.1.
To any Γ ∈ R we may associate a random mapping Γ : Ω→ IΨ from the
underlying sample space into the ideal completion of Ψ by defining
Γ(ω) =
∨
{∆(ω) : ∆ ∈ Rs,∆ ≤ Γ}. (9.22)
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This random mapping is defined by a sort of point-wise limit within IΦ.
We denote the random mapping Γ deliberately with the same symbol as
the generalised random variable Γ. The reason is that the two concept can
essentially by identified as the following lemmata show. In the following
lemma, combination and extraction in R are defined as in (9.20) and (9.21).
Note that we denote combination (join) and information extraction for x ∈
D with the same symbol in R and in IΨ.
Lemma 9.2 1. If Γ1,Γ2 ∈ R, then
(Γ1 · Γ2)(ω) = Γ1(ω) · Γ2(ω) for all ω ∈ Ω.
2. If Γ ∈ R and ∀x ∈ D, then
(ǫx(Γ))(ω) = ǫx(Γ(ω)) for all ω ∈ Ω.
Proof. (1) By definition of the random mapping associated with Γ1 · Γ2
we have
(Γ1 · Γ2)(ω) =
∨
{∆(ω) : ∆ ≤ Γ1 · Γ2},
where ∆ denote as always simple random variables. Consider now a ψ ∈
(Γ1 · Γ2)(ω). In the algebraic information algebra (IΨ,D) this means that
ψ ≤
∨
{∆(ω) : ∆ ∈ Γ1 · Γ2}. The supremum on the right hand side is over
a directed set in IΨ. By compactness, there is therefore a ∆ ≤ Γ1 · Γ2 such
that ψ ≤ ∆(ω). Now, ∆ ≤ Γ1 ·Γ2 means by the definition of combination in
the ideal completion R that there is a ∆1 ≤ Γ1, ∆1 ∈ Rs, and a ∆2 ≤ Γ2,
∆2 ∈ Rs such that ∆ ≤ ∆1 · ∆2. This implies that ψ ≤ (∆1 · ∆2)(ω) =
∆1(ω) · ∆2(ω), where ∆1(ω) ∈ Γ1(ω) and ∆2(ω) ∈ Γ2(ω). But this shows
that ψ ∈ Γ1(ω) · Γ2(ω).
Conversely, consider an element ψ ∈ Γ1(ω) · Γ2(ω). By the definition
of the join in IΨ this means that there are elements ψ1, ψ2 ∈ Ψ such that
ψ ≤ ψ1 · ψ2, where ψ1 ≤ Γ1(ω) and ψ2 ≤ Γ2(ω). Now, ψ1 ≤ Γ1(ω) means
that ψ1 ≤
∨
{∆(ω) : ∆ ≤ Γ1}. As above, by compactness, there is a ∆1 ≤ Γ1
such that ψ1 ≤ ∆1(ω). Similarly, there is a ∆2 ≤ Γ2 such that ψ2 ≤ ∆2(ω).
Thus, ψ ≤ ∆1(ω) ·∆2(ω) = (∆1 ·∆2)(ω). Further ∆1 ·∆2 ≤ Γ1 · Γ2. This
implies ψ ∈ (Γ1 · Γ2)(ω), hence finally (Γ1 · Γ2)(ω) = Γ1(ω) · Γ2(ω).
(2) Assume next that ψ ∈ (ǫx(Γ))(ω). As above, using the definition
of the random mapping associated with ǫx(Γ), this implies that there is a
∆ ≤ ǫx(Γ) such that ψ ≤ ∆(ω). By the definition of ǫx(Γ) and compactness
there is a ∆′ ≤ Γ such that ∆ ≤ ǫx(∆
′). This implies ψ ≤ (ǫx(∆
′))(ω) =
ǫx(∆
′(ω)), which, together with ∆′(ω) ≤ Γ(ω) shows that ψ ∈ ǫx(Γ(ω)).
Conversely, assume ψ ∈ ǫx(Γ(ω)). Then ψ ≤ ǫx(φ) for some φ ∈ Γ(ω).
Again, as above, there is a ∆ ≤ Γ such that φ ≤ ∆(ω). Therefore, we
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conclude that ψ ≤ ǫx(∆(ω)) = (ǫx(∆))(ω) and ǫx(∆) ≤ ǫx(Γ). This implies
that ψ ∈ (ǫx(Γ))(ω), hence (ǫx(Γ))(ω) = ǫx(Γ(ω)). ⊓⊔
According to this lemma we have a homomorphism between the algebra
of generalised random variables and random mappings. In fact, it is an
embedding, since Γ1(ω) = Γ2(ω) for all ω ∈ Ω implies Γ1 = Γ2.
The next lemma strengthens Lemma 9.2.
Lemma 9.3 If X ⊆ R is a directed set, then
(
∨
Γ∈X
Γ)(ω) =
∨
Γ∈X
Γ(ω).
Proof. If Γ′ ∈ X, then Γ′ ≤
∨
Γ∈X Γ, hence Γ
′(ω) ≤ (
∨
Γ∈X Γ)(ω) and
therefore ∨
Γ∈X
Γ(ω) ≤ (
∨
Γ∈X
Γ)(ω).
Conversely, consider ψ ∈ Ψ such that ψ ≤ (
∨
Γ∈X Γ)(ω). Since, according
to (9.22),
(
∨
Γ∈X
Γ)(ω) =
∨
{∆(ω) : ∆ ≤
∨
Γ∈X
Γ}
we have ψ ≤ ∆(ω) for some simple random variable ∆ ≤
∨
Γ∈X Γ. Now,
since X is a directed set, by compactness, there is a Γ ∈ X such that
∆ ≤ Γ, hence ∆(ω) ≤ Γ(ω). It follows then that ψ ≤
∨
Γ∈X Γ(ω), which in
turn implies
(
∨
Γ∈X
Γ)(ω) ≤
∨
Γ∈X
Γ(ω).
This concludes the proof of the lemma. ⊓⊔
The theory of generalised random variables developed above may be pre-
sented in a similar way in the framework of algebraic information algebras.
Here is a sketch of the approach:
Example 9.1 Generalised Random Variables in Algebraic Algebras: Let
(Ψ,D;≤,⊥, ·, ǫ) be a algebraic information algebra with finite elements Ψf .
We assume that (Ψf ,D;≤,⊥, ·, ǫ) is a subalgebra of (Ψ,D;≤,⊥, ·, ǫ). Define
then simple random variables ∆ with finite elements from Ψf as values.
They form an idempotent generalised information algebra (Rs,D ≤,⊥, ·, ǫ)
with combination and extraction defined point-wise.
Since the ideal completion (IΨf ,D;≤,⊥, ·, ǫ) of the information algebra
(Ψf ,D;≤,⊥, ·, ǫ) is isomorph to the algebraic algebra (Ψ,D;≤,⊥, ·, ǫ) (see
Section 7.2), the theory above applies to the present case. Generalised ran-
dom variables in a algebraic information algebra can thus be considered as
random mappings with values in Ψ, defined as point-wise limits of simple
random variables with finite elements as values.
⊖
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As before with random mappings, there is no guarantee that the support
sΓ(ψ) of a generalised random variable Γ is measurable for every ψ ∈ Ψ. But
of course we can extend the support function to all of Ψ by the allocation
of probability as proposed above. However, we shall show later that the
degrees of support spΓ(ψ) of a generalised random variable Γ is in fact
determined by the degrees of support of its approximating simple random
random variables, see Chapter 11 (Corollary 11.1).
Information algebras are closed under finite combinations. But there
are information algebras which are closed under countable combinations. In
this section we consider such algebras and uncertain information relative to
such algebras. Here follows the definition which will be used in the sequel:
Definition 9.1 σ-Information Algebra. An idempotent generalised in-
formation algebra (Ψ,D;≤,⊥, ·, ǫ) is called a σ-information algebra, if
1. Countable Combination: Ψ is closed under countable combinations
(joins).
2. Continuity of Extraction: For every montone sequence ψ1 ≤ ψ2 ≤
. . . ∈ Ψ, and for any x ∈ D, it holds that
ǫx(
∞∨
i=1
ψi) =
∞∨
i=1
ǫx(ψi).
The second condition is a weaker version of the continuity of extraction in
compact information algebras, compare Theorem 7.2.
There are many examples of σ-information algebras. First of all, any con-
tinuous or algebraic information algebra (Ψ,D;≤,⊥, ·, ǫ) is a σ-information
algebra: Since in these cases Ψ is a complete lattice it is surely closed under
countable join. The continuity of extraction follows from Theorems 7.2 and
7.19, since a monotone sequence is a directed set.
Further important examples of σ-information algebras are minimal ex-
tensions of information algebras (Ψ,D;≤,⊥, ·, ǫ) which are closed under
countable combination. Such extensions can be obtained using ideal comple-
tion. In order to do this, we need to introduce a new concept. Let (Ψ,D;≤
,⊥, ·, ǫ) be an idempotent generalised information algebra and (IΨ,D;≤
,⊥, ·, ǫ) its ideal completion. A subset S of IΨ is called σ-closed, if it is
closed under countable combinations or joins. The intersection of any fam-
ily of σ-closed sets is also σ-closed. Further the set IΨ itself is σ-closed.
Therefore, for any subset X ⊆ IΨ we may define the σ-closure σ(X) as the
intersection of all σ-closed sets containing X.
We are particularly interested in σ(Ψ), the σ-closure of Ψ in IΨ. Note
that here, as in the sequel, we identify as usual Ψ with its embedding I(Ψ)
under the mapping ψ 7→↓ψ for simplicity of notation. Also we shall write
ψ, even if we operate within IΨ. The σ-closure of Ψ can be characterized as
follows:
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Theorem 9.3 If (Ψ,D;≤,⊥, ·, ǫ) is an idempotent generalised information
algebra, then
σ(Ψ) = {I ∈ IΨ : I =
∞∨
i=1
ψi, ψi ∈ Ψ}. (9.23)
Proof. Clearly, the set on the right hand side of equation (9.23) contains
Ψ and is contained in σ(Ψ). We claim that this set is itself σ-closed. In fact,
consider a countable set Ij of elements of this set, such that
Ij =
∞∨
i=1
ψj,i
with ψj,i ∈ Ψ. Define the set J = {(j, i) : j = 1, 2 . . . ; i = 1, 2 . . .} and the
sets Jj = {(j, i); i = 1, 2, . . .} for j = 1, 2, . . ., andKi = {(h, j) : 1 ≤ h, j ≤ i}
for i = 1, 2, . . .. Then we have
J =
∞⋃
j=1
Jj =
∞⋃
i=1
Ki.
By the laws of associativity in the complete lattice IΨ we obtain then
∞∨
j=1
Ij =
∞∨
j=1
(
∨
(j,i)∈Jj
ψj,i)
=
∨
(j,i)∈J
ψj,i =
∞∨
i=1
(∨(h,j)∈Kiψh,j).
But ∨(h,j)∈Kiψh,j ∈ Ψ for i = 1, 2, . . .. Hence
∨∞
j=1 Ij belongs itself to the set
on the right hand side of (9.23). This means that this set is indeed σ-closed.
Since the set contains Ψ, it contains also σ(Ψ), hence it equals σ(Ψ). ⊓⊔
Consider now a monotone sequence ψ1 ≤ ψ2 ≤ . . . of elements of Ψ.
Its supremum exists in IΨ and belongs in fact to σ(Φ). The sequence is
furthermore a directed set. Therefore, by Theorem 7.2 join commutes with
information extraction, this is expressed in the following theorem. It shows
that continuity of extraction holds:
Theorem 9.4 For a monotone sequence ψ1 ≤ ψ2 ≤ . . . of elements of Ψ,
and for any x ∈ D, we have in σ(Ψ) that
ǫx(
∞∨
i=1
ψi) =
∞∨
i=1
ǫx(ψi). (9.24)
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Theorem 9.4 shows in particular that σ(Ψ) is closed under focussing.
In fact, if φi is any sequence of elements of Ψ, and I =
∨∞
i=1 φi, then we
may define ψi = ∨
i
k=1φk ∈ Ψ, such that ψk for k = 1, 2, . . . is a monotone
sequence and I =
∨∞
i=1 φi =
∨∞
i=1 ψi. So, for I ∈ σ(Ψ) and any x ∈ D by
Theorem 9.4
ǫx(I) =
∞∨
i=1
ǫx(ψi), (9.25)
where ǫx(ψi) ∈ Ψ and hence ǫx(I) ∈ σ(Ψ) by Theorem 9.3. As a σ-closed
set, σ(Ψ) is closed under combination. Therefore (σ(Ψ),D;≤,⊥, ·, ǫ) is it-
self an information algebra, a subalgebra of (RΨ,D;≤,⊥, ·, ǫ). Since it is
closed under combination (i.e. join) of countable sets, contains 0 and 1, and
satisfies condition (9.24) it is a σ-information algebra, the σ-algebra induced
by (Ψ,D;≤,⊥, ·, ǫ).
A particular and import case of such a construction is (σ(Ψf ),D;≤
,⊥, ·, ǫ) in an algebraic information algebra. Due to the Representation The-
orem 7.5, this can be reduced to the situation of ideal completion, described
above.
Consider simple random variables as defined as in Section 9.1. We may
define a random mapping Γ : Ω → IΨ from a countable family of simple
random variables ∆i by
Γ(ω) =
∞∨
i=1
∆i(ω).
We call such a random mapping Γ a random variable in the algebra (Ψ,D;≤
,⊥, ·, ǫ). Note that its values are in the ideal completion IΨ of Ψ. In the
case of an algebraic information algebra (Ψ,D;≤,⊥, ·, ǫ), the values of the
simple random variables are considered to be finite, that is to be in Ψf .
Let now Rσ be the family of random variables in the algebra (Ψ,D;≤
,⊥, ·, ǫ).
Lemma 9.4 A random variable Γ is always the supremum of a monotone
increasing sequence ∆1 ≤ ∆2 ≤ . . . of simple random variables, such that
for all ω ∈ Ω,
Γ(ω) =
∞∨
i=1
∆i(ω).
Proof. If Γ is a random variable, then Γ(ω) =
∨∞
i=1∆
′
i(ω) for some
sequence ∆′i of simple random variables. Define
∆i = ∨
i
j=1∆
′
j .
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Then each ∆i is a simple random variable, i = 1, 2, . . . and ∆1 ≤ ∆2 ≤ . . ..
From ∆′i ≤ ∆i, we conclude that Γ(ω) =
∨∞
i=1∆
′
i(ω) ≤
∨∞
i=1∆i(ω). On
the other hand, ∆i(ω) ≤ Γ(ω), hence
∨∞
i=1∆i(ω) ≤ Γ(ω), such that finally
Γ(ω) =
∨∞
i=1∆i(ω). ⊓⊔
Random variables are random mappings and as such can be combined
and extracted point-wise in the ideal completion (IΨ,D):
1. Combination: (Γ1 · Γ2)(ω) = Γ1(ω) · Γ2(ω),
2. Extraction: ǫx(Γ)(ω) = ǫx(Γ(ω)).
We have to verify that the resulting random mappings still belong to Rσ,
that is are random variables. So, let
Γ1 =
∞∨
i=1
∆1,i, Γ2 =
∞∨
i=1
∆2,i.
Then we obtain, using associativity of the supremum
(Γ1 · Γ2)(ω) = (Γ1 ∨ Γ2)(ω)
= Γ1(ω) ∨ Γ2(ω) = (
∞∨
i=1
∆1,i(ω)) ∨ (
∞∨
i=1
∆2,i(ω))
=
∞∨
i=1
(∆1,i(ω) ∨∆2,i(ω)) =
∞∨
i=1
(∆1,i ∨∆2,i)(ω).
Since ∆1,i ∨∆2,i ∈ Rs, this proves that Γ1 ∨ Γ2 ∈ Rσ. Note then that, as
usual, Γ1 ≤ Γ2 if and only if Γ1(ω) ≤ Γ2(ω) for all ω ∈ Ω, since random
variables are random mappings.
Further, let
Γ(ω) =
∞∨
i=1
∆i(ω),
where ∆i is an increasing sequence of simple random variables (see Lemma
9.4). Then, by the continuity of extraction,
ǫx(Γ)(ω) = ǫx(Γ(ω)) = ǫx(
∞∨
i=1
∆i(ω)) =
∞∨
i=1
ǫx(∆i(ω)) =
∞∨
i=1
ǫx(∆i)(ω).
Again, if ∆i are simple random variables, then so are the ǫx(∆i), therefore
ǫx(Γ) is indeed a random variable.
We expect (Rσ,D;≤,⊥, ·, ǫ) to form an information algebra, even a σ-
algebra. This is indeed true. We use the following lemma to prove this
statement:
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Lemma 9.5 Assume Γi ∈ Rσ for i = 1, 2, . . . to be random variables. Then∨n
i=1 Γi exists in the information algebra of random mappings into IΨ, and
for all ω ∈ Ω, (
∞∨
i=1
Γi
)
(ω) =
∞∨
i=1
Γi(ω)
Proof. Consider the random mapping η defined by η(ω) =
∨∞
i=1 Γi(ω).
Since Γi(ω) ≤
∨∞
i=1 Γi(ω), it follows that Γi ≤ η, hence η is an upper bound
of the random mappings Γi. If χ is another upper bound, then Γi(ω) ≤ χ(ω),
hence η(ω) =
∨∞
i=1 Γi(ω) ≤ χ(ω), therefore η ≤ χ. Thus, η is the supremum
of the random mappings Γi. ⊓⊔
Theorem 9.5 The system (Rσ ,D;≤,⊥, ·, ǫ) of random variables in the idem-
potent generalised information algebra (Ψ,D;≤,⊥, ·, ǫ), with combination
and extraction defined point-wise as above forms a σ-information algebra.
Proof. As we have seen above, Rσ is closed under combination (join) and
extraction. The bottom element, the mapping U(ω) = 1 as well as the top
element N(ω) = 0 belong also to Rσ. So (Rσ,D;≤,⊥, ·, ǫ) is a subalgebra
of the algebra of random mappings (RIΨ ,D;≤,⊥, ·, ǫ), hence an information
algebra.
We show that (Rσ ,D;≤,⊥, ·, ǫ) is σ-closed, that is, if Γi ∈ Rσ for i =
1, 2, . . ., then
∨∞
i=1 Γi ∈ Rσ. Let
Γj(ω) =
∞∨
i=1
∆j,i(ω), for j = 1, 2, . . . ,
where ∆j,i are simple random variables, and define the random mapping Γ,
using Lemma 9.5, by
Γ(ω) =
(
n∨
i=1
Γi
)
(ω) =
∞∨
j=1
Γj(ω) =
∞∨
j=1
(
∞∨
i=1
∆j,i(ω)
)
.
As in the proof of Theorem 9.3 define the sets Jj = {(j, i) : i = 1, 2 . . .} and
Ki = {(h, j) : 1 ≤ h, j ≤ i}. Then, as there, we obtain
Γ(ω) =
∞∨
i=1
(
∨(h,j)∈Ki∆h,j(ω)
)
.
Since ∨(h,j)∈Ki∆h,j(ω) defines simple random variables, the randommapping
Γ is indeed a random variable andRσ is closed under countable combination.
It remains to verify the continuity of extraction. Assume Γ1 ≤ Γ2 ≤ . . .
be a monotone sequence of random variables in Rσ and x ∈ D. Then, the
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continuity of extraction in (Rσ,D;≤,⊥, ·, ǫ) follows from this property in
(σ(Ψ),D;≤,⊥, ·, ǫ), using Lemma 9.5 and the continuity of extraction in
Rσ, as follows:
ǫx(
∞∨
i=1
Γi)(ω)
= ǫx((
∞∨
i=1
Γi)(ω)) = ǫx(
∞∨
i=1
Γi(ω)) =
∞∨
i=1
ǫx(Γi(ω))
=
∞∨
i=1
ǫx(Γi)(ω) = (
∞∨
i=1
ǫx(Γi))(ω).
So, we see that ǫx(
∨∞
i=1 Γi) =
∨∞
i=1 ǫx(Γi). This concludes the proof. ⊓⊔
Certainly, (Rs,D;≤,⊥, ·, ǫ) is a subalgebra of (Rσ,D;≤,⊥, ·, ǫ). Within
the algebra (Rσ,D;≤,⊥, ·, ǫ), each element of Rσ is the supremum of the
simple random variables it dominates as the following lemma shows.
Lemma 9.6 Let Γ ∈ Rσ, defined by
Γ(ω) =
∞∨
i=1
∆i(ω).
Then, in the information algebra (Rσ,D;≤,⊥, ·, ǫ)
Γ =
∞∨
i=1
∆i =
∨
{∆ : ∆ ∈ Rs,∆ ≤ Γ}. (9.26)
Proof. The first equality in (9.26) follows directly from the definition of
Γ. Trivially, Γ is an upper bound of the set {∆ : ∆ ≤ Γ}. If Γ′ is another
upper bound of this set, then it is also an upper bound of the ∆i, hence
Γ ≤ Γ′. Therefore, Γ is the least upper bound of the set {∆ : ∆ ≤ Γ}. ⊓⊔
This lemma shows that a random variable is also generalised random
variable.
We now take the σ-closure of Rs in the algebraic information algebra
(R,D;≤,⊥, ·, ǫ) of generalised random variables. According to Theorem
9.3, elements of σ(Rs) are defined as
Γ =
∞∨
i=1
∆i, with ∆i ∈ Rs,∀i = 1, 2, . . . .
Then (σ(Rs),D;≤,⊥, ·, ǫ) is a σ-information algebra, containing Rs, i.e. the
simple random variables. To Γ we associate a random mapping, just as with
generalised random variables, defined by
Γ(ω) =
∞∨
i=1
∆i(ω), with ∆i ∈ Rs,∀i = 1, 2, . . . .
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Note that Γ(ω) ∈ σ(Ψ) by Theorem 9.3. Therefore, the elements of σ(Rs)
are random variables with values in the information algebra (σ(Ψ),D;≤
,⊥, ·, ǫ). This shows the equivalence of taking the σ-closure of Rs and the
definition of random variables as suprema of sequences of simple random
variables.
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Chapter 10
Allocations of Probability
10.1 Algebra of Allocations of Probability
In Section 9.2 we have introduced the concept of an allocation of probability
(a.o.p) as a means to extend the degrees of support of a random mapping
beyond the measurable elements φ, that is, the elements for which sΓ(φ) ∈ A.
These allocations of probability play an important role in the theory of
uncertain information. Therefore, we start here with a study of this concept,
first independently of its relation to random mappings and random variables.
In the subsequent Section 10.2 we examine the relation between random
mappings and their associated allocations of probability.
Random mappings, and in particular generalised random variables and
random variables, provide means to model explicitly the mechanisms which
generate uncertain information. We refer to (Kohlas & Monney, 1995; Haenni et al., 2000;
Kohlas, 2003a; Kohlas & Monney, 2007; Pouly & Kohlas, 2011) for more spe-
cific applications of this idea. Alternatively, allocations of probability may
serve to directly assign beliefs to pieces of information. This is more in the
spirit of a subjective, epistemological description of belief, advocated espe-
cially by G. Shafer (Shafer, 1973; Shafer, 1976; Shafer, 1979). In this view,
allocations of probability are taken as the primitive elements, rather than
random variables or hints. This is the point of view developed in this section
(see also (Kohlas, 1997; Kohlas, 2003b)).
We introduce the concept of an allocation of probability:
Definition 10.1 Allocation of Probability. If (Ψ;≤) is a bounded join-
semilattice and (µ,B) a probability algebra, then an allocation of probability
(a.o.p) is a mapping ρ : Ψ→ B such that
(A1) ρ(1) = ⊤,
(A2) ρ(φ ∨ ψ) = ρ(φ) ∧ ρ(ψ).
If furthermore ρ(0) = ⊥ holds, then the allocation is called normalised .
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We shall apply this definition especially to idempotent generalised infor-
mation algebras (Ψ,D;≤,⊥, ·, ǫ), where in the semilattice (Ψ,≤) join corre-
sponds to combination. (A1) says then that the full belief is allocated to the
trivial vacuous information. More important is (A2). It says that the belief
allocated to a combined information φ · ψ equals the common part of belief
ρ(φ)∧ ρ(ψ) allocated to both of the two pieces of information φ and ψ indi-
vidually. We remind that the a.o.p derived from a random mapping satisfies
these two properties (see (9.11)). Note, that if φ ≤ ψ, that is, φ ∨ ψ = ψ,
then ρ(φ ∨ ψ) = ρ(φ) ∧ ρ(ψ) = ρ(ψ), hence ρ(ψ) ≤ ρ(φ). A particular a.o.p
is defined by ν(φ) = ⊥, unless φ = 1, in which case ν(1) = ⊤. This is
called the vacuous allocation; no belief is allocated to a non-trivial piece of
information. It is associated with the vacuous information represented by
the random mapping Γ(ω) = 1 for all ω ∈ Ω.
We may think of an allocation of probability as the description of a
body of belief relative to pieces of information in an information algebra
((Ψ,D;≤,⊥, ·, ǫ) obtained from a source of information. Two (or more)
distinct sources of information will lead to the definition of two (or more)
corresponding allocations of probability. Thus, in a general setting, let AΨ
be the set of all allocations of probability in Ψ in (B, µ). Select two alloca-
tions ρi, i = 1, 2, from AΨ. How can they be combined in order to synthesise
the two bodies of information they represent into a single, aggregated body?
The basic idea is as follows: Consider a piece of information ψ in Ψ. If
now ψ1 and ψ2 are two other pieces of information in Ψ, such that ψ ≤ ψ1·ψ2,
then the common belief ρ1(ψ1) ∧ ρ2(ψ2) allocated to ψ1 and to ψ2 by the
two allocations ρ1 and ρ2 respectively, is a belief allocated to ψ by the two
allocations simultaneously. That is, the total belief ρ(ψ) to be allocated to
ψ by the two allocations ρ1 and ρ2 together must equal at least the common
belief allocated to ψ1 and ψ2 individually by each of the two allocations
respectively, that is
ρ(ψ) ≥ ρ1(ψ1) ∧ ρ2(ψ2). (10.1)
In the absence of other information, it seems then reasonable to define the
combined belief in ψ, as obtained from the two sources of information, as
the least upper bound of all these implied beliefs,
ρ(ψ) =
∨
{ρ1(ψ1) ∧ ρ2(ψ2) : ψ ≤ ψ1 · ψ2}. (10.2)
This defines indeed a new allocation of probability:
Theorem 10.1 Let ρ1, ρ2 ∈ AΨ be two allocations of probability. The map
ρ : Ψ→ B as defined by (10.2) is then an allocation of probability.
Proof. First, we have
ρ(1) =
∨
{ρ1(ψ1) ∧ ρ2(ψ2) : 1 ≤ ψ1 · ψ2}
= ρ1(1) ∧ ρ2(1) = ⊤.
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So (A1) is satisfied.
Next, let ψ1, ψ2 ∈ Ψ. By definition we have
ρ(ψ1 ∨ ψ2) =
∨
{ρ1(φ1) ∧ ρ2(φ2) : ψ1 · ψ2 ≤ φ1 · φ2}.
Now, ψ1 ≤ ψ1 ∨ ψ2 implies that∨
{ρ1(φ1) ∧ ρ2(φ2) : ψ1 · ψ2 ≤ φ1 · φ2}
≤
∨
{ρ1(φ1) ∧ ρ2(φ2) : ψ1 ≤ φ1 · φ2} = ρ1(ψ1)
and similarly for ψ2. Thus, we have ρ(ψ1 ∨ ψ2) ≤ ρ(ψ1), ρ(ψ2), that is
ρ(ψ1 ∨ ψ2) ≤ ρ(ψ1) ∧ ρ(ψ2).
On the other hand,
{(φ1, φ2) : ψ1 ∨ ψ2 ≤ φ1 · φ2}
⊇ {(φ1, φ2) : φ1 = φ
′
1 · φ
′′
1 , φ2 = φ
′
2 · φ
′′
2 , ψ1 ≤ φ
′
1 · φ
′
2, ψ2 ≤ φ
′′
1 · φ
′′
2}.
By the distributive law for complete Boolean algebras we obtain then
ρ(ψ1 ∨ ψ2)
≥
∨
{ρ1(φ
′
1 · φ
′′
1) ∧ ρ2(φ
′
2 · φ
′′
2) : ψ1 ≤ φ
′
1 · φ
′
2, ψ2 ≤ φ
′′
1 · φ
′′
2}
=
∨
{(ρ1(φ
′
1) ∧ ρ1(φ
′′
1)) ∧ (ρ2(φ
′
2) ∧ ρ2(φ
′′
2)) : ψ1 ≤ φ
′
1 · φ
′
2, ψ2 ≤ φ
′′
1 · φ
′′
2}
=
(∨
{ρ1(φ
′
1) ∧ ρ2(φ
′
2) : ψ1 ≤ φ
′
1 · φ
′
2}
)
∧(∨
{ρ1(φ
′′
1) ∧ ρ2(φ
′′
2) : ψ2 ≤ φ
′′
1 · φ
′′
2}
)
= ρ(ψ1) ∧ ρ(ψ2). (10.3)
This implies finally that ρ(ψ1 ∨ ψ2) = ρ(ψ1) ∧ ρ(ψ2). Thus (A2) holds too
and ρ is indeed an allocation of probability. ⊓⊔
In this way, in the set of allocations of probability AΨ a binary com-
bination operation is defined. We denote this operation by ·. Thus, ρ as
defined by (10.2) is written as ρ = ρ1 · ρ2. The following theorem gives us
the elementary properties of this operation.
Theorem 10.2 The combination operation, as defined by (10.2), is com-
mutative, associative, idempotent and the vacuous allocation is the neutral
element of this operation.
Proof. The commutativity of (10.2) is evident. For the associativity note
that for a ψ ∈ Ψ we have, due to the associativity and distributivity of meet
and join in complete Boolean algebras,
((ρ1 · ρ2) · ρ3)(ψ)
=
∨
{(ρ1 · ρ2)(φ1,2) ∧ ρ3(φ3) : ψ ≤ φ1,2 · φ3}
=
∨
{
∨
{ρ1(φ1) ∧ ρ2(φ2) : φ1,2 ≤ φ1 · φ2} ∧ ρ3(φ3) : ψ ≤ φ1,2 · φ3}
=
∨
{ρ1(φ1) ∧ ρ2(φ2) ∧ ρ3(φ3) : ψ ≤ φ1 · φ2 · φ3}.
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For (ρ1 · (ρ2 · ρ3))(φ) we obtain exactly the same result in the same way.
This proves associativity.
To show idempotency consider
(ρ · ρ)(ψ) =
∨
{ρ(φ1) ∧ ρ(φ2) : ψ ≤ φ1 · φ2}
=
∨
{ρ(φ1 · φ2) : ψ ≤ φ1 · φ2} = ρ(ψ)
since the last supremum is attained for φ1 = φ2 = ψ.
Finally let ν denote the vacuous allocation. Then, for any allocation ρ
and any ψ ∈ Ψ we have, noting that ν(φ) = ⊥, unless φ = 1, in which case
ν(1) = ⊤,
(ρ · ν)(ψ) =
∨
{ρ(φ1) ∧ ν(φ2) : ψ ≤ φ1 · φ2} = ρ(ψ).
This shows that ν is the neutral element for combination. ⊓⊔
This theorem shows that AΨ is a semilattice. Indeed, a partial order
between allocations can be introduced as usual by defining ρ1 ≤ ρ2 if ρ1 ·ρ2 =
ρ2. This means that for all ψ ∈ Ψ,
ρ1 · ρ2(ψ) =
∨
{ρ1(ψ1) ∧ ρ2(ψ2) : ψ ≤ ψ1 · ψ2} = ρ2(ψ).
We have therefore always ρ1(ψ1) ∧ ρ2(ψ2) ≤ ρ2(ψ) if ψ ≤ ψ1 · ψ2. Take now
ψ1 = ψ and ψ2 = 1, such that ψ ≤ ψ · 1 = ψ, to obtain ρ1(ψ) ∧ ρ2(1) =
ρ1(ψ) ≤ ρ2(ψ). Thus we have ρ1 ≤ ρ2 if and only if ρ1(ψ) ≤ ρ2(ψ) for all
ψ ∈ Ψ. Clearly, the combination ρ1 · ρ2 is the supremum of the two a.o.p in
this order. Therefore we shall henceforth write ρ1 ∨ ρ2 for this combination
if we want to emphasise the order-theoretic aspects. The vacuous a.o.p is
the bottom element of this semilattice. And the a.o.p defined by ζ(ψ) = ⊤
for all information elements is the top element to the semilattice AΨ, so that
ρ ∨ ζ = ζ. So the semilattice of a.o.ps AΨ is a bounded semilattice.
Next we turn to the operation of extracting a part of an allocation of
probability according to an operator ǫx. Let ρ be an allocation of probability
on an information algebra (Ψ,D;≤,⊥, ·, ǫ) and x ∈ D. Just as it is possible
to extract a part of a piece of information ψ from Ψ with the aid of the
operator ǫx, it should also be possible to focus the belief represented by
the a.o.p ρ to the information supported by the domain x. This means to
extract the information related to x from ρ. Thus, for a ψ ∈ Ψ consider the
beliefs allocated to pieces of information φ which are supported by x and
which entail ψ, i.e. ψ ≤ φ = ǫx(φ). The part of the belief allocated to ψ and
relating to the domain x, ǫx(ρ)(ψ) must then be at least ρ(φ),
ǫx(ρ)(ψ) ≥ ρ(φ) for any φ = ǫx(φ) ≥ ψ. (10.4)
In the absence of other information, it seems again, as above, reasonable to
define ǫx(ρ)(ψ) to be the least upper bound of all these implied supports,
ǫx(ρ)(ψ) =
∨
{ρ(φ) : ψ ≤ φ = ǫx(φ)}. (10.5)
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This defines indeed an allocation of probability:
Theorem 10.3 Let ρ ∈ AΨ be an allocation of probability. The map ǫx(ρ) :
Ψ→ B as defined by (10.5) is an allocation of probability.
Proof. We have by definition
ǫx(ρ)(1) =
∨
{ρ(φ) : 1 ≤ φ = ǫx(φ)} = ρ(1) = ⊤.
Thus (A1) is verified.
Again by definition,
ǫx(ρ)(φ1 · φ2) =
∨
{ρ(φ) : φ1 · φ2 ≤ φ = ǫx(φ)}.
From φ1, φ2 ≤ φ1 · φ2 it follows that ǫx(ρ)(φ1 ∨ φ2) ≤ ǫx(ρ)(φ1), ǫx(ρ)(φ2)
and thus ǫx(ρ)(φ1 · φ2) ≤ ǫx(ρ)(φ1) ∧ ǫx(ρ)(φ2).
On the other hand, we have
{ψ : φ1 · φ2 ≤ ψ = ǫx(ψ)}
⊇ {ψ = ψ1 · ψ2 : φ1 ≤ ψ1 = ǫx(ψ1), φ2 ≤ ψ2 = ǫx(ψ2)}.
From this we obtain, using the distributive law for complete Boolean alge-
bras,
ǫx(ρ)(φ1 · φ2)
≥
∨
{ρ(ψ1 · ψ2) : φ1 ≤ ψ1 = ǫx(ψ1), φ2 ≤ ψ2 = ǫx(ψ2)}
=
∨
{ρ(ψ1) ∧ ρ(ψ2) : φ1 ≤ ψ1 = ǫx(ψ1), φ2 ≤ ψ2 = ǫx(ψ2)}
=
(∨
{ρ(ψ1) : φ1 ≤ ψ1 = ǫx(ψ1)}
)
∧
(∨
{ρ(ψ2) : φ2 ≤ ψ2 = ǫx(ψ2)}
)
= ρ(φ1) ∧ ρ(φ2).
This proves property (A2) for an allocation of support. ⊓⊔
We are now going to show that the a.o.p in AΨ in fact define an idem-
potent, generalised information algebra (AΨ,D;≤,⊥, ·, ǫ), without the Sup-
port Axiom A2 (unless (D,≤) has a largest element). The Quasi-Separoid
Axiom A0 is inherited form the underlying algebra (Ψ,D;≤,⊥, ·, ǫ). The
Semigroup Axiom A1 is proved in Theorem 10.2. Concerning the Unit and
Null Axiom A3 we have already noted above that the vacuous allocation ν
is the unit element of combination and the the a.o.p ζ is the null element of
combination. It remains to verify that ǫx(ρ) = ζ implies ρ = ζ. This holds,
since ǫx(ρ) = ζ means in particular ǫx(ρ)(1) = ⊤, which implies ρ(1) = ⊤,
hence indeed ρ = ζ. The Extraction and Combination Axioms A4 and A5
are proved in the following two theorems.
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Theorem 10.4 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised informa-
tion algebra and ρ ∈ AΨ an allocation of probability with support x, i.e.
ǫx(ρ) = ρ. Then x⊥y|z implies ǫy(ρ) = ǫy(ǫz(ρ)).
Proof. Consider an element ψ ∈ Ψ. Then
ǫy(ρ)(ψ) =
∨
{ρ(φ) : ψ ≤ φ = ǫy(φ)}.
Similarly, we obtain, using associativity of supremum,
ǫy(ǫz(ρ))(ψ)
=
∨
{ǫz(ρ)(ψ
′) : ψ ≤ ψ′ = ǫy(ψ
′)}
=
∨
{
∨
{ρ(φ) : ψ′ ≤ φ = ǫz(φ)} : ψ ≤ ψ
′ = ǫyz(ψ
′)}
=
∨
{ρ(φ) : ψ ≤ ψ′ = ǫy(ψ
′) ≤ φ = ǫz(φ)}.
Using the assumption that ρ = ǫx(ρ), we obtain further
ǫy(ρ)(ψ)
=
∨
{
∨
{ρ(φ′) : φ ≤ φ′ = ǫx(φ
′)} : ψ ≤ φ = ǫy(φ)}
=
∨
{ρ(φ′) : ψ ≤ φ = ǫy(φ) ≤ φ
′ = ǫx(φ
′)}.
and
ǫy(ǫz(ρ))(ψ)
=
∨
{
∨
{ρ(φ′) : φ ≤ φ′ = ǫx(φ
′)} : ψ ≤ ψ′ = ǫy(ψ
′) ≤ φ = ǫz(φ)}
=
∨
{ρ(φ′) : ψ ≤ ψ′ = ǫy(ψ
′) ≤ φ = ǫz(φ) ≤ φ
′ = ǫx(φ
′)}.
Define
A = {φ′ : ∃φ such that ψ ≤ φ = ǫy(φ) ≤ φ
′ = ǫx(φ
′)}
B = {φ′ : ∃φ,ψ′ such that ψ ≤ ψ′ = ǫy(ψ
′) ≤ φ = ǫz(φ) ≤ φ
′ = ǫx(φ
′)}.
Note that both A and B depend on ψ. Then we have
ǫy(ρ)(ψ) =
∨
φ′∈A
ρ(φ′), ǫy(ǫz(ρ))(ψ) =
∨
φ′∈B
ρ(φ′).
We claim that A = B. In fact, consider φ′ ∈ A and let φ be such that
ψ ≤ φ = ǫy(φ) ≤ φ
′. Note that x⊥y|z implies that ǫy(φ
′) = ǫy(ǫz(φ
′)).
Then take ψ′ = φ and φ′′ = ǫz(φ
′). It follows that ψ ≤ ψ′ = ǫy(ψ
′) ≤ φ′′ =
ǫz(φ
′′) ≤ φ′ = ǫx(φ
′) But this means that φ′ ∈ B. Conversely, if φ′ ∈ B, let
ψ′ be such that ψ ≤ ψ′ = ǫy(ψ
′) ≤ φ = ǫz(φ) ≤ φ
′. then take φ′′ = ψ′. It
follows that ψ ≤ φ′′ = ǫy(φ
′′) ≤ φ′ = ǫx(φ
′) and hence φ′ ∈ A. So A = B
and ǫy(ρ) = ǫy(ǫz))(ρ). ⊓⊔
Combination Axiom A5 holds also for a.o.p
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Theorem 10.5 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised informa-
tion algebra and ρ1, ρ2 ∈ AΨ two allocations of probability with supports x
and y respectively. Then x⊥y|z implies ǫz(ρ1 · ρ2) = ǫz(ρ1) · ǫz(ρ2).
Proof. The proof goes as the proof of Theorem 10.4: We first expand for
an element ψ ∈ Ψ the terms ǫz(ρ1 · ρ2)(ψ) and (ǫz(ρ1) · ǫz(ρ2))(ψ) according
to their definitions, using the associative and distributive laws in a complete
Boolean algebra:
ǫz(ρ1 · ρ2)(ψ)
=
∨
{(ρ1 · ρ2)(φ) : ψ ≤ φ = ǫz(φ)}
=
∨
{
∨
{ρ1(φ1) ∧ ρ2(φ2) : φ ≤ φ1 · φ2} : ψ ≤ φ = ǫz(φ)}
=
∨
{ρ1(φ1) ∧ ρ2(φ2) : ψ ≤ φ = ǫz(φ) ≤ φ1 · φ2},
(ǫz(ρ1) · ǫz(ρ2))(ψ)
=
∨
{ǫz(ρ1)(φ1) ∧ ǫz(ρ2)(φ2) : ψ ≤ φ1 · φ2}
=
∨
{
(∨
{ρ1(ψ
′
1) : φ1 ≤ ψ
′
1 = ǫz(ψ
′
1)}
)
∧
∨
{
(∨
{ρ2(ψ
′
2) : φ2 ≤ ψ
′
2 = ǫz(ψ
′
2)}
)
: ψ ≤ φ1 · φ2}
=
∨
{ρ1(ψ
′
1) ∧ ρ2(ψ
′
2) : ψ ≤ φ1 · φ2,
φ1 ≤ ψ
′
1 = ǫz(ψ
′
1), φ2 ≤ ψ
′
2 = ǫz(ψ
′
2)}.
Now, introduce in both expansions the assumptions ρ1 = ǫx(ρ1) and ρ2 =
ǫy(ρ2), which yields
ǫz(ρ1 · ρ2)(ψ)
=
∨
{
(∨
{ρ1(φ
′
1) : φ1 ≤ φ
′
1 = ǫx(φ
′
1)}}
)
∧
(∨
{ρ2(φ
′
2) : φ2 ≤ φ
′
2 = ǫy(φ
′
2)}}
)
: ψ ≤ φ = ǫz(φ) ≤ φ1 · φ2}
=
∨
{
∨
{ρ1(φ
′
1) ∧ ρ2(φ
′
2) : φ1 ≤ φ
′
1 = ǫx(φ
′
1), φ2 ≤ φ
′
2 = ǫy(φ
′
2)} :
ψ ≤ φ = ǫz(φ) ≤ φ1 · φ2}
=
∨
{ρ1(φ
′
1) ∧ ρ2(φ
′
2) : ψ ≤ φ = ǫz(φ) ≤ φ1 · φ2, φ1 ≤ φ
′
1 = ǫx(φ
′
1),
φ2 ≤ φ
′
2 = ǫy(φ
′
2)},
(ǫz(ρ1) · ǫz(ρ2))(ψ)
=
∨
{
(∨
{ρ1(φ
′
1) : ψ
′
1 ≤ φ
′
1 = ǫx(φ
′
1}
)
∧
(∨
{ρ2(φ
′
2) : ψ
′
2 ≤ φ
′
2 = ǫy(φ
′
2}
)
:
ψ ≤ φ1 · φ2, φ1 ≤ ψ
′
1 = ǫz(ψ
′
1), φ2 ≤ ψ
′
2 = ǫz(ψ
′
2)}
=
∨
{ρ1(φ
′
1) ∧ ρ2(φ
′
2) : ψ ≤ φ1 · φ2,
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φ1 ≤ ψ
′
1 = ǫz(ψ
′
1) ≤ φ
′
1 = ǫx(φ
′
1), φ2 ≤ ψ
′
2 = ǫz(ψ
′
2) ≤ φ
′
2 = ǫy(φ
′
2)}.
According to these expansion, we define the sets
A = {(φ′1, φ
′
2) : ∃φ, φ1, φ2 such that ψ ≤ φ = ǫz(φ) ≤ φ1 · φ2,
φ1 ≤ φ
′
1 = ǫx(φ
′
1), φ2 ≤ φ
′
2 = ǫy(φ
′
2)},
B = {(φ′1, φ
′
2) : ∃φ1, φ2, ψ
′
1, ψ
′
2 such that ψ ≤ φ1 · φ2,
φ1 ≤ ψ
′
1 = ǫz(ψ
′
1) ≤ φ
′
1 = ǫx(φ
′
1), φ2 ≤ ψ
′
2 = ǫz(ψ
′
2) ≤ φ
′
2 = ǫy(φ
′
2)}.
We remark again, that both A and B depend on ψ and
ǫz(ρ1 · ρ2)(ψ) =
∨
(φ′1,φ
′
2)∈A
ρ1(φ
′
1) ∧ ρ2(φ
′
2),
ǫz(ρ1) · ǫz(ρ2)(ψ) =
∨
(φ′1,φ
′
2)∈B
ρ1(φ
′
1) ∧ ρ2(φ
′
2).
As before, we claim that A = B. Suppose (φ′1, φ
′
2) ∈ A so that there are
elements φ, φ′1, φ
′
2 such that ψ ≤ φ = ǫz(φ) ≤ φ1 · φ2 and φ1 ≤ φ
′
1 =
ǫx(φ
′
1), φ2 ≤ φ
′
2 = ǫy(φ
′
2). Define then φ
′′
1 = ψ
′
1 = ǫz(φ
′
1) and φ
′′
2 = ψ
′
2 =
ǫz(φ
′
2). Then we have ǫz(φ) ≤ ǫz(φ
′
1 · φ
′
2). But the assumption x⊥y|z
implies ǫz(φ
′
1 · φ
′
2) = ǫz(φ
′
1) · ǫz(φ
′
2), hence we obtain from ψ ≤ ǫz(φ) that
ψ ≤ φ′′1 · φ
′′
2. We have further φ
′′
1 ≤ ψ
′
1 = ǫz(ψ
′
1) ≤ φ
′
1 = ǫx(φ
′
1) and
φ′′2 ≤ ψ
′
2 = ǫz(ψ
′
2) ≤ φ
′
2 = ǫy(φ
′
2). This shows that (φ
′
1, φ
′
2) ∈ B.
Conversely, consider (φ′1, φ
′
2) ∈ B such that there are elements ψ
′
1, ψ
′
2
and φ1, φ2 satisfying ψ ≤ φ1 · φ2 and φ1 ≤ ψ
′
1 = ǫz(ψ
′
1) ≤ φ
′
1 = ǫx(φ
′
1) and
φ2 ≤ ψ
′
2 = ǫz(ψ
′
2) ≤ φ
′
2 = ǫy(φ
′
2). From ψ
′
1 = ǫz(ψ
′
1) ≤ φ
′
1 it follows that
ǫz(ψ
′
1) ≤ ǫz(φ
′
1), and, similarly, ǫz(ψ
′
2) ≤ ǫz(φ
′
2). Define φ = ǫz(ψ
′
1) · ǫz(ψ
′
2).
Then, we have that ψ ≤ φ = ǫz(φ) = ǫz(ψ
′
1) · ǫz(ψ
′
2) ≤ ǫz(φ
′
1) · ǫz(φ
′
2).
Define now further φ′′1 = ǫz(φ
′
1) and φ
′′
2 = ǫz(φ
′
2). Then, we obtain ψ ≤ φ =
ǫ(φ) ≤ φ
′′
1 · φ
′′
2 and φ
′′
1 ≤ φ
′
1 = ǫx(φ
′
1), φ
′′
2 ≤ φ
′
2 = ǫy(φ
′
2). This shows that
(φ′1, φ
′
2) ∈ A, hence A = B and therefore ǫz(ρ1 · ρ2) = ǫz(ρ1) · ǫz(ρ2). ⊓⊔
We have already noted above, that combination is idempotent, that is,
ρ · ρ = ρ. However we need more, namely ρ · ǫx(ρ) = ρ, which is the
Idempotency Axiom A5. In fact, we have obviously ǫx(ρ)(ψ) ≤ ρ(ψ) for all
ψ ∈ Ψ, hence ǫx(ρ) ≤ ρ and therefore ρ · ǫx(ρ) = ρ. All this together proves
that the a.o.p form an idempotent generalised information algebra.
Theorem 10.6 If (Ψ,D;≤,⊥, ·, ǫ) is an idempotent generalised informa-
tion algebra, then (AΨ,D;≤,⊥, ·, ǫ) is also an idempotent generalised infor-
mation algebra.
We show now that the algebra (AΨ,D;≤,⊥, ·, ǫ) is in fact an extension
of the information algebra (Ψ,D;≤,⊥, ·, ǫ). Consider for any φ ∈ Ψ the the
following map of Ψ into B:
ρφ(ψ) =
{
⊤ if ψ ≤ φ,
⊥ otherwise,
(10.6)
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It allocates total belief to all elements of information implied by φ, that is
to all elements of the principal ideal ↓φ, and no belief to all other elements.
This map is clearly an allocation of probability ; it is called a deterministic
allocation. It is a degenerate allocation in so far as there is no uncertainty in
the information it expresses. It states simply that the piece of information
φ holds. Obviously the bottom a.o.p ν = ρ1 is a deterministic allocations,
and so is top a.o.p ζ = ρ0. Now, for φ1, φ2 ∈ Ψ we have
ρφ1 · ρφ2(ψ) =
∨
{ρφ1(ψ1) ∧ ρφ2(ψ2) : ψ ≤ ψ1 · ψ2}
=
{
⊤ if ψ ≤ φ1 · φ2,
⊥ otherwise
}
= ρφ1·φ2(ψ). (10.7)
So, the combination of deterministic allocations of φ1 and φ2 produces the
deterministic a.o.p of φ1 · φ2.
Further, for any ψ ∈ Ψ,
ǫx(ρφ)(ψ) =
∨
{ρφ(ψ
′) : ψ ≤ ψ′ = ǫx(ψ
′)}.
This equals ⊤, if there is a ψ′ = ǫx(ψ
′) ≥ ψ such that ψ′ ≤ φ, and ⊥ other-
wise. But, we have ψ′ = ǫx(ψ
′) ≤ φ if and only if ψ′ = ǫx(ψ
′) ≤ ǫx(φ). This
shows that ǫx(ρφ)(ψ) = ρǫx(φ)(ψ), hence ǫx(ρφ) = ρǫx(φ). The extraction of
a deterministic a.o.p associated with φ by x yields the deterministic a.o.p
associated with ǫx(φ).
The mapping φ 7→ ρφ is thus an embedding of (Ψ,D;≤,⊥, ·, ǫ) in (AΨ,D;≤
,⊥, ·ǫ). In this sense, (AΨ,D;≤,⊥, ·, ǫ) extends the information algebra
(Ψ,D;≤,⊥, ·, ǫ). By the way, we remark that if (Ψ, E; ·, ◦) is an idempotent
valuation algebra (Section 5.2), then the corresponding algebra of a.o.p is
obviously also an idempotent valuation algebra.
In the next section we pursue the subject by examining the question
how random mappings and allocations of probability, and especially their
respective information algebras, are related.
10.2 Random Mappings and Allocations
In Section 9.2 it has been shown that a random mapping generates an al-
location of probability, which specifies how much belief, according to the
information represented by the random mapping, is to be assigned to an
element of Φ. In this section the relations between random mappings and
allocations of probability will be examined in more detail. In particular, we
address the question, whether the operations between random mappings,
combination and extraction, are reflected in the corresponding operations
of the associated a.o.p, in other words, whether the mapping Γ 7→ ρΓ is
a homomorphism between random mappings and associated allocations of
probability.
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We start with simple random variables. Fix an idempotent generalised
information algebra (Ψ,D;≤,⊥, ·, ǫ) and a probability space (Ω,A, P ). For
any simple random variable ∆ ∈ Rs defined on this probability space, we
have seen that all elements of Ψ and even of IΨ have measurable allocations
of support s∆(ψ) ∈ A and their degree of support is well defined. If we
pass in this case from the probability space (Ω,A, P ) to its associated prob-
ability algebra (B, µ) (see Section 9.2), then we can define the allocation of
probability (a.o.p) associated with the random variable ∆,
ρ∆(ψ) = [s∆(ψ)]
for all elements ψ ∈ Ψ and even for all elements in IΨ. Thus, we obtain for
the degree of support induced by the random variable ∆,
sp∆(ψ) = P (s∆(ψ)) = µ(ρ∆(ψ)).
Again this holds for all elements of Ψ and even of its ideal completion IΨ.
The mapping ρ∆ : Ψ → B clearly satisfies the properties (A1) and A(2)
of an allocation of probability introduced in the previous Section 10.1 (see
Theorem 9.1 and (9.7).
A simple random variable ∆ is defined by a partition {B1, . . . , Bn} of
Ω consisting of measurable blocks Bi and a mapping defined by ∆(ω) = ψi
for all ω ∈ Bi and i = 1, . . . , n. We write ∆(ω) = ∆(Bi), if ω ∈ Bi. To
the partition {B1, . . . , Bn} of Ω corresponds a partition {[B1], . . . , [Bn]} of
the probability algebra B. That is, we have [Bi] ∧ [Bj ] = ⊥ if i 6= j, and
∨ni=1[Bi] = ⊤. The simple random variable ∆ can also be defined by a
mapping ∆([Bi]) = ψi from the partition of B into Ψ. Its allocation of
probability can then also be determined as
ρ∆(ψ) = ∨{[Bi] : ψ ≤ ∆([Bi])}. (10.8)
We note that ρ∆ = ρ∆→ . So, as far as allocation of probability (and support)
is concerned we might as well restrict ourselves to considering canonical
simple random variables and their information algebra (Rs,c,D;≤,⊥, ·, ǫ)
(see Section 9.1).
We now consider the mapping ρ : ∆ 7→ ρ∆ which maps simple random
variables into a.o.p.s. This mapping is a homomorphism:
Theorem 10.7 Let ∆1,∆2,∆ ∈ Rs be simple random variables, defined
on partitions in a probability algebra (B, µ) with values in an idempotent
generalised information algebra (Ψ,D;≤,⊥, ·, ǫ). Then, for all ψ ∈ Ψ and
x ∈ D,
ρ∆1·∆2(ψ) = (ρ∆1 · ρ∆2)(ψ) (10.9)
ρǫx(∆)(ψ) = ǫx(ρ∆)(ψ). (10.10)
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It is understood that in this theorem the combination on the left is the
one in the algebra of simple random variables, whereas on the right it is
the one in the algebra of a.o.ps. Similarly, the extraction operator ǫx on
the left is the one in the information algebra (Rs,D;≤,⊥, ·, ǫ) of simple
random variables, the one on the right is the one in the information algebra
(AΨ,D;≤,⊥, ·, ǫ) of a.o.p
Proof. (1) Assume that ∆1 is defined on the partition {B1,1, . . . , B1,n}
and ∆2 on the partition {B2,1, . . . , B2,m} of B. From the definition of an al-
location of probability, and the distributive and associative laws for Boolean
algebras, we obtain
(ρ∆1 · ρ∆2)(ψ)
= ∨{ρ∆1(ψ1) ∧ ρ∆2(ψ2) : ψ ≤ ψ1 · ψ2}
= ∨{(∨{B1,i : ψ1 ≤ ∆1(B1,i}))
∧ (∨{B2,j : ψ2 ≤ ∆2(B2,j})) : ψ ≤ ψ1 · ψ2}
= ∨{∨{B1,i ∧B2,j 6= ⊥ : ψ1 ≤ ∆1(B1,i), ψ2 ≤ ∆2(B2,j)} : ψ ≤ ψ1 · ψ2}
= ∨{B1,i ∧B2,j 6= ⊥ : ψ1 ≤ ∆1(B1,i), ψ2 ≤ ∆2(B2,j), ψ ≤ ψ1 · ψ2}.
But ψ ≤ ψ1 · ψ2, ψ1 ≤ ∆1(B1,i) and ψ2 ≤ ∆2(B2,j) if and only if ψ ≤
∆1(B1,i) ·∆2(B2,j). So we conclude that
(ρ∆1 · ρ∆2)(ψ)
= ∨{B1,i ∧B2,j 6= ⊥ : ψ ≤ ∆1(B1,i) ·∆2(B2,j)}
= ∨{B1,i ∧B2,j 6= ⊥ : ψ ≤ (∆1 ·∆2)(B1,i ∧B2,j)} (10.11)
= ρ∆1·∆2(ψ).
(2) Assume that ∆ is defined on the partition B1, . . . , Bn of B. Then
ǫx(∆) is also defined on B1, . . . , Bn. The associative law of complete Boolean
algebra gives us then,
ǫx(ρ∆)(ψ)
= ∨{ρ∆(φ) : ψ ≤ φ = ǫx(φ)}
= ∨{∨{Bi : φ ≤ ∆(Bi)} : ψ ≤ φ = ǫx(φ)}
= ∨{Bi : ψ ≤ φ = ǫx(φ) ≤ ∆(Bi)}.
But, ψ ≤ φ = ǫx(φ) ≤ ∆(Bi) holds if and only if ψ ≤ ǫx(∆(Bi)) =
ǫx(∆)(Bi). Hence we see that
ǫx(ρ∆)(ψ) = ∨{Bi : ψ ≤ ǫx(∆)(Bi)} = ρǫx(∆)(ψ).
This completes the proof. ⊓⊔
As far as allocations of probability induced by simple random variables
are concerned, this theorem shows that the combination and focusing of
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allocations reflects correctly the corresponding operations of the underlying
random variables. Let As be the image of Rs, under the mapping ρ. That
is As is the set of all allocations of probability which are induced by simple
random variables in (B, µ). The mapping satisfies
ρ∆1·∆2 = ρ∆1 · ρ∆2 ,
ρǫx(∆) = ǫx(ρ∆). (10.12)
Also the vacuous random variable U maps to the vacuous allocation ν and
the null random variable N to ζ. Thus we conclude that the map ∆ 7→ ρ∆
is a homomorphism between (Rs,D;≤,⊥, ·, ǫ) and (AΨ,D;≤,⊥, ·, ǫ) and
that (As,D;≤,⊥, ·, ǫ) is a subalgebra of the information algebra (AΨ,D;≤
,⊥, ·, ǫ). We remark that if we restrict the mapping ρ to canonical random
variables, then the mapping ∆→ 7→ ρ∆ becomes an embedding.
Now we turn to generalised random variables Γ. We remind that they
can be identified with certain random mappings into the ideal completion
(IΨ,D;≤,⊥, ·, ǫ) of the information algebra (Ψ,D;≤,⊥, ·, ǫ) (see Section 9.3)
and as such their allocation of probability is defined by ρΓ(ψ) = ρ0(sΓ(ψ))
or ρΓ = ρ0 ◦ sΓ (see Section 9.2). We remind that this covers also the
important case of algebraic information algebras (Ψ,D;≤,⊥, ·, ǫ), where the
simple random variables have finite values in Ψf , if (Ψf ,D;≤,⊥, ·, ǫ) is a
subalgebra of (Ψ,D;≤,⊥, ·, ǫ). Now we show that the a.o.p of a generalised
random variable can also be obtained as the limit of the a.o.p of the simple
random variables it dominates.
Theorem 10.8 For all generalised random variables Γ,
ρΓ =
∨
{ρ∆ : ∆ ≤ Γ}. (10.13)
Proof. Fix an element ψ ∈ Ψ and consider a measurable subset A ⊆
sΓ(ψ). We define a simple random variable
∆(ω) =
{
ψ if ω ∈ A,
1 otherwise.
Then certainly ∆(ω) ≤ Γ(ω) for all ω ∈ Ω, hence ∆ ≤ Γ. Furthermore we
have ρ∆(ψ) = [A]. This implies that∨
{ρ∆(ψ) : ∆ ≤ Γ} ≥
∨
{[A] : A ⊆ sΓ(ψ), A ∈ A} = ρ0(sΓ(ψ)).
Conversely, for all ∆ ≤ Γ it holds that s∆(ψ) ⊆ sΓ(ψ) and that s∆(ψ) ∈ A.
Therefore, we conclude that
∨
{ρ∆(ψ) : ∆ ≤ Γ} ≤
∨
{[A] : A ⊆ sΓ(ψ), A ∈ A} = ρ0(sΓ(ψ)).
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This proves that ρΓ(ψ) =
∨
{ρ∆(ψ) : ∆ ≤ Γ} for all ψ ∈ Ψ, hence (10.13)
holds. ⊓⊔
Theorem 10.8 shows that the a.o.p of a generalised random variable is in
the ideal completion of the information algebra (As,D;≤,⊥, ·, ǫ) of simple
a.o.p. This ideal completion contains allocations of probability ρΓ : B →
IΨ of the random mappings associated with generalised random variables.
The ideal completion of (As,D;≤,⊥, ·, ǫ) is an algebraic information algebra
and (10.13) shows that the mapping Γ 7→ ρΓ is continuous. It is in fact a
homomorphism between the algebra of generalised random variables and
their a.o.p as the following theorem shows:
Theorem 10.9 Let Γ,Γ1,Γ2 be generalised random variables and x ∈ D.
Then
ρΓ1·Γ2 = ρΓ1 · ρΓ2 ,
ρǫx(Γ) = ǫx(ρΓ).
The operations on the left hand side of these identities belong to the
algebra of generalised random variables, whereas those on the right hand
side to the algebra of a.o.p.
Proof. We have to show that
ρΓ1·Γ2(ψ) = (ρΓ1 · ρΓ2)(ψ),
ρǫx(Γ)(ψ) = ǫx(ρΓ)(ψ),
for all ψ ∈ Φ.
(1) We noted above that the mapping Γ 7→ ρΓ is continuous. Therefore,
using (9.20) and continuity, ∆ denoting always simple random variables, we
have
ρΓ1·Γ2 = ρ
∨
{∆1·∆2:∆1≤Γ1,∆2≤Γ2} =
∨
{ρ∆1·∆2 : ∆1 ≤ Γ1,∆2 ≤ Γ2}.
On the other hand, for every ψ ∈ Ψ, we obtain, using Theorems 10.8 and
10.8, and the associative and distributive laws of Boolean algebras,
(ρΓ1 · ρΓ2)(ψ)
=
∨
{ρΓ1(ψ1) ∧ ρΓ2(ψ1) : ψ ≤ ψ1 · ψ2}
=
∨
{(
∨
{ρ∆1(ψ1) : ∆1 ≤ Γ1})
∧(
∨
{ρ∆2(ψ2) : ∆2 ≤ Γ2}) : ψ ≤ ψ1 · ψ2}
=
∨
{ρ∆1(ψ1) ∧ ρ∆2(ψ2) : ∆1 ≤ Γ1,∆2 ≤ Γ2, ψ ≤ ψ1 · ψ2}
=
∨
{
∨
{ρ∆1(ψ1) ∧ ρ∆2(ψ2) : ψ ≤ ψ1 · ψ2} : ∆1 ≤ Γ1,∆2 ≤ Γ2}
=
∨
{(ρ∆1 · ρ∆2)(ψ) : ∆1 ≤ Γ1,∆2 ≤ Γ2}
=
∨
{ρ∆1·∆2(ψ) : ∆1 ≤ Γ1,∆2 ≤ Γ2}.
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This proves that ρΓ1·Γ2 = ρΓ1 · ρΓ2 .
(2) Again by continuity, we obtain from (9.21)
ρǫx(Γ) = ρ
∨
{ǫx(∆):∆≤Γ} =
∨
{ρǫx(∆) : ∆ ≤ Γ}.
But, we have also, by Theorem 10.7 (10.10) and Theorem 10.8 ,
ǫx(ρΓ)(φ) =
∨
{ρΓ(ψ) : φ ≤ ψ = ǫx(ψ)}
=
∨
{
∨
{ρ∆(ψ) : ∆ ≤ Γ} : φ ≤ ψ = ǫx(ψ)}
=
∨
{
∨
{ρ∆(ψ) : φ ≤ ψ = ǫx(ψ)} : ∆ ≤ Γ}
=
∨
{ρǫx(∆)(φ) : ∆ ≤ Γ}.
This proves that ρx(Γ) = ǫx(ρΓ). ⊓⊔
The following is a remarkable property of generalised random variables,
which we formulate in the framework of algebraic information algebras. The
interest of this theorem will become clear later especially in relation to sup-
port functions, see Chapter 11.
Theorem 10.10 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra
with finite elements Ψf and (Ψf ,D;≤,⊥, ·, ǫ) a subalgebra of (Ψ,D;≤,⊥, ·, ǫ).
Let Γ be a generalised random variable in (Ψ,D;≤,⊥, ·, ǫ). Then, for any
directed set X ⊆ Ψ,
ρΓ(
∨
X) =
∧
ψ∈X
ρΓ(ψ). (10.14)
Proof. We prove first the identity
ρ∆(φ) =
∧
{ρ∆(ψ) : ψ ∈ Ψf , ψ ≤ φ}. (10.15)
for simple random variables ∆. Using the convention introduced at the
beginning of the section, we write ∆([Bi]) = ψi, where the [Bi] form a
partition of B for i = 1, . . . , n. Then its a.o.p is given by ρ∆(ψ) = ∨{[Bi] :
ψ ≤ ψi} (see (10.8). Using this,we obtain∧
{ρ∆(ψ) : ψ ∈ Ψf , ψ ≤ φ} =
∧
{∨ψ≤ψi [Bi] : ψ ∈ Ψf , ψ ≤ φ}
Since the partition [Bi] of B is finite, the join on the right hand side ex-
tends for every ψ only over a finite number of elements [Bi]. Further,
as ψ increases, the number of these elements can only decrease. But in
ρ∆(φ) = ∨{[Bi] : φ ≤ ψi} also only a finite number of elements [Bi] ap-
pear and this number must be less or equal to the number for any ψ ≤ φ.
So, as ψ increases towards φ, a minimal number of elements must be at-
tained for some ψ0 ≤ φ. Say this number is m and assume that the ele-
ments are numbered as [B1], . . . , [Bm]. Then we conclude that the infimum
10.2. RANDOM MAPPINGS AND ALLOCATIONS 193
∧
{ρΓ(ψ) : ψ ∈ Ψf , ψ ≤ φ} equals ∨
m
i=1[Bi]. Now, for all ψ such that
ψ0 ≤ ψ ≤ φ we have ψ ≤ ψ1, . . . , ψm. Since φ =
∨
ψ0≤ψ≤φ
ψ, we conclude
that φ ≤ ψ1, . . . , ψm. But this means that ρ∆(φ) = ∨
m
i=1[Bi] and this proves
(10.15).
Next, we extend (10.15) to any generalised random variables Γ =
∨
{∆ :
∆ ∈ Rs,∆ ≤ Γ}. For this purpose we use the distributive law in the
complete Boolean algebra B:
ρΓ(φ)
=
∨
{ρ∆(φ) : ∆ ∈ Rs,∆ ≤ Γ}
=
∨
{
∧
{ρ∆(ψ) : ψ ∈ Ψf , ψ ≤ φ} : ∆ ∈ Rs,∆ ≤ Γ}
=
∧
{
∨
{ρ∆(ψ) : ∆ ∈ Rs,∆ ≤ Γ} : ψ ∈ Ψf , ψ ≤ φ}
=
∧
{ρΓ(ψ) : ψ ∈ Ψf , ψ ≤ φ} (10.16)
To conclude, let X ⊆ Ψ be directed. Consider ψ ∈ X. Then ψ ≤∨
X, hence ρΓ(ψ) ≥ ρΓ(
∨
X), and it follows that
∧
ψ∈X ρΓ(ψ) ≥ ρΓ(
∨
X).
Further, if η is a finite element and η ≤
∨
X, then there is a ψ ∈ X such
that η ≤ X. This implies that ρΓ(η) ≥ ρΓ(ψ). From this we conclude, using
(10.16)
ρΓ(
∨
X)
=
∧
{ρΓ(η) : η ∈ Ψf , η ≤
∨
X}
≥
∧
ψ∈X
ρΓ(ψ).
This proves finally (10.14). ⊓⊔
Following (Shafer, 1979) we call an allocation of probability satisfying
(10.14) condensable. Thus, the a.o.ps associated with generalised random
variables are condensable.
Next we examine the case of random variables and their allocations of
probability. According to Section 9.3, random variables Γ are ideals in
IRs and as random mappings Γ(ω) =
∨∞
i=1∆i(ω), where ∆i are simple
random variables, they map into IΨ, or more precisely into σ(Ψ) ⊆ IΨ.
This is equivalent to looking at an algebraic information algebra (Ψ,D;≤
,⊥, ·, ǫ) and considering random variables on the finite elements Ψf . By
the Representation Theorem 7.5 the information algebra (Ψ,D;≤,⊥, ·, ǫ) is
isomorphic to the ideal completion (IΨf ,D;≤,⊥, ·, ǫ) of the subalgebra of
the finite elements (Ψf ,D;≤,⊥, ·, ǫ). In the sequel, we consider this case.
A random variable Γ is then the join (or the limit) of a monotone non-
decreasing sequence of simple random variables ∆i with ∆1 ≤ ∆2 ≤ . . .,
Γ =
∨∞
i=1∆i. The simple random variables take values in Ψf , and the
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random variable Γ in Ψ. By Lemma 9.6 a random variable Γ is a also a gen-
eralised random variable. Therefore Theorem 10.9 applies also to random
variables. So, the mapping Γ 7→ ρΓ is a homomorphism of the information
algebra (Rσ,D;≤,⊥, ·, ǫ) of random variables into the information algebra
(AΨ,D;≤,⊥, ·, ǫ) of a.o.ps.
We are going to show more, namely that the map Γ 7→ ρΓ is a σ-
homomorphism from the σ-information algebra (Rσ,D;≤,⊥, ·, ǫ) into the
information algebra (AΨ,D;≤,⊥, ·, ǫ).
Theorem 10.11 Suppose (Ψ,D;≤,⊥, ·, ǫ) to be an idempotent generalised
information algebra, and Γi ∈ Rσ for i = 1, 2, . . .. Then
ρ∨∞
i=1 Γi
=
∞∨
i=1
ρΓi . (10.17)
Proof. Since the mapping Γ 7→ ρΓ is a homomorphism, it maintains
order. As a random variable, Γ equals
∨∞
i=1∆i, where ∆i form a monotone
sequence of simple random variables. Since Γ is also a generalised random
variable, we have by (10.13) ρΓ =
∨
{ρ∆ : ρ∆ ∈ Rs,∆ ≤ Γ}. The monotone
sequence ∆i is directed in R. By compactness there is for every ∆ ≤ Γ an
index j so that ∆ ≤ ∆j . This implies ρ∆ ≤ ρ∆j from which it follows that
ρΓ ≤
∨∞
i=1 ρ∆i . The converse inequality is evident. So we conclude that
ρΓ =
∞∨
i=1
ρ∆i (10.18)
if Γ =
∨∞
i=1∆i.
Consider now the generalised random variables Γi for i = 1, 2, . . . and
Γ =
∨∞
i=1 Γi. Let Γi =
∨∞
j=1∆i,j, where for every i = 1, 2, . . . the sequence
∆i,1,∆i,2, . . . is a monotone sequence of simple random variables. Then
Γ =
∞∨
i=1
∞∨
j=1
∆i,j.
In the standard way, we define ∆i = ∨
i
h=1 ∨
h
j=1 ∆h,j. The ∆i form a mono-
tone sequence of simple random variables and Γ =
∨∞
i=1∆i. By (10.18),
and the homomorphism between simple random variables and their a.o.ps
we obtain
ρΓ =
∞∨
i=1
ρ∆i =
∞∨
i=1
(
∨ih=1 ∨
h
j=1 ρ∆i,j
)
=
∞∨
i=1

 ∞∨
j=1
ρ∆i,j

 = ∞∨
i=1
ρΓi .
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This proves (10.17). ⊓⊔
As a preparation for an interpretation of this result, we remark that for
a σ-information algebra the following general result holds:
Lemma 10.1 Suppose (Ψ,D;≤,⊥, ·, ǫ) to be a σ-information algebra and
Γ a random mapping. Then
sΓ(
∞∨
i=1
ψi) =
∞⋂
i=1
sΓ(ψi). (10.19)
Proof. We have
sΓ(
∞∨
i=1
ψi) = {ω ∈ Ω :
∞∨
i=1
ψi ≤ Γ(ω)}.
Let ψ =
∨∞
i=1 ψi. Since ψi ≤ ψ we conclude that sΓ(ψ) ⊆ sΓ(ψi), hence
sΓ(ψ) ⊆
⋂∞
i=1 sΓ(ψi). On the other hand, consider ω ∈
⋂∞
i=1 sΓ(ψi), that is
ψi ≤ Γ(ω) for all i = 1, 2, . . .. Then we have
∨∞
i=1 ψi = ψ ≤ Γ(ω), hence
ω ∈ sΓ(ψ). This shows that sΓ(ψ) ⊇
⋂∞
i=1 sΓ(ψi) and this proves (10.19).
⊓⊔
Since for any random variable Γ and every ψ ∈ Ψ, we have ρΓ(ψ) =
ρ0(sΓ(ψ)) and the mapping ρ0 is a σ-homomorphism from the power set of
Ω onto B (see Theorem 9.2) it follows also from (10.19)
ρΓ(
∞∨
i=1
ψi) =
∞∧
i=1
ρΓ(ψi).
An allocation of probability, which satisfies this identity is called a σ-allocation
of probabiilty. Thus, a random variables induces a σ-a.o.p Let Aσ denote
the image of Rσ under the mapping Γ 7→ ρΓ in AΨ.
Next we show that continuity of extraction is also satisfied in the algebra
(Aσ,D;≤,⊥, ·, ǫ):
Theorem 10.12 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra,
and Γi ∈ Rσ for i = 1, 2, . . . a monotone sequence of random variables,
Γ1 ≤ Γ2 ≤ . . .. Then for very x ∈ D,
ǫx(
∞∨
i=1
ρΓi) =
∞∨
i=1
ǫx(ρΓi). (10.20)
Proof. The proof is based on the continuity of extraction in the σ-
information algebra (Rσ,D;≤,⊥, ·, ǫ) of random variables, see Theorem 9.5,
ǫx(
∞∨
i=1
Γi) =
∞∨
i=1
ǫx(Γi).
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Take the a.o.p of both sides. Using the fact that the mapping is a ho-
momorphism of generalised random variables, Theorem 10.9, and Theorem
10.11, this leads on the left hand to
ρǫx(
∨
∞
i=1 Γi)
= ǫx(ρ∨∞
i=1 Γi
) = ǫx(
∞∨
i=1
ρΓi).
On the right hand side we obtain by the same argument
ρ∨∞
i=1 ǫx(Γi)
=
∞∨
i=1
ρǫx(Γi) =
∞∨
i=1
ǫx(ρΓi)
This proves the identity (10.20). ⊓⊔
What can be said about the mapping Γ 7→ ρΓ for random mappings
Γ in general? Let (Ψ,D;≤,⊥, ·, ǫ) be an information algebra, (Ω,A, P ) a
probability space and Γ : Ω→ Ψ a random mapping. The mapping Γ 7→ ρΓ
is obviously order-preserving : Γ1 ≤ Γ2 means that Γ1(ω) ≤ Γ2(ω) for all
ω ∈ Ω. This implies that sΓ1(ψ) ⊆ sΓ2(ψ) for all ψ ∈ Ψ, and from this
it follows that ρΓ1(ψ) = ρ0(sΓ1(ψ)) ≤ ρ0(sΓ2(ψ)) = ρΓ1(ψ) for all ψ ∈ Ψ,
hence ρΓ1 ≤ ρΓ2 .
But the mapping is no more a homomorphism. In fact, let Γ1 and Γ2
be two random mappings. Then the support of the combination of these
random mappings is
sΓ1·Γ2(ψ) = {ω ∈ Ω : ψ ≤ Γ1(ω) · Γ2(ω)}
=
⋃
{ω : ψ1 ≤ Γ1(ω), ψ2 ≤ Γ2(ω), ψ ≤ ψ1 · ψ2}
=
⋃
{sΓ1(ψ1) ∩ sΓ2(ψ2) : ψ ≤ ψ1 · ψ2}.
Note that for any index set I, Hi ⊆
⋃
i∈I Hi, hence ρ0(Hi) ≤ ρ0(
⋃
i∈I Hi)
and therefore
∨
i∈I ρ0(Hi) ≤ ρ0(
⋃
i∈I Hi). This implies then for all ψ ∈ Ψ
ρΓ1·Γ2(ψ) = ρ0(
⋃
{sΓ1(ψ1) ∩ sΓ2(ψ2) : ψ ≤ ψ1 · ψ2})
≥
∨
{ρ0(sΓ1(ψ1) ∩ sΓ2(ψ2)) : ψ ≤ ψ1 · ψ2}
=
∨
{ρ0(sΓ1(ψ1)) ∧ ρ0(sΓ2(ψ2)) : ψ ≤ ψ1 · ψ2}
=
∨
{ρΓ1(ψ1)) ∧ ρΓ2(ψ2)) : ψ ≤ ψ1 · ψ2}
= (ρΓ1 · ρΓ2)(ψ). (10.21)
So, we have ρΓ1·Γ2 ≥ ρΓ1 · ρΓ2 . Equality holds only in particular cases, like
for instance for generalised or σ-random variables. Since ρΓ1·Γ2 allocates
more probability to a hypothesis ψ ∈ Ψ than ρΓ1 ·ρΓ2 does, it seems that by
the map to the allocation of probability some information is lost in general.
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Consider also extraction, that is a random mapping Γ and x ∈ D. Then,
since (ǫx(Γ))(ω) = ǫx(Γ(ω)),
sǫx(Γ)(ψ) = {ω ∈ Ω : ψ ≤ ǫx(Γ(ω))}
=
⋃
{sΓ(φ) : φ = ǫx(φ), ψ ≤ φ}.
(10.22)
Thus, we obtain for the a.o.p of ǫx(Γ),
ρǫx(Γ)(ψ) = ρ0(
⋃
{sΓ(φ) : ψ ≤ φ = ǫx(φ)})
≥
∨
{ρ0(sΓ(φ)) : ψ ≤ φ = ǫx(φ)}
=
∨
{ρΓ(φ) : ψ ≤ φ = ǫx(ψ)}
= (ǫx(ρΓ))(ψ).
So, here we find that ρǫx(Γ) ≥ ǫx(ρΓ) and again equality holds only in partic-
ular cases. This is a second indication that the random mapping Γ contains
more information than its a.o.p ρΓ.
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Chapter 11
Support Functions
11.1 Characterisation
As we have noted in Chapter 9, we may consider a random mapping Γ as
information, that is, Γ(ω) is a“piece of information”, which can be asserted,
provided ω is the sample element chosen by a chance process, or the “cor-
rect” assumption in a set of possible assumptions Ω. Here, information Γ(ω)
may either be an element of the set Ψ of an idempotent generalised infor-
mation algebra (Ψ,D;≤,⊥, ·, ǫ) or else an ideal of Ψ, hence an element of
the ideal completion (IΨ,D;≤,⊥, ·, ǫ) of (Ψ,D;≤,⊥, ·, ǫ). We have defined
the allocation of support sΓ(ψ) of a random mapping as the set of elements
ω ∈ Ω, which imply ψ, i.e. such that ψ belongs to the ideal Γ(ω), ψ ∈ Γ(ω)
or ψ ≤ Γ(ω), see Sections 9.1 and 9.2. Any ω ∈ sΓ(ψ) is an assumption, i.e.
an argument, which permits to infer the piece of information ψ in the light of
the random mapping Γ. So, the larger the set sΓ(ψ), the more arguments are
available to support ψ. Or, more to the point, the more probable, the more
likely it is that the correct, but unknown assumption ω belongs to sΓ(ψ),
the stronger the hypothesis ψ is supported. This probability was denoted by
spΓ(ψ) and called the degree of support of a hypothesis allocated by a ran-
dom mapping Γ. We refer to Chapter 9 for this point of view. The degrees
of support can be seen as a numerical map or function spΓ : Ψ→ [0, 1] of Ψ
into the unit interval. The goal of this chapter is to study this function.
We do not exclude in this chapter that Γ(ω) = 0 for some ω. This
represents improper information, which can be interpreted as contradictory
information. Under semantic aspects such improper information could and
should be excluded. We refer to Section 9.1 for a discussion of this issue
in the context of simple random functions. But for the present discussion
this is not essential. If Γ(ω) 6= 0 for all ω, the random mapping is called
normalised.
Consider then a random mapping Γ : Ω → Ψ from a probability space
(Ω,A, P ) into an idempotent generalised information algebra (Ψ,D;≤,⊥, ·, ǫ).
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The corresponding support is defined for any ψ ∈ Ψ as
sΓ(ψ) = {ω ∈ Ω : ψ ≤ Γ(ω)}.
The set sΓ thus contains all assumptions ω for which Γ(ω) implies ψ. The
following theorem collects a few elementary properties of the mapping sΓ :
Ψ→ P(Ω) (see also Theorem 9.1):
Theorem 11.1 If Γ : Ω→ Ψ, then
1. sΓ(1) = Ω,
2. If φ ≤ ψ, then sΓ(ψ) ⊆ sΓ(ψ),
3. sΓ(φ · ψ) = sΓ(φ) ∩ sΓ(ψ) for all ψ,ψ ∈ Ψ,
4. if Γ is normalised, then sΓ(0) = ∅.
Proof. (1) follows since 1 is the least element in Ψ, hence 1 ≤ Γ(ω)
for all ω ∈ Ω. (2) is obvious. (3) follows, since φ,ψ ≤ Γ(ω) if and only
if φ · ψ ≤ Γ(ω) and (4) follows from the definition of a normalised random
mapping. ⊓⊔
Sometimes Ψ may be a σ-semilattice or even a complete lattice, for in-
stance, if (Ψ,D;≤,⊥, ·, ǫ) is an algebraic or continuous information algebra.
Then something more can be said about the support of a random mapping.
Theorem 11.2 Let Γ : Ω→ Ψ be a random mapping.
1. If Ψ is a σ-semilattice, ψ1, ψ2, . . . ∈ Ψ, then
sΓ(
∞∨
i=1
ψi) =
∞⋂
i=1
sΓ(ψi). (11.1)
2. If Ψ is a complete lattice, X ⊆ Ψ, then
sΓ(
∨
X) =
⋂
ψ∈X
sΓ(ψ). (11.2)
Proof. (1) We have ψ1, ψ2, . . . ≤ Γ(ω) if and only if
∨∞
i=1 ψi ≤ Γ(ω).
This implies (11.1).
(2) Similarly, we have ψ ≤ Γ(ω) for all ψ ∈ X if and only if
∨
X ≤ Γ(ω)
and this implies (11.2). ⊓⊔
We want to make use of the probability space (Ω,A, P ) to judge the
likelihood that a random mapping Γ supports a hypothesis ψ ∈ Ψ. The
degree of support spΓ(ψ) of an element ψ ∈ Ψ is measured by the probability
of its support sΓ(ψ), provided this probability is defined. But this is the case
only if sΓ(ψ) ∈ A. Therefore, we define:
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Definition 11.1 If Γ : Ω → Ψ is a random mapping from a probability
space (Ω,A, P ) into an information algebra (Ψ,D;≤,⊥, ·, ǫ), then ψ ∈ Ψ is
called Γ-measurable, if sΓ(ψ) ∈ A.
The set of all Γ-measurable elements ψ ∈ Ψ will be denoted by EΓ.
Theorem 11.3 For any random mapping Γ, EΓ is a subsemilattice of Ψ,
containing 1; if Γ is normalised, then 0 belongs to EΓ too. Further, if Ψ is
a σ-semilattice, then EΓ is a σ-semilattice.
Proof. The first part of the theorem follows from the definition of EΓ
and Theorem 11.1. The second part follows from Theorem 11.2. ⊓⊔
On the semilattice EΓ we define spΓ(ψ) = P (sΓ(ψ)). Thus, spΓ is a
function with values in [0, 1], defined on EΓ. This function is called the
support function of the random mapping Γ. The next theorem collects the
basic properties of this function.
Theorem 11.4 Let Γ be a random mapping from the probability space (Ω,A, P )
into the idempotent generalised information algebra (Ψ,D;≤,⊥, ·, ǫ), and
spΓ the associated support function, defined on EΓ. Then spΓ has the fol-
lowing properties:
1. spΓ(1) = 1.
2. If ψ1, . . . , ψm ≥ ψ, ψ1, . . . , ψm, ψ ∈ EΓ,
spΓ(ψ) ≥
∑
∅6=I⊆{1,...,m}
(−1)|I|+1spΓ(∨i∈Iψi). (11.3)
3. If EΓ is a σ-semilattice, and if ψ1 ≤ ψ2 ≤ . . . ∈ EΓ, then
spΓ(
∞∨
i=1
ψi) = lim
i→∞
spΓ(ψi). (11.4)
4. If Γ is normalised, then spΓ(0) = 0.
Proof. (1) and (4) follow from Theorem 11.1 (1) and (4).
(2) Note that by Theorem 11.1 (2) we have spΓ(∨i∈Iψi) = P (sΓ(∨i∈Iψi)) =
P (∩i∈IsΓ(ψi)) for a finite index set I. On the right hand side of (11.3) we
have then by the inclusion-exclusion formula of probability theory,∑
∅6=I⊆{1,...,m}
(−1)|I|+1P (∩i∈IsΓ(ψi)) = P (∪
m
i=1sΓ(ψi)).
But ψ ≤ ψ1, . . . , ψm implies sΓ(ψ) ⊇ sΓ(ψi), hence
sΓ(ψ) ⊇ ∪
m
i=1sΓ(ψi)
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This implies (11.3)
(3) In this case
∨∞
i=1 ψi ∈ EΓ. Further, by Theorem 11.2, spΓ(
∨∞
i=1 ψi) =
P (sΓ(
∨∞
i=1 ψi)) = P (
⋂∞
i=1 sΓ(ψi)). Now, ψ1 ≤ ψ2 ≤ . . . implies sΓ(ψ1) ⊇
sΓ(ψ2) ⊇ . . . (Theorem 11.1 (2)). By the continuity of probability it follows
that P (
⋂∞
i=1 sΓ(ψi)) = limi→∞ P (sΓ(ψi)). This proves (11.4). ⊓⊔
As a consequence we deduce from (2) of the theorem above that for φ ≤ ψ
we have spΓ(ψ) ≤ spΓ(φ). Thus the function spΓ is monotone. In fact a
function satisfying property (2) of the theorem above is called monotone of
order ∞ (Choquet, 1953–1954; Choquet, 1969).
In Section 9.2 we proposed to extend the support function of a random
mapping Γ beyond the measurable elements by spΓ(ψ) = µ(ρΓ(ψ)), where
ρΓ(ψ) = ρ0(sΓ(ψ)) is the allocation of probability associated with the ran-
dom mapping Γ and (µ,B) is the probability algebra associated with the
probability space (Ω,A, P ). Now, any allocation of probability ρ : B → Ψ
generates a function sp = µ ◦ ρ which satisfies properties (1) and (2) of
Theorem 11.4 as stated in Theorem 11.5 below. Therefore, in particular the
function spΓ = µ◦ρΓ, which is defined on Ψ, and even IΨ has the properties
stated in Theorem 11.4.
Theorem 11.5 Let (µ,B) be a probability algebra, ρ : Ψ→ B an allocation
of probability, and sp = µ ◦ ρ.
1. sp satisfies properties (1) and (2) of Theorem 11.4
2. If Ψ is a σ-semilattice and and if for all ψ1, ψ2, . . .
ρ(
∞∨
i=1
ψi) =
∞∧
i=1
ρ(ψi),
then (3) of Theorem 11.4 holds.
3. If Ψ is a complete lattice and if for any directed set X ⊆ Ψ
ρ(
∨
X) =
∧
ψ∈X
ρ(ψ),
then
sp(
∨
X) = inf
ψ∈X
sp(ψ). (11.5)
Proof. (1) and (2) are proved as in the proof of Theorem 11.4.
(3) The set {ρ(ψ) : ψ ∈ X} is downwards directed if X is directed.
Therefore, by Lemma 9.1
µ(ρ(
∨
X)) = µ(
∧
ψ∈X
ρ(ψ)) = inf
ψ∈X
µ(ρ(ψ)).
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This proves (11.5). ⊓⊔
Next, we consider algebraic information algebras (Ψ,D;≤,⊥, ·, ǫ), with
finite elements Ψf . We always suppose that (Ψf ,D;≤,⊥, ·, ǫ) is a subalge-
bra of (Ψ,D;≤,⊥, ·, ǫ) so that Ψ can be considered as the ideal completion
IΨf of Ψf (see Theorem 7.5). In other words, the results to be derived
below apply also to the ideal completion IΨ of any idempotent generalised
information algebra (Ψ,D;≤,⊥, ·, ǫ). In this context we remind that a gen-
eralised random variable Γ is the supremum of the simple random variables
it dominates, Γ =
∨
{∆ : ∆ ∈ Rs,∆ ≤ Γ}. Simple random variables are
here and in the sequel always assumed to take finite elements as values, that
is ∆(ω) ∈ Ψf for all ω. In such a case, the support function of a generalised
random variable can be approximated by its values for finite elements.
Theorem 11.6 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra,
with Ψf as finite elements and Γ a generalised random variable with values
in (Ψ,D;≤,⊥, ·, ǫ). Further let spΓ = µ◦ρΓ, where ρΓ = ρ0◦sΓ (see (9.12)).
Then for all ψ ∈ Ψ,
spΓ(ψ) = inf{spΓ(φ) : φ ∈ Ψf , φ ≤ ψ}. (11.6)
Furthermore, if X ⊆ Ψ is directed, then
spΓ(
∨
X) = inf
ψ∈X
spΓ(ψ). (11.7)
Proof. Note that (11.6) is a particular case of (11.7). By Theorem 10.10
we have ρΓ(
∨
X) =
∧
ψ∈X ρΓ(ψ). Then (11.7) follows from Theorem 11.5
(3). ⊓⊔
In the same framework, if Γ =
∨∞
i=1∆i is a random variable defined by
a sequence family of simple random variables ∆1,∆2, . . ., then the degree of
support of any element in σ(Ψf ) may be obtained as a limit of the degrees
of support of finite elements. In fact, if ψ ∈ σ(Ψf ), then ψ =
∨∞
i=1 ψi, where
ψi ∈ Ψf (Theorem 9.3). We may always assume that the sequence ψi is
monotone, ψ1 ≤ ψ2 ≤ . . .. Then this sequence is a directed set in Ψ and
Theorem 11.6 applies. But due to the monotonicity of the sequence, we
have inf{spΓ(ψi) : i = 1, 2, . . .} = limi→∞ spΓ(ψi). So, if ψ =
∨∞
i=1 ψi and
ψ1 ≤ ψ2 ≤ . . . ∈ Ψf , then
spΓ(ψ) = lim
i→∞
spΓ(ψi). (11.8)
The degree of support of a random variable can in some cases also be
approximated by the degrees of support of the simple random variables
which approximate the random variable.
Theorem 11.7 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised informa-
tion algebra and (σ(Ψ),D;≤,⊥, ·, ǫ) its σ-extension in IΨ. If Γ =
∨∞
i=1∆i,
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where ∆i are simple random variables with values in Ψ, is a random vari-
able defined on the probability space (Ω,A, P ) with values in σ(Ψ), then all
elements ψ ∈ Ψ are Γ-measurable, EΓ = Ψ. Furthermore, if the ∆i form
a monotone increasing sequence of simple random variables, then for all
ψ ∈ Ψ,
spΓ(ψ) = lim
i→∞
sp∆i(ψ). (11.9)
Proof. If Γ is a random variable defined by Γ =
∨∞
i=1∆i, we may always
assume that the ∆i form a monotone sequence of simple random variables.
Consider any ψ ∈ Ψ and its support sΓ(ψ) relative to the random variable
Γ. Then ∆i ≤ Γ implies s∆i(ψ) ⊆ sΓ(ψ), hence
⋃∞
i=1 s∆i(ψ) ⊆ sΓ(ψ). On
the other hand we have
sΓ(ψ) = {ω ∈ Ω : ψ ≤
∞∨
i=1
∆i(ω)}.
Consider an ω ∈ sΓ(ψ). As a monotone sequence, the ∆i(ω) form a di-
rected set. Its supremum Γ(ω) belongs to the algebraic information algebra
(IΨ,D;≤,⊥, ·, ǫ), whose finite elements are given by Ψ. Therefore, by com-
pactness, there must be an index i such that ψ ≤ ∆i(ω), hence ω ∈ s∆i(ψ).
But this shows that sΓ(ψ) ⊆
⋃∞
i=1 s∆i(ψ), hence
sΓ(ψ) =
∞⋃
i=1
s∆i(ψ). (11.10)
Now, s∆i(ψ) is measurable for all i, hence sΓ(ψ) is so too. This proves the
first part of the theorem.
If the sequence of the ∆i is monotone increasing, then so is s∆i(ψ) for any
ψ ∈ Ψ. Then (11.9) follows from (11.10) and the continuity of probability.
⊓⊔
Another approximation of degrees of support by the degrees of support
of simple random variables can be stated for generalised random variables.
Corollary 11.1 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised informa-
tion algebra and Γ a generalised random variable in Ψ. Then, for all ψ ∈ Ψ,
spΓ(ψ) = sup{sp∆(ψ) : ∆ ∈ Rs,∆ ≤ Γ}. (11.11)
Proof. We have by Theorem 10.8 that
ρΓ(ψ) =
∨
{ρ∆(ψ) : ∆ ≤ Γ}.
Here, as in the sequel, ∆ always denote simple random variables. Let (µ,B)
be the probability algebra associated with the probability space on which Γ is
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defined. Then spΓ = µ◦ρΓ. The set {ρ∆(ψ) : ∆ ≤ Γ} is downwards directed
in B. Therefore, by Lemma 9.1, we conclude that spΓ(ψ) = µ(ρΓ(ψ)) =
sup{µ(ρ∆(ψ)) : ∆ ≤ Γ} = sup{sp∆(ψ) : ∆ ≤ Γ}. ⊓⊔
We are in this chapter going to study functions monotone of order ∞,
satisfying properties (1) and (2) from Theorem 11.4 above. As we have seen,
such functions do arise from random mappings in different ways and also
from allocations of probability. Therefore, we define a corresponding class
of functions.
Definition 11.2 Let E be a join-semilattice with a least element 1. Then
a function sp : E →[0,1] satisfying (1) and (2) below is called a support
function on E:
1. sp(1) = 1.
2. If ψ1, . . . , ψm ≥ ψ, ψ1, . . . , ψm, ψ ∈ E,
sp(ψ) ≥
∑
∅6=I⊆{1,...,m}
(−1)|I|+1sp(∨i∈Iψi). (11.12)
3. If in addition E is closed under countable joins, and for any montone
sequence ψ1 ≤ ψ2 ≤ · · · the condition
sp(
∞∨
i=1
ψi) = lim
i→∞
sp(ψi) (11.13)
holds, then sp is called a continuous support function of E.
4. If further E is a complete semilattice and for any directed set X ⊆ E,
sp(
∨
X) = inf
ψ∈X
sp(ψ) (11.14)
holds, then sp is called a condensable support function on E.
So, for any random mapping Γ, the function spΓ is a support function
on EΓ. Random variables Γ have continuous support functions spΓ and
the support functions spΓ = µ ◦ ρΓ of generalised random variables Γ are
condensable on Ψ, if (Ψ,D;≤,⊥, ·, ǫ) is an algebraic information algebra. We
are going to study such support functions. The first question we are going
to examine, is whether any support function can be obtained as the support
function of a random mapping. This question will be addressed in the next
section. Further, if a support function is defined on some sub-semilattice E of
an information algebra (Ψ,D;≤,⊥, ·, ǫ), how can this function be extended
to all of Ψ? This question will be studied in Section 11.3.
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11.2 Generating Support Functions
Any random mapping Γ from some probability space (Ω,A, P ) into an in-
formation algebra (Ψ,D;≤,⊥, ·, ǫ) generates a support function spΓ on the
join-semilattice EΓ ⊆ Ψ of its Γ-measurable elements. We remind that EΓ
contains at least the element 1 of Ψ. Now, suppose that E is a join-semilattice
containing a least element 1 and that sp : E → R is a support function ac-
cording to Definition 11.2 in the previous section. In fact, we shall always
consider E as a sub-semilattice of some idempotent generalised information
algebra (Ψ,D;≤,⊥, ·, ǫ). Is there a random mapping Γ into Ψ such that its
support function spΓ coincides with sp on E? We show in this section that
the answer is affirmative, with the small amendment, that the mapping is
into the ideal completion IΨ of Ψ rather than into Ψ itself.
This result is based on the Theorem of Krein-Milman which states that
in a locally convex topological space which is Hausdorff, any compact convex
set S is the closure of the convex hull of its extreme points (Phelps, 2001).
The set S consists in our case of the support functions in the space of real-
valued functions on E . We shall use a result of Choquet on the extreme
points of monotone functions of order∞ (Choquet, 1953–1954). In fact, the
theory presented here can be seen as part of Choquet’s theory of capacities,
and illustrates in particular the connection of capacities to probability.
Let E be a join-semilattice, containing the least element 1. Consider the
vector space V of functions f : E → R with pointwise addition and scalar
multiplication. It becomes a topological space with pointwise convergence.
Since R is Hausdorff, so is V (Kelley, 1955). Define pψ(f) = |f(ψ)| for f ∈ V
and ψ ∈ E . Then pψ is a semi-norm, that is
1. it is positive semidefinite: pψ(f) ≥ 0 for all f ∈ V ,
2. it is positive homogneeous: pψ(λ · f) = λ · pψ(f), for all λ ≥ 0,
3. and it satisfies the triangle inequality: pψ(f + g) ≤ pψ(f) + pψ(g).
Therefore, V is a locally convex topological Hausdorff space.
Now, let S denote the set of all support functions on E , which is a subset
of V . The set S is obviously convex and closed in V . Furthermore, S
is contained in the product space RE =
∏
{R : ψ ∈ E}. Define S[ψ] =
{f(ψ) : f ∈ S}. These sets are bounded for all ψ ∈ E and their closures S¯[ψ]
are therefore compact. By Tychonov’s theorem (Kelley, 1955) the product∏
{S¯[ψ] : ψ ∈ E} is compact and since S ⊆
∏
{S¯[ψ] : ψ ∈ E}, S is compact
too.
Next we are going to apply the Krein-Milman theorem to the convex,
compact set S. Here is the theorem:
Theorem 11.8 Theorem of Krein-Milman: A convex, compact subset
S of a locally convex Hausdorff space is the closed convex hull of its extreme
points.
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Before we are going to apply this theorem to our problem of finding a ran-
dom mapping inducing a given support function, we transform the theorem
into an integral representation, following (Phelps, 2001). As a preparation
we need a further notion. Let P be a probability measure on S, that is, a
nonnegative regular measure on the σ-algebra of Borel sets in S, such that
P (S) = 1. A point f ∈ V is said to be represented by P , if for every linear
function h : V → R,
h(f) =
∫
S
h(v)dP (v).
We cite the following lemma from (Phelps, 2001):
Lemma 11.1 Let C be a compact subset of a locally convex topological
space V . A point f ∈ V belongs to the the closed convex hull H of C, if and
only if there is a probability measure P on C which represents f .
Now, with the aid of this lemma, we reformulate the Krein-Milman The-
orem 11.8.
Theorem 11.9 Every point f of a convex, compact subset S of a locally
convex Hausdorff space V is represented by a probability measure on S,
which is supported by the closure of the extreme points ext(S) of S, i.e.
P ( ¯ext(S)) = 1.
Proof. By the Krein-Milman Theorem 11.8, f ∈ S means, that f belongs
to the closure of the convex hull of the extreme points ext(S) of S. Clearly,
the set of extreme point of S is bounded, its closure is therefore compact.
Hence, by Lemma 11.1, f is represented by a probability on the closure of
the extreme points of S. ⊓⊔
What are the extreme points of the set S of support functions? This
question is answered by Theorem 43.4 in (Choquet, 1953–1954). In this
theorem Choquet considers functions alternating of order ∞. This means
that in (11.12) of Definition 11.2 the inverse inequality holds. Now, if f
is monotone of order ∞, then g(ψ) = f(1) − f(ψ) is alternating of order
∞. So there is a close relation between the two notions. Choquet further
considers alternating functions on an ordered commutative semigroup with
a zero-element with all elements greater than zero. This applies to our join-
semigroup E , which, in addition, is an idempotent semigroup. If C is a convex
cone in V and H is an affine subspace of V , not containing the zero function,
and which meets every ray of C, then C ∩ H is a convex set and f ∈ C ∩ H
is an extreme point of this convex set, if and only if f is an extremal point
of the convex cone C. As a consequence of Theorem 43.4, Choquet states in
Section 46 of (Choquet, 1953–1954) that the extremal points of the convex
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cone M of functions monotone to the order ∞ are the exponentials on E ,
that is functions e : E → R such that 0 ≤ e(ψ) ≤ 1, for all ψ ∈ (E) and
e(φ · ψ) = e(ψ) × e(ψ).
for all φ,ψ ∈ E .
Note now that item 1 of Definition 11.2 requires for a support function
that f(1) = 1. This defines an affine hyperplane H in V and M ∩ H is
exactly the set of support functions on E . So its extreme points are the
exponentials e on E with e(1) = 1. Since E is idempotent, we have for any
exponential e(ψ) = e(ψ ·ψ) = e(ψ)× e(ψ). Hence e(ψ) takes only the values
0 or 1. Let ei for i = 1, 2, . . . be a convergent sequence of exponentials on E ,
such that
e(ψ) = limi→∞ei(ψ).
Then e is a support function, since S is closed, and its is also an exponential
on E . So the set of exponentials is both bounded and closed, hence compact.
Define for an exponential e
Ie = {ψ ∈ E : e(ψ) = 1}.
This is obviously an ideal in E and any ideal I in E defines an exponential
by e(ψ) = 1 if ψ ∈ I and e(ψ) = 0 otherwise. So, there is a one-to-one
relation between exponentials on E and ideals of E . We may identify the set
of exponentials on E by the set IE of ideals in E .
Fix a ψ ∈ E . Define, for f ∈ V , hψ(f) = f(ψ). This defines a continuous
linear function hψ : V → R. Consider now any support function sp ∈
S. By the reformulated version of the Krein-Milman Theorem, 11.9, sp is
represented by a probability measure on the closed set of its extreme points,
that is, the set of exponentials on E . Hence, we have
sp(ψ) = hψ(sp) =
∫
ext(S)
hψ(e)dP (e) =
∫
ext(S)
e(ψ)dP (e),
for some probability measure P supported by ext(S) and all ψ ∈ E . But,
because e is a 0-1-function, this gives
sp(ψ) = P{e : e(ψ) = 1}.
Now, we are nearly done. We consider the probability space (ext(S),B, P ),
where B denotes the Borel σ-algebra of subsets of ext(S) and P the prob-
ability introduced above. We now construct a mapping from ext(S) into
(IΨ,D;≤,⊥, ·, ǫ), the ideal extension of the information algebra (Ψ,D;≤
,⊥, ·, ǫ). Since E is supposed to be a sub-semilattice of Ψ, the ideal Ie asso-
ciated with the exponential e can be extended to an ideal in Ψ, generally in
many ways, for example by
Je = {ψ ∈ Ψ : ψ ≤ φ for some φ ∈ Ie}.
11.2. GENERATING SUPPORT FUNCTIONS 209
Then we define the random mapping Γ(e) = Je from the probability space
(ext(S),B, P ) into the information algebra (IΨ,D;≤,⊥, ·, ǫ). As usual, we
consider Ψ as a subset of IΨ by the embedding ψ 7→↓ψ. Let ψ ∈ E . Then
for the support of ψ by Γ we obtain
sΓ(ψ) = {e ∈ extS : ψ ∈ Je} = {e ∈ ext(S) : ψ ∈ Ie}
= {e ∈ ext(S) : e(ψ) = 1}.
As we have seen, the last set is measurable, that is belongs to B. Hence we
see that all elements of E are Γ-measurable, E ⊆ EΓ. Further,
spΓ(ψ) = P (sΓ(ψ)) = P{e ∈ ext(S) : e(ψ) = 1} = sp(ψ).
So spΓ and sp coincide on E . In this sense sp is induced by the random
mapping Γ, hence Γ generates sp. We should stress that the Γ defined
above is not the unique random mapping generating sp. This issue will be
addressed in Section 11.3.
Next we turn to continuous support functions. This time let E be a
σ-join-semilattice, a semilattice closed under countable joins. Again, we
assume E to be a sub-semilattice of some σ-information algebra (Ψ,D;≤
,⊥, ·, ǫ). Let Sc denote the set of continuous support functions on E . As
above, we argue that Sc is still a convex, compact subset of the function
space V . Therefore, the revised Theorem of Krein-Milman 11.9 still ap-
plies. Because the elements of Sc are still monotone of order ∞, Choquet’s
Theorem 43.4 (Choquet, 1953–1954) is also still applicable. The extreme
elements of Sc are therefore again exponentials on E . But since they belong
to Sc, they must be continuous exponentials. That is, if ψ1 ≤ ψ2 ≤ . . . is a
monotone sequence in E , then
e(
∞∨
i=1
ψi) = lim
i→∞
e(ψi).
Since e is a monotone 0-1 function it follows that
e(
∞∨
i=1
ψi) =
∞∏
i=1
e(ψi).
The set of extreme points ext(Sc) is again bounded and closed, hence com-
pact. As above, define Ie = {ψ ∈ E : e(ψ) = 1}. This time Ie becomes a
σ-ideal in E .
Consider a continuous support function sp ∈ Sc. Define, as above,
hψ(f) = f(ψ), a linear function from V into R. By Theorem 11.9 there
exists a probability measure P on ext(Sc) such that
sp(ψ) = hψ(sp) =
∫
ext(Sc)
hψ(e)dP (e) =
∫
ext(Sc)
e(ψ)dP (e).
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As above this gives
sp(ψ) = P{e ∈ ext(Sc) : e(ψ) = 1},
So, again as above, we may define a random mapping from the probability
space (ext(Sc),Bc, P ) into the ideal completion (IΨ,D;≤,⊥, ·, ǫ) of the in-
formation algebra (Ψ,D;≤,⊥, ·, ǫ), by Γ(e) = Je. Here Bc is the σ-field of
Borel sets in ext(Sc). Note that in this case Je is a σ-ideal in Ψ. As above
we verify that
spΓ(ψ) = P (sΓ(ψ)) = P{e ∈ ext(Sc) : e(ψ) = 1} = sp(ψ)
for all ψ ∈ E . So, Γ is a random mapping generating the continuous support
function sp on E .
To conclude this part, we formulate the main result of this section in the
following theorem
Theorem 11.10 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised infor-
mation algebra and E ⊆ Ψ a join-sub-semilattice of Ψ containing 1. If sp is
a support function on E, then there exists a probability space (Ω,A, P ) and
a random mapping Γ from this space into the ideal completion of (IΨ,D;≤
,⊥, ·, ǫ) of (Ψ,D;≤,⊥, ·, ǫ), such that E ⊆ EΓ and its support function coin-
cides on E, with sp, that is spΓ(ψ) = sp(ψ) for all ψ ∈ E.
If (Ψ,D;≤,⊥, ·, ǫ) is a σ-information algebra, E ⊆ Ψ a σ-semilattice and
sp continuous, then there is a random mapping Γ generating sp, as in the
first part of the theorem, which maps to σ-ideals of Ψ.
We remark that for continuous support functions there is an alternative
approach to generate it from a random mapping, due to (Norberg, 1989).
11.3 Canonical Random Mappings
According to the previous Section 11.2 any support function can be gen-
erated by some random mapping. In this section we are going to examine
the random mappings generating a given support function in more detail.
In particular, we shall compare these random mappings and single out a
particular one, which we shall call the canonical mapping.
Let (Ψ,D;≤,⊥, ·, ǫ) be an information algebra and E ⊆ Ψ a join-sub-
semilattice of Ψ, containing 1. Consider a support function sp on E . Accord-
ing to the discussion in Section 11.2 there is a probability space (ext(S),A, P )
on the set of exponentials ext(S) on E and a random mapping into the ideal
completion of (Ψ,D;≤,⊥, ·, ǫ) defined by
ν(e) = Je = {ψ ∈ Ψ : ψ ≤ φ for some φ ∈ Ie}
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where Ie is the ideal {ψ ∈ E : e(ψ) = 1} in E associated with the exponential
e. Then we obtain for ψ ∈ E
sp(ψ) = P{e ∈ ext(S) : e(ψ) = 1},
which shows that the random mapping ν from ext(S) into the ideal comple-
tion IΨ of Ψ indeed generates the support function on E .
We noted in Section 11.2 that there is a one-to-one relation between
exponentials e ∈ ext(S) on E and the ideals IE in E . To each exponential
e corresponds the ideal Ie in E and conversely, any ideal I of E defines
an exponential eI by eI(ψ) = 1, if ψ ∈ I and eI(ψ) = 0 otherwise. We
may therefore replace the probability space (ext(S),A, P ) on ext(S) by an
equivalent probability space (IE ,A, P ) on IE . By abuse of notation we denote
here the σ fields and the probability measures in both spaces by the same
symbol. The random mapping ν is then changed in the obvious way to
ν(I) = {ψ ∈ Ψ : ψ ≤ φ for some φ ∈ I}.
We remarked in Section 11.2 that this random mapping ν is not the only
one inducing the support function on E . Let’s examine this in more detail.
The restriction of an ideal I of Ψ to E is clearly an ideal of E . We define the
mapping p : IΨ → IE by p(I) = I|E = I ∩E ; to each ideal in Ψ, we associate
its restriction to E . Then the inverse mapping p−1(I) = {J ∈ IΨ : p(J) = I}
induces a partition of IΨ. Consider any ideal J ∈ p
−1(I). Obviously we
have ν(I) ⊆ J . Thus, ν(I) is the least ideal in p−1(I).
Consider any random mapping Γ from IE into the ideal completion IΨ
of Ψ, such that Γ(I) ∈ p−1(I). Its allocation of support is, for ψ ∈ E ,
sΓ(ψ) = {I ∈ IE : ψ ∈ Γ(I)} = {I ∈ IE : ψ ∈ I}.
It follows that the random mapping Γ induces also the support function sp
on E ,
spΓ(ψ) = P (sΓ(ψ)) = P{I ∈ IE : ψ ∈ I} = sp(ψ).
Hence, ν is the minimal random mapping on IE generating sp.
Let’s pursue this observation. Consider the probability algebra (B, µ)
associated with the probability space (IE ,A, P ) (see Section 9.2). We remind
that the mapping ρν = ρ0 ◦ sν from Ψ into B is an allocation of probability
(a.o.p) (see Section 9.2). This a.o.p, as every a.o.p on Ψ, induces a support
function spν = µ ◦ ρ0 ◦ sν on Ψ (see Theorem 11.5), and its restriction to E
equals sp. So, spν is an extension of sp to Ψ. Now, for any random mapping
Γ from IE into the ideal completion IΨ of Ψ, such that Γ(I) ∈ p
−1(I), we have
ν(I) ⊆ Γ(I). This implies for the allocations of support that sν(ψ) ⊆ sΓ(ψ),
hence ρν(ψ) = ρ0(sν(ψ)) ≤ ρ0(sΓ(ψ)) = ρΓ(ψ) and for ψ ∈ E , we have
ρν(ψ) = ρΓ(ψ). It follows that
spν(ψ) = µ(ρ0(sν(ψ))) ≤ µ(ρ0(sΓ(ψ))) = spΓ(ψ)
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We shall see later (Section 11.4) that the randommapping ν generates indeed
the least extension of the support function sp on E to Ψ among all extensions.
But before we turn to this question, we return to the random mappings
generating sp on E .
Consider the family of sets {I ∈ IE : ψ ∈ I} for ψ ∈ E . All these sets
belong to the σ-field A in the probability space (IE ,A, P ) used to define the
random mapping ν to generate the support function sp on E and sp(ψ) =
P (I ∈ IE : ψ ∈ I). Let AE ⊆ A be the σ-field of subsets generated by the
family of these subsets. Note that this set depends only on the semi lattice
E , but not on sp itself. Denote the restriction of the probability measure
P to AE by Psp. This probability depends on the support function sp,
and thereby indirectly of course also on E . Consider the probability space
(IE ,AE , Psp). We remark that the random mapping ν, as well as the related
mappings Γ considered above, still generate sp on E .
In order to facilitate comparisons between random mappings generating
the support function sp on E , we transport probability from the set of ideal
IE in E to the set IΨ of ideals in Ψ. The family of sets p
−1(A) for A ∈ AE
forms a σ-field of subsets of IΨ and by P (p
−1(A)) = Psp(A) a probability
measure is defined on this σ-field. By abuse of notation, we denote the new
probability space by (IΨ,AE , Psp). The random mapping ν from IE into the
ideal completion of Ψ is redefined as ν(p(I)) for I ∈ IΨ. Again, we call this
new mapping ν, that is,
ν(I) = {ψ ∈ Ψ : φ ≤ ψ for some ψ ∈ p(I)}. (11.15)
We call this random mapping ν, together with the associated probability
space (IΨ,AE , Psp), the canonical random mapping generating the support
function sp on the semilattice E . Any other random mapping Γ defined
above on IE may similarly be redefined as Γ(p(I)).
We can now compare different extensions of support functions from E .
Consider semilattices E1 and E2 such that E1 ⊆ E2 ⊆ Ψ and support functions
sp1 and sp2 on E1 and E2 respectively, such that sp2 is an extension of sp1.
Then, these support functions have their canonical random mappings ν1
and ν2 defined on the probability spaces (IΨ,AE1 , Psp1) and (IΨ,AE2 , Psp2)
respectively. The next theorem shows how these canonical random mappings
are related.
Theorem 11.11 Let (Ψ,D;≤,⊥, ·, ǫ) be an idempotent generalised infor-
mation algebra and let ν1 and ν2, defined on the probability spaces (IΨ,AE1 , Psp1)
and (IΨ,AE2 , Psp2), be the canonical random mappings associated with the
support functions sp1 and sp2 on the semilattices E1 ⊆ E2 ⊆ Ψ. If sp2 is an
extension of sp1, that is sp1 = sp2|E2, then
1. ν1 ≤ ν2, in the order of the information algebra of random mappings
into (IΨ,D;≤,⊥, ·, ǫ),
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2. AE1 ⊆ AE2,
3. Psp1 = Psp2 |AE1, on AE1 the two probability measures are equal.
4. spν1(ψ) ≤ spν2(ψ) for all ψ ∈ Ψ.
Proof. (1) By definition we have p1(I) = I|E1 and p2(I) = I|E2, hence
p1(I) ⊆ p2(I). Therefore, from (11.15), we conclude that ν1(I) ⊆ ν2(I) for
all I ∈ IΨ, hence ν1 ≤ ν2.
(2) Consider an element ψ ∈ E1 ⊆ E2. Then, the allocations of support
relative to ν1 and ν2, respectively, are
sν1(ψ) = {I ∈ IΨ : ψ ∈ ν1(I)} = {I ∈ IΨ : ψ ∈ I|E1},
sν2(ψ) = {I ∈ IΨ : ψ ∈ ν2(I)} = {I ∈ IΨ : ψ ∈ I|E2}.
But ψ ∈ I|E1 implies ψ ∈ I|E2. On the other hand, ψ ∈ E1 and ψ ∈ I|E2
implies ψ ∈ I|E2 ∩ E1 = I|E1. So, we conclude that sν1(ψ) = sν2(ψ) for
every ψ ∈ E1. Since AE1 is the σ-field generated by the allocations sν1(ψ)
for ψ ∈ E1, and AE2 the one generated by sν2(ψ) for ψ ∈ E2 ⊇ E1, this shows
that AE1 ⊆ AE2 .
(3) To prove this claim, we use Dynkin’s Theorem (Billingsley, 1995).
Dynkin calls a family of sets, closed under finite intersections, a π-system.
The family P of sets sν1(ψ) for ψ ∈ E1 is a π-system (see Theorem 11.1).
The family L of sets A ∈ AE1 for which
Psp1(A) = Psp2(A)
is closed under complementation, and contains ∪iAi, if Ai is a countable
family of disjoint sets in L. This is called a λ-system by Dynkin. From
the considerations above, we conclude that P ⊆ L. The theorem of Dynkin
states that if P is a π-system and L a λ-system, then P ⊆ L implies that
the σ-closure of P is contained in L, that is σ(P ) ⊆ L. In our case the
σ-closure of P is AE1 , hence we have AE1 ⊆ L, where L contains all sets of
AE1 on which the two probabilities coincide. So, indeed for all A ∈ AE1 we
have Psp1(A) = Psp2(A).
(4) We have for any ψ ∈ Ψ (see (9.15)) spν1(ψ) = Psp1∗(sν1(ψ)) ≤
Psp2∗(sν2(ψ)) = spν2(ψ), because sν1(ψ) ⊆ sν2(ψ) and Psp1∗(A) ≤ Psp2∗(A)
for any set A ⊆ IΨ. Therefore, spν1(ψ) ≤ spν2(ψ). ⊓⊔
This theorem shows in particular, that the canonical random mapping
associated with a support function sp on a semilattice E ⊆ Ψ is unique. It
permits also to conclude that spν is indeed the least extension of the support
function sp from E to Ψ. Indeed, suppose that sp′ is any extension of sp to
Ψ. Then, sp′ is generated by a canonical random mapping ν ′. According to
Theorem 11.11 (4) we have then
spν(ψ) ≤ spν′(ψ) = sp
′(ψ).
The last equity holds because sp′ is defined on Ψ. So, we have
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Corollary 11.2 If sp is a support function defined on a semilattice E ⊆ Ψ,
then spν is the least extension of sp to Ψ, that is, spν ≤ sp
′ for any support
function sp′ on Ψ such that sp = sp′|E.
We remark, that a similar analysis can be done for σ-semilattices or com-
plete lattices E and continuous or condensable support functions sp. How-
ever, more interesting is the case of algebraic information algebras (Ψ,D;≤
,⊥, ·, ǫ). As usual, we assume that the finite elements (Ψf ,D;≤,⊥, ·, ǫ)
form a subalgebra of (Ψ,D;≤,⊥, ·, ǫ). We consider a support function sp
defined on Ψf , hence E = Ψf . Since in this case its ideal completion
(IΨf ,D;≤,⊥, ·, ǫ) is isomorphic to (Ψ,D;≤,⊥, ·, ǫ) we identify ideals I of
Ψf with their suprema
∨
I ∈ Ψ. For the support function sp, we consider
its canonical probability space (IΨf ,AΨf , Psp).
Instead of the canonical random mapping,
ν(I) = {ψ ∈ Ψ : ψ ≤ φ for some φ ∈ I}
we consider also the random mappings
σ(I) = {ψ ∈ Ψ : ψ ≤
∞∨
i=1
ψi for some ψi ∈ I}, (11.16)
γ(I) = ↓
∨
I. (11.17)
Both map IΨf into IΨ. We are going to examine the support functions on
Ψ induced by these random mappings.
We start with the random mapping σ. Here are its basic properties:
Lemma 11.2 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra, its
finite elements (Ψf ,D;≤,⊥, ·, ǫ) a subalgebra and σ the random map defined
by (11.16). Then for an ideal I ∈ IΨf ,
1. the ideal σ(I) is a σ-ideal in Ψ,
2. its restriction to Ψf equals I, σ(I)|Ψf = I,
3. the σ-ideal σ(I) is minimal among all σ-ideals in Ψ extending I.
Proof. (1) Assume ψ1, ψ2, . . . ∈ σ(I),. Then we have ψi ≤
∨∞
j=1 ψi,j with
ψi,j ∈ I for all i = 1, 2 . . . and j = 1, 2, . . .. But then we obtain
∞∨
i=1
ψi ≤
∞∨
i=1
∞∨
j=1
ψi,j =
∞∨
h=1
ψ′h,
where ψ′h = ∨
h
i=1 ∨
i
j=1 ψi,j ∈ I. This shows that
∨∞
i=1 ψi ∈ σ(I), hence σ(i)
is indeed a σ-ideal in Ψ.
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(2) Assume that ψ ∈ σ(I) and ψ ∈ Ψf . Then ψ ≤
∨∞
i=1 ψi, with ψi ∈
I for i = 1, 2, . . .. By the usual transformation, we may always assume
that ψ1 ≤ ψ2 ≤ . . .. This monotone sequence is a directed set in Ψ. By
compactness there exists a ψi such that ψ ≤ ψi. This shows that ψ ∈ I.
But clearly, I ⊆ σ(I), therefore we see that indeed the restriction of σ(I) to
Ψf equals I.
(3) Consider a σ-ideal J whose restriction to Ψf equals I. Assume ψ ∈
σ(I). Then ψ ≤
∨∞
i=1 ψi, with ψi in I, hence in J . But then
∨∞
i=1 ψi ∈ J
since J is a σ-ideal, therefore ψ ∈ J . This shows that σ(I) ⊆ J . Hence σ(I)
is indeed minimal among the σ-ideals extending I. ⊓⊔
The randommap σ generates a support function spσ = µ◦ρσ on Ψ, where
as usual (µ,B) is the probability algebra associated with the probability
space (IΨf ,AΨf , Psp), and ρσ = ρ0 ◦ sσ. We are going to show that spσ is a
continuous extension of sp. The key is the following lemma:
Lemma 11.3 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra, its
finite elements (Ψf ,D;≤,⊥, ·, ǫ) a subalgebra, σ thre random map defined
by (11.16), and sσ the allocation of support for the random map σ. Then,
if ψi ∈ Ψ for i = 1, 2, . . .,
sσ(
∞∨
i=1
ψi) =
∞⋂
i=1
sσ(ψi).
Proof. Since Ψ is a complete lattice,
∨∞
i=1 ψi ∈ Ψ, and
sσ(
∞∨
i=1
ψi) = {I ∈ IΨf :
∞∨
i=1
ψi ≤
∞∨
i=1
φi, φi ∈ I}.
If I ∈ sσ(
∨∞
i=1 ψi), then clearly I ∈ sσ(ψi) for all i = 1, 2, . . .. Conversely,
assume I ∈ sσ(ψi) for all i = 1, 2, . . .. Then we have ψi ≤
∨∞
j=1 ψi,j with
ψi,j ∈ I. This implies in the same way as in the proof of Lemma 11.2 that∨∞
i=1 ψi ∈ σ(I), hence I ∈ sσ(
∨∞
i=1 ψi) and this proves the lemma. ⊓⊔
As a consequence of this lemma, we find that
ρσ(
∞∨
i=1
ψi) = ρ0(sσ(
∞∨
i=1
ψi)) = ρ0(
∞⋂
i=1
sσ(ψi))
=
∞∧
i=1
ρ0(sσ(ψi)) =
∞∧
i=1
ρσ(ψi). (11.18)
The allocation of probability ρσ is a σ-a.o.p. By Theorem 11.5 spσ is a
continuous support function extending sp on Ψf to Ψ. Since σ(I) is the least
σ-ideal among all σ-ideals extending the ideal I of Ψf to Ψ, we conclude that
spσ is also the minimal continuous support function among all continuous
support functions sp extending sp from Ψf to Ψ,
spσ ≤ s˜p(ψ), if s˜p continuous, s˜p|Ψf = sp
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for all ψ ∈ Ψ.
Let’s fix this result in the following theorem:
Theorem 11.12 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra,
whose finite elements (Ψf ,D;≤,⊥, ·, ǫ) form a subalgebra, sp a support func-
tion defined on Ψf and σ the random map defined by (11.16). Then, if
(µ,B) is the probability algebra associated with the canonical probability space
(IΨf ,AΨf , Psp) and ρσ = ρ0◦sσ, then spσ = µ◦ρσ is the minimal continuous
extension of sp to Ψ among all continuous extensions.
We turn to the random mapping γ, defined in (11.17). This mapping is
characterised as follows:
Lemma 11.4 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra, its
finite elements (Ψf ,D;≤,⊥, ·, ǫ) a subalgebra and γ the random mapping
defined by (11.17). Then the ideal γ(I) is the minimal complete ideal in Ψ
whose restriction to Ψf equals I, γ(I)|Ψf = I.
Proof. We have I ⊆↓
∨
I ∩Ψf . Consider then an element ψ ∈↓
∨
I ∩Ψf .
From ψ ≤
∨
I it follows, since I is a directed set, by compactness that there
is a χ ∈ I such that ψ ≤ χ. But then ψ ∈ Ψf implies ψ ∈ I. This proves
that γ(I)|Ψf = I.
As a principal ideal in a complete lattice, γ(I) is a complete ideal. Con-
sider any other complete ideal J , whose restriction to Ψf equals I. But then∨
I ≤
∨
J and J = ↓
∨
J , hence γ(I) ⊆ J . This proves the minimality of
γ(I). ⊓⊔
Consider now simple random variables ∆ on the canonical probability
space (IΨf ,AΨf , Psp). Any such random variable is defined by a measurable
partition Bi ∈ AΨf , i = 1, . . . ,m of IΨf and ∆(I) = ψi ∈ Ψf if I ∈ Bi. Note
that ∆ ≤ γ if and only if ψi ≤ ∨I for I ∈ Bi and i = 1, . . . ,m. This leads
to the following result:
Lemma 11.5 The random mapping γ defined by (11.17) is a generalised
random variable,
γ =
∨
{∆ : ∆ simple random variable,∆ ≤ γ}.
Proof. We claim that for all I ∈ IΨf we have γ(I) = ∨{∆(I) : ∆ ≤ γ}
where it is understood that ∆ denotes a simple random variable. Clearly
γ(I) ≥
∨
{∆(I) : ∆ ≤ γ}. To prove the converse inequality, consider I ∈
IΨf . Then we have by density γ(I) = ↓
∨
{ψ ∈ Ψf : ψ ≤
∨
I}. But ψ ≤
∨
I
implies that there is a φ ∈ I such that ψ ≤ φ. But then φ ∈ Ψf implies that
ψ ∈ I. So, ψ ∈ I if and only if ψ ≤
∨
I and ψ ∈ Ψf . Define, for a ψ ∈ I,
∆ψ(I) =
{
ψ if ψ ∈ I,
1 otherwise.
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The set {I : ψ ∈ I} is measurable (belongs to AΨf ), hence ∆ψ is a simple
random variable and ∆ψ(I) ≤
∨
I, hence ∆ψ ≤ γ. Thus, we conclude
γ(I) = ↓
∨
{∆ψ(I) : ψ ∈ I} ≤ ↓
∨
{∆(I) : ∆ ≤ γ}.
This proves the identity γ(I) = ↓
∨
{∆(I) : ∆ ≤ γ}, hence the lemma. ⊓⊔
From this lemma it follows according to Theorem 10.10 that for a di-
rected subset X of Ψ
ργ(
∨
X) =
∧
ψ∈X
ργ(ψ).
Further, from Theorem 11.5 it follows that
spγ(
∨
X) = inf
ψ∈X
sp(ψ).
This implies also that for any ψ ∈ Ψ,
spγ(ψ) = inf{sp(φ) : φ ∈ Ψf , φ ≤ ψ}. (11.19)
This means that spγ is the unique condensable extension of sp from Ψf to
Ψ. We note also that according to Theorem 11.11, since ν ≤ σ ≤ γ, we
have spν(ψ) ≤ spσ(ψ) ≤ spΓ(ψ). These results (Theorem 11.12 and (11.19))
partly answer an open question posed in (Shafer, 1979). In this work it
was shown that continuous and condensable extensions always exist if E is
a subset lattice. Here it is shown that they always exist if E corresponds to
the finite elements of a compact information algebra, independently whether
Ψf is a lattice or not.
We summarise these results in the following theorem.
Theorem 11.13 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra,
whose finite elements Ψf form a subalgebra, sp a support function defined
on Ψf and γ the random map defined by (11.17). If (µ,B) is the probability
algebra associated with the canonical probability space (IΨf ,AΨf , Psp) and if
ργ = ρ0 ◦ sγ, then spγ = µ ◦ ργ is the unique condensable extension of sp to
Ψ.
We conclude by proving the converse of Theorem 11.5 and thus charac-
terising continuous and condensable support functions by their associated
allocations of support.
Theorem 11.14 1. If Ψ is a σ-semilattice, then sp = µ◦ρ is continuous
on Ψ if and only if ρ is a σ-allocation of probability, that is for ψi ∈ Ψ,
i = 1, 2, . . .
ρ(
∞∨
i=1
ψi) =
∞∧
i=1
ρ(ψi). (11.20)
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2. If Ψ is a complete lattice, then sp = µ ◦ ρ is condensable on Ψ if and
only if for any directed set X ⊆ Ψ,
ρ(
∨
X) =
∧
ψ∈X
ρ(ψ). (11.21)
Proof. The if-part of both parts is already proved in Theorem 11.5, it
remains thus only to prove the only-if-part
(1) Consider a countable set of elements ψ1, ψ2, . . . ∈ Ψ. We may always
replace this sequence by a monotone sequence ψ′1 ≤ ψ
′
2 ≤ . . . having the same
supremum,
∨∞
i=1 ψi =
∨∞
i=1 ψ
′
i, by defining ψ
′
i =
∨i
j=1 ψi. Then ρ(ψ
′
1) ≥
ρ(ψ′2) ≥ . . . is downwards directed. Therefore, by the continuity of sp and
Lemma 9.1,
sp(
∞∨
i=1
ψi) = sp(
∞∨
i=1
ψ′i) = lim
i→∞
sp(ψ′i)
= lim
i→∞
µ(ρ(ψ′i)) = µ(
∞∧
i=1
ρ(ψ′i)) = µ(
∞∧
i=1
ρ(ψi)).
From sp(
∨∞
i=1 ψi) = µ(ρ(
∨∞
i=1 ψi)) it follows that µ(ρ(
∨∞
i=1 ψi)) = µ(
∧∞
i=1 ρ(ψi)).
Since
∧∞
i=1 ρ(ψi) ≥ ρ(
∨∞
i=1 ψi) and µ is a positive measure, it follows indeed
that
∧∞
i=1 ρ(ψi) = ρ(
∨∞
i=1 ψi).
(2) Let X ⊆ Ψ be directed. By the condensability of sp we obtain
µ(ρ(
∨
X)) = sp(
∨
X) = inf
ψ∈X
sp(ψ) = inf
ψ∈X
µ(ρ(ψ)).
Since the set {ρ(ψ) : ψ ∈ X} is downwards directed, we get by Lemma 9.1
infψ∈X µ(ρ(ψ)) = µ(
∧
ψ∈X ρ(ψ)), hence µ(ρ(
∨
X)) = µ(
∧
ψ∈X ρ(ψ)). Since∧
ψ∈X ρ(ψ) ≥ ρ(
∨
X), we conclude that
∧
ψ∈X ρ(ψ) = ρ(
∨
X) ⊓⊔
If (Ψ,D;≤,⊥, ·, ǫ) is an algebraic information algebra and sp = µ ◦ ρ
condensable on Ψ, then (11.21) implies also that for all ψ ∈ Ψ
ρ(ψ) =
∧
{ρ(ψ) : ψ ∈ Ψf , φ ≤ ψ}.
We are going to study these different extensions of a support functions
from a part of Ψ to the whole of Ψ in the next section from a different angle.
To conclude this section, consider an a.o.p ρ defined on Ψ. It is generated
by some random mapping Γ into the ideal completion IΨ of Ψ. However,
this map is not unique as we have seen. This confirms a former remark,
that a random map Γ contains more information than its associated a.o.p
ρΓ. This explains why the map Γ 7→ ρΓ is, in general, not a homomorphism
(see the end of Section 10.2).
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11.4 Minimal Extensions
In the previous section, we have found an extension spν for any support func-
tion sp on some join-sub-semilattice E of an information algebra (Ψ,D;≤
,⊥, ·, ǫ) to the whole of the algebra. This extension is defined in terms of
the canonical random mapping associated with sp. In this section, we shall
show how the extension spν and other extensions can be defined explicitly in
terms of the support function sp on E . The following theorem is an extension
to information algebras of a result due to (Shafer, 1973) for set algebras.
Theorem 11.15 If sp is a support function defined on a join-semilattice
E ⊆ Ψ, where (Ψ,D;≤,⊥, ·, ǫ) is an idempotent, generalised information
algebra, then
spν(φ) = sup


∑
∅6=I⊆{1,...,n}
(−1)|I|+1sp(∨i∈Iψi)

 (11.22)
where the supremum is to be taken over all finite sets of elements ψ1, . . . , ψn ≥
φ, n = 1, 2, . . . with ψ1, . . . , ψn ∈ E.
Proof. Let f denote the function on the right hand side of (11.22). We
remark that f is equal to sp on E . Note also that f is less or at most equal
to spν , since the latter, as a support function on Ψ, is monotone of order∞.
Therefore, it is sufficient to show that f is a support function on Ψ, because
then, according to Corollary 11.2 it must be greater or equal to spν, so that
spν = f as claimed.
In order to prove f to be a support function, we use, following (Shafer, 1973)
allocations of probability. Let ρ be the allocation of support associated with
the canonical random mapping generating sp, such that for ψ ∈ E ,
sp(ψ) = µ(ρ(ψ)),
where µ is the probability of the probability algebra (B, µ) associated with
the probability space (IΨ,AE , Psp) of the canonical probability space of the
support function sp on E . Further, ρ = ρ0 ◦ sν (see Section 9.2). Define for
φ ∈ Ψ,
ρ¯(φ) =
∨
{ρ(ψ) : ψ ∈ E , φ ≤ ψ}. (11.23)
We are going to show that ρ¯ is an a.o.p on Ψ. Obviously, for ψ ∈ E , we
have ρ¯(ψ) = ρ(ψ), hence in particular ρ¯(1) = ⊤. Consider φ1, φ2 ∈ Ψ. Then
φ1, φ2 ≤ φ1 ·φ2, hence ρ¯(φ1), ρ¯(φ2) ≥ ρ¯(φ1 ·φ2) or ρ¯(φ1)∧ ρ¯(φ2) ≥ ρ¯(φ1 ·φ2).
On the other hand, let φ1 ≤ ψ1 ∈ E and φ2 ≤ ψ2 ∈ E . Then, ψ1 · ψ2 ∈ E
220 CHAPTER 11. SUPPORT FUNCTIONS
and φ1 · φ2 ≤ ψ1 · ψ2 such that ρ(ψ1) ∧ ρ(ψ2) = ρ(ψ1 · ψ2) ≤ ρ¯(ψ1 · ψ2). It
follows that
ρ¯(φ1 · φ2) ≥
∨
{ρ(ψ1) ∧ ρ(ψ2) : φ1 ≤ ψ1, φ2 ≤ ψ2, ψ1, ψ2 ∈ E}
=
(∨
{ρ(ψ1) : φ1 ≤ ψ1 ∈ E}
)
∧
(∨
{ρ(φ2) : ψ2 ≤ ψ2 ∈ E}
)
= ρ¯(φ1) ∧ ρ¯(φ2).
So, we conclude that ρ¯(φ1 · φ2) = ρ¯φ1) ∧ ρ¯(φ2) and that, therefore, ρ¯ is an
a.o.p.
In the formula (11.22) for f , we may replace sp by µ ◦ ρ,
f(φ) = sup


∑
∅6=I⊆{1,...,n}
(−1)|I|+1µ(ρ(∨i∈Iψi))


= sup


∑
∅6=I⊆{1,...,n}
(−1)|I|+1µ(∧i∈Iρ(ψi))


= sup {µ(∨ni=1ρ(ψi))} (11.24)
by the inclusion-exclusion-formula of probability theory. The supremum
carries over the same range as in (11.22). The family of elements ∨ni=1ρ(ψi)
in this supremum forms an upwards directed set in B. By Lemma 9.1 we
obtain therefore
f(ψ) = µ(
∨
{∨ni=1ρ(ψi) : ψi ∈ E , ψi ≥ φ, i = 1, . . . , n;n = 1, 2, . . .})
= µ(
∨
{ρ(ψ) : ψ ∈ E , ψ ≥ φ})
= µ(ρ¯(ψ))
Here, the associate law for joins in a complete lattice is used. Since ρ¯ is
an a.o.p, f = µ ◦ ρ¯ is a support function on Ψ (see Theorem 11.5). This
concludes the proof. ⊓⊔
In the proof above we used the a.o.p ρ associated with the support
function sp on E . We remind that spν = µ ◦ ρ = µ ◦ ρ0 ◦ sν . On the
other hand the a.o.p ρ¯ generates f , that is f = µ ◦ ρ¯. From spν = f , as
stated in the theorem, we deduce as a complement that ρ = ρ0 ◦ sν = ρ¯.
In fact, we have seen that for ψ ∈ E we have ρ(ψ) = ρ¯(ψ) and for any
φ ∈ Ψ, φ ≤ ψ ∈ E implies ρ(ψ) ≤ ρ(φ), hence ρ¯(φ) ≤ ρ(φ). Then we have
ρ(φ) = ρ¯(φ) ∨ (ρ(φ) − ρ¯(φ)). It follows that
spν(φ) = µ(ρ(φ)) = µ(ρ¯(φ)) + µ((ρ(φ) − ρ¯(φ))
But from spν(φ) = f(φ) = µ(ρ¯(φ)) we deduce that µ(ρ(φ)− ρ¯(φ)) = 0, hence
ρ(φ) − ρ¯(φ) = ⊥. Since ρ¯(φ) ≤ ρ(φ) this means that indeed ρ¯(φ) = ρ(φ).
We may rephrase this result in the following Corollary.
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Corollary 11.3 If ρ = ρ0 ◦sν is the allocation of probability associated with
the support function spν = µ ◦ ρ, which is the least extension of the support
function sp on E, then
ρ(φ) = ∨{ρ(ψ) : ψ ∈ E , φ ≤ ψ}.
If the support function sp is defined on a lattice E , then Theorem 11.15
may be sharpened (Shafer, 1973).
Theorem 11.16 If sp is a support function defined on a lattice E ⊆ Ψ,
then
spν(φ) = sup{sp(ψ) : ψ ∈ E , φ ≤ ψ}. (11.25)
Proof. Since spν is monotone, the right hand side of (11.25) is less
or equal to spν . It remains to show the converse inequality. Again, let
ρ = ρ0 ◦ sν be the a.o.p associated with the support function sp and µ
the probability in the corresponding probability algebra (B, µ). Consider
ψ1, . . . , ψn ∈ E . Since E is a lattice, ∧
n
i=1ψi belongs to E too. Note that
sν(∧
n
i=1ψi) = {I ∈ IΨ : ∧
n
i=1ψi ∈ ν(I)}
⊇ ∪ni=1{I ∈ IΨ : ψi ∈ ν(I)} = ∪
n
i=1sν(ψi).
Therefore,
ρ(∧ni=1ψi) = [sν(∧
n
i=1ψi)] ≥ [∪
n
i=1sν(ψi)]
= ∨ni=1[sν(ψi)] = ∨
n
i=1ρ(ψi).
Here [A] denotes, as usual, the projection of A ∈ AE to the associated
Boolean algebra B in the probability algebra (B, µ), see Section 9.2. Using
(11.24) in the proof of Theorem 11.15 and spν(φ) = f(φ), we obtain now
spν(φ) = sup{µ(∨
n
i=1ρ(ψi)} ≤ sup{µ(ρ(∧
n
i=1ψi)},
(11.26)
where the supremum ranges over ψi ∈ E , φ ≤ ψi, i = 1, . . . , n and n =
1, 2, . . .. From this it follows that
spν(φ) = sup{µ(ρ(ψ)) : ψ ∈ E , φ ≤ ψ} = sup{sp(ψ) : ψ ∈ E , φ ≤ ψ}.
This concludes the proof. ⊓⊔
There are in particular several examples of compact information algebras
where the finite elements form a lattice, hence where Theorem 11.16 applies
if E = Ψf . We give here a few examples
We have seen in Section 11.3, that support functions sp, defined on the
finite elements Ψf of an algebraic information algebra (Ψ,D;≤,⊥, ·, ǫ) may
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be extended either to a continuous support function spσ or to a condensable
one spγ. Further, by definition of condensability, spγ is determined by the
values of sp on Ψf . This is like spν , which according to Theorem 11.15 is
also determined by the values of sp on Ψf , if E = Ψf . Does a similar result
also hold for the continuous extension spσ? Yes, but so far as we know, only
for a very special case, namely if E is a distributive lattice, see (Shafer, 1979),
Theorem 4. The following theorem is a particular case of Shafer’s result, a
case of special interest for us, where we assume that the finite elements form
a distributive lattice, like the cofinite elements in a subset algebra.
Theorem 11.17 Let (Ψ,D;≤,⊥, ·, ǫ) be an algebraic information algebra,
(Ψf ,D;≤,⊥, ·, ǫ) a subalgebra of (Ψ,D;≤,⊥, ·, ǫ) and (Ψf ,≤) a distributive
lattice. If sp is a support function defined on Ψf , then for all φ ∈ Ψ,
spσ(φ) = sup{ lim
i→∞
sp(ψi) : ψ1 ≤ ψ2 ≤ . . . ∈ Ψf ,
∞∨
i=1
ψi ≥ φ}. (11.27)
Proof. We denote the right hand side of (11.27) by f . Note that
limi→∞ sp(ψi) = spσ(
∨∞
i=1 ψi) ≤ spσ(φ) if
∨∞
i=1 ψi ≥ φ, see Theorem 11.4.
This shows that spσ ≥ f . We are going to show that f is a continuous
support function extending sp. Since spσ is the minimal continuous support
function extending sp (Theorem 11.12), this proves then that spσ = f .
Let (µ,B) be the probability algebra associated with the canonical prob-
ability space of the support function sp and ρ the corresponding allocation
of probability, so that sp = µ ◦ ρ. For each φ ∈ Ψ define D(φ) ⊆ B by
D(φ) = {
∞∧
i=1
ρ(ψi) : ψi ∈ Ψf , i = 1, 2, . . . ,
∞∨
i=1
ψi ≥ φ}
(here we follow the proof of Theorem 4 in (Shafer, 1979)). The sets D(φ) are
upwards directed: In fact, consider two countable sets ψ1,i, ψ2,j ∈ Ψf such
that ∨∞i=1ψ1,i,∨
∞
j=1ψ2,j ≥ φ. Then, since Ψf is a lattice, the set ψ1,i ∧ψ2,j is
still a countable subset of Ψf . And, since the lattice Ψf is distributive,
∞∨
i,j=1
(ψ1,i ∧ ψ2,j) = (
∞∨
i=1
ψ1,i) ∧ (
∞∨
j=1
ψ2,j) ≥ φ.
Finally, ψ1,i ∧ ψ2,j ≤ ψ1,i, ψ2,j implies ρ(ψ1,i ∧ ψ2,j) ≥ ρ(ψ1,i), ρ(ψ2,j). So
indeed, D(φ) is upwards directed.
Define now ρ˜(φ) =
∨
D(φ). We claim that ρ˜ is a σ-a.o.p and that
f = µ ◦ ρ˜. This shows then that f is a continuous support function. Since
obviously f |Ψf = sp this proves the theorem.
It is evident that ρ˜(1) = ⊤. So, it only remains to show that ρ˜(
∨∞
i=1 ψi) =∧∞
i=1 ρ˜(ψi) or
∨
D(
∨∞
i=1 ψi) =
∧∞
i=1
∨
D(ψi). Fix a sequence ψ1, ψ2, . . .. To
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simplify notation let D = D(
∨∞
i=1 ψi), Di = D(ψi) and M =
∧
i
∨
Di. The
task is then to show that ∨
D =M.
Now, D ⊆ Di for all i, hence
∨
D ≤
∧
i
∨
Di. Further, since Di are upwards
directed sets, by Lemma 9.1 we have
µ(
∨
Di) = sup
ψ∈Di
µ(ψ).
Choose an ǫ > 0. Then for all i, there is an Mi ∈ Di such that
µ(
∨
Di −Mi) ≤
ǫ
2i
.
Since M ≤
∨
Di, we obtain also
µ(M −Mi) = µ(M ∧M
c
i ) ≤ µ(
∨
Di ∧M
c
i ) = µ(
∨
Di −Mi) ≤
ǫ
2i
.
Let Bi denote a set of elements φ1, φ2, . . . ∈ Ψf such that
∨
Bi ≥ ψi and
Mi =
∧
φ∈Bi
ρ(φ). Let Bǫ =
⋃∞
i=1Bi and Mǫ =
∧∞
i=1Mi. Then
∨
Bǫ ≥∨∞
i=1 ψi and
Mǫ =
∞∧
i=1
∧
φ∈Bi
ρ(φ) =
∧
φ∈Bǫ
ρ(φ).
Thus Mǫ belongs to D, hence Mǫ ≤
∨
D. We have
M −Mǫ = M ∧M
c
ǫ =M ∧ (
∞∧
i=1
Mi)
c =M ∧ (
∞∨
i=1
M ci )
=
∞∨
i=1
(M ∧M ci ) =
∞∨
i=1
(M −Mi).
Thus we obtain
µ(M −Mǫ) = µ(
∞∨
i=1
(M −Mi)) ≤ ǫ.
Now, Mǫ ≤
∨
D implies M cǫ ≥ (
∨
D)c and therefore M −
∨
D = M ∧
(
∨
D)c ≤M ∧M cǫ =M −Mǫ. This shows that
µ(M −D) ≤ µ(M −Mǫ) ≤ ǫ
Since ǫ is arbitrarily small, we conclude that µ(M − D) = 0 and from this
it follows that
∨
D =M , because ∨D ≤M . This proves that ρ˜ is a σ-a.o.p.
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Next, we are going to show that f = µ ◦ ρ˜, hence that f is a continuous
support function. Note that spσ = µ ◦ρ. Then, since spσ|Ψf = sp and since
ρ is a σ-a.o.p, because spν is continuous, we have
f(φ) = sup{µ(ρ(
∞∨
i=1
ψi)) : ψi ∈ Ψf ,
∞∨
i=1
ψi ≥ ψ}
= sup{µ(ρ(χ)) : χ ∈ D(φ)}.
Since D(φ) is upwards directed, we obtain (Lemma 9.1)
f(φ) = µ(
∨
D(φ)) = µ(ρ˜(φ))
This concludes the proof. ⊓⊔
Under the assumptions of Theorem 11.17 we may, according to the con-
siderations in the proof, also write
spσ(φ) = sup{spσ(
∞∨
i=1
ψi) : ψi ∈ ψf ,
∞∨
i=1
ψi ≥ φ},
or, equivalently,
spσ(φ) = sup{spσ(χi) : χi ∈ σ(ψf ), χ ≥ φ},
If Ψf is in addition countable, then σ(Ψf ) = Ψ and
spσ(ψ) = lim
i→∞
sp(ψi)
if ψ1 ≤ ψ2 ≤ . . . ∈ Ψf and ∨
∞
i=1ψi = φ. We remark that this result holds
in general if the set of finite elements is countable, without the additional
assumption that (Ψf ,≤) is a distributive lattice. This follows from the alter-
native approach to generate continuous support function, based on results
of (Norberg, 1989) mentioned at the end of Section 11.2.
Just as Corollary 11.3, we may also derive the following result:
Corollary 11.4 Under the conditions of Theorem 11.17, if ρσ is the a.o.p
associated with the support function spσ, then ρσ = ρ˜, where the latter a.o.p
is defined in the proof of Theorem 11.17.
We have shown that a support function defined on some join-semilattice
E ⊆ Ψ of an information algebra Ψ can have different kinds of exentsion,
defined in terms of its values in E . Similar and more results of this kind can
be found in (Shafer, 1979) in a more restricted context.
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11.5 The Boolean Case
In this section, the information algebra (Ψ,D;≤,⊥, ·, ǫ) is assumed to be
Boolean, that is, the semilattice Ψ is in fact a Boolean algebra. Everything
said so far about random mappings, allocations of probability and support
functions remains valid. However the Boolean nature of Ψ allows to present
an equivalent dual view to allocations of probability and support functions.
This dual view comes from considering possibility sets and associated degrees
of plausibility as introduced in Chapter 9. In a general information algebra
these concepts are of no particular interest, they are far less interesting and
important than allocations of support and support functions. In the Boolean
case however their status changes to one of equal importance and interest.
Consider a random mapping Γ from a probability space (Ω,A, P ) to a
Boolean information algebra (Ψ,D;≤,⊥, ·, ǫ). Generalising the discussion
in Section 9.1 with respect to simple random variables, we define the set
of assumptions ω under which a hypothesis ψ ∈ Ψ its possible, that is not
excluded, by
pΓ(ψ) = {ω ∈ Ω : ψ · Γ(ω) 6= 0}.
Given, that the top element 0 of the Boolean algebra (Ψ,≤) is considered
to represent the contradiction, an assumption ω such that ψ ·Γ(ω) = 0 must
be considered as impossible, as excluded by the information contained in
the random mapping Γ. Therefore, pΓ(ψ) is called the possibility set of ψ,
relative to the random mapping Γ.
In a Boolean algebra we have ψ · Γ(ω) = ψ ∨ Γ(ω) = 0 if and only if
ψc ≤ Γ(ω), where ψc denotes the complement of ψ in Ψ. Therefore, we see
that
pΓ(ψ) = {ω ∈ Ω : ψ
c ≤ Γ(ω)}c = (sΓ(ψ
c))c, (11.28)
where sΓ is the allocation of support associated with the random mapping
Γ (see (9.5)). This is the first of the basic duality relations between support
and plausibility or possibility considered in this section. It allows to translate
results on allocations of support immediately to possibility sets.
Theorem 11.18 If Γ : Ω→ Ψ, where (Ψ;≤) is a Boolean algebra, then
1. pΓ(0) = ∅,
2. If φ ≤ ψ, then pΓ(ψ) ⊆ pΓ(φ).
3. pΓ(φ ∧ ψ) = pΓ(φ) ∪ pΓ(ψ).
4. If Γ is normalised, then pΓ(1) = Ω.
226 CHAPTER 11. SUPPORT FUNCTIONS
5. If Ψ is a Boolean σ-algebra, then
pΓ(
∞∧
i=1
ψi) =
∞⋃
i=1
pΓ(ψi).
6. If Ψ is a complete Boolean algebra, then for any subset X of Ψ,
pΓ(
∧
X) =
⋃
ψ∈X
pΓ(ψ).
Proof. Items (1) to (4) follow immediately from Theorem 11.1 and the
duality relation (11.28). Items (5) and (6) follow similarly from Theorem
11.2, (11.28) and de Morgan laws. ⊓⊔
If pΓ(ψ) is measurable, the probability, that ψ is not excluded by Γ,
plΓ(ψ) = P (pΓ(ψ)) is defined. This is called the degree of possibility or
plausibility of ψ under the random mapping Γ. Let ZΓ = {ψ ∈ Ψ : pΓ(ψ) ∈
A} be the set of ψ for which pΓ(ψ) is measurable. Recall that EΓ is the set
of elements of Ψ for which sΓ(ψ) is measurable. Clearly, ψ ∈ ZΓ implies
ψc ∈ EΓ. According to Theorem 11.3, EΓ is a join-semilattice, containing
1. Thus ZΓ is a meet-semilattice, containing 0. Let’s fix this result in the
following theorem.
Theorem 11.19 If (Ψ;≤) is a Boolean algebra, Γ a random mapping into
Ψ, then ZΓ is a meet-subsemilattice of Ψ containing 0. If Γ is normalised,
then 1 belongs to ZΓ too. If (Ψ;≤) is a Boolean σ-algebra, then ZΓ is a
σ-semilattice.
Note that
plΓ(ψ) = P (pΓ(ψ)) = P ((sΓ(ψ
c)c) = 1− spΓ(ψ
c). (11.29)
This is a second duality relation between support and plausibility in a
Boolean algebra.
The function plΓ : ZΓ → [0, 1] is called the plausibility function associ-
ated with the random mapping Γ. Just as the support function spΓ can be
extended from EΓ to Ψ by defining spΓ = µ◦ρΓ, where (µ,B) is the probabil-
ity algebra associated to the probability space (Ω,A, P ) and ρΓ = ρ0 ◦sΓ the
allocation of probability associated with Γ, we may extend plΓ in a similar
way, see Section 9.2. This is done with the help of ξ0 as defined by
ξ0(H) = (ρ0(H
c))c =
∧
{[A] : A ⊇ H,A ∈ A},
and ξΓ = ξ0 ◦ pΓ and plΓ = µ ◦ ξΓ (see Section 9.2). Then we obtain
plΓ(ψ) = µ(ξΓ(ψ)) = µ(ξ0(pΓ(ψ))) = µ((ρ0((pΓ(ψ))
c))c)
= µ((ρ0(sΓ(ψ
c)))c) = µ((ρΓ(ψ
c))c) = 1− spΓ(ψ
c).
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So, the extension plΓ = µ◦ξΓ of the plausibility function to Ψ maintains the
duality relation to the support function. Further, we have seen in Section
9.2 that pΓ(ψ) = P
∗(pΓ(ψ)), where P
∗ is the outer probability measure of
P .
In the present case of a Boolean algebra Ψ, we note that
ξΓ(ψ) = ξ0(pΓ(ψ)) = ξ0((sΓ(ψ
c))c) = (ρ0(sΓ(ψ
c)))c = (ρΓ(ψ
c))c.
Here we have a third duality relation, which implies immediately, that ξ(0) =
⊥ and ξ(ψ ∧ ψ) = ξ(ψ) ∨ ξ(ψ). A function from Ψ to B with these two
properties is called an allowment of probability (Shafer, 1979).
Definition 11.3 Allowment of probability. If (Ψ;≤) is a Boolean al-
gebra, (µ,B) a probability algebra, then an allowment of probability is a
mapping ξ : Ψ→ B such that
1. ξ(0) = ⊥,
2. ξ(ψ ∧ ψ) = ξ(ψ) ∨ ξ(ψ).
If furthermore, ξ(1) = ⊤ holds, then the allowment is called normalised.
To any allocation of probability ρ : Ψ→ B we associate an allowment of
probability ξ : Ψ→ B defined by
ξ(ψ) = (ρ(ψc))c (11.30)
and vice versa to any allowment of probability ξ, an allocation of probability
ρ, defined by ρ(ψ) = (ξ(ψc))c is associated.
In order to exploit this duality we consider the dual Boolean algebra
(Ψop;≤op) of (Ψ,≤), with inverse order ≤op and the corresponding dual
meet ∧op and join ∨op, so that
ψ ≤op φ if and only if φ ≤ ψ,
φ ∨op ψ = φ ∧ ψ = (φ
c ∨ ψc)c,
φ ∧op ψ = φ ∨ ψ = (φ
c ∧ ψc)c,
0op = 1,
To any extraction operator ǫx for x ∈ D we associate a mapping ǫ
op
x : Ψop →
Ψop defined by
ǫopx (ψ) = (ǫx(ψ
c))c.
If we interpret dual join ∨op as (dual) combination ·op and the maps
ǫopx as (dual) extraction, then it turns out, that (Ψop,D;≤,⊥, ·op, ǫ
op) is in
fact still a Boolean information algebra. To verify this claim, we note first
that ǫx(ψ) = ψ implies ǫ
op
x (ψ) = ψ, that is, if x is a support of ψ with
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respect to ǫ, it is also a support of ψ with respect to ǫop: ǫx(ψ) = ψ implies
0 = ǫx(0) = ǫx(ψ · ψ
c) = ψ · ǫx(ψ
c), hence ψc ≤ ǫx(ψ
c) and therefore
ψc = ǫx(ψ
c). But then, ǫopx (ψ) = (ψc)c = ψ. Assume further x⊥y|z and that
x is a support of ψ. Then, by Axiom A4 in the original Boolean information
algebra, we have
ǫopy (ψ) = (ǫy(ψ
c))c = (ǫy(ǫz(ψ
c)))c = (ǫy(ǫ
op
z (ψ)
c)c = ǫopy (ǫ
op
z (ψ)).
So, Axiom A4 holds also with respect to ǫopx . Finally suppose that x is a
support of φ and y a support of ψ and still x⊥y|z. Then by Axiom A5, we
have
ǫz(φ ·op ψ) = (ǫz((φ ·op ψ)
c))c = (ǫz(φ
c · ψc))c
= (ǫz(φ
c) · ǫz(ψ
c))c = (ǫz(φ
c))c ·op (ǫz(ψ
c))c = ǫopz (φ) ·op ǫz
op(ψ).
Axiom A5 is also valid in the dual setting. This shows that (Ψop,D;≤
,⊥, ·op, ǫ
op) is indeed a Boolean information algebra.
For later reference let’s also consider the dual of an algebraic Boolean
information algebra with finite elements Ψf . Then (Ψ,≤) is a complete
lattice and, therefore, (Ψ,≤op) is a complete lattice too. Define the set
Ψcf = {ψ : ψ
c ∈ Ψf} (11.31)
whose elements are called cofinite. Density in Ψ leads by de Morgan laws to
φ =
∨
op
{ψ ∈ Ψcf : ψ ≤op φ}.
Similary, strong density implies
ǫopx (φ) =
∨
op
{ψ ∈ Ψcf : ψ = ǫ
op
x (ψ) ≤op φ}.
Thus, the dual information algebra (Ψop,D;≤,⊥, ·op, ǫ
op
x ) is also algebraic
and the cofinite elements of (Ψ,≤) are its finite elements..
As an example consider multivariate algebras.
Example 11.1 Dual Multivariate Algebras: Let (Ψ,D;≤,⊥, ·, ǫ) be a
multivariate set algebra (see Section 5.2) in a set ΩI , where I is an index
set and
ΩI =
∏
i∈I
Ωi
and Ωi are sets of possible values for variables Xi, i ∈ I. Elements of
(Ψ,D;≤,⊥, ·, ǫ) are subsets of ΩI . This is a Boolean information algebra
where join is intersection, meet is union. The (finite) subsets s of I form
11.5. THE BOOLEAN CASE 229
the lattice D and extraction relative to s ∈ D is defined as s-saturation,
that is as saturation relative to the partition of ΩI induced by the subset s
of the index set I. In the dual information algebra (Ψ,D;≤,⊥, ·, ǫ) join is
union, meet intersection. Dual extraction is defined according to (11.31) by
σops (S) = (σs(S
c))c, for any subset S of ΩI .
The algebra (Ψ,D;≤,⊥, ·, ǫ) is algebraic, its finite elements are the cofi-
nite sets of ΩI , that is the complements of finite subsets of ΩI . The cofinite
elements of Ψ, that is the finite elements of Ψop, are the finite subsets of ΩI .
⊖
Now we have the means to exploit duality between allocations and allow-
ments of probability (11.30) and between degrees of support and plausibility
(11.29). Let ρ : Ψ → B be an allocation of probability to a Boolean infor-
mation algebra (Ψ,D;≤,⊥, ·, ǫ) relative to a probability algebra (µ,B). The
corresponding allowment of probability ξ, defined by (11.30) can be seen as
a mapping ξ : Ψop → Bop between the dual Boolean algebras of Ψ and B.
Then, in this view, ξ is an allocation of probability, that is
1. ξ(oop) = ⊤op,
2. ξ(φ ∨op ψ) = ξ(φ) ∧op ξ(ψ).
As a consequence, as allocations of probability, the ξ form an idempotent
generalised information algebra (AΨop ,D;≤,⊥, ·, ǫ
op) (see Theorem 10.6).
Let’s denote combination by ∨op, such that according to (10.2)
(ξ1 ∨op ξ2)(ψ) =
∨
op
{ξ1(ψ1 ∧op ξ2(ψ2) : ψ ≤op ψ1 ∨op ψ2}
=
∧
{ξ1(ψ1 ∨ ξ2(ψ2) : ψ ≥ ψ1 ∧ ψ2}.
Similarily, for extraction, we obtain, using (10.5),
ǫopx (ξ)(φ) =
∨
op
{ξ(ψ) : ψ = ǫopx (ψ) ≥op φ}
=
∧
{ξ(ψ) : ψ = x(ψ) ≤ φ}.
Clearly, by the map ρ 7→ ξ, defined by ξ(ψ) = ρ(ψc)c, is an isomorphism
between information algebras.
We write ξ1 ≤op ξ2 if ξ1 ∨op ξ2 = ξ2. Then, ξ1 ≤op ξ2 if and only if
ξ1(ψ) ≤op ξ2(ψ) for all ψ ∈ Ψ
op. If we look at this relative to the original
algebra (Ψ,D;≤,⊥, ·, ǫ), then it is convenient to write ξ1∧ξ2 = ξ1∨op ξ2 and
hence ξ1 ≥ ξ2 if ξ1 ≤op ξ2. Finally, we write simply ǫx(ξ) instead of ǫ
op
x (ξ)
for x ∈ D. In the following we shall use this convention.
Next, we use the duality relation (11.30) to translate results relating
random mappings to allocations of probability obtained in Section 10.2 to
allowments of probability. Here is a list of such results, which can be easily
obtained by (11.30) and de Morgan laws:
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1. If ∆1, ∆2 and ∆ are simple random variables, then by (10.12)
ξ∆1·∆2 = ξ∆1 ∧ ξ∆2 ,
ξǫx(∆) = ǫx(ξ∆).
2. If Γ is a generalised random variable, then (Theorem 10.8)
ξΓ =
∧
{ξ∆ : ∆ ≤ Γ}.
Here, ∆ denote as usual simple random variables.
3. if Γ1, Γ2 and Γ are generalised random variables, then (Theorem 10.9)
ξΓ1·Γ2 = ξΓ1 ∧ ξΓ2 , (11.32)
ξǫx(Γ) = ǫx(ξΓ).
4. If Γ is a generalised random variable, (Ψ,D;≤,⊥, ·, ǫ) an algebraic
Boolean information algebra, X ⊆ Ψ a downwards directed set, then
(Theorem 10.10)
ξΓ(
∧
X) =
∨
ψ∈X
ξΓ(ψ).
5. Suppose (Ψ,D,≤,⊥, ·, ǫ) is an algebraic information algebra and Γi ∈
Rσ for i = 1, 2, . . ., then (Theorem 10.11)
ξ∨∞
i=1 Γi
=
∞∧
i=1
ξΓi .
6. If Γi form a montone sequence random variables Γ1 ≤ Γ2 ≤ . . .,
(Ψ,D;≤,⊥, ·, ǫ) in an algebraic Boolean information algebra, then
(Theorem 10.12)
ǫx(
∞∧
i=1
ξΓi) =
∞∧
i=1
ǫx(ξΓi).
Now we turn to plausibility and exploit duality relation (11.29) to derive
results on degrees of plausibility from support functions. If Γ is a random
map, mapping a probability space into an idempotent generalised informa-
tion algebra (Ψ,D;≤,⊥, ·, ǫ) (or its ideal completion), then recall that its
support function is defined by spΓ = µ ◦ ρΓ, where ρΓ = ρ0 ◦ sΓ and (B, µ)
is the probability algebra associated with the probability space (see Section
9.2). Similarly, the associated degrees of plausibility plΓ, related to spΓ by
the duality relation (11.29), is given by plΓ = µ ◦ ξΓ. where ξΓ = ξ0 ◦ pΓ.
And ρΓ and ξΓ are related by the duality relation (11.30).
Here follows a list of results on plausibility, derived from corresponding
results on support function via the duality relation (11.29):
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1. Let Γ be a random mapping, then (Theorem 11.4)
(a) plΓ(0) = 0.
(b) If ψ1, . . . , ψn ≤ ψ, ψ1, . . . , ψm, ψ ∈ ZΓ,
plΓ(ψ) ≤
∑
∅6=I⊆{1,...,m}
(−1)|I|+1plΓ(∧i∈Iψi). (11.33)
(c) If ZΓ is a σ-meet semilattice, and if ψ1 ≥ ψ2 ≥ . . . ∈ ZΓ, then
plΓ(
∞∧
i=1
ψi) = lim
i→∞
plΓ(ψi). (11.34)
(d) If Γ is normalised, then plΓ(1) = 1.
2. If (B, µ) is a probability algebra and ξ : Ψ → B is an allowment of
probability and pl = µ ◦ ξ, then (Theorem 11.5)
(a) pl satisfies properties (a) and (b) of item 1 above.
(b) If Ψ is a σ-meet-semilattice and if for all ψ1, ψ2, . . ., we have
ξ(
∧∞
i=1 ψ1) =
∨∞
i=1 ξ(ψi), then (c) of item 1 above holds.
(c) If Ψ is a complete lattice and if for any downwards directed set
X ⊆ Ψ
ξ(
∧
X) =
∨
ψ∈X
ξ(ψ)
holds, then
pl(
∧
X) = sup
ψ∈X
pl(ψ). (11.35)
3. If Γ is a generalised random variable, (Ψ,D;≤,⊥, ·, ǫ) an algebraic
Boolean information algebra, plΓ = µ◦ξΓ, ξΓ = ξ0 ◦pΓ, then (Theorem
11.6)
plΓ(ψ) = sup{plΓ(φ) : ψ ∈ Ψcf , φ ≥ ψ}.
Furthermore, if X ⊆ Ψ is downwards directed, then
plΓ(
∧
X) = sup
ψ∈X
plΓ(ψ).
4. Let (σ(Ψ),D;≤,⊥, ·, ǫ) the σ-extension of the Boolean information al-
gebra (Ψ,D;≤,⊥, ·, ǫ), Γ a random variable, that is, Γ =
∨∞
i=1∆i,
where ∆i is a monotone increasing sequences of simple random vari-
ables with values in Ψ, then for all ψ ∈ Ψ (Theorem 11.7)
plΓ(ψ) = lim
i→∞
pl∆i(ψ).
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5. If Γ is a generalised random variable, then for all ψ ∈ Ψ (Corollary
11.1)
plΓ(ψ) = inf{pl∆(ψ) : ∆ ≤ Γ},
where ∆ as usual are simple random variables.
These results allow to give a dual version of Definition 11.2, now regard-
ing plausibility functions:
Definition 11.4 Let Z be a meet-semilattice with a top element 0. Then
a function pl : Z →[0,1] satisfying (1) and (2) below is called a plausibility
function on Z:
1. pl(0) = 0.
2. If ψ1, . . . , ψm ≤ ψ, ψ1, . . . , ψm, ψ ∈ Z,
pl(ψ) ≤
∑
∅6=I⊆{1,...,m}
(−1)|I|+1pl(∧i∈Iψi). (11.36)
3. If in addition Z is closed under countable meets, and for any montone
sequence ψ1 ≥ ψ2 ≥ · · · the condition
pl(
∞∧
i=1
ψi) = lim
i→∞
pl(ψi) (11.37)
holds, then pl is called a continuous plausibility function of Z.
4. If further Z is a complete meet-semilattice and for any downwards
directed set X ⊆ Z,
pl(
∧
X) = sup
ψ∈X
pl(ψ) (11.38)
holds, then pl is called a condensable plausibility function on Z.
A function satisfying (2) above is also called alternating of order ∞ (Choquet, 1953–1954).
Thus, the degrees of plausibility of any random mapping Γ form a plausibil-
ity function. If Γ is a generalised random variable in an algebraic Booolean
information algebra, then plΓ is condensable, and if Γ is a random variable,
then plΓ is continuous.
Given a plausibility function pl on a meet-semilattice Z ⊆ Ψ, where
(Ψ,D;≤,⊥, ·, ǫ) is a Boolean information algebra, the function sp(ψ) =
1− pl(ψc) is a support function on a join-semilattice E ⊆ Ψ. Based on this
remark we conclude that there is a random mapping generating sp, hence
pl. In fact, the canonical random mapping ν (see Section 11.3) generates
the plausibility function plν(ψ) = 1 − spν(ψ
c) on Ψ, which is the maximal
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extension of pl from Z to Ψ. If the Boolean information algebra (Ψ,D;≤
,⊥, ·, ǫ) is algebraic, the random mapping σ (11.16) generates the maximal
continuous extension plσ(ψ) = 1 − spσ(ψ
c) (see Theorem 11.12). And the
random mapping γ (11.17) generates according to (11.19) a condensable
plausibility function (Theorem 11.14). This concludes the duality discussion
between support and plusibility in Boolean information algebras.
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