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Abstract
A stochastic version of 2D Euler equations with transport type noise in the vorticity
is considered, in the framework of Albeverio–Cruzeiro theory [1] where the equation is
considered with random initial conditions related to the so called enstrophy measure. The
equation is studied by an approximation scheme based on random point vortices. Stochastic
processes solving the Euler equations are constructed and their density with respect to the
enstrophy measure is proved to satisfy a continuity equation in weak form. Relevant in
comparison with the case without noise is the fact that here we prove a gradient type
estimate for the density. Although we cannot prove uniqueness for the continuity equation,
we discuss how the gradient type estimate may be related to this open problem.
1 Introduction
This work is devoted to the investigation of 2D Euler equations with a Gaussian distributed
initial condition and perturbed by multiplicative noise in transport form. Besides its intrinsic
interest as a model of stochastic fluid mechanics, this topic lies at the intersection of several
research lines of recent interest, a fact that was our main motivation. On one side, relevant
classes of PDEs, of dispersive type, have been solved recently in spaces of low regularity,
replacing arbitrary initial conditions by almost every initial condition with respect to a suitable
measure, see [21] for a review. Solvability of deterministic equations in infinite dimensional
spaces in a probabilistic sense with respect to initial conditions has also been approached by
means of the associated infinite dimensional continuity equation, see for instance [7, 6, 2, 10, 3,
8, 15]. On the other side, multiplicative transport noise has been proven to regularize certain
singular PDEs, see the review [11]; in particular, related to the present work, it regularizes
the dynamics of Euler point vortices, which is well posed in the deterministic case only for
almost every initial configuration with respect to Lebesgue measure, while it is for all initial
conditions when a suitable noise is added to Euler equations, see [14] and [9] for a related result
on Vlasov–Poisson equations. That a suitable transport noise regularizes 2D Euler equations
is an open problem, see [12]. The approach presented here does not solve this question yet
but poses the basis for further investigations on this regularization by noise question, due to
the gradient type estimates on the density. In particular, in Theorem 1.6 we investigate a
key property in the direction of uniqueness and, from the assumptions of that theorem, we
identify a new example of transport type noise, at the border of the regularity class considered
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in this paper, that requires to be studied in future researches. Let us now describe in detail
the contribution of the present paper to the previous range of topics.
Let T2 = R2/Z2 be the two dimensional torus. The two dimensional Euler equations in
vorticity form reads as
∂tωt + ut · ∇ωt = 0, ω|t=0 = ω0, (1.1)
where ut = (u
1
t , u
2
t ) is the divergence free velocity field and ωt = ∂2u
1
t − ∂1u2t is the vorticity.
We refer the reader to the introduction of [13] for a list of well posedness results on (1.1) under
different regularity assumptions on ω0.
We consider the equation (1.1) perturbed by random noises:
dωt + ut · ∇ωt dt+
∞∑
j=1
σj · ∇ωt ◦ dW jt = 0, (1.2)
where {σj : j ∈ N} and
{
(W jt )t≥0 : j ∈ N
}
are, respectively, a family of smooth divergence free
vector fields on T2 and a family of independent real Brownian motions defined on a filtered
probability space (Θ,F , (Ft),P). The weak formulation of (1.2) is
d〈ωt, φ〉 = 〈ωt, ut · ∇φ〉dt+
∞∑
j=1
〈ωt, σj · ∇φ〉 ◦ dW jt , (1.3)
where φ ∈ C∞(T2) and 〈 , 〉 is the duality between the space C∞(T2)′ of distributions and
C∞(T2). The Itoˆ form of the above equation is given by
d〈ωt, φ〉 = 〈ωt, ut · ∇φ〉dt+
∞∑
j=1
〈ωt, σj · ∇φ〉dW jt +
1
2
∞∑
j=1
〈
ωt, σj · ∇(σj · ∇φ)
〉
dt.
This equation can be rewritten in the weak vorticity formulation by using the Biot–Savart kernel
K(x−y) on the torus. It is known that (see [19]) K is smooth for x 6= y, K(y−x) = −K(x−y)
and |K(x− y)| ≤ C/|x− y| for |x− y| small enough. By the Biot–Savart law,
ut(x) =
∫
T2
K(x− y)ωt(dy).
Therefore,
〈ωt, ut · ∇φ〉 =
∫
T2
∫
T2
K(x− y) · ∇φ(x)ωt(dy)ωt(dx).
Since K(y − x) = −K(x− y), we can rewrite the above quantity in the symmetric form:
〈ωt, ut · ∇φ〉 =
∫
T2
∫
T2
Hφ(x, y)ωt(dy)ωt(dx) = 〈ωt ⊗ ωt,Hφ〉,
where
Hφ(x, y) =
1
2
K(x− y) · (∇φ(x)−∇φ(y)).
Now we obtain the weak vorticity formulation of the 2D stochastic Euler equation:
d〈ωt, φ〉 = 〈ωt ⊗ ωt,Hφ〉dt+
∞∑
j=1
〈ωt, σj · ∇φ〉dW jt +
1
2
∞∑
j=1
〈
ωt, σj · ∇(σj · ∇φ)
〉
dt. (1.4)
We need some notations in order to introduce the notion of solution to (1.4). For any
s ∈ R, we write Hs(T2) for the usual Sobolev space on T2, and H−1−(T2) = ∩δ>0H−1−δ(T2).
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Let ωWN : Θ → C∞(T2)′ be the white noise on T2, which is by definition a Gaussian random
distribution such that
E
[〈ωWN , φ〉〈ωWN , ψ〉] = 〈φ,ψ〉, for all φ,ψ ∈ C∞(T2),
where 〈 , 〉 on the r.h.s. is the inner product in L2(T2,dx). The law of the white noise ωWN ,
called the enstrophy measure and denoted by µ, is supported by H−1−(T2). It is proven in [13,
Theorem 8] that, under the probability measure µ, 〈ω ⊗ ω,Hφ〉 is a square integrable r.v. on
H−1−(T2).
Definition 1.1 (ρ-white noise solution). Let ρ : [0, T ]×H−1−(T2)→ [0,∞) satisfy ∫ ρqt dµ ≤ C
for some constants C > 0, q > 1, and
∫
ρt dµ = 1 for every t ∈ [0, T ]. We say that a measurable
map ω : Θ × [0, T ] → C∞(T2)′, which has trajectories of class C([0, T ],H−1−(T2)) and is
adapted to (Ft)t≥0, is a ρ-white noise solution of the stochastic Euler equations (1.2) if ωt has
law ρtµ at every time t ∈ [0, T ], and for every φ ∈ C∞(T2), the following identity holds P-a.s.,
uniformly in time,
〈ωt, φ〉 = 〈ω0, φ〉 +
∫ t
0
〈ωs ⊗ ωs,Hφ〉ds+
∞∑
j=1
∫ t
0
〈ωs, σj · ∇φ〉dW js
+
1
2
∞∑
j=1
∫ t
0
〈
ωs, σj · ∇(σj · ∇φ)
〉
ds.
(1.5)
Before presenting the main results of this paper, we introduce our assumptions on the vector
fields {σj : j ∈ N}:
(H1) For all j ∈ N, the vector fields σj are periodic, smooth and div(σj) = 0.
(H2) The series
∑∞
j=1 ‖σj‖2∞ and
∑∞
j=1 ‖σj · ∇σj‖∞ are convergent.
Remark 1.2. Under the conditions of Definition 1.1, we have 〈ωs⊗ωs,Hφ〉 ∈ L1
(
Θ, L1([0, T ])
)
by [13, Theorem 15]. Moreover, we deduce from (H2) that the martingale part in (1.5) is a
square integrable martingale. Indeed, since ωs is distributed as ρsµ, by Ho¨lder’s inequality,
E
(〈ωs, σj · ∇φ〉2) = Eµ(ρs 〈ω, σj · ∇φ〉2) ≤ (Eµρqs)1/q(Eµ〈ω, σj · ∇φ〉2q′)1/q′ ,
where Eµ denotes the expectation on H
−1− w.r.t. the enstrophy measure µ. Recall that if
ξ ∼ N(0, σ2), then for any p > 1, one has E(|ξ|p) ≤ Cp σp for some constant Cp > 0. Under
µ, 〈ω, σj · ∇φ〉 is a centered Gaussian r.v. with variance
∫
T2
|σj · ∇φ|2 dx ≤ ‖σj‖2∞‖∇φ‖2∞.
Combining these facts with the property of ρs yields
E
(〈ωs, σj · ∇φ〉2) ≤ C1/qCq′‖σj‖2∞‖∇φ‖2∞.
This together with (H2) gives us
∞∑
j=1
∫ t
0
E
(〈ωs, σj · ∇φ〉2) ds ≤ Cqt‖∇φ‖2∞
∞∑
j=1
‖σj‖2∞ <∞,
which implies the claim. In the same way, one can show that
∞∑
j=1
∫ t
0
E
∣∣〈ωs, σj · ∇(σj · ∇φ)〉∣∣ds ≤ Cqt
∞∑
j=1
(‖∇2φ‖∞‖σj‖2∞ + ‖∇φ‖∞‖σj · ∇σj‖∞) <∞.
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Now we can present the first main result.
Theorem 1.3 (Existence). Given ρ0 ∈ Cb
(
H−1−(T2)
)
such that ρ0 ≥ 0 and
∫
ρ0 dµ = 1.
Under the assumptions (H1) and (H2), there exist a bounded measurable function ρ : [0, T ]×
H−1−(T2) → [0, ‖ρ0‖∞], and a filtered probability space (Θ,F , (Ft),P) on which there are
defined a (Ft)-adapted process ω· : Θ × [0, T ] → C∞(T2)′ and a sequence of (Ft)-Brownian
motions {(W jt )t≥0 : j ∈ N}, such that ω· is a ρ-white noise solution of the stochastic Euler
equation (1.2).
Our next result is concerned with the regularity properties of the density ρt, for which we
need some more notations. Given two elements ω, η ∈ C∞(T2)′ and a function G : C∞(T2)′ →
R, we write 〈η,DωG(ω)〉 for the limit
〈η,DωG (ω)〉 = lim
ε→0
G(ω + εη)−G(ω)
ε
when it exists. For instance, if G is taken from
FCP =
{
G : C∞(T2)′ → R ∣∣G(ω) = g(〈ω, φ1〉, . . . , 〈ω, φn〉) for some n ∈ N
and g ∈ C∞P (Rn), φ1, . . . , φn ∈ C∞(T2)
}
,
where C∞P (R
n) is the space of smooth functions on Rn having polynomial growth together with
all the derivatives, then
〈η,DωG(ω)〉 =
n∑
j=1
∂jg(〈ω, φ1〉, . . . , 〈ω, φn〉)〈η, φj〉.
We will also write DωG(ω) =
∑n
j=1 ∂jg(〈ω, φ1〉, . . . , 〈ω, φn〉)φj .
For our purpose, we shall need test functions which depend on time. Hence we denote by
FCP,T =
{
F : [0, T ] × C∞(T2)′ → R
∣∣∣F (t, ω) =
m∑
i=1
gi(t)fi(ω) for some m ∈ N
and gi ∈ C1([0, T ]), fi ∈ FCP , 1 ≤ i ≤ m
}
.
For F ∈ FCP,T given by F (t, ω) =
∑m
i=1 gi(t)fi(〈ω, φ1〉, . . . , 〈ω, φn〉), we have
DωF (t, ω) =
m∑
i=1
gi(t)
n∑
j=1
∂jfi(〈ω, φ1〉, . . . , 〈ω, φn〉)φj .
Set
〈b(ω),DωF (t, ω)〉 :=
m∑
i=1
gi(t)
n∑
j=1
∂jfi(〈ω, φ1〉, . . . , 〈ω, φn〉)
〈
ω ⊗ ω,Hφj
〉
,
where
〈
ω ⊗ ω,Hφj
〉
, j = 1, . . . , n, are limits of Cauchy sequences in L2
(
H−1−(T2), µ
)
(see [13,
Theorem 8]). Hence 〈b(ω),DωF (t, ω)〉 belongs to C
(
[0, T ], Lr
(
H−1−(T2), µ
))
for all r ∈ [1, 2).
Theorem 1.4 (Regularity). Let ρ : [0, T ] × H−1−(T2) → [0, ‖ρ0‖∞] be the density function
given in Theorem 1.3.
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(i) For any F ∈ FCP,T with F (T, ·) = 0, the function ρ satisfies
0 =
∫
F (0, ω)ρ0(ω)µ(dω) +
∫ T
0
∫ [
(∂tF )(t, ω) + 〈b(ω),DωF (t, ω)〉
]
ρt(ω)µ(dω)dt
+
1
2
∞∑
k=1
∫ T
0
∫ 〈
σk · ∇ω,Dω〈σk · ∇ω,DωF (t, ω)〉
〉
ρt(ω)µ(dω)dt.
(1.6)
(ii) For every k ∈ N, 〈σk · ∇ω,Dωρt(ω)〉 exists in the distributional sense and the gradient
estimate holds: ∞∑
k=1
∫ T
0
∫ 〈
σk · ∇ω,Dωρt(ω)
〉2
µ(dω)dt ≤ ‖ρ0‖2∞. (1.7)
Remark 1.5. (1) We briefly explain the meaning of the second order term in (1.6). The
distribution σk · ∇ω is understood as follows:
〈σk · ∇ω, φ〉 := −〈ω, σk · ∇φ〉 , φ ∈ C∞(T2),
since we assume σk is smooth and divergence free. Given G ∈ FCP of the form G(ω) =
g(〈ω, φ1〉, . . . , 〈ω, φn〉), we consider the new functional H : C∞(T2)′ → R defined by
H(ω) = 〈σk · ∇ω,DωG(ω)〉 = −
n∑
j=1
∂jg(〈ω, φ1〉, . . . , 〈ω, φn〉)〈ω, σk · ∇φj〉.
Then H ∈ FCP . In Lemma 4.1 below we compute explicitly the term 〈σk · ∇ω,DωH(ω)〉
(see also Remark 4.2).
(2) We explain here what we mean by
〈
σk · ∇ω,Dωρt(ω)
〉
exists in the distributional sense
for all k ∈ N. It comes from the equality (4.38) which looks like an integration by parts
formula. Thanks to (4.38) and the fact that divµ(σk · ∇ω) = 0 (see Lemma 4.5), it is
natural to define
〈
σk ·∇ω,Dωρt(ω)
〉
= Gk(t, ω) with some G ∈ L2
(
N× [0, T ]×H−1−,#⊗
dt⊗ µ), where # is the counting measure on the set N of natural numbers.
At the heuristic level, the gradient estimate (1.7) can be guessed by an energy-type compu-
tation on ρt, using skew-symmetry with respect to µ of certain differential operators. However,
energy-type computations cannot be performed rigorously on weak solutions satisfying (1.6).
Our strategy will be to prove a gradient estimate for the density associated to the point vortex
approximation and then pass to the limit.
With the gradient estimate (1.7) in hand, it is tempting to prove the uniqueness of the
equation (1.6). It turns out that a key property, to prove an uniqueness claim, is to have that
the function 〈b (ω) ,Dωρt〉 should be well defined in a suitable sense and integrable. After some
formal calculations, we find that the drift term 〈b(ω),Dωρt〉 can be expressed as
〈b(ω),Dωρt〉 =
∞∑
k=1
〈ω, σk ∗K〉
‖σk‖2L2
〈σk · ∇ω,Dωρt〉,
where (σk ∗K)(x) =
∫
T2
σk(x− y) ·K(y) dy is a smooth function on T2. Consider the following
family of vector fields: for γ ≥ 2,
σk(x) = e
2piik·x k
⊥
|k|γ , x ∈ T
2, k ∈ Z20 := Z2 \ {0}. (1.8)
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If γ > 2, since σk · ∇σk = 0, it is obvious that these vector fields satisfy our assumptions (H1)
and (H2). Using the Fourier expansion of K, one has (σk ∗K)(x) = 2pii e2piik·x/|k|γ . Therefore,
〈b(ω),Dωρt〉 = 2pii
∑
k∈Z20
|k|γ−2〈ω, e2piik·x〉〈σk · ∇ω,Dωρt〉.
A first thing is to know in which sense the above series is convergent. We shall prove
Theorem 1.6. Assume that the gradient estimate (1.7) holds in the case γ = 2. Then the
series
〈b(ω),Dωρt〉 = 2pii
∑
k∈Z20
〈
ω, e2piik·x
〉〈
σk · ∇ω,Dωρt
〉
converge in L2
(
[0, T ] ×H−1−(T2),dt⊗ µ).
On the other hand, it seems impossible to establish a similar convergence result for γ > 2.
Therefore, a natural problem arises, namely
Conjecture 1.7. The gradient estimate (1.7) holds when γ = 2 in (1.8).
For the moment, we do not know how to solve this problem. For instance, the assumption
(H2) is not satisfied in this case. Accordingly, the passage from the Stratonovich equation
(1.3) to the Itoˆ equation produces an extra term which diverges at a logarithmic order. To
summarize, with Theorem 1.6 we have identified a new example of transport type noise, namely
(1.8) with γ = 2, which is very promising for the purpose of regularization by noise, but it is at
the border of the regularity class (γ > 2) where Stratonovich noise has a meaning and where
we can prove Theorems 1.3 and 1.4. With these partial results we hope to promote research
on this new type of noise.
The paper is organized as follows. In Section 2, we recall some facts about the stochastic
dynamics of N -point vortices. More precisely, Section 2.1 is concerned with stochastic point
vortices with an initial distribution which converging weakly to the white noise measure µ,
and Section 2.2 studies the case of general initial distributions, which is the basis for the
approximation argument in later parts of the paper. We provide the proof of Theorem 1.3
in Section 3 which mainly follows the arguments in [13, Section 4.2]. The two assertions
of Theorem 1.4 will be proved in Sections 4.1 and 4.2 respectively. In particular, the proof
of assertion (ii) constitutes the main technical part of the current work, and it is done by
first approximating the singular Biot–Savart kernel K with smooth ones, and then letting the
number N of point vortices tend to infinity. Finally, we prove Theorem 1.6 in Section 5 by
making use of the facts that, under the white noise measure µ, the family
{〈
ω, e2piik·x
〉}
k∈Z20
consists of i.i.d. standard Gaussian r.v.’s and is an orthonormal basis of L2
(
H−1−(T2), µ
)
.
2 Stochastic point vortex dynamics
According to [18], in the singular case that the vorticity ω0 is given by N ≥ 2 point vortices,
the Euler equations (1.1) can be interpreted as the finite dimensional dynamics in (T2)N :
dXi,Nt
dt
=
1√
N
N∑
j=1
ξjK
(
Xi,Nt −Xj,Nt
)
, i = 1, . . . , N,
with initial condition
(
X1,N0 , . . . ,X
N,N
0
) ∈ (T2)N \ ∆N , where ξ = (ξ1, . . . , ξN ) ∈ (R \ {0})N
and
∆N =
{
(x1, . . . , xn) ∈ (T2)N : there are i 6= j such that xi = xj
}
6
is the generalized diagonal. The authors gave in [18] an example in the case N = 3, which shows
that the above system with different initial positions coincide in finite time. Nevertheless, it is
well posed for
(
Leb⊗N
T2
)
-a.e. starting point in (T2)N \∆N .
For the stochastic Euler equations (1.2), the random version of the point vortex dynamics
is given by
dXi,Nt =
1√
N
N∑
j=1
ξjK
(
Xi,Nt −Xj,Nt
)
dt+
N∑
j=1
σj
(
Xi,Nt
) ◦ dW jt , i = 1, . . . , N. (2.1)
Here, we use only a finite number of noises, because the stochastic equations with infinitely
many noises may not admit a solution under the assumptions (H1) and (H2). One can of
course use a different number of noises, but the intuition is that this number should tend to
∞ as N increases. A heuristic discussion of the relationship between (2.1) and
dωt + ut · ∇ωt dt+
N∑
j=1
σj · ∇ωt ◦ dW jt = 0 (2.2)
can be found in [14, Section 2.3]. Roughly speaking, let
(
X1,Nt , . . . ,X
N,N
t
)
be the solution of
(2.1) and set
ωNt =
1√
N
N∑
i=1
ξiδXi,Nt
,
then for any φ ∈ C∞(T2), by applying the Itoˆ formula, ωNt satisfies
d〈ωt, φ〉 = 〈ωt, ut · ∇φ〉dt+
N∑
j=1
〈ωt, σj · ∇φ〉 ◦ dW jt . (2.3)
Fix any N ∈ N and denote by λN = Leb⊗NT2 which is a probability measure on (T2)N .
Theorem 2.1. For every (ξ1, . . . , ξN ) ∈ (R \ {0})N and for λN -a.e.
(
X1,N0 , . . . ,X
N,N
0
) ∈
(T2)N \∆N , almost surely, the system (2.1) has a unique strong solution
(
X1,Nt , . . . ,X
N,N
t
)
for
all t ≥ 0. Moreover, if the initial data (X1,N0 , . . . ,XN,N0 ) is a random variable distributed as λN ,
but is independent of the Brownian motions
{
(W jt )t≥0 : 1 ≤ j ≤ N
}
, then
(
X1,Nt , . . . ,X
N,N
t
)
is a stationary process with invariant marginal law λN .
Proof. Note that our hypothesis (H1) is the same as the first one of [14, Hypothesis 1], hence
the first result follows from [14, Theorem 8]. We denote by ϕt(X0) the strong solution to (2.1)
with initial condition X0 ∈ (T2)N \∆N when the solution exists. We remark that we do not
need the ellipticity assumption in [14, Hypothesis 1], since the existence of solution to (2.1) for
a.e. starting point is enough for our purpose.
For proving the second assertion, let Kδ be the approximation of K given in [14, Section
3.2] and ϕδt the flow of diffeomorphisms generated by (2.1) with K replaced by K
δ. Since the
vector fields involved in (2.1) are divergence free, for any smooth function h on (T2)N , we have
a.s. (cf. [14, Lemma 3])∫
(T2)N
h
(
ϕδt (X0)
)
dX0 =
∫
(T2)N
h(Y ) dY, t ≥ 0.
Therefore,
E
∫
(T2)N
h
(
ϕδt (X0)
)
dX0 =
∫
(T2)N
h(Y ) dY, t ≥ 0.
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For (λN ⊗ P)-a.s. (X0, θ) ∈ (T2)N ×Θ, we have ϕδt (X0, θ)→ ϕt(X0, θ) as δ → 0, see the proof
of [14, Theorem 8]. Letting δ → 0 in the above equality leads to
∫
(T2)N
h(Y ) dY = E
∫
(T2)N
h
(
ϕt(X0)
)
dX0 =
∫
(T2)N
PNt h(X0) dX0,
where PNt is the semigroup associated to the system (2.1). This implies that λN is the invariant
measure of PNt . The stationarity follows from the fact that the equations (2.1) are of time-
homogeneous Markovian type.
2.1 Stochastic point vortices with initial distribution converging to white
noise
On the probability space (Θ,F ,P), let {ξn} be an i.i.d. sequence of N(0, 1) r.v.’s and {Xn0 }
be an i.i.d. sequence of T2-valued r.v.’s, independent of {ξn} and uniformly distributed. Both
families are independent on the Brownian motions
{
(W jt )t≥0 : j ∈ N
}
. For every N ∈ N,
denote by
λ0N =
(
N(0, 1) ⊗ LebT2
)⊗N
the law of the random vector (
(ξ1,X
1
0 ), . . . , (ξN ,X
N
0 )
)
.
Let us consider the measure-valued vorticity field
ωN0 =
1√
N
N∑
n=1
ξnδXn0 .
As mentioned in [13, Remark 20], ωN0 can be regarded as a r.v. taking values in the space
H−1−(T2) whose law is denoted by µ0N . Denote by M(T2) the space of signed measures on T2
with finite variation, and
MN (T2) =
{
µ ∈ M(T2) | ∃X ⊂ T2 such that #(X) = N and supp(µ) = X}.
We can define the map TN : (R× T2)N →MN (T2) ⊂ H−1−(T2) as
(
(ξ1,X
1
0 ), . . . , (ξN ,X
N
0 )
) 7→ ωN0 = 1√
N
N∑
n=1
ξnδXn0 , (2.4)
then it holds that
µ0N = (TN )#λ0N = λ0N ◦ T −1N .
It is proved in [13, Proposition 21] that, for any δ > 0, as N → ∞, ωN0 converges in law on
H−1−δ(T2) to the white noise ωWN .
Proposition 2.2. As N →∞, the probability measures µ0N converge weakly to µ on H−1−(T2).
Proof. Step 1. We first show that {µ0N : N ∈ N} is tight on H−1−(T2). Fix an arbitrary
ε > 0. For every n ∈ N, since µ0N converges weakly to µ on H−1−1/n(T2), it follows from [4,
p. 60, Theorem 5.2] that the family {µ0N : N ∈ N} is tight on H−1−1/n(T2). Therefore, there
exists a compact set Kε,n ⊂ H−1−1/n(T2) such that
sup
N∈N
µ0N
(
H−1−1/n(T2) \Kε,n
)
<
ε
2n
.
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Let Kε = ∩n∈NKε,n; then Kε ⊂ ∩n∈NH−1−1/n(T2) = H−1−(T2). By the above inequality, we
have for all N ∈ N that
µ0N
(
H−1−(T2) \Kε
) ≤ µ0N
( ∞⋃
n=1
(
H−1−1/n(T2) \Kε,n
))
<
∞∑
n=1
ε
2n
= ε.
Then the tightness of {µ0N : N ∈ N} on H−1−(T2) will follow if we can show that Kε is
compact in H−1−(T2). It is equivalent to show that Kε is sequentially compact in itself. Let
{ωn : n ∈ N} ⊂ Kε be an arbitrary sequence which will also be denoted by {ω0,n : n ∈ N}.
Since Kε,1 is compact in H
−2(T2) and {ω0,n : n ∈ N} ⊂ Kε,1, we can find a subsequence
{ω1,n : n ∈ N} of {ω0,n : n ∈ N}, such that ω1,n converges with respect to the norm ‖ · ‖H−2 to
some ω1,0 ∈ Kε,1.
Repeating this procedure inductively, for every m ∈ N, we can find a subsequence {ωm,n :
n ∈ N} of {ωm−1,n : n ∈ N} such that ωm,n converges with respect to the norm ‖ · ‖H−1−1/m to
some ωm,0 ∈ Kε,m.
We claim that ωm,0 = ωm+1,0 for allm ∈ N. Indeed, on the one hand, since ωm+1,n converge
to ωm+1,0 with respect to the norm ‖ · ‖H−1−1/(m+1) , it also converge to ωm+1,0 with respect
to the weaker norm ‖ · ‖H−1−1/m . On the other hand, as a subsequence of {ωm,n : n ∈ N},
{ωm+1,n : n ∈ N} also converge in H−1−1/m(T2) to ωm,0. By the uniqueness of limit, we obtain
ωm+1,0 = ωm,0.
Therefore we can denote by ω0 the common limit of all the subsequences, which belongs
to all Kε,m, and hence is in Kε. Now taking the diagonal subsequence {ωn,n : n ∈ N}, we see
that ωn,n tends to ω0 with respect to all the norms ‖ · ‖H−1−1/m , m ≥ 1, hence the convergence
holds in H−1−(T2) too. This shows that Kε is sequentially compact in itself.
Step 2. Let
{
µ0Nk : k ∈ N
}
be a subsequence converging weakly to some ν on H−1−(T2).
Then we have ν = µ. Indeed, for any bounded continuous function F on H−1−δ(T2), it is also
continuous on H−1−(T2), hence limk→∞
∫
H−1−δ F dµ
0
Nk
=
∫
H−1−δ F dν. We conclude that µ
0
Nk
converges weakly to ν on H−1−δ(T2) for any δ > 0. This implies ν = µ. By the corollary of [4,
Theorem 5.1], the whole sequence {µ0N : N ∈ N} converge weakly to µ on H−1−(T2).
As a consequence of Theorem 2.1, we can prove (cf. [13, Proposition 22] for the proof)
Proposition 2.3. Consider the stochastic point vortex dynamics (2.1) with random intensities
(ξ1, . . . , ξN ) and random initial positions
(
X10 , . . . ,X
N
0
)
distributed as λ0N . For a.s. value of(
(ξ1,X
1
0 ), . . . , (ξN ,X
N
0 )
)
, the stochastic dynamics
(
X1,Nt , . . . ,X
N,N
t
)
is well defined in ∆cN for
all t ≥ 0, and the associated measure-valued vorticity ωNt satisfies the stochastic weak vorticity
formulation of (2.3): for all φ ∈ C∞(T2),
〈
ωNt , φ
〉
=
〈
ωN0 , φ
〉
+
∫ t
0
〈
ωNs ⊗ ωNs ,Hφ
〉
ds+
N∑
j=1
∫ t
0
〈
ωNs , σj · ∇φ
〉
dW js
+
1
2
N∑
j=1
∫ t
0
〈
ωNs , σj · ∇(σj · ∇φ)
〉
ds.
(2.5)
The stochastic process ωNt is stationary in time, with the law µ
0
N at any time t ≥ 0.
The following integrability properties of ωNt are proved in [13, Lemma 23] (except the second
estimate, whose proof is similar to that of the first one).
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Lemma 2.4. Assume f : T2 × T2 → R and g : T2 → R are bounded and measurable, and f is
symmetric. Then, for every p ≥ 1 and δ > 0, there are constants Cp, Cp,δ > 0 such that for all
t ∈ [0, T ],
E
[∣∣〈ωNt ⊗ ωNt , f〉∣∣p] ≤ Cp‖f‖p∞, E[∣∣〈ωNt , g〉∣∣p] ≤ Cp‖g‖p∞, E[∥∥ωNt ∥∥pH−1−δ
] ≤ Cp,δ.
Moreover,
E
[〈
ωNt ⊗ ωNt , f
〉2]
=
3
N
∫
f2(x, x) dx+
N − 1
N
[ ∫
f(x, x) dx
]2
+
2(N − 1)
N
∫ ∫
f2(x, y) dxdy.
2.2 Stochastic point vortices with general initial distribution
In this part, we shall consider stochastic point vortex dynamics (2.1) with more general initial
distribution. Recall the definitions of λ0N , µ
0
N and TN : (R × T2)N →MN (T2) in Section 2.1.
The next lemma is taken from [13, Lemma 29].
Lemma 2.5. Let ρ : H−1−(T2)→ [0,∞) be a measurable function with ∫H−1− ρ(ω)µ0N (dω) <
∞. Under the mapping TN , the measure λρN = (ρ ◦ TN )λ0N has the image measure µρN = ρµ0N .
Proof. We denote by (a, x) a typical element in (R × T2)N = RN × (T2)N , where a =
(a1, . . . , aN ) ∈ RN , x = (x1, . . . , xN ) ∈ (T2)N . For every non-negative measurable function
F , the change-of-variable formula yields
∫
H−1−(T2)
F (ω)µρN (dω) =
∫
(R×T2)N
F (TN (a, x))λρN (da,dx)
=
∫
(R×T2)N
F (TN (a, x))ρ(TN (a, x))λ0N (da,dx)
=
∫
H−1−(T2)
F (ω)ρ(ω)µ0N (dω).
Given ρ0 ∈ Cb
(
H−1−(T2)
)
, ρ0 ≥ 0 and
∫
ρ0 dµ = 1 (µ is the white noise Gaussian law on
H−1−(T2)), there is a normalizing constant CN > 0 such that CN
∫
ρ0 dµ
0
N = 1. Since µ
0
N
converges weakly to µ on H−1−(T2) by Proposition 2.2, we deduce that limN→∞CN = 1. Let
us consider the probability measure CN (ρ0 ◦TN )λ0N on Borel sets of (R×T2)N . By Lemma 2.5
its image measure onH−1−(T2) under the map TN is CN ρ0 µ0N . Recall that the stochastic point
vortex dynamics (2.1) is well defined for λ0N -a.e.
(
(ξ1,X
1
0 ), . . . , (ξN ,X
N
0 )
) ∈ (R×T2)N . Hence
it is well defined for a.e.
(
(ξ1,X
1
0 ), . . . , (ξN ,X
N
0 )
) ∈ (R×T2)N with respect to CN (ρ0 ◦TN )λ0N .
Denote by ωNρ0,t the vorticity of this point vortex dynamics; the law of ω
N
ρ0,0
on MN (T2) ⊂
H−1−(T2) is CN ρ0 µ0N .
Lemma 2.6. For any non-negative measurable function F on H−1−(T2), one has
E
[
F
(
ωNρ0,t
)] ≤ CN‖ρ0‖∞
∫
MN (T2)
F (ω)µ0N (dω).
In particular, the law of ωNρ0,t on MN (T2) has a density ρNt w.r.t. µ0N .
Proof. For a given ω ∈ MN (T2), it corresponds to N ! different elements (a, x) ∈ (R × T2)N .
These elements differ from each other by a permutation. However, by changing accordingly
the order of the equations in the system (2.1), the solutions give rise to the same random
measure-valued vorticity field at any time t > 0. Thus, there exists a unique stochastic process
10
ΦNt (ω) associated to the system (2.1), which is well defined for µ
0
N -a.e. ω ∈ MN (T2). For any
nonnegative measurable function F :MN (T2)→ R+, by the last assertion of Proposition 2.3,
E
∫
MN (T2)
F
(
ΦNt (ω)
)
µ0N (dω) =
∫
MN (T2)
F (ω)µ0N (dω). (2.6)
Now, note that ωNρ0,t = Φ
N
t
(
ωNρ0,0
)
where ωNρ0,0 is distributed as CN ρ0 µ
0
N . Therefore,
E
[
F
(
ωNρ0,t
)]
= E
[
F
(
ΦNt
(
ωNρ0,0
))]
=
∫
MN (T2)
E
[
F
(
ΦNt (ω)
)]
CN ρ0(ω)µ
0
N (dω)
≤ CN‖ρ0‖∞
∫
MN (T2)
E
[
F
(
ΦNt (ω)
)]
µ0N (dω)
= CN‖ρ0‖∞
∫
MN (T2)
F (ω)µ0N (dω),
where the last equality follows from (2.6).
We have the following useful estimates.
Corollary 2.7. Assume f : T2 × T2 → R and g : T2 → R are bounded and measurable, and f
is symmetric. Then for any p ≥ 1 and δ ∈ (0, 1), there exist Cρ0,p, Cρ0,p,δ > 0 such that for all
t ∈ [0, T ],
E
[∣∣〈ωNρ0,t ⊗ ωNρ0,t, f〉∣∣p] ≤ Cρ0,p‖f‖p∞,
E
[∣∣〈ωNρ0,t, g〉∣∣p] ≤ Cρ0,p‖g‖p∞,
E
[∥∥ωNρ0,t∥∥pH−1−δ] ≤ Cρ0,p,δ.
Proof. Since limN→∞CN = 1, we have C0 = supN≥1CN < ∞. Applying Lemma 2.6 with
F (ω) = |〈ω ⊗ ω, f〉|p, then we deduce the first result from the estimate in Lemma 2.4 with
Cρ0,p = C0‖ρ0‖∞Cp. The last two estimates follow in the same way.
3 Proof of Theorem 1.3
For simplification of notations, we shall write in the sequel ωNt instead of ω
N
ρ0,t given in Section
2.2, since ρ0 is fixed.
The difference of the proof, compared to that of [13, Theorem 24], is that the process
〈ωNt , φ〉 does not have differentiable trajectories, hence we shall use fractional Sobolev spaces
and apply another compactness criterion proved in [20, p. 90, Corollary 9]. We state it here
in our context.
Take δ ∈ (0, 1) and κ > 5 (this choice is due to estimates below) and consider the spaces
X = H−1−δ/2(T2), B = H−1−δ(T2), Y = H−κ(T2).
Then X ⊂ B ⊂ Y with compact embeddings and we also have, for a suitable constant C > 0
and for
θ =
δ/2
κ− 1− δ/2 , (3.1)
the interpolation inequality
‖ω‖B ≤ C‖ω‖1−θX ‖ω‖θY , ω ∈ X.
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These are the preliminary assumptions of [20, p. 90, Corollary 9]. We consider here a particular
case:
S = Lp0(0, T ;X) ∩W 1/3,4(0, T ;Y ),
where for 0 < α < 1 and p ≥ 1,
Wα,p(0, T ;Y ) =
{
f : f ∈ Lp(0, T ;Y ) and
∫ T
0
∫ T
0
‖f(t)− f(s)‖pY
|t− s|αp+1 dtds <∞
}
.
Lemma 3.1. Let δ ∈ (0, 1) and κ > 5 be given. If
p0 >
12(κ − 1− 3δ/2)
δ
,
then S is compactly embedded into C([0, T ],H−1−δ(T2)).
Proof. Recall that θ is defined in (3.1). In our case, we have s0 = 0, r0 = p0 and s1 = 1/3, r1 =
4. Hence sθ = (1− θ)s0 + θs1 = θ/3 and
1
rθ
=
1− θ
r0
+
θ
r1
=
1− θ
p0
+
θ
4
.
It is clear that for p0 given above, it holds sθ > 1/rθ, thus the desired result follows from the
second assertion of [20, Corollary 9].
For N ≥ 1, let QN be the law of ωN· on X := C
(
[0, T ],H−1−(T2)
)
. We want to prove that
the family
{
QN
}
N≥1 is tight in X .
Lemma 3.2. The family
{
QN
}
N≥1 is tight in X if and only if it is tight in C
(
[0, T ],H−1−δ(T2)
)
for any δ > 0.
The proof is similar to Step 1 of the proof of Proposition 2.2. In view of the above two lem-
mas, it is sufficient to prove that
{
QN
}
N≥1 is bounded in probability inW
1/3,4
(
0, T ;H−κ(T2)
)
and in each Lp0
(
0, T ;H−1−δ(T2)
)
for any p0 > 0 and δ > 0.
First we show that the family
{
QN
}
N≥1 is bounded in probability in L
p0
(
0, T ;H−1−δ(T2)
)
.
We have by Corollary 2.7 that
E
[ ∫ T
0
∥∥ωNt ∥∥p0H−1−δ dt
]
=
∫ T
0
E
[∥∥ωNt ∥∥p0H−1−δ] dt ≤ Cρ0,p0,δT, for all N ≥ 1. (3.2)
By Chebyshev’s inequality, we obtain the boundedness in probability of the family
{
QN
}
N≥1
in Lp0
(
0, T ;H−1−δ(T2)
)
.
Next, we prove the boundedness in probability in W 1/3,4
(
0, T ;H−κ(T2)
)
. Again by the
Chebyshev inequality, it suffices to show that
sup
N≥1
E
[ ∫ T
0
∥∥ωNt ∥∥4H−κ dt+
∫ T
0
∫ T
0
∥∥ωNt − ωNs ∥∥4H−κ
|t− s|7/3 dtds
]
<∞.
In view of (3.2), we see that it is sufficient to establish a uniform estimate on the expectation
E
∥∥ωNt − ωNs ∥∥4H−κ .
Lemma 3.3. Under the assumption (H2), for any φ ∈ C∞(T2), we have
E
[〈
ωNt − ωNs , φ
〉4] ≤ C(t− s)2(‖∇φ‖4∞ + ‖∇2φ‖4∞).
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Proof. The equation (2.5) holds for
(
ωNt
)
0≤t≤T , thus
〈
ωNt − ωNs , φ
〉
=
∫ t
s
〈
ωNr ⊗ ωNr ,Hφ
〉
dr +
N∑
j=1
∫ t
s
〈
ωNr , σj · ∇φ
〉
dW jr
+
1
2
N∑
j=1
∫ t
s
〈
ωNr , σj · ∇(σj · ∇φ)
〉
dr.
(3.3)
First, Ho¨lder’s inequality leads to
E
[(∫ t
s
〈
ωNr ⊗ ωNr ,Hφ
〉
dr
)4]
≤ (t− s)3E
[ ∫ t
s
〈
ωNr ⊗ ωNr ,Hφ
〉4
dr
]
≤ (t− s)3
∫ t
s
C‖Hφ‖4∞ dr ≤ C(t− s)4‖∇2φ‖4∞,
(3.4)
where the second inequality follows from Corollary 2.7. Next, by Burkholder’s inequality,
E
[( N∑
j=1
∫ t
s
〈
ωNr , σj · ∇φ
〉
dW jr
)4]
≤ CE
[(∫ t
s
N∑
j=1
〈
ωNr , σj · ∇φ
〉2
dr
)2]
≤ C(t− s)
∫ t
s
E
[( N∑
j=1
〈
ωNr , σj · ∇φ
〉2)2]
dr.
We have by Cauchy’s inequality and Corollary 2.7 that
E
[( N∑
j=1
〈
ωNr , σj · ∇φ
〉2)2]
=
N∑
j,k=1
E
[〈
ωNr , σj · ∇φ
〉2〈
ωNr , σk · ∇φ
〉2]
≤
N∑
j,k=1
[
E
〈
ωNr , σj · ∇φ
〉4]1/2[
E
〈
ωNr , σk · ∇φ
〉4]1/2
≤ C
( N∑
j=1
‖σj · ∇φ‖2∞
)2
≤ C˜‖∇φ‖4∞,
where the last inequality follows from (H2). Substituting this estimate into the above inequal-
ity yields
E
[( N∑
j=1
∫ t
s
〈
ωNr , σj · ∇φ
〉
dW jr
)4]
≤ C(t− s)2‖∇φ‖4∞. (3.5)
Finally, by Ho¨lder’s inequality,
E
[( N∑
j=1
∫ t
s
〈
ωNr , σj · ∇(σj · ∇φ)
〉
dr
)4]
≤ (t− s)3
∫ t
s
E
[( N∑
j=1
〈
ωNr , σj · ∇(σj · ∇φ)
〉)4]
dr
≤ (t− s)3
∫ t
s
[ N∑
j=1
(
E
〈
ωNr , σj · ∇(σj · ∇φ)
〉4) 14 ]4
dr.
Since (
E
〈
ωNr , σj · ∇(σj · ∇φ)
〉4) 14 ≤ C∥∥σj · ∇(σj · ∇φ)∥∥∞
≤ C
(
‖σj‖2∞‖∇2φ‖∞ + ‖σj · ∇σj‖∞‖∇φ‖∞
)
,
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we have by (H2) that
E
[( N∑
j=1
∫ t
s
〈
ωNr , σj · ∇(σj · ∇φ)
〉
dr
)4]
≤ C(t− s)3
∫ t
s
[ N∑
j=1
(
‖σj‖2∞‖∇2φ‖∞ + ‖σj · ∇σj‖∞‖∇φ‖∞
)]4
dr
≤ C(t− s)4(‖∇2φ‖∞ + ‖∇φ‖∞)4.
Combining this estimate together with (3.3)–(3.5), we obtain the desired estimate.
Applying Lemma 3.3 with φ(x) = ek(x) = e
2piik·x leads to
E
[∣∣〈ωNt − ωNs , ek〉∣∣4] ≤ C(t− s)2|k|8, k ∈ Z20 = Z2 \ {0}.
As a result, by Cauchy’s inequality,
E
(∥∥ωNt − ωNs ∥∥4H−κ
)
= E
[(∑
k
(
1 + |k|2)−κ∣∣〈ωNt − ωNs , ek〉∣∣2
)2]
≤
(∑
k
(
1 + |k|2)−κ
)∑
k
(
1 + |k|2)−κE[∣∣〈ωNt − ωNs , ek〉∣∣4]
≤ C˜(t− s)2
∑
k
(
1 + |k|2)−κ|k|8 ≤ Cˆ(t− s)2,
since 2κ− 8 > 2 due to the choice of κ. Consequently,
E
[ ∫ T
0
∫ T
0
∥∥ωNt − ωNs ∥∥4H−κ
|t− s|7/3 dtds
]
≤ Cˆ
∫ T
0
∫ T
0
|t− s|2
|t− s|7/3 dtds <∞.
The proof of the boundedness in probability of
{
QN
}
N≥1 inW
1/3,4
(
0, T ;H−κ(T2)
)
is complete.
We have shown that the family
{
QN
}
N∈N is bounded in probability in L
p0
(
0, T ;H−1−δ/2
)∩
W 1/3,4
(
0, T ;H−κ
)
for any p0 > 0 and δ > 0, hence it is tight in C
(
[0, T ],H−1−δ
)
for any δ > 0.
Lemma 3.2 implies that
{
QN
}
N∈N is tight in X = C
(
[0, T ],H−1−
)
.
Since we are dealing with the SDEs (2.1), we need to consider QN together with the
distribution of Brownian motions. Although we use only finitely many Brownian motions in
(2.1), here we consider for simplicity the whole family
{
(W jt )0≤t≤T : j ∈ N
}
. To this end, we
assume R∞ is endowed with the metric
d∞(a, b) =
∞∑
n=1
|an − bn| ∧ 1
2n
, a, b ∈ R∞.
Then (R∞, d∞(a, b)) is separable and complete (see [4, p. 9, Example 1.2]). The distance in
Y := C([0, T ],R∞) is given by
dY(w, wˆ) = sup
t∈[0,T ]
d∞(w(t), wˆ(t)), w, wˆ ∈ Y,
which makes Y a Polish space. Denote by W the law on Y of the sequence of independent
Brownian motions
{
(W jt )0≤t≤T : j ∈ N
}
.
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To simplify the notations, we write W· = (Wt)0≤t≤T for the whole sequence of processes{
(W jt )0≤t≤T : j ∈ N
}
in Y. Denote by PN the joint law of (ωN· ,W·) on X × Y, N ≥ 1. Since
the marginal laws
{
QN
}
N∈N and {W} are respectively tight on X and Y, we conclude that{
PN
}
N∈N is tight on X×Y. By Skorokhod’s representation theorem, there exists a subsequence
{Nk}k∈N of integers, a probability space
(
Θˆ, Fˆ , Pˆ) and stochastic processes (ωˆNk· , WˆNk· ) on this
space with the corresponding laws PNk , and converging Pˆ-a.s. in X × Y to a limit (ωˆ·, Wˆ·).
We are going to prove that
(
ωˆ·, Wˆ·
)
, or more precisely another closely defined process, is the
solution claimed by Theorem 1.3.
As in [13], we need to enlarge the probability space
(
Θˆ, Fˆ , Pˆ) so that it contains certain
independent r.v.’s we need. Denote by
(
Θ˜, F˜ , P˜) a probability space on which, for every N ≥ 1,
it is defined a uniformly distributed random permutation s˜N : Θ˜ → ΣN , where ΣN is the
permutation group of order N . Define the product probability space
(Θ,F ,P) = (Θˆ× Θ˜, Fˆ ⊗ F˜ , Pˆ ⊗ P˜) (3.6)
and the new processes
(
ωNk ,WNk
)
=
(
ωˆNk , WˆNk
) ◦ pi1, (ω,W ) = (ωˆ, Wˆ ) ◦ pi1, sN = s˜N ◦ pi2,
where pi1 and pi2 are the projections on Θˆ×Θ˜. Here, we slightly abuse the notations by denoting
the final probability spaces and processes like the original ones. We shall clarify in the sequel
which ones we are investigating.
First, we have the following simple result.
Lemma 3.4. For every t ∈ [0, T ], the law µt of ωt on H−1−(T2) is absolutely continuous with
respect to the law µ of white noise, with a bounded density denoted by ρt.
Proof. Note that ω· is defined on the product probability space (3.6) but it has the same law
with ωˆ·. Hence it suffices to prove the assertion for ωˆt, t ∈ [0, T ].
For every non-negative F ∈ Cb
(
H−1−(T2)
)
, since ωˆNkt converges to ωˆt a.s., one has∫
F (ω) dµt(ω) = Eˆ
[
F (ωˆt)
]
= lim
k→∞
Eˆ
[
F
(
ωˆNkt
)]
= lim
k→∞
E
[
F
(
ωNkt
)]
(3.7)
where Eˆ is the expectation on
(
Θˆ, Fˆ , Pˆ) and E the one on the original probability space. By
Lemma 2.6 and Proposition 2.2,
∫
F (ω)µt(dω) ≤ lim
k→∞
CNk‖ρ0‖∞
∫
F (ω)µ0Nk(dω) = ‖ρ0‖∞
∫
F (ω)µ(dω).
This implies that µt ≪ µ with a density bounded by ‖ρ0‖∞.
The following result identifies the structure of ωNk· as a sum of Dirac masses.
Lemma 3.5. The process ωNkt on the new probability space can be represented in the form
1√
Nk
∑Nk
i=1 ξiδXi,Nkt
, where ((
ξ1,X
1,Nk
0
)
, . . . ,
(
ξNk ,X
Nk ,Nk
0
))
is a random vector with law λ0Nk and
(
X1,Nkt , . . . ,X
Nk ,Nk
t
)
solves the stochastic system (2.1) with
the initial condition
(
X1,Nk0 , . . . ,X
Nk ,Nk
0
)
and new Brownian motions
{(
WNk,jt
)
: 1 ≤ j ≤ Nk
}
defined above.
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Proof. Repeating Step 1 of the proof of [13, Lemma 28], we can find a family of random ele-
ments
(
ξˆ1, Xˆ
1,Nk·
)
, . . . ,
(
ξˆNk , Xˆ
Nk ,Nk·
)
in R×C([0, T ],T2), such that ωˆNkt = 1√Nk
∑Nk
i=1 ξˆiδXˆi,Nkt
.
The first claim will be proved after a redefinition of the random elements.
Next we follow the arguments of Krylov [16, Section 2.6, p. 89]. Consider the filtration
defined on the original probability space (Θ,F ,P):
Ft = σ
(
(ξn,X
n
0 ) : n ∈ N
) ∨ σ(Ws : s ≤ t), t ∈ [0, T ],
where (ξn,X
n
0 ), n ∈ N are given at the beginning of Section 2.1. Recall that we denote by Wt
the sequence of Brownian motions
{
W jt : j ∈ N
}
. The processes
(
ωNt ,Wt
)
are adapted to the
filtration (Ft)0≤t≤T . Fix any t0 ∈ [0, T ). The increments of Ws after the time t0 is independent
on Ft0 . Therefore, the processes
(
ωNt ,Wt
)
(t ≤ t0) do not depend on the increments of Ws
after the time t0. Due to the coincidence of finite dimensional distributions, the processes(
ωˆNkt , Wˆ
Nk
t
)
(t ≤ t0) do not depend on the increments of WˆNks after the time t0. This property
holds in the limit process, i.e. for the process
(
ωˆ·, Wˆ·
)
. For the sake of convenience, we also
denote
(
ωˆ·, Wˆ·
)
by
(
ωˆN0t , Wˆ
N0
t
)
. The above arguments imply that, for all k ≥ 0 and any j ∈ N,
WˆNk,jt is a Brownian motion with respect to the filtration FˆNkt , which is the completion of
σ
(
ωˆNks , Wˆ
Nk
s : s ≤ t
)
, t ∈ [0, T ]. Moreover, for all k ≥ 0 and s ≤ t, ωˆNks is FˆNkt -measurable.
Since ωˆNks is continuous with respect to s, it is a progressively measurable process with respect
to FˆNkt . Therefore, the stochastic integrals involved below make sense.
Since the original process ωNkt satisfies (2.5), which implies
E
[
sup
t∈[0,T ]
∣∣∣∣〈ωNkt , φ〉− 〈ωNk0 , φ〉−
∫ t
0
∫
T2
∫
T2
∇φ(x) ·K(x− y)ωNks (dx)ωNks (dy)ds
−
Nk∑
j=1
∫ t
0
〈
ωNks , σj · ∇φ
〉
dW js −
1
2
Nk∑
j=1
∫ t
0
〈
ωNks , σj · ∇(σj · ∇φ)
〉
ds
∣∣∣∣ ∧ 1
]
= 0
for all φ ∈ C∞(T2), the same property holds for the new processes (ωˆNkt , WˆNkt ), because they
have the same finite dimensional distributions with
(
ωNkt ,Wt
)
. Hence, Pˆ-a.s., it holds
sup
t∈[0,T ]
∣∣∣∣〈ωˆNkt , φ〉− 〈ωˆNk0 , φ〉−
∫ t
0
∫
T2
∫
T2
∇φ(x) ·K(x− y) ωˆNks (dx)ωˆNks (dy)ds
−
Nk∑
j=1
∫ t
0
〈
ωˆNks , σj · ∇φ
〉
dWˆNk,js −
1
2
Nk∑
j=1
∫ t
0
〈
ωˆNks , σj · ∇(σj · ∇φ)
〉
ds
∣∣∣∣ = 0
(3.8)
on a dense countable set of φ ∈ C∞(T2). Using the structure ωˆNkt = 1√Nk
∑Nk
i=1 ξˆiδXˆi,Nkt
,
we conclude that
(
Xˆ1,Nkt , . . . , Xˆ
Nk ,Nk
t
)
solves the stochastic system (2.1) with the Brownian
motions
(
WˆNk,jt
)
t≥0, 1 ≤ j ≤ Nk.
At this stage, we can get the final assertion by applying the so-called shuffling procedure,
which amounts to redefining the r.v.’s and processes on the product probability space (3.6) by
composition with random permutations given before Lemma 3.4. The remaining part of the
proof is the same as that of [13, Lemma 28], thus we omit it here.
Finally, we show that the processes (ω,W ) defined on the new probability space (3.6) is
the ρ-white noise solution to the stochastic Euler equation.
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Proposition 3.6. For any φ ∈ C∞(T2) and t ∈ [0, T ],
E
[∣∣∣∣〈ωt, φ〉 − 〈ω0, φ〉 −
∫ t
0
〈
ωs ⊗ ωs,Hφ
〉
ds−
∞∑
j=1
∫ t
0
〈
ωs, σj · ∇φ
〉
dW js
− 1
2
∞∑
j=1
∫ t
0
〈
ωs, σj · ∇(σj · ∇φ)
〉
ds
∣∣∣∣ ∧ 1
]
= 0.
This implies that (1.5) holds a.s. at time t. Since the processes are continuous, we see that
the identity holds uniformly in time, with probability one on the product space (3.6). This will
prove the assertion of Theorem 1.3.
Proof of Proposition 3.6. We denote by I the expectation on the left hand side of the identity.
Recall the definition of
(
ωNk ,WNk
)
before Lemma 3.4. This process has the same distribution
as that of
(
ωˆNk , WˆNk
)
. Thus it follows from (3.8) that for every k ∈ N, it holds P-a.s.,
〈
ωNkt , φ
〉− 〈ωNk0 , φ〉−
∫ t
0
〈
ωNks ⊗ ωNks ,Hφ
〉
ds−
Nk∑
j=1
∫ t
0
〈
ωNks , σj · ∇φ
〉
dWNk,js
− 1
2
Nk∑
j=1
∫ t
0
〈
ωNks , σj · ∇(σj · ∇φ)
〉
ds = 0.
Consequently, using the simple inequality |a+ b| ∧ 1 ≤ |a| ∧ 1 + |b| ∧ 1 leads to
I ≤E[∣∣〈ωt, φ〉 − 〈ωNkt , φ〉∣∣ ∧ 1]+ E[∣∣〈ω0, φ〉 − 〈ωNk0 , φ〉∣∣ ∧ 1]
+E
[∣∣∣∣
∫ t
0
〈
ωs ⊗ ωs,Hφ
〉
ds−
∫ t
0
〈
ωNks ⊗ ωNks ,Hφ
〉
ds
∣∣∣∣ ∧ 1
]
+E
[∣∣∣∣
∞∑
j=1
∫ t
0
〈
ωs, σj · ∇φ
〉
dW js −
Nk∑
j=1
∫ t
0
〈
ωNks , σj · ∇φ
〉
dWNk,js
∣∣∣∣ ∧ 1
]
+E
[∣∣∣∣12
∞∑
j=1
∫ t
0
〈
ωs, σj · ∇(σj · ∇φ)
〉
ds− 1
2
Nk∑
j=1
∫ t
0
〈
ωNks , σj · ∇(σj · ∇φ)
〉
ds
∣∣∣∣ ∧ 1
]
.
We denote by INki , i = 1, . . . , 5 the terms on the right hand side of the above inequality.
First, by the a.s. convergence of ωNk· to ω· in C
(
[0, T ],H−1−(T2)
)
we immediately get
lim
k→∞
INk1 = lim
k→∞
INk2 = 0.
Next, to show that INk3 tends to 0, we consider a smooth approximation H
δ
φ of Hφ (see [13,
Remark 9]), with Hδφ(x, x) = 0 for all x ∈ T2 and δ > 0. The a.s. convergence of ωNk· to ω· in
C
(
[0, T ],H−1−(T2)
)
implies that of ωNk· ⊗ ωNk· to ω· ⊗ ω· in C
(
[0, T ],H−2−(T2 ×T2)). Hence,
for all δ > 0,
lim
k→∞
E
[∣∣∣∣
∫ t
0
〈
ωs ⊗ ωs,Hδφ
〉
ds−
∫ t
0
〈
ωNks ⊗ ωNks ,Hδφ
〉
ds
∣∣∣∣ ∧ 1
]
= 0.
As a result,
lim
k→∞
INk3 ≤ E
[∣∣∣∣
∫ t
0
〈
ωs ⊗ ωs,Hδφ −Hφ
〉
ds
∣∣∣∣ ∧ 1
]
+ lim sup
k→∞
E
[∣∣∣∣
∫ t
0
〈
ωNks ⊗ ωNks ,Hδφ −Hφ
〉
ds
∣∣∣∣ ∧ 1
]
=: I3,1 + I3,2.
(3.9)
17
We have
I3,1 ≤
∫ t
0
E
∣∣〈ωs ⊗ ωs,Hδφ −Hφ〉∣∣ ds ≤
∫ t
0
[
E
〈
ωs ⊗ ωs,Hδφ −Hφ
〉2]1/2
ds.
Thus by Lemma 3.4 and [13, Theorem 8],
I3,1 ≤
∫ t
0
[
Eµ
(
ρs(ω)
〈
ω ⊗ ω,Hδφ −Hφ
〉2)]1/2
ds
≤ t‖ρ0‖1/2∞
[
Eµ
〈
ω ⊗ ω,Hδφ −Hφ
〉2]1/2 → 0 as δ → 0.
(3.10)
Here Eµ is the expectation on H
−1− w.r.t. the white noise measure µ. Similarly, using Lemma
2.6 we can show that
I3,2 ≤ lim sup
k→∞
∫ t
0
[
E
〈
ωNks ⊗ ωNks ,Hδφ −Hφ
〉2]1/2
ds
≤ lim sup
k→∞
∫ t
0
[
CNk‖ρ0‖∞
∫
H−1−(T2)
〈
ω ⊗ ω,Hδφ −Hφ
〉2
µ0Nk(dω)
]1/2
ds.
Now by the last assertion of Lemma 2.4 and the convention that Hφ(x, x) = H
δ
φ(x, x) = 0,
I3,2 ≤ t
√
2‖ρ0‖∞
[ ∫
T2
∫
T2
(
Hδφ −Hφ
)2
(x, y) dxdy
]1/2
→ 0
as δ → 0. Combining this result with (3.9) and (3.10), we obtain
lim
k→∞
INk3 = 0.
We turn to the simpler term INk5 . Fix some big integer J . For Nk > J , we have
2INk5 ≤ E
[∣∣∣∣
J∑
j=1
∫ t
0
(〈
ωs, σj · ∇(σj · ∇φ)
〉− 〈ωNks , σj · ∇(σj · ∇φ)〉
)
ds
∣∣∣∣ ∧ 1
]
+ E
[∣∣∣∣
∞∑
j=J+1
∫ t
0
〈
ωs, σj · ∇(σj · ∇φ)
〉
ds
∣∣∣∣ ∧ 1
]
+ E
[∣∣∣∣
Nk∑
j=J+1
∫ t
0
〈
ωNks , σj · ∇(σj · ∇φ)
〉
ds
∣∣∣∣ ∧ 1
]
=: INk5,1 + I
Nk
5,2 + I
Nk
5,3 .
(3.11)
Analogous to INk1 and I
Nk
2 , since
∑J
j=1 σj · ∇(σj · ∇φ) is smooth on T2, we have
lim
k→∞
INk5,1 = 0. (3.12)
Next, by Lemma 3.4,
INk5,2 ≤
∞∑
j=J+1
∫ t
0
E
∣∣〈ωs, σj · ∇(σj · ∇φ)〉∣∣ds ≤ ‖ρ0‖∞
∞∑
j=J+1
∫ t
0
Eµ
∣∣〈ω, σj · ∇(σj · ∇φ)〉∣∣ ds.
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By Cauchy’s inequality and the definition of the white noise measure µ, we have
Eµ
∣∣〈ω, σj · ∇(σj · ∇φ)〉∣∣ ≤
(
Eµ
∣∣〈ω, σj · ∇(σj · ∇φ)〉∣∣2
)1/2
=
(∫
T2
∣∣σj · ∇(σj · ∇φ)∣∣2 dx
)1/2
≤ ‖σj‖2∞‖∇2φ‖L2(T2) + ‖σj · ∇σj‖∞‖∇φ‖L2(T2).
Therefore, for any k,
INk5,2 ≤ CφT‖ρ0‖∞
∞∑
j=J+1
(‖σj‖2∞ + ‖σj · ∇σj‖∞). (3.13)
In the same way, using Lemma 2.6, we can prove that, for all Nk > J ,
INk5,2 ≤ C ′φT‖ρ0‖∞
∞∑
j=J+1
(‖σj‖2∞ + ‖σj · ∇σj‖∞).
Combining this estimate with (H2) and (3.11)–(3.13), first letting k →∞ in (3.11), and then
J →∞, we obtain
lim
k→∞
INk5 = 0.
It remains to deal with the more difficult term INk4 . Fix again J ∈ N. We have, for all
Nk > J ,
INk4 ≤ E
[∣∣∣∣
∞∑
j=J+1
∫ t
0
〈
ωs, σj · ∇φ
〉
dW js
∣∣∣∣
]
+ E
[∣∣∣∣
Nk∑
j=J+1
∫ t
0
〈
ωNks , σj · ∇φ
〉
dWNk,js
∣∣∣∣
]
+ E
[∣∣∣∣
J∑
j=1
∫ t
0
〈
ωs, σj · ∇φ
〉
dW js −
J∑
j=1
∫ t
0
〈
ωNks , σj · ∇φ
〉
dWNk,js
∣∣∣∣
]
=: INk4,1 + I
Nk
4,2 + I
Nk
4,3 .
(3.14)
By the Cauchy inequality and Itoˆ isometry,
INk4,1 ≤
{
E
[∣∣∣∣
∞∑
j=J+1
∫ t
0
〈
ωs, σj · ∇φ
〉
dW js
∣∣∣∣
2]}1/2
=
{∫ t
0
∞∑
j=J+1
E
〈
ωs, σj · ∇φ
〉2
ds
}1/2
.
Lemma 3.4 implies that
INk4,1 ≤
{∫ t
0
∞∑
j=J+1
‖ρ0‖∞Eµ
〈
ω, σj · ∇φ
〉2
ds
}1/2
=
√
t‖ρ0‖∞
( ∞∑
j=J+1
∫
T2
|σj · ∇φ|2 dx
)1/2
≤
√
t‖ρ0‖∞ ‖∇φ‖L2(T2)
( ∞∑
j=J+1
‖σj‖2∞
)1/2
.
(3.15)
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Similarly, by Corollary 2.7,
INk4,2 ≤
{∫ t
0
Nk∑
j=J+1
E
〈
ωNks , σj · ∇φ
〉2
ds
}1/2
≤
{∫ t
0
∞∑
j=J+1
C‖ρ0‖∞‖σj · ∇φ‖2∞ ds
}1/2
≤
√
Ct‖ρ0‖∞ ‖∇φ‖∞
( ∞∑
j=J+1
‖σj‖2∞
)1/2
.
(3.16)
Finally, we consider the quantity INk4,3 . Denote by ηs =
(〈
ωs, σ1 · ∇φ
〉
, . . . ,
〈
ωs, σJ · ∇φ
〉)
; then
E
(|ηs|4) = E
[( J∑
j=1
〈
ωs, σj · ∇φ
〉2)2]
=
J∑
j,l=1
E
(〈
ωs, σj · ∇φ
〉2〈
ωs, σl · ∇φ
〉2)
≤
J∑
j,l=1
(
E
〈
ωs, σj · ∇φ
〉4)1/2(
E
〈
ωs, σl · ∇φ
〉4)1/2
=
{ J∑
j=1
(
E
〈
ωs, σj · ∇φ
〉4)1/2}2
.
Again by Lemma 3.4,
E
(|ηs|4) ≤
{ J∑
j=1
(‖ρ0‖∞C‖σj · ∇φ‖4∞)1/2
}2
≤ C‖ρ0‖∞‖∇φ‖4∞
{ J∑
j=1
‖σj‖2∞
}2
.
As a result,
∫ T
0 E
(|ηs|4) ds < ∞. Similarly, setting ηks = (〈ωNks , σ1 · ∇φ〉, . . . , 〈ωNks , σJ · ∇φ〉)
and using Corollary 2.7, we can show that
sup
k∈N
∫ T
0
E
(∣∣ηks ∣∣4) ds <∞.
Since
(
ωNk· ,WNk·
)
converge to (ω·,W·) a.s., we can apply [17, Lemma 3.2] to get
lim
k→∞
E
[∣∣∣∣
J∑
j=1
∫ t
0
〈
ωs, σj · ∇φ
〉
dW js −
J∑
j=1
∫ t
0
〈
ωNks , σj · ∇φ
〉
dWNk,js
∣∣∣∣
2]
= 0.
Therefore, first letting k →∞ and then J →∞ in (3.14), we deduce from the above limit and
(3.15), (3.16) that
lim
k→∞
INk4 = 0.
We have shown that all the terms INki , i = 1, . . . , 5 tend to 0 as k → ∞. The proof is
complete.
4 Proof of Theorem 1.4
We prove the two assertions of Theorem 1.4 in the following two subsections respectively.
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4.1 Proof of assertion (i)
Let ω· be a solution of the stochastic Euler equations (1.2) given by Theorem 1.3, with the
associated density ρ·. Let F ∈ FCP,T be of the form F (t, ω) =
∑m
i=1 gi(t)fi(〈ω, φ1〉, . . . , 〈ω, φn〉).
For every j = 1, . . . , n, we have
d〈ωt, φj〉 = 〈ωt ⊗ ωt,Hφj 〉dt+
∞∑
k=1
〈ωt, σk · ∇φj〉dW kt +
1
2
∞∑
k=1
〈
ωt, σk · ∇(σk · ∇φj)
〉
dt.
To simplify the notations, we denote by Φ = (φ1, . . . , φn) and 〈ω,Φ〉 = (〈ω, φ1〉, . . . , 〈ω, φn〉).
Then, the Itoˆ formula leads to
dfi(〈ωt,Φ〉) =
n∑
j=1
∂jfi(〈ωt,Φ〉)
[
〈ωt ⊗ ωt,Hφj〉dt+
∞∑
k=1
〈ωt, σk · ∇φj〉dW kt
+
1
2
∞∑
k=1
〈
ωt, σk · ∇(σk · ∇φj)
〉
dt
]
+
1
2
n∑
j,l=1
∂j,lfi(〈ωt,Φ〉)
∞∑
k=1
〈ωt, σk · ∇φj〉〈ωt, σk · ∇φl〉dt.
By the definition of 〈DωF (t, ω), b(ω)〉,
dF (t, ωt) =
m∑
i=1
g′i(t)fi(〈ωt,Φ〉) dt+
m∑
i=1
gi(t) dfi(〈ωt,Φ〉)
=
[
(∂tF )(t, ωt) + 〈b(ωt),DωF (t, ωt)〉
]
dt+ dM(t)
+
1
2
∞∑
k=1
m∑
i=1
gi(t)
[ n∑
j=1
∂jfi(〈ωt,Φ〉)
〈
ωt, σk · ∇(σk · ∇φj)
〉
+
n∑
j,l=1
∂j,lfi(〈ωt,Φ〉)〈ωt, σk · ∇φj〉〈ωt, σk · ∇φl〉
]
dt,
(4.1)
where the martingale part
dM(t) =
m∑
i=1
gi(t)
n∑
j=1
∂jfi(〈ωt,Φ〉)
∞∑
k=1
〈ωt, σk · ∇φj〉dW kt . (4.2)
Lemma 4.1. Assume that G ∈ FCP has the form G(ω) = g(〈ω,Φ〉) = g(〈ω, φ1〉, . . . , 〈ω, φn〉).
Then
〈
σk · ∇ω,Dω〈σk · ∇ω,DωG〉
〉
=
n∑
j=1
∂jg(〈ω,Φ〉)
〈
ω, σk · ∇(σk · ∇φj)
〉
+
n∑
j,l=1
∂j,lg(〈ω,Φ〉)〈ω, σk · ∇φj〉〈ω, σk · ∇φl〉.
Proof. Since DωG =
∑n
j=1 ∂jg(〈ω,Φ〉)φj , we have
〈σk · ∇ω,DωG〉 =
n∑
j=1
∂jg(〈ω,Φ〉)〈σk · ∇ω, φj〉 = −
n∑
j=1
∂jg(〈ω,Φ〉)〈ω, σk · ∇φj〉,
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where the last equality is due to div(σk) = 0. Therefore,
Dω〈σk · ∇ω,DωG〉 = −
n∑
j=1
〈ω, σk · ∇φj〉
n∑
l=1
∂l,jg(〈ω,Φ〉)φl −
n∑
j=1
∂jg(〈ω,Φ〉) (σk · ∇φj).
As a result,
〈
σk · ∇ω,Dω〈σk · ∇ω,DωG〉L2
〉
L2
= −
n∑
j,l=1
∂l,jg(〈ω,Φ〉)〈ω, σk · ∇φj〉〈σk · ∇ω, φl〉
−
n∑
j=1
∂jg(〈ω,Φ〉)〈σk · ∇ω, σk · ∇φj〉.
This immediately leads to the desired result by integration by parts.
Using the above lemma, we obtain
dF (t, ωt) =
[
(∂tF )(t, ωt) + 〈b(ωt),DωF (t, ωt)〉
]
dt+ dM(t)
+
1
2
∞∑
k=1
〈
σk · ∇ωt,Dω〈σk · ∇ωt,DωF (t, ωt)〉
〉
dt.
(4.3)
Following the arguments in Remark 1.2 we can show thatM(t) is a square integrable martingale.
Indeed, by the expression (4.2) of M(t), it is sufficient to show that for each i ∈ {1, . . . ,m}
and j ∈ {1, . . . , n}, one has
I :=
∞∑
k=1
E
∫ T
0
∣∣gi(t)∂jfi(〈ωt,Φ〉)〈ωt, σk · ∇φj〉∣∣2 dt <∞.
Since the law of ωt is ρtµ and ‖ρt‖∞ ≤ ‖ρ0‖∞ for all t ∈ [0, T ], we have
I ≤ ‖gi‖2∞‖ρ0‖∞T
∞∑
k=1
Eµ
(∣∣∂jfi(〈ω,Φ〉)〈ω, σk · ∇φj〉∣∣2
)
,
where Eµ is the expectation on H
−1− w.r.t. µ. By Cauchy’s inequality,
I ≤ C
∞∑
k=1
(
Eµ
∣∣∂jfi(〈ω,Φ〉)∣∣4
)1/2(
Eµ
∣∣〈ω, σk · ∇φj〉∣∣4
)1/2
≤ CC1
∞∑
k=1
(
C2‖σk · ∇φj‖4∞
)1/2 ≤ C ′‖∇φj‖2∞
∞∑
k=1
‖σk‖2∞ <∞,
where the second inequality is due to the facts that the function ∂jfi has polynomial growth
and 〈ω,Φ〉 is a Gaussian random vector.
Integrating (4.3) from 0 and T and taking expectation, we deduce from F (T, ·) = 0 that
0 = EF (0, ω0) +
∫ T
0
E
[
(∂tF )(t, ωt) + 〈b(ωt),DωF (t, ωt)〉
]
dt
+
1
2
∞∑
k=1
∫ T
0
E
〈
σk · ∇ωt,Dω〈σk · ∇ωt,DωF (t, ωt)〉
〉
dt
=
∫
F (0, ω)ρ0(ω)µ(dω) +
∫ T
0
∫ [
(∂tF )(t, ω) + 〈b(ω),DωF (t, ω)〉
]
ρt(ω)µ(dω)dt
+
1
2
∞∑
k=1
∫ T
0
∫ 〈
σk · ∇ω,Dω〈σk · ∇ω,DωF (t, ω)〉
〉
ρt(ω)µ(dω)dt.
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The proof of assertion (i) is complete.
Remark 4.2. We remark that each integral on the r.h.s. of the above equation is finite. For
instance, since ρt is bounded on H
−1−, uniformly in t ∈ [0, T ], by the assertion above Theorem
1.4, we see that ∫ T
0
∫ ∣∣〈b(ω),DωF (t, ω)〉ρt(ω)∣∣µ(dω)dt <∞.
Next, to prove the finiteness of the last integral, by (4.1) and (4.3), it is enough to show that
for all i ∈ {1, . . . ,m} and j, l ∈ {1, . . . , n},
J1 :=
∞∑
k=1
∫ T
0
∫ ∣∣∂jfi(〈ω,Φ〉)〈ω, σk · ∇(σk · ∇φj)〉 ρt(ω)∣∣µ(dω)dt <∞
and
J2 :=
∞∑
k=1
∫ T
0
∫ ∣∣∂j,lfi(〈ω,Φ〉)〈ω, σk · ∇φj〉〈ω, σk · ∇φl〉 ρt(ω)∣∣µ(dω)dt <∞.
Here we only prove the second estimate. We have
J2 ≤ ‖ρ0‖∞ T
∞∑
k=1
Eµ
∣∣∂j,lfi(〈ω,Φ〉)〈ω, σk · ∇φj〉〈ω, σk · ∇φl〉∣∣
≤ C
∞∑
k=1
(
Eµ
∣∣∂j,lfi(〈ω,Φ〉)∣∣2
)1/2(
Eµ
∣∣〈ω, σk · ∇φj〉∣∣4
)1/4(
Eµ
∣∣〈ω, σk · ∇φl〉∣∣4
)1/4
≤ CC1
∞∑
k=1
C2‖σk · ∇φj‖∞‖σk · ∇φl‖∞ <∞,
where the third inequality we use the fact that ∂j,lfi has polynomial growth, and the last one is
due to (H2).
4.2 Proof of assertion (ii)
Our strategy is to prove the assertion in three steps:
(1) Fix N ∈ N. Prove the gradient estimate on (T2)N in the smooth case, i.e. the kernel K
in (2.1) is replaced by some smooth one Kδ.
(2) Let δ → 0 to get the gradient estimate in the case of the singular Biot–Savart kernel K,
and rewrite it in terms of the density ρNt of point vortices.
(3) Let N →∞ to obtain the desired result.
Step 1: Smooth kernel Kδ. We fix N ≥ 1 and let Kδ be the smooth kernel given in [14,
Section 3.2]. For the moment we fix a family of vortex intensities ξ = (ξ1, . . . , ξN ). Consider
(2.1) with K replaced by Kδ and denote the solution flow by Xδt =
(
Xδ,1t , . . . ,X
δ,N
t
)
. It is well
known that Xδt is a stochastic flow of diffeomorphisms on (T
2)N .
Define the vector fields A
(N)
k on (T
2)N as follows: for x = (x1, . . . , xN ) ∈ (T2)N ,
A
(N)
k (x) = A
(N)
σk
(x) =
(
σk(x1), . . . , σk(xN )
)
.
23
For simplicity we shall write Ak, k ∈ N. We also define the drift vector field Aδ0 : (T2)N → (R2)N
by
(
Aδ0
)
i
(x) =
1√
N
N∑
j=1
ξjK
δ(xi − xj), x ∈ (T2)N , 1 ≤ i ≤ N.
Then the equation (2.1) can be simply written as
dXδt = A
δ
0
(
Xδt
)
dt+
N∑
k=1
Ak
(
Xδt
) ◦ dW kt , Xδ0 = x ∈ (T2)N .
Smooth initial condition. Let v0 : (T
2)N → R be a smooth function. For x ∈ (T2)N ,
define vδt (x) = v0
(
Xδ,−1t (x)
)
, where Xδ,−1t is the inverse flow. We have (see [5, pp. 103–106])
dvδt = −
(
Aδ0 · ∇vδt
)
dt−
N∑
k=1
(
Ak · ∇vδt
) ◦ dW kt
= −(Aδ0 · ∇vδt ) dt−
N∑
k=1
(
Ak · ∇vδt
)
dW kt +
1
2
N∑
k=1
[
Ak · ∇
(
Ak · ∇vδt
)]
dt.
Here ∇ = ∇2N is the gradient on (T2)N . For φ ∈ C1,2
(
[0, T ]× (T2)N), Itoˆ’s formula leads to
d
(
φtv
δ
t
)
= φ′t v
δ
t dt− φt
(
Aδ0 · ∇vδt
)
dt− φt
N∑
k=1
(
Ak · ∇vδt
)
dW kt +
1
2
φt
N∑
k=1
[
Ak · ∇
(
Ak · ∇vδt
)]
dt.
Integrating from 0 to T yields
φT v
δ
T = φ0v
δ
0 +
∫ T
0
φ′t v
δ
t dt−
∫ T
0
φt
(
Aδ0 · ∇vδt
)
dt−
N∑
k=1
∫ T
0
φt
(
Ak · ∇vδt
)
dW kt
+
1
2
N∑
k=1
∫ T
0
φt
[
Ak · ∇
(
Ak · ∇vδt
)]
dt.
(4.4)
Define
uδt (x) = Ev
δ
t (x) = E
[
v0
(
Xδ,−1t (x)
)]
, (t, x) ∈ [0, T ] × (T2)N .
Denote by 〈·, ·〉 the inner product in L2((T2)N , λN), where λN = Leb⊗NT2 . By integrating (4.4)
on (T2)N and taking expectation we obtain
〈
φT , u
δ
T
〉
=
〈
φ0, u
δ
0
〉
+
∫ T
0
〈
φ′t, u
δ
t
〉
dt−
∫ T
0
〈
φt, A
δ
0 · ∇uδt
〉
dt
+
1
2
N∑
k=1
∫ T
0
〈
φt, Ak · ∇
(
Ak · ∇uδt
)〉
dt.
(4.5)
Note that uδ· ∈ C1
(
[0, T ], C∞
(
(T2)N
))
. Choosing φ· = uδ· leads to
∥∥uδT∥∥2L2 =
∥∥uδ0∥∥2L2 + 12
∫ T
0
d
dt
∥∥uδt∥∥2L2 dt−
∫ T
0
〈
uδt , A
δ
0 · ∇uδt
〉
dt
+
1
2
N∑
k=1
∫ T
0
〈
uδt , Ak · ∇
(
Ak · ∇uδt
)〉
dt.
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Since div2N
(
Aδ0
)
= 0, the third term on the r.h.s. vanishes. Applying the integration by parts
in the last term yields
N∑
k=1
∫ T
0
∥∥Ak · ∇uδt∥∥2L2 dt =
∥∥uδ0∥∥2L2 −
∥∥uδT∥∥2L2 ≤ ‖v0‖2∞. (4.6)
Therefore, we obtain the gradient estimate in the case that v0 ∈ C∞
(
(T2)N
)
.
Continuous initial condition. Assume now v0 ∈ C
(
(T2)N
)
. We take a sequence of
smooth functions vn which converge uniformly to v0, such that ‖vn‖∞ ≤ ‖v0‖∞. Then uδ,nt (x) =
E
[
vn
(
Xδ,−1t (x)
)]
satisfies (4.6), i.e.
N∑
k=1
∫ T
0
∥∥Ak · ∇uδ,nt ∥∥2L2 dt ≤ ‖vn‖2∞ ≤ ‖v0‖2∞. (4.7)
Define the set of integers SN = {1, . . . , N}. The above inequality shows that the sequence
{(
Ak ·
∇uδ,nt
)
(x) | (k, t, x) ∈ SN×[0, T ]×(T2)N
}
n∈N is bounded in L
2
(
SN×[0, T ]×(T2)N ,#⊗dt⊗λN
)
,
where # is the counting measure on SN and λN = Leb
⊗N
T2
. We denote this Hilbert space by
L2
(
SN × [0, T ]× (T2)N
)
for simplicity. Then, there exists a subsequence
{(
Ak · ∇uδ,nit
)
(x)
}
i∈N
which converges weakly to some αδ ∈ L2(SN × [0, T ]× (T2)N), satisfying
N∑
k=1
∫ T
0
∥∥αδk(t)∥∥2L2 dt ≤ ‖v0‖2∞. (4.8)
Define the space of test functions by
CT (N) =
{
β = (β1, . . . , βN ) |βk ∈ C0,1
(
[0, T ]× (T2)N) for all 1 ≤ k ≤ N}. (4.9)
Then for any β ∈ CT (N),
lim
i→∞
N∑
k=1
∫ T
0
∫
(T2)N
(
Ak · ∇uδ,nit
)
(x)βk(t, x) dxdt =
N∑
k=1
∫ T
0
∫
(T2)N
αδk(t, x)βk(t, x) dxdt.
Using the fact that div2N (Ak) ≡ 0 and integrating by parts give us
N∑
k=1
∫ T
0
∫
(T2)N
(
Ak · ∇uδ,nit
)
(x)βk(t, x) dxdt = −
N∑
k=1
∫ T
0
∫
(T2)N
uδ,nit (x)(Ak · ∇βk(t))(x) dxdt
→ −
N∑
k=1
∫ T
0
∫
(T2)N
uδt (x)(Ak · ∇βk(t))(x) dxdt
as i → ∞, since vni converges uniformly to v0. Here, uδt (x) = E
[
v0
(
Xδ,−1t (x)
)]
. Summarizing
the two limits above yields
N∑
k=1
∫ T
0
∫
(T2)N
αδk(t, x)βk(t, x) dxdt = −
N∑
k=1
∫ T
0
∫
(T2)N
uδt (x)(Ak · ∇βk(t))(x) dxdt, (4.10)
which holds for any β ∈ CT (N). This equality implies the weak limit αδ is independent on
the choices of the sequence {vn}n∈N of smooth initial conditions and the subsequence {ni}i∈N.
Moreover, for any fixed k ∈ SN , taking β ∈ CT (N) such that βj ≡ 0 for all j 6= k, we obtain∫ T
0
∫
(T2)N
αδk(t, x)βk(t, x) dxdt = −
∫ T
0
∫
(T2)N
uδt (x)(Ak · ∇βk(t))(x) dxdt.
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Since the vector fields {Ak}k∈SN are divergence free, we see that the following equalities
Ak · ∇uδ· = αδk, k ∈ SN (4.11)
hold in the distributional sense. Combining this fact with (4.8) yields the gradient estimate
N∑
k=1
∫ T
0
∥∥Ak · ∇uδt∥∥2L2 dt ≤ ‖v0‖2∞. (4.12)
Step 2: Non-smooth kernel K. In this step we aim to extend the gradient estimate to
the case where K is the singular Biot–Savart kernel. The proof is similar to the passage to the
limit from smooth initial conditions to continuous ones.
Let v0 ∈ C
(
(T2)N ,R+
)
be the initial probability density function of Xδ0 . For any nonnega-
tive continuous function F on (T2)N , we have
E
[
F
(
Xδt
)]
=
∫
(T2)N
E
[
F
(
Xδt (x)
)]
v0(x) dx
= E
∫
(T2)N
F (y)v0
(
Xδ,−1t (y)
)
dy ≤ ‖v0‖∞
∫
(T2)N
F (y) dy,
(4.13)
where the second equality is due to the fact that Xδt preserves the volume measure of (T
2)N .
By the proof of [14, Theorem 8], for λN -a.e. x ∈ (T2)N , we have a.s. Xδt (x)→ Xt(x) as δ → 0
for all t ∈ [0, T ]. The dominated convergence theorem yields
lim
δ→0
E
[
F
(
Xδt
)]
= lim
δ→0
∫
(T2)N
E
[
F
(
Xδt (x)
)]
v0(x) dx
=
∫
(T2)N
E
[
F
(
Xt(x)
)]
v0(x) dx = EF (Xt).
(4.14)
Combining (4.13) and (4.14) we conclude that the law µt of Xt is absolutely continuous w.r.t.
λN = Leb
⊗N
T2
, with a density function ut bounded by ‖v0‖∞. Moreover, the second equality in
(4.13) shows that uδt (x) = E
[
v0
(
Xδ,−1t (x)
)]
is the density function of Xδt . For general bounded
continuous function F on (T2)N , analogous to (4.14), we have
lim
δ→0
∫
(T2)N
F (x)uδt (x) dx =
∫
(T2)N
F (x)ut(x) dx (4.15)
which means that uδt converges weakly to ut as δ → 0.
Recall that SN = {1, . . . , N}. By (4.12), the family
{(
Ak · ∇uδt
)
(x) | (k, t, x) ∈ SN ×
[0, T ]× (T2)N}
δ>0
is bounded in the Hilbert space L2
(
SN × [0, T ]× (T2)N
)
. Thus, there exists
a subsequence
{(
Ak · ∇uδit
)
(x)
}
i∈N which converges weakly to some function α ∈ L2
(
SN ×
[0, T ]× (T2)N), satisfying
N∑
k=1
∫ T
0
‖αk(t)‖2L2 dt ≤ ‖v0‖2∞. (4.16)
Consequently, for any β ∈ CT (N) (see (4.9)),
lim
i→∞
N∑
k=1
∫ T
0
∫
(T2)N
(
Ak · ∇uδit
)
(x)βk(t, x) dxdt =
N∑
k=1
∫ T
0
∫
(T2)N
αk(t, x)βk(t, x) dxdt.
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By (4.10) and (4.11),
N∑
k=1
∫ T
0
∫
(T2)N
(
Ak · ∇uδit
)
(x)βk(t, x) dxdt = −
N∑
k=1
∫ T
0
∫
(T2)N
uδit (x)(Ak · ∇βk(t))(x) dxdt
→ −
N∑
k=1
∫ T
0
∫
(T2)N
ut(x)(Ak · ∇βk(t))(x) dxdt
as i→∞, where the last step follows from (4.15). Combining the two limits above yields that,
for any β ∈ CT (N),
N∑
k=1
∫ T
0
∫
(T2)N
αk(t, x)βk(t, x) dxdt = −
N∑
k=1
∫ T
0
∫
(T2)N
ut(x)(Ak · ∇βk(t))(x) dxdt. (4.17)
As above, we deduce from this equality that α does not depend on the choice of the subsequence{(
Ak · ∇uδit
)
(x)
}
i∈N, and for all k ∈ SN ,
Ak · ∇u· = αk (4.18)
holds in the distribution sense. Moreover, we deduce from (4.16) the gradient estimate
N∑
k=1
∫ T
0
∥∥Ak · ∇ut∥∥2L2 dt ≤ ‖v0‖2∞. (4.19)
Random intensity vector ξ = (ξ1, . . . , ξN ). In the above discussions we assume the
intensity vector ξ = (ξ1, . . . , ξN ) is fixed. To be more precise, we shall write in the sequel
Xξt (x) =
(
Xξ,1t (x), . . . ,X
ξ,N
t (x)
)
for the strong solution of (2.1) which is well defined for a.e.
x ∈ ∆cN , and uξt the density of Xξt starting from the initial density v0 ∈ C
(
(T2)N
)
.
Now we suppose ξ is a random vector and the joint law of (ξ,X0) is
ρ(a, x)λ0N (da,dx) = ρ(a, x)pN (a) dadx,
where ρ : (R × T2)N → R+ is a bounded continuous probability density function w.r.t. λ0N ,
and pN (a) = (2pi)
−N/2e−|a|
2/2. Then the marginal distribution of ξ is
p˜(a) = pN (a)
∫
(T2)N
ρ(a, x) dx,
and the conditional distribution of X0 given ξ = a is
va(x) =
ρ(a, x)pN (a)
p˜(a)
=
ρ(a, x)∫
(T2)N ρ(a, x) dx
. (4.20)
Therefore, under the probability measure ρ(a, x)λ0N (da,dx) and given ξ = a, va is the initial
density of Xa0 . Let u
a
t be the density of X
a
t when the initial density of X
a
0 is given by va(x) in
(4.20). According to (4.17) and (4.18), for all k ∈ {1, . . . , N} and β ∈ C0,1([0, T ]× (T2)N),
∫ T
0
∫
(T2)N
(Ak · ∇uat )(x)β(t, x) dxdt = −
∫ T
0
∫
(T2)N
uat (x)(Ak · ∇β(t))(x) dxdt. (4.21)
Applying (4.19) leads to
N∑
k=1
∫ T
0
∥∥Ak · ∇uat ∥∥2L2 dt ≤ ‖va‖2∞. (4.22)
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We remark that if p˜(a) = 0 for some a ∈ RN , then ρ(a, x) = 0 for all x ∈ (T2)N since ρ is
continuous. In this case it is natural to set va(x) ≡ uat (x) ≡ 0, and the properties (4.21) and
(4.22) hold as well.
Now we compute the joint law of
(
ξ,Xξt
)
when the initial variables (ξ,X0) are distributed
as ρ(a, x)λ0N (da,dx). For any bounded measurable function F on (R× T2)N ,
E
[
F
(
ξ,Xξt
)]
=
∫
RN
E
[
F
(
ξ,Xξt
)|ξ = a]p˜(a) da =
∫
RN
E
[
F (a,Xat )
]
p˜(a) da
=
∫
RN
∫
(T2)N
F (a, x)uat (x)p˜(a) dxda.
Thus, the joint distribution of
(
ξ,Xξt
)
is uat (x)p˜(a) dxda, and its density w.r.t. λ
0
N is
u˜t(a, x) = u
a
t (x)
∫
(T2)N
ρ(a, x) dx.
Now we can transfer the property (4.21) and the gradient estimate (4.22) to the den-
sity u˜t(a, x). First, for any β ∈ C0,1
(
[0, T ] × (T2)N), multiplying both sides of (4.21) by∫
(T2)N ρ(a, x) dx and integrating on R
N w.r.t. pN (a) da lead to
∫ T
0
∫
(R×T2)N
(
Ak(x) · ∇2N u˜t(a, x)
)
β(t, x)λ0N (da,dx)dt
= −
∫ T
0
∫
(R×T2)N
u˜t(a, x)(Ak(x) · ∇2Nβ(t, x))λ0N (da,dx)dt,
(4.23)
where ∇2N is the gradient w.r.t. the x variable. Next, multiplying both sides of (4.22) by( ∫
(T2)N ρ(a, x) dx
)2
, we obtain
N∑
k=1
∫ T
0
∫
(T2)N
(
Ak · ∇2N u˜t(a, ·)
)2
dxdt ≤
(∫
(T2)N
ρ(a, x) dx
)2 ‖ρ(a, ·)‖2∞( ∫
(T2)N ρ(a, x) dx
)2
= ‖ρ(a, ·)‖2∞,
Integrating w.r.t. pN (a) da on R
N yields
N∑
k=1
∫ T
0
∥∥Ak · ∇2N u˜t∥∥2L2(λ0N ) dt ≤ ‖ρ‖2∞. (4.24)
Transfer to gradient estimate on the density of vorticity.
Given a bounded continuous function ρ0 : MN (T2) → R+ such that
∫
MN (T2) ρ0 dµ
0
N =
1. We consider the stochastic point vortex dynamics (2.1) with (ξ,X0) distributed as (ρ0 ◦
TN)(a, x)λ0N (da,dx), where TN is defined in (2.4). Denoting again by u˜t(a, x) the joint density
of
(
ξ,Xξt
)
w.r.t. λ0N , the gradient estimate (4.24) becomes
N∑
k=1
∫ T
0
∥∥Ak · ∇2N u˜t∥∥2L2(λ0N ) dt ≤ ‖ρ0‖2∞. (4.25)
We intend to transform the above gradient estimate to the density function ρNt of
ωNt =
1√
N
N∑
i=1
ξiδXξ,it
.
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The existence of ρNt is due to Lemma 2.6. We shall show that, for every k ∈ SN = {1, . . . , N},〈
σk · ∇ω,DωρNt
〉
exists in the distributional sense, that is, there exists some gk ∈ L2
(
[0, T ] ×
MN ,dt⊗ µ0N
)
such that for all f ∈ FCP,T ,∫ T
0
∫
MN
gk(t, ω)f(t, ω)µ
0
N (dω)dt = −
∫ T
0
∫
MN
ρNt (ω)
〈
σk · ∇ω,Dωf(t, ω)
〉
µ0N (dω)dt, (4.26)
where MN = MN (T2) and Dωf(t, ω) is defined before Theorem 1.4. FCP,T is the family of
test functionals defined in the introduction, which can also be regarded as smooth functionals
on MN . To this end, we need the following simple facts.
Lemma 4.3. For any G ∈ FCP , under the map (R × T2)N ∋ (a, x)→ ω = TN (a, x) ∈ MN ,
Ak(x) · ∇2N (G ◦ TN )(a, x) = −
〈
σk · ∇ω,DωG
〉
.
Moreover, divµ0N
(σk · ∇ω) = 0 in the sense of distribution; that is, for all G ∈ FCP ,∫
MN
〈
σk · ∇ω,DωG
〉
dµ0N = 0. (4.27)
Proof. Assume that G ∈ FCP has the form G(ω) = g(〈ω, φ1〉, . . . , 〈ω, φn〉); then
(G ◦ TN )(a, x) = g
(
1√
N
N∑
i=1
aiφ1(xi), . . . ,
1√
N
N∑
i=1
aiφn(xi)
)
.
Recall the notation 〈ω,Φ〉 = (〈ω, φ1〉, . . . , 〈ω, φn〉) used in Section 4.1. By direct computation,
Ak(x) · ∇2N (G ◦ TN )(a, x) =
N∑
i=1
σk(xi) · ∂xi(G ◦ TN )(a, x)
=
N∑
i=1
σk(xi) ·
( n∑
j=1
∂jg(〈ω,Φ〉) ai√
N
∇φj(xi)
)
=
n∑
j=1
∂jg(〈ω,Φ〉)〈ω, σk · ∇φj〉 = −
〈
σk · ∇ω,DωG
〉
.
Now we can prove the second assertion. We have∫
MN
〈
σk · ∇ω,DωG
〉
µ0N (dω) = −
∫
(R×T2)N
Ak(x) · ∇2N (G ◦ TN )(a, x)λ0N (da,dx)
= −
∫
RN
pN (a) da
∫
(T2)N
Ak(x) · ∇2N (G ◦ TN)(a, x) dx
= 0,
since div2N (Ak)(x) = 0. Here pN (a) is the density function of the standard Gaussian distribu-
tion on RN .
Note that the law µNt (dω) = ρ
N
t (ω)µ
0
N (dω) of ω
N
t is the image of that of
(
ξ,Xξt
)
under the
map TN : (R× T2)N →MN . Therefore,∫ T
0
∫
MN
ρNt (ω)
〈
σk · ∇ω,Dωf(t)
〉
µ0N (dω)dt
=
∫ T
0
∫
(R×T2)N
〈
σk · ∇ω,Dωf(t)
〉|ω=TN (a,x) u˜t(a, x)λ0N (da,dx)dt
=−
∫ T
0
∫
(R×T2)N
[
Ak(x) · ∇2N
(
f(t) ◦ TN
)
(a, x)
]
u˜t(a, x)λ
0
N (da,dx)dt,
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where in the last step we applied Lemma 4.3. The integration by parts formula (4.23) yields
∫ T
0
∫
MN
ρNt (ω)
〈
σk · ∇ω,Dωf(t)
〉
µ0N (dω)dt
=
∫ T
0
∫
(R×T2)N
(
f(t) ◦ TN
)
(a, x)
[
Ak(x) · ∇2N u˜t(a, x)
]
λ0N (da,dx)dt
=
∫ T
0
∫
(R×T2)N
(
f(t) ◦ TN
)
(a, x)E
([
Ak(x) · ∇2N u˜t(a, x)
]∣∣G) λ0N (da,dx)dt,
(4.28)
where the conditional expectation is taken w.r.t. the probability measure λ0N , and G is the
sub-σ-field of the Borel field of (R× T2)N defined as
G = σ({F ◦ TN |F :MN → R is measurable}).
There exists some gk(t) :MN → R such that
E
([
Ak(x) · ∇2N u˜t(a, x)
]∣∣G) = −(gk(t) ◦ TN)(a, x) for all k ∈ {1, . . . , N}. (4.29)
By the property of conditional expectation,
‖gk(t)‖L2(µ0N ) = ‖gk(t) ◦ TN‖L2(λ0N ) ≤
∥∥Ak · ∇2N u˜t∥∥L2(λ0N ).
Combining this with the gradient estimate (4.25), we have
N∑
k=1
∫ T
0
‖gk(t)‖2L2(µ0N ) dt ≤ ‖ρ0‖
2
∞. (4.30)
Substituting (4.29) into (4.28), we obtain
∫ T
0
∫
MN
ρNt (ω)
〈
σk · ∇ω,Dωf(t)
〉
µ0N (dω)dt
=−
∫ T
0
∫
(R×T2)N
(
f(t) ◦ TN
)
(a, x)
(
gk(t) ◦ TN
)
(a, x)λ0N (da,dx)dt
=−
∫ T
0
∫
MN
gk(t, ω)f(t, ω)µ
0
N (dω)dt.
This is the desired equality (4.26). Moreover, thanks to the fact divµ0N
(σk · ∇ω) = 0 proved in
Lemma 4.3, we conclude the existence of
〈
σk · ∇ω,DωρNt
〉
in the distributional sense, and
〈
σk · ∇ω,DωρNt
〉
= gk(t, ω), k ∈ {1, . . . , N}. (4.31)
Combining this equality with (4.30) yields the gradient estimate below:
N∑
k=1
∫ T
0
∫
MN
〈
σk · ∇ω,DωρNt
〉2
µ0N (dω)dt ≤ ‖ρ0‖2∞. (4.32)
Step 3: Letting N → ∞. Now suppose that we are given ρ0 ∈ Cb
(
H−1−(T2),R+
)
such
that
∫
ρ0 dµ = 1, where µ is the law of the white noise. Let ρt be given in Theorem 1.3. Our
purpose in this step is to prove the gradient estimate (1.7) on ρt.
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For any N ∈ N, consider the restriction ρN0 of ρ0 to MN (⊂ H−1−) and the stochastic
point vortex dynamics starting from CNρ
N
0 (ω)µ
0
N (dω), where CN is the normalizing constant:
CN =
( ∫
ρN0 dµ
0
N
)−1
. Since µ0N converges weakly to µ, we have limN→∞CN = 1. By (4.32),
we know that the density ρNt of the stochastic point vortices ω
N
t satisfies the gradient estimate
N∑
k=1
∫ T
0
∫
MN
〈
σk · ∇ω,DωρNt
〉2
µ0N (dω)dt ≤ C2N
∥∥ρN0 ∥∥2∞ ≤ C2N‖ρ0‖2∞, N ∈ N. (4.33)
For every k > N , we define
〈
σk · ∇ω,DωρNt
〉
= 0 for all (t, ω) ∈ [0, T ] ×MN . We want to
show that the family
{〈
σk · ∇ω,DωρNt
〉 | (k, t, ω) ∈ N × [0, T ] ×MN}N∈N has a subsequence
which converges in a certain sense to some G ∈ L2(N× [0, T ]×H−1−,#⊗ dt⊗µ), where # is
the counting measure on N. To this end, we denote by
FCP,T (N) =
{
f : N× [0, T ]×H−1− → R
∣∣∃nf ∈ N s.t. fk ∈ FCP,T for k ≤ nf ,
and fk ≡ 0 for k > nf
}
.
It is a dense linear subspace of L2
(
N × [0, T ] ×H−1−,# ⊗ dt⊗ µ). Fix an f ∈ FCP,T (N), by
the definition of
〈
σk · ∇ω,DωρNt
〉
(cf. (4.26) and (4.31)), we have, for all N > nf ,
∞∑
k=1
∫ T
0
∫
MN
〈
σk · ∇ω,DωρNt
〉
fk(t, ω)µ
0
N (dω)dt
=−
∞∑
k=1
∫ T
0
∫
MN
ρNt (ω)
〈
σk · ∇ω,Dωfk(t, ω)
〉
µ0N (dω)dt.
(4.34)
Note that the sums over k ∈ N on both sides are indeed finite sums. To proceed further, we
need some preparations.
Lemma 4.4. (1) Let {Ni}i∈N be the subsequence obtained before Lemma 3.4; then for any
F ∈ FCP,T ,
lim
i→∞
∫ T
0
∫
MNi
ρNit (ω)F (t, ω)µ
0
Ni(dω)dt =
∫ T
0
∫
H−1−
ρt(ω)F (t, ω)µ(dω)dt.
(2) For any G ∈ FCP ,
lim
N→∞
∫
MN
G(ω)µ0N (dω) =
∫
H−1−
G(ω)µ(dω).
Proof. (1) It suffices to prove the limit for F (t, ω) = f(t)G(ω), where f ∈ C([0, T ]) and
G(ω) = g(〈ω, φ1〉, . . . , 〈ω, φn〉) ∈ FCP . We have
∫ T
0
∫
MNi
ρNit (ω)F (t, ω)µ
0
Ni(dω)dt =
∫ T
0
f(t)Eˆ
[
G
(
ωˆNit
)]
dt,
where Eˆ is the expectation on the probability space
(
Θˆ, Fˆ , Pˆ), which comes from the Sko-
rokhod’s representation theorem in Section 3. If G is bounded, by (3.7) and the dominated
convergence theorem, we see that the limit holds true. Using the method of truncation, it is
sufficient to show that
{
G
(
ωˆNit
)}
i∈N is bounded in L
2
(
[0, T ]× Θˆ). By Lemma 2.6,
Eˆ
[
G2
(
ωˆNit
)]
=
∫
MNi
G2(ω)ρNit (ω)µ
0
Ni(dω) ≤ CNi‖ρ0‖∞
∫
MNi
G2(ω)µ0Ni(dω).
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Note that G(ω) = g(〈ω, φ1〉, . . . , 〈ω, φn〉) and g has polynomial growth. Combining this fact
with the definition of µ0N in Section 2.1, some simple calculations lead to the desired result.
(2) The proof is similar as above; the only difference is that we replace the limit (3.7) by
the weak convergence of µ0N to µ proved in Proposition 2.2.
By Remark 1.5(1), we have
∑∞
k=1
〈
σk · ∇ω,Dωfk(t, ω)
〉
=
∑nf
k=1
〈
σk · ∇ω,Dωfk(t, ω)
〉 ∈
FCP,T . The first assertion of Lemma 4.4 leads to
lim
i→∞
∞∑
k=1
∫ T
0
∫
MNi
ρNit (ω)
〈
σk · ∇ω,Dωfk(t, ω)
〉
µ0Ni(dω)dt
=
∞∑
k=1
∫ T
0
∫
H−1−
ρt(ω)
〈
σk · ∇ω,Dωfk(t, ω)
〉
µ(dω)dt.
(4.35)
From (4.34) and (4.35) we see that, for all f ∈ FCP,T (N), the limit
lim
i→∞
∞∑
k=1
∫ T
0
∫
MNi
〈
σk · ∇ω,DωρNit (ω)
〉
fk(t, ω)µ
0
Ni(dω)dt
exists, and denoting it by L(f), we have
L(f) = −
∞∑
k=1
∫ T
0
∫
H−1−
ρt(ω)
〈
σk · ∇ω,Dωfk(t, ω)
〉
µ(dω)dt. (4.36)
The above equality clearly implies that L is an linear functional on FCP,T (N), which is a dense
subspace of L2
(
N× [0, T ]×H−1−,#⊗ dt⊗ µ). Moreover, by Cauchy’s inequality,
|L(f)| = lim
i→∞
∣∣∣∣
∞∑
k=1
∫ T
0
∫
MNi
〈
σk · ∇ω,DωρNit (ω)
〉
fk(t, ω)µ
0
Ni(dω)dt
∣∣∣∣
≤ lim inf
i→∞
∥∥〈σk · ∇ω,DωρNit 〉∥∥L2(N×[0,T ]×MNi) ‖f‖L2(N×[0,T ]×MNi)
≤ ‖ρ0‖∞‖f‖L2(N×[0,T ]×H−1−),
where in the last step we have used (4.33) and the second assertion of Lemma 4.4, by regarding∑∞
k=1 f
2
k (t, ω) =
∑nf
k=1 f
2
k (t, ω) ∈ FCP,T as a test function.
Summarizing the above arguments, we see that L : FCP,T (N) → R is a bounded linear
functional, and thus it can be extended to the whole space L2
(
N× [0, T ]×H−1−,#⊗dt⊗µ) as
a bounded linear functional with the norm ‖L‖ ≤ ‖ρ0‖∞. By Riesz’s representation theorem,
there exists G ∈ L2(N× [0, T ] ×H−1−,#⊗ dt⊗ µ) such that
‖G‖L2(N×[0,T ]×H−1−) = ‖L‖ ≤ ‖ρ0‖∞, (4.37)
and for all f ∈ L2(N× [0, T ]×H−1−,# ⊗ dt⊗ µ),
L(f) =
∞∑
k=1
∫ T
0
∫
H−1−
Gk(t, ω)fk(t, ω)µ(dω)dt.
In particular, for every fixed k ∈ N, taking f ∈ FCP,T (N) such that fj ≡ 0 for all j 6= k, we
have by (4.36) that
∫ T
0
∫
H−1−
Gk(t, ω)fk(t, ω)µ(dω)dt = −
∫ T
0
∫
H−1−
ρt(ω)
〈
σk · ∇ω,Dωfk(t, ω)
〉
µ(dω)dt. (4.38)
We need the final preparation.
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Lemma 4.5. For all k ∈ N, divµ(σk ·∇ω) = 0 in the distributional sense, i.e. for all G ∈ FCP ,∫
H−1−
〈σk · ∇ω,DωG〉µ(dω) = 0.
Proof. By (1) of Remark 1.5, we have 〈σk · ∇ω,DωG〉 ∈ FCP . The desired result follows from
(4.27) and the second assertion of Lemma 4.4.
Combining Lemma 4.5 and (4.38), we see that
〈
σk ·∇ω,Dωρt(ω)
〉
exists in the distributional
sense and 〈
σk · ∇ω,Dωρt(ω)
〉
= Gk(t, ω), k ∈ N.
Substituting this equality into (4.37) eventually leads to the gradient estimate
∞∑
k=1
∫ T
0
∫
H−1−
〈
σk · ∇ω,Dωρt(ω)
〉2
µ(dω)dt ≤ ‖ρ0‖2∞.
5 L2-integrability of 〈b(ω), Dωρt〉
Our purpose is to prove Theorem 1.6 for which we need some preparations. Recall that
〈
σk ·
∇ω,Dωρt
〉
is characterized by the following identity: for all F ∈ FCP,T ,
∫ T
0
∫
H−1−
〈
σk · ∇ω,Dωρt
〉
F (t, ω) dµdt = −
∫ T
0
∫
H−1−
ρt(ω)
〈
σk · ∇ω,DωF (t, ω)
〉
dµdt.
Taking F (t, ω) = f(t)G(ω) with f ∈ C([0, T ]) and G ∈ FCP , we deduce that∫
H−1−
〈
σk · ∇ω,Dωρt
〉
G(ω) dµ = −
∫
H−1−
ρt(ω)
〈
σk · ∇ω,DωG
〉
dµ for a.e. t ∈ [0, T ].
Now for G(ω) =
〈
ω, e2piik·x
〉 ∈ FCP , we have DωG = e2piik·x. By the above equality, for a.e.
t ∈ [0, T ],
∫
H−1−
〈
ω, e2piik·x
〉〈
σk · ∇ω,Dωρt
〉
dµ = −
∫
H−1−
〈
σk · ∇ω, e2piik·x
〉
ρt(ω) dµ
=
∫
H−1−
〈
ω, σk · ∇e2piik·x
〉
ρt(ω) dµ
= 0,
(5.1)
since
σk · ∇e2piik·x = e2piik·x k
⊥
|k|2 · e
2piik·x2piik = 0.
For simplicity of notations, we denote by
ξk(t, ω) =
〈
σk · ∇ω,Dωρt
〉
, ηk(ω) =
〈
ω, e2piik·x
〉
, k ∈ Z20 = Z2 \ {0}. (5.2)
We summarize the properties of ξk(t) and ηk for later use.
Lemma 5.1. (i)
∑
k∈Z20
∫ T
0 ‖ξk(t)‖2L2(µ) dt < +∞;
(ii) by (5.1), for any k ∈ Z20, 〈ξk(t), ηk〉L2(µ) = 0 for a.e. t ∈ [0, T ];
(iii) under µ, the family {ηk}k∈Z20 consists of i.i.d. complex-valued standard Gaussian r.v.’s;
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(iv) the family
{
ηk(ω) =
〈
ω, e2piik·x
〉}
k∈Z20
is an orthonormal basis of
L20(H
−1−, µ) =
{
F ∈ L2(H−1−, µ) : EµF = 0
}
.
Theorem 1.6 is a consequence of the following result.
Proposition 5.2. The series
∑
k∈Z20 ξk(t, ω) ηk(ω) converges in L
2([0, T ]×H−1−).
Proof. Denote by
JN (t, ω) :=
∑
0<|k|≤N
ξk(t, ω) ηk(ω), N ∈ N.
It is sufficient to show that {JN}N∈N is a Cauchy sequence in L2([0, T ]×H−1−).
By (i) and (iv) in Lemma 5.1, we have the orthogonal decomposition: for any k ∈ Z20,
ξk(t) =
∑
l∈Z20
〈ξk(t), ηl〉L2(µ) ηl =
∑
0<|l|≤n
〈ξk(t), ηl〉L2(µ) ηl + ξk,n(t), (5.3)
where n ∈ N is any fixed integer and ξk,n(t) denotes the remainder part. For N,M ∈ N, N < M ,
we have
JM − JN =
∑
N<|k|≤M
ξk(t) ηk =
∑
N<|k|≤M
ηk
( ∑
0<|l|≤n
〈ξk(t), ηl〉L2(µ) ηl + ξk,n(t)
)
=
∑
N<|k|≤M
∑
0<|l|≤n
〈ξk(t), ηl〉L2(µ) ηk ηl +
∑
N<|k|≤M
ηk ξk,n(t)
=: I1(n) + I2(n).
(5.4)
Lemma 5.3. We have
sup
n≥M
∫ T
0
‖I1(n)‖2L2(µ) dt ≤ 2
∑
N<|k|≤M
∫ T
0
‖ξk(t)‖2L2(µ) dt.
Proof. Fix any n ≥M . Note that
|I1(n)|2 =
∑
N<|k|,|k′|≤M
∑
0<|l|,|l′|≤n
〈ξk(t), ηl〉L2(µ)〈ξk′(t), ηl′〉L2(µ) ηk ηl ηk′ ηl′ .
In view of property (ii) in Lemma 5.1, the terms with k = l or k′ = l′ vanish. Recall that
{ηk}k∈Z20 is a family of i.i.d. standard Gaussian r.v.’s. Similar to the proof of [13, Lemma 23,
Step 3], we consider the following cases:
(1) k = k′ 6= l = l′. The sum of these finite terms is denoted by Jˆ , then
∫ T
0
Eµ
(
Jˆ
)
dt =
∑
N<|k|≤M
∑
0<|l|≤n, l 6=k
∫ T
0
∣∣〈ξk(t), ηl〉L2(µ)∣∣2 Eµ(|ηk|2 |ηl|2) dt
=
∑
N<|k|≤M
∑
0<|l|≤n, l 6=k
∫ T
0
∣∣〈ξk(t), ηl〉L2(µ)∣∣2 Eµ(|ηk|2)Eµ(|ηl|2) dt
≤
∑
N<|k|≤M
∫ T
0
‖ξk(t)‖2L2(µ) dt,
where in the third equality we used Eµ
(|ηk|2) = 1 and (5.3).
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(2) k = l 6= k′ = l′. In this case, by property (ii) in Lemma 5.1, 〈ξk(t), ηl〉L2(µ) =
〈ξk′(t), ηl′〉L2(µ) = 0 for a.e. t ∈ [0, T ].
The case k = l = k′ = l′ is treated analogously.
(3) k = l′ 6= k′ = l. The sum of these terms is denoted by J˜ . We have
∫ T
0
Eµ
(
J˜
)
dt =
∑
N<|k|,|k′|≤M
∫ T
0
〈ξk(t), ηk′〉L2(µ)〈ξk′(t), ηk〉L2(µ) Eµ
(|ηk|2 |ηk′ |2) dt
=
∑
N<|k|,|k′|≤M
∫ T
0
〈ξk(t), ηk′〉L2(µ)〈ξk′(t), ηk〉L2(µ) dt.
Changing k to k′ and k′ to k, we see that the r.h.s. is real. By Cauchy’s inequality,
∫ T
0
Eµ
(
J˜
)
dt ≤
[ ∑
N<|k|,|k′|≤M
∫ T
0
∣∣〈ξk(t), ηk′〉L2(µ)∣∣2dt
]1
2
[ ∑
N<|k|,|k′|≤M
∫ T
0
∣∣〈ξk′(t), ηk〉L2(µ)∣∣2dt
] 1
2
≤
[ ∑
N<|k|≤M
∫ T
0
‖ξk(t)‖2L2(µ) dt
]1
2
[ ∑
N<|k′|≤M
∫ T
0
‖ξk′(t)‖2L2(µ) dt
]1
2
=
∑
N<|k|≤M
∫ T
0
‖ξk(t)‖2L2(µ) dt.
Summarizing the above arguments yields the desired estimate.
Next we consider the quantity I2(n).
Lemma 5.4. For fixed M > N , we have
lim
n→∞
∫ T
0
‖I2(n)‖2L2(µ) dt = 0.
Proof. There exists C = C(M,N) > 0 such that
|I2(n)|2 ≤ C
∑
N<|k|≤M
|ηk|2 |ξk,n(t)|2.
First, we show that each term on the r.h.s. belongs to L1(H−1−, µ). Since n > M , by property
(iii) in Lemma 5.1 and the definition (5.3) of ξk,n(t), we see that ηk and ξk,n(t) are independent.
Therefore, for any f, g ∈ Cb(R),
Eµ
[
f
(|ηk|2)g(|ξk,n(t)|2)] = Eµ[f(|ηk|2)]Eµ[g(|ξk,n(t)|2)].
Taking f(x) = g(x) = x∧R, x ∈ [0,∞), R > 0, and by the monotone convergence theorem, we
obtain
Eµ
[|ηk|2|ξk,n(t)|2] = Eµ[|ηk|2]Eµ[|ξk,n(t)|2] = Eµ[|ξk,n(t)|2] = ‖ξk,n(t)‖2L2(µ).
Therefore, all the terms are integrable. As a result,
∫ T
0
‖I2(n)‖2L2(µ) dt ≤ C
∑
N<|k|≤M
∫ T
0
‖ξk,n(t)‖2L2(µ) dt.
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For every k ∈ Z2 \ {0}, since ξk,n(t) is the remainder in the decomposition (5.3), we have
lim
n→∞
∫ T
0
‖ξk,n(t)‖2L2(µ) dt = 0.
This implies the desired limit.
Combining (5.4) and Lemma 5.3, we have
∫ T
0
‖JM − JN‖2L2(µ) dt ≤ 2
∫ T
0
‖I1(n)‖2L2(µ) dt+ 2
∫ T
0
‖I2(n)‖2L2(µ) dt
≤ 4
∑
N<|k|≤M
∫ T
0
‖ξk(t)‖2L2 dt+ 2
∫ T
0
‖I2(n)‖2L2(µ) dt.
By Lemma 5.4 and property (i) of Lemma 5.1, first letting n → ∞ and then N,M → ∞, we
see that {JN}N∈N is a Cauchy sequence in L2([0, T ] ×H−1−). The proof of Proposition 5.2 is
complete.
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