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Abstract
In this short note, we present a novel method for computing exact lower and upper
bounds of eigenvalues of a symmetric tridiagonal interval matrix. Compared to the known
methods, our approach is fast, simple to present and to implement, and avoids any as-
sumptions. Our construction explicitly yields those matrices for which particular lower
and upper bounds are attained.
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1 Introduction
Consider a symmetric tridiagonal matrix of size n
A =


a1 b2 0 . . . 0
b2 a2 b3
. . .
...
0 b3 a3
. . . 0
...
. . .
. . .
. . . bn
0 . . . 0 bn an


.
and denote by λ1(A) ≥ · · · ≥ λn(A) its eigenvalues. Assume that the entries of A are not
known precisely and the only information that we have is that ai comes from a given interval
ai = [ai, ai], i = 1, . . . , n, and bi comes from a given interval bi = [bi, bi], i = 2, . . . , n.
By A = [A,A] we denote the corresponding interval matrix, that is, the set of all matrices
with ai ∈ ai and bi ∈ bi. By Ac :=
1
2 (A+A) we denote its midpoint. Next,
λi = [λi, λi] := {λi(A); A ∈ A}
stands for the corresponding eigenvalue sets. It was shown in [9] that they form real compact
intervals. The problem investigated in this paper is to determine their end-points. We focus on
the upper end-points λis since the lower ones can be determined analogously by the reduction
A 7→ −A.
Characterization of the extremal eigenvalues λ1 and λn of a general symmetric interval
matrix is due to Hertz [7] by a formula involving computation of 2n matrices. A partial char-
acterization of the intermediate eigenvalue intervals was done in [6, 10]. Due to NP-hardness
of computing or even tightly approximating the eigenvalue sets [8, 19], there were developed
various outer and inner approximation methods [1, 9, 10, 11, 14, 15, 17, 20]. The tridiagonal
case was particularly investigated by Commerc¸on [4], who proposed a method for calculating
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the exact eigenvalue bounds based on the Sturm algorithm. This method, however, suffers from
time complexity analysis and relies too much on the particular Sturm algorithm. Our aim is to
have a finite reduction to real cases, which can be solved by any eigenvalue method for tridi-
agonal matrices. Another author investigating tridiagonal interval matrices was Jian [12]. He
proposed a method for computing the extremal eigenvalues by a reduction to four real cases,
and he also inspected tridiagonal interval Toeplitz matrices. Our approach Generalizes the
result and enables to calculate ranges of all eigenvalue sets under eigenvector sign invariancy
condition.
2 Preliminaries
Throughout this paper, inequalities such as “≥” are applied entrywise. In particular, A ≥ 0
means that A is entrywise nonnegative.
Proposition 1. Without loss of generality, we can assume that A ≥ 0.
Proof. The transformation A 7→ A + αIn increases all eigenvalues of A by the amount of α.
So for any α ≥ maxi{−ai} this transformation yields a matrix with a nonnegative diagonal.
Thus, we can assume that ai ≥ 0 for every i.
Suppose now there is i such that bi < 0. Let λ be any eigenvalue of A and x a corresponding
eigenvector, that is, Ax = λx. Let A′ be the matrix resulting from A by putting b′i = −bi, and
let x′ = (−x1, . . . ,−xi−1, xi, . . . , xn)T . Then for k > i we have
(A′x′)k = (Ax)k = (λx)k = (λx
′)k.
For k < i− 1 we have
(A′x′)k = (−Ax)k = (−λx)k = (λx
′)k.
The remaining two cases are:
(A′x′)i−1 = b
′
i−1x
′
i−2 + a
′
i−1x
′
i−1 + b
′
ix
′
i = −bi−1xi−2 − ai−1xi−1 − bixi = −λxi−1 = λx
′
i−1,
and
(A′x′)i = b
′
ix
′
i−1 + a
′
ix
′
i + b
′
i+1x
′
i+1 = bixi−1 + aixi + bi+1xi+1 = λxi = λx
′
i.
Thus, A′ has the same eigenvalues as A, and the eigenvectors of A can easily be derived from
those of A′. By repeating this process, we obtain all bis nonnegative.
We can therefore assume that A ≥ 0 for the interval matrixA. Nonnegativity of the diagonal
can be achieved by the transformation ai 7→ ai + α with α := maxi{−ai}, and nonnegativity
of the remaining entries by the transformation
bi 7→


bi, if bi ≥ 0,
−bi, if bi ≤ 0,
[0,max{−bi, bi}], otherwise.
We will assume throughout the paper that bi > 0 for all i = 2, . . . , n; otherwise A is block
diagonal and we split the problem into the subproblems corresponding to the diagonal blocks
of A.
Proposition 2. Suppose that bi > 0 for all i = 2, . . . , n. Then all eigenvalues of every A ∈ A
are simple.
Proof. It is obvious since it is known that a symmetric tridiagonal matrix has simple eigenvalues
provided off-diagonal elements are nonzero [16].
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Algorithm 1 Computation of λ1, . . . , λn under sign invariancy.
Ensure: A ≥ 0
1: compute the eigenvalues λ1, . . . , λn and the corresponding eigenvectors x
1, . . . , xn of Ac
2: for i = 1, . . . , n put ai := ai
3: for k = 1, . . . , n do
4: for i = 2, . . . , n put bi := bi if x
k
i x
k
i+1 > 0 and bi := bi otherwise
5: compute the kth eigenvalue λk(A) of the tridiagonal matrix A with entries a, b
6: put λk := λk(A)
7: end for
8: return λ1, . . . , λn
3 Sign invariancy case
We say that eigenvectors of A are sign invariant [5, 18] if to each eigenvalue λi(A) we can
associate an eigenvector xi(A) such that the signs of the entries of xi(A) are constant for
A ∈ A. In this section, we assume that sign invariancy is satisfied.
The derivative of a simple eigenvalue λ of a symmetric A with respect to aij is equal to
xixj , where x, ‖x‖2 = 1, is the corresponding eigenvector. The derivative is nonnegative with
respect to the diagonal entries of A, so the largest eigenvalues of A are attained for ai := ai.
Notice that similar result holds for general symmetric interval matrices, too [9, 13].
Due to sign invariancy of eigenvectors, we can easily determine also bi-s. Let λk be the
kth largest eigenvalue of Ac and x the corresponding eigenvector. If xixi+1 > 0, then λk is
attained for bi = bi. Otherwise, it is attained for bi = bi. In particular, from the Perron theory
and properties of nonnegative matrices, we have that λ1 is attained for A := A. The following
proposition summarizes the result.
Proposition 3. λk is attained for
ai := ai, bi :=
{
bi if xixi+1 > 0,
bi otherwise,
where x is the eigenvector of Ac corresponding to λk(Ac).
Remark 1. Notice that provided the problem is not sign invariant, then the eigenvalues
computed by Proposition 3 give an inner estimation of the eigenvalue intervals λ1, . . . ,λn.
That is, we have intervals µ1, . . . ,µn satisfying µi ⊆ λi for every i = 1, . . . , n, with equality
under sign invariancy.
The resulting method is displayed in Algorithm 1 for computing the right end-points of the
eigenvalue intervals; the left end-point are computed analogously.
As a side effect, we have the following interesting property.
Proposition 4. λk is attained for ai := ai and bi ∈ {bi, bi} such that the cardinality of
{i = 2, . . . , n; bi = bi}
is n− k.
Proof. Suppose b > 0; the general case then follows from limit transition due to continuity of
eigenvalues. Let A ∈ A, let λk be its kth eigenvalue and x a corresponding eigenvector. By [16,
Thm. 7.9.2], the sign of xj is equal to the sign of
χj−1(λk)bj+1 . . . bn,
where χj−1 is the characteristic polynomial of the (top left) principal leading submatrix of A of
size j − 1, and χ0 ≡ 1. Since b > 0, the signs of xj and χj−1(λk) coincide. The number of sign
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agreements between consecutive terms in the Sturm sequence {χi(λk); i = 0, 1, . . . , n} gives the
number of roots of χn which are less than λk, that is n−k. Sign agreement between consecutive
terms in the Sturm sequence corresponds to sign agreement between consecutive terms in the
signs of the eigenvector x, which in turn sets bi to be bi by Proposition 3. Therefore, by the
analysis of our method, n−k is equal to the number of bi, i = 2, . . . , n, that we set to the right
end-point.
Time complexity of our algorithm is the following. We need computation of eigenvalues and
eigenvectors of the midpoint matrix Ac, then 2n-times computation of a certain eigenvalue of a
matrix in A. The preprocessing carrying the matrix A to the nonnegative form (Section 2) re-
quires only linear time. Provided we employ a standard method for computation of eigenvalues
of a real symmetric tridiagonal matrix running in O(n2), the overall complexity is O(n3).
4 General case
As a simple corollary of Proposition 4 we get that λ1 is attained for b := b and λn is attained
for b := b. This property, however, holds in the general case and no sign invariancy assumption
is needed. By other means, this was observed by Jian [12].
Proposition 5. λ1 and λn are attained for b := b, and λ1 and λn are attained for b := b.
Proof. Since A ≥ 0 for every A ∈ A, the eigenvector associated to λ1(A) is the nonnegative
Perron vector. Therefore, the eigenvector is always sign invariant and Proposition 4 applies.
Similarly for λn(A) by the transformation A 7→ −A.
Each of the quantities λ1, λ1, λn and λn are computable just by solving one real eigenvalue
problem. As a consequence, we have a O(n2) method for testing the following properties of a
symmetric tridiagonal interval matrix A, because they reduce to computation of eigenvalues
of one or two real symmetric tridiagonal matrices:
• positive (semi)-definiteness, i.e., whether each A ∈ A is positive (semi)-definite; one has
to check λn > 0 or λn ≥ 0, respectively
• Schur or Hurwitz stability, i.e., whether each A ∈ A is stable; for Schur stability, one has
to check λn > −1 and λ1 < 1, and for Hurwitz stability λ1 < 0
• spectral radius, i.e., the largest spectral radius overA ∈ A; it has the value of max{λ1,−λn}.
5 Checking sign invariancy
Recall Theorem 7.9.3 from Parlett [16] stated in an adapted formulation.
Theorem 1. If A ∈ A with b > 0, then there is no eigenvector x such that x1 = 0 or xn = 0.
We can utilize this theorem also for the intermediate entries of eigenvectors.
Proposition 6. If there is A ∈ A with b > 0, and xi = 0 for some eigenvector x, then
xi−1, xi+1 6= 0.
Proof. From xi = 0 we have that (x1, . . . , xi−1)
T is an eigenvector of the principal leading
submatrix of A of size i− 1, and therefore xi−1 6= 0. Similarly for xi+1.
The following observation is a basis for the method recognizing sign invariancy. We will
denote by A[i:j] the principal submatrix of A indexed by i, i+ 1, . . . , j.
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Proposition 7. Suppose that b > 0. Then the problem is not sign invariant if and only if there
is A ∈ A and i ∈ {1, . . . , n} such that both matrices A[1:(i−1)] and A[(i+1):n] share a common
eigenvalue.
Proof. Since b > 0, by Proposition 2 the eigenvalues of all A ∈ A are simple, and therefore the
corresponding eigenvectors x(A) can be chosen in such a way that they constitute continuous
mappings with respect to A ∈ A. Thus the problem is not sign invariant if and only if there
an eigenvector with zero entry.
Let λ be the eigenvalue corresponding to an eigenvector x. If xi = 0, then both matrices
A[1:(i−1)] and A[(i+1):n] have a common eigenvalue λ, and the eigenvectors are (x1, . . . , xi−1)
T
and (xi+1, . . . , xn)
T , respectively.
On the other hand, let A[1:(i−1)] and A[(i+1):n] have a common eigenvalue λ corresponding
to eigenvectors (x1, . . . , xi−1)
T and (xi+1, . . . , xn)
T , respectively. Then x1, xi−1, xi+1, xn 6=
0 by Theorem 1, and therefore λ is the eigenvalue of A corresponding to the eigenvector
(x1, . . . , xi−1, 0, αxi+1, . . . , αxn)
T for some α 6= 0.
The method for checking sign invariancy For any I ⊆ {1, . . . , n} do the following. The
index set I = {i1, . . . , ik} represents zero entries of an eigenvector. Consider the interval prin-
cipal submatrices A[1:(i1−1)], . . . ,A[(ik+1):n] associated with I. Compute their inner estimation
eigenvalue intervals by Remark 1. If there is a common value λ, then the problem is not sign
invariant by Proposition 7.
If the test passes successfully through every I ⊆ {1, . . . , n}, then the problem is sign in-
variant. The reason is the following. Let x be an eigenvector of any A ∈ A with the most
zero entries. Let I be the index set of the zero entries. Then the problem becomes sign invari-
ant on principal submatrices A[1:(i1−1)], . . . ,A[(ik+1):n], and therefore we must find a common
eigenvalue.
Notice that not all the number 2n of index sets I ⊆ {1, . . . , n} are necessary to process. By
Theorem 1 and Proposition 6 only certain index sets can be considered. What is the number of
such sets? Denote it by pn. We easily find a Fibonacci-type recurrence relation pn = pn−1+pn−2
since either 1, 3 6∈ I, 2 ∈ I, or 1, 2 6∈ I. Therefore pn asymptotically grows as pn ≈ 1.618n,
which is still exponential, but significantly less than 2n.
The following gives a sufficient condition for sign invariancy. Denote by Λ(A) any superset
of the eigenvalue sets of A, that is,
∪ni=1λi ⊆ Λ(A).
Methods for computing such outer estimations were addressed, e.g., in [9, 11, 14, 15, 17].
Proposition 8. The problem is sign invariant if b > 0 and Λ(A[1:(i−1)]) ∩ Λ(A[(i+1):n]) = ∅
for every k = 2, . . . , n− 1.
Proof. It follows from Proposition 7.
6 Special case of disjoint eigenvalue sets
An interval matrixA is called regular if every A ∈ A is nonsingular; see [21]. Bar-On et al. [2, 3]
showed that checking regularity of a tridiagonal interval matrix is a polynomial problem. Their
algorithm works analogously even if we restrict to symmetric matrices inA. Therefore, checking
regularity of a tridiagonal interval matrix can be checked efficiently. As a direct consequence,
checking whether a given λ ∈ R is an eigenvalue of at least one A ∈ A is a polynomially
solvable problem, too.
We use this observation for computing the corresponding eigenvalue sets in the case the
eigenvalue sets λ1, . . . ,λn are mutually disjoint. Compute the inner estimation µ1, . . . ,µn
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of the eigenvalue sets by Remark 1. If these intervals are mutually disjoint, then for each
i = 2, . . . , n − 1 check by the above observation whether µ
i
− ε or µi + ε belong to the
eigenvalue set for a sufficiently small ε > 0. (To avoid numerical difficulties, one can consider
ε as a parameter.) If it is not the case, then empty pairwise intersection of the eigenvalue sets
is confirmed. Eventually, we have λi = µi for every i = 1, . . . , n.
7 Examples
Example 1. Consider the example from [9, 11, 15, 17]:
A =


[2975, 3025] [−2015,−1985] 0 0
[−2015,−1985] [4965, 5035] [−3020,−2980] 0
0 [−3020,−2980] [6955, 7045] [−4025,−3975]
0 0 [−4025,−3975] [8945, 9055]

 .
First, we transform the matrix into a nonnegative one
A′ =


[2975, 3025] [1985, 2015] 0 0
[1985, 2015] [4965, 5035] [2980, 3020] 0
0 [2980, 3020] [6955, 7045] [3975, 4025]
0 0 [3975, 4025] [8945, 9055]

 .
The eigenvalues of the midpoint matrix are λ1 = 12641, λ2 = 7064.5, λ3 = 3389.9, λ4 = 905.17,
and the corresponding eigenvectors are
v1 = (0.05575, 0.26874, 0.64725, 0.71116)
T , v2 = (−0.3546,−0.7206,−0.2595, 0.5363)
T,
v3 = (0.71884, 0.14012,−0.55442, 0.39531)
T , v4 = (0.59535,−0.62357, 0.45425,−0.22446)
T .
Based on the signs of the entries of these vectors we can directly conclude that λ1 is attained
for A, and similarly λ2, λ3, λ4 are attained as the corresponding eigenvalues of the matrices

3025 2015 0 0
2015 5035 3020 0
0 3020 7045 3975
0 0 3975 9055

 ,


3025 2015 0 0
2015 5035 2980 0
0 2980 7045 3975
0 0 3975 9055

 ,


3025 1985 0 0
1985 5035 2980 0
0 2980 7045 3975
0 0 3975 9055

 ,
respectively. Similarly we proceed for calculating the lower end-points of the eigenvalue sets.
Eventually, we obtain the following exact eigenvalue sets (by using outward rounding)
λ1 = [12560.8377, 12720.2273], λ2 = [7002.2827, 7126.8283],
λ3 = [3337.0784, 3443.3128], λ4 = [842.9250, 967.1083].
8 Conclusion
We presented a simple and fast algorithm for computing the eigenvalue ranges of symmetric
tridiagonal interval matrices. Impreciseness of measurement and other kinds of uncertainty
are often represented in the form of intervals. Therefore, checking various kinds of stability
of uncertain systems naturally leads to the problem of determining eigenvalues of interval
matrices. In this short note, we improved the time complexity and the overall exposition of the
known methods for the symmetric tridiagonal matrix case.
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