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1. Introduction 
The construction of minimal identities for a class of algebras has been 
done for n x n matrix algebras by Amitsur and Levitzki [1] in 1950, and 
for Jordan algebras of degree two and octonion algebras by Racine[l0,11) 
in 1985 and 1988. We construct the minimal identities for Bernstein 
algebras, exceptional Bernstein algebras, and normal Bernstein algebras. 
A commutative nonassociative algebra over a field F is called a baric 
algebra if there exists a nonzero homomorphism w: A-+ F. Holgate and 
Lyubich described three types of algebras involving this homomorphism. 
(See Worz-Busekros [13, chap. 9)). Bernstein algebras satisfy xx · xx = 
w(xx)xx. Exceptional Bernstein algebras satisfy xy · xy = w(xy)xy (see 
Correa [4]). Normal Bernstein algebras satisfy xx· y = w(x )xy. 
The defining identities of these algebras involve the w-function. Let 
the associator (a,b,c) be defined as usual by (a,b,c) = (ab)c - a(bc). If 
x = (a,b,c) then w(x) = 0 and so xx· xx= 0. Hence, as was noticed 
by Professor Roberto Costa of Sao Paulo University, Bernstein algebras 
satisfy the degree twelve identity (a, b, c)2(a, b,c)2 = 0. This identity does 
not involve thew-function. Any commutative algebra is flexible, that is, 
(a, b, a) = 0. From the defining identity of Bernstein algebras we easily 
get the degree seven identity (xx· xx, y, xx) = 0. In this paper we find the 
minimal identities, i.e. identities with the lowest degree not implied by 
commutativity, for Bernstein algebras, for exceptional Bernstein algebras, 
and for normal Bernstein algebras. 
The main stream of nonassociative algebra involves the study of vari-
eties of algebras. This is, the study of nonassociative algebras satisfying 
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identities. Because Bernstein algebras are not a variety, their study is 
not integrated into the main stream. By finding the identities that the 
algebras satisfy, we can assign them to a subclass of the variety defined 
by these identities. This process helps both areas. It helps in the study 
of Bernstein algebras since the known results of the variety can be ap-
plied to Bernstein algebras as was done in [9]. It also helps the study of 
varieties because it provides examples and applications. 
This paper uses the semisimplicity of the group rings of the symmetric 
groups. This means that we have to assume that the characteristic of the 
field is zero, or greater than the degree of the identity we are studying. 
2. Representation Theory 
Representation of the symmetric groups by matrices is a natural bridge 
between algebra and computer science because it allows the algebraic ex-
pression of formulas, e.g. (ab)(cd)+(ac)(db)+(ad)(bc) = 0 to be converted 
into matrices which can be manipulated quickly and easily on the com-
puter. The construction of the representation matrices is originally due 
to Young [14]. The exact recipe for computation of the matrices is given 
in Boerner [2]. Clifton's insight into the recipe produced an algorithm 
which is easy to program on the computer [3]. We direct our references to 
Clifton's paper because this section is aimed at programmers who simply 
want an algorithm to construct the matrices for processing identities. For 
a programmer who wants the essential proofs, we recommend Rutherford 
[12]. 
For a map 7r __... Mat( 7r) of the symmetric group to f x f matrices 
to be a representation, it is required that Mat( 7r) Mat( u) = Mat( 7r * u ). 
-184-
Boerner and Clifton first define a map from the symmetric group into the 
f x f matrices sending a permutation 7r to a matrix A"". Then they work 
on modifying this map till it becomes a representation. For our purposes, 
the map 7r -+ A"" is good enough. It satisfies 
where A1 is the image of the identity element I of the symmetric group. 
By using the matrix A"" we can omit the extra steps required to get 
an actual representation, and the pairing of the matrix units Ei; of the 
matrices, with the symmetric group units eiSi; of the symmetric group 
ring is much simpler. 
We now summarize the construction of the matrices A"" from the pro-
granuner's viewpoint. Throughout this paper, Sn represents the symmet-
ric group which permutes n objects. The group ring will be the group 
ring on Sn . . The matrices we construct for each 7r in Sn will be of dimen-
sion f x f. We will call these maps, 7r -+ A"", "representations", even 
though they are not strictly representations. There are as many distinct 
representations of Sn as there are ways to arrange n boxes into what are 
called frames. In a frame, the left ends of the rows are aligned, but the 
lengths of successive rows are the same or decrease. The frames for n = 6 
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are: 
[][][][][][] [][][][][] [][][][] [][][][] [][][] 
[ 1 [ )[ 1 [ 1 [](][] 
[ ] 
[J[][] [)[][] [ )[ ] [ J[ ] [ ][ ] [ ] 
[ ][ ] [ ] [ ][ l [ ][ ] [ ] [ l [ l [ l [ ][ ] [ l [ l [ l [ l [ l [ l [ l [ l [ l [ l 
To construct a representation, choose a frame. Place the integers 1 to n 
into the boxes so that the numbers increase along the rows and along the 
columns. These numbered frames are called the standard tableaus. The 
size of the matrices of the representation is determined by the number 
of these standard tableaus. If the standard tableaus are T1 , T2 , ••• , T1, 
then the representation derived from these f standard tableaus will have 
matrices of dimensions f x f. To each permutation 7r is assigned a matrix 
A71' = ( ai;) as follows. Apply 7r to the numbers in tableau T;. H two 
numbers occur in the same column of Ti and the same row of 7r(T; ), then 
let aij = 0. H not, then there is a permutation a which rearranges the 
elements within the columns of Ti so that in a(Ti) each element is in the 
same column that it occupies in Ti and is in the same row that it occupies 
in 7r(T; ). In this case let ai; = sgn( a). 
We now present an algorithm for computing the standard tableaus for 
a particular frame. The input to the algorithm is a partially numbered 
frame and an integer k giving the number of vacant boxes remaining. 
The number k is to be placed in a vacant box at the right end of some 
row. 
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STANDARD(T: partially filled frame; k: integer); 
{ 
} 
if k = 0 then 
else 
print out the completely filled frame; 
{ 
} 
for i :=bottom row up to top row do 
if row i has more vacant boxes than row i + 1 then 
{ 
place k in the last vacant box of row i of the frame T; 
STANDARD(T, k - 1); 
erase k from row i of T; 
} 
We need to be able to list the entries of a tableau giving the row and 
column that they occupy. We call this procedure EXPAND. Its input 
will be a tableau T, and its output L will be an n by 2 array of integers. 
L[i, 1], L[i, 2] contains the location of the number i in the tableau T. 
L[i, 1] gives its row, and L[i, 2] gives its column. 
We are now ready to give the algorithm which computes the ( h, k) 
entry of the matrix A71". 
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function ENTRY(h, k: integer; 1t': permutation) 
{ 
} 
sgn,i,j, x: integer; 
switch: boolean; 
H, K:array[l ... n, 1 ... 2] of integer; 
EXPAND( Th, H); EXPAND( 7r(TA:), K); 
sgn := 1; 
for i := 1 ton do 
if H[i, 1] <> K[i, 1] then 
{ 
} 
return sgn; 
switch = false; 
for j := i + 1 ton do 
if (H[j, 1] = K[i, 1]) and (H[i, 2] = H(j, 2]) then 
{ 
} 
x = H[i, 1]; H[i, 1] = H(j, 1]; H(j, 1] = x; 
sgn = -sgn; 
s\\'1.tch = true; 
if not switch then 
sgn := O; 
For any frame, these two algorithms allow the programmer to construct 
the standard tableaus and the matrix A7r for any permutation 1r. 
If T1 , T2 , ••• , T1 are the standard tableaus for some frame, then define 
permutations Si; by Si;T; = Ti. Define the idempotents ei by ei = 
(f /n!)Esgn(q)pq where the swnmation runs over all permutations p which 
fix a.s subsets, the rows of Ti, and all permutations q which fix a.s subsets, 
the columns of Ti. These elements eiSi; are elements of the group ring 
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on Sn . They are called the units of the group ring. Notice that 
Theorem 1. The group ring product (EaijeiSij) * (EbijeiSij) is express-
ible as EcijeiSij· The coefficients Cij are given by the matrix product 
Proof. This is the fundamental formula for multiplying the group ring 
units { eiSij I 1 ~ i,j ~ J}. See Rutherford [12, p. 22). 
Identify A = EaijeiSij by its matrix of coefficients A = (aij) and 
B = EbijeiSij by its matrix of coefficients B = ( bii ). Then the coefficients 
of the product A * B cannot be obtained by multiplying their coefficient 
matrices. The matrix of coefficients for the group ring product A * B is 
computed by the matrix product A A1 B. This can be written as 
(*) A*B = AA1B. 
We have defined two maps in this paper. They are 7r -+ A,.. and 
M -+ M. The map 7r -+ A,.. is a map from the symmetric group into the 
J x J matrix algebra. Since the symmetric group is a basis of the group 
ring, this ·map can be extended to a linear map of the group ring into the 
f x f matrix algebra. 
The map M -+ M is a map from the f x f matrix algebra into the 
symmetric group ring. In the equation A* B = A A1 B, the left hand 
side A * B has its multiplication taking place in the group ring over the 
symmetric group. The right hand side A A1 B is the ordinary product of 
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three matrices taking place in J x J matrix algebra. We used the "*" to 
indicate that the multiplications expressed are in different algebras. 
These two maps are not inverses of each other. The relationship be-
tween them is given by the two formulas which are proved next. These 
are: 
A A-1 MA-1 = M. (See Theorem 4) 
I I 
Theorem 2. The mapping 7r-+ A,.. sends eiSi; to A1 Ei; A1. 
Proof. From Clifton [3, p. 249, line 6] ei 7r e; = c eiSi;, where c is the 
(i,j) entry of the matrix A,... 
If we apply the representation to ek ski' its ( i, j) entry will be obtained 
by looking at the coefficient c of ei Sij in the product: 
But this type of product is easy to obtain using the product rule ( * ). 
The matrix product Eii A1 Eki A1 E;; gives the coefficient c in the (i,j) 
position. Since this is true for all i,j, the matrix assigned to ek Ski is 
A1 EkiA1. 
If Ebi; ei Si; is any linear combination of the group ring units, by the 
linearity of the representation, this will be sent to A1 B A1. We state this 
result as the next theorem. 
Theorem 3. H B = (bi;) represents Ebij ei Si;, then the matrix assigned 
to Ebi; ei Si; is A1 B A1. 
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Theorem 4. Let M be any f x f matrix. Let C = (ci;) = A/1 M A/1 • 
Then :Eci; eiSi; is mapped by the representation to M. 
Proof. The element represented by the matrix A/1 M A/1 will be sent 
to A1 A[1 M A[1 A1 = M by the previous theorem. 
We use representation techniques as described by Hentzel [5,6]. A 
related example of the technique is given in Hentzel [7]. The theory of 
the representations is done in standard notation where the permutation 
is written on the left. Thus (u * 7r)(xi) means u(7r(xi)). When we apply 
a permutation 7r to a tableau, we simply apply 7r to each entry in the 
1
1 2 3 4 5 61 tableau. If 7r = 2 3 1 4 5 6 then 7r(l) = 2; 7r(2) = 3; tr(3) = 1; 
tr(4) = 4; tr(5) = 5; 7r(6) = 6. In orbit notation 7r = (123). And 
(1 2 4) 2 7r ~ 5 = ! 3 4 5 
However, if ab c de is a string of elements, then tr( ab c de)= cab de. 
The element in the first place is sent to the second place, the element 
in the second place is sent to the third place, and the element in the 
third place is sent to the first place. Now 7r(x 1 x 2 x3 x 4 Xs x6) = 
X3 X1 X2 X4 Xs X6. Notice that this is not equal to Xw(l) Xw(2) Xw(3) x,..(4) 
X11'(5) X11'(6) = X2 X3 X1 X4 X5 X6. 
Furthermore, it works much better from a matrix computational stand-
point to have the permutations written on the right. That is: (Xi)( 1r*<T) = 
( (xi )7r) u. In effect we multiply the permutations backwards from the nor-
mal representation theory. To adjust for this, we will use the transpose 
of the matrices generated above. 
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3. Minimal Identities 
Bernstein Algebras 
We found no identities of degree 5. The minimal degree identities for 
Bernstein algebras are of degree six. There are two of them. We will 
describe the procedure we used to obtain them. The Bernstein identity 
lS 
which when linearized becomes: 
0 = g( a, b, c, d) = 2ab · cd + 2ac · db + 2ad · be 
- w( ab )cd - w( ac )db - w( ad) be 
- w( cd)ab - w( db )ac - w( be )ad 
The linearized Bernstein identity g yields eight identities of degree 6. 
They are: 
0 = g( a, b, c, d)e · f 
0 = g(a,b,c,d) ·ef 
0 =g(a,b,c,de)f 
0 = g( a, b, c, de · !) 
0 = g(a, b, ce, df) 
0 = w(J)g( a, b, c, d)e 
0 = w(J)g( a, b, c, de) 
0 = w( ef)g( a, b, c, d) 
When these eight identities are expanded into a sum of terms, the 
terms all have one of the following eleven forms, which we refer to as 
types. 
1. w( R)( RR · RR)R 
4. w(RR)(RR ·RR) 
7. (RR·RR)R·R 
10. (RR· R)(RR · R) 
2. w(R)(RR · R)(RR) 
5. w(RRR)(RR · R) 
8. (RR· RR)· RR 
11. ((RR· R) ·RR) R 
3. w(RR)(RR · R)R 
6. w(RRRR)RR 
9. (RR· R)R· RR 
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As an example of this expansion, the identity 0 = w(f )g( a, b, c, de) 
becomes 
Type 2 Type 5 Type 6 
2w(J)( de · c )(ab) -w(abf)(de · c) -w(cdef)ab 
+2w(J)(de · b)(ac) -w(acf)(de · b) -w(bdef)ac 
+2w(J)(de · a)(bc) -w(bcf)(de ·a) -w(adef)bc 
Besides the eight identities obtained from the Bernstein identity, there 
are also 26 identities obtained from the commutative law. We list as an 
example of these identities, those that arise from Type 5. There are three 
of them. 
w(abc)(de · !) - w(bac)(de · !) = 0 
w(abc)(de · !) - w(acb)(de · f) = 0 
w(abc)(de · !) - w(abc)(ed · !) = 0 
This gives us 34 identities of degree 6. For each representation of S6 , 
we use the identities to create a 34x11 block matrix off x f blocks, where 
f is the degree of the representation. The first 26/ rows contain the com-
mutative laws. We reduce these 26/ rows of this matrix to row canonical 
form. These represent all the identities implied by the commutative law 
alone. Then we reduce the whole matrix to row canonical form. The ad-
ditional stairstep ones in the row canonical form represent the identities 
which hold in all Bernstein algebras which are not a consequence of the 
commutative law. 
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We look for additional stairstep ones which are located under the non-
w types which are 7, 8, 9, 10, 11. These are the identities of degree 
6. After performing these computations, we found these identities only 
occur in the frames ( ]( ]( ]( ]( ]( ] and ~ ~[ ][ ][ ][ ] . We could go from the 
representation of the identities in these representations directly to the 
identities. But this is rather complicated as you will notice in the next 
section. The number of rows in the frame gives the number of distinct 
variables in the identity. We know that the identities can be expressed 
using either 6x's, or 5x's and ly. 
We simply rework the problem using every possible substitution of 5x's 
and ly in the defining identities. Instead of having 26 + 8 = 34 identities, 
we have 34 * 6 = 204 identities. Many are clearly .redundant. The terms 
needed to express these 204 identities will be all possible substitutions in 
the eleven types. However, by commutativity, all 204 identities can be 
expressed using only 33 distinct terms. 
We first reduced to row canionical form, the matrix representing the 
26 * 6 = 156 equations from commutativity. 
We then reduced to row canonical form, the matrix representing all 
204 identities. The actual identities can be read off of this second matrix 
from the rows where the new stairstep ones appeared. 
We actually get the identities by this direct route, not by using rep-
resentation matrices. The representation technique is needed, however, 
to show that all the identities are expressible as 6x's or as 5x's and ly. 
There are only 6 ways to permute 5x's and ly, so the direct approach is 
possible. If we try the direct approach with 6 distinct letters, we have 6! 
-194-
permutations, and the process is to big to run. 
Theorem 5. The minimal identities satisfied by all Bernstein algebras 
a.re: 
(1) (x 2 x2 ,y,x)-2(x2 ,y,x)x2 =0. 
(2) (y,x2 x2 ,x)-2(yx2 ,x,x2 )+2y(x2 ,x2 ,x)+2(x,yx·x,x2 )=0. 
Remark. The two identities given in Theorem 5 can be easily proved to be 
identities in any Bernstein algebra, and we will do this later. The process 
used in this paper to generate them is important because it proves they 
are minimal and that we found all of them. The process produced four 
identities, but these four were not independent. We listed in Theorem 5, 
two independent identities which imply all others. 
Proof of Eq. (1) . 
0 = (g(x,x,x,x),y,x) = 6(x2x2 ,y,x)-6w(x2 )(x2 ,y,x) 
0 = w(yx)g(x,x,x,x) = 6w(yx)x 2 x2 -6w(yx3 )x2 
0 = 2g(y, x, x, x )x2 = 12(yx · x2 )x2 - 6w(yx )x2x2 - 6w(x2 )yx · x2 
0 = -2g(x2 y, x, x, x) = -12(x2 y · x )x2 + 6w(yx3 )x2 + 6w(x2 )yx2 • x 
adding gives: 
0 = 6(x2 x 2 ,y,x) -12(x2 ,y,x)x2 
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Proof of Eq. {f). 
0 = 6g(y, x, x 2 , x 2 ) = 12yx · x 2 x 2 + 12yx2 • x2 x + 12yx2 • xx2 
- 6w(yx)x2 x 2 - 6w(yx2 )x2 x - 6w(yx2 )x2 x 
- 6w(x2 x 2 )yx - 6w(x2 x)yx2 - 6w(x2 x)yx2 
0 = -4g(yx2 ,x,x,x) = -24(yx2 · x) · x 2 +12w(yx3 )x2 +12w(x2 )yx2 • x 
0 = 4g(yx · x,x,x,x) = 24(yx · x)x · x2 -12w(yx3 )x2 -12w(x2 )(yx · x)x 
0 = -4g(yx,x,x,x)x = -24(yx · x)x2 ·x+12w(yx2 )x2 x+ 
12w(x2 )(yx · x)x 
0 = -4y · g(x2 , x, x, x) = -24y(x2 x · x2 ) + 12w(x3 )yx2 + l2w(x2 )y · x 2 x 
0 = -2w(x2 )g(y,x,x,x) = -12w(x2 )yx · x 2 + 6w(yx3 )x2 + 6w(x4 )yx 
0=2yg(x,x,x,x)·x=12y(x2 x 2 ) • x -12w(x2 )yx2 • x 
0 = 2y · g(x,x,x,x)x = 12y · (x2 x2 )x -12w(x2 )y · x 2 x 
0 = -2yx · g(x, x, x, x) = -l2yx · x2 x2 + 12w(x2 )yx · x 2 
0 = w(yx)g(x,x,x,x) = 6w(yx)x2 x 2 - 6w(yx3 )x2 
adding gives: 
0 = l2y(x2 x 2 ) • x -24(yx2 • x)x2 + 24y(x2 x 2 • x) + 24(yx · x)x · x 2 
-12y(x2x2 • x) + 24yx2 • xx2 - 24y(x2 x · x2 ) - 24(yx · x)x2 • x 
rewriting as associators gives: 
0 = 12(y, x 2 x 2 , x)- 24(yx 2 , x, x 2 ) + 24y(x2 , x2 , x) + 24(x, yx · x, x2 ) 
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Exceptional Bernstein Algebras 
The exceptional Bernstein algebras satisfy the stronger condition that 
xy · xy = w(xy )xy. There are no identities of degree 4, but there is one of 
degree 5. This identity is in the representation indexed by the following 
frame and the 5 standard tableaus. 
[ ][ ] 
[ ][ ] 
[ ] 
12 
34 
5 
The identity corresponds to 
13 
24 
5 
12 
35 
4 
13 
25 
4 
(RR· RR)R (RR· R) ·RR 
0 0 0 0 1 00060. 
14 
25 
3 
The placement of this row across the matrices is immaterial. 
ments give equivalent identities. 
We place it in the last row of the matrices 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 6 0 
All place-
We wish to express this identity in algebraic terms. Now it is important to 
know the correspondence between the matrix units Ei; and the group ring 
units eiSij· We need the group ring elements which are mapped to E55 
and E45 • Remember that we use the transpose of the actual matrices in 
our calculations. By Theorem 4, those coefficients of linear combination 
of the eiSi; are given by the entries of the matrices A/1 E 55 A/1 and 
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A]1 E45 A]1. We have: 
1 0 0 0 -1 0 0 0 0 -1 
0 1 0 0 0 0 0 0 0 0 
A-1_ 
I - 0 0 1 0 0 A-1 E A-1 I 55 I = 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 1 
0 0 0 0 0 
0 0 0 0 0 
A-1 E A-1 I 45 I = 0 0 0 0 0 
0 0 0 0 1 
0 0 0 0 0 
For the exceptional Bernstein algebras the identity of lowest degree 
which is not implied by the commutative law is: 
(RR·RR)R (RR·R)·RR 
If H = ~ sgn(q) pq for Ts then 
H ={I+ (14)}{1 + (25)}{/ - (12)}{1 + (123) + (132)}{1 - (45)} 
which involves 48 terms. The identity itself is 
(RR· RR)R 
{I - (2354)} H 
(RR· R) ·RR 
6(34)H 
All together this expands to 3 x 48 = 144 terms. This computer gener-
ated identity is correct, and simple when looked at in the representation 
notation. However, in the algebraist's notation, it can be simplified. The 
laborious task is to write out all the terms, and then use the commuta-
tive law to rearrange them to collapse the identity to fewer terms. Having 
done so we obtain the following. 
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Theorem 6. The minimal identity satisfied by all exceptional Bernstein 
algebras is 
(3) 
(ae, bd, c) +(be, cd, a)+ (ce, ad, b)+ 
(a,bd,ce) + (b,cd,ae) + (c,ad,be)+ 
(a, e, b) · cd + (b, e, c) ·ad+ (c, e, a)· bd = 0. 
Normal Bernstein Algebras 
We perform the same procedure for normal Bernstein algebras. 
Theorem 7. The minimal identities satisfied by all normal Bernstein 
algebras are: 
(4) 
(5) 
(6) 
3(y · xx)x = 2(yx · x)x + y(xx · x) 
2xy · xy = (xx · y )y + (yy · x )x 
(x, yz, t) + (z, yt, x) + (t, yx, z) = 0 
Eq.(5) implies xx· xx= (xx· x )x which is fourth power associativity. 
Eq.(4) is the almost Jordan law. Eq.(4) and fourth power associativity 
together are equivalent to the Jordan law (see (8]). Eq.( 4), Eq.(5), Eq.(6) 
are independent in the sense that no two of them imply the remaining. 
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