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Abstract
This thesis deals with the weak light signals created in organic and inorganic scintillators,
and their detection with silicon photomultipliers (SiPM). In this context, two fields of applica-
tion are studied: hadron calorimetry, and the medical imaging technique of positron emission
tomography.
The result of a measurement of Birks’ coefficient kB is presented for the plastic scintillator
tiles used in the analogue hadronic calorimeter prototype of the CALICE collaboration. The
extracted kB is significantly larger compared to the default value used in previous Geant4
simulation studies. A new simulation method was developed which enables an improved de-
scription of the ionisation quenching effect. The impact on the simulated calorimeter response
is demonstrated by means of a particle shower simulation study.
A test environment was developed in order to pursue a complete SiPM characterisation,
thus enabling a comparison of different SiPM types. The range of measurements covers the
determination of the cross-talk and after-pulse corrected photon detection efficiency, and mea-
surements of the spatial uniformity of single pixels. The characteristics of several different
SiPM types and the derived qualification for different fields of application are discussed. In
order to investigate the utility of SiPMs for the positron emission tomography application, a
small-scale detector prototype was developed. First characterisation studies on the system are
presented.
Zusammenfassung
Diese Arbeit befasst sich mit den schwachen Lichtsignalen von organischen und anorganischen
Szintillatoren und deren Nachweis mit Silizium Photomultipliern (SiPM). In diesem Zusam-
menhang werden zwei Anwendungsgebiete untersucht: Hadronkalorimeter und das bildgebende
Verfahren der Positronen-Emissions-Tomographie.
Das Ergebnis einer Messung des Birksschen Koeffizienten kB wird vorgestellt fu¨r die Plastik-
szintillatorkacheln des analogen hadronischen Kalorimeterprototyps der CALICE Kollaboration.
Der ermittelte kB-Wert ist signifikant gro¨ßer als der bisher in Geant4-Simulationsstudien be-
nutzte Wert. Eine neue Simulationsmethode wurde entwickelt, mit deren Hilfe eine verbesserte
Beschreibung des Ionisations-Quenching-Effekts mo¨glich ist. Der Einfluss auf das simulierte
Kalorimetersignal wird anhand einer Teilchenschauer-Simulationsstudie verdeutlicht.
Eine Testumgebung wurde entwickelt um eine vollsta¨ndige SiPM Charakterisierung zu er-
mo¨glichen und verschiedene SiPM Bauarten zu vergleichen. Das Messspektrum umfasst die Be-
stimmung der Photon-Detektions-Effizienz unter Beru¨cksichtigung der Beitra¨ge des optischen
U¨bersprechens und der auftretenden Nachpulse. Zusa¨tzlich wurde das ra¨umliche Ansprechver-
halten einzelner Pixel gemessen. Die gewonnenen Erkenntnisse zu den unterschiedlichen Sensor-
typen und die daraus abgeleitete Qualifikation fu¨r verschiedene Anwendungsgebiete werden dis-
kutiert. Um die Eignung von SiPMs fu¨r die Positronen-Emissions-Tomographie zu untersuchen,
wurde ein Detektorprototyp im kleinen Maßstab entwickelt. Erste Charakterisierungsstudien
des Systems werden vorgestellt.
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Chapter 1
Introduction
Experimental observations within the last century had a significant impact on our understand-
ing of matter and its constituents. Since most of the fundamental interactions defining the
properties of our universe are not instantly visible to the human eye, the relevance of particle
detectors, facilitating the measurement and visualisation of particles and radiation, was recog-
nised very soon. An important step towards our subatomic image was made by Rutherford in
1911. His discovery of the atomic nucleus was enabled by a simple type of scintillating detector:
a screen coated with a thin layer of zinc sulphide. With this detector, it was possible to measure
the deflection angles of alpha particles, scattered off a thin gold foil, counting – by eye – the
light flashes produced when the deflected alpha particles hit the scintillating screen.
The invention of the photomultiplier tube (PMT) in the 1930s [1, 2], enabled for the first
time a quantitative measurement of the weak light flashes produced by particle interactions
in a scintillator. This fundamental measurement principle still forms the basis for a large
variety of modern particle detectors. Meanwhile new, improved scintillators and photodetectors
have been developed to meet the continuously increasing experimental demands in terms of
measurement precision and critical operation environments. This thesis is devoted to such a
new photodetector development, the silicon photomultiplier (SiPM), which has a high potential
to replace classical photomultiplier tubes in some of the most recent detector developments in
the field of high energy physics calorimetry and medical imaging.
In the years after Rutherford’s discovery, it was found that the atomic nucleus is not element-
ary and consists of protons and neutrons. Advancements in the field of detector instrumentation
significantly contributed to the discovery of a multitude of particles: the positron (1932), the
muon (1937), the pion (1947), the antiproton (1955) and the neutrino (1956). These discoveries
settled the foundation for modern elementary particle physics. A huge development step was
initiated with the construction of subatomic particle colliders, providing the unique possibility
to investigate the proton structure, and the production and study of short-lived particles under
laboratory conditions. The rapidly increasing centre of mass energies initiated a new era of
particle physics with the development of the Standard Model – one of the great achievements
of science within the last decades. According to the Standard Model, matter consists of two
types of fermions (spin 1/2-particles): leptons and quarks. A second component is given by the
bosons (spin 1 particles), which mediate the strong, weak and electromagnetic force. A third
necessary component of the Standard Model, the Higgs mechanism, could not yet be verified. It
is expected to be responsible for the electroweak symmetry breaking, resulting in the separation
of the weak and the electromagnetic force and gives the particles their mass. A large variety of
alternative and complementary theories exist, such as supersymmetry, models involving extra
dimensions, or other extensions of the Standard Model. It is hence one of todays main object-
ives in the field of particle physics to discover the Standard Model Higgs particle, or particles
predicted by alternative theories, if they exist. The chances for such discoveries are good, since
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the Large Hadron Collider (LHC) at CERN1, operating since the end of 2009, is designed to
reach an unprecedented centre of mass energy of up to 14 TeV, covering the expected mass
of the Standard Model Higgs boson and several supersymmetric particles. However, the mea-
surement precision of a hadron collider is fundamentally limited due to the substructure of the
colliding objects, consisting of quarks and gluons. It is experimentally impossible to identify
the momentum of the quarks or gluons participating in the interaction, hence it is difficult to
precisely determine and control the initial state of the particle collision.
In case of an electron-positron accelerator, the situation is different due to the elementary
nature of the colliding objects. One major advantage compared to a hadron collider is the
well defined centre of mass energy, easily controlled by the energy of the particle beams. Ad-
ditionally, precise measurements of the particle spin are possible due to the ability to provide
polarised electron and positron beams. The logical successor of the LHC will therefore most
probably be an electron-positron collider reaching a higher centre of mass energy compared
to previous lepton colliders. Even though the requirements on the detector system are less
stringent in terms of radiation hardness or rate capability, with respect to the LHC, the aimed
measurement precision requires the development of completely new detector technologies and
analysis methods.
In order to achieve the envisaged jet-energy resolution of 3−4 %, necessary for the separation
of the hadronically decaying W- and Z-bosons, new concepts for the energy measurement have
to be found. The particle flow method is a promising approach which attempts to combine the
information of the tracking system and the calorimeters to reconstruct the full event topology.
To make this method work efficiently, a highly granular calorimetric system is one of the key
requirements. It is the aim of the CALICE2 collaboration to develop calorimeter prototypes that
are designed to match the requirements for a future electron-positron collider. Complementary
concepts are pursued differing in the used detection mechanism and in the readout technology.
This work is concerned with the development of the analogue hadronic calorimeter (AHCAL)
prototype [3]. It has a sampling structure made of steel absorber plates, interleaved with plastic
scintillator layers, structured into small tiles. A silicon photomultiplier is incorporated into each
scintillator tile to measure the light produced. The main advantages of these devices are a high
gain O(106), compactness O(1 mm2) and the insensitivity to magnetic fields, making them a
perfect choice for the AHCAL. In the first prototype version of the AHCAL roughly 8000 SiPMs,
produced by MEPhI/Pulsar, are used. They belong to an early generation of these devices,
featuring a relatively low photon detection efficiency (PDE) in the blue spectral region. For this
reason, it was necessary to incorporate a wavelength shifting fibre into each tile which converts
the blue light produced in the scintillator tile into green light and guides it to the SiPM where
it is measured. New, blue sensitive SiPMs may however facilitate a direct measurement of the
scintillation light, thus reducing the complexity and the cost of the detector assembly.
The number of potential SiPM applications has increased during the last years and the mul-
titude of SiPM producing companies and institutes has lead to a steadily growing variety of
different detectors. For an objective comparison, the characteristic properties need to be de-
termined. The reference data provided by the manufacturers often don’t contain the required
information, or the provided characteristics have been determined using different experimental
techniques and are therefore not comparable. In order to develop accurate calibration schemes
for SiPMs, a comprehensive understanding of their properties is required. However, the com-
plex interplay between the various effects in a SiPM makes the realisation of this goal difficult.
1European Organisation for Nuclear Research.
2Calorimetry for the next linear collider experiment.
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In order to select the devices best suited for following prototype generations, and in order
to disentangle and quantify the individual SiPM effects, it is necessary to establish test en-
vironment facilitating a broad range of characterisation measurements. Within the scope of
this thesis, such as test environment was developed, comprising a variety of different charac-
terisation measurements and analysis methods. A multitude of different SiPM devices were
successfully characterised, providing valuable information about the utility for certain fields of
application. Results of this work have been published in a scientific journal [4].
In this work, particular attention is payed to a special application of SiPMs – the positron
emission tomography (PET). The PET technique has become an inevitable tool in the modern
diagnosis of cancer due to its ability of visualising the functional processes in a human body. In a
traditional PET detector, classical photomultiplier tubes are coupled to inorganic crystals in or-
der to facilitate a detection of the two back-to-back gamma rays emitted in the annihilation pro-
cess of a positron. These PMTs may however be replaced in the future by SiPM detectors due to
their superior characteristics such as a more compact design, facilitating a higher granularity of
the detectors and thus an improved spatial resolution, and their insensitivity to magnetic fields.
The latter is a key requirement for a combined application of PET with the method of magnetic
resonance imaging. A small-scale prototype of a PET detector was developed and constructed
using SiPMs to readout miniaturised arrays of scintillating crystals. The prototype consists of
two opposing detector modules which are rotated around the detector field of view in order to
mimic a completely equipped detector ring. First results are presented concerning a basic char-
acterisation of the system, including measurements of the energy, time and spatial resolution.
Monte Carlo simulation is an essential tool in the development and operation of particle de-
tectors in high energy physics experiments and imaging detectors in the field of nuclear medicine.
For a predictive simulation, the software must correctly implement the relevant physical pro-
cesses and constants. An aspect of this thesis is therefore dedicated to the ionisation quenching
effect in the polystyrene based scintillator tiles of the AHCAL, and its implementation in a
calorimeter simulation based on Geant4 [5, 6]. A non-linear dependence between the energy
deposition of a particle and the resulting scintillation light is observed for most organic scin-
tillators. A variety of empirical models was developed to describe this effect. A common one
is Birks’ law [7], in which the effect of ionisation quenching is described by a high density of
excited and ionised molecules along the particles track. Birks’ formula contains a parameter
– Birks’ coefficient kB – which is material specific and has to be determined experimentally.
Since no kB-measurement of the AHCAL scintillator was carried out until this study, the kB
was assumed to be equivalent to the one measured for an other polystyrene based scintillator
(SCSN-38, produced by KURARAY), which was used in the hadronic calorimeter of the ZEUS
experiment at the formerly HERA3 accelerator. In the present work, kB was measured for
the AHCAL scintillator using a setup developed at the Max-Planck-Institut fu¨r Kernphysik in
Heidelberg and a significantly different value was found. Further it was found that the current
implementation of Birks’ law in the Geant4 simulation package predicts imprecise values for
the visible energy deposition of a particle when the specific energy loss, dE/dx, is changing
rapidly during a simulation step, e.g. at low energies. For this reason, an improved simula-
tion method was developed, taking into account the energy dependence of the specific energy
loss. This allows to calculate the visible energy with higher precision compared to the stand-
ard method. Electromagnetic and hadronic particle showers have been simulated in order to
study the impact of the measured kB and the improved calculation method on the calorimeter
response.
3Hadron-Electron Ring Accelerator.
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1.1 Imaging Detectors with Silicon Photomultipliers
1.1.1 Analogue Hadronic Calorimeter
There is a steady development of particle detection systems ongoing in order to meet the increas-
ing demands of future experiments in high energy physics. The ambitious physics programme
of future particle accelerators, such as the proposed International Linear Collider (ILC), is
challenging since the final states of many interesting physics processes to be studied are char-
acterised by large multiplicities of highly energetic particle jets, or missing transverse energy
induced by neutrinos or – if existent – the lightest supersymmetric particles. One of the main
considerations for the detector development is the efficient separation of the hadronic decays:
Z → qq and W → qq, via reconstruction of their invariant mass. For a good separation, the
di-jet invariant mass resolution should be of the same size as the natural width of the decay-
ing particle which translates into a minimum jet energy resolution of σE/E = 3 − 4 %. This
corresponds to: σE/E = 30 %/
√
E[GeV ], for the typical jet energies of ∼ 100 GeV expected at
the ILC. This level of precision cannot be fulfilled with the available detector technology which
was developed for accelerators such as the Large Electron Positron Collider (LEP), achieving
a jet energy resolution inferior by a factor of about two: σE/E ∼ 65 %/
√
E[GeV ] [8, 9].
A new approach which has a high potential to meet the requirements of the physics case
of the ILC is the particle flow algorithm (PFA). The fundamental idea states that the energy
of each particle created in the collision should be measured with the detector best suited for
it. This approach is motivated by the average energy decomposition of a jet, which is made
up primarily of charged particles (62 %), photons (27 %), neutral hadrons (10 %) and a small
amount of neutrinos (1 %). The major component of the charged particles in a jet are hadrons.
In the traditional approach, hence approximately 72 % of the jet energy is measured with the
precision of the combined hadronic and electromagnetic calorimeters, which have an inferior
resolution compared to the tracking detector. If on the other hand, the track of each particle in
a jet can be identified and separated from other tracks, the energy can be reconstructed with
much higher precision since the inferior calorimeter resolution applies only for the relatively
small amount of neutral particles in the jet.
The particle flow method has already been successfully used at ALEPH, and other experi-
ments. However, the achievable performance of this concept depends essentially on the particle
detector design and has important implications on the calorimetric system. In the traditional
approach, calorimeters are devices primarily used to measure the energy of particles or jets,
hence the emphasis is mainly put on the energy resolution of the device, whereas only a reduced
position resolution is provided. In order to make the particle flow approach most effective, it
is necessary to follow the path of each particle through the complete detector, including the
calorimeters. In this way, the individual shower fragments can be assigned to the corresponding
particles, and thus, a double counting of energy is avoided. To reach this goal, the concept of
calorimetry has to be extended by the precise spatial information of each individual energy de-
position. These properties are met by a new type of detector, denoted ‘Imaging Calorimeter’,
in which the active material is highly segmented in both, lateral and longitudinal direction,
providing unprecedented spatial resolution.
The analogue hadronic calorimeter (AHCAL) is one of the prototypes built by the CALICE
collaboration which develops imaging calorimeters for the next linear collider. It has a sampling
structure consisting of alternating layers of absorber material (steel) and active material con-
sisting of plastic scintillator, segmented into small tiles of the size 3 × 3 × 0.5 cm3. The high
channel density of this prototype requires the complete integration of the light sensitive de-
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tector and the readout electronics into the calorimeter. In the AHCAL this is achieved by
embedding a special photodiode, a so called silicon photomultiplier (SiPM), into each scintil-
lator tile. The scintillation light is collected and guided to the SiPM by a wavelength shifting
fibre, inserted into a grove on each tile. A picture of a scintillating tile and the SiPM, used
in the AHCAL physical prototype is shown in Figure 1.1. This light readout concept is differ-
ent to the traditional one, where the scintillation light is guided with long fibres to a distant
photodetector.
Figure 1.1 – Scintillating tile (3×3×0.5 cm3) of the AHCAL physical prototype. A wavelength
shifting fibre is inserted into the tile, shifting the scintillation light from blue to green and guiding
it to the 1× 1 mm2 active area of the SiPM.
In the new concept, the photodetector must have three important characteristics: Firstly, it
must be very compact O(1 mm2) in order to allow embedding it into each scintillator tile without
reducing the active detector volume, and secondly, it must be operational in a strong magnetic
field since the detector concepts for the next electron-positron colliders foresee the hadronic
calorimeter to be placed inside of a magnetic coil. Additionally, the small size and the individual
readout of each tile requires the photodetector to feature an internal amplification mechanism
in order to generate the needed sensitivity to very small amounts of scintillation light; O(15)
photons per minimum ionising particle. The constrains on the size of the photodetector and
the required magnetic field insensitivity ruled out classical photomultiplier tubes as possible
candidates. On the other hand, these requirements are met by most of the silicon based
photodetectors. However, traditional PIN photodiodes could – despite their reliability – not
be used because of the missing photocurrent amplification, and the undesired nuclear counter
effect, giving rise to a large signal when the sensor is hit directly by ionising particles. Avalanche
photodiodes, as used for example in the CMS electromagnetic calorimeter [10], reveal a much
smaller nuclear counter effect, however, the typical amplification of these devices O(100) is
insufficient for the detection of the small light signals produced in the scintillating tiles of the
AHCAL. The SiPM is hence one of the ultimate keys for the construction of scintillator based
imaging calorimeters.
5
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1.1.2 Detectors for Positron Emission Tomography
The capability of radiation and particle detection enables a variety of different applications.
Nowadays, particle detectors are not used for scientific purposes only, but they have found
a wide application in the medical field. A method which has become a powerful tool in the
modern diagnosis of cancer is the positron emission tomography (PET), a non-invasive imaging
technique, facilitating the visualisation of cancer cells in a living organism.
The basic working principle of the PET method is as follows: a β+ emitter is incorporated
into a biologically active molecule – for example glucose – and injected into the blood circulation
of the patient, where it is transported mainly to tissues with an increased metabolic activity.
The patient is then placed in the centre of the PET detector, consisting of a large number
of inorganic scintillator crystals which are coupled to photodetectors, and arranged in a ring
like geometry. The annihilation of the emitted positrons produces two back-to-back gamma
rays, each with an energy of 511 keV. These photons are detected as coincidence events in the
detector and allow to reconstruct a three dimensional image of the metabolic activity. A more
detailed description of the PET principle is given in chapter 5.
Most of nowadays PET detectors use classical photomultiplier tubes for the detection of
the scintillation light. However, the unique properties of modern SiPM detectors such as
compactness, blue light sensitivity, fast timing properties and immunity against magnetic fields
make them very promising candidates for this type of imaging detector.
The switch from classical photomultiplier tubes to SiPMs is motivated by the future goals in
the PET detector development. The spatial resolution of PET detectors can be improved by
increasing the detector granularity and measuring the scintillation light of each crystal separ-
ately. For the realisation of this concept, very compact photodetectors are required which can
be easily achieved with SiPMs. An other important field of development is the improvement
of the detector sensitivity, such that the same image quality can be achieved with a smaller
amount of measured data, hence facilitating a reduction of the radiation exposure of the pa-
tient. The detector aspects which are important for an improved detector sensitivity are the
obtainable energy and timing resolution of the crystal-photodetector system, facilitating an
efficient removal of the Compton background and random coincidences. A fast time resolution
is also crucial for the time-of-flight (TOF) approach, where the reconstruction efficiency is im-
proved by constraining the annihilation point of the positron to a limited region, by measuring
the photon arrival times. A coincidence time resolution of around ∼ 200 ps – a realistic goal
with todays fast scintillation crystals and SiPMs – improves the image signal-to-noise ratio
significantly and facilitates a faster image generation such that the required radiation dose is
reduced.
An other large field of developments are hybridised applications in which the PET func-
tionality is complemented with other medical imaging techniques. Advantages in the cancer
diagnosis are expected from the combination of PET with magnetic resonance imaging (MRI).
While PET is a useful tool to produce images of functional processes in a living organism,
the MRI technique provides precise structural information. In order to facilitate simultaneous
PET/MRI scans, it is necessary to implement the PET detector into an MRI detector. This
induces major constraints on the compactness of the PET detector and the readout electronics,
but even more important is that all detector components must be insensitive to the strong
magnetic fields present in an MRI detector. This rules out classical photomultiplier tubes for
such an application.
A large european project was initiated with the goal to implement a miniaturised TOF-PET
detector into an ultrasound assisted biopsy endoscopic probe [11]. The proximity of the probe
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to the affected tissue will increase the probability for detection of smaller functionally marked
structures, and hence be helpful in the early diagnosis of pancreatic and prostatic cancers. The
small geometrical acceptance of the detector, as well as the requirement of a in situ image
generation make the TOF principle an essential requirement for this concept.
In summary, the requirements to the photodetectors in future PET devices are: compactness,
high efficiency in the blue (400 nm) wavelength region, insensitivity to magnetic fields, and
very good timing properties. Therefore, SiPMs are promising candidates for future detectors
in nuclear medicine.
(a) Scintillating crystal. (b) Detector module.
Figure 1.2 – In figure (a), a small 3 × 3 × 15 mm3 LFS scintillating crystal is shown, used for
the gamma ray detection in the small PET test device described in chapter 5. Figure (b) shows a
picture of the empty aluminium matrix, which can be filled with in total 16 scintillating crystals
(shown on the left). The scintillation light is detected by four photosensor arrays (one is shown
in the figure), each consisting of 2× 2 individual SiPMs.
In order to verify the above assumptions and to demonstrate the potential of a highly gran-
ular scintillating detector layout with fast and efficient silicon photomultiplier readout, within
this thesis a small-scale PET prototype was developed and constructed. Two detector com-
ponents of this prototype are shown in Figure 1.2, revealing the high degree of miniaturisation
achievable with SiPM photodetectors; Figure 1.2(a) shows one of used scintillator crystals of the
dimensions 3× 3× 15 mm, whereas Figure 1.2(b) presents one of the developed detector mod-
ules used to precisely couple the scintillating crystals to the active area of the SiPM detector
arrays. Two of these detector modules are rotated around the field of view, thus emulating a
full detector ring. The flexible design of the prototype facilitates an estimation of the spatial
resolution and its dependence on the specific detector configuration; e.g. for different numbers
of readout channels or different angles between the detector modules. However, it also provides
and environment close to a real PET application, which enables tests of potential readout elec-
tronics. The construction and commissioning of the small-scale PET prototype and some first
measurement results are presented in chapter 5.
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1.2 Calorimetry
Traditionally, the science of calorimetry describes the measurement of heat, produced in a
chemical or physical reaction [12]. The definition of calorimetry in particle physics is the
measurement of the energy of particles. The complete stopping of a particle requires, even
with very dense absorbers, large amounts of material. Calorimeters in high energy physics
experiments are therefore usually huge devices. The energy carried by the particle is very small
in the thermodynamical sense, and heat generated by the absorption is distributed over a large
volume, which has the consequence of an immeasurable small temperature increase. Hence
an alternative way has to be found for the energy determination. This is usually achieved by
measuring only a small fraction of the total energy, converted into an other form of energy, such
as scintillation light created by excitation of the material, or the electrical charge produced by
ionisation of the medium.
Although, the determination of the jet4 energy remains an important purpose of calorimeters
in high energy physics, todays state of the art devices provide more than just a measurement of
energy. Imaging calorimeters facilitate, due to the high granularity, a precise spatial information
of the individual energy depositions [3]. In contrast, the alternative concept of dual readout
calorimeters allows for the separation of electromagnetic and hadronic jet components [13].
According to the diversity of high energy physics experiments, al large variety of calorimet-
ers and measurement technologies exist. Nevertheless, the common feature of all devices is the
generation of a signal which is proportional to the energy of the particle. This requires the
total energy to be deposited via interactions with the detector material. The following sec-
tions provide an overview over the fundamental particle interactions with matter and detection
principles which are relevant for high energy physics calorimetry.
1.2.1 Interaction of Particles and Radiation with Matter
Ionisation and Excitation of heavy particles
A charged particle can ionise or excite the atoms or molecules of the traversed medium by
Coulomb interactions or direct collisions with the atomic electrons. For particles which are
much heavier than electrons (m me), the average energy loss due to excitation and ionisation
– in the following denoted collisional energy loss – of the medium can be described by the Bethe-
Bloch equation [14]:
−1
ρ
〈
dE
dx
〉
coll
= 4piNAr2e mec
2z2
1
β2
Z
A
[
ln
(
2mec2 γ2β2 Tmax
I2
− β2 − δ/2
)]
. (1.1)
The following symbols are used:
z — Charge of the incident particle in units of the elementary charge.
ρ, Z, A — Density, atomic number and mass number of the absorbing material.
Na — Avogadro number.
re, me — Classical electron radius and electron mass.
β — Particle speed in units of the speed of light c.
γ — Lorentz factor.
Tmax — Maximum energy, transferable to an electron in a single collision.
I — Average excitation energy of the material.
4A jet is a narrow cone of particles originating from the hadronisation of quarks or gluons.
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δ — The density effect correction describes the reduction of the dE/dx which is
caused by the polarisation of the traversing medium for high energies.
Figure 1.3 shows the average specific energy loss of muons in copper as a function of the velocity
and momentum. Equation 1.1 is valid in the approximate velocity range 0.1 . βγ . 1000,
indicated in Figure 1.3. At higher velocities, additional processes such as radiative energy loss
become important.
Ionisation and Excitation of Electrons and Positrons
It should be emphasised that Equation 1.1 is not valid for electrons or positrons, since the
identical masses, and the indistinguishability of the colliding objects in case of electrons, requires
an individual approach. The collision stopping power of electrons and positrons can be described
with the Berger-Seltzer equation [15, 16]:
−1
ρ
〈
dE
dx
〉
coll
= 2piNAr2e mec
2 1
β2
Z
A
D(E), (1.2)
with
D(E) = D0(E)− 2 ln(I/mc2)− δ
and
D0(E) =

ln[γ2(γ + 2)/2] + [1 + γ2/8− (2γ + 1) ln2]/(γ + 1)2, for electrons
ln[γ2(γ + 2)/2] + 2 ln2− (β2/12)[23 + 14/(γ + 2)
+10/(γ + 2)2 + 4/(γ + 2)3], for positrons.
The same variable symbols as above are used.
Fluctuations
Equation 1.1 and Equation 1.2 only describe the average energy loss rate due to ionisation
and excitation. However, the actual values of the energy loss are subject to large fluctuations
giving rise to an asymmetric energy loss spectrum [14]. Depending on the thickness of the
absorbing layers, a more or less pronounced asymmetric tail to high energy depositions is
observed. This effect is caused by rare collisions with the atomic electrons in which large energies
are transferred. In case of very thin layers, e.g. the active layers of a sampling calorimeter, these
fluctuations are well described by a Landau distribution, which approaches – but never actually
reaches – a Gaussian distribution for thick absorbers.
Bremsstrahlung
Fast charged particles which traverse a medium, in addition to the ionisation energy loss, lose
energy by interactions with the Coulomb field of the nuclei. When the particles are deflected
in the field, a fraction of their energy is lost due to the radiation of photons. The following
formula can be used to approximately describe the energy loss due to bremsstrahlung – in the
9
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Fig. 27.1: Stopping power (= 〈−dE/dx〉) for positive muons in copper as a
function of βγ = p/Mc over nine orders of magnitude in momentum (12 orders of
magnitude in kinetic energy). Solid curves indicate the total stopping power. Data
below the break at βγ ≈ 0.1 are taken from ICRU 49 [4], and data at higher
energies are from Ref. 5. Vertical bands indicate boundaries between different
approximations discussed in the text. The short dotted lines labeled “µ− ” illustrate
the “Barkas effect,” the dependence of stopping power on projectile charge at very
low energies [6].
27.2.2. Stopping power at intermediate energies :
The mean rate of energy loss by moderately relativistic charged heavy particles,
M1/δx, is well-described by the “Bethe” equation,
−
〈
dE
dx
〉
= Kz2
Z
A
1
β2
[
1
2
ln
2mec2β2γ2Tmax
I2
− β2 − δ(βγ)
2
]
. (27.3)
It describes the mean rate of energy loss in the region 0.1 <∼ βγ <∼ 1000 for
intermediate-Z materials with an accuracy of a few %. At the lower limit the
projectile velocity becomes comparable to atomic electron “velocities” (Sec. 27.2.3),
and at the upper limit radiative effects begin to be important (Sec. 27.6). Both
limits are Z dependent. Here Tmax is the maximum kinetic energy which can be
imparted to a free electron in a single collision, and the other variables are defined
July 30, 2010 14:36
Figure 1.3 – Average specific energy loss, h e denoted ‘stopping power’, of a µ+ in copper. The
figure has been taken from Ref. [14]
following denoted radiative energy loss – for high energies [17]:
−1
ρ
〈
dE
dx
〉
rad
= 4αNA
Z2
A
z2
(
1
4pi0
· e
2
mc2
)
E · ln
(
183
Z1/3
)
, (1.3)
where in addition to Equation 1.1, the following symbols are used:
α — Sommerfeld fine-structure constant.
m, E — Mass and kinetic energy of the incident particle.
Equation 1.3 reveals two imp rtant features f he radia ive energy loss which differ strongly
from the energy loss due to ionisation and excitation. Firstly, it is proportional to the energy
E of the projectile particle and secondly it scales with the inverse square of the particles mass
m. The radiative stopping power, hence plays an important role for light particles such as
electrons or positrons.
A commonly used variable in high energy physics calorimetry is the radiation length X0
which describes the distance in a given material at which point a highly energetic electron has
lost the fraction 1/e of its initial energy due to the emission of Bremsstrahlung. The radiation
length is defined by the following equation:
−1
ρ
〈
dE
dx
〉
rad
=
E
X0
. (1.4)
Using Equation 1.3, the following expression for the radiation length can be derived:
X0 =
A
4αNAZ2 r2e ln(183Z−1/3)
[ g
cm2
]
. (1.5)
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An other often used quantity is the critical energy Ec. A commonly used definition5 is
the energy, at which the collisional energy loss rate equals the radiative energy loss rate for
electrons [14]. 〈
dE
dx
(Ec)
〉
coll
=
〈
dE
dx
(Ec)
〉
rad
(1.6)
For the heavy elements used for the absorbing materials in calorimeters, the critical energy can
be approximated by the following equation [17]:
Ec ∼ 550
Z
[MeV] (1.7)
Values of the radiation length and the critical energy for a variety of absorber materials used
in calorimetry are summarised in Table 1.1.
Pair Production and Photo-nuclear Interactions
For heavy particles and high energies there are two additional energy loss processes to be
considered [17, 19]. Electron-positron pairs can be produced in the Coulomb field of the nucleus,
involving a virtual photon. An other process describes the energy loss, caused by the direct
interaction of virtual photons with the nucleus. Both processes reveal, in the same way as the
radiative stopping power, a proportionality to the kinetic energy. In Figure 1.4, the individual
contributions to the energy loss of a muon in iron are shown. It can be seen that the effect of
pair production, for high energy muons, has a larger impact compared to the energy loss due
to Bremsstrahlung.
Figure 1.4 – Contributions to the sum (s) of the individual energy loss processes of muons in
iron: ionisation and excitation (i), Bremsstrahlung (b), pair production (p) and photo-nuclear
interactions (n). The figure has been reprinted from Ref. [19].
5An other definition of Ec, sometimes referred to is based on the energy loss per radiation length X0, instead
on the energy loss rate. The differences between both definitions ranges between 15− 35 % [14, 18].
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Photon Interactions
The detection mechanism of photons differs from other electromagnetic interacting particles.
Photons have no electric charge which has the consequence that they do not interact with the
Coulomb field of the atomic nucleus or the atomic electrons. For this reason, photons do not
directly leave a measurable signal (e.g. ionisation) in a detector. The energy is transferred to
charged particles via the Photoelectric effect, Compton Scattering or Pair-production, followed
by the energy loss of the charged particles via ionisation and excitation generating a measur-
able detector signal. The variations in the energy transfer process are large: in case of the
photoelectric effect and pair production, the incident photon deposits its total energy whereas
only a small fraction of the energy may be deposited by the Compton effect. Therefore it is not
useful to describe the energy loss in the same way as it was done for charged particles. Instead,
the statistical entity of a beam of photons of a given intensity I is considered to describe the
absorption and scattering of photons in matter (Beer-Lambert law):
I = I0 e−αx, (1.8)
where I0 is the starting intensity and x is the material thickness. The absorption coefficient
α is a material and photon energy dependent quantity and can be calculated from the cross
sections per atom σi of the individual photon interaction processes:
α =
NA
A
∑
i
σi. (1.9)
In the following section, the dominant photon interactions with matter are summarised.
Photoelectric effect
For the photoelectric effect, the incident photon energy is completely absorbed by an atom,
accompanied by the emission of a (photo-)electron. Since energy-momentum conservation has
to be fulfilled, the atomic nucleus must be involved in the interaction. For this reason, the
photoelectric absorption is most probable for the electrons in the innermost K-shell of the
atom. As a consequence of the excitation from an inner atomic shell, secondary effects take
place in combination with the photoelectric absorption. The refill of an empty state in an inner
atomic shell with an electron from an upper atomic shell may cause the emission of a gamma
ray with a characteristic energy (according to the shell transition). If the transition energy is
large enough, it can also be used to free a second electron from the same atom (Auger effect).
The photoelectric cross section is highest for small photon energies and falls rapidly for
increasing energies. Further, a strong dependence on the atomic number Z is observed experi-
mentally:
σphoto ∝ Z
n
E3
, (1.10)
where n = 4 − 5, depending on the photon energy. This strong Z dependence indicates, that
more than a single atomic electron is involved in the interaction. Figure 1.5 shows the total
photon cross section as a function of the energy in lead (Z = 82). At distinct positions –
close to the absorption edges of the atomic shells – characteristic steps are superimposed to the
general ∼ E−3 dependence of the photoelectric cross section.
The photoelectric effect forms the basis for almost all photo-detection systems, since the
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produced photoelectron carries a large fraction of the initial photon energy. This enables a
successful detection and a measurement of the photon energy. For this reason, the photoelectric
effect and its implications on the detection mechanism, are discussed in detail in chapter 3.
Compton scattering
The Compton effect describes the scattering of a photon off a quasi-free atomic electron. A
variable fraction of the photon energy and momentum is transferred to the electron in this
process. From simple considerations of the process kinematics and energy and momentum
conservation, a formula for the energy of the scattered electron (Compton electron), can be
derived:
Ee− = Eγ
 (1− cos θ)
1 +  (1− cos θ) , (1.11)
where Eγ is the incident photon energy,  is the photon energy in units of the electron rest
energy ( = Eγ/mec2), and θ is the scattering angle of the photon. The highest Compton
electron energy is reached in case of backscattering (θ = pi) of the incident photon.
For high energies, the Compton effect cross section shows a much less steep energy dependence
σCompton ∼ ln 

(1.12)
compared to the photoelectric absorption. It is dominating at intermediate photon energies
ranging from several hundreds of keV up to several MeV (lead). However, the cross section
decreases with further increasing energies (cf. Figure 1.5) and it starts to be dominated by the
pair production process which is dominating at higher energies.
Pair production
The effect of pair production describes the production of an electron-positron pair in the pres-
ence of a Coulomb field, generated by an atomic nucleus or an electron. The incident photon
must at least carry an energy which equals the rest mass of the electron-positron pair, plus the
energy which is carried away by the recoil nucleus/electron, required for energy momentum con-
servation. In case of the dominant pair production in a nuclear Coulomb field, the recoil energy
of the nucleus can be neglected, giving rise for the effective threshold of ∼ 2mec2 = 1022 keV. In
the less probable case of an electron recoil particle, twice the energy is required, which explains
the higher threshold shown in Figure 1.5.
For high energies (Eγ  mec2), the cross section asymptotically reaches a constant plateau
value which is described by the following equation:
σpair =
7
9
4α r2eZ
2 ln
(
183
Z1/3
)
(1.13)
=
7
9
A
Na
1
X0
(1.14)
The equation in the second row can be derived, using the definition of the radiation length X0
given in Equation 1.5.
In Figure 1.6, the dominant regions of the individual photon interactions are shown as a
function of the atomic number Z and the photon energy. At low energies and for high Z
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materials, the photoelectric absorption is the most probable process to occur. At high energies
(several MeV), the pair production becomes the dominant process. At intermediate energies,
the Compton process has the highest probability.
Further Photon Interactions
In addition to the mentioned three processes, which dominate the total cross section, photons
interact by a couple of additional processes. In case of photo-nuclear interactions, the photon
interacts with the nucleus, creating an excited state, like the giant dipole resonance (cf. Fig-
ure 1.5). This process however, only plays a role in a strictly limited energy range and its
contribution to the total cross section can in most cases be neglected. An other process, de-
noted Rayleigh scattering describes the coherent scattering of photons on the atomic electrons.
This process has a high cross section at low photon energies, However, since there is no energy
exchanged between the photon and the electron, this process does not contribute to the energy
loss. It only causes a deflection of the incoming photons.
Visible Light Absorption
Visible light in the wavelength range from 400 − 700 nm corresponds to photon energies from
roughly 1 to 3 eV. Hence the photoelectric effect is by far the most dominant process for visible
light, except for very light elements (cf. Figure 1.6). For the development of photodetectors the
absorption characteristics of visible light is of great importance, as discussed in chapter 3. In
Figure 1.7 the light absorption length in silicon is shown as a function of the photon wavelength.
The absorption length differs strongly for different wavelength; red and infrared light may
penetrate deeply into the silicon, whereas blue and ultraviolet photons are absorbed with a
high probability within a fraction of a µm. This is one of the challenges in the development of
silicon light detectors which are sensitive in blue or ultraviolet light.
Electromagnetic Particle Showers
If a multi GeV electron, positron, or photon enters a block of absorbing material – for example a
calorimeter – it produces a cascade of secondary particles. This process is schematically shown
in Figure 1.8. At high energies, i.e. when the particle energy is much larger than the critical
energy Ec of the material, bremsstrahlung is the dominant interaction processes of charged
particles. The probability for the emission of a photon after traversing a certain absorber
thickness x can be described by P ∼ exp(−x/X0), where X0 is the radiation length of the
material.
A single high energy electron can radiate a large number of photons before it is slowed
down and deposits its remaining energy via ionisation and excitation in the material. Some
of the radiated photons are created with a relatively small energy and therefore create low
energy electrons via Compton scattering and photoelectric absorption, which in turn loose
their energy via ionisation. However, the fraction of photons radiated with high energy will
produce additional electrons and positrons in the pair production process which in turn may
create additional bremsstrahlung photons so that the multiplication mechanism starts over
again. The number of particles in the shower at a given position x can hence be approximately
described by N(t) = 2t, where t = x/X0 corresponds to the number of radiation lengths
traversed. If it is assumed that the total energy E0 is distributed equally among the shower
particles, the average particle energy at a certain development stage of the shower is given
by: E(t) = E0/2t. The number of particles increases until it reaches its maximum at a given
14
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Figure 27.14: Photon total cross sections as a function of energy in carbon
and lead, showing the contributions of different processes:
σp.e. = Atomic photoelectric effect (electron ejection, photon absorp-
tion)
σRayleigh = Rayleigh (coherent) scattering–atom neither ionized nor excited
σCompton = Incoherent scattering (Compton scattering off an electron)
κnuc = Pair production, nuclear field
κe = Pair production, electron field
σg.d.r. = Photonuclear interactions, most notably the Giant Dipole
Resonance [48]. In these interactions, the target nucleus is
broken up.
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Fi re 1.5 – Photon cross section per atom as a function of the phot n ergy in lead. At
distinct position – close to the absorption edges – characteristic steps are superimposed to the
general ∼ E−3 dependence of the photoelectric cross section. The following notation is used:
σp.e. - photoelectric cross section, κnuc - pair production in the nuclear Coulomb field, κe - pair
production in the Coulomb field of the atomic electrons, σg.d.r.: photo-nuclear effect (giant dipole
resonance). Figure taken from Ref. [14].
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Fig. 1.19. Ranges in which the photoelectric effect, Compton effect and pair
production dominate as a function of the photon energy and the target charge
number Z [14, 50, 53].
1.3 Strong interactions of hadrons
Apart from the electromagnetic interactions of charged particles strong
interactions may also play a roˆle for particle detection. In the following
we will sketch the strong interactions of hadrons.
In this case, we are dealing mostly with inelastic processes, where
secondary strongly interacting particles are produced in the collision. The
total cross section for proton–proton scattering can be approximated by
a constant value of 50mb (1mb = 10−27 cm2) for energies ranging from
2GeV to 100TeV. Both the elastic and inelastic part of the cross section
show a rather strong energy dependence at low energies [12, 63],
σtotal = σelastic + σinel . (1.121)
The specific quantity that characterises the inelastic processes is the aver-
age interaction length λI, which describes the absorption of hadrons in
matter according to
N = N0 e−x/λI . (1.122)
The value of λI can be calculated from the inelastic part of the hadronic
cross section as follows:
λI =
A
NA · # · σinel . (1.123)
If A is given in g/mol, NA in mol−1, # in g/cm3 and the cross section in
cm2, then λI has the unit cm. The area density corresponding to λI {cm}
Figure 1.6 – Dominant regions of the photoelectric effect, the Compton effect and the pair
produ n, as a function of the photo energy and the atomic number Z of the absorbin
material. The drawn lines indicate the gamma energies and Z values for which the cross sections
of the photoelectric effect or pair production equal the cross section of Compton scattering.
Reprinted from Ref. [20].
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Figure 1.7 – Photon absorption length 1/α in silicon at room temperature as a function of the
wavelength. Red and infrared light can penetrate several tens of microns into the silicon, whereas
blue and ultraviolet light is absorbed with a high probability within a fraction of a micrometer.
Calculated using the parameterisation given in Ref. [21].
Figure 1.8 – Schematic view of an electromagnetic cascade. The incoming highly energetic
photon creates an electron positron pair, which in turn creates a shower of secondary particles
via the processes of bremsstrahlung and pair production. The created charged particles deposite
parts of their energy via excitation and ionisation of the absorber material.
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thickness tmax = ln(E0/Ec)/ln 2, where the average particle energy is equal to the critical
energy and hence, bremsstrahlung loses its dominant role. This relation shows that calorimeters
can cover a very large energy range since the longitudinal extension of the particle shower scales
logarithmically with the primary energy. On average 98 % of the the shower energy is contained
in a calorimeter of the length L = 2.5 · tmax ·X0.
The lateral development of electromagnetic particle showers is mainly caused by multiple
scattering of the electrons and positrons. Additional lateral spread is caused at low energies by
the process of photoelectric absorption and Compton scattering, since the resulting electrons
may be created with a large angle to the shower axis. A useful quantity for the description
of the lateral shower development is the Molie`re radius ρM, which denotes the radius around
the shower axis in which on average 90 % of the energy is contained. The Molie`re radius for a
certain material can be calculated by the following equation [17]:
ρM = 21
X0
Ec [MeV]
. (1.15)
Table 1.1 lists values of the Molie`re radius for a some materials commonly used in calorimetry.
1.2.2 Strong Particle Interactions
Charged hadrons may deposit energy due to the electromagnetic interactions described above,
but these particles do also interact via the strong force. A huge diversity of possible interactions
exists, such as inelastic collisions with the nuclei of the absorbing material in which the primary
particle may disappear and completely different strong interacting particles may by produced.
The large variety of possible strong interactions makes the predictions of nuclear interactions
complicated. It is hence a common method to describe the probability for strong interactions
in a statistical way, using an approach which is similar to the one applied for the description
of photon interactions (cf. Equation 1.8 and Equation 1.9). The following formula describes
the number of hadrons N which didn’t take part in a nuclear interaction as a function of the
traversed material thickness x:
N = N0e−x/λint , (1.16)
where λint is the nuclear interaction length. It describes the average distance a strongly interac-
tion particle has to travel in a certain material before it will participate in a nuclear interaction.
The nuclear interaction length is inversely proportional to the total cross section6 for nuclear
interactions:
λint =
A
NA σtotal
∝ A1/3. (1.17)
The right side of Equation 1.17 is derived, assuming that the total cross section is propor-
tional to A2/3. The nuclear interaction length depends also on the type of the incoming
particle; most of the literature values are based on incident protons. However, as the total
cross section for fixed-target pion interactions is considerably smaller at high energies than the
one for protons, the resulting nuclear interaction length for pions is longer. This has to be
considered in the dimensioning of the absorber thickness in an hadronic calorimeter, other-
6The given definition of the nuclear interaction length λint is only approximative, since one should in principle
differentiate between the elastic and inelastic cross section, whereas the latter one is truly relevant for nuclear
interactions as described in Ref. [20].
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Fig. 8.15. Sketch of a hadron cascade in an absorber.
Apart from the larger longitudinal development of hadron cascades,
their lateral width is also sizably increased compared to electron cascades.
While the lateral structure of electron showers is mainly determined by
multiple scattering, in hadron cascades it is caused by large transverse
momentum transfers in nuclear interactions. Typical processes in a hadron
cascade are shown in Fig. 8.15.
Different structures of 250GeV photon- and proton-induced cascades in
the Earth’s atmosphere are clearly visible from Fig. 8.16 [51]. The results
shown in this case were obtained from a Monte Carlo simulation.
Figure 1.9 – Schematic view of a hadronic cascade in an absorber material. An important role
is played by the pi0 particles since they decay dominantly into photons which give rise to the
electromagnetic subcomponent of each hadronic shower. Reprinted from Ref. [20].
wise pions will have high p obability of passing t rough the c lorimeter without interacting
strongly.
In simple t rms, the uclear interaction length λint of hadronic show rs, corresp ds to the
radiation length X0 for electroma netic showers. λint is useful to characterise the longitudinal
and lateral spr ad of hadronic showers. However, the main differe ce to the radiatio length is
given by the size, since λint is in general much larg r than X0 as shown in Tabl 1.1.
Hadronic Particle Showers
A highly energetic hadron, impinging on a fixed target creates – similar to purely electromag-
netic interacting particles – a cascade of secondary particles. However, hadronic showers reveal
a much higher complexity than electromagnetic ones since the variety of possible strong inter-
actions is much larger compared to the few well understood processes in an electromagnetic
shower. Hence, there are some fundamental differences between these two shower types. In
case of an electromagnetic shower, the total energy of the incident particle is finally transferred
to the material via ionisation or excitation of the charged particles in the shower. This type of
energy can in principle be measured with a suitable detector instrumentation, e.g. by measuring
the ionisation charge in a silicon detector, or measuring the produced scintillation light with a
photodetector. In case of hadronic showers, a variable fraction of the incident particle energy is
not detectable since it ends up causing permanent damage (nuclear breakup) to the absorbing
material. In addition, a huge number of neutrons is created in nuclear spallation reactions,
which on average leave a much smaller signal in the detector, compared to charged particles.
In Figure 1.9, the schematic development of a hadronic shower is sketched. A large number of
secondary particles may be created in the first nuclear interaction. A special role is attributed to
the neutral pions produced, since these particles decay almost exclusively into a pair of photons,
giving rise to electromagnetic sub-cascades within the hadronic shower (cf. Figure 1.9). An
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Table 1.1 – Properties and shower development parameters of selection of absorber materials,
commonly used in calorimetry. The following symbols are used: Z — atomic number; Ec —
critical energy; X0 — radiation length; ρM — Molie`re radius; λint — nuclear interaction length.
To emphasise the difference to an active calorimeter material, the last column lists the properties
of a commonly used plastic scintillator base material. The values are taken from Ref. [18].
Material Z Density [g/cm3] Ec [MeV] X0 [mm] ρM [mm] λint [mm]
Fe 26 7.87 22.0 17.6 16.9 168
Cu 29 8.96 20.0 14.3 15.2 151
W 74 19.3 8.0 3.5 9.3 96
Pb 82 11.3 7.4 5.6 16.0 170
238U 92 18.95 6.8 3.2 10.0 105
Polystyrene - 1.032 94 424 96 795
approximative formula for the electromagnetic fraction fem can be derived, assuming a simple
shower model. In this model, all available shower energy is used to create mesons. Further
it is assumed, that only pi+, pi− and pi0 particles are produced, since they are the lightest
mesons. From these assumptions it follows, that after the first nuclear interaction ∼ 1/3 of the
total shower energy is deposited in form of a electromagnetic cascade. In the second nuclear
interaction, again, one third of the remaining purely hadronic fraction will be used to create
neutral pions, so that the electromagnetic fraction becomes: fem ≈ 1/3 + (1 − 1/3)1/3 =
1 − (1 − 1/3)2. This process is continued as long as the available energy is higher than the
energy required for the production of a meson. Hence, after a finite number of interactions n,
the electromagnetic fraction reaches its maximum which can be calculated with the following
equation:
fem ≈ 1−
(
1− 1
3
)n
. (1.18)
According to the simple shower model assumed, the electromagnetic fraction increases with
the incident particle energy since this also causes an increase of the the number of interactions
n. Even though Equation 1.18 is useful for a qualitative understanding, it does not allow for
a precise description of the electromagnetic component, since it is based on many approxim-
ative assumptions. An empirical expression, which successfully describes the electromagnetic
component is given by the following equation [18, 20, 22]:
fem = 1−
(
E
E0
)(k−1)
, (1.19)
here E0 denotes the material dependent energy which is required for the production of a meson
particle. The numbers which have been found in Ref. [22] vary between E0 = 0.7 GeV for iron
and E0 = 1.3 GeV for lead. Typical values for the k parameter are around ∼ 0.8.
The electromagnetic component has several important consequences for the energy measure-
ment with calorimeters which will be discussed in section 1.2.4.
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1.2.3 Introduction to Scintillators
Scintillators have a long tradition in particle detectors of nuclear and high energy physics
experiments such as trigger systems, calorimeters or time of flight detectors, furthermore they
are also widely used in nuclear medicine, like Positron Emission Tomography or X-ray computed
tomography. Their basic principle of operation is the conversion of the deposited energy of an
incoming particle into luminescence light in the visible or ultraviolet wavelength range, which
in turn can be detected by a photodetector, generating an electrical signal. A large variety
of scintillators exists in the solid, liquid or even gaseous phase. Hence, a suitable scintillator
for almost every application exists or can be developed, meeting the necessary requirements.
Scintillators are in general categorised into two groups: organic and inorganic scintillators.
In the following section, the physical principle of the scintillation mechanism and the typical
characteristics of the different scintillator types will be discussed. The outline of this section
represents a summary of the detailed descriptions given in Refs. [7, 23].
Organic scintillators
The main difference between organic and inorganic scintillators is given by the different mea-
surement tasks they are used for. Particles are usually not stopped in an organic scintillator
because of the relatively low density which ranges from 1.03 to 1.20 g cm−3 [24]. Hence only a
small fraction of the total kinetic energy can be measured in contrast to inorganic scintillators
which are usually designed to absorb the incoming particles completely. The processes relevant
for the scintillation light production in organic scintillators are typically very fast which res-
ults in excellent timing properties. Typical applications of organic scintillators in high energy
physics detectors are trigger systems, used to deliver precise timing informations, or sampling
calorimeters where only a small fraction of the total shower energy is sampled in the active
material. In particular plastic organic scintillators are widely used due to the ability to produce
them at a reasonable price in practically any required geometry.
The benzene molecule
The light emission (luminescence) of organic scintillators can be understood by means of the
benzene molecule C6H6, which is shown on the left side of Figure 1.10. In the ground state
1s2 2s2 2p2, the carbon atom has only two valence electrons that could be used for the binding
with other atoms. However, it is energetically favoured that one of the electrons in the s-orbital
is excited into a p-orbital 1s2 2s1 2p3, hence making four bounds possible. In case of the benzene
molecule, one s and two p-orbitals mix (hybridise) and form three equivalent sp2-orbitals which
have a planar trigonal structure as shown on the right in Figure 1.10. The electrons in the
sp2-orbitals form six σ bonds, whereas the remaining six electrons in a p-orbital form three pi
bonds which cannot be attributed to a certain position, but are completely shared (delocalised)
among the carbon atoms.
The pi-electron energy levels, which are schematically indicated in Figure 1.11(a) form the
basis for the luminescent properties of organic scintillators. The levels are divided into a series
of singlet states Si, and a series of triplet states Ti, where i = 1, 2, 3, ... denote the excited
singlet and triplet states and S0 denotes the singlet ground state. In addition there is a series
of sub-levels for each state with a much smaller energy spacing, caused by additional vibrational
or rotational degrees of freedom present in a condensed material. In the following these states
will be denoted as vibrational sub-levels.
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Figure 1.10 – (left) Schematic description of the benzene molecule. The dashed lines indicate
the delocalised pi-electrons. (right) Trigonal planar structure. The figures have been taken from
Refs. [25, 26].
Three different types of luminescence have been experimentally identified: fluorescence, phos-
phorescence and delayed fluorescence. The first step of all three processes is the energy depo-
sition in the scintillator by incident ionising radiation, which lifts pi-electrons from the singlet
ground state up into a vibrational sub-level of an excited singlet state (i > 0). Since the time
scale of the vibrational interactions is very short O(10−12 s), the corresponding vibrational
ground state is reached before the excited state decays radiatively. Similarly, is has been ob-
served that radiative transitions form S2 or S3 to S0 – even though having shorter radiative
lifetimes than the S1 state – are suppressed due to a fast and non-radiative internal conversion
between the excited singlet states. As a consequence, most electrons end up in the S1 state
from which different processes can follow.
In the case of fluorescence, a radiative transition to the S0 state occurs which has a fast
time scale of typically O(10−9 s). For most applications, fluorescence is the desired process as
the resulting photons arrive within a short time window after the particle interaction which
allows to perform precise timing measurements. Hence, it is one of the major goals in the
development of scintillators to reduce the probability of other processes, like phosphorescence
where the electrons fulfil a non-radiative inter system crossing between the S1 and and the T1
state. The following transition between the T1 and the S0 state violates the spin conserva-
tion rule, consequently its decay time is much larger than that of the fast fluorescence decay
O(10−4 s). Since the T1 state is energetically lower than the S1 state, the photons resulting
from the radiative decay have a longer wavelength compared to fluorescence. This is not the
case for the so called delayed fluorescence, where the pi-electrons acquire enough energy due
to vibrational interactions in the T1 state so that a transition back to the S1 state becomes
possible. This process causes the emission of photons which are delayed with respect to the
primary fluorescence emission, which however have the same characteristic wavelength.
A question which arises in the discussion of the scintillation phenomena is, why the emitted
fluorescence light isn’t reabsorbed immediately after its emission? Such a behaviour would limit
the application of scintillators to very thin layers, as only the scintillation photons produced
close to the boundary surface could be detected. The answer to this question can be found
in the vibrational sub-levels of the pi-electron states. Excitation starts from the vibrational
ground state of the S0 level, since it is mostly occupied at thermal equilibrium. According
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(a) (b)
Figure 1.11 – Figure (a) shows the energy levels of a pi-electron system in an organic molecule,
redrawn form Ref. [7]. S0 denotes the singlet ground state, where the dashed lines indicate the
vibrational sub-levels. The excited singlet states are called S1, S2 and S3. The triplet states T1,
T2 and T3 can only be populated with a non-radiative inter-system crossing from the excited
singlet states. As the de-excitation to the singlet ground state (phosphorescence) violates spin
conservation, it has a relatively slow time constant compared to the fast fluorescence process.
Figure (b) indicates the physical process which is relevant for the Stokes’ shift between the
absorption and emission wavelength. Coloured regions indicate the vibrational excitations of the
ground state electrons.
to the the Franck-Condon principle, the excitation process is represented by a vertical line in
Figure 1.11(b) (transition AB). The system hence ends up in a vibrational excited state (point
B). However, as the characteristic period of the vibrations is much shorter compared to the
time-scale of radiative de-excitation, the vibrational ground state (point C) is reached before
a photon is emitted. The wavelength of the emitted light, determined by the transition CD, is
hence longer compared to the wavelength required for excitation. This so called Stokes’ shift
between the absorption and emission spectra is schematically indicated in Figure 1.12 (left).
As a result, the scintillator is transparent for parts of the photon emission spectrum, causing
that photons can pass through the scintillator without being absorbed immediately.
At room temperature, not all electrons are in a state of minimum energy, but they occupy
also states which are slightly higher in energy. Excitation and emission, hence not only occurs
from the minimum energy state, which explains the partial overlap between the absorption and
emission spectrum.
Classification of Organic Scintillators
In the previous discussion of the scintillation phenomena it was assumed that the scintillator
consists of a single kind of molecules, which means it only has a single pi-electron system. How-
ever, a drawback of many single molecule organic scintillators is the relatively low fluorescence
quantum efficiency, i.e. just a small percentage of the energy carried by the exited molecules
ends up as detectable fluorescence. Typical numbers of this fluorescence quantum efficiency
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Why isn’t emitted light re-absorbed?
If emission and absorption occur at the same wavelengths,
most emitted photons would be absorbed within a short
distance,
! poor light output from large volume scintillators
Since excitation goes to higher vibrational states in the S1
band, whereas decay goes from the base S1 state, the
emission spectrum is shifted to lower energies (longer
wavelengths).
! only small overlap of emission and absorption spectra
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photon energies, and have some overlap, that is, there is some frac ion of the emitted
light which can be re-absorbed [15]. This “self-absorption” is undesirable for detector
applications because it causes a shortened attenuation length. The wavelength difference
between the major absorption and emission peaks is called the Stokes’ shift. It is usually
the case that the greater the Stokes’ shift, the smaller the self absorption—thus, a large
Stokes’ shift is a desirable property for a fluor (aka the “Better red than dead” strategy).
Ionization excitation of base plastic
Forster energy transfer
!
!
base plastic
primary fluor
(~1% wt /wt ) 
secondary fluor
(~0.05% wt /wt )
photodetector
emit UV, ~340 nm
absorb blue photon
absorb UV photon
emit blue, ~400 nm
1 m
10"4m
10"8m
Figure 28.1: Cartoon of scintillation “ladder” depicting the operating mechanism
of plastic scintillator. Approximate fluor concentrations and energy transfer
distances for the separate sub-processes are shown.
Scintillators: The plastic scintillators used in high-energy physics are binary or ternary
solutions of selected fluors in a plastic base containing aromatic rings. (See the appendix
in Ref. 16 for a comprehensive list of components.) Virtually all plastic scintillators
contain as a base either PVT or PS. PVT-based scintillator can be up to 50% brighter.
The fluors must satisfy additional conditions besides being fluorescent. They must be
sufficiently stable, soluble, chemically inert, fast, radiation tolerant, and efficient.
Ionization in the plastic base produces UV photons with short attenuation length
(several mm). Longer attenuation lengths are obtained by dissolving a “primary” fluor in
high concentration (1% by weight) into the base, which is selected to efficiently re-radiate
absorbed energy at wavelengths where the base is more transparent.
The primary fluor has a second important function. The decay time of the scintillator
base material can be quite long—in pure polystyrene it is 16 ns, for example. The
addition of the primary fluor in high concentration can shorten the decay time by an
order of magnitude and increase the total light yield. At the concentrations used (1%
and greater), the average distance between a fluor molecule and an excited base unit is
around 100 A˚, much less than a wavelength of light. At these distances the predominant
mode of energy transfer from base to fluor is not the radiation of a photon, but a resonant
dipole-dipole interaction, first described by Foerster, which strongly couples the base and
fluor [17]. The strong coupling sharply increases the speed and the light yield of the
plastic scintillators.
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Figure 1.12 – Typical absorption and emission spectrum of an organic scintillator (left), reprin-
ted form Ref. [27]. The right side shows a typical energy exchange diagram of a ternary scintillator
system. The numbers on the left indicate the characteristic anges of he correspo ding transition
processes. Figure taken from Ref. [24].
are below ∼ 20 % for most of the plastic base materials [7]. Other difficulties arise due to the
characteristic wavelength of the emitted light which is often in the ul raviole range, maki its
detection with standard photodetectors inefficient. Further, the overlap between the absorption
and emission spectrum may be too large so that only relatively small scintillator volumes can
be realised without causing the problem of a non-uniform response where the signal amplitude
depends on the position of the impinging ionising radiati n. In order to solve t es prob-
lems, very often several organic scintillators are mixed in order to create the desired properties.
Accordingly most organic scintillators re classified into three m jor roups:
1. Unitary systems
Scintillators consisting of a single component. In practical applications, only crystalline
unitary systems are used. Examples are: anthracene (C14H10), trans-stilbene (C14H12)
and naphthalene (C10H8).
2. Binary systems
Scintillators consisting of two components, a base (solvent) and a primary fluor (solute)
which has a high quantum yield close to one. Typical solute concentrations are in the
order of O(1 %), hence the solvent material determines the interaction with the primary
ionising radiation, as the probability for a direct excitation of a solute molecule is very
small. To increase the scintillator efficiency, the energy of the excited solvent molecules
must be transferred efficiently to the molecules of the primary fluor. To achieve this
goal, the solute concentration must be sufficiently large, such that the average distance
between an excited base molecule and the next solute molecule is much smaller than
the wavelength of light (∼ 100 A˚). At such distances, the energy transfer between the
molecules is dominated by resonant dipole-dipole interactions (Fo¨rster energy transfer)
which are much faster and more efficient than a radiative transfer. Binary systems hence
allow to combine the positive properties of two scintillators, i.e. the chemical stability
and the mechanical properties of the solvent with the high quantum yield of the primary
fluor.
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3. Ternary systems
Scintillators consisting of a solvent, primary and secondary fluor. The second fluor is ad-
ded to the scintillator in order to shift the fluorescence light to longer wavelengths so that
it can be detected more efficiently with standard photodetectors. Typical concentrations
of the secondary fluor are in the order of O(0.01 %) causing the dominant energy transfer
from the excited primary fluor molecules to be radiative. Hence the second fluor is often
referred to as a ”wavelength shifter”. In Figure 1.12 (right), the typical energy exchange
processes of a ternary plastic scintillator is shown. The primary excitation is transferred
non-radiatively from the base scintillator to the primary fluor. The resulting ultraviolet
fluorescence light is converted by the secondary fluor (wavelength shifter) into blue light
which can traverse long distances in the scintillator and be detected by a photodetector,
connected to a boundary surface of the scintillator.
Sometimes, scintillator systems are used which make use of a third wavelength shifter to create
green scintillation light emission. Often, the third component is not dissolved in the solvent,
but it is incorporated locally into the system. One possibility is to insert thin scintillating
fibres into a groove machined into the scintillator plate like in case of the scintillating tiles of
the AHCAL (cf. Figure 1.1). Such a system facilitates the guidance of the scintillation light
over wide distances which is a key requirement if large scintillator structures are used, or if the
light has to be guided to a distant photodetector. In Figure 1.13, the typical absorption and
emission spectra of such a system are shown. In order to increase the measurable light output,
it is necessary that the absorption spectrum of the wavelength-shifter matches the emission
spectrum of the primary fluor. The third wavelength-shifter is used to convert the blue light
emission from the secondary fluor into green light.
The typical characteristics of some organic scintillators is summarised in Table 1.2. Within
the table τd represents the decay time of the scintillation signal which has an influence on the
achievable timing resolution. λpeak is the wavelength of peak emission which has a large impact
on the photodetector choice, and npeak is the refractive index at peak emission important for
the light coupling between scintillator and photodetector.
The data show that organic scintillators, in particular binary and ternary systems have a fast
decay time in the order of several nanoseconds which makes them very useful for fast timing
applications, such as trigger systems. An other advantage of plastic scintillators is that they can
be produced in practically every desired geometry at a reasonable price. However, the relatively
low density and low Z of the organic materials limits the range of possible applications since
huge scintillator structures would be required to completely absorb the electromagnetic and
hadronic cascades created by highly energetic particles, in a homogenous system. For such
applications, typically inorganic scintillator crystals are used, which are described in following
section.
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262 T. Kamon et al. / A new scintillator and wavelength shifter 
b) comparable mechanical properties to plexipop. 
Measurements on light output and attenuation length 
were made on samples of scintillators with different 
fluorescent chemicals with various concentrations, and 
the most suitable one for our purpose was selected. We 
obtained the result that both attenuation length and 
light output represent a significant improvement over 
previous optimal materials [5]. 
To make a waveshifter which matches a longer wave- 
length of light from the new scintillator, a chemical 
which is commercially called "Y-7" was put into an 
acrylic base. The Y-7 converts the scintillation light of 
about 430 nm wavelength into green light of about 490 
nm wavelength. The attenuation length and the conver- 
sion efficiency of a 3 mm thick Y-7 waveshifter have 
been measured for different concentrations of Y-7 to 
obtain the optimum. 
In section 2 of this paper we describe the light yield 
of various samples of scintillators with different com- 
binations and concentrations of the first and second 
kind of fluors. In section 3, the optical properties rele- 
vant for application to calorimaters are discussed on the 
selected sample of the scintillator. The properties of 
wavelength shifter Y-7 are described in section 4. A 
conclusion is given in section 5. 
buthyl PBD i~bg Y 7 
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Fig. 1. Absorption and re-emission spectra of typical fluo- 
rescent solutes, b-PBD, BDB and Y-7. The wavelengths for 
absorption and emission peaks are 305 and 366 nm for p-PBD, 
360 and 405/425 nm for BDB, 437/460 and 490 nm for Y-7, 
respectively. 
2. Light yield in scintillator 
Samples of scintillator with two fluors with different 
characteristics and concentration were prepared. The 
fluor of the first kind was chosen from b-PBD, DPO 
and P-TP, and that of the second kind from BBOT, 
POPOP, bis-MSB and BDB. 
A typical example of the absorption and emission 
spectra of the two kinds of solute are shown in fig. 1. It 
is evident from the figure that the emission band of the 
primary fluor b-PBD matches the absorption band of 
the secondary fluor BDB. 
The concentration of the primary fluor is 0.5-3.0%, 
while that of the secondary fluor is 0.01-0.03%. The 
range of concentration was chosen on the basis of 
measurements of the light-absorption coefficient of these 
materials. The concentration of the secondary fluor is 
small, but it is effective enough to convert light from the 
primary fluor. For example, the polystyrene with 0.02% 
BDB has an estimated absorption length less than 30 
t~m for light with wavelength 350 nm. 
The light output from samples with different chem- 
micals and concentration was measured and is listed in 
table 1. The measurement was made by using a pho- 
tomultiplier tube R329 (Hamamatsu) and an a-ray 
source 241Am and a fl-ray source l°6Ru. The size of each 
sample was 90 ! 100 x 10 mm 3. The sample was at- 
tached flat to the head of the phototube and the a-ray 
or fl-ray source was set on the surface of the sample. 
The measured light yield from various samples was 
normalized to that from a reference piece of NE 110. 
For a few kinds of scintillator with high light output, 
SCSN-28, 31, 38, 55, 56, and 57, we measured the 
attenuation and found no significant difference. Consid- 
ering that the cost of the scintillator is primarily de- 
termined by the amount of the primary fluor, we selected 
SCSN-38 as the best candidate for our shower calorime- 
ter. 
3. Scintillator SCSN-38 
3.1. Optical  propert ies  
The attenuation length of the new scintillator SCSN- 
38 (1% buthyl-PBD and 0.02% BDB in polystyrene 
base) was measured with the setup shown in fig. 2. The 
photomultiplier and the radioactive source were R329 
(Hamamatsu) and 106 Ru, respectively. Each sample sheet 
in the test had the dimensions 500 x 50 x 6 mm 3 and 
was well polished on the edges and was wrapped with 
aluminum foil. The edge facing the waveshifter is opti- 
cally open, while the opposite edge is blackened in order 
to prevent reflection. To obtain the light output from 
the test material, a neutral density filter was inserted 
between the waveshifter and the photomultiplier, and 
the photoelectron yield was estimated by carefully mea- 
suring the counting inefficiency. As a reference material, 
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Figur 1.13 – Absorption and sion spectra of typical fluors used in organic scintillators,
taken from Ref. [28]. The absorption spectrum of the secondary fluor (BDB) covers a wide
wavelength range of the primary fluor emission (buthly-PBD). The third wavelength shifter shown
(Y-7) is used to create green wavelength emission.
Table 1.2 – Properties of some organic scintillators. The following symbols are used: ρ— density;
τd — characteristic decay time; LY — light yield per MeV; λpeak — peak emission wavelength;
n(λpeak) — refractive index at peak emission; PVT — polyvinyltoluene; PS — polystyrene. The
values are taken from Ref. [20].
Scintillator base ρ [g/cm3] τd [ns] LY [Photons/MeV] λpeak [nm] n(λpeak)
Anthr cene - 1.25 30 16000 440 1.62
BC-408a PVT 1.032 2.1 10000 425 1.58
BC-418a PVT 1.032 1.5 11000 391 1.58
UPS-89b PS 1.06 2.4 10000 418 1.60
UPS-91Fb PS 1.06 0.6 6500 390 1.60
aBICRON company.
bAMCRYS-H company.
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Inorganic Scintillators
Organic scintillators are due to their relatively low density usually used to measure only a small
fraction of the incident particle energy. The task of inorganic scintillators is different, since they
are used to measure the total energy of a particle with a high efficiency, i.e. completely ab-
sorbing on a short distance. A typical application of inorganic scintillators are electromagnetic
calorimeters in high energy physics experiments, where scintillators with a high density and a
high radiation tolerance are needed in order to measure the energy of high energy electromag-
netic cascades. An other large filed of application is the Positron Emission Tomography, where
inorganic scintillators are used to determine the energy of 511 keV gamma rays.
The ideal inorganic scintillator would be made of a material with a high density and high
atomic number Z since charged particles and photons deposit their energy mainly in interactions
with the atomic electrons. A difficulty is, that most materials which fulfil this requirement are
not transparent to visible light, so that even if the particle is stopped efficiently and a high
number of scintillation photons is created, these photons cannot be detected.
The luminescent properties of inorganic scintillators are in contrast to organic scintillators
not independent on the physical state of the material (solid, liquid gaseous), but they are linked
to the crystal lattice and usually do not appear in other phases. Only in the highly ordered
crystal state, the large density of atomic electrons can be confined into well separated energy
bands making the material transparent for the produced scintillation light.
Scintillation mechanism
The scintillation mechanism of inorganic crystals is rather different compared to the scintillation
mechanism in organic materials. It is based on the energy bands which are created in a crystal
material due to interactions of the individual energy levels of the neighbouring atoms. Several
different scintillation mechanism in inorganic scintillators exist. In the following we will focus
on the most commonly used extrinsically activated inorganic scintillators; i.e. crystals which
are doped with so called activator atoms in order to create a better light yield. The basic light
production mechanism in such a scintillator is shown in Figure 1.14.
In the first step of the process, electron-hole pairs are created, either due to the energy
loss of incident charged particles, by secondary electrons created due to Compton scattering,
or by photo-absorption. The electrons/holes which are created at some point of the conduc-
tion/valence band move to the bottom of the corresponding energy band by means of elastic
scattering. From this point, an exciton state can be formed which is free to move through the
scintillator until it is eventually captured by an luminescence centre (activator state), resulting
in the emission of scintillation light. Similar to the case of organic scintillators, a wavelength
shift (Stokes’ shift) appears between the absorption and emission of the luminescence centre,
avoiding an instantaneous re-absorption (cf. Figure 1.11(b)). A summary of the properties
of some inorganic scintillators, commonly used in high energy physics and positron emission
tomography is given in Table 1.3.
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Figure 1.14 – Energy band structure of an inorganic scintillator. Activator states are created
by doping the scintillator crystal with different atoms. If an electron-hole pair is created, for
example by photon absorption with hν > EG, it can travel through the scintillator until it is
captured by an activator state causing the emission of scintillation light.
Table 1.3 – Properties of some commonly used inorganic scintillators in high energy physics and
positron emission tomography. The following symbols are used: ρ — Density; X0 — radiation
length; τd — characteristic decay time; LY — light yield per MeV; λpeak — peak emission
wavelength; n(λpeak) — refractive index at peak emission wavelength. The values are taken from
Refs. [20, 29, 30].
Scintillator ρ [g/cm3] X0 [cm] τd [ns] LY [phot./MeV] λpeak [nm] n(λpeak)
NaI:Tl 3.67 2.59 230 38000 415 1.85
CsI 4.51 1.85 30.0 2000 315 1.95
CsI:Tl 4.51 1.85 1000 55000 550 1.79
BGO (Bi4Ge3O12) 7.13 1.12 300 8000 480 2.15
BaF2a 4.88 2.1 0.7 2500 220 1.54
BaF2b 630 6500 310 1.5
PWO (PbWO4) 8.28 0.85 10− 30 70− 200 430 2.2
LSO (Lu2SiO5:Ce) 7.41 1.2 12− 40 26000 420 1.82
LaBr3:Ce 5.29 - 18 70000 356 1.88
LuAG:Ce 6.73 - 60 > 25000 535 1.84
LFS 7.35 1.15 35 32000 425 1.81
aFast signal component.
bSlow signal component.
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1.2.4 Calorimeter Types
Two main classes of calorimeters are widely used, homogeneous and sampling calorimeters. A
homogeneous calorimeter consists of a single kind of material which fulfils two different pur-
poses. Firstly, it should stop the incoming particles with a high efficiency and should therefore
have a high density and atomic number Z. Secondly, it must convert the deposited energy
into a measurable signal, e.g. scintillation light, Cherenkov light, or ionisation. Compared to
sampling calorimeters described below, the concept of homogeneous calorimeters has the ad-
vantage that the full detector volume is used to create the signal as shown in Figure 1.15. The
full shower measurement facilitates a better energy resolution of this calorimeter type.
Figure 1.15 – Schematic view of a homogeneous and a sampling calorimeter with sandwich
structure. In case of the homogeneous calorimeter, the full shower is measured as the full detector
volume is sensitive. In case of the sampling calorimeter, only the shower fraction sampled with
the active scintillator layers is observed.
A sampling calorimeter, on the other hand, consists of two different materials, an absorber
and an active material. The task of the absorber material is to efficiently stop the incoming
particles by producing a shower of secondary particles, whereas the active material (e.g. an
organic scintillator) is used to sample the energy of the shower particles at different positions.
Hence, only a fraction of the total shower is observed.
Electromagnetic calorimeters, designed to measure the energy of photons, electrons and
positrons, are often realised in the homogeneous concept in order to achieve a high energy
resolution. However, the materials used to built homogeneous calorimeters such as scintillating
crystals are expensive. Therefore, hadronic calorimeters are – due to their much larger size –
often realised in the sampling concept. The possibility of choosing dense absorber materials
such as lead or tungstate allows for a compact calorimeter design, and comparably cheap or-
ganic scintillators can be used for the active material. In the following, the important effects
contributing to the response, and the energy resolution of a sampling calorimeter are discussed.
Statistical Shower Fluctuations
In contrast to a homogeneous calorimeter, in a sampling calorimeter only a small fraction of the
shower energy – usually a few percent – is observable. The measured signal in such a calorimeter
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is indeed approximately proportional to the total shower energy, however, the energy deposited
in the active and passive layers is subject to event-to-event fluctuations, so called ‘sampling
fluctuations’, which have a significant impact on the energy resolution of the calorimeter.
Additional fluctuations are caused by the angular distribution of the particles in a shower
caused by multiple scattering. Particles traversing the calorimeter at an angle θ with respect
to the calorimeter axis cover a 1/ cos θ times longer distance in an active layer compared to
particles which move along the calorimeter axis. This results in a different energy loss and
hence induces additional fluctuations of the calorimeter signal.
It was mentioned in section 1.2.1 that the energy loss of charged particles due to ionisation
and excitation is subject to large fluctuations, as there is a finite probability for huge energy
transfers in single collisions. These fluctuations become visible in case of thin material layers,
such as the active layers of a sampling calorimeter. In Figure A.5 the spectra of visible energy
depositions of high energy muons in a sampling calorimeter are shown. The spectra reveal a
typical Landau shape which is characterised by a long tail towards large energy depositions.
These Landau fluctuations also cause a deterioration of the energy resolution.
Compensation and Non-Compensation
The strong interaction of hadronic particles has some important consequences on the measure-
ment of the hadronic shower energy. Two different kinds of calorimeters are distinguished:
compensating and non-compensating ones. The response of a non-compensating calorimeter
to a pion compared to an electron of the same energy is smaller, or differently formulated:
pi/e < 1. Parts of the energy deposited by the pion is for example used to release nuclear
bindings and are therefore fundamentally undetectable. However, each hadronic shower also
has a completely detectable electromagnetic subcomponent denoted fem which increases with
the energy as described by Equation 1.19. Therefore, also the pi/e ratio increases with the
shower energy, which results, in case of a non-compensating calorimeter, to an intrinsically
non-linear response to the hadron energy. In order to quantify the degree of non-compensation
in an energy independent way, the e/h ratio is introduced, where h describes the response to
a hypothetical purely hadronic shower without electromagnetic subcomponent. As there is no
such particle shower in reality, the e/h ratio can only be determined by measurements of the
pi/e ratio. The pion response can be formulated in the following way: pi = fem · e+ (1−fem) ·h.
Division with the electron response e and inversion leads to the following equation [18]:
e/pi =
e/h
1− fem(1− e/h) . (1.20)
By fitting the formula to e/pi values measured at different energies, the e/h value can be
determined.
As the electromagnetic fraction of a hadronic particle shower is subject to large event-by-
event fluctuations, in case of a non-compensating calorimeter, also the measurable energy is
strongly fluctuating. Since this results in a degradation of the energy resolution, it is often
tried to built compensating calorimeters with an e/h ratio close to unity. One possible way
to achieve this is to decrease the response to the electromagnetic component by using high Z
absorber materials. This enhances the probability for photoelectric absorption in the absorber
(cf. Figure 1.6) and since most of the produced photoelectrons cannot escape the absorber due
to their limited range, they remain undetected. The other possibility is to increase the response
to the hadronic shower component h which can be achieved by choosing an active material with
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a large hydrogen content, e.g. organic scintillators. When neutrons, originating from nuclear
interactions with the absorber, collide with the hydrogen nucleus, recoil protons are created
which generate a signal in the scintillator. By choosing the sampling fraction appropriately,
compensation (e/h = 1) can be achieved. When 338U is used as absorber material, neutrons
can induce nuclear fission, thus releasing a huge amount of extra energy which, if necessary,
further enhances the response to hadrons.
Energy Resolution
The energy resolution of a sampling calorimeter is parameterised by the following formula:
σ(E)
E
=
a√
E
⊕ b
E
⊕ c, (1.21)
where the first term, denoted ‘stochastic term’, includes the statistical sampling, path length
and Landau fluctuations described above. It has the characteristic 1/
√
E dependence of a
Poisson variance. The second term, the so called ‘noise term’ comprises the influence of the
detector noise, such as photosensor dark-noise or electronics noise, which for example is caused
by signal amplifiers. This type of noise generally has a constant amplitude and therefore
becomes negligible at high energies. The last constant term c accounts for the degradation of
the energy resolution due to an imprecise calibration, non-compensation7, shower leakage, or
other detector specific effects and is the dominant factor for high shower energies.
The CALICE Analogue Hadronic Calorimeter
The CALICE collaboration [31] is a worldwide community of physicists and engineers which
develop highly granular electromagnetic and hadronic calorimeter prototypes for the next gener-
ation of electron-positron colliders. A multitude of different calorimeter types and technological
approaches are pursued in order to be prepared for the challenging physics case of future particle
physics experiments.
This thesis is devoted to the analogue hadronic calorimeter (AHCAL) prototype, a sandwich
type calorimeter with an unprecedented high segmentation in longitudinal and lateral direction.
A photograph of the prototype is displayed in Figure 1.16, showing the AHCAL and two other
prototypes during a test-beam measurement at CERN in 2006. The AHCAL has approximate
dimensions of 1 × 1 × 1 m3 and consists of 38 layers of ∼ 2 cm thick steel absorber plates,
interleaved with highly segmented scintillator layers. The structure of one of the 0.5 cm thick
scintillator layers is shown in Figure 1.17. It consists of square plastic tiles – such as the one
shown in Figure 1.1 – with a side length ranging from 3 cm in the centre up to 12 cm in the
outer region of the layer. The blue scintillation light produced when a particle traverses the
scintillation tile is collected by an integrated wavelength shifting fibre (WLSF) and guided to
a silicon photomultiplier, a pixelated photodiode operated in Geiger mode which is introduced
and discussed in detail in chapter 3 and chapter 4. The conversion from blue to green light
is necessary since by the time the calorimeter prototype was designed, only SiPMs with a
7It should be noted that the contribution of non-compensation (e/h 6= 1) to the energy resolution for hadronic
showers is in principle not expected to be constant. In Ref. [18], therefore an energy dependent factor
is proposed which, however, does not yield significantly better fits to available experimental data up to
400 GeV.
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sensitivity optimised for green light were available. Further, the WLSF enhances the uniformity
in response.
The AHCAL represents the first large scale application of SiPMs with its ∼ 8000 channels.
Besides the physics performance tests, it was therefore also one of the goals of the project
to prove that these novel photodetectors provide the high level of reliability and calibration
capability necessary for a large scale experiment. During the test-beam activity from 2006
until 2009 at CERN and Fermilab, the analogue HCAL prototype was exposed to particle
beams – mostly pions, muons, electrons and positrons – in the energy range from 1 GeV up to
180 GeV. A detailed description of the test-beam programme, the beam-line and detector setup
can be found in Ref. [32].
The data acquired in these test-beam runs is stored in central databases and allows the
investigation of hadron shower physics at a level of detail that has never been achieved before.
One of the goals in this context is the development and validation of existing particle flow
analysis tools [9, 33].
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Figure 1.16 – Photograph of the test-beam setup 2006 at CERN, taken from Ref. [34]. In front
of the AHCAL prototype (red) is the ECAL prototype. A tail catcher and muon tagger (TCMT)
is positioned behind the AHCAL for shower leakage measurements.
Figure 1.17 – Photograph of one active layer of the AHCAL physics prototype. The tiles in the
centre have a side length of 3 cm, which increases to the outside up to a size of 12 cm.
32
Chapter 2
Towards Precise Monte Carlo Simulations of
the Scintillation Mechanism
Monte Carlo techniques have become an inevitable tool in all aspects of physical sciences.
Simulation studies provide the unique possibility to conduct virtual experiments, assuming
different physical laws, and comparing the results with observations made in real experiments,
thus gaining a deeper understanding of the underlying physical processes. In high energy
physics, Monte Carlo simulations are present at all stages of an experiment: from the first
conceptual idea, the detector development, the data taking, until the final interpretation of
results. An important requirement for a predictive Monte Carlo simulation is the precise
and detailed implementation of the underlying physical processes, relevant for the particular
experiment. This requirement, on the other hand, is contrary to the available computational
power, which remains limited. Hence, many physical processes cannot be calculated up to the
highest orders of precision and approximations have to be made. It is one of the challenges in
the development of Monte Carlo tools, to implement these processes in an approximative way,
such that simulation results remain in agreement with the experimental observations.
Parts of this thesis are devoted to the simulation of the scintillation mechanism in organic
scintillators, exactly speaking, to the ionisation quenching effect which causes a reduction of
the produced scintillation light if the incident charged particle creates a high ionisation and
excitation density in the scintillator. A measurement of the light output of the AHCAL organic
scintillator tiles created due to the irradiation with low energy electrons was carried out and
compared to the results obtained from a Monte Carlo simulation of the corresponding exper-
iment based on the Geant4 [5, 6] software framework. The comparison of the experimental
data and the Monte Carlo simulation revealed, that the current implementation of the ionisa-
tion quenching effect in combination with the default simulation settings fails to describe the
experimental observations precisely; i.e. when the specific energy loss of particles changes signi-
ficantly in between individual simulation steps. To solve this problem, an improved calculation
method of the ionisation quenching effect is proposed, which allows for a precise description.
The impact of the improved calculation method is tested by simulating and comparing positron
and pion induced particle showers in the AHCAL prototype. The discussion of the results is
concluded with studies on the performance of the improved calculation method.
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2.1 Ionisation Quenching in Organic Scintillators
In the preceding discussion of the fundamental scintillation process (section 1.2.3) it was as-
sumed that a constant fraction of the deposited energy is used to create excited molecular
states which upon de-excitation is converted into fluorescent light. This scintillation light can
be detected with a suitable photodetector. Following these considerations, a linear relation is
expected between the energy deposition of a particle E and the amount of fluorescent light
produced:
L = S · E, (2.1)
where L is the scintillation response in a given unit (e.g. number of photons) and S is the scin-
tillator efficiency (e.g. number of photons per energy deposition). For the following discussion
of the ionisation quenching process, it is useful to introduce the differential form of the equation
above:
dL
dx
= S · dE
dx
. (2.2)
The validity of this equation has been proven for electrons between 125 keV and 3 MeV [35, 36]
and muons with energies up to 170 MeV [37]. Within theses energy ranges, the mentioned
particles have a relatively small specific energy loss in common. In fact it was observed that
particles reaching high dE/dx values such as protons and alpha particles, or electrons at low en-
ergies generate a scintillation signal which is not directly proportional to the deposited amount
of energy. The origin of this effect is expected to be caused by interactions between the excited
and ionised molecules that are generated along the particle track. In case of a low dE/dx, the
distance between the excited and ionised molecules is large, hence no interaction is possible. In
contrast, at large dE/dx values, a high density of excited molecules is generated which enables
them to interact, and to de-excite without the emission of photons. This process is referred to
as ionisation quenching as it depends mainly on the density of the created ionisation.
Birks’ law
In order to predict values for the specific fluorescence which take into account the ionisation
quenching effect, Birks has developed a semi-empirical formula [38] which assigns the reduction
of scintillation light to the high density of excited and ionised molecules present around the
trajectory of a highly ionising particle. It has become a widely used standard equation as it
describes – despite its simple shape compared to other formulas – the non-linear behaviour for a
large variety of scintillators and different particle types. In the original derivation it is assumed
that two kinds of excited or ionised molecules – denoted ‘damaged’ or ‘undamaged’ molecules
– are created around the track of the ionising particle. The quantity of damaged molecules
per undamaged molecule is proportional to the specific energy loss, B · dE/dx, where B is a
constant factor. Further it is assumed that the damaged molecules feature a k–times higher
probability for dissipating the excitation energy non-radiatively compared to the undamaged
ones. Taking into account this relation, the formula for the specific fluorescence (Equation 2.2)
is reformulated to:
dL
dx
=
S · dEdx (E)
1 + kB · dEdx (E)
. (2.3)
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Since there is so far no direct experimental method to determine k and B separately, usually
the product k ·B is treated as a single parameter which is referred to as Birks’ coefficient kB1.
For small values of the specific energy loss dE/dx, Equation 2.3 returns to the simple linear
relation described by Equation 2.2. On the other side, for large dE/dx, the specific fluorescence
shows a saturating behaviour, so that the specific energy loss is constant:
dL/dx = S/kB = const. (2.4)
The integral of Equation 2.3 over the energy of a particle yields the expected fluorescence
light output. Hence, the following light yield is created if a charged particle with energy E0
completely dissipates its energy in the scintillator:
L =
∫ E0
0
dL
dE
dE = S ·
∫ E0
0
1
1 + kB · dEdx (E)
dE. (2.5)
If the relation kB · dE/dx(E)  1 is fulfilled for energies within the integration range, Equa-
tion 2.5 can be approximated by the simple linear relation L = S · E0. However, for most
scintillators and particles this condition is not fulfilled which results in a non-linear relation
between the particle energy and the light output of the scintillator.
Other ionisation quenching models
In addition to the model developed by Birks, several other equations have been derived in order
to account for the ionisation quenching effect, such as the Wright model [39], the Voltz model
[40], or the generalisation of Birks’ law introduced by Chou [41]. Here, only the generalised
form of Birks’ law will be mentioned:
dL
dx
=
S · dE/dx
1 + kB · dEdx + C ·
(
dE
dx
)2 . (2.6)
The formula contains an additional term proportional to the square of the dE/dx. For ex-
perimental data measured with the anthracene scintillator, Equation 2.6 yields the best fit to
experimental data if C = 0, i.e. if the equation is equivalent to Birks’ law [7]. However, for
several scintillators different to anthracene, a significantly improved description of the data has
been reported when Equation 2.6 is applied instead of Equation 2.3 [42]. Anyway, it should
be emphasised that the models presented here are of semi-empirical nature and not based on
completely established theories as the responsible processes for ionisation quenching are still
discussed in the scientific community. Hence, for each scintillator a pragmatic approach of
choosing the model which describes the data best should be applied. For this reason, it has
been investigated in this work whether the additional parameter of Chou’s model enables an
improved description of the non-linear response of the AHCAL scintillator tiles, compared to
Birks’ model.
Figure 2.1 sows a collection of specific fluorescence data for electrons, protons and alpha
particles in anthracene crystals as a function of the dE/dx. The majority of the experimental
data can be described well by Birks’ law (solid line), in particular the saturating behaviour
of the dL/dx for highly ionising alpha particles is described correctly. The model of Wright
1Throughout this thesis, the original notation introduced by Birks’ (cf. Refs. [7, 38]) is used. In the literature,
however, sometimes a different notation of Birks’ coefficient, kB , is used (e.g. Refs. [14, 18]), which however
does not emphasise the product of parameters and may lead to confusion with the Boltzmann constant.
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Figure 2.1 – Specific fluorescence dL/dx as a function of the specific energy loss dE/dx for
different particles in anthracene. A clear deviation from the linear response curve is observed.
Birks law (Equation 2.3) is described by the solid line (a), whereas the dashed line (b) indicates
the prediction given by the Wright model. Figure taken from Ref. [7]
(dashed line) shows the same tendency as Birks’ model for small dE/dx values and even gives a
slightly better description for a subset of the proton data, however, it significantly overestimates
the specific fluorescence for high dE/dx values.
One important consequence of Birks’ law is caused by the fact, that the specific energy loss
dE/dx of different particle types is in general not the same, hence, completely absorbed elec-
trons, protons and alpha particles of the same energy, generate different amounts of fluorescence
light. This is shown in on the left of Figure 2.2 where the expected light yield for electrons,
protons, alpha-particles and deuterons in anthracene is plotted as a function of the particle
energy (cf. Equation 2.5). A large difference between the individual particles is observed, e.g.
electrons show a mainly linear energy dependence whereas alpha-particles reveal a strong non-
linearity. It is evident that this effect is important for the description of the scintillator light
output in Monte Carlo simulation studies. The precise knowledge of kB, hence is an essential
prerequisite for a predictive scintillation detector simulation.
As mentioned above, the scintillator response to electrons is linear for energies higher than
∼ 125 keV. Nevertheless, for energies below this threshold, also electrons reveal a non-linear
dependence as indicated on the right of Figure 2.2. This behaviour is caused by the specific
energy loss which gets very high shortly before the particle is stopped (Figure 2.3). This effect
gives rise to a high ionisation density at the end of the particle track, resulting in a reduced
amount of detectable fluorescence light due to ionisation quenching. Hence, measuring the
light output created by low energy electrons in a scintillator and comparing the results to the
prediction by Birks’ law, allows for the determination of Birks’ coefficient. This instance is
used in section 2.2 to determine kB for the scintillator used in AHCAL prototype.
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Figure 2.2 – Scintillator light output as a function of the particle energy. The light output at
equivalent energies differs strongly between the individual particle types. The right side shows the
electron light output on a magnified scale, revealing the non-linear dependence below ∼ 125 keV.
Figure taken from Ref. [38].
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Figure 2.3 – Collisional and radiative stopping power of an electron in polystyrene as a function
of the kinetic energy. The collisional dE/dx increases strongly for energies smaller than∼ 125 keV.
The radiative part of the dE/dx can be neglected for energies up to 1 MeV. The data for the
figure is taken from Ref. [43].
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Quenching factors
The term quenching factor is also widely used to describe the effect of ionisation quenching for
heavy particles. It is mentioned here in order to facilitate a comparison of the results presented
in this work with common literature. A quenching factor in general defines a ratio between
scintillation signals observed for different particle types. Usually the signals are normalised to
the electron response due to its almost linear energy dependence (cf. Figure 2.2). A widely
used definition of the quenching factor Q is:
Q =
Ee−
Etrue
, (2.7)
where Ee− is the measured particle energy (e.g. proton or alpha-particle) which is calibrated
with the electron scale; i.e. the measured signal is treated as if it was generated by an incident
electron. Etrue denotes on the other hand the ‘true’ energy of the particle.
The main difference between the concept of quenching factors and Birks’ coefficient kB is
that quenching factors depend per definition on the particle type, whereas kB can be applied –
according to the very concept of Birks’ law – to all particle types. In order to demonstrate the
relation between quenching factors and Birks’ coefficient, in Figure 2.4 the quenching factors
of electrons (= 1 by definition), protons and alpha-particles in polystyrene are shown. Validity
of Birks’ law is assumed with a kB of 1.51 ·10−2 cm/MeV – the value measured for polystyrene
in section 2.2. The calculated data show that a single Birks’ coefficient is equivalent to particle
specific and energy dependent quenching factors. The quenching factor of alpha particles shows
only a weak energy dependence which is caused by the saturating behaviour of the dL/dx for
high dE/dx values, displayed in Figure 2.1. Since the electron response is not anymore linear
for low energies (cf. Figure 2.2 (right)), the calculated quenching factors of protons and alpha-
particles increase in this energy regime.
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Figure 2.4 – Quenching factors Q for electrons, protons and alpha-particles in polystyrene. The
Q-values are calculated using the dE/dx tables of the corresponding particles, provided by the
Geant4 simulation toolkit. It is assumed that the particle deposits its energy following the dE/dx;
i.e. no secondary particle production is considered. A Birks’ coefficient of 1.51 · 10−2 cm/MeV is
assumed.
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2.2 Measurement of Birks’ Coefficient for the AHCAL Scintillator
The AHCAL scintillator tiles
The scintillating tiles of the AHCAL physics prototype are made of polystyrene base material,
doped with a high concentration of a primary fluor 1.75% PTP and a small concentration of
a secondary fluor (wavelength shifter) 0.01% POPOP. The tiles were produced in a casting
process in Vladimir (Russia) by the UNIPLAST company. Three different tiles with 3, 6 and
12 cm side length, each 0.5 cm thick were produced as indicted in Figure 2.5, which shows
pictures of all three tile sizes. Wavelength shifting fibres of 3 mm thickness (Y11) from the
KURARAY company (Japan) are inserted into a small circular shaped groove machined into
each tile. The fibre fulfils two important tasks: it helps to increase the response uniformity,
as the detectable scintillation signal, created by charged particles of identical energy, depends
only weakly on the traversing position. The second important task of the wavelength shifting
fibre is the conversion of the blue fluorescence light from the POPOP dopant into green light,
as the photon detection efficiency of the used MEPHhI/PULSAR SiPMs – belonging to one of
the first generation of SiPMs produced in large quantities – is very small for blue light as will
be shown in section 4.6 (cf. Figure 4.29).
Figure 2.5 – Scintillator tiles used in the AHCAL (cf. Figure 1.17).
Experimental setup
The experimental setup used for the measurements was developed at the Max-Planck-Institut
fu¨r Kernphysik (MPIK) in Heidelberg [44, 45]. It was originally developed to characterise
the liquid scintillators of the Double Chooz neutrino reactor experiment, dedicated to the
measurement of the non-vanishing neutrino mixing angle θ13. Figure 2.6 shows the schematic
layout of the setup. The central part is a 137Cs radioactive source which emits gamma rays
with a fixed energy of 662 keV. If such a gamma ray interacts with the scintillator material,
it may free an electron via Compton scattering, which in turn will dissipate its energy in the
scintillator, hence producing scintillation light. The amount of scintillation light is detected by
a photomultiplier tube connected at one side of the scintillator. It should be noted, that only
a part of the total scintillation light produced is detected by the photomultiplier tube, as the
fraction of photons which is absorbed in the scintillator or the reflector material surrounding the
scintillator is unknown. The scattered gamma ray continues its path until it eventually reaches
the germanium detector, which is capable to determine the photon energy with high precision.
The germanium detector is calibrated by irradiation of mono-energetic photons from various
radioactive sources before and after each measurement run as indicated in Figure A.2. If both
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Figure 2.6 – Experimental setup for the measurement of Birks’ coefficient. A 137Cs source
generates 662 keV gammas (dashed line) which may undergo Compton scattering in the scintillator
under study, thus generating a free electron. A photomultiplier tube detects the scintillation light
produced and a germanium detector measures the energy of the scattered gamma. A photograph
of the setup is shown in Figure A.1.
detectors – photomultiplier and germanium – measure a signal within a short time interval, a
coincidence trigger is generated and the corresponding signal waveforms are digitised with an
oscilloscope and stored to hard disk.
The setup was operated for roughly one week in order to accumulate enough statistics for the
subsequent oﬄine analysis of the raw data. In the following, the individual steps of this analysis
are summarised. For each measured event, the energy of the Compton electron is determined
by subtracting the energy of the scattered photon Eγ′ , measured with the germanium detector,
from the initial photon energy: Ee− = 662 keV − Eγ′ . The theoretical limit on the electron
energy is given by the initial photon energy, however, taking into account the geometrical ac-
ceptance, only a reduced energy range of the electrons is covered. In the presented measurement,
a sufficient number of coincidence events was accumulated for Ee− = 30− 140 keV.
The resulting data-set available for analysis contains pairs of values of the electron energy
and the relative light output measured by the photomultiplier as shown in Figure A.3(a). For
the following step, the data is divided into ∼ 2 keV wide energy bins and the most probably
value of light yield is determined for each bin by fitting the sum of a Gaussian and an exponen-
tial function to the corresponding distribution as indicated in Figure A.3(b). This procedure
facilitates a sufficient suppression of background events; e.g. Multiple Compton events, where
the gamma deposits only a fraction of its energy via Compton scattering in the germanium de-
tector. As an intermediate result, the light-yield in arbitrary units as a function of the kinetic
energy of the electron is obtained.
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Figure 2.7 – Light yield (LY) as a function of the electron kinetic energy. The data (circles) is
fitted by Birks’ law (solid line) and a simple linear model (dashed line). Only energies larger than
120 keV were considered for the linear fit. The lower plot shows the ratio between the calculated
and measured light yield as a function of kinetic energy. Birks’ law (triangles) describes the data
well within the measurement uncertainty (shaded area). The linear model shows large deviations
from the data for small energies.
Measurement Results and kB Determination
The result of the measurement is displayed in Figure 2.7. The measured light yield is plotted
as a function of the electron kinetic energy. Statistical and systematic errors are considered,
the latter one is estimated to be 1.1 % over the full energy range [44].
In a first step, the data is fitted with a simple linear model with only one free parameter
S (Equation 2.1). The fit is only applied for energy values above ∼ 120 keV as in this energy
range a linear dependence of the light yield on the electron energy is expected [35]. For smaller
energies, a large discrepancy between the linear model is observed, as the dE/dx of an electron
increases rapidly before the particle is absorbed which results in a reduction of the light yield
due to ionisation quenching.
In a second step the measured data points are fitted with Birks’ model, thus taking into
account the effect of ionisation quenching. For this purpose, a program was written using the
ROOT software framework [46], which calculates the light yield for certain values of S and kB
by evaluating the following integral:
L = S ·
∫ Ee−
0
1
1 + kB · dEdx (E)
dE. (2.8)
Here L is the scintillator light yield and Ee− denotes the kinetic energy of the electron. The
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Table 2.1 – Summary of the fit results for the different models. The χ2 of the linear model is
relating to the fit of the limited energy range E > 120 keV, whereas in case of Birks’ and Chou’s
model, the whole data set was considered. The reduced χ2 of all presented fits is smaller than
unity which indicates a slight overestimation of the systematic errors.
Fit model S [a.u./MeV] kB [cm/MeV · 10−2] C [(cm/MeV)2 · 10−5] χ2/ndf
Linear 26026± 105 – – 0.11
Birks 29832± 204 1.51± 0.07 – 0.41
Chou 29480± 878 1.25± 0.65 6.4± 16.7 0.42
kB and S values are varied such that the χ2 reaches a minimum which indicates the best fit.
For the evaluation of Equation 2.8, the energy dependent values of the specific energy loss
dE/dx are required. These values are calculated using the equation developed by Berger and
Seltzer [15, 16] which was introduced on page 9. Since the measured electron energies are well
below E < 1 MeV, the radiative part of the stopping power is negligible small (cf. Figure 2.3),
hence only the part of the formula describing the collisional stopping power for electrons was
used (Equation 1.2). The density effect correction δ which yields a reduction of the dE/dx
due to the polarisation of the traversed media can also be neglected because of the low energy.
Properties2 of the polystyrene material required for the calculation are taken from Ref. [43].
Thirdly, the data were fitted with Chou’s model (cf. Equation 2.6), considering the third fit
parameter C. Figure 2.7 shows that both models – Birks and Chou – describe the data equally
well; the ratio of the calculated over the measured light yield lies within the uncertainty of the
measured values.
The fit results are summarised in Table 2.1. As mentioned above, the setup only facilitates
measurements of the relative light yield. Hence, the scintillator efficiency S obtained from
the fit has no physical relevance and will not be discussed in the following. It is clear from
the presented data that Chou’s model – despite the fact of an additional parameter – doesn’t
describe the data better than Birks’ model; the reduced χ2 of both fits are almost identical. In
order not to complicate calculations unnecessarily, hence only Birks’ model is considered in the
following.
The best fit of Birks’ model to the data is achieved for kB = (1.51±0.07)·10−2 cm/MeV. This
value is considerably larger than the value for polystyrene based scintillators applied in Geant4
by default kB = (0.7943±0.0142)·10−2 cm/MeV [47], which points back to a measurement with
the polystyrene based scintillator of the ZEUS hadronic calorimeter SCSN-38, doped with 1.0%
b-PBD and 0.02% BDB [28]. The type and concentration of primary and secondary fluors in an
organic scintillator has a significant impact on the efficiency of the radiative transition from an
excited singlet or triplet state to the ground state (cf. Figure 1.11). A highly efficient radiative
energy transfer may reduce the probability for ionisation quenching considerably. Hence, a
difference in the kB-values is expected.
2.3 Simulation of Birks’ Law in Geant4
A simplified version of the experimental setup was simulated in Geant4 [5, 6] in order to
crosscheck the current implementation of Birks’ law. In Monte Carlo simulations, the energy
2Density: ρ = 1.06 g/cm3, Average excitation potential: I = 67.8 eV and Z/A = 0.5377.
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loss process and hence also the scintillation light production is handled only in an approximate
way compared to the calculation of Equation 2.5. The step size is not infinitesimally small
like in the integral calculation, but it has a finite size. The light yield is hence determined
by a sum of individual contributions, rather than an integral. Further, secondary particles (δ
electrons and photons) may be produced depending on the setting of the simulation parameters.
These secondary particles yield a different amount of scintillation light because of the non-linear
nature of Equation 2.5; i.e. the light yield L(E), produced by a single particle with energy E is
in general different to the light yield produced by two particles: L(E) 6= L(E1) + L(E2), with
E = E1 + E2. These differences may be interpreted as if a modified, effective version of Birks’
law is applied in the simulation which has the consequence that a different kB-value is required
to describe the experimental data.
In the following section, the differences between the light yield calculation with Equation 2.5,
and the calculation implemented in Geant4 is analysed by studying the dependence on the
simulation parameters which control the step-size and the production of secondary particles.
Further, an enhanced simulation implementation of Birks’ law is proposed which predicts values
for the light yield which are identical to the values calculated with Equation 2.5.
Step-size limitation in Geant4
In Geant4 simulations, particles loose their energy in a series of discrete steps. In general it
is assumed that the cross sections of the activated physics processes are constant during the
individual simulation steps [48]. In order to avoid very large simulation steps which would
invalidate the above assumption, the step-size has to be limited. Two different types of en-
ergy loss processes have to be considered: discrete processes which are accompanied by the
production of secondary particles, and the continuous energy loss.
In case of discrete processes such as δ-, or γ-ray emission, each active process proposes an
upper limit for the step length, which takes into account the particle history; i.e. how many
mean free paths have already been traversed since the last invocation of the corresponding
process, or since the particle production. For each simulation step, the proposed step lengths
are compared and the process with the lowest proposed step length is invoked. Therefore, the
step length is mainly limited by the process with the highest cross-section.
In addition to the discrete processes, particles may continuously dissipate their energy due to
ionisation and excitation of the medium. This type of energy loss is described by the collision
stopping power formula (Equation 1.2). To avoid large changes of the particles dE/dx, the
maximum energy which may be deposited in a step must be limited. This is achieved by limiting
the reduction of the stopping range, R, of a particle in a step; the stopping range denotes the
distance the particle can travel in the current medium until it is stopped. By demanding the
particle stopping range not to decrease by a given percentage αR in each simulation step –
αR = 20 % in the default setting – a large change of the specific energy loss dE/dx is effectively
avoided. However, continuation of this procedure down to very small particle energies would
cause extremely small simulation steps, slowing down the simulation process without gaining
precision. Hence an additional parameter, the final range ρR is introduced, which relaxes the
previous constrain for low energies – i.e. if the stopping range of the particle is smaller than
ρR – so that the total remaining energy can be deposited in a single step. The default value of
ρR applied in the simulation is 1 mm. Taking into account these considerations, the maximum
step length proposed by the continuous energy loss Smax can be formulated by the following
equation:
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Figure 2.8 – Maximum step size Smax as a function of the particle stopping range R. The red
curve indicates the condition when the stopping range is smaller than the final range parameter
(here: ρR = 10−3 m). In this case no step limit exists such that Smax = R.
Smax =
{
αRR+ ρR(1− αR)(2− ρR/R), if R > ρR
R, if R ≤ ρR.
(2.9)
The second term in the upper equation is only responsible for a smooth transition between
the two cases described above. In Figure 2.8, the value of Smax is presented as a function of the
stopping range for the default values of αR and ρR. For large values of R, Smax is represented
by a linear function with slope αR. Hence, a particle may decrease its stopping range by 20 %
at maximum in as single simulation step. Following the curve to smaller values of R, the slope
increases until it reaches unity when R ≤ ρR. Hence, the remaining energy can be deposited in
a single step (if no active discrete process proposes a smaller step length).
Secondary Particle Production Cut
In order to keep the number of particles trajectories in a detector simulation within a reasonable
range, secondary particles are only explicitly created when their energy – more precisely the
stopping range – is higher than a certain threshold. For this purpose, the secondary particle
production cut, Tcut, is introduced. Each time a process, generating secondary particles is
invoked, the stopping range of the potentially created secondary particles is compared to the
value of Tcut. Only if the stopping range is larger than Tcut, the secondary particle is explicitly
generated, creating an additional trajectory. If on the other hand, the stopping range is smaller
than Tcut, the secondary particle is not explicitly generated. In this case, its energy is added
to the continuous energy loss of the primary particle described above. For the majority of the
following simulation studies presented, a cut value of Tcut = 5 · 10−5 m was applied, as this is
the default within the CALICE simulation framework MOKKA [49], used for the simulation of
particle showers in the AHCAL prototype. Usage of other values of Tcut values will be specified
explicitly.
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Figure 2.9 – Simplified experimental setup as simulated with Geant4. It consists of a scintillator
block made of polystyrene and a particle gun, which simulates the Compton effect by injecting
electrons of a well defined energy into the scintillator.
Simulation setup
A simplified version of the experimental setup, described in section 2.2, is simulated using the
Geant4 toolkit (cf. Figure 2.9). It consists of a polystyrene scintillator cube, made of polystyrene
(G4 POLYSTYRENE), predefined within the NIST database manager of Geant4. The same
material definition is used for the scintillating tiles in the official MOKKA simulation framework
for the AHCAL. In order not to complicate the simulation unnecessarily, the photons coming
from the 137Cs source, giving rise to the production of Compton electrons within the scintillator
are not simulated. Instead, a particle gun simulates the Compton effect by injecting electrons
of a well defined energy into the scintillator block. For a comparison with the measured data
it is only necessary to determine the light yield on a relative scale, hence no simulation of
optical processes like propagation and reflection of scintillation photons within the scintillator
is required for the simulation. Instead, the part of the dissipated energy which is not subject
to quenching – denoted visible energy Evis – and which in a ‘real’ scintillator gives rise to
fluorescence light (L = Evis · S), is taken as a measure for the total light output.
Default implementation of Birks’ law
In the official Geant43 release, Birks’ law is activated by invoking the G4EmSaturation class
[50]. The class provides a method for the calculation of the visible energy deposit Evis for each
simulation step. In the original implementation of this class, a constant specific energy loss per
step ∆E/∆x is assumed where ∆E denotes the continuous energy loss and ∆x, the length of
the step. Accordingly, the visible energy per step ∆Evis is calculated by the following equation
(cf. Equation 2.3):
∆Evis =
∆L
S
=
∆E
1 + kB · ∆E∆x
, (2.10)
where ∆L denotes the light yield produced in the simulation step. Equation 2.10 represents
a valid approximation of Equation 2.3, as along as the step size ∆x is small enough, ensuring
3Version 9.3
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Figure 2.10 – Figure (a) shows the differential visible energy dEvis/dE of an electron as predicted
by Birks’ law with kB = 1.51·10−2 cm/MeV (solid line) versus the kinetic energy. The area under
the line corresponds to the visible energy. The shaded area represents visible energy simulated
with Geant4. The dotted line corresponds to the ideal case of a linear response (kB = 0). On
the right side, the effective Birks’ coefficient kBeff = 0.0220 cm/MeV is applied in the simulation,
in order to force the correct value of the total visible energy.
that the dE/dx is approximately constant during the simulation step. However, this is not the
case if the dE/dx is changing rapidly in between two consecutive simulation steps which is for
example the case for low energy electrons as described below. Hence, Equation 2.10 predicts
in such a case imprecise values for the visible energy.
Simulation Results
A case where the Geant4 approach of a constant dE/dx is not valid is shown in Figure 2.10(a).
Three different calculations of the differential visible energy
dEvis
dE
=
1
1 + kB · dEdx
(2.11)
are indicated for a 140 keV electron, dissipating its total energy in a polystyrene block. This
specific energy value is chosen, as it represents the maximum energy of the scattered Compton
electrons detected with the experimental setup described above.
In the first calculation, indicated by the dotted line, an ideal linear response is assumed
(kB = 0); dissipated energy and visible energy are identical (dEvis/dE = 1).
The second calculation, indicated by the solid line, shows the case when the energy depend-
ence of the specific energy loss dE/dx is correctly taken into account. The kB value measured
in this work has been applied (kB = 1.51 · 10−2 cm/MeV). The value of the differential visible
energy dEvis/dE is reduced for small energies as the dE/dx of an electron increases strongly
before its is stopped; i.e. large fractions of the deposited energy are lost for detection due to
ionisation quenching.
The third calculation, indicated by the dashed line, shows the Geant4 prediction of the differ-
ential visible energy when the default simulation parameters are applied. Even for the highest
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Figure 2.11 – The upper part shows the Effective Birks’ coefficient kBeff , determined from
the Geant4 based Monte Carlo fit to the measured light output, as a function of the final range
parameter ρR. The circles indicate the result when the default calculation method of visible energy
is invoked, whereas the triangles show the result when the improved calculation is used. The
dashed line indicates the value of kB determined from the standalone fit described in section 2.2.
The lower part of the figure shows the reduced χ2 of the corresponding fits.
electron energy measured with the experimental setup, indicated in the figure (E = 140 keV),
the corresponding stopping range of the electron in polystyrene – R ≈ 2.4 · 10−4 m [43] – is
much smaller than the default final range parameter used in the simulation: ρR = 10−3 m.
Hence, the simulated electron deposits its total kinetic energy in a single simulation step. In
the default Geant4 simulation procedure described above, the dE/dx is assumed to be constant
during the simulation step. Hence, the same is true for the differential visible energy dEvis/dE
as indicated in the figure.
The total visible energy Evis is for each of the three different calculations represented by the
area under the corresponding line in Figure 2.10; i.e. the integral of Equation 2.11. It is clearly
indicated, that the shaded red area – denoting the Geant4 prediction of the visible energy –
is much larger than the area under the solid line. Hence, the current default implementation
of Birks’ law in Geant4 significantly overestimates the visible energy predicted by Birks’ law
when the energy dependence of the dE/dx is correctly taken into account. Such a behaviour
is expected as the electron dE/dx (cf. Figure 2.3) is becoming very large at small energies and
hence changes rapidly during the simulation step. For small electron energies, the assumption
of a constant dE/dx could only be sustained if smaller values of αR and ρR would be applied.
This, would however increase the necessary computation time significantly so that an other
solution has to be found.
In order to ‘force’ the correct result for the visible energy, even though the default imple-
mentation of Birks’ law is used, an effective Birks’ coefficient kBeff must be applied. This
approach is demonstrated in Figure 2.10(b), where a larger kBeff = 0.022 cm/MeV has been
assumed which causes the Monte Carlo prediction of the light yield (shaded green area) to
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Figure 2.12 – Differential visible energy dEvis/dE of a 1 MeV electron in polystyrene. The
default values of ρR, αR and a secondary production cut of Tcut = 10−3 m are used for the
Geant4 simulation. The relative error introduced due to the visible energy approximation with
rectangles is smaller compared to electrons at lower energies (Figure 2.10).
match the area under the solid line. It should be emphasised, that the determined value of
kBeff can strictly speaking only be applied to the specific energy it was determined for; in this
case: E = 140 keV . Therefore, in order to determine a value of kBeff which effectively describes
the measured data in the energy range 30−140 keV best, the result of the simulation was fitted
to the full energy range of the measured data. For this purpose, a computer program was
written which simulates 200 electrons for each energy point in Figure 2.7 assuming a certain
S and kB. The average value4 of the simulated light yield is determined and compared to the
corresponding measured value. The simulation program is executed many times using different
values of kB and S until the sum of the quadratic difference between the measured and simu-
lated light-yield (χ2) is minimal. The impact on the simulation step-length on the fit result is
determined by applying the fitting procedure for different values of the final range parameter
in Geant4, whereas αR was fixed to the default value of 20 %.
The fit results, namely kBeff and the corresponding reduced χ2, are displayed in Figure 2.11
as a function of the final range parameter. For values of ρR smaller than ∼ 5 · 10−7 m, the
default method fit yields values for kBeff , smaller than kB = 1.51 · 10−2 cm/MeV. This effect
can be attributed to the fluctuations5 of the energy loss applied by default in Geant4. On the
other side, for values of ρR larger than ∼ 10−6 m the fit yields significantly larger values for
kBeff . This has the consequence that the simulation overestimates the light output if the kB
value determined from the standalone fit is used. If the ρR value is larger than the stopping
range of a 140 keV electron in polystyrene (R ≈ 2.4 ·10−4 m), the energy is deposited in a single
simulation step. This explains the constant value of kBeff at large ρR values. A further increase
4The average value is used in order to account for event to event variations caused by the fluctuation of the
specific energy loss, different numbers of simulation steps, or the production of secondary particles.
5The disabling of fluctuations in the simulation causes that kBeff converges against kB = 1.51 · 10−2 cm/MeV
for values of ρR, smaller than ∼ 10−6 m. However, fluctuations are required in order to describe for example
the Landau variations of the deposited energy within the thin scintillator layers of a sampling calorimeter
(cf. page 9 and Figure A.5). For the presented data, hence fluctuations are not disabled.
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of ρR has consequently no impact on the simulation process.
Since the electrons deposit their energy in a single step for values of ρR, higher than R ≈
2.4 · 10−4 m. Slightly below this value one fraction of the simulated electrons continues to
deposit energy in a single step, whereas the other fraction deposits the energy in multiple
simulation steps. This transition causes a kink at a well defined position in the Monte Carlo
fit function which is responsible for the significantly higher χ2 values in the region between
ρR = 10−5 − 5 · 10−4 m. The remaining χ2 values are of the same size as the ones determined
for the standalone fit listed in Table 2.1.
The point at ρR = 10−3 m in Figure 2.11 corresponds to the default parameter applied in
Geant4. In this case, a value of kBeff = 1.84 ·10−2 cm/MeV6 must be applied so that the meas-
ured data is described correctly. Nevertheless, this result has to be approached with caution,
since it cannot be applied to other particles than electrons; i.e. as a consequence of the particle
specific dE/dx, the required kBeff will also differ from particle to particle. Furthermore, an
application of kBeff to the simulation of particles at higher energies, compared to the values
present in the fitted data set, is in general not possible; i.e. in case of electrons, ionisation
quenching becomes a substantial effect only at energies below ∼ 60 keV (cf. Figure 2.10),
whereas dEvis/dE is close to one for higher energies. Therefore, the amount of energy lost due
to quenching, in relation to the total kinetic energy of the particle, is larger for low energy
compared to high energy electrons. In order to visualise this effect, Figure 2.12 shows the
differential visible energy for a 1 MeV electron in polystyrene. The stopping range of a 1 MeV
electron in polystyrene is higher than the default final range parameter (ρR = 10−3 m). There-
fore, the electron dissipates its energy in more than one step. The comparison with a 140 keV
electron (Figure 2.10, left) shows that the relative mismatch between the area under the solid
line and the shaded area is much smaller in case of the higher energy. An application of the
kBeff value derived from Figure 2.10(b) would hence cause a significant underestimation of the
visible energy.
Improved visible energy calculation
An improved calculation method of the visible energy was developed by modifying the existing
implementation of Birks’ law in Geant4. The improved method does not assume a constant
dE/dx during simulation steps, but takes the energy dependence into account. This is achieved
by replacing Equation 2.10 with the following more sophisticated calculation:
∆E∗vis =
∫ Ef+∆E
Ef
1
1 + kB · dEdx
dE. (2.12)
Here, Ef denotes the kinetic particle energy at the end of a simulation step, whereas ∆E is the
continuous energy loss described above. It should be noted that the simulated fluctuations of
the specific energy loss do not affect the result of the improved visible energy calculation, since
the average dE/dx values implemented in Geant4 are used. The numerical calculation of the
integral is done applying the method of Monte Carlo integration7. The algorithm approximates
the integral value by a fixed number of function calls ncall. The dE/dx values are not calcu-
lated for each function call, but they are read from a table, pre-calculated at the beginning of
a simulation run. A large value of ncall yields a higher precision of the calculation, however,
6The value differs from the one used in Figure 2.10(b) since here, electrons with initial energies in the range
Ee− = 30− 140 keV are considered in the fit.
7The VEGAS algorithm of the GNU scientific library is applied [51].
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it also increases the necessary computation time. A detailed discussion about the selection of
the optimal ncall and the resulting performance in terms of required computation time of the
improved method is presented in the following section.
In order to determine the influence of the improved calculation method of visible energy, the
simulation results are fitted to the measured data in the same way as in the case of the default
Geant4 implementation described above. The fit results are shown in Figure 2.11, indicated
by the triangles. The new method leads to a clear improvement, as kBeff remains compatible
with the result of the standalone method (kB = 1.51 · 10−2 cm/MeV) over the full ρR range
simulated. Both methods – evaluation of Equation 2.5, and the improved calculation method
(Equation 2.12) – can hence be considered equivalent. As a consequence, the definition of
an effective Birks’ coefficient is not necessary and the value determined with the standalone
method can be used without any modifications within the simulation.
Performance of the improved calculation method for low energy electrons
It was tested how the improved calculation method influences the computation time required
for the simulation of low energy electrons. In a first step, it is necessary to determine how many
function calls are necessary at all for a precise simulation of the visible energy deposition. For
this purpose, kBeff is fitted again to the data as described above. However, this time the fit
results is determined as a function of the number of function calls, ncall, whereas ρR is fixed
to the default value of 1 · 10−3 m. The result is shown on in Figure 2.13(a). The value at
ncall = 0 corresponds to the the default implementation of Birks’ law. The figure shows, that
a minimum number of ∼ 50− 60 function calls are required in order to make kBeff compatible
with kB = 1.51 · 10−2 cm/MeV (dashed line). Figure 2.13(b) shows the computation time8,
required for the simulation of 2 · 106 electrons with an initial energy of 140 keV in polystyrene.
As expected the new method requires a significantly longer computation time; i.e. a factor
of ∼ 10 between the default implementation (ncall = 0) and the minimum required number
of function calls of the improved method (ncall = 50 − 60). However, it should be noted at
this point that the increase of computation amounts to a much smaller value in case of the
simulation of particle showers in a calorimeter, discussed in section 2.4.
2.4 Impact on the Energy Scale of Particle Showers
In order to determine, how the measured Birks’ coefficient and the improved calculation method
affect the energy scale of high energy particle showers in a calorimeter, Geant4 based simulation
studies of a hadronic calorimeter, matching the CALICE AHCAL design were performed. A
brief description of the MOKKA software [49, 52], which provides the test-beam environment
for the simulation as well as the geometrical specifications of the simulated AHACAL prototype,
is given in section A.4.
Monte Carlo Analysis
The impact of the the kB value and the improved calculation method of visible energy is
determined by means of a comparative Geant4 simulation study on the basis of raw Monte
Carlo samples, created with the aid of the MOKKA software. In this way it is possible to
investigate the impact of Birks’ law without a possible bias introduced by the digitisation
8MacBook Pro, 2.4 GHz Intel Core 2 Duo, 2 GB RAM.
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Figure 2.13 – Figure (a) shows the fitted value of kBeff as a function of the number of function
calls ncall used to sample the integral value with the method of Monte Carlo integration. A
minimum number of 50−60 function calls are required. Figure (b) shows the required computation
time of the improved calculation method for the simulation of 2 · 106 electrons in polystyrene.
The step at ncall = 50 is a feature of the applied integration algorithm and is not investigated
further.
procedure (cf. section A.5). In total five different configurations of the simulation program are
investigated:
1. kB = 1.51 · 10−2 cm/MeV [improved]
2. kB = 1.51 · 10−2 cm/MeV [default]
3. kB = 0.7943 · 10−2 cm/MeV [default]
4. kB = 0.7943 · 10−2 cm/MeV [improved]
5. Birks’ law switched off
The first two configurations make use of the kB which has been experimentally determined
in this work kB = 1.51 cm/MeV, whereas the third and fourth configuration are based on the
previously used kB = 0.7943 cm/MeV [47]. For both kB-values, either the default, or the
improved simulation method is applied. In the latter configuration the ionisation quenching
effect is not considered at all (kB = 0), such that the overall impact of Birks’ law can be
determined.
The third configuration denotes the default Geant4 setting used for the Monte Carlo pro-
duction prior to this study. It serves as a reference in the following discussion of the simulation
results.
Positrons in the momentum range between 10 up to 50 GeV/c are simulated in the AHCAL
prototype, giving rise to purely electromagnetic showers. Similarly, hadronic showers are sim-
ulated by using incident pions with a momentum between 5 and 80 GeV/c into the calori-
meter. In case of the electromagnetic particle showers, test-beam runs are simulated where the
ECAL prototype is removed from the beam-line. For all presented Monte Carlo simulations,
the QGSP-BERT physics list is used, which defines the properties of the simulated hadronic
showers.
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(a) Positron induced showers.
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(b) Pion induced showers.
Figure 2.14 – Sum of visible energy depositions in the active layers of the calorimeter for
simulated particle showers. Figure (a) shows simulated positrons, whereas figure (b) shows the
simulated positive pions. A Gaussian fit is applied in a ±1σ region around each peak value.
The simulation was done using the improved visible energy calculation method and the Birks’
coefficient kB = 1.51 · 10−2 cm/MeV.
Figure 2.14 shows the visible energy sum spectra of the simulated positron and pion induced
particle showers. The visible energy sum denotes the sum of all visible energy depositions of an
event in the active calorimeter layers (scintillator). For the shown spectra, the measured Birks’
coefficient (kB = 1.51 · 10−2 cm/MeV) and the improved calculation method (configuration
one) are applied. The most probable energy value of each spectrum is determined by fitting
a Gaussian function within a ±1σ range around the peak value. In case of the pion induced
hadronic particle shower, an asymmetric tail to lower energies is observed. This tail is mainly
caused by the length of the simulated AHCAL calorimeter prototype of ∼ 5λ, which is too
short to fully contain all hadronic showers so that in some events a fraction of the energy is
leaking out of the calorimeter9. However, the spectra are still well described by the Gaussian
function in the specified fit range. Since the particle gun is placed a few meters away from
the calorimeter (cf. Figure A.4), to create a realistic test-beam environment, an additional
Landau-shaped peak is observed at very small energies in case of the hadronic showers. This
peak is generated by highly energetic muons, generated by pions which decay in flight before
they hit the first layer of the calorimeter. Since muons have a small specific energy loss dE/dx
over a large energy range, only a small fraction of their energy is deposited in the calorimeter,
resulting in a small value of the measured visible energy sum.
In Figure 2.15 the most probable value of the visible energy, determined from the fit in
Figure 2.14, is presented as a function of the incident particle momentum. The impact of
Birks’ law is much larger for hadronic showers, compared to electromagnetic showers. This
effect is caused by the different dE/dx values of the particles which define electromagnetic
and hadronic showers. Electromagnetic showers consist mainly of electrons, positrons and
photons (cf. page 14ff.). The dE/dx of electrons or positrons is relatively small over a large
energy range and reaches very high values only immediately before the particles are stopped (cf.
9The number of nuclear interaction lengths is relatively small, since only the AHCAL is simulated for this
study; i.e. no ECAL is placed in front.
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(a) Positron induced showers.
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Figure 2.15 – Most probable value of the visible energy, determined from the energy sum
histogram (cf. Figure 2.14), as a function of the particle momentum. The lower plots shows
the ratio between the most probable visible energy energy sum for different configurations of
the simulation, and the most probable visible energy sum retrieved from the default simulation
(kB = 0.7943 · 10−2 cm/MeV [default]).
Figure 2.3). As most of the kinetic energy has already been deposited at this point, the fraction
of energy which is subject to substantial quenching is relatively small. Therefore, Birks’ law
has a relatively small impact for electromagnetic showers. In contrast, the baryons and mesons
which define the hadronic fraction of a particle shower, typically have a much larger dE/dx
over a wider energy range so that Birks’ law has a much larger impact.
In order to study how the different configurations of the simulation relate to the Geant4
setting used prior to this study (kB = 0.7943 ·10−2 cm/MeV [default]), the corresponding ratio
of the visible energy sum is calculated.
Ratio =
Evis
Evis (kB = 0.7943 · 10−2 cm/MeV [default]) (2.13)
The result is shown in the lower part of Figure 2.15.
The visible energy sum of electromagnetic showers is constantly reduced by ∼ 2.3 % over the
full energy range simulated, if the measured kB = 0.0151 cm/MeV and the improved calculation
method are applied. This may seem as a small correction, however, it should be emphasised
that the overall impact of Birks’ law (∼ 2.7 %) is approximately of the same size. The difference
between the default and the improved calculation method is found to be relatively small∼ 0.5 %,
caused by the relatively small overall impact of Birks’ law for the particles in an electromagnetic
shower which has already been discussed above.
In case of the simulated hadronic showers, the overall impact of Birks’ law is much larger
and depends on the momentum of the primary pion. The disabling of Birks’ law yields an
increase of visible energy of up to ∼ 24 %, compared to the reference configuration (kB =
0.7943·10−2 cm/MeV [default]). The visible energy is reduced by ∼ 5 up to 7 % in the simulated
energy range, if the measure kB and the default calculation of visible energy is applied. In
contrast to electromagnetic showers, where the improved calculation method yields a reduction
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of visible energy, in case of hadronic showers, the improved calculation method yields an increase
of the visible energy sum of ∼ 1−3 % compared to the default method. The combination of both
– improved calculation and new kB – hence yields a reduction of visible energy by ∼ 4− 5 %.
The overall impact of Birks’ law is larger for low pion energies compared to high pion energies.
This effect is caused by the energy dependent electromagnetic fraction within each hadronic
shower (cf. page 18ff.). As the energy increases, also the electromagnetic component increases;
i.e. in [32] it is shown that the electromagnetic fraction is 32 % for 8 GeV and 48 % for 80 GeV in
case of pion induced hadronic showers, simulated with the AHCAL prototype using the QGSP-
BERT physics list. As the electromagnetic component is less affected by quenching effects as
described in Equation 1.19, hence a larger amount of visible energy is observed.
Throughout the presented study it is assumed that the value of kB is independent from
the type of particle. This approach is motivated by the original intention of Birks’ law of
a comprehensive and consistent formulation of the ionisation quenching effect. In order to
strengthen this assumption further kB measurements with different particle types are planned
for the future.
Performance of the Improved Calculation Method for Particle Showers
In high energy physics calorimeter simulations, not only the precision of the simulation process
is relevant, but also the performance – i.e. the time required for the simulation – is an important
quantity since a large number of particles and a multitude of different physics processes have
to be considered.
The factor, by which the computation time is increased due to the improved calculation
method presented in this work was determined by simulating electromagnetic particle showers
initiated by 15 GeV positrons. For each value of the integral sampling variable, ncall, 100 sim-
ulation jobs have been submitted on the National Analysis Facility (NAF) batch system at
DESY, each simulating 1000 events. From this, the average run-time of a job is determined as
a function of ncall. The results are presented in Figure 2.16. The average visible energy sum
shown in Figure 2.16(a) reaches a stable plateau value at ncall ∼ 60, similar to the simulation
of low energy electrons presented in Figure 2.13(a). For much smaller values of ncall, the in-
tegration works improperly which causes a significantly smaller value of the visible energy. In
Figure 2.16(b), the ratio between the average simulation time of the improved method, denoted
< Tncall >, and the average simulation time of the default method, denoted < Tn0 >, is shown.
A linear fit is applied, indicating that the simulation time is increase by ∼ 7.5 % for each ten ad-
ditional function calls. Applying ncall ∼ 60, as proposed by Figure 2.16(a), the simulation time
is increased by roughly 40−50 % which is much less than the value presented in Figure 2.13(b).
This can be attributed to two major differences between the two simulations. Firstly, in case
of the calorimeter simulation the visible energy is not calculated for each simulation step, but
only for the sensitive detector parts (scintillator), whereas in case of the simulation of low
energy electrons the visible energy is calculated for each step. Secondly, the simulation of a
realistic detector is much more complex than the simple simulation used to determine kBeff . A
large variety of additional time consuming calculations have to be done in parallel, so that the
calculation of visible energy is not anymore the main factor limiting the performance.
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Figure 2.16 – Figure (a) shows the average visible energy sum of an electromagnetic shower
induced by a 15 GeV/c positron as a function of ncall (kB = 1.51 · 10−2 cm/MeV). ncall = 0
corresponds to the default implementation of Birks’ law. Figure (b) shows the ratio between
the average computation time of the improved method < Tncall > and the time required by the
default calculation of visible energy < Tn0 >. The error bars indicate the standard deviation of
the simulation run-time.
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Photodetection
Within the last seventy years, a large variety of photodetectors has been developed in order
to meet the broad spectrum of requirements that arise from different applications. In general,
photodetectors can be categorised in two main groups: vacuum devices and solid state detectors.
For the sake of completeness it should be mentioned that even a third category of gas based
photodetectors exists. However these devices only play a minor role in modern experiments in
high energy physics and are therefore not discussed in detail here. The following section provides
an overview of some of the most commonly used photodetectors in high energy physics.
3.1 Photomultiplier Tube
The first photomultiplier tubes (PMT) were developed in the 1930s [1]. This type of detector
had an incomparable impact on a large range of experiments as it facilitated for the first time
the conversion of weak light flashes into a measurable electrical signal. In Figure 3.1, the basic
layout of a typical photomultiplier is shown.
Figure 3.1 – Schematic view of a linearly focussed photomultiplier tube with a transmission
photocathode. Reprinted (modified) from Ref. [53].
Its main component is a vacuum tube containing a specially aligned structure of metal
dynodes. The inner walls of the vacuum tube are coated with a thin material layer O(≥ 10 nm).
If a photon hits the entrance window of the device, it may release an electron from this material
layer if its energy is higher than the work function W , which equals approximately the sum of
the energy gap between valence and conduction band and the electron affinity: W ≈ EG +EA.
In order to achieve a high detection efficiency, photocathodes are made of materials which are
characterised by a small work function such as alkali metals or semiconductors. A resistor
array is used to decrease stepwise the negative high voltage applied at the photocathode O(kV)
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from dynode to dynode down to the anode of the PMT. A photoelectron released from the
cathode is therefore subsequently focussed and accelerated towards the first dynode, gaining
a typical energy around 100 − 200 eV. This energy is sufficient to kick out further electrons
from the dynode material via the process of impact ionisation. These secondary electrons are
subsequently accelerated towards the next dynode where the process is repeated. Hence, after
each dynode stage the total number of electrons is multiplied with the corresponding secondary
emission coefficient p, such that the final number of electrons collected at the anode is given
by:
G = pn. (3.1)
Here G denotes the amplification gain of the PMT, and n corresponds to the total number of
dynodes. The high amplification gain from 106 up to 107 achieved with PMTs allows for the
creation of a measurable electrical signal even for very weak light pulses down to single photons.
Photon Detection Efficiency
An important characteristic of a photomultiplier tube is the so called quantum efficiency (QE)
which denotes the probability for electron emission from the photocathode upon absorption of a
photon of a certain wavelength. The quantum efficiency mainly depends on the cathode mater-
ial. Modern photocathodes reach quantum efficiencies higher than 40 % in certain wavelength
ranges. However, the quantum efficiency should in general not be confused with the photon
detection efficiency, PDE, which denotes the overall probability for photon detection, taking
into account the efficiencies of the individual detection stages. In case of a PMT, the photon
detection efficiency is determined by three different effects:
PDE = QE · CE · Pmult. (3.2)
Here CE is the collection efficiency which corresponds to the probability of the released pho-
toelectron to be accelerated towards the first dynode due to the electrical field created by the
focussing electrode. Further, it has to be taken into account that an electron reaching the first
dynode will not always initiate the multiplication process which is considered in Equation 3.2
by the multiplication probability Pmult factor. The collection efficiency as well as the multi-
plication probability strongly depend on the applied high voltage, wheres QE is approximately
voltage independent. Typical values of the quantum efficiency are in between 10 − 25 % (cf.
Figure 3.2), whereas the product of the collection efficiency and the multiplication probability
ranges between 60− 70 % for most devices.
Linearity
The photocurrent response of a photodetector should be in a linear relation with the incident
photon flux over a wide range since, any deviation from the ideal linear response deteriorates
the achievable photon counting resolution. Photomultiplier tubes generally reveal a large dy-
namical range as the response remains linear for high light intensities, corresponding roughly
to 106 photoelectrons. However, at very high radiation levels, the huge number of electrons
causes space charge effects which can reduce the photoelectron collection efficiency, or the
multiplication probability. Both effects reduce the signal amplitude.
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Time resolution
One potential advantage of vacuum based photodetectors compared to other detection principles
is the good time resolution that can be achieved. This property can be largely attributed
to huge cathode-anode distance in these devices, which leads to a small intrinsic detector
capacitance. Together with the high voltage applied, this gives rise to extremely short and
large amplitude electrical signals. For photomultipliers, the main limiting factor of the time
resolution is the transit time spread between photoelectrons released at different positions,
or with different velocities from the photocathode. Typical time resolutions of conventional
photomultiplier tubes are in the order of several hundred picoseconds [54]. These values can
be improved by one order of magnitude with special vacuum based photodetectors such as
micro channel plates (MCP).
Noise
The noise of a photodetector is an important characteristic as it determines the achievable
photon counting resolution and the smallest signal measurable. Many different sources of noise
can be identified and separated from each other. In the following introduction and discussion
of the most commonly used photodetectors, the emphasis is placed on two different types of
noise: the dark-noise and the multiplication noise of a photodetector. In case of the silicon
photomultiplier, introduced in section 3.6, some additional detector specific noise sources will
be discussed.
In case of a photomultiplier tube, dark-noise is constantly produced by thermally induced
emission of electrons from the photocathode. These electrons are multiplied by the dynode
structure in the same way as photoelectrons, hence giving rise to a randomly distributed series
of electrical pulses (dark-rate). The dark-rate depends strongly on the photocathode material,
its sensitive area and the ambient temperature. Typical values of conventional photomultipliers
are in the order of O(100− 1000) Hz, however, by cooling the device the thermal noise can be
reduced by several orders of magnitude.
Multiplication noise, on the other hand, describes randomly distributed variations in the
measured signal, which are caused by statistical fluctuations in the internal multiplication
process. A number which is commonly used to characterise these signal fluctuations is the
excess noise factor (ENF ). It is defined as the ratio between the photodetector signal variation
σout and the variation1 of the light signal σin:
ENF =
σ2out
σ2in
= 1 +
σ2G
G2
. (3.3)
Here G denotes the gain, and σ2G is the gain variation. Typical ENF -values of photomultiplier
tubes are between 1.2 and 2 [54]. The gain variation is dominated by statistical fluctuations
in the number of secondary electrons emitted from the first dynode. The excess noise factor
is of importance for all kinds of experiments, as it reduces the photon counting capabilities
for low light measurements, or deteriorates the stochastic term of the energy resolution in a
calorimeter (cf. Equation 1.21).
1Most light sources do not emit a fixed number of photons, but the number is underlying statistical variations
described by a Poisson distribution.
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Photomultiplier tubes still belong to the most commonly used photodetectors in high energy
physics experiments and also in a variety of industry applications. Typical domains of pho-
tomultiplier tubes are applications requiring a large internal amplification in order to provide
the sensitivity necessary for single photon detection. Further, photomultipliers are unchallenged
when large areas have to be instrumented with photosensitive detectors. However, despite the
numerous advantages of photomultipliers, semiconductor based photodetectors have become
a popular alternative in a variety of applications due to their special properties which are
discussed in the following section.
3.2 Silicon Photodetectors
Silicon photodetectors provide a couple of advantageous aspects compared to vacuum based
detectors such as photomultiplier tubes. As indicated in Figure 3.2, silicon features a higher
quantum efficiency over a wide wavelength range, compared to most of the frequently used
photocathodes. In a photocathode, the electrons need to acquire enough energy from the in-
coming photon such that they can be released into the vacuum (external photoeffect). In silicon
the electrons only need to be lifted into the conduction band in order to create a measurable
electrical signal (internal photoeffect). Further, a PMT photocathode must be extremely thin
(tens of nanometers) in order to facilitate an escape of the produced photoelectron. Silicon
detectors on the other hand can be produced with larger thickness (hundreds of micrometers)
which notably enhances the quantum efficiency for red and infrared light.
In most high energy physics detector systems, strong magnetic fields of several Tesla field
strength are used to measure the momenta of charged particles according to the curvature of
their tracks. Large fractions of modern particle detectors – including electromagnetic and had-
ronic calorimeters – are therefore contained in the primary, or at least stray components of this
field. The inherent insensitivity to magnetic fields is hence a big advantage of silicon photo-
detectors compared to conventional photomultiplier tubes which can only cope with moderate
magnetic field strengths when provided with a sufficient shielding. The extremely small size
of solid state photodetectors is also beneficial for high energy physics detectors as it facilitates
high channel densities due to high levels of integration. For these reasons, a large variety of
different silicon photodetectors are nowadays used in high energy physics experiments. The
following section provides an introduction into the operation principle of the most frequently
used devices.
3.3 PIN Photodiodes
One of the simplest and commonly used silicon photodetectors is the PIN photodiode. Fig-
ure 3.3 shows the schematic layout of such a device. It consist of an intrinsic layer of silicon of
typically ∼ 300µm thickness which is placed in between a heavily doped p+ and and n+ layer.
The additional intrinsic layer, compared to a simple p-n junction, provides several advantages.
Due to the low carrier concentration in the intrinsic layer only a small reverse bias voltage
is required for a full depletion which results in a large sensitive volume. The photoelectrons
created in this volume have a long lifetime since there are no holes left for recombination. The
electrical field separates electrons from holes which results in a measurable photocurrent. The
thick depletion layer improves the sensitivity for red and infrared photons which can – due
to the long absorption length (cf. Figure 1.7) – penetrate deeply into the silicon before they
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Fig. 4. The quantum e$ciency of various photo cathode as a function of wavelength.
1. Owing to its high gain ('10!), the vacuum
devices can reduce the electric noise contribu-
tion to completely negligible level. This makes
photon counting possible.
2. On the other hand, the photo diode (PD)
achieves the best energy resolution, if the num-
ber of photons exceeds 10", owing to its high QE
and low ENF.
3. The characteristics of APD fall between the
PMT and the Photo diode. It has better energy
resolution than the PMT and the PD in the
range of 100 and 10" photons. This is because
the APD has higher QE than PMT and higher
gain than the PD, but lower gain than PMT and
worse ENF than PMT and PD.
4. The HPD is somewhat similar to the APD. It's
poor QE can be compensated by the excellent
ENF. The gain is higher than APD, which
makes the resolution better than the APD in the
region of 10}100 photons. The HAPD can cover
even fewer photon numbers, down to single
photon because of its high gain. However both
HPD and HAPD still su!er from poor QE,
which is an intrinsic property of the vacuum
device.
5. The VLPC is the ideal device for photon count-
ing with high QE (as a solid state device), high
gain and low ENF (similar to the PMT).
As one can see from this analysis, the major
advantage of solid-state devices at the large num-
ber of photons comes from their high quantum
e$ciency (QE). In order to further improve the
energy resolution of the vacuum devices, increased
QE is essential. To achieve this, solid-state photo-
cathodes such as GaAs and GaAsP have been un-
der development [12]. Fig. 4 shows the quantum
e$ciency of various photo-cathodes as a function
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Figure 3.2 – Quantum efficiency of silicon and some commonly used cathode materials. The
figure has been taken from Ref. [54].
get absorbed and create an electron-hole pair. Further, the thick depletion layer reduces the
intrinsic device capacitance giving rise to faster signal rise and decay times.
Silicon PIN diodes are popular devices in high energy physics as they are easy to operate due
to the low required bias voltage. The missing amplification mechanism has the advantage that
once the intrinsic layer is depl ted, the device sensitivity and gain – the gain equals unity: G = 1
– are not changed by small variations of the bias voltage or temperature. Further, the PIN
photodiode linear response exceeds the linear range of a PMT by several orders of magnitude.
These properties make PIN photodiodes suitable for all kinds of light calibration and monitoring
purposes. For example in section 4.6, a PIN photodiode is used in the experimental setup
to calibrate the incoming pho on flux, necessary for a me ureme t of the photon detection
efficiency of silicon photomultipliers. However, the missing internal amplification also has the
consequence that small light signals cannot be detected as the resulting electrical signal is too
small to be discriminated from the background. A sophisticated low noise charge sensitive signal
amplification is required in order to gain sensitivity to several hundreds of photons arriving at
the detector at once. Hence, single photon sensitivity as achieved with photomultiplier tubes
is not feasible with PIN photodiodes.
An other drawback is the so called nuclear counter effect, observed when PIN diodes are
used to read out scintillation crystals in a calorimeter. A minimum ionising particle deposits
on average ∼ 3.8 MeV/cm in silicon. Since on average 3.6 eV are required to create an electron
hole pair, in total ∼ 30 000 electron-hole pairs are created by a MIP in the ∼ 300µm thick
sensitive volume of the PIN diode. This results in a huge fake signal which can easily mimic
several MeV of additional energy. This effect is particularly important in case of scintillators
with a low light yield. An example for such crystals are the lead tungstate crystals (PWO,
cf. Table 1.3) used for example in the CMS electromagnetic calorimeter. The low light yield
of these and similar crystals also makes a photodetector with a high sensitivity for weak light
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Figure 3.3 – Doping profile of a PIN photodiode. A high ohmic intrinsic silicon layer (i) is
sandwiched between two heavily doped layers (p+, n+). The photosensitive area of the device
is covered with a highly transparent protection layer which allows for a simple light coupling
with for example a scintillating crystal. Two metal contacts on top and on the bottom provide
connection with the voltage supply and signal readout. The right side shows the electric field
distribution.
signals necessary. Therefore, so called ‘avalanche photodiodes’ have become popular devices
for the construction of electromagnetic calorimeters.
3.4 Avalanche Photodiodes
In an avalanche photodiode (APD), a modified doping profile and a high reverse bias voltage is
applied in order to induce an internal charge amplification mechanism. The primary electron
created by the photoelectric absorption can produce an additional electron-hole pair due to the
process of impact ionisation. The requirement for this type of interaction is a high electrical field
which assures that the energy obtained by the electrons in between two collisions is large enough
to lift an additional electron into the conduction band. The secondary charge carriers may
subsequently create additional electron-hole pairs such that an avalanche process is initiated. A
number commonly used to quantify this process is the ionisation coefficient of the contributing
electrons and holes. The coefficient describes the number of secondary electron-hole pairs,
created by the process of impact ionisation, per unit length. Its value depends on the electric
field and the charge carrier type. In Figure 3.4 the ionisation coefficients of electrons αn and
holes αp are shown for various semiconductor materials as a function of the electric field. At
small values of the electric field, the creation of additional electron-hole pairs in the avalanche
is only possible for electrons, as αp is in silicon much smaller compared to αn. This has
the important consequence that the avalanche propagates only into the direction of electron
acceleration from the n-doped to the p-doped side, and consequently ends when the last electron
has left the high field region. Hence, if only electrons can create electron hole pairs (i.e. αp/αn 
1) the total charge generated in the avalanche process is proportional to the number of primary
electrons created by the absorption of incoming photons. Conventional avalanche photodiodes
are designed to operate in this ‘linear’ mode of amplification; practical amplification factors are
in the range from 50 up to 200.
The avalanche process in a conventional APD is schematically indicated in Figure 3.5 which
shows the doping profile of the Hamamatsu S8148 APD used in the CMS electromagnetic
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calorimeter. The incoming photon lifts an electron into the conduction band which initiates
an avalanche of secondary electron-hole pairs. The avalanche only develops into the direction
of electron acceleration and is spatially restricted to the high field region at the pn-junction.
Below this region, a layer of weakly n− doped silicon is inserted which serves as a drift space for
the created electrons and reduces the intrinsic detector capacitance for better timing and noise
performance. In the shown APD type, the total depletion layer is ∼ 40µm thick, however,
avalanche multiplication happens only in case of the electrons created in the ∼ 6µm thin layer
above the pn-junction. For this reason, the response to ionising particles is reduced by a factor
of 50 compared to a conventional PIN diode with a 300 µm thick sensitive layer. The reduced
sensitive layer thickness of this APD type, however, also reduces the detection efficiency for red
and infrared photons, as these photons are mostly absorbed in the region below the pn-junction;
the created electrons drift away from the pn-junction and are consequently not amplified.
The gain of avalanche photodiodes typically reveals a strong dependence on variations of
the bias voltage and temperature. For this reason, temperature and voltage should be highly
stabilised in particular when operated at high gain values. This property makes the application
of APDs rather complicated.
Fluctuations in the avalanche mechanism are responsible for variations of the APD gain, G.
The excess noise factor of an APD can be described by the following equation [56, 57]:
ENF = G · k +
(
2− 1
G
)
(1− k) (3.4)
≈ G · k + 2(1− k), (3.5)
where the variable k corresponds to the ratio between ionisation coefficients of electrons and
holes k = αp/αn. The second equation is an approximation valid for large values of the gain
(G > 10). In this case the fluctuations are mainly determined by the finite ionisation coefficient
of holes; the additional charge carriers created by holes can – depending on the position – cause
a much larger total electrical signal. The equation shows that in order to receive a small excess
noise factor, APDs should not be operated at too high gain values; the optimum, ENF = 2,
can only be obtained for small values of the gain. Silicon shows excellent properties for the
construction of APDs operated in linear mode as the ratio between electron and hole ionisation
coefficients is much larger compared to other semiconductor materials (cf. Figure 3.4).
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Figure 2.9: Ionisation coeﬃcients for electrons and holes for diﬀerent semiconductor materials [18].
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Figure 2.10: Schematic view of the charge carrier multiplication process. An electron-hole pair is
generated by photoelectric absorption. The electron and hole are accelerated under the influence
of the strong electric field into opposite directions. Electrons can generate electron-hole pairs by
impact ionisation whereas the produced holes drift out of the high-field region without amplification.
Therefore the avalanche propagates only in one direction and is limited by the length of the high-field
region. The resulting current is proportional to the number of primary (photon generated) charge
carriers.
20
Figure 3.4 – Impact ionisation coefficients for electrons αn and holes αp in several semiconductor
materials as a function of the electrical field. The figure has been taken from Ref. [55].
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Figure 8. Structure of the Hamamatsu S8148 APD used by CMS.
Both APD types, the beveled edge and the reach-through, show a strong nuclear counter effect
and can relatively easily be damaged by radiation.
The third type, the reverse APD has its p-n junction clo e to the front surface. An example is
the APD developed for the CMS electromagnetic calorimeter [33].
The basic structure is low resistivity silicon with an epitaxial grown layer of low doped n-
silicon on top. In this top layer with a thickness of 40 to 50 µm, the p-n junction is created by
diffusion and ion implantation at a depth of ∼ 5 µm. About 30 to 40 µm of the epitaxial grown
layer of low doped n-silicon remains unaltered and acts only as a drift region but this reduces the
capacitance and, consequently, the noise of the device. A groove close to the edge of the device
prevents the flow of surface currents (figure 8).
The reverse APD has a number of advantages:
• small nuclear counter effect because of a very thin (typically< 5 µm) active layer before the
multiplication zone
• good radiation hardness
• fast response
• small dark current
• reduced temperature dependence
4.2 Quantum efficiency
The QE of an APD is similar to the QE of a PIN photodiode (figure 5) but only photoelectrons
created in front of the shallow p-n junction undergo full amplification while those produced close
to the junction or behind see only part of the potential and thus the amplification is reduced. The
holes contribute little because they have a much smaller ionization coefficient than electrons at the
same field strength. Photons with long wavelengths often penetrate deeper into the silicon and the
photoelectrons have, therefore, less chance to undergo full amplification, see figure 9 [34].
– 15 –
Figure 3.5 – Schematic view of the Hamamatsu S8148 shallow junction avalanche photodiode.
The avalanche multiplication of the created electrons is indicated by the shaded area. The figure
has been taken from Ref. [58].
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3.5 Geiger Mode Photodiodes
In Figure 3.6, the different operation modes2 of an avalanche photodiode are visualised. At low
reverse bias voltages the electric field is not large enough for the impact ionisation process, hence
the gain equals unity. The APD behaves therefore like a normal PIN photodiode. Increasing the
reverse bias voltage results the desired APD behaviour; the initial photoelectrons are multiplied
in an avalanche process and the resulting electrical signal is proportional to the incoming number
of photons. However, single photon sensitivity cannot be obtained as the gain is limited to values
Figure 3.6 – Schematic gain-voltage dependence of an avalanche photodiode. At low reverse
bias voltage, no avalanche multiplication can occur and correspondingly the gain equals one. At
higher voltages, avalanche multiplication becomes possible and the gain reaches values between
∼ 10−1000. At even higher voltages holes begin to participate in the multiplication and avalanche
breakdown occurs which results – if not quenched – in infinite gain.
below 1000. Higher gain values can be achieved if the bias voltage is further increased until the
breakdown voltage is reached. Above this point, also the holes retrieve a significant probability
for impact ionisation which results in a so called ‘avalanche breakdown’; as the holes drift into
the opposite direction to the electrons, the avalanche propagation is not anymore restricted into
a single direction and consequently becomes self-sustaining. The absorption of a photon, or
the creation of a thermal electron would result in a high electrical current flowing through the
device which continues to flow until it is stopped (quenched) by switching off the bias voltage.
In order to achieve a finite gain value and become sensitive for following photons, the avalanche
breakdown has to be quenched. This can be achieved in two different ways:
• In the active quenching mode, an external circuit continuously measures the electrical
current flowing through the device. If it reaches a certain value, the high voltage is
switched off so that the avalanche process ends. After a short time, the voltage is switched
on again and the device is – after the a typical recovery time – ready to detect another
photon. Active quenching has the advantage that it allows for a fast avalanche stopping
and device recovery, so that high photon rates can be measured. It is, however, complex
2It should be emphasised that a conventional avalanche photodiode, developed for the operation in the linear
amplification region, can in general not be operated in Geiger mode. The high field volume in which avalanche
breakdown occurs is so large that thermally induced charge carriers are present practically all the time which
results in a continuous breakdown of the device.
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to implement this mechanism into every individual pixel. Active quenching is for example
applied in case of the recently developed digital SiPMs from Philips [59].
• In the case of passive quenching, a large resistor (Rq) is placed in series to the photodiode
as shown on the left side of Figure 3.7. On the right side of the figure, a schematic current-
voltage digram of the quenching process is shown. In the first stage, the device is biased a
few volts above the breakdown voltage (point A). As long as no charge carrier is present in
the high electric field region, no current is flowing through the diode. Hence, the voltage
drop at the series resistance, UR, equals zero and the diode voltage, UD, equals the full
reverse bias voltage which is applied. The situation changes when avalanche breakdown
is initiated by absorption of a photon, or thermal induced creation of a charge carrier.
The internal diode capacitance starts to discharge which causes a rising current flowing
through the device (point B). The rising current induces a voltage drop at the quenching
resistor Rq, thus, the voltage across the diode UD starts to decrease until it reaches the
breakdown voltage Ubreak where the avalanche process is stopped (point C). Once the
avalanche is quenched, the internal device capacitance is recharged and the diode return
into the initial state, ready to detect further photons.
The first prototype devices of avalanche photodiodes operated in Geiger mode have already
been developed in the 1960’s by Haitz and McIntyre [60, 61]. These devices facilitated the
detection of single photons due to the high gain values. However, one of the drawbacks was
the strong limitation on the photosensitive area, necessary to avoid a continuous breakdown of
the device caused by thermally induced charge carriers. Several years later the first devices,
denoted single photon avalanche diode (SPAD), were commercially available. Passive quenching
was used to stop the avalanche breakdown which resulted in relatively small achievable photon
count rates below 100 kHz [58]. A general drawback of these devices is the lacking ability to
detect more than one photons arriving at the sensor simultaneously; i.e. no information about
the light intensity can be retrieved. The signal has always the same amplitude, no matter how
many photons have been detected. The logical consequence of the strictly limited dynamical
range of SPADs was the development of the silicon photomultiplier.
Figure 3.7 – On the left side, a passive quenching circuit consisting of a photodiode operated
in Geiger mode and a large resistor in series. The right side shows a schematic description of the
passive quenching mechanism.
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3.6 Silicon Photomultiplier
A silicon photomultiplier (SiPM)3 consists of a huge number of SPAD cells (pixels) placed on
a small area. Typical pixel densities range from one hundred up to several thousand pixels
per square millimetre. Figure 3.8 shows a picture of a Hamamatsu SiPM detector with 1600
individual pixels on a 1× 1 mm2 active area. The right side shows the schematic layout of such
a detector. It consists of individual pixels which in turn are made of avalanche photodiodes op-
erated in Geiger mode in series with a high Ohmic quenching resistor (Rq = O(100−1000) kΩ).
Each pixel operates like a binary device; i.e. it creates a standardised signal with a high gain
O(105−106) when hit by a photon. As the pixels are connected in parallel, the signal measured
at the device connectors corresponds to the sum of the individual (binary) pixel signals. In this
way, a SiPM is capable to detected simultaneously arriving photons and therefore can perform
measurements of the light intensity.
Figure 3.8 – Layout of a typical a Hamamatsu SiPM detector (S10362-025C) with 1600 pixels.
Each pixels consists of an avalanche photodiode operated in Geiger mode in series with a quench-
ing resistor. The photosensitive area of the shown device is 1× 1 mm2
SiPM Pixels
Figure 3.9 shows a magnified view of a SiPM surface. The polysilicon quenching resistor of each
pixel and the aluminium grid used to connect all pixels in parallel are highlighted by coloured
lines (right column). Not the full device surface, but only a certain fraction of it is sensitive to
the incoming light. This so called ‘geometrical efficiency’ is one of the main limiting factors of
the photon detection efficiency of a SiPM.
A typical SiPM structure is displayed in Figure 3.10, together with the projection of the
electric field present at a given distance from the device surface. On top of the device, a silicon
dioxide layer serves as a protective coating. The high electric field strength required for the
impact ionisation process of electrons and holes is only present in a thin layer in between the
strongly doped n+ and p+ silicon layers. Below this region, a drift volume is formed by a
weakly doped p− layer. It enhances the detection probability for red and infrared light which is
3There are different names for this type of device in common use such as multi pixel photon counter (MPPC),
solid state photomultiplier (SSPM), Geiger mode APD (G-APD), multi pixel avalanche photodiode (MAPD),
pixelated photon detector (PPD), and metal-resistor-semiconductor APD (MRS-APD).
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able to penetrate several micrometers into the silicon before it is absorbed. Electrons, created
in the drift region, move upwards into the high field region where avalanche breakdown occurs.
Guard rings are implemented at the pixel boundaries in order to avoid large electric fields at
the edges which would result in undesired electrical breakdown.
If a charged particle hits a SiPM detector, it will most probably traverse only the few micron
thick depleted region of a single pixel. Even if the primary ionisation process yields a huge
number of electron-hole pairs, the resulting signal will be equivalent to the signal of a single
photon. For this reason, practically no nuclear counter effect is observed with SiPM detect-
ors. SiPMs are therefore well suited for the application in calorimeters in high energy physics
experiments.
Figure 3.9 – Magnified view of the individual SiPM pixels (Hamamatsu S10362-025C). For a
better visualisation, the aluminium connectors and the quenching resistor made of polysilicon are
indicated by coloured lines. Only the specified pixel area is sensitive to incoming light.
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Figure 2: SiPM pulse height spectra.
Figure 3.10 – Typical topology of a SiPM pixel. The strong electric field, necessary for the
impact ionisation of electrons and holes is only present in a thin layer at the junction between
the n+ and p+ doped silicon. At the pixel borders, n− doped guard rings are created in order
to avoid avalanche breakdown in this region. The p− doped silicon forms a drift region which
increases the sensitivity for red light and reduces the pixel capacitance. The figure has been taken
from Ref. [62].
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SiPM Gain
If a SiPM pixel fires when hit by a photon, or due to thermal excitation, a fixed amount of
charge is released which forms the SiPM signal. The simple electrical model underlying this
process is shown in Figure 3.11. Two different states of the pixel have to be considered; in
the ‘ready mode’, the pixel has been biased up to a few volts over breakdown. As long as
no charge carrier is created in the depleted volume, the pixel remains in this state. When
a photon is detected, the pixel state changes into the ‘detection mode’. The internal pixel
capacitance Cpixel starts to discharge over the internal pixel resistance Rint until it reaches the
breakdown voltage Ubreak. For a successful quenching of the pixel avalanche, the quenching
resistor Rq must be chosen large enough so that the discharge of the pixel determined by
the time constant, τd = RintCpixel, is much smaller than the pixel recovery time constant,
τr = RqCpixel.
The charge Q released by the pixel is proportional to the gain G of the SiPM and can be
calculated with the following equation:
Q = G · qe = Cpixel (Ubias − Ubreak) = Cpixel Uover, (3.6)
where qe is the electron charge and Uover denotes the so called ‘over-voltage’.
Figure 3.11 – Simple model of a SiPM pixel. Two different states are considered: a ‘ready
mode’, and the ‘detection mode’ which is active when a photon is detected.
Dynamical Range
SiPMs facilitate, due to the high gain, a measurement of single photons. They are also capable
to detect several photons hitting the SiPM simultaneously if they do not hit the same pixel,
but are distributed over the active area. However, the maximum number of detectable photons
is fundamentally limited by the finite number of pixels. Even with the highest pixel densities,
saturation effects appear at high light intensities. This is shown in Figure 3.12, where the
response of several different SiPMs, given by the number of fired pixels, is plotted as a function
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of the number of created photoelectrons. The following response function is commonly used to
describe the SiPM non-linearity:
Nfired = N ′tot ·
[
1− exp
(
−Nγ · PDE
′
N ′tot
)]
, (3.7)
where Nfired describes the number of fired pixels and Nγ denotes the number of incident
photons. The quantities N ′tot and PDE
′ correspond to the effective total number of SiPM
pixels, and the effective photon detection efficiency, respectively. These factors are treated
as ‘effective’ quantities since they in general depend on the SiPM noise such as the dark-
rate and the after-pulse probability described below, as well as on the time and spatial dis-
tribution of the incoming light flash. Depending on the operation conditions of the SiPM
like the bias voltage or temperature, different values of these effective quantities have to
be applied. It is practical impossible to derive an analytical description of the SiPM re-
sponse function which takes into account all these effects. Such a description may however
be achieved with the aid of a Monte Carlo simulation of the SiPM as for example described in
[63].
Once, a suitable response function has been determined for the specific operation conditions,
it is possible to correct the measured signal values for the saturating behaviour; this is for
example done in case of the AHCAL prototype as described in Ref. [32]. However, for high
photon quantities the procedure can’t avoid a significant deterioration of the the photon count-
ing resolution as the measurement uncertainty on the number of fired pixels is magnified by
the non-linear scale.
requirement to have a sufficiently low dark rate
limits the SiPM gain to the level of 106 and its
photon detection efficiency to 10–12% [11] at
room temperature in the case of tile HCAL
application. Another limitation is given by the
finite number of pixels introducing a nonlinearity
of the SiPM signal, when the number of produced
photoelectrons is of the order of the total number
of pixels. Fig. 4 presents the linearity range of the
SiPM for a short laser light pulse of 40 ps, showing
saturation effects for large signals.
Due to the fast pixel recovery time, the SiPM
response depends on the width of the light pulse.
The duration of the light signal produced in the
MiniCal tile-fiber system is typically !10 ns full-
width at half-maximum (see Fig. 5b). In this case
the SiPM saturation occurs at about 2000 pixels
for SiPMs with 1024 pixels/mm2 as shown in
Fig. 5a. This indicates that the effective recovery
time for a pixel is rather small (!10 ns) and each
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Figure 3.12 – Dynamical range for several SiPM devices differing in the total number of pixels.
The measurement was carried out with short laser pulses of 40 ps duration. In this way it is
ensured that each pixels fires only once. The figure has been taken from Ref. [64].
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Photon Detection Efficiency
In case of a silicon photomultiplier, the photon detection efficiency can be written as a product
of three individual probabilities:
PDE = Pgeo ·QE · Ptrigger, (3.8)
where Pgeo is the geometrical efficiency, QE denotes the quantum efficiency of silicon and Ptrigger
corresponds to the avalanche trigger probability. The geometrical efficiency denotes the ratio
between the photosensitive surface and the total active area of the SiPM. Only a fraction of
the total active SiPM area is sensitive to light, as a minimum spacing in between the individual
pixels is necessary and parts of the surface are covered by the pixel interconnections made of
aluminium and the quenching resistors. Only the photons hitting the inner part of the pixel
can be detected (cf. Figure 3.9). A general rule of thumb is: the higher the pixel density, the
lower the geometrical efficiency since more connectors and quenching resistors are required.
This is indicated in Figure A.6, which shows the magnified view of three SiPM detectors with
different pixel densities. The geometrical efficiency is one of the main limiting factors for the
PDE; typical values of classical SiPM detectors range between ∼ 20 and 70 %.
The avalanche trigger probability Ptrigger depends on the depth where the incident photon
creates an electron hole pair, and therefore on the wavelength of the photon. The circumstance
that electrons in silicon have a much higher ionisation coefficient compared to holes (cf. Fig-
ure 3.4), and thus have higher probability for initiating avalanche breakdown, has important
consequences on the spectral response of SiPMs. In Figure 3.13, the doping profiles of the up-
permost SiPM layers are shown for an ‘n-on-p’ and one ‘p-on-n’ device. At different positions in
the depletion layer electron-hole pairs, produced by photon absorption, are indicated. In case
of the ‘n-on-p’ device, electrons are accelerated upwards by the electrical field. The electron
created in the p+ layer therefore moves into the direction of the junction, where impact ionisa-
tion is possible due to the strong electric field. The corresponding trigger probability Ptrigger
is therefore relatively high for such electron-hole pairs. The situation is different in case of the
electron-hole pair created in the n+ layer. Only the hole, which has a much smaller ionisation
coefficient, is accelerated towards the p+n+-junction. The corresponding avalanche trigger ef-
ficiency is therefore relatively small. The same behaviour applies to the ‘p-on-n’ device; i.e.
photons absorbed in the p+ layer have a higher probability for initiating avalanche breakdown
compared to photons absorbed in the n+ layer. The difference is only the reversed structure,
so that the p+ layer is now on top of the device. The reason for the construction of SiPMs
with a ‘p-on-n’ structure is hence the increased detection efficiency in the blue spectral region
compared to ‘n-on-p’ devices which are better suited for the detection of red light.
The measurement technique of the photon detection efficiency and the specific response
characteristics of several SiPM detectors is discussed in detail in section 4.6.
Dark-rate
Any electron hole pair created in the depleted volume of a SiPM pixel – independent from its
production process – can cause a signal which is completely equivalent to a photon induced
discharge. The two main mechanisms responsible for the undesired electron-hole pair creation
are sketched in Figure 3.14. In case of the thermally induced creation, an electron from the
valence band is lifted into the conduction band due to phonon interaction. The probability of
this process is strongly increased if defects or impurities are present in the silicon. Reduction of
the process is possible by cooling of the SiPM; typically the thermal generation rate is reduced
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by a factor of two for each decrease of the temperature by 8◦C, as shown for example in [65].
The field-assisted charge carrier generation (cf. Figure 3.14, right) is only possible in the
presence of a strong electric field. In this case, the electrons can tunnel through the band gap.
The probability for this process can only be reduced if the electric field, and thus the bias
voltage is reduced. This however, also causes a reduction of the gain and the PDE.
Typical values of the dark-rate are in the range of several hundreds of kHz up to several MHz
per square millimetre of active SiPM area.
Figure 3.13 – Doping profiles of the upper SiPM layers of an ‘n-on-p’ and one ‘p-on-n’ device.
Electrons created by photon absorption in the p-layer have the highest probability to induce
avalanche multiplication.
Figure 3.14 – Visualisation of the two main processes responsible for the creation of electron-hole
pairs without photon interaction. On the left, the thermally induced charge carrier generation
is shown. The probability for the indicated transition is increased if defects (dotted box) are
present. On the right, the field-assisted electron-hole pair creation is sketched. Due to the strong
electric field, present at the pn-junction, electrons are able to tunnel through the potential barrier.
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Optical Cross-talk
Already in the 1950s it was observed that a pn-junction in silicon emits light in the visible
range when biased above the breakdown voltage [66, 67]. These photons are emitted by ‘hot
carriers’ resulting from the avalanche process. The efficiency for the emission of photons with
an energy higher than 1.14 eV, thus facilitating the creation of an additional electron-hole pair
in silicon, has been measured to be 2.9 · 10−5 per charge carrier crossing the junction [68]. For
a typical gain value of a SiPM of 106, on average 30 photons are created. These photons may
either be absorbed in the same pixels, thus contributing to the lateral spread of the primary
avalanche, or they may reach a neighbouring pixel where they can initiate a second avalanche.
This process is referred to as ‘optical cross-talk’ and is schematically indicated in Figure 3.15.
If the number of additional firing pixels would be constant, optical cross-talk would only cause
an effective increase of the gain, and an earlier saturation behaviour. However, the number of
additional pixels firing is underlying large fluctuations which deteriorates the achievable photon
counting resolution. It is therefore one of the main goals in the development of future SiPM
detectors to reduce the cross-talk probability. One possible way to achieve this is to implement
so called ‘trenches’, filled with an opaque material, in between the individual pixels as shown in
Figure 3.16. In this way, the photons are prevented from entering an adjacent pixel. However,
the extra space required for the trenches reduces the geometrical efficiency and thus also the
PDE.
Figure 3.15 – Schematic description of two neighbouring pixels in a SiPM. The incident photon
induces avalanche breakdown in the left pixel. Within this process visible photons are emitted
which cause a lateral spread of the avalanche in the pixel. Some of the emitted photons, however,
may reach the depleted region of a neighbouring pixel and initiate a second avalanche breakdown
(optical cross-talk).
After-pulses
During avalanche breakdown in a SiPM pixel, charge carriers may become trapped in deep level
crystal and impurity defects. If these charge carriers are released when the pixel is already
recovered, a second delayed avalanche is triggered. The electrical signal, resulting from the
second avalanche cannot be discriminated form a real photon induced signal. As the number of
secondary pixels firing due to the after-pulse effect is underlying large fluctuations, the effect
significantly deteriorates the achievable photon counting resolution.
However, due to a statistical analysis of the SiPM noise pulses created in the absence of
light, it is possible to determine the probability for the occurrence of these after-pulses within
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a certain time interval after a primary signal pulse.
Excess Noise Factor
Due to the operation in Geiger mode with avalanche quenching, statistical variations in the
multiplication process – as observed in case of linear APDs – are not present in case of SiPMs.
This causes a uniform (binary) pixel response. Naively, one would therefore expect that the
excess noise factor is close to unity. However, the effects of after-pulsing and cross-talk introduce
a statistical fluctuation of the number of fired pixels which has the consequence of an increased
excess noise factor. Typical values for SiPM detectors are around ∼ 1.5 [69] which is, however,
still less compared to conventional APDs operated in linear mode.
Time Resolution
SiPM detectors are well suited for fast timing applications due to their quick response and the
internal amplification mechanism, causing a large signal even for single photons. The typical
depletion layer thickness of a SiPM is only ∼ 2− 6µm thin and a large electric field is present
(cf. Figure 3.10). Hence the variations of the drift time of the electrons and holes produced
at different positions in the depleted layer, are relatively small. Also the vertical avalanche
development is a fast process which contributes only little to the time resolution. However,
the lateral avalanche built-up is mediated by the slow diffusion process – no horizontal electric
field is present – and by the strongly fluctuating emission of photons which are to a large
extend reabsorbed in the same pixel (cf. Figure 3.15). These two processes are limiting the
time resolution of SiPMs. Nevertheless, the timing properties of SiPM detectors are still very
good; typical values are in the order of 100 ps FWHM as presented for example in Ref. [70].
Figure 3.16 – Microscope picture of trenches in between the individual SiPM pixels. The figure
has been taken from Ref. [71].
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Determination of SiPM Characteristics
Within the context of this dissertation, a test setup for SiPM measurements was developed and
constructed. In order to enable an objective selection of the best suited SiPM detector for a
specific application, the developed test stand facilitates independent characterisation measure-
ments using well established standards; i.e. identical measurement techniques are applied for all
types of SiPMs. Such measurements are necessary as the available information provided by the
SiPM manufacturers is often incomplete, or inconsistent definitions of the applied measurement
techniques make an unbiased comparison of the corresponding device characteristics difficult.
The commissioning of the test stand began in the year 2007 within the scope of a diploma
thesis [72]. In the following, the range of possible measurements was extended and the mea-
surement techniques were enhanced [65]. Today, the test stand facilitates measurements of
the SiPM gain, dark-rate, cross-talk and after-pulse probabilities, photon detection efficiency,
and tests on the pixel response uniformity. In addition, measurements of the temperature
dependence of the above specified parameters are enabled. Further test setups, e.g. for the
measurement of the SiPM dynamical range are currently under development. The diversity
of obtainable characterisation data allows for an efficient selection of the SiPMs suitable for
the envisaged application in high energy physics calorimetry or positron emission tomography.
In addition, a better understanding of the SiPM noise is obtained which allows to specify the
optimal operation conditions for a certain application. Results of these characterisation studies
have been published in a scientific journal [4].
A variety of different SiPM detectors, from different manufacturing companies have been suc-
cessfully characterised in the test stand. A list of the tested devices is presented in Table 4.1. In
addition, several other SiPM types from the companies SensL, Zecotek and STMicroelectronics
have been characterised. The results of these studies are however subject to confidentiality
agreements with the manufacturers and are therefore not presented in this work.
The following chapter contains an overview of the most important measurement techniques
and a discussion of the obtained results. A deeper insight is provided for the characterisation
measurements where the major contributions have been made within the scope of this thesis.
4.1 Current-Voltage Characteristics
A basic measurement, enabled by the test stand is the determination of the current-voltage
characteristic. The experimental setup for this measurement is shown in Figure 4.1. The
central component is a lightproof box which contains the SiPM under study, thus preventing
the generation of a photocurrent which would distort the measurement results. The SiPM high
voltage (Ubias < 100 V) is provided by a power supply which is also serving as an ampere-meter,
capable to measure small currents precisely. Despite its simplicity, this type of measurement
facilitates the determination of useful information about the specific SiPM and its operation,
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Figure 4.1 – Schematic view of the setup used to measure the current-voltage characteristics.
In the real setup, the voltage source and ampere-meter is combined in a single device (Keithley
6487 Picoammeter/Voltage Source)
e.g. the polarity, the approximate breakdown voltage, and the value of the individual quenching
resistors which has a strong influence on the pixel recovery time.
If a forward bias voltage is applied to the SiPM, the current can easily flow through the
diodes of the individual pixels (cf. Figure 3.8). Hence, the total SiPM resistance is exclusively
determined by the quenching resistors. As the pixels are connected in parallel, the following
equation for the value of the quenching resistor can be derived:
Rq = Rtotal · npixel. (4.1)
Here Rtotal corresponds to the SiPM resistance when a forward bias voltage is applied and npixel
denotes the total number of pixels.
In Figure 4.2(a), the SiPM current of four Hamamatsu MPPCs1 and one SensL SPM2 is
shown as a function of the applied forward bias voltage. Even if no bias voltage is applied to
the SiPMs, a small depletion zone is created in between the p- and n-doped regions due to
diffusion of charge carriers. This depletion zone acts as an insulating layer which the charge
carriers have to pass. Hence, a minimum forward bias voltage is required to ‘push’ the charge
carriers through the depletion layer and to make the SiPM conductive. This voltage value is
denoted forward voltage drop and amounts to ∼ 0.6− 0.7 V in most silicon diodes.
In case of the Hamamatsu MPPCs an abrupt current increase is observed when the forward
voltage reaches voltages higher than 0.6 V, whereas the current rises only slowly in case of the
SensL SPM. The significantly different behaviour points to major differences in the production
method of the two SiPM types. However, the effect does not alter or deteriorate the devices
response, thus it was not further investigated in this work.
From the slope of the linear current increase which describes the SiPM conductivity, the
value of the total device resistance, and thus the quenching resistor can be calculated using
Equation 4.1. The result derived from the measurement is displayed in Table 4.2. For a
successful passive quenching of the pixel avalanche, the diode bias voltage must fall under
the breakdown voltage. The current flowing through a SiPM with small pixel size is smaller
compared to a SiPM with larger pixels. Therefore, for smaller pixels a larger quenching resistor
is required in order to reduce the voltage drop across the diode sufficiently, thus stopping the
avalanche.
1Multi Pixel Photon Counter.
2Silicon Photomultiplier.
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Figure 4.2 – Forward and reverse bias voltage characteristics of several Hamamatsu MPPCs and
one Sensl SPM (cf. Table 4.1). In case of forward voltage, linear fits (dashed lines) are applied
to the curves in order to determine the value of the quenching resistor. In figure (b), an offset of
40 V has been added to the bias voltage of the SensL device (blue curve) for a better visualisation.
The position of an abrupt current increase indicates the approximate breakdown voltage of the
corresponding device. Typical operation voltages are a few volts above the breakdown voltage.
Table 4.1 – Specifications of the tested SiPMs. A complete characterisation has been done in
case of the Sensors listed in the upper part of the table. For the remaining devices only a selection
of measurements was performed.
SiPM producer and type Structure Active area [mm2] npixel Pixel pitch [µm]
Hamamatsu S10362-11-100C p-on-n 1× 1 100 100
Hamamatsu S10362-11-050C p-on-n 1× 1 400 50
Hamamatsu S10362-11-025C p-on-n 1× 1 1600 25
SensL SPMMICRO1020X13 n-on-p ∼ 1× 1a 1152a ∼ 30a
MEPhI/Pulsar (AHCAL) n-on-p 1× 1 1156 30
Ketek (prototype device) p-on-n 3× 3 576 120
aAccording to manufacturer specification, the device features a circular active area containing 848 micro-
cells of 20µm size [73]. The numbers quoted here have been experimentally determined in section 4.7 (cf.
Figure 4.34 (right)).
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If a reverse bias voltage is applied to a SiPM as shown in Figure 4.2(b), the thickness of
the depletion zone increases. Charge carriers created in this zone by thermal excitation are
separated in the electric field and thus cause a small leakage current O(nA). If the voltage is
increased, so does the leakage current until eventually full depletion is achieved. If the voltage is
further increased, first linear amplification of the thermal generated charge carriers and finally
avalanche breakdown occurs which results in an abrupt increase of the current. The point of
abrupt current increase allows to determine the approximate value of the breakdown voltage.
As indicated in the figure, the tested Hamamatsu MPPCs have a breakdown voltage in between
68 and 69 V; in case of the S10362-11-025C, the actual transition from linear amplification to
avalanche breakdown is less pronounced due to its smaller gain (cf. the following section). The
SensL SPM has a much smaller breakdown voltage of ∼ 28 V.
With the gained knowledge, the bias voltage can be adjusted to an adequate value, a few volts
above breakdown. However, the presented method allows only for an approximate estimation
of the breakdown voltage, as the precise position of the current increase in Figure 4.2(b) is
difficult to determine. A more accurate determination method of the breakdown voltage, based
on the measurement of the SiPM gain, is presented in the following section.
4.2 Gain
For a correct interpretation of the electronic signals from any kind of detector, a precise know-
ledge of the photodetector gain is one of the basic requirements. The gain value is not constant
over time, but depends significantly on the operation conditions such as the ambient temperat-
ure. In order to avoid a deterioration of the energy resolution of a calorimeter by means of an
increased constant term in Equation 1.21, it is necessary to measure the gain on a time scale
which is short compared to the change of the operation conditions (e.g. temperature day night
cycle). Most detector systems in high energy physics therefore comprise a dedicated calibration
system which monitors the photodetector gain and reacts with compensating changes of the
applied voltage.
The results of the gain measurement have been presented and discussed in Ref. [65, 72].
Nevertheless, the topic is important for the understanding and discussion of the measurements
described in the following sections, hence a brief overview over the fundamental measurement
technique of the SiPM gain and the obtained results is given in the following.
Voltage Dependence
When avalanche breakdown is initiated in a SiPM pixel, either by photon absorption or
thermal/tunnel excitation, a fixed amount of charge is released which corresponds to the gain
of the SiPM (cf. Equation 3.6). If several pixels fire at once, the corresponding charge values
are added up. This is indicated in Figure 4.3 where an oscilloscope image of the SiPM thermal
noise signals are shown; the amplitudes of the individual electrical pulses are well separated
and correspond to a certain number of firing pixels (photoelectrons). In order to determine the
gain, the signal has to be integrated over the full duration of the pulse.
The setup for the gain measurement is shown in Figure 4.4. A pulse generator produces short
O(ns) electrical pulses which drive a light emitting diode (LED). The resulting light flashes are
guided to the active area of the SiPM with an optical fibre bundle. The SiPM and the LED are
contained inside separate lightproof boxes as a common box would result in a significant noise
pickup from the large amplitude pulses used to drive the LED. A simple electronics circuit is
used to connect the SiPM to the voltage supply and the signal amplifier consisting of a resistor,
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Figure 4.3 – Oscilloscope image of the SiPM (S10362-11-050C) thermal noise pulses, accumu-
lated during a few seconds time interval. Three different signal amplitudes can be identified,
corresponding to one, two, or three firing pixels (photoelectrons). The trigger threshold is set to
half a photoelectron. Horizontal scale: 5 ns/div, vertical scale: 10 mV/div.
R1 ≈ 10 kΩ, and a capacitor, C1 ≈ 0.1µF. The capacitor C1 serves as a fast responding
current source for the SiPM during breakdown. The large value of R1 protects the SiPM from
a permanent damage due to large currents. The resistor R2 is required to close the electrical
circuit and hence facilitate a stable bias voltage of the SiPM. In the shown configuration of the
electronics amplifier, the value of R2 should be much larger compared to the internal impedance
of the voltage amplifier of 50Ω. Otherwise large fractions of the signal would directly flow into
ground and get lost. A typical value used in the described setup is R2 ≈ 3 kΩ.
The SiPM signals are amplified3 by a factor of 50 before they are fed into the integration input
of the charge to digital converter4 (QDC), based on the CAMAC5 bus standard. Amplification is
necessary in order to transfer the original charge values of the SiPM pulse: O(106qe = 0.16 pC),
to the sensitivity range of the QDC: O(10 pC). The signal is integrated over a fixed time interval
between 50 and 200 ns. This interval is defined by the digital gate input which is created when
the gate generator module receives the trigger signal from the pulse generator.
The result of a gain measurement is displayed in Figure 4.5 which shows the so called ‘single
photoelectron spectrum’ recorded with the QDC. Each of the well separated peaks corresponds
to a certain number of fired pixels, also referred to as photoelectrons (pe). The gain of the SiPM
corresponds to the distance between the individual peaks. There are several basic methods used
to determine the gain values from the spectrum. One possibility is to fit a suitable function
to the spectrum; this can either be a simple superposition of individual Gaussians, or a more
sophisticated fit function which takes into account Poisson photo-statistics and the cross-talk
probability as described for example in Ref. [76]. The method which was used throughout this
thesis is the determination of the equivalent power spectral density of a single photoelectron
spectrum by calculating the discrete Fourier transformation. The gain value can in this case be
determined from a peak in the spectral power spectrum; details on the method can be found
in Ref. [72].
The result of the gain measurement at different values of the reverse bias voltage is displayed
3Phillips Scientific model 774.
4LeCroy model 2249A 12 channel analogue to digital converter, 10 bits resolution (1024 channels), 256 pC full
scale range [74].
5Computer Automated Measurement and Control [75].
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Figure 4.4 – Experimental setup for the SiPM gain determination. The centrepiece is a charge
to digital converter (QDC) which integrates the incoming SiPM pulse over a time interval which
is defined by the width of the gate signal.
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Figure 4.5 – Typical single photoelectron spectrum recorded with the experimental setup
(S10362-11-025C). The first peak (0 pe) corresponds to the integrated charge when no pixel
is firing. The second peak corresponds to one firing pixels and so on. The individual peaks are
well separated which indicates the good photon counting capabilities of a SiPM.
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Figure 4.6 – Typical gain-voltage dependence of a SiPM (S10362-11-025C). The individual data
points are well described by a linear function with two parameters (red line).
in Figure 4.6. A conversion factor (cf. section A.8) is used for the calibration from the QDC-
channel scale to the gain scale. As expected from the simple pixel model described in section 3.6,
a linear dependence between the bias voltage and the SiPM gain is observed. The following
function is fitted to the data points in order to determine the breakdown voltage Ubreak and
the pixel capacitance Cpixel:
G =
Cpixel
qe
(Ubias − Ubreak) (4.2)
The characteristic values are listed in Table 4.2. The pixel capacitance is mainly determined
by the size of the individual pixels: Cpixel ∝ A/d, where A denotes the pixel area and d
is the thickness of the insulating depletion layer. In case of the Hamamatsu MPPCs, the
pixel capacitance shows the expected proportionality to the pixel area. Hence, the depletion
layer thickness is approximately the same for the devices. The capacitance of the SensL SPM
indicates a smaller depletion layer thickness, caused by a different doping structure. The
highest gain values are achieved for large pixel capacitances; i.e. at a fixed over-voltage the
gain increases with the capacitance. Large pixels also yield a high geometrical efficiency which
allows for higher PDE values. However, the reduced dynamical range of such devices limits the
possible range of applications.
Table 4.2 – Characteristic values of the pixel capacitance Cpixel, breakdown voltage Ubreak, and
quenching resistor Rq determined with the experimental test stand. The presented values for
Ubreak and Cpixel are reprinted from [65, 72].
SiPM Pixel pitch [µm] Cpixel [fF] Ubreak [V] Gaina [105] Rq [kΩ]
S10362-11-025C 25 23.2± 0.1 68.4± 0.1 1.45 293± 4
S10362-11-050C 50 102.0± 0.2 68.2± 0.2 6.37 140± 1
S10362-11-100C 100 423.6± 0.1 69.0± 0.1 26.43 91.3± 0.2
SPMMICRO1020X13 ∼ 30 58.9± 0.1 27.9± 0.1 3.67 629± 38
aValue at Uover = 1 V. Uncertainties of the gain measurement are in the order of ∼ 5 %.
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Temperature Dependence
The gain of a SiPM shows a strong dependence on the temperature. This can be mainly
attributed to the temperature dependence of the breakdown voltage. At high temperatures,
the electron and hole mobility in silicon is reduced due to phonon scattering which has the
consequence of a reduced probability for impact ionisation. The breakdown voltage hence
increases with the temperature.
By actively controlling the SiPM temperature during the gain measurement in a range
from −10 up to 30◦C, the increase of the breakdown voltage was quantified for two differ-
ent SiPMs (S10362-11-050C/-100C). Independent from the pixel size, a temperature coefficient
of dUbreak/dT ≈ 55 mV/K was measured. In order to realise a constant gain operation of
the SiPM, hence temperature variations have to be compensated by adjustments of the bias
voltage so that the over-voltage remains constant (Uover = Ubias − Ubreak = const). If on the
other hand no bias voltage corrections are applied (Ubias = const), the gain decreases with
increasing temperature according to the following equation:
dG
dT
= −Cpixel
qe
· dUbreak
dT
. (4.3)
For this reason, a high pixel capacitance causes the negative effect of a strong temperature
dependence. Concerning temperature stability, it is therefore beneficial to use SiPMs with
a small pixel capacitance and to operate these devices at a higher over-voltage to reach the
required gain value.
4.3 Dark-rate
There are several possibilities for a reduction of the noise rate. The reverse bias voltage can be
lowered, which, however yields a smaller gain value, and even more important, a reduction of the
photon detection efficiency. Another very efficient possibility is the cooling of the SiPM which
often cannot be realised in high energy physics particle detectors because of the requirements
in hermeticity and power consumption. The dark-rate of a SiPM, hence often represents an
unavoidable source of noise. As the majority of thermal noise pulses have a small amplitude
corresponding to one firing pixel, the dark-rate has the strongest negative effect for small light
signals. The thermal noise rate deteriorates the energy resolution of a calorimeter mainly for
low particle energies, whereas its influence is getting smaller for higher energies. Within the
description of the sampling calorimeter energy resolution given by Equation 1.21, the dark-rate
mainly contributes to the noise term which is proportional to the inverse of the energy.
For the calorimeter performance at low particle energies, it is important to precisely measure
and understand the dark-rate characteristics of the variety of available SiPM detectors, thus
facilitating a selection of the best suited devices and the optimal operating voltage.
Voltage Dependence
A schematic description of the dark-rate measurement setup is shown in Figure 4.7. The
amplified SiPM pulses are fed into a discriminator module6. The basic operation principle of the
discriminator is schematically indicated in Figure 4.8. When the SiPM signal amplitude exceeds
a certain threshold value which can be defined via the CAMAC interface of the discriminator
6LeCroy model 4416.
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Figure 4.7 – Experimental setup for the measurement of the dark-rate, cross-talk and after-
pulse probability. The amplified SiPM signal is fed into a CAMAC based threshold discriminator
module. The logical output signal of the discriminator is during the dark-rate and cross-talk
measurement connected to the input of CAMAC based scaler module (blue connector line). In
case of the after-pulse measurement, the discriminator signal is analysed with a VME based time
to digital converter (TDC).
module, a 3 ns short logical pulse is generated. These pulses are counted by a scaler module7
during a well defined time interval, so that the SiPM pulse rate can be determined.
The measured dark-rate is shown in Figure 4.9 as a function of the applied over-voltage for a
variety of different SiPM types. The threshold of the discriminator is set to the 0.5 photoelectron
level for this measurement (cf. Figure 4.3), hence all SiPM pulses – down to the single pixel level
– are taken into account. The range of measured dark-rate values ranges from ∼ 300 kHz up to
several MHz per mm2 and increases with the applied over-voltage. This has two main reasons:
firstly, the overall avalanche trigger probability increases with the applied voltage. Hence, the
charge carriers created in the depleted volume of the SiPM cause avalanche breakdown with
higher efficiency. Secondly, the number of charge carriers in the depleted volume is higher as
the probability for field assisted electron-hole pair creation rises with increasing bias voltage.
The figure also shows that the dark-rate of SiPMs with an n-on-p structure (SensL) is higher
compared to the dark-rate of p-on-n devices (Hamamatsu). The reason for this effect is again
the much larger ionisation coefficient of electrons compared to holes; electrons created in the
p-doped layer drift into the direction of the junction whereas electrons created in the n-doped
layer drift away from the high field region. Hence the volume of the depleted p-type silicon
generates the major contribution to the dark-rate. As the p-type layer is usually thinner in
case of p-on-n type SiPMs (cf. Figure 3.13), the corresponding dark-rate is lower.
SiPMs with a smaller number of larger pixels can achieve a higher geometrical efficiency
compared to a huge number of small pixels. Hence the total photosensitive area, and therefore
also the total depleted volume is larger which results in a higher dark-rate. This effect can also
be observed in Figure 4.9, as the dark-rate of the MPPCs with larger pixels is higher compared
to the ones of smaller pixels.
7LeCroy model 2550B.
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Figure 4.8 – Schematic description of the discriminator operation principle. If a SiPM signal
pulse exceeds the adjustable discriminator threshold, a logical output pulse of ∼ 3 ns width is
generated. For the dark-rate and cross-talk measurements, these logical pulses are counted with
the scaler module. In case of the after-pulse measurement described in section 4.5, the time
difference ∆t between consecutive pulses is determined with a time to digital converter.
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Figure 4.9 – Dark-rate at the 0.5 photoelectron threshold as a function of the the over-voltage
for the tested SiPM detectors.
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4.4 Cross-talk Probability
In Figure 4.3, the overlaid traces of several thousands of thermal noise pulses are shown.
Not only single photon equivalent pulses are observed, but also pulses with an amplitude
corresponding to two or more firing pixels are observed. These pulses cannot be explained by
the dark-rate alone as the probability for two or more pixels to fire within a short time interval
is – despite the relatively high characteristic dark-rates – extremely small. For example the
measured dark-rate of a S10362-11-050C at Uover = 1.5 V is roughly ∼ 1 MHz and the signal
rise time is ∼ 1 ns. The probability for two pixels firing at the same time is hence proportional
to Pdouble ∝ 1 ns · 1 MHz = 0.1 %; however, Figure 4.3 reflects a much larger effect. The reason
for this discrepancy is the cross-talk probability of SiPMs which was introduced in section 3.6.
For the measurement of the cross-talk probability the same setup is used as for the dark-rate
determination. In addition to a variation of the SiPM bias voltage, for this type of measurement
also the discriminator threshold is varied over a certain range. An example of such a threshold
scan at a fixed over-voltage is shown in Figure 4.10. A characteristic step function is observed.
When the threshold reaches integer multiples of the single photoelectron amplitude, the count
rate drops as the corresponding pulses do not exceed the threshold anymore.
The rate measured at the 1.5 photoelectron threshold includes all events with one or more
additional cross-talk induced pixel avalanche. The ratio:
Pc =
ν1.5 pe
ν0.5 pe
(4.4)
hence corresponds to the cross-talk probability; as mentioned above, the probability for two
pixels firing at the same time by chance Pdouble, can be neglected if the dark-rate is smaller
than a few MHz. In order to determine the cross-talk probability as a function of the over-
voltage, several threshold scans have been recorded for each SiPM device at different values of
the over-voltage. For a determination of the ν0.5 pe and ν1.5 pe count rates, the 1.5 pe and the
2.5 pe thresholds have to be estimated. This is achieved by calculating the absolute value of
the derivative of the individual threshold scans which is equivalent to the pulse hight spectrum.
The first two local minima of these pulse hight spectra correspond to the 1.5 pe and the 2.5 pe
thresholds and can be determined in an automated fitting procedure as described in Ref. [65].
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Figure 4.10 – Dark-rate of a Hamamatsu S10362-11-050C, operated at a constant over-voltage
of Uover = 1.3 V as a function of the discriminator threshold. The coloured lines indicate the 0.5,
1.5 and 2.5 photoelectron thresholds and the corresponding noise rates ν0.5 pe, ν1.5 pe, and ν2.5 pe.
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The determined cross-talk probabilities for the tested SiPM devices are shown in Figure 4.11.
The cross-talk probability increases strongly with the applied over-voltage. This can be attrib-
uted to two different effects: the avalanche trigger efficiency is higher at higher voltages. Hence,
an electron-hole pair created in the depleted layer of the SiPM due to absorption of a cross-talk
photon has a higher probability to trigger avalanche breakdown. The second, more important
effect is the increase of gain with the applied over-voltage. If a larger number of charge carriers
is crossing the pn-junction of the SiPM, a higher number of photons is radiated which increases
the cross-talk probability. This is indicated in Figure 4.11(b) where the cross-talk probability
is displayed as a function of the SiPM gain. This representation of the data reveals that the
cross-talk probability at a constant gain value is smaller in case of large pixel sizes compared
to smaller pixels sizes. The reason for this behaviour is expected to be caused by the different
distances a photon has to travel – averaged over the pixel area – until it reaches the depletion
layer of a neighbouring pixel.
Even though the SensL SPMMICRO1020X13 has a pixel size of ∼ 30 × 30µm2, which is
much smaller compared to the Hamamatsu S10362-11-050C with a ∼ 50 × 50µm2 pixel size,
the SensL devices features a comparable cross-talk probability at a given gain value. The rel-
atively small cross-talk probability of the SensL SPMs can be mostly attributed to the special
trench technology which is applied in theses devices (cf. Figure 3.16). However, the optical
trenches in between the pixels reduce the total photosensitive area which may be one of the
reasons for the smaller photon detection efficiency compared to the Hamamatsu MPPCs as
discussed in detail in section 4.6.
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(a) Cross-talk probability vs. over-voltage.
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Figure 4.11 – Cross-talk probability for various SiPM detectors as a function of the over-voltage
(a) and gain (b); published in [4].
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4.5 After-pulse Probability
In the oscilloscope picture displayed in Figure 4.3, a large number of secondary pulses is observed
which follow the triggered pulse. In contrast to this observation, almost no pulses are present
in the time interval before the trigger threshold is exceeded. This asymmetry is partially
caused the the trigger condition which only selects pulses exceeding the threshold on the rising
edge, however, the prominence of the effect indicates that once a SiPM pulse has been created,
either by thermal excitation or photon absorption, the probability for observing further pulses
in the subsequent time interval is increased; the reason for this observation is the after-pulse
mechanism, described in section 3.6. The amplitude of these after-pulses depends on the time
difference to the preceding pulse ∆t. As indicated in Figure 3.11, the SiPM pixel recovery can
be modelled as a capacitance Cpixel which is (slowly) recharged via the quench resistor Rq. The
charge fraction carried by the after-pulse, which depends on the recovery state of the pixel, is
hence described by
ξ(∆t) = 1− exp(−∆t/τr), (4.5)
where τr = Rq · Cpixel is the recovery time of the pixel. If ∆t is smaller compared to τr, only
a small signal – much smaller than the 1pe pulse – is created whereas the full amplitude is
reached for ∆t τr.
It is not possible to separate the after-pulses from photon generated signals on a single event
basis. However, it is possible to quantify the after-pulse effect on a statistical basis by measuring
the distribution of time difference between subsequent SiPM pulses, as shown below. It is useful
to begin the statistical description of the dark-rate with the probability density of the thermal
noise rate; i.e. the reduced dark-rate without after-pulses. The probability for observing a
certain number n of thermal noise pulses in a given time interval ∆t is described by the Poisson
distribution:
Pµ(n) =
µne−µ
n!
, (4.6)
where µ denotes the mean number of thermal pulses observed in the time interval ∆t at a given
average thermal noise rate νtp; µ = νtp ·∆t. The probability to measure exactly zero pulses in
the given time interval is correspondingly described by the following equation:
Pµ(0) = e−µ = e−νtp·∆t = 1−
∫ ∆t
0
ptp d∆t′. (4.7)
In the last step, the thermal noise probability density ptp has been defined. It can be easily
proven that the following Ansatz solves the equation:
ptp = νtp e−νtp·∆t. (4.8)
The probability density for after-pulses can be derived in analogy to the thermal noise rate so
that one gets:
pap = νap e−νap·∆t, (4.9)
where νap denotes the after-pulse rate parameter, i.e. the inverse of the after-pulse time constant:
νap = 1/τap.
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Figure 4.12 – ∆t time distribution measured with a S10362-11-050C MPPC at a reverse bias
voltage of −70.6 V. A function (red line) is fitted to the distribution which is the sum of the
thermal-noise (blue line) and after-pulse (green line) distribution. The fit is only applied in the
indicated range as for small time differences, the efficiency of the measurement is reduced due to
overlapping logical pulses and the dead time of the TDC.
The after-pulse probability has been determined using a similar setup as used for the mea-
surement of the dark-rate and cross-talk probability (cf. Figure 4.7). The difference is that
instead measuring the pulse rate with the scaler module, the time structure of the SiPM pulses
is analysed using a time to digital converter (TDC). The 3 ns wide logical pulses created by
the discriminator contain the precise time information of the rising edge of the original SiPM
pulse as indicated in Figure 4.8. The TDC is programmed to measure the time difference, ∆t,
between subsequent pulses.
A typical result of such a time distribution measurement is presented in Figure 4.12. The
spectrum corresponds to the unnormalised probability density to measure a pulse – thermal
or after-pulse – at a given time ∆t after a preceding pulse. The measured spectrum (black
line) is not well represented by a single exponential function describing only the thermal noise
distribution (blue line). Instead, two additional exponentials are required to describe the data
precisely:
ndr = ntp + napf + naps (4.10)
= Ntp/τtp e−∆t/τtp +Napf/τapf e−∆t/τapf +Naps/τaps e−∆t/τaps . (4.11)
Here ndr corresponds to the unnormalised time distribution of dark-rate events: ndr = pdr ·Ndr,
where Ndr is the integrated number of measured dark-rate events. napf and naps describe the
distributions of fast and slow after-pulses and are defined analogously. τtp, τapf, and τaps denote
the thermal, fast after-pulse, and slow after-pulse time constants, respectively. In the same way,
Ntp, Napf and Naps correspond to the integrated number of thermal, fast after-pulse, and slow
after-pulse events. As mentioned above, the after-pulse effect is caused by trapped electrons
which are released according to an exponential time distribution with a characteristic time
constant. The observation of two time constants thus indicates the presence of two types of
trapping centres in the silicon.
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Figure 4.13 – After-pulse probability of the tested SiPM samples as a function of the over voltage
(a) and gain (b). The data points have been fitted with a quadratic function with a constant
term (y = a+ bx2); published in [4].
The fit with Equation 4.11 is only applied for time differences ∆t larger than a certain value
between 20 and 100 ns which depends on the SiPM type. For smaller values, the efficiency
for pulse detection is reduced due to the recovery time of the SiPM and the dead time of the
discriminator and TDC. The probability for the occurrence of an after-pulse is hence given by
Pap =
∫∞
0 ξ · (napf + naps) d∆t∫∞
0 [ntp + ξ · (napf + naps)] d∆t
. (4.12)
The function ξ takes into account that after-pulses appearing within a short time have a smaller
amplitude and therefore have a reduced contribution to the after-pulse probability (cf. Equa-
tion 4.5). The values for the pixel recovery time τr, required for the calculation of ξ are listed
in Table A.2.
The results of the after-pulse measurement are presented in Figure 4.13. The after-pulse
probability depends quadratically on the applied over-voltage and hence also on the gain. The
more charge carriers are created in the avalanche process, the higher is the probability that one
of them gets trapped. Further, the avalanche trigger probability is higher for high voltages which
further increases the after-pulse probability. Figure 4.13(b) shows the after-pulse probability
as a function of the gain. Similar to the case of the cross-talk probability, the after-pulse
probability is higher in case of smaller pixels at constant gain values. The longer recovery
times of larger pixels certainly is responsible for a part of this effect. To settle this question
completely, however, a deeper investigation of the effect is necessary.
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4.6 Photon Detection Efficiency
The photon counting resolution achievable with any kind of photodetector is fundamentally
limited by statistical fluctuations of the detection process. The relative size of these fluctuations
is decreasing with the number of photons contained in the light flash, and with an increasing
photon detection efficiency (PDE). SiPMs are, however, mainly used to measure extremely weak
light signals consisting of only a few photons, as for example in case of the AHCAL prototype
where only O(15) photons are created if a minimum ionising particle traverses one of the 5 mm
thin scintillation tiles. For a precise measurement of these signals, hence, a high PDE is of
importance. The setup for the measurement of the PDE represents therefore a central part of
the characterisation test stand.
One difficulty in the measurement of the absolute PDE for SiPM detectors is caused by
the SiPM noise; i.e. the thermal noise, cross-talk and after-pulse effect. One example of the
influence of these effects on the generation of the measurable signal is shown in Figure 4.14. The
process starts with the successful detection of a photon which would in an ideal detector cause a
signal charge of Q = Gqe. However in the real SiPM detector, a thermal noise pulse may appear
within the signal integration time and the instant cross-talk effect may cause multiplication of
the initial charge (Q = 3Gqe in the shown example). In addition, after-pulses may appear which
again increase the signal charge so that it is summed up to Q = 4Gqe. A naive measurement of
the signal charge, ignoring the effect of thermal noise, cross-talk and after-pulses would hence
result in a significant overestimation of the photon detection efficiency. For this reason, a PDE
measurement setup was developed and constructed within the scope of this thesis which allows
for the determination of the absolute PDE of SiPMs by taking into account and correcting for
the effects of the SiPM noise described above. The PDE can be determined over a spectral
range from 350 up to 1000 nm.
Figure 4.14 – One example of the impact of thermal noise, cross-talk and after-pulse effect on
the SiPM signal resulting from the detection of a single photon (point 1). The thermal noise
(point 2) creates an additional single pixel pulse in the signal integration time which results in a
doubling of the signal charge Q. The cross-talk effect (point 3) appears instantly with the photon
detection, or thermal noise pulse. Finally, point 4 shows the generation of a single after-pulse so
that the total signal charge equals now four times the initial photon signal charge. Only the final
signal, taking into account the various effects, is observable whereas the other signal stages are
unknown.
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Absolute PDE Measurement
The basic definition of the photon detection efficiency is the ratio of the detected number of
photons with respect to the incident number of photons:
PDE =
Ndetected
Nincident
. (4.13)
The principle of the PDE determination is hence the measurement of the SiPM response to a
calibrated source of light; i.e. a light source which emits a well known number of photons directly
onto the active area of the SiPM. In the measurement presented here, such a calibrated light
source is created with the usage of an integrating sphere8 which forms the central component of
the setup shown in Figure 4.15. The parts of the setup used for the absolute PDE determination
(without the disturbance of cross-talk and after-pulses) described in this section are marked
with blue and grey colours.
Figure 4.15 – Schematic description of the PDE measurement setup. The central part is an
integrating sphere which distributes the incoming beam of light uniformly between the two con-
nector ports where a calibrated photodiode and a SiPM are positioned. The parts of the setup
marked with blue colour are used for the absolute PDE determination, the yellow parts belong
to the relative spectral sensitivity measurement, whereas the grey components are required for
both measurements. The setup is controlled by a LabVIEW program from a computer in the
laboratory. A photograph of the setup is shown in Figure A.7.
8Newport Corporation, Model 819D-SL-3.3.
91
Chapter 4 Determination of SiPM Characteristics
Experimental Setup
A pulse generator creates short O(1 ns) voltage pulses which are used to operate one of the LEDs
and laser-diodes in the wavelength range from blue to the near infrared. The peak emission
wavelength of these light sources is listed in Table 4.3. The light pulses created are injected
into the integrating sphere which is schematically indicated on the left side of Figure 4.16. The
inner walls of the sphere is coated with Spectralon [77] material which has a high reflectivity
in the wavelength range used for this measurement. As the incoming light is diffusely reflected
many times at the inner walls, the light observed at one of the exit ports has almost ideal
Lambertian characteristics; i.e. the light intensity is approximately proportional to the cosine
of the angle to the surface normal vector (a line crossing the sphere centre). The light intensity
at one of the ports is almost independent from the angle of light input. Therefore, no time
consuming and error-prone alignment of the different light sources (LEDs, laser diodes, xenon
lamp) is required which improves the measurement precision and reproducibility of the setup.
Figure 4.16 – The left side shows a schematic view of the integrating sphere. The incoming
light is reflected many times at the inner walls until it reaches one of the two exit ports. Port 1
of the sphere is equipped with a calibrated photodiode (dashed line). The SiPM is placed behind
an aperture at port 2. The angle between each of the ports is 90 degree which avoids a direct
illumination. The right side shows a magnified view of the aperture in front of the SiPM. The
light acceptance is limited to angles smaller than ∼ 11.3◦.
One port of the sphere is equipped with a silicon PIN photodiode9 which was individually cal-
ibrated by the producer over the wavelength range form 200 up to 1100 nm according to NIST
standards. The calibration data, shown in Figure A.8, is stored on a optometer device which
measures the average current generated by the photodiode and calculates the corresponding
optical power for the specified wavelength. Since the PIN photodiode has no internal amplific-
ation mechanism, the response and calibration is not influenced by temperature variations as
discussed in section 3.3.
The SiPM is placed at port 2 in front of a 3 mm thick aperture made of brass with a hole
diameter of 0.6 mm. The aperture has been chemically treated in order to reduce the light
reflection probability. The photons reaching the SiPM detector are hence limited to angles
smaller than ∼ 11.3◦ with respect to the surface normal as indicated in Figure 4.16 (right).
9Newport Corporation, Model 818-UV/CM.
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The measured PDE is therefore almost not affected by the angular dependence of photon
absorption. Another reason for using an aperture is the small active area of 1× 1mm2 of most
tested SiPMs; for a precise measurement of the PDE it is required that all light passing through
the aperture hits the active area of the SiPM. Photons hitting photo-insensitive regions outside
of the active area cannot be detected and would therefore cause an underestimation of the
PDE.
Power Ratio
Whereas the calibrated PIN photodiode with a circular active area of ∼ 1 cm2 is directly
mounted on port 1, the SiPM is placed behind an aperture with a small hole diameter. The
light quantity reaching the SiPM is hence much smaller with respect to the light quantity
measured by the PIN photodiode. For a comparison of these photon fluxes, required for the
calculation of the PDE according to Equation 4.13, hence a ‘power ratio’, R0.6, is introduced. It
denotes the ratio between the light quantity measured at port 1, and the one measured at port
2 behind the aperture with the 0.6 mm hole diameter. Its value is determined experimentally
by changing the positions of the PIN photodiode from port 1 to port 2 while light from the laser
diodes and LEDs is injected into the sphere at constant intensity. The measurement is repeated
several times in order to get an estimate for the uncertainty. The measured values of the power
ratio R0.6 are listed in Table 4.3. A dependence on the photon wavelength is found which is
expected to be caused by wavelength dependent reflection properties of the aperture; i.e. in
case of higher reflection probabilities, more photons can pass through the aperture whereas less
photons arrive in case of a lower reflection probability.
The large values of R0.6, listed in Table 4.3 cause an improvement of the measurement
precision as they increase the light quantity observed by the PIN photodiode with respect to
the one observed by the SiPM. This is important as the SiPM has due to its high gain the
capability to detect single photons whereas the sensitivity of the PIN photodiode (G = 1) is
much smaller and allows only for the measurement of several hundreds of photons.
Table 4.3 – Summary of the characteristics of the laser diodes and LEDs used for the absolute
PDE determination. The peak emission is determined from the measured emission spectra shown
in Figure A.9.
Light source type Peak emission wavelength [nm] Power ratio R0.6
LED 465 4200± 20
Laser diode 633 3852± 16
Laser diode 775 4328± 7
LED 870 4625± 55
SiPM Positioning
The light passing the aperture creates a light spot on the SiPM surface. For a precise measure-
ment it must be assured that the total light spot hits the active area of the SiPM. The SiPM
is for this purpose placed very close in front of the aperture and moved along the x and y axis
by means of a manual positioning stage with a precision of ∼ 0.1 mm. The signal profile of
such an axis scan is shown in Figure 4.17. In the centre region of the profile, a plateau region
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Figure 4.17 – Typical signal profile of a 1×1mm2 SiPM scanned along the x-direction in front of
the aperture with 0.6 mm hole diameter. A plateau can be identified in which the Signal does not
depend on the position as the total light spot hits the active SiPM area. The PDE measurements
were performed within the indicated range.
can be identified in which the SiPM signal reaches its maximum value. The appearance of
this plateau indicates that the light spot is smaller compared to the active area of the SiPM.
The SiPM is placed in the centre of the plateau for the PDE measurement. The circumstance
that the SiPM signal is approximately constant in the plateau region allows for a precise and
reproducible positioning of the SiPM; i.e. the measurement result remains the same even if a
slight dealignment of the SiPM occurs.
Statistical Analysis
The signal of the SiPM created when photons from the pulsed light source are detected is first
amplified by a factor of 50 and integrated by a QDC already used for the gain measurement
described in section 4.2. The gate signal is adapted to each individual SiPM type in between
50 and 100 ns in order to guarantee a full integration of the SiPM pulse. A typical charge
spectrum recorded with the QDC is shown in Figure 4.18.
The number of photons contained in a pulse from the LED or the laser diode is expected
to be Poisson distributed. In case of an ideal SiPM detector without any noise, hence the
measured signal spectrum also corresponds to a Poisson distribution:
Pµ(npix) =
µnpixe−µ
npix!
, (4.14)
where npix denotes the number of detected photons (firing pixels) per light pulse and µ is the
corresponding average value. However, the QDC spectrum shown in Figure 4.18 describes a
distorted Poisson distribution; i.e. the average is shifted to higher values due to the effects of
cross-talk, after-pulses and the thermal noise. Usage of the uncorrected average value of this
spectrum would hence yield a significant overestimation of the PDE.
The cross-talk and after-pulse effect can only occur when at least one pixel is already firing,
hence the first peak of the spectrum, containing the events where no photon was detected, is
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Figure 4.18 – Typical example of a single photoelectron spectrum recorded during the PDE
measurement (SiPM type S10362-11-025C). A Gaussian function (blue dashed line) is fitted to
the first peak. The number of events with zero pixels firing is determined by integration of the
spectrum from 0 to the mean of the Gaussian plus three sigma (red area).
not influenced by cross-talk and after-pulses. Using Equation 4.14 it is therefore possible to
determine the mean value of the spectrum without the effects of cross-talk and after-pulses by
measuring the probability to detect zero photons:
Pµ(0) = e−µ (4.15)
⇒ µ = −ln(Pµ(0)) = −ln
(
 ·N ′0 pe
Ntot
)
. (4.16)
Here N ′0 pe denotes the number of events contained in the zero photoelectron peak and Ntot
corresponds to the total number of recorded events determined by the integral over the whole
spectrum. The value of N ′0 pe is determined by fitting a Gaussian function to the first peak and
integration from zero up to the Gaussian mean plus three times the standard deviation.  is a
correction factor which accounts for the thermal noise rate as described in the following.
Thermal Noise Correction
Even though the number of zero photoelectron events, N ′0 pe, is not biased by cross-talk and
after-pulses, it is influenced by the thermal dark-rate. This is indicated in Figure 4.19 which
shows a QDC spectrum recorded when the pulse generator is switched off and the integration
gate is triggered randomly. All histogram entries lying above the zero photoelectron peak are
caused by the thermal noise. In order to correct for this effect, a correction factor is defined
which transforms the observed number of zero photoelectron events, Ndark0 pe , back to the total
number of events Ndarktot :
 ·Ndark0 pe != Ndarktot (4.17)
⇒  = N
dark
tot
Ndark0 pe
. (4.18)
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Figure 4.19 – Typical example of a dark-rate spectrum recorded with the QDC (SiPM type
S10362-11-025C). The number of events in the first peak (red area) is determined in the same
way as in case of Figure 4.19.
The probability for the observation of a dark-count within the integration gate is given by
Pdark = −1 = νdark ·Tgate. Here νdark denotes the SiPM dark-rate and Tgate is the measurement
gate. Typical values of Pdark are in the range of a few percent. As the dark-rate depends on the
applied over-voltage, the same applies for the correction factor. For each light pulse spectrum
recorded, hence also a dark-rate spectrum is recorded at the same voltage in order to determine
the correction factor .
PDE Determination
Charge spectra as the ones shown in Figure 4.18 and Figure 4.19 have been recorded in a
range of different over-voltages. From these spectra, the noise corrected value of the average
number of detected photons per light pulse, µ, is determined and the absolute photon detection
efficiency is calculated according to the following formula:
PDE =
Ndetected
Nincident
=
µ
Popt[W ]/(h · ν · f ·R0.6) . (4.19)
The denominator corresponds to the average number of photons per light pulse, incident on
the active SiPM area. Popt denotes the average optical power (unit Watts) measured with the
calibrated PIN photodiode. In order to derive the average number of photons contained in a
pulse, the power ratio R0.6, the pulsing frequency of the light flashes f , Planck’s constant h
and the photon frequency ν have to be taken into account.
The results of the voltage dependent absolute PDE measurement are presented in Fig-
ures 4.25 – 4.30 (left). As expected, the PDE increases with the applied over-voltage. This
can be attributed to the voltage dependence of the avalanche trigger probability Ptrigger (cf.
Equation 3.8). For high over-voltages, the avalanche trigger efficiency reaches its maximum
value close to unity and correspondingly a saturation behaviour of the PDE is observed.
For the application of the described statistical method it is necessary that the zero photo-
electron peak is well separated from the one photoelectron peak as shown in Figure 4.18 and
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Figure 4.19. This requirement, however, can only be fulfilled in a limited voltage range; i.e. at
too low over-voltages, the gain of the SiPM is not large enough for a peak separation, given by
the finite QDC resolution. The same is true at too high over-voltages, as the thermal noise rate,
and the crosstalk and after-pulse probabilities are increased resulting in an unstable behaviour
of the SiPM which reflects in a broadening and shift of the individual peaks. For this reason,
the over-voltage range of the PDE measurement differs from SiPM to SiPM.
Relative Spectral Sensitivity Measurement
The statistical analysis method which forms the basis for the absolute PDE determination
without the effects of cross-talk and after-pulses, requires a pulsed light source and could there-
fore only be performed for the wavelengths listed in Table 4.3. Hence, in order to determine the
PDE over a wide spectral range an additional measurement of the relative spectral sensitivity
is conducted.
The setup is shown in Figure 4.15; only the yellow and grey components are required for this
measurement. A xenon lamp operated in continuous wave mode is used as the light sources.
It is suitable for this measurement as it has an emission spectrum which ranges form the
ultraviolet up to the infrared region. An other positive feature is the high stability of the light
intensity – once it has stabilised after ∼ 10 minutes – which makes an adjustment of the driving
current during the measurement unnecessary. In order to select a specific wavelength λ for the
measurement, a monochromator is used. The light throughput efficiency of the monochromator
– more precisely the efficiency of the used grating – is a function of the wavelength. For small
wavelengths, the efficiency is reduced which limits the practicable wavelength region to values
higher than 350 nm. The sensitivity of most SiPM detectors is very small for wavelength larger
than 1000 nm which sets the upper limit for the measurements. As shown in Figure A.7,
an optical filter wheel is placed in between the monochromator and the integrating sphere.
It is required to filter out the higher order wavelengths λi which also fulfil the condition of
constructive interference (λi = λ/i, with i = 1, 2, 3...).
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Figure 4.20 – Figure (a) shows the photocurrent of the Ketek SiPM as a function of the optical
power measured with the PIN photodiode. The bias voltage was set to Ubias = 36.6 V. At
high photon fluxes, a non-linear dependence is observed. Measurements of the relative spectral
sensitivity are only performed in the region of linear response. Figure (b) shows the Power ratio
R0.8 between the photocurrent measured at port1 and the photocurrent measured at port 2.
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A pico-ampere meter is used to measure the photocurrent of the SiPM. Hence the measure-
ment includes the effect of optical cross-talk and after-pulses which however, is not a problem
as the aim of this measurement is only the measurement of the relative spectral sensitivity. The
cross-talk and after-pulse probabilities are independent on the wavelength and therefore do not
bias the result.
For this type of measurement it is not required that all photons hit the active area of the
SiPM. Hence, the SiPM is placed behind a slightly larger aperture with a 0.8 mm hole diameter.
In this way, almost the complete 1 × 1mm2 active SiPM area is illuminated which exploits a
higher dynamical range. The non-linear SiPM response to high photon fluxes could yield a
distortion the measured spectral sensitivity. Therefore, the light intensity is adjusted such that
each individual SiPM is operated within the linear range as shown in Figure 4.20(a). This
procedure is in particular important in case of SiPMs with a relatively low pixel density such
as the Ketek or Hamamatsu S10362-11-100C devices.
In a similar way as described above a power ratio R0.8 is introduced to take into account for
the different photon quantities reaching the calibrated photodiode and the SiPM. As the power
ratio of the absolute PDE measurement described above, R0.6, is wavelength dependent, also
R0.8 has been determined as a function of the wavelength. For the measurement, the calibrated
photodiode is placed alternatively at port 1 and at port 2 and the measured photocurrents
are determined. The procedure was repeated several times in order to get an estimate for the
uncertainty due to measurement fluctuations. As shown in Figure 4.20(b), the power ratio
varies by ∼ 10 % which is, as above, expected to be caused by the wavelength dependent
reflection properties of the aperture.
Typical examples of the optical power measured with the calibrated photodiode and of the
measured SiPM photocurrent are shown in Figure 4.21. The relative spectral sensitivity is then
calculated according to:
S(λ) =
ISiPM(λ)/(G · qe)
Popt(λ)/(R0.8(λ) · h · ν) , (4.20)
where ISiPM denotes the photocurrent of the SiPM measured with the picoampere-meter, G is
the SiPM gain, and qe is the electron charge.
Discussion of the PDE Results
The results of the PDE measurement are presented on the right side of Figures 4.25 – 4.30.
The relative spectral sensitivity S(λ) has been scaled to the maximum PDE measured with
the 633 nm laser diode. The laser-diode was chosen for the scaling as the spectral width of
the corresponding emission spectrum is much smaller compared to the ones of the LEDs as
shown in Figure A.9. The results of the absolute PDE measurement with the other LEDs and
laser-diodes is also included into the plot; good agreement with the scaled relative sensitivity
curves is observed. For a better overview, a summary of the results is presented in Figure 4.22.
The systematic uncertainty of the presented measurements is dominated by the uncertainty of
the power-ratios R0.6 and R0.8 (cf. Table 4.3 and Figure 4.20(b)) the calibration uncertainty of
the calibrated photodiode and the precision of the pico-ampere meter. In case of the absolute
PDE determination, the statistical uncertainty is estimated by repeating each measurement
several times.
A relatively high photon detection efficiency in the blue and ultraviolet spectral range is as
expected observed for the SiPM detectors with a p-on-n structure (Hamamatsu and Ketek).
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Figure 4.21 – Figure (a) shows the spectrum of the Xenon-lamp Popt, measured with the cal-
ibrated photodiode. Figures (b) shows the measured SiPM current ISiPM as a function of the
wavelength (S10362-11-050C).
Hence, these devices are well suited for the direct detection of the extremely weak blue scin-
tillation light flashes produced in organic scintillators by minimum ionising particles required
for example in case of the AHCAL application. The readout without wavelength shifting fibre
allows for the reduction of the cost of the scintillating tile system and it improves the timing
response as the decay time of the wavelength shifting fibre is skipped. Several different concepts
of such direct readout schemes have been investigated in Refs. [78–80] and promising candidates
for future calorimeters could be identified.
The devices with a n-on-p structure have a smaller PDE in the blue and ultraviolet spectral
region. This is clearly illustrated in Figure 4.29, showing the PDE of the MEPhI/Pulsar
SiPM used in the physical AHCAL prototype. The device belongs to one of the first SiPM
detectors produced in large quantities. The maximum PDE has been measured for red light
(λ ∼ 650 nm). However, the value only slowly decreases to shorter wavelength giving the
device an acceptable sensitivity in the green wavelength region. The results underline the
requirement of the wavelength shifting fibre mediated tile readout, as the value of the PDE in
the blue region of direct scintillator emission (∼ 400 nm) is very low. The PDE of the Sensl
SPMMICRO1020X13 reaches the maximum value at ∼ 500 nm. The value, however, decreases
strongly for shorter wavelength giving the device only a relatively small PDE for blue light.
As presented in Table 4.4, the measured peak PDE values at maximum over-voltage are
significantly smaller compared to the reference PDE values quoted by the producer Hamamatsu.
The difference amounts to 24 % (S10362-025C), 36 % (-050C), and 43 % (-100C). Large fractions
of this discrepancy is most probably caused by the measurement method used to derived the
producer reference data which includes the effects of optical cross-talk and after-pulses. The
cross-talk and after-pulse probabilities are higher for SiPMs with larger pixels (cf. Figs. 4.11
and 4.13) which explains the larger discrepancy for the devices with larger micro-cells. Similar
observations have been reported in Refs. [81–83]. The reference PDE value quoted from the
producer SensL is compatible with the presented measurement results.
The impact of the geometrical efficiency Pgeo on the PDE can be identified best in case of the
Hamamatsu MPPCs. Three different devices have been tested which differ in the pixel density
(100, 400 and 1600 pixels per mm2). The device with the largest pixel size and correspondingly
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the highest geometrical efficiency (S10362-11-100C) has as expected the largest PDE. However,
a small pixel density also has the consequence of a reduced dynamical range. Application of such
‘PDE-optimised’ devices is hence limited to experimental areas where exclusively weak light
signals have to be measured, which is for example the case in some astrophysical experiments.
The limited dynamical range makes these devices, however, unsuitable for calorimetric applic-
ations where the large scintillator signals present for example in the core of an electromagnetic
cascade, as well as the weak signals from single minimum ionising particles have to be measured
with high precision. In order to avoid the deterioration of energy resolution which arises due
to the non-linear response, hence SiPMs with a high pixel density (npixel > 1000/mm2) are
required for calorimetry.
Wavelength [nm]
400 500 600 700 800 900 1000
PD
E 
[%
]
0
5
10
15
20
25
30
35
40  = 1.3 VoverS10362-11-100C, U
 = 2.15 V
over
S10362-11-050C, U
 = 4.3 V
over
S10362-11-025C, U
 = 2.5 V
over
SPMMICRO1020X13, U
 = 5.6 V
over
MEPhI/PULSAR (AHCAL), U
 = 4.9 V
over
KETEK prototype, U
Figure 4.22 – Photon detection efficiency as a function of the wavelength for a variety of SiPM
devices. The SiPMs have been operated at the highest over-voltage where a stable SiPM operation
and hence a precise absolute PDE determination with the statistical method is still possible. For
a better visualisation, the error bars are not drawn (cf. Figures 4.25 – 4.30).
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4.7 SiPM Uniformity Measurements
The preceding sections are dedicated to the ‘global’ SiPM characteristics; i.e. those parameters
which are averaged over the total number of pixels on the SiPM (total active SiPM area).
In contrast, the following section describes measurements of the gain, photosensitivity and
cross-talk probability of individual SiPM pixels.
The experimental setup is schematically indicated in Figure 4.23. For this measurement, the
SiPM is contained inside of a lightproof box which has only a small opening on the frontside
for a controlled illumination. The box is mounted on a positioning stage, capable to move
the SiPM within the x-y plane with the precision of one micrometer. A laser-diode creates
short light pulses; approximately half of the light is focussed to a photodiode which monitors
the light intensity during the measurement. The remaining fraction of light is directed to a
spatial filtering system, featuring a pinhole with 5µm hole diameter. This system is used
to alter the light beam properties; i.e. to create an approximately Gaussian intensity profile.
After the spatial filter, the light beam is expanded using a microscope objective. A second
objective is used to finally focus the beam on the active area of the SiPM. The current setup
only allows for an indirect determination of the light spot diameter, by measuring the signal
change during a transition from an insensitive to sensitive area; e.g. between two SiPM pixels.
The focussing is adjusted until the abruptness of the signal change is maximal which indicates
the optimal position. The diameter of the light spot achieved with this method is ∼ 5µm,
which is sufficiently small compared to the smallest pixel pitch of 25µm of the tested SiPM
devices. In the future, the setup will be equipped with a CCD camera, hence facilitating a
direct measurement of the light spot properties.
The signal of the SiPM is read out in the same way as described in section 4.2; i.e. charge
spectra are recorded using a QDC with a gate provided by the gate generator which in turn is
Figure 4.23 – Schematic description of the Uniformity scan setup. The light of a laser diode
operated in a pulsed mode is focussed to a small light spot of ∼ 5µm diameter onto the active
area of the SiPM by means of a spatial filtering system. The SiPM is contained inside of a
aluminium box with only a small opening in order to effectively shield it from the electronics
noise created during the operation of the positioning stage. The signal of the SiPM is fed into
a QDC and integrated over the duration of the gate signal. A photodiode constantly measures
the light intensity and hence allows to correct for variations in the oﬄine analysis of the acquired
data. A photograph of the setup is shown in Figure A.10.
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triggered by the laser-diode pulse generator. The duration of the QDC integration gate signal
is set to the smallest possible value, still containing the full SiPM pulse (30 ns). This facilitates
a reduction of the signal contribution coming from after-pulses which would otherwise bias the
measurement of the pixel cross-talk probability described below. A difference to the regular gain
measurement is that only single pixels are illuminated instead of the total device area. Hence,
the setup allows for the characterisation of individual SiPM pixels and the device uniformity.
The active SiPM area is raster scanned with the focussed light spot as indicated on the right
of Figure 4.23. The step size chosen for the measurement is 3µm, in x and y-direction. For each
position, 10 000 light flashes are sent to the SiPM and the charge of the generated signal pulses
is measured. In addition, the photocurrent of the monitoring photodiode and the temperature
are written to the data file. During the oﬄine analysis of the data, automatic corrections are
applied taking into account the variation in the monitoring photocurrent. Two typical charge
spectra recorded during a measurement are shown in Figure 4.24. The acquired spectra are
analysed in order to determination the following three independent quantities:
• Surface photosensitivity
The same statistical method used to determine the absolute PDE (cf. section 4.6) is used
to determine the photosensitivity of the SiPM active area without the contributions of
optical cross-talk and after-pulses. For this purpose, the number of events in the zero
photoelectron peak are integrated and the corresponding number of detected photons is
calculated with Equation 4.16. Only the relative PDE can be determined as the actual
number of photons contained in the light pulse cannot be determined with this type of
experimental setup. Hence, the maximum number of detected photons is scaled to 100 %
for a presentation of the results.
• Single pixel gain
By measuring the distance between the peaks in the spectrum shown in Figure 4.24(b), the
gain of the SiPM can be determined as a function of the position. However, the method
of the gain measurement only delivers precise values when at least two peaks can be
identified in the charge spectrum. When the light spot is focussed to an insensitive area,
the pixel discharge is exclusively caused by the thermal noise. It is hence unknown which
one of the pixels is firing. For this reason, a minimum sensitivity is required for the gain
determination; in the measurement presented here a minimum of 50 % photosensitivity is
required. In the remaining regions the gain is set to zero.
• Single pixel cross-talk probability
When the light spot is focussed to a single pixel, only the corresponding pixel is expected
to give a signal. However, due the optical cross-talk effect it is possible that two or more
pixels give a signal. The probability for this effect can be calculated with the information
provided by the spectrum shown in Figure 4.24(b). All events with an integrated charge
larger than the single photoelectron peak are expected to be caused by optical cross-talk.
Hence, the cross-talk probability can be calculated with the following equation:
Pc =
Nc
N1pe +Nc
. (4.21)
Here, Nc denotes the number of cross-talk induced events; i.e. the events corresponding
to at least two firing pixels, and N1pe denotes the number of events containing exactly
one pixel discharge.
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Similar to the absolute PDE measurement, also the cross-talk probability needs to be
corrected for the thermal-noise rate; the measured number of one photoelectron events,
N ′1pe, is reduced, whereas the measured number of cross-talk events N ′c (red area in
Figure 4.24(b)), is increased due to the thermal noise. If no correction is applied, hence
the cross-talk probability would be overestimated. The same correction factor , defined
in Equation 4.18 can be used to correct the one photoelectron events10:
N1pe =  ·N ′1pe. (4.22)
Correspondingly, the corrected number of cross-talk events is given by:
Nc = N ′c − (N1pe −N ′1pe)
= N ′c − ( ·N ′1pe −N ′1pe)
= N ′c −N ′1pe(− 1). (4.23)
The cross-talk probability (Equation 4.21) can hence be written as:
Pc =
N ′c −N ′1pe(− 1)
N ′1pe +N ′c
. (4.24)
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Figure 4.24 – Typical charge spectra recorded during the uniformity scan measurement. Figure
(a) shows the charge spectrum when the light spot illuminates an insensitive region on the SiPM.
Most events are contained in the zero photoelectron peak, only due to the effect of the thermal
noise, a few entries are generated with at least one firing pixel. Figure (b) shows the case when
the light spot hits a photosensitive region. Only the corresponding pixel is expected to give a
signal (1 pe). Events with more than one firing pixels must hence be caused by optical cross-talk.
10It should be noted, that the corrected number of 1pe events N1pe, still includes some entries which are caused
by the dark-rate effect. This causes a slight bias on the estimated cross-talk probability, since the actual
position of the firing pixel is in this case unknown. However, the overall impact of the effect is expected to
be small, as a short signal integration gate of only 30 ns is applied for the measurement.
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Discussion of the Uniformity Scan Results
The results of the uniformity scan measurement are presented in Figures 4.31 – 4.36. The
sensitivity and gain of all tested sensor types shows a high degree of uniformity; measured
variations are in the range of ∼ 10 %. No completely insensitive cells are observed, which could
for example be caused by broken electrical connection lines on top of the device. The results of
the gain and cross-talk uniformity are only presented for regions where a sensitivity of larger
than 50 % has been measured as in regions with a smaller sensitivity – for example in between
two pixels – it cannot be unambiguously specified which pixel created the signal.
The cross-talk measurement results show a different characteristic as the probability for a
second firing pixel is largely reduced at the borders of the active area of the SiPM. This effect
is prominent in case of the SiPMs featuring large cells (S10362-11-050C and S10362-11-100C).
The border pixels only have a reduced cross-talk probability as the number of neighbouring
pixels is smaller; i.e. only the fraction of photons produced in the avalanche process which is
emitted by accident into the direction of a pixel has the chance to trigger a second avalanche.
In case of SiPMs with large pixels, even a variation of the cross-talk probability on the single
pixel scale is observed. Again, regions facing outwards with respect to the active area have a
smaller cross-talk probability. A possible explanation for this effect is that the avalanche, is
more pronounced in the region where the initial photon was absorbed. Hence most secondary
photons are emitted from this region. Depending on the position of initial photon absorption,
hence different distances have to be traversed by the secondary photons which results in a
variation of the cross-talk probabilities.
In case of the Hamamatsu S10362-11-100C and S10362-11-050C, an increased cross-talk prob-
ability is observed at the lateral borders of pixels, located in the approximate centre of the active
area. It should be noted that this effect could be caused by an imperfect focussing of the light
spot, such that more than a single pixel is illuminated. In order to exclude the possibility of a
setup misalignment, an improved control over the light spot diameter is required. This will be
enabled in the future, after the planned extension of the setup with a CCD camera.
The sensitivity maps (Figure 4.31 and Figure 4.34) facilitate a calculation of the geomet-
rical efficiency. For this purpose a threshold needs to be defined; all measurement points with
a sensitivity higher than the threshold value are labeled as ‘sensitive’, whereas the remain-
ing measurement points are labeled ‘insensitive’. The geometrical efficiency is the calculated
according to the following equation:
geo =
Nsensitive
Ntotal
, (4.25)
where Ntotal denotes the total number measurement points within the active area of the SiPM.
The Hamamatsu MPPCs have an active area of precisely 1 × 1 mm2. The total number of
measurements in this area is hence: Ntotal = 1 × 1 mm2/3 × 3µm2 = 111111, where 3µm
corresponds to the step size of the measurement. Inspection of the SensL device sensitivity
map shows that the active region is slightly larger (∼ 1.02 × 1.0 mm2). The total number of
measurements hence corresponds to 113333.
In Figure A.11, the geometrical efficiency is shown as a function of the applied sensitivity
threshold. For very small values of the sensitivity threshold, the geometrical efficiency reaches
values greater than 100 %, this effect is described in section A.14. In case of the Hamamatsu
S10362-11-100C and S10362-050C, a clear distinction between sensitive and insensitive regions
is possible; i.e. a large fraction of the sensitivity values are either above ∼ 80 %, or below
∼ 20 %. Therefore, geo features only a relatively small sensitivity to a variation of the threshold
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sensitivity in the region between 20 − 80 %. A qualitatively different observation is made for
the SiPMs with a smaller pixel size (cf. Figures A.11(c) and A.11(d)). Here, geo is much
stronger dependent on the value of the sensitivity threshold; i.e the slope of the curve is larger.
A probable explanation for this effect could be a reduced electric field at the borders of pixels
which results in a smaller photosensitivity. However, the effect may also be caused by the finite
size of the light spot. Further measurements with a better control of the light spot diameter
are required to settle this question.
The results of the geometrical efficiency measurement are listed in Table 4.4, together with the
values quoted by the manufacturer. The measured values are based on a sensitivity threshold
of 50 %. The threshold was varied in a range of ±15 % in order to estimate the uncertainty.
The measured values for geo are compatible with the reference values quoted by the producer.
Table 4.4 – Measured values of the geometrical efficiency geo and the photon detection efficiency
PDE. The PDE values are given for the highest possible over-voltage. For comparison, also the
values provided by the manufacturers in Refs. [73, 84] are listed.
SiPM npixel geo [%] PDEa [%] geo [%] PDEa [%]
(Data sheet) (Data sheet) (Measured) (Measured)
S10362-11-025C 1600 30.8 25b 21+6−7 19.0± 1.3
S10362-11-050C 400 61.5 50b 54+6−5 32.5± 2.3
S10362-11-100C 100 78.5 65b 74+3−3 36.8± 2.4
SPMMICRO1020X13 1152 − 9c 25+8−7 8.0± 0.6
aAt peak wavelength.
bResults contain the effects of cross-talk and after-pulses. The underlying Uover value is not specified by the
producer.
cAt Uover = 2 V.
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Figure 4.25 – (left) PDE of the Hamamatsu S10362-11-025C as a function of the applied over-
voltage for different wavelengths of light. (right) PDE as a function of the wavelength at a fixed
over-voltage of Uover = (4.3± 0.05)V; published in [4].
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Figure 4.26 – (left) PDE of the Hamamatsu S10362-11-050C as a function of the applied over-
voltage for different wavelengths of light. (right) PDE as a function of the wavelength at a fixed
over-voltage of Uover = (2.15± 0.05)V; published in [4].
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Figure 4.27 – (left) PDE of the Hamamatsu S10362-11-100C as a function of the applied over-
voltage for different wavelengths of light. (right) PDE as a function of the wavelength at a fixed
over-voltage of Uover = (1.3± 0.05)V; published in [4].
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Figure 4.28 – (left) PDE of the SensL SPMMICRO1020X13 as a function of the applied over-
voltage for different wavelengths of light. (right) PDE as a function of the wavelength at a fixed
over-voltage of Uover = (2.5± 0.05)V; published in [4].
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Figure 4.29 – (left) PDE of the MEPhI/Pulsar SiPM used in the AHCAL prototype as a
function of the applied over-voltage for different wavelengths of light. (right) PDE as a function
of the wavelength at a fixed over-voltage of Uover = (5.6± 0.05)V.
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Figure 4.30 – (left) PDE of the Ketek SiPM as a function of the applied over-voltage for
different wavelengths of light. (right) PDE as a function of the wavelength at a fixed over-
voltage of Uover = (4.9± 0.05)V.
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Figure 4.31 – (left) Sensitivity map of the S10363-11-100C (Uover = 1.1 V). (right) Sensitivity
map of the S10362-11-050C (Uover = 1.3 V); published in [4].
Figure 4.32 – (left) Gain map of the S10363-11-100C (Uover = 1.1 V). (right) Gain map of the
S10362-11-050C (Uover = 1.3 V); published in [4].
Figure 4.33 – (left) Cross-talk map of the S10363-11-100C (Uover = 1.1 V). (right) Cross-talk
map of the S10362-11-050C (Uover = 1.3 V); published in [4].
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Figure 4.34 – (left) Sensitivity map of the S10363-11-025C (Uover = 2.3 V). (right) Sensitivity
map of the SPMMICRO1020X13 (Uover = 1.6 V); published in [4].
Figure 4.35 – (left) Gain map of the S10363-11-025C (Uover = 2.3 V). (right) Gain map of the
SPMMICRO1020X13 (Uover = 1.6 V); published in [4].
Figure 4.36 – (left) Cross-talk map of the S10363-11-025C (Uover = 2.3 V). (right) Cross-talk
map of the SPMMICRO1020X13 (Uover = 1.6 V); published in [4].
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Chapter 5
Construction and Commissioning of a
Small-Scale PET Prototype
In the preceding sections, the general properties of silicon photomultipliers and the corres-
ponding measurement principles were discussed. The properties found in the characterisation
measurements are not only relevant for detectors in high energy physics experiments, but they
are beneficial for a wide range of different fields of application. The high gain, the compactness,
the insensitivity to magnetic fields, the excellent intrinsic time resolution, and the sensitivity to
blue light makes the SiPM detector a promising candidate for the development of future detect-
ors in Positron Emission Tomography (PET). First measurements concerning this application
have been done within the scope of a diploma thesis [72]. The energy and timing resolution
of small inorganic scintillator crystals made of LSO and LFS (cf. Table 1.3), coupled to blue
sensitive SiPMs was measured. Excellent values, comparable to a classical photomultiplier tube
readout have been measured. The positive results of this work motivated the following devel-
opment of a small-scale PET prototype with silicon photomultiplier readout. The development
and construction of this prototype was done at the Kirchhoff Institute for Physics in Heidel-
berg within the scope of this thesis. For the final commissioning of the readout electronics,
the prototype was transported to the Deutsches Elektronen Synchrotron (DESY) in Hamburg,
where also the first data were collected and the first images of radioactive source distributions
were reconstructed.
This section gives a brief overview over the fundamental measurement principle in a PET
detector, followed by a discussion of the important detector parameters such as the energy and
timing resolution. In the following, the development, construction, and the commissioning of
the small-scale PET prototype is described. The chapter concludes with a presentation of the
first measurement and image reconstruction results obtained in a collaboration work.
5.1 Operation Principle of a PET Detector
Positron emission tomography denotes a non-invasive medical imaging technique which facilit-
ates a visualisation of regions with an increased metabolic activity in a living organism. The
reconstructed image of a PET scan provides information about the functional processes in a
human body and is therefore complementary to the structural information obtained by other
imaging techniques such as computed tomography (CT) or magnetic resonance imaging (MRI).
The PET technique hence has become a powerful clinical tool for an early and precise diagnosis
of cancer, and in the field of drug development.
Figure 5.1 shows a schematic description of a PET detector. The main components are de-
tector elements arranged in a cylindrical shaped geometry around the body of the patient. In
a classical PET device, theses detector elements consist of scintillating crystals which are con-
nected to photodetectors; usually photomultiplier tubes are used for that purpose. A positron
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emitting radionuclide is incorporated into a biologically active substance – e.g. glucose – and
injected into the body of the patient. After a short time, the concentration of the radionuclide
will be increased in regions with an increased metabolism – e.g. cancer cells. The positrons are
emitted with a certain energy distribution, depending on the used radionuclide. Table 5.1 lists
the properties of some of the most commonly used radionuclide substances. The relatively short
half life τ1/2 of these substances – necessary in order to keep the radiation dose for the patient
in a tolerable range – requires a cyclotron on-site for the production by means of proton-target
collisions. The emitted positrons scatter in the surrounding tissue until they annihilate with an
electron. The average traversed distance to the point of emission, Rmean, is one of the factors
which fundamentally limits the spatial resolution of a PET detector. Typical values are listed
in Table 5.1. The annihilation of the positrons goes along with the emission of two almost back-
to-back photons, each carrying an energy of 511 keV. When these gamma rays are detected with
the scintillating crystals within a short coincidence time interval of several nanoseconds, a so
called line of response (LOR) is created by the reconstruction algorithm in between the corres-
ponding detector elements. When a sufficient number of coincidence events is acquired, a three-
dimensional image of the radionuclide distribution can be reconstructed; i.e. high concentrations
of the substance are present in regions where a high density of lines of response is observed.
Figure 5.1 – Schematic front and side-view of a PET detector. So called lines of response (LOR)
are drawn in between two detector elements when two 511 keV photons are detected within a short
coincidence time window.
Table 5.1 – Properties of the most commonly used radionuclides in positron emission tomo-
graphy. Rmean and Rmax are the travelling distances of positrons before annihilation in water.
The data have been taken from Ref. [85].
Radionuclide τ1/2 [min] Emax [MeV] Rmean [mm] Rmax [mm]
15O 2.03 1.738 2.5 7.3
13N 9.96 1.197 1.5 5.1
11C 20.4 0.959 1.1 4.1
18F 109.8 0.633 0.6 2.4
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5.2 Time-of-Flight Method in PET
In a conventional PET detector, the actual position of the annihilation positron in a coincid-
ence event is unknown. The only information available is that the annihilation point must lie
somewhere on the reconstructed line of response. In case of the time-of-flight PET (TOFPET)
method, a precise measurement of the arrival times of photons belonging to one coincidence
event is used to reconstruct the approximate region of positron annihilation. It can be shown
(for example in Refs. [72, 85, 86]) that the uncertainty of the reconstructed position ∆x is
related to the time resolution of the scintillator-photodetector system by the equation
∆x =
c ·∆t
2
, (5.1)
where c denotes the speed of light. The equation shows, that in order to achieve a time-
of-flight based position resolution ∆x, which is comparable to the typical spatial resolution
of a commercial PET system of roughly 5 mm, a coincidence time resolution of better than
50 ps would be required [87]. Such values are, however, out of scope of todays possibilities.
Nevertheless, also slightly worse time resolutions allow for a significant improvement of the
image signal-to-noise ratio as, sketched in Figure 5.2. Only the points on a LOR which lie
within the position uncertainty ∆x based on the time-of-flight measurement are considered
for the image reconstruction. A timing resolution of O(500 ps), achievable with todays fast
scintillators and photodetectors, hence provides a significant improvement of the image quality
as shown for example in [88].
The TOFPET concept is not new, it has already been investigated in the 1980s. However,
the only sufficiently fast scintillating crystal, BaF2 (cf. Table 1.3), available by that time im-
posed some major constraints on the usefulness of the developed PET detectors. It is highly
hygroscopic and the peak emission wavelength of the fast scintillation component lies in the
ultraviolet part of the spectrum which makes an efficient detection with standard photodetect-
ors difficult. Nevertheless, the fast signal decay times of newly developed inorganic scintillators
such as LSO, LaBr3 and LuAG in combination with the good timing properties of the SiPM
have caused a reconsideration of this measurement technique during the last years.
Figure 5.2 – Schematic representation of the fundamental image generation process in a conven-
tional and a time-of-flight based PET detector. Dark regions indicate the reconstructed positions
with an increased probability for positron annihilations. In conventional PET, no information
about the annihilation position is available. Hence, the noise variance of each point on the LOR
propagates into the reconstructed image and causes a deterioration of the signal-to-noise-ratio.
In case of TOFPET, only the points on the LOR which lie within the position uncertainty,
determined by the timing resolution, are considered for the image reconstruction.
113
Chapter 5 Construction and Commissioning of a Small-Scale PET Prototype
5.3 Background Reduction
Background effects – caused by the undesired physical interactions described below – are re-
sponsible for a significant deterioration of the achievable spatial resolution and signal-to-noise
ratio of the reconstructed image. It is hence an important task of a PET detector to effi-
ciently discriminate these background events without loosing valuable measurement data. In
the following, the most important classes of background events will be introduced and methods
capable to reduce these effects will be discussed.
In Figure 5.1, the ideal case of the gamma ray coincidence measurement is indicated. The
reconstructed LORs exactly match the annihilation point which is considered as the ‘true’
position of the radionuclide. In reality, however, the annihilation position may be shifted due
to the finite distance the positron can travel before it collides with an electron and creates
two gamma rays. There is no possibility to determine this distance experimentally. Hence,
in order to reduce this effect, and thus improve the spatial resolution, radionuclide substances
with a characteristically small positron emission energy, and correspondingly with a small range
parameter have to be used (see Table 5.1). A small emission energy provides a second advantage
as it improves the co-linearity of the emitted gamma rays.
Besides these irreducible effects, there are several background effects which can be discrim-
inated by means of a precise energy and time measurement. In Figure 5.3 two classes of such
background events are presented.
Scattered coincidences – Energy Resolution
In case of the ‘scattered coincidence’ events, at least one of the 511 keV gamma rays from
the positron annihilation is Compton scattered off an electron from the surrounding tissue
before it is detected by one of the detector elements. Both detector signals are interpreted as
a coincidence event and a LOR is drawn between the corresponding detector elements. This
line of response, however, does not reflect the true position of the positron annihilation and
hence causes a deterioration of the spatial resolution of the reconstructed image. However, as
a fraction of the energy is transferred to the Compton electron in this process, the energy of
Figure 5.3 – Two important classes of background events which can be reduced by means of
precise energy-, and time-measurement of the gamma rays from the positron annihilation.
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the gamma ray is reduced. If the gamma ray energy can be measured with high precision,
this class of background events can be discriminated by applying a minimum threshold for
the detected gamma ray energy. The effectivity of this selection is mainly determined by
the energy resolution of the combined crystal-photodetector system which is described by the
following formula:
σscint
E
≈ 1√
N
⊕ σintr ⊕ σnoise
E
(5.2)
The first term describes the statistical Poisson variation of the number of detected photons
N . By choosing a photodetector which matches the emission spectrum of the scintillator, the
contribution of this term can be reduced. SiPM detectors are well suited for the detection of
the scintillation light of inorganic crystals, e.g. LSO, LaBr3 or LuAG. In section 4.6 it was
shown that the most recent devices have a high photon detection efficiency in the blue and
green spectral range, matching the peak emission wavelength of these scintillators, which are
indicated in Table 1.3.
The second term in Equation 5.2 describes the intrinsic energy resolution of the specific
scintillator which is determined by several effects. The size of the crystal has an impact as
photons produced at different positions in the scintillator have to travel different distances
before they reach the photodetector, which results in a variation of the signal height. Secondly,
the intrinsic non-linear response of most scintillators creates an additional signal variation as
the total energy deposition of the incident gamma ray can be done in a single-, or a multi-step
process; e.g. (multiple) Compton scattering followed by photoelectric absorption. In addition,
the intrinsic energy resolution is deteriorated if inhomogeneities or impurities are present in the
scintillator crystal, caused by an imperfect production process. The intrinsic energy resolution
depends on the specific type of scintillator. A typical value for LSO crystals is σintr ≈ 9 % [89].
The last term of Equation 5.2 comprises the influence of the noise, e.g. the thermal dark-rate
of the photodetector, or the signal fluctuations caused by the readout electronics (amplifiers).
Random Coincidences – Time Resolution
On the right of Figure 5.3, an example of a ‘random coincidence’ event is schematically illus-
trated. Two uncorrelated photons hit the scintillating detectors within a time window, smaller
than the coincidence time window (2τ). The observed rate of random coincidence events is
proportional to the coincidence time window Rrandom ∝ 2τ ·A, where A is the activity present
in the scanner field of view. Hence, the most effective way of reducing Rrandom is the selection
of a shorter coincidence time window. For this purpose, a good time resolution is required
for the suppression of random coincidence events. However, it should be emphasised that the
minimum value of 2τ is determined by the diameter of a whole body PET scanner of typically
1 m. Considering the speed of light, a photon requires about 3.3 ns in order to traverse the de-
tector field of view. Hence, the coincidence time window of most PET scanner must be larger
than this value. Even if a timing resolution of smaller than O(1 ns) is achieved, the random
coincidence rate cannot be further reduced. The motivation for timing resolutions in the sub
nanosecond regime is therefore not a suppression of random coincidences, but the improvement
of the image signal-to-noise ratio by means of the time-of-flight PET method.
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Figure 5.4 – Example of a block-detector readout scheme based on the Anger positioning al-
gorithm (e.g. Ref. [90]). The crystal array is connected to four PMTs via a slotted light guide.
The gamma ray interaction position is determined by means of a weighting algorithm. The figure
has been reprinted (modified) from Ref. [85].
5.4 Classical Detector Module Design
The detector modules of a PET scanner consist of scintillating crystals connected to a photo-
detector. The most commonly used photodetector is the photomultiplier tube as it has been
available for a long time and it allows for a reliable measurement of the scintillation light sig-
nals without the demand for sophisticated signal amplification. Several light collection schemes
have been developed in order to connect the PMTs to the scintillator crystals.
A connection scheme used in a variety of commercial PET detectors is the block-detector
readout indicated in Figure 5.4. In the shown example, a densely packed array of individual
scintillating crystals is coupled to four 24× 24 mm2 PMTs via a slotted light guide. The space
in between the individual crystals is filled with a highly reflective material in order to concen-
trate the light signal to one single PMT channel. The position of the gamma ray interaction
is determined by means of a weighting scheme, calculating the signal centre of gravity. This
can in principle also be achieved with a single continuous crystal connected to several PMTs.
However, the main advantage of the shown crystal array design is the reduced channel dead-
time, as the light spread between the individual PMTs is largely reduced; i.e. a signal on one
PMT of the array does only induce a negligible small signal in the neighbouring PMT which
hence remains sensitive for the detection of an additional coincidence event. A small dead
time increases the sensitivity of the PET detector and hence facilitates shorter scan times and
correspondingly lower patient radiation doses.
In the so called ‘direct coupling’ scheme, the PMT is directly glued to an individual scintil-
lating crystal. A complete PET detector is obtained by putting many of these modules, densely
packed in a cylindrical layout. Very short dead times of each detector element can be achieved
by the fact that each readout channel is operated completely independent. However, the spatial
resolution achievable with this coupling scheme – using traditional PMTs – is limited as the size
of these devices constrains the crystal size to values larger than ∼ 2×2 cm2. Hence, more com-
pact photodetectors have to be used in order to improve the spatial resolution. Avalanche pho-
todiodes fulfil the compactness requirement as they can be produced in densely packed arrays.
However, the relatively low gain of these devices requires a sophisticated amplification of the
electronic signals which complicates the detector design and increases its manufacturing cost.
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Silicon photomultipliers have the same compact design as APDs and are therefore well suited for
the direct coupling scheme. In addition, they provide a high internal signal amplification which
reduces the complexity of the readout electronics. The development and construction of such
a SiPM based coupling scheme using small scintillating crystals is described in the following.
5.5 Construction of a PET Detector with SiPMs
Figure 1.2 shows an example of one scintillating crystal, and one PET detector module de-
veloped within this work. In the following, the development and construction of the individual
components of these detector modules will be discussed.
Scintillating Crystals
For the development of the PET prototype Lutetium Fine Silicate (LFS) scintillating crystals
are used [30]. The properties are listed in Table 1.3 together with some of the most common inor-
ganic scintillators used in PET and electromagnetic calorimetry. The characteristics of LFS are
very similar to the ones of LSO; the main difference – according to Ref. [30] – is the better uni-
formity of the scintillation parameters such as the light yield achieved in the production process.
In a previous study, the energy resolution of LFS crystals of the size 3 × 3 × 15 mm3 was
measured and compared to the value achieved with LSO crystals of the same dimensions [72].
Almost identical values for the energy resolution of ∆E/E ≈ 10 − 11 % FWHM have been
found, which motivated the use of LFS crystals for the construction of the small-scale PET
prototype described here.
Approximately 100 scintillating crystals of the dimensions specified above have been pur-
chased. The first step was the measurement of the exact crystal sizes, which are important
for the correct dimensioning of the PET detector module. For this purpose, a subset of 25
randomly selected scintillating crystals have been characterised. The result of this measure-
ment is presented in Figure 5.5 which indicates the width and the length distribution of the
crystal dimensions. In order to make sure that the majority of scintillating crystals fits into
the detector modules, these variations had to be taken into account.
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Figure 5.5 – Measured distributions of the scintillating crystal dimensions. The dashed line in
figure (a) indicates the chosen size of the crystal cavities in the detector module.
117
Chapter 5 Construction and Commissioning of a Small-Scale PET Prototype
MPPC Arrays
Blue sensitive SiPMs from Hamamatsu of the type S10985-050C are used to measure the light
produced in the scintillating crystals. Each of the sensors consist of an array of 2×2 individual
MPPC detectors, each having 3600 pixels with 50µm pixel pitch on an active area of 3×3 mm2.
The PDE of the device is expected to be similar to the S10362-11-050C presented in Figure 4.26,
since the pixel pitch, and correspondingly the geometrical efficiencies geo are identical. The
schematic layout and a photograph of the MPPC array is shown in Figure 5.6.
There is no spacing in between the individual channels of the array, hence, one of the main
challenges was the development of a suitable crystal connection scheme which directs the scin-
tillation light efficiently onto the active area of the corresponding MPPC channel such that
most of the photosensitive area is used.
(a) Layout of the MPPC array. (b) Picture of the MPPC array.
Figure 5.6 – Figure (a) shows the geometrical layout of the MPPC array, taken from Ref. [84].
No insensitive space is left in between the individual channels of the array. Figure (b) shows a
photograph of the MPPC array.
Detector Modules
For an efficient direct light coupling, the individual scintillating crystals have to be separated
optically from each other and must be carefully aligned on the active area of the SiPM array.
The separating material must have a high reflectivity in the spectral region of the scintillator
emission such that a large fraction of the scintillation light is guided to the active area of
the MPPC. In addition, the structure should provide a sufficient mechanical stability such
that several of the modules can be stacked together in order to create a larger detector. For
these reasons, aluminium was chosen as the production material. A detail of the drawing of
the developed module structure is presented in Figure 5.7(a). Taking into account the width
distribution of the available scintillator crystals shown in Figure 5.5, it was decided to produce
the opening for the crystals with a side length of 3.15 mm. In this way it is assured that most
of scintillating crystals fit into the opening. Since the crystals can stick out at one side of
the module, the depth of the crystal cavities was set to 15 mm. The thickness of the crystal
separating walls was set to 0.2 mm; the process of electric discharge machining which was used
for the production of the complex structure of the modules cannot create exact square corners
as the metal wire used for the machining has a finite diameter of 0.35 mm. Hence, slightly more
material had to be removed in the corners as indicated in Figure 5.7(a). In order to provide
the required mechanical stability, a minimum of ∼ 0.1 mm material thickness is required, hence
a wall thickness of 0.2 mm has been chosen as indicated in the figure.
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(a) Detail of the detector module. (b) Picture of the detector module.
Figure 5.7 – Figure (a) shows the drawing of a detector module detail (leftmost channel).
Dimensions are in millimetres. Figure (b) shows a photograph of the final detector module made
of aluminium, equipped with a single MPPC array. In total 4 MPPC arrays can be inserted,
resulting in a total number of 16 readout channels.
Due to the average crystal width, slightly larger than 3 mm (cf. Figure 5.5), not the full
crystal surface is connected to the corresponding MPPC. In addition, the finite thickness of
the aluminium layers in between the crystals causes that a small fraction of the MPPC area
remains unused. However, a geometrical calculation shows that more than 84 % of the crystal
surface is directly connected to the active area of the photosensor.
In order to test the light collection capabilities of the specified aluminium detector module,
the energy resolution for 511 keV gamma rays from a 22Na source was measured for a num-
ber of channels [91]. The average value found, ∆E/E = 14 % FWHM, is only slightly worse
compared to what is achieved with a teflon wrapped crystal, ∆E/E = 10− 11 % FWHM [72].
The difference is expected to be due to the reduced reflection properties of the aluminium as
compared to the teflon tape. Also the slight misalignment described above is expected to have
an influence on the result. However, the achieved energy resolution is still absolutely sufficient
for an efficient discrimination of the Compton background.
Construction of the Small Scale PET Prototype
In Figure 5.8(a), the conceptual idea of the PET prototype is shown. The design is based on two
detector modules, rotating around a 22Na test-source, placed in the detector field of view. The
concept of rotating detector modules is not new, instead it leads back to the first generation of
PET detectors. The advantage of such a design is that only two detector modules are required
in order to emulate a completely equipped detector ring. However, the drawback is the smaller
sensitivity as the geometrical acceptance of the two detector heads is strongly reduced compared
to a fully equipped detector ring. Hence, the information carried by the undetected photons is
lost. As a consequence of the small sensitivity, long scanning times are required which results
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in higher patient radiation doses. For this reason, rotating PET detectors are not used in clin-
ical applications anymore. However, the concept allows for a flexible investigation of different
detector configurations and remains therefore useful for scientific (non-clinical) purposes.
The following key parameters have been specified for the detector prototype:
• The detector radius r should be adjustable continuously from 3 cm up to 18 cm. The
accuracy of the radial positioning should be δr ≈ 0.1 mm.
• The angle φ between the opposing detector elements should be adjustable continuously
from 120◦ to 240◦ with a precision of δφ ≈ 0.1◦. In this way it should be possible to
mimic different detector configurations.
• The rotation (scanning) of the whole detector around the test-source in the middle should
be automated and controllable by the lab-computer with a precision of ≈ 0.01◦.
• The sources should be positioned in the centre and must not rotate with the detector
elements.
A prototype detector which meets these requirements was developed in cooperation with
the workshop of the Kirchhoff Institute for Physics (cf. Figure 5.8(b)). The construction is
based on an aluminium plate which serves as a basis for the detector modules, movable in the
radial and the φ-direction. The plate is mounted on a precision rotation stage1 which allows
for completely automated scans with a precision of 0.02◦ over the full rotation range of 360◦.
Both, the aluminium plate, as well as the rotation stage feature a clear aperture of 120 mm
which facilitates a flexible positioning of the source.
After the completion of the prototype construction, it was transported to DESY in Hamburg,
where the final commissioning of the readout electronics was carried out. Photographs of the
fully equipped system are presented in Figure A.12. In the present configuration, the MPPC
signals are processed using a 16-channel 10-bit Flash ADC board with 100 MHz sampling fre-
quency (ADCM-16). This type of readout represents only an intermediate solution as the
timing capabilities of the described readout board are not sufficient for the envisaged invest-
igation of the TOFPET method. With this readout, a time resolution of 870 ps FWHM has
been measured which is below the capabilities of the fast scintillating crystals and SiPMs.
A possibility for a future readout of the MPPC signals is provided by the SiPM timing chip
(STiC), dedicated for fast timing measurements in PET [92, 93]. With the first prototype of
the chip already a coincidence timing resolution of 480 ps FWHM has been measured using
teflon wrapped LFS crystals and 3× 3 mm2 MPPCs. In order to improve the timing resolution
the chip design is currently further developed.
5.6 First Results
The following section provides a brief overview over the first measurement results obtained with
the PET prototype. The emphasis is mainly put on the actual measurement results. A more
detailed description of the measurement techniques and the used software tools is for example
provided in [91].
For the results presented here, only the signals of eight of the 16 available scintillator channels
of each detector module (lower crystal row) are read out. The angle between the opposing
detector elements was fixed to 180◦. The SiPM bias voltage is supplied by means of a USB
1MICOS, PRS-200.
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(a) Sketch of the PET prototype.
(b) Photograph of the PET prototype.
Figure 5.8 – Figure (a) shows the conceptual drawing of the PET prototype. It consists of two
detector modules which can be rotated around a distribution of test sources positioned somewhere
in the field of view. The distance, as well as the relative angle between the detector elements can
be adjusted in the specified ranges in order to allow flexible investigations of different detector
configurations. Figure (b) shows a photograph of the assembled PET prototype.
based multi-channel high voltage power supply which has a temperature sensor implemented,
facilitating automatic bias voltage correction to compensate long term gain shifts of the SiPMs.
Two 22Na point sources are placed in the centre of the device with a distance of ∼ 1 cm. Each
of the two sources has an activity of 1 MBq. The signal charge as well as the timing information
is determined using the ADCM-16 readout module. The readout is triggered if the signal of the
corresponding channel exceeds a certain threshold. The Compton background is rejected by
considering only detector hits with an integrated charge within two sigma of the photo-peak.
Coincidence events are created if the time difference between two signals is smaller than 2 ns.
Finally, a two dimensional image is reconstructed applying a filtered back-projection algorithm
using a ramp filter with a frequency cutoff [91].
Several measurement have been carried out using different settings of the scan parameters.
A complete detector scan is defined by four parameters: the radial position of the detector
modules r; the number of measurement positions n; the size of s single step in degree ∆Φ; and
the measurement time at each position. A summary of the different scan parameters is listed in
Table 5.2. An example of a reconstructed image of the two point like test-sources is presented in
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Figure 5.9(a). The two sources can be easily identified and are well separated from each other.
Figure 5.9(b) shows the projection of the reconstructed image along the x-axis. A Gaussian
function is fitted to the data in order to determine the spatial resolution which amounts to
2.5 mm FWHM in the displayed example. This good result achieved demonstrates the high
potential of the developed highly granular PET detector with direct SiPM readout. Further
studies are planned which involve the TOF method by using signal readout electronics – e.g.
the STIC chip – with a much better timing performance.
Table 5.2 – Summary of the different scan parameter settings and achieved spatial resolution as
presented in Ref. [91]. r denotes half the distance between the to detector modules (scan radius),
n is the number of measurements carried out and ∆Φ indicates the angular steps in between the
individual measurements. T denotes the measurement time at each position.
r [mm] n ∆Φ [◦] T [min] Resolution FWHM [mm]
90 20 9 10 2.5
90 10 18 10 2.5
180 21 8.5 20 2.3
(a) Image of two point sources. (b) x-axis projection.
Figure 5.9 – Figure (a) shows the reconstructed image of two point sources (1 mm in diameter)
placed in the centre of the PET prototype. Figure (b) shows the projection of the reconstructed
image along the x-axis. From a Gaussian fit to the distribution, a spatial resolution of 2.5 mm
FWHM has been derived. The figure also includes the prediction of a Monte Carlo simulation of
the PET prototype. The figures have been taken from Ref. [91].
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The presented work deals with the fluorescence light signals created in organic and inorganic
scintillators, and their detection with silicon photomultipliers (SiPM). Two different fields of
application are studied: imaging hadron calorimetry for future electron-positron colliders, and
the medical imaging technique of positron emission tomography.
In the applications investigated, SiPMs are used to measure the weak light flashes produced in
a scintillator, thus enabling an energy determination of the incident particle or radiation. If the
specific energy loss dE/dx of a particle is large, the relation between the deposited energy and
the created scintillation light output reveals a deviation from linearity, which is described by
Birks’ coefficient kB. In this work, a measurement of kB for the polystyrene based scintillator
tiles of the analogue hadronic calorimeter prototype (AHCAL) was presented and a significantly
larger value, kB = (0.151± 0.07) · 10−2 cm/MeV, has been found compared to the default value
applied within the Geant4 calorimeter simulation of kB = (0.07943± 0.0142) · 10−2 cm/MeV.
A comparison of the measured scintillator light output with the one predicted by the simulation
shows that the present Geant4 implementation of Birks’ law is – independent from the chosen
kB – only valid for sufficiently high particle energies. An improved method is presented which
takes into account the energy dependence of the specific energy loss dE/dx, thus describing
the scintillator response more precisely. The measured kB and the improved implementation
of Birks’ law reduce the simulated scintillator response of the AHCAL for electromagnetic
particle showers by ∼ 2.3 %. In case of hadronic showers, the reduction amounts to 4 − 5 %,
depending on the incident particle energy. These corrections are significant, considering the
overall quenching effect described by Birks’ law and thus demonstrate the importance of the
presented results.
In order to identify suitable sensors for the analogue hadronic calorimeter prototype, medical
imaging, or other applications, and to gain a deeper understanding of the specific device prop-
erties, an experimental test environment was developed and constructed. It allows to measure a
large variety of different SiPM characteristics, including the photon detection efficiency without
the biasing contributions of cross-talk and after-pulses, and the spatial uniformity of the SiPM
pixel response. Sensors, produced by several companies have been characterised and the res-
ults have been published [4]. As expected, SiPMs with a p-on-n structure have a larger photon
detection efficiency for blue light compared to n-on-p devices. The measured photon detection
efficiency of the Hamamatsu MPPCs is significantly smaller compared to the reference values
quoted by the producer; the estimated deviation ranges between 24 % and 43 %. A difference is
expected as the producers values include the contributions of cross-talk and after-pulses. This
result underlines the necessity of the developed test environment. A high spatial uniformity of
the SiPM pixel sensitivity and gain has been measured, whereas the optical cross-talk probab-
ility depends as expected on the number of neighbouring pixels. The determined geometrical
efficiencies of the tested devices cover the range from 21 % for the highest pixel densities up to
74 % for lowest pixel densities. These values are compatible with the reference data quoted by
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the manufacturers.
A small-scale PET prototype was developed and constructed. It uses SiPMs to readout
the scintillation light created in miniaturised arrays of scintillating crystals. The prototype
consists of two opposing detector modules which are rotated around the field of view, thus
emulating a full detector ring. First characterisation measurements of the system are presented.
The average energy resolution amounts to ∆E/E = 14 % FWHM, which is sufficient for the
required suppression of the background caused by scattered coincidence events. A spatial
resolution of 2.5 mm FWHM has been determined by reconstructing two point sources with
a distance of ∼ 1 cm placed in the centre of the device field of view. The results obtained
demonstrate the high potential of such highly granular PET detectors, enabled by the compact
SiPM dimensions.
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A.1 Measurement Setup for Birks’ Coefficient
Figure A.1 – Pictures of the experimental setup used for the measurement of Birks’ coefficient.
The upper left picture shows the polished scintillator plates inserted into a teflon block. The
teflon block is then connected to a photomultiplier tube as shown on the lower left picture. The
right picture shows the germanium detector and the corresponding liquid nitrogen cooling system.
The radioactive source is positioned behind the lead bricks in the upper part of the picture.
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A.2 Germanium Detector Calibration
(a) Calibration spectrum. (b) Linearity.
Figure A.2 – Figure (a) shows a typical calibration spectrum recorded with the germanium
detector before and after a measurement run. The individual energy lines of the different radio-
active sources can be measured with high precision. Figure (b) shows the measured linearity of
the germanium detector from which the calibration factor (slope) is determined. The figures have
been taken from Ref. [44].
A.3 Light Yield Measurement
(a) Scatter plot. (b) Energy slice (2 keV)
Figure A.3 – Figure (a) shows the measured PMT amplitude as a function of the electron
energy deduced form the measurement with the germanium detector. Figure (b) shows light yield
distribution of a 2 keV wide energy bin. A gaussian is fitted to the peak in order to determine
the position. The events on the left of the peak are background. The figures have been taken
from [45].
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A.4 Simulation of the Test-beam Environment with MOKKA
The object oriented Geant4 simulation toolkit provides the basis for the simulations. Different
physics processes can be activated by the use of different physics lists. In order to implement
the large variety of materials, the detector geometry and the beam-line configuration into the
Geant4 simulation program, the MOKKA1 software is used [49]. Different detector models, such
as the complete ILD detector or different test-beam configurations are available for simulation.
The required information for each model is read from a central database. A schematic view
of the CERN 2007 test-beam configuration, used for the present simulation study, is shown in
Figure A.4. The particle beam enters from the left side, along the z-axis. Before the beam
enters the calorimeter system, it traverses a variety of other detectors used to determine the
important beam parameters. The detectors can be grouped into four systems:
1. Cerenkov counter
The particles provided by the beam-line are filtered to have equal momentum. However,
the beam may still contain particles of different mass. In order to make sure, that only
the selected particle type is used in the analysis of the calorimeter data, the Cerenkov
detector is used. It consists of a vessel filled with a gas mixture. The refractive index
is controlled by the gas pressure. By measuring with a photomultiplier tube whether
Cerenkov light is produced, or not, it is possible to determine whether the mass of a
particle is below, or above a certain threshold.
2. Trigger system
The system is used to determine the precise time of particle passage, which triggers
the readout of the calorimeter signal. The detectors Sc1 and Sc3 are made of plastic
scintillator plates and have a size of 10× 10 cm2. Each scintillator plate is read out by a
fast photomultiplier tube. A coincidence of both detectors generates the main trigger.
The Sc3 detector, sometimes referred to as ‘multiplicity counter’, has a larger size of 20×
20 cm2. An event receives a multiplicity tag, if the measured signal is significantly larger
than the signal of a single minimum ionising particle. This can for example be caused
if the primary beam particle undergoes an interaction – creating secondary particles –
before it reaches the trigger system. With the information provided by the Sc3 detector,
these events can be excluded from the data in the oﬄine analysis.
1Software version 7.02
Figure A.4 – Beam-line configuration for the CERN 2007 test-beam [52]. The numbers on the
bottom indicate the positions along the z-axis, whereas the numbers on top denote the length of
the corresponding detector. Dimensions are given in millimetre.
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The detector labeled Veto has a size of 100 × 100 cm2 with an opening in the middle of
the size 20 × 20 cm2. It is mainly used to tag particles with a beam halo so that these
events can be excluded in the oﬄine analysis.
3. Tracking system
The tracking system consists of three drift chambers DC1 – DC3. By measuring the
coordinates of particle passage, it is possible to reconstruct the corresponding tracks and
the point of incidence in the calorimetric system. The endpoint of DC1 serves as the
origin of the test-beam coordinate system.
4. Calorimeter system
This system contains the detector prototypes under development. In analogy to a real
detector configuration in a high energy physics experiment, the detector prototypes are
ordered beginning with an electromagnetic calorimeter (ECAL), the hadronic calorimeter
prototype (HCAL), and a tail catcher and muon tagger (TCMT), used to determine
shower leakage and to tag muons. This configuration allows for the development of
particle flow energy reconstruction algorithms which require the information of all three
detectors.
The QGSP-BERTINI physics list is used to implement the physics processes in the simulation.
Two particle shower types are simulated: purely electromagnetic, and hadronic showers. The
former ones are generated by positrons, whereas the latter ones are produced by shooting
positive pions into the calorimeter. In each case, the particles hit the approximate centre of
the first layer of the calorimeter in z-direction.
A.5 Digitisation
It is a common practise in high energy physics, that not the complete process of signal generation
– starting with an energy deposition in the detector, ending with the digital ADC values
generated by the readout electronics – is implemented into the detector simulation. Only the
fundamental particle interactions and energy depositions are simulated. In a second subsequent
step denoted ‘digitisation’, the Monte Carlo is corrected for detector effects like non-uniformities
in response, noise, and statistical fluctuations. The result of this correction is a Monte Carlo
sample which can be treated and analysed in the same way as the measured test-beam data.
Ganging
In the Geant4 simulation, the energy depositions in the active calorimeter layers are summed
up within virtual cells of an equal size of 1 × 1 × 0.5 cm3. In the ganging step of the digitisa-
tion process, the energy depositions are grouped according to the actual tile sizes used in the
calorimeter (cf. Figure 2.5).
Light Cross-talk Between Neighbouring Tiles
In the real detector prototype, the optical isolation of the scintillator tiles is not ideal, which
allows small amounts of light to leak into neighbouring tiles. It is assumed that per 3 cm
side length of the tile, 2.5 % of the produced scintillation light leaks into the neighbouring
tile. The scintillation mechanism is not implemented into the simulation as it would be too
time consuming. Hence, the effect of light cross-talk is implemented by distributing the visible
energy deposition accordingly between adjacent tiles.
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Conversion to the MIP Scale
The AHCAL prototype is calibrated with a muons, so that energy depositions are measured
on the scale of minimum ionising particles (MIP). Hence, the visible energy depositions of the
Monte Carlo have to be converted to the MIP scale in order to make them comparable with
data. This is achieved by simulating a muon beam in the calorimeter. The most probable
energy deposition (MPV) of the muon is determined by fitting a Landau function to the hit
energy spectrum. Its inverse serves as the conversion factor form the energy depositions of the
simulation (GeV) to the MIP scale of the data.
It should be emphasised that the MPV of a muon reveals a slight dependence on the value
of Birks’ coefficient applied in the simulation. As a consequence, the MPV also depends on
the secondary particle production cut Tcut introduced in section 2.3, as the relation between
the energy deposition and the visible energy determined by Birks’ law is non-linear. The
dependence of the MPV on the value of kB and the calculation method of visible energy is
determined in section A.6.
SiPM Non-linearity and Statistical Fluctuations
As it is shown in Figure 3.12, the maximum number of photons detectable with a SiPM is fun-
damentally limited by its number of pixels. This effect results in a non-linear dependence which
is implemented into the digitisation. Statistical fluctuations of the photo-detection process are
implemented in digitisation by smearing the signal using Poisson statistics.
Noise
To account for the detector noise, such as the SiPM dark-rate, the electronics noise, or single
cells (hot spots) which always give a signal, a special noise run is acquired for each data-taking
run. During a noise run, the calorimeter readout is triggered randomly, resulting in an almost
pure noise data sample. The noise value of each cell in ADC counts is determined by subtracting
the individual pedestal value. The noise events are then added cell by cell to the simulated
events, which are transferred to the ADC scale for this purpose, using the SiPM gain and MIP
calibration constants.
A.6 GeV to MIP Conversion
In order to compare the Monte Carlo with the data acquired with the calorimeter prototype,
the digitisation procedure must be applied to simulation results. Within this process, the
conversion from the energy scale (GeV) to the MIP scale has to be adapted when the value of
kB is changed; the conversion factor depends on the value of kB applied in the simulation. For
this reason, it was studied how the measured kB value and the improved calculation method
of visible energy influences the ‘MIP per GeV’ conversion factor. For this purpose, muons
traversing the calorimeter with momenta of 30, 80 and 130 GeV/c are simulated and the energy
spectra of the individual visible energy depositions in the active calorimeter layers are recorded.
The spectra of the 80 GeV/c muons is shown in Figure A.5 for the different configurations of
the simulation. A Landau fit is applied to each spectrum in order to determine the most
probable value (MPV) of energy deposition. The summary of results in Table A.1 reveals
a slight dependence of the MPV on the value of kB used; i.e. the MPV differs by ∼ 1 %.
The calculation method has as expected no significant impact on the MPV as the dE/dx of
131
Appendix A Suplementary Material
muons remains due to the small energy loss approximately constant during the passage of the
calorimeter. The improved calculation method on the other hand is expected to give a large
contribution when the dE/dx changes rapidly during simulation steps (cf. Figure 2.12).
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kB = 0.0151 cm/MeV [default]
kB = 0.007943 cm/MeV [improved]
kB = 0.007943 cm/MeV [default]
Birks' law switched off
Figure A.5 – Simulated visible hit energy spectrum of 80 GeV/c muons traversing the calori-
meter. A difference between the spectra for different kB values is visible, whereas the improved
calculation method has no impact, as the dE/dx of the muons ins approximately constant.
Table A.1 – Summary of the most probable energy values (MPV) of muons with a momentum
of 30, 80, and 130 GeV. The MPV depends on the kB value used, but it is independent on the
calculation method of visible energy ([default] or [improved]).
kB [10−2 cm/MeV] MPV [keV] MPV [keV] MPV [keV]
[method] (30 GeV µ−) (80 GeV µ−) (130 GeV µ−)
1.51 [improved] 805.5 806.2 806.8
1.51 [default] 805.7 806.3 807.1
0.7943 [improved] 815.3 816.2 816.8
0.7943 [default] 815.5 816.1 816.6
Birks’ law switched off 826.4 827.3 827.7
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A.7 SiPM Active Area
Figure A.6 – Pictures of three different SiPM detectors (Hamamatsu MPPC): (left) 100µm
pitch, (centre) 50µm pitch, (right) 25µm pitch.
A.8 Gain Calibration Factor
Calibration from the QDC-channel unit to the gain scale is achieved by multiplication with the
following conversion factor:
f =
256 pC
1024 QDC-ch. · 50 · qe = 31211
[
1
QDC-ch.
]
, (A.1)
where 256 pC corresponds to the charge value of the 1024th QDC-channel and 50 denotes the
signal amplification factor. qe denotes the elementary charge.
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A.9 Pixel Recovery Time
Table A.2 – MPPC pixel recovery times. The data has been taken from Ref. [94].
SiPM Pixel pitch [µm] τr [ns]
S10362-11-025C 25 4
S10362-11-050C 50 9
S10362-11-100C 100 33
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A.10 PDE Measurement Setup
(a)
(b)
Figure A.7 – Figure (a) shows a photograph of the PDE measurement setup. The displayed
configuration is used to measure the relative spectral sensitivity of SiPMs. The main components
are (from left to right) a xenon-lamp, a monochromator and an integrating sphere. An optical
filter wheel in between the monochromator and the sphere blocks the higher order wavelengths
(λi = λ/i), which would otherwise bias the spectral measurement. The integrating sphere is
equipped on the top connector port with a calibrated photosensor. The port in front of the
sphere is covered with an aperture of 0.8 mm, or 0.6 mm diameter. For the measurement, the
SiPM is aligned in front of the aperture such that the signal is maximal. Figure (b) shows a
photograph of the unmounted integrating sphere and the calibrated photodiode. On the left
port, the light source can be connected whereas the remaining two ports are used to couple the
calibrated photodiode and the SiPM.
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A.11 Spectral Response of the PIN Photodiode and LED Emission
Spectra
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Figure A.8 – Responsivity of the calibrated PIN photodiode used for the PDE measurement
(Model Newport 818UV).
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Figure A.9 – Normalised emission spectra of two LEDs and one laser diode. The spectrum of
the laser diode has a much smaller line width compared to the LEDs.
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A.12 Uniformity Scan Setup
Figure A.10 – Photograph of the experimental setup used to measure the uniformity of the
SiPM pixels.
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A.13 Determination of the Geometrical Efficiency
(a) Hamamatsu S10362-11-100C. (b) Hamamatsu S10362-11-050C.
(c) Hamamatsu S10362-11-025C. (d) SensL SPMMICRO1020X13.
Figure A.11 – Dependency of the geometrical efficiency geo on the value of the applied threshold
sensitivity which represents the border between sensitive and insensitive areas of the SiPM sur-
face. The dashed lines indicate the uncertainties of the estimated geometrical efficiencies, which
is indicated by the red line. In case of the S10362-11-100C and the S10362-11-050C, a clear sep-
aration between active and inactive regions is possible as indicated in figures (a) and (b). In case
of the smaller pixel devices S10362-11-025C and SPMMICRO1020X13, the transition between
active and inactive regions is continuous, resulting in a larger measurement uncertainty.
A.14 Effect at Small Sensitivity Thresholds
The reason for the observation of a geometrical efficiency larger than 100 % at very small
threshold values is that the total scanning area of the sensitivity measurement is larger than
the total active SiPM area. For the normalisation described in Equation 4.25, however only the
(smaller) active area of the SiPM is considered. For very low thresholds, the regions outside of
the active SiPM area are also considered as ‘sensitive’ which results in the observed increase of
geo. However, this effect doesn’t play a role at the 50 % threshold chosen for the determination
of the geometrical efficiency.
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A.15 Development of a PET Prototype
(a) Photograph of the PET prototype.
(b) Photograph of one detector head.
Figure A.12 – Figure (a) shows a Photograph of the fully commissioned PET prototype. The
two opposing detector modules are mounted on an aluminium base plate. Figure (b) shows
a photograph of one detector module. Only the lower row of the module is equipped with
scintillating crystals. The visible side of each individual crystal is covered by a highly reflective
foil.
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Nomenclature
AHCAL analogue hadronic calorimeter
ALEPH Apparatus for LEP PHysics at CERN
APD avalanche photodiode
CALICE Calorimetry for the next linear collider experiment
CAMAC Computer Automated Measurement and Control
CERN European Organisation for Nuclear Research
DESY Deutsches Elektronen Synchrotron
ENF excess noise factor
G-APD geiger mode APD
HERA Hadron-Electron Ring Accelerator
ILC International Linear Collider
LEP Large Electron Positron Collider
LFS Lutetium Fine Silicate
LHC Large Hadron Collider
MAPD multi pixel avalanche photodiode
MCP micro channel plates
MEPhI Moscow Engineering Physics Institute
MPPC multi pixel photon counter
MRI magnetic resonance imaging
MRS-APD metal-resistor-semiconductor APD
NAF National Analysis Facility
PDE photon detection efficiency
PET positron emission tomography
PFA particle flow algorithm
PMT photomultiplier tube
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PPD pixelated photon detector
QDC charge to digital converter
QE quantum efficiency
SiPM silicon photomultiplier
SPAD single pixel avalanche diode
SSPM solid state photomultiplier
STiC SiPM timing chip
TOF time-of-flight
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