A machine-learning and a string-matching approach to automated subject classification of text were compared, as to their performance, advantages and downsides. The former approach was based on an SVM algorithm, while the latter comprised string-matching between a controlled vocabulary and words in the text to be classified. Data collection consisted of a subset from Compendex, classified into six different classes. It was shown that SVM on average outperforms the string-matching approach: our hypothesis that SVM yields better recall and string-matching better precision was confirmed only on one of the classes. The two approaches being complementary, we investigated different combinations of the two based on combining their vocabularies. The results have shown that the original approaches, i.e. machine-learning approach without using background knowledge from the controlled vocabulary, and string-matching approach based on controlled vocabulary, outperform approaches in which combinations of automatically and manually obtained terms were used. Reasons for these results need further investigation, including a larger data collection and combining the two using predictions.
Methodology
The string-matching algorithm [1] classifies text documents into classes of the Ei classification scheme and thesaurus [2] , based on simple string-matching between terms in the term list, derived from Ei, and terms in the document being classified. Ei contains several different types of terms and relationships, out of which we used captions, preferred and non-preferred terms. The term list (a model for classification) is organized as a list of triplets: term, class to which it maps, and weight. Each class in the original list is designated a number of term entries. No cut-off was used.
The second algorithm we used was linear SVM (support vector machine), a stateof-the art machine-learning algorithm, commonly used for text classification. We used binary SVM, the implementation from TextGarden [3] . We preprocessed the text by removing stop-words and representing each document using the standard bag-of-words approach containing individual words, enriched by frequent phrases (occurring at least four times in the data collection). The frequent phrases containing up to five consecutive words were automatically generated, as described in [4] . The model was trained on a part of data collection leaving the other part to be classified using a standard approach of ten-fold cross validation. The binary classification model was automatically constructed for each of the six classes (see 2) , taking all the training examples of the class as positive and all the other training examples as negative. Each example from the data collection was classified by each of the six models. For each example, we report all the classes that are above the threshold of zero.
Experimental Setting
Data collection consisted of a subset of paper records from the Compendex database [5] , classified into six selected classes. Each document can belong to more than one class. Fields of the records that were used to classify are title, abstract and uncontrolled terms in the string-matching algorithm, and title and abstract in SVM.
In this first run of the experiment, only the six classes were selected in order to provide us with indications for further possibilities. Classes 723. The linear SVM in the original setting was trained with no feature selection except the stop-word removal. Additionally, three experiments were conducted using feature selection, taking:
1. only the terms that are present in the controlled vocabulary; 2. the top 1000 terms from centroid tf-idf vectors for each class (terms that are characteristic for the class -descriptive terms); 3. the top 1000 terms from the SVM-normal trained on a binary classification problem for each class (terms that distinguish one class form the rest -distinctive terms).
In the experiments with string-matching algorithm, four different term lists were created, and we report performance for each of them:
1. the original one, based on the controlled vocabulary; 2. the one based on automatically extracted descriptive keywords from the documents belonging to their classes; 3. the one based on automatically extracted distinctive keywords from the documents belonging to their classes; 4. the one based on union of the first and the second list.
In lists 2, 3, and 4, the same number of keywords was assigned per class as in the original one.
Evaluation was based on comparing automatically assigned classes against the intellectually assigned classes given in the data collection. Precision (Prec.), recall (Rec.) and F1 measure were used as standard evaluation measures. Both standard ways of calculating the average performance were used: macroaverage (macro.) and microaverage (micro.)
Experimental Results
We have experimentally compared performance of the two algorithms on our data in order to test two hypotheses both based on the observation that the two algorithms are complementary. Our first hypothesis was that, as the string-matching algorithm uses manually constructed model, we expect it to have higher precision than the machine learning with its automatically constructed model. On the other hand, while the machine-learning algorithm builds the model from the training data, we expect it to have higher recall in addition to being more flexible to changes in the data. Experiments have confirmed the hypothesis only on one of the six classes. Experimental results of the string-matching approach and the machine learning (SVM) approach (both using their original setting) are given in Table 1 : SVM on average outperforms the string-matching algorithm. Different results were gained for different classes. The best results are for class 402, which we attribute to the fact that it has the highest number of term entries designating it (423). Class 903.3, on the other hand, has only 26 different term entries designating it in the stringmatching term list, but string-matching largely outperforms SVM in precision (0.97 vs. 0.79). This is subject to further investigation. Table 1 . Experimental results comparing performance of the two approaches, and number of original terms per class (Terms). We can see that SVM performs better in all but one classes.
String-matching (SM)
Machine The second hypothesis was that combining the two approaches via combining their vocabularies will result in improved performance. This hypothesis was not confirmed: both approaches have the best performance in the original setting (see Table 2 ). We attribute that to a large overlap between the controlled vocabulary and the document vocabulary that enables SVM to find the right terms for a good quality model. From Table 3 we can see that the string-matching algorithm the performance decreases due to a large drop in precision. Actually, almost every document gets all the six classes assigned, which increases recall to almost 100%. There is a possibility that low precision could be improved by introducing a cut-off value.
