Abstract: This paper presents a novel approach for image-based visual servo of a robot manipulator with an eye-in-hand configuration when the camera parameters are not calibrated and the trajectory of the moving object is not predicted. Firstly, the expression of the image Jacobian matrix for the eye-in-hand configuration, namely extended image Jacobian matrix, is proposed, then an update law is designed to estimate the extended image Jacobian online. Furthermore, a control scheme is presented and the Lyapunov method is employed to prove asymptotic convergence of the image errors. No assumption for the moving objects is needed. Finally, Both simulation and experimental results are shown to support the approach in this paper.
INTRODUCTION
Image-based eye-in-hand visual servo is a problem of controlling the projections of image features to desired positions in the image plane of a camera mounted on a robot manipulator by controlling motion of the manipulator [1] . Compared to a camera fixed in the workspace, the eye-in-hand camera can improve target recognition and enable the manipulator to view the workspace more flexibly [2] .
Much work has been done in developing eye-in-hand visual servo systems for robot control [3, 4] . To cope with uncertain or unknown camera parameters, adaptive methods have been proposed to estimate the unknown camera parameters on-line [5] [6] [7] [8] . However, The majority of eye-in-hand visual servo controllers fall under two categories which limit its use. Either they are not model independent, or they require that the target is static. The requirement that the target is static makes the vision system lack the ability to track the moving objects, but the ability is necessary in many application cases. The model dependence requires a priori knowledge of the system such as the camera parameters. Using a model dependent system requires calibration of vision system, which can be both difficult and time consuming. In visual tracking of moving objects, it could be the cases that the motion of the target object and the system structure might be unknown or that the system parameters might include much noise. Therefore, it seems hard to apply the conventional visual servo methods to these cases. Most of the resulting methods assume that the objects to be tracked or the camera are stationary, and hence cannot be employed to tracking moving objects with an eye-in-hand camera. In recent years, some researchers have devoted their efforts to the visual tracking with an uncalibrated eye-in-hand camera, and some results are presented. SU Jian-Bo [9, 10] adopts artificial neural network(ANN) to map the robot * This work is supported by National Nature Science Foundation under Grant 60905061 and Tianjin Nature Science Foundation under Grant 08JCYBJC12700 motion to image feature motion, based on which a visual servo scheme is presented. But the use of ANN can not guarantee the stability of the system and the training process is too complex. Jenelle Armstrong Piepmeier [11] proposes a Gauss-Newton method utilizing a partitioned Broyden's method for image Jacobian estimation and gets steady state tracking behavior. Nikolaos P. [12] designs an adaptive control algorithm for tracking the moving objects with an eye-in-hand configuration, but they both require that the objects move in a constant velocity. Our objective is to develop an approach for locking a moving object in 3-D space at a particular position in the image plane of a camera mounted on a robot manipulator. To achieve this aim, a novel approach for visual tracking with an eye-in-hand camera is proposed in which no assumption is needed in this paper. Firstly, the expression of the image Jacobian Matrix for eye-in-hand configuration, namely extended image Jacobian matrix, is presented. And then the image Jacobian matrix is estimated on-line using a designed update law. Finally, a control scheme is designed and the Lypunov method is employed to prove asymptotic convergence of the image errors. Simulation and experimental results are shown in the last part of the paper.
EXTENDED IMAGE JACOBIAN MATRIX FOR EYE-IN-HAND CONFIGURATION

Traditional Image Jacobian
The traditional image Jacobian matrix is the basis of the uncalibrated visual servo, it describes the transform between the velocity vector of robot in Cartesian frame and the velocity vector of target features in the image plane [13] . The relationship can be expressed as following:
Visual Servoing with an Uncalibrated Eye-in-Hand Camera where f is the velocity vector of image features, p is the velocity vector of robot in the Cartesian frame, and
is the traditional image Jacobian matrix. In the above, either the target object is supposed to be motionless or the camera is static. That is, the traditional image Jacobian is valid only in two situations: One is that the target is motionless, and the other is that the camera does not move along with the robot, that is the eye-to-hand configuration. However, for the visual tracking with an eye-in-hand camera, the image motion that can actually be observed on the image plane, however, is due to both the image motion induced by camera motion and the image motion induced by object motion. In this situation, the traditional image Jacobian matrix mentioned above will not work.
Extended Image Jacobian Matrix
Suppose r is the target object's pose, and p is the pose of the robot in the Cartesian frame, then, for the situation of moving target with eye-in-hand camera, the velocity of target features in the image plane can be addressed as: Multiply T Δ in both sides of the equation (3), the error of the image feature can be expressed as:
As the target's motion is unknown, it is reasonable to suppose the trajectory of the target is continuous, then the pose of target r is a continuous function of time t and its differential coefficient r is also a continuous function of
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If T Δ is small enough, then f and p are almost constant. Substitute (5)~ (7) into (4), we can obtain
Where
Equation (7) can be rewritten into vector format as
, then the equation (10) can be expressed as f J h Δ = ⋅Δ (11)
is the extended image Jacobian for eye-in-hand configuration, it describes the relationship between the motion of robot manipulator and moving targets with the image features motion.
ESTIMATION AND CONTROL
The control objective is to move the manipulator holding the camera so that the features on the object tracked move to some desired positions, or that these features remain at some desired positions as the object being tracked moves [14, 15] . The principle of the visual control system is shown in figure 1 . From the principle, we can know that the visual servo controller includes two parts extended image Jacobian matrix estimator and control law. The control algorithm needs the values of unknown, time-varying image Jacobian matrix to compute the control signal. Therefore, the key techniques for the visual tracking are to estimate the image Jacobian matrix and design the control law using the estimated image Jacobian. The rest of this section is devoted to a description of the estimation and control schemes.
Estimation of Extended Image Jacobian Matrix
For the visual tracking with an eye-in-hand camera, either robot or the objects' motion can cause the features' motion in the image plane, in this situation, the extended image Jacobian introduced in this paper is time-varying. Therefore, the extended image Jacobian needs to be estimated on-line in each control period. An update method and process for extended image Jacobian is shown in figure 2. At step i , suppose we have an estimationˆi J of the image Jacobian, according to that the control input i p is generated to control the robot manipulator. At the following step 1 i + , the velocity of image features f can be obtained from the vision feedback. And we can know
Where i J is the actual image Jacobian of step i ,
According to the equation (11), the following result can be obtainedˆˆi
Fig.1 Principle of visual control system
Wheref is the estimated features velocity in the image plane, and i h Δ has the same definition with equation (13) .
Our objective is to design a update lawˆi J forˆi J to make 0 f e → . The update law is designed aŝ Taking the time derivative of (17) yields
The update process of extended image Jacobian is made in each image processing period. As only some simple arithmetic is taken in the update method, so the update time is much shorter compared with the image processing period.
To ensure the quality of update results, the update process will be carried out several times in each image processing period. The update process is a sub-system in the whole visual servo system, shown in the figure 1 above. Therefore, during the update procedure, f is a set value which is a constant. i h Δ is also a constant. So the derivatives of the features positions is zero, and the differential of i h Δ is also zero. Therefore, (18) can be rewritten as:T
Based on (17) and (19), we know that 0 f e → with the proposed update law shown in (16) and f e L ∞ ∈ , thuŝ
Where i f represents the error between i f andˆi f .
Since the update time is much shorter compared with the control period of robot, the extended image Jacobian can be updated many times during one control period so that f e is close to zero adequately. Fig.2 Principle of update process for extended image Jacobian
Image-Based Visual Tracking
A. Controller Design
As stated previously, the control objective is to track the motion of certain features on the target and place the projection of these features at some desired position in the image plane. The definition of image feature error is: Substituting (14) into (26) 
Based on (24) and (29), we can conclude the image error e converges asymptotically.
According to the analysis above, it can be concluded that
and e L ∞ ∈ . Based on (16), we can know that
Thus the control signal p is bounded.
SIMULATION RESULTS
Parameters for Visual Tracking
Some simulation results will be shown in this section. The controller stated in (22) will be utilized to tracking some different trajectories or moving object with different speed. Some control parameters are shown in Table1. 
Simulation results for visual tracking
The following simulations are made up of three groups: Tracking the moving object with steady speed, tracking object with sin trajectory and tracking object with circle trajectory. Figure 3(a) shows the tracking results of moving objects with different steady speed, figure 3(b) is the tracking error in Y direction, results in X direction is similar, which is not contained in this paper. From the tracking results, we can know that the moving objects can be tracked after some seconds without steady error. The tracking results of objects moving in a sin trajectory are presented in figure 4 . Only the results in X direction is shown since the results in Y direction is similar. The trajectory in X direction of moving object is sin( )
where T Δ is the control period as shown in Table . The initial position of image feature is (20, 20) . The simulation results show that the tracking error is less than 3 pixels after about 40 control periods. The last simulation is to control robot with eye-in-hand camera to track the moving object whose image feature trajectory is a circle. The motion model of the image feature is: 100 cos( ) 100sin( )
The initial position of image feature is (100, 0) , which is represented with a triangle in figure 5(a) . The tracking results are shown in figure 5(b) and figure 5(c) . It can be concluded that the tracking error is less than 10 pixels after about 60 control period. 
EXPERIMENTAL VERIFICATION
Experimental Platform
The proposed control scheme is applied to a task of robot visual tracking. We have implemented it [16] at the Institute of Robotics and Automatic Information System, Nankai University, China. The experimental platform depicted in figure 6 is a multi-robot system consisting of two RH6 manipulators. The platform consists of the following components: two RH6 robot manipulator; a low-cost YOTAN CCD camera that captures 25 frames per second with 400 300 resolution; a DH-CG400 image processing board and two Pentium-based PCs, one of that acts as the robot controller and the other runs as the visual server. The robot controller is operated under QNX, a real-time micro-kernel based operating system, the control period is 16 ms.
Results
The results of one of these experiments are presented in this section. For the experiments, the objective of the eye-in-hand system is to move the camera so that the image projection of the feature on the target object being tracked remains at some desired position on the camera's image plane. The two RH6 manipulators move in two parallel planes. One manipulator holds the camera while the other holds the target moving in a fixed rectangle trajectory. The four apexes of the rectangle are (170, 35), (-120, 35), (-120, 125) and (170, 125) respectively. Experimental results are shown in figures 7. Figure 7(a) is the tracking result trajectory. In figures 7(b) and 7(c), the vertical axis is the error in Cartesian frame (expressed in mm) and the horizontal axis is the time. From the experimental results, we can know that the moving objects can be tracked after 0.5 seconds, and after then, the tracking error in the Cartesian frame is smaller than 2 cm in most periods, and the error is larger in the corner of the rectangle. These experiments exhibit the validity and performance of the image-based control scheme proposed in this paper. 
CONCLUSIONS
Visual tracking of moving objects with a eye-in-hand camera is an ability many autonomous robotic system need in order to provide more effective visual input for performing robotic tasks. This ability, however, has proven a difficult one to obtain. The reason is that the camera and the target object are all motion, and the motion of target object is absolutely unknown. In this situation, the image features motion that can actually be observed on the image plane, however, is due to both the image motion induced by camera motion and the image motion induced by object motion. Therefore, it is difficult to build the relationship between image features motion and robot motion (or the camera motion, because the camera is mounted on the end of the robot).
In this paper, a novel expression of image Jacobian, namely extended image Jacobian, is proposed for the eye-in-hand configuration because the traditional image Jacobian can not work in this case. Then, an update law is proposed for the estimation of the extended image Jacobian. Finally, a control scheme using the extended image Jacobian stated previously is designed, and simulation and experimental results exhibit the validity and performance of the image-based control scheme proposed in this paper.
