The eigenvalue clustering of matrices S ?1 n A n and C ?1 n A n is experimentally studied, where A n , S n and C n respectively are Toeplitz matrices, Strang, and optimal circulant preconditioners generated by the Fourier expansion of a function f(x).
Introduction
While solving systems of linear equations by an iterative method, there inevitably appears the problem of building up a preconditioner. It seems to be natural to choose as a preconditioner a matrix which, on one hand, approximates the matrix of the system and, on the other hand, could be easily inverted.
An example of easily invertible matrices is the class of circulant matrices. C n = c ij ] n?1 ij=0 is a circulant if c ij = c (i?j)mod n . Using the fast Fourier transform (FFT) both C n and C ?1 n can multiply a vector in O(n log n) arithmetic operations, which is rather fast. The requirement of approximation of a matrix A can be expressed in di erent ways.
For example, one could choose C minimizing the Frobenius norm k A ? C k F over some set of matrices. We consider the case of linear algebraic system of equations with Toeplitz matrix A. A n = a ij ] n?1 ij=0 is Toeplitz if a ij = a i?j;0 : For such matrices circulant preconditioners seem to be especially e cient.
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There are several types of circulant preconditioners for systems with Toeplitz matrices. The Strang preconditioner S n was the rst proposed one 8]. The central n=2] diagonals of this preconditioner coincide with the central n=2] diagonals of the Toeplitz matrix A n . The other diagonals of S n are de ned by the fact that it is a circulant.
In 5] T.Chan proposed an optimal circulant preconditioner C n . It is constructed to minimize the functional k A n ? C n k F over the set of circulant matrices. The explicit expression of C n 's elements in the case of Toeplitz A n is given in 5]. In 13] is shown that optimal circulants can be naturally refered to as Cesaro circulants. E.Tyrtyshnikov proposed in 12] a super-optimal circulant preconditioner T n . It minimizes k I ?T ?1 n A n k F . Some properties of C n and T n were also explored in 12] and it was proved that they are symmetric and positive de nite if A n is. Analogous preconditioners for Toeplitz matrices were independently studied by M.Tismenetsky in 10]. Toeplitz matrices are often associated with Fourier series of periodic functions. The sequence of Toeplitz matrices fA n g is said to be generated by f(x) = P 1 k=?1 a k e ikx if the rst column of A n is (a 0 ; a 1 ; : : :; a n?1 ) T and its rst row is (a 0 ; a ?1 ; : : :; a ?(n?1) ). For the given sequence fA n g we can construct sequences fC n g, fT n g, fS n g of optimal, superoptimal and Strang preconditioners respectively. In Figures 1.1|1.3 are shown spectra of A n , S ?1 n A n , C ?1 n A n and T ?1 n A n (n = 32) for three di erent functuions f(x). One can mention that the eigenvalues of all preconditioned matrices are clustered. S ?1 n A n always has the sharpest cluster while T ?1 n A n always has the widest one. The number of the eigenvalues out of the cluster seems to depend on the smoothness of f(x). And nally, in all three cases S ?1 n A n has the condition number (ratio of the biggest and the smallest eigenvalues) bigger than the condition number of C ?1 n A n . The exploration of the connection between spectral properties of C ?1 n A n , S ?1 n A n , T ?1 n A n and the properties of the generating function f(x) is very important for practical application of circulant preconditioners, because the "better" the clustering rate, the "faster" the conjugate gradient method converges 1].
In 4], 2] it was proved that if f(x) > 0 belongs to the Wiener class then the spectra of matrix sequences S ?1 n A n , C ?1 n A n generated by f(x) are clustered at 1. An analogous statement for sequence T ?1 n A n was proved in 3]. A unifying approach to the theorems on distribution and clustering for Toeplitz and circulant matrices is proposed in 13]. On the basis of this approach the theorems from 2] were generalized to the case of f(x) 2 L 2 .
Finally, the properties of n ("), characterizing the number of eigenvalues which fall outside the "-neighborhood of the clustering point, are studied in 14]. Only on the basis of this investigation it becomes possible to decide which type of preconditioner is "better".
The results of 14] give an impression that with increasing smoothness of f(x), Strang's circulant is \better" than the optimal one (from the view point of spectrum clustering). However, we don't know how sharp are the estimates and what are the constants. So, it is useful to carry out a numerical investigation of the spectrum clustering.
Attempts to perform such experiments were already made in 9]. There were given the spectrum distributions of S ?1 n A n , C ?1 n A n , T ?1 n A n (n=32) for various functions f(x). The large amount of arithmetic operations did not allow to increase su ciently the matrix order, which is essential for the exploration of asymptotics of clustering.
One relatively fast way to get some information about the spectrum of a large matrix is to apply to it the conjugate gradient iterations. However this method allows to gure out only the extreme eigenvalues and tells almost nothing about the spectrum distribution. To aquire more information about the spectrum we need to increase considerably the number of iterations. This is unsuitable in our case so we choose another way.
On the basis of the bisection method we succeeded in designing a rather fast, O(n 2 ) algorithm, using the Toeplitz decomposition of matrices. This algorithm gave us the opportunity to study the behavior of n (") in the case of large n.
Thus, this paper is devoted to experimental investigation and comparison of the clustering properties of S ?1 n A n and C ?1 n A n . (The results of 9] showed T n to be not as e cient as was expected, both for clusterization and the number of iterations in the conjugate gradient method. So we decided to concentrate only on C n and S n .) This paper is organized as follows:
In Section 2 the main de nitions and theoretical results, to be experimentally studied, are given.
Section 3 is devoted to the description of the tools. In particular, we prove that the Toeplitz decomposition of CAC (C is a symmetric circulant, A is a symmetric Toeplitz matrix) contains no more than 4 terms.
In Section 4 the experimental results are discussed and some conclusions are made.
De nitions and Theorems
Suppose we are given a function f(x) and its Fourier coe cients a k :
We are going to put in correspondence to f(x) three families of matrices A n , C n , S n : A n = a i?j ] n?1 ij=0 is a Toeplitz matrix, C n = c (i?j)mod n ] n?1 ij=0 is a circulant matrix, c k = It is conventional to call C n an optimal (Cesaro) circulant and S n a simple circulant (it di ers from the Strang construction only by diagonal with number n=2]) Below we will regard only real 2 -periodic functions f(x). It is easy to see that these conditions on f(x) make the matrices A n , C n , S n Hermitian.
Let n (") be the number of A n ; C n ; S n are the associated Toeplitz matrices, optimal and simple circulants respectively. Asume also that the matrices C n ; S n are positive de nite. Then the eigenvalues of C ?1 n A n and S ?1 n A n are real, and have a cluster at 1. The drawback of Theorem 2.2 is the condition of positive de niteness. It can be removed by the invention of improved optimal and simple circulantsĈ n andS n . The eigenvalues of these circulants coincide with the eigenvalues of C n and S n except the nonpositive ones which are changed to > 0. In 14] it is shown that Theorem 2.3 still holds forĈ n andS n .
All above given theorems say almost nothing about the properties of the function n ("), so they do not allow the comparison of C n and S n . The results of 14] give us such an opportunity. But before citing these theorems we are going to de ne the class of functions for which they are valid.
Suppose From the above mentioned results, it follows that if the function is smooth, the simple circulant S n should be "better" (from the viewpoint of spectrum clustering). But we don't know how sharp are the estimates (2.4), (2.5) and what are the constants in them. It seems that this question should be clari ed experimentally. This is the scope of Section 4 of our paper.
Tools of Research
In this section we are going to describe a very e cient method for solving the following problem. Given a symmetric Toeplitz matrix A and symmetric positive de nite circulant matrix C, both of order n. We need to nd the number of eigenvalues of P CAC, lying in the "-neighborhood of 1.
As we want to deal with large n, we refuse to use the classical methods for dense matrices. We try to apply to our problem the idea underlying the bisection method. In other words, we will lean upon the following well-known statement.
Lemma 3.1 Suppose a symmetric matrix P of order n has nonsingular leading submatrices P k of order k for all k = 1; : : : ; n. Then the number of negative eigenvalues of P P n coincides with the number of sign changes in the sequence 1; det P 1 ; : : :; det P n :
The bordering method certainly is one of the natural methods for the leading minors computation. However, we would like to use the speci c structure of P. As was shown in 6] the bordering method can be successfully applied to certain types of matrices. For example it is so for the matrices which are a sum of products of triangular Toeplitz matrices. The algorithm from 6] for such matrices with q terms can be easily modi ed ( 11] ) into an algorithm requiring 5q?4 2 n 2 multiplications and additions. In essence it is the algorithm already proposed in 7] but within the con nes of block method.
However, we will use a more e cient algorithm ( 15] ) for computation of the inertia of matrices de ned by their Toeplitz decomposition. This algorithm needs only (q ? 1)n 2 multiplications and additions. It also has a parallel structure. So, the main thing we have to do is to nd a fast way of performing the Toeplitz decomposition of P. . In 11] it was proved that the Toeplitz rank of a product of two matrices is not greater than the sum of the factors' ranks increased by 1. It is easy to see that the Toeplitz rank of a Toeplitz matrix is 2. P contains three Toeplitz factors so the Toeplitz rank of P is not greater than 8. However, we are going to show that it does not exceed 4. In our concrete case P is of the following form P = C   1=2   AC   1=2 where C is a circulant preconditioner and A is the Toeplitz matrix of the system. The spectrum of P is the same as the spectrum of C ?1 A and so, we can compute n (") applying Lemma 3.1 and our algorithms to matrices P ? (1 + ")I, P ? (1 ? ")I.
The computation of the rst column of C
1=2
can be also performed in O(n log n) arithmetic operations ( 11] ). Thus, computing the number of C ?1 A's eigenvalues which lie in the interval (1?"; 1+") costs O(n 2 ) arithmetic operations, which allows to perform experiments with matrices of rather large order.
All experiments presented in Section 4 were made on an IBM PC/AT-386. All programs were written in FORTRAN 77.
Results of Experiments
In this section we experimentally study the function n (") | the number of the eigenvalues of matricesĈ ?1 n A n andS ?1 n A n which fall from the interval (1 ? "; 1 + "). In all experiments we assume " = 0:1 We are going to begin with an illustration to Theorem 2. Comparing (4.1) with the experimental results, shown in Table 4 .2, we can see that estimates (4.1) do not have a large margin and correctly re ect the behavior of n ("). The results of the experiments (Table 4. 3) again give us the opportunity to observe that estimates (2.4), (2.5) are rather adequate, though not being perfectly sharp. (Let us note that in this case S n is singular for all n and so S n 6 =S n .) Looking at the results of the experiments shown in Table 4 .5, we see that estimate (4.4) is almost ideally true. As to estimate (4.5), it apparently could be somehow improved. f m (x) ( 13] ). From the Fourier series theory it is known that Cesaro sums converge uniformly to the function without dependence on its smoothness, while the convergence of partial Fourier sums essentially depends on the function's smoothness. So, we can suppose that in the case of a discontinuous generating function, the spectrum clustering rate ofĈ ?1 n A n is better than that ofS ?1 n A n . This hypothesis is con rmed by the following example (Table 4. In the conclusion let us say a few words about which circulant is "better", simple (Strang) or optimal. If f(x) m > 0 then any essential di erence betweenĈ n andS n is not observed. If f(x) is continuous, slightly vanishing and equals zero at least at one point, then Theorems 2.3 { 2.6 a rm thatS n should behave "better" thanĈ n (from the view point of clustering). This is con rmed experimentally. If f(x) is discontinuous we can expectĈ n to be \better".
However, the eigenvalue clustering is not the single feature of preconditioning. The other important feature is the condition number of the preconditioned matrix. Experiments show that if f(x) = 0 somewhere in ? ; ], the condition number ofS ?1 n A n is much bigger than the condition number ofĈ ?1 n A n . For example if f(x) = x 2 , then for n = 1024, KĈ?1 n An < 10 4 while KS?1 n An > 2 10 6 (K is the condition number). Thus when f has a zero, we recommend the preconditionerĈ n .
