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 Adaptation in Spatial Communication 
Workshop organized in conjunction with AGILE 2009. 
Human spatial communication is characterized by its specific pragmatic aim. To better communicate, 
people employ a variety of communication forms to aid their communication goals in assisting the 
recipient of the message. In this way, people adapt their communication in form and content to the 
situation and communication. Today's spatial assistance systems largely lack this ability. Consequently, 
such systems are experienced as awkward, cognitively inadequate or patronizing.  
 
This workshop is the first of what may become a series of meetings of researchers active in the field of 
spatial communication. We aim to bring together leading researchers across disciplines to contribute to 
the informed design of spatial assistance systems through the exchange of research results and novel 
ideas. We hope to stimulate a lively discussion tackling open questions in adaptation of spatial 
communication and identifying principles that will allow for improved human-machine spatial 
communication, by drawing parallels between human-to-human and human-machine communication. 
Six exciting contributions have been accepted at this first instance of the Adaptation workshop: three as 
fully reviewed papers and three as extended abstracts. The contributions of Tenbrink et al. and Gartner et 
al discuss adapting the content of spatial communication to the recipients. Tenbrink et al. approach this 
challenging task from a linguistic perspective in human dialogues, while Gartner et al. explore the 
consequences of communication adaptation for the design of systems. Kurata reviews the challenges in 
automatic adaptation to user preferences in the context of tour planning systems and the consequences on 
their usability. Wunderlich focuses on scenarios where such systems fail, and how users react when 
failure occurs. Finally, Delafontaine et al. and Bereuter et al. focus on the spatio-temporal aspects of 
adaptation in spatial communication in the context of sketches for moving object trajectories and 
identification of relevant references for users’ daily activities through filters, respectively. 
No single workshop can address all facets and complexities of adaptation in spatial communication. We 
hope, however, that this summer a meeting in Hannover will help to stir ideas and point to promising 
research avenues ultimately leading to better spatial assistance systems. 
 
Martin Tomko and Kai-Florian Richter 
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Spatial Granularity and Perspective in Route 
Descriptions for Humans and Dialogue Systems
Thora Tenbrink, Robert J. Ross, Elena Andonova, and Juliana Goschler 
SFB/TR 8 Spatial Cognition, Universität Bremen 
Abstract. When conveying information about spatial situations and goals, 
speakers adapt flexibly to their addressee. Our aim is to equip our dialogue 
system with the communicative abilities required for such a natural, adaptive 
dialogue. In this paper we investigate how humans react to other humans and to 
a dialogue system when giving route descriptions with a map. We focus on two 
aspects of spatial language known to be crucial for navigation: perspective 
choice and references to places across levels of granularity. The results of two 
studies involving human-human and human-system interaction show that 
humans adapt to their interaction partner systematically with respect to both.  
Introduction 
How do people communicate with dialogue systems about navigation issues? Today’s 
GPS-equipped navigation systems are well suited to conveying route information both 
visually and verbally – with many configured to react dynamically to a predefined 
range of user requests. However, flexible natural language-based dialogue with such a 
system is still impossible at present, and open questions remain as to what kinds of 
phenomena such a dialogue system would have to cover. A range of possible 
application scenarios are conceivable, encompassing not only user-centric outdoor 
route navigation but also various indoor settings in which either a human or a system 
instructed by a human, such as a mobile autonomous service robot for home usage, 
needs route information. In this paper, we address a restricted scenario in which the 
user tells a robot – in this case a robotic wheelchair – to move to a particular location. 
The environment, as well as the wheelchair, is depicted schematically on a screen in 
order to provide a shared basis for spatial communication. We investigate two types 
of linguistic aspects known to be crucial for spatial interaction, perspective choice and 
references to places across levels of granularity. Although both of these phenomena 
have been addressed from diverse angles in the literature, very little is known so far 
about users’ intuitive linguistic behavior in this regard when confronted with a 
dialogue system equipped to deal with spatial settings. In order to gain insights about 
the impact of the interaction partner, we use the same scenario twice – comparing the 
linguistic choices made by humans interacting with other humans, with those made by 
humans interacting with a dialogue system. 
In general terms, dialogic spatial interaction is a major area of importance for 
spatially-aware systems particularly in navigation scenarios; yet it remains under-
represented in the literature thus far. Specifically, it is an open question how speakers' 
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choices of conceptual reference systems and their linguistic representations are 
influenced by the discourse history and by the interlocutor's feedback. It is well-
known that speakers react intensively to the requirements of their artificial interaction 
partner, both with respect to linguistic choices (Amalberti et al., 1993) and high-level 
decisions (Hinds et al., 2004). Even small changes in the experimental setting, 
including the robot's reactions, may be crucial in this regard (Moratz & Tenbrink, 
2006), along with users' preconceived mental models and expectations that are 
equally decisive for users' conceptualization of the dialogue and their ensuing 
linguistic reactions (Clark, 1999). Existing evaluations that have been carried out in 
human-robot interaction (HRI) without restricting in advance the language that may 
be adopted by users have shown that systems can do very badly, simply because the 
actual language used lies outside of that supported (Thrun 2004). It is therefore 
essential for HRI to be based on realistic assessments of what language users will 
produce, and how they will react to the system’s output. To handle such known 
problems we combine established psycholinguistic experimentation with qualitative 
empirical discourse analysis of 'freely' produced dialogic contributions, using both 
human-human baseline-establishing experiments and genuine HRI and human-system 
interactions. For the latter, the dialogue system is progressively augmented with 
automatic adaptation according to user models as the empirical results are transferred.  
Perspective and granularity
Consider a situation in which you need to communicate information about a spatial 
goal to an interaction partner, and you are required to do that via a computer interface 
such as the one depicted in Figure 1. Here, a two-dimensional map is shown on the 
screen together with a chat interface to be used for communication with the agent – in 
this case a wheelchair. In our scenario, we used two versions of this task: in one case 
(cf. Study 1, HHI, described below), the wheelchair was assumed to be occupied by a 
human user, who used the chat interface to interact with the route instructor. In the 
other case (cf. Study 2, HCI, described below), the chat interface was coupled to a 
dialogue enabled agent capable of travelling along a described route; such a scenario 
may be used, for example, in order to demonstrate a service robot's future path or to 
visualize a route in reaction to a request made by a human. In both cases, the 
simulated wheelchair moving around in the scene could be observed by both 
interlocutors – but only instruction givers could see the location of the next 
destination (marked in the map).  
In such a situation, as in all spatial communication tasks, a number of strategies are 
available to the interlocutors (cf. Tenbrink, Fischer, & Moratz, 2002).  Here we will 
focus on two distinctions crucial for navigation: granularity and perspective. With 
respect to granularity, route instructions may be achieved either by referring directly 
to the goal location by using destination descriptions as described by Tomko (2007), 
or by incrementally guiding the traveler to the goal by using turn-by-turn directions 
(Richter, Tomko, & Winter, 2008). While this may appear to be a binary distinction, 
in actual fact speakers combine and vary their descriptions flexibly along these lines 
(Tenbrink & Winter, 2009). In the present scenario, a purely destination-based 
description is complicated since none of the pre-defined goals has a label (as only 
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very few locations in the map are labeled at all). Previous research has additionally 
shown that goal-based spatial reference is conceived of as particularly difficult for 
robots (Fischer & Moratz, 2001). This leads us to expect that incremental directions 
will be the norm in both variants of the task, but perhaps more so in the HCI case. 
Discrepancies between human expectations and strategies with respect to the 
preferred choices of granularity in instruction settings could lead to communication 
failure, especially if the system is not equipped to deal with the level of granularity 
chosen by the user, or lacks the information necessary to infer the relevant spatial 
relationships (Tenbrink & Shi, 2007). The investigation of natural HHI interaction 
provides a gold standard for the joint negotiation of spatial goals in this regard.  
Figure 1. Our map instruction scenario. The robot wheelchair is indicated on the top hallway, 
facing towards the left side of the picture. The goal location is marked for the instruction giver 
only; the location labels are always visible. In the HHI case, joystick movements by the 
instruction receiver make the wheelchair move on the screen; in the HCI case, the wheelchair 
movements are handled by the system.   
With respect to perspective choice, in this scenario, there are two main kinds of 
perspective available (Garrod & Anderson, 1987; Taylor & Tversky, 1996): survey 
(looking at the map from "outside" the scene) versus route perspective (as seen by the 
route-travelling agent). Previous research has established that speakers' perspective 
choices are flexibly adapted to various kinds of contextual influences (Tversky, 
1999); crucially, interlocutors react subtly and systematically to their interlocutors' 
situation and ability (Schober 1998, 2009). In a recent series of studies directly related 
to our endeavors reported here, Andonova and Coventry (2008) used a restricted 
experimental setting focusing on single direction changes (rather than complex route 
descriptions). In that setting, route perspective dominated overall while survey 
descriptions averaged only about a third of cases. The naïve speakers' choices of 
spatial perspective were influenced systematically by the perspective the confederate 
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used on the preceding trials. This result further motivates our parallel investigation of 
HHI and HCI studies, as reported next. Study 1 (HHI) was previously reported and 
analyzed with respect to perspective (but not granularity) in Goschler et al. (2008). 
Study 2 (HCI) was reported with respect to system evaluation (but not perspective or 
granularity) in Ross (2008). Here we focus on the direct comparison of the two 
studies concerning the two conceptual aspects motivated in this section.   
Study 1: Human-human interaction 
The HHI study involved a schematic map as shown in Figure 1, and two naïve 
participants who were seated at two computer terminals in separate rooms and who 
both looked at the schematic map showing the simulated wheelchair’s position. One 
of these participants was asked to imagine sitting in the wheelchair and to give 
instructions (using the chat line) to navigate towards a goal pre-defined by colour 
marking on their screen (but not on their partner’s). The other participant was asked 
to: (a) imagine that their partner was sitting in the wheelchair; (b) steer the wheelchair 
with a joystick towards the goal according to their partner's instructions; and (c) ask 
clarification questions using the chat line when necessary. Given this setting, the 
participants were allowed to use their own linguistic strategies. Accordingly, the 
heterogeneity in the data is considerable. Here we focus on issues of granularity and 
perspective as described above. 11 dyads (same-sex pairs) were tested in this 
scenario. Each of them were given 11 tasks to solve, yielding a corpus of 121 
dialogues containing 1,301 utterances in total (873 of which were produced by the 
instructor). 1,121 of the utterances were task-related (on average: 9.26 task-related 
utterances per dialogue; 101.91 per dyad). Here is one typical example of a HHI 
dialogue from our corpus: 
Instructor: 2 räume weiter  [2 rooms further] 
Instructee: rechts oder links  [right or left] 
Instructor: nach rechts [to the right] 
Instructor: rechts 2 räume weiter [right 2 rooms further] 
Instructee: wohin   [where to] 
Instructee: in den raum bei dem flur rechts
[to the room at the hallway on the right] 
Instructor: gleich in den ersten raum wo wir schon mal waren
[directly in the first room where we have been before] 
Instructee: das sagt mir nichts [that doesn’t tell me anything] 
Instructor: 2 räume über raum b [2 rooms above room b] 
Perspective 
The analysis of perspective is described in detail in Goschler et al. (2008), who 
identified 552 utterances indicating a spatial perspective (49.24% of the task-related 
utterances). A range of linguistic markers of perspective typical of this setting could 
be identified in the data, such as vom Rollstuhl / Fahrer aus [from the wheelchair / 
driver], wieder (links / rechts) [again (left / right)], hinter [behind], vor [in front of],
vorwärts [forwards], rückwärts [backwards] as indicators of the route perspective, as 
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opposed to von dir / mir aus gesehen [from my / your point of view], auf der Karte 
[on the map], oben [top], unten [bottom], hoch [up], runter [down] as indicators of the 
survey perspective. Such unambiguous allocations are essential for the development 
of dialogue systems, since they can be used to support the identification of underlying 
perspectives in an interaction situation. For the analysis of linguistic data, it is 
additionally necessary to consider the current spatial situation in order to interpret 
potentially ambiguous expressions correctly. 
The analysis revealed that 314 (56.88% of the perspective-based utterances) clearly 
used route perspective, while 148 (26.81%) clearly used survey perspective. The close 
examination of perspective choices within dyads highlighted a considerable amount 
of variation, and no clear dominance of one of the two perspectives. Perspective shifts 
could apparently be triggered by misunderstandings and mistakes; in that case, the 
instructor may feel a need to re-represent the spatial description in a different way. 
Such a behaviour could also be initiated by the instructee, in which case there is a 
parallel to findings from a different dialogic scenario examined in our research 
(Tenbrink, Andonova, and Coventry, 2008): In the negotiation of object locations, 
addressees were found to contribute to the formulation of a spatial description by 
making suggestions of their own, sometimes using different conceptual perspectives. 
Thus, it appears that perspective shifts in route scenarios can be helpful to 
disambiguate a potentially problematic description. 
Granularity 
The utterances produced by both interlocutors vary considerably with respect to 
granularity. Besides movement descriptions presupposing an underlying perspective 
as just analyzed, some utterances describe minor (incremental) actions such as go on 
or stop. Here we take a closer look at utterances on a somewhat coarser level of 
granularity, namely references to locations as in go out of the room, which are based 
on the environment depicted in the map. Such location descriptions may refer to start 
locations, subgoals, or the destination itself. Destination descriptions as such, 
however, do not necessarily contain locations; these may also remain implicit as in 
jetzt der vorletzte links [now the second last on the left]. Since both of these 
interrelated aspects relate to the issue of granularity, our analysis addresses both in 
turn: first we investigate speakers' use of spatial noun phrases (references to locations) 
along with their linguistic context to identify more closely what they are used for; 
then we address destination descriptions (independent of noun usage).  
Noun usage. 315 (28.10% of all task-related) utterances contained at least one 
noun referring to a spatial entity, such as hallway, room, intersection and the like. Of 
these, 265 (84.13%) were produced by the instructor (rather than the instructee). 68 
(6.07% of all task-related) utterances contained a location name (one of the labels 
provided in the schematic map). The preposition zu [to] occurred altogether 46 times 
in the whole corpus, but only twice together with a location name (hoch zum 
Treppenhaus [up to the staircase] and fahr erst mal zum Labor [first just drive to the 
lab]). Thus, simple directions to a labelled subgoal were rare in this corpus. The 
remaining utterances with location names were typically either complex destination 
descriptions (see next paragraph), or clarifying descriptions formulated by the 
addressee (bin jetzt vor dem Labor [I'm now in front of the lab]), or they used the 
                                                31
locations as landmarks during the wayfinding process, as in hinter der Treppe rechts 
[to the right behind the staircase]. Thus, speakers used location names typically as 
part of a more complex spatial description process. 
Destination descriptions. Altogether, 158 utterances by instructors (19.68% of all 
of the 803 instructors’ task-related utterances) could be interpreted as destination 
descriptions (four of these without noun usage). Many of these were linguistically 
complex, such as wir müssen ganz nach oben ins Haupttreppenhaus in den obersten 
raum rechts [we have to go all the way up into the main staircase into the uppermost 
room on the right]. Most destination descriptions occurred after directing the 
instructee incrementally towards the goal, as in: 
Instructor: links   [left] 
Instructor: jetzt rechts  [now right] 
Instructee: ok   [ok]
Instructor: dann den Gang runter und das 2. Zimmer  
[then down the hall and the second room] 
This dialogue represents an uncharacteristically short example; most trials were much 
longer even if they did include a destination description at some point (up to 112 
utterances within one single task dialogue until the goal was reached). However, there 
were some notable exceptions, namely those that already started out with a destination 
description. Of the 121 first instructions in the collected dialogues, 44 were 
destination descriptions. Remarkably, although some dyads apparently used this 
method as a strategy (two of the dyads used it for each single task, accounting for 
50% of these initial destination descriptions), altogether 8 of the 11 dyads used it at 
least once. Such dialogues did not require much negotiation; often there was no 
further exchange once the destination was determined by the first utterance. The two 
dyads that relied entirely on this strategy used only 23 and 27 task-related utterances 
respectively (through the 22 dialogues they produced). To compare, the average of 
utterances per dyad was 101.91 as mentioned above. 
Study 2: Human-computer interaction 
The dialogue system used for the HCI study was rudimentarily equipped with the 
capacity to interpret simple spatial movement instructions, indications of non-
understanding such as Tut mir leid. Ich habe nicht verstanden [I'm sorry. I didn't 
understand], and agreement (OK). This was intended in order to establish a baseline 
for simple spatial communication with a system. The study was carried out for two 
reasons. On the one hand, we wished to evaluate the current status of the dialogue 
system by investigating how easy it would be for users unfamiliar with the system to 
navigate the virtual wheelchair to a predefined destination. This aspect is discussed in 
Ross (2008); following some system improvements, the success rate was actually 
quite high (86% of started tasks were completed within the time-out window of four 
minutes). On the other hand, we aimed to compare the linguistic data collected in this 
study with the HHI data as just described. This is our current purpose. 13 naïve parti-
cipants (7 of them before the said improvements) were familiarized with the system 
before they were asked to instruct the schematized wheelchair to move to an indicated 
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location as in the HHI study, while imagining they were seated in the wheelchair. Not 
all of the dialogues could be completed, as described in Ross (2008), and the 
linguistic data of one user were lost. Altogether, we collected 104 dialogues with 
1,727 utterances in total. 1,380 of these utterances were produced by the users; all of 
these could be classified as task-related (average: 13.27 per dialogue; 115 per user).  
Already at first sight, the contents of the users' descriptions differ considerably 
from those of the humans in the HHI situation. While the HHI situation contained 
many complex utterances such as those exemplified above, the user utterances in HCI 
were overwhelmingly sparse, containing repetitions of simple movement instructions 
such as links [left], rechts [right], geradeaus [straight ahead], stop [stop] and the like. 
Here is one typical example of a HCI dialogue from our corpus: 
User:   geradeaus  [straight on] 
User:   halt   [stop] 
User:   nachlinks  [totheleft] 
System:  Tut mir leid. Ich habe nicht verstanden. [I’m sorry. I didn’t understand.] 
User:   nach links  [to the left] 
User:   geradeaus  [straight on] 
User:   nach rechts  [to the right] 
User:   geradeaus  [straight on] 
User:   nach rechts  [to the right] 
User:   nach rechts  [to the right] 
User:   zum Haupttreppenhaus [to the main staircase] 
Perspective 
Of the 1,380 utterances produced by human users, 926 indicated a perspective, only 
one of which could be clearly identified as survey based. Specifically, of the linguistic 
markers identified by Goschler et al. (2008) as indicating survey perspective, there 
was only one occurrence of hoch (up) used in a discourse context in which the frust-
rated user apparently tried out a number of possibilities. Generally, the instructions by 
the human users relied consistently on an underlying route perspective.  
Granularity 
Noun usage. 166 (12.03% of all 1,380) human instructions contained at least one 
noun referring to a spatial entity; 83 (6.01% of all) contained a location name. The 
preposition zu [to] occurred altogether 40 times in the whole corpus, 34 times together 
with a location name (e.g., zum Labor [to the lab]). Thus, simple directions towards a 
labelled subgoal were fairly regular. The remaining utterances with location names 
were sometimes destination descriptions (see next paragraph), but more typically 
either sparse utterances containing only the location name, indications of direction as 
in Richtung Postraum [direction of mail room], or instructions to leave a labelled area 
(aus dem Postraum [out of the mail room]). Thus, speakers used location names 
typically to label subgoals in a simplistic fashion. 
Destination descriptions. 21 instructions could be interpreted as destination 
descriptions (all of which included a noun). Two of these occurred in the first instruc-
tion of a trial (but could not be interpreted by the system). More typically, users fina-
lized an incremental instruction by an utterance like nächste Tür links [next door left].  
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Table 1. Main features of the human-human and human-computer interaction data 
 HHI HCI 
 %  No. of 
cases
%  No. of 
cases
Survey perspective (clear cases of all 
perspective-based utterances by humans) 
26.81 148  
of 552
  0.11 1 
of 926
Utterances containing nouns
(of all task-related utterances by humans) 




“zu” (to) & location name (e.g., to the lab)





Destination descriptions (of all task-





Initial destination descriptions  






In order to investigate speakers’ choices of perspective and granularity levels when 
interacting with dialogue systems and with other humans, we carried out two studies 
involving map-based linguistic interaction. Table 1 gives an overview of the main 
results of the analysis, comparing a subset of linguistic features related in each case to 
the relevant subset of utterances. Route perspective (imagining being inside the scene 
and moving through the hallways with the wheelchair) was generally preferred 
throughout. However, in the HHI study the speakers freely and frequently switched 
and negotiated perspective choices, for example in the case of problems, similar to 
earlier studies in spatial communication (e.g., Garrod & Anderson, 1987; Healey & 
Mills, 2006). Although there was no lack of problems in the HCI case, the human 
users never used a switch of perspective as a clarification strategy. Similarly, the two 
data sets differed considerably in the area of granularity, not only with respect to the 
frequency of references to locations, but also with respect to the particular role these 
references played in the spatial description process. Human interlocutors frequently 
employed references to labeled places embedded in more complex spatial references, 
often as part of direct destination descriptions which made communication very easy. 
Thus, the HHI dialogues provide examples of joint negotiation of granularity levels, 
corresponding to earlier findings from monologic settings (Tenbrink & Winter, 2009) 
but switching flexibly in response to features of the interaction development. In the 
HCI situation, in contrast, references to locations were restricted to simple references 
to subgoals as "stepping stones" in order to reach the goal incrementally; the small 
number of destination descriptions usually referred to a near goal location approached 
via step-by-step instructions. This indicates a constantly low level of granularity, 
similar to earlier findings on user strategies for spatial communication with robots 
(e.g., Fischer & Moratz, 2001).  
Thus, speakers adapted to the automatic dialogue system as interaction partner on 
several levels. They consistently employed simple syntax with reduced spatial content 
from the start, along with differentiated spatial strategies when referring to locations, 
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and a reluctance to switch perspectives. Apparently, current users of such systems are 
not prepared to employ complex spatial descriptions resembling those used regularly 
in human-human interaction. As such, this result is not surprising given earlier results 
on humans’ adaptation to systems as interaction partners (e.g., Amalberti et al., 1993; 
Hinds et al., 2004) – however, the specific impact on the crucial spatial issues of 
perspective and granularity had not been identified in this way before. While humans 
are known to be particularly flexible in these areas (e.g., Tversky, 1999; Tenbrink & 
Winter, 2009), the present study has identified the existence of simple default options 
that are apparently quite unanimously felt to be suitable for automatic dialogue 
systems. Such low-level strategies are in fact useful as they exclude misunder-
standings due to perspective switches, or to clashes with respect to the chosen level of 
granularity. Speakers appear to use such simple linguistic problem avoidance strate-
gies intuitively, even if they lack earlier experience with the system as in the present 
study. However, humans’ natural interaction strategies in spatial settings allow for far 
more flexible communication, including strategies for clarification and adaptation that 
ultimately lead to enhanced efficiency (such as switches to direct destination 
descriptions). Such flexibility also corresponds more closely to human mental 
hierarchical structuring of environments (see for example Taylor & Tversky, 1996). 
Conclusion
We presented the results of two studies investigating route directions with a map, first 
with human dyads interacting via a chat interface (HHI), second with individual 
human users interacting with a dialogue system (HCI). Results showed systematic 
differences between these two cases concerning both choice of perspective and level 
of granularity. We conclude that, when confronted with an automatic system equipped 
with limited capabilities, speakers restrict their linguistic choices to a fairly limited 
subset of the options generally available to them. This affects not only the surface of 
language (such as syntactic and semantic range) but also the spatial and conceptual 
aspects of the navigational setting, leading, for instance, to a re-interpretation of 
landmarks to subgoals (in HCI) rather than orientation aids (in HHI). As an outcome, 
human-computer interaction remains artificial, awkward and unflexible. For natural 
interaction to run efficiently, the employment of suitable clarification strategies and 
feedback by the system should encourage users to widen the scope of their linguistic 
strategies, gradually moving towards more flexible interaction. We are currently 
developing suitable dialogue models precisely for this purpose (Shi, Ross, Tenbrink, 
& Bateman, subm.). Further work concerns the controlled investigation of alignment 
and misalignment, particularly with respect to speakers’ repair strategies in cases of 
communication failure based on mismatches of perspective and granularity levels (cf. 
Tenbrink & Shi, 2007). 
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The Use of Filters for Adaptive Mobile Mapping
Scenarios
Pia Bereuter, Ramya Venkateswaran and Robert Weibel




Abstract. Location based services should communicate information that
is relevant to the user and personalized to his/her interests and needs.
Existing LBS exploit ancillary information such as the user’s position,
user profile, or time of day to personalize information delivery. However,
there are a variety of information sources that remain largely untapped
in current LBS. These include data from other applications on the mo-
bile device, Web 2.0 sources, or special sensors. They have the inherent
ability to define relevant places, events, activities for the particular user;
they also allow to derive spatio-temporal behavior patterns that adapt
to context. Using appropriate filters, user-specific information can be
mined from these additional ancillary data sources, hence allowing to
minimize user interaction, better personalize content, and generate more
meaningful real-time map displays. This extended abstract hence pro-
poses the use of different filters to further enable adaptation of mobile
map applications to the user and his/her context.
Key words: mobile computing, adaptive filters, context-awareness, mash-
up
1 Introduction and Motivation
Despite the rapid evolution of techniques and capabilities available for spatial
communication; adaptation to context, given tasks and dynamic user profiles are
not exploited completely. Hence adaptation in spatial communication remains a
major research topic in the area of mobile computing and location based services
(LBS).
Most mobile applications/services do not fully exploit the inherent data avail-
able and the possibility to improve user interaction to adapt to certain situations.
By ’inherent data’, we mean sensor data (e.g. GPS, accelerometer, microphone,
camera) and user information that is inherent to the mobile device such as ad-
dress book, calendar, pictures, or music. These provide substantial information
for better adaptation to immediate and extended context. Furthermore this in-
herent data, along with additional services from the Web (e.g. Web 2.0 services),
allows retrieving personalized content such as user interests, hobbies, reading
lists, music styles.
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The retrieved data contains highly user-specific information that is not easily
derivable from mobile device usage alone. The data in this case is not completely
structured semantically but keywords and key-value pairs can be derived from it
(For example: interest, as they key with science, culture and art, as the respective
values).
An example of such a mobile application is a map representation showing
information that is within the time-budget of a tourist and according to the
tourist’s interests. Someone who is interested in science may visit the musea
rather than all the sourrounding shopping malls. The time-budget relevant in-
formation is generated with the help of information from the device calendar
within the device, web2.0 travel profiles and public transport systems. Whereas,
information on the tourist’s interest could be collected from internal profile data
or web2.0 social networking applications such as Facebook. In the later section
discussing the use case a similair example is shown.
Fig. 1. Timeline for maps from an end-users perspective.
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2 Change of Map Usage
Map usage has changed rapidly over the last decades (Fig. 1). As a consequence,
the end-user is presented with an increasing variety of map products and options.
From paper maps to digital maps (GIS systems included); from general-purpose
digital maps to adaptable Web 2.0 maps (e.g. mash-ups with volunteered con-
tent); and recently from adaptable maps to adaptive maps (in the mobile con-
text). The usage of mobile mapping services in a highly dynamic environment
requires adaptation of content to different changing contexts. Small screen size
and limited processing power are further limitations of mobile devices. Further-
more, changes of display scale and content need to be sufficiently fast on the
mobile display, thus requiring powerful algorithms for on-the-fly generalization
[1]. User interaction needs to be minimized and services adapted to become
context sensitive and personalized [2–4]. Other limitations that need to be con-
sidered by the dynamic use of various mobile services are transparency, privacy
and obfuscation [5].
3 Proposed Filtering Methods
In order to filter and organize information for on-the-fly personalization and
generalization of data, we have looked at different possibilities of filtering spatial,
temporal, network, hierarchical, profile and device data. These filters and their
combination allow reducing and ranking the data according to immediate and
future context.
The filters take input parameters such as spatial or temporal distribution to
filter for different parameters or constraints according to the type of filter. The
output then is a subset of the input data enriched with the filter parameters and
the filter rank. Depending on the input data structure filters can be chained or
the output can be used as parameters for a further type of filter. The different
filters personalize the data and help to simplify generalization tasks. Learning
algorithms, along with filters and training data such as user and movement data,
help discover emerging patterns in the form of associations or rule sets [6, 7]. A
possible set of filter categories is presented below:
– Spatial filters analyze spatial characteristics like proximity or visibility [8].
– Temporal filters derive patterns from timelines of movements, availability
and events [9].
– Network filters analyze personal relations and other graph like structures
[10].
– Profile filters look for instance at similarities between users to derive local
interest groups using Web2.0 and social networking applications.
– Hierarchy filters order the dataset by hierarchies inherent in the data, e.g.
considering administrative units [11].
– Semantic filters analyze and order the datasets according to semantics [4].
– Pattern filters search for movement patterns [12, 13].
– Device filters handle device settings and constraints.
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4 Use Case
The use case proposes a mashup application (Fig. 2) to predict important places
to visit during a trip to Paris. The use case applies some of the above proposed
filters using profile or personal information, which is extracted from online so-
cial networking profiles like Facebook [14] and travel profiles like Dopplr [15].
The information helps in determining a pattern in tourism habits and more im-
portantly determining what the user may want to see. Depending on the user’s
hobbies, interests and activities or travel portfolio, places of visit in the city
are predicted. The goal is to point out important places for different users after
looking at their profile, their travel intent, and also after learning from places
they have already been too.




Above, we have proposed a set of filters that collectively are more comprehen-
sive than what current systems usually offer. Thus, we hope to tap into new
information sources and utilize more complete information that can be used to
personalize LBS to the user and his/her context. We propose filters as a possi-
bility to enable mobile mapping services to better adapt to user needs for spatial
communication and user-defined mash-ups, combining information mined from
unstructured web resources with well-structured static information.
As a first step towards implementation, we have looked into functions of
deriving patterns and rule sets from user history, profile and activity logs. In a
further stage of the work more filters are planned to be included and applied to
different types of use cases. Furthermore, the linkage to on-the-fly generalization
will be studied.
6 Conclusion and Outlook
The project has only recently started and hence this paper focuses on the con-
ceptual level and on providing initial results to indicate the direction of our
future research. The next steps consist in analyzing the requirements for ad
hoc data integration on the server-side and formalizing different filters of the
types described above, as well as their interaction with on-the-fly generalization
procedures.
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In recent years, technological progress and an increasing amount of ubiqui-
tously available information set the stage for the development of mobile naviga-
tion tools for pedestrians. However, the vast quantity of accessible navigational
and environmental information aggravates effective information extraction. In
order to facilitate the provision of customised information and to avoid redun-
dant information, we currently determine three steps to overcome the shortcuts
of existing approaches: building typologies of pedestrian behaviour, deriving con-
text models out of activities of pedestrians and deriving semantic descriptions
of routes. Based on this strategy we propose, that a more efficient and adaptive
communication of routes for pedestrian wayfinding can be achieved.
The aimed pedestrian typology is derived by using a multi-method approach
considering motion behaviour as well as underlying preferences and individual
attitudes. We developed a methodological set-up including qualitative-inter-
pretative and quantitative-statistical data, which leads to the determination
of a typology of lifestyle-based pedestrian mobility styles. In the first of two
consecutive empirical phases performed in an indoor and an outdoor shopping
environment we collected datasets of over 100 trajectories observed by shadow-
ing techniques. We compiled speed histograms which have been classified using
clustering algorithms. Furthermore we collected and analysed data from 130 in-
terviews. In the currently ongoing second empirical phase we analyse and classify
over 100 datasets collected by localisation technologies (GPS, Bluetooth), as well
as more than 200 semi- standardised interviews. Initial results show that obser-
vations produce a set of homogeneous behaviour clusters which can be used for
tailoring wayfinding instructions and additional location based information to
individual needs.
Based on fundamental models, like the pedestrian behaviour typology, one
of the most important aspects of ubiquitous computing - context-awareness can
be derived. In this paper, we adopt an interactional perspective on context:
something is context because it is used for adapting the interaction between
human and the current system; activity is central to context; context differs
in each occasion of the activity. Based on this understanding, we propose an
Activity Theory based method which attempts to answer the following questions:
how to analyze activity for context- awareness, and how to identify relevant
context parameters. This method includes two steps: by using Activity Theory’s
hierarchical structure of activity, an activity is decomposed into actions, which
we take as units for identifying context parameters; by making an extension to
the Activity Theory’s framework we identify relevant context parameters for each
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action. Finally, an outlook how this method can be used in designing context-
aware pedestrian wayfinding services is given.
Context-models based on activity theory and behaviour modelling has to feed
forms to communicate resulting routes. The aim of semantic route descriptions
is to learn from humans and to adapt their way of describing the world and
routes to use them in navigation systems. In order to do that in an automated
manner a formal model of navigation language is needed. We have chosen to
develop our model from empirical experimental data: Test persons were asked to
describe surroundings and route choices in situ. This resulted in several thousand
statements, which then were processed and classified using methods proposed
by literature. From this we plan to derive a formal model that is not limited to
our test routes. In a second step it is planned to use this model to implement
semantically enriched route instructions in a prototype navigation device. By
doing this we can not only provide a model useable in real-world applications
but also test the semantic navigation in comparison to traditional navigation.
In summary we propose various ways as a strategy to improve pedestrian
navigation services by especially addressing issues of activity-theory, context-
modelling and semantic wayfinding.
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Abstract. Using a navigation device is a proper and safe way to find
a destination in an unknown environment - at least as long as the navi-
gation device keeps working. But a failure of such a device, while being
in an unknown environment, might result in a high stress level for the
user, as users of navigation devices usually follow given instructions and
dont take into consideration the surrounding environment. An empirical
evaluation, run by the author, will create validate data about this phe-
nomena. The results of this test describe the strength of such an effect as
well as individual parameters on this effect. Also their possible influences
on usability research of navigation devices will be investigated.
Using a navigation device in order to find a destination means that the user is
transferring work processes to the navigation device. In the case of navigation,
these processes are referring to spatial tasks. But not only spatial work pro-
cesses are transferred to the navigation device, also control on spatial behaviour
is transferred to the navigation device. The reason is that the actual route is no
longer determined by the user but by the device. In order to reach the destination
in an effective and efficient way, the user has to follow the navigation instruction
as precisely as possible. Current usability research tries to investigate how map
display or user interface can improve the users ability to follow the navigation
instructions precisely (e.g. [6], [2]). Schmid et al. [5] introduced a new sight on
usability of navigation devices, as they postulate that the map display should
enable the user to self-correct routing errors and that the map display should
introduce the unknown environment to the user. Furthermore this transfer of
spatial control might help to reach the destination but the transfer of spatial
control can also result in stress, as control is an important part in cognitive psy-
chological models of stress. [1] Therefore in line with [5] it can be presumed, that
transfer of navigation work processes to specialised devices might improve the
efficiency and effectiveness of the navigation task, resulting in a higher usability
of navigation devices compared to traditional methods of navigation, e.g. route
maps. But it can also be presumed, that the transfer of spatial control might
result in a higher stress level and a higher uncertainness regarding the unknown
environment.
These are the first two questions of the mentioned empirical evaluation. The
third question is the identification of individual characteristics, which might de-
scribe the extent to which a user is feeling a spatial uncertainness by the transfer
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of spatial control. The fourth question is the identification of environmental con-
ditions, which might have an effect on the spatial uncertainness, aroused by the
transfer of spatial control. Two empirical methods will be used in the evaluation.
On one hand an online survey will get information about the individual char-
acteristics of the study participants, which are students from the department of
Geography. It will also give information on the spatial uncertainness of the par-
ticipants while using a navigation device. On the other hand an experiment will
be prepared, containing a navigation task in a virtual environment. This virtual
environment shows a computer-simulated model of the town of Heidelberg from
the project www.gdi-3d.de [7], presented on the XNavigator 3D-Viewer [4]. The
model of the town of Heidelberg will substitute a real environment. For challeng-
ing issues using virtual environments see e.g. Gyselinck et al., (2006) or [3]. The
test is still running; the results of this empirical evaluation will be presented at
the AGILE workshop Adaptation in Spatial Communication.
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