Under either the or-semantics or the weak semantics, the answer to a query over semistructured data consists of maximal rather than complete matchings, i.e., some query variables may be assigned null values. In the relational model, a similar effect is achieved by computing the full disjunction (rather than the natural join or equijoin) of the given relations. It is shown that under either the or-semantics or the weak semantics, query evaluation has a polynomial-time complexity in the size of the query, the database and the result. It is also shown that the evaluation of full disjunctions is reducible to query evaluation under the weak semantics and hence can be done in polynomial time in the size of the input and the output. Complexity results are also given for two related problems. One is evaluating a projection of the full disjunction and the other is evaluating the set of all tuples in the full disjunction that are non-null on some given attributes. In the special case of γ-acyclic relation schemes, both problems have polynomial-time algorithms in the size of the input and the output. In the general case, such algorithms do not exist, assuming that P = NP. Finally, it is shown that the weak semantics can generalize full disjunctions by allowing tuples to be joined according to general types of conditions, rather than just equalities among attributes.
INTRODUCTION
Most query language return complete answers, that is, answers that provide bindings to all the variables of the query. If the database has incomplete information, the user has to formulate the query differently, e.g., by using outerjoins or conditions that check whether some attributes are null. The need to be aware of the possibility of incomplete information is further complicated by the fact that the semantics of outerjoins is problematic, since outerjoins are not associative.
For queries over semistructured data, several semantics that differ in their degree of incompleteness were proposed in [15, 16] . Query formulation remains the same under all these semantics, but the user can choose the degree of incompleteness that suits her best.
An important issue is the complexity of evaluating incomplete answers. Traditionally, complexity of query evaluation is measured in terms of either data complexity or query complexity [28] . But neither one can capture the differences in time complexity between evaluation of queries under complete semantics vs. the incomplete semantics of [15, 16] . For all these semantics, data complexity is polynomial and query complexity is exponential.
The move from the traditional complete semantics to an incomplete semantics could potentially have two opposing effects. On one hand there are more answers, but on the other hand finding some answer could be easier, since it is not necessary to satisfy all the conditions of the query.
Another issue is subsumptions among answers. There is no need to keep an answer if there is another answer that has all the bindings of the first answer plus some additional bindings. For example, if the tuple (a, b, c) is an answer, then there is no need to include also the tuple (a, b, ⊥) as an answer. If subsumption is not handled judiciously during query evaluation, then it could add another exponential factor to the evaluation time under query complexity.
A more suitable measure of complexity is input-output complexity, in which the time to evaluate a query is measured as a function of the size of the input (i.e., both the query and the database) and the output. Yannakakis [30] used this complexity measure to show that there is a polynomialtime algorithm for evaluating the natural join of n relations if the relation schemes are α-acyclic. In the general case, deciding non-emptiness of the natural join of n relations is NP-complete [20] .
In [15, 16] , it was shown that for both the or-semantics and the weak semantics, tree as well as DAG queries (without selections and projections) can be evaluated in polynomial time under input-output complexity. In this paper we extend this result to queries that may have cycles. We also show that computing full disjunctions is reducible to evaluating queries under the weak semantics. Thus, it follows that full disjunctions can always be computed in polynomial time in the size of the input and the output. Note that for the special case of relations with γ-acyclic schemes, this result is a direct corollary of the result of Rajaraman and Ullman [23] that the full disjunction of n relations can be computed by a sequence of natural outerjoins if and only if the relation schemes form a connected and γ-acyclic hypergraph. We also give complexity results for two related problems. One is evaluation of a projection of the full disjunction. The other is evaluation of all tuples of the full disjunction that are not null on a given set of attributes.
When integrating information, full disjunctions are rather limited, since they are based solely on equalities among attributes as in natural joins and equijoins. In many cases, there is a need to integrate information based on conditions that are more general than merely equalities among attributes. We show how our approach leads to a method of integrating information by means of general types of conditions and not just equality conditions. Section 2 introduces the data model, patterns (i.e., queries without selections and projections) and matchings of patterns to a given semistructured database. In addition, maximal or-matchings and maximal weak matchings are defined in Section 2. In Section 3, the algorithm for computing maximal or-matchings is presented, along with a proof of correctness and an analysis of the time complexity. In Section 3 it is also shown how to modify the algorithm in order to compute maximal weak matchings. In Section 4, full disjunctions are defined and it is shown how to reduce the evaluation of full disjunctions to the evaluation of maximal weak matchings. Section 5 presents a generalization of full disjunctions that facilitates integration of relational data by means of join conditions that are more general than just equalities. Finally, in Section 6, we survey some related work and conclude.
DATA MODEL AND QUERIES
In this work, we use the semistructured data model, which is based on the Object Exchange Model (OEM) of [21] . The data are represented by rooted labeled directed graphs. Each node represents an object and has an identifier (oid). Values are attached to atomic nodes (i.e., nodes without outgoing edges). For simplicity, we assume that all atomic nodes are of type pcdata (i.e., string). Nodes with outgoing edges represent complex objects. A database has a root and every node in the database is reachable from the root.
Formally, a semistructured database D is a 4-tuple D = O, ED, rD, α , where O is a finite set of objects, ED is a set of labeled edges, rD is the root and α is a function that maps each atomic node to a value. Example 2.1. Figure 1 shows a movie database. Nodes are depicted as circles and the oid of each node appears inside the circle. The values that are attached to atomic nodes are shown below those nodes, in boldface. Labels appear next to the edges.
Patterns and Matchings
The queries considered in this paper are called patterns and they are a simplified form of the queries discussed in [15] . Patterns are represented as rooted labeled directed graphs. The nodes of a pattern represent variables rather than objects. Formally, a pattern is a 3-tuple P = V, EP , rP , where V is a finite set of variables, EP is a set of labeled edges and rP is the root of the pattern. We use ulv to denote an edge with label l from node u to node v.
Let P = V, EP , rP be a pattern and D = O, ED, rD, α be a database. An assignment of P with respect to (abbreviated w.r.t.) the database D is a mapping µ : V → O ∪ {⊥}, such that each variable of P is mapped either to an object of D or to a special value that is called null and is denoted as ⊥.
An assignment graph G of a pattern P = V, EP , rP w.r.t. a database D = O, ED, rD, α consists of nodes of the form (v, o), where v is a node of P and o is a node of D. The assignment graph G cannot have any repeated variable, i.e., it cannot have any variable v that appears in two distinct nodes (v, o1) and (v, o2) (o1 = o2). The assignment graph G may (but does not necessarily) have an edge from (v1, o1) to (v2, o2), denoted (v1, o1)l(v2, o2), provided that v1lv2 is an edge of P and o1lo2 is an edge of D. We say that (v1, o1)l(v2, o2) is a potential edge of G if v1lv2 is in P and o1lo2 is in D. If the edge (v1, o1)l(v2, o2) appears in G, then it is called an actual edge of G.
An assignment graph G corresponds to an assignment µ that is defined as follows. If (v, o) is a node of G, then µ(v) = o, and if G has no node with v as its first component (i.e., no node of the form (v, o) for some o), then µ(v) = ⊥. The assignment µ is well defined, since G does not have any repeated variable.
Conversely, if µ is an assignment, then an assignment graph for µ comprises all nodes of the form (v, µ(v)), where µ(v) is non-null. The assignment µ may have several assignment graphs. All those graphs have the same set of nodes, but they may have different sets of edges. However, the set of actual edges is always a subset of the set of potential edges.
Let G be an assignment graph of a pattern P with respect to a database D. The closure of G is obtained by adding to G all potential edges that are not already in G. We say that G is closed if G is equal to its closure.
A matching is an assignment that satisfies some additional conditions. In this paper, we define two types of matchings. The definitions are equivalent to those in [15] .
An assignment µ of a pattern P = V, EP , rP w.r.t. a database D = O, ED, rD, α is an or-matching if µ has an assignment graph M that satisfies the following conditions.
1. M has the node (rP , rD) (i.e., µ(rP ) = rD) and that node is designated as the root of M ; and 2. Each node of M is reachable from the root.
An assignment graph M of a pattern P w.r.t. a database D preserves the edges of P if it satisfy the following condition.
For each two nodes (v1, o1) and (v2, o2) of M , if v1lv2 is an edge of P , then (v1, o1)l(v2, o2) is an edge of M (and thus, o1lo2 is an edge of D). An assignment µ is a weak matching of P if it has an assignment graph M that satisfies the conditions of an or-matching and, in addition, M preserves the edges of P .
An assignment graph that satisfies the conditions of an ormatching is called an or-matching graph. Similarly, an assignment graph that satisfies the conditions of a weak matching is called a weak-matching graph. Note that a weakmatching graph is always closed.
Essentially, the result of applying a pattern to a database is a set of matchings. Under the or-semantics, this set comprises all the or-matchings; under the weak semantics, this set comprises all the weak matchings.
Subsumption and Maximal Matchings
Let A be a set of assignments of a pattern P w.r.t. a database D. Given two assignments µ and µ of A, we say that µ subsumes µ , denoted µ µ, if µ(x) = µ (x) whenever µ (x) is non-null. The assignment µ ∈ A is a maximal element of A if no element in A, other than µ itself, subsumes µ. Intuitively, if µ µ, then µ has more information than µ . Therefore, all non-maximal elements can be discarded from A without any loss of information.
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Subsumption is defined for assignment graphs in the natural way. Let G1 and G2 be assignment graphs that correspond to the assignments µ1 and µ2, respectively. We say that G1 subsumes G2 if µ1 subsumes µ2. We say that G1 is maximal if µ1 is maximal. Note that subsumption among assignment graphs depends only on the nodes, but not on the edges. Therefore, two assignment graphs could subsume each other even if they are not identical.
Given a pattern P and a database D, the set of all maximal or-matchings of P w.r.t. D is denoted as M∨(P, D). Similarly, the set of all maximal weak matchings of P w.r.t. D is denoted as Mw(P, D). Note that both M∨(P, D) and Mw(P, D) can be viewed as relations with columns that are labeled with the variables of P and tuples that are filled with oid's and nulls.
Example 2.2. Figure 2 shows a pattern over the movie database of Figure 1 . Intuitively, the pattern presents a query that looks for an actor (along with her name and date of birth) and a movie (along with its title and language). The pattern specifies two relationships between the movie and the actor. First, the edge labeled with "filmography item" requires that the actor indeed acted in the movie. Secondly, the edge labeled with "director" requires that the actor was also the director of the movie.
The answers to the query differ according to the semantics of the query. The set of maximal or-matchings and the set of maximal weak matchings are shown in Figure 3 . Each matching is shown as a tuple of oid's and nulls. For atomic nodes, the value is shown next to the oid, inside parenthesis. Formally, however, a matching is always an assignment of oid's and not of values.
In a maximal weak matching, the edges of the pattern are preserved. Thus, an answer to the query includes a movie and an actor only if the actor acted in the movie and was also the director of the movie. The first weak matching in Figure 3 finds Woody Allen as both an actor and the director of the movie Zelig. An actor will be in an answer without a movie (i.e., null in v2) if none of the movies of the actor was directed by her. A movie will be in an answer without an actor (i.e., null in v3) if none of the actors in the movie was also a director of the movie. The second weak matching in Figure 3 includes the movie Ants without an actor, since no actor in Ants was also the director of this movie.
In a maximal or-matching, the edges of the pattern are not necessarily preserved. Thus, an or-matching can include an actor and a movie even if the actor neither acted in the movie nor was the director of the movie. The second ormatching in Figure 3 gives a movie and an actor, such that the actor acted in the movie but was not the director. There are no other maximal or-matchings in this example, since a movie always has an actor and an actor (or a director) always has a movie in the given database.
COMPUTING MAXIMAL MATCHINGS
Algorithms for computing the sets M∨(P, D) and Mw(P, D) were given in [16] for patterns that are acyclic graphs. The time complexity of these algorithms was shown to be polynomial in the size of the input (i.e., the pattern and the database) and the output (i.e., the set of all maximal matchings). In this section, we generalize this result to patterns that may have cycles.
The Product Graph
Consider a pattern P = V, EP , rP and a database D = O, ED, rD, α . The product of P and D, denoted P ×D, is the graph P = V, E, rP , where
1. The root of P, denoted rP, is the pair (rP , rD);
2. The set of nodes of P, denoted V, consists of all nodes of the form (v, o), where v is a variable of P and o is an object of D, i.e., V = V × O; and 3. The set of edges of P, denoted E, consists of all edges of the form (v1, o1)l(v2, o2), where v1lv2 is an edge of P and o1lo2 is an edge of D. G is a subgraph of P ×D if G comprises some subset of the nodes of P ×D. The edges of G may be some or all the edges of P ×D that connect nodes appearing in G. It is rather obvious that if M is either an or-matching graph or a weak-matching graph, then M is a subgraph of P ×D. The next proposition states when the converse is also true. Proposition 3.2. Consider the following four conditions on a subgraph G of P ×D.
1. G has no repeated variables; that is, G does not have two nodes (v, o1) and (v, o2), such that o1 = o2.
2. G contains the root of P ×D.
3. In G, each node is reachable from the root.
G preserves the edges of P .
A subgraph G of P ×D is an or-matching graph if and only if it satisfies the first three conditions. G is a weak-matching graph if and only if it satisfies all four conditions.
Proof. Condition 1 is needed so that G will be the assignment graph of an assignment µ that is defined as follows. 
Computing Maximal OR-Matchings
In this section, we will show how to compute the maximal or-matchings of a pattern P w.r.t. a database D. The main idea is to compute all maximal subgraphs G of P ×D, such that G satisfies Conditions 1-3 of Proposition 3.2. (Recall that several maximal or-matching graphs could subsume each other without being equal. Obviously, the algorithm would compute just one graph for each maximal or-matching.)
The computation is incremental; it starts with small subgraphs and expands them by adding edges. Initially, the root is the only current subgraph. In every iteration, each current subgraph is expanded by adding one more edge from P ×D. The algorithm works efficiently if the edges are added in the "right order." If P is a DAG (directed acyclic graph), a topological sort of P gives the right order and, in this case, there is really no need to consider the product P ×D. Instead, it is sufficient to apply topological sort just to P ; see the details in [15, 16] .
The General Idea
When P has cycles, a different approach is needed. Instead of P itself, the product P ×D should be considered. Furthermore, when adding edges in the "right order," it is not sufficient to consider each edge just once. To formalize the notion of the "right order," we say that an edge m1lm2 of P ×D has a depth d if there is a path consisting of d edges that starts at the root of P ×D and ends with the edge m1lm2. Two observations should be noted. First, an edge can have more than one depth when P ×D is not a tree. Second, an edge with depth 1 emanates from the root of P ×D.
We divide the edges of P ×D into strata, such that stratum k contains all the edges at depth k (and k is called the depth of the stratum). Note that an edge may belong to more than one stratum. A stratum traversal of P ×D is an ordered list T that starts with the edges of stratum 1, followed by the edges of stratum 2, and so on. Notice that the order of the edges within each stratum is unimportant and can be determined arbitrarily, but the edges of stratum k must appear before the edges of stratum k + 1. Clearly, a stratum traversal may have multiple occurrences of the same edge, but in each stratum a given edge may appear at most once.
An important part of the algorithm for computing maximal or-matchings is to create a stratum traversal T in polynomial time. However, as defined, a stratum traversal could be infinite. We will now show how to construct a finite stratum traversal T in polynomial time.
An occurrence of an edge e in stratum k is extraneous if e is not the kth edge of any path that emanates from the root and consists of distinct edges. In principle, all extraneous occurrences of edges can be removed from a stratum traversal, but doing so is computationally hard. We will use a stratum traversal with some extraneous occurrences of edges. However, these extraneous occurrences neither affect the correction of the algorithm nor add an exponential blowup to the time complexity.
Obviously, if there are m edges in P ×D, then only the first m strata may have non-extraneous occurrences of edges. Actually, it is sufficient for a stratum traversal to include only the first n strata, where n is the number of nodes in P . The reason for this is that a matching graph cannot include two nodes (v, o1) and (v, o2), such that o1 = o2. Therefore, the number of nodes in a matching graph cannot exceed the number of nodes in P .
The algorithm for computing maximal or-matchings uses a stratum traversal T that consists of the first n strata, where n is the number of nodes in the pattern P , and is constructed as follows. Stratum 1 contains all the edges that emanate from the root of P ×D. Stratum k contains all edges (v1, o1)l1(v2, o2) of P ×D, such that stratum k − 1 has an edge that enters node (v1, o1). The size of the stratum traversal T is O(p 2 d), where p is the size of the pattern P and d is the size of the database D. T can be constructed in O(p 2 d) time.
Let T be the stratum traversal that was constructed as described above. The maximal or-matchings are generated by an incremental algorithm that iterates over the edges in T . Initially, the set of current subgraphs of P ×D has only one member, namely, the root of P ×D. In the ith iteration, each current subgraph is expanded, if possible, by adding the edge that appears in position i of T .
The Various Cases of Adding An Edge
Let G be a subgraph of P ×D, such that G satisfies Conditions 1-3 of Proposition 3.2; that is,
• G has no repeated variables;
• G contains the root of P ×D; and
• All the nodes of G are reachable from the root (via edges that belong to G).
Consider an attempt to add an edge (v1, o1)l(v2, o2) of P ×D to G. Several cases are possible and we now consider them one by one.
Case 1. The node (v2, o2) satisfies v2 = rP and o2 = rD. In this case, the edge (v1, o1)l(v2, o2) is not added to G, since the node (v2, o2) cannot belong to a subgraph of P ×D that satisfies Conditions 1-3 of Proposition 3.2. Thus, G remains unchanged.
Case 2. The node (v1, o1) is not in G. In this case, the edge (v1, o1)l(v2, o2) cannot be added to G and G remains unchanged.
Case 3. The nodes (v1, o1) and (v2, o2) as well as the edge that connects them are all in G. In this case, G remains unchanged.
Case 4. Both (v1, o1) and (v2, o2) are in G, but the edge that connects them is not in G. In this case, the edge (v1, o1)l(v2, o2) is added to G. Notice that the result is a subgraph G of P ×D that satisfies Conditions 1-3 of Proposition 3.2. The new graph G replaces G.
Case 5. The node (v1, o1) is in G and v2 does not appear in any node of G. In this case, the edge (v1, o1)l(v2, o2) as well as the node (v2, o2) are added to G. Notice that the result is a subgraph G of P ×D that satisfies Conditions 1-3 of Proposition 3.2. The new graph G replaces G.
Case 6. The node (v1, o1) is in G, v2 = rP and G also has a node (v2, o3), where o2 = o3. In this case, the addition of the edge (v1, o1)l(v2, o2) to G forces the deletion of the node (v2, o3). Thus, a new subgraph G is created from G as follows. First, the node (v2, o2) and the edge (v1, o1)l(v2, o2) are added to G. Second, the node (v2, o3) is deleted from G . Third, all the nodes that are not reachable from the root, due to the deletion of (v2, o3), are deleted from G ; edges that are incident on deleted nodes are also deleted. The result is a subgraph G of P ×D that satisfies Conditions 1-3 of Proposition 3.2. Notice that G is not subsumed by G , since the former includes the node (v2, o3), but the latter does not. However, it could be that G subsumes G (that may happen if the edge (v1, o1)l(v2, o2) that was initially added to G is eventually deleted). In summary, both G and G should be retained unless G is subsumed by G.
The Algorithm
The algorithm computes a set M as follows.
1. Initially, M has one graph that consists of the root of P ×D.
2. Repeat the next two steps for each edge e in the stratum traversal T , starting with the first edge of T .
3. For each graph G ∈ M, replace G with the result of adding e to G, according to the above six cases.
Recall that G is replaced either with G itself, with a new graph G that subsumes G or with G and a new graph G , such that neither one subsumes the other.
4. Remove subsumed graphs from M, i.e., a graph G ∈ M is removed if it is subsumed by some other graph of M (and this step is repeated until there are no subsumptions among the graphs of M).
The next theorem shows that the algorithm is correct and gives its time complexity. 
Correctness of the Algorithm
The algorithm iterates over all the edges in the stratum traversal T . In each iteration, Steps 3 and 4 are executed once. The ith iteration is for the edge that occurs in position i of T . The value of M at the end of the ith iteration is denoted as M i .
Consider a maximal or-subgraph M of P ×D. Intuitively, we would like to prove that for all i, there is a graph G ∈ M i , such that G subsumes the restriction of M just to the edges that appear in the first i positions of T . However, the minimal depth of an edge in M may be greater than its minimal depth in P ×D. Therefore, a more elaborate definition is needed.
Consider a position i in the stratum traversal T and suppose that position i occurs in the stratum that has depth d. Let M be a maximal or-matching subgraph of P ×D. The iportion of M , denoted M i , consists of all the edges m1lm2 of M , such that the minimal depth of m1lm2 in M is not greater than d and there is at least one occurrence of m1lm2 among the first i positions of T . Note that, by definition, the 0-portion of M consists just of the root of M . Also note that M i is an or-matching subgraph of P ×D.
Next, we will prove the following lemma that shows the correctness of the algorithm. Proof. The proof follows from the following two claims.
Claim
For the basis of the induction, we should consider the initialization of M just prior to the first iteration. Initially, M contains one subgraph G of P ×D that comprises the root of P ×D. The 0-portion of M is just the root, so the induction hypothesis is true. Now suppose that the inductive hypothesis holds at the end of the ith iteration. We will show that it also holds at the end of the (i + 1)st iteration. Let M be a maximal ormatching graph. By the inductive hypothesis, there is a graph G in M i , such that M i is subsumed by G.
Since G ∈ M i , there is a G ∈ M i+1 , such that G subsumes G. Therefore, if M i and M i+1 are identical, then G also subsumes M i+1 and the inductive hypothesis is proven.
Let (v1, o1)l(v2, o2) be the (i + 1)st edge in the stratum traversal T . If M i and M i+1 are different, then the edge (v1, o1)l(v2, o2) appears in M i+1 but not in M i .
Next, we need to consider the six cases of adding the edge (v1, o1)l(v2, o2) to G during the (i + 1)st iteration, as described in Section 3.2.2.
In the first case, the edge (v1, o1)l(v2, o2) cannot be in M and, thus, M i and M i+1 are identical.
In the second case, node (v1, o1) is not in G and, hence, it cannot be in M i . Thus, the edge (v1, o1)l(v2, o2) is not in M i+1 either. Consequently, M i and M i+1 are identical.
In the third case, G already has the edge (v1, o1)l(v2, o2). Since G subsumes M i , it follows that it also subsumes M i+1 . Therefore, G subsumes M i+1 .
In the fourth case, the situation is similar to that in the third case, since subsumption between graphs depends only on the nodes of each graph, but not on the edges.
In the fifth case, the graph G has all the nodes and edges of G and also the added edge (v1, o1)l(v2, o2). G subsumes M i and, hence, G subsumes M i+1 .
Finally, consider the sixth case. First note that if M includes the node (v2, o3), then M i and M i+1 are identical and, as argued earlier, the inductive hypothesis is proven. So, we will assume that M does not include the node (v2, o3). In the sixth case, a new subgraph G is created from G by adding the edge (v1, o1)l(v2, o2) and then deleting the node (v2, o3) as well as all the nodes that are not reachable from the root. LetḠ be the subgraph that is obtained immediately after the addition of (v1, o1)l(v2, o2) and just before the deletion of any node. Since M does not include (v2, o3), all the nodes of M i+1 are reachable from the root via paths that do not include (v2, o3). By the induction hypothesis, M i is subsumed by G and, consequently, all the nodes of M i+1 also appear inḠ. Therefore, inḠ, all the nodes of M i+1 are reachable from the root via paths that do not include (v2, o3). Thus, none of the nodes of M i+1 is deleted fromḠ and, so, G subsumes the graph M i+1 .
In summary, in all of the above cases, the inductive hypothesis holds at the end of the (i + 1)st iteration.
Time Complexity
In this section, we will prove the part of Theorem 3.3 that refers to the time complexity. The proof hinges on the fact that the number of graphs in M does not decrease from one iteration to the next, as shown by the following lemma.
Proof. The lemma is proved by showing that each G ∈ M i+1 subsumes at most one G ∈ M i . To derive a contradiction, we assume that G1 and G2 are two graphs in M i that are subsumed by some G ∈ M i+1 . Suppose that position i of the stratum traversal T occurs in a stratum that has a depth d. Consider the graphĜ that consists of all the edges that appear in either G1 or G2, as well as all the nodes connected by those edges. (If there are no edges, then G consists just of the root of P ×D.) Clearly, each edge of G has a depth (inĜ) that is not greater than d and has an occurrence among the first i positions of the stratum traversal T . Furthermore,Ĝ has no repeated variables, since it is subsumed by another or-matching subgraph, G . Thus,Ĝ is an or-matching subgraph of P ×D, andĜ i (the i-portion ofĜ) is the same asĜ. By the inductive hypothesis in the proof of Lemma 3.4, there is a G ∈ M i , such that G subsumesĜ. Consequently, G subsumes both G1 and G2, in contradiction to the fact that M i is subsumption free.
We will now complete the proof of the time complexity. By Lemma 3.7, at any time during the evaluation of the algorithm, M has at most twice as many graphs as the final value of M. In Step 3 of the algorithm, adding an edge to a graph G ∈ M takes O(p) time. 
Computing Maximal Weak Matchings
To modify the algorithm so that it will compute the set of all maximal weak matchings, Cases 5 and 6 of Section 3.2.2 should be changed. In each of these two cases, after creating the subgraph G , there is a need to test and possibly modify G so that it will preserve the edges of P . This is done as follows.
Let (v1, o1)l(v2, o2) be the edge that was added to G . For each node (vi, oi) in G , if there is a label h, such that vihv2 is an edge of P , but oiho2 is not an edge of D, then delete node (vi, oi) from G . Similarly, for each node (vj, oj) in G , if there is a label h, such that v2hvj is an edge of P , but o2hoj is not an edge of D, then delete node (vj , oj ) from G . Nodes that become non-reachable from the root should also be deleted. Edges that are incident on deleted nodes are deleted as well. As a result of these deletions, G may no longer subsume G and consequently, in Case 5, both G and G should be added to M (or just G should be added if it subsumes G ). The same is done in Case 6. In proving the correctness of the algorithm for computing the maximal weak matchings, Claim 3.5 should be replaced with the following claim.
Claim 3.9. During the evaluation of the algorithm, the closure of each graph in M is a weak matching. Claim 3.6 remains the same, except for changing "maximal or-matching graph M " to "maximal weak-matching graph M ." The proofs of correctness and time complexity are similar to the ones in the case of computing the maximal ormatchings.
FULL DISJUNCTIONS 4.1 Preliminaries
Let r1, . . . , rn be relations with relation schemes R1, . . . , Rn, respectively. The jth tuple of ri is denoted as tij . Given a subset X ⊆ Ri, the projection of the tuple tij on X is denoted as tij [X] . The full disjunction of the relations r1, . . . , rn is the set of all maximal integrated tuples that can be generated from m (1 ≤ m ≤ n) tuples of r1, . . . , rn.
Example 4.1. In Figure 5 , the full disjunction of four relations is depicted. The first tuple of the full disjunction is created as a join of the the first tuples of the relations R1 and R2. The second tuple of the full disjunction is the join of the second tuple of R1, the first tuple of R3 and the second tuple of R4. The third tuple is a join of the first tuples of R3 and R4. Finally, the fourth tuple is created from the second tuple of R3.
Computing Full Disjunctions
In order to compute the full disjunction, we need to view tuples as objects and relation schemes as variables. By a slight abuse of notation, tij denotes both the tuple and its oid. Similarly, Ri denotes both the relation scheme and its corresponding variable.
We construct a database D = (O, ED, rD, α) and n patterns Pi = (V, EP i , rP i ) (1 ≤ i ≤ n) as follows. D has a root rD and an object for each tuple tij. There are edges in both directions between every pair of connected and joinconsistent tuples. There is also an edge from the root to every tuple. An edge that enters a tuple of r k (1 ≤ k ≤ n) is labeled with l k . The values of the atomic objects can be chosen arbitrarily.
The pattern Pi = (V, EP i , rP i ) is constructed from the sch-
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eme graph of R1, . . . , Rn by adding a root rP i and an edge from the root to Ri. An edge that enters
is labeled with l k . Note that only one connected component of the scheme graph of R1, . . . , Rn can be reached from the root of Pi.
Consider a weak matching µ of some Pi w.r.t. D. Recall that µ assigns to each variable of Pi either a tuple or null. Let g(µ) denote the tuples in the image of µ. Since µ is a weak matching, the tuples of g(µ) are connected and join consistent. Therefore, the tuples of g(µ) generate an integrated tuple that is denoted as (µ).
Proposition 4.2. The tuple u is an integrated tuple of r1, . . . , rn if and only if there is a weak matching µ of some Pi w.r.t. D, such that u = (µ).
Proof. As noted earlier, if µ is a weak matching of Pi w.r.t. D, then (µ) is an integrated tuple. For the other direction, consider an integrated tuple u that is generated by the tuples ti 1 j 1 , . . . , ti mjm . Let µ be the assignment for Pi 1 w.r.t. D that is defined as follows: µ(rP i 1 ) = rD, µ(Ri k ) = ti k j k (1 ≤ k ≤ m), and µ(Ri) = ⊥ for any Ri that is not among Ri 1 , . . . , Ri m . Note that all the edges that enter Ri k and all the edges that enter ti k j k (1 ≤ k ≤ m) have the same label li k . Moreover, ti 1 j 1 , . . . , ti mjm are connected and join consistent. Thus, µ is a weak matching. By the construction of µ, we have that u = (µ). This proves the proposition.
The full disjunction F of r1, . . . , r2 can be computed as follows. First, compute the set Mw(Pi, D) for i = 1, 2, . . . , n.
Theorem 4.3. The set F is the full disjunction of the relations r1, . . . , rn and it can be computed in O(n 5 s 2 f 2 ) time, where n is the number of relations, s is the total size of all the relations and f is the size of F. D) has matchings of all the Pi, but all these matchings are for the same set of variables (ignoring the root) and therefore, subsumptions among them are well defined.
Proof. From Proposition 4.2, it follows that F consists of integrated tuples. To complete the proof that F is the full disjunction, it should be observed that if µ1 and µ2 are two assignments of Pi w.r.t. D, such that µ1 µ2, then (µ1) (µ2). Therefore, it is sufficient to compute only the maximal weak matchings in order to generate all the maximal integrated tuples.
In order to show that the running time of the algorithm is polynomial in the size of the input and the output, it is necessary to show that F has only maximal integrated tuples. We will derive a contradiction by assuming that there are two distinct integrated tuples u1 and u2 in F, such that u1 u2. Let µ1 and µ2 be two maximal weak matchings of Pi and Pj, respectively, such that u1 = (µ1) and u2 = (µ2). Essentially, it can be shown that there is a weak matching µ of Pj w.r.t. D, such that u2 = (µ) and µ subsumes both µ1 and µ2. This contradicts the fact that µ1 and µ2 are maximal in M.
The size of each pattern Pi is O(n 2 ) and the size of the database D that is constructed from the relations is s 2 . The size of each Mw(Pi, D) is no more than the size of F. In general, the size of the product graph is O(pd), where p is the size of the pattern and d is the size of the database. However, in the computation of the full disjunction, for each node tij of D, the product graph P k ×D (1 ≤ k ≤ n) has at most one node (Ri, tij) ∈ P k ×D that is reachable from the root. Consequently, the size of the portion of P k × D that is reachable from the root is O(d). Therefore, the size of the stratum traversal is O(pd) and the time to compute each
time. The final step of constructing F from M takes O(f ) time. Thus, the running time is O(n 5 s 2 f 2 ).
Projections and Restrictions of Full Disjunctions
One way of generalizing the result of Theorem 4.3 is by considering the complexity of evaluating a projection of the full disjunction. Formally, the projection problem is the problem of computing the projection of the full disjunction on a given set of attributes X.
In some cases, it might be desirable to compute only those tuples of the full disjunction that are non-null on all the attributes of a given set X. Formally, the restriction problem is the problem of computing just those tuples of the full disjunction that are non-null on X. The following theorem shows that the restriction problem cannot be computed in polynomial time in the size of the input and the output, even if the relation schemes are α-acyclic and X has only two attributes.
Theorem 4.4. Let r1, . . . , rn be relations with α-acyclic relation schemes and let X be a set of two attributes. Deciding whether the full disjunction has a tuple that is non-null on all the attributes of X is NP-complete.
Proof. NP-hardness is shown by a reduction from the Hamiltonian-path problem. Let G = (V, E) be a given directed graph, and let s and t be two nodes in G. The problem is to decide whether G has a directed path from s to t that goes through all the nodes of G, visiting each node exactly once.
Suppose that G has k nodes, denoted n1, . . . , n k , and m edges. We assume that s = n1 and t = n k . We construct the following m + 2 relations:
1. A relation rs that has the relation scheme S(A, N1) and contains the single tuple (1, 1).
A relation rt that has the relation scheme T (N k , B)
and contains the single tuple (k, k).
3. For each edge e l = (ni, nj ) (1 ≤ l ≤ m), we construct a relation r l that has the relation scheme E l (Ni, Nj) and contains the k − 1 tuples: (1, 2), (2, 3), . . . , (k − 1, k).
In addition to the above m + 2 relations, we also construct an empty relation rα that has the set of all the attributes as its relation scheme. The sole purpose of rα is to ensure that the relation schemes of the m + 3 relations are α-acyclic.
Let F denote the full disjunction of the m + 3 relations and let q be the projection of F on the attributes A and B.
It is easy to see that only the tuples (1, k), (1, ⊥) and (⊥, k) may appear in q. Furthermore, there is a Hamiltonian path in G from s to t if and only if the tuple (1, k) is in the result of q. This shows NP-hardness.
To witness membership in NP, note that we can guess an assignment of values and nulls to all the attributes of all the relation schemes, such that the attributes of X are assigned non-null values. We can then verify in polynomial time that the guess creates an integrated tuple.
Essentially, the reduction that is used in the proof of the above theorem also shows that the projection problem cannot be computed in polynomial time under input-output complexity if P = NP.
It is easy to see that the projection problem and the restriction problem have polynomial-time algorithms if each relation scheme either contains X or is disjoint from X. Note that, in particular, this condition is satisfied if X is a singleton.
Rajaraman and Ullman [23] showed that the full disjunction of r1, . . . , rn can be evaluated by a natural outerjoin sequence if and only if the relation schemes are connected and γ-acyclic. Their result can be generalized as follows.
Theorem 4.5. The projection problem and the restriction problem have polynomial-time algorithms under inputoutput complexity if the relation schemes are γ-acyclic.
GENERALIZING FULL DISJUNCTIONS
Full disjunction are based either on equijoins [11] or natural joins [23] . Quite frequently, however, the process of integrating information involves more general conditions than merely equality of attributes. Consider the scenario of piecing together information about people, in the absence of a unique ID for each person. Joining two records, simply because both carry the same name, might be error prone. A safer approach could be to join two records if the names are the same or similar (e.g., one has a middle initial and the other does not) and either the address or one of the phone numbers (e.g., home, office or mobile phone) are the same. A similar scenario is joining two records, such that one has a complete address while the other only contains the city and state. In this case the appropriate condition is that the city and state from the second record appear in the address of the first record.
The approach of Section 4 can be easily generalized to the above scenarios. We use the same patterns as in Section 4 and use the same database, but the edges should reflect the new conditions. Thus, there are edges in both directions between Ri and Rj if some condition is specified for this pair of relation schemes. Similarly, there are edges in both directions between the tuples ti 1 j 1 and ti 2 j 2 if these two tuples satisfy the condition that is specified for their relation schemes, Ri 1 and Ri 2 .
Conditions of general types could be used for joining tuples. Essentially, we may assume that queries are formulated using a select-from-where clause and the where clause is a conjunction of conditions C1 ∧ . . . ∧ C k , where each C h involves either one or two relations. If C h involves just one relation ri, then it is a selection that can be applied to ri before starting the evaluation of the full disjunction. If C h involves two relations ri and rj , then it may be any condition that can be evaluated for pairs of tuples from these two relations.
Thus, weak semantics provides the means to generalize full disjunctions and thereby facilitating integration of information from the Web, as well as from other heterogeneous sources, in a more general manner than earlier work.
RELATED WORK AND CONCLUSIONS
The main issues in incomplete information are representation of missing information and query evaluation. In logical databases, one could use either a proof-theoretic approach [24] or a model-theoretic approach [29] . If there is some partial knowledge about the missing information, then it could be represented in the form of conditions that restrict the possible values of unknown data items [14] . The complexity of query evaluation in these approaches is investigated in [1, 14, 29] .
The outerjoin [6, 7, 17] was introduced in order to preserve tuples that are lost during an ordinary join. Since outerjoins are not associative, it is rather difficult to formulate queries that use them. Moreover, the lack of associativity restricts the ability to optimize queries with outerjoins. Efficient evaluation methods for outerjoin queries is the focus of several papers [4, 5, 10, 25] .
Full disjunctions were proposed by Galiando-Legaria [11] as an alternative to outerjoins, since full disjunctions are commutative and associative. Full disjunctions bear some similarity to the weak instances that were investigated extensively in the framework of the universal-relation model [12, 13, 26, 27] . In both approaches, all the tuples of the base relations are preserved. In full disjunctions, tuples are joined together whenever possible. The joins should be connected in order to avoid combinations of tuples that are evidently not related. In weak instances, tuples are joined together when it is implied by the dependencies and queries can be evaluated by taking the union of all lossless joins [26, 27] .
Different notions of acyclicity for hypergraphs were investigated in [8] , including α-acyclicity and γ-acyclicity. Properties of acyclic database schemes were investigated in [3] . (Note that a set of relation schemes can be represented as a hypergraph by viewing the attributes as nodes and viewing each relation scheme as a hyperedge.) Acyclicity leads to another form of query evaluation over universal relations [9] .
Rajaraman and Ullman [23] enunciated the importance of full disjunctions in the context of integrating information from the Web. They showed how full disjunction could be used to find maximal join-consistent connections in trees of the OEM model of [21, 22] . Their main result is that a full disjunction can be evaluated by a natural outerjoin sequence if and only if the relation schemes are connected and γ-acyclic. Their algorithm was implemented in the Information Manifold System [18, 19] that integrates information from the Web.
For α-acyclic relation schemes, Yannakakis [30] showed that any projection of the natural join of all the relations can be computed in polynomial time in the size of the input and the output. Theorem 4.5 builds on the results of [23, 30] . We have also shown that when the relation schemes are α-acyclic, there are no polynomial-time algorithms, under input-output complexity, for computing projections and restrictions of full disjunctions. This paper follows the work of [15, 16] on queries with incomplete answers over semistructured data. In [15, 16] , three semantics, and, or and weak, were presented and the complexity of query evaluation was investigated. In particular, it was shown that for DAG queries, both the or-semantics and the weak semantics have polynomial-time evaluation algorithms under input-output complexity. In this paper, we have shown that this result carries over to cyclic queries. We have also shown that evaluation of full disjunctions is reducible to evaluation of queries under the weak semantics. Thus, full disjunctions can be computed in polynomial time in the size of the input and the output. Previously, the only known algorithm to compute full disjunctions in the general case was by evaluating all connected joins and removing subsumed tuples. That algorithm runs in exponential time in the size of the input and the output.
The weak semantics provides a substantial generalization of full disjunctions, by allowing for general types of join conditions (provided that those conditions can be computed efficiently). This is achieved without increasing the time complexity of evaluating full disjunctions, in stark contrast to other approaches for querying incomplete information, where complex join conditions quickly lead to intractability of query evaluation.
The or-semantics can provide another, more general form of full disjunctions. In the or-semantics, an answer should be connected, but it does not have to satisfy all the join conditions among its parts; instead, it is sufficient to satisfy only a subset of the conditions, provided that the satisfied join conditions are connected. In traditional databases, this would not be an answer at all, but in the realm of the Web this might still be of interest to the user, although it would probably be ranked lower than answers that are obtained under the weak semantics.
A different approach for querying XML with incomplete information is presented in [2] . Their goal is to split a query into two parts, such that one part can be evaluated from answers to previous queries whereas the second part requires additional querying of the information sources. The approach of [2] is not applicable to integration of information from heterogeneous sources, such as those found on the Web, since they assume that the information sources provide persistent node id's and their query language does not have data joins.
Future work should address the issue of optimizing the evaluation of full disjunctions, in particular, and the evaluation of queries under the or-semantics and the weak semantics, in general.
