increased demand for faster image processing and transmitting diagnostic medical images. A region is a popular technique for image segmentation. We introduce a new approach that overcomes the close boundary initialization problem by reformulating the external energy term. We treat the contour as a mean curve of the probability density function. A widely used approach to image segmentation is to define corresponding segmentation energies and to compute shapes that are minimizes of these energies. In many medical image segmentation applications identifying and extracting the region of interest (ROI) accurately is an important step .We present a new image segmentation process, which can segment images with different image intensity distributions efficiently. To accomplish this, we construct a function that is evaluated along the evolving curve. In this cost, the value at each point on the curve is based on the analysis of interior and exterior means in a local neighborhood around that point.
object to be detected, the curve moves towards an -optimal‖ position and shape by minimizing its own energy. Based on the Mumford-Shah functional [3] [4] [5] for segmentation, Chan and Vese [6] . Proposed a new level set model for active regions to detect objects whose boundaries are not necessarily defined by a gradient. To overcome the close boundary initialization problem, many contour-based methods, including Chan and Vese [6] , Li and Yezzi [7] , Bresson et al. [8] , An et al. [9] , have been proposed based on Mumford-Shah formulation [3] . Contour-based information helps to overcome local minima and in some case achieve a globally optimal solution regardless of the initialization.
Bresson et al. [8] introduced a fast method for global minimization of active contours by combining variational image segmentation and denoising methods.
An et al. [9] proposed to use a ‫ז‬convergence approximation for a multi-scale piecewise smooth model to overcomes the limitations of global contour models while avoiding the high sensitivity of local approaches. Other researchers, including Cremers et al.
[10] and Leventon et al. [11] , proposed to utilize the shape prior to find a globally optimal solution, given the statistical shape prior is available. It is difficult to segment image with complicated intensity distribution condition, or an inherent complexity in the object present in the image. Generally only one or two level set function are used to segment an image into region of two or more phase. If we use more level set function to segment complicated image into more regions, the dependency of the segmentation result on the initial condition is even more serious. In this work, we address both aspects of variation image segmentation and introduce an efficient and flexible numerical framework that enables us to compute a large class of advantageous descent directions. It has the following key features: With the new approach, we can automatically segment medical images and produce good segmentation result.
III. BACKGROUND
Li et al [12] proposed a method to overcome the difficulties caused by intensity in homogeneities; they propose a region-based active contour model that draws upon intensity information in local regions at a controllable scale. A data fitting energy is defined in terms of a region and two fitting functions that locally approximate the image intensities on the two sides of the region. This energy is then incorporated into a variation level set formulation with a level set regularization term, from which a curve evolution equation is derived for energy minimization. Due to a kernel function in the data fitting term, intensity information in local regions is extracted to guide the motion of the region, which thereby enables our model to cope with intensity in homogeneity.
Energy criterion
Where I(x) is the image intensity at pixel x, H is the Heaviside function, is a Gaussian kernel defined as:
With a scale parameter > 0. and are two functions centered at pixel x and computed at each iteration as:
and are two constants that have been set to 1 in the interface. The two first integrals of correspond to data attached term, which are localized around each point x thanks to the Gaussian kernel . The third integral corresponds to the usual regularization term that smoothes the curve during its evolution. The last integral is a regularization term that forces the level-set to keep signed distance properties over the evolution process.
Evolution equation
The parameter and have a fixed value of 1.
Lankton et al [13] proposed a natural framework that allows any region-based segmentation energy to be reformulated in a local way. They consider local rather than global image statistics and evolve a region based on local information. Localized regions are capable of segmenting objects with heterogeneous feature profiles that would be difficult to capture correctly using a standard global method. They describe this framework and demonstrate the localization of three well-known energies in order to illustrate how our framework can be applied to any energy. Improvement can be achieved by comparing with its global counterpart. 
Where is the Dirac function, B is a ball of radius r centered at point x and defined as follow:
and (7) Where the Heaviside is function, and are two functions updated at each iteration as follows:
The first integral of corresponds to a data attached term and the second is the usual regularization term that smoothes the region.
Where and are the area of the local interior and local exterior regions respectively given by (12)
This can be positive or negative depending on the image data. This provides the direction for the curve to travel along the normal. It also becomes smaller as the curve approaches a boundary.
IV.
PROPOSED ALGORITHM
According to li et al [12] we find the property of the localization introduced by and and , . this algorithm is able to segment inhomogeneous objects and segments the whole image. is a signed distance function.
This algorithm has three specific parameters that can be modified from the corresponding panel:
 The curvature term : it weights the influence of the regularization of the evolving region (default value is set to 0.005).
 The level-set regularization term : it weights the influence of the regularization of the shape of the level-set (default value is set to 1).
 The variance of the Gaussian kernel (default value is set to 7).
Lankton et al [13] suggested an algorithm that is a region-based method and its feature term is computed locally. This property allows the algorithm to segment non homogeneous objects. However this makes the method sensitive to initialization and is implemented as a signed distance function and is reinitialized at each iteration.
This algorithm has four specific parameters that can be modified from the corresponding panel:
F(x) has larger values at the features of interest. For instance, if we are interested in the image edges, we can use a norm of the image gradient as a probability-map:
This notation is similar to the snakes' external energy ,the higher probability areas of F(x) represent the desirable segmentation regions .We represent our active region , as a mean curve of the probability density function p(x):
P(x) can be seen as a continuous analog of Gaussian mixture model with equal isotropic co variances. We also add one more term to the p(x), a uniform 
Which we call the fitness term. To regularize the shape of the region we keep the region regularization:
Which we call the regularization term. The goal is to find the function y(s) that minimizes the energy functional:
The influence of each term is controlled by the weights α and β. We note that the probabilistic approach to active regions in Blake and Isard [14] , where the mean curve is used to regularize the possible active region shape.
V. EXPERIMENT SIMULATION AND RESULT ANALYSIS
The objective of the proposed algorithm is to achieve robust and accurate segmentation in images by combining maps with regions. We implemented the algorithm in MATLAB, and tested it on a Pentium4 CPU 3GHz with 1GB RAM. We show performance of the method on several real images with average size of 150 *150 pixels. In this experiments, we used α = β=1and also set the weight w of the uniform distribution term equal 0.1 to 0.9. The algorithm requires about 100 iterations to converge. We initialized the active region from the object. First, the active region converges to the mean of the probabilitymap. As we set to α, the active region enlarges to approximate the probability-map for a given scale α.
As α decrease the active region achieves the optimum of its energy functional when it lies at the highest nonoverlapping areas of the probability map and the curve produced by the active region is short and smooth. The But in this approach our proposed method has better SNR and MSE to that of Li et. al [12] but less than that of Lanktan et. al [13] which are shown in Table I 
