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We develop a formalism for calculating resonant inelastic x-ray scattering (RIXS) spectra in sys-
tems of itinerant electrons with arbitrary band structures, accounting for the effect of the positively-
charged core hole exactly. We apply this formalism to the cuprate superconductors and obtain
quantitative agreement with experimental data over a wide range of dopings. We reproduce the
dispersing peaks and non-trivial polarization dependence found in several experiments. Thus we
explain by band structure alone features previously attributed to collective magnetic modes.
PACS numbers: 78.70.Ck, 74.72.Gh
Resonant inelastic x-ray scattering (RIXS) is unique
among energy-resolved probes of electronic excitations
in its ability to measure momenta over most of the Bril-
louin zone. It couples to a wide variety of excitations [1–
7] and, due to large flux and bulk sensitivity, does not
suffer from limitations of sample size and surface quality.
In its intermediate state a core electron is raised to an
excited state and this electron’s dynamics give a ubiq-
uitous lowest-order contribution to RIXS spectra. Al-
though RIXS experiments have been peformed over a
wide range of doping, most theoretical work has focused
on Mott insulating phases [8–10] in parent materials and
cluster models [9, 11]. Consequently, data from materials
with itinerant electrons have been interpreted in terms of
models of insulators.
In this paper we calculate RIXS spectra using a model
of non-interacting quasiparticles but including an inter-
action with a positively-charged core hole via an exact
determinantal method. We derive formulas for both di-
rect and indirect RIXS, which differ by which band the
FIG. 1: Calculated (black curve) and experimental (Ref. [12],
green dots) intensity vs. energy transfer for spin-flip RIXS
of optimally-doped and overdoped Tl-2201 for antinodal mo-
menta Q = q(pi/a, 0) exhibiting identical dispersing peaks.
We subtracted a non-resonant elastic peak from the raw ex-
perimental data. We did not remove the contribution of dd
excitations, which accounts for the discrepancy at large ∆ω.
FIG. 2: Spin-flip (pi-polarized) and non-spin-flip (σ-polarized)
antinodal Q = 0.80(pi/a, 0) lineshapes of optimally-doped
(p = 0.15) Bi-2212 for core hole potential Uc = 1.0 eV.
Blue: spin-flip channel/pi-polarization; red: non-spin-flip
channel/σ-polarization. Solid lines: calculated results; tri-
angles, circles: pi- and σ- polarized data from Ref. [16].
core electron is raised to. For direct RIXS, we account for
spin-orbit splitting of the core level, which opens a spin-
flip (SF) channel in addition to the non-spin-flip (NSF)
channel [13–15]. We apply our formalism to cuprates over
a range of doping and achieve quantitative agreement
with experimental data (Fig. 1). In particular, peaks in
the calculated and measured lineshapes disperse identi-
cally. As in experiments we also find that NSF lineshapes
are broader and higher in energy than SF lineshapes.
These features were previously attributed to magnetic
effects, but we find that band structure alone produces
dispersing lineshapes, while the core hole combines with
Pauli blocking to separate SF and NSF lineshapes.
Theoretical Formalism.– Incident photons q, ω scatter
into outgoing state q+Q, ω−∆ω with intensity [14, 15,
17] I ∝∑f |Af |2 δ(Ef − Ei −∆ω), where
Af =
∑
m
eiQ·Rmχρσ〈f |dmρ(Hm + ω −Ei + iΓ)−1d†mσ|i〉.
(1)
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2Here |i, f〉 and Ei,f are the initial and final electron states
and energies, d†mσ creates a valence electron of spin σ at
site m, and χρσ is a polarization-dependent 2×2 spin ma-
trix that comes from the product of two dipole matrix el-
ements: 〈3dσ|Tσ|2p〉 and 〈2p|Tρ|3dρ〉 for absorption and
emission, where T is a dipole transition operator [33].
In direct RIXS the strong (∼ 20 eV) spin-orbit coupling
of the 2p core level implies that the energy eigenstates
|2pJ,m〉 are not eigenstates of spin Sz. Thus off-diagonal
elements ρ 6= σ are permitted. In indirect RIXS the core
hole is in a 1s state and its spin is conserved, hence χσρ
is diagonal. One can isolate either the diagonal (NSF) or
off-diagonal (SF) component of χ by varying only the in-
cident polarization [33]. The immobile intermediate state
core hole does not appear explicitly in Eq. (1) but affects
the valence system indirectly. It forces absorption and
emission to occur on the same site m and contributes a
width Γ and a potential Vm acting on valence electrons,
Hm = H + Vm, to the intermediate state.
Due to the core hole the eigenstates of Hm have no sim-
ple relation to those of H and it is convenient to work in
the time domain. This puts the intensity in the form [18]
I ∝
∫ ∞
−∞
ds
∫ ∞
0
dt
∫ ∞
0
dτ eiω(t−τ)−is∆ω−Γ(t+τ)
×
∑
mn
eiQ·(Rm−Rn)χρσχµνSmnρσµν , (2)
Smnρσµν =
〈
eiHτdnρe
−iHnτd†nσe
iHs . . .
dmµe
iHmtd†mνe
−iH(t+s)
〉
. (3)
One obtains Eq. (2) via the identities 1/z =∫∞
0
e−ztdt, δ(z) =
∫
eiszds, replacing eigenval-
ues by operators, and recognizing resolutions of
unity, e.g.
∑
f |f〉〈f | . . . |i〉δ(Ef − Ei − ∆ω) →∫
ds e−i∆ωseiHs . . . e−iHi |i〉. However, Eq. (3) is best un-
derstood as a history of absorption and emission events
separated by time evolution operators, that is, as the
time-dependent amplitude to scatter a photon. The in-
tensity is obtained from the square of this amplitude,
hence the pair of creation and annihilation operators is
followed by its Hermitian conjugate.
In the following analysis we treat the valence band as
a system of non-interacting quasiparticles. This approx-
imation is valid when the quasiparticle lifetime is long
compared to the core hole lifetime 1/Γ, in which case an
electron is unlikely to be scattered by other electrons in
the brief time between absorption and emission. In the
cuprates, for example, typical values are Γ = 300 − 500
meV, while quasiparticle widths are smaller than this
even quite far from the the Fermi surface. (We stress
that negligible scattering on short time scales is logically
distinct from a Fermi liquid ground state [19]; the for-
mer, for example, implies nothing about DC transport).
We further assume that the high-energy band in indirect
RIXS is highly dispersive and non-interacting, so that
the core electron excited into this band is a “spectator”
to the interaction of the valence band with the core hole.
In indirect RIXS of the cuprates and other transition
metal oxides, where a 1s core electron is raised to a 4p
band, the 4p photoelectron’s dynamics reduce to a Green
function dme
iHmtd†m → 〈0|dmeiH4ptd†m|0〉eiH3d,mt ≡
Gmmp (−t)eiH3d,mt, where H4p and H3d,m are the Hamil-
tonians of the 4p band and the valence 3d band with a
core hole at m. Because the 1s core hole has no spin-orbit
coupling, χρσ ∝ δρσ and the RIXS process is effectively
spinless. Hence
Smn = Gnnp (τ)G
mm
p (−t)×〈
eiHτe−iHnτeiHseiHmte−iH(t+s)
〉
. (4)
We simplify the many-body average in Eq. (4) in terms of
the single particle matrices h(m,n), where lowercase let-
ters denote the matrix elements of a quadratic operator:
H = d†ihijdj [20, 21]. With N ≡
(
1 + eβh
)−1
we obtain
Smn = Gnnp (τ)G
mm
p (−t) det [(1−N)
+eihτe−ihnτeihseihmte−ih(t+s)N
]
. (5)
To compute Smnρσµν for direct RIXS we extend a method
applied to tunneling in quantum wires [20] and resonant
elastic x-ray scattering [21], which involved matrix ele-
ments like those in Eq. (3) but with one d and one d†.
We present the straightforward but lengthy derivation in
the appendix. The result is
Smnρσµν = det(F )
[〈nρ|(1−N)F−1e−ihnτ |nσ〉
× 〈mµ|e−ihseihnτ (1−N)F−1Umn|mν〉
+ 〈nρ|(1−N)F−1Umn|mν〉
× 〈mµ|eihmtU0NF−1e−ihnτ |nσ〉
]
. (6)
where Umn = e
−ihnτeihseihmt, U0 = ei(τ−t−s)h, and
F = 1 − N + UmnU0N . For a full band S vanishes,
as it should, and for an empty band it reduces to
〈n|e−ihnτ |n〉〈m|eihmt|m〉, a general term in the the ex-
pression
∣∣∑
m
∫
Gmm3d (t)dt
∣∣2. That is, the amplitude of
RIXS in an empty band is the coherent sum of electron
propagators that start and end at the same core hole
site. Eq. (6) pertains to a full spin-orbital basis, but for
a spin-independent Hamiltonian easily factorizes. If H
contains a singlet pairing term d†m,↑Bmnd
†
m,↓ it can be
put into non-anomalous form suitable for matrix manip-
ulations via a transformation d†m↑ ↔ dm↑. This handles
all spin density waves and pairing terms that occur in the
cuprates. More complex spin density waves and triplet
pairing require a more sophisticated formalism [34].
Results.– We now apply this formalism to study
cuprate superconductors, comparing our results to exper-
iments on Tl2Ba2CuO6+δ (Tl-2201) and Bi2Sr2CuO6+x
3(Bi-2212). An outstanding puzzle is the exis-
tence of peaks in direct RIXS not seen in neu-
tron scattering [22] or indirect RIXS [1]. We take
H =
∑
k,σ εkd
†
k,σdk,σ, where εk = −2t1(cos(kx) +
cos(ky))−4t2 cos(kx) cos(ky)−2t3(cos(2kx)+cos(2ky))−
4t4(cos(2kx) cos(ky) + cos(kx) cos(2ky)), using canoni-
cal tight-binding band structures fit to ARPES data:
(t1, t2, t3, t4) = (126,−36, 15, 1.5) meV for Bi-2212 [23]
and (t1, t2, t3, t4) = (181,−75,−4, 10) meV for Tl-
2201 [24]. We assume an attractive contact potential
Vm = −Uc
∑
σ d
†
mσdmσ for the core hole. We fix ω
at the absorption maximum as in experiments. Fig. 1
shows SF intensity versus ∆ω for antinodal momenta
Q ‖ (pi, 0) in optimally-doped and overdoped Tl-2201
(p = 0.17 and p = 0.27) with Uc = 1.0 eV along with data
from Ref. [12]. We subtracted a Gaussian elastic peak
at ∆ω = 0 from all experimental data and convolved
calculated lineshapes with Gaussians of width equal to
the instrumental resolutions of the corresponding exper-
iments. We choose Uc = 1.0 eV to obtain the best fit
to NSF lineshapes; SF RIXS is nearly independent of
Uc. The most striking feature is an intensity peak that
disperses to higher energy with increasing momentum,
reaching a maximum of 250 − 300 meV, as seen in ex-
periments [3, 5, 12, 16, 25]. One possible interpretation
is that these peaks are due to inelastic scattering of a
collective mode. However, we see that band structure
alone can produce them [35]. Quantitatively, the calcu-
lated and experimental lineshapes agree very well, with
the location of peaks and their low-energy side in nearly
perfect agreement. There is a systematic discrepancy at
large values of ∆ω due to the tail of orbital dd excita-
tions [26]. It is reassuring that this discrepancy is nearly
independent of momentum, as local excitations ought to
be. The calculated nodal and antinodal lineshapes also
agree very well with experimental data from optimally-
doped Bi-2212 [36].
In Fig. 2 we show that the agreement between the-
ory and experiment extends to NSF scattering. This is
important because the SF and NSF channels correspond
to spin and charge degrees of freedom and a difference
in their lineshapes is seen as compelling proof of mag-
netic physics. Indeed, the matrix elements in Eq. (7),
below, are manifestly spin-independent, so that SF and
NSF lineshapes should be identical in the absence of in-
teractions. However, the core hole potential dramatically
separates SF and NSF lineshapes. As Uc increases, the
NSF peak moves to higher energies and broadens while
the SF peak remains relatively sharp, exactly as seen in
experiments. For Uc ∼ 1.0 eV the agreement is very good
up to energies at which the dd tail becomes significant.
The core hole separates SF and NSF lineshapes as fol-
lows: Its attractive potential tends to keep the photoex-
cited electron of spin σ bound near Rm, leading to elas-
tic scattering. Pauli blocking prevents other electrons of
spin σ from hopping onto Rm and filling the core hole,
thereby robbing spectral weight from inelastic scattering.
With sufficient energy the photoexcited electron may be
dislodged, allowing inelastic scattering. Hence NSF scat-
tering with small ∆ω is suppressed relative to scatter-
ing with large ∆ω. This argument does not apply to SF
scattering because spin-σ¯ electrons are not Pauli-blocked.
This explains the observed difference in SF versus NSF
lineshapes as well as the insensitivity of NSF lineshapes
to the core hole. Because this effect is non-perturbative
an exact analysis is indispensable for detecting it. In the
absence of a core hole potential the RIXS intensity can
be calculated in the energy domain. We obtain
I ∝
∑
α,β
∣∣∣∣∑k χρσ〈α|k+Q, ρ〉〈k, σ|β〉ω − εβ + iΓ
∣∣∣∣2
× nf (εα)(1− nf (εβ))δ(εα − εβ −∆ω) (7)
where |k,k+Q〉 are momentum eigenstates and |α, β〉 are
single-particle eigenstates of H in the spin-orbital basis.
Finally, we note that the overall intensity of calculated
and measured lineshapes changes very little from the
optimally-doped to the overdoped material. The experi-
mental and theoretical lineshapes in Fig. 1 were aligned
by a single factor for all momenta and both dopings. If
the RIXS signal came predominantly from a collective
mode this would imply a spectral weight that varies lit-
tle with doping. In our model, however, this happens
naturally because a slight change in chemical potential
does not strongly affect the results.
Summary and Outlook.– We derived a formalism to
treat band structures, pairing, and core hole potentials
in direct and indirect RIXS. The lineshapes we calculated
in a Fermi liquid-like model agreed well with experiments
on cuprates over a wide range of doping for both spin-flip
and non-spin-flip scattering, and we found a mechanism
by which the core hole differentiates the two channels.
We concluded that dispersing peaks seen in RIXS exper-
iments on cuprates may be attributable to band structure
alone, rather than collective modes. Thus the constant
intensity of peaks in RIXS as doping increases does not
imply a constant spectral weight of magnetic excitations,
which has important implications for the mechanism of
superconductivity in these materials [27].
Our model of non-interacting quasiparticles is a pri-
ori well-supported by experimental evidence for the over-
doped cuprates [28]. The agreement of our model with
measured data suggests that it remains valid to doping at
least as low as p = 0.15. We expect that it would work
as far as p = 0.08, where a Fermi surface is found in
experiments [29–31]. However, a non-interacting model
becomes insufficient at some point in the underdoped
regime. The analysis presented in this paper can be
extended to deeply-underdoped antiferromagnetic states
via an RPA-like analysis, which is known to correctly
reproduce spin wave excitations in the insulating state.
As the insensitivity of RIXS lineshapes to doping in the
4FIG. 3: Calculated intensity vs. energy transfer for spin-
flip RIXS of optimally-doped Bi-2212 (p=0.15) for antinodal
momentum Q = (pi/a, 0) at incident energies 0, 0.2, and 0.4
eV above the absorption maximum. The increase in ∆ω with
ω occurs when the RIXS final state belongs to the particle-
hole continuum and does not occur if the final state is an
excitation of a collective mode.
range we have considered persists to some extent to the
undoped Mott antiferromagnet, a theory that bridges
these two limits is very desirable.
While we have shown that a model of non-interacting
quasiparticles is in excellent agreement with RIXS ex-
periments, we have not presented direct evidence to re-
ject an interpretation in terms of collective modes. Such
evidence, however, could easily be obtained by measur-
ing RIXS lineshapes for incident energy ω above the ab-
sorption maximum. As shown in Fig. 3, as ω increases
lineshapes move to larger ∆ω. The RIXS signal due to
inelastic scattering of a collective mode does not behave
this way because ∆ω cannot exceed the energy of the
mode. This brings up the important lesson that analy-
ses of RIXS must calculate the RIXS signal itself, and
not a proxy such as magnetic suceptibility. A suscep-
tibility χ(ω,k) depends on a single frequency ω, which
corresponds to the energy of excitations. Since the en-
ergy transfer in RIXS plays a similar role the correspon-
dence ∆ω (RIXS) → ω (susceptibility) is often assumed.
However, this correspondence neglects the significant in-
terplay of ω and ∆ω in RIXS. In RIXS the phase space
for final states is modified by the intermediate state res-
onance. For example, in Fig. 3 the intermediate state
photoelectron’s energy increases with ω, which tends to
increase the energy of the final state particle-hole pair.
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Appendix: Direct RIXS
The averages Smn at finite temperatures have the form
Smnρσµν = tr
[
eiHτdpe
−iHnτd†qe
iHsdr . . .
. . . eiHmtd†se
−iH(t+s)−βH
]
/tr
[
e−βH
]
, (8)
where p, q, r, s are combined site and spin indices in a
spin-Wannier basis, eg. |r〉 = |m,µ〉 in Eq. 3. From the
identity tr eX = det(1 + ex), the denominator of Eq. (8)
is det(1 + e−βh). We define X1 = (i(τ − t− s)− β)H0,
X2 = iHmt, X3 = iH0s, X4 = −iHnτ and use
the cyclicity property to express the numerator N as
N = tr
[
dpe
X4d†qe
X3dre
X2d†se
X1
]
. Switching to an ar-
bitrary basis of spin-orbitals, with implicit summation
over Greek indices, gives
N = 〈p|α〉〈β|q〉〈r|γ〉〈δ|s〉tr
[
dαe
X4d†βe
X3dγe
X2d†δe
X1
]
.
(9)
We move all d/d† to the left as follows. Choose β to be
eigenstates ofX4 with eigenvalues ωβ . Then 〈β|..eX4d†β =
〈β|..eωβd†βeX4 = 〈β|eX4 ..d†βeX4 . After absorbing the c-
number eωβ as 〈β|eX4 , the basis β is again arbitrary. The
general pattern is to commute d†δ with e
X via 〈δ| → 〈δ|eX
and commute dγ with e
X via |γ〉 → e−X |γ〉. Successive
applications yield
N =〈p|α〉〈β|eX4 |q〉〈r|e−X3e−X4 |γ〉〈δ|eX4eX3eX2 |s〉
× tr
[
dαd
†
βdγd
†
δe
Z
]
, (10)
where Z is a quadratic operator such that eZ =
eX4eX3eX2eX1 whose existence is guaranteed by the
Baker-Campbell-Haussdorff lemma. If there were no
d/d† insertions we would evaluate the trace in an eigen-
basis Z|φ〉 = ωφ|φ〉, in which it factorizes as tr eZ =∏
φ
∑
nφ=0,1
enφωφ =
∏
φ(1 + e
ωφ) = det(1 + ez). Now
choose α, β, γ, δ to be eigenstates of Z with eigenval-
ues ωα etc. The trace vanishes unless the d/d
† match
pairwise. For example, if α = β 6= γ = δ we have
tr
[
(1− nα)(1− nγ)eZ
]
. This is identical to tr eZ ex-
cept the factor (1 + eωα) is replaced by
∑
nα=0,1
(1 −
nα)e
nαωα = 1, and similarly for γ giving (1 + eωα)−1(1 +
eωγ )−1 det(1 + ez). Including the other cases α = δ 6=
β = γ and α = β = γ = δ we get
tr
[
dαd
†
βdγd
†
δe
Z
]
= det(1 + eZ)
[
δαβδγδδβγ(1 + e
ωα)−1
+ δαδδβγ(1− δαβ)(1 + eωα)−1eωβ (1 + eωβ )−1
+ δαβδγδ(1− δαγ)(1 + eωα)−1(1 + eωγ )−1
]
= det(1 + eZ)
[
δαδδβγ(1 + e
ωα)−1eωβ (1 + eωβ )−1
+ δαβδγδ(1 + e
ωα)−1(1 + eωγ )−1
]
. (11)
Next, we absorb the c-numbers in Eq. 11 as operators via
|α〉..(1+eωα)−1 = (1+eZ)−1|α〉 and apply the Kronecker
5δ’s via eg. 〈p|..|α〉〈β|..|q〉δαβ = 〈p|..|q〉, obtaining
Spqrs =
det(1 + eZ)
det(1 + e−βH0)
× [〈p|(1 + ex5)−1ex4 |q〉
× 〈r|e−x3e−x4(1 + ex5)−1ex4ex3ex2 |s〉
+ 〈p|(1 + ex5)−1ex4ex3ex2 |s〉
× 〈r|e−x3e−x4ex6(1 + ex5)−1ex4 |q〉] (12)
Eq. (12) becomes more physical upon introducing
Umn = e
x4ex3ex2 = e−ihnτeihseihmt and U0 = ei(τ−t−s)h,
which are Keldysh propagators with and without core
holes. Additionally, we rewrite e−βh0 = N/(1 − N)
in terms of occupation operators. Then we have (1 +
ex5)−1 = (1 − N)(1 − N + UmnU0N)−1 = (1 − N)F−1,
where F = 1 − N + UmnU0N gives the overlap of
core-hole and core-hole-less propagation of initially oc-
cupied states. The ratio of determinants comes out to
det(1 + ez)/ det(1 + e−βh) = det(F ) and we obtain, after
restoring p = n, ρ; q = n, σ; r = m,µ; s = m, ν,
Smnρσµν = det(F )
[〈nρ|(1−N)F−1e−ihnτ |nσ〉
× 〈mµ|e−ihseihnτ (1−N)F−1Umn|mν〉
+ 〈nρ|(1−N)F−1Umn|mν〉
× 〈mµ|eihmtU0NF−1e−ihnτ |nσ〉
]
. (13)
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Supplemental Material: Explicit Derivation of Spin-Orbit Effects
Here we provide an explicit derivation of the separa-
tion of RIXS scattered intensity into spin-flip and spin-
conserving channels due to spin-orbit coupling a the 2p
core hole. For earlier discussions see Refs. [1–3]. We cal-
culate the polarization dependence of the two channels
and verify that experiments with grazing-exit geometry
afford a very clean separation. In doing so, we justify the
form of dipole transition operators T/T † discussed in the
text.
DIPOLE MATRIX ELEMENTS
In the electric dipole approximation, matrix elements
for light of polarization εˆ to cause an electronic transition
from state |ψi, σi〉 to |ψf , σf 〉 is
εˆ · 〈ψf |r|ψi〉δσi,σf . (1)
At the cuprate L3 edge we are interested in |ψi〉 =
|2p;m = −1, 0, 1〉 and |ψf 〉 = |3dx2−y2〉. Dipole matrix
elements are most easily evaluated in the {px, py, pz} ba-
sis, where by symmetry we can easily see that the only
non-zero matrix elements are
〈3dx2−y2 |x|2px〉 = −〈3dx2−y2 |y|2py〉. (2)
We switch from the |2px,y,z〉 basis to the |m` = −1, 0, 1〉
basis via
|m` = 0〉 = |2pz〉, |m` = ±1〉 = 1√
2
(|2px〉 ± i|2py〉) (3)
to obtain the dipole matrix elements (up to an overall
multiplicative constant)
ηˆm ≡ 〈3dx2−y2 |r|2pm〉 =
{
0 (m = 0)
1√
2
(xˆ∓ iyˆ) (m = ±1) (4)
SPIN-ORBIT BASIS
To include the spin-orbit effect, we must be able to
translate between the basis |m` = −1, 0, 1;σ =↑, ↓〉,
which is most convenient for deriving dipole matrix ele-
ments, to the basis |j,mj〉 of energy eigenstates. From a
Clebsch-Gordan table we find
|3/2, 3/2〉 = |1, ↑〉 (5)
|3/2, 1/2〉 =
√
1/3|1, ↓〉+
√
2/3|0, ↑〉 (6)
|3/2,−1/2〉 =
√
2/3|0, ↓〉+
√
1/3| − 1, ↑〉 (7)
|3/2,−3/2〉 = | − 1, ↓〉. (8)
We invert this and drop terms from the |j = 1/2〉 sub-
space, which are off resonance by ∼ 20 eV at the L3 edge.
This omission of |j = 1/2〉 terms breaks spin rotational
symmetry and allows for spin-flip RIXS. We find for the
|m` = ±1〉 states (as seen above, |m` = 0〉 has vanishing
matrix elements)
|1, ↑〉 = |3/2, 3/2〉 (9)
|1, ↓〉 =
√
1/3|3/2, 1/2〉 (10)
| − 1, ↑〉 =
√
1/3|3/2,−1/2〉 (11)
| − 1, ↓〉 = |3/2,−3/2〉 (12)
TRANSITION OPERATOR
The Kramers-Heisenberg amplitude for initial state |i〉
and final state |f〉 is
Ai→f =
∑
n
〈f |Tf |n〉〈n|T †i |n〉
ω − En + iΓ (13)
= 〈f |TfGT †i |i〉, (14)
where T †i and Tf are absorption and emission dipole tran-
sition operators and G ≡ (ω −H + iΓ)−1 is the interme-
diate state Green function. The transition operators are
obtained by adding dipole absorption/emission events for
all possible σ, m`, and core hole sites R:
T †i =
∑
R,m,σ
e−iqi·Rεˆi · ηˆmd†R,σpR,σ,m (15)
Tf =
∑
R,m,σ
eiqf ·Rεˆ∗f · ηˆ∗mp†R,σ,mdR,σ, (16)
where εˆi(f) and qi(f) are incident (final) polarizations
and photon momenta. Writing this in terms of spin-orbit
eigenstates and dropping off-resonance |j = 1/2〉 terms
as in the previous section gives
T †i =
∑
R
e−iqi·Rεˆi
[
ηˆ1
(
d†R,↑pR,mj=3/2 +
√
1/3d†R,↓pR,mj=1/2
)
+ ηˆ−1
(
d†R,↓pR,mj=−3/2 +
√
1/3d†R,↑pR,mj=−1/2
)]
(17)
Tf =
∑
R
eiqf ·Rεˆ∗f
[
ηˆ∗1
(
d†R,↑pR,mj=3/2 +
√
1/3d†R,↓pR,mj=1/2
)
+ ηˆ∗−1
(
d†R,↓pR,mj=−3/2 +
√
1/3d†R,↑pR,mj=−1/2
)]
.
(18)
Finally, since the spin orbit states labelled by {R, j,mj}
are eigenstates of H, each term in T †i must be matched
with the corresponding term in Tf . Thus we obtain
Ai→f =
∑
R
ei∆q·Rχα,β〈f |dR,αGd†R,β |i〉, (19)
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2where
χ↑,↑ = χ∗↓,↓ =(εˆf · ηˆ1)∗(εˆi · ηˆ1) + (1/3)(εˆf · ηˆ−1)∗(εˆi · ηˆ−1)
(20)
χ↑,↓ = χ↓,↑ =0. (21)
That χ↑,↑ = χ∗↓,↓ follows from ηˆ1 = ηˆ
∗
−1.
SPIN-FLIP AND NON-SPIN-FLIP CHANNELS
To separate the spin and charge channels, we decom-
pose χ into symmetric and antisymmetric parts: χ =
χS + χA, where
χS =(χ+ χ
∗)/2 (22)
χA =(χ− χ∗)/2. (23)
Then, in the basis of Sˆz eigenstates | ↑, ↓〉, where zˆ is
perpendicular to the copper-oxide plane, we have
(χS)↑,↑ = (χS)↓,↓ =(2/3)
(
εˆ∗f · εˆi − ε∗f,zεi,z
) ≡ χS
(24)
(χA)↑,↑ = − (χA)↓,↓ =− (i/3)εˆ∗f · (zˆ × εˆi) ≡ χA
(25)
With respect to the basis of eigenstates of Sˆx, obtained
via the transformations | ↑〉 → (1/√2)(| ↑〉 + | ↓〉) and
| ↓〉 → (1/√2)(| ↑〉 − | ↓〉), the symmetric amplitude
transforms trivially:
χSd↑Gd
†
↑ + χSd↓Gd
†
↓ → χS
(
d↑Gd
†
↑ + d↓Gd
†
↓
)
. (26)
An isotropic contribution can’t represent a spin flip in
any basis. The antisymmetric contribution, however,
transforms as
χAd↑Gd
†
↑ − χAd↓Gd†↓ → χA
(
d↑Gd
†
↓ + d↓Gd
†
↑
)
, (27)
a pure spin flip. Now we need to compare the intensity
prefactors |χS(A)|2.
EVALUATION FOR SPECIFIC GEOMETRIES
For experimental geometry where incident and scat-
tered radiation make angles φ1 and φ2 with zˆ polariza-
tion vectors are εˆi = εˆf = yˆ for σ polarization (WLOG)
and εˆi = cosφ1xˆ + sinφ1zˆ, εˆf = cosφ2xˆ + sinφ2zˆ for pi
polarization. Then we can calculate χS and χA for all
pairs of incident and emitted polarizations:
εˆi εˆf χS χA
σ σ 2/3 0
σ pi 0 (i/3) cosφ2
pi pi (2/3) cosφ1 cosφ2 0
pi σ 0 −(i/3) cosφ1
(28)
For unpolarized scattered radiation we average intensity
over scattered polarizations:
εˆi
〈|χS |2〉 〈|χA|2〉
σ 2/9 (1/18) cos2 φ2
pi (2/9) cos2 φ1 cos
2 φ2 (1/18) cos
2 φ1
(29)
The prefactors |χS(εˆi, εˆf )|2 and |χS(εˆi, εˆf )|2 depend only
on the polarizations and as such do not affect the line-
shape of intensity vs. momentum transfer and energy
transfer. This means that we can write
Itotalσ =|χS,σ|2INSF + |χA,σ|2ISF (30)
Itotalpi =|χS,pi|2INSF + |χA,pi|2ISF. (31)
Even without resolving the polarization of scattered radi-
ation, the charge and spin channels can, in principle, be
separated by solving a 2×2 linear equation. Ideally, how-
ever, one could simply choose geometries where
〈|χS |2〉
is much larger than
〈|χA|2〉 and vice versa.
We consider the experiments of Refs. [4, 5], with graz-
ing exit geometry. For concreteness we use values from
Ref. [4]: φi = −25.6◦ and φf = 76.6◦ (the minus sign
denotes that incident and scattered radiation are on the
same side of the normal in the scattering plane). For this
geometry, averaging over final states we get
εˆi
〈|χS |2〉 〈|χA|2〉
σ 0.22 0.003
pi 0.010 0.045
. (32)
Thus the two polarizations of incident radiation in an
experiment with grazing exit geometry offer a fairly clean
separation between spin-flip and spin-conserving cross
sections.
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