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Abstract
Let F be a field with at least five elements, Mn(F) the n × n full matrix algebra over F. In
this paper, we determine the forms of linear maps from Mn(F) to Mm(F) preserving Drazin
inverses of matrices under ch F /= 2 and m, n > 1, and also determine the forms of linear
bijections from Mn(F) to itself preserving Drazin inverses of matrices under ch F = 2 and
n > 1.
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1. Introduction
Let F be a field, F∗ its subset of all nonzero elements. Let Mn(F) denote the n × n
full matrix algebra over F. For a matrix A ∈ Mn(F), a matrix X ∈ Mn(F) is called a
Drazin inverse of A if X is a solution of the equations:
AX = XA, XAX = X, AkXA = Ak
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for some positive integer k. The Drazin inverse of A is existent and unique for any
A ∈ Mn(F) (see [1]). Let AD denote the Drazin inverse of A for any A ∈ Mn(F). We
say that a linear map T from Mn(F) to Mm(F) preserves Drazin inverses of matrices
if T(A)D = T(AD) for every A ∈ Mn(F). We denote by  the set of all linear maps
from Mn(F) to Mm(F) preserving Drazin inverses of matrices. In this paper, suppose
F is a field with at least five elements. The case of ch F /= 2 is discussed in Section
3. The case of ch F = 2 is investigated in Section 4.
What we have investigated is one of the Linear Preserver Problems, which is an
active research area in matrix theory (see [2–5]). In fact, there are many results con-
cerning linear and additive maps preserving different generalized inverses of matri-
ces. Most of them were obtained under the assumption ch F /= 2 and only a few
of them for ch F = 2 (see [4,5]). Moreover, we have never found any results about
preserving Drazin inverses of matrices. The purpose of this paper is to characterize
the forms of all elements in .
The following result is important to get Theorem 3.5.
Theorem 1.1 (see [6]). Let T be a linear map from Mn(F) to Mm(F) preserving
idempotence, ch F /= 2, 1 < n  m, then T has one of the following forms:
(i) T = 0.
(ii) There exist an invertible matrix P ∈ Mm(F) and nonnegative integers r, δ and s
such that
P−1T(A)P = (A ⊗ Iδ) ⊕ (At ⊗ Ir−δ) ⊕ Os
for all A ∈ Mn(F), where m = nr + s and δ  r.
In this paper, we denote by GLn(F) the set of all invertible n × n matrices, by In
and Ot the n × n identity matrix and t × t zero matrix respectively. Let Eij denote
the matrix with 1 at the (i, j)-th position and 0 elsewhere, and [1, n] denote the set
{1, 2, . . . , n}. Let At denote the transpose of A, and trA denote the trace of A for
any A ∈ Mn(F).
2. Some lemmas
For the proof of our main results we need several lemmas. In this section, we
assume that F is an arbitrary field with at least five elements.
Lemma 2.1. Let x1, x2, x3, x4 be four mutually distinct elements in F, and A,B,C,
D ∈ Mn(F). If
A + xkB + x2kC + x3kD = 0
for all k ∈ [1, 4], then
A = B = C = D = 0.
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Proof. The conclusion is clear from theory of linear equations. 
Lemma 2.2. Let T ∈ , then
T(In)T(Eii) = T(Eii)T(In)
for any i ∈ [1, n].
Proof. By (In + (x − 1)Eii)D = In + (x−1 − 1)Eii and T ∈ , we have
T(In + (x − 1)Eii)T(In + (x−1 − 1)Eii)
= T(In + (x−1 − 1)Eii) T(In + (x − 1)Eii)
for any i ∈ [1, n] and any x ∈ F∗. By a direct computation, we get
(x − x−1)[T(In)T(Eii) − T(Eii)T(In)] = 0.
Since F includes at least five elements, we can choose x ∈ F∗ such that x2 /= 1. Thus,
our proof is completed immediately. 
Lemma 2.3. Let T ∈ , then
T(Eii) = T(Eii)2T(In) = T(Eii)T(In)2
for any i ∈ [1, n].
Proof. By (In + (x−1 − 1)Eii)D = In + (x − 1)Eii and T ∈ , we have
T(In + (x − 1)Eii)T(In + (x−1 − 1)Eii)T(In + (x − 1)Eii)
= T(In + (x − 1)Eii)
for any i ∈ [1, n] and any x ∈ F∗.
Let A = T(In), B = T(Eii), then
(A + (x − 1)B)(A + (x−1 − 1)B)(A + (x − 1)B) = A + (x − 1)B. (2.1)
Multiplying the formula (2.1) by x, we get
(A + (x − 1)B)(A(x − 1 + 1) − (x − 1)B)(A + (x − 1)B)
= A(x − 1 + 1) + (x − 1 + 1)(x − 1)B.
Thus
(A + (x − 1)B)(A + (x − 1)(A − B))(A + (x − 1)B)
= A + (x − 1)(A + B) + (x − 1)2B. (2.2)
Since IDn = In, EDii = Eii and T ∈ , we have AD = A, BD = B. It follows that
A3 = A,B3 = B. By A3 = A, B3 = B and Lemma 2.2, from (2.2), we have
(x − 1)(BA2 − B) + (x − 1)2(2A2B − B2A − B) + (x − 1)3(B2A − B) = 0.
By Lemma 2.1, it follows that B = B2A,B = BA2. 
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Lemma 2.4. Let A3 = A ∈ Mn(F), then there exist a matrix P ∈ GLn(F) and a
matrix A1 ∈ Mr(F) such that
A = P diag(A1,On−r )P−1 and A21 = Ir ,
where rank A = r.
Proof. We can write
A = P1
(
Ir O
O O
)
Q1P1P
−1
1 = P1
(
A1 A2
O O
)
P−11 , (2.3)
where P1,Q1 ∈ GLn(F), A1 ∈ Mr(F) and rankA = rank(A1 A2) = r .
By A3 = A and (2.3), we obtain
A21(A1 A2) = (A1 A2). (2.4)
Since the matrix (A1 A2) is of full row rank, from (2.4), we get
A21 = Ir .
Hence it follows that
A = P1
(
A1 A2
O O
)
P−11
= P1
(
Ir −A1A2
O In−r
)(
A1 O
O O
)(
Ir A1A2
O In−r
)
P−11
= P
(
A1 O
O O
)
P−1,
where P = P1
(
Ir −A1A2
O In−r
)
. 
3. The case of ch F /= 2
In this section, we assume that the characteristic of F is not 2.
Lemma 3.1. Let T ∈ , then the following equations hold:
(i) T(In)T(Eij ) = T(Eij )T(In),
(ii) T(Eij )T(In)2 = T(Eij ),
for any distinct i, j ∈ [1, n].
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Proof. For any distinct i, j ∈ [1, n] and x ∈ F∗, by (In + xEij )D = In − xEij and
T ∈ , we have
T(In + xEij )D = T(In − xEij ).
So we get
T(In + xEij )T(In − xEij ) = T(In − xEij )T(In + xEij ).
And it follows that
2x[T(In)T(Eij ) − T(Eij )T(In)] = 0. (3.1)
Seeing that ch F /= 2 and x ∈ F∗, the formula (i) comes up from (3.1).
Again by T(In + xEij )D = T(In − xEij ), we have
T(In − xEij )T(In + xEij )T(In − xEij ) = T(In − xEij ). (3.2)
Since T(In)D = T(In), we get T(In)3 = T(In). From the formula (i), T(In)3 = T(In)
and (3.2), with a direct computation, we have
x(T(Eij ) − T(Eij )T(In)2) − x2T(Eij )2T(In) + x3T(Eij )3 = 0.
By Lemma 2.1, we get the formula (ii). 
Lemma 3.2 (see Theorem 1 on p. 193 of [7]). Let A2 = In, A ∈ Mn(F), then there
exist a matrix P ∈ GLn(F) and nonnegative integers p, q such that
A = P diag(Ip,−Iq)P−1,
where p = rank(A + In), rank A = p + q = n.
Proof. By A2 = In, it is easy to verify that 12 (A + In) is an idempotent matrix.
Hence there exists a matrix P ∈ GLn(F) such that
1
2
(A + In) = P
(
Ip O
O O
)
P−1,
where p = rank(A + In). So we get
A = P
(
Ip O
O −Iq
)
P−1,
where q = n − p. 
Lemma 3.3. Let A3 = A ∈ Mn(F), then there exist a matrix P ∈ GLn(F) and non-
negative integers p, q and s such that
A = P diag(Ip,−Iq,Os)P−1,
where rank A = p + q, p = rank(A + In) + rankA − n and p + q + s = n.
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Proof. By Lemma 2.4, there exists a matrix P1 ∈ GLn(F) such that
A = P1
(
A1 O
O O
)
P−11 ,
where rankA = r , and A21 = Ir . By Lemma 3.2, there exists a matrix P2 ∈ GLr(F)
such that
A1 = P2
(
Ip O
O −Iq
)
P−12 ,
where p + q = r and p = rank(A1 + Ir ).
It follows that
A = P1diag
(
P2
(
Ip O
O −Iq
)
P−12 ,Os
)
P−11
= P1
(
P2 O
O Is
)
diag(Ip,−Iq,Os)
(
P−12 O
O Is
)
P−11
= P diag(Ip,−Iq,Os)P−1,
where P = P1
(
P2 O
O Is
)
, s = n − p − q.
It is clear that
p = rank(A1 + Ir )
= rank
(
A1 + Ir O
O On−r
)
= rank
(
A1 + Ir O
O In−r
)
− n + r
= rank
((
A1 O
O On−r
)
+ In
)
− n + r
= rank(A + In) + rank A − n.
The proof is completed. 
Lemma 3.4 (see Theorem 4.1.3 of [5]). Let T be a linear map from Mn(F) to Mm(F)
preserving idempotence, and ch F /= 2. If n > m  1, then T = 0.
Theorem 3.5. Let ch F /= 2, m, n > 1, and F with at least five elements, then T ∈ 
if and only if T has one of the following forms:
(i) T = 0.
(ii) There exist an invertible matrix P ∈ GLm(F) and nonnegative integers p1, p2,
q1, q2 and s such that
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P−1T(A)P = (A ⊗ Ip1) ⊕ (At ⊗ Iq1) ⊕ (A ⊗ −Ip2) ⊕ (At ⊗ −Iq2) ⊕ Os
for all A ∈ Mn(F), where m = (p1 + p2 + q1 + q2)n + s.
Proof. Since T(In)D = T(IDn ) = T(In), we have T(In)3 = T(In). By Lemma 3.3,
there exists a matrix P ∈ GLm(F) such that
T(In) = P diag(It1 ,−It2 ,Ot3)P−1, (3.3)
where t1 + t2 + t3 = m.
For any X ∈ Mn(F), from Lemma 2.2 and (i) of Lemma 3.1 it follows that
T(In)T(X) = T(X)T(In). (3.4)
From Lemma 2.3 and (ii) of Lemma 3.1 it follows that
T(X) = T(X)T(In)2. (3.5)
From (3.3), (3.4) and (3.5), we have
T(X) = P diag(X1, X2,Ot3)P−1, X1 ∈ Mt1(F), X2 ∈ Mt2(F).
Let f1(X) = X1 and f2(X) = −X2, then
T(X) = P diag(f1(X),−f2(X),Ot3)P−1. (3.6)
Since T is a linear map, by (3.6), we know that f1 : Mn(F) → Mt1(F) and f2 :
Mn(F) → Mt2(F) are linear maps. By (3.3) and (3.6), we have f1(In) = It1 and
f2(In) = It2 .
Again by (3.6), we have
T(XD) = P diag(f1(XD),−f2(XD),Ot3)P−1, (3.7)
and
T(X)D = P diag(f1(X)D,−f2(X)D,Ot3)P−1. (3.8)
By (3.7), (3.8) and T(XD) = T(X)D, we know that f1 : Mn(F) → Mt1(F) and f2 :
Mn(F) → Mt2(F) are linear maps, which preserve Drazin inverses of matrices.
Now we prove that f1 is an idempotent preserver (it can be proved similarly that
f2 is an idempotent preserver). In fact, for any M2 = M ∈ Mn(F) , there exists a
matrix Q ∈ GLn(F) such that
M = Q(Ir ⊕ O)Q−1, (3.9)
where rank M = r . Let
T1(X) = f1(QXQ−1) (3.10)
for all X ∈ Mn(F), then T1 is a linear map from Mn(F) to Mt1(F) preserving Drazin
inverses of matrices and T1(In) = It1 . By Lemma 2.3 and T1(In) = It1 , we have
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T1(Eii) = T1(Eii)2 (3.11)
for any i ∈ [1, n].
Since (xEii ± Ejj )D = x−1Eii ± Ejj for any distinct i, j in [1, n] and any x ∈
F∗, we have (xT1(Eii) ± T1(Ejj ))D = x−1T1(Eii) ± T1(Ejj ). Let T1(Eii) = Ai
and T1(Ejj ) = Aj , we have (xAi ± Aj)D = x−1Ai ± Aj . So we get
(x−1Ai ± Aj)(xAi ± Aj)(x−1Ai ± Aj) = x−1Ai ± Aj . (3.12)
From (3.11) and (3.12) it follows that
AjAi + AiAj + x2AjAiAj = 0. (3.13)
By (3.13) and Lemma 2.1 , we get
AjAiAj = 0, AjAi + AiAj = 0.
Combining the above two equations and (3.11), we deduce that
AjAi = AiAj = 0. (3.14)
From (3.9)–(3.11) and (3.14), we obtain
f1(M) = f1(Q(Ir ⊕ O)Q−1)
= T1(Ir ⊕ O)
=
r∑
i=1
T1(Eii)
=
r∑
i=1
T1(Eii)2
=
(
r∑
i=1
T1(Eii)
)2
= (T1(Ir ⊕ O))2 = f1(M)2,
which implies that f1 is an idempotent preserver. Similarly, f2 is also an idempotent
preserver.
Since f1 and f2 are both idempotent preservers, with Lemma 3.4 and Theorem
1.1, we have the following cases:
If n > t1, then f1 = 0 by Lemma 3.4. If n  t1, then f1 has one of the forms (i),
(ii) of Theorem 1.1. Similarly, if n > t2, then f2 = 0 by Lemma 3.4. If n  t2, then
f2 has one of the forms (i), (ii) of Theorem 1.1.
From the above consideration about f1 and f2, it follows that T has one of the
forms (i), (ii) of Theorem 3.5.
Conversely, if T has one of the forms (i), (ii) of Theorem 3.5, it is easy to verify
T ∈ . Thus, Theorem 3.5 is proved. 
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4. The case of ch F = 2
In this section, we assume that the characteristic of F is 2 and n = m. We denote
by ∗ the set of all linear bijections, which preserve Drazin inverses of matrices,
from Mn(F) to itself.
Lemma 4.1 (see Theorem 1 on p. 225 of [7]). Let A2 = In, A ∈ Mn(F), then there
exist a matrix P ∈ GLn(F) and nonnegative integers r, s such that
A = P

Ir Ir OO Ir O
O O Is

P−1,
where rank A = 2r + s = n, r = rank(A − In).
Proof. By A2 = In, we get (A − In)2 = 0. By rank(A − In) = r , there exists a
matrix P1 ∈ GLn(F) such that
P1(A − In)P−11 =
(
A1 A2
O O
)
, (4.1)
where rank(A1 A2) = r , A1 ∈ Mr(F).
By (A − In)2 = 0 and (4.1), it follows that
A1(A1 A2) = 0. (4.2)
Since the matrix (A1 A2) is of full row rank, from (4.2), we get A1 = 0. It fol-
lows that rank A2 = r and r  n − r from (4.2). Thus there exists a matrix Q1 ∈
GLn−r (F) such that
A2 = (Ir O)Q−11 . (4.3)
Substituting A1 = 0 and (4.3) into (4.1), we have(
Ir O
O Q−11
)
P1(A − In)P−11
(
Ir O
O Q−11
)−1
=
(
Or Ir O
O O O
)
.
So we get
A = P

Ir Ir OO Ir O
O O In−2r

P−1,
where P = P−11
(
Ir O
O Q1
)
. 
Lemma 4.2. Let A3 = A ∈ Mn(F), then there exist a matrix P ∈ GLn(F) and non-
negative integers r, s and t such that
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A = P diag
((
Ir Ir
0 Ir
)
, Is,Ot
)
P−1,
where rank A = 2r + s, r = rank(A − In) + rankA − n and 2r + s + t = n.
Proof. Let rankA = p. By Lemma 2.4, there exists a matrix P1 ∈ GLn(F) such
that
A = P1
(
D O
O O
)
P−11 ,
where D2 = Ip, D ∈ Mp(F).
By Lemma 4.1, there exists a matrix P2 ∈ GLp(F) such that
D = P2

Ir Ir OO Ir O
O O Is

P−12 ,
where 2r + s = p, r = rank(D − Ip) = rank(A − In) + p − n.
So we obtain
A = P diag
((
Ir Ir
0 Ir
)
, Is,Ot
)
P−1,
where P = P1
(
P2 O
O It
)
∈ GLn(F) and 2r + s + t = n. 
Lemma 4.3. Let T ∈ ∗, then T(In) = In.
Proof. By Lemma 2.2, we have
T (In)T (Eii) = T (Eii)T (In) (4.4)
for any i ∈ [1, n]. By Lemma 2.3, we have
T(Eii) = T(Eii)T(In)2 (4.5)
for any i ∈ [1, n].
For any distinct i, j ∈ [1, n], any x ∈ F, by (In + xEij )D = In − xEij and T ∈
∗, we have
T(In − xEij )T(In + xEij )T(In − xEij ) = T(In − xEij ). (4.6)
By Lemma 2.1 and ch F = 2, from (4.6), with a direct computation, we obtain
T(In)2T(Eij ) + T(Eij )T(In)2 + T(In)T(Eij )T(In) = T(Eij ). (4.7)
Since T(In)D = T(IDn ) = T(In), we get T(In)3 = T(In). By T(In)3 = T(In) and
Lemma 4.2, without loss of generality, we can assume that
T(In) = diag
((
Ir Ir
0 Ir
)
, Is,Ot
)
. (4.8)
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We only need to prove r = 0 and t = 0. If t /= 0, suppose T(Eii) =
(
X Y
Z U
)
for any i in [1, n], where U ∈ Mt(F). We conclude U = Ot from (4.5) and (4.8).
Let T(Eij ) =
(
X1 Y1
Z1 U1
)
for any distinct i, j in [1, n], where U1 ∈ Mt(F), we also
conclude U1 = Ot from (4.7) and (4.8).
From the above statement, we obtain
T(A) =
(∗ ∗
∗ Ot
)
for all A ∈ Mn(F). Since T is a bijective map, a contradiction follows from the above
formula, so t = 0.
In this fact, we need to prove r = 0. If r /= 0, by t = 0, then one of the two
following cases holds:
(1) n is even, s = 0 and T(In) =
(
I n
2
I n
2
0 I n
2
)
,
(2) T(In) =
(
Ir Ir
0 Ir
)
⊕ Is(s  1).
When case (1) occurs, let T(Eii) =
(
X Y
Z U
)
for any i in [1, n], where X,U ∈
Mn
2
(F). Substituting it into (4.4), we get Z = On
2
. Notice that T(In)2 = In. Let
T(Eij ) =
(
X1 Y1
Z1 U1
)
for any distinct i, j in [1, n]. Substituting it into (4.7), we
get Z1 = On2 . So we have
T(A) =
( ∗ ∗
On
2
∗
)
for all A ∈ Mn(F), which is not possible since T is a bijective map.
When case (2) occurs, similarly we get
T(A) =

 ∗ ∗ ∗Or ∗ ∗
∗ ∗ ∗


for all A ∈ Mn(F). This implies a contradiction as well.
Hence r = 0 and t = 0. Thus, our proof is completed. 
Lemma 4.4 (see Theorem 3.2 of [8]). Let R be a commutative principal ideal
domain, T a linear map from Mn(R) to Mn(R) preserving idempotence, T /= 0,
ch R = 2, n > 1 and R /= F2, then T has one of the following forms:
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(1) there exists a matrix P ∈ GLn(R) such that
T(A) = PAP−1 for all A ∈ Mn(R) (n > 1),
(2) there exists a matrix P ∈ GLn(R) such that
T(A) = PAtP−1 for all A ∈ Mn(R) (n > 1),
(3) there exists a matrix P ∈ GLn(R) such that
T(A) = PAP−1 + (trA)In for all A ∈ Mn(R) (n > 1),
(4) there exists a matrix P ∈ GLn(R) such that
T(A) = PAtP−1 + (trA)In for all A ∈ Mn(R) (n > 1),
(5) there exists a matrix P ∈ GLn(R) such that
T(A) = (trA)P diag(In−r , Or)P−1 for all A ∈ Mn(R) (n > 1),
or
(6) there exists a matrix P ∈ GLn(R) such that
T(A) = PT0(A)P−1 for all A =
(
a b
c d
)
∈ Mn(R) (n = 2),
(7) there exists a matrix P ∈ GLn(R) such that
T(A) = P(T0(A))tP−1 for all A =
(
a b
c d
)
∈ Mn(R) (n = 2),
where T0(A) =
(
a + d bx + cy
0 0
)
, x and y ∈ R.
Theorem 4.5. T ∈ ∗ if and only if T has one of the following forms:
(i) there exists a matrix P ∈ GLn(F) such that
T(A) = PAP−1 for all A ∈ Mn(F),
(ii) there exists a matrix P ∈ GLn(F) such that
T(A) = PAtP−1 for all A ∈ Mn(F),
where n > 1.
Proof. We first prove that T is an idempotent preserver. By applying Lemma 4.4,
we can complete the proof. In fact, for any A2 = A ∈ Mn(F), we have
(In + A)3 = In + A + A2 + A3 = In + A,
which implies that
(In + A)D = In + A. (4.9)
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By (4.9) and T ∈ ∗, we get T(In + A)D = T(In + A). Hence
T(In + A)3 = T(In + A). (4.10)
Since A3 = A implies AD = A, we have T(A)D = T(A). Therefore
T(A)3 = T(A). (4.11)
By (4.10), (4.11) and Lemma 4.3, we obtain
T(A) = T(A)2.
Hence T is an idempotent preserver. So T has one of the forms of Lemma 4.4. Since
T is a linear bijection, it is clear that T has one of the forms (1), (2), (3), (4) of
Lemma 4.4 for any T ∈ ∗.
Now we prove that T has one of the forms (1), (2) of Lemma 4.4 for any T ∈ ∗.
If T has the form (3) of Lemma 4.4, then
T(A) = PAP−1 + (trA)In for all A ∈ Mn(F) (n > 1). (4.12)
For sufficiency, there are three cases to consider.
Case (1): When n is odd, from (4.12), we get T(In) = In + In = 0, which is not
possible since T is a linear bijection.
Case (2): When n is even, and n  4, since F includes at least five elements, we
can choose a ∈ F∗ such that a satisfies a /= 1 and a2 + a + 1 /= 0. Let
A = diag
(
1
a
,
1
a + 1
)
⊕ In−2, (4.13)
then
AD = A−1 = diag(a, a + 1) ⊕ In−2. (4.14)
By (4.12) and (4.13), we have
T(A) = P diag
(
1
a + 1 ,
1
a
)
⊕
((
1
a + 1 +
1
a
+ 1
)
In−2
)
P−1. (4.15)
By (4.12) and (4.14), we have
T(AD) = P diag(a + 1, a) ⊕ On−2P−1. (4.16)
By (4.15), we have
T(A)D = T(A)−1 = P diag(a + 1, a) ⊕
(
a(a + 1)
a2 + a + 1In−2
)
P−1. (4.17)
So we obtain
T(AD) /= T(A)D
by (4.16) and (4.17), which is in contradiction with T ∈ ∗.
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Case (3): When n = 2. Suppose A =
(
x1 x2
x3 x4
)
∈ Mn(F), then
T(A) = PAP−1 + (tr A)I2
= P
(
x4 x2
x3 x1
)
P−1
= P
(
0 1
1 0
)(
x1 x3
x2 x4
)(
0 1
1 0
)
P−1
= P1AtP−11 ,
where P1 = P
(
0 1
1 0
)
. Therefore, in this case, T has the form (2) of Lemma 4.4.
If T has the form (4) of Lemma 4.4, the discussion is similar to the above. So T has
one of the forms (1), (2) of Lemma 4.4 for any T ∈ ∗.
Conversely, if T has one of the forms (1), (2) of Lemma 4.4, it is easy to verify
T ∈ ∗. Thus, the proof is completed. 
5. Remark
When ch F /= 2, in this paper, we consider the forms of the linear maps preserving
Drazin inverse of matrix. The problem of the additive maps preserving Drazin inverse
of matrix is not solved in this paper, since the known Theorems 1.1 and Lemma 3.4
cited to in this paper are concerned with linear maps only. So this is an open problem.
When ch F = 2, in the paper, the map is considered to be a linear bijection from
Mn(F) to Mm(F). In this case, m = n is necessary. The preserving problem of linear
map (non-bijection) concerning the Drazin inverse of matrix has not been solved,
which is an open problem as well.
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