Introduction {#Sec1}
============

The concept of self-organized criticality was introduced in Bak et al. \[[@CR2]\] as a lattice model with a fairly elementary dynamics. Despite its simplicity, this model exhibits a very complex structure: the dynamics drives the system towards a stationary state which shares several properties of equilibrium systems at the critical point, e.g. power law decay of cluster sizes and of correlations of the height-variables. The model was generalised by Dhar \[[@CR5]\] in the so-called Abelian sandpile model (ASP). Since then, the study of self-criticality has become popular in many fields of natural sciences, and we refer the reader to Járai \[[@CR10]\] and Redig \[[@CR20]\] for an overview on the subject. In particular, several modifications of the ASP were introduced such as non-Abelian models, ASP on different geometries, and continuum versions like the divisible sandpile treated in Levine and Peres \[[@CR15], [@CR16]\]. We are interested in the latter one which is defined as follows. By a graph $\documentclass[12pt]{minimal}
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                \begin{document}$$G = (V, E)$$\end{document}$ we indicate a connected, locally finite and undirected graph with vertex set *V* and edge set *E*. By $\documentclass[12pt]{minimal}
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                \begin{document}$$(x,\,y)\in E$$\end{document}$. A divisible sandpile configuration on G is a function $\documentclass[12pt]{minimal}
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                \begin{document}$$s : V \rightarrow {{\mathrm{\mathbb {R}}}}$$\end{document}$, where *s*(*x*) indicates a mass of particles at site *x*. Note that here, unlike the ASP, *s*(*x*) is a real-valued (possibly negative) number. If a vertex $\documentclass[12pt]{minimal}
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                \begin{document}$$s(x)> 1$$\end{document}$, it topples by keeping mass 1 for itself and distributing the excess $\documentclass[12pt]{minimal}
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                \begin{document}$$s(x) -1$$\end{document}$ uniformly among its neighbours. At each discrete time step, all unstable vertices topple simultaneously.
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                \begin{document}$$(\sigma (x))_{x\in V}$$\end{document}$ i.i.d. standard Gaussians, we construct the divisible sandpile with weights $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} s(x)=1+\sigma (x)-\frac{1}{|V|}\sum _{y\in V} \sigma (y). \end{aligned}$$\end{document}$$As in many models of statistical mechanics, one is interested in defining a notion of criticality here too.
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                \begin{document}$$e^{(n)}(x)$$\end{document}$ denote the total mass distributed by *x* before time *n* to any of its neighbours. If $\documentclass[12pt]{minimal}
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                \begin{document}$$e_{V}$$\end{document}$ is called the *odometer* of *s*. We have the following dichotomy: either $\documentclass[12pt]{minimal}
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                \begin{document}$$x\in V$$\end{document}$ (explosion). It was shown in Levine et al. \[[@CR17]\] that if *s*(*x*) is assumed to be i.i.d. on an infinite graph which is vertex transitive, and if $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathsf {E}[s(x)]>1$$\end{document}$, *s* does not stabilize, while stabilization occurs for $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathsf {E}[s(x)]=1$$\end{document}$) the situation is graph-dependent. For an infinite vertex transitive graph, with $\documentclass[12pt]{minimal}
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                \begin{document}$$0<\mathsf {Var}(s(x))<+\infty $$\end{document}$ then *s* almost surely does not stabilize.

For a finite connected graph, one can give quantitive estimates and representations for $\documentclass[12pt]{minimal}
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                \begin{document}$$e_V$$\end{document}$. It is shown in Levine et al. \[[@CR17], Proposition 1.3\] that the odometer corresponding to the density ([1.1](#Equ1){ref-type=""}) on a finite graph *V* has distribution$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} (e_V(x))_{x\in V}\overset{d}{=}\left( \eta (x) -\min _{z\in V}\eta (z)\right) _{x\in V} \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\eta $$\end{document}$ is a "bilaplacian" centered Gaussian field with covariance$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathsf {E}[\eta (x)\eta (y)] =\frac{1}{\mathrm {deg}(x)\mathrm {deg}(y)}\sum _{w\in V}g(x, w)g(w, y) \end{aligned}$$\end{document}$$setting$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} g(x,y)= \frac{1}{|V|}\sum _{z\in V} g^z(x,y) \end{aligned}$$\end{document}$$and $\documentclass[12pt]{minimal}
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                \begin{document}$$g^z(x, y)=\mathsf {E}\left[ \sum _{m=0}^{\tau _z-1}{{\mathrm{\mathbb {1}}}}_{\{S_m=y\}}\right] $$\end{document}$ for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$S=(S_m)_{m\ge 0}$$\end{document}$ a simple random walk on *V* starting at *x* and $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau _z := \inf \{m\ge 0 : S_m = z\}$$\end{document}$. The field is called "bilaplacian" since a straightforward computation shows that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta _g$$\end{document}$ denotes the graph Laplacian$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \Delta _g f(x):=\sum _{y\sim _V x}f(y)-f(x),\quad f:\,V\rightarrow {{\mathrm{\mathbb {R}}}}. \end{aligned}$$\end{document}$$Hence the covariance is related to the Green's function of the discrete bilaplacian (or biharmonic) operator.

The interplay between the odometer of the sandpile and the bilaplacian becomes more evident in the observation made by Levine et al. on the odometer in $\documentclass[12pt]{minimal}
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                \begin{document}$$n\rightarrow + \infty $$\end{document}$ to the bilaplacian Gaussian field on $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathrm{\mathbb {R}}}}^d$$\end{document}$"."Note that, although they work with Gaussian weights in the proof of Proposition 1.3, their comment comprises also the case when $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma $$\end{document}$ has a more general distribution. Inspired by the above remark, we determine the scaling limit of the odometer in $\documentclass[12pt]{minimal}
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                \begin{document}$$\Xi $$\end{document}$ is not a random variable, but a *random distribution* living in an appropriate Sobolev space on $\documentclass[12pt]{minimal}
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                \begin{document}$$\left\{ \left\langle \Xi ,\,u \right\rangle :\,u\in H^{-1}(\mathbb {T}^d)\right\} $$\end{document}$ with variance $\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta ^2$$\end{document}$ now is the continuum bilaplacian operator. We will give the analytical background to this definition in Sect. [2.2](#Sec5){ref-type="sec"}. As a by-product of our proof, we are able to determine the kernel of the continuum bilaplacian on the torus which, to the best of the authors' knowledge, is not explicitly stated in the literature.

*Related work* Scaling limits for sandpiles have already been investigated: in the ASP literature limits for stable configurations have been studied, for example, in Levine et al. \[[@CR18]\] and Pegden and Smart \[[@CR19]\]. Their works are concerned with the partial differential equation that characterizes the scaling limit of the ASP in $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$-stable divisible sandpile in Frómeta and Jara \[[@CR6]\], who deal with a divisible sandpile for which mass is distributed not only to nearest-neighbor sites, but also to "far away" ones. Their limit is related to an obstacle problem for the truncated fractional Laplacian. In the subsequent work Cipriani et al. \[[@CR4]\], the authors of the present paper extend the result to the case in which the assumption on the finite variance of the $\documentclass[12pt]{minimal}
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The discrete bilaplacian (also called *membrane*) model was introduced in Sakagawa \[[@CR23]\] and Kurt \[[@CR11], [@CR12]\] for the box of $\documentclass[12pt]{minimal}
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                \begin{document}$$d\ge 4$$\end{document}$ Sun and Wu \[[@CR27]\] and Lawler et al. \[[@CR13]\] construct a discrete model for the bilaplacian field by assigning random signs to each component of the uniform spanning forest of a graph and study its scaling limit. As far as the authors know, Levine et al. \[[@CR17]\] is the first paper in which the discrete bilaplacian model has been considered with periodic boundary conditions.

Main results {#Sec2}
------------

*Notation* We start with some preliminary notations which are needed throughout the paper. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {T}^d$$\end{document}$ be the *d*-dimensional torus, alternatively viewed as $\documentclass[12pt]{minimal}
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### Theorem 1 {#FPar1}
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We can now show the next Theorem, which generalises the previous one to the case in which the weights have an arbitrary distribution with mean zero and finite variance. We keep the proof separate from the Gaussian one, as the latter will allow us to obtain precise results on the kernel of the bilaplacian, and has also a different flavor. Moreover, the more general proof relies on estimates we obtain in the Gaussian case. With a slight abuse of notation, we will define a field $\documentclass[12pt]{minimal}
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### Theorem 2 {#FPar2}
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We now give an explicit description of the covariance structure of $\documentclass[12pt]{minimal}
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### Theorem 3 {#FPar3}

(Kernel of the biharmonic operator in higher dimensions) Let $\documentclass[12pt]{minimal}
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### Remark 1 {#FPar4}

(Kernel of the biharmonic operator in lower dimensions) The convergence result of Theorem [2](#FPar2){ref-type="sec"} allows us to determine the kernel in $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left( u,\,\Delta ^{-2}u\right) _{L^2(\mathbb {T}^d)}=\sum _{\nu \in {{\mathrm{\mathbb {Z}}}}^d{\setminus }\{0\}}\frac{\left| {\widehat{u}}(\nu )\right| ^2}{\Vert \nu \Vert ^{4}}=\iint _{\mathbb {T}^d\times \mathbb {T}^d}u(z)u(z'){\mathcal {K}}(z-z'){{\mathrm{d}}}z{{\mathrm{d}}}z', \end{aligned}$$\end{document}$$where we can define the kernel of the bilaplacian to be$$\documentclass[12pt]{minimal}
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*Outline of the article*The necessary theoretical background is given in Sect. [2](#Sec3){ref-type="sec"}, together with an outline of the strategy of the proof of Theorem [1](#FPar1){ref-type="sec"}. Auxiliary results and estimates are provided in Sect. [3](#Sec7){ref-type="sec"}. The proof of Theorem [1](#FPar1){ref-type="sec"} lies in Sect. [4](#Sec9){ref-type="sec"}, and of Theorem [2](#FPar2){ref-type="sec"} in Sect. [5](#Sec14){ref-type="sec"}. Finally we conclude with the proof of Theorem  [3](#FPar3){ref-type="sec"} in Sect. [6](#Sec19){ref-type="sec"}.

Preliminaries {#Sec3}
=============

In this section we review the basics of the spectral theory of the Laplacian on the discrete torus from Levine et al. \[[@CR17]\]. We also remind the fundamentals of abstract Wiener spaces which enable us to construct standard Gaussian random variables on a Sobolev space on $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {T}^d$$\end{document}$. The presentation is inspired by Silvestri \[[@CR25]\]. We also comment on the basic strategy of the proof of Theorem [1](#FPar1){ref-type="sec"} and make some important remarks on the test functions we use for our calculations. We refer for the Fourier analytic details used in this article to Stein and Weiss \[[@CR26]\] and for a survey on random distributions to Gel'fand and Vilenkin \[[@CR7]\].

Fourier analysis on the torus {#Sec4}
-----------------------------

We now recall a few facts about the eigenvalues of the Laplacian from Levine et al. \[[@CR17]\] for completeness. Consider the Hilbert space $\documentclass[12pt]{minimal}
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Gaussian variables on homogeneous Sobolev spaces on the torus {#Sec5}
-------------------------------------------------------------

Since our conjectured scaling limit is a random distribution, we think it is important to keep the article self-contained and give a brief overview of analytic definitions needed to construct the limit in an appropriate functional space. Our presentation is based on Sheffield \[[@CR24], Section 2\] and Silvestri \[[@CR25], Sections 6.1, 6.2\].
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Strategy of the proof of Theorem [1](#FPar1){ref-type="sec"} {#Sec6}
------------------------------------------------------------
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### Proposition 4 {#FPar5}
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*A note on test functions* By the above construction, the set of test functions we will consider is the set of smooth functions $\documentclass[12pt]{minimal}
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Auxiliary results {#Sec7}
=================

In this section we provide a proof of Proposition [4](#FPar5){ref-type="sec"}. The result helps us tackle the singularity arising from the zero eigenvalue of $\documentclass[12pt]{minimal}
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Proof of Proposition [4](#FPar5){ref-type="sec"} {#Sec8}
------------------------------------------------

### Proof {#FPar6}
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Proof of Theorem [1](#FPar1){ref-type="sec"} {#Sec9}
============================================

We recall that it will suffice to prove the two properties (P1) and (P2) to achieve the Theorem. We first use to our advantage the fact that the test functions we consider have zero average, hence we can get rid of the minimum term which appears in the definition of the odometer. Let us recall the field in ([1.3](#Equ3){ref-type=""})$$\documentclass[12pt]{minimal}
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Proof of (P2) {#Sec10}
-------------

*Overview of the proof* We have just seen that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathsf {E}\left[ \left\langle \Xi _n,\,u\right\rangle ^2 \right]&=16\pi ^4 n^{-(d+4)}\sum _{z,\,z'\in \mathbb {T}_n^d} u(z)u(z') \mathsf {E}[ \chi _{nz}\chi _{nz'}]+\mathsf {E}\left[ R_n(u)^2\right] \\&\quad +4\pi ^2\mathsf {E}\left[ n^{-\frac{d+4}{2}}\sum _{z\in \mathbb {T}_n^d} u(z)\chi _{nz}R_n(u)\right] . \end{aligned}$$\end{document}$$To deal with the convergence of the above terms we need two propositions. The first one shows that the first term yields the required limiting variance.

### Proposition 5 {#FPar7}

In the notation of this Section,$$\documentclass[12pt]{minimal}
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The second Proposition says the remainder term is small.

### Proposition 6 {#FPar8}

In the notations of this Section, $\documentclass[12pt]{minimal}
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Then an application of the Cauchy-Schwarz inequality will allow us to deduce that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \lim _{n\rightarrow +\infty }\mathsf {E}\left[ \left\langle \Xi _n,\,u\right\rangle ^2 \right] =\Vert u\Vert ^2_{{-1}} \end{aligned}$$\end{document}$$and the condition (P2) will be ensured. We give the proof of Proposition [5](#FPar7){ref-type="sec"}, which is the core of our argument, in Sect. [4.1.1](#Sec11){ref-type="sec"} and of Proposition [6](#FPar8){ref-type="sec"} in Sect. [4.1.2](#Sec12){ref-type="sec"}.

### Proof of Proposition [5](#FPar7){ref-type="sec"} {#Sec11}

Before we begin our proof we would like to prove a bound which would be crucial in estimating the eigenvalues of the Laplacian on the discrete torus. This lemma will be used later for other parts of the proof too.

#### Lemma 7 {#FPar9}
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#### Proof {#FPar10}
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#### Remark 2 {#FPar11}

The equation ([4.5](#Equ17){ref-type=""}) is not enough to obtain sharp asymptotics for $\documentclass[12pt]{minimal}
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We begin with the proof of Proposition [5](#FPar7){ref-type="sec"}. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$u : \mathbb {T}^d\rightarrow {{\mathrm{\mathbb {R}}}}$$\end{document}$ be a smooth function with zero mean. Define $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$u_n:{{\mathrm{\mathbb {Z}}}}_n^d\rightarrow {{\mathrm{\mathbb {R}}}}$$\end{document}$ as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$u_n(z):= u(\frac{z}{n})$$\end{document}$. Note that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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### Proof on the remainder: Proposition [6](#FPar8){ref-type="sec"} {#Sec12}
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Using the mean value theorem as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$u\in C^\infty (\mathbb {T}^d)$$\end{document}$ we get that, for some $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$c\in (0,1)$$\end{document}$,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} |K_n(z)|&\le n^d\int _{B\left( z,\frac{1}{2n}\right) } |u(x)-u(z)|{{\mathrm{d}}}x\\&\le n^d\int _{B\left( z,\frac{1}{2n}\right) } \Vert \nabla u(cx+(1-c)z) \Vert \,\Vert z-x\Vert {{\mathrm{d}}}x\\&\le C\frac{ n^d}{2n} \int _{B\left( z, \frac{1}{2n}\right) } \Vert \nabla u(cx+(1-c)z) \Vert {{\mathrm{d}}}x\le C \frac{\Vert \nabla u\Vert _{L^\infty (\mathbb {T}^d)}}{n}. \end{aligned}$$\end{document}$$Since $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Vert \nabla u\Vert _{L^\infty (\mathbb {T}^d)}<+\infty $$\end{document}$ the claim follows. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$
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#### Proof of Proposition 6 {#FPar14}
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We are then done with the proof of (P2) on page 7.

Tightness: proof of (P1) {#Sec13}
------------------------

We proceed to prove tightness. Before that, we must introduce a fundamental result: Rellich's theorem.

### Theorem 9 {#FPar15}
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Assume we can prove

### Claim 10 {#FPar17}
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We are then left to show the claim we have made:

### Proof of Claim 10 {#FPar18}
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This gives a proof of (P1) on page 7 and completes the proof of Theorem [1](#FPar1){ref-type="sec"}.

Proof of Theorem [2](#FPar2){ref-type="sec"} {#Sec14}
============================================

*Strategy of the proof* We will argue as in Theorem [1](#FPar1){ref-type="sec"} and need thus to show both (P1) and (P2). While (P2) will follow almost in the same way as in the Gaussian case, (P1) will require a different approach. Firstly, we will need to remove constants in defining $\documentclass[12pt]{minimal}
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*Reduction to a bounded field* We first recall some facts from Levine et al. \[[@CR17]\]. Note that odometer $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$e_n$$\end{document}$ satisfies$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\left\{ \begin{array}{ll} \Delta _g e_n(x)= 1-s(x), \\ \min _{z\in {{\mathrm{\mathbb {Z}}}}_n^d} e_n(z)=0. \end{array}\right. } \end{aligned}$$\end{document}$$Also if one defines$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} v_n(y)=\frac{1}{2d} \sum _{x\in {{\mathrm{\mathbb {Z}}}}_n^d} g(x,y) (s(x)-1), \end{aligned}$$\end{document}$$then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Delta _g(e_n-v_n)(z)=0$$\end{document}$. Since any harmonic function on a finite connected graph is constant, it follows from the proof of Proposition 1.3 of Levine et al. \[[@CR17]\] that the odometer has the following representation also in the case where the weights are non-Gaussian:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} e_n(x)= v_n(x)-\min _{z\in {{\mathrm{\mathbb {Z}}}}_n^d}v_n(z). \end{aligned}$$\end{document}$$Let us define the following functional: for any function $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$h_n: {{\mathrm{\mathbb {Z}}}}_n^d\rightarrow {{\mathrm{\mathbb {R}}}}$$\end{document}$ set$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \Xi _{h_n}(x):=4\pi ^2\sum _{z\in \mathbb {T}^d_n}n^{\frac{d-4}{2}}h_n({nz}){{\mathrm{\mathbb {1}}}}_{B\left( z,\,\frac{1}{2n}\right) }(x),\quad x\in \mathbb {T}^d. \end{aligned}$$\end{document}$$Note that for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$u\in C^\infty (\mathbb {T}^d)$$\end{document}$ such that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\int _{\mathbb {T}^d} u(x){{\mathrm{d}}}x=0$$\end{document}$ it follows immediately that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \left\langle \Xi _{e_n}, u\right\rangle = \left\langle \Xi _{v_n}, u\right\rangle . \end{aligned}$$\end{document}$$Observe that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} s(x)-1= \sigma (x)-\frac{1}{n^d} \sum _{y\in {{\mathrm{\mathbb {Z}}}}_n^d} \sigma (y) \end{aligned}$$\end{document}$$and hence we have from ([5.1](#Equ34){ref-type=""})$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} v_n(y)=\frac{1}{2d}\sum _{x\in {{\mathrm{\mathbb {Z}}}}_n^d} g(x,y)\sigma (x)-\frac{1}{2d n^{d}} \sum _{x\in {{\mathrm{\mathbb {Z}}}}_n^d} g(x,y) \sum _{z\in {{\mathrm{\mathbb {Z}}}}_n^d} \sigma (z). \end{aligned}$$\end{document}$$By ([3.2](#Equ11){ref-type=""}) it follows that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(2d)^{-1} \sum _{x\in {{\mathrm{\mathbb {Z}}}}_n^d} g(x,y)= (2d)^{-1}n^{-d}\sum _{w\in {{\mathrm{\mathbb {Z}}}}_n^d} \mathsf {E}_y[\tau _w]$$\end{document}$ which is independent of *y*. We can then say that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} v_n(y)= \frac{1}{2d}\sum _{x\in {{\mathrm{\mathbb {Z}}}}_n^d} g(x,y)\sigma (x)- Cn^{-d}\sum _{z\in {{\mathrm{\mathbb {Z}}}}_n^d} \sigma (z). \end{aligned}$$\end{document}$$If we call$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} w_n(y):=\left( 2d\right) ^{-1}\sum _{x\in {{\mathrm{\mathbb {Z}}}}_n^d} g(x,y)\sigma (x), \end{aligned}$$\end{document}$$by the mean-zero property of the test functions it follows that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\left\langle \Xi _{v_n}, u\right\rangle = \left\langle \Xi _{w_n}, u \right\rangle .$$\end{document}$ Therefore we shall reduce ourselves to study the convergence of the field $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Xi _{w_n}.$$\end{document}$ To determine its limit, we will first prove that all moments of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Xi _{w_n}$$\end{document}$ converge to those of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Xi $$\end{document}$; via characteristic functions, we will show that the limit is uniquely determined by moments.

Scaling limit with bounded weights {#Sec15}
----------------------------------

The goal of this Subsection is to determine the scaling limit for bounded weights, namely to prove

### Theorem 11 {#FPar19}
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Before showing this result, we must prove an auxiliary Lemma. It gives us a uniform estimate in *n* on the Fourier series of the mean of *u* in a small ball.

### Lemma 12 {#FPar20}
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### Proof {#FPar21}
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We can now start with the moment method, and we being with moment convergence.

*Moment convergence* We now show that all moments converge to those of the required limiting distribution. This is explained in the following Proposition.

### Proposition 13 {#FPar22}
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Truncation method {#Sec16}
-----------------

At the moment we are able to determine the scaling limit when the weights are bounded almost surely. To lift this condition to zero mean and finite variance only, we begin by defining a truncated field and show it will determine the scaling limit of the global field. Fix an arbitrarily large (but finite) constant $\documentclass[12pt]{minimal}
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### Theorem 14 {#FPar24}

(Billingsley \[[@CR3], Theorem 4.2\]) Let *S* be a metric space with metric $\documentclass[12pt]{minimal}
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### Proof of (S1) {#Sec17}

We notice that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \left\| \Xi _{w_n}-\Xi _{w_n^{<\mathcal R}}\right\| _{\mathcal H_{-\epsilon }}=\left\| \Xi _{w_n^{\ge \mathcal R}}\right\| _{{\mathcal {H}}_{-\epsilon }} \end{aligned}$$\end{document}$$by definition, for every realization of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(\sigma (x))_{x\in {{\mathrm{\mathbb {Z}}}}_n^d}$$\end{document}$. Since, for every $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tau >0$$\end{document}$,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \mathsf {P}\left( \left\| \Xi _{w_n^{\ge \mathcal R}}\right\| _{\mathcal H_{-\epsilon }}\ge \tau \right) \le \frac{\mathsf {E}\left[ \left\| \Xi _{w_n^{\ge \mathcal R}}\right\| _{{\mathcal {H}}_{-\epsilon }}^2\right] }{\tau ^2} \end{aligned}$$\end{document}$$it will suffice to show that the numerator on the right-hand side goes to zero to show (S1). But$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}&\mathsf {E}\left[ \left\| \Xi _{w_n^{\ge \mathcal R}}\right\| _{\mathcal H_{-\epsilon }}^2\right] \nonumber \\&\quad =16\pi ^4\sum _{\nu \in {{\mathrm{\mathbb {Z}}}}^d{\setminus }\{0\}}\sum _{x,\,y\in \mathbb {T}^d_n}\Vert \nu \Vert ^{-4\epsilon }n^{d-4}\mathsf {E}\left[ w_n^{\ge \mathcal R}(xn) w_n^{\ge \mathcal R}(ny)\right] \nonumber \\&\qquad \times \int _{B(x,\,\frac{1}{2n})}{\mathbf {e}}_{\nu }(\vartheta ){{\mathrm{d}}}\vartheta \int _{B(y,\,\frac{1}{2n})}\overline{{\mathbf {e}}_{\nu }(\vartheta )}{{\mathrm{d}}}\vartheta \end{aligned}$$\end{document}$$Since the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sigma $$\end{document}$'s are i.i.d., we see that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}&\mathsf {E}\left[ w_{n}^{\ge R}(xn)w_{n}^{\ge \mathcal R}(yn)\right] =\frac{1}{4d^{2}}\sum _{w\in \mathbb {Z}_n^{d}}g(nx,\,w)g(ny,\,w)\mathsf {E}\left[ \sigma (w)^{2}\mathbb {1}_{\left\{ |\sigma (w)|\ge \mathcal R\right\} }\right] \nonumber \\&\qquad +\frac{1}{4d^{2}}\sum _{w\ne v\in \mathbb {Z}_n^{d}}g(nx,\,w)g(ny,\,v)\mathsf {E}\left[ \sigma (w)\sigma (v)\mathbb {1}_{\left\{ |\sigma (w)|\ge \mathcal R\right\} }\mathbb {1}_{\left\{ |\sigma (v)|\ge \mathcal R\right\} }\right] \nonumber \\&\quad =\left( \mathsf {E}\left[ \sigma ^2\mathbb {1}_{\left\{ |\sigma |\ge \mathcal R\right\} }\right] -\mathsf {E}\left[ \sigma \mathbb {1}_{\left\{ |\sigma |\ge \mathcal R\right\} }\right] ^{2}\right) \frac{1}{4d^{2}}\sum _{w\in \mathbb {Z}_n^{d}}g(nx,\,w)g(ny,\,w)\nonumber \\&\qquad +\mathsf {E}\left[ \sigma \mathbb {1}_{\left\{ |\sigma |\ge \mathcal R\right\} }\right] ^2\frac{1}{4d^{2}}\sum _{w,\,v\in \mathbb {Z}^{d}_n}g(nx,\,w)g(ny,\,v). \end{aligned}$$\end{document}$$Pluging the last expression into ([5.12](#Equ45){ref-type=""}) gives two terms. The first one is, using ([5.8](#Equ41){ref-type=""}), equal to$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}&16\pi ^4\left( \mathsf {E}\left[ \sigma ^{2}\mathbb {1}_{\left\{ |\sigma |\ge \mathcal R\right\} }\right] -E\left[ \sigma \mathbb {1}_{\left\{ |\sigma |\ge \mathcal R\right\} }\right] ^{2}\right) \\&\quad \times \sum _{\nu \in {{\mathrm{\mathbb {Z}}}}^d{\setminus }\{0\}}\Vert \nu \Vert ^{-4\epsilon }n^{d-4}\sum _{x,\,y\in \mathbb {T}^d_n}H(nx,\,ny)F_{n,\,\nu }(x)\overline{F_{n,\,\nu }(y)} \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$F_{n,\,\nu }(x)$$\end{document}$ was defined as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\int _{B(x,\,\frac{1}{2n})}{\mathbf {e}}_{\nu }(\vartheta ){{\mathrm{d}}}\vartheta $$\end{document}$. We have at hand ([4.15](#Equ27){ref-type=""}), which we can use to upper-bound the previous expression by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} C'16\pi ^4\left( \mathsf {E}\left[ \sigma (w)^{2}\mathbb {1}_{\left\{ |\sigma (w)|\ge \mathcal R\right\} }\right] -E\left[ \sigma (w)\mathbb {1}_{\left\{ |\sigma (w)|\ge \mathcal R\right\} }\right] ^{2}\right) \sum _{\nu \in {{\mathrm{\mathbb {Z}}}}^d{\setminus }\{0\}}\Vert \nu \Vert ^{-4\epsilon } \end{aligned}$$\end{document}$$for some $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C'>0$$\end{document}$. The sum over $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\nu $$\end{document}$ is finite as long as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\epsilon >{d}/{4}$$\end{document}$, and$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \mathsf {E}\left[ \sigma (w)^{2}\mathbb {1}_{\left\{ |\sigma (w)|\ge \mathcal R\right\} }\right] -E\left[ \sigma (w)\mathbb {1}_{\left\{ |\sigma (w)|\ge \mathcal R\right\} }\right] ^{2} \end{aligned}$$\end{document}$$is going to zero as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal R\rightarrow +\infty $$\end{document}$ (note that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sigma $$\end{document}$ has finite variance). We will show that the second term obtained by inserting the second summand of ([5.13](#Equ46){ref-type=""}) in ([5.12](#Equ45){ref-type=""}) is zero to complete the proof of (S1). In fact we obtain$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}&\frac{4\pi ^4}{d^2}n^{d-4}\mathsf {E}\left[ \sigma \mathbb {1}_{\left\{ |\sigma |\ge \mathcal R\right\} }\right] ^{2}\sum _{\nu \in {{\mathrm{\mathbb {Z}}}}^d{\setminus }\{0\}}\Vert \nu \Vert ^{-4\epsilon }\\&\quad \times \sum _{x,\,y\in \mathbb {T}^d_n}\sum _{w,\,v\in \mathbb {Z}_n^{d}}g(nx,\,w)g(ny,\,v) F_{n,\,\nu }(x)\overline{F_{n,\,\nu }(y)}. \end{aligned}$$\end{document}$$We consider the second line in the previous expression to deduce that it equals$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned}&\left| \sum _{x\in \mathbb {T}^d_n}\sum _{w\in \mathbb {Z}_n^{d}}g(nx,\,w)F_{n,\,\nu }(x)\right| ^2=n^{2d}\left| \sum _{w\in \mathbb {Z}_n^{d}}\sum _{x\in {{\mathrm{\mathbb {Z}}}}^d_n}\widehat{g_w}(x)\widehat{F_{n,\,\nu }}(x)\right| ^2\\&\quad {\mathop {=}\limits ^{(2.2)}}\left| -2d\sum _{w\in \mathbb {Z}_n^{d}}\sum _{x\in {{\mathrm{\mathbb {Z}}}}^d_n{\setminus }\{0\}}\frac{\psi _{-x}(w)}{\lambda _x}\widehat{F_{n,\,\nu }}(x)+\sum _{w\in {{\mathrm{\mathbb {Z}}}}_n^d}\widehat{g_w}(0)\widehat{F_{n,\,\nu }}(0)\right| ^2 \end{aligned}$$\end{document}$$where Parseval's theorem was used in the first equality. Both the summands above are zero: the first because$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sum _{w\in {{\mathrm{\mathbb {Z}}}}_n^d}\psi _{-x}(w)=n^d\langle \psi _0,\,\psi _{-x}\rangle =0,\quad x\ne 0, \end{aligned}$$\end{document}$$the second because $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathbf {e}}_{\nu }$$\end{document}$ has zero average and so$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \widehat{F_{n,\,\nu }}(0)=n^{-d}\sum _{y\in {{\mathrm{\mathbb {Z}}}}_n^d}F_{n, \,\nu }(y)=0. \end{aligned}$$\end{document}$$

### Proof of (S2) {#Sec18}
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Proof of Theorem [3](#FPar3){ref-type="sec"} {#Sec19}
============================================

*Preliminaries* We must conclude with the proof of Theorem [3](#FPar3){ref-type="sec"} and begin by introducing some notation. We take $\documentclass[12pt]{minimal}
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Lemma 15 {#FPar25}
--------
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Proof {#FPar26}
-----
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Therefore, rather than working on ([6.5](#Equ51){ref-type=""}), we will concentrate on the first term of ([6.6](#Equ52){ref-type=""}).

Proof of Theorem 3 {#FPar27}
------------------

Following the proof of Proposition [5](#FPar7){ref-type="sec"}, it is enough to prove the convergence of the first term of ([6.6](#Equ52){ref-type=""}) to the right-hand side of ([1.4](#Equ4){ref-type=""}). Since $\documentclass[12pt]{minimal}
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