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ABSTRACT
The purpose of this study was to develop a course in experi­
mental design and statistics for graduate music therapy students.
This study was developed in order to address, specifically, research 
problems in music therapy. Two recent independent studies of gradu­
ate research projects of music therapy studies indicated that the 
chief deficiencies were inadequate research designs and the under­
utilization of statistical devices.
As an addendum to the development of the course, a survey of 
the statistical course offerings in graduate and undergraduate music 
therapy curricula was conducted. The sixty-four music therapy de­
partments approved by the National Association for Music Therapy were 
surveyed. With a fifty-four percent response rate, the results 
indicated that seventy-one of the respondents generally felt that one 
semester of statistics adequately prepared the graduate and bachelor's 
level student to read and interpret research as well as to carry out 
their own research after graduation. These results were particularly 
interesting in light of the comments by the editor of the Journal of 
Music Therapy who mentioned that the primary reasons for the rejection 
of manuscripts are deficient experimental designs and inappropriate 
statistical usage.
The course contained a total of fourteen units: four review
R eprodu ced  with p erm ission  of th e copyright ow ner. Further reproduction prohibited without perm ission .
units and ten course units. The topics covered in the review units 
were experimental research and terminology, introduction to the 
computer terminal, the t-test, and the completely randomized design. 
The ten course units covered various types of analyses of variance 
and covariance, multiple correlation and regression, discriminant 
function analysis, and non-parametric statistics. It is suggested 
the course continue to be restricted to graduate music therapy 
dents who have at least two semesters of statistics.
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INTRODUCTION
The Loyola University Music Therapy Department was established 
in 1957. In 1967, a master's degree program was added to the existing 
undergraduate curriculum. The Loyola master's degree in music therapy 
requires a minimum of thirty credit hours and is primarily a research 
oriented degree. Students are required to achieve an adequate techni­
cal knowledge of statistics and research procedures while in the 
process of completing four research papers.
There are seven core courses in the graduate curriculum. Pres­
ently, graduate students are required to have completed three courses 
in experimental design and statistics. Most students entering the 
program usually have completed no formal courses in statistics or ex­
perimental design, while others may have had at least one course.
Loyola undergraduate students must complete two courses in sta­
tistics and experimental design to fulfill degree requirements. The 
courses are described as follows: Introduction to Research, which 
covers the nature of scientific investigation in general and particu­
larly as it relates to the field of psychology; and Statistics and 
Methods, which focuses on descriptive and inferential statistical 
methods. The third and final course in the program. Experimental
R ep ro d u c ed  with p er m is sio n  o f  t h e  copyright ow n er. Further reprod uction prohibited w ithou t p erm ission .
Design, includes advanced experimental designs and methodologies, par­
ticularly as they relate to use of the computer terminal.^ Currently 
these courses are taught outside of the Department.
Topic to be Researched 
The primary purpose of this research was to develop an advanced 
statistics course which would address specific research problems in 
music therapy. That this course, with its specificity, is necessary 
can be seen in concurrent studies authored by members of the music 
therapy faculty.Both studies examined unpublished research papers 
of music therapy graduate students and found that the primary deficien­
cies were (1) inadequately conceived methodologies and (2) limited 
research designs. Other less frequently occurring deficiencies were 
(3) insufficiently explained research procedures and (4) inadequate 
descriptions of subjects.
Significance of the Topic 
In the spring of 1980, a study was conducted as an addendum to
Êxplore the 80's at Loyola, Loyola University Bulletin, vol. 
LXVII, no. 1 (New Orleans: Loyola University Bulletin, 1980), pp. 298- 
299.
Anthony A. Decuir, "Analysis of Fifteen Unpublished Research2. .
Reports in Music Therapy," New Orleans, 1979. (Mimeographed.) 
3Cheryl D. Maranto, "An Analysis of Unpublished Research Reports 
Music Therapy," New Orleans, 1979. (Mimeographed.)
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the development of this course.^ The purpose of this study was to 
survey the statistical course offerings in graduate and undergraduate 
music therapy curricula. Faculty members of schools approved by the 
National Association for Music Therapy were sent questionnaires to 
determine the status of statistics courses in their respective depart­
ments. A fifty-four percent response rate was achieved from the 
sixty-four departments. The results indicated that seventy-one per­
cent of the respondents did not require courses in statistics for 
undergraduate students. Those schools that did require statistics 
courses (either on ti undergraduate or graduate level) required only 
one semester. Generally respondents felt that one semester of sta­
tistics adequately prepared the graduate and bachelor's level student 
to read and interpret research as well as to carry out their own re­
search after graduation.
Thirty-eight of thirty-nine participants in the survey reported 
that statistical information was taught in courses other than sta­
tistics. While all of the respondents believed that it was important 
for students to be able to read and interpret research literature, 
the majority of respondents felt that a one-semester course was suf­
ficient.
In a recent editorial appearing in the Journal of Music Therapy,
^Anthony A. Decuir, "A Survey of Statistical Course Offerings 
in Music Therapy," paper presented at the 31st Annual Conference of 
the National Association for Music Therapy, Minneapolis, Minnesota, 
4 November 1980.
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the official publication of the National Association for Music Therapy, 
Janet Perkins Gilbert^ listed deficient experimental designs and inap­
propriate statistical usage as reasons for the rejection of manu­
scripts. Gilbert® also found that since 1972 more pure research has 
appeared in the Journal of Music Therapy than applied research. This 
fact seems to be explained in an article by Graham^, who stated that 
pure research is more of an academic exercise usually done to fulfill 
degree requirements. The author also reasoned that clinicians tend to 
be more prone toward practical problem-solving research, but are re­
luctant to subject their work to the scrutiny of an editorial board. 
With a decline in the total number of articles submitted to the Journal 
of Music Therapy (Jellison,® Gilbert^), it appears that there is a 
tremendous need for research and statistical training specifically de­
signed to meet the needs of music therapists.
®Janet Perkins Gilbert, "Guidelines to Contributors," Journal of 
Music Therapy 17 (Summer, 1980); 46-49.
®Janet Perkins Gilbert, "Published Research in Music Therapy, 
1973-1978; Content, Focus, and Implications for Future Research," 
Journal of Music Therapy 16 (Fall, 1979): 102-110.
^Richard Graham, "Practical Research in Music Therapy," Journal 
of Music Therapy 6 (Winter, 1969): 94-97.
^Judith A. Jellison, "The Frequency and General Mode of Inquiry 
of Research in Music Therapy, 1952-1972," Council for Research in 
Music Education 35 (Winter, 1973): 1-8.
^Gilbert, "Published Research in Music Therapy, 1973-1978: . . ." 
102-110.
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Delimitations
The course to be developed will continue to be restricted to 
master's level music therapy students who have completed a minimum of 
two semesters of undergraduate statistics. While review units covering 
research terminology, experimental design, descriptive statistics, 
t-test, and analyses of variance will be included, these units are not 
intended to substitute for comprehensive study in these areas. An 
introduction to the computer terminal, while not a review unit, is 
listed with the review units because of the need to introduce the stu­
dent to the terminal early in the semester.
Method of Investigation
A primary focus of the course was the utilization of pedagogical 
examples specific to music therapy. Unpublished and published re­
search studies were cited to teach experimental design and rationale 
for the selection of statistical devices. The course was designed 
around the following behavioral objectives;
1. Given a set of data, students will select an appropriate 
statistical device and explain the rationale upon which the selection 
was based
2. Given a set of data, students will calculate statistics on 
a desk calculator or computer terminal, whichever is appropriate
3. Given the results of statistical tests, students will in­
terpret the results using appropriate tabular, graphic or verbal 
presentations and describe to what extent the data may be generalized
R eproduced  with p erm ission  of th e copyright ow ner. Further reproduction prohibited without perm ission .
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Development of the Course
Concerning the selection of statistical devices to be presented 
in the course, music therapy professors were asked to select eighteen 
statistical devices that they felt were important for their students 
to know. Of the sixty-four professors surveyed, fifty-four percent 
responded. The devices chosen most often were chi square, t-test 
(both eleven percent), One-Way Analysis of Variance, Mann-Whitney U 
(both ten percent), Friedman Two-Way Analysis of Variance and the 
Wilcoxon Matched-Pairs Sign Rank Test (seven percent). The remaining 
tests received fewer choices.
Each unit contains an introduction which explains its rationale, 
and a detailed methodology which includes one or more examples for 
each statistic presented. At the end of each course unit there is a 
series of exercises and instructions for completing the exercises.
The review and course units are as follows:
Review Units
Unit 1. Research Terminology and Experimental Design - 
1st Week and 2nd Week
Unit 2. Introduction to the Computer Terminal - 3rd Week
Unit 3. The t-test - 4th Week
Unit 4. Single One-Way Analysis of Variance: Completely 
Randomized Design - 5th Week
Course Units
Unit 1. Analysis of Variance: Factorial Designs - 6th Week
Unit 2. Analysis of Variance; Treatment Designs - 7th Week
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7
Unit 3. Analysis of Variance: Mixed Designs - 8th Week
Unit 4. Analysis of Covariance -
Unit 5. Multiple Correlation and Regression -
Unit 6. Discriminant Function Analysis -
Unit 7. Non-parametric Statistics: Test of Goodness-of-Fit -
Unit 8. Non-parametric Statistics: Tests for Two Independent 
Samples -
Unit 9. Non-parametric Statistics: Tests for Correlated
Unit 10. Non-parametric Statistics: Tests for More than Two 
Groups -
Development of Remainder of Report 
The remainder of the report is developed as follows: 
Chapter II Related Literature 
Chapter III Review and Course Units 
Chapter IV Summary, Conclusions, and Recommendations
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RELATED LITERATURE
Introduction
This review of the literature contains two sections, the first 
of which examines reports and minutes of the early research committees 
of the National Association for Music Therapy. These committee reports 
discuss the importance of research to the development of music therapy 
as a profession. The second section is a review of the literature to 
date in all of the disability areas in which music therapists work.
The purpose for citing this literature is to illustrate to the student 
(1) the types of research currently being done in the profession and 
the skills required in order to contribute to this body of knowledge, 
and (2) finally, specific areas in which the literature is sparse.
Historical Basis
The National Association for Music Therapy (NAMT) was founded in 
1950. From its very inception, research has occupied a primary place 
in NAMT. In the 1951 Yearbook, the objectives of the Association ap­
pear as follows:
1. To encourage and report research projects
2. To maintain a close working alliance with medical personnel
R eprodu ced  with perm ission  of th e copyright ow ner. Further reproduction prohibited without perm ission .
3. To maintain a close interest in the actual application of 
music in treatment programs in either a hospital or non­
hospital setting
4. To offer assistance in maintaining and developing standards 
of training for hospital musicians and music therapists
5. To offer aid in the establishment of music therapy positions 
where budget and personnel allocations permit
6. To aid in the distribution of helpful information pertaining 
to music therapy10
Further evidence of this commitment can be seen in the research com­
mittee's publication of its "Aims and Definitions of Function." They 
are;̂ ^
1. To identify and state critical hypotheses in need of being 
tested and explored
2. To clarify and help define basic concepts in music therapy
3. To aid the Executive Committee in publicizing information 
on experiments, findings, conclusions, and research projects 
for further verification and replication
4. To serve as a clearing house to help avoid futile or ill- 
advised research pursuits, by suggesting improvements or 
changes in experimental design in the interest of more 
efficient investment of time and resources
5. To provide some model experimental designs that might be at 
once general and typically suitable for investigating by 
standard approaches several sample problems
6. To accumulate a "suggestion-barrel" out of which to recom­
mend good, well-formulated problems that may fit into a 
larger scheme of music therapy, having in mind a broad 
twenty-year plan of study
^^Music Therapy 1951, Book of Proceedings of the National Associ­
ation for Music Therapy (Chicago, 111.: 1950 p. v.).
^hbid., p. 179.
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7. To enlist the cooperation of clinical centers, music 
schools, and graduate schools, such as have departments 
of psychology, music education, medical schools, etc., 
whose students or research personnel are capable of pur­
suing the study of crucial problems in this field
8. To develop an evaluated listing of a music therapy bibli­
ography which may be made available to persons needing 
such materials
9. To aid in the liason between the National Association for 
Music Therapy and the various psychiatric and medical 
associations
The driving belief of the founders of NAMT was that in order to build 
a profession a "solid body of information"^^ needed to be accumu­
lated. The hallmark of this research, as expressed by the committee, 
was that it had to be "observable, measurable, predictable, and con­
trollable."^^ Such were the statements and beliefs promulgated in 
the formative years of NAMT to guide in the development of a research
Historically, writers in the music therapy profession adopted 
an attitude early in its existence of the importance of researchers 
selecting minute research problems. Anderson^^ suggested that re­
searchers concentrate on problems encountered by music therapists in 
clinical practice. He further suggested that in these initial stages
^K. E. Anderson, "General Considerations: A Frame of Reference 
for Research," in Music Therapy 1952, ed. Esther Gilliland (Lawrence, 
Kansas: National Association for Music Therapy, 1953), p. 215.
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in the development of the profession, stringent controls be exercised
in seeking answers to rather small and limited research questions.
Anderson reasoned that
this atomistic approach to truth is perhaps necessary until 
such time as we have acquired a sort of 'psychological owner­
ship' with regard to what we know in a particular field. In 
fact, I believe it hardly possible to proceed with an in­
telligent course of action based on research findings, until 
the workers in a field have psychological ownership with 
regard to knowledge and techniques peculiar to their baili­
wick.
It is interesting to note here that while Anderson refers to this 
frame of reference as "psychological ownership," Kuhn^^ and others 
refer to it as a paradigm. A paradigm is defined as an "unusually 
recognized scientific achievement that for a time provides model 
problems and solutions to a community of practitioners."^^
Bachrach^® further defined a paradigm as "a scientific model 
that has two major characteristics. First it offers a system by 
which events in the field can be explained better than they can be 
in existing models. Second it is sufficiently open-ended to leave 
all sorts of problems for the redefined group of practitioners to 
resolve." Whether this pursuit of scientific validation is per­
formed under the guise of "psychological ownership" or within the
ISibid., p. 216.
S. Kuhn, The Structure of Scientific Revolution. (Chicago; 
University of Chicago Pressj 1962), p. 23.
18,A. J. Bachrach, Psychological Research. 3rd ed. (New York: 
Random House, 1972), p. 66.
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framework of a "paradigm," the early writers in the field of music 
therapy stressed the importance of controls. Pepinsky^^ stressed that 
scientific standing of the profession "ultimately depends on its 
method of research." And like other professions, astronomy and physics 
for example, researchers in music therapy will need to borrow from 
other professions, namely psychology, for experimental methods.
Pepinsky further maintained that a carefully designed study will an­
ticipate the procedures and statistical devices to be used in its 
evaluation.
Arthur Flager Fultz, who served as the chairman of the research 
committee for the National Association for Music Therapy from 1952 to 
1953, discussed the importance of an accumulated body of literature 
to the specific science it represents. Fultz^O outlined the relation­
ship between literature and scientific validation around three points:
(1) the relation of a literature to its science, (2) the 
relation of broader fields of science, of more general 
scientific, but related disciplines seen in their literary 
background, to our own new, unexplored, comparatively untested 
field of knowledge in music therapy, and (3) the relation of 
our present backlog of research literature to our needs as 
therapists.
This author wrote that the importance of the literature of a science, 
besides giving the informed researcher an opportunity to add his
^ Â. Pepinsky, "Application and Mis-Application of Research 
Techniques in Music Therapy," in Music Therapy 1952, ed. Esther G. 
Gilliland (Lawrence, Kansas: National Association for Music Therapy, 
1953), p. 224.
^®A. F. Fultz, "Research Literature," in Music Therapy 1952, 
ed. Esther G. Gilliland (Lawrence, Kansas: National Association for 
Music Therapy, 1954), p. 221.
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thoughts, "eliminates the expensive waste of foolish reduplication and 
spurious floundering.It was further stressed that the membership 
not only needed to be aware of this stockpile of literature, but 
knowledgeable of its usefulness.
Fultz,22 in a paper entitled "The NAMT Long Range Design for 
Music Therapy Research" published in 1953, listed four broad areas in 
which music therapy interests should be distributed. The first area 
was "Existence of Music Therapy" which asked questions relevant to the 
existence of "such a process," and research and statistical methods 
employed in its validation. The second, "Nature of Music Therapy," 
dealt with experimentation and the classification of clinical obser­
vations. The third category, "Aims of Music Therapy," were related 
to diagnostic, prognostic, therapeutic, and prophylactic goals of 
therapy. The fourth and final area, "Use of Music Therapy," included 
all of the research questions centered around the actual clinical 
performance of music therapy.
Michel^^ further defined Fultz's categories by completing an 
actual count of the research papers found in each category. Reported
Research," in Music Therapy 1953, ed. Mariana Bing (Lawrence, 
Kansas: National Association for Music Therapy, 1954), p. 221.
E. Michel, "Contemporary Research Projects in Progress 
Within the Long Range Design Framework - A Review of Trends," in 
Music Therapy 1953, ed. Mariana Bing (Lawrence, Kansas: National 
Association for Music Therapy, 1954), p. 229.
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in Music Therapy 1953, he found few studies dealing with the process 
or an explanation of what is music therapy. Studies that were found 
were of a speculative nature and dealt primarily with clinical obser­
vation. Fultẑ *̂  mentioned that the chief shortcoming of this research 
technique in music therapy was that because of the newness of the field 
observers were often naive and inexperienced at the techniques dealing 
with observational methods.
From the second category, "Nature of Music Therapy," Fultz re­
ported several studies concerning music as a form of non-verbal com­
munication and the effects of music on behavior. The third category, 
"Aims of Music Therapy - Diagnostic, Prognostic, Therapeutic and 
Prophylactic," produced only three references. In the fourth and 
final category, Michel found no references. Gaston^^ also listed by 
years the classroom research projects and master's theses completed 
by music students concerning the influence of music on behavior. 
Seventy-two papers are cited encompassing the years 1945 to 1954. It 
is interesting to note the importance of the graduate student and stu­
dent research to the development of a research base in music therapy.
Other writers also expressed concern over the development of a 
research base in music therapy. Similar to Fultz and Michel,
^^Fultz, "Research Literature," p. 229.
T. Gaston, "The Development of a Research Program," in 
Music Therapy 1954, ed. E. T. Gaston (Lawrence, Kansas: National 
Association for Music Therapy, 1955), p. 239-42.
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hind the many false claims of how music controlled the mind, and 
adopting, with some degree of caution, "true research in psychiatry."27 
He described the crossroads in terms of researchers pursuing basic re­
search questions, or evolving better theoretical considerations of 
stimulus-response.^® His answer to 
tives must be judiciously pursued.
Pepinsky referred to the need of true research both in music 
therapy and psychiatry. In a later article, he again described the 
state of research in music therapy as still largely observational and 
speculative.^^ This fact he reasoned was due to a lack of training in 
research methods. Further, this author reported that advice sought 
by contributors from the research committee dealt with questions con­
cerning statistical analysis.Pepinsky believed that such inquiries 
were at best "putting the horse before the carriage" because these in­
quiries should have been concerned with experimental design, and asked
prior to the collection of the data 31
Pepinsky, "Introductory Remarks," in Music Therapy 1954, 
ed. E. T. Gaston (Lawrence, Kansas; National Association for Music 
Therapy, 1955), p. 236.
27ibid.
28ibid.
^^Pepinsky, "Introductory Remarks," p. 235.
^®A. Pepinsky, "Research Session Introductory Remarks," in Music 
Therapy 1955, ed. E. T. Gaston (Lawrence, Kansas: National Association 
for Music Therapy, 1956), p. 207.
31lbid., p. 208.
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Perhaps Gaston best summarized the nature of the difficulties 
faced by researchers in this new field. He wrote that music thera­
pists had to learn methods for qualifying and describing data in order 
to survive in a technological world.However, much of the diffi­
culty facing music therapists was due to the arduous task of combining 
art and science in a controlled research situation. And, like earlier 
writers, Gaston believed that this quest for scientific verification 
"must begin humbly with classification and verification of small bits 
of knowledge rather than in a grandiose fashion." He cautioned that 
"however may be considered the relationship and balance of art and 
science, once the music therapist has undertaken research, he has com­
mitted himself to scientific procedures, because research is the 
essential feature of science.Thus, these early comments summa­
rized the views held by E. Thayer Gaston who is considered now to be 
the "father of music therapy."
In the second decade of the Association, researchers continued 
their interest in the "effects and affects of music on the individu­
al."^^ Most of these topics, researched by graduate students of the 
University of Kansas, concerned the "intra" effects of music. More
T. Gaston, "Introductory Remarks, 'Research and Music 
Therapy'," in Music Therapy 1956, ed. E. T. Gaston (Lawrence, Kansas: 
National Association for Music Therapy, 1957), p. 228.
33ibid.
3̂ C. E. Braswell, "The Future of Psychiatric Music Therapy," in 
Music Therapy 1961, ed. Erwin Schneider (Lawrence, Kansas: National 
Association for Music Therapy, 1962), p. 74.
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specifically, these effects dealt with behavioral responses due to 
stimulative and sedative music, pictorial projective responses to 
music, and human postural responses induced by musical stimuli. 
Braswell reported that these research topics, while important to the 
early development of the profession, became less dramatic with the 
advent of psychotropic drugs which produced behavioral responses much 
quicker than m u s i c . A  more pregnant avenue of research, reasoned 
Braswell, would be sociological effects of music - namely the effects 
due to group interaction. This sociological view of research in music 
therapy was advocated because this author felt that the experimental 
research models of psychology were outside of the training of the 
music therapist.
This curriculum emphasis on education and research advocated by 
Braswell was continued in later reports with the point of departure 
being training standards developed by the Education Committee of NAMT 
in 1952. These standards covered three general areas; (1) specific 
skill development, (2) knowledge of history and theory of the influ­
ence of music on behavior, and (3) clinical experiences during the ma­




38 Charles E. Braswell, "Education and Research in Music Therapy,'
in Music Therapy 1960, ed. Erwin H. Schneider (Lawrence, Kansas:
National Association for Music Therapy, 1961), p. 35.
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p e rm ission .
18
research, Braswell wrote that research inquiry should be directed both 
in applied and theoretical areas. The difficulty that the educator 
encounters, however, is when during the undergraduate training ex­
perience are the research skills to be established. With most of the 
curriculum already filled with various courses in music, psychology, 
and sociology, comprehensive training in experimental research is 
nearly impossible. However, courses dealing with the basic procedural 
components of research could be taught. These basic skills include 
problem and purpose statements, experimental designs and quantitative 
methods.Similar to statements of earlier researchers, this writer 
also advocated the completion of small projects which require only 
limited procedures and data evaluation methods.
Before closing a colorful chapter in the history of music 
therapy as reported in the research papers appearing in the music 
therapy yearbooks, it should be noted that experimental and descriptive 
research models were the primary types of research pursued during the 
first decade of the Association. In the final two issues of the year­
books, two historical reports appeared which were authored by Ruth 
Boxberger. The first was entitled "Historical Bases for the Use of 
Music in Therapy" and was an anthropological approach to the use of
Ruth Boxberger, "Historical Bases for the Use of Music in 
Therapy," in Music Therapy 1961, ed. Erwin H. Schneider (Lawrence, 
Kansas: National Association for Music Therapy, 1962), p. 125.
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and the musician in the release of emotions in the cathartic experi­
ence. Other topics on this subject included Greek philosophy, music's 
role in Greek society, medieval music and medicine, and the thera­
peutic use of music in the Baroque and Renaissance periods.
The second publication by this author was the history of NAMT.^^ 
Boxberger began the history from its inception and its early con­
nections with the National Therapeutic Society of New York City founded 
in 1903, the National Association for Music in Hospitals, and the 
National Foundation for Music Therapy established in 1941.42 Another 
extremely informative section of this project was entitled "The Period 
of Formation." Included here were events leading to the "formation of 
the National Association for Music Therapy" and actual minutes of the 
various standing committees of the new Association.^^
The 1962 Yearbook was the last in which all of the business of 
the Association was published under this format. Beginning in 1963, 
the Journal of Music Therapy became the official research organ of
A Review of Research in Music Therapy 
This review of the literature related to the use of music therapy
4^Ruth Boxberger, "History of the National Association for 
Music Therapy, Inc.," in Music Therapy 1962, ed. Erwin H. Schneider 
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will cover research in the following disability areas: physical disa­
bility-, gerontology, drug abuse, penology, adult and childhood mental 
illness, and mental retardation.
Disorders of Childhood and Adolescents 
In the recent history of music therapy, many studies have ap­
peared in the literature supporting the contingent use of music. The 
behavioral approach has been successful in dealing with emotionally 
disturbed children. These studies described the successful application 
of contingent music to improve arithmetic scores (Miller, Dorow and 
Green),^ and inappropriate and disruptive classroom behaviors, such 
as fighting and getting-out-of-seat (McCarty, McElfresh, Rice and 
Wilson, Manser,46 wilson^^). Still another technique found to be 
useful with emotionally disturbed children was Crocker's music pro­
jective technique which appeared in the literature in 1955.48 a
^D. M. Miller et al., "The Contingent Use of Music and Art for 
Improving Arithmetic Scores," Journal of Music Therapy 11 (Summer,
1974): 57-64.
C. McCarty et al., "The Effects of Contingent Background Music 
on Inappropriate Bus Behavior," Journal of Music Therapy 15 (Fall,
1978): 50-56.
^̂ S. B. Hanser, "Group-Contingent Music Listening with Emotionally 
Disturbed Boys," Journal of Music Therapy 11 (Winter, 1974): 220-225.
^̂ C. V. Wilson, "The Use of Rock Music as a Reward in Behavior 
Therapy with Children," Journal of Music Therapy 13 (Spring, 1976): 
40-47.
48porothy B. Crocker, "Music as a Projective Technique," in Music 
Therapy 1955. ed. E. Thayer Gaston (Lawrence, Kansas: National Associ­
ation for Music Therapy, 1956), pp. 86-97.
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replication of this technique under experimental conditions was ac­
complished by Grossman.The results indicated that children told 
stories to music which were not only autobiographical, but were ef­
fected by different types of music.
Clinical Papers
Numerous papers have appeared in the literature concerning the 
use of music in the treatment of childhood and adolescent disorders. 
Projective techniques with these clients have been combined suc-
The potency of music from a sociological viewpoint was described 
by Braswell in the Music Therapy Yearbooks. Several writers in recent 
years have pursued the social aspects of music in terms of small
Grossman, "An Investigation of Crocker's Music Projective 
Techniques for Emotionally Disturbed Children," Journal of Music 
Therapy 15 (Winter, 1978): 179-184.
Children," Psychiatric Quarterly Supplement 38 (1964): 119-126,
^̂ C. G. Mitchell, "Bedtime Music for Psychotic Children," Nursing 
Mirror 122 (1966): 452.
^̂ C. Crockford, "Making the Most of Rhythm and Song; An Invi­
tation to the Withdrawn Child," Journal, Canadian Association for 
Music Therapy 5 (Summer, 1977): 7-8.
^̂ T. Sheppard, "Relationship Therapy Through Music with Malad­
justed Boys," British Journal of Music Therapy 8 (Summer, 1977):
6-10.
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gressed, noninvolved schizophrenic patients. The stages involved ac­
tivities in sound awareness, body percussion, and group conversation. 
Another group technique used involved first teaching the clients to 
read a percussion score and later producing background sounds to 
illustrate stories as well as telling stories to accompany background 
sounds (Powell^^), while more traditionally, Ragland and Apprey^^ 
successfully used a singing group activity with underprivileged ado­
lescents.
Autism and Developmental Delay 
Early infantile autism is a disorder which manifests itself in 
the early stages of childhood. The child exhibits an unwillingness 
to socialize, to relate to his environment, or maintains only peripheral 
human contact. Developmental delay is a childhood disability which 
manifests itself as a delay in the normal functioning of the child, 
such as, communication and socialization skills or perceptual-motor 
skills.
I. Lehrer-Carle, "Group Dynamics as Applied to the Use of Music 
with Schizophrenic Adolescents," British Journal of Music Therapy 4 
(Summer, 1973); 10.
Proceedings, Fourth National Conference, Australian Music Therapy 
Association, 1978, p. 41.
lescents," Journal of Music Therapy 11 (Fall, 1974): 47-55.
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Experimental Papers 
Stevens and Cl:
haviors of five autistic boys using activities involving singing and 
action songs. Also with autistic clients soul music was used con­
tingently to increase appropriate social behaviors such as walking and 
car riding by Reid, Hill, Rawers, and Montegar.^^
Developmental delay is defined as a retardation of the normal 
developmental pattern of children. While these children are not re­
tarded in the normal sense of the word, due to a variety of disorders 
i.e., autism, borderline retardation, psychosis, minimal brain dys­
function or adjustment behavior, they function "at least one level 
below their grade norm."^^ Cartwright and Huckaby^^ used a compre­
hensive program composed of music, social games, physical exercise, 
and educational aids to increase scores on the Verbal Language 
Development Scale and the Peabody Picture Vocabulary Test. In an 
experimental and control group study using speech delayed children.
E. Stevens and F. Clark, "Music Therapy in the Treatment of 
Autistic Children," Journal of Music Therapy 6 (Winter, 1969):
98-104.
Social Skills to a Nonverbal Hyperactive Boy," Journal of Music 
Therapy 12 (Spring, 1975): 2-17.
^̂ J. Cartwright and G. Huckal 
Program," Journal of Music Therapy 9 (Fall, 1972): 137-146.
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p e rm ission .
music and speech therapy program showed more gains on the Houston Test 
for Language Development than a control group which received only a 
speech therapy program designed specifically for speech delayed clients.
Clinical Papers
Clinical approaches used for the treatment of the autistic are 
varied. While authors in the field recognize the general needs of the 
autistic child as development of socialization and interpersonal com­
munication skills, reality contact, increasing verbalization and eye 
contact, diverse approaches are used to achieve these goals. Gener­
ally, clinicians have used movement activities singularly or combined 
with rhythm, Orff-Schulwerk, singing, and activities which used sounds
Treatment of Speech Delayed Children," Journal of Music Therapy 8 
(Fall, 1971): 102-110.
B. Frankel, "The Autistic Psychotic Child: The Use of Music 
Therapy," Bulletin, Children's Hospital 2 (January, 1977): 14-16.
Music Therapy 6 (Fall, 1969): 82-1
^̂ T. S. O'Connell, "The Musical Life of an Autistic Boy," Journal 
of Autism and Childhood Schizophrenia 4 (Winter, 1974): 223-229.
Child," Journal of Music Therapy 1 (Winter, 1964): 135-138.
^̂ M. Mahlberg, "Music Therapy in the Treatment of an Aul 
Child," Journal of Music Therapy 10 (Winter, 1973): 189-193.
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Adult Mental Illness 
Perhaps the treatment category in which music therapy had its 
initial impact was in treatment situations dealing with adults. 
Characteristically, the literature in this area contains numerous 
citations. However, many therapists list adult psychiatric patients 
as among the most difficult to work with.
Experimental Papers
In a study using the Draw-A-Person test to evaluate body concept 
and cognition, McCarty^^ used a dance therapy program to achieve sig­
nificant results with eight adult psychiatric patients. Relatedly, 
rhythmic exercises were used successfully to reduce the pulse rate of 
twenty-three schizophrenic patients (Shatin^^).
Various physiological responses of adult psychiatric patients 
also have been recorded. Heckel, Wiggins, and Salzburg^^ studied the 
effects of tempo of background music on the rate of speech in group 
psychotherapy. Music which had a fast tempo (172 MM) yielded signifi­
cantly more words per minute than music of a slow tempo (60 MM).
Therapy Program," Journal of Music Therapy 10 (Fall, 1973): 144-155.
Term Schizophrenic Patients," in Music Therapy 1957, ed. E. Thayer 
Gaston (Lawrence, Kansas: National Association for Music Therapy, 
1958), p. 169-178.
Operant Speech Levels in Group Therapy," Journal of Clinical Psy­
chology 19 (January, 1963): 129.
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p e rm ission .
pupillary responses of ten psychotic patients. The results revealed 
that the pupils of the subjects were larger with stimulative music 
than with sedative music. These clients also reported that they as­
sociated physical activity with stimulative music and rest or relax-
clients wa:
Ï randomly
selected from the patient population of a midwestern Veterans Adminis­
tration hospital. An equal number of hospital employees served as 
control subjects. The results indicated that patients preferred loud­
ness levels which were significantly softer than those preferred by 
employees. It was also revealed that patients attempted to alter the 
volume of the music less frequently than did employees.
Hauck and Martin used music on a contingent basis to control 
the duration of time-out. Time-out is a technique used in behavior 
management whereby a student is temporarily excluded from activities 
as a form of punishment. The authors found that the music used con­
tingently was effective in reducing the incidence of stereotypic
F. E. Slaughter, "Effects of Musical Stimuli on Normal and Ab­
normal Subjects as Indicated by Pupillary Reflexes," in Music Therapy 
1953, ed. Mariana Bing (Lawrence, Kansas: National Association for 
Music Therapy, 1954), p. 246.
ized Psychiatric Patients and Hospital Employees," Journal of Music 
Therapy 5 (Spring, 1968): 44-52.
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behaviors such as body rocking.Background music was used by 
Sommer^^ in & group psychotherapy model to "support the theory that 
suitable background music is a means of increasing verbal interaction 
in group psychotherapy."
The sociological implications of music group participation were 
studied by Cassity. In a study which explored group cohesion and peer 
acceptance, fourteen subjects were divided into experimental and con­
trol groups. The experimental subjects received group guitar lessons 
leading to a performance while the control group engaged in normal 
hospital activities. Using a technique called sociometry where indi­
vidual group members are asked to rank other group members according 
to whom they preferred associating with, experimental group members 
made more in-group selections than their control group counterparts.
Clinical Papers
The clinical approaches cited in the literature range from 
single activities to entire activity therapy programs. Wasserman^^
P. Hauck and P. L. Martin, "Music as a Reinforcer in Patient- 
Controlled Duration of Time-Out," Journal of Music Therapy 7 (Summer, 
1970): 43-53.
L. Sommer, "Music Therapy Without Music," Bulletin of the 
National Association for Music Therapy 10 (May, 1961): 4-12.
76m . D. Cassity, "The Influence of a Music Therapy Activity Upon 
Peer Acceptance, Group Cohesiveness, and Interpersonal Relationships 
of Adult Psychiatric Patients," Journal of Music Therapy 13 (Summer, 
1976): 66-75.
M. Wasserman, "Music Therapy for the Emotionally Disturbed 
in a Private Hospital," Journal of Music Therapy 9 (Summer, 1972):
99-104.
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utilized guitar, piano, and voice lessons in a program which was 
designed to initiate patients to musical activities as well as to en­
courage their participation when released from the hospital. Singing, 
rhythm band, and musical games were used by Pendergrass.78 coward 
used activities composed of singing, movement to music, and instru­
mental performance.79 Singing alone was used by Ficken,®® Wells, 
and Taylor.®^
Movement and dance activities were employed by Wadeson,and 
Carroccio and Quattlebaum.^^ While usually reserved for children or 
adolescents, handbell choirs were used with adult psychiatric patients
78p. E. Pendergrass, "Therapy Through Service to Others,"
Journal of Music Therapy 2 (Fall, 1965): 86-89.
7̂ B. Coward, "Stimulating Regressed Patients," British Journal 
of Music Therapy 5 (Fall, 1974): 22-26.
®̂T. Ficken, "The Use of Songwriting in a Psychiatric Setting," 
Journal of Music Therapy 14 (Winter, 1976): 163-172.
Wells, "Values and Problems of Patient Performances," in 
Music Therapy 1957. ed. E. Thayer Gaston (Lawrence, Kansas: National 
Association for Music Therapy, 1958), p. 56-64.
Taylor, "Expressive Emphasis in the Treatment of Intropuni- 
tive Behavior," Journal of Music Therapy 6 (Summer, 1969): 41-43.
Wadeson, "Combining Expressive Therapies," American Journal 
of Art Therapy 15 (1976): 43-46.
F. Carroccio and L. F. Quattlebaum, "An Elementary Tech­
nique for Manipulation of Participation in Ward Dances at a Neuro­
psychiatrie Hospital," Journal of Music Therapy 6 (Winter, 1969): 
108-109.
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Less traditional activities were employed by Brown and Seliger. 
These authors employed single note flutes in a forced participation 
model with severely regressed, institutionalized schizophrenic 
patients.Wilke®® established a radio program whereby patients 
took turns being the disc jockey, selecting music to be played and 
studio activities. Reacculturation of patients through the use of 
environmental sounds was employed by Sommer.̂ 9
General Disability 
This section is entitled "general" because it contains a mixture 
of several disability areas which are different from those already 
presented. The references in this section deal with physical disa­
bilities, geriatrics, and a heterogeneous grouping of citations on
Rubin, "Handbells in Therapy," Journal of Music Therapy 13 
(Spring, 1976); 49-52.
®®M. Bruner-Orne, "The Use of Handbells in Music Therapy in a 
Hospital Setting," in Music Therapy 1955; ed. E. Thayer Gaston 
(Lawrence, Kansas: National Association for Music Therapy, 1956), 
p. 219-223.
®^M. E. Brown and M. Seliger, "A Nontherapeutic Device for 
Approaching Therapy in an Institutional Setting," Journal of Group 
Psychotherapy 19 (January, 1969): 88-95.
®®M. Wilke, "The Disc Jockey Jamboree," in Music Therapy I960, 
ed. Erwin H. Schneider (Lawrence, Kansas; National Association for 
Music Therapy, 1961), p. 47-53.
®9d . T. Sommer, "Music Therapy Without Music," Bulletin of the 
National Association for Music Therapy 10 (Summer, 1961); 3.
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hearing disorders, disadvantaged, penology, and substance abuse. In 
the brief history of music therapy, the areas contained in this 
section have received little attention by researchers. Much of the 
fault for this neglect is perhaps attributable to the fact that these 
clients are not hospitalized in large psychiatric institutions, state 
schools, or areas where music therapists traditionally are employed.
Phvsical Disability
According to Nebe, "disability" in vocational rehabilitation in­
clude mental disorders, emotional disturbance, and physical handicaps. 
However, in 1968 disadvantaged individuals were included. Currently, 
disability includes individuals who are unemployed due to physical or 
mental disability, low educational performance, or delinquency and 
prison background. Rehabilitation services provided for the client 
are "1. medical examinations ; 2. surgery, treatment, and convalescent 
services; 3. prosthetic and orthotic appliances; 4. vocational evalu­
ation and work adjustment; 5. vocational and educational training;
6. supplies, transportation, and maintenance; 7. tools, equipment, 
and licenses; 8. job placement; 9, job follow-up,"®® Music therapy 
functions mainly in this setting to enhance the social and inter­
actional skills of the client in an attempt to foster self-sufficiency
91within the client.
®®H. J. Nebe, "Music Therapy - Its Function in Supporting the 
Rehabilitation of the Handicapped," Journal of Music Therapy 8 
(Spring, 1971): 3-11.
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Experimental Papers
Braswell, Buttram, Goldstein, Ott, and Schoenberger^^ investi­
gated the use of music therapy in a vocational rehabilitation setting. 
These authors studied the effects of music therapy activities on self- 
concept, social skills, and rehabilitation potential in an experimental- 
control group design. While significant differences were not found in 
interpersonal relationships or self-concept, significant differences 
were observed between the groups for rehabilitation potential in favor 
of the experimental g r o u p . A  follow-up study by Schoenberger^^ 
examined social, educational, and vocational success of experimental 
and control group clients after termination from the center. From a 
questionnaire sent to both experimental and control group clients and 
their employers, the results indicated that members of the experimental 
group experienced greater success in securing employment or additional 
education, and attaining social satisfaction in employment, educational, 
or social situations.
Relatedly, Wolfe
recreational therapy to increase activity levels and positive verbali­
zation among individuals experiencing chronic pain from a variety of
al Potential," Journal of Music Therapy 7 (Spring, 1970): 28-38.
93lbid.
^\eonard Schoenberger, "Music Therapy and Vocational Achieve­
ment," Journal of Music Therapy 8 (Spring, 1971): 12-25.
E. Wolfe, "Pain Rehabilitation and Music Therapy," Journal 
of Music Therapy 15 (Winter, 1978): 162-178.
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causes. The results revealed that "music may well function as an 
effective dlverslonal tool to aid In Inhibiting the perception of 
chronic paln."^^ Pendleton et al.,^^ found the use of the metronome 
to be beneficial In aiding Insomnia patients, especially when used 
with muscle relaxation.
Clinical Papers
The clinical approaches used In the rehabilitation of the physi­
cally disabled are as varied as the disorders themselves. Client 
populations to be discussed will Include burn patients, handicapped 
children, physically disabled, dystrophic, and the blind.
Chrlstenberry^® used singing, handclapplng, and guitar activities 
to aid in the rehabilitation of burn patients. Sr. Josepha found 
piano lessons well suited for the treatment of a patient with Erb- 
Duchenne paralysis, a disorder which effects the left shoulder, arm, 




L. R. Pendleton et al., "Effects of Metronome - Conditioned 
Relc'iiatlon, Metronome - Induced Relaxation, and Progressive Muscle 
Relaxation on Insomnia," Behavior Research and Therapy 14 (1976); 
165-166.
^ Ê. B. Chrlstenberry, "The Use of Music Therapy with Burn 
Patients," Journal of Music Therapy 16 (Fall, 1979): 138-48.
^̂ Sr. M. Josepha, "Therapeutic Value of Instrumental Performance 
for Severely Handicapped Children," Journal of Music Therapy 1 (Fall, 
1964): 74-79.
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children, Band̂ *̂ ® used singing in conjunction with an activity which 
centered on the identification of environmental sounds. A compre­
hensive dance therapy program was employed by Hecox, Levine, and Scott^®^ 
for use with physically disabled patients. With muscular dystrophic 
children, Korson^®^ employed musical stories accompanied by piano or 
glockenspiels, recorders, drums, and autoharps. This author believed 
that these activities along with puppetry helped the client to become 
more self-sufficient.
A variety of different types of activities were found to be useful 
with blind clients. Capek^®^ used voice and piano to work toward the 
goals of interaction, manipulation, involvement, general instrument and 
rhythmic knowledge, learning, and relaxation. Additionally, the author 
believed that clients should be exposed to as many musical sounds and 
experiences as possible. Similarly, Brunton^®^ involved blind children 
in a wide range of musical activities such as singing, recorder playing.
Band, "Working with the Power of the Sound Experience in 
Early Development and Therapy," Journal. Canadian Association for Music 
Therapy 6 (1978); 15-20.
^^^B. Hecox et al., "Dance in Physical Rehabilitation," Phvsical 
Therapy 58 (August, 1976); 919-924.
^®2prancis Korson, "Music Therapy for Children with Muscular 
Dystrophy," in Music Therapy 1957. ed. E. Thayer Gaston (Lawrence, 
Kansas; National Association for Music Therapy, 1958), p. 192-198.
^®^A. Capek, "Music and the Blind Child," Proceedings of the 
Second National Conference of the Australian Music Therapy Association. 
1976, p. 6.
104. M. Brunton, "Music with Blind Children," Conference Papers
British Society for Music Therapy. 1962-67, p. 1.
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handbells, rhythm band, piano instruction, movement of music, music 
appreciation, and record listening.
Phvsical Disabilities; Cerebral Palsy 
and Communication Disorders 
This second section of literature on physical disabilities con­
tains the experimental and clinical literature on the use of music 
therapy in cerebral palsy and communication disorders. Cerebral palsy 
is a disorder which effects the motor ability of an individual and is 
caused by lesions in the brain occurring most often at birth. The 
motor impairment is most often manifested by "lack of control of arms,
• legs, tongue, speech mechanisms, eyes, or h e a r i n g . ^Iso, there 
is a close relationship between cerebral palsy and the incidence of 
mental retardation.
Cerebral Palsy
Berel, Diller, and Orgel investigated the use of "music as a 
facilitator for visual motor sequencing tasks in children with cerebral 
p a l s y . T h e  authors studied the ability of cerebral palsy children 
to initiate tonal sequencing played on muffled or unmuffled instru­
ments, and placed at various locations in reference to the listener.
H. Nordholm, "Music for the Cerebral Palsied Child," in Music 
Therapy 1953. ed. Mariana Bing (Lawrence, Kansas: National Association 
for Music Therapy, 1954), p. 91-99.
Berel et al., "Music as a Facilitator for Visual Motor 
Sequencing Tasks in Children with Cerebral Palsy," Developmental 
Medicine and Child Neurology 13 (1971): 335-342.
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The results of the study indicated that the clients performed better 
on unmuffled instruments. Performance seemed to be related to IQ 
rather than the physical proximity of the instruments.
Ball, McCrady, and Hart used mercury switches connected to a 
portable radio on a contingent basis to increase the amount of time 
two cerebral palsied children held their heads erect.Fingering, 
breath support, and coordination of blowing was studied by Herron. 
Using a melodica, the results indicated that muscular coordination and 
the use of fingers and hand improved for all of the clients.^®®
The effects of background music on the ability of cerebral pal­
sied children to perform certain tasks were studied by Schneider^^^ and
or music "passively applied" did effect the performance abilities of 
cerebral palsy children.
'T. S. Ball et al., "Automated Reinforcement of Head Posture in 
Two Cerebral Palsied Retarded Children," Perceptual and Motor Skills 
40 (April, 1975); 619-622.
^®®C. J. Herron, "Some Effects of Instrumental Music Training on 
Cerebral Palsied Children," Journal of Music Therapy 7 (Summer, 1970): 
55-58.
H. Schneider, "Relationship Between Musical Experience and 
Certain Aspects of Cerebral Palsied Children's Performance on Selected 
Tasks," in Music Therapy 1956, ed. E. Thayer Gaston (Lawrence, Kansas: 
National Association for Music Therapy, 1957), p. 250-277.
^^®R. Ditson, "A Study of the Effects of Moderate Background Music 
on the Behavior of Cerebral Palsied Children," Bulletin of the Nation­
al Association for Music Therapy 10 (September, 1961): 6.
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Clinical Papers
Clinical approaches for cerebral palsy patients have been tra­
ditional. Bixler^^^ used the production of an operetta with cerebral 
palsy children. The author felt that "desirable social, physical and 
artistic behaviors were fostered by these productions." While group 
singing and rhythmic activities were used by Holser and Krantz,^^^ a 
total program of group singing, rhythm activities, listening to music, 
and playing musical instruments was utilized by Nordholm^^^ and 
Weigl.̂ ^̂
Communication Disorders
The literature presented on communication disorders is related 
to four general disability areas. Those areas are Broca's aphasia, 
stuttering, articulation disorders, and cleft palate disorders.
Twenty-four patients with Broca's aphasia were examined by
Children," in Music Therapy 1960, ed. E. H. Schneider (Lawrence, 
Kansas: National Association for Music Therapy, 1961), p. 101-104.
Holser and R. Krantz, "Music Therapy in an Adult Cerebral 
Palsy Center," American Journal of Occupational Therapy 14 (March, 
1960): 61-63.
in Music Therapy 1954, ed. E. Thayer Gaston (Lawrence, Kansas: 
National Association for Music Therapy, 1955), p. 135-143.
^̂ ^A. Yamadori et al., "Preservation of Singing in Broca's 
Aphasia," Journal of Neurology, Neurosurgery, and Psychiatry 40 
(March, 1977): 221-224.
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appeared to indicate "that the right hemisphere is dominant over the 
left for singing capacity." Healey, Mallard, and Adams studied the 
effects of singing on stuttering of eight adult males. The results 
indicated that stuttering was reduced significantly when subjects sang 
familiar songs..̂116
Clinical Papers
Articulation disorders, namely dyspraxia, hyperhinophonia, and 
general dyslalia were the subject of a paper by Ogden. The author 
found singing activities to be beneficial with these articulation prob- 
lems.^^^ Sparks and Holland found the use of melodic intonation 
therapy (MIT) beneficial in the treatment of aphasie patients.^^® 
Melodic intonation therapy is a technique similar to vocal recitative 
with a range of three or four notes. Michel^^^ employed a tape 
recorder, singing lessons, and a flutophone in the rehabilitation of 
patients with cleft palate disorders.
 ̂ E. C. Healey et al., "Factors Contributing to the Reduction of 
Stuttering During Singing," Journal of Speech and Hearing Disorders 
19 (September, 1976): 475-480.
Ogden, "Application of Music to the Treatment of Children 
Suffering Functional Disorders of Speech and Language," Proceedings, 
Second National Conference, Australian Music Therapy Association, 
(1976): 23-28.
W. Sparks and A. L. Holland, "Method: Melodic Intonation 
Therapy for Aphasia," Journal of Speech and Hearing Disorders 41 
(August, 1976): 287-297.
^^9d . E. Michel, "Music Therapy in Cleft Palate Disorders," in 
Music Therapy 1961, ed. E. H. Schneider (Lawrence, Kansas: National 
Association for Music Therapy, 1962), p. 111-115.
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Galloway'article, "Stuttering and the Myth of Therapeutic 
Singing," presented literature which refutes the belief that singing 
is beneficial therapy for stutterers. The author cited evidence that 
while fluency was exhibited during singing, other activities also pro­
duced this same fluency. He also wrote that while fluency was improved 
during singing and other activities, these periods of fluency were not 
carried over into normal speaking.
Geriatrics
One of the fastest growing disability areas in terms of funding 
and public support is gerontology. Braswell, Maranto, and Decuir^^^ 
reported in 1979 that four percent of the registered music therapists 
practicing in the United States worked in geriatrics. In comparison 
to the other disability areas, most of the literature related to geri­
atrics is somewhat recent— appearing within the last ten years.
Experimental Papers
The research literature covering the use of music with geriatric 
patients is centered around five general areas; musical preference, 
vocal range, activity theory, rhythmic training, and reality orien-
F. Galloway, "Stuttering and the Myth of Therapeutic Singing,' 
Journal of Music Therapy 11 (Winter, 1976); 220-227.
Braswell, C. Maranto and A. Decuir, "A Survey of Clinical 
Practice in Music Therapy, Part I: The Institutions in Which Music 
Therapists Work and Personal Data," Journal of Music Therapy 16 
(Spring, 1979): 2-16.
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Gibbons studied the musical preferences of the elderly in an 
attempt to determine whether musical preference was a factor in their 
lives. The results of the study indicated that "elderly persons 
strongly preferred popular music of their young adult years to popular 
music of life periods after young adulthood."122 jn an area related 
to musical preference, Greenwald and Salzburgl^^ found that the vocal 
range of thirty geriatric patients was approximately thirteen semi­
tones. The authors also found upon examination of the song books com­
monly used with geriatric patients, that the range of songs contained 
in the books were nearly five notes above the vocal range of the 
patients.
Mesecfcl^^ found singing and movement activities to be beneficial 
with chronically ill geriatric patients in improving mental status, 
social behaviors, and ward, behaviors. Martin and Kilgourl^^ used 
rhythm during ward activities to help energize and improve the physi­
cal status of their clients.
C. Gibbons, "Popular Music Preferences of Elderly People," 
Journal of Music Therapy 14 (Winter, 1977); 180-189.
^̂ ^A. M. Greenwald and R. S. Salzburg, "Vocal Range Assessment 
of Geriatric Clients," Journal of Music Therapy 16 (Winter, 1979):
172-179.
N. Martin and W. S. Kilgour, "Music Therapy in Treatment of 
Chronically Regressed Geriatric Patients," Osteopath Annals 6 (April,
1978): 71-73.
Meseck, "An Evaluation of Music Therapy with Geriatric 
Patients," Journal, Canadian Association for Ikisic Therapy 16 (Winter,
1979): 172-179.
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In a more controlled investigation, Riegler utilized a technique 
called reality orientation "to reverse or halt confusion, social with­
drawal, and apathy characteristic of elderly institutionalized 
p a t i e n t s . I n  a program conçaring a traditional reality orientation 
program to a music based RO program, the author found that subjects 
receiving the music-based treatment "improved in orientation to the 
environment significantly more than subjects that received only the 
traditional RO program. Riegler also studied the effectiveness of 
a sensory stimulation program to improve environmental awareness. The 
lesson plans included activities related to self-identification, audi­
tory discrimination and awareness, environmental awareness, and the 
identification of environmental stimuli. The results of the study 
revealed music and sensory training to be an effective aid in enhancing 
sensory abilities of the client.
Clinical Papers
Generally, clinical approaches with geriatric patients have been 
similar to the research methods already mentioned. Oke^^^ advocated
Riegler, "Comparison of a Reality Orientation Program for 
Geriatric Patients With and Without Music," Journal of Music Therapy 
17 (Spring, 1980); 26-33.
^^^Ibid.
Riegler, "The Use of Music in a Group Sensory Training Pro­
gram for Regressed Geriatric Patients," (Master's thesis, Loyola 
University, 1981).
Oke, "Developing Music Stimulation Programmes in Long Term 
Geriatric Settings," Bulletin, Australian Music Therapy Association 
2 (1979): 5-9.
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the use of singing and rhythm activities to stimulate long-term clients. 
Brown^^® used a music and exercise program to counter the effects of 
the normal functional deterioration related to aging. Palmer^^^ and 
Allen^32 presented more comprehensive programs of singing and rhythm 
band activities, physical training, and reality orientation for their 
geriatric clients.
Hearing Disorders, Disadvantaged. Penology 
and Substance Abuse
The following discussion will utilize a variety of research and 
clinical references related to hearing disorders, disadvantaged, 
penology, and substance abuse. The reason for combining these topics 
is due to the spareity of literature in each area. It is important 
that they be cited here because these are areas in which music thera­
pists are currently employed, and have developed research and clinical 
methods to be used with these clients.
Hearing Disorders
Experimental Papers
It has been stated in the literature that children with hearing
Brown, "Assessment of the Effects of Music Therapy in a 
Geriatric Hospital," Proceedings. First National Conference Australian 
Music Therapy Association. (August, 1975): 2-5.
D. Palmer, "Music Therapy in a Comprehensive Program of 
Treatment and Rehabilitation for the Geriatric Resident," Journal of 
Music Therapy 14 (Winter, 1977): 190-197.
132p, fi. Allen, "Music Therapy with Geriatric Patients," British 
Journal of Music Therapy 8 (Autumn, 1977): 2-6.
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impairments tend to exhibit poor emotional control, feelings of ego- 
centricity and inferiority.Galloway and Bean used action songs to 
aid in the development of body-image among hearing impaired children. 
Using six hearing impaired children as subjects, the results indicated 
"that music may be a useful method in teaching selected concepts to 
hearing impaired c h i l d r e n . D a r r o w ^ ^ ^  compared beat reproduction 
ability of normal and hearing impaired students using visual and audi­
tory cues. The results of the study indicated that hearing impaired 
subjects showed greater ability to reproduce beats at eighty-eight 
beats per second than at sixty beats per second.
Clinical Papers
Clinical methods used by music therapists and special music edu­
cators with hearing disorder patients tend to be comprehensive and 
generally similar. The kazoo was used effectively by Birkenshaw,^^^ 
while Strathdee^^^ found Kodaly methods helpful. Curricula composed
F. Galloway and M. F. Bean, "The Effects of Action Songs on 
the Development of Body-Image and Body-Part Identification in Hearing 
Impaired Preschool Children," Journal of Music Therapy 11 (Fall, 1974); 
125-134.
134ibid.
Darrow, "The Beat Reproduction Response of Subjects with 
Normal and Impaired Hearing: An Empirical Comparison," Journal of 
Music Therapy 16 (Summer, 1979): 91-98.
Birkenshaw, "Consider the Lowly Kazoo," Volta Review 77 
(October, 1975): 440-444.
^^̂ H. Strathdee, "Music for Hearing Impaired Children in an Inte­
grating Setting," Bulletin, Australian Music Therapy 3 (February,
1980): 10-12.
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of singing games and vocalises, dancing, auditory training, movement 
exercises, and rhythm awareness through bone conduction were ençloyed 




The experimental literature in this area deals with studies on 
self-esteem and curricula development for slow learners. Michel and 
Martin^43 studied the effects of musical training on self-esteem of 
fourteen adolescent boys. The result of the study was that musical 
skill development may be beneficial in increasing "the self-esteem of 
disadvantaged problem students." Eisenstein^^^ investigated the use 
of guitar lessons presented contingently to improve the reading skills
Allen, "Educating Through Music - An Innovative Program for 
Hearing Impaired Children," Volta Review 77 (1975); 381-385.
Stern, "They Shall Have Music," Volta Review 77 (1975):
495-500.
D. Fahey and L. Birkenshaw, "Bypassing the Ear: The Perception 
of Music by Feeling and Touch," Music Educators Journal 58 (August, 
1972): 44-49.
J. Austin, "The Deaf Child," Conference Papers 1971-1976,
British Society for Music Therapy, pp. 15-20.
E. Michel and D. Martin, "Music and Self-Esteem Research with 
Disadvantaged, Problem Boys in an Elementary Schools," Journal of Music 
Therapy 7 (Winter, 1970): 120-127.
^^S. R. Eisenstein, "Effects of Contingent Guitar Lessons on 
Reading Behavior," Journal of Music Therapy 11 (Fall, 1974): 138-146.
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skills of twelve third grade students. The study revealed that con­
tingent guitar lessons increased the subjects' ability to read. 
Greenberg^^^ found that the use of music in the preschool curriculum 
for head start students was effective. Young^^® also studied the 
implementation of music in a preschool head start program for disad­
vantaged children. He found that the "typical head start teacher was 
capable of producing significant improvement in the musical abilities 
of pre-school disadvantaged children.Clinically, methods for dis­
advantaged children have involved the incorporation of music in the 
curriculum as a primary form of training (Patterson^^®).
Penology and Substance Abuse 
In a recent survey of the music therapy profession, no regis­
tered music therapist was reported as being employed in exclusively
Greenberg, "A Preliminary Report of the Effectiveness of a 
Preschool Music Curriculum with Preschool Headstart Children,"
Council for Research in Music Education: Bulletin, 29 (Sunmer, 1972): 
13-16.
T. Young, "Efficacy of a Self-Help Program in Music for Dis­
advantaged Preschools," Journal of Research in Music Education 23 
(Summer, 1975): 99-108.
4̂7ibid.
Patterson, "Our Own Thing," Journal of Music Therapy 9 
(Fall, 1972): 119-122.
^49graswell et al., "A Survey of Clinical Practices in Music 
Therapy, Part I: The Institutions in Which Music Therapists Work and 
Personal Data," p. 2-16.
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substance abuse clients. Consequently, the literature in both penology 
and substance abuse is sparse.
In an experimental paper, 
modification techniques "with a juvenile delinquent." The authors 
used contingent guitar lessons to modify abusive behaviors of a fifteen 
year old male. The results indicated that behavior modification was 
an effective approach for eliminating the problem behaviors of the 
client. Clinically, Wardle described the musical activities used in 
a women's prison. The author reported that the activities included 
sessions of vocal and instrumental improvisation, music listening, and 
the use of music in psychotherapy.
In a paper by Watts, some of the characteristics and problems 
of the elderly alcoholic were recounted. The author stressed the im­
portance of the music therapist being aware and willing to deal with
! a Behavior Modifi­
cation Technique with Juvenile Delinquent," Journal of Music Therapy 
5 (Fall, 1968): 72-76.
Wardle, "Music Therapy in a Women's Prison, Part 1: The 
Old Prison," British Journal of Music Therapy 10 (February, 1979): 
11-14.
Journal of Music Therapy, 11 (Autumn, 1980); 10-15.
M. Smith, "Using Music Therapy with Short-Term Alcoholic 
and Psychiatric Patients," Hospital and Community Psychiatry 26 
(July, 1975): 420-421.
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activities with alcoholic patients in short-term treatment facilities.
Bonny and Pahnke^^^ and Eagle^^^ studied the use of music in 
combination with LSD therapy. Since music is often "involved signifi­
cantly as a crucial extra-drug variable," it was combined with other 
traditional forms of therapy. Bonny and Pahnke wrote that besides 
total knowledge of the patient's musical history, the fidelity of 
musical reproduction was important. In a controlled study on LSD- 
music treatment. Eagle reported familiar music to be important to the 
success of treatment.
Mental Retardation 
In the last twenty years, the employment of music therapists 
has increased most dramatically in facilities treating the mentally 
retarded. Braswell et a l . reported that the number of RMT's 
employed in the various facilities treating the retarded was second 
only to facilities for psychiatric patients.
According to the American Association for Mental Deficiencies, 
mental retardation is defined as "subaverage general intellectual 
functioning which originates during the developmental period and is
, Pahnke, "The Use of Music in Psychedelic 
(LSD) Psychotherapy," Journal of Music Therapy 9 (Summer, 1972); 
64-87.
Music Therapy 9 (Spring, 1972): 23-36.
Therapy, Part I: The Institutions in Which Music Therapists Work ; 
Personal Data," p. 2-16.
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Mental retar­
dation is divided into four general categories according to intelli­
gence quotient (IQ). Briefly, the categories are mild (67-52), 
moderate (51-35), severe (32-20), and profound (19 and below). The 
following discussion will be divided into the aforementioned general 
categories.
Mental Retardation - Mild
A major topic of research concerns the establishment of musical 
profiles for musical ability and aptitude of the mentally retarded. 
Also important is a comparison of the ability and aptitude scores of 
the retarded with those of subjects possessing average intelligence
in Mental Retardation (Washington, D. C.: American Association on 
Mental Deficiency, 1973), p. 5.
Child," Journal of Music Therapy 5 (June, 1968): 41-43.
Exceptional Children," Journal of Music Therapy 5 (June, 1968): 37-4C
^̂ Â. Zenatti, "Melodic Memory Tests: A Comparison of Normal 
Children and Mental Defectives," Journal of Research in Music Edu­
cation 23 (September, 1975): 41-52.
Responsiveness in Normal and Educable Mentally Retarded Children," 
Dissertation Abstracts International A 38:6 (December, 1977): 139-143.
Retarded and Normal Children with Published Songbooks Used in Singing 
Activities," Journal of Music Therapy 14 (Fall, 1977): 139-143.
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respectively. Larson found that the vocal ranges of MR clients were 
both lower and narrower than those of normal subjects. Kaplan 
reported "that the abilities to maintain the beat and to respond 
to gradual change in tempo were more highly developed than the other 
rhythmic skills in normal and in retarded clients."
The contingent use of music to modify various forms of maladaptive 
behaviors was studied by Ritschl, Mongrella, and Presbie,^^^ Steele, 
Jorgenson,and Cook and Freethy.Greene, Boats, and Dibble^^^ 
used the aversive effects of distorted music to produce "stable be­
havior change." A successful token economy program was employed by 
Dileo.^^® In this study clients were allowed to purchase music lis­
tening time with tokens earned by appropriate behaviors in other
C. Ritschl et al., "Group Time-Out from Rock and Roll Music and 
Out-of-Seat Behavior of Handicapped Children While Riding a School 
Bus," Psychological Report 31 (December, 1972); 967-973.
L. Steele, "Effects of Social Reinforcement on the Musical 
Preference of Mentally Retarded Children," Journal of Music Therapy 4 
(June, 1967): 57-62.
Behaviors Which Interfere with Learning," Journal of Music Therapy 9 
(Spring, 1974): 41-46.
Cook and M. Freethy, "The Use of Music as a Positive Rein­
forcer to Eliminate Complaining Behavior," Journal of Music Therapy 10 
(Winter, 1973): 213-216.
l^R. Greene et al., "Generalization of the Aversive Effects of 
Music Distortion," The Psychological Record 25 (Spring, 1975):
173-180.
^^®C. L. Dileo, "The Use of a Token Economy Program with Mentally 
Retarded Persons in a Music Therapy Setting," Journal of Music 
Therapy 12 (Fall, 1975): 153-160.
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activities. The results indicated that token economy can be used to 
"increase appropriate behaviors and to decrease inappropriate be­
haviors of institutionalized mental retardates."
An exploratory study by Staples^^^ investigated the use of music 
in a paired-association task. In an experimental-control group design, 
the results indicated that significantly more vocabulary was learned 
when music was used as a mediator. Myers^^® employed the paired- 
association approach on a retention task. While significance was not 
achieved in this study, the results did indicate that paired-associ­
ation could be successful in a retention task.
Concerning the influence of background music on a manual task, 
Sternlicht et al.^^^ found that classical music was detrimental to the 
performance of a complex manual task, while the opposite was true for 
jazz and popular music. Schoenfeld investigated the effects of back­
ground stimuli on the performance of brain-injured and familial 
retardates. Briefly, the results indicated that musical stimulation
^S. M. Staples, "A Paired-Associates Learning Task Utilizing 
Music as the Mediator: An Exploratory Study," Journal of Music Therapy 
5 (June, 1968): 53-57.
Myers, "The Effect of Music on Retention in a Paired- 
Associate Task with EMR Children," Journal of Music Therapy 16 (Winter,
1979): 190-198.
^̂ M̂. Sternlicht et al., "Influence of Musical Stimulation Upon 
the Functioning of Institutionalized Retardates," Psychiatric Quarterly 
Supplement 41 pt. 2 (1967): 323-329.
R ep ro d u c ed  with p e rm ission  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p erm ission .
50
enhanced the performance of both groups.
The most frequently mentioned clinical approach with this level 
of client involved the use of various types of movement activities. 
Aisenwaser employed Dalcroze methods to accompany a fourteen year old 
girl's movement exercises.He also found improvisation to be use­
ful. Groves^^^ and van Breda^^^ agreed that while physical fitness was 
a by-product of movement exercises it was not the primary objective. 
Listening skills, social interaction, body awareness, movement explo­
ration, spatial awareness, and self-expression were the primary goals 
of music and movement. More diverse special education approaches were 
employed by Breidenthal,^^^ Bennis,^^^ and Bullen.^^® Lathom, Edson,
L. Schoenfeld, "Effects of Auditory Stimulation on the Per­
formance of Brain-Injured and Familial Retardates," Perceptual and 
Motor Skills 31 (1970); 139-144.
de Aisenwaser, "Music Therapy with a Mentally Deficient 
Girl," British Journal of Music Therapy 6 (Summer, 1975): 2-8.
Groves, "Music, Movement and Mime," Nursing Times 64 (March, 
1968): 295-297.
van Breda, "Developing Mentally Handicapped Children Through 
Movement Activities," The Australian Music Therapy Association 
Bulletin 3 (March, 1980); 13-16.
^̂ ®M. Breidenthal, "The Music Therapist as Special Educator in the 
Public Schools," in Music Therapy 1958 ed. E. H. Schneider (Lawrence, 
Kansas: National Association for Music Therapy, 1959) p. 87-93.
^̂ D̂. Bennis, "The Use of Music as a Therapy in the Special Edu­
cation Classroom,” Journal of Music Therapy 6 (Spring, 1969): 15-18.
^̂ ®D. Bullen, "Effects of Music Activities on Groups with Special 
Needs in the Comox Valley," The Journal, Canadian Music Therapy 
Association 1 (Winter, 1976): 7-8.
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gram. Music was used to teach words and phrases as well as to mix 
words and phrases with increasing complexity.
Mental Retardation - Moderate
The category of "moderate" retardation corresponds roughly to 
the educational grouping of "trainable" (25-50 IQ). In general the 
goals for these clients are further broadening of self-help skills, 
social skills, a degree of financial independence, and some academic 
training.
Experimentally, the successful application of behavioral tech­
niques has been cited frequently in the literature to achieve some of 
the goals appropriate for moderately retarded clients. Bellamy and 
Sontag^^^ found that music presented "episodically and conjugately 
provided an effective means of accelerating the assembly line pro­
duction rates of retarded students." Ball, McCrady, and Hart 
revealed that music presented contingently could increase the amount 
of time two cerebral palsied retarded children held their heads erect.
Therapy Program," Journal of Music Therapy 2 (Winter, 1965): 1-8,
®̂^T. Bellamy and E. Sontag, "Use of Group Contingent Music to 
Increase Assembly Line Production Rates of Retarded Students in a 
Simulated Sheltered Workshop," Journal of Music Therapy 10 (Fall, 
1973): 125-136.
Two Cerebral Palsied Retarded Children," Perceptual and Motor Skills 
40 (April, 1975): 619-622.
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The same technique was employed by Cotter^^Z increase the rate of 
work accomplished on a manual task. Other behavioral techniques which 
have been successful experimentally are the Premack Hypothesis 
(Talkington and Hall^®^), stimulus fading, and schedule learning 
(Johnson and Zinner^®^).
Descriptive studies were undertaken to determine response modes 
of retarded clients to various stimuli. Some of these topics included 
vocal ranges of institutionalized mental retardates (Dileo^85)^ musi­
cal sensitivity (Peters^®^), auditory discrimination abilities
W. Cotter, "Effects of Music on Performance of Manual Tasks 
with Retarded Adolescent Females," American Journal of Mental De­
ficiency 76 (September, 1971): 242-248.
Talkington and S. Hall, "A Musical Application of Premack's 
Hypothesis to Low Verbal Retardates," Journal of Music Therapy 7 
(Fall, 1970): 95-99.
®̂̂ J. Johnson and C.Zinner, "Stimulus Fading and Schedule Learning 
in Generalizing and Maintaining Behaviors," Journal of Music Therapy 11 
(Summer, 1974): 84-96.
L. Dileo, "The Relationship of Diagnostic and Social Factors 
to the Singing Ranges of Institutionalized Mentally Retarded Persons," 
Journal of Music Therapy 13 (Spring, 1976): 17-27.
®̂̂ M. Peters, "A Comparison of the Musical Sensitivity of Mongoloid 
and Normal Children," Journal of Music Therapy 7 (Winter, 1970): 
113-123.
®̂̂ T. Humphrey, "The Effect of Music Ear Training Upon the Auditory 
Discrimination Abilities of Trainable Mentally Retarded Adolescents," 
Journal of Music Therapy 17 (Summer, 1980): 70-74.
Lienhard, "Factors Relevant to the Rhythmic Perception of a 
Group of Mentally Retarded Children," Journal of Music Therapy 13 
(Summer, 1976): 58-65.
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music preference (Aldrldge^®^).
Clinical Papers
Comprehensive educational programs through the use of musical 
activities have been described by Gordon,Segenthaler,^^^ Jorgenson 
and Parnell,and Isern.^^^ These authors presented activities pro­
grams which included private lessons in improvisation, singing lessons, 
rhythm band, and dance activities. Goodnow^^^ described how dance 
activities could be modified and used effectively with the various 
functioning levels of retarded clients. The activities model was also 
used by Slowo^^^ in conjunction with video-taped feedback. The author 
found that the use of video-taped lessons was both educational and
C. Aldridge, "Choice of Rhythm Instruments and the Use of 
Rhythm Band Scores by TMR Adult Females," Mental Retardation (April, 
1979): 89-90.
L. Gordon, "Music Therapy for Moderately and Severely 
Retarded School Children," The Journal, Canadian Association for 
Music Therapy 6 (1978): 21-24.
^̂ M̂. Segenthaler, "Work with ESS Patients," British Journal of 
Music Therapy 10 (September, 1979): 2-6.
Jorgenson and M. Parnell, "Modifying Social Behaviors of 
Mentally Retarded Children in Music Activities," Journal of Music 
Therapy 7 (Fall, 1970): 83-87.
^̂ B̂. Isern, "Music in Special Education, "Journal of Music
Therapy 1 (December, 1964): 139-142.
®̂̂ C. Goodnow, "The Use of Dance in Therapy with Retarded Chil­
dren," Journal of Music Therapy 5 (December, 1968): 97-102.
Slowo, "Music Therapy for Children with Special Needs,"
Proceedings, Second National Conference, Australian Music Therapy 
Association (August, 1976): 45-49.
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therapeutic for parents, teachers, and children.
Mental Retardation - Severe and Profound
The remaining two categories in which mental retardates are 
classified are different from the two categories already discussed in 
terms of functioning ability. Self-help skills and social functioning 
are the primary goals. However, at the profound level, goals and 
objectives are established to help retard physical effects due to 
complicating illnesses. Cerebral palsy is an illness typically as­
sociated with the severe and profound levels of retardation.
Music has been used experimentally in various reinforcement for­
mats to decrease the incidence of body-rocking behaviors (Hollis, 
Greene, Hoats and Hornick,^^^), tics (Jorgenson^^®), and aggressive 
behaviors (Humphrey^^^). Other researchers have successfully applied 
these techniques to increase imitative behaviors (Dorow,^®®
J. Hollis, "Body-Rocking; Effects of Sound and Reinforcement," 
American Journal of Mental Deficiency 75 (March, 1971): 642-644.
^̂ ^R. Greene et al., "Music Distortion: A New Technique for Be­
havior Modification," The Psychological Record 20 (1970): 107-109.
Jorgenson, "Effect of Contingent Preferred Music in 
Reducing Two Stereotyped Behaviors of a Profoundly Retarded Child," 
Journal of Music Therapy 8 (Winter, 1971): 139-145.
®̂̂ T. Humphrey, "The Use of Continuous and Contingent Background 
Music to Decrease Occurrences of Aggressive Behavior Among Profoundly 
Retarded Young Adults," New Orleans, 1980. (Mimeographed.)
Dorow, "Conditioning Music and Approval as New Reinforcers 
for Imitative Behavior with the Severely Retarded," Journal of Music 
Therapy 12 (Spring, 1975): 30-39.
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Metzler^Ol),
A variety of descriptive studies have been undertaken to es­
tablish a broad musical and behavioral profile of the severe and pro­
foundly retarded client. Reardon and Bell^®^ investigated activity 
levels of retarded boys under conditions of stimulative and sedative 
music. The results seem to indicate that activity levels varied 
inversely with stimulative music. Decuir,investigating vocal 
responsiveness of severe and profound retardates to four musical 
instruments, found that the clients responded better to the piano than 
to the pipe organ, electronic organ, or guitar.
Orff-Schulwerk methods were used to foster imitation ability 
(Bitcon and Ball^®^) while working on gross and fine motor skills.
shuffle steps, and hand pounding behaviors.
R. Metzler, "The Use of Music as a Reinforcer to Increase 
Imitative Behavior in Severely and Profoundly Retarded Female Resi­
dents," Journal of Music Therapy 11 (Summer, 1974): 197-210,
Reardon and G. Bell, "Effects of Sedative and Stimulative 
Music on Activity Levels of Severely Retarded Boys," American Journal 
of Mental Deficiency 75 (1970): 156-159.
®̂̂ A. Decuir, "Vocal Responses of Mentally Retarded Subjects to 
Four Musical Stimuli," Journal of Music Therapy 12 (Spring, 1975): 
40-43.
Bitcon and T. Ball, "Generalized Imitation and Orff-Schul­
werk," Mental Retardation 12 (June, 1974): 36-39.
^®̂ B» Saperston, "The Use of Music in Establishing Communication 
with an Autistic Mentally Retarded Child," Journal of Music Therapy 
10 (Winter, 1973): 184-188.
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Summary
The related literature presented in this chapter was divided into 
two general areas. The first section dealt with research statements 
taken from the twelve music therapy yearbooks. Since the yearbooks 
served as a chronology of formation and development of NAMT, it was 
important to reiterate the sentiments of the founders of NAMT con­
cerning the importance of research and experimentation to the develop­
ment of the music therapy profession.
The second part of the chapter presented a survey of clinical 
and experimental papers in adult and child psychiatry, physical disa­
bilities, geriatrics, hearing disorders, disadvantaged, penology, 
substance abuse, and mental retardation. The experimental and clinical 
research articles discussed are related to the influence of music on 
human behavior. More importantly, the literature highlights areas 
where experimental and clinical papers are needed, and the research 
skills required to meet this need.
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REVIEW  AND COURSE UNITS
Each unit will be independent, containing an overview, a de­
tailed methodology with the computation applied to an example from 
music therapy literature, and a computer program(s). At the end of 
each unit, there will be a set of exercises and instructions for 
their completion. Also appearing at the end of each unit will be 
references for additional information.
The exercises will be due one week after the unit is intro­
duced in class. It is important that the student consult with the 
instructor throughout the course; it is particularly important that 
the student advise the instructor of any difficulties encountered 
in the process of completing a unit. The review and course units 
appear as Table 2. Students will be required to complete successful­
ly the first seven Course Units as well as the Review Units.
Table 1 
Grading Policy





6 and below I
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Table 2 
Review and Course Units
Review Units
Experimental Design and Research Terminology - 
1st Week and 2nd Week
Introduction to the Computer Terminal - 
3rd Week
The t-test - 4th Week
Simple One-Way Analysis of Variance: Completely 
Randomized Design - 5th Week
Course Units_________________________________________________
1 Analysis of Variance: Factorial Designs - 
6th Week
2 Analysis of Variance: Treatment Designs - 
7th Week
3 Analysis of Variance: Mixed Designs - 8th Week
4 Analysis of Covariance - 9th Week
5 Multiple Correlation and Regression - 10th Week
6 Discriminant Function Analysis - 11th Week
7 Non-parametric Statistics: Test of Goodness-of-Fit -
12th Week
8 Non-parametric Statistics: Tests for Two Independent
Samples - 13th Week
9 Non-parametric Statistics: Tests for Correlated
Samples - 14th Week
10 Non-parametric Statistics: Tests for More than Two
Groups - 15th Week
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Review Unit 1
1.0 Experimental Design
Experimental design is the plan employed to carry out an experi­
ment. Kerlinger delineates the various stages in the realization of 
an experiment as the plan, the structure, and the strategy. He defines 
the plan as a general scheme, the structure as the operation of the 
variables, and the strategy as the methodology.
In addition to answering the questions posed by the researcher, 
the other important purpose of the experimental design is to control 
for sources of variability. This process must be stressed since the 
inability to control variance will preclude the answering of any re­
search question. Kerlinger describes this control of variability in 
terms of maximizing the difference between the dependent and inde­
pendent variable.More specifically, it refers to the variance of 
the dependent variable as caused by the independent variable. The 
influence of the independent variable on the dependent variable is 
made clearer by the control of extraneious variables.
There are two primary methods of dealing with extraneous vari­
ables, selection and randomization. Their effects might be elimi­
nated by selecting subjects with regard to the independent variable.
^^^Fred N. Kerlinger. Foundations of Behavioral Research, 2nd 
ed. (New York; Holt, Rinehart and Winston, Inc., 1973), pp. 309-311.
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p e rm ission .
60
Although this method is effective, what is gained in the way of control 
is later lost when the experimenter attempts to generalize his findings 
to groups not examined. Perhaps the most widely accepted method used 
for controlling extraneous variability is randomization. Random­
ization spreads the extraneous variance over both the experimental and 
control groups. Randomization, however, cannot he relied upon to con­
trol the sources of variance when the number of observations is small. 
The elimination or limiting of error variance is another method of con­
trolling extraneous variables. Random errors, though unpredictable, 
usually balance out to zero. Sources of error variance are the indi­
vidual differences among the subjects and measurement error. Error 
variance is limited by controlling conditions under which the data are 
collected and by increasing the reliability of the measurement.
Sources of error variance can be summarized as follows: total vari­
ability is equal to variability between the groups and variability due 
to error.
Stanley and Campbell^^^ mention several factors which effect the 
validity of an experiment. Internal validity attempts to determine 
whether the experimental treatment caused a change in the dependent 
variable; external validity, on the other hand, is defined as the 
degree to which the results can be generalized to a population or group
Donald T. Campbell and Julian C. Stanley, Experimental and 
Quasi-Experimental Designs for Research (Chicago: Rand McNally and 
Company, 1963), p. 5.
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of individuals other than those actually used in the study. While 
external validity can only be assumed, internal validity is the bare 
minimum for interpreting an experiment. The factors effecting in­
ternal validity are:
1. History - events which occur in the course of the experi­
ment that might influence the effects of the experimental 
variable
2. Maturation - physiological changes in the subject which
occur during the course of collecting the data
3. Testing - effects due to the first testing on the subse­
quent testing
4. Statistical regression - effects due to the selection of 
subjects on the basis of extreme test scores. Addition­
ally, extreme scores tend to move toward the average 
with subsequent testing
5. Selection - the selection of subjects may be biased
6. Experimental mortality - loss of subjects in an experiment
due to any number of reasons209
The influences which effect generalizability or external validity are
more subtle, involving factors which could possibly make the responses
of the experimental subjects unique. For example, in multi-treatment
experiments, there may be residual effects due to prior treatment, or
experimental subjects might be sensitized to the treatment.
1.1 Types of Research Designs
The experimental design is a blueprint which enables an experi­
menter to answer his research questions. Some of the designs to be
209
Ibid.
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discussed are examples of poor research designs that provide little 
in the way of answering research questions validly, but, which never­
theless, often appear in the literature.
Using the symbols provided by Stanley and Campbell where X 
represents exposure to an experimental treatment and 0 an observation 
or measurement, the following are examples of poor experimental de-
1. Simply represented
X
This design represents the substitution of one method 
with another assuming that the replacement is somehow 
better. No observations or measurements are made.
2. An alternative to #1 is
X 0
the "One Shot Case Study," provides a measurement of the 
observed effects of a treatment, though we have a measure­
ment we have no frame of reference.
3. Still another alternative of #1 is the use of a pre-test 
into the experiment.
OiXO^
Perhaps this design is more dangerous because an eager
Extraneous variables other than the treatment (X) may 
have occurred during the time.
4. Stanley and Campbell refer to the following as the "Static- 
Group comparison."
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Here two groups are selected with one receiving the treat­
ment and the results measured. The difficulty is that the 
groups can only be assumed to be equivalent. (The dashes 
represent the non-equivalent status of the groups.)
Three Good Experimental Designs
5. One of the most widely used designs is expressed by Stanley 
and Campbell as follows, where R represents randomization:
The groups are selected on the basis of random selection. 
Since this is the first design in which randomization is 
featured an additional comment is warranted. Randomization 
means that in terms of assigning subjects to either experi­
mental or control groups all subjects have an equal chance 
of being assigned to either group. Matching by comparison, 
requires that variables on which the subjects are matched 
must be rather substantially related to the independent 
variable. Additionally, as the number of variables is in­
creased on which the subjects are matched, mortality becomes 
a crucial factor. In conclusion, the authors write that 
matching in no way replaces randomization, but is used in 
conjunction with randomization.
The Solomon Four-Group Design is an extension of the pre­
viously mentioned design. This design
controls for generalizability. While no statistical device 
can assess the results of all six observations, a 2 X 2 
analysis of variance could be used. The analysis will be 
covered in depth in a later unit.
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7. The following design highlights the Importance and strength 
of randomization. Notice no pre-test is used. The pre­
test is not needed because randomization is used, thus 
eliminating at least one threat to validity.^10
1.2 Research Terminology
The purpose of this section is to review the terms most com­
monly associated with statistics and experimental design. It is 
necessary that the student have a working knowledge of these terms 
since, in most instances, these terms combine to provide a unified 
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Design (cont'd.)
quasi-experimental design 






























1.3 Scales and Measurement
Measurement involves the assigning of numbers to people, objects, 
events, or occurrences in nature. The manner in which these numbers 
are assigned is called the scale. There are four scales concerned in 
this assignment. They are: (1) nominal, (2) ordinal, (3) interval, 
and (4) ratio.
A nominal scale is the most fundamental, and involves assigning 
numbers to objects or events. An example of a nominal scale would be 
the numbers assigned to players on a football team. Another example 
would be identifying musical instruments by number where piano = 1,
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guitar =2, and autoharp = 3. The nominal scale is suited only for 
use with non-parametric statistical devices, a topic to be discussed 
in units 7 through 10.
The next level of scalar measurement is the ordinal scale. The 
ordinal scale permits the ordering as well as ranking of events, ob­
jects, etc. For example, the scores of clients on a rhythm perception 
test: 96, 93, 88, 84, 78 might be ranked 1, 2, 3, 4, 5. Or, a pro­
fessional panel of music therapists might rank the clinical per­
formances of clinical training students from 1 to 10. The ordinal 
scale also is suited for non-parametric statistics.
The equal-interval scale allows treatment of data by fundamental 
arithmetic functions such as addition, subtraction, multiplication, 
and division. The intervallic scale is so named because the distances 
between adjacent values on the scale are equal. For example, the 
distance between a score of 70 and 80 is equal to the distance from 60 
to 70. Most standardized tests are based on intervallic data.
Assignment:
Find as many of the designs described in this section (1.1) as 
you can. Remember these are all experimental research examples and 
not descriptive research. Use your favorite journals.
For the terms, prepare for a comprehensive discussion of the 
terms during the next class period.
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For additional reading consult:
Huck, Schuyler W.; Cormier, William H.; and Bounds, William G.
Reading Statistics and Research. New York: Harper and Row 
Publishers, 1974.
Kerlinger, Fred N. Foundations of Behavioral Research. 2nd ed.
New York; Holt, Rinehart and Winston, Inc., 1973.
Madsen, Clifford, and Madsen, Charles. Experimental Research in 
Music. Raleigh, N. C.: Contemporary Publishing Co., 1978.
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Review Unit 2
The computer at Loyola University is the Hewlett Packard 3000.
The HP 3000 is used not only by students in this course and many 
other students across campus, but also for most University services.
The name and specifications of the computer are unimportant; material 
presented In this unit and throughout the course are compatible with 
any centralized computer system.
At the beginning of the course the Instructor will give you your 
username, account, and password. These Items are essential for being 
able to log-on the computer. Please note that you must remember the 
Information as It Is not provided by the computer. To be recognized 
as a valid user by the computer, your username, account, and password 
must be presented accurately to the computer, that Is, misspelled words 
or omissions will result In an unsuccessful log-on. A complete guide 
to the computer will be given to you at the beginning of the semester.
Please observe the following steps In using the computer terml-
STEP 1. Press Return Key to get a colon (:), a system prompt.
If you cannot get a colon (:), call a staff member. There 
usually Is a staff member In or near the room. If using 
the terminal In the College of Music, see Dr. Deculr.
STEP 2. Type HELLO, leave a space, type your username, then a 
period, then the account name; do not space between period 
and account name. For example: HELLO SAHUC.MTVIII Next,
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press the RETURN key.
STEP 3. The computer will ask for your password. Be careful 
to type it correctly. Your password will not appear on 
the screen.
STEP 4. Any errors to this point will hamper attempts to log­
on, and will force you to begin at Step 1 again.
Note that when you log-on the screen will display the date, 
time, and possibly messages from the management of the 
Computer Center.
STEP 5. For our purposes, the EDITOR portion of the computer 
will be most frequently used. In order to access EDITOR, 
type the word EDITOR to the colon prompt after logging-on. 
The EDITOR prompt is the (/).
STEP 6. /ADD
The above command will instruct the computer to add 
numbered lines.
STEP 7. Type the data into the computer as it appears on the 
sample problems.
STEP 8. Once you have entered the complete data, and wish 
to stop adding lines, type two slashes (//).
STEP 9. It will be necessary for you to name the file and 
instruct the editor to keep it. In response to the next 
editor prompt (/), type KEEP, followed by a space and a 
filename. The name you choose should have no more than
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eight (8) characters. Filenames can contain either letters 
or numbers, or a combination of both but must begin with a 
letter. Since you will be adding both DATA files and RUN 
files (instruction for analyzing the data), it is con­
venient and facilitates remembering the names of the files 
by pairing them. For example, if you are filing data from 
a study on hospices, you might call the data "HOSPDATA."
The analysis or "RUN" might be called "HOSPRUNN" (the extra 
"N" is simply for pagination).
STEP 10. After you have added all the information, you might 
wish to modify a line in the text. To execute a modifi­
cation type MODIFY or simply M after the single slash (/) 
and the number of the line you wish to modify. For 
example;
/m  1 will cause line 1 to be displayed for change.
/M l/lO will cause lines 1 through 10 to be displayed suc­
cessively for modification
/Ml, 2, 5 will cause lines 1, 2, and 5 to be displayed 
successively for modification
After you have made the necessary modifications, you must
press the RETURN button twice in succession to remove the
MODIFY command.
STEP 11. To delete a line or lines in the file, after the
slash (/) type D 1 or D 10/20. In the first case D 1 will
delete line 1, and D 10/20 will delete lines 10 through 20.
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STEP 12. After you have modified your file it will be necessary 
to keep the material file: type KEEP filename, UNN. For 
Example: KEEP HOSPDATA, UNN will save this information for 
you until the end of the semester.
STEP 13. To leave the EDITOR, type E after the slash (/)
prompt. This brings you back to the INTERPRETER. Recall 
that you are in the INTERPRETER immediately after logging- 
on, and before you log-off it is necessary to return to the 
INTERPRETER.
STEP 14. The HELP command in the EDITOR will list the commands 
in the EDITOR. In response to an EDITOR prompt (/), type 
HELP. If you need further assistance please seek a staff 
member.
STEP 15. The command LIST ALL in the EDITOR will display the
names of all of the files in the EDITOR.
STEP 16. In order to be a hard copy of your analysis, it is
necessary to type the command LIST ALL LP (lineprinter).
STEP 17. Once the command to LINEPRINTER is issued, your work
will begin printing on the lineprinter.
STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES:
SPSS
The statistical programs in this package were developed for the 
social sciences by Nie, Hull, Jenkins, Steinbrenner, and Bent.
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The manual will be on reserve in the music library or you can obtain 
your own from most campus bookstores. The complete manual is quite 
large and much of the information contained in it is not applicable 
for this course. Go to specific areas of the manual for the infor­
mation you desire.
Remember, the use of statistical packages does not preclude your 
responsibility as a researcher for using the appropriate statistical 
procedures. SPSS contains a large number of statistics, with many 
options in each statistical analyses; it is up to the researcher to 
select the appropriate statistics and options.
The computer can be a very efficient and time-saving device when 
competently used. Certain statistics might best be computed on a 
microcomputer or pocket calculator while others can be done only on 
the computer. It is important that the student practice using the 
computer, and, as a musician, the idea of practice should not be 
foreign.
In order for the computer to read your data, the data files 
must be in the form of a data matrix. Dayton defines a matrix as a 
simple "rectangular array of algebraic quantities." In the data 
matrix, each row is a single subject and each column is a different 
variable. For example, ten subjects were randomly assigned to two 
groups and administered the rhythm subtest of the Seashore Measures
Mitchell Dayton, The Design of Educational Experiments 
(îiew York: McGraw-Hill, 1970), p. 353.
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of Musical Talent. Notice the subjects are on the left and their 
scores are on the right. Also, the first two digit number repre­
sents the subjects' scores on the test (the dependent variable), 
there is a space, and the single digit represents the group to 











The instructions for analysis of the above data are given on 
the RUN files. Instructions on how to prepare RUN files are given 
in the SPSS manual. Samples are provided at the end of most of the 
Review and Course Units. Each file has a series of "cards” which 
identify the data file, its parameters, and instructions for ana­
lyzing the data. These cards differ slightly for each statistical 
operation. The reference to "cards" was made because SPSS programs 
were written to run computer cards. The computer must treat the RUN 
files as though they are cards.
The SPSS Update contains the most recent releases of procedures 
and facilities provided by SPSS. The Update is also important to us 
because, except for chi square which is contained in the SPSS Manual, 
all of the non-parametric statistical devices reviewed in the course
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are contained in the SPSS Update. Repeated measures of analysis of 
variance, a very lengthy and tedious manual operation, also is con­
tained in the Update. The SPSS Update also will be on reserve in 
the music library.
In conclusion, learning to use the computer terminal is 10% 
inspiration and 90% perspiration. It requires practice.
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Review Unit 3
The t-test is one of the most widely used devices for comparing 
the differences between two means. It is a parametric device. The 
assumptions underlying its use are that the groups have equal vari­
ance, that the data are normally distributed, and that the measurement 
must at least be intervallic. In the forthcoming discussion, we will 
preview the uses of the t-test under the following circumstances: the 
differences between the sample and the population means, differences 
between independent means, and differences between correlated or 
related means.
3.0 t-Test for Sample and Population Means
The t-test used to compare a sample mean and a population mean 
may be computed when the researcher knows both the population's mean 
or some theorized value and the mean of his sample. The premise that 
the researcher is working under is whether a drawn sample is signifi­
cantly different from the population.
3.1 Methodology
Utilizing the formula
N (N - 1)
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Xp = population mean (known or theoretical)
N = number of scores in the sample
2Xg = sum of all scores 
(SXg)^ = sum of all the scores, quantity squared
For example, a researcher might be interested in studying the
effects of preferred background music on the amount of weight gained
by anorexic patients. The following scores are the amounts of weight 
gained by a random sample of clients.
Table 3 
t-Test Data






















STEP 1. The scores are first listed as in the example.
STEP 2. Add the scores ( 1 0 + 1 2 + 9  ...) = 163
STEP 3. Square each score and sum the result;
and divide by the number of individual scores (in our 
example 15).
163^ = 26, 569/15 = 1771.27 
STEP 5. Subtract the result of Step 4 from Step 3, here 
1941 - 1771.27 = 169.73 
STEP 6. Divide the result of Step 5 (169.73) by the quantity 
N (N - 1) Or 15 (15-1). In our example,
169.73/210 = 81
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STEP 7. Compute the square root of the value in Step 6. Here,
y 169.73/210 = yTsT = .9
STEP 8a. Compute the mean (average) of the sample by adding each 
score (Step 2) and dividing by the number of scores used. 
Here,
163/15 = 10.87
As already mentioned, the t-test comparing the sample and 
population means requires that the population mean be 
known or at least theorized. Having drawn the sample from 
the hospital population, the mean value in our example is 
13.6.
STEP 8b. Subtract the sample mean from the mean of the population:
X - X = 10.87 - 15.6 = -4.73s p
STEP 9. Divide the result of Step 8b by Step 7. Here,
-4.73/.9 = -5.26*
STEP 10. To determine the significance of t, the degrees of freedom
must be known. Here, degrees of freedom equal N - 1. Here
15 - 1 = 14.
*The negative value of t is of no consequence to the signifi­
cance of t since the absolute value of t is required.
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The formula with the necessary substitutions appears as 
follows:
N (N - 1)









3.2 t-Test for Two Independent Means
The t-test for two independent means is computed similarly to 
the previous test. In the case of two independent means however, the 
comparison is between two separate and independent samples rather 
than a population. The researcher is attempting to determine whether 
the scores of two samples differ significantly. The experimental and 
control group studies are typically analyzed by this method. Some
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types of experiments using the t-test for independent means are; 
traditional versus exploratory educational, medical or training pro­
grams. Again, having randomly assigned subjects to experimental and 
control groups, it does not matter whether the control group is 
treated as a control group or a second experimental group. Inter­
vallic data must be used.
3.3 Methodology
The t-test for two independent means is calculated by the fol­
lowing formula:
-Ÿi — X2___







= mean of the first sample 
= mean of the second sample
= sum of all the squared scores in the first sample
= sum of all the scores in the first sample quantity
squared
= sum of all the squared scores in the second sample
= sum of all scores in the sample quantity squared
= total number of scores in the first sample
= total number of scores in the second sample
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For example, an experimenter is interested in determining whether 
cent differences exist in the pitch reproduction abilities of a random 
sample of mentally retarded clients who participated in planned music 
therapy activities and those who did not. The following data were 
realized, and represent cent differences from a standard pitch.
Table 4
Cent Differences in Pitch Reproduction
S's
Sample 1 
(M.R.'s in Therapy) 
Cents X2
Sample 2 
(M.R.'s not in Therapy) 
S's Cents x2
Si 5 25 S16 9 81
S2 4 16 Sl7 10 100
S3 6 36 S18 11 121
S4 3 9 Sl9 12 144
S5 2 4 S20 13 169
Se 6 36 S2I 14 196
s? 7 49 S22 15 225
8̂ 4 16 '23 10 100
S9 3 9 2̂4 11 121
SlO 8 64 S25 8 64
Sll 5 25 S26 9 81
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STEP 1. Arange the scores as above.
STEP 2. Sum the scores in the samples.
(5 + 4 + 6  ...) = 70 
STEP 3. Square each score in sample one, and sum the squares.
(25 + 1 6 + 3 6  ...) = 370 
STEP 4. Square the results of Step 2.
(7Q2 = 4900)
Divide by the number of scores in the sample.
4900/15 = 326.67 
STEP 5. Subtract the result of Step 3 from Step 4.
326.67 - 370 = -43.33*
STEP 6. Repeat Steps 2 through 5 for the second sample.
STEP 6a. Sum the scores of the second sample.
(9 + 10 + 11 ...) = 132 
STEP 7. Square each score in the second sample.
(81 + 100 +121 ...) = 1502 
STEP 8. Square the results of Step 6.
(132^ = 17, 424)
Divide the result by N2 or the number of scores in group two.
Ng = 12
17,424/12 = 1452 
STEP 9. Subtract the results of Step 7 from Step 8.
1452 - 1502 = -50 
STEP 10. Add Steps 5 and 9.
(-43.33) + (-50) = 93.33
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STEP 11. Divide the result of Step 10 by the quantity (N + N) - 2.
(15 + 12) - 2 = 25 
-93.33/25 = -3.73 
STEP 12. Having obtained the results of Step 11, multiplying; this 
value by 1̂ + % .
Ni Ng
= .07 + .08 = .15
15 12
.15 X -3.73 = -.56 
STEP 13. Compute the square root of Step 12.
.56 = .75
STEP 14. Compute the means of samples 1 and 2.
70/15 = 4.67; 132/12 = 11
STEP 15. Subtract the mean of Sample 1 and Sample 2.
4.67 - 11 = -6.33*
STEP 16. To obtain t, divide the value of Step 15 by Step 13.
t = -Ô.33/.75 = -8.44 
STEP 17. To determine the significance of t, first compute the degrees 
of freedom (df) N + N - 2.
(15 + 12) - 2 = 25
The obtained t = -8.44 is significant beyond the .001 level 
of confidence for the two-tailed test.
*Again, please note that only absolute values are used.
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TABLE 5
"Run" file entitled TTESTRUN; "data" file entitled TTESTDAT
1 N O B  TONY/  . P ECUI R
2 !RUN S P S S . P U B . S P S S
3 RUN NAME T- TES T SAMPLE PROBLEM
4 VARIABLE L I S T  CENTS,  GROUP
5 I NPUT MEDIUM DI SC<TTESTDAT )
6 N OF CASES 24
7 I NPUT FORMAT F I X E P < F 2 . P , X , F 1 . 0  )
8 T- TEST GROUPS=1 2 , 1 2/ VAR I ABLES = CENTS
13 F I N I S H
14 ! EOJ
I 0 5 1
2 04 1
3 0 6 1
4 0 3 1
5 0 2 1
6 0 6 1
7 0 7 1
8 04 1
9 0 3 1
10 0 8 1
11 0 5 1










2 2 08 2
2 3 09 2
2 4 10 2
Note that both files are numbered. The "data" file as twenty-four 
cases. The center column of two digit numbers is the raw data 
and the third column of numbers is the group identification code.
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p erm ission .
TABLE 6 
T - T E S T
GROUP
GROUP
1 -  F I R S T
2 -  NEXT









GROUP 1 12 4 . 9 1 6 7 1.  7 8 2 . 5 1 4
GROUP 2 12 1 1 . 0 0 0 0 2 .  132 . 6 1 5
POOLED VARIANCE ESTIMATE
T DEGREES OF 2 
VALUE FREEDOM
- T AI L
PROB.
- 7 . 5 8  22 . 0 0 0
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The formula with the necessary substitutions appears as 
follows:
— X j
370 - A m  + 150215 "  12
(15 + 12) - 2
[î5 + Tz]
3,4 The t-Test for Related Measures
Another version of the t-test is the t-test for related samples. 
By definition, correlated or related means indicate that the subjects 
either acted as their own control or that the subjects are matched on 
one or more variables, such as sex, race, socio-econony, or age. The 
assumption is that the groups are equivalent. The shortcomings of 
matching have already been mentioned. Although using subjects as 
their own control minimizes these shortcomings (remind the reader of 
the deficiencies), a word of caution is advisable with certain de­
signs. For example, where training methods are compared, the single 
group design is impossible because of the carry-over effects; also
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when drug effects are compared, it is necessary to allow the effects 
of one medication to be eliminated before the other is applied. An­
other caution is that the groups also must be of equal size, that is 
having equal N's.
3.5 Methodology
The t-test for correlated measures is computed by the following 
formula;
t = - Xg
N(N - 1)
where = mean of the first method or measure
Xg = mean of the second method or measure
T** = sum of all the squared differences between the paired
= sum of all differences quantity squared 
N = the number of paired scores
The following example will illustrate the computation of the 
above formula. A clinician working on improving motor skills of ten
dystropic adults, designed a series of motor activities using Kozak's
Motorvator. Pre-test and post-test measures were determined by the 
Developmental Test for Visual-Motor Integration.
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STEP 1. Arrange the scores in pairs as shown above.
STEP 2. Determine the differences between the two scores and square 
the resulting differences.
Scores D Scores D
10-15 = -5 25 8-11 = -3 9
13-15 = -2 4 7-1 5 = -8 64
9-16 = -7 49 12 - 16 = -4 16
9-1 1  = -2 4 9 - 10 = -1 1
10-13 = -3 9 11 - 14 
D
-3
-38 2 - 9D^=190
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STEP 3. Sum the squared differences.
(25 + 4 + 49 ...) = 190 
STEP 4. Add algebraically the differences between the pairs.
(-5) + (-2) + (-7) ... = -38 
STEP 5. Square the value obtained in Step 4.
-38^ = 1444
Divide the obtained value by the number of paired scores. 
1444/10 = 144.4 
STEP 6. Subtract Step 5 from Step 3.
190 - 144.4 = 45.6 
STEP 7. Having obtained the value - ( Z D)^/N in Step 6, divide
the Step 6 value by N(N - 1).
10(10 - 1) = 90 
45.6/90 = .51 
STEP 8. Take the square root of Step 7.
.51 = .71
STEP 9. Compute the means of groups and X .̂
98/10 = 9.8 and 136/10 = 13.6
STEP 10. Subtract the means X^ from X2*
9.8 - 13.6 = 3.8
(Only absolute values are used.)
STEP 11. Divide Step 10 by Step 8.
3.8/.71 = 5.35
To determine the significance of t, again the degrees of 
freedom (df) must be computed. The degrees of freedom for
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the t-test for related means equals N - 1, where N repre­
sents the number of pairs.
10 - 1 = 9
Our example is significant beyond the .001 level of confi-




J 190 - 144.4 
^ 90
Assignment:
Please make an appointment with the instructor to take the 
Unit 3 barrier.
For additional reading consult:
Linton, Marigold et al. The Practical Statistician: Simplified 
Handbook of Statistics. Monterey, California: Brook/Cole 
Publishing Co., 1975.
Spence, Janet et al. Elementary Statistics. 2nd ed. New York: 
Appleton-Century-Crofts, 1968.
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TABLE 8











( J OB TONY/  . DECUI R 
i.RUH SPS S  PUB.  SPSS  
RUN NAME 
v a r i a b l e  l i s t  
INPUT MEDIUM 
N OF CASES  
I NPUT FORMAT 
T- TEST  
F I N I S H  
!EOU
^CORRELATED T- T E S T  SAMPLE PROBLEM 
PRE,  POST 
DI SC( CORRTDRT)
10
F 1 X E D < F 2 . 0 > X , F 2 . 0 >
P h I RS=PRE WITH POST
TABLE 9
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TABLE 10 
Results of CORRTDAT Analysis








9 . 8 0 0 0
10
1 3 . 6 0 0 0
2 - T A I L  
CORR.  PROB.
1 . 8 1 4  
2 . 2 2 1
. 5 7 3
. 7 0 2
. 3 9 2  . 2 6 3
T DEGREES OF 2 
VALUE FREEDOM
- T A I L
PROB.
- 5 . 3 4  9 . 0 0 0
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Review Unit 4 
Simple One-Way Analysis of Variance
The Simple One-Way ANOVA will be treated here because of its 
similarity in computation and use to the t-test. The Simple One-Way 
ANOVA is an extension of the t-test. As with the t-test, the analy­
sis of variance (F) is computed by dividing the difference between 
the groups (group means for the t-test) by an error term. The other 
types of ANOVA will be treated in later units.
The Simple One-Way ANOVA or the completely randomized design 
is appropriate with intervallic data and must meet the other as­
sumptions associated with parametric statistical devices. It is 
necessary that there be only one score per subject. An equal number 
of subjects in each group, although desirable, is not required. It 
is also wise to restrict the number of groups to four or five as the 
results become more difficult to interpret with a larger number of 
groups.
An experimenter interested in determining the effects of music 
on finger temperature in a bio-feedback experiment randomly assigned 
subjects to three groups corresponding to the three middle fingers 
of the dominant hand. Specifically, the purpose of the experiment 
was to determine the amount of time required to reach a target
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temperature when preferred music was used as a reinforcement. The 
time is minutes to reach criterion.
Table 11 
Finger Temperature
Group 1 Group 2 Group 3
Finger 1 (index) Finger 2 (middle) Finger 3 (ring)
S's X __________ S's X S's y y2
Si 4 16 Sll 2 4 ®21 1 1
S2 3 9 ^12 1 1 '22 2 4
3̂ 2 4 1̂3 6 36 '23 1 1
^4 4 16 ^14 7 49 '24 2 4
^5 5 25 1̂5 3 9 '25 1 1
«6 6 36 ^16 4 16 ^26
3 9
7̂ 7 49 'l7 2 4 '27 2 4
^8 5 25 ^18 3 9 '28 1 1
Sg 4 16 ^19 4 16 ^29 1 1
SlO 3 9 ^20 1 1 '30 1 1
STEP 1. Arrange the scores as above and sum the scores from each
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STEP 2. square each score and sum the results.





STEP 3. Add the scores in each group.
43 + 33 + 15 = 91 
STEP 4. Sum the results of Step 2.
205 + 148 + 27 = 380 
STEP 5. With the group scores summed in Step 3, square the value 
and divide by the number of scores in the experiment.
(91)^ = 8281/30 = 276.03 
This is called the Correction Factor.
STEP 6. To obtain the total sum of squares (SŜ ), subtract the 
results of Step 4 by Step 5.
SS^ = 380 - 276.03 = 103.97 
STEP 7. Square each group sum and divide by the total number in each 
particular group.
(43)^/10 + (33:
184.9 + 108.8 + 22.5 = 316.3
STEP 8. To compute the between group sum of squares (SS.), subtract
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the Correction Factor from the results of Step 7.
SSjj = 316.3 - 276.03 = 40.27 
STEP 9. To obtain the within group sum of squares, subtract the 
result Step 8 from the total sum of squares (Step 6).
SS„ = 103.97 - 40.27 = 63.7 
STEP 10. To obtain the means squares, the total, between and within 
group degrees of freedom must be computed.
Degrees of freedom total (df̂ ) = total scores minus 1 
dfj = 30 - 1 = 29 
Degrees of freedom between the groups (dfy) = the number 
of groups minus 1. 
df^ = 3 - 1 = 2
Degrees of freedom within the groups (df) = the total number 
of scores minus the number of groups, 
df^ = 30 - 3 = 27 
STEP 11. The mean square values are computed by dividing the sum of 
squares for total, within and between by its corresponding 
degrees of freedom term.
MStotal = 103.97/27 =3.85 
MSwithin = 6 3 . 7 / 2 7  = 2.36 
MSbetween = 4 0 . 2 7 / 2  = 20.14
STEP 12. To obtain F, divide the MŜ ^
F = 20.14/2.36 = 8.53
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STEP 13. The summary table is the final necessary step.
Table 12 
Summary
Sources SS df MS p
Total 103.97 29 3.85
Between 40.27 2 20.14 8.53
Within 63.7 27 2.36
The degrees of freedom used to determine the probability 
of F are the within and between group values.
Assignment;
Compute the unit example manually and on the computer terminal. 
Submit your findings, including the computer print-out, to the in­
structor.
Please make an appointment with the instructor to take the 
Review Unit 4 Barrier.
For additional reading consult:
Linton, Marigold et al. The Practical Statistician; Simplified 
Handbook of Statistics. Monterey, California; Brook/Cole 
Publishing Co., 1975.
Spence, Janet et al. Elementary Statistics. 2nd ed. New York; 
Appleton-Century-Crofts, 1968.
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TABLE 13 
"Run" file entitled UNXTIRUN.
1 N O B  TONY/ DECUIR
2 !RUH S P S S . P U B SPSS
3 RUN NAME ONE-WAY ANOVA SAMPLE PROBLEM
4 VARIABLE L I S T D V, I V
5 I NPUT MEDIUM DI S C ( U N I T I D A T )
6 N OF CASES 3 0
7 INPUT FORMAT F I X E D ( F 1 . 0 , X , F 1 . 0 )
S ANOVA DV BY IV< 1.  3 )
» S T A T I S T I C S 1 , 3
10 ONEWAY DV BY I V(  1,  3 ) /
11 RANGES=TUKEY( . 0 5 )
12 S T A T I S T I C S 1 , 3
13 F I N I S H
14 !EOJ
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Data" file entitled UNITIDAT.



















2 0 1 2
21 1 3
2 2 2 3
2 3 1 3
24 2 3
2 5 1 3
2 6 3 3
2 7 2 3
2 8 1 3
2 9 1 3
3 0 1 3
Note that this is a numbered 
file with the numbers appear­
ing in the first column. Raw 
data appears in the second 
column and the groups are 
coded (1, 2, 3) in the third 
column.
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Analyses of Variance: Factorial Designs
The factorial design is a completely randomized design containing 
two or more independent variables (factors) and permits one group of 
variables to be manipulated in conjunction with another group. 
Kerlinger (1973) defines factorial analysis of variance as a statisti­
cal device which assesses the effects on a single dependent variable 
of several independent variables (factors) and their "interaction 
effects."
Since there are several types of factorial designs, they are 
differentiated by the number of factors or independent variables in­
volved. For example, the design involving two factors is commonly 
referred to as a two-way analysis of variance, two-factor analysis of 
variance, or sometimes as a simple factorial ANOVA. The subgroups of 
each of the independent variables are referred to as levels.
Unlike the simple analysis of variance involving only one factor, 
the simple factorial design involves three research questions, corre­
sponding to the two main effects and the one interaction. One main 
effect question represents the differences between the means of the 
rows, the other main effect question the difference between the means 
of the columns. The interaction effect, however, represents the
212 Fred Kerlinger, Foundations of Behavioral Research, 2nd ed. 
(New York; Holt, Rinehart and Winston, Inc., 1973), p. 245.
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impact of the two main effect variables acting in combination on the 
dependent variable. Put another way, the three effects represent 
differences in the means of the rows, means of the columns, and the 
individual cell means.
Remember the following in the computation of the factorial 
ANOVA:
1. One score per subject, if more than one score is taken these
scores must be combined
a. combining data here is permitted because we are dealing 
with intervallic data
2. Optimal sample size is 10-15 subjects per group, with an
equal number of subjects in each group
3. In the 2 x 2  and 2 x 3  designs it is preferrable to keep the
nuinber of groups per factor 2 or 3.
Example
A music therapist employed in a special education classroom in­
vestigated the effects of sound intensities on the visual recognition 
skills of learning disabled children whose primary disability was 
visual. The researcher selected continuous aural intensities of 60 
and 100 db. The visual task was a standardized pattern recognition 
test. The data are as follows.
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Table 15 
Intensity
60 db X2 100 db
1̂ 5 25 ®6 3 9
2̂ 6 36 7̂ 7 49
3̂ 7 49 8̂ 5 25
S4 8 64 ®9 8 64
S5 30 190 ^10 29 Ï83
Sll 6 36 ^16 8 64
^12 5 25 '17 4 16
Si3 7 49 ^18 5 25
^14 5 25 ^19 3 9





STEP 1. Arrange the scores as above, and sum the scores in each
(30 + 26 + 29 + 24) = 109 
STEP 2. Square each score and sum the results.
(5̂  + 6̂  + 7̂  + 4̂  ...) = 647 
STEP 3. Having summed the scores in each group (See Step 1), square 
the total, and divide by the total number of scores in the
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^  = 594.05
This term is referred to as the Correction Factor.
STEP 4. To find the total sums of squares (SSj.), subtract the
Correction Factor from the sum of all the squared scores
(Step 2).
SSj. = 647 - 594.05 = 52.95 
STEP 5. To find out the effect of the first factor (here, 60 db 
versus 100 db) add the sums of the two sound intensity 
groups, ignoring the visual task factor.
30 + 26 = 56 (60 db)
29 + 24 = 53 (100 db)
Next, square each of the totals and divide the result by the 
number of scores in the overall groups, here 10.
56^/10 + 53^/10 = 594.5 
To find out the sum of square for the first factor (here, 
sound intensity), subtract the Correction Factor from the ' 
above quantity.
SS intensity = 594.5 - 594.05 = .45 
STEP 6. To obtain the effects of the second factor (here, visual 
recognition) add the sums of the two visual recognition 
factors, this time ignoring sound intensity.
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30 + 29 = 59 (Visual A)
26 + 24 = 30 (Visual B)
Again, square each of the totals and divide the result by 
the number of scores in the overall groups, here 10.
59^/10 + 50^/10 = 398.1 
To determine the sum of squares for the second factor (here, 
visual recognition), subtract the Correction Factor from 
the above quantity.
SS visual = 598.1 - 594.05 = 4.05 
STEP 7. To compute the interaction effect, square the sums of each of 
the individual groups or cells (Step 1) and divide the square 
of each cell by the number of scores in the cell.
30^/5 + 26^/5 + 29^/5 + 24^/5 = 598.6 
Now, determine the sum of squares for the interaction by sub­
tracting the Correction Factor, SS intensity and SS visual.
SS visual X sound intensity = 596.6 - 594.05 - 4.05 -
.45 = .05
STEP 8. To compute the error factor sum of squares (SS error),
subtract SS intensity (Step 5), SS visual (Step 6), and SS
intensity x visual (Step 7) from SS total (Step 4).
SS error = 52.95 - .45 - 4.05 - .05 = 48.4
STEP 9. To compute the Means Squares, the total degrees of freedom,
the degree for SS intensity, SS visual and SS intensity x 
visual must first be obtained.
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df for SSj. = total nuinber of scores minus 1 
In our example 20 - 1 = 19 
df intensity = number of intensity conditions - 1 
df^ = 2 - 1 = 1 
df visual = number of visual conditions - 1 
df^ = 2 - 1 = 1 
df intensity x visual = df intensity x df visual =
1 x 1  = 1
df error = df̂ . - df intensity - df visual - df intensity x
visual =
19 - 1 - 1 - 1 = 16
STEP 10. The mean square values are computed by dividing the SS by
its corresponding degrees of freedom.
MS total (not required)
MS intensity = SS intensity/1 = .45/1 = .45
MS visual = SS visual/1 = 4.05 = 4.05
MS intensity x visual = SS intensity x visual/1 =
.05/1 = .05
MS error = SS error/1 = 48.4/16 = 3/025 
STEP 11. To compute the 7F ratios, divide
MS intensity/ms error = .45/3.025 = .149 
MS visual/MS error = 4.05/3.025 = 1.34 
MS intensity x visual/MS error = .05/3.025 = .0165
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STEP 12. A necessary and required part of the analysis of variance 
is the Summary Table. It appears as follows.
Summary
Sources SS df MS F p
Total 32.95 19 - - -
Intensity .45 1 .45 .15 N.S.
Visual 4.05 1 4.05 1.34 N.S.
Intensity x Visual .05 1 .05 .02 N.S.
Error 48.4 16 3.03 - -
Table of F ratios indicates that none of the F ratios is signifi­
cant. We conclude, therefore, that the two sound intensity levels 
did not effect the performance of the visually impaired learning dis­
abled students.
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"Run" file entitled TREATRUN and the "data" file entitled TREATDAT.
! JOB TONY/  DECUIR 
!RUH S P S S . P U B . S P S S
RUN NAME 
VARIABLE L I S T  
I NPUT MEDIUM 
N OF CASES 
I NPUT FORMAT 
VALUE LABEL
ANOVA
S T A T I S T I C S
F I N I S H
! EOJ
TREATMENT ( 2-WAY FACTORI AL)  ANOVA
DV, I HTEHS , TAS K
DI SC( TREATDAT)
20
F I X E D O F l . O )
I NTERS < 1 ) L 0 U  ( 2 ) H I G H /
TASK < 1 ) A  <2>B













5 1 1  
6 1 1
7 1 1  
8 1 1  
4 1 1  
6 1 2
5 1 2
7 1 2  
5 1 2  
3 1 2
3 2 1  
7 2 1
5 2 1  
8 2 1  
6 2 1  
8 2 2  
4 2 2
5 2 2
3 2 2  
4 2 2
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TABLE 17 
ANOVA Summary Table










4 . 5 0 0  
. 4 5 0  




2 . 2 5 0
. 4 5 0
4 . 0 5 0
. 7 4 4  
. 149  
1.  3 3 9
. 4 9 1  
. 7 0 5  
. 264
2-WAY I NTERACTI ONS 
INTENS TASK
. 0 5 0
. 0 5 0
1
1
. 0 5 0
. 0 5 0
. 0 1 7  
. 0 1 7
. 8 9 9
. 8 9 9
EXPLAI NED 4 . 5 5 0 3 1 . 5 1 7 . 5 0 1 . 6 8 ?
RESI DUAL 4 8 . 4 0 0 16 3 . 0 2 5
TOTAL 5 2 . 9 5 0 19 2 . 7 8 7
Note that under Sources of Variation the titles Main Effect, 2-Way 
interaction, or Explained are not found in most summary tables.
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Analysis of Variance; Treatment Designs
The Treatment Designs are a modification of the Two-Factor de­
sign. The computation is straightforward. The ^^between
and SS„ithin are calculated in the same fashion as the two-way analy­
sis of variance. Compare the computational steps of the two-way with 
the treatment-by-levels design. Treatment-by-levels is also referred 
to as "nested" design in some sources. The treatment design is used 
most often in the comparison of treatment methods (teaching, thera­
peutic) with samples that differ initially (schools, hospitals, etc.).
Remember the following in the computation of the Treatment 
Design;
1. As in the factorial design, there should only be one score 
for each subject. Since the data are intervallic, it is 
permissible to combine scores.
2. 10 to 15 subjects in each group is optimal and equal 
numbers in each group are required.
3. In the 2 x 2  as well as in the 2 x 3, it is preferable to 
keep the number of groups for each factor to 4 or 5.
Example
An investigator compared the effects of a traditional reality 
orientation program and a music-based reality orientation program
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on geriatric patients from three institutions located in three differ­
ent states. A popular standardized test was used for the dependent 
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STEP 3. Take the summed squared for each group from Step 1 and sum 
the results.
920 + 1161 + 716 + 369 + 594 + 113 = 3873 
STEP 4. To compute the grand sum, total the scores in the experiment
in Step 2.
52 + 46 + 42 + 59 + 33 + 17 = 249 
Squaring this total and dividing by the number of subjects
in the experiment gives the Correction Factor.
249^/18 = 3444.5
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STEP 5. To compute the total sum of squares (SŜ ) subtract the 
Correction Factor from the sum of the squared scores in 
Step 3.
SSj. = 3873 - 3444.5 = 428.5 
STEP 6. To compute the sum of squares for geographic region, sum 
the total of the three areas (or levels).
52 + 59 = 111 Napa State Hospital
46 + 33 = 79 Georgia Mental Health
42 + 17 = 59 Topeka State Hospital
Next, square each of the totals and divide by the number of 
scores which made up the total.
111^/6 + 79^/6 + 592/6 = 3673.84 
Then subtract the Correction Factor.
SS geography = 3673.84 - 3444.5 = 229.34
STEP 7. To compute the effects due to the two treatment methods
(music reality orientation versus traditional reality orien­
tation), sum the treatment effects ignoring the geographic 
location and divide by the number of subjects in each group.
149^/9 + 109^/9 = 3497.89 
To compute the effects due to treatment, subtract the
Correction Factor from the above figure.
SS treatment = 3497.89 - 3444.5 = 53.39
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STEP 8. To compute the effects due to the interaction of treatment 
and geography, square the sum of each of the cells as 
follows;
52^/3 + 59^/3 + 46^/3 + 33^/3 + 42^/3 + 17^/3 = 3814.33 
Then, subtract the Correction Factor, SB geography levels 
(Step 6) and SS treatment (Step 7).
SS geography x treatment = 3814.33 - 3444.5 - 229.34 - 
53.39 = 87.1
STEP 9. To compute the error term (SS error), subtract from the
total sum of squares, SS geography (Step 6), SS treatment 
(Step 7), and SS geography x treatment (Step 8).
SS error = 428.5 - 229.34 - 53.39 - 87.1 = 58.67 
STEP 10. Next, compute the degree of freedom terms.
df for SS^ = total measures - 1 = 17 
df for SS geography = 3 - 1 = 2
df for SS treatments = 2 - 1 = 1
df for SS geography x treatment = 2 x 1 = 2
df for SS error = df total - df geography - df treatment -
df geography x treatment =17 - 2 - 1 - 2 =  12 
STEP 11. To compute the mean square terms, divide the sum square term 
by the appropriate df terms.
MS total - not necessary 
MS geography - 229.34/2 = 114.67
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MS treatment = 53.39/1 = 53.39 
MS geography x treatment = 87.1/2 = 43.55 
MS error = 58.67/12 = 4.89 
STEP 12. To compute the F Ratios
F geography = MS error = 114.67/4.89 = 23.44 
F geography x treatment = MS geography x treatment/MS 
error = 43.55/4.89 = 8.91
Summary Table for Treatment Designs
Source SS df MS F p
428.5 17 - - -
Level (geography) 229.34 2 114.67 23.44 2.001
Treatment 53.59 1 53.39 10.92 2.01
Level X treatment 87.1 2 43.55 8.91 2.005
Error 58.67 12 4.89 - -
From the above results, we conclude that there is a significant 
(p<.001) difference in scores between the three facilities (MAPA 
State Hospital, Georgia Mental Health, and Topeka State Hospital). We 
note further a significant difference between the treatment groups 
(music reality orientation and traditional reality orientation). 
Finally, a significant interaction effect is observed between the 
different facilities and the two treatment effects. As a general rule.
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whenever interactions are significant the interpretation concentrates 
on the interaction effects. In this example, therefore, programs had 
different effects depending on the institution in which it was used. 
Further post hoc analyses would reveal the exact nature of these sig­
nificances.
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2 8 2 . 7 2 2 3 9 4 . 2 4 1 1 9 . 2 7 7
2 2 9 . 3 3 3 2 1 1 4 . 6 6 7 2 3 . 4 5 5
5 3 . 3 8 9 1 5 3 . 3 8 9 1 0 . 9 2 0
8 7 . 1 1 1 2 4 3 . 5 5 6 8.  9 0 9
8 7 .  I l l 2 4 3 . 5 5 6 8 . 9 0 9
3 6 9 . 8 3 3 5 7 3 . 9 6 7 1 5 . 1 3 0
5 8 . 6 6 7 12 4 . 8 8 9
4 2 8 . 5 0 0 17 2 5 . 2 0 6
Note the differences in the summary table from the book versions. 
Under the Sources of Variation Main Effects, 2-way, and Explained 
are usually excluded in the book versions.
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Analysis of Variance; Mixed Designs
The term "mixed design" has several different meanings to statis­
ticians. The most common use of this term is to designate a design 
which is a mixture of the repeated measures design and the independent 
groups design. In this mixed effects ANOVA, there must be at least two 
independent variables, at least one of which represents different 
groups of subjects and at least one of which involves repeated measure­
ments on the same subjects. These designs have been variously desig­
nated in the literature as the split plot designs (Kirk, 1968),^^^ 
Lindquist type I design, and multifactor experiments having repeated 
measures on some elements.
An example should help clarify this design. A music therapist 
attempting to determine the most efficient therapeutic method for 
extinguishing anti-social behaviors in adolescent mental retardates 
might use the following approach. Forty-five adolescents could be 
randomly assigned to three groups with three different therapeutic 
approaches. The subjects could be observed four times throughout the 
course of treatment - beginning, middle, end, and two weeks after all 
treatment has stopped. In this experiment there are two factors:
Roger E. Kirk, Experimental Design Procedures for the Behavior­
al Sciences (Belmont, California: Brooks/Cole Publishing Co., 1968).
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therapeutic methods and time of observation. For the repeated measure 
in the above example, subjects are measured at various times during 
the course of the study. The student should note that the levels of 
a particular factor are not separate factors. That is, three thera­
peutic methods are still only one factor - therapeutic methods - with 
three levels. There are three research questions answered by this 
design, similar to the 2 x 2  ANOVA. The questions of concern to the 
researcher are (1) is there a significant difference due to the main 
effects of variable A (therapeutic method), (2) is there a signifi­
cant difference in the scores taken at the various time of adminis­
tration, and (3) is there a significant difference due to the inter­
action of therapeutic method over time of administration.
In the simplest mixed effects ANOVA, there are two independent 
variables, each with two levels. The example presented above was this 
simplest form with three levels of each variable. It also would be 
possible to expand this design by the inclusion of a third independent 
•variable so that there would be two between and one within variable, 
or so that there would be one between variable and two within vari­
ables. These variations would each be three-way mixed effects 
ANOVA's, because there are three independent variables, but they would 
look quite different and would be analyzed differently.
The Lindquist Type III ANOVA and the three-way analysis of vari­
ance are similar to the relationship between the Lindquist Type I ANOVA 
and the 2 x 2  ANOVA. For example, a music therapist might study the
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effects of bell choir, chorus, and dance group on aural acuity of 
trainable and educable mental retardates. The therapist might assign 
five TMR and five EMR clients to each of the performing groups with 
an aural acuity test administered at four times throughout the course
of the treatment. According to the split-plot formula previously .. .
described, this Lindquist Type III ANOVA example might appear as 32.4 
ANOVA, where the first factor is represented by three levels, the 
second factor two levels, and four observations constitute the re­
peated measures factor. The number of F ratios appearing in the 
summary table is seven; there are three main effect questions, three 
first order interactions, and one second order interaction. The 
sample problem would appear as follows in tabular form.
Source M SS I
Between-subject 29
Therapeutic Group (TG) 2 *
Functioning Level (FL) 1 *
TG X FL 2 *
Between Subject Error 24
Within-subject 90
Exam Administration (EA) 3 *
EA X TG 6 *
EA X FL 3 *
EA X FL X TG 6 *
Within-subject error 72
Total 119
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Please consider the following hints in computing mixed designs 
analyses of variance. There should be (1) an equal number of subjects 
in each group, (2) four or five groups per variable is normally a 
maximum, and (3) there should be one score in each cell per obser­
vation.
The following is an example of the Lindquist Type III design.
Example
A music therapist employed in a stress unit of a general hospital 
was interested in studying the effects of a music bio-feedback para­
digm. The 20 subjects were divided into two general body-types: 
ectomorphs and mesomorphs, and each group was assigned to two different 
musical reinforcements: preferred and non-preferred music. The sub­
jects were given four trials to reduce the H+ ion concentration in the 
stomach. The following data were realized.
Table 20 
Analysis of Variance
S's 1 Trials2 3 4 z
Si 14 10 10 8 42
®2 16 9 10 5 40
:i S3 18 16 12 7 53
(Ectomorph) S4 17 14 11 8 50
S5 n . 19 17 10 _68
87 68 60 38 253
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p erm ission .
Table 20--Continued
S's 1 2 3 4 Z
A-l
(preferred Se 18 19 17 15 69music)
s? 25 24 20 16 85
"8 37 35 32 24 128
(Mesomorph) ^9 21 18 15 14 68
Sio _ Z 9 _ Z 9 26 112
139 125 112 95 462
Sll 17 15 10 7 49
$12 24 12 9 9 54
Si3 28 20 14 12 74
(Ectomorph) Si4 30 22 16 12 80
^15 _22 16 _9 4 _51121 85 58 44 308
^2(non-pre­ ^16 42 34 30 22 128ferred music)
^17 29 28 26 22 105
h ^18 26 25 20 16 87
(Mesomorph) Si9 30 30 25 14 99
S20 _27 _iO 12 _85
153 144 121 86 504
Grand Totals: 491 421 351 263 1527
(Trials)
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STEP 1. Array the data as shown in the above example. 
STEP 2. Sum the scores in each of the cells.
14 10 10 8
16 9 10 5
18 19 17 15
25 24 20 16
37 35 32 24
17 15 10 7
24 12 9 9
28 20 14 12
42 34 30 22
29 28 26 22
26 25 20 16
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STEP 3. Add the sums of the cells by adding the individual trials.
Group 1 87 68 60 38 = 253
Group 2 = 130 125 112 95 = 462
Group 3 = 121 85 58 44 = 308
Group 4 = 153 144 121 86 = 504
STEP 4. Sum the scores for the subjects across trials.
(42 + 40 + 53 ... 85) = 1527 
STEP 5. Square each score In the entire table.
(142 + 10^ + 10^ + ... 12̂ ) = 34483.01 
STEP 6. Total the scores of the four groups.
(253 + 462 + 308 + 504) = 1527 
STEP 7. Square the result of Step 6 and divide the number of scores
used In the Table (subjects x trials).
1527^/80 = 29146.61 
This Is the Correction Factor
STEP 8. Compute SSj. by subtracting the Correction Factor (Step 7)
from the grand total of Step 5.
SSt = 34483.01 - 29146.61 = 5336.4
STEP 9. Compute the between subjects sum of squares (SSy) by adding
each subject's scores across the four trials, squaring the 
value and dividing by the number of trials.
42^/4 + 40^/4 ... 85^/4 = 32658.21 
Next subtract the Correction Factor from the above value.
32658.21 - 29146.61 = 3511.6
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SS between subjects 
STEP 10a. Compute the effects of the condition (SS condition).
Square the scores of the four conditions and divide by the 
number of scores in each condition.
(253)^/20 + (426)2/20 + (308)^/20 + (504)^/20 = 26976.61 
Next, subtract the Correction Factor.
SS = 31316.65 - 29146.61 = 2170.04 
This between conditions figure provides an arithmetic check 
of all between-subject factors.
STEP 10b. Compute the between-subject sum of squares for the first
variable (music) by adding together the four music conditions 
(preferred versus non-preferred) disregarding somatype.
Aĵ B2 = 253 + 462 = 712
Ag Bg + A 2 & 2  = 308 +  504 = 812
Square the results of the above computation, divided by the 
number of scores in each condition (Aĵ B]̂ + Aĵ B2), and sub­
tract the Correction Factor.
SS^ (712)^/40 + (812)2/40 - 29146.61 = 117.6 
STEP 11. Compute the sum of square for the second variable in like 
fashion except this time add the scores of the groups 
according to the second variable (somatype).
A^ Bĵ + A2 Bĵ = 253 + 308 = 561
A1 &2 +  Ag Bg = 462 +  504 = 966
Square these results, divide by the number of scores in
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groups, and subtract the Correction Factor.
SSg = (561)^/40 + (966)^/40 - 29146.61 = 2050.32
STEP 12. Compute the sum of squares for the interaction of variable
A by variable B (music x somatype) by adding group 1 + 4
and S + 3.
Ai Bi + A2 B2 = 757
A]̂  B2 +  A2 = 770
Square the above sums, divide by the number of scores in
the combined groups, and subtract the Correction Factor.
SS^g = (757)^/40 + (770)2/40 - 29146.61 = 2.1
STEP 13. Compute the error term for the sum of squares for the
between-subjects variables by subtracting the SSy^riable A
(Step 10), SSyariable B (Step 11) and S S ^  (Step 12) from
the SS between subjects (Step 9).
SS error = SS between-subject - SS variable A - SS vari­
able B - SS variable AxB
SS error = 3511.6 - 117.6 - 2050.32 - 2.1 = 1341.58
STEP 14. Compute the within-subject sum of squares (recall that with-
in-subjects is synonymous with repeated measures) by sub­
tracting the SS between-subject (Step 9) from the SS^ (Step 
8).
SSy = SS^ - SS between subjects 
SS„ = 5336.4 - 3511.6 = 1824.8 
STEP 15. Compute the sum of squares for trials (SS trials) by adding
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
127
the scores of the trials (here, the four columns), squaring 
the results and dividing each by the number of scores in the 
respective trials. Add the results.
(491)^/20 + (422)^/20 + (351)^/20 
Next subtract the Correction Factor.
SS trials = 30576.75 - 29146.61 = 1430.14 
STEP 16. Compute the sum of squares trials by conditions (SS trials
X conditions) interaction by adding the scores for the two A 
groups (music) ignoring the second variable (See Step 2).
Trial 1 Trial 2 Trial 3 Trial 4 
Ai 217 193 172 133
Ag 274 229 179 130
Next, square each of the totals (here 8), and divide by the
number of scores in the trials (here 10). Add the results.
(217)^/10 + (193)^/10 + (172)^/10 + (133)^/10 + (274)^/10 4
(229)^/10 4- (179)^/10 4- (130)^/10 = 30806.9
Next, subtract the Correction Factor, SS^ (Step 10) and SS
trials (Step 15).
SS trials x A's = 30806.9 - 29146.61 - 117.6 - 1430.14 = 
112.6
STEP 17. Compute the sum of squares for trials versus the second vari­
able (somatype). Tabulate the second variable across trials 
ignoring the first variable (music).
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Trial 1 Trial 2 Trial 3 Trial 4
208 153 118 82
Bg 283 269 233 181
Again, square each of the totals and divide by the number of 
scores in the trial. Add the results.
(208)2/10 + (153)2/10 + (118)2/10 + (82)2/10 + (283)2/10 + 
(269)^/10 + (233)2/10 + (181)^/10 = 32682.1 
Next, subtract the Correction Factor, SS somatype (Step 11) 
and SS trials (Step 15).
32682.1 - 29146.31 = 3535.5
SS trials x B = 32682.1 - 29146.61 - 2050.32 - 1430.14 =
55.1
STEP 18. Compute the second order interaction sum of squares trials 
X music X somatype (SSj x A x B). Sum the scores for each 
of the trials for each of the experimental groups, square 
each score and divide by the number of scores in each trial.
(121)^/5 + (85)2/5 + (58)^/5 + (44)^/5 +
(153)2/5 + (144)2/5 + (121)2/5 + (86)2/5 = 32935.81
From the above figure subtract the Correction Factor, SS^
SSg (Step 11), S S ^  (Step 12), SŜ r̂ials (Step
15), SŜ â̂ ]. X A (Step 16), and ^ B (̂ *-̂ P •
32935.81 - 29146.61 - 117.6 - 2050.32 - 2.1 - 1430.14 - 
112.6 = 55.1
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^^Trials x A x B " (This figure differs slightly
from the computer figure of 21.4.)
STEP 19. Compute the within subject error term by:
(Step 14) - (Step 15) - SSi^i^i , A
(SS 16) - X B (Step 17) - SS^rials x A x B
(Step 18)
Error„ = 1824.8 - 1430.14 - 112.6 - 55.1 - 21.3 = 205.6
STEP 20. The sums of squares calculations are complete.
SSt = 5336.4 (Step 8)
^^between subjects ~ 3511.6 (Step 9)
SSa variable = ^17.6 (Step 10b) 
variable = 2050.32 (Step 11)
SSaxB = 2"! (Step 12)
SSgrror between “ 1341.58 (Step 13)
SS„ = 1824.8 (Step 14)
SSirials = 1430.14 (Step 15)
S^Trials x A ” 112.6 (Step 16)
SSTrials x B = ^5.1 (Step 17)
SSTrials x  A  x  B = 21.3 (Step 18)
SSerror within = 205.6 (Step 19)
STEP 21. Before computing the mean squares it is necessary to compute 
the degrees of freedom (df).
dfj = total number of scores - 1 = 8 0 - 1 = 7 9  
•̂ b̂etween “ total number of subjects -1 = 2 0 - 1  = 19
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df^ = number of A groups - 1 = 2 - 1 = 1  
dfg = number of B groups - 1 = 2 - 1 = 1
- 7 0 - 1 0  = 60between
^^Trials = number of trials per subject - 1= 4- 1=3
(̂ T̂rials x A ^^Trials ^ df^ = 3 x 1 = 3
‘̂ %rials X B " ‘̂ ^rials x df^ = 3 x 1 = 3
‘IfTrials x A x B  = ‘̂ T̂rlals ^ x d %  = 3
*̂ êrror w = df̂ j.̂ ĵ̂ g - df^^ials x A " ‘̂ ^rials x B
= df^rlals X A X B 
= 6 0 - 3 - 3 - 3 - 3  
= 48
STEP 22. Compute the means squares by dividing the sum of squares (SS) 
by the appropriate degrees of freedom (df).
MSj. - not required 
^between ' required 
MSa = SS^/df^ = 117.6/1 =117.6 
MSg = SSg/dfg = 2050.3/1 = 2050.3
“ e r r o r  -  b  = S S error  b / « e r r o r  b "
MS„ = SS„/df^ = not required
MSxrials = SSj^igig/dfTrials = 1430.1/3 = 476.7 
MSirials x A = SSj^ials x Â *̂ T̂rials x B " H2-6/3 = 37.5
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. K X B ■
^Trials x A x B = % A x B̂ '̂ T̂rials x A x B
= 21.7/3 = 7.1
^^error - w “ ^^error - w^^^error - w ~ 205.6/48 = 4.3 
STEP 23. Determine the F-ratios by dividing the MS of the variables 
(A, B, and trials) by the appropriate mean square error
F ^  Variable A x B = 2.1/83.8 = 1.00 
^Trials Variable Trials/MS^rror^ “ 476.7/4.3 = 110.86 ** 
^Trials x A = Variable Trials x A/MSgj-ror^ ^ 37.5/4 
= 8.72 **
^Trials x a x b - Variable Trials x A x B/MSqj-̂ qj.
= 7.1/4.3 = 1.65
STEP 24. A necessary part of the analyses of variance is the tabular 
reporting of the results.
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Sources SS df MS
Total 5336.4 79 -
Between Subjects 3511.6 19 - -
Variable A 117.6 1 117.6 1.40
Variable B 2050.3 1 2050.3 24.47
Variable A x B 2.1 1 2.1 1.00
Error b 1341.6 16 83.8
Within Subjects 1824.8 60
Trials 1430.1 3 476.7 110.86
Trials x A 112.6 3 37.5 8.72
Trials x B 55.1 3 18.4 4.28
Trials x A x B 21.4 3 7.1 1.65
Error w 205.6 48 4.3
We conclude that somatype (ectomorph and mesomorph) was a signifi­
cant factor in reducing stomach acid. All subjects learned to reduce 
acidity over trials. The rate of learning depended on music, the rate 
also depended on somatype.
For additional reading consult:
Bruning, James, and Kintz, B, J. Computational Handbook of Statistics.
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Glemier, Illinois: Scott, Foresman and Co., 1977.
Dayton, C. Mitchel. The Design of Educational Experiments. New York: 
McGraw-Hill Book Co., 1970.
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Analysis of Covariance
Among the statistical devices examined thus far, the analysis 
of covariance is the most sophisticated. Recall that in our dis­
cussions on experimental design one of the true experimental designs 
was the pre-test and post-test design. Diagrammed, the pre-test and 
post-test design appears:
Preliminarily, subjects are randomly selected and assigned to either 
an experimental or control group. This design prescribes that after 
the assignment to groups, subjects of both groups are administered a 
pre-test and a post-test, with subjects assigned to the experimental 
group receiving some type of experimental treatment.
The data of the pre-test and post-test design could be ana­
lyzed either by a series of t-te&ts comparing the pre-test and post­
test scores for both groups, or more efficiently a 2 X 2 mixed 
effects analysis of variance. However, if you suspect that the groups 
were initially not equal, then comparing their test scores would be 
misleading. The analysis of covariance allows a researcher to evalu­
ate the test results of groups which initially were not equivalent.
For example, a researcher might be interested in evaluating the
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performance of subjects from different school systems on two differ­
ent treatments or educational approaches.
Huck and Cormier (1977) describe the advantages of using the 
analysis of covariance as: (1) it allows comparison of groups which 
are not initially equal and (2) the analysis of covariance is a very 
robust device.
Although covariance is very similar to the analysis of variance, 
there are some differences. Covariates are measures used to make 
initial observations on a subject. This process can be called a pre­
test. The pre-test may or may not be the same as the post-test. If 
the covariate is not the dependent variable (measured behavior), then 
it must be correlated "with the dependent variable." For example, a 
researcher might use the Seashore rhythm subtest and the rhythm sub­
test of the Gaston Test of Musicality as covariates. It is imperative 
that the two subtests be related. Why would a researcher not want to 
use the same measure as a pre-test and a post-test? It should be 
noted that for every type of analysis of variance, there is an analy­
sis of covariance as a counterpart. The main differences are the 
covariate measures and the degrees of freedom.
The relationship between the covariate and the dependent vari­
able is referred to variously as common slope, homogeneous regression 
coefficient, or homogeneity of regression. In addition, when the size
York: Harper & Row Publishers, 1974), pp. 210-215.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
136
of the groups is not equal, a test of homogeneity of variance is 
appropriate (See sections 3.1, 3.2, and 3.3 in Bruning and Kintz).
The assumption of linearity, also associated with analysis of covari­
ance, states that the relationship between covariates and the de­
pendent variable must be a straight line relationship not a curvi­
linear relationship. Huck and Cormier express this as a relationship 
between height and weight because a gain in height will produce a 
proportionate gain in weight.
Example
Students in a music therapy department were randomly assigned 
to three groups; Tĵ , T2, and T3 where T represented teaching methods.
represented traditional lecture method, Tg represented an open 
seminar discovery method, and T3 represented a model where the stu­
dents were given a series of programmed units on music therapy liter­
ature. Initially, the subjects were administered the practice form 
of a music therapy examination. These data are represented by the 
X variable. The y variable represented scores on a National Certi­
fication Examination for Music Therapy.
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STEP 1. Array the scores.
^1 - Traditional ^2 - Open Seminar %  - Programmed Units
Students Students Students
X Y X Y X Y
Si 32 62 S7 21 72 Sl3 38 95
S2 46 66 S8 24 85 Sl4 45 88
S3 27 64 S9 18 61 «15 52 104
S4 35 48 Sio 32 87 S16 48 86
S5 31 51 Sll 35 69 Sl7 41 72
S6 40 74 S12 26 74 ®18 37 63
STEP 2. Total each of the columns.
Ti Tg T3
X Y X Y X Y
211 365 156 448 261 508
STEP 3. Square the scores in the x column and total the results.
32^ + 46^ + ... 41^ + 37^ = 23,448 
STEP 4. Total the scores of each of the x columns.
211 + 156 + 261 = 628 
STEP 5. Square the value achieved in Step 4, and divide the product 
by the total number of scores in the x columns.
628^/18 = 21,910.22 
STEP 6. Subtract Step 5 from Step 3.
23,448 - 21,910.22 = 1537.78
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STEP 7. From Step 4, square the scores from each of the x columns 
and divide by the number of scores in a single group (most 
examples reviewed have an equal number of subjects in the 
various methods).
211^ t ,1562 + 261.2 = 136,978 = 22.829/667
STEP 8. Subtract the value of Step 5 from the above value (Step 8).
22,829.667 - 21,910.22 = 919.445 
STEP 9. Subtract the value of Step 8 from Step 6.
1537.778 - 919.445 = 618.33 
STEP 10. Repeat the above procedure for the y variable. Square all
of the scores in the y columns.
62̂  + 66^ + ... 72^+ 63^ = 100,747
STEP 11. Total the scores of each of the y columns.
365 + 448 + 508 = 1321 
STEP 12. Square the value of Step 11 and divide by the number of 
scores in the y columns.
1321^/18 = 96,946.722 
STEP 13. Next, subtract the value obtained in Step 12 from the value 
of Step 10.
100,747 - 96,946.722 = 3800.278 
STEP 14. After totaling the scores in the y columns, square each
column total and divide by the number of scores in the
column. Next, add the results.
365^ + 448^ + 508^ = 98,665.5
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STEP 15. From Step 14 subtract the value in Step 12.
98,665.5 - 96,946.725 = 1718.778 
STEP 16. From Step 13 subtract the value in Step 15.
3800.278 - 1718.778 = 2081.5 
STEP 17. Obtain the sum of the cross products of x and y by multi­
plying each X by its y counterpart and totaling the results.
(32 X 62) + (46 X 66) + ... (37 x 63) = 47,131 
STEP 18. Multiply the total sum of the x scores (Step 4) by the
total sum of the y scores, (Step 11) and divide by the number 
of scores in the study.
628 X 1321 = 46,088.22 
18
STEP 19. From the value in Step 17 subtract the value from Step 18.
47,131 - 46,088.222 = 1042.778 
STEP 20. Multiply the sum of the scores for each of the x columns by 
its corresponding column total, add the results, and divide 
by the number of scores per group.
(211 X 365) + (156 X 448) + (261 x 508) = 46,581.833
STEP 21. From Step 20 subtract the value obtained in Step 18.
46,581.833 - 46,088.222 = 61 
STEP 22. From Step 19 subtract the value in Step 21.
1042.78 - 493.61 = 549.17 
STEP 23. Square the results of Step 19 then divide the result by 
Step 6.
1537.79
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STEP 24. From Step 13 subtract Step 23.
3800.28 - 707.12 = 3093.16
STEP 25. Square Step 22, divide the resulting value by Step 9.
549.17/618.33 = 487.74
STEP 26. From Step 16 subtract Step 25.
2081.5 - 487.74 = 1593.76.
STEP 27. Where N equals the total number of pairs (x y), and a the
number of experimental groups divide Step 26 by the degrees
of freedom term N - a - 1.
1593.76 + 1593.76 = 1593.76 = 113.84 
N-a-1 18-3-1 14
STEP 28. From Step 24 subtract Step 26.
3093.16 - 1593.76 = 1499.40
STEP 29. Calculate the between group degrees of freedom (a - 1),
where a equals number of treatment conditions - 1. Here,
a - l = 3 - l  = 2
Divide the value of Step 28 by a - 1.
STEP 30. Calculate the F ratio by dividing Step 29 by Step 27.
= 749.7 = 6.59113.84
After consulting the appropriate statistical table we find 
that an F = 6.59 is significant at the .01 level. We con­
clude that there is a significant effect due to the effects 
of the teaching method.
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In the analysis of covariance, a test of homogeneity of re­
gression is normally computed. By extracting the data from the 
computation already completed, the steps are as follows.
STEP 1. To compute the sum of squares x (SS^), square each score 
in Group 1 and add the results.
32^ + 46^ + ... 40^ = 7655 
Next add the scores in Group 1. Square the result and sub­
tract from the above figure.
,2.i^
7655 - = 234.8
Repeat for each group.
4266 - = 210
11,527 - = 173.5
Compute the SP value similarly.
Where, S P = x y - x  y/N
and N equals the number of paired scores.
xy = (32) (62) + (46) (66) + ... (40) (74) = 12,969
Group 1 = 12,969 - 211 - 365 = 133.2
xy = (21) (72) + (24) (85) + ... (26) (74) = 11.773
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Group 2 = 11,773 • 6
xy = (38) (95) + (45) (88) + ... (37) (63) = 22,389
Group 3 = 22,389 - -̂..5p.8 = 291.0
Group 1 =  ̂ (For the appropriate group)
GC'-W 1 = - 75.56
Group 2 =
Group 3 = = 488.1
STEP 4. Sum the results of Step 3.
75.56 + 7 4 +  488.1 = 638 
STEP 5. Compute the error term for SSy. From Step 16 of the co- 
variance calculation, subtract the previous Step 4.
2081.5 - 638 = 1443.5 
STEP 6. Where degrees of freedom equal df = N - 2a and N equals
the number of pairs and a the number of treatments •
df = 18 - 2(3) = 18 - 6 = 12
Divide Step 5 by N - 2a
^  - 120.3
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STEP 7. Calculate the adjusted error sum of squares for y. See
Step 26 of the original analysis and subtract Step 5 (this 
calculation).
1593.76 - 1443.5 = 150.26 
STEP 8. Degrees of freedom for error equal a - 1. Here 3 - 1 = 2 .  
Divide Step 7 by degrees of freedom for error.
150.26/2 = 75.13 
STEP 9. Determine the F ratio by dividing Step 8 by Step 6.
75.13 : .62120.3
Consulting a F table of probability with degrees of freedom 
equal to 2 and 12 we find that our F ratio is not signifi­
cant. We therefore conclude that the group regressions 
were homogeneous.
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For additional reading consult:
Dayton, C. Mitchel. The Design of Educational Experiments. New 
York: McGraw-Hill, 1970.
Edward, Allen S. Multiple Regression and the Analysis of Variance 
and Covariance. San Francisco: W. H. Freeman Co., 1979.
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Multiple Correlation and Regression
The statistical devices covered in each of the previous units 
have been easy tasks for a pocket calculator or a microcomputer. Even 
the mixed designs, however lengthy and tedious, can be calculated by 
either of the two. Multiple correlation is not easily computed on 
either of the small devices, and, in the case of the discriminant 
function analysis (Unit 6), computation can be accomplished only on 
the computer.
There are many similarities between these two statistical ap­
proaches. The mathematician will note that the two approaches have 
virtually identical mathematical bases except that multiple corre­
lation uses a continuous criterion variable while discriminant 
function analysis uses a categorical criterion variable. Several new 
terms (criterion variable and predictor variable) are used with these 
two designs. In the literal sense, the criterion is a behavioral 
measure of future performance to be predicted using a set of variables 
which presently are being measured. For example, the criterion meas­
ured might be whether a person will be a successful or unsuccessful 
therapist (a categorical criterion variable) or job satisfaction might 
be measured on a scale of one to ten (a continuous criterion variable). 
The predictor variables are those variables chosen to statistically 
predict the criterion variable, such as the sex of the therapist.
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number of years of practice, age, or annual salary.
Despite these similarities between multiple correlation and 
discriminant function analysis, there is at least one major differ­
ence. The two techniques are used with different research designs. 
Multiple correlation is a correlational technique used when there is 
a single criterion and multiple predictors measured from a single 
group of subjects. It is essentially correlational, attempting to 
determine a relationship between variables, or possibly attempting 
to predict the criterion because of this relationship. The discrimi­
nant function analysis, on the other hand, is used with quasi- 
experimental designs, or with experimental designs having several 
groups of subjects where the researcher wants to test whether the 
groups are different in terms of the set of predictor variables. The 
research question underlying discriminant function analysis is one of 
significant difference between groups, even though the researcher 
using this technique may later want to predict the group membership 
of certain subjects.
Since the multiple correlation and multiple regression tech­
niques in this unit are advanced correlational techniques, it is 
necessary that the student be thoroughly familiar with simple corre­
lation and regression. Correlation refers to relationship, or to the 
extent to which variables go together (covary), or measure the same 
thing.
Correlation is expressed statistically as a coefficient ranging
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from -1.00, thru 0.00, to +1.00, where the absolute value of the 
coefficient (0.00 thru 1.00) expresses the strength of the relation­
ship, and the sign (+ or -) expresses whether the two variables covary 
in the same or opposite directions. The most common correlation coef­
ficient is the Pearson product moment correlation, which is expressed 
as an "r" and is used when the variables are intervallie (other as­
sumptions must also be met in order to use a Pearson r).
Simple correlation describes the most elementary model in which 
two variables are being related. Simple correlation is referred to 
as bivariate correlation. In bivariate correlation one variable is 
being correlated with another; if these two are related, one can be 
predicted from the other. Multiple correlation presents a different 
model in which one variable (the criterion) is being correlated with 
a set of variables (the predictors). It should be emphasized that a 
set of variables, or more accurately a weighted set of variables, are 
being treated as a whole unit correlated with the single variable. 
Multiple correlation produces a single statistical measure of re­
lationship, the multiple correlation coefficients usually written as 
an upper case R (i.e., R = .86).
Regression is an extension of correlation when the aim is to 
develop an equation which actually predicts values of the criterion 
variable. Regression analysis is performed after correlation analy­
sis, but only when there is a significant relationship and the aim is 
prediction. Simple regression attempts to predict one variable from
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
148
another (bivariate regression), multiple regression aims to predict 
a criterion from a set of predictor variables. Regression equations 
can be used to predict actual values of a criterion variable if the 
researcher knows the actual values of the predictor variables. 
Regression equations also can be used to compare the relative im­
portance of each variable in the equation.
Example
The following data are taken from the Computational Handbook 
of Statistics by Bruning and Kintz.
With a criterion variable being freshman gradepoint average, 
and the two predictor variables being high-school grades and entrance- 
examination scores, a multiple correlation coefficient (R) was deter­
mined. It was necessary to compute the relationship between freshman 
grade point average (GPA), and the criterion variable using two pre­
dictors (high school grades and entrance examination). The simple 
correlations are as follows: r^2 “ +.60 between GPA and school grades, 
r 3̂ = +.50 between GPA and college entrance scores, and r23 = .70 
between high school grades and entrance examination. The size of the 
multiple correlation will depend upon how well the combination of pre­
dictors (high school grades and entrance examination scores) predict 
performance (GPA). The relationship is expressed in the following 
eqtiation.
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^1.23 = 1̂2 + r h  - ^^12 ^13 ^23
1 - T 2 3
Rl 23 =
60^ + 5Q2 - 2(.60) (.50) (.70)
1 - 7o2
RI.23 = .36 + .25 - 1.20 (.50) (.70)
1 - 4 9
H . 2 3  = .61 - 1.20 (35) 
.51
R .61
STEP 1. Using simple correlation (Pearson r), compute the correlation 
between three variables; GPA, high school grades, and 
entrance examination scores.
STEP 2. Substitute into the formula as already shown.
In the above problem, an R = .61 is larger than either of 
the variables taken singularly. It should be noted that if 
the correlation between each of the predictors and the cri­
terion is unchanged, then R will have become larger; 
conversely, if the value between the predictors and the cri­
terion variable is larger, then R will have decreased.
Multiple Regression 
Simple prediction can be described by the equation:
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where = the variable to be predicted (1st semester GPA, 
for example), X = (high school GPA, for example), and .15 
is a constant provided in the equation on which the raw score 
already is known.
Using our new language, the Y variable in this equation is the 
criterion or dependent variable, and X is called the predictor or 
independent variable. In regression, the efficacy of the equation 
depends upon the degree of correlation between the predictor and cri­
terion variables. For example, if high school GPA was correlated 
r = .65 with college GPA and IQ was correlated r = .90 with college 
GPA, we would use IQ because it is a better predictor of 1st semester 
GPA. In conclusion, we attempt to construct the best equation by using 
the best predictors. Computer-based regression programs actually do 
this for the researcher, selecting and ordering the variables in such 
a way as to maximize the size of the R.
The coefficient of determination identified as r^ or R^, de­
scribes the amount of common or shared variance between variables. It 
is for this reason that multiple predictors are used; they can account 
for more of the variance between the groups.
B Weights and Beta Weights 
Regression equations actually come in two very similar forms, 
standardized and non-standardized forms. The equation examined 
earlier (Y = 70X + .15) is a non-standardized regression equation.
An example of a non-standardized multiple regression equation would be:
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Y = .35Xĵ  + .SSŶ  + 7.35. This form of the regression equation is 
used when actual raw scores are substituted into the equation in an 
attempt to predict an actual Y score. For this reason, nonstandardized 
regression equations are also referred to as raw score regression 
formulas. The weights given to each predictor variable are termed raw 
score regression weights, or B weights. B weights are used only when 
the purpose is to predict a value for Y; B weights cannot be compared 
directly with each other.
The second form of the regression equation is the standardized 
regression equation. Multiple, rather than simple standardized re­
gression equation will be used in the following example: Y = .35X^ + 
.48Yg + .12Ŷ . This equation contains three predictor variables, each 
with its own weight. The weights in standardized regression formulas 
are called standard regression weights, or Beta (B) Greek weights for 
short. Unlike the B weights, beta weights are directly comparable 
with each other. This allows the researcher to compare directly the 
importance of each predictor variable. This equation, however, cannot 
be used to predict actual scores on the Y variable unless standardized 
(z) scores are used. One additional difference between non-stanard- 
ized and standardized regression equations is that the standardized 
equation puts the constant at the end of the equation.
Probability Levels Associated with R
In multiple regression, as with the t-test or analysis of vari­
ance (F), the researcher is interested in probability testing. Since
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any number of prediction equations can be drawn, we are comparing our 
equation to one drawn on the basis of chance.
Cross Validation 
Since the application of is not based on the individuals 
whose scores the investigator is trying to predict (they are not yet 
known), any prediction is only that, a prediction, an educated guess.
A technique used to test the equation with new individuals is called 
cross-validation. One way to accomplish cross-validation is to randomly 
split the original group in half, develop a prediction equation based 
on half of the sample, and use the equation to predict the scores of 
the second group. Since this is a known sample, the researcher has the 
actual scores of the entire group. Therefore, the predicted scores can 
correlate with actual scores. If these scores are highly correlated, 
the equation possesses some validity, it produces predicted scores which 
are very similar to the actual scores.
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Discriminant Function Analysis
As stated in the previous unit, regression attempts to sta­
tistically predict performance on a single variable from a set of 
variables. In regression analysis, the criterion variable is con­
tinuous. Discriminate function analysis attempts to predict group 
membership on the basis of a set of variables. The criterion vari­
able in discriminant function analysis is categorical, dichotomous, 
or nominal. Note that a nominal criterion variable is not restricted 
to two categories. For example, a clinician might be interested in 
predicting IQ classifications (mild, moderate, severe, and profound) 
of mental retardates on the basis of pitch matching ability or rhyth­
mic perception. Relatedly, a researcher might be interested in pre­
dicting successful readjustment to the community after having been 
discharged from the hospital for over a year. The predictors used in 
this study might be participation in music and activities therapy 
sessions, the number of close friends reported by the clients before 
hospitalization, and membership in community organizations. In the 
first example the clinician is attempting to predict membership in 
one of the four IQ classification groups, in the second sample the 
researcher is predicting membership in only two groups - successful 
adjustment versus unsuccessful adjustment.
Simple Discriminant Function Analysis 
The researcher in the above example, who was interested in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
154
predicting successful and unsuccessful community adjustment, would 
have used a simple discriminant function analysis, or a two group 
discriminant function analysis. Put another way, he was "interested 
in predicting to a dichotomous criterion variable." The predictor 
variables in the above study were attendance at therapeutic activi­
ties, the number of close friends reported before hospitalization, 
and the number of memberships held in community organizations. If 
the above data were analyzed by the SPSS subprogram Discriminant, be­
sides the normal information supplied for any analysis, the computer 
would yield information concerning the size of the groups, means for 
each of the predictor variables, the eigenvalues, a Wilks' Lambda 
Statistic, an F-ratio, and a significance level.
From the above list, only the eigenvalues and the Wilks' Lambda 
should be unfamiliar. Nie et al. state that the SPSS subprogram Dis­
criminant provides the use with two measures which assess the impor­
tance of a particular discriminant function.^^^ One of these, the 
eigenvalue, measures the relative importance of a particular function. 
The sum total of the eigenvalues yields the total variance. Expressed 
in terms of percentages, the eigenvalues are computed in order of
York: Harper & Row Publishers, 1974), pp. 148-176.
^^^Norman H. Nie et al., Statistical Package for the Social 
Sciences, 2nd ed. (New York: McGraw Hill Publishing Company, 1975), 
p. 442.
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importance, so that the researcher may decide at some point that he 
feels the value is too small and not worth continuing.
The other value is a measure of the discriminating values not 
already computed. Called Wilks' Lambda, it is an inverse of the dis­
criminating power of measures not yet used. With a large Lambda, a 
little amount of information is remaining. To test the significance 
of the Wilks, a chi square is computed. As discriminant functions are 
added to the equation. Lambda will increase and its corresponding 
chi square will decrease, thus lowering the probability level. The 
term centroid is also encountered in the discriminant function analy­
sis. Centroids are achieved by taking the means of the respective 
groups for a particular function. If we determine the means for a 
particular group on all of the functions, we would have determined the 
group centroids.
Multiple Discriminant Function Analysis
For most of this unit, we have restricted our discussion to the 
simple or two group discriminant function analysis. When a researcher 
is interested in predicting membership to three or more groups, a multi­
ple discriminant function analysis is used. It is emphasized that the 
number of predictor variables (dependent variables) may remain un­
changed, but group membership might be divided into more than two 
groups. In the above example, attendance at therapy sessions, number 
of friends reported before hospitalization, and community involvement 
could still be used as predictors. This time, however, it might desire
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to predict successful adjustment (no re-hospitalization after a year) 
and unsuccessful adjustment (more than two re-hospitalizations in a 
year). Remember, the number of predictors remain the same, only the 
number of categories or criterion groups has changed. The same sta­
tistics, such as centroids, eigenvalues, and Wilks' Lambdas are also 
present in the multiple discriminant function analysis.
Example
Field experience during academic training is an integral part of 
most professions, and music therapy is no exception. However, cli­
nicians and educators are frequently at a loss in their efforts to 
develop evaluative devices sensitive enough to describe the experience. 
To this end, the faculty members in a music therapy department devised 
an eleven item evaluation form. The items included attendance/punctu­
ality, ability to follow directions, ethical behaviors, and functional 
music ability. A ten-point scale was used to rate performance on each 
item. In order to test the discriminating powers of the scale, 
seventeen clinicians and fifteen educators were asked to evaluate 
job performance. All of the forms were completed at the end of the 
semester. A simple discriminant function analysis was used to predict 
membership in the two groups (student, clinician) on the basis of the 
answers given to the eleven items.
A computer print-out of the above example appears at the end of 
this unit. The student should have guessed by now that the discrimi­
nant function analysis is not calculated with a desk calculator.
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Please note the steps and format of the instructions given to the 
computer for the computation of this problem. Also note the manner 
in which the data appear.
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Table 22 
"Run" file entitled PRACTRUN.
! JOB TONY/ .DECOIR 








t o  





VARIABLE L I S T  
INPUT MEDIUM 





S T A T I S T I C S
F I N I S H
!EOJ
DISCRIM ANAL ON PRACTICUM DATA 
01 TO O i l , GROUP 
D IS C(P RA CTD A T)
32
FIXE D(  1 1 F 2 . 0 , X , F 1  . 0 )
GROUP < 0) STUDENTS ( D C L I N I C I A N S  
GR0UPS = GRO U P(O ,I  ) /V A RI A BL E S= Q l  TO 6 1 1 /  
AHhLV S1S =6 1 TO Q 1 1 / P R I 0 R S = S I 2 E  
5 , 7 , 8 , 1 0 , 1 1 , 1 2  
1 , 5 , 6
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"Data" file entitled PEACTDAT.
1 0 8 1 0 0 9 1 0 0 9 1 0 1 0 1 0 1 0 0 9 0 9  0
2 0 7 1 0 1 0 1 0 0 8 1 0 1 0 1 0 1 0 1 0 0 9  0
3  0 8 0 8 0 8 0 9 0 7 0 8 0 8 0 9 0 7 0 7 0 8  0
4 1 0 1 0 1 0 0 9 0 8 0 9 0 8 0 8 0 8 1 0 0 8  0
5 0 9 1 0 1 0 1 0 0 8 1 0 1 0 0 9 0 9 1 0 1 0  0
6 0 9 1 0 0 9 1 0 0 9 1 0 1 0 0 9 1 0 1 0 0 9  0
7 1 0 1 0 0 8 0 9 0 7 0 9 0 8 0 8 0 8 0 9 0 8  0
6 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  0
9 0 9 0 9 0 7 0  8 0 7 0 8 0 7 0 8 0 8 0 8 0 9  0
10  0 8 0 9 1 0 1 0 0 9 0 9 0 9 1 0 0 9 0 9 0 9  0
11 0 9 1 0 1 0 1 0 0 8 1 0 0 9 0 9 0 8 1 0 0 9  0
12  0 9 1 0 1 0 0 9 0 8 1 0 0 8 0 7 0 9 1 0 0 9  0
13  0 8 1 0 1 0 1 0 0 7 1 0 0 8 0 9 0 9 1 0 1 0  0
14 1 0 1 0 1 0 1 0 0 9 1 0 0 9 1 0 0 9 1 0 1 0  0
15  1 0 1 0 1 0 1 0 0 8 1 0 1 0 1 0 0 9 1 0 1 0  0
16 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 9 1 0 0 9  1
17 1 0 1 0 0 8 1 0 0 9 1 0 0 9 0 6 0 8 0 9 0 9  1
18 0 9 0 9 1 0 1 0 0 9 1 0 0 8 0 9 0 9 0 9 0 8  1
19 0 9 1 0  0 9 1 0 0 8 1 0 1 0 0 8 1 0 1 0 0 9  1
2 0  0 7 0 9 0 9 0 9 0 8 0 9 0 8 0 7 0 7 0 7 0 9  1
21  0 9 1 0 0 9 0 9 0 8 1 0 0 9 0 8 0 9 0 9 0 7  1
22  1 0 1 0 0 9 1 0 0 8 1 0 0 8 0 7 0 9 0 9 0 8  1
2 3  0 8 0 9 0 9 1 0 0 8 1 0 0 8 0 7 0 8 0 8 0 8  1
24  1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  1
2 5  1 0 1 0 1 0 1 0 0 8 0 9 0 7 0 8 0 8 1 0 0 8  1
2 6  0 7 0 9 0 9 0  9 0 8 0 9 0 9 0 9 0 8 0 9 0 8  1
2 7  0 9 0 9 1 0 1 0 0 8 0 9 0 9 0 8 0 8 0 8 0 7  1
2 8  1 0 1 0 1 0 1 0 0 8 1 0 0 6 0 9 0 9 0 9 0 8  1
2 9  1 0 1 0 1 0 1 0 0 8 1 0 0 9 0 8 1 0 1 0 0 8  1
3 0  0 9 1 0 1 0 1 0 0 9 1 0 0 9 1 0 1 0 1 0 0 9  1
31  0 9 0 9 1 0 1 0 0 9 1 0 0 8 1 0 0 9 1 0 0 9  1
3 2  1 0 1 0 0 8 1 0 0 9 1 0 0 8 0 6 0 8 1 0 0 9  1
Note that this is a numbered file with 
the number of cases being represented 
by the first column. There are eleven 
columns of two digit numbers with zeros 
being used to make the numbers com­
patible. The last single digit column 
(0, 1) is the group membership code.
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Table 24 
Group Means for Discrim Problem
GROUP MEANS
CROUP 01 02 83
0
1
8 . 8 0 0 0 0
9 . 1 7 6 4 7
9 . 7 3 3 3 3
9 . 6 4 7 0 6
9 . 4 0 0 0 0  
9 . 4 1 1 7 6
TOTAL 9 . 0 0 0 0 0 9 . 6 8 7 5 0 9 . 4 0 6 2 5
84 85 86 87
9 . 6 0 0 0 0  
9 . 8 2 3 5 3
8 . 1 3 3 3 3  
8 . 5 2 9 4 1
9 . 5 3 3 3 3  
9 . 7 6 4 7 1
8 . 9 3 3 3 3
8 . 5 2 9 4 1
9 . 7 1 8 7 5 8 . 3 4 3 7 5 9 . 6 5 6 2 5 8 . 7 1 8 7 5
88 09 0 1 0 01 1
9 . 0 6 6 6 7
8 . 2 3 5 2 9
8 8 6 6 6 7  
8 . 7 6 4 7 1
9 . 4 6 6 6 7
9 . 2 3 5 2 9
9 . 1 3 3 3 3
8 . 4 1 1 7 6
8 . 6 2 5 0 0 6 . 8 1 2 5 0 9 . 3 4 3 7 5 8 . 7 5 0 0 0
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Table 25 
Results
D ISCRIM ANAL ON PRACTICUM DATA
W ILK S'  LAMBDA <Ü - S T A T I ST 1C> AND UNIVARIATE F- R A T I O
WITH 1 AND 3 0  DEGREES OF FREEDOM
VARIABLE WILKS'  LAMBDA F SI G N I FI C A N C E
61 . 9 7 0 2 8 . 9 1 9 0 . 3 4 5 4
62 . 9 9 3 3 2 . 2 0 1 8 . 6 5 6 5
63 . 9 9 9 9 5 . 1 5 2 4 E - 0 2 . 9 6 9 1
64 . 9 5 2 9 8 1 . 4 8 0 . 2 3 3 3
65 . 9 4 1 0 8 1 . 8 7 8 . 1 8 0 7
66 . 9 6 1 9 7 1 . 1 8 6 . 2 8 4 8
67 . 9 6 2 2 8 1 . 1 7 6 . 2 8 6 8
68 . 8 8 4 0 5 3 . 9 3 5 . 0 5 6 5
69 . 9 9 6 6 7 . 1 0 0 2 . 7 5 3 7
6 1 0 . 9 8 3 0 8 . 5 1 6 2 . 4 7 8 0
61 1 . 8 1 1 4 1 6 . 9 7 3 . 0 1 3 0
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Table 26 
DISCRIM ANAL ON PRACTICUM DATA
CANONICAL DISCRIMINANT FUNCTIONS
PERCENT OF CUMULATIVE 
FUNCTION EIGENVALUE VARIANCE PERCENT
CANONICAL
CORRELATION
1 . 2 4 6 7 6  1 0 0 . 0 0
FUNCTION WILKS'  LAMBDA CHI-SQUARED D . F .  SIG N IF ICA N CE
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Table 27
CANONICAL DISCRIMINANT FUNCTIONS EVALUATED
AT GROUP MEANS (GROUP CENTROIDS)
0 -1.15095
1 1.01554
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T a b le  28 
CL A SS IF IC A T IO N RESULTS
NO. OF PREDICTED GROUP MEMBERSHIP 
ACTUAL GROUP CASES 0 1
GROUP 0 15  13 2
STUDENTS 6 6 . 7 %  1 3 . 3%
GROUP 1 17  5 12
CLINICIAK‘3 2 9 . 4 %  7 0 . 6 %
PERCENT OF "GROUPED* CASES CORRECTLY C L A S S I F I E D :  7 8 . 1 3 %
CLA SSI FI CA TI O N PROCESSING SUMMARY
32  CASES WERE PROCESSED.
32  CASES WERE USED FOR PRINTED OUTPUT.
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Non-Parametric Statistics
Non-parametric statistics, or the so-called "distribution-free" 
tests, differ from their parametric counterparts in that they make no 
assumptions about the population from which the subjects were drawn 
and are based on the normal distribution. A second distinguishing 
characteristic is that they are intended for use on variables which 
are only nominal or ordinal. The non-parametric tests are particu­
larly suitable for the behavioral sciences since the samples are often 
small, and the data are often not numerical, but are amenable to 
ranking procedures. Another advantage of the non-parametric devices 
is the simplicity in computation. In summary, the advantages found 
in the use of non-parametric statistical tests are:
(1) distribution-free, no assumptions about population
(2) nominal and ordinal scales of measurement are adequate
(3) amenable to non-numeric data, and small samples
(4) computational simplicity
One major use of non-parametric statistics has been to substi­
tute them for the more powerful parametric statistics when the para­
metric assumptions could not be met.
It is appropriate here to discuss the criticism levelled at the 
use of non-parametric statistics. Boneau (1960) in his article, "The 
Effects of Violations of the Assumptions Underlying the t-test,"
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states that in most Instances minor violations of either of the as­
sumptions of homogeneity of variance and normality do not signifi­
cantly alter the value of the t r a t i o A n d e r s o n  (1961) reports 
that t and F are the major statistical devices in psychology and re­
lated fields, with the non-parametric tests being of minor im­
portance This opinion is borne out in a survey of the papers
published in the Journal of Music Therapy from 1975 to 1980. The 
results of that survey indicated that various types of analyses of 
variance were used more extensively than any other type of statistical 
device, with the t-test in close p u r s u i t T h e  Newman-Keuls was 
the most widely used post-ANOVA test. Still the non-parametric tests 
warrant discussion because the sample sizes often used in music 
therapy research are small and use of non-numeric data is frequent.
The Tests
The non-parametric devices to be studied were selected on the 
basis of a recent nationwide survey of music therapy professors.
Underlying the t-test," Readings in Statistics (Massachusetts; 
Addison-Wesley Publishing Co., 1970), p. 231.
tistics (Massachusetts: Addison-Wesley Publishing Co., 1970), p. 106.
Anthony A. Decuir, "A Survey of Statistical Course Offerings 
in Music Therapy," paper presented at the 31st Annual Conference of 
the National Association for Music Therapy, Minneapolis, Minnesota,
4 November 1980, (Mimeographed.)
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Results of the survey indicated that the following non-parametric 
statistics were the most useful for music therapy students:
1. Chi square (nominal)
2. One-sample runs test (ordinal)
3. Kolmogorov-Smimoff one sample runs test (ordinal)
4. Mann-Whitney U (ordinal)
5. Wilcoxon matched-pairs signed-rank test (ordinal)
6. McNemar test for the significance of changes (nominal)
7. Kolmogorov-Smimoff two sample test (ordinal)
8. Chi square test for two independent samples (nominal)
9. Friedman two-way analysis of variance (ordinal)
10. Chi square test for k independent samples (nominal)
11. Kruskal-Wallis one-way analysis of variance (ordinal)
The devices listed above are grouped according to the samples for 
which they are appropriate, that is, one-sample cases, two-sample 
cases, and k-sample cases.
Until recently, there were no SPSS sub-programs for non-para­
metric statistics. Now, however, most of the frequently used non-
parametric statistical tests have been included in SPSS. All of the
non-parametric devices reviewed in this course are included in the 
recent SPSS Update (7 and 8).
Chi Square One-Sample Test (nominal)
The chi square test (X̂ ) is a goodness-of-fit test; it attempts
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to determine whether there are significant differences between an ob̂  
served number of responses and an expected number under the null 
hypothesis (Ho). The one-sample tests attempt to determine whether a 
particular sample was actually drawn from a particular population.
For example, a music therapist might be interested in catego­
rizing mentally retarded clients according to their preference for a 
particular type of musical activity.
Methodology
To make the comparison between an observed frequency and an 
expected frequency, it is necessary first to determine the expected 
frequency. The expected frequency in each cell equals the total 
number of observations (N) divided by the number of categories (k), 
or = N/k.
In order to test whether the observed frequency is different 
from the expected frequency, that is, whether the sample was drawn 
from the same or a different population, the following formula is
i=l
where 0̂  = observed number of cases 
= expected number of cases
k
^ 2  “ sum the result from each of the k cells 
i=l
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The larger the value of X^, the more likely it is that the sample in 
question was not drawn from the population. The significance of 
can be determined from a chi square table if the degrees of freedom 
are known. Degrees of freedom are defined in the one-sample situation 
as the number of categories minus 1, or df = k - 1.
Example
A music therapist investigated the effects of preferred and 
non-preferred music on finger temperature. This investigator tried to 
determine which of the five fingers of the dominant hand achieved a 
particular criterion temperature within 5 seconds. In this example, 
the expected frequencies are defined by multiplying the observed fre­
quencies by the number of categories.
Fingers of Dominant Hand 
1 2 3 4 5 Total
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T a b l e  29












! JOB TONY/  . DECUIR 
IRON S P S S . P U B . S P S S  
RUN NAME 
VARI ABLE L I S T  
i n p u t  MEDIUM 
N OF CASES 
I NPUT FORMAT 
NPAR TESTS  
F I N I S H  
! EOJ
SQUARE ONE SAMPLE FI NGER PROBLEMCHI 
DV
O I S C ( F I H G R O A T )
3 6
F I X E D ( F l . O )  
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Results of FINGRDAT Analysis
CHI - SQUARE TEST
DV
VALUE 1 . 2 . 3 . 4 .  5 .
COUNT 5 . 1 0 . 8 . 7 .  6 .
EXPECTED 7 . 2 0 7 . 2 0 7 . 2 0 7 . 2 0  7 . 2 0
CHI - SQUARE D . F . S I GNI F I CANCE
2 . 0 5 6 4 . 7 2 6
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7.2 7.2




^ = 2.06 
df = k - 1
5 - 1  = 4 
p>.05
The One-Sample Runs Test (ordinal)
Often a researcher is interested in determining whether a sample 
drawn from a particular population is in fact a random selection. In 
order to determine whether a sample has been randomly selected, a 
method founded on a sequential or ordering technique is used.
The One-Sample Runs Test is based on counting the number of runs 
presented by a sample. A run is defined here as a sequence of symbols, 
typically, pluses (+) and minuses (-). For example, the following 
series would yield seven runs:
— I I I —— + — + —
Î ~ F  3“ 4 5 6 7
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Methodology
Where and represent the number of a particular sign, the 
total number of observations are yielded by the formula N = n^ + n̂ .
For samples where n^ and n^ are each less then twenty cases, 
the value of r in the runs test is equal to number of changed signs. 
For samples with either n^ or n^ larger then 20, a z score must be 
computed.
An experimenter interested in studying aural acuity among ce­
rebral palsied clients observed the clients in dyadic play situations. 
Thirty (30) clients were selected to participate in the study.
Fearing contamination of the screening procedure by clients conversing 
with one another, the experimenter attempted to determine the random­
ness of the sample. Having completed the selection process, each 




Score in regard to 
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Table 31--(Continued)
Score
Score in regard to 





















For samples where either or are larger than 20, the null hypothe­
sis is tested by the formula:
2n̂ n̂  (2n̂ Ug " " "2̂
(nf + n̂ )-̂  (n̂  + n^ - 1)











■JOB TONY/  . DECUI R 
!RUH S P S S . P U B . S P S S
RUN NAME 
VARI ABLE L I S T  
I NPUT MEDIUM 
N OF CASES 
I NPUT FORMAT 
NPAR TESTS 




DI S C( RUHS DATT)
30
F I X E D ( F 2 . 0 >
































2 7  
15  
0 6  









0 6  
2 6  
17
16 
0 9  
3 5  
3 4  
0 8  
31
The two above files are entitled RUNSRUM and 
RUNSDATT.
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R e s u l t s o f  t h e  Runs  T e s t
---------- RUNS TEST
DV
CASES TEST VALUE RUNS Z 2- T AI L E D P
30 2 0 . 1 3 3 3 1 7 .  . 6 2 0 . 5 3 5
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At a glance .
1. Arrange the observations: n. = total number of pluses; 
n = total number of minuses. Here n. = +12; n. = -18 
and N = 30. ^  ^
2. Determine the runs (r) by counting them, r = the number of 
changed signs. Here r = 17.
3. Most tables for r require that the observed value be less 
than or equal to the table value.
4. For n^ or n^ larger than 20, r is distributed similar to z.
5.
Kolmogorov-Smirnoff One-Sample Test (ordinal)
The Kolmogorov-Smirnoff One-Sample Test is similar to the one- 
sample test. It too is a goodness-of-fit test. Unlike the test 
however, the Kolmogorov-Smirnoff one-sample test seeks to determine how 
an observed sample distribution compares with a theoretical distri­
bution of the population.
The rationale underlying the Kolmogorov test is that if a sample 
were drawn from a certain population and the sample and the population 
scores plotted on a graph, under the null hypothesis (Ho) there would 
be no difference in their curves. The researcher needs to determine 
only the difference (D) to test the hypothesis.
The Kolmogorov-Smirnoff one-sample test is particularly useful in 
evaluating preferences for objects, opinions, individuals, or musical 
stimuli.
Methodology
To determine the maximum difference between the theoretical
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population and the observed sample;
1. Plot the two distributions along similar points of compari­
son. These points may be percentiles, quartiles, z scores, etc.
2. The plotted distributions could look as follows:
Categories: 1 2 3 4 5 6 7 8 9 0
Preference: 4 0 0 0 2 4 0 0 0 0
*Theoretical
Distribution .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0
Sample




and sample .3 .2 .1 0 .1 .4** .3 .2 .1 0
**Maximum Differences: D = .4 
N = number of responses; here 10 
p<r.lO
*Decimals were used here to make scores more compatiable with the proba­
bility table.
Example
A clinician interested in determining the preferences of ado­
lescent males for preferred sound levels of their favorite recordings 
set up the following experiment. The clients were exposed to five in­
tensity levels of their favorite recordings. Ten clients participated 
(N=10).
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Table 34 
"Run" file entitled KOLGORUN.
1 ! JOB TONY/ DECUIR
2 !RUH S P S S . P U B . SPSS
3 RUN NAME KOLMOGOROV-SMIRNOFF
4 VARI ABLE L I S T DV
5 I NPUT MEDIUM DI SC( KOLGODAT)
6 N OF CASES 10
7 I NPUT FORMAT F I X E D ( F l . O )
8 NPAR TESTS K - S  ( UNI F ORM)  = DV
9 F I N I S H
10 ! EOJ
Table 35 











R eprodu ced  with p erm ission  of the copyright owner. Further reproduction prohibited without perm ission .
Table 36
KOLMOGOROV -  SMIRNOV GOODNESS OF F I T  TEST
DV
TEST D I S T .  -  UNIFORM (RANGE * - 0 0 0 0  TO
CASES MAX(ABS D I F F )  MAX( + D I F F )
10 . 7 0 0 0  . 7 0 0 0
K- S  Z 2 - T A I L E D  P MAX(-  D I F F )
2 . 2 1 4  . 0 0 0 1000














D = .4 
pzi.lO
The statistical devices presented in this unit are one-sample 
tests with and Kolmogorov-Smirnoff described as goodness-of-fit 
tests. The one-sample runs test is useful for determining whether a 
drawn sample is a product of random selection. Both the one-sample 
runs and the Kolmogorov are suitable for at least ordinal data, while 
is appropriate for nominal data.
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Unit 8
In the next section, statistical devices appropriate for com­
paring two independent samples will be examined. These tests attempt 
to determine whether any significant differences exist between the 
two independent groups. Independent groups or samples can be defined 
as groups or samples selected separately, that is, from separate 
populations, or from populations whose characteristics are unknown.
The non-parametric tests selected are; chi square (X^) (nominal), 
Kolmogorov-Smimoff (ordinal), the Mann-Whitney U (ordinal).
Chi Square: Two Independent Samples
Often researchers are faced with comparing two independently 
drawn samples on some variable which is measured nominally. This com­
parison is attempted to determine if there is a significant difference 
between the two samples. For example, a music therapist might be 
interested in comparing the rhythmic perception abilities of males and 
females.
Methodology
As in the case of the chi square for goodness-of-fit, the present 




The above formula requires that the expected frequency be calculated.
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The expected frequency can be calculated by multiplying the sum of the 
rows by the sum of the columns and dividing by the total number of 
cases N. Quadrant A's expected frequency would be (A + B) x (A + C)/N
Males Females
A B A + B
2 x 2  Continge
Table
C D C + D









The above example would yield the following calculations:
Eg - 7.8)̂  + (6 - 5.2)̂  7.8 5.2
+ (8 - 7.2)^ + (4 - 4.8)^
7.2 4.8
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184
"Run" file entitled CHIS3RÜN; "Data" file entitled CHIS3DAT.
1 N O B  TONY/ DECUI R
2 !RUN S P S S . P U B , SP S S
3 RUN NAME CHI  SQUARE 2 BY 2 PROBLEM
4 VARI ABLE L S I T SUCCEED, GENDER
5 I NPUT MEDIUM D I S C ( C H I S 3 D A T >
6 N OF CASES 2 5
7 I NPUT FORMAT F I X E D ( 2 F 1  . 0 )
8 VALUE LABELS SUCCEED ( 1 )SUCCEED ( O ) F A I L /
GENDER <1 )MALE <2>FEHALE
10 CROSSTABS TABLES = SUCCEED BY GENDER
11 S T A T I S T I C S ALL














1 3  01
14 01
15  0 1
1 6  12
17  12
18 12




2 3  0 2
2 4  0 2
2 5  0 2
Note that both files are numbered. The twenty-five cases as 
stipulated in the "run" file step 6. The data are to the right.
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Ta b l e  38 
CHI  SQUARE 2 BY 2  PROBLEM
GENDER
COUNT I 
ROW P C I  IMALE F 
COL P C I  I











6 6 . 7
5 3 . 3
3 2 . 0
7
5 3 . 8
4 6 . 7
2 8 . 0
COLUMN
TOTAL
CORRECTED CHI  SQUARE 
RAW CHI SQUARE
15
6 0 . 0
4
3 3 . 3
4 0 . 6
1 6 . 0
6
4 6 . 2
6 0 . 0
2 4 . 0
ROW
TOTAL
2. 1  












4 0 . 0
12
4 8 . 0
13
5 2 . 0
25
1 0 0 . 0
. 0 6 0 1 0  WITH 1 DEGREE OF FREEDOM.  
. 4 2 7 3 5  WITH 1 DEGREE OF FREEDOM.
SI GNI F I CANCE
SI GNI F I CANCE
. 8 0 6 3
. 5 1 3 3
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An alternate formula with the correction for continuity appears as:
IaD - BCl - M/2)^
(A + B) (C + D) (A + C) (B + D)
25 (48 - 28)^
(13) (12) (15) (10) 






A music therapist employed at an institution for the physically 
handicapped was interested in investigating the likelihood that ataxic 
and athetoid patients preferred different intensities of music. Ten 
athetoid and 12 ataxic clients were randomly selected to participate 
in the study. After determining their musical preferences, the 
clients were exposed to three intensity levels of the music (60 db,
80 db, and 100 db). Ho: there will be no differences in the choice 
of intensity levels of ataxic and athetoid clients for 3 (60, 80,
100 db) levels.

















Substituting into the formula, the data appear as follows;
v2 (3 - 3.3)^ + (3 - 2.7)^
3.3 2.7
+ (6 - 5.sr + (4 - 4.5r
5.5 4.5
X^ = .21 (before rounding off X^ = .208
The advantages of the X^ for two independent samples are:
(1) ease of computation, (2) only nominal data required, and (3) a 
researcher is capable of setting the expected frequency on an a priori 
basis on a sample with which he is familiar. It must be emphasized, 
however, that chi square tests are limited to situations in which the 
categories are all independent; the occurrence of data from the same 
subject in two or more places in the analysis would violate the as­
sumption and is probably the most frequent error in the use of the
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Kolmogorov-Smirnoff 
Test for Two Independent Samples (ordinal)
The Kolmogorov-Smirnoff test for two independent samples, simi­
lar to its one-sample counterpart of the same name, attempts to 
determine differences between two independent samples on the basis of 
the maximum cumulative frequencies. The Kolmogorov-Smirnoff two- 
sample test is suited for at least ordinal data. Since the Kolmo­
gorov-Smirnoff two-sample test examines the maximum cumulative 
frequencies along similar points in a distribution, it appears to be 
suitable for comparing designs which are based on a series of events.
For example, a researcher might be interested in examining 
differences in the scores of mentally retarded clients with I.Q.'s 
of 40 and 60. The two groups were compared on the basis of the Sea­
shore rhythm test. The following are the raw scores, and the cate­
gories. The null hypothesis (Ho) states that there will be no 
differences in the two distributions.
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Table 39 
"Run" file entitled K0LG02DAT.
1 ( J OB TONY/ DECUIR
2 IRON S P S S . P U B . S PSS
3 RUN NAME KOLMOGOROV-SMIRNOFF
4 VARI ABLE L I S T I V, DV
5 I NPUT MEDIUM 0 I S C ( K 0 L G 2 D A T )
6 N OF CASES 2 0
7 I NPUT FORMAT F I X E D < F 1 . 0 , X , F 2 . 0 )
8 HPAR TESTS K- S  = DV BY I V ( 1 , 2 )
9 F I N I S H
10 ! EOJ
Table 40 










1 0 1 09
11 2 15
1 2 2 21
1 3 2 12
14 2 09
15 2 14




2 0 2 10





WARNING -  DUE TO SMALL SAMPLE S I Z E ,
1 « 2 
10 ID
K- S Z 2 - T A I L E D  P 
i 565 .015
PROBABILITY TABLES SHOULD BE CONSULTED
HAXCABS D I F F )  MAX(+ D I F F )  HAX( -  D I F F )  
.7000 .7000 OOOo











The Seashore rhythm subtest has thirty items. Note that the cate­
gories are set up arbitrarily. It is wise to use as many categories 
as possible.
Categories
4-6 7-9 10-12 13-15 16-18 19-21 22-24 25-27 28-30
MR - 40 IQ 4 9 10 10 10 10 10 10 10
MR - 60 IQ 0 2 4 7 9 10 10 10 10
Difference 4 7  6 3 1 0 0 0 0
Maximum Difference (D) = 7
The maximum difference was observed in the category (7-9) where the 
difference equals 7.
N equals the number of subjects in each group, where n^ = n^ = 10. 
Note: N does not equal n^ + n^ (p .01).
Methodology
To compute the Kolmogorov-Smirnoff, the researcher first must 
randomly select two independent samples. In order to establish the 
cumulative frequencies, the researcher must establish the intervals 
which permit the direct comparison of the two samples. As the number
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of intervals increases, the greater the amount of data is used.
The method of determining the maximum D is to note the largest 
difference between the two samples at any of the established inter­
vals. The significance of the observed D is determined by comparing 
the value of D with a Kolmogorov distribution table. If the observed 
value of the difference D is larger then the table value, then the 
observed D is significant, therefore we have observed a significant 
difference between the two samples.
Example
A music therapist working with hyperactive children in the 
public school system sought to determine if there were any differences 
in the scores of male and female clients on an aural perception test. 






















1-5 6-10 11-15 16-20 21-25 26-30
Males 0 0 5 8 10 10
Females 0 0 2 6 8 10
Difference 0 2 3* 2 2 0
*Maximum D = 3
The observed MAXIMUM DIFFERENCE of 3 is not significant at the a 
priori established .05 level of confidence.
In summary, the Kolmogorov-Smirnoff is suitable for comparing 
two independent groups when using ordinal data which is continuously 
distributed (fractions are admissible). It is also at least as easy 
to compute as the chi square.
Mann-Whitney U (ordinal)
The Wilcoxon Mann-Whitney U test was first devised by Wilcoxon 
in 1945 and later modified by Mann and Whitney in 1947. Most sources
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indicate that the U-test is a suitable alternative to the t-test for 
independent samples. However, unlike the t-test, Mann-Whitney U 
requires only ordinal data, while the t-test requires at least 
interval data and possesses a number of other assumptions.
Many researchers cite the use of the U-test instead of the 
t-test when the assumptions underlying the t-test are violated. Still 
others refrain from using the U-test fearing that it is a weak alterna­
tive to the t-test. Boneau (1962) in his article, " A Comparison of 
the Power of the U and t-test," examined both tests according to homo­
geneity and heterogeneity of variance of normal distributions, and 
non-normal distributions. The results of this study indicated that the 
t-test is no less robust with minor violations of the assumptions than 
U, and that use of U should not be avoided on the assumption that it is 
less powerful than t.̂ ^̂
The Mann-Whitney U is based on a system of ranking data, that 
is, the actual raw scores are ranked 1 to N. The premise surrounding 
the Mann-Whitney U for two independent samples is that the two samples 
are drawn from different populations. The null hypothesis (Ho) states 
that there are no differences between the two samples.
Alan Boneau, "A Comparison of the Power of the U and t- 
tests," Readings in Statistics (Massachusetts: Addison-Wesley Pub­
lishing Co., 1970), p. 172.
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The hypothesis is tested by the formula,
2
where = the number of scores in sample one, Ng = the number of 
scores in sample two, = the total of the ranks in the small sample, 
and R2 = the total of the ranks in the larger distribution. Two 
steps are required: (1) rank the scores (1 = lowest; n = highest) 
and (2) sum the ranks.
Example
A researcher wished to judge the effectiveness of a behavior 
modification program by comparing the total number of tokens each 
client received in certain weeks from two different cottages. Since 
both samples were drawn from units which were identically matched, 
the data were as follows. These data represent the number of tokens 
awarded to clients in Cottage A as compared to Cottage B.
Number of Tokens per Cottage
Cottage A Cottage B ran^
10 5.5 10 5.5
2̂ 12 8 8̂ 8
9 4 Sg 15 12
8 3 ^10 13
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Table 42 
"Run" file entitled MANNURUN.
1 WOB TONY/ DECUIR
2 !RUN S P S S . P U B SP S S
3 RUN NAME MANN-WHITNEY U TEST
4 VARI ABLE L I S T I V, DV
5 I NPUT MEDIUM OI SC( NANNUDAT)
6 N OF CASES 13
? I NPUT FORMAT F I X E D < F 1 . 0 , X , F 2 . 0 )
8 NPAR TESTS M-W -  DV BY I V ( 1 , 2 )
9 F I N I S H
10 ! EOJ
Table 43 














Note that there are thirteen cases. 
Column two gives the group member­
ship codes, and column three the 
raw data.





IV 1 IV = 2
MEAN RANK HUMBER MEAN RANK NUMBER U*
3 . 9 2  6 9 . 6 4  7 2 . 5
EXACT P 2 2 - T A I L E D  P
. 0 4 0  - 2 . 6 6 1  . 0 0 8
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Ug = (6) (7) + 7(7 + n  - 67.5
= 42 + 28 - 67.5 
U = 2.5 ; p .002
1%  -  "1 
= 42 - 2.5 
= 39.5
*Since the formula could be used with either sample:
U = ngiib + Ug (na+ 1) - Rg 
2
u = %  “b - Rb
2
it is necessary to compute both values, as most tables are computed 
on the smaller of the two values.
As the size of the sample grows (where n^ - the larger group 
exceeds 20), U begins to approach the normal distribution. It then be­
comes necessary to compute a z score.
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z = u  -  (n̂ n̂ /2)
' A  <”a + ”b * "
Z = 39.5 - ((6) (7)) 
2





To determine the probability for the two-tailed value, divide 
the one-tailed value by 2. This yields the critical two-tailed z, 
then go to the z table and determine the probability.
Some tables require no further computation, while others require 
that you locate the number under the normal curve that corresponds to 
the observed z-value. To compute the two-tailed value, for example 
.4767 for a z-value of 1.99, subtract this value from .5000. Thus, 
the area corresponds to a z-value equalling 1.99 equals .023, hence 
the probability (p)^.023, that a significant difference exists
R ep ro d u c ed  with p erm issio n  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p e rm ission .
200
between normal and learning disabled children in regards to visual 
pattern recognition.
Tied scores are handled by averaging the ranks for each tie. 
For example, if ten scores are ranked, the highest rank must be ten 








The ranks of 2 and 3 are added and divided by the number of 
scores which are identical— in this case ranks 2 and 3 (2 + 3 = 5/2 
= 2.5).
Summary
The tests presented in this unit are appropriate for use with 
data divided into two independent groups. The chi square is suitable 
for use with at least nominal data, while the Kolmogorov-Smirnoff and 
Mann-Whitney U are useful with ordinal data. Sources cited in this 
unit recommend the Mann-Whitney U as a viable alternative to the 
t-test for independent samples.
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Unit 9
The Wilcoxon Matched Pairs Sign Rank Test and the McNemar Test 
are statistics for use with matched samples. Variously called corre­
lated, related, or dependent samples, these groups are so designated 
because the two groups drawn are matched with regards to some ex­
traneous variable (sex, age, IQ, etc.), or because a pre-treatment 
post-treatment design has been used. The Wilcoxon Matched Pairs Sign 
Rank Test is the counterpart of the Mann-Whitney U for correlated 
groups, and also requires at least ordinal data. The McNemar Test is 
analogous to the chi square for independent samples, and also re­
quires nominal data.
McNemar (nominal)
The McNemar Test for Significance of Change is a particularly 
useful test for evaluating "before" and "after" experiments. For 
example, the effects of training groups on the knowledge of music 
therapy by hospital administrators.
Similar to the chi square, the McNemar Test for Significance of 
Change is based on changes from an observed to an expected change. 
Given the following 2 x 2  table, the responses of the respondents are 
placed in quadrants A (yes-before, no-after), B (no-before, no- 
after), C (yes-before, yes-after), and D (no-before, yes-after).
These responses could have been positive versus negative, significant
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versus non-significant, or any other type of dichotomous situation.
As McNemar is a test of significance of change, the only cells of 
real interest are those that count as changes, i.e., cell A (yes-no) 
and D (no-yes).
Me t hodol ogy
1. In order to determine if a significant change has occurred,
both sets of data are first collected.
2. These data are then placed in cells corresponding to like
for both data collections, unlike for both data collections, or 
different from one data collection to the other.
3. It is the number of different responses from the initial 
and subsequent data collections that is computed.
4. The basic formula is:
X
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where A is the initial positive response (yes) and subsequent response 
negative (no) and D equals initial response negative and subsequent 
response positive.
5. The researcher counts the number of responses in the changed 
response categories.
6. The McNemar test yields an approximation of the chi square 
distribution, with degrees of freedom = 1.
7. When data are not continuous (weight, height) but discrete 
categories (yes, no), Siegel (1962) recommends the following formula 
with the correction for continuity
means that the positive value is taken regardless of which value is 
larger) minus 1, quantity squared, and divided by the sum of cell A 
plus cell D.
Example
One hundred freshmen music students at a suburban university 
were asked their opinions of group psychotherapy. Following their 
initial polling, the students were enrolled in the course Introduction 
to Mental Health. At the end of the semester, the students were again 
polled. The results were as follows: 50 responded positively to the 
questionnaire initially, but negatively after the course. Ten
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responded negatively for both pollings; ten responded positively for 






= f|A - Dl- 1)̂  
A + D
(50 - 30 - n  
50 + 30
4.51*
with df = 1 
*PC.05
Other uses of the McNemar could be the determination of changed scores 
from pre-test to post-test scores as compared to the median after a 
training period.
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Table 45
"Run” file entitled FREEFIELD.
1 . ' JOB TONY/ DECUIR
2 «RUH S P S S . P U B . SPSS
3 RUN NAME MCNEMAR SAMPLE PROBLEM
4 VARI ABLE L I S T PRE, POST, NUMBER
5 I NPUT FORMAT F REEFI ELD
6 H OF CASES 4
7 WEIGHT NUMBER
8 HPAR TESTS MCNEMAR = PRE POST
9 READ I NPUT DATA
10 1 - 1  5 0  1 1 10 - 1  - 1  10  - 1  1 30
11 F I N I S H
12 ! EOJ







PRE - 1  ]1 30  I
10 I
1 1[ 10 I 50  I
CASES 100
CHI - SQR 4 . 5 1 2
2 - T A I L E D  P . 0 3 4
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Wilcoxon Matched Pairs Sign Rank 
Test (ordinal)
The Wilcoxon was previously mentioned as the counterpart of the 
Mann-Whitney U, with the exception that the Wilcoxon is suited for 
correlated samples. The Wilcoxon is a non-parametric alternative to 
the t-test for correlated samples.
Methodology
1. To compute the Wilcoxon Matched Pairs Sign Rank Test, it is 
necessary that the data be arranged in pairs, that is, two scores per 
subject. In this test, N equals the number of pairs.
For example, subjects participating in a social maturity study 
yielded the following data:
Subjects Pre-test Post-test Differences
Si 15 20 -5
S2 21 22 -1
S 20 19 +1
S4 27 30 -3
S5 31 33 -2
^6 16 18 -2
17 9 +8
8̂ 12 11 +1
S9 22 20 +2
SlO 25 30 -5
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2. After the data are appropriately arrayed, the numerical 
differences between the pre-test and post-test scores are computed.
This will yield the difference or di. See Step 1.












4. The ranks of the negative values represent the scores of 
subjects 2, 5, 5, 7, 8.5, 8.5. The ranks of the positive values repre­
sent subjects (2, 2, 5, 10).
5. The sum of the negative ranks equals 36; the sum of the 
positive ranks equals 19. The smaller of the two values is defined 
as T, which is compared to a tabled value.
6. To determine whether T is significant, consult a Wilcoxon 
significance table.
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Table 47
"Run" file entitled WILCORÜN
1 N O B  TONY/ DECUIR
2 !RUN S P S S . P U B SPSS
3 RUN NAME WILCOXON MPSRT SAMPLE PROBLEM
4 VARI ABLE L I S T PRE , P OS T
5 I NPUT MEDIUM DI SC( WI LCODAT)
6 N OF CASES 10
7 I NPUT FORMAT F I X E D ( F 2 . 0 , X , F 2 . 0 >
8 HPAR TESTS WILCOXON = PRE WITH POST
9 F I N I S H
10 !EOU
Table 48 







7 17 0 9
8 12 11
9 22 2 0
10 25 30
Note that the data are paired and 
and numbered. Also, notice the 
use of the zero with the one digit 
numbered.
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Table 49
WILCOXON HATCHED- PAI RS SI GNED- RAHKS TEST
PRE 
WITH POST
4 -RANKS 6 +RAHKS
CASES MEAN MEAN 2
10 4 . 7 5  6 . 0 0  - . 8 6 6
2 - T AI L E D P 
.386
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Example
Field studies attempt to determine the ability of individuals 
to perceive objects both within their normal fields and outside of 
their normal fields. To this end, a researcher interested in 
determining whether his subjects' ability to perceive objects in 
various perceptual fields could be effected by a specially designed 
music therapy activities, administered a figure-ground test to his 
clients before and after the program.
Before After Differences (di) Ranks
22 23 -3 1
15 20 -5 3.5
17 21 -4 2
18 25 -7 5.5
19 26 -7 5.5
17 22 -5 3.5
Negative differences = 20
Positive differences = 0 = T (the smaller of the two values)
Number of pairs = 6 = N
p<.05
Summary
The tests discussed in this section are appropriate to use with 
samples described variously as equivalent, related, correlated, or 
dependent samples. The McNemar test for significance of change
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(nominal) and the Wilcoxon matched-palrs signed-rank test (ordinal) 
are particularly suitable for comparing pre-test and post-test scores.
R ep ro d u c ed  with p e rm ission  o f  th e  copyright ow n er. Further reproduction prohibited w ithout p erm ission .
Non-Parametric Statistics for More than Two Groups
In earlier units the discussions have been concerned with tests 
of goodness-of-fit and comparisons of two groups. Researchers are 
frequently interested in studying variables across groups of three or 
more. The advantages of studying three or more groups simultaneously 
is that the tedium of comparing each group to the other, is avoided, 
and the researcher is able to examine variables in a more natural 
state, and it frequently provides linear information about the inde­
pendent variable.
Statistical tests to be reviewed in this unit are suited for 
independent samples, chi square (nominal) and Kruskal-Wallis One-Way 
Analysis of Variance (ordinal), and matched samples, the Friedman Two- 
Way Analysis of Variance.
Chi Square (nominal)
Here, too, chi square is based on observing differences between 
a predicted response and an actual or observed response. The is
suited for nominal data. The data are arrayed in a grid of rows and 
columns with
Methodology
a cellular fashion. For example, a researcher might be interested in
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studying the socioeconomic make-up of students in his department.
The students sampled were juniors, seniors, and graduate students. 
Their socioeconomic status was broken down into three categories: 
$10,000, $25,000, and $50,000. The resulting contingency table con­
tains nine (3 x 3) independent cells. As with other chi square tests, 
it is necessary that the cells be independent of each other. In this 
example, independence is assumed because a person cannot be both a 
junior and a senior, or simultaneously in two different socioeconomic 
categories.
Classifications











$ 5 0 ,0 0 0
7 5 6 18
25 24 27 76
= Expected Frequency
equals the sum of all the actual (observed) responses minus the 
predicted response, squared, divided by the predicted response. The 
expected frequencies are determined by multiplying the appropriate 
rows total by the corresponding column total and dividing by the 
total N of the sample. Observe the following example:
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Table 50
"Run" file entitled CHIS2R1JH
1 ! JOB TONY/ DECUI R
2 ! RUN S P S S . P U B . SPS S
3 RUN NAME CHI  SQUARE 3 BY 3 PROBLEM
4 VARI ABLE L I S T SES .  CLASS
5 I NPUT MEDIUM DI S C ( C HI S 2 DAT >
6 N OF CASES 7 6
7 I NPUT FORMAT F I X E D ( 2 F 1 . 0 )
8 VALUE LABELS S ES  < 1 > 1 0 K ( 2 ) 2 5 K < 3 ) 5 0 K /
9 CLASS < D J R  ( 2 ) S R ( 3>GRAD
1 0 CROSSTABS TABLES = SES BY CLASS
11 S T A T I S T I C S ALL
12 F I N I S H
13 ! EOJ
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Table 51
"Data" file entitled CHIS2DAT
1 11 2 6 12
2 11 2 7 12
3 11 2 8 12
4 11 2 9 12
5 11 30 12
6 11 3 i 12
? 11 3 2 12
8 11 3 3 12
9 11 34 12
10 11 3 5 12
11 21 3 6 12
12 21 37 2 2
13 21 38 2 2
14 21 39 2 2
15 21 4 0 2 2
16 21 41 2 2
17 21 4 2 2 2
18 21 4 3 2 2
19 31 44 2 2
2 0 31 4 5 3 2
21 31 4 6 3 2
2 2 31 4 7 3 2
2 3 31 4 8 3 2














6 2 2 3
6 3 2 3
64 2 3
6 5 2 3
66 2 3
6 7 2 3
68 2 3
6 9 2 3
7 0 2 3
71 3 3
72 3 3
7 3 3 3
74 3 3
7 5 3 3
7 6 3 3
Note that there are seventy-six responses. SPSS 
will number each response in most instances. The 
numbers to the right are the actual responses.
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Table 52 
CHI SQUARE 3 BY 3 PROBLEM
CLASS
COUNT
ROW P C I I J R SR GRAD ROW
COL P C I TOTAL
TOT PCT I 1 I 2 . 1 3 . 1
S ES  ................... ..
I . I  1« I 11 I 12 I 3 3
I  3 0 . 3 I 3 3 . 3  I 3 6 . 4  I 4 3 . 4
I  4 0 . 0 I 4 5 . 8  I 4 4 . 4  I
I  1 3 . 2 I 1 4 . 5  1 1 5 . 8  I
2 . I 8 I 8 I 9 I 2 5
I  3 2 . 0 I 3 2 .  0 I 3 6 . 0  I 3 2 .  9
I  3 2 . 0 I 3 3 . 3  I 3 3 . 3  I
I  1 0 . 5 I 1 0 . 5  I 1 1 . 8  I
3 . I  7 I 5 I 6 I 18
50K I 3 8 . 9 I 2 7 . 8  I 3 3 . 3  I 2 3 . 7
I 2 8 . 0 I 2 0 . 8  I 2 2 . 2  I
I 9 . 2 I 6 . 6  I 7 . 9  I
COLUMN 25 2 4 27 7 6
TOTAL 3 2 . 9 31  ; 6 3 5 . 5 100  . 0
CHI SQUARE = .41847 WITH 4 DEGREES OF FREEDOM
SIGNIFICANCE = .9809





(8 - 7.9)^ 4
8




The degrees of freedom for chi square contingency tables equals 
(columns - 1) x (rows - 1), or, in this example, (3 - 1) x (3 - 1) =
4. It should be cautioned that with degrees of freedom equalling 1, 
20% of the cells should have frequencies of at least 5 (Cockran,
1954). When necessary to meet this requirement, adjacent categories 
can be combined.
Example
A researcher was interested in dividing open activity offerings 
into groups (1, 2, 3) representing the amounts of extroversion offered 
to the participant. The clients were diagnosed as athetoid, ataxic, 
and spastic. The groups were composed of 20 athetoids, 20 ataxies, 
and 20 spasties. The following contingency table was obtained.
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Table 53




E 7 5.3 7.7
Athetoids 0 10 5 5 20
E 7 5.3 7.7
Ataxies 0 5 5 10 20
E 7 5.3 7.7
Spastics 0 6 6 8 20
21 16 23 60
f  = go - 7)  ̂+ (5 - 5.3)̂  + (5 - 7.7)̂  + 
10 5 5
(5 - 7)  ̂+ (5 - 5.3)^ + go - 7.7)̂  +
5 5 10
(6 - 7)^ + (6 - 5.3)^ + (8 - 7 .7)^
6 6 8
degrees of freedom = (columns - 1) x (rows - 1) = (3 - 1) : 
(3-1) = 4
In this case, X = 3.99, df = 4, not significant.
Kruskal-Wallis 
One-Way Analysis of Variance (ordinal)
The Kruskal-Wallis One-Way Analysis of Variance is a counter­
part of the for three or more independent samples previously dis­
cussed. Unlike the X^, however, the Kruskal-Wallis is suited for at
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least ordinal data; consequently, it is more powerful than X̂ . Simi­
larly, as the Mann-Whitney U is the non-parametric counterpart of the 
t-test for two independent samples, the Kruskal-Wallis is the counter­
part of the One-Way Analysis of Variance, F. Also, Kruskal-Wallis 
uses the procedure of ranking the data similar to the Mann-Whitney U.
For example, an experimenter was interested in determining if a 
cerebral palsied client's exercise rate could be increased by pro­
viding background music of a tempo different from the client's normal 
exercise rate. The following data were achieved. The conditions 
were No Music, Faster Music, and pre-Matched Music to the patient's 
daily exercise rate (Matched Music).
No Music ran]^ Faster Music ranks Matched Music ranks
Day 1 93 6 Day 2 101 16 Day 3 98 10.5
Day 6 89 5 Day 4 103 18 Day 5 99 13
Day 8 94 7 Day 9 99 13 Day 7 100 15
Day 10 86 3 Day 11 88 4 Day 12 97 8.5
Day 15 85 2 Day 13 102 17 Day 14 98 10.5
Day 17 82 _1 Day 18 97 _8i5 Day 16 99
24 76.5 70.5
The Kruskal-Wallis is calculated by the following formula;
N(N+1).
where 12 = constant
N = total number of observations 
R = sum of the ranks in each group 
n = number in each group
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H = 12 v l  + 76.5^ + 70.5^ - 3 (18 + 1)





1. In order to compute H, the scores are arrayed in their ap­
propriate groups.
2. The scores are then ranked from lowest to highest, where 1 
equals the lowest.
3* The ranks of each group (R) are then summed, squared, 
and divided by the number of scores in the group (n).
4. When the number of subjects in any group is greater than 5, 
H is distributed similarly to chi square and the results of H should 
be evaluated from a chi square probability table.
5. Tied scores require the computation of a correction formula:
 --
1 - (t̂  - t)
where t = the number of tied ranks
In the above example. Day 12 and Day 18 are tied, here t = 2; 
for Day 3 and Day 14 t = 2; Day 5, Day 9, and Day 16, t = 3. There-
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Table 54
"Run" file entitled KRUSKRUN.
1 N O B  TONY/ DECUIR
2 !RUN S P S S . P U B . SPSS
3 RUN NAME KRUSKAL- WALLI S SAMPLE PROBLEM
4 VARI ABLE L I S T I V, DY
5 INPUT MEDIUM DI SC( KRUSKDAT)
6 N OF CASES 18
I NPUT FORMAT F I X E D < F 1 . 0 , X , F 3 . 0 )
8 NPAR TESTS K-W = DV BY I V < 1 , 3 )
9 F I N I S H
10 l EOd
Table 55 
"Data" file entitled KRUSKDAT.
1 1 0 9 3
2 1 0 8 9
3 1 0 9 4
4 1 0 8 6
5 1 0 8 5
6 1 0 8 2
7 2 101
8 2 103
9 2 0 9 9
10 2 0 8 8
11 2 10 2
12 2 0 9 7
13 3 0 9 8
14 3 0 9 9
15 3 10 0
16 3 0 9 7
17 3 0 9 8
18 3 0 9 9
Note the eighteen numbered cases in 
in KRUSKDAT; the single digit center 
column is the group code and the last 
column is the raw data.
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Table 56 
KRUSKAL- WALLI S l - UAŸ ANOVA
DV 
BY IV
IV 1 2 3
NUMBER 6 6 6
MEAN RANKS 4 . 0 A  1 2 . 7 5  U . 7 5
CASES CHI - SQUARE SI GNI F I CANCE
18 9.658 .008
CORRECTED FOR T I E S  
CHI - SOÜARE SI GNI F I CANCE 
9.718 .008
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1 - 36 
18^ - 18
9.49 






The final non-parametric device to be reviewed in this unit is 
the Friedman two-way analysis of variance. The Friedman (X̂ ) is 
suitable for determining whether three or more correlated samples were 
drawn from the same population.
The Friedman (X̂ ) is particularly useful for testing the same 
subject under a number of different conditions. For example, subjects 
may be analyzed according to three or more different teaching ap­
proaches. Three or more different matched groups might be analyzed 
according to their position. The Friedman is called two-way because 
it takes into account the row value as well as the column value.
Methodology
In order to determine whether the groups were drawn from the 
same population, the following formula is used:
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= 12 V *  [(^f) - 3N] (k + 1)
Nk (k + 1) ^
■j-1
N = total number of subjects 
k = number of measures, treatments or columns 
Rj = sum of the ranks in each column
For example, the following raw data are arranged for the computation 
of xj.
1. Scores are again ranked from lowest to highest across the 
rows. (This differs from the other rankings.)
Table 57 
Friedman Data
Raw Data Ranked Data
Treatments________________________Treatments
I II III I II III
^1 52 48 70 2 1 3
^2 70 81 45 2 3 1
^3 53 55 57 1 2 3
52 49 42 3 2 1
^5 45 40 31 3 2 1
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Table 58 
FRIEDMAN TWO-WAY ANOVA
1 • J OB TONY/ DECUIR
2 !RUN S P S S . P U B . S P S S
3 RUN NAME FRIEDMAN SAMPLE PROBLEM
4 VARI ABLE L I S T T RE AT l , T RE AT 2 , T RE AT 3
5 I NPUT MEDIUM DI S C ( F R I E D D A T )
6 N OF CASES 6
7 I NPUT FORMAT F I X E D ( 3 F 2 . 0 )
8 NPAR TESTS FRIEDMAN = TREATl  TREAT2 TREAT3




"Data" file entitled FRIEDDAT; results of Friedman analysis.
5 2 4 8 7 0
7 0 8 1 4 5
5 3 5 5 5 7
5 2 4 9 4 2
4 5 4 0 3 1












1 . 3 3 3
TREAT3 
1 . 6 7
D . F .  S I GNI F I CANCE  
2 . 5 1 3
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each of the squares equal 440.
4. Substitutions into the formula appears as follows:
(6) (3) (3 + 1)
12 [196 + 144 + 100] - 72
72
j of freedom equals k - l = 3 - l = 2  
*Note that in arithmetic, multiplication precedes addition and sub­
traction.
Summary
The statistics reviewed in this unit are appropriate for deter­
mining whether three or more dependent or independent samples were 
drawn from the same population. The chi square and Kruskal-Wallis 
tests are useful with independent samples where the data are nominal 
and ordinal, respectively. The Friedman two-way is useful for ordinal 
data and for a dependent or correlated sample.
As this unit concludes the review of non-parametric statistics, 
it is necessary to review some of the conditions warranting the use
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of these devices.
1. distribution-free, no assumptions about population
2. nominal and ordinal scale of measurement are adequate
3. amenable to non-numeric data, and small samples
4. computational simplicity
One major use of non-parametric statistics has been to substi­
tute them for the more powerful parametric statistics when the para­
metric assumptions could not be met.
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SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
Suimnary
The purpose of this study was to develop a course in experi­
mental design and statistics for graduate music therapy students.
The Loyola University Music Therapy Department was established in 
1957 and the master's curriculum was added in 1967. Currently, there 
are seven core courses in the graduate curriculum. Of these seven 
core courses, the graduate student is required to complete three 
courses in experimental design and statistics, all of which are com­
pleted outside the Department. In addition, the student must complete 
four experimental research projects, one of which is a thesis.
The primary purpose of this research was to develop an advanced 
statistics course which would address specific research problems in 
music therapy. In the spring of 1979, two independent research pro­
jects were undertaken which examined the unpublished research papers 
of music therapy students from 1967 to 1979. Both studies found that 
the primary deficiencies of these studies were inadequately conceived 
(1) methodologies and (2) gross errors in research design. As an ad­
dendum to the development of this course, statistical course offerings 
of the sixty-four music therapy departments approved by the National 
228
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Association for Music Therapy were examined. Respondents generally 
felt that one semester of statistics adequately prepared the graduate 
and bachelor's level student to read and interpret research as well as 
to carry out their own research after graduation. It is interesting 
to note that Janet Gilbert, Editor of the Journal of Music Therapy, 
reported that deficient experimental designs and inappropriate sta­
tistical usage were the primary reasons for the rejection of manu­
scripts.
The literature reviewed in conjunction with this report covered 
the thirty-year existence of music therapy as a formal profession.
The rationale for this review was the need to re-examine the ideas 
and beliefs held by the founders of the Association concerning the 
importance of research to the development of music therapy as a pro­
fession. These beliefs first appeared in the 1951 Music Therapy Year­
book. They were:
1. To encourage and report research projects
2. To maintain a close working alliance with medical personnel
3. To maintain a close interest in the actual application of 
music in treatment programs in either a hospital or non-hospital 
setting
4. To offer assistance in maintaining and developing standards 
of training for hospital musicians and music therapists
5. To offer aid in the establishment of music therapy positions 
where budget and personnel allocations permit
6. To aid in the distribution of helpful information pertaining
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Also covered in the review of the literature were clinical and 
experimental research papers in the following disability areas: physi­
cal disability, gerontology, drug abuse, penology, adult and childhood 
mental illness and mental retardation. This review of the literature 
is intended to serve as a chronology of the state of the research base 
in music therapy. It is intended specifically to point out areas 
where additional research is needed as well as where replication is 
warranted.
There are fourteen review and core units contained in the course. 
The four review units present research terminology, an introduction to 
the computer terminal, the t-test, and the completely randomized de­
sign, all of which should have been taught in previous statistics 
and research courses. The ten course units present various types of 
analyses of variance and covariance, multiple correlation and re­
gression, discriminant function analysis, and non-parametric statistics.
Conclusions
Most of the examples cited in this report were taken from the 
research files of the Music Therapy Department at Loyola University. 
They are intended both to serve as clear examples for which the me­
thodologies are appropriate and to aid in the heuristic development of
^^^sic Therapy. 1951, Book of Proceedings of the National Associ­
ation for Music Therapy (Chicago, 111.: 1950), p. v.
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the graduate student. The intention was, in the development of the 
course, to provide as many and as varied examples as possible so that 
the student might have a data base to draw from when starting clinical
Recommendations
The course (called Music Therapy VIII) was first taught in the 
Fall of 1980. At that time it became apparent that the sequence of 
review and course units needed to be re-aligned. This re-alignment 
involved orienting the student to the computer terminal earlier in the 
semester. It also was determined at the termination of the course 
that non-parametric statistics were best taught after parametric sta­
tistics. Both changes allowed the students to use the computer 
terminal through the parametric units (at that time non-parametric 
statistics were not computable by a statistical package on the com­
puter). The re-alignment was further justified by the students who as 
a group reported that although easier to compute, the non-parametric 
devices tended to be tedious and time consuming. The students who 
have completed the course, as well as those currently enrolled, agree 
that examples from the literature are an aid to understanding experi­
mental research and statistics.
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