Abstract. With the method of moments and the mollification method, we study the central L-values of GL(2) Maass forms of weight 0 and level 1 and establish a positive-proportional nonvanishing result of such values in the aspect of large spectral parameter in short intervals, which is qualitatively optimal in view of Weyl's law. As an application of this result and a formula of Katok-Sarnak, we give a nonvanishing result on the first Fourier coefficients of Maass forms of weight 1 2 and level 4 in the Kohnen plus space.
Introduction
Nonvanshing of central L-values and their derivatives of automorphic forms is an important research topic, due to the connection between such values and various aspects of mathematics, such as arithmetic geometry, spectral deformation theory, and analytic number theory. The combination of the method of moments and the mollification method, initiated by Iwaniec-Sarnak [13] , has been a very fruitful approach in yielding positive-proportional nonvanishing results on central L-values and their derivatives in a family of automorphic forms (see, e.g., [12] , [31] , [16] , [17] , [18] , [29] , [19] , [3] , [14] , [25] , [23] , and others). Along this direction we address the case of GL(2) Maass forms. Specifically, we study the (mollified) moments of the L-functions of the Hecke-Maass forms of weight 0 and level 1 at the central point of the critical strip, and establish a positive-proportional nonvanishing result of such values in short intervals of the spectral parameters (Theorem 1). As an application, this result and a formula of Katok-Sarnak (see (5) ) imply a strong nonvanishing result (Theorem 2) of the first Fourier coefficient of Maass forms in the Kohnen plus space of weight In the rest of this work we always let T > 0 be a large parameter and assume T η < M < T (log T ) −1 with a fixed small 0 < η < 1. Our main result is the following Theorem 1. We have
By Weyl's law (see [32] and [5] ) This is analogous to Luo's nonvanishing result [25] for central L-values of holomorphic cusp forms for Γ 0 (1) of large weight, which is our main motivation. It is worth mentioning that Xu [35] obtains a positive-proportion nonvanishing result of the L( 1 2 + it j , u j ) for t j in short intervals, using mollifiers and moments but with different treatment.
In view of the author's work [23] on central L-derivative values of holomorphic cusp forms for Γ 0 (1) of large weight, one expects a similar nonvanishing result for L ′ ( 1 2 , u j ) for odd Hecke-Maass eigenforms u j (ε j = −1). A possible approach to prove this, say, is to adapt Motohashi's formula (Lemma 6) to treat a twisted moment of L ′ ( 1 2 , u j ) 2 and apply the mollification analysis in [23] .
Now let S 0 (4) be the space of Maass cusp forms of weight In the following we outline the structure of the paper and give the proof of Theorem 1 and some comments. We approach the nonvanishing problem in Theorem 1 via the study of the harmonic moments
Here the test function h 0 (t) is given by
where
; and M j (j ≥ 1) are mollifiers defined in (9) . We remark that h 0 (t) gives a more natural counting than h(t) but in the actual computation we use h(t) in place of h 0 (t) to avoid writing the factor T −2 everywhere. One reason for including the extra factor t 2 + 1 4 in h(t) is that Motohashi's formula (Lemma 6), which we use to treat the second moment, requires that h(± i 2 ) = 0. For completeness we record the following asymptotic formulas for the unmollified moments with powersaving, which seem not to have been stated in the literature.
where γ is the Euler constant.
The power-saving in the above indicates that there is room to insert mollifiersà la Selberg to kill the extra log T in the second moment, i.e., to bring the mollified moments to comparable size as in Lemma 1, whose proof constitutes the major part of this investigation. The proof of Proposition 1 can be viewed as a simplified version of that for Lemma 1. For example, the second asymptotic formula in Proposition 1 follows from Motohashi's formula (Lemma 6) for n = 1 and the estimates (26) and (27) . We remark that closely related to the asymptotics in Proposition 1 are the following upper bounds for the unmollified and unweighted moments
due to Ivić-Jutila [8] and Motohashi [27] , respectively.
Next we explain the use of the mollified moments and prove Theorem 1. After some preparation in § 2, we establish the following estimates for the mollified moments in § § 3-4. Lemma 1. Let δ be the number which appears in the definition of M j (see (9) ). If 0 < δ < 3 10 we have
For the mollified first moment we apply an approximate functional equation (Lemma 3) for L( [20, 21] . While for the off-diagonal sum O − involving the K-Bessel function K 2it (x), we split the c-sum of Kloosterman sums S(m, n; c) into two ranges, treat small c by Li's idea, and for large c do a stationary phase analysis using an asymptotic formula of K 2it (x).
For the mollified second moment, we employ Motohashi's formula (Lemma 6) at the outset, instead of using an approximate functional equation for L(
The benefit is that the right-side of Motohashi's formula does not involve any Kloosterman sums or Bessel functions, but only shifted sums of the divisor function and certain functions Ψ ± for which Motohashi's work [27, 28] and Ivić's work [7] provide convenient resources. On the other hand, Luo's work [25] also reduces the expected high load of analysis for the mollified second moment, since Luo's successful mollification analysis can be applied directly right after we apply Motohashi's formula. Now we give the deeper reason for using Motohashi's formula. If one would proceed with an approximate functional equation for L( 1 2 , u j ) 2 and Kuznetsov over even forms, one then wishes to perform analysis analogous to holomorphic modular form cases as in [22, 25, 23] , namely, to extract information from the off-diagonal terms resulting from Kuznetsov over even forms by using properties of Estermann zeta-functions. But this would not be easy since the Mellin-Barnes representation of J 2it (x) gives very narrow room for contour shifting. And in fact, this is not necessary, for in the derivation of Motohashi's formula ( [28, § 3.3] ) one already uses analysis involving Estermann zeta-functions, and more importantly the outset of the derivation gives the advantage of getting rid of the "cumbersome" J-Bessel term, which is inevitable if one uses Kuznetsov over even forms (see also the penultimate paragraph on p. 113 of [28] ).
In Section 5, we prove the following upper bound, which is a short-interval version of [24, Lemma 5] .
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The space S 0 (1) of Maass cusp forms of weight 0 and level 1 is the set
The cuspidality here and below means that the zeroth Fourier coefficient of a form vanishes at all cusps of the relevant fundamental domain. Each f ∈ S 0 (1) has a Fourier expansion at i∞
Here e(z) denotes e 2πiz ; W µ,ν denotes the Whittaker function (see [26, Chapter 7] ), which has a specialization
where ε f = 1 or −1, according to which we call a form f even or odd. For n ≥ 1 the Hecke operator T n is defined by
is an eigenfunction of all T n with eigenvalues λ f (n), we call f a Hecke-Maass form and note that a f (n)
. For later use, we fix an orthonormal basis {u j } of S 0 (1) consisting of Hecke-Maass forms u j of Laplace eigenvalues
and Hecke eigenvalues λ j (n). To any Hecke-Maass form f we associate its L-function
which admits analytic continuation to the whole complex plane and satisfies the functional equation
One expects L( 
which also has entire continuation to the whole complex plane. 
where the automorphy factor J(γ, z) = θ(γz)/θ(z) with θ(z) = y 1 4 n∈Z e(n 2 z).
Define Hecke operators T 2 p for all primes p = 2
where b F (r) = 0 if r ∈ Z and ( n p ) denotes the Legendre symbol. Define an operator L :
Then L is self-adjoint, commutes with ∆ 1 2 and all T p 2 , and satisfies (L−1)(L+ 
Here in the sum we have ShF j = b Fj (1)f , which is different from [15, (19) ] where the nonzero Shimura lifts are arithmetically normalized. An immediate consequence of this formula is the positivity of L( 1 2 , f ). We comment that Baruch-Mao [2] shows that the Kohnen plus space S (f, 4) for an individual normalized Hecke-Maass form f ∈ S 0 (1), given by (f, 4) and the sum on the right-hand side of (5) consists of only one summand.
Analytic tools.
In the following we introduce the tools required for the study of the relevant harmonic moments. 
, and
An easy consequence of the functional equation of the Riemann zeta-function is that
In view of Barnes's formula (see Proposition 2 in Appendix A), we have for fixed u, fixed σ ≥ 0, and large t
where P (x) is a cubic polynomial with positive coefficients. Hence for any A > 0 and σ < A + 1 2 , the function U (y, t) is holomorphic in the strip −σ ≤ Im(t) ≤ 0, and
2.2.2. Kuznetsov trace formulas. In our notation the Kuznetsov traces formulas are as follows.
Lemma 4. Let h(t) be an even function which is holomorphic in |Im(t)| ≤ 
Here
and J ν (z) and K ν (z) are the usual Bessel functions. 
for any Hecke-Maass form f ∈ S 0 (1). As a consequence of Lemma 4, we have the Kuznetsov trace formulas over even forms:
2.2.3.
Motohashi's formula. To treat the second moment, we employ a formula of Motohashi. For any even entire function h(t) such that h(± 1 2 i) = 0 and
for some fixed c > 0 in any fixed horizontal strip, define
th(t)dt,
where − 
Lemma 6. For the test function h(t) as in the last paragraph, we have
2.2.4.
Mollifiers. For convenience, we define as in Luo's work [25] the mollifier M j for u j by
for some δ > 0. It is easy to see that 0 ≤ a n ≤ 2 log T . Also the discontinuous integral
gives the analytic form of a n (11) a n = 1 2πi (2)
The mollified first moment
In this section we prove the asymptotic formula for the mollified first moment in Lemma 1. Note that we use the test function h(t) instead of h 0 (t) in the derivation (see 1). By Lemma 3 and the definition of
where h m (t) = h(t)U (m, t). Since h m (t) satisfies the conditions in Lemma 5, the above becomes
In the following we analyze the above terms on the right-hand side of (12).
3.1. Diagonal contribution D. We claim that for 0 < δ <
By (11) and the definition of U (y, t),
Moving the w-integral to Re(w) = − 1 2 + ε for a small ε > 0, we pick up a simple pole at u = 0 with residue ζ(1 + w) −1 and have
where C ε denotes the contour
which starts from −i∞.
It is easy to compute that
Thus we are left with
By (7) and considering t in and outside of [T − M log T, T + M log T ], we see that
So the triple integral in the above is
Then the claimed asymptotic formula (13) holds for δ < 
3.2.
Continuous spectrum part C. By (6), as well as that a n ≪ log T and a n = 0 for n ≥ ξ 2 , we have
which is o(T 3 M ) upon letting δ < 
and Stirling's formula we have for x > 0
Note that cosh(πt) has simple zeros at t = i( 
Here the notation
′ means that at most one of the summand is replaced by zero, since there is at most one k ≥ 2 such that J 2k−1 (X) = 0 due to the fact that no two of the functions J n (z) (n = 0, 1, 2, · · · ) have any common strictly positive zeros (see [34, 15.28] ). First, the residue part becomes
S. LIU
Here we recall that ω(t) = e
. Then with |ω(i( (15), and (8), we see that
In the following we omit the dependence on A and K of the implied constants. By
and (15), we have
Then (17) and (18) imply the bound
This, together with Weil's bound on Kloosterman sums, yields
which is negligible upon taking δ < 3.4. Off-diagonal sum O − . We write
by splitting the c-sum into two ranges: c ≥ √ mn (X ≤ 4π) and c < √ mn (X > 4π). Here recall the
We start with the identity ([34, 3.7(6)])
where the I-Bessel function I ν (z) is entire for fixed z = 0 and has integral representation ([34, 3.71(9)])
Thus for x > 0
By sin(i2z) = i sinh(2z) = 2i sinh(z) cosh(z), we have
Then by a very similar argument as the treatment for O + , we see that O − 1 is also negligible in size.
Case O − 2 (c < √ mn). We write
by splitting the t-integral into
is negligible. To achieve (19) n,m a n µ(n) √ nm
we split the sum in m into two ranges: m ≥ T 1+ε and m < T 1+ε . In view of the range of t in H 
Hence we have
30 . Now we deal with the case when m < T 1+ε . In view of the range of t in H − m,2 (X), we have X = o(t) and the asymptotic formula (see [26, p. 142 
The error term in [26, p. 142 ] is only O(X −1 ) but the error term O(t −1 ) follows from the power series expansion for K 2it (x) through that of I ±2it (x). For T − M log T ≤ t ≤ T + M log T , we have
We only need to estimate
since it is easy to see that the contribution from other parts to
To handle the t-integral, we work with
and g(t) = Im(u) log t ± φ X (t).
Notice that
By Faà di Bruno's formula for high derivatives of composite functions (see e.g. [33] )
Repeated integration by parts gives
where |c n | = 1. By the estimates for f (n) (t) and g ′ (t), and by M > T η , we take sufficiently large n to obtain
Hence the integral in (18) is
. That is, we have shown the bound (19) . Now the claimed asymptotic formula for the first mollified moment in Lemma 1 follows.
The mollified second moment
In this section we establish the upper bound of the mollified second moment in Lemma 1, or the equivalent upper bound (see (1)
By the Hecke relation we have
where A r,n := n=n1n2 a rn1 µ(rn 1 )a rn2 µ(rn 2 ).
Then we apply Lemma 6 to get
A r,n √ n H(n; h)
and treat ν 's in separate cases.
4.1. Case 1 . We claim that
and thus
Thus we need to establish
In view of the identity
and that a n = 0 for n ≥ ξ 2 , we need for (22) the bound
and for (23) the bound
But these last two bounds do hold, according to the same argument as in [25 
We have the bound which hold uniformly for x ≥ 1 (see [28, p. 123] ):
This bound implies that 2,2 is negligible.
By [28, (3.4.20) ], there is an absolute constant c > 0 such that for m < n
For the range T δ log T ≤ M < T / log T , we have M 2 m n ≥ (log T ) 2 and thus
log T , which is negligible.
Next we consider the range log T < M < T δ log T and follow Ivić [7] . The nontrivial contribution to 2,1 comes from the sum *
We abuse the notation x = m n , which is o(1) as T → ∞. By [7, (2.13 )], we have
where F (a, b; c; z) denotes the Gauss Hypergeometric function, initially defined for |z| < 1 by
where (α) 0 = 1 and (α)
we can use the absolute convergence of the hypergeometric series and write
First we do some reduction. According to the concentration effect of e [7, (2.17) 
we see that the contribution of J
which is o(T 3 M ) upon letting δ < 1 4 . We remark that finer analysis using the machinery in Ivić's work [7] leads to a larger range of δ. This is only helpful if one could obtain an asymptotic formula
which seems very difficult to achieve with our choice of the mollifiers M j .
4.3.
Cases ν (ν = 3, · · · , 7). We shall see that the contribution of these ν 's can be neglected.
Case 3 . The contribution of 3 is negligible due to the bound (26).
Case 4 . According to [7, Section 4] , we have for m < n
From this we see that
if we impose δ < 
which is uniform in x ≥ 1.
Case 6 . The contribution of 6 is negligible since
Case 7 . We simply discard 7 for its negativity, which is shown below. Define
. Thus it follows from the definition of H 7 (n; h) that
We closely follow Luo [24] to prove Lemma 2, or the equivalent bound (see (1))
Since B j (s) is analytic and zero-free in Re(s) ≥ 9 10 , and 1/B j (s) and B j (s) are uniformly bounded in this region, it suffices to show
We have
and by [24, (36) ]
and C ε is the contour given by (14) . Then we obtain
For S 1 , we apply Lemma 4 to get
First it is easy to see that
Next we deduce that
where C ε is the contour in (14) . For
we only need some control on H + (X) where we abuse the notation X = 4πn c for convenience. Shifting the integral of H + (X) to Im(t) = −σ with 0 < σ < + , we obtain that S 1 ≪ T 3 M . Now it remains to bound S 2 . Let J = {j | |t j − T | ≤ M log T }. We observe that
Proposition 2. Under the conditions for a and z in the above, we have J n (z; a) ≪ P n+3 (|a|)|z| −n−1 , where the implied constant is absolute and P n+3 (x) is a degree polynomial of degree n+3 whose coefficients are positive and may depend on n.
Proof We also claim that the integrals (−n− where Q n+2 (x) is a polynomial of degree n + 2 with coefficients possibly dependent on n. With this bound to J n+1 (z; a) and that J n (z; a) = (−1) n+2 B n+2 (a) (n + 1)(n + 2)z n+1 + J n+1 (z, a) (see [1, p. 120 
