In this paper we de ne a Lagois connection, which is a generalization of a special type of Galois connection. We begin by introducing two examples of Lagois connections. We then recall the de nition of Galois connection and some of its properties; next we de ne Lagois connection, establish some of its properties, and compare these with properties of Galois connections; and then we (further) develop examples of Lagois connections. Via these examples it is shown that, as is the case of Galois connections, there is a plethora of Lagois connections. Also it is shown that several fundamental situations in computer science and mathematics that cannot be interpreted in terms of Galois connections naturally t into the theory of Lagois connections.
Introduction
A Galois connection is an elegant and easily de ned relationship among pairs of partially ordered sets and order preserving maps between them. In 6] it is shown that some activities which commonly occur in computer science are examples of Galois connections; these examples include showing correctness of a translator and de ning a coercion map between data types. However, the value of Galois connections can not be fully appreciated simply by studying a few examples. Galois connections are important because they occur very commonly and because when a particular situation is a Galois connection then Galois connection results can often be used to make the situation much more easily understood. Though sometimes the existence of a Galois connection has a major impact on proving results about a given situation, it is more often the case that Galois connection results make characteristics of the situation very organized and clear. Thus, for a theoretical computer scientist or a mathematician it is perhaps helpful to know of some examples of Galois connections, but it is probably even more important to know what Galois connections are and to know some of their properties. Similar remarks are true for the new Lagois connection de ned in this paper.
It is of course also true that the properties of Galois connections and Lagois connections are themselves intrinsically interesting, especially when the simplicity of the de nitions are compared with the (number of) results that follow from them.
If one looks at the computer science examples of Galois connections in 6], it is interesting to note that all the examples are in fact Galois insertions, i.e., the residuated or lower adjoint part of the connection is always one-to-one. One is of course challenged to see what these examples become when they are generalized, and here's where this paper really starts. These generalized examples are not Galois connections; they are Lagois connections.
A Galois connection can also be viewed as a closure operator on one of its partially ordered sets and an interior operator on the other one, with the sets of closed points and open points being isomorphic partially ordered sets (cf. Corollary 1.5). However, when we generalize the translator and coercion examples of 6], we obtain in one case two closure operators whose sets of closed points are isomorphic and in the other case two interior operators whose sets of open points are isomorphic, i.e., the generalizations are Lagois connections (cf. Corollary 3.21). See Figure 1 for generic diagrams of a Galois connec-tion and a Lagois connection involving two closure operators. The diagrams, we think, show why the name Lagois seems appropriate. However, from the diagrams or the name one should not conclude that Lagois connections are simply a minor modi cation of Galois connections. Though some Lagois connections are special Galois connections (and some Galois connections are special Lagois connections, see Subsection 3.4), (general) Galois connections and (general) Lagois connections model fundamentally di erent kinds of situations, i.e., the existence of two suitably linked closure operators in both partially ordered sets or two similarly linked interior operators in both is fundamentally di erent than the one closure operator and one interior operator that are linked in a Galois connection.
In 6] it is shown that when verifying that a translation from a source language to a target language is correct it is su cient to show that the translation is the residuated (or lower adjoint) part of a Galois insertion which is a special Galois connection. However, in trying to apply these results to a generalized situation, we run into problems. It turns out that a Galois insertion is a special Galois connection and also a special Lagois connection, and the appropriate generalization of the above example is a Lagois connection that is not a Galois connection.
The dual symmetry between closure and interior operators inherent in Galois connections helps give them their elegant simplicity. Lagois connections have an entirely di erent kind of symmetry, one that is also relevant in computer science and mathematical examples.
Although many of the properties of Lagois connections are direct analogues of corresponding properties of Galois connections (compare, e.g., 1.2 { 1.4 with 3.5 { 3.13), the lack of the dual symmetry means that some properties of Lagois connections are destined to be quite di erent from those of Galois connections (compare 1.2(9) and 1.6 with 4.10 and 4.9). However, Lagois connections are found in abundance, and the recognition that an entity is a Lagois connection can make understanding it and working with it much easier.
Another example discussed in 6] is a coercion map between the Boolean values with a bottom element and the natural numbers with a bottom element. In both sets the ordering for non-bottom elements is equality, i.e., if two elements are not equal and neither is the bottom element then they are not comparable. In 6] the coercion map is again part of a Galois insertion, (and in fact part of a special Lagois connection), and when we generalize this example we again arrive at a general Lagois connection that is not a Galois connection. In fact, in the generalization obtained the Lagois connection is the only possible Galois or Lagois connection between the given partially ordered sets for which \False", \Neutral", and \True" are carried to ?1, 0, and 1, respectively (see Example 4.2).
Below (for comparison purposes) we rst recall the de nition of Galois connection and some of its properties. In section 2 we introduce Lagois connections and in section 3 we establish some of their properties and compare these with the properties of Galois connections. Section 4 contains examples of Lagois connections in both computer science and mathematics.
Galois connections
De nition 1.1 1 . If (P; ) and (Q; ) are partially ordered sets, and f : P ! Q and g : Q ! P are order preserving functions, then we call the quadruple ((P; ); f; g; (Q; )) or simply (P; f; g; Q) a poset system. 2. A poset system ((P; ); f; g; (Q; )) is called a Galois connection provided that (GC1) gf is an increasing function, i.e., gf(p) p for all p 2 P, and (GC2) fg is a decreasing function, i.e., fg(q) q for all q 2 Q. The function f is called a residuated ( 13. f is one-to-one i g is onto i gf = id P ; and g is one-to-one i f is onto i fg = id Q . Theorem 1.3 Let P and Q be posets. Then an order-preserving function f : P ! Q is a lower adjoint of a Galois connection i.e., it has an upper adjoint g (such that (P; f; g; Q) is a Galois connection) i for all q 2 Q, there is some p 2 P such that f ?1 (#q) = #p, i.e., i the inverse image under f of every principal ideal in Q is a principal ideal in P.
Theorem 1.4 Let (P; ) and (Q; ) be posets. There is a Galois connection between (P; ) and (Q; ) if and only if the following four conditions hold:
1. There exist P P, Q Q, and an order-isomorphism i : P ! Q .
2. There exists an equivalence relation P on P such that P is a system of representatives for P and there exists an equivalence relation Q on Q such that Q is a system of representatives for Q . give an insight in the structure of Galois and Lagois connections, and make it possible to draw an easyto-conceive picture that indicates these structures and their di erences (see Figure 1 ). 
Increasing Lagois connection: The blossoms in Q are growing downwards Figure 1 : The structure of Galois and Lagois connections Proposition 1.6 If (P; f; g; Q) and (Q;f;ĝ; R) are Galois connections, then so is (P;ff; gĝ; R).
We will denote the Galois connection (P;ff; gĝ; R) of the above proposition by (Q;f;ĝ; R) (P; f; g; Q), and call it the composite of (P; f; g; Q)
with (Q;f;ĝ; R). This composition operation is clearly associative. 
Lagois Connections
In considering poset systems from computer science and mathematics, one frequently has the situation of a system ((P; ); f; g; (Q; )) for which both fg and gf are closure operators (resp., both are interior operators). Notice that the rst two conditions ((LC1) and (LC2)) in the de nition of Lagois connection are just like (GC1) and (GC2) in the de nition of Galois connection, but with (LC2) \switched". The last two conditions ((LC3) and (LC4)) that each of f and g is a quasi-inverse for the other are precisely part (1) Theorem 3.10 Let P and Q be posets. Then an order-preserving function f : P ! Q has a Lagois adjoint g (i.e., there is an order-preserving function g : Q ! P such that (P; f; g; Q) is a Lagois connection) i :
(1) f ?1 (q) has a largest member, for all q 2 f P]. (2) a) To see that g is order-preserving let q 1 q 2 in Q. Then
, which by (1) and (3) implies that
, and by (1) this equals
Hence fg is increasing. c) gf(p) = W f ?1 (
. Therefore g is the Lagois adjoint of f.
Unlike the situation with Galois connections, in a Lagois connection (P; f; g; Q) neither f nor g need preserve meets or joins (even when P and Q are complete lattices) see Example 4.10]. Thus there is no direct analogue of 1.2 (9) . However, we do have the following analogues of 1.2(10) { 1.2(12). Notice that the proofs of these analogues are valid for both Lagois and Galois connections. Notice that the converse of 3.11(2) need not hold. For example if P = fx j 0 < x 1g, Q = f1g, and f and g are both constant functions to 1, then (P; f; g; Q) is both a Lagois and a Galois connection, but the join of the empty set, A, exists in g Q] (and equals 1), but the join of A fails to exist in the set P. Proposition 3.12 If (P; f; g; Q) is a Lagois connection, then (1) the codomain restriction of f to f P] preserves all existing joins in P and all existing meets in P of subsets of g Q], and (2) the codomain restriction of g to g Q] preserves all existing joins in Q and all existing meets in Q of subsets of f P].
Proof: Let A P be such that its join (denoted by) b exists in P. Corollary 3.13 If (P; f; g; Q) is a Lagois connection and P is a (complete) lattice, then so is f P], and if Q is a (complete) lattice, then so is g Q].
Proof: Suppose P is a complete lattice. Let 
Generation of Lagois connections
Proposition 3.14 Let P be any poset, and c : P ! P be any closure operator on P. Then (P; c; c; P) is a Lagois connection.
Proposition 3.15 Let J = (P; f; g; Q) be a poset system with properties (LC1) and (LC2); i.e., fg and gf are increasing. Then the following hold:
(1) If J has condition (LC3) (i.e., fgf = f), then (P; f; gfg; Q) is a Lagois connection.
(2) If J has condition (LC4) (i.e., gfg = g), then (P; fgf; g; Q) is a Lagois connection.
(3) If either fg or gf is idempotent, then (P; fgf; gfg; Q), (Q; fgfg; fgfg; Q), and (P; gfgf; gfgf; P), 
Hence by Proposition 3.15(1), (P; f 0 ; gf 0 g; Q) is a Lagois connection.
Galois connections \ Lagois connections
The results of this section give an insight into Proposition 1.2(13) as well as its Lagois analogue, and show that Lagois insertions (de ned below) can be thought of as the intersection of Galois connections and Lagois connections.
Lemma 3.17 Let J = (P; f; g; Q) be a poset system in which f and g are quasi-inverses of each other, i.e., (LC3) and (LC4) hold. Then conditions (1), (2) , and (3) below are equivalent, and conditions (4), (5), and (6) below are equivalent.
(1) g is one-to-one, (2) f is onto, (3) fg = id Q (4) f is one-to-one, (5) g is onto, (6) gf = id Q De nition 3.18 An increasing (resp., decreasing) Lagois connection (P; f; g; Q) for which either f or g is one-to-one is called an increasing (resp. decreasing) Lagois-insertion.
(b) J is both an increasing Lagois connection and a Galois connection (c) J is an increasing Lagois connection (d) J is a Galois connection and the following are also equivalent:
(e) J is a decreasing Lagois insertion (f) J is a decreasing Lagois connection and J tr is a Galois connection (g) J is a decreasing Lagois connection (h) J tr is a Galois connection
Posets supporting Lagois connections
The following result is an existence result for Lagois connections that is completely analogous to Theorem 1.4 .
Theorem 3.20 Let (P; ) and (Q; ) be posets. There is a Lagois connection between (P; ) and (Q; ) if and only if the following four conditions hold:
1. There exist order-isomorphic subsets P P and Q Q.
2. There exists an equivalence relation P on P such that P is a system of representatives for P and there exists an equivalence relation Q on Q such that Q is a system of representatives for Q . Proof: \)": Let (P; f; g; Q) be a Lagois connection.
( When such a poset system (P;ff; gĝ; R) is a Lagois connection we will denote it by (Q;f;ĝ; R) (P; f; g; Q), and call it the composite of (P; f; g; Q)
with (Q;f;ĝ; R). Proof: As in the proof of Theorem 3.20, let P := g Q], and Q := f P].
Also let r 1 := (gf)j P P , r 2 := (fg)j Q Q , i 1 := fj Q P , i 2 := gj P Q , and let e 1 be the inclusion function from P to P, and e 2 be the inclusion function from Q to Q. Then clearly (P ; i 1 ; i 2 ; Q ) is a Lagois isomorphism by Proposition 3.5 which proves (2). Let p 2 P and p 2 P. Then r 1 e 1 (p ) = (gf)j P P e 1 (p ) = gf(p ) p , and e 1 r 1 (p) = e 1 (gf)j P P (p) = gf(p) p. Also r 1 e 1 r 1 (p) = (gf)j P P e 1 (gf)j P P (p) = gfgf(p) = gf(p) = r 1 (p) and e 1 r 1 e 1 (p ) = e 1 (gf)j P P e 1 (p ) = gf(p ) = p = e 1 (p ). Hence (1) holds. (3) follows by a dual argument (cf. Proposition 3.2 ).
Notice that the above theorem gives the fact that each mapping of a Lagois connection uniquely determines the other (cf. Theorem 3.9) as an immediate corollary.
Examples of Lagois Connections
The results of Section 3 already provide numerous examples of Lagois connections. If (P; f; g; Q) is any Galois connection in which either f or g is one-to-one, then by Proposition 3.19 we immediately obtain a Lagois connection. But even if this isn't the case, since gf is a closure operator on P, (P; gf; gf; P) will be a Lagois connection. Below we will provide detailed examples of independent interest. The rst of these is a veri cation that two interpreters are equivalent.
Interpreter Equivalence
In this section we show when proving that two interpreters S and T are equivalent, a Lagois connection between their state sets arises naturally. i. In the rst case, the computation is terminating and the result is (contained in) the nal state s n ; in the second case, the computation is nonterminating.
We assume that is a partial ordering; that is, there are no two distinct states s and s 0 such that s s 0 and s 0 s. (This assumption is only a technical convenience. We could let be a pre-order, and we could also de ne Lagois connections for pre-ordered sets.) For simplicity we also assume that interpreters are deterministic, i.e., every state has at most one successor.
The Existence of a Lagois Connection
Let two interpreters S = (M S ; ) S ) and T = (M T ; ) T ) be given. One may think of S as a source language interpreter and of T as a target language interpreter. We want to prove that they are equivalent.
In 6] it is shown that a Galois insertion can be used in special cases to show that two interpreters are equivalent. The special cases are those when one of the functions between the interpreters (see below) is injective. When we attempted to generalize the results in 6], we were unable to generalize them to Galois connections. However, as we show below the results do generalize to Lagois connections. The maps of the Lagois connections discussed in this section are in fact compilers from one interpreter to the other. It was while working on a problem similar to the one described in this section that Lagois connections were rst observed.
A standard method for proving that the two interpreters S and T are These gures commuting means that each move in S can be mimicked by zero or more moves in T, and each move in T can be mimicked by zero or more moves in S.
It should be noted that the above gures though intuitively correct are not completely technically correct. The di culty arises when a move in S is mimicked by zero moves in T; then by the argument given below we see that g(t) 6 = s 0 . If there are zero moves made in T in Figure 2 , then t = f(s). The problem with Figure 2 can clearly be seen if we assume that the move s ) s 0 is mimicked by zero moves in T, that g(t) = s 0 (i.e., g(f(s)) = s 0 because t = f(s) by the rst assumption), and that there is a move from s 0 ) s 00 which is also mimicked by zero moves in T because then the assumption which says that g(f(s)) = s 0 must also say that g(f(s)) = s 00 . However, since s 0 6 = s 00 , it follows that g is not a function. The bers of f and g which we call computation states are computationally signi cant with respect to S and T. These bers or computation states partition M S and M T into computationally equivalent equivalence classes, i.e., for each computation state in S there is an equivalent or corresponding computation state in T, and likewise for each computation state in T there is an equivalent or corresponding computation state in S. Thus, there is a natural one-to-one correspondence between the computation states in S and the computation states in T; this one-to-one correspondence of course matches equivalent computation states with equivalent computation states.
In Figure 8 for i = 0; 1; : : : n ? 1 the moves s i ) S s i+1 produce no moves in T, i.e., each move s i ) S s i+1 is mimicked by zero moves in T. Then for the move s n ) S s 0 the sequence of moves f(s) = t 0 ) T t 1 ) T : : : ) T t m ) T t is generated in T, i.e., the move s n ) S s 0 in S is mimicked by the sequence f(s) = t 0 ) T t 1 ) T : : : ) T t m ) T t. We know that for i = 0; 1; : : : n each s i is mapped by f to f(s), and we know that g(t) = s 0 . But where does g map the t j ? Let j 0 2 f1; 2; : : : ; mg. If g(t j 0 ) = s i 0 for i 0 2 f1; 2; : : : ng, then the sequence of moves s 0 ) S s 1 ) S : : : ) S s i 0 would correspond to a sequence of T-moves containing t 0 ) T t 1 ) T : : : ) T t j 0 , i.e., f(s i 0 ) T t j 0 because we would need the information in t j 0 to correspond to, i.e., to mimic, the informa- 
Example Source Language Interpreter
Now we consider an example: a source language S of arithmetic in x expressions with left to right evaluation and a target language T of arithmetic post x expressions. In S both addition and subtraction of integers are \hard-wired" in. However, in T we can only add and negate integers. Thus, we perform a substraction by adding an inverse.
The states of S are fully parenthesized, marked in x expressions, that is, fully parenthesized, in x expressions with a locus. The locus aids in de ning the left to right order of reduction (evaluation) of subexpressions. Thus an expression together with a locus is comparable to a program together with a program counter except that the expression is reduced (modi ed) as computation proceeds. We think of expressions as trees, and the locus as a mark which is attached to (the root of) a subtree. In linear expression notation we display the locus as a pair of square brackets around the marked subexpression: ((2 + 3]) + 5).
Explicitly, the states in S are fully parenthesized, marked in x expressions where the parenthesized, in x expressions are generated by rules (X1) { (X3) below and where the locus markings begin around a whole parenthesized expression, i.e., at the root of the tree and are repositioned by (addition) rules (A1) { (A5) and (subtraction) rules (S2) { (S4) below. The initial states in S, i.e., the states in which a computation begins, are those with the locus enclosing the whole expression. The nal states in S, i.e., the states in which computation terminates, are those of the form N] where N is a numeral.
Unmarked expressions are de ned recursively as follows:
where E is any (unmarked) expression and N is any numeral. The evaluation rules are de ned as follows: a state (a marked expression) is transformed by transforming a subexpression using one of the following rules: The rules for subtraction, which are left out but which could be labeled (S2) { (S4), are structurally identical to the middle three , with \+" in each instance replaced by \?". Observe that no evaluation rule duplicates or throws away the locus. Also, the rules with (A3) and (S3) applied before (A4) or (S4) guarantee that all subexpressions to the left of the locus are simple numerals; this ensures left to right evaluation.
Example Target Language Interpreter
The target language interpreter T is a traditional stack machine which evaluates post x expressions. As this machine can only do additions, it performs a subtraction, for example, a ? b by adding a and the (additive) inverse of b.
A T-state (stk; con) consists of a stack stk which is a sequence of numerals, and a control con which is a sequence of operations and numerals. There are commands for pushing integers on the stack, for popping an integer and replacing it with its inverse, and for replacing the two top stack integers with their sum. Whenever a subtraction needs to be performed, both a neg and an add are placed in the control sequence. As the control sequence is processed, the neg is encountered before the add. The neg causes the top of the stack to be popped and replaced by its marked inverse. The marking is shown by a y. If a is on the top of the stack, then the processing of an neg causes a to be popped and replaced by ?ay. We need the neg symbol { we can not simply put an add in the control sequence and change a numeral into its inverse { because we likely do not know what numeral should be replaced by its inverse. Consider (a ? (b + c)) or abc + ?. When this expression is loaded into the stack machine, the value (b + c) is not known, so we certainly don't know what its inverse is. The marking is used so that we can always determine if the operation being performed was orginally an addition or a subtraction operation. Explicitly, the states in T are all ordered pairs (stk; con) which can be generated from the ordered pair (nil; exp) where exp is a post x expression by rules (T 1) { (T 4) below.
The evaluation rules are de ned as follows where \ " is the list append operator for stacks, i.e., \ " shows that a push has occurred, and \:" is the list append operator for sequences. Also nil represents both the empty stack and the empty list. We write, for example, a state of T as (nil; 2 : 3 : add); to be more precise we could write (nil; 2 : 3 : add : nil).
In T the intial states are those with stk = nil, and the nal states are those with con = nil. f translates a marked expression E into a T-state (stk; con). This translation is such that the rst addition or subtraction which S would do in E is also the rst addition that T does in (stk; con). The translation handles the mark as follows:
If the square brackets are immediately enclosing a single numeral, i.e., N], then that numeral and all numerals left of it (in the in x expression in T) are pushed onto the stack. If the square brackets are enclosing anything other than a single numeral, then only the numerals left of the left bracket are pushed onto the stack. The translation is performed as follows: 1) If the square brackets enclose precisely a single numeral, then that numeral is ticked, but if the square brackets enclose more than a single numeral, then the numeral just to the left of the left bracket (if there is such a numeral) is ticked. We use the symbol # to show that a numeral is ticked. 2) Convert expression to post x.
3) Push the leading numerals up to and including the ticked one from the post x expression onto stk (if there is no ticked numeral, then nothing gets pushed onto stk), and place the rest of the post x expression in con remembering that a sub must be put in con as neg : add.
For example given the marked expression (2 ? ((3 + 4]) + (7 ? 8))), we get: 1) 4 is ticked, e.g., we have 4#. 2) 2 3 4# add 7 8 The inverse state translation function g : M T ! M S translates a state (stk; con) into a marked expression E. g performs as follows on an arbitrary element (stk; con) of M T .
1) The top of stk { if there is one, i.e., if stk is not empty { is ticked.
2) The post x expression in stk and con is translated into a fully parenthesized, in x expression.
3) If stk is empty, then the square brackets are placed around the whole in x expression. If stk is not empty, then the square brackets are placed immediately around the ticked numeral at the top of stk. (If the ticked numeral is also marked with a y { due to the processing of an neg from con, the y, is removed.)
Coercion Maps
Let Z ? be the at domain of the integers with a bottom or least element, and let ExtB := f?; nF; nN; nT; F; N; Tg be the set of extended Booleans, where T represents true, F represents false, N represents neutral, nT represents not true, nF represents not false, nN represents not neutral, and ?
represents no knowledge. The order on ExtB is given in Figure 10 . In trying Proof: Whichever map has domain Z ? must map at least two distinct (non-?) integers to the same element in ExtB, since the set of integers is in nite and ExtB is not. It follows that (X; ; ; Y ) cannot be an increasing Lagois connection and if X is Z ? then (X; ; ; Y ) cannot be a Galois connection because the blossom containing the two distinct integers does not have a largest element see 1.2(6) and 3.10(1)].
If we suppose that (X; ; ; Y ) is a Galois connection with X being ExtB, then by 1.2(6) blossoms in ExtB must have largest elements which means than F, N, and T must all have distinct images in Z ? . Since is orderpreserving and each of nT, nN, and nF is less than two distinct elements of the set fF; N; Tg it must be that nT, nN, nF, and ? are all mapped by to ?, but this can't be true because then fnT; nN; nF; ?g would be a blossum with no largest element.
The coercions maps f and g de ned above satisfy the natural condition of order preservation. It should, however, be noted that there may be occasions in which one might purposely choose to use other coercions maps. For example, ? often implies an unending computation; and thus, for the sake of continued computation one might not wish for all integers with absolute value strictly greater than one to be coerced to ?. Such a decision is, however, based on a pragmatic desire and not on the very natural condition of preserving order. 
Topologies
Let (X; ) be any topological space, let P = (2 X ; ), where 2 X denotes the set of all subsets of X], and let Q = (2 X ; ). If f : P ! Q is given by f(A) = X ? A, where A is the topological closure of A, and g : Q ! P is given by g(A) = (X ? A), then (P; f; g; Q) is a Lagois connection, and the Lagois closure operator gf is the topological closure operator on 2 X , while the Lagois closure operator fg is the topological interior operator on 2 X .
Notice that, in general, for a topological space (X; ) there is no possible Galois connection between the power sets of X (with either order on these power sets) so that the Galois closure operator is the topological closure operator and the Galois interior operator is the topological interior operator. Indeed, if such a Galois connection does exist, then ( ; ), and ( 0 ; ) must be isomorphic lattices where 0 denotes the family of all closed sets in the space].
Relations vs. covers
Let X be a set. De ne P to be the set of all re exive, symmetric relations on X ordered by inclusion, and let Q be the set of all covers U of X; i.e., U is a family of (not necessarily mutually disjoint) subsets of X whose union is X. Let 
Residuated Approximations
Recall that for every order-preserving map f between complete lattices there is a largest residuated map that is smaller than or equal to f. This map is called the residuated approximation of f.
Let (P; ) and (Q; ) be complete lattices, and let ( P; Q]; 1 ) be the set of all order-preserving maps from P to Q ordered by the reversed pointwise order and let ( Q; P]; 2 ) be the set of all order-preserving maps from Q to P ordered by the pointwise order. De ne F : P; Q] ! Q; P] to map f 7 ! g r f , where g r f is the upper adjoint of the residuated approximation r f of f. De 
Connections Between Galois Connections and Lagois Connections
Below we will describe two canonical ways to transform a Galois connection into a Lagois connection. Analogues of each of the methods can also be used to transform a Lagois connection into a Galois connection. Then v is a partial order and ((P; ); f; g; (Q; v )) is a Lagois connection, which we will call the replete transformation of G and which will be denoted by (G).
Proof: That v is a partial order can be seen by a straightforward case analysis and the fact that (Q; ) is a poset. Clearly we still have fgf = f and gfg = g. Let p; p 1 ; p 2 2 P and q; q 1 ; q 2 2 Q. Since p 1 p 2 implies f(p 1 ) f(p 2 ), we have fg(f(p 1 )) fg(f(p 2 )), which implies f(p 1 ) v f(p 2 ) in case fg(f(p 1 )) 6 = fg(f(p 2 )). In case fg(f(p 1 )) = fg(f(p 2 )) we have f(p 1 ) = f(p 2 ) and hence f is order-preserving. Now let q 1 v q 2 . If fg(q 1 ) = fg(q 2 ), then g(q 1 ) = g(q 2 ). If fg(q 1 ) 6 = fg(q 2 ), then fg(q 1 ) fg(q 2 ) which implies g(q 1 ) g(q 2 ). Therefore g is order-preserving. Furthermore we have gf(p) p and fg(q) q. Clearly fg(fg(q)) = fg(q) so that fg(q) q implies q v fg(q). Then v is a partial order and ((P; ); f; g; (Q; v )) is a Lagois connection, which we will call the lean transformation of G and which will be denoted by (G).
Proof: That v is a partial order can be seen by a straightforward case analysis and the facts that (Q; ) is a poset and fg is an interior operator. The remainder of the proof that (G) is a Lagois connection is analogous to the above proof that (G) is one.
Let (Gal; ) be the class of all Galois connections ordered by inclusion on the order of the second poset; i.e., if G = ((P; ); f; g; (Q; v)) andĜ = (P;^ );f;ĝ; (Q;v) , we say that G Ĝ i P =P, =^ , f =f, g =ĝ, Q =Q, and v is contained inv.
Likewise, let (Lag; ) be the class of all Lagois connections ordered by inclusion on the order of the second poset. If denotes the replete transformation, then is an order preserving function from (Gal; ) to (Lag; ) Likewise, let^ be the transformation that takes any Lagois connection to the corresponding replete Galois connection (^ is de ned in precisely the same way as ). Then Theorem 4.2 ((Gal; ); ;^ ; (Lag; )) is a large Lagois connection; i.e., a Lagois connection between proper partially ordered classes.
Proof: Let G 1 := ((P; ); f; g; (Q; 1 )) and G 2 := ((P; ); f; g; (Q; 2 )) be Galois connections such that G 1 G 2 , i.e., 1 2 . If q; q 0 2 Q and q v ;1 q 0 then if fg(q) = fg(q 0 ) we have q 1 q 0 and thus q 2 q 0 which implies q v ;2 q 0 . In case fg(q) 6 = fg(q 0 ) we have fg(q) 1 fg(q 0 ) which also implies q v ;2 q 0 . Therefore is order-preserving. Now let q 1 q 0 and fg(q) = fg(q 0 ). Then q 0 v ;1 q and therefore q v ;1^ q 0 . On the other hand if fg(q) 6 = fg(q 0 ) then fg(q) fg(q 0 ) which implies rst q v ;1 q 0 and then q v ;1^ q 0 . Thus^ id.
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Finally let q v ;1^ q 0 . In case fg(q) 6 = fg(q 0 ) we have fg(q) 1 fg(q 0 ) and thus q v ;1 q 0 . In case fg(q) = fg(q 0 ) we have q 0 v ;1^ q and thus q v ;1 q 0 .
Therefore ^ , which { in conjunction with the above { implies ^ = . The proofs that^ is order-preserving, ^ id, and^ ^ =^ are similar.
Similarly, if denotes the lean transformation, then is an order preserving function from (Gal; ) to (Lag; ) Likewise, let^ be the transformation that takes any Lagois connection to the corresponding lean Galois connec- 
Multiplication by n
Let n be a positive integer. De ne f : Z ! Z to be multiplication by n; de ne g 1 : Z ! Z by letting g 1 (m) be the largest integer that is smaller than or equal to m=n; and de ne g 2 : Z ! Z by letting g 2 (m) be the smallest integer that is larger than or equal to m=n.
Assuming the natural order on Z, (Z; f; g 1 ; Z) is a decreasing Lagois insertion that was mentioned in 5] as an example of an adjunction. Note that it is also a Galois connection. (Z; f; g 2 ; Z) is an increasing Lagois insertion (cf.
De nition 3.18 ).
LC1 and LC2 Do Not Su ce
Let P be the two-element complete Boolean algebra, let f be the identity function on P, and let g be the constant function on P with value 1. Then (P; f; g; P) is not a Lagois connection, although it is a poset system that satis es conditions (LC1) and (LC2) of De nition 2.1. ? ? @ @ P P P P P P P This example can also be used to show that the associativity of the composition is fragile: Let I 1 be the unique (increasing) Lagois connection between the singleton f0g and 2 X , and let I 2 := (2 X ; id; id; 2 X ). Then K (J I 1 ) is a Lagois connection, but K J is not. Also K I 2 and I 2 J are Lagois connections, but neither K (I 2 J) nor (K I 2 ) J is one.
Of course if I, J and K are Lagois connections and I (J K) and (I J) K are de ned, then they are equal.
Non-preservation of Meets and Joins
Let P be the complete Boolean algebra on the set f0; a; b; c; d; e; 1g, where a, b, c, and d are atoms and e is the unique co-atom. Thus f preserves neither joins nor meets.
Conclusions
We have presented Lagois connections which are in many ways similar to and in several ways di erent from Galois connections. However, as the examples show, these new connections are in some settings more natural than Galois connections.
It is also the case that Lagois connections have a natural generalization to the setting of concrete categories that is analogous to the generalization of Galois connections to Galois correspondences as de ned in 1](i.e., to Galois connections of the third kind as de ned in 4] ).
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