Abstract-Anomaly detection in network traffic is an important technique for identifying operation and security problems in networks. Numerous anomaly detection algorithms have been proposed and deployed in practice. The recent availability of high-performance embedded processors in network systems has made it possible to implement these algorithms to monitor traffic in real-time. Since it is unlikely that any single anomaly detection technique will ever be sufficient, we propose the use of multiple existing anomaly detection algorithms in parallel. In this paper, we develop a method of combining different classes of anomaly detection algorithms and address the question of which combination of existing anomaly detection algorithms achieves the best detection accuracy. We also present a taxonomy of anomaly detection algorithms and evaluate six specific algorithms on a common evaluation platform. Based on this evaluation, we identify the combination of anomaly detection algorithms that achieve the highest detection accuracy and derive a few rules that can be used when deciding on combining and aggregating multiple algorithms.
I. INTRODUCTION
Traffic anomaly detection is the first step towards defending the Internet from abusive use and malicious attacks. Timely and accurate identification of these traffic anomalies is essential for the effective response with counter-measures such as admission control, source throttling or rate limits. As traffic anomalies potentially affect the availability and effectiveness of critical Internet applications such as online services, transactions and real time remote cooperation, the role of traffic anomaly detection has become increasingly important.
Over the years, a broad range of techniques have been applied on the problem of traffic anomaly detection and many algorithms have been proposed and/or deployed by the networking community. However, these algorithms are often evaluated on individually collected traces that are not publicly available. And as there is no unified benchmark for evaluating these anomaly detectors, there is no consistent view of their performances. When it comes to deployment, it is then difficult to select the best one for a certain environment.
Furthermore, recent availability of high-performance embedded processors in network systems has made it possible to implement these algorithms to monitor traffic in parallel and in real-time. Since it is unlikely that any single anomaly detection technique will ever be sufficient, the use of multiple existing anomaly detection algorithms in parallel could be a potential optimal policy. However, it remains unknown that if a limited number of algorithms can be applied, how to pick algorithms that will constitute the best combination?
In this work, we are targeting at solving the above issues by proposing a single evaluation framework with a suite of solutions.
• We first develop a taxonomy of anomaly detection algorithms based on their underlying techniques. According to this taxonomy, we select and implement six of the various detection algorithms from different categories.
• We then propose a set of benchmark traffic models for evaluating these algorithms. Real traces conforming to these benchmark models are generated in Deterlab, which is a real network testbed, and are used as input to the selected algorithms.
• We derive a similarity metric that specifies performance correlations across algorithms. This information is then used as a guideline of picking the right set of algorithms when selecting algorithms for our parallel online detection engine.
• We have evaluated the six different anomaly detection algorithms, both individually and with combinations, to determine which combination of algorithms yields the most accurate anomaly detector. Building a taxonomy of anomaly detection algorithms according to their underlying techniques helps understand the nature of different algorithms. The benchmark traffic models then provide a gauge where each algorithm's performance is evaluated. Our similarity metric then quantifies the correlations across different algorithms. This metric helps identify the algorithms whose combination are more likely to generate superior performance over other combinations.
The six algorithms we have selected are: Holt-Winter forecasting [1] , Cumulative Sum [2] , Wavelet analysis [3] , KMeans [4] , Support Vector Machine (SVM) [5] , and One-Class Neighbor Machine (OCNM) [6] . The first three algorithms detect anomalies based on time-series information and the latter three are all machine learning based algorithms.
Our evaluation results indicate that the taxonomy, the benchmark traffic models and our similarity metric together constitute a consistent and effective framework of identifying anomaly detectors that have distinct properties and whose combination could generate superior performance. Algorithms belonging to different categories demonstrate small values for the similarity metric while those in the same category often have high values. Similar algorithms tend to reinforce each other's decisions while dissimilar algorithms detect anomalies which are missed by others in the combination. Thus, combining algorithms with relatively low similarity values and high detection accuracy essentially results in a higher detection accuracy for the combination as compared to any of the individual algorithms in the combination.
Furthermore, our work yield the following interesting observations:
• The best performing single algorithm is Holt-Winter forecasting. The best aggregate algorithm is a combination of Holt-Winter forecasting and Cumulative Sum.
• Even when using multiple algorithms that have low detection accuracy, the aggregation of these algorithms can achieve high accuracy -in particular when combining algorithms whose detection characteristics are dissimilar (according to our similarity metric).
• Combining algorithms belonging to different classes can yield a higher detection accuracy.
• Combining more number of algorithms does not always result in a better performance. Infact, the combination can possible do worse than every algorithm in the combination.
The rest of the paper is structured as follows. Section II discusses related work in the area of anomaly detection. Section III describes a taxonomy of various existing anomaly detection algorithms. Section IV discusses how multiple anomaly detection algorithms can be combined to improve detection accuracy. The evaluation of algorithms with our anomaly detection benchmark is described in Section V. Results are discussed in Section VI. Our contributions and results are summarized in Section VII.
II. RELATED WORK
We first give a brief list over some recently proposed traffic anomaly detectors. Brutlag [1] studied the technique of HoltWinter forecasting. Wang et al. [2] applied Cumulative Sum algorithm to detect TCP SYN flooding attack. Barford et al. [3] exploited wavelet analysis to study high and medium variance in the traffic. Soule et al. [7] proposed Kalman-filter based algorithms. These all treat traffic as time series. There are also a number of approaches exploiting techniques from machine learning areas. For example, Munz et al. [4] studied K-Means algorithms, Lazarevic et al. [5] compares several machine learning techniques including Support Vector Machine (KVM). And Ahmed et al. [6] studied One-Class Neighbor Machine (OCNM) techniques. Besides these, Lakhina et al. [8] proposed the application of Principle Component Analysis (PCA). There are also anomaly detectors that based on traffic distribution or entropy, e.g. [9] - [11] . There have been some other proposed taxonomies for anomaly detection algorithms. Estevez-Tapiador et al. have classified anomaly detection based on the network feature that is analyzed, the underlying behavior model, and the scale at which traffic is analyzed [12] . However, their work does not provide a comparative evaluation of different algorithms. Qayyum et al. propose a taxonomy of anomaly detection algorithms in the context of intrusion detection systems [13] . Their work provides a qualitative evaluation of different approaches. The key aspect of our work is that we provide a quantitative evaluation of different approaches in a single evaluation framework.
Our previous work [14] , [15] demonstrate that combining multiple detection algorithms does offer an increase in performance over individual detectors but did not consider the criteria on which the algorithm choices should depend. This paper builds on our previous work and deals with those criteria. Besides, Gao et al. [16] also propose using an ensemble of algorithms to build a more accurate model for continuously arriving data and proved theoretical improvement over each single algorithm. However, their work did not consider how to pick the best combination of algorithms.
In terms of traffic anomaly benchmarks, Mirkovic et al. [17] proposes a set of rules that can be used to specify characters of a Denial-of-Service attacks. These rules can be used as guidelines to simulate a Denial-of-Service attack. Compared with their work, we are more specific in defining the traffic anomaly models.
III. TAXONOMY OF ANOMALY DETECTION ALGORITHMS
In this section, we classify anomaly detection algorithms based on the underlying techniques exploited by these algorithms. By proper classification of these algorithms, we can have a better understanding of the nature of the results provided, which also helps determine different combinations of algorithms when they are combined in a parallel environment. Machine learning based algorithms treat traffic data as a set of (multi-dimensional) data points. Clustering algorithms such as K-Means, SVM are then applied on the data in an effort to sort anomaly traffic data out from benign underlying traffic. Based on whether pre-labeled data are used or not, machine learning based algorithms can further be classified into supervised algorithms and unsupervised algorithms. Supervised algorithms take advantage of human knowledge by obtaining information from labeled data. Unsupervised algorithms classify traffic data as anomalous or benign based on built-in metrics from the algorithm itself. On the other hand, noises in the traffic could lead to false positives as each data point is treated independently. Time series based algorithms treat traffic as a discrete or continuous function of time. This function is then examined, often, to locate sudden changes, which are acute deviations from past values of the function. These sudden changes are usually deemed to be signs of anomalies. Various techniques have been applied to detect these sudden changes including Holt-Winter, CUSUM. More complicated methods such as wavelet analysis has also been examined. The advantage of these approaches is that often correlations in time local data can be considered, which helps remove unnecessary false positives. However, it is often the case that time series based algorithms tend to ignore those "slow-cooking" anomalies, i.e. where anomaly traffic volume increases very slowly over time. Experience based algorithms usually present themselves in the way of rulebased systems. In these systems, a set of rules is predefined. Often, these rules are based on expert knowledge and are hand crafted into the system. At each time point, the state of the system is used as input to these rules and each rule is checked to see whether it is satisfied. Each satisfied rule incurs certain actions among which an anomaly is identified. The advantage of experience based algorithms is that the rules can be fully customized to fit the requirement of the protected systems. However, defining the rules usually requires immense human labeling and going through all the rules is usually very computationally intensive.
In summary, we see that there is much diversity in anomaly detection algorithms. In the following we will focus on machine learning based algorithms and time series based algorithms. Since experience based algorithms usually involve a large amount of human labor, it can be a beneficial complement to an existing system.
IV. ANOMALY DETECTION WITH MULTIPLE ALGORITHMS

A. System Outline
The architecture of our system is shown in Figure 2 . The system keeps track of packet rate and bit rate observed on the monitored link. All anomaly detection algorithms process this rate and output an internal continuous anomaly metric. The anomaly metric output by the algorithms are further normalized by the normalization module. All the normalized anomaly metrics are then aggregated and a system wide threshold is applied to make a binary decision.
B. Aggregation of Anomaly Detection Algorithms
The aggregation process for multiple anomaly detection algorithms has been described in our prior work [14] , [15] . We repeat some of this discussion in this subsection to ensure the reader is familiar with the general idea. For more details, see [14] , [15] .
When using multiple different anomaly detection algorithms, it is important to consider how outputs from different algorithms can be aggregated into a single metric. Existing algorithms typically yield a binary decision (i.e., a '1' if an anomaly is detected and '0' if not). One could aggregate such binary outputs by using majority decision or similar binary functions. However, we believe that such an approach is too coarse. Instead, we observe that practically all anomaly detection algorithms use continuous metrics internally, before applying a threshold and generating the binary output. Our system uses these continuous metrics for aggregation and applies the threshold as late as possible. Since different algorithms use different internal metrics, it is crucial to normalize these metrics before aggregation.
1) Notation: Our system processes traffic volume data (e.g., byte-rate, packet-rate) to determine anomalies. Let c t be the packet count during the observation interval [t, t + τ ). Parameter τ is assumed to be a preset fixed time interval that decides the granularity of the data. The interval can range from 1 second to a few hours. Let s be the total number of different traffic subsets S i , 1 ≤ i ≤ s and a be the number of anomaly detection algorithms A j , 1 ≤ j ≤ a. Then, during the observation interval [t, t + τ ), the algorithms use a metric m 
Parameter α j determines the slope of the normalization function, and is adjusted such that the boundary between the anomalies and no anomalies falls exactly in the middle of the range [0, 1] at θ * =0.5 for α * j = n * θj (refer Figure 3) . This also ensures we do not have to use a system specific threshold, and can use θ * =0.5 to compare the final aggregated value with (Other normalization functions we have evaluated are
−|α·ln m| , but they do not provide better performance (see [18] )).
3) Aggregation and Anomaly Decision: Once the normalized anomaly metric n module for all algorithms, j, for a particular subset S i , the aggregation module uses the aggregation function G to determine the final aggregated anomaly metric g t i across all a algorithms for subset i at time t. Some of the functions explored were arithmetic mean, geometric mean, median, minimum, and maximum. Evangelista et al. [19] proposed the average of mean and minimum as an aggregation function. However, for our purpose, the average of mean and maximum has proven to be most effective:
The mean assigns equal weights to various algorithms in the combination independent of whether the algorithm has high accuracy or not. The max function selects the algorithm that is most sensitive and produces the highest normalized value at any particular instance. This combination of the mean and max functions results in an improved overall detection performance. Finally, the aggregated anomaly metric g t i is compared to a threshold, θ * , to make a binary decision as follows: r
The result is then reported to the user.
V. EVALUATION OF ANOMALY DETECTION ALGORITHMS
The experimental evaluation was carried out on the DETER testbed [20] which provides an infrastructure for conducting medium-scale security experiments. It provides researchers with traffic generation tools which can be used to generate both background and attack traffic with the desired distributions. The experimental setup is similar to the one used by Mirkovic et al. [21] consists of seven networks, four of which are client/server networks and three are attack networks. The networks are interconnected through four core routers. Each client/server network consists of three client nodes and four server nodes. All links have a bandwidth of 100Mbps and no delay. The server nodes run five services: Web, FTP, IRC, Telnet and DNS. Every client node generates a mix of request traffic targeted towards various servers in it's own as well as other networks. The background traffic generated has an average bitrate of 20Mbps. The SEER traffic generation tool [22] is used to generate two types of traffic: background and attack. To make sure the background traffic accurately models traffic in a typical network, the traffic parameters and distributionsas suggested by Mirkovic et al. [21] were used. SEER also includes a flooder tool that allows us to control the characteristics of the attacks like custom protocols, packet rates, sizes, varying rate characteristics and shapes. In all our experiments, all the attack nodes generate floods that target port 80 in one of the Web/DNS server nodes. The description of the attack scenarios follows.
To evaluate the system and the anomaly detection algorithms used, it is important that we target the system with different types of attacks. The anomaly detection benchmark consists of eight scenarios of different types. Table I summarizes the different scenarios with their characteristics. The objective of varying the pulse widths (on and off-times) has to do with the sensitivity of algorithms. Certain algorithms adapt to the network traffic rate and having a long pulse results in the detection of the start of the attack, but may result in a lot of false positives in the later part of the pulse as the algorithm adapts to the new traffic rate. Likewise, ramped attacks are harder to detect since the traffic increase is gradual and allows the attack to 'sneak' past any thresholds set. This is especially true in case of algorithms that make use of an adaptive threshold to detect attacks.
A. Evaluated Anomaly Detection Algorithms
The anomaly detection algorithms implemented in our prototype system are:
• Holt-Winter Forecasting builds a time series model that uses multiple levels of exponential smoothing to decompose the observed time series into three components: a baseline, a seasonal trend and a linear trend. (e.g., [1] ).
• CUSUM belongs to one of the change point detection algorithms widely studied in the field of statistics. By tracing the distance between the current point with the point of the smallest value in history, it detects anomalies by comparing this distance with a predefined threshold. (e.g., [2] ).
• Wavelet method decomposes the time series into three components, corresponding to low frequency signals, medium frequency signals and high frequency signals that can be used to reconstruct the original time series. The variability of the low frequency signals and that of the medium frequency signals are then combined using a weighted sum and are regarded as the variation part of the original time series. A threshold is then applied to the variation part and anomalies are reported if the variation part deviates far beyond the threshold.
• K-Means is a clustering algorithm that classifies given data into K clusters where K is a predefined constant integer. The technique is usually very simple: Given a set of data points, K random points are selected. Then each data point is assigned to one of the selected points where minimum distance is obtained. This forms an initial classification of the data. Then for each cluster, the centroid of the cluster is calculated and each data point is again assigned to the nearest centroid. This process continues until the set of selected centroids does not change. In our case, K is set to 2 corresponding to anomaly traffic and benign traffic respectively. One of the clusters is labeled as anomaly and the other is labeled as benign. Then new data points are compared to the centroids of these two clusters. If it is closer to the anomaly cluster or is too far away from the benign cluster, it is labeled as an anomaly. This approach is studied in [4] .
• SVM is also a supervised algorithm. It tries to separate two classes of multi-dimensional data by locating a hyperplane that maximizes its distances to the neighboring data points. There are various algorithms that targeting at solving the hyperplane for SVM. In our evaluation, we use that implemented by SVM-Light [23] . Once the hyperplane is obtained, new data points are then classified by checking which side of the hyperplane it belongs to.
• OCNM is an unsupervised algorithm. For a given set of data points, it calculates for each point its average distance to its K nearest neighbors. Then, these distances are sorted and the ones with large distances are deemed to be anomalies.
VI. RESULTS
We start the presentation of results by discussing the accuracy of individual algorithms followed by a definition of the "similarity metric" that we use to compare algorithms. The algorithms are tuned to use the best possible internal parameters to achieve optimal performance. During the normalization and aggregation process, the best possible normalization function parameter α * j for each algorithm A j is used. To better quantify and understand the accuracy of both individual algorithms and the aggregation of combinations of algorithms, we use their receiver operating characteristic (ROC) curves [24] which illustrates the sensitivity of a binary classifier for varying thresholds (i.e., θ). An area under the curve of 1.0 represents a perfect algorithm whereas an area of 0.5 represents an algorithm that bases its predictions on chance. Table IV 
A. Similarity Metric
Given a set of algorithms, how can we maximize the accuracy and what is the best combination of algorithms that achieves this? To better answer these questions, we need to understand how similar (or dissimilar) the algorithms are in terms of detection characteristics. This is important because combining algorithms without understanding how similar they are can affect the accuracy of the system in an adverse manner. Thus, we define our "Similarity Metric" as a "measure of how much two algorithms agree with each other". For example, consider two algorithms A1 and A2. A1 and A2 are said to agree with each other if the two algorithms have the same binary output for a particular event. The Truth Table II summarizes this. It is not necessary for the algorithms to agree with the event label. We then define the similarity metric for two algorithms A1 and A2 as the ratio of total number of instances where they agree to the total number of events. Formally, let X and Y be two binary sequences defined as:
where, x i ∈ {0, 1}, y i ∈ {0, 1} and i = (1, 2, 3, ...N ) . If A i,j where (i, j ∈ {0, 1}), be the number of times X and Y are matching, i.e., A 0,0 is the number of occurrences of X = 0, Y = 0, A 0,1 of X = 0, Y = 1, and so on. Then, we define the "similarity metric" as:
Table III summarizes the pairwise similarity metrics for all algorithms. Note that Equation 4 can be extended to derive the similarity of any number of sequences. We will now look at how the similarity affects the accuracy of the aggregated anomaly metric for different combinations of algorithms.
B. Aggregate Algorithm Accuracy and Similarity Relationship
We evaluate the various pairs, 3-tuple, 4-tuple and 5-tuple combinations of the six algorithms implemented. Table IV summarizes the accuracy of these combinations in terms of the AUC metric for all the eight scenarios. The entries in bold are the best performers for the scenario whereas the underlined entries are the worst performers. Figures 4 are the ROC curves for individual algorithms, combinations of two, three and five algorithms respectively. The ROCs represent the accuracy of the algorithm combinations for Scenario 6 which is hard to detect as compared to other scenarios.
The best performing aggregate over all scenarios is the combination of Holt-Winters forecasting and Cumulative Sum (denoted as HC), with an average of 0.97727 across all scenarios. The HC combination also demonstrates a high similarity (Table III) for all scenarios. HC performs the best essentially due to the high accuracy and similarity of the algorithms involved. A high similarity value translates to a high accuracy as calculated by the Equation 2 as the algorithms involved reinforce each other. Observe that the combination outperforms both Holt-Winter and Cumulative Sum in all eight scenarios. This is true in most combinations.
The combination HCK outperforms all combinations in Scenarios 1 and 7. The HCK combination has a low similarity value and outperforms the other combinations because of this dissimilarity, the reason being, an anomaly missed by one algorithm may be detected by another in the combination. This also reiterates the importance of the class to which the anomaly detection algorithm belongs. Holt-Winters and Cumulative Sum belong to change-point detection class whereas K-Means is a supervised machine learning algorithm. The two classes behave differently to different traffic scenarios and are thus expected to have low similarity values.
C. Conclusions
Our results yield the following interesting observations:
• The best performing single algorithm is Holt-Winter forecasting with a peak accuracy of 0.99515.
• The best aggregate algorithm is a combination of HoltWinter forecasting and Cumulative Sum which has a peak accuracy of 1.0000. Thus, a combination of algorithms has a better accuracy as compared to a single algorithm. This is on account of a high similarity and high detection accuracy for both algorithms. Thus, they reinforce each other and hence the high accuracy of the combination.
• Aggregation of algorithms can achieve a high accuracy even when some of the algorithms that are being aggregated have a low detection accuracy.
• Similar algorithms reinforce each other. Aggregating similar algorithms which are also sufficiently accurate can result in a higher detection accuracy of the combination when compared to the individual algorithms.
• Algorithms belonging to different classes of anomaly detection algorithms may exhibit low similarity values because of different performance characteristics. Aggregating algorithms that are dissimilar but have sufficiently high accuracy can result in a much higher detection accuracy compared to any algorithm in the combination. This is primarily because an anomaly missed by one algorithm may be detected by another algorithm in the combination.
• Using more number of algorithms does not always result in better accuracy. For example, in Scenario 4 (Table IV) , HCKOS has an accuracy of 0.8808 compared to HC with an accuracy of 0.99997.
VII. SUMMARY
We identified different types of anomaly detection algorithms based on the technique used for classifying network traffic and devised a method to aggregate information from anomaly detection algorithms belonging to different classes to create a single aggregate decision. Furthermore, we discussed a benchmark for evaluating anomaly detection algorithms on a real network testbed. We implemented and evaluated different combinations of six different anomaly detection algorithms to determine which combinations yield the most accurate anomaly detector. We also defined a similarity metric that can be used to compare algorithms. The results of the evaluation confirm that a combination of algorithms has a better detection accuracy than any single algorithm. Also, accurate anomaly detection can be achieved not only by using more accurate algorithms but also by increasing the diversity of algorithms.
