Introduction
Let G be a finite group. Suppose that Y is a projective algebraic variety over Z (i.e an integral scheme which is projective and flat over Spec (Z)) of relative dimension d. In this paper, we consider finite Galois covers π : X → Y with group G which are everywhere unramified, i.e "G-torsors". Let F be a G-equivariant coherent sheaf on X. Consider the value of the right derived global section functor at F. This is a complex RΓ(X, F) in the derived category of complexes of modules over the group ring Z[G] whose cohomology groups are the finitely generated G-modules H i (X, F). The central question in the theory of "additive" Galois module structure is:
Existence of a normal integral basis: Is the complex RΓ(X, F) isomorphic to a bounded complex of finitely generated free Z[G]-modules?
By an observation of Chinburg [C] (which essentially goes back to Noether), the complex RΓ(X, F) is always perfect, i.e is isomorphic to a bounded complex of finitely generated projective Z[G]-modules. It follows that the obstruction to a positive answer to our question is given by the "stable projective Euler characteristic" of RΓ (X, F) . By definition, this is an elementχ P (F) Let N/K be a Galois extension of number fields with group G which is unramified at all finite places. Then we can take X = Spec (O N ), Y = Spec (O K ), with O N , O K the corresponding rings of integers. Our question for F = O X amounts to asking if the ring of integers O N is a stably free Z[G]-module; this type of problem has a long history going back to Hilbert and Noether. By "Fröhlich's conjecture" (shown by M. Taylor; see [Ta] , [F] ) the answer is positive if in addition either G is abelian or N/K is also unramified at the infinite places. Without these assumptions it is known that O N ⊕ O N is always a free Z[G]-module; this is equivalent to the statement 2 ·χ P (O X ) = 0.
In this paper we establish a connection between the problem of the vanishing of the obstructionsχ P (O X ) for higher dimensional varieties, and the theory of cyclotomic ideal class groups. As we will explain below, our results indicate a close connection between a positive answer to the above question for all unramified Galois covers X → Y of prime order p > dim(Y ) and the truth of Vandiver's conjecture for p. Vandiver's conjecture for the prime number p is the statement that p does not divide the class number h + p = #Cl(Q(ζ p + ζ −1 p )). This has been verified numerically for all p < 12 · 10 6 [BCEM] . However, there is doubt about its truth in general (see [W] , p. 158). We show: Theorem 1.1. Assume G = Z/pZ, with p a prime. a) If p > dim(X) and p satisfies Vandiver's conjecture thenχ P (O X ) = 0. b) There is an integer N that depends only on d such that N ·χ P (O X ) = 0 for all G-torsors X/Y as above with dim(X) ≤ d + 1.
Notice that in this case, by Rim's theorem, Cl(Z[G]) = Cl(Q(ζ p )). For simplicity, we set in this introduction C = Cl(Q(ζ p )). Denote by p C (resp. C/p) the kernel (resp. the cokernel) of multiplication by p on C = Cl(Q(ζ p )). We use the superscript (k) to denote the eigenspace of p C or C/p on which σ a ∈ Gal(Q(ζ p )/Q), σ a (ζ p ) = ζ a p , acts via multiplication by a k . Recall the classical "reflection" homomorphisms ( [W] §10.2)
Assume that p > dim(X) = dim(Y ) = d + 1. The crux of our proof of Theorem 1.1 is to produce elements t i (X/Y ) in Hom((C/p) (1−i) , Z/pZ), 1 ≤ i ≤ d + 1, such that
in C. By class field theory, each element t i (X/Y ) corresponds to an unramified Z/pZextension of Q(ζ p ). This extension depends only on the cover of generic fibers X Q → Y Q . We would like to think of the t i (X/Y )'s as equivariant characteristic classes of X Q with its Gaction; at least t d+1 (X/Y ) can be obtained from the cover X Q → Y Q in a very explicit manner (see Remark 5.7). The formula (1.1) then resembles the output of a hypothetical "refined" Riemann-Roch theorem without denominators. When p satisfies Vandiver's conjecture, we have R (i) = 0. Hence,χ P (O X ) = 0 which shows (a). Part (b) follows from (1.1) and bounds on the order of the eigenspaces (C/p) (1−i) , 1 ≤ i ≤ d + 1, due to Herbrand, Kurihara [Ku] and Soulé [So] . In fact, when d ≤ 3, we can take N = 1. At the moment, we are lacking direct evidence for the following:
Conjecture 1.2. For a given odd prime p and 0 ≤ k ≤ p−2, the set of elements {t k+1 (X/Y )}, X → Y ranging over all Z/pZ-torsors with Y integral, projective and flat of relative dimension k over Spec (Z), generate the group Hom((C/p) (−k) , Z/pZ).
Since R (i) is injective for i odd ( [W] ), this statement has the following (possibly vacuous) implication: Suppose p does not satisfy Vandiver's conjecture. Then there is a Z/pZ-torsor π : X → Y with Y → Spec (Z) projective and flat of relative dimension d < p − 1 such that χ P (O X ) = 0. The expectation expressed here is that Vandiver's conjecture relates to the existence of a hypothetical coherent "Lefschetz fixed point theorem" in this situation "over Z". Indeed, since in the case of a G-torsor X there are no fixed points, such a theorem would giveχ P (O X ) = 0. (In general, such a hypothetical fixed point theorem would describe how to calculate equivariant Euler characteristics likeχ P (O X ) from the fixed points of the action. Let us remark here that when the base is a field there are several classical results along these lines starting with the work of Atiyah and Bott.)
We actually obtain more precise results and also results for G-torsors for a general finite group G. These generalize the main results of [P1] from the case of arithmetic surfaces to varieties of arbitrary dimension. In order to state these, we now introduce various numbers which feature in the annihilators of the equivariant Euler characteristics. Recall that the k-th Bernoulli number B k is defined by the powers series identity: t/(e t − 1) = ∞ k=0 B k t k /k!. For a prime p, and a = p k · a ∈ Z >0 with gcd(a , p) = 1, we set ord p (a) = p k . For n ≥ 2, let us set
where K 2n−2 (Z) is the Quillen K-group (by work of Borel [Bo] , this is a finite group for n > 1). We set
We have M n (G) = 1 for n ≤ 4 and all G, M n (G) = 1 for n ≤ 11 and all G. In general, if #G is relatively prime to e(k) for all 2
and denote by Cl(M G ) the class group of finitely generated projective M G -modules. Let us write Q [G] i M n i (D i ) with D i a division algebra. By a result of Eichler, if R i is the ring of integers of the center
where Cl + (R i ) is the class group of R i -ideals modulo principal ideals which are generated by elements which are positive at each infinite place of C i where D i is a quaternionic division algebra ( [F] 
In the following statements, π : X → Y is a G-torsor with Y → Spec (Z) projective and flat of relative dimension d and F is a G-equivariant coherent sheaf on X. Theorem 1.3. a) For all finite groups G, we have
b) Assume that all the Sylow subgroups of the group G are abelian. Then
Theorem 1.4. Assume that for all the prime divisors p of the order #G, the eigenspaces
In particular, if all the prime divisors of #G satisfy Vandiver's conjecture and are larger than d + 1 then Φ(χ P (F)) = 0.
Notice that Theorem 1.1 follows from these results and Rim's theorem ( [Ri] ): For G = Z/pZ, p prime, Φ is an isomorphism.
We also obtain:
If Y Q is smooth, has a rational point and X Q is geometrically connected, the condition that X Q → Y Q is of Albanese type means that the cover is obtained by specializing an isogeny of the Albanese variety of Y Q .
Let us now discuss the proof of these results. Determining the classesχ P (F) is a subtle problem. Indeed, these lie in the finite group Cl(Z[G]) and cannot be calculated using the known "Riemann-Roch type" theorems that usually neglect torsion information. Instead, our basic tool is the notion of "n-cubic structure" on line bundles over commutative group schemes which was introduced and studied in [P2] . This is a generalization of the notion of cubic structure (for n = 3) of Breen [Br] . The starting point for us is the fact, shown by F. Ducrot [Du] , that the determinant of cohomology along a projective and flat morphism Y → S of relative dimension d essentially supports a d + 2-cubic structure (see §4). When G is abelian, we deduce that the square of the determinant det
) which supports a d + 2-cubic structure. We then use the results of [P2] on line bundles with n-cubic structures over multiplicative groups like G D . In loc. cit. the group of line bundles with n-cubic structures is studied inductively using "multiextensions". When G = Z/pZ, one sees that a k-multiextension over G D = µ p is given by an unramified Z/pZ-extension L of Q(ζ p ) such that σ a ∈ Gal(Q(ζ p )/Q) acts by conjugation on Z/pZ = Gal(L/Q(ζ p )) via multiplication by a 1−k . In fact, the elements t i (X/Y ), 1 ≤ i ≤ d+1, mentioned above, correspond to i-multiextensions associated naturally to the d+2-cubic structure on det Z[G] RΓ(X, O X ) ⊗2 . In general, the group of multiextensions over G D can always be described using eigenspaces of cyclotomic ideal class groups; hence we can bound the support of the group of multiextensions using results on the corresponding eigenspaces of these class groups. This technique applies directly when G is abelian and to F = O X ; the case of more general finite groups and general F follows from these results using Noetherian induction and "localization" as in [P1] .
The methods of this paper generalize to various other situations. For example, it is possible to treat torsors for a general finite and flat commutative group scheme over a Dedekind ring; then the annihilators of Euler characteristics will depend on the arithmetic of the fields involved. Also, our technique provides with the most precise general method for determining the Galois module structure of abelian covers even when we allow some (tame) ramification. Then one can not expectχ P (F) to vanish. However, the theory of this paper combined with the Grothendieck-Riemann-Roch theorem implies "fixed point formulas" which, for tame and abelian covers, calculate (up to an error annihilated by 2 · M d+1 (G)) the classesχ P (F) via localization on the ramification locus. This has since been developed in joint work with T. Chinburg and M. Taylor [CPT] .
The author would like to thank T. Chinburg, R. Kulkarni, M. Rost, M. Taylor, and L. Washington for useful conversations, and F. Ducrot for making available a preliminary version of [Du] .
Preliminaries
2.a. Let B be a left Noetherian associative ring with unit. Most of the time we will take B to be the group ring R[G] of a finite group G with R commutative Noetherian. We denote by K 0 (B) the Grothendieck group of finitely generated projective left B-modules, and by K red 0 (B) the quotient of K 0 (B) by the subgroup generated by the class [B] of the free Bmodule B. We will denote by a red the image of the element a of K 0 (B) in K red 0 (B). If B is commutative, we will denote by Pic(B) the Picard group of B; then a finitely generated B-module is projective if and only if it is locally free. Taking highest exterior powers of locally free B-modules defines in this case a group homomorphism
If B is commutative and of Krull dimension 1, then by [BM] Cor. 3.5, the map i is an isomorphism and we will use it to identify K red 0 (B) with Pic(B). We will denote by D + (B) the derived category of the homotopy category of complexes of left B-modules which are bounded below. Recall that a complex
to a bounded complex P • of finitely generated projective left B-modules. Then the element
depends only on the isomorphism class of
For a scheme Y , we will denote by G 0 (Y ), resp. K 0 (Y ), the Grothendieck group of coherent, resp. coherent locally free, sheaves of O Y -modules, and by Pic(Y ) the Picard group of Y . If Y = Spec (B) is affine, we will identify quasi-coherent sheaves of O Y -modules on Y with B-modules. This gives natural identifications K 0 (B) = K 0 (Spec (B)) and Pic(B) = Pic(Spec (B)).
2.b. We refer to [SGA4] XVIII, 1.4. for the notion of a (commutative) Picard category. By definition, this is a non-empty category P in which all morphisms are isomorphisms and which is equipped with an "addition" functor + :
, which satisfy the axioms described in loc. cit. A Picard category is always equipped with an "identity object"; this is a pair (O, ) of an object O with an isomorphism : O + O ∼ − → O which is unique up to unique isomorphism. If we have τ p,p = Id p+p , for all objects p of P, then we say that the Picard category is "strictly commutative" (s.c.).
Note that a commutative group defines a "discrete" s.c. Picard category: The objects are the elements of the group, the only morphisms are the identity morphisms and the addition is given by the group law. We will also often use the Picard categories PIC(S), resp. PIC * (S), of invertible O S -sheaves, resp. "graded" invertible O S -sheaves over a scheme S (see [De] ). The Picard category PIC(S) is strictly commutative but PIC * (S) is not.
If P and Q are two Picard categories an additive functor F : P → Q is a functor equipped with isomorphisms f p 1 ,p 2 :
) for all objects p 1 , p 2 of P which are functorial in p 1 , p 2 and which are appropriately compatible with the associativity and commutativity isomorphisms of P and Q (see [SGA4] XVIII.)
We refer the reader to [SGA4] XVIII 1.4 for the definitions of a (s.c.) Picard stack over a site S and of an additive (S-)functor between two Picard S-stacks (these are modeled on the definitions above). We will mainly work with the site S fppf of S-schemes which are locally of finite presentation with the fppf topology. In this case, we may think of a Picard S fppf -stack as a fibered category such that the fiber over each S → S is a Picard category, with additive pull-back functors and which satisfies a certain descent condition for both the objects and the morphisms. As before, a commutative group scheme over S gives a "discrete" fppf s.c. Picard stack. If φ : T → S is an S-scheme we will denote by PIC(T ) (resp. PIC * (T )) the Picard S fppf -stack given by (resp. graded) invertible O T × S S -sheaves on the schemes T × S S , S → S a morphism in S fppf . 2.c. Let H → S be an S-group scheme flat and affine over S. We refer to [DG] III for the notion of an H-torsor. Under our assumptions, this is given by a scheme p : T → S with right action of H and p affine faithfully flat such that the map
If Y is an S-scheme we will use the expression "X → Y is an H-torsor" to mean that X → Y is a torsor for the group scheme
, then π is affine and faithfully flat and identifies Y with the (categorical) quotient X/H. In fact, this quotient is universal in the sense that for every base change S → S, the natural morphism (X × S S )/H → (X/H) × S S is an isomorphism. If H → S is in addition of finite presentation then so is π : X → Y .
If H → S is commutative then the category of H-torsors over S has a natural addition functor which makes it a s.c. Picard category (see [DG] III §4.) Denote by G m the multiplicative group scheme over S. There is a natural additive equivalence between the category PIC(T ) of invertible O T -sheaves over an S-scheme T and the category of
(In what follows, we will denote the G mT -torsor associated to the invertible sheaf L again by L).
2.d. Assume now that
G is a finite group; for a scheme S we will denote by G S the constant group scheme g∈G S given by G. When S = Spec (Z) we will abuse notation and simply write G instead of G S . Let T be an S-scheme with a right G-action (this is the same as a right G S -action). We will say that G acts freely on T if for every S-scheme S the action of G on the set of T (S ) of S -points of the S-scheme T is free (i.e all the stabilizers are trivial). If T → S is quasi-projective, then the quotient T /G exists as a scheme; when in addition G acts freely on T then π : T → T /G is a G-torsor and the morphism π is finiteétale ([D-G] III, §2, n o 6). We will assume this is the case in the rest of this paragraph.
A coherent (resp. locally free coherent) sheaf of O T -G-modules F on T is a coherent (resp. locally free coherent) sheaf of O T -modules with an action of G compatible with the action of G on (T, O T ) in the appropriate sense. We will often use the term G-equivariant coherent (resp. G-equivariant locally free coherent) sheaf on T instead of coherent (resp. locally free coherent) O T -G-sheaf. Let F be a G-equivariant coherent sheaf on T and suppose that V = Spec (C) is an open affine subscheme of T /G. Since π is finite, U = π −1 (V ) is an affine G-equivariant open subscheme of T . The sections F(U ) form a left G-module and since F(U ) is also a C-module, we obtain on it the structure of a left C[G]-module. Hence, F provides us with a coherent sheaf of O T /G [G]-modules on T /G, which we will denote by π * (F) . On the other hand, if G is a coherent (locally free coherent) sheaf of O T /G -modules on T /G, the pull back π * (G) is a G-equivariant coherent (resp. locally free coherent) sheaf on T . By descent, the pull-back functor π * gives an equivalence between the category of coherent (resp. locally free coherent) sheaves on the quotient T /G and the category of G-equivariant coherent (resp. locally free coherent) sheaves on T . Its inverse functor is obtained by taking invariants under G of the direct image π * .
2.e. Now suppose that in addition G is commutative. Denote by G D S the Cartier dual group scheme of G S ; by definition, this represents the sheaf of characters Hom(
be a character with S → S an S-scheme; then χ corresponds to an S -point of G D S . Let Y → S be an S-scheme and π : X → Y a G-torsor; we will denote by π : X = X × S S → Y = Y × S S the base change. Now we can use the character χ to define the structure of an
where m, a stand for sections of O X , resp. O S . Taking the G-invariants (π * (O X (χ))) G of the direct image by π gives an invertible sheaf on Y which we will denote by O X,χ . We obtain a functor χ → O X,χ from the discrete Picard category G D (S ) to the s.c. Picard category PIC(Y ). Notice that the invertible sheaf O X,χ corresponds to the (étale) G mtorsor over S which is obtained from the G-torsor π by changing the structure group using
Recall that π * (O X ) has the structure of a coherent sheaf of
We can see that this gives an isomorphism
We can see that the isomorphisms c χ 1 ,χ 2 are compatible with the associativity and commutativity constraints of the source and target commutative Picard categories. Hence, they equip the functor χ → O X,χ with additivity data. In fact, using the fact that the construction is compatible with base change we see that we obtain an additive functor
Remark 2.1. As explained in [SGA4] XVIII 1.4 the additive functor F π gives a commutative extension of groups schemes over Y 
Hypercubic structures and multiextensions
In this section we recall the definition of "n-cubic structure" and some of the main results of [P2] . The reader can refer to [P2] for more details. 3.a. Let H → S be a commutative S-group scheme. For n ≥ 1, we will denote by H n := H × · · · × H the n-fold fiber product over S. If I is a subset of the index set {1, . . . , n}, we will denote by m I the morphism H n → H given on points by (h 1 , . . . , h n ) → i∈I h i (if I = ∅, m I (h 1 , . . . , h n ) = 0). Recall that we identify the s.c. Picard category of invertible sheaves over an S-scheme T with the s.c. Picard category of G mT -torsors on T (see 2.c).
If L is an invertible sheaf on H, then we set
, permuting the factors of the tensor product gives a canonical isomorphism
Now suppose that n ≥ 2 and consider the morphisms A, B, C, D : H n+1 → H n given by
We can observe that there is a canonical isomorphism
which is obtained by contracting duals and permuting factors (The order in which these operations are performed in the s.c. Picard category is of no consequence; the isomorphism remains the same.) Finally observe that if (0, . . . , 0) : S → H n is the zero section, there is a canonical isomorphism
Definition 3.1. Let n ≥ 2. An n-cubic structure on the invertible sheaf L over H is an isomorphism of invertible sheaves on H n
(i.e a choice of a global generator ξ(1) of Θ n (L)) which satisfies the following conditions: c0) It is "rigid", i.e we have R((0, . . . , 0) * (ξ(1))) = 1. c1) It is "symmetric", i.e for all σ ∈ S n , P σ (σ * (ξ(1))) = ξ(1). c2) It satisfies the "cocycle condition"
3.b. Suppose that J and H are two flat commutative group schemes over the scheme S. We will assume that J → S is affine. (Most of the time we will take J = G m and H = G D S .) We refer the reader to [SGAI] Exposé VII, Remark 3.6.7 (or [P2] §4) for the definition of a n-extension of (H, . . . , H) by J. (For simplicity, we will just say "n-extension of H by J". For n = 1 this gives a usual extension of commutative group schemes and for n = 2 a J-biextension of (H, H) as in [SGA7I] Exposé VII.) By definition, such an n-extension is a J-torsor E over H n equipped with "compatible partial composition laws". We will denote by n-Ext 1 (H, J) the commutative group of isomorphism classes of n-extensions of H by J.
Note that sending the class of an n-extension to the class of the underlying J-torsor over H n defines a group homomorphism
3.c. Here, for the convenience of the reader, we recall the main results of [P2] (loc. cit. Theorems 1.1 and 8.4). The numbers e(k), M n (G), M n (G), ord p are as defined in the introduction and we set H = G D Spec (Z) where G is abelian.
Theorem 3.2. The group of isomorphism classes of line bundles with n-cubic structure (L, ξ) over H is annihilated by
In particular, if L is a line bundle over H which supports an n-cubic structure then we have
Notice that since B 2 = 1/6, B 4 = −1/30 and K 4 (Z) is trivial ( [Ro] ), we have M n−1 (G) = 1 for n ≤ 5 and all G. Theorem 3.3. Suppose that L is an invertible sheaf on H which supports an n-cubic structure. We denote by ν : H → H the normalization morphism. Assume that for all the prime divisors p of the order #G, the eigenspaces
The hypercubic structure on the determinant of cohomology
In this section, we explain some of the results of F. Ducrot [Du] and we show how the work in [Du] can be used to deduce the main result in this section, Theorem 4.7.
For every non-empty finite set I we denote by C(I) the set of all subsets of I. Suppose that P is a s.c. Picard category ( §2.b). By definition, an I-cube in P is a family K = (K v ) v∈C(I) of objects of P, indexed by the set C(I) of all subsets of I. We denote by I-Cube(P) the category of I-cubes in P.
If n ≥ 1, then an n-cube in P is by definition an I-cube in P for some I with #I = n. A morphism between two n-cubes
The category of all n-cubes in P will be denoted by n-Cube(P).
This "cubic" terminology is motivated by the fact that if I = {1, 2, . . . , n} we may think of C(I) as the vertices of the standard n-dimensional cube C n in R n by sending a subset v ⊂ I to the point (v i ) 1≤i≤n with v i = 1 if i ∈ v, v i = 0 if i ∈ v. Hence, after choosing an order for I, we can visualize the objects K v of an I-cube K as being placed on the vertices of the n-dimensional cube C n .
For v ∈ C(I), set s(v) = (−1) #I−#v . If K is an n-cube in P we now set
where −K denotes the negative (or "inverse") of the object K in P (see [De] ). We can see that an isomorphism Φ : K → K between n-cubes induces an isomorphism
in P. In fact, we obtain a functor Σ : n-Cube(P) → P. Suppose that K is an I-cube and let J 0 , J be disjoint subsets of I with #J = q. We call the J-cube (K J 0 ∪J ) J ⊂J a q-face of K. If i ∈ I, we will denote by Front i (K), Back i (K) the I − {i}-cubes given by J 0 = {i}, J 0 = ∅. We may think of Front i (K), Back i (K) as the two "opposite" n − 1-faces of K obtained by restricting the i-th coordinate to be equal to 1, resp. 0. There is a canonical isomorphism
Conversely, if I = J ∪ {i} and A, B are two J-cubes, we will denote by A i -B the I-cube whose i-th back face and i-th front face are respectively A and B. We obtain a canonical
Definition 4.1. By definition, a decorated n-cube in P is an n-cube K together with isomorphisms ("2-face trivializations")
for each 2-face F of K, which satisfy the following condition: Suppose that L is a 3-face of K which corresponds to the subsets J 0 and J as above. For each pair of indices i, j ∈ J the 2-face trivializations for
given by (4.3).
4.a. Now let S be a site and suppose that a : P → S is a s.c. Picard S-stack. For our applications, S = S fppf . A (decorated) n-cube K in P is a (decorated) n-cube in the fiber category P T for some T ∈ Ob(S); in particular, all the objects
The n-cubes in P form naturally an S-stack n-Cube(P). There is also an S-stack n-Cube d (P) whose objects are decorated n-cubes in P, and morphisms are given by morphisms Φ = (ϕ, φ) : K → K in n-Cube(P) which are compatible with the isomorphisms (4.5) in the following sense: If F ⊂ K is a 2-face, then let F be the corresponding (via ϕ) 2-face of K. Let a(Φ) = τ : T → T . We ask that the following diagram commutes:
here the left vertical arrow is the canonical morphism lifting τ : T → T and we denote by Φ |F : F → F the isomorphism of 2-cubes obtained from Φ "by restriction". Now suppose that K, K are two I-cubes in P and let u :
be an isomorphism of I−{i}-cubes for some i ∈ I. Then we can define the "glueing" K * i K of K and K along u; this is an I-cube with Back i (K
By combining the isomorphisms given by (4.3) with Σ(u) we obtain a natural isomorphism
If both K and K are decorated and the isomorphism u is compatible with the 2-face trivializations in the sense above (i.e if it is an isomorphism of decorated cubes), then K * i K becomes naturally a decorated I-cube with 2-face trivializations induced by those of K and
4.b. Let P, Q be two s.c. Picard S-stacks and suppose that δ : P → Q is an S-functor. We will also denote by δ the S-functor δ : n-Cube(P) → n-Cube(Q)
Compose with Σ : n-Cube(Q) → Q to obtain a functor:
We can observe that if K, K are I-cubes with an isomorphism u : Front i (K) ∼ − → Back i (K ), i ∈ I, then by using (4.8) we can obtain a (natural) isomorphism
We can now restrict δ n to decorated n-cubes to obtain a functor
Let us also consider the trivial functor
(between functors on decorated n-cubes) which satisfies the following "glueing" condition: If K, K are decorated I-cubes, #I = n, with a (compatible) isomorphism u :
Remark 4.3. a) In [Du] 1.6.1, one actually finds a definition of the notion of n-cubic structure on a functor δ : P → Q where Q is a Picard stack which is not necessarily strictly commutative. This definition involves a functor Σ : n-Cube(Q) → Q ( [Du] 1.3.2) which generalizes the functor Σ given in the strictly commutative case above. Definition [Du] 1.6.1 requires an additional "normalization" condition on Ξ which is automatically satisfied in the strictly commutative case. b) Suppose that K is a decorated I-cube for I = {1, . . . , n} and let σ ∈ S n . The permutation σ induces a morphism of decorated n-cubes σ : σ * K → K. This provides us with an isomorphism
Since Ξ is supposed to be a functor isomorphism we must have
4.c. It follows directly from the definitions that an additive S-functor F : P → Q induces an S-functor between decorated n-cubes
Lemma 4.4. If δ : P → Q supports an n-cubic structure and F : P → P is an additive functor, then the composite δ · F : P → Q also supports an n-cubic structure.
Proof. Since by definition (δ · F ) n = δ n · F , a trivialization Ξ of δ n defines a trivialization of (δ · F ) n . Now if K, K are decorated I-cubes with a (compatible) isomorphism u :
gives a compatible isomorphism between the i-th front and i-th back faces of F (K) and F (K ) respectively and we have (4.13)
(as decorated I-cubes). We can now see using (4.13) that the above trivialization satisfies the glueing property of the definition.
4.d. Let
H → S be a fppf abelian group scheme. By Yoneda equivalence, there is natural bijection between S fppf -functors δ : H → PIC(S) (where H also denotes the s.c. Picard stack represented by the group scheme) and invertible O H -sheaves on the scheme H given by δ → L δ := δ(H id − → H).
Lemma 4.5. Suppose that the functor δ : H → PIC(S) supports an n-cubic structure in the sense of Definition 4.2 above. Then the invertible sheaf L δ over H is equipped with an n-cubic structure in the sense of Definition 3.1.
Proof. For simplicity, set L = L δ . Let I = {1, . . . , n}. We can see that, since the Picard stack H is discrete, decorated I-cubes in H correspond bijectively to ordered n + 1-tuples (a i ) i , i = 0, . . . , n, of S -valued points a i ∈ H(S ):
(4.14) (a i ) i → K a 0 (a 1 , . . . , a n ) := the cube given by
For simplicity, if a 0 = 0, we will denote the above cube by K(a 1 , . . . , a n ). Now notice that, by the definition of δ n , there is a canonical isomorphism (4.15) δ n (K(a 1 , . . . , a n )) (a 1 , . . . , a n ) * Θ n (L).
First suppose that δ supports an n-cubic structure Ξ; then by (4.15), the functor isomorphism Ξ evaluated at the n-cube K(a 1 , . . . , a n ) with S = H n and a i = pr i : H n → H, gives a trivialization ξ of the invertible sheaf Θ n (L) over H n . Now take all a i = 0 (as S-points) and set for simplicity K 0 = K(0, . . . , 0). The n-cubic structure Ξ provides us with an isomorphism
Hence, by Definition 4.2 we obtain a commutative diagram
Since the contraction isomorphisms also provide us with an isomorphism ψ 0 : O S ∼ − → δ n (K 0 ) that satisfies a similar commutative diagram, it follows that Ξ(K 0 ) coincides with ψ 0 . In view of (4.15) this implies that ξ satisfies Property (c0) of Definition 3.1. To examine Property (c1) take again S = H n and a i = pr i : H n → H. We have σ * K(a 1 , . . . , a n ) = K(a σ(1) , . . . , a σ(n) ) and under (4.15) the isomorphism (4.10) corresponds to P σ (see (3.a) ). Hence, we can see that Remark 4.3 (b) implies that ξ satisfies (c1) of Definition 3.1. It remains to discuss Property (c2). For this, we take S = H n+1 and a i = pr i : H n+1 → H, 0 ≤ i ≤ n. Notice that we have (4.16) K(a 0 , a 1 , a 3 , . . . , a n ) * 2 K a 1 (a 0 , a 2 , . . . , a n ) = K(a 0 , a 1 + a 2 , a 3 , . . . , a n ), (4.17) K(a 1 , a 2 , . . . , a n ) * 1 K a 1 (a 0 , a 2 , . . . , a n ) = K(a 0 + a 1 , a 2 , . . . , a n ).
For example, when n = 2 these are explained by the following diagram of three "glued" squares
(the general case is just harder to draw: Here the vertical glueing on the right corresponds to (4.16) while the horizontal to (4.17)). The relations (4.16), (4.17) together with (4.9) give isomorphisms δ((K(a 0 , a 1 , a 3 , . . . , a n )) ⊗ δ((K a 1 (a 0 , a 2 , . . . , a n )) δ((K(a 0 , a 1 + a 2 , a 3 , . . . , a n )) , δ((K(a 1 , a 2 , . . . , a n )) ⊗ δ((K a 1 (a 0 , a 2 , . . . , a n )) δ((K(a 0 + a 1 , a 2 , . . . , a n )) .
Combining these gives: a 1 , a 3 , . . . , a n )) δ n (K(a 0 , a 1 + a 2 , a 3 , . . . , a n )) ⊗ δ n (K(a 1 , a 2 , . . . , a n )) .
We can see, by using (4.15), that this isomorphism corresponds to Q of (3.a). It now follows that the glueing condition on Ξ implies that the trivialization ξ respects the isomorphism Q. In other words, Property (c2) of Definition 3.1 is true for ξ.
4.e. Let h : Y → S be a projective and flat morphism of relative dimension d over the locally Noetherian scheme S. If H is a locally free coherent sheaf of O Y -modules on Y then the total derived image Rh * (H) in the derived category D + (O S ) of the homotopy category of complexes of sheaves of O S -modules which are bounded below is "perfect" (i.e it is locally on S quasi-isomorphic to a bounded complex of finitely generated free O S -modules, see [SGA6] III). Hence, by [KM] , we can associate to Rh * (H) a graded invertible sheaf det * Rh * (H) = (det Rh * (H), rk(Rh * (H)) on S (the "determinant of cohomology"). By restricting to H which are invertible, we obtain a functor, which we will denote again by det * Rh * , from the Picard category of invertible sheaves on Y to the Picard category of graded invertible sheaves on S. In fact, by loc. cit. the formation of the determinant of cohomology commutes with arbitrary base changes S → S; hence we can define a corresponding S fppf -functor
By the main result of [Du] (Theorem 4.2) this functor supports a canonical d + 2-cubic structure (in the sense of [Du] Definition 1.6.1). Let us remark here that since PIC * (S) is not strictly commutative we do have to refer to [Du] for the definition of cubic structure. Remark 4.6. In fact, one can give a somewhat more direct proof of (i) and (ii) by following the general strategy of the proof of the main theorem of [Du] . The argument is considerably less involved since we do not have to deal with the thorny problem of signs that complicates the proof of [Du] Theorem 4.2.
4.f. Let h : Y → S be as in the previous paragraph and assume in addition that S is the spectrum of a Dedekind ring R with field of fractions K. Suppose that π : X → Y is a Gtorsor with G a finite abelian group. The construction of §2.e gives an additive S fppf -functor
be the base change of h : Y → S; we can view π * (O X ) as an invertible sheaf on Y × S G D which is isomorphic to the value O X,χ 0 of the functor F on the "universal" point χ 0 (see (2.2)). It now follows from (2.2) and (2.3) that the invertible
(This can be deduced from the Grothendieck-Riemann-Roch theorem or more simply as follows: In the Grothendieck group
is a #G-power torsion invertible sheaf, it follows that z is torsion. Hence, z has Euler characteristic equal to zero and this implies the equality.) Using the projection formula and the flatness of Y → S, we see that the locally constant function
We can now conclude using base change that for any S -valued 
This value is even if and only if the arithmetic genus g(Y
K ) = (−1) d (χ(Y K , O Y K ) − 1); set κ = gcd(2, g(Y K )) with g(Y K ) = (−1) d (χ(Y K , O Y K ) − 1) the arithmetic genus of the generic fiber of Y → S. Suppose that π : X → Y is a G-torsor for the finite abelian group G. Then the invertible sheaf det Rh G D * (π * (O X )) ⊗κ over G D S supports a d + 2-cubic structure.
Galois module structure
In this section, we prove the results stated in the introduction. We start by recalling the definition of the projective Euler characteristic. 
) is the obstruction for the complex RΓ(Y, π * (F)) to be isomorphic in D + (R[G]) to a bounded complex of finitely generated free R[G]-modules. When f : X → S is fixed, we will usually write χ P , χ P instead of χ P f ,χ P f . Let us note here that if R is the ring of integers of a number field then that K red 0 (R[G]) coincides with the "class group" Cl(R[G]) of [F] . 5.b. We now assume, in addition, that G is commutative and that the morphism h is flat. We consider π * (O X ) regarded as an invertible sheaf of
is perfect and we can consider the determinant of cohomology det Rh G D * (H) and the Euler characteristic
(Notice that, by [KM] Prop. 4, over the affine scheme G D , a complex is perfect in the sense of [SGA6] if and only if it is globally quasi-isomorphic to a bounded complex of sheaves associated to finitely generated locally free R[G]-modules; this allows us to define χ(Rh
) by a formula similar to (2.1).) We can construct a bounded complex isomorphic to Rh G D * (π * (O X )) by using theČech construction associated to π * (O X ) and the finite affine cover
are isomorphic (here again we identify R[G]-modules with the corresponding O G D -sheaves). We obtain
5.c. We continue with the general assumptions of the previous paragraph. In particular, G is commutative and π : X → Y is a G-torsor with h : Y → S projective and flat. By Remark 2.1 and (2.2) the G m -torsor that corresponds to the invertible sheaf π * (O X ) over
Definition 5.2. We will say that the G-torsor π : X → Y is of Albanese type over S if there is a smooth commutative group scheme of finite type A → S with connected fibers, a commutative extension
of group schemes over Y and a group scheme homomorphism φ : 
given by the isogeny dual to A → B. The canonical duality A dual Alb(Y ) between the Albanese and Picard varieties of Y allows us to view this exact sequence as a G-torsor over Alb(Y ). We can restrict this along Y → Alb(Y ) to obtain a G-torsor X → Y . Such torsors are called of Albanese type by Lang [La] . One can now see (using for example [Mu] §15) that X → Y is also of Albanese type according to our definition above. The required extension (5.3) is given as the pull-back along Y × S A → Alb(Y ) × S A A dual × S A of the extension over A A dual = A dual × S A given by the Poincare invertible sheaf with its biextension structure. X → Y is of Albanese type over Spec (O K ) with A = A 0 ; one can see using [Ra] §8 that this is always the case when Y K is a curve of genus ≥ 2 and Y is regular.
Let π : X → Y be a G-torsor of Albanese type over S = Spec (R). Suppose that the fraction field of R is perfect. Denote by h A : Y × S A → A the base change of h and let
. By [Br] Proposition 2.4 and the discussion before it (see also [SGA7I] VIII), the invertible sheaf M A over A supports a canonical cubic structure (as in Definition 3.1 with n = 3). This statement is of course an extension to this situation of the classical theorem of the cube for line bundles over abelian varieties. (Notice that Breen uses a slightly different definition of cubic structure; see [P2] Remark 3.2 (a) or [Br] 2.8. However, it is not hard to see that this does not affect the truth of our statement.) Using the functoriality of cubic structures, we can conclude that M φ * (M A ) also supports a cubic structure.
5.d. We can now complete the proof of our main results (Theorems 1.3, 1.4 and 1.5).
As in these statements we assume that G is a finite group and π : X → Y is a G-torsor with h : Y → S = Spec (Z) projective and flat of relative dimension d. We set f = h · π. 
If Z → Spec (Z) factors through Spec (F p ) → Spec (Z) then it follows from the main theorem of [Na] thatχ P f (O X× Y Z ) = 0 (see also [P1] 4.b Remark 3). On the other hand, we notice that The fact that (#G) d+1 ·χ P (O X ) = 0 together with the "localization" argument in the proof of [P1] Proposition 4.5 shows that the proofs of Theorems 1.3 and 1.4 in general reduce to the case that G is an l-group, l prime. Theorem 1.3 (b) now follows from the abelian case just explained above. To show Theorem 1.3 (a) observe that the argument in [P1] p. 215-216 allows us to reduce the case of an l-group to that of the case of a "basic" l-group with l odd, i.e to the case of a cyclic group of odd prime order l. Then part (a) follows once again by the abelian case. This completes the proof of Theorem 1.3.
The same argument from [P1] p. 215-216 also shows that the proof of Theorem 1.4 can be reduced to the case of a cyclic group of odd prime order l. Then Theorem 1.4 follows from Theorem 4.7 and Theorem 3.3.
Let us now discuss the proof of Theorem 1.5. Recall that it is enough to deal with the case that F = O X and Y is integral. It is also enough to assume that d ≥ 1. Let us first discuss part (a): Since π : X → Y is of Albanese type, by §5.c, the invertible sheaf M := det Rh G D * (π * (O X )) supports a 3-cubic structure. Hence, by Theorem 3.2 and the comment directly below its statement, M is trivial. It follows from (5.1) thatχ P (O X ) = 0 in Cl (Z[G] ). This completes the proof of part (a).
It remains to prove Theorem 1.5 (b): For simplicity, we set T = X Q , U = Y Q . We are assuming that T → U is of Albanese type and so there is a commutative group scheme A and an extension E as in Definition 5.2. We denote by P the invertible sheaf over A U = U × Q A given by E. By Theorem 4.7, the invertible sheaf M ⊗2 = det Rh G D * (π * (O X )) ⊗2 over G D S supports a d + 2-cubic structure ξ. We can apply the same argument to the invertible sheaf M A = det(Rh A * (P)) over A: Here we start from the extension
and the corresponding additive functor A → PIC(U ). We obtain that M
⊗2
A has a canonical d + 2-cubic structure ξ A over A. Recall that the extension E pulls back to the extension
By Remark 2.1 and the construction of the d + 2-cubic structure ξ A this implies that the d + 2-cubic structure ξ Q on the generic fiber
) is obtained by pulling back ξ A along φ; so there is an isomorphism of d+2-cubic structures ξ Q φ * (ξ A ). However, as a corollary of the theorem of the cube on A (see the argument at the end of the previous paragraph), M A and hence also M
A has a canonical 3-cubic structure. This induces a d + 2-cubic structure ξ A on M ⊗2 A using the construction described in [P2] Lemma 5.1. (The result is stated in loc. cit. for cubic structures on the Cartier dual of a finite abelian group; however, the construction easily extends to our case of an abelian scheme A. Indeed, in this case, if a trivialization as in (3.1) satisfies (c0) then it also satisfies conditions (c1) and (c2); see also below.) We claim that this agrees with the d + 2-cubic structure ξ A : To see this observe that the composition ξ
−1
A · ξ A is given by an invertible regular function c on A d+2 which gives a d + 2-cubic structure on the trivial invertible sheaf. This implies that we have c(a 1 , . . . , a d+2 ) = 1 if one of the a i is zero (cf. [P2] §3.b, (c0')). A classical lemma of Rosenlicht ([SGA7] VIII 4.1) now gives that c is equal to 1. Hence ξ A = ξ A . Since ξ Q φ * (ξ A ) and ξ A = ξ A comes from a 3-cubic structure (using [P2] Lemma 5.1) we conclude that ξ Q also comes from a 3-cubic structure. Now we will consider the polynomial expansion of [P2] Corollary 5.6 for (M ⊗2 , ξ) and (M ⊗2 Q , ξ Q ) (we
Q . By repeated application of [P2] Lemma 5.2 and [P2] Proposition 5.4 we see that, since (L Q , ξ Q ) is a d + 2-cubic structure which comes from a 3-cubic structure, the (
Since the construction of (L (i) , ξ (i) ) commutes with base change from Z to Q, this now implies that the (
) become trivial after base change to the generic fiber Spec (Q) when d + 1 − i ≥ 3. We claim that this implies that all these multiextensions are trivial. To see this let us consider the commutative diagram
Here the horizontal isomorphisms on the left side are given by [P2] (6.12). The homomorphism t is the forgetful map; the bottom row is obtained by the constructions that give the first row but performed over Spec (Q). The vertical arrows are the base change homomorphisms. By [P2] Lemma 7.10 t is injective (the argument immediately extends to the case that G is not cyclic). The right vertical arrow is also injective. We conclude that the left vertical arrow is injective; this implies the desired result: 5.e. In this last paragraph we discuss the identity (1.1) of the Introduction. Let us first remark that a similar identity plays a crucial role in the proof of Theorem 3.3 ([P2] Theorem 8.4). Here we will explain the case G = Z/pZ in some more detail (see also loc. cit. §8.d).
Recall that we assume
; by Theorem 4.7 this invertible sheaf over G D = µ p supports a canonical d + 2-cubic structure ξ. The "polynomial expansion" of [P2] , Cor. 5.6 now gives
where E(j) is an invertible sheaf with a j-extension structure over µ j p and ∆ j : µ p → µ j p is the diagonal morphism. Since the invertible sheaves L and E(j) are p-power torsion with p > d + 1 and p odd, we can write
where E (j) is an invertible sheaf on µ j p with a j-extension structure. Now let t j (X/Y ) be the image of the class of E (j) under the isomorphism For each i consider the unramified Z/pZ-extension L i of the residue field K i := k(Q i ) which is obtained by specializing the cover V /W at the point Q i . This is a Kummer extension and we can write L i = K i (a 1/p i ), with a i ∈ K * . Then one can see that t d+1 (X/Y ) is the (Kummer) Z/pZ-extension of Q(ζ p ) which is generated by the p-th root of
(In particular, this is independent of the choice of the 0-cycle.) The details will appear elsewhere. c) One should be able to view the t i (X/Y )'s as characteristic classes in a suitable algebraic cobordism theory of varieties with free Z/pZ-actions. To our knowledge such a theory has not been developed as of yet.
APPENDIX
In this appendix, we show how an argument due to Godeaux and Serre ([Se] §20) combined with an "arithmetic" version of Bertini's theorem (based on the theorem of Rumely on the existence of integral points [Ru] To explain this set L = Z[G] and for an integer r ≥ 1 we denote by S(r) = ⊕ m≥0 S(r) m = Sym Z (L ⊕r ) the corresponding (graded) symmetric algebra with G-action. We set X(r) = Proj(S(r)); this is then a projective space of (relative) dimension s = r · (#G) − 1 over Spec (Z) that supports a linear action of G. The quotient Y (r) = X(r)/G is also a projective scheme: We can see that, for sufficiently large integers k, Y (r) Proj m≥0 (S(r) mk ) G , and the graded algebra m≥0 (S(r) mk ) G is generated by the free Z-module M := S(r) G k . Set P(M ) = Proj(Sym(M )); then Y (r) is a closed subscheme of P(M ). (See [Se] §20 for the details of the argument in the corresponding situation over an algebraically closed field; the same argument readily applies to our case.) Denote by π(r) : X(r) → Y (r) the quotient morphism. Let B(r) be the closed subscheme of X(r) consisting of points with non-trivial inertia subgroups and set b(r) for the (reduced) image π(r) (B(r) ). The group G acts freely on the open subscheme U (r) := X(r) − B(r), the morphism π(r) : U (r) → V (r) := Y (r) − b(r) is a G-torsor and V (r) → Spec (Z) is smooth of relative dimension s. One can now observe ( [Se] ) that for all sufficiently large r, each fiber of b(r) → Spec (Z) has codimension > d in the corresponding fiber of Y (r) → Spec (Z). Now let us consider the dual projective space P(M ∨ ) parametrizing hyperplane sections of P(M ). Denote by H ⊂ P(M ) × P(M ∨ ) the universal hyperplane section. Let us set Q = (P(M ∨ )) s−d . For φ : T → Q, i = 1, . . . , s − d, let H i φ be the hyperplane in P(M ) × T that corresponds to pr i · φ : T → P(M ∨ ) (this is the Cartesian product does not intersects b(r) × Spec (k(x)). Let V 2 be the subset of x ∈ Q for which the projection Y (r) id:Q→Q → Q is flat at all points that lie over x. Finally, let V 3 be the subset of x ∈ Q for which Y (r) Spec (k(x))→Q is smooth over Spec (k(x)) of dimension d. Set V = V 1 ∪ V 2 ∪ V 3 ; this is a constructible subset of Q. The proof of the usual Bertini theorem (over fields) applies to show that V contains the generic point of each fiber Q → Spec (Z). Therefore, the complement Q − V is contained in a closed subscheme Z which is such that Q − Z → Spec (Z) is surjective. By [Ru] or [MB] there is a number field K with integer ring O K and an integral [Se] now shows that the generic fiber X K is geometrically connected.
