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TECHNIQUES FOR DIGITAL RADIOMETER DESIGN 
BY 
William D. stanleyl 
INTRODUCTION 
This report describzs the development, format, and statistical verifi- 
cation of a number of conputer programs which simulate various classes of 
microwave radiometers. These programs should prov;de valuable assistance in 
developing new systems and in evaluating the performance of existing systems. 
All of the programs are dynamic in nature, and most employ random signals 
in the simulation. In this manner, the actual random processes encountered 
in radiometers are closely represented, and the resulting responses can be 
made to correspond closely with "real-life" situations in a statistical 
sense. 
In addition to this report, two other publications have resulted from 
the present grant: a conference paper which has been presented and a 
journal paper which has been accepted for publication. Bibliographical data 
for these publications are given at the end of the "References" section. 
Another report based on work initiated under this grant but continued under a 
separate contract is expected to he completed in the near future. 
Since the present report is primarily concerned with the development and 
verification of simulation models, only those details of radiometer performance 
relevant to that objective are discussed. Results are drawn freely from 
the literature as needed. The future report mentioned in the preceding para- 
graph will deal specifically with the detailed derivation of many of the per- 
formance characteristics not widely available elsewhere, and some of these 
results are included in the present report when required. 
All of the programs developed are available to appropriate engineering 
personnel at NASA/Langley Research Center (LaRC) through the cooperative 
Professor and Graduate Program Director, Department of Electrical Engineering, 
Old Dominion University, Norfolk, Virginia 23508. 
a c t i v i t i e s  between t h a t  o r g a n i z a t i o n  and Old Dominion U n i v e r s i t y  (ODU) . How- 
ever  because o f  r e c e n t  p o l i c i e s  o f  t h e  For Ear ly  Domestic Dissemi a t i o n  
(FEDD) program and t h e  unwieldy n a t u r e  o f  t h e  a c t u a l  programs, d e t a i l e d  In-  
s t r u c t i o n s  a r e  not provided i n  t:.is r e p o r t .  Thus, t h e  major emphasis i n  
t h e  r e p o r t  i s  devoted t o  t h e  genera l  approach used i n  developing t h e  programs, 
a d i s c u s s i o n  of t h e  major problem: t h a t  had t o  he  c i rcumented,  t h e  means by 
which t h e  problems were reso lved ,  and a genera l  v e r i f i c a t i o n  o f  t h e  v a l i d i t y  
of  t h e  s i m u l a t i o n s .  
GENERAL APPROACH 
A s  a  s t a r t i n g  poin t  f o r  t h i s  development, consider the s impl i f ied  t o t a l  
power radiometer block diagram shown i n  f i gu re  1. The funct ion represent ing 
the  des i red  s igna l  whose s t a t i s t i c a l  variance i s  t o  be measured i s  XA(t), 
which is a random process with an e f f e c t i v e  noise temperature TA. Added t o  
t h i s  s igna l  i s  t h e  noise  XR(t) generated by the rece iver ,  which has an 
e f f e c t i v e  noise  temperature TR. 
Following some poss ib le  amplif icat ion,  t he  s igna l  i s  f i l t e r e d  by a  
wide-band input  f i l t e r  which l i m i t s  t h e  bandwidth t o  t he  range over which the  
e f f e c t i v e  temperature i s  t o  be measured. This f i l t e r e d  noise  i s  then de- 
t ec t ed  by a  square-law de tec tor ,  and the  mean value of t he  output i s  pro- 
portionp.1 t o  the  noise temperature a t  the  input .  A narrow-band output f i l t e r  
then smoothes t he  s igna l  and provides an output s igna l  V( t ) .  
The output s igna l  V(t) of t he  low-pass f i l t e r  i s  a  s t a t i s t i c a l  es t imate 
of t he  t o t a l  system input temperature. The mean value contains  the  
des i red  measurement (as well a s  a  b i a s  component), but t h e r e  a r e  two s i g n i f i -  
cant f a c t o r s  t h a t  cont r ibu te  t o  f l uc tua t ions  i n  t he  output :  (1) Since both 
XA(t) and XR(t) a r e  random processes,  t he re  w i l l  always be f luc tua t ions  
due t o  t he  no i se l ike  na ture  of these processes.  Such e f f e c t s  w i l l  be r e f e r r ed  
t o  a s  "noise f luc tua t ions , ' '  and the  standard deviat ion of V(t)  due t o  these  
f luc tua t ions  w i l l  be denoted a s  'lavn." ( 2 )  Small va r i a t i ons  i n  the gains  of 
t he  various ampl i f ie r  s tages  a r e  usual ly present ,  and they cont r ibu te  t o  f luc-  
t ua t ions  i n  t he  output.  The standard deviat ion of V(t) due t o  these var ia -  
t i ons  w i l l  be denoted a s  "a ." 
vg 
A computer simulation model f o r  a microwave radiometer must meet a  number 
of s p e c i f i c  requirements: (1) The program must contain a  number of s t a t i s t i -  
c a l l y  independent, random Gaussian noise sources,  each with p rec i se ly  control-  
l ab l e  mean and variance.  ( 2 )  The program should have the  capab i l i t y  of simula- 
t i n g  t r a n s f e r  funct ions of reasonably high order  t o  properly represent  t he  
e f f e c t s  of both predetect ion and postdetect ion f i l t e r i n g .  (3 )  Precis ion nu- 
merical in tegra t ion  rout ines  should be ava i l ab l e  f o r  simulating the  continuous- 
time operat ions involved. (4) As d i g i t a l  processing methods a r e  inves t iga ted ,  
t h e  program should be d i r e c t l y  adaptable f o r  d i scre te - t ime operat ion.  ( 5 )  On 
the  Dicke radiometer, modulation operat ions a t  both the  input and output a r e  
required. (6) Means should be available for verifying the validity of the 
simulations to a high degree of statistical accuracy. 
While it is possible to develop programs "from scratch" that will achieve 
the required goals, a more sensible approach seemed to be the use of one of 
the standard system simulation programs. Specifically, the modeling process 
was initiated with the Continuous System Modeling Program (CSIP, System 360) . 
This program was developed by IBM and was readily available in the software 
library of the DEC-10 system at ODU. 
CSMP is a system-oriented program that allows direct simulation of a 
system from either the various block diagrams or from the system differential 
equations. Both linear and nonlinear components may be simulated, and both 
time-varying and time-invariant systems may be represented. The numerous 
properties of CSMP are discussed in detail in references 1, 2, and 3 and will 
not be discussed here except as they relate to the simulation of radiometers. 
Use of the system blocks is made freely in the developments that follow. 
After the development work on the simulation models was well under way, 
it appeared desirable to transfer the various programs to NASAlLaRC so that 
they could be available to personnel there and because only limited finances 
were available in the contract for continued development at ODU. After some 
investigation, it appeared that a comparable version of CSMP was not readily 
available at NASA/LaRC; however, the Advanced Continuous Simulatien Language 
(ACSL) (ref. 4) was readily available, so the work was converted to that 
language. Although there are minor programming differences in some of the 
details, both languages have displayed approximately equal capabilities as far 
as radiometer simulation is concerned. 
As siniulation details were developed, it was noted that two bo~ndary 
conditions on the simulation capability were the widest bandwidth in the 
system (momentarily denoted as B) and the simulated time (momentarily denoted 
as T) of the measurement. The number of total computations is proportional 
to the product BT, and the computational time increases approximately lin- 
early with B' r  after some time is allowed for initialization and sorting. 
In actual radiometer systems, B varies from perhaps 10 MHz to 2 GHz or 
more, while T varies from perhaps 100 ms to 10 s or more. Consequently, 
BT might vary from lo6 to greater than 2 x 10lO. It was found that actual 
simulation runs with realistic BT products could cost several hundred dollars 
per run. While such a run might be economically feasible in investigating 
a new design or concept, it is not usually feasible for routine simulation 
checks or, as in the case at hand, in the development of the simulation pro- 
grams themselves, which necessitates many routine runs and checks. 
The problem was aileviated by normalizing the BT products used to 
much smaller values for simulation purposes. It can be shown that the fluc- 
tuation of the output estimate is proportional to 1 This means that 
the fluctuations are much greater than those of the real systems being simu- 
lated. However, provided that a proper mechanism for statistical verification 
is used, and provided that the user expects to deal with larger fluctuations 
than would be present in the real system, this effect can be tolerated. 
TOTAL POWER RADIOMETER MODELS 
The earliest and simplest form of a radiometer measurement system is the 
total power radiometer. While the total power radiometer has been largely 
superseded by more sophisticated systems for most current applications, a 
considerable portion of time was spent in developing and refining simula- 
tion models for this basic system, and a large portion of this i-eport deals 
with this phase of the development. Operation and performance of the total 
power radiometer are understood much better than those of other sJstems, and 
the validity of the simulation programs can be more readily verified. I? addi- 
tion, the various functions developed for the total power radiometer can be 
readily incorporated in the more elaborate systems. Thus, most of the 
detailed discussions concerning total power component operaticn provided in 
this section are directly applicable to other classes of radiometers. 
Consider again the block diagram of the total power simulation model 
shown in figure 1. The antenna input signal XA(t) is a Gaussian random 
variable having zero mean and a variance 
OA ' 
whose normalized form will be 
discussed shortly. The noise contributed by the receiver XR(t) is also a 
Gaussian variable with zero mean, and it has a variance 
aR. These functions 
are generated by the Gaussjan random number generatcr routines available in 
both CSMP and ACSL. It is absolutely necessary that these noise sources (as 
well as others that arise later) be statisti:ally independent of each other, 
and this can be achieved by starting the processes with different "seed" 
numbers for the number-generator algorithms. 
The available noise power from the antenna in an actual radiometer is 
KTAB, and the noise from the receiver referred to the input is KTRB, where 
TA and TR are the antenna and receiver effective noise temperatures re- 
ferred to the input, K = Boltzmannts constant = 1.38 x joules/kelvin, 
and B is the equivalent noise bandwidth. For typical values of T ,  TR, 
and B, the actual power level is quite small at the input. However, large 
gains for predetector and postdetector amplifier stages result in a final 
output signal that might be of the order of several volts. 
From a simulation point of view, it was decided early in the development 
to employ a normalized level for the signals so that the output values could 
be read directly in temperature for the total power models. This process was 
continued for the Dicke models as well. However, when the closed-loop models 
were developed, it was found more desirable to return to absolute level 
simulation. Either approach is valid provided that all the gains and gain 
fluctuations have been appropriately normalized and adjusted. 
A basic question that must be raised at the outset is that of defining 
the equivalent noise bandwidth for the noise generators at the input. 'In 
effect, the noise generator is "white," but since the signal is now a 
sampled signal, the bandwidth is not infinite, but instead is one-half the 
sampling frequency. Thus, "white noise" in a sampled system is noise defined 
over the bandwidth representing the highest unambiguous frequency. Actually, 
one could define a fltwo-sidedff bandwidth which would be the sampling fre- 
quency itself, but it seemed more logical to remain within the context of a 
one-sided bandwidth since all subsequent system bandwidths are defined the 
same way. 
The bandwidth B over which the noise power levels of the noise genera- 
P 
tors are defined is then given by 
where fs = sampling frequency of the process and AT = l/fs = time between 
successive samples. (The frequency B is referred to in a sampling context 
P 
as tht: "folding frequency.") Because the noise power is divided over a band- 
width which is a function of the sampling rare, it is absolutely essential 
that fixed intervbl sampling be employed in the simulation of such random proc- 
esses. This precludes the possibility of using any of the variable step inte- 
gration methods in the simulation of random process phenomena. 
Having established the bandwidth over which the input noise is defined, 
the noise spectral density may then be computed. Assuming a flat noise spectrum 
over the bandwidth, the antenna noise spectral density function GA(f) and 
the receiver noise spectral density function G (f) may be determined as R 
follows: 
where PA and PR represent the total required antenna power and receiver 
power, respectively. It is interesting to observe that PA and PR are 
specified directly to the noise generators and these values are independent 
of the sampling rate. However, the manner in which the power distributes 
itself over the bandwidth is a function of the sampling rate. Thus, f 
a given specified power, the noise spectral density is inversely proF -tional 
to the sampling rate. 
Assume that the equivalent noise bandwidth of the input wide-band filtcj- 
(t: be discussed later) is Bni. In order for the output estimate to be a 
direct reading of temperature, it is necessary to define a "normalized form 
of Boltzmannts constant" in the various power expressions. This quantity 
is denoted as Kn and is computed as 
From eqdations (2) and (3) with Kn replacing K, the quantities PA and 
PR are determined to he 
where it is recognized that PA = 0: is the variance of Gaussian process A, 
and PR = o: is the variance of Gaussian process R. 
In calling the Gaussian functions in either CSMP or ACSL, oA =q = RMS 
value (or standard deviation) of source A and aR =J% = RMS value of 
source R arc the quantities that are employed in the arguments of the Gaussian 
number generators. It will be shown shortly that this seemingly odd choice 
of Kn will produce the desired normalized output. 
The input wide-band filter is discussed next. This filter represents in 
an actual radiometer the bandwidth over which the total noise power measurement 
is made. As the bandwidth is increased, both the number of equivalent statisti- 
cally independent samples per unit time appearing at the detector input and the 
total detector input power increase. The variance of the output estimate 
decreases as a result, hut the frequency resolution of the estimate decreases. 
Thus, there is a direct tradeoff between the variance of the dutput estimate 
and the frequency resolution over which the measurement is desired. The only 
way in which both may be increased is by means of a longer integration time. 
Typical values of input bandwidth range from 10 MHz or less to 2 GHz or more. 
As previously noted, it is very difficult to simulate c.rual bandwidths with- 
out consuming excessive computer time, and so some frequency scaling is 
normally required. 
At the beginning of the simulation effort, a decision was mad* to employ 
a 10-pole Butterworth filter as the input wide-band filter with the 3-dB 
bandwidth BCIN selectable as a program input. The reasons for this filter 
choice were as follows: (1) The Butterworth function is a good "middle of 
the road" characteristic which is representative of filter types employed in 
many radiometer receivers. Although not quite as sharp as the Chebyshev and 
elliptic function types, it is simpler in form and easier to manage both 
mathematically and in simulation form than the other types m~ntioned. (2) 
The choice of 10 poles provides a slope of -60 dB/c;tave or -200 dB/decade 
in the stopband, and the result is a good approximation to an ideal block 
characteristic. This provides some safeguard on possible aliasing errors th?+ 
might have to be considered if the sampling rate were not much higher tha- 
twice the actual filter bandwidth. 
As a result of this choice, a number of simulation results was developed 
around the 10-pole Butterworth filter, and much of the data tabulated later 
in the report were obtained from that form. However, some difficulties were 
encountered in the Dicke model for reasons that will be discussed in the next 
section. These were difficulties that would be readily circumvented if 
enough computer time were available, but due to computer time limitbiions. it 
was decided to investigate the use of a lower order filter. 
For studies made with a lower order filter, the three-pole Butterworth was 
selected. This filter provides an 18 dB/octave or a 60 dB/decade rolloff rate, 
which is significantly less than that of the 10-pole filter but is manageable 
provided that several precautions are observed: (1) More attention should be 
paid to possible aliasing errors; hence it may be necessary to ensure that the 
sampling rate be well above the minimuin possible value for most applications. 
(2) The equ'vslent n o i s e  bandwidth i s  n e a r l y  5 percen t  g r e a t e r  than t h e  3-dB 
bandwidth; s p e c i f i c a l l y  Bni = 1.047 x (3-dB bandwidth), and t h i s  f a c t  musk 
be noted i n  t h e  f l u c t u a t i o n  a n a l y s i s .  
The r e a l i z a t i o n s  o f  both  f i l t e r s  were achieved through t h e  use  o f  CSMP 
and ACSL system macros. Both languages provide  s e p a r a t e  one-pole  and two- 
pc \ e  t r a n s f e r  f u n c t i o n  blocks .  The 10-pole Butterworth f i l t e r  was irl~plemented 
x i t h  5 2-pole s e c t i o n s ,  and t h e  3-pole  Butterworth f i l t e r  was implemented 
wi th  1 2-pole s e c t i o n  and 1 1-pole  sf t i o n .  
Following t h e  f i l t e r  i s  t h e  square-law d e t e c t o r ,  which produces an o u t -  
pu t  v o l t a g e  p r o p o r t i o n a l  t o  t h e  square  o f  t h L  inpu t  vo l t age .  This  i s  equiva- 
l e n t  t o  t h e  f a c t  t h a t  t h e  ou tpu t  v o l t a g e  i s  d i r e c t l y  p r o p o r t i o n a l  t o  t h e  inpu t  
power. Not a l l  radiometer  d e t e c t o r s  a r e  square-law d e t e c t o r s ,  but  they  a r c  by 
f a r  t h e  most common and have been determined t o  be as good a s  any o t h e r  form. 
I t  can be shown t h a t  when t h e  inpu t  v o l t a g e  t o  a square-law d e v i c e  has  
a Gaussian d i s t r i b u t i o n ,  t h e  ou tpu t  has  a ch i - square  d i s t r i b u t i o n  wi th  one 
degree  o f  freedom. In t h e  frequency domain, t h e  f l a t  power spectrum a t  t h e  
inpu t  is  converted t o  a t r i a n g u l a r  power spectrum p l u s  an i n p u l s e  a t  d c .  The 
impulse r e p r e s e n t s  t h e  square  o f  t h e  mean-value o f  t h e  d e t e c t o r  ou tpu t  v o l t a g e  
which r e s u l t s  from t h e  squar ing o p e r a t i o n  of  t h e  d e t e c t o r ,  and t h e  t r i a n g u l a r  
spectrum represencs  t h e  ~ r ~ r i l t e r e d  f l u c t ~ a t i o n s  o f  t h e  output  e s t i m a t e .  The 
s i g n a l  is then a p p l i e d  t o  a very  narrow band low-pass f i l t e r ,  which passes  
t h e  i n p u l s e  wi thout  a l t e r a t i o n ,  but  i n  which t h e  va r i ance  o f  t h e  e s t i m a t e  is 
reduced d r a s t i c a l l y .  
Assuming a r e f e r e n c e  normalized ga in  l e v e l  o f  u n i t y  throughout t h e  system, 
- 
t h e  expected va lue  V of  t h e  output  e s t i m a t e  is  
- 
The definition of Kn given by equation (4) yields an expected value V 
of the normalized output estimate of 
Thus, the desired goal of having a direct reading of temperature for the 
expected value of the output is achieved. 
Some discussion of the postdetector output filter is required. Many ref- 
erences use the "running integrator" filter as the basis fur analysis of 
the measurement process. Ideally +!>is circuit integrates the signal for an 
interval T, divides by the interval time, and provides an output V(T) given 
by 
where Vi(t) is the input signal. The steady-state transfer function H ( f )  
of this filter can be shown to be 
Il(f) = sin v f T  
n fT 
and the dc gain is sixply H(o) = 1. The equivalent noise bandwidth Rno for 
the running integrator is 
There are several advantages of the running integrator as an estimat~r for 
the mean value of the process: (1) The actual time of integration T is exactly 
the same as the specified "integration time," with the latter term being a 
widely employed but potentially ambiguous and misleading term for other filter 
types. (2) The settling time of the filter is short compared to many (but not 
necessarily all) common filters, resulting in a relatively short time in obtnining 
an estimate. (3) The ratio of the variance of the output estimate to the mean 
value decreases as 1 / K ,  meaning that the accuracy of the estimate continues 
to improve with integration time. With a large number of filters, the variance 
is reduced during the settling time, but a point is reached in which no fur- 
ther reduction occurs as time continued to increase. 
In spite of these advantages, the running integrator suffers from one 
disadvantage when applied to a Dicke switching radi~meter. The problem con- 
cerns the fact that harmonics at multiples of the switching frequency are not 
attenuated very well and may appear in significant size at the output. This 
problem will be discussed at greater length in the next section and is, of 
course, not relevant to the total power radiometer. 
A second and less significant disadvantage is that a running integrator 
requires an active realization, which results in the possibility of stability 
and offset difficulties, while many other filter types can be achieved with 
simple passive networks. 
Two final points concerning the total power simulation shown in figi~re 
1 deserve mention. Rnndo~n gain fli~ct~iations may hc producer1 by thc  hlock 
with the parameter AVDEL. This quantity represents the standard deviation of 
a random variable representing a per unit voltage gain fluctuation to the 
right of the square-law detcctor. Through the squaring relationship of the 
detector, a gain fluctuation on either side may bc rcpresented at this point 
provided that the appropriate level is used. Since rapid variations in gain 
fluctuations are partially suppressed by the output filter, the strategy used 
is to select a worst-case condition of ;i fixed change in gain which remains 
at the new vzlue until changed by the program, 
The final parameter to be discussed in KFVC, which represents a "forward 
voltage gain constant." This parameter can be used to establish any arbi- 
tr~rily desired level for the overall gain. In many of the simulation runs 
using the normalizing process discilssed earlier, KFVG was set to unity. 
D ICKE SWITCHING RADIOMETER MODELS 
A block diagram o f  the  h n s i c  llicke swi tching radiometer model is  shown 
i n  f i g u r e  2 .  This p a r t i c u l a r  model u t  i 1 i z e s  t h e  widely employed sqllilrt?-wave 
c o r r e l a t i o n  principlt . .  tllthough a few systems employ sine-wave c o r r e l a t i o ~ r  
nrrd i t  is  f e l t  t h a t  t h c  square-wave model coirld bc rcadi  l y  adapted t o  such a 
st ra tegy ,  only  sllilare-wilvc c o r r c l a t c d  systems have Iwcn s imulated t h u s  f a r .  
In t h e  Dickc systcm, t h e  inpu t  t o  t h e  wide-band 1)rcdctect ion f i l t e r  i s  
ill t e r n a t e l  y <witched betwcen t h e  inpu t  nntenn;r s i g n a l  XA(t) and a r e f e r e n c e  
s i g n a l  X ( t )  whose e f f e c t i v e  n o i s e  temperature  B TB 1s known t o  a h igh 
degree of  accuracy.  The r e c e i v e r  n o i s e  X ( t )  nppe:irs a s  s o r t  of  a "colnmon- R 
mode" s i g n a l  and i s  added t o  t h e  n o i s e  a t  the Dicke swi tch on hoth h a l v e s  of  
t h c  swi tching cyc le .  'The s i g n a l  i s  then f i l t c r c r i  by a wide-hanri p r c d e t c c -  
t i o n  f i l t e r  :lnJ prclccssed by n sq~ra re - l aw J c t c c t o r .  
A t  t h e  oirtput of  t h c  squirrc- law d c t c c t o r ,  ;i second synchronous Dicke 
switch a l t e r n r ~ t c l y  s w i  t c h c s  t h e  s igni l l  hctwccn p a t h s  hiiving g a i n s  o f  +1 and 
-1.  The invers ion  c:ruscs :I c r lncel la t  ion o f  t h e  mean va lue  o f  t h e  r e c e i v e r  
- 
temperature.  Thc r e s u l t  i s  t h a t  t h e  mean v a l u e  V o f  t h c  output  es t im; l tc  i s  
not a f i inction o f  t h e  r c c c i v c r  temperature ,  thus  e l i m i n a t i n g  a s i g n i f i c m t  
source  of i rncer ta in ty  p resen t  i n  t h e  t o t a l  power radiometer .  ffowever, s i n c e  
t h e  a c t u a l  s i g n a l  X ( t )  is  only  olrscrvcd f o r  h a l f  o f  t h c  t o t a l  t ime i n  t h e  A 
Dicke r i ~ d i o r n ~ t c r ,  ;I suhscclucnt l o s s  i n  s e n s i t i v i t y  r c s u l t s .  In a d d i t i o n ,  ga in  
f l u c t u a t i o n s  a r c  not comlrlctcly c l  i ~ n i n r ~ t c d  by t h e  llickc p r o c e s s ,  a 1  though 
they a r c  general ly  rcd11ct.d i n  i n t e n s i t y .  
I n  t h e  cnsc  of  t h e  open-loop Ilicke s i m u l n t i o n s ,  t h e  norm;llizcd form o f  
Bolt zmann's W:IS chosen t o  bc 
The f a c t o r  o f  two was uscd because o f  t h e  f a c t  t h a t  t h e  Dickc swi tch ing  opcr:r- 
t i o n  in t roduces  il f a c t o r  o f  one-hal f  i n  t h e  e f f e c t i v e  ga in  of  t h e  mean o f  t h c  
p rocess .  The r t t su l t  is t h a t  t h e  mean va lue  of  t h e  output  t u r n s  ou t  t o  be simply 
s o  t h a t  n d i r e c t  rcading o f  temperature  can be ob ta ined .  
13 
Some difficulty was encountered with the 10-pole Butterworth filter 
with Dicke systems. The problem arose because of tho BT reduction necessary 
for the simulation as has already been discussed. A 10-pole Butterworth 
filter has a rather long settling time and a significant amount of delay 
time, both of which are on the order of several times the reciprocsl of the 
bandwidth. To provide appropriate output correlation with the Dicke switch, 
it is necessary that the delay be insignificant compared with the time dura- 
tion of half a cycle of the Dicke frequency. The error arising from the 
delay and settling time with the 10-pole Butterworth was judged to be too 
severe for the BT products employed. Subsequently, a three-pole Butterworth 
filter was found to be adequate provided that allowance for the additional 
bandwidth was made in noise power computations and provided that the BT 
product was increased to about 100 times the Dicke switching frequency. 
Another problem that arose in the Dicke simulation was that of ripple in 
the output. Because of the switching nature of the input to the receiver, 
Fourier components appear in the output at the switching frequency and its 
harmonics. This disturbance represents a deterministic fluctuation which 
adds to the noise fluctuations which are random in form. An analysis was made 
to predict the level of the ripple, and measurements verified the level pre- 
dicted. Since this phenomenon is also a problem in real Dicke radiometers, 
any means employed to reduce its intensity can be adapted to an actual 
radiometer system. 
FEEDBACK RADIOMETER MODELS 
The largest single effort in this study has been the analysis and dtvel- 
,pment of a series of models for closed-loop, noise-injection radiometers. 
In fact, because of the formidable nature of this chore, the lack of good 
supporting analytical efforts, and the fact that this development is still 
continuing under a different contract, only a minimal amount of actual siqula- 
tion data concerning these models is presented in this report. However, it 
should be strongly emphasized at the outset that successful programs have 
indeed been developed, and the partial redesign of an existing tracking loop 
has already been achieved as a result of a feedback simulation study. Simula- 
tion runs of a closed-loop model are relatively expensive, and since there is 
a degree of uncertainty in the theoretical anslysis needed to fully support 
these simulation results, the data obtained does not lend itself to the same 
degree of verification utilized in the open-loop models. 
Two particular forms of models have been developed for the feedback 
systems. The first class is comparable to the types already discussed for 
open-loop systems and will be denoted as a '!statistical" form. The statis- 
tical form employs random processes throughout and is used to study the 
statistical estimation process. 
The second class will be denoted as a "deterministic" form and is used to 
study the actual control mechanism of the loop and its relative stability (or 
instability). In this form, the random processes are replaced by their equiva- 
lent temperature values on a power basis, and the basic dynamic behavior of 
th,.? loop is ex:~i!~ited without the additional complication of the noise processes 
be.~ng prest. t. Both forms have been found useful in the modeling of closed- 
loop .v:  ems . 
The basic form of the statistical closed-loop radiometer model is shown 
in figure 3. The signal XA(t) represents the input signal from the antenna 
wrioje effective brightness temperature TA is to be determined. In a typical 
closed-loo: radiometer, the feedback sygnal is added to the input signal in a 
directional coupler. The constant 1-KDIKCP represents the fractional power of 
LI~c input signal contributing to the forward output power and is typically 0.99. 
The injected noise signal is added through the auxiliary arm and has a power 
gain constant KDIRCP, which is typically 0.01 (-20 dB). 
The actual injected noise typically consists of noise pulses from a 
controlled noise generator, such as a hot carrier diode, plus the ambient noise 
related to temperature of the enclosure. The noise pulses are turned on 
by the output signal of the loop and serve as the feedback mechanism to main- 
tain closed-loop operating conditions. The noise signal produced by the noise 
diode ;.s denoted by XD(t), and this function can be characterized by an 
effective noise temperature T, representing the actual noise temperature of 
the diode. However, it may also be characterized by an "excess" noise tem- 
perature TEXCNS, which is the temperature by which the noise diode exceeds 
the controlled temperature TB of the enclosure, i.e. TEXCNS = 'TD - TB. The 
concept of the excess noise was utilized in most of the simulation programs 
developed and was found to be the most convenient form. 
The enclosure is maintained at a constant temperature TB, whose value 
is known to a high degree of accuracy. The noise signal XB(t) corresponding 
to TB is added to the excess noise from the diode source, and the result is 
applied to the directional coupler. 
From the output of the directional coupler, the signal is processed with 
a Dicke radiometer in the same fashion as for an open-loop radiometer. However, 
the output of the postdetection filter is connected back to the noise-injection 
block in order that a sufficient amount of feedback noise can be injected to 
maintain a closed-loop condition. Under ideal steady-state conditions, the 
sum of TA plus the feedback noise temperature is exactly equal to TB, and 
the effect of gain fluctuations is eliminated. In other words, the output 
estimate is a function only of feedbxck parameters and not of forward gain 
parameters, so that steady-state fluctuations in forward gain parameters do not 
contribute to error. (During transient or changing input temperature conditions, 
gain fluctuations may contribute to errors in the estimate.) 
The form of the deterministic model is shown in figure 4. The various 
quantities on the block diagram are generally related to those in figure 3 except 
that no statistical parameters are used. Instead, the mean values of the pro- 
cesses are represented on a power basis. This means that some of the quantities 
involved are the squares of the corresponding parameters in figure 3, which was 
shown primarily in terms of linear (or voltage) quantities where appropri ate. 
A few terms t h a t  have n o t  been p rev ious ly  d i scussed  w i l l  now be def ined .  
The q u a n t i t y  KFVG r e p r e s e n t s  a forward v o l t a g e  ga in  cons tan t  f o r  t h e  s t a t i s -  
t i c a l  model, and KFPG r e p r e s e n t s  t h e  corresponding forward power ga in  cons tan t  
f o r  t h e  d e t e r m i n i s t i c  model. The q u a n t i t y  KVTENR r e p r e s e n t s  t h e  v o l t a g e  t o  
excess  n o i s e  r a t i o  cons tan t  appearing i n  t h e  feedback loop. The q u a n t i t y  
KINT r e p r e s e n t s  t h e  i n t e g r a t o r  c o n s t a n t ,  and t h e  loop f i l t e r  r e p r e s e n t s  any 
a d d i t i o n a l  t r a n s f e r  func t ion  used t o  e s t a b l i s h  t h e  proper  dynamic loop response 
and d a t a  smoothing. Several  d i f f e r e n t  forms of loop f i l t e r s  have been simula- 
t ed  thus  f a r .  F i n a l l y ,  it should be noted t h a t  s e v e r a l  parameters a r e  spec i -  
f i e d  d i r e c t l y  a s  power terms, which means t h a t  t h e  square  r o o t s  o f  t h e s e  
q u a n t i t i e s  a r e  used on t h e  block diagram i n  f i g u r e  3 (but no t  i n  f i g u r e  4 ) .  
STATISTICAL PARAMETERS AND SENSITIVITY 
In this section, a summary of the various expressions for determining 
the mean-square fluctuations and sensitivity functions for several different 
types of radiometers is given. These relationships were used in the statis- 
tical verification of many of the simulations as is shown in the next section 
of the report. 
The results employed are presented here without any proof or discussion 
of their origin. A separate report is currently being prepared which will 
deal specifically with the detailed development of these and other similar 
relationships. Certain of these relationships may be found in various parts 
of the literature, but it suffices to say at this point that the developments 
are so unwieldy that it would distract from the specific objectives of this 
report to present more than a brief summary. 
First, consider the total power radiometer. The square oi the mean 
value of the output estimate is given by 
where Hi(f) is the transfer function of the predetection filter, Ho (f) is 
the transfer function of the output filter and C is a constant for the 
radiometer. The variance of the estimate a due only to the noise fluctua- 
vn 
tions is given by 
The ratio of u to (Tl2 is 
The standard definition of the equivalent noise bandwidth Bno as applied to 
the output filter is 
A definition peculiar to measurements made with square-law devices is a quantity 
referred to by Bendat and Piersol (ref. 5) as the "equivalent statistical 
bandwidth,I1 by Tiuri (ref. 6) as the "RF bandwidth," and by Evans and McLeish 
(ref. 7) as the "reception bandwidth. " The term "equivalent statistical band- 
width" is used in this report and is denoted as Bsi as applied to the input 
filter. For this filter, Bsi is defined as 
Ey applying the definitions of equations (17) and (18) to equation (16) and 
taking the square root of both sides, the following rather simple result in 
obtained for the total power radiometer: 
Assume now that gain fluctuations are present and denote the RMS voltage 
gain fluctuation referred to a point - after the square-law detector as AA. 
If the mean value of this gain is denoted as A, the per unit ME fluctuation 
u of the outpu+ estimate is simply 
v g 
It is reasonable to assume that the gain fluctuations and the random noise 
fluctuations are statistically independent. The net variance u2 of the 
v 
output estimate is then determined for t'. total power radiometer from the 
expression 
The form of equation (21) is most convenient for statistically verifying the 
behavior of the radiometer simulations. However, the form most widely used 
in the literature employs the term "sensiti~ity.~' The sensitivity AT of a 
radiometer is defined as the change in the input temperature which produces 
a change AT in the output cstimate equal to the RMS value uV of the net 
fluctuations. For the total power radiometer, the sensitivity is determined 
from the expression 
where TS = T + TR is the system temperature. A 
For the Dicke square-wave correlated radiometer, the expressions for the 
variance and sensitivity are somewhat more involved. Specifically, in the 
absence of gain fluctuations, the standard deviation uvn due to noise fluc- 
tuations only is determined from the expression 
where Teff is defined as the effective system temperature and is given by 
If gain fluctuations are present, the variance of the estimate is determined 
from the expression 
The sensitivity AT is determined from the relationship 
This writer has not been able thus far to find a completely conclusive 
development of the variance and sensitivity functions for a closed-loop 
radiometer. Based on the best available information, it appears that the 
expressions for the open-loop Dicke radiometer as given by equations (25) 
and (26) may be adapted with modification to the closed-loop system. The 
primary changes are as follows: (1) The effective system temperature of 
equation (24) reduces to Teff = TB + TR. This result occurs because a suf- 
ficient amount of noise is added to TA so that the Dicke switch "sees" 
TB + TR on both halves of a switching cycle. (2) The value of Bno is based 
on the closed-loop low-pass form of the transfer function of the system. (3)  
Effects of gain fluctuations may be eliminated from the appropriate expressions 
for steady-state computations. 
Based on the preceding assumptions, the variance and sensitivity functions 
for the closed-loop feedback noise-injection radiometer have the forms 
and 
where Bno is determined from the low-pass parameters of the closed-loop 
feedback model. Various simulations obtained thus far have produced results 
reasonably ciose to the values predicted by equation (28) ,  but not enough 
data have been obtained yet to obtain a meaningful statistical v ~rificatjon 
of the equations. These relationships will be investigated further as new 
developments are obtained from work currently underway. 
STATISTICAL VERIFICATION OF MODELS 
Numerous computer simulation runs were made during the development of 
the various programs in order to check their validity. It would be very 
unwieldy and quite unnecessary to attempt to present all or even most of the 
results that were obtained. Instead, certain representative results are 
presented and discussed in order to properly verify the genera; validity of 
the models. 
Because more attention was paid to the basic total pcwer r-d.omcter 
early in the simulation development as a means of establishir >roper 
direction, more of the data from those simulations were scrut . - : : : i d  from a 
statistical point of view. However, the same techniques have been applied 
in varying degrees to all of the simulation models. Close statistical com- 
parison has been achieved for the Dicke open-loop radiometer models, and, 
as previously noted, trends obtained from the closed-loop models appear good 
and will be pursued further as accompanying analytical work is completed. 
The various data selected for this report are summarized in tabular form 
in the Appendix. Each page contains a separate table, and a given table 
represents a particular set of simulation runs with fixed parameters. A list 
of all the table symbols is provided at the beginning of the Appendix and 
should be used for checking symbols in the tables. 
A number of simulations was made using a running integrator. The out- 
put of a running integrator is a nonstationary process since the variance de- 
creases with time. In order to provide a suitable means for determining the 
statistics at a given time, the concept of ensemble averaging was employed. 
This was achieved by using a number of separate simulation runs for fixed 
system pzrameters, but with each run utilizing statistically independent random 
generators. At a given value of time, true ensemble averaging could thus be 
achieved by performing appropriate averaging on the corresponding values from 
all of the separate runs. For most of the ensemble averages, either 6 or 11 
runs were used. Actually, the ensemble averages were also used in some cases 
in which the output filters were not running integrators and in which the proc- 
esses were stationary due to the convenience of the procedures already estab- 
lished. 
The first representative simulation presented is ihst of a total power 
radiometer with TA = loo0, TR = 200°, BCIN = 1000 Hz (3-dB bandwidth and a 
10-pole Butterworth filter), a running integrator at the output, no gain 
fluctuations, and a sampling rate of 10 KHz (DELT = 10'~ s). This simula- 
tion was performed in CSMP, and thb results are summarized in table A-1. The 
terminology used at the bottom of the table refers to that employe1 in the 
actual prograsl and is more convljnient for listing than the usual subscript 
notation. For a 10-pole Batterworth filter, the equivalent noise bandwidth 
was calculated to be 1.004 times the 3-dB bandwidth, while the equivalent 
statistical bandwidth was calculated to be 1.057 times the 3-dB bandwidth. 
The former constant is so close to unity that it was ignored in the system 
constants for 10-pole calculations, but the iatter COI-stant was utilized. The 
predicted value of the standard deviation is determined fr-.,~ the relationship 
From table A-1, the predicted standard deviation oT values at different 
times and the measured cstimatcs s are readily compared, and the results T 
are seen to be quite good in a statistical sense. The confidence ranges for 
the mean and variznce estimates were deternlincd by standard statistical methods 
provided by Bendat and Piersol (ref. 5). 
Table A-2 provides similar data obtained from a CSMP simulation when the 
input filter is eliminated. This means that the full sampled bandwidth (5 KHz 
in this case) is applied to the square-law detector. The predicted standard 
deviation in this case is 
Table A - 3  shows the results of a set of CSB!P simulations having parameters 
similar to table A-1, but with gain fluctuations added. Thc reference lcve! 
of the voltage gain is A = 1, and the fluctuations were introduced after 
the square-law detector. The predicred value of oT in this casc is 
Table A-4 shows the results of CSMP simulations using the parameters of 
Table A-2 but with gain fluctuations added. The predicted value of aT is 
After the programs were converted to ACSL and transferred to NASA/LaRC, 
several different changes were made in the simulation models. Most signifi- 
cant was tb change from a 10-pole Butterworth input filter to a 3-pole Butter- 
worth input filter. This change was made in order to reduce the settling 
time for proper correlatior, with the Dicke radiometer forms as was discussed 
earlier in this report. Another change made for some of the simulations was 
the use of a 3-pole Butterworth low-pass filter for the postdetection output 
filter. In this case, the variance of the output estimate does not decrease 
with tine after the filter has c~mpletely settled. For a 3-pole Butterworth 
filter, the equivalent noise bandwidth is 1.047 times the 3-dB bandwidth, and 
the equivalent statistical bandwidth is 1.257 times the 3-dB bandwidth. The 
first constant was incorporated in the normalized form of Boltzmannl s constant, 
i. . K = 1/(1.047 B. ) ,  so that the temperature remains directly reading. 
n in 
The results of one set of total power radiometer runs using ACSL and the 
changes just noted are summarized in table A-5. In this case, the 3-dB output 
bandwidth is 1 Hz so the settling time is slightly greater than 1 5 .  In fact, 
the filter has not fully settled for the data in the first column, so those 
results are not too valid. The predicted value of the standard deviation 
uT 
for all cases after the filter has settled is 
The next several tables of results apply to Dicke square-wave correlated 
sim~lation runs. Table A-6 shows some results obtained from a series of six 
statistically independent simulations using CSMP and parameters indicated in 
the table, including the use of a three-pole output filter. The predicted value 
of the standard deviation is 
where 
Table  A-7 shows t h e  r e s u l t s  of s e v e r a l  Dicke s i m u l a t i o n s  us ing  ACSL and 
a  running i n t e g r a t o r  f o r  t h e  o u t p u t  f i l t e r .  The p r e d i c t e d  s t andard  d e v i a t i o n  
i n  t h i s  c a s e  i s  
The r e s u l t s  o f  adding ga in  f l u c t u a t i o n s  t o  t he  Dicke radiometer  r3rc i l l u s -  
t r a t e d  by t h e  d a t a  shown i n  t a b l e  A-S. I n  t h i s  c a s e  AVDEL = 0 .025  and t h e  
p r e d i c t e d  va luc  of t h e  s t andard  d e v i a t i o n  i s  
A c a s e  i n  which t h e  ga in  f l u c t u a t i o n s  a re  s o  l a r g e  t h a t  they  almost  over-  
shadow t h e  n o i s c  f l u c t u a t i o n s  i s  shown i n  t a b l e  A-9 .  In t h i s  c a s e  AVDEL = 
0.1 ,  and t h e  p r e d i c t e d  value  o f  t h e  s t andard  d e v i a t i o n  i s  
SUMARY AND CONCLUSIONS 
Dynamic computer simulation models for various types of microwave radi- 
ometers have been developed to assist in the cvolution of new radiometer 
measurement systems and in evaluating the performance of existing systems. 
Both CSMP and ACSL have been proved quite adaptable for this purpose provided 
that the bandwidth times integration time product is normalized to a lower 
value for simulation purposes. The programs are currently available for 
usage, ~.nd the design of one existing system has already been extensively in- 
vestigated with one of the programs. 
The validity of most of the programs has been investigated using statis- 
tical tests, and the results have been shown to have excellent correlstion with 
theoretical predictions. Refinement, improvement, and further statistical 
verification will be continued as one phase of a new contract currently in 
progrbss. 
APPENDIX 
TABULATION OF REPRESENTATIVE SIMULATION DATA 
Symbols used in the simulation programs vary slightly in some cases from 
those used in general and analytical developments in the report due to the 
basic differences in the forms. The following symbols may appear througho~ t 
the tables and in the section "Statistical Verification of Models." 
TA brightness or antenna temperature (TA) to be measured 
TR effective receiver noise temperature (TR) referred to radiometer 
input 
TB reference comparison temperature (TB) of constant temperature 
enclosure 
TD effective noise temperature (T ) of noise-injection source D 
TEXCNS excess noise temperature of noise-injection source = TD - TB 
BCIN bandwidth of wide-band input filter (usually 3-dE bandwidth) 
BCOUT bandwidth of narrow-band output filter (equal to equivalent noise 
bandwidth for running integrator and closed-loop systems and 
equal to 3-dB bandwidth in other cases) 
AVDEL per unit voltage gain fluctuation referred to a point at the out- 
put of the square-law detector 
T time of integration 
DELT time increment between successive samples in the simulation = 
l/sampling r a t e  
KFVG forward voltage gain 
KFPG forward power gain 
FSWTCH Dicke switching frequency 
KDIRCP directional coupler noise power injection constant 
KINT integrator constant 
est imate of mean value of temperature determined a s  a sample mean = 
s : est imate of  t h e  variance of t h e  process o b t a ~ n e d  a s  a sample variance 
s T e s t i m ~ z e  of t h e  standard dev;ation of  t he  process obtained a s  a 
sample standard deviat ion = 4 




estimated variance of  t he  sampling mean = - N 
- 
estimated standard deviat ion of the  sampling mean = 1s: 
T 
2 upper bound of t he  90 percent confidence range f o r  T 
1 lower bound of t h e  90 percent confidence range f o r  T 
02 up, r bound of t he  90 percent confidence range f o r  OT 
Q 1 lower bound of t he  90 percant confidence range f o r  a T 
Using r e s u l t s  from Bendat and Pierso l  ( r e f .  5) the  90 percent confidence 
ranges f o r  T and oT s a t i s f y  the  following re la t ionships :  
where n = N - 1 and a = 0.05. The parameters required i n  t he  above equations 
a r e  tabulated below f o r  N = 11 and 6 ,  which represent  the  most common values 
used i n  t he  simulations.  
Table A-1. Total power radiometer CSMP simulation set A. (Tabulated values 




(All quantities are expressed in their basic units.) 
TA = 100, TR = 200, BCIN = 1000 (10 pole), BCOUT = 0.5/T, AVDEL = 0, 
DELT = loe4 
Table A-2. Total power radiometer CSMP simulation set B. (Tabulated values 
of runs are temperature estimates of TA + TR in kelvin). 
RUN 
(All quantities are expressed in their basic units.) 
TA = 100, TR = 200, BCIN = 5000 (no filter), BCOUT = O.S/T, AVDEL = 0, 
DELT = 10-4 
Table A-3. Total power radiometer CSMP simulation set C. (Tabulated values 
of runs are temperature estimates of TA + TR in Kelvin.) 
RUN 
(Al l  quantities are expressed in their basic units.) 
TA = 100, TR = 200, BCIN = 1000 (10 p o l e ) ,  BCOUT = O . ~ / T ,  AVDEL = 0.03162,  
DELT = 
Table A-4. Total power radiometer CSMP simulation set D. (Tabulated values 
of runs are temperature estimates of TA + TR in kelvin.) 
RUN 
(All quantities are expressed in their basic units.) 
































































































































































































































































Table A-6. Dicke square-wave correlated CSMP simulation set A. 
(Tabulated values of runs are temperature estimates of 
TB - TA in Kelvin.) 
RUN T = 1.0 s T = 1.2 s T = 1.4 s T = 1.6 s T = 1.8 s T = 2.0 s 
(All quantities are expressed in their basic units.) 
TA = 100, TB = 300, TR = 200, BCIN = lo4 (3 pole), BCOUT = 1 (3 pole), 
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