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a b s t r a c t
An L(j, k)-labeling of a graph G, where j ≥ k, is defined as a function f : V (G)→ Z+ ∪ {0}
such that if u and v are adjacent vertices in G, then |f (u) − f (v)| ≥ j, while if u and v are
vertices such that the length of the shortest path joining them is two, then |f (u)−f (v)| ≥ k.
The largest label used by f is the span of f . The smallest span among all L(j, k)-labelings of
G is denoted by λj,k(G). Let T be any tree of maximum degree∆ and let d ≥ 2 be a positive
integer. Then, for every c ∈ {1, . . . ,min{∆, d}}, T is in class c if λd,1(T ) = ∆+d+c−2.We
characterize the class c of trees for every such c and also show that this class is non-empty.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The frequency of a transmitting radio station may interfere with frequencies of neighboring radio stations. Similar
interference may occur in cell phone networks and other radio transmitting networks. Finding the most efficient way to
assign non-interfering frequencies to transmitters within a given region is called the channel assignment problem.
Roberts [7] modeled the channel assignment problem as follows: represent each transmitter by a vertex of a graph and
join two vertices by an edge if and only if their corresponding transmitters are within some specified distance of each other.
Frequencies (or channels) are represented by non-negative integers. Adjacent vertices must be assigned frequencies with
absolute difference of at least j, while vertices at distance two are assigned frequencies with absolute difference of at least
k (where j ≥ k). More formally, an L(j, k)-labeling of a graph G, where j, k ∈ Z+ and j ≥ k, is defined (in [4]) as a function
f : V (G)→ Z+ ∪ {0} such that if u and v are adjacent vertices in G, then |f (u)− f (v)| ≥ j, while if u and v are vertices such
that d(u, v) = 2, then |f (u)− f (v)| ≥ k. Here, d(u, v) denotes the distance between u and v, i.e. the length of a shortest path
connecting u and v in G if such a path exists. The concept of L(j, k)-labelings of graphs is a generalization of L(2, 1)-labelings
of graphs, as introduced in [6]. The largest label used by f is the span of f , denoted by span(f ). The smallest span among all
L(j, k)-labelings of G, denoted by λj,k(G), is called the span of G. An L(j, k)-labeling of G that has a span of λj,k(G) is called a
span labeling of G.
Throughout, ∆(G) will refer to the maximum degree of the graph G (we simply use the symbol ∆ when the context is
clear). It has been shown in [4] that λj,k(G) ≥ j + (∆ − 1)k for any graph G. A graph G is defined by Chang and Lu in [3] as
λj,k-minimal for some j ≥ k if and only if λj,k(G) = j+ (∆− 1)k. Whether a given graph G is λj,k-minimal generally depends
on j and k. Chang and Lu found a characterization of those trees which are λj,k-minimal for all values of j, k with j ≥ k (we
refer to such trees as totally minimal). In this paper, we will focus on the case j = d and k = 1 with d ≥ 2. The following
results appear in [1]:
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Lemma 1. λd,1(G) ≥ ∆+ d− 1 for any graph G of maximum degree∆ ≥ 1. If λd,1(G) = ∆+ d− 1 and d ≥ 2, then f (v) = 0
or f (v) = ∆+ d− 1 for any L(d, 1)-span labeling f and any vertex v of maximum degree∆ in G.
Theorem 2. For any tree T ,∆+ d− 1 ≤ λd,1(T ) ≤ ∆+ d− 2+min{∆, d}; moreover, the lower and upper bounds are both
attainable.
Note that the previous theorem divides the class of all trees into min{∆, d} subclasses. If we let c ∈ {1, . . . ,min{∆, d}}
then we refer to a tree T as a class c tree if and only if λd,1(T ) = ∆+ d− 2+ c. When using this terminology, λd,1-minimal
trees are simply class one trees. Throughout we let `c = ∆+ d− 2+ c .
The aim of this paper is fourfold. Our foremost intention is to find a characterization of the class c of trees, for every
∆, d ≥ 2 and every allowable value of c . This has been an open problem (for the case d = 2) since Griggs and Yeh’s
seminal paper appeared in 1992 (see [6]). The characterization which we present in Section 2 shows that these trees are
simply subtrees of a certain constructed (usually infinite) tree referred to as H∆,d,c . Although there exists a polynomial-time
algorithm for finding λd,1(T ) (see [1]), we still do not know what our class c trees ‘‘look like’’. By showing that any class c
tree can be embedded in H∆,d,c , we are provided with additional techniques for classifying a tree T according to its class.
These techniques rely on looking at the local structure of T ; specifically, in Section 6 a few necessary conditions for a tree T
to be λ2,1-minimal are found which rely on considering the region close to a maximum degree vertex of T .
Anothermajor aim of this paper is to prove that every c ∈ {1, . . . ,min{∆, d}} determines a non-empty class.We achieve
this in Section 5 by constructing a representative tree for each class c.
The tree H∆,d,c is closely related to a certain infinite tree used in Chang and Lu’s characterization of totally minimal trees.
In Section 7 we explore this relationship briefly. Totally minimal trees are interesting in their own right and perhaps our
exposition here will encourage further work.
The fourth intention of this paper (Sections 3 and 4) is to reveal some remarkable links between the different trees that
result by varying∆, d, and c in H∆,d,c . We construct H∆,d,c in two different ways so that we gain additional insight into the
structure of this tree, and consequently into the class c trees. Both viewpoints of H∆,d,c are used to prove results later in the
paper.
2. The characterization of class c trees
Our method of reasoning is similar to that used in [3] where Chang and Lu characterize totally minimal trees. For every
∆, d ≥ 2 and 1 ≤ c ≤ min{∆, d}, define a (∆, d, c)-sequence as a sequence of integers (a1, . . . , am) such that the following
four conditions are satisfied:
A1. a1 = 0.
A2. 0 ≤ ai ≤ `c = ∆+ d− 2+ c for all i.
A3. |ai − ai+1| ≥ d for all i.
A4. ai 6= ai+2 for all i.
Let H∆,d,c be the graph with vertex set consisting of all (∆, d, c)-sequences and an edge set defined as follows: two
vertices (a1, . . . , am) and (b1, . . . , bn) are adjacent if and only if |m− n| = 1 and ai = bi for 1 ≤ i ≤ min{m, n}. The
principal labeling of H∆,d,c is the labeling that results when we label every vertex (b1, . . . , bn) by bn.
Observation. The graph H∆,d,c is a tree. Furthermore, we may consider H∆,d,c to be rooted at (0) so that if v = (a1, . . . , am)
is a vertex ofH∆,d,c , withm > 1, then (a1, . . . , am−1) is the parent of v and every vertex (a1, . . . , am, b) satisfying conditions
(A1)–(A4) is a child of v. See Fig. 1 for a finite part of H3,2,1, labeled by its principal labeling. The dark circles are vertices of
maximum degree 3 and the open circles are vertices of degree 2.
Lemma 3. The maximum degree of H∆,d,c equals∆+ c − 1.
Proof. Let H∆,d,c be rooted at (0) and let v = (a1, . . . , am) be a vertex of H∆,d,c . By the previous observation, v is adjacent
to all vertices u = (a1, . . . , am, am+1) ∈ V (H∆,d,c) (the children of v) and the vertex w = (a1, . . . , am−1) ∈ V (H∆,d,c) if
m > 1 (the parent of v). First suppose m = 1. Then v = (0), am+1 ∈ {d, . . . ,∆ + d − 2 + c} and every value of am+1 in
this set must give rise to a vertex adjacent to v. Therefore deg(v) = ∆ + c − 1. Next suppose m > 1. Then, by conditions
(A1)–(A4), am+1 ∈ {0, . . . , am − d, am + d, . . . , `c} − {am−1} and every value of am+1 in this set must give rise to a child
of v. The largest cardinality of this set occurs when am = 0 or when am = `c = ∆ + d − 2 + c. When am = 0 we get
am+1 ∈ {d, . . . ,∆+ d− 2+ c} − {am−1}with d ≤ am−1 ≤ ∆+ d− 2+ c . This set has cardinality∆+ c − 2. The reasoning
is similar for am = `c . Therefore v has∆+ c − 2 children and one parent and the result follows. 
Lemma 4. The principal labeling of H∆,d,c is an L(d, 1)-span labeling of H∆,d,c .
Proof. It is clear by conditions (A1)–(A4) that the principal labeling is an L(d, 1)-labeling. Also, it must be a span labeling
since the largest label assigned is `c = ∆+ d− 2+ c = ∆(H∆,d,c)+ d− 1. 
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Fig. 1. The tree H3,2,1 .
Lemma 5. If 1 ≤ c ≤ c ′ ≤ min{∆, d}, then H∆,d,c is a subtree of H∆,d,c′ .
Proof. Any (∆, d, c)-sequence is also a (∆, d, c ′)-sequence. 
We now come to our main result. For notational convenience we let H∆,d,0 be the graph K1.
Theorem 6. Let T be a tree of maximum degree ∆ ≥ 2. Then T is in class c ∈ {1, . . . ,min{∆, d}} with respect to d ≥ 2 if and
only if T is a subtree of H∆,d,c but T is not a subtree of H∆,d,c−1.
Proof. First we prove the following claim:
Claim 7. A tree T of maximum degree∆ ≥ 2 is of class at most c for some d ≥ 2 if and only if T is a subtree of H∆,d,c .
To prove the claimwe first assume that T is a subtree of H∆,d,c . We see that λd,1(T ) ≤ `c by restricting the principal labeling
of H∆,d,c to T .
For the converse, suppose T is of class at most c i.e. λd,1(T ) ≤ `c , and let g be a span labeling of T . We root T at some
vertex v0 that has been labeled 0 under g . Let v be an arbitrary vertex of T and let v0, v1, . . . , vm, v be the unique path from
v0 to v. Let Sv = (g(v0), g(v1), . . . , g(vm), g(v)). Define h : V (T ) → V (H∆,d,c) by h(v) = Sv for every v ∈ V (T ). The
function h is well defined since it is easy to verify (by checking conditions (A1)–(A4)) that Sv is a (∆, d, c)-sequence for any
v ∈ V (T ).
All that remains in order to prove our claim is to show that h is an embedding of T into H∆,d,c . Let v and w be any two
vertices of T with Sv = Sw . It is clear that v = w since both these vertices begin a unique path to v0, and for any u ∈ V (T )
every child of u receives distinct labels under g . Therefore h is one-to-one. Next suppose that e = vw is an edge of T . Clearly
Sv and Sw satisfy the condition for being adjacent in H∆,d,c , since either v is the child of w or w is the child of v (i.e. the
lengths of Sv and Sw differ by one). Therefore h is an embedding and the claim is proven.
To prove sufficiency we assume that the tree T , of maximum degree∆, is a subtree of H∆,d,c but not a subtree of H∆,d,c−1.
Restricting the principal labeling of H∆,d,c to T provides a labeling of T of span `c and so λd,1(T ) ≤ `c . If c = 1 then clearly T
is of class one. Otherwise, if c ≥ 2 then we may conclude by our claim (and using the fact that T is not a subtree of H∆,d,c−1)
that λd,1(T ) > `c−1. The sufficiency part is proven.
For necessity, suppose T is in class c. Therefore λd,1(T ) = `c . By our claim, T is a subtree of H∆,d,c . Also, T cannot be a
subtree of H∆,d,c−1 since then λd,1(T ) ≤ `c−1. 
3. Isomorphic and related instances of H∆,d,c
By considering Lemma 5, we may ask if there are any other relationships between various instances of H∆,d,c . In fact,
Lemma 5 tells us what happens to H∆,d,c when we vary c; we may also want to know what happens when the parameters
∆ or d vary. We state and prove three propositions below that deal with these types of variations. Throughout we assume
that∆, d ≥ 2.
Proposition 8. Let 1 ≤ c ≤ min{∆, d}. If ∆ ≤ ∆′ and c ≤ c ′ ≤ min{∆′, d}, then H∆,d,c is a subtree of H∆′,d,c′ .
Proof. This is a generalization of Lemma 5. Any (∆, d, c)-sequence is also a (∆′, d, c ′)-sequence. 
Proposition 9. If 1− c ≤ r ≤ min{d− c,∆− r − c,∆− 2}, then H∆,d,c is isomorphic to H∆−r,d,c+r .
Proof. This is due to the linear symmetry of c and∆ in (A2). 
The following proposition deals with a variation in d.
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Proposition 10. If d ≥ ∆+ c − 1, then H∆,d,c is isomorphic to H∆,∆+c−1,c .
Proof. By the previous proposition all we need to show is that H∆′,d,1 is isomorphic to H∆′,∆′,1 for any d ≥ ∆′. It will
then follow that H∆,d,c ∼= H∆+c−1,d,1 ∼= H∆+c−1,∆+c−1,1 ∼= H∆,∆+c−1,c . Consider the following function g : V (H∆′,d,1) →
V (H∆′,∆′,1) defined as g((a1, . . . , am)) = (ρ(a1), . . . , ρ(am))where
ρ(x) =
{
x if x = 0, . . . ,∆′ − 1,
x− d+∆′ otherwise.
We first show that g is well defined. Let (a1, . . . , am) ∈ V (H∆′,d,1); we show that (A1)–(A4) are satisfied to make
(ρ(a1), . . . , ρ(am)) a (∆′,∆′, 1)-sequence. Now a1 = 0 and therefore ρ(a1) = 0. For each ai, i ∈ {2, . . . ,m}, we have
0 ≤ ai ≤ ∆′ + d − 1. First suppose ai ≤ ∆′ − 1. Then ρ(ai) ≤ ∆′ − 1 < ∆′ + ∆′ − 1 = 2∆′ − 1. Note it is impossible
that ∆′ ≤ ai ≤ d − 1, because if this were to be the case, then ai + d > ∆′ + d − 1 = `′1 and ai − d < 0 (i.e. no term can
be adjacent to ai). So assume d ≤ ai ≤ `′1. Then ∆′ ≤ ρ(ai) ≤ 2∆′ − 1 so that (A1) and (A2) are satisfied. Condition (A4)
clearly holds for (ρ(a1), . . . , ρ(am)) since it holds for (a1, . . . , am). Suppose without loss of generality that ai > ai+1. Since
ai − ai+1 ≥ d, we must have ρ(ai)− ρ(ai+1) = ai − d+∆′ − ai+1 ≥ ∆′ and so (A3) is satisfied and g is well defined.
Clearly g is a one-to-one function from V (H∆′,d,1) onto V (H∆′,∆′,1). Let u and v be vertices of H∆′,d,1. We now show
uv is an edge of H∆′,d,1 if and only if g(u)g(v) is an edge of H∆′,∆′,1. Suppose uv is an edge of H∆′,d,1. Assume without
loss of generality that u = (u1, . . . , um) and v = (u1, . . . , um, um+1). Now g(u) = (ρ(u1), . . . , ρ(um)) and g(v) =
(ρ(u1), . . . , ρ(um), ρ(um+1)) so that g(u) must be adjacent to g(v) in H∆′,∆′,1. Similarly, if g(u)g(v) is an edge of H∆′,∆′,1,
then uv is an edge of H∆′,d,1. Therefore g and g−1 preserve the edge relation. We conclude that g is an isomorphism. 
4. Translation invariant trees
The tree H∆,d,c is highly symmetrical and usually infinite. In order to clarify the nature of this tree (which will provide us
with further proof techniques) we study a general class of trees to which it belongs. We call the trees in this class translation
invariant trees. Intuitively, we start with a set of labeled stars and then build a tree T such that each vertex of T is centered
at one of these stars. We then show that T is unique for the original set of labeled stars. The fact that H∆,d,c is a translation
invariant tree is proven by finding its representative set of labeled stars.
We first state some definitions. Let G and F be labeled graphs, both using labels from Z+ ∪ {0}. Suppose that V (G) is
labeled by the function g and V (F) by h. Then G is a labeled subgraph of F if and only if there exists an embedding α of G into
F such that g = h ◦ α; when α is an isomorphism we say that G is label-isomorphic to F .
Let S = {S0, S1, . . . , St} be a set of labeled non-trivial stars (t ≥ 1). Each star is labeled using labels from the set
U = {0, 1, . . . , t} such that the following two conditions hold:
1. The maximum degree vertex of Si is labeled i, and
2. For any i, j ∈ U , a leaf of Si is labeled j if and only if a leaf of Sj is labeled i.
The set S is called a star set. We use the following notation throughout: for any graph G and any x ∈ V (G), let
Nb[x] = {v ∈ V (G) | d(x, v) ≤ b}. Also, for any subset R of V (G) the symbol 〈R〉 is used to represent the subgraph of G
induced by the vertices in R.
Let T be any tree and let V = {V0, . . . , Vt} be a disjoint collection of subsets of V (T ). Label T using the labels from U
such that every vertex in Vi is labeled i. Then V is an S-division of V (T ) if and only if for every i and every x ∈ Vi, 〈N1[x]〉 is a
labeled subgraph of Si. If V is a partition of V (T ) then we call V an S-partition if and only for every i and every x ∈ Vi, 〈N1[x]〉
is label-isomorphic to Si. Translation invariant trees are trees that have an S-partition for some S.
Observation. Suppose that the tree T has an S-partition. If S does not contain a star isomorphic to K2, then T is infinite.
Proposition 11. If T and T ′ are translation invariant trees with the same star set S, then T and T ′ are isomorphic.
Proof. Let V = {V0, . . . , Vt} be an S-partition of T and let V ′ = {V ′0, . . . , V ′t } be an S-partition of T ′. Root T at x ∈ V0 and T ′
at x′ ∈ V ′0. We use induction on the distance b from the root, and extend our isomorphism at each step. For the base case let
φ be a function from V (T ) to V (T ′) such that φ(x) = φ(x′). Clearly φ is an isomorphism when restricted to x. Our induction
hypothesis states that φ when restricted to 〈Nb[x]〉 is an isomorphism for some b ≥ 0, and that for each i ∈ {0, . . . , t} this
isomorphism maps vertices from Vi to vertices from V ′i only. We show how to extend this to an isomorphism on 〈Nb+1[x]〉.
Let w ∈ V (T ) be a vertex such that d(x, w) = b + 1. If no such vertex exists then T and T ′ are finite trees and we are
done. Otherwise, let u ∈ Vi be the parent of w and letW be the set of all children of u. Then, by our inductive hypothesis
u′ = φ(u) ∈ V ′i . Now 〈N1[u]〉 and
〈
N1[u′]
〉
are both label-isomorphic to Si (under the labeling described in the definition
of an S-partition). We can therefore extend φ in an obvious way to include the children of u. Clearly then φ restricted to
〈Nb[x] ∪ {W }〉 is an isomorphism. We repeat this procedure until every vertex at distance b+ 1 from x has an image under
φ. Therefore φ restricted to 〈Nb+1[x]〉 is an isomorphism and we are done. 
The next result is proven similarly, except that we construct φ as an embedding.
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Fig. 2. The trees T3,1 and T3,2 .
Proposition 12. Let T be any tree. There exists an S-division of T if and only if T is a subtree of the translation invariant tree
with star set S.
Now that we have introduced the class of translation invariant trees, we wish to show that H∆,d,c belongs to this class.
The notation defined next will be used throughout the remainder of the paper. Let ∆, d ≥ 2 and let U = {0, . . . , `c}. For
every i ∈ U , let Ui = {j ∈ U | |j− i| ≥ d}, and let Si be the star K1,|Ui| with center labeled i and leaves labeled from Ui (in a
one-to-one manner). Let S = {S0, . . . , S`c }.
Observation. S is a star set. A star set constructed in this way is called an L(d, 1)-specified star set.
Proposition 13. H∆,d,c is the translation invariant tree with star set S.
Proof. We simply need to show that H∆,d,c has an S-partition. For every i ∈ U , let Vi be the subset of V (H∆,d,c) consisting
of all vertices labeled i in the principal labeling of H∆,d,c . We show that V = {V0, . . . , V`c } is an S-partition of H∆,d,c .
Let v ∈ Vi with v satisfying conditions (A1)–(A4). If v = (0), then the vertices adjacent to v are (0, d), . . . , (0, `c). Clearly
then 〈N1[v]〉 is label-isomorphic to S0. Otherwise v = (0, a1, . . . , an, i) and the vertices adjacent to v are (0, a1, . . . , an)
and (0, a1, . . . , an, i, b1), . . . , (0, a1, . . . , an, i, b|Ui|−1) satisfying conditions (A1)–(A4). Once again we have 〈N1[v]〉 label-
isomorphic to Si. Therefore H∆,d,c has an S-partition. 
Another interesting result, which we present next, concerns a type of label swapping. Let i ∈ U . The label δ(i) = `c − i is
called the dual of i. We also need another definition: let T and T ′ be any two trees. Then T and T ′ are isomorphic at x ∈ V (T )
and y ∈ V (T ′) if and only if there exists an isomorphism φ from V (T ) onto V (T ′) such that φ(x) = y. The final lemma of this
section is without proof, but follows easily from a similar proof to the previous proposition.
Lemma 14. Let i ∈ U, v ∈ Vi, and v′ ∈ Vδ(i). Then H∆,d,c is isomorphic to itself at v and v′. Moreover we can construct the
relevant isomorphism φ such that for all i, if w ∈ Vi and φ(w) = w′, thenw′ ∈ Vδ(i).
5. Attainable classes
It is possible to divide the class of all trees into subclasses based on themore general L(j, k)-span. In this context, Georges
and Mauro [5] showed that there are some values between the minimum possible span and the maximum possible span
of a tree that can never be attained by any tree, but they left the question open as to what happens for L(d, 1)-labelings of
trees. So we pose the following question: are there any c values between 1 and min{∆, d} such that there is no class c tree?
The answer is no, and we prove this fact next. The cases c = 1, c = min{∆, d}, d = 2 and ∆ = 2 are all consequences of
Theorem 2. Hence in this section we assume∆, d ≥ 3. We start with a lemma which is needed for the main result.
Lemma 15. Let S = {S0, . . . , S`c−1} be an L(d, 1)-specified star set and let V = {V0, . . . , V`c−1} be an S-partition of H∆,d,c−1,
where c ∈ {2, . . . ,min{∆, d}}. Let v ∈ V0 and v′ ∈ Vi for some i ∈ {0, . . . , c − 2} ∪ {∆+ d− 1, . . . ,∆+ d+ c − 3}. Then
〈N2[v′]〉 can be embedded into 〈N2[v]〉.
Proof. First suppose i ∈ {0, . . . , c− 2}. We create an embeddingψ of 〈N2[v′]〉 into 〈N2[v]〉. Letψ(v′) = v. Since c− 2 < d,
the neighbors of v′ belong to distinct sets Vj where j ∈ Ui = {i+ d, . . . ,∆+ d+ c− 3}. Similarly, the neighbors of v belong
to distinct sets Vj where j ∈ U0 = {d, . . . ,∆ + d + c − 3}. Clearly Ui ⊆ U0. We extend ψ as follows: for each neighbor
w′ ∈ Vj of v′, let ψ(w′) = w where w is the (unique) neighbor of v that belongs to Vj. For every neighbor u′ 6= v′ of w′,
where u′ ∈ Vk, we defineψ as follows: if k = 0 then letψ(u′) = uwhere u is the neighbor ofw that belongs to Vi; otherwise
let ψ(u′) = u where u is the neighbor of w that belongs to Vk. Clearly ψ is an embedding. For all the other values of i the
result now follows from Lemma 14 (since the labels in {∆+ d− 1, . . . ,∆+ d+ c − 3} are simply the duals of the labels in
{0, . . . , c − 2}). 
Define the tree T∆,p, p ≥ 1, as follows: T∆,p has vertex set {x, x1, . . . , x∆, y1,1, . . . , y1,p, . . . , y∆,1, . . . , y∆,p}, and edge set
{xxi | 1 ≤ i ≤ ∆} ∪ {xiyi,j | 1 ≤ i ≤ ∆, 1 ≤ j ≤ p}. For an example, see Fig. 2.
Proposition 16. Let 2 ≤ c ≤ min{∆, d} and let p = c − 1+max{∆, d} − d. Then the tree T∆,p is of class c.
Proof. We first prove that T∆,p is a subtree of H∆,d,c . Recall that `c = ∆+ d+ c − 2. We have two cases.
1. ∆ ≤ d.
In this casewehave p = c−1 and themapping g defined as g(x) = (0), g(xi) = (0, d+c+i−2), g(yi,j) = (0, d+c+i−2, j)
embeds T∆,p into H∆,d,c . To prove this we first show that g is well defined (i.e. any range value of g must be a (∆, d, c)-
sequence). Note that if (0, d+ c + i− 2, j) satisfies (A1)–(A4) then so does (0, d+ c + i− 2). Clearly j 6= 0 so that (A1)
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and (A4) are both satisfied. Conditions (A2) and (A3) are also satisfied because firstly d < d+c+i−2 ≤ d+c+∆−2 = `c
and secondly d+ c + i− 2− j ≥ d+ c + 1− 2− p = d. Clearly g is one-to-one and preserves the edge relation.
2. ∆ > d.
Under this condition p = ∆− d+ c − 1. Once again we define g as g(x) = (0) and g(xi) = (0, d+ c + i− 2). We split
g(yi,j) into three cases, proving that g is well defined in each case. The fact that g is one-to-one and preserves the edge
relation should be clear in each case.
If i ∈ {∆− d+ 1, . . . ,∆} then g(yi,j) = (0, d+ c + i− 2, j). Conditions (A1) and (A4) are clearly satisfied, and (A2) and
(A3) are satisfied as before because d+ c + i− 2− j ≥ d+ c + (∆− d+ 1)− 2− p = d.
When i ∈ {1, . . . ,∆ − d} and j ∈ {1, . . . , i + c − 2} then g(yi,j) = (0, d + c + i − 2, j). Then g is well defined since
d+ c + i− 2− j ≥ d+ c + i− 2− (i+ c − 2) = d.
Finally, if i ∈ {1, . . . ,∆− d} and j ∈ {i+ c − 1, . . . , p} then g(yi,j) = (0, d+ c + i− 2, `c − j+ i+ c − 1). Once again all
the conditions are upheld to ensure that g is well defined, since `c − j+ i+ c − 1− (d+ c + i− 2) = `c − d− j+ 1 =
∆+ c − j− 1 ≥ ∆+ c − p− 1 = d.
Next we prove that T∆,p is not a subtree of H∆,d,c−1. We do this by showing that T∆,p does not have an S-division for any
L(d, 1)-specified star set S = {S0, S1, . . . , S`c−1}. The result will then follow from Proposition 12. Toward a contradiction,
we assume T∆,p is a subtree of H∆,d,c−1 and so T∆,p has an S-division V = {V0, . . . , V`c−1}where some of the sets Vi may be
empty. Our proof needs the following fact: fewer than∆ stars amongst Sd, . . . , S`c−1 have maximum degree at least p+ 1.
To this end, we must find the cardinality of Ui (as defined above) for every i ≥ d. Let ∆′ = ∆ + c − 2 be the maximum
degree of H∆,d,c−1 (see Lemma 3). Once again we have two cases.
1. ∆′ ≤ d.
Claim: |Ui| = i− d+ 1 for i ∈ {d, . . . , `c−1}.
For every i ∈ {d, . . . , `c−1} we have Ui = {j ∈ L | |j− i| ≥ d}. Hence Ui = {0, . . . , i − d} since i + d ≥ i + ∆′ =
∆+ c + i− 2 > `c−1. Therefore our claim is true.
Next we show that fewer than∆ stars amongst Sd, . . . , S`c−1 have maximum degree at least p+ 1. Note that the degree
of any Si is simply |Ui|. So if |Ui| = i − d + 1 ≥ p + 1 then i ≥ d + p. The number of stars with maximum degree at
least p + 1 is then `c−1 − i + 1 ≤ `c−1 − (d + p) + 1 = ∆ + c − p − 2. Since ∆ ≤ ∆′ ≤ d we have p = c − 1 so that
∆+ c − p− 2 = ∆− 1, which is the desired result.
2. ∆′ > d.
Claim: |Ui| = i− d+ 1 for i ∈ {∆′, . . . , `c−1}, and |Ui| = `c−1 − 2d+ 2 for i ∈ {d, . . . ,∆′ − 1}.
If i ∈ {∆′, . . . , `c−1} then |Ui| = i − d + 1 since i + d ≥ ∆′ + d = `c−1 + 1 > `c−1. When i ∈ {d, . . . ,∆′ − 1},
then Ui = {0, . . . , i − d} ∪ {i + d, . . . , `c−1} since this time i + d ≤ ∆′ − 1 + d = `c−1. The cardinality of Ui is then
(i− d+ 1)+ `c−1 − (i+ d)+ 1 = `c−1 − 2d+ 2. Therefore this claim is also true. In order to prove that fewer than∆
stars amongst Sd, . . . , S`c−1 have maximum degree at least p+ 1 we need two subcases.
(a) ∆ ≤ d.
Nowwe have p = c−1. If i ∈ {d, . . . ,∆′−1}, then |Ui| = `c−1−2d+2 = ∆−d+c−1 = p+ (∆−d) ≤ p < p+1.
Thereforewe need only consider i ∈ {∆′, . . . , `c−1}. But thenwhen |Ui| = i−d+1 ≥ p+1 then i ≥ p+d = d+c−1
so that there are `c−1 − i + 1 ≤ `c−1 − (d + c − 1) + 1 = ∆ − 1 of these stars with degree at least p + 1. This is
again the desired result.
(b) ∆ > d.
This time p = ∆− d+ c − 1. If i ∈ {d, . . . ,∆′ − 1} then |Ui| = `c−1 − 2d+ 2 = p < p+ 1 so once again we only
need to consider i ∈ {∆′, . . . , `c−1}. But then if |Ui| = i − d + 1 ≥ p + 1 then i ≥ p + d = ∆ + c − 1 so that the
number of required stars is `c−1 − i+ 1 ≤ `c−1 − (∆+ c − 1)+ 1 = d− 1 < ∆ and we are done.
First we assume that x ∈ V0 (where x is the root of T∆,p in the definition of T∆,p). Then each of the ∆ vertices xi must
belong to a unique Vj with j ≥ d. But this is a contradiction since each xi is of degree p + 1. Therefore there can be no
S-division of T∆,p when x ∈ V0.
Next we assume that x ∈ Vi for any i 6= 0. When i < dwe have Ui = {i+ d, . . . , `c−1} so that |Ui| = `c−1− (i+ d)+ 1 =
∆+ c− i−2. The other possible values for |Ui|, when i ≥ d, are i−d+1 and `c−1−2d+2. Now x has degree∆ so wemust
have |Ui| ≥ ∆. If `c−1 − 2d+ 2 ≥ ∆ then c − 1 ≥ d. But this is a contradiction since c ≤ min{∆, d}. If∆+ c − i− 2 ≥ ∆
then i ≤ c− 2 and if i− d+ 1 ≥ ∆ then i ≥ ∆+ d− 1. In both these cases wemay use Lemma 15 to obtain a contradiction,
as with the case x ∈ V0. Therefore T∆,p is not a subtree of H∆,d,c−1. The main result now follows from Theorem 6. 
6. Subtrees of H∆,2,1 with∆ ≥ 3
In this section we apply the S-partition viewpoint of H∆,2,1 (with∆ ≥ 3) in order to find some necessary conditions for
a tree to be of class one. Loosely speaking, we will look at the local neighborhood of maximum degree vertices of H∆,2,1, and
then use this to put a constraint on the local arrangement of maximum degree vertices in any class one tree.
It is possible to reduce the size of an L(d, 1)-specified star set by using Lemma 14. Let S = {S0, . . . , S∆+1} be an L(2, 1)-
specified star set when c = 1.Wemodify S as follows: for every v ∈ V (Si), if v is labeled jwhere j ≥ d∆+12 e then relabel v as
δ(j); otherwise leave v with its original label. The modified set S now contains pairs of the same labeled stars. In fact, if we
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Fig. 3. The modified star set S with∆ = 3.
Fig. 4. The tree H(u).
throwout each second copy, the cardinality ofS becomes b∆+12 c+1. For the rest of this sectionwe letS = {S0, . . . , Sb∆+12 c+1},
with labels as described by the modification (see Fig. 3). It is easy to verify that S is a star set, and that H∆,2,1 is still the
translation invariant tree with star set S. The utility of these reduced star sets lies in the following observation:
Observation. S0 is isomorphic to K1,∆, while Si is isomorphic to K1,∆−1 for i ≥ 1.
Let u be a maximum degree vertex H∆,2,1. We wish to describe the distribution of the other maximum degree vertices
of H∆,2,1 ‘‘close’’ to u. To this end, let P1, . . . , Pa, a ≤ ∆ be paths in H∆,2,1 such that each Pi starts with u, ends with another
vertex of maximum degree, and no other maximum degree vertices of H∆,2,1 lie on Pi. We assume that these paths are
mutually edgewise disjoint and that the value of a is chosen to be a maximum (i.e. the only paths of this type in H∆,2,1 are
the paths P1, . . . , Pa). Let H(u) be the subgraph of H∆,2,1 induced by the paths P1, . . . , Pa. We will show that H(u) is the
graph shown in Fig. 4 (each vertex represented by a full colored circle is a vertex of maximum degree in H∆,2,1 and every
other vertex is of degree∆− 1 in H∆,2,1).
Since we are dealing with L(2, 1)-labelings we have the following lemma, discovered by Chang and Kuo and published
as part of a lemma in [2]:
Lemma 17. For any graph G of maximum degree ∆, if λ2,1(G) = ∆ + 1 then N1[x] contains at most two vertices of degree ∆
for any x ∈ V (G).
In the next proposition we also state a specific case of the previous lemma, but by considering H∆,2,1.
Proposition 18. Let u be a vertex of maximum degree in H∆,2,1. Then there exists exactly one vertex u1 of maximum degree which
is adjacent to u.
Proof. The result follows by considering the labeling of S0 and noticing that only the center and one other vertex of S0 are
labeled 0. 
Proposition 19. Let u be a vertex of maximum degree in H∆,2,1. Then there exist exactly ∆ − 2 maximum degree vertices u2,i,
1 ≤ i ≤ ∆− 2, with d(u, u2,i) = 2.
Proof. We root H∆,2,1 at u. Let u1 be the child of u of maximum degree. In S0 there is exactly one vertex, say v1, labeled 1.
In S1 there is exactly one vertex labeled 0 so that none of the children of v1 have maximum degree (but there are vertices
of maximum degree among the grandchildren of v1). Lastly, let v be a child of u with any label other than 0 or 1. Every Sj,
2 ≤ j ≤ b∆+12 c, contains exactly two vertices labeled 0. Therefore v has exactly one vertex of maximum degree as a child.
Since there are exactly∆− 2 vertices such as v, the desired result follows. 
We have thus shown that H(u) is the tree of Fig. 4. Note that 1 ≤ c ≤ 2 so that any tree of maximum degree∆will be of
class two if it is not a subtree of H∆,2,1. Therefore we have the following corollary to the previous two propositions:
Corollary 20. Let T be any tree of maximum degree∆. Then T is of class two if either of the following properties hold:
1. A maximum degree vertex v has two or more vertices of maximum degree in its open neighborhood.
2. A maximum degree vertex v has more than∆− 2maximum degree vertices at distance two from it.
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Fig. 5. Trees in class two.
Fig. 6. A finite part of the tree H3,3,1 .
To conclude this section we will consider five different trees and prove that they are of class two. These trees were
originally presented in [6] (see Fig. 5). The solid circles are vertices of maximum degree∆, the square vertices have degree
at least∆− 2, while the open circled vertices are arbitrary vertices.
1. This follows directly from the first part of Corollary 20.
2. None of the maximum degree vertices can be the vertex u of the tree H(u) due to the reasoning by Proposition 19.
3. Suppose that this tree has an S-division V = {V0, . . . , Vb∆+12 c}. Note that by Propositions 18 and 19 neither the vertex c
nor any of the vertices ci, i ∈ {1, . . . ,∆− 2} can be elements of V0. In fact, c must be an element of V1 since any star Sk,
k 6∈ {0, 1}, has∆− 1 leaves, two of which are labeled 0. Now S1 has one leaf labeled 1 so that some vertex ci is in V1. But
this is a contradiction since S1 has only one leaf labeled 0. Therefore this tree must be of class two.
4. This follows directly from the second part of Corollary 20.
5. According to Proposition 18 exactly one of the vertices u1, . . . , u∆, say uj must be a maximum degree vertex. This can
clearly not be (see tree (2)). Therefore the given tree is not of class one.
7. Totally minimal trees
A totally minimal tree T is λj,k-minimal, regardless of the choice of j and k, j ≥ k. The infinite tree T∆ was constructed in
[3] in order to characterize these trees. The tree T∆ is defined as follows:
For any positive integer∆, a∆-sequence is a sequence (b0, b1, . . . , bm) of integers satisfying:
S1. b0 = 0.
S2. 0 ≤ bi ≤ ∆− 1 for all i.
S3. bi ≥ bi−1 and bi ≥ bi+1 for all odd i.
S4. bi 6= bi+2 for all i.
T∆ is the tree whose vertex set consists of all∆-sequences and a vertex (b0, . . . , bm) is adjacent to a vertex (c0, . . . , cn)
if and only if |m− n| = 1 and bi = ci for 0 ≤ i ≤ min{m, n}. It was shown in [3] that a tree T of maximum degree ∆ is
totally minimal if and only T is a subtree of T∆. Moreover, it was shown that a given tree T of maximum degree∆ is totally
minimal if and only if T is λ∆,1-minimal. So we see that T is totally minimal if and only if T ⊆ H∆,∆,1. Therefore H∆,∆,1 is
isomorphic to T∆. See Fig. 6 for a finite part of H3,3,1. The solid circles are vertices of maximum degree 3, the open circles are
vertices of degree 2, while the square vertices are leaves.
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