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SINGULAR PERTURBATION OF AN ELASTIC ENERGY WITH A
SINGULAR WEIGHT
OLEKSANDR MISIATS, IHSAN TOPALOGLU, AND DANIEL VASILIU
Abstract. We study the singular perturbation of an elastic energy with a singular
weight. The minimization of this energy results in a multi-scale pattern formation. We
derive an energy scaling law in terms of the perturbation parameter and prove that,
although one cannot expect periodicity of minimizers, the energy of a minimizer is uni-
formly distributed across the sample. Finally, following the approach developed by Al-
berti and Mu¨ller [1] we prove that a sequence of minimizers of the perturbed energies
converges to a Young measure supported on functions of slope ±1 and of period depend-
ing on the location in the domain and the weights in the energy.
1. Introduction
In this paper we study minimizers of the singularly perturbed energy functionals of the
form
(1.1) Eε(u) =
ˆ 1
0
(
ε tα |u′′|+ t−β u2
)
dt
over the admissible class
A = {u ∈ H2([0, 1]) : |u′| = 1, u(0) = u(1) = 0},
where α and β are constants.
Functionals of this type appear in models of solid-to-solid phase transitions. They can
be used to describe the multi-scale pattern formation of distinct phases and to understand
the length scale of fine structures as well as their periodicity. The functional (1.1) without
weights (i.e., α = β = 0) was analyzed by Mu¨ller in [12] where he argued that when ε > 0
is sufficiently small, the energy order of magnitude scales as ε2/3 and the minimizers are
periodic with period proportional to ε1/3. Given the assumption of competing weights in
front of the elastic and surface energy terms, the periodicity of minimizers of (1.1) can no
longer be anticipated.
Specifically, the effect of the weights in the energy (1.1) is that the minimizing fine
structures have a priori unknown multi-scale behavior which depends on the location in
the domain [0, 1]. In [1], Alberti and Mu¨ller introduced a novel approach by extending
the classical Γ-convergence methods to rigorously analyze variational problems with two
distinct length scales. As in formal asymptotics they introduced a slow and a fast scale
and investigated the rescalings Rεsu
ε(t) = ε−1/3 uε(s + ε1/3t) of minimizers uε. This ap-
proach facilitated the derivation of a variational problem reformulated in terms of the
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Young measure that was generated by the maps s 7→ Rεsuε. It was argued that this par-
ticular Young measure νs represents the probability that R
ε
su
ε assumes a certain value in
a small neighborhood of s in the limit ε → 0. In other words, the measure νs gives the
probability to find a certain pattern on the scale ε1/3 near the point s and is supported
on micropatterns.
In the seminal paper [1] two-scale energies were considered under the assumption that
the weight of the elastic term is in L∞. Here we extend on their results by allowing
unbounded weights for the bulk energy term, as well as an additional weight in the surface
energy term. The first step in our proceedings is to construct an explicit upper bound on
the energy of minimizers Eε(u
ε) and to show that the energy is of order ε2/3 when ε→ 0
, i.e.,
C1 ε
2/3 6 Eε(uε) 6 C2 ε2/3
for some constants C1, C2 > 0 provided β < 3. We prove this scaling law in Section 2.
This construction requires a fine analysis since near t = 0 the singularity of the weight
t−β needs to be controlled.
As noted above, due to the weights in the energy functionals, one should not expect
periodicity of minimizers; however, we are still able to obtain that the energy of a min-
imizer is distributed uniformly throughout the sample. This result is reminiscent of the
branching phenomena that occurs near the austenite interface in some models of marten-
sitic phase transitions (cf. [7, 9]). As detailed in Section 3, if we denote by ϕ(x) the energy
contribution of a minimizer on the interval [0, x], then we obtain that
ϕ(x) 6 Cxε2/3
provided x > Cε2/(9−3β) and β < 3 with 2α > β. This implies that, despite our upper
bound construction for the energy scaling law requires more oscillations on the edge where
the weight of the bulk term has a singularity, the energy distribution is still uniform across
the domain.
Finally, in Section 4, we adapt the approach developed in [1] and, quite similarly, we
identify the asymptotic limit of minimizers of energies Eε and their diffuse-level coun-
terparts. In particular, for α, β > 0 with β − 2α < 3, we prove that for a sequence of
minimizers {uε}ε>0 the Young measure which arises as the limit of the maps s 7→ Rεsuε
as ε → 0 is supported on the set of all translations of sawtooth functions with slope ±1
and period a constant multiple of s(α+2β)/6. The arguments and proofs in this part of our
paper follow mostly from those in [1]; however, due to the inclusion of a singular weight
in the energy some modifications are required. While referring the reader to the results of
[1], we point out that nontrivial modifications are needed for our setup and we show how
these modifications are obtained.
Of particular interest is the connection of the functionals (1.1) with the Ohta–Kawasaki
theory of diblock copolymers (cf. [3, 6, 13]) on the surface of the unit two-sphere [4, 16].
Pattern formation of ordered structures on curved surfaces arises in systems ranging from
biology to materials science. These include covering virus and radiolaria architecture,
colloid encapsulation for possible drug delivery. As for the study of diblock copolymers,
the self-assembly in thin melt films confined to the surface of a sphere was investigated
computationally in [2, 10] via a model that uses the self-consistent mean field theory. In
[15] the authors look at the patterns emerging as a result of phase separation of diblock
copolymers numerically on spherical surfaces by using the Ohta–Kawasaki model.
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Ohta–Kawasaki theory asserts that minimization of the energy
(1.2) OKε(u) =
1
2
ˆ
S2
ε|∇u|+
ˆ
S2
|∇v|2 dH2,
over BV (S2; {±1}) subject to the mass constraint ´S2 u dH2 = 4pim, describes the pattern
formation of diblock copolymers. Here m ∈ (−1, 1) is a constant, S2 denotes the two-
sphere in R3, H2 denotes the two-dimensional Hausdorff measure, and ´ |∇u| is the total
variation of the function u. The two phases of these copolymers are described by the phase
parameter u taking on values −1 and 1. The function v in the energy (1.2) is a solution
of the Poisson problem
−∆v = u−m,
where −∆ denotes the Laplace–Beltrami operator on S2. There is extensive literature on
the mathematical analysis of the Ohta–Kawasaki model on flat domains, such as the flat-
tori, general bounded domains, and the unbounded Euclidean space (see [5] for a review).
The rigorous mathematical analysis of the Ohta–Kawasaki model on curved spaces is
rather rare [4, 16].
When the mass fractionm is zero (i.e., equal amounts of the phases 1 and−1), numerical
computations reveal almost striped (or spiral-like) patterns (cf. [2, 10, 15]). Approximate
striped patterns of diblock copolymers confined in a ball that exhibit different scales
depending on the height in the sample have also been observed in experiments [8]. In order
to analyze such patterns we can make an axisymmetric ansatz on the critical pattern (i.e.,
that a critical pattern u is a function of the polar angle φ on S2 only). Then the energy
(1.2) of such an axisymmetric pattern becomes
OKε(u) =
ˆ 1
−1
(
ε
√
1− t2|u′′|+ u
2
1− t2
)
dt
by a change of variables t = cosφ (see [4, Section 2] for details). After another suitable
change of variables, minimization of Eε with α = 1/2 and β = 1 is equivalent to minimiza-
tion of energies E˜ε over H
1-functions which satisfy |u′| = 1 and u(−1) = u(1) = 0.
We conclude by noting that throughout we will use lower and upper case letters c
and C (possibly with subscripts as in C1, C2) to denote generic constants which might
change from line to line. When necessary we will denote the dependence of a constant to
a particular parameter by using the standard function notation such as in C(γ).
2. Scaling of the energies Eε and their diffuse-level counter parts
In addition to the enegies Eε we also consider their diffuse-level counterparts given by
the functionals
Fε(u) =
ˆ 1
0
(
ε2 tα (u′′)2 +W (u′) + t−β u2
)
dt
over H2([0, 1]) where W denotes the double-well potential W (x) := 14(1 − x2)2. Heuris-
tically it is clear that when ε is sufficiently small the first two terms in the energy ε−1Fε
approximate
´ 1
0 |u′′| dt for any function with |u′| = 1.
Our main results in this section are the scaling laws for the minimal energies of the
functionals Eε and Fε. Namely, we have the following theorems.
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Theorem 2.1. Let α ∈ R and β < 3. Let u˜ be a minimizer of Eε in the class A. Then
there are constants 0 < C1 6 C2 such that
C1 ε
2/3 6 Eε(u˜) 6 C2 ε2/3.
Theorem 2.2. Let α ∈ R and β < 3. Let u˜ ∈ H2([0, 1]) be a minimizer of Fε subject to
u(0) = u(1) = 0. Then there are constants 0 < C1 6 C2 such that
C1 ε
2/3 6 Fε(u˜) 6 C2 ε2/3.
We start with the proof of the first theorem. The main difficulty here is to construct a
good upper bound which would compensate the contribution of the singularity t−β to the
energy.
Proof of Theorem 2.1. Let us start with the construction of the upper bound. Fix n > 2
and let
(2.1) γ > −1
be a constant to be chosen later. We are going to construct a piecewise linear test function
u˜ where u˜′ has n-many jumps located at the points {zk : 1 6 k 6 n}. In addition, we will
set z0 = 0 and zn+1 = 1. Now let zk be such that
yk := zk − zk−1 = (γ + 1) k
γ
nγ+1
.
In particular, zk =
∑k
i=1 yi. Using a generalization of the classic Faulhaber’s formula [11]
given by
(2.2)
n∑
k=1
kµ =
nµ+1
µ+ 1
+O(nµ) for any µ > −1,
we get that there is a constant C(µ) > 0 such that
(2.3)
n∑
k=1
kµ 6 C(µ)nµ+1
for any n > 2. Also, as a consequence of (2.2), we have
∑n
k=1 yk = 1 +O (1/n). If needed,
we can modify the last term yn+1 in order to enforce zn+1 = 1, thus
∑n+1
k=1 yk = 1 Now
we define u˜ on [0, 1] as the piecewise linear function of slopes ±1 where the jumps in the
derivative of u˜ occur at zk’s (see Figure 1 for an example).
For t ∈ [0, z1], we have
ˆ z1
0
t−β u˜2 dt =
ˆ z1
0
t2−β dt =
z3−β1
3− β .
provided
(2.4) β < 3.
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Figure 1. The function u˜ with six jumps in its derivative, and γ = 1.
For k > 2 the test function u˜ satisfies maxt∈[zk−1,zk] |u˜| = max{|u˜(zk−1)|, |u˜(zk)|} 6 yk.
Therefore, for k > 2, we have
ˆ zk
zk−1
t−β u˜2 dt 6 (zk−1)−βy3k =
(
k−1∑
i=1
yi
)−β
y3k.
Using (2.3), for all k > 2,
k−1∑
i=1
yi = (γ + 1)
k−1∑
i=1
iγ
nγ+1
6 C(γ)k
γ+1
nγ+1
.
Applying (2.3) once again with
(2.5) µ = 3γ − β(γ + 1) > −1,
there exists some constant C1(γ) > 0 such that
ˆ 1
0
t−β u˜2 dt =
n+1∑
k=1
ˆ zi
zi−1
t−βu˜2dt 6 z
3−β
1
3− β + C(γ)
−β
n+1∑
k=2
k−β(γ+1)
n−β(γ+1)
k3γ
n3(γ+1)
6 γ + 1
3− β
1
n(γ+1)(3−β)
+ C1(γ)
n−β(γ+1)+3γ+1
n−β(γ+1)+3(γ+1)
=
γ + 1
3− β
1
n(γ+1)(3−β)
+
C1(γ)
n2
=
C1(γ)
n2
+O
(
1
n2
)
provided
(2.6) (γ + 1)(3− β) > 2.
In addition, for
(2.7) α > − 1
1 + γ
,
we have
ˆ 1
0
ε tα |u˜′′| dt = 2ε
n∑
k=1
(zk)
α = 2ε
n∑
k=1
(
k∑
i=1
yi
)α
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6 εC(γ)
n∑
k=1
(
kγ+1
nγ+1
)α
6 εC2(γ)n
α(γ+1)+1
nα(γ+1)
6 εC2(γ)n.
Hence, for α, β and γ satisfying (2.1), (2.4), (2.5), (2.6) and (2.7) (see Figure 2), we have
Eε(u˜) 6 εC2(γ)n+
C1(γ)
n2
.
Optimizing in n, we see that n = Cε−1/3. Therefore Eε(u˜) 6 C2ε2/3 for some constant
C2 > 0.
−1
3
γ
β
β < 3− 2γ+1
Figure 2. The shaded area shows the possible choices for γ and β satisfying the
constraints (2.1), (2.4), (2.5), and (2.6).
The lower bound follows by repeating the calculations in [12, 17] on the interval [δ, 1]
for any 0 < δ < 1. Namely, we have that
Eε(u˜) > C(δ)
ˆ 1
δ
(
ε |u˜′′|+ u˜2) dt > C1ε2/3
for some constants C(d), C1 > 0 independent of ε. This concludes the proof of the
theorem. 
We now turn to the proof of the second theorem.
Proof of Theorem 2.2. As before, we start with the upper bound. Following the proof of
Theorem 2.1, for fixed n > 2 we are going to construct a test function uˆ as a modification
of the function u˜ obtained in the proof above. For µ > 0 define
fµ(t) =

t2
2µ
if |t| 6 µ,
|t| − µ
2
if |t| > µ
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so that fµ(x) ∈ C1(−1, 1) (see Figure 3). We may now define uˆ as
(2.8) uˆ(t) =
{±fµ(t) + ck for |t− zk| < µ, 1 6 k 6 n,
u˜(t) otherwise,
where the sign ± and the constants ck are chosen in order for uˆ ∈ C1([0, 1]), and u˜ is the
test function from the Theorem 2.1.
−1 1-µ µ x
y y = fµ(x)
ε
ε
ε
Figure 3. The functions fµ and uˆ with the optimal transition layer scale given by µ = ε.
In addition to the conditions for α, β and γ in Theorem 2.1, the natural restriction for
the construction (2.8) is that z1  µ.
By construction we have that
(2.9)
ˆ 1
0
t−β uˆ2dt 6
ˆ 1
0
t−β u˜2dt 6 C
n2
.
Therefore it remains to estimate the first two terms in the energy,
ˆ 1
0
(
ε2 tα (uˆ′′)2 +W (uˆ′)
)
dt.
Note that
ˆ 1
0
W (uˆ′) dt =
ˆ 1
0
(1− (uˆ′)2)2 dt = 2n
ˆ z1+µ
z1
(
1−
(
t
µ
)2)2
dt = C nµ.
Next we estimateˆ 1
0
ε2 tα(uˆ′′)2 dt =
ε2
µ2
n∑
k=1
ˆ zk+µ
zk−µ
tα dt =
ε2
(α+ 1)µ2
n∑
k=1
[
(zk + µ)
α+1 − (zk − µ)α+1
]
6 C(α) ε
2
µ
n∑
k=1
zαk 6
C(α)n ε2
µ
for some C(α) > 0 depending on α. Hence
ˆ 1
0
(
ε2 tα (uˆ′′)2 +W (uˆ′)
)
dt 6 C(α)n ε
2
µ
+ C nµ.
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First we optimize in µ and get that µ = ε (see, again, Figure 3). This yields the estimateˆ 1
0
(
ε2 tα (uˆ′′)2 +W (uˆ′)
)
dt 6 C(α) ε n.
Combining this with the estimate (2.9) we get
Fε(uˆ) 6
C
n2
+ C(α) ε n.
Finally optimizing in n yields the upper bound
Fε(uˆ) 6 C2ε2/3
for some C2 > 0 independent of ε.
The lower bound follows as in the proof of Theorem 2.1 above by chopping off a small
interval [0, δ] containing the singularity, and estimating the energy Fε from below using
the computations in the literature [12, 17]. 
3. Uniform energy distribution of minimizers of Eε
In this section we prove that the energy of a minimizer is distributed uniformly across
the domain although our upper bound construction in the previous section show more
frequent oscillations between the phases ±1 closer to the boundary of the domain at zero.
Let u∗ be the global minimizer of Eε. For x ∈ [0, 1] let ϕ(x) be the energy of the
minimizer of Eε given on the interval t ∈ [0, x]. Namely,
ϕ(x) := Exε (u∗) where E
x
ε (u∗) :=
ˆ x
0
(
ε tα|u∗′′|+ t−β u∗2
)
dt.
Then our main result in this section states that ϕ grows linearly in x.
Theorem 3.1. Let β < 3. There exist absolute constants c1 > 0 and c2 > 0, such that if
x > c1 ε2/(9−3β)
and
(3.1) 2α > β,
then
ϕ(x) 6 c2 x ε2/3.
For the proof of Theorem 3.1 we need the following Lemmas. The first lemma below is
also a crucial tool in the next section.
Lemma 3.2. For any a > 0 let
(3.2) eaε := infAa
Eaε(v) with E
a
ε(v) :=
ˆ a
0
(
ε tα |v′′|+ t−β v2
)
dt
over the admissible class
Aa := {v ∈ H2([0, a]) : |v′| = 1, v(0) = v(a) = 0}.
Then
eaε 6 C a(3+2α−β)/3 ε2/3
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for some constant C > 0.
Proof. Rescaling t = x/a and u(·) = v(·)/a, for any v ∈ Aa we have ±1 = vx = vt/a = ut.
Hence, u(t) ∈ A = A1 and
Gaε(u) :=
ˆ 1
0
(
ε aαtα |u′′|+ a3−βt−β u2
)
dt =
ˆ a
0
(
ε xα |v′′|+ x−β v2
)
dx = Eaε(v).
We may now use the test function u˜ ∈ A from Theorem 2.1 with n-many “teeth” to
conclude
inf
A
Gaε [u] 6 Gaε [u˜] 6 C1εaαn+
C2a
3−β
n2
where C1 and C2 are independent of ε and n. Optimizing in n, we get n = Cε
−1/3 a(3−β−α)/3.
Therefore,
eaε = G
a
ε [u˜] 6 C a(3+2α−β)/3 ε2/3,
and the result follows. 
Lemma 3.3. Let u∗ be a minimizer of Eε. Then there is an absolute constant C > 0 such
that for all x > 0
|u∗(x)| 6 C ε2/9 xβ/3.
Proof. Fix x > 0 such that u∗(x) > 0 (if u∗(x) < 0, the argument is analogous). Further-
more, the constraints u′∗ 6 1 and u∗(0) = 0 imply that u∗(x) 6 x. It follows from the
upper bound in Theorem 2.1 that
(3.3)
ˆ x
x−u∗(x)
u2∗(t)
tβ
dt 6 Cε2/3.
On the other hand, using the constraint u′∗ 6 1 once again,
(3.4)
ˆ x
x−u∗(x)
u2∗(t)
tβ
dt >
ˆ x
x−u∗(x)
(t− x+ u∗(x))2
tβ
dt > u
3∗(x)
3xβ
.
Combining (3.3) and (3.4), the statement follows. 
We now return to the proof of Theorem 3.1.
Proof of Theorem 3.1. Note that ϕ(x) = minKx Exε (u) where
Kx :=
{
u ∈ H2([0, x]) : |u′| = 1, u(0) = 0, u(x) = u∗(x)
}
.
If u∗(x) = 0, then
ϕ(x) 6 C ε2/3 x
using Lemma 3.2 and (3.1). Now, assume u∗(x) > 0 (the case u∗(x) < 0 is treated
analogously). In this case we may argue, using minimality of ϕ, that
(3.5) ϕ(x) 6 Exε (v)
for some test function v ∈ Kx. In particular, choose v(t) as
v(t) =
{
ux−u∗(x)(t) if t ∈ [0, x− u∗(x)),
t− (x− u∗(x)) if t ∈ [x− u∗(x), x],
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x
u∗(x)
x − u∗(x)
Figure 4. The function v defined on the interval [0, x] for any x ∈ [0, 1].
where ux−u∗(x)(t) is the minimizer of E
x−u∗(x)
ε with Eaε defined as in (3.2).
By Lemma 3.2, we have that
(3.6)
Exε (v) 6 C ε2/3 (x− u∗(x)) +
ˆ x
x−u∗(x)
(t− (x− u∗(x)))2
tβ
dt
6 C ε2/3 x+ u
3∗(x)
3(x− u∗(x))β .
On the other hand, it follows from the definition of ϕ(x) that for a.e. x ∈ [0, 1] the function
ϕ(x) is differentiable, and for a.e. x,
(3.7) ϕ′(x) = x−βu2∗(x).
Combining (3.5), (3.6) and (3.7), we get
(3.8) ϕ(x) 6 C ε2/3 x+ u∗(x)
3
u2∗(x)
(x− u∗(x))β 6 Cε
2/3x+
x
3
ϕ′(x)xβ
(x− u∗(x))β ,
where we used the natural inequality u∗(x) 6 x. By Lemma 3.3, u∗(x) 6 C ε2/9 for all
x 6 1. Therefore, if
x >
(
31/3
31/3 − 1
)
C ε2/3
then we get
(3.9) x >
(
31/3
31/3 − 1
)
u∗(x).
The latter inequality implies that
(3.10)
x
x− u∗(x) 6 3
1/3.
In view of (3.10), the inequality (3.8) leads to the following differential inequality:
ϕ(x) 6 C ε2/3 x+ 3
β/3
3
xϕ′(x),
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which, in turn, yields for some c1 > 0,
(3.11) ϕ(x) 6 c1 x ε2/3 for x >
(
31/3
31/3 − 1
)
C ε2/9,
since β < 3 by assumption. For x 6
(
31/3
31/3−1
)
C ε2/9, Lemma 3.3 implies that
u∗(x) 6 C1 ε
2
9(1+
β
3 ).
Therefore, for x ∈
((
31/3
31/3−1
)
C1ε
2
9(1+
β
3 ),
(
31/3
31/3−1
)
Cε
2
9
)
, we obtain (3.9). As a result, the
estimate (3.11) extends to this larger interval, i.e., for some c2 > 0 we have
(3.12) ϕ(x) 6 c2 x ε2/3 for x >
(
31/3
31/3 − 1
)
C1 ε
2/9(1+β/3).
The inequality (3.12), in turn, implies, by Lemma 3.3,
u∗(x) 6 C2 ε
2
9
(
1+β
3
+(β3 )
2
)
for x 6
(
31/3
31/3−1
)
C1 ε
2/9(1+β/3). Iterating this process, for all n > 1 we have
u∗(x) 6 C ε
2
9
(∑n+1
k=1(
β
3 )
k
)
as long as x 6 C ε
2
9
(∑n
k=1(
β
3 )
k
)
, and thus
(3.13) ϕ(x) 6 c2 x ε2/3 for x > Cε
2
9
(∑n
k=1(
β
3 )
k
)
.
Passing to the limit as n→∞ in (3.13), the statement of the theorem follows. 
4. Asymptotic description of minimizers of Fε
In this section we prove our next main result describing the minimizing patterns of
diffuse-level energies Fε in the ε→ 0 limit.
Theorem 4.1. Let α, β > 0 such that β−2α < 3. Let {uε}ε>0 be a sequence of minimizers
of diffuse-level energies Fε. Let R
ε
s(u)(t) := ε
−1/3uε(s+ ε1/3t) be the rescalings of uε and
let ν be the Young measure which arises as the limit of the maps s 7→ Rεsuε as ε→ 0. Then
for a.e. s ∈ [0, 1] the measure νs is supported on the set of all translations of sawtooth
functions
(4.1) yh(s)(t) = |t| − h/4 for t ∈ (−h/2, h/2]
with slope ±1 and period h(s) := Ls(α+2β)/6 where L := (96 ´ 1−1√W )1/3.
We establish this theorem by closely following the arguments in Alberti and Mu¨ller’s
work [1, Chapter 3] which relies on a Γ-convergence argument. In their paper Alberti and
Mu¨ller consider two-scale energies where the weight in front of the elastic term is in L∞.
However, they note that, with some modification, their results would apply to cases where
the weight is in L1. Obtaining these modifications for our functional Eε is the main goal
in this section.
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As stated in [1, Chapter 3], the proof of Theorem 4.1 requires several steps. The first
step is to identify the class of all Young measures ν that are generated by sequences of
ε-blowups of functions uε. We refer the reader to [1, Chapter 2] for details regarding
Young measures and the space thereof. For the convenience of the reader we state the
next result as a lemma; the proof appears in the paper of Alberti and Mu¨ller.
Lemma 4.2 (Proposition 3.1 in [1]). Let ν be a Young measure generated by the ε-
blowups of a countable sequence of measurable functions uε. Then for a.e. s ∈ (0, 1), νs
is an invariant measure on the space of all measures functions x : R → [−∞,∞] modulo
equivalence almost everywhere.
The next step involves rewriting the functional Fε(u) in terms of the rescaled functions
Rεsu. For simplicity of notation let us denote
a(t) := tα and b(t) := t−β,
and by extending the functions a and b periodically out of (0, 1) we set
aεs(t) := (s+ ε
1/3t)α and bεs(t) := (s+ ε
1/3t)−β.
For any function u ∈ H2per([0, 1]), let xs = Rεsu for every s ∈ [0, 1]. Also, for any fixed
r > 0, and for any function x of class H2 on (−r, r) we set
f εs (x) :=
 r
−r
(
ε2/3aεs(t)(x
′′)2 + −2/3W (x′) + bεs(t)x
2
)
dt.
Note that, with this definition we have
ε−2/3Fε(u) =
ˆ 1
0
f εs (xs) ds.
The third step in Alberti and Mu¨ller’s program describes the asymptotic behavior of
the functionals f εs as ε→ 0. We state this result in a lemma below.
Lemma 4.3. Let α, β > 0. Let s ∈ (0, 1). Then the sequence of functionals f εs , extended
to be +∞ for any measurable function x on (−r, r) that is not in H2(−r, r), Γ-converges
to the functional
fs(x) :=
A0
√
a(s)
 r
−r
|x′′| dt+ b(s)
 r
−r
x2 dt if x ∈ S(−r, r),
+∞ otherwise.
where A0 = 2
´ 1
−1
√
W and S(−r, r) denotes the class of sawtooth functions, i.e., all mea-
surable functions, modulo equivalence almost everywhere, that are continuous and piecewise
affine on (−r, r) with slope ±1.
The proof of this lemma relies on a general Γ-convergence result for anisotropic Cahn–
Hilliard-type functionals by Owen and Sternberg [14, Section 3]. We state a special case
of their result here for the convenience of the readers.
Proposition 4.4 (Example 1 in Section 3 in [14]). The sequence of functionals
ˆ 1
0
(
εA(x, u)|∇u|2 + 1
ε
W (u)
)
dx if u ∈ H1per([0, 1]),
+∞ otherwise,
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Γ-converges with respect to the L1-topology to the functional
ˆ 1
0
ˆ 1
−1
√
W (s)A(x, s) dxd|u|(x) if u ∈ BVper([0, 1]), and |u| = 1 a.e.,
+∞ otherwise,
as ε→ 0, where d|u| denotes the total variation measure.
Now we turn to the proof of the lemma above.
Proof of Lemma 4.3. Note that we cannot directly apply the above proposition to the first
two terms of f εs since the weight in the first term of f
ε
s also depends on ε. However, since
aεs(·) = a(s + ε1/3 ·) by definition, and since a(t) = |t|α, we have that aεs = a(s) + O(εα)
and aεs → a(s) in L1(0, 1) for any fixed s ∈ (0, 1) as ε → 0. Therefore, after a diagonal
argument, the functionals  r
−r
(
ε2/3aεs(t)(x
′′)2 + −2/3W (x′)
)
dt
Γ-converge, in the topology of W 1,1(−r, r), to the functional A0
√
a(s)
ffl r
−r |x′′| dt for func-
tions x ∈ S(−r, r) by the above proposition. As argued in the proof of [1, Proposition 3.3],
the additional elastic term is a continuous perturbation due to the fact that bεs → b(s) in
L1loc(0, 1) for any s ∈ (0, 1). Since W 1,1(−1, 1) embeds continuously into the set of mea-
surable functions modulo translations, the result follows from [1, Proposition 2.11(v)]. 
Before we can state the main Γ-convergence result, we need to introduce some notation.
Let M denote the set of all measurable functions x : R → [−∞,∞] modulo equivalence
almost everywhere, and let Y((0, 1),M) denote the set of all M-valued Young measures
on (0, 1). Again, we refer the readers to [1, Chapter 2] for a concise introduction to the
theory of Young measures.
Define
Hε(ν) :=

ˆ 1
0
〈νs, fεs 〉 ds if ν is the elementary Young measure
associated to Rεv for some v ∈ H2per([0, 1]),
+∞ otherwise,
where 〈µ, f〉 := ´M f dν denotes the duality pairing. Note that Hε(ν) is finite if and
only if ν is the elementary Young measure associated with the ε-blowup Rεv of some
v ∈ H2per([0, 1]) and Hε(v) = ε−2/3Fε(v).
Let I(M) denote the space of all probability measures on M that are invariant under
translations, and define
(4.2) H(ν) :=

ˆ 1
0
〈νs, fs〉 ds if νs ∈ I(M) for a.e. s ∈ (0, 1).
+∞ otherwise.
With these definitions we have the following proposition.
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Proposition 4.5. Let α, β > 0 such that β − 2α < 3. The sequence of functionals Hε
Γ-converges to H on Y((0, 1),M).
As noted in [1, Remark 3.5], Alberti and Mu¨ller establish this convergence result for a
large class of problems; however, the upper bound estimates rely on the definition of their
version of f εs . In the proof below, we will show the modifications needed for the upper
bound of the energies.
Proof. As per definition of Γ-convergence, we need to establish a lower bound and an
upper bound inequality.
Lower bound. The lower bound inequality, namely, that lim infε→0Hε(νε) > H(ν) for
any sequence νε → ν in Y((0, 1),M) can be obtained by the arguments in [1] verbatim.
Assuming that the left-hand side of the inequality is finite, and that the limit is attained
(possibly after passing to a subsequence), we see that by the definition of the energy
Hε each νε has to be the elementary Young measure associated to some ε-blowup. Since
νε → ν, by Lemma 4.2, νs is an invariant measure for a.e. s ∈ (0, 1). Thus the lower bound
inequality becomes lim infε→0
´ 1
0 〈νεs , fεs 〉 ds >
´ 1
0 〈νs, fs〉 ds. This inequality follows from
Lemma 4.3 and [1, Theorem 2.12(iv)].
Upper bound. Let D denote the class of Young measures ν ∈ Y((0, 1),M) such that there
exists countably many disjoint intervals that cover almost all of (0, 1), and on every such
interval ν agrees a.e. with an elementary invariant measure x with x ∈ Sper(0, h) and
h > 0, depending on the interval. Then [1, Lemma 3.8] proves that D is H-dense in
Y((0, 1),M). That is, for every ν ∈ Y((0, 1),M) such that H(ν) is finite, there exists
νk ∈ D such that νk → ν in Y((0, 1),M) and lim supk→∞H(νk) 6 H(ν). By [1, Remark
2.10], in order to establish the upper bound inequality, it suffices to show that every
measure ν ∈ D can be approximated in energy by ε-blowups of some functions on (0, 1).
This can be established in two steps: First by approximating a constant Young measure
ν, and next obtaining a localization of such an approximation to a general Young measure
in D.
Now let I be a given bounded interval, x ∈ Sper(0, h) for some h > 0, and xε ∈ H2per(0, h)
be a sequence of functions converging to x in M and satisfying
lim sup
ε→0
 
τ∈[0,h]
s∈I
f εs (Tτx
ε) dτds 6
 
s∈I
〈x, fs〉 ds+ η
for a given η > 0 where Tτx(t) = x(t − τ) denotes the translation operator. For every
ε > 0 choose τ ε ∈ [0, h], and set
(4.3) vε(s) := ε1/3xε(ε−1/3s− τ ε) for every s ∈ R.
Then, by [1, Lemma 3.9], vε ∈ H2per(0, hε1/3), and the ε-blowups Rεvε generate on I the
constant Young measure x. Also, the numbers τ
ε in (4.3) can be chosen so that
(4.4) lim sup
ε→0
 
I
f εs (R
εvε) ds 6
 
I
〈x, fs〉 ds+ η.
A crucial fact in the proof of the upper bound is that every ν ∈ D can be approximated
locally by a sequence of ε-blowups. Namely, by [1, Lemma 3.10], for any ν ∈ D and any
η > 0, there exists finitely many intervals Ii with pairwise disjoint closures that cover (0, 1)
with |(0, 1) \⋃ Ii| < η such that there exists hi > 0 and xi ∈ Sper(0, hi) satisfying νs = xi
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for a.e. s ∈ Ii, and for every ε > 0 there exists a 1-Lipschitz function xεi ∈ H2per(0, hi) that
converges to xi in M and satisfies
lim sup
ε→0
 
τ∈[0,hi]
s∈Ii
f εs (Tτx
ε
i ) dτds 6
 
s∈Ii
〈xi , fs〉 ds+ η.
Since D is H-dense in Y((0, 1),M), as Alberti and Mu¨ller note, by [1, Remark 2.10] it
suffices to construct, for every δ > 0 and ν ∈ D, functions wε ∈ H2per(0, 1) so that the
elementary Young measures νε associated with the ε-blowups Rεwε satisfy
(4.5) lim sup
ε→0
ˆ 1
0
fs(R
ε
sw
ε) ds 6
ˆ 1
0
〈νs, fs〉 ds+ δ.
Now, fix ν ∈ D and δ > 0. Let η > 0 be a constant that will be chosen later. Define
vεi as in (4.3) via the functions x
ε
i where τ
ε
i are chosen so that (4.4) is satisfied. Let us
denote the intervals Ii by (ai, bi) where ai < bi < ai+1 < bi+1. We set
vε(s) := vεi (s) if s ∈ (ai + rε1/3, bi − rε1/3) for some i,
where r is the constant in the definition of fs. Now we will describe how to extend the
function vε out of the union of the intervals (ai + rε
1/3, bi − rε1/3). Let M > max{1, r}
such that |xi(t)| + 1 6 M for every i and every t ∈ R. Since xεi → xi in M and are
1-Lipschitz they also converge uniformly. Therefore for ε sufficiently small |xεi (t)| 6 M
for every i and t , and |vε(s)| 6Mε1/3. For ε sufficiently small, extend vε to the interval
[bi − rε1/3, ai+1 + rε1/3] so that (vε)′ alternates between the values ±1 in a sequence of
intervals of length of order ε1/3 except the first and the last one which have length of order
Mε1/3. We take (vε)′′ of order ε−1 on the transition layers with length of order ε which
separate two consecutive intervals where |(vε)′| = 1. Due to construction the value of vε is
of order ε1/3 in each interval except the first and the last one where it is of order Mε1/3.
Finally, we note that since the weight b(s) is singular at the origin, we have to modify the
construction of Alberti and Mu¨ller near s = 0.
Fix θ > 0, to be chosen later, and let
wε(s) :=

uˆ(s/θ) if s ∈ [0, θ],
±(s− θ) if s ∈ [θ, θM ),
vε(s) if s ∈ [θM , 1],
where uˆ is defined by (2.8) in the proof of Theorem 2.2, and θM is the solution of
vε(θM ) = ±(θM − θ).
Note that due to the a priori bound on vε, we have that θ 6 θM 6 θ + ε1/3M .
Also, as shown by Alberti and Mu¨ller, the elementary Young measures νε generated by
the blowups Rεwε approximate ν in some norm that metrizes the space Y((0, 1),M). We
refer the reader to equation (2.2) in [1] for the definition of this norm.
Now, to prove (4.5), let us write
ˆ 1
0
f εs (R
ε
sw
ε) ds =
ˆ θ
0
f εs (R
ε
sw
ε) ds+
ˆ θM
θ
f εs (R
ε
sw
ε) ds+
ˆ 1
θM
f εs (R
ε
sw
ε) ds.
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Arguing as in the proof of [1, Theorem 3.4], it is easy to see that the estimates (3.29)–
(3.32) of Alberti and Mu¨ller hold in our case, since we are away from the singularity at
s = 0, with an additional weight of θ−β. Namely,
(4.6)
ˆ 1
0
f εs (R
ε
sw
ε) ds 6
ˆ θ
0
f εs (R
ε
sw
ε) ds+
∑
i
ˆ
Ii
f εs (R
ε
sv
ε
i ) ds+
1
θβ
(
C1η + C2M
3ε1/3
)
for some constants C1, C2 > 0.
On the other hand, for s ∈ [0, θ], we have that either Rεswε(s) = θuˆ(θ−1(s + ε1/3t)) or
Rεsw
ε(s) = ±((s+ ε1/3t)− θ). Thus, for ε sufficiently small, a direct computation after a
change of variables shows that for s ∈ [0, θ],
f εs (R
ε
sw
ε) 6 1
2rε2/3
ˆ θM
0
a(ξ)
(
wε(ξ)
)′′
+W
(
(wε(ξ))′
)
+ b(ξ)
(
wε(ξ)
)2
dξ
=
1
2rε2/3
(ˆ θ
0
+
ˆ θM
θ
)
6 1
2rε2/3
(
θ(3+2α−β)/3ε2/3
)
+
1
2rε2/3
M3ε
θβ
.
In the last line of the above estimate, the first term is a consequence of Lemma 3.2 and
the second term follows after a direct calculation of the energy contribution. Note that,
by assumptions on α and β, we have 3 + 2α− β > 0.
Returning to (4.6), we have thatˆ 1
0
f εs (R
ε
sw
ε) ds 6
∑
i
ˆ
Ii
f εs (R
ε
sv
ε
i ) ds+
1
θβ
(
C1η + C2M
3ε1/3
)
+ C3θ
(3+2α−β)/3.
We let ε→ 0, and obtain, by (4.4),
lim sup
ε→0
ˆ 1
0
f εs (R
ε
sw
ε) ds 6
ˆ 1
0
〈νs, fs〉 ds+ C1η
θβ
+ C3θ
(3+2α−β)/3.
Letting θ = η1/(2β) yields
lim sup
ε→0
ˆ 1
0
f εs (R
ε
sw
ε) ds 6
ˆ 1
0
〈νs, fs〉 ds+ C1η1/3 + C3η(3+2α−β)/(6β).
Hence, by choosing C1η
1/3 + C3η
(3+2α−β)/(6β) < δ we obtain (4.5). 
Before we turn to the proof of Theorem 4.1 we would like to note that a classical
consequence of Γ-convergence of the energies Hε is the following result.
Corollary 4.6. Let α, β > 0 such that β−2α < 3. For every ε > 0, let uε be a minimizer
of Fε on H
2
per([0, 1]), and let ν be a Young measure generated by a subsequence of the
ε-blowups Rεuε. Then ν minimizes the functional H given by (4.2). That is, for a.e.
s ∈ (0, 1) the measure νs minimizes 〈µ, fs〉 among all invariant probability measures µ on
M.
In fact, every Young measure generated by the ε-blowups of the minimizers of Fε is
uniquely determined by the minimality property stated in the corollary above. For h > 0,
if we define yh to be the h-periodic function on R given by (4.1) then the following
statement holds.
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Proposition 4.7. Let s ∈ (0, 1). If µ¯ minimizes 〈µ, fs〉 among all invariant probability
measures on M, then µ¯ is the elementary invariant measure associated with the function
yh(s) where
h(s) := Ls(α+2β)/6 with L :=
(
96
ˆ 1
−1
√
W
)1/3
.
As a consequence of this proposition, combined with the corollary above, we have the
following result which completes Theorem 4.1.
Corollary 4.8. Let α, β > 0 such that β − 2α < 3. For every ε > 0, let uε be a
minimizer of Fε on H
2
per([0, 1]). Then the ε-blowups R
εuε generate a unique Young measure
ν ∈ Y((0, 1),M), and a.e. s ∈ (0, 1), νs is the elementary invariant measure associated
with the sawtooth function yh(s).
Proposition 4.7 above is only a modified version of [1, Theorem 3.12] by Alberti and
Mu¨ller. The proof of their theorem applies to our case with a minor modification as the
majority of the arguments are independent of the specific form of the functionals fs. The
only modification is needed in the computation of 〈x, fs〉. Namely, with the inclusion of
a weight in front of the singular perturbation term, in Alberti and Mu¨ller’s notation, we
have that
〈x, fs〉 =
n∑
i=1
hi
h
g(hi, pi),
where g(h, p) =
A0
√
a(s)
h +
b(s)h2
12 + b(s)p
2. Since g is convex in p, the minimum occurs
when p = 0. Then optimizing in h we see that the unique minimum occurs when h(s) =
(48A0
√
a(s))1/3(b(s))−1/3 = (48A0)1/3s(α+2β)/6.
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