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ABSTRACT 
METHODOLOGIES FOR WATER RESOURCES PLANNING: DDDP AND MLOM(TL0M) 
This  i s  t h e  completion r e p o r t  f o r  t h e  f i r s t  phase of a r e sea rch  program 
on advanced methodologies f o r  water  resources  planning. A number of 
advanced concepts of water resources  planning a r e  i n v e s t i g a t e d  i n  order  
t o  develop p r a c t i c a l  methodologies f o r  op t imiza t ion  of water  resources  
systems. A s  a r e s u l t ,  two new methodologies a r e  developed; namely, t h e  
d i s c r e t e  d i f f e r e n t i a l  dynamic programming (DDDP) and the  mul t i - leve l  
op t imiza t ion  model (MLOP). The DDDP is a mathematical t o o l  which can 
overcome t h e  multi-dimensional d i f f i c u l t y  t h a t  i s  o f t e n  involved i n  t h e  
opt imiza t ion  of a complex water  resources  system, and moreover i t  can 
g r e a t l y  save t h e  c o s t  of a n a l y s i s  by reducing t h e  requi red  computer 
s t o r a g e  capac i ty  t o  s e v e r a l  hundredths of and t h e  r equ i r ed  computer 
time t o  t e n t h s  of those  r equ i r ed  by t h e  convent ional  dynamic program- 
ming technique,  The MLOM i s  a novel  scheme t o  decompose a complicated 
water resources  system i n t o  a form t h a t  can be optimized a t  s e v e r a l  
l e v e l s  f o r  a gene ra l  s o l u t i o n .  Because of t h e i r  p r a c t i c a l  usefu lness ,  
these two methodologies a r e  now being introduced t o  a c t u a l  water  resources  
planning processes .  The r e p o r t  desc r ibes  t h e  p r i n c i p l e s  and procedures of 
DDDP and MLOP inc luding  examples: an  opt imal  opera t ion  of a r e s e r v o i r  
network f o r  hydropower and i r r i g a t i o n ,  and a two-level op t imiza t ion  of 
farm i r r i g a t i o n  systems (TLOM). The r e p o r t  a l s o  summarizes o t h e r  accom- 
pl ishments .  
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I. INTRODUCTION 
1. Ob jec t i ve  of t h e  Study 
This  i s  t h e  complet ion r e p o r t  of Phase I of a r e s e a r c h  program 
on advanced methodologies f o r  wate r  r e sou rce s  p lann ing .  The o v e r a l l  
o b j e c t i v e  of t h e  e n t i r e  r e s e a r c h  program i s  t o  i n v e s t i g a t e  a number 
of advanced concepts  i n  water r e sou rce s  p lann ing  which a r e  of b a s i c  
importance b u t  have no t  been g e n e r a l l y  in t roduced  i n t o  p r a c t i c e ,  and 
t o  develop p r a c t i c a l  methodologies  of app ly ing  such concepts  t o  o p t i -  
miza t ion  of wa t e r  r e sou rce s  systems.  Modern concept  of wate r  r e sou rce s  
p lann ing  i s  t o  f o rmu la t e  wate r  r e sou rce s  problems a s  hydroeconomic 
systems and then  t o  op t imize  t h e  systems by o p e r a t i o n s  r e s e a r c h  
techn iques .  
Phase I of  t h e  r e s e a r c h  program h a s  a l r e ady  produced new 
op t im iza t i on  t o o l s  f o r  p l ann ing ,  i nc lud ing  DDDP ( D i s c r e t e  D i f f e r e n t i a l  
Dynamic Programming) and MLOM (Multi-Level Opt imiza t ion  Model). Th i s  
r e p o r t  covers  e s s e n t i a l l y  a d e s c r i p t i o n  of DDDP and t h e  two-level 
o p t i m i z a t i o n  model (TLOM) as an example f o r  MLOM. Because of t h e i r  
u s e f u l n e s s  f o r  p r a c t i c a l  purposes ,  t h e s e  new t o o l s  are now be ing  consid- 
e r e d  f o r  a c t u a l  water r e sou rce s  p lann ing  by s e v e r a l  p lann ing  agenc ies .  
For  r e s e a r c h  purposes ,  t h e s e  t o o l s  could be  f u r t h e r  r e f i n e d  i n  o rde r  t o  
enhance t h e i r  e f f e c t i v e n e s s ,  they  cou ld  be  extended t o  produce a d d i t i o n a l  
needed t o o l s  f o r  wate r  r e sou rce s  p l ann ing ,  and they  could b e  used f o r  
a n a l y s i s  of water r e sou rce s  problems t o  test hyd ro log i c ,  economic, urban 
and o t h e r  environmental  a s p e c t s  of t h e  problems. Such p o s s i b i l i t i e s  a r e  
be ing  i n v e s t i g a t e d  i n  a con t inu ing  Phase I1 of t h e  r e s e a r c h  program. 
2 .  Scope of t h e  Study 
The problem of water  resources  planning i s  t o  dec ide  what water  
resources  system t o  b u i l d .  S ince  t h e r e  a r e  u s u a l l y  numerous a l t e r -  
n a t i v e s  t o  so lve  t h i s  problem, a sound r a t i o n a l  procedure t o  s e l e c t  
t h e  b e s t  a l t e r n a t i v e s  i s  needed. The advanced methodologies f o r  water  
resources  planning i n v e s t i g a t e d  i n  t h i s  r e sea rch  program a r e  aimed t o  
formula te  such procedures f o r  p r a c t i c a l  a p p l i c a t i o n s .  Modern.water 
resources  systems a r e  o f t e n  complex beyond t h e  concept ion of p l anne r ' s  
judgment. But t h e  t a n g i b l e  p a r t  of t h e  systems can be s imulated by 
mathematical models t h a t  a r e  s u b j e c t  t o  programming techniques and 
computer s o l u t i o n  f o r  op t imiza t ion ,  t hus  provid ing  a sound b a s i s  f o r  
planning.  
The DDDP and MLOM developed i n  Phase I of t h i s  r e sea rch  program 
a r e  t h e  advanced methodologies p a r t i c u l a r l y  s u i t a b l e  f o r  t h e  above- 
mentioned purpose. 
The ope ra t i ng  p o l i c i e s  of mul t ip le -uni t  and multiple-purpose 
water  resources  systems a r e  commonly optimized by t r a d i t i o n a l  dynamic 
programming wi th  t h e  use of high-speed d i g i t a l  computers. However, 
t h i s  method gene ra l l y  encounters  two g r e a t  d i f f i c u l t i e s  t h a t  r e s t r i c t  
i t s  gene ra l  a p p l i c a t i o n ;  they a r e  t h e  unmanageable l a r g e  computer 
memory requirement and t h e  exces s ive  computer time requirement.  The 
DDDP approach can ea se  t he se  d i f f i c u l t i e s  cons iderab ly .  Whereas t h e  
t r a d i t i o n a l  dynamic programming can u s u a l l y  d e a l  w i th  two, o r  t h r e e  
a t  most, s t a t e  v a r i a b l e s ,  t h e  DDDP can e a s i l y  handle  seven,  o r  up t o  
e i g h t ,  s t a t e  v a r i a b l e s .  The DDDP procedure i s  an i t e r a t i v e  method i n  
which t h e  r ecu r s ive  equa t ion  of dynamic programming [Chow, 19641 i s  
used t o  search  f o r  an improved t r a j e c t o r y  among t h e  d i s c r e t e  s t a t e s  
i n  t h e  neighborhood of a  t r i a l  t r a j e c t o r y .  The procedure s t a r t s  wi th  
t he  t r i a l  t r a j e c t o r y  i n  t h e  s t a t e - s t a g e  domain t o  s a t i s f y  a  s p e c i f i c  
set of i n i t i a l  and f i n a l  cond i t i ons  of t h e  system and then  a p p l i e s  
Bellman's r e c u r s i v e  equa t ion  [Bellman, 19571 i n  t h e  neighborhood, o r  
c a l l e d  "cor r idor , "  of t h i s  t r a j e c t o r y .  A t  t h e  end of each i t e r a t i o n  
s t e p  a  l o c a l l y  improved t r a j e c t o r y  i s  obta ined  and then  used as the  
t r i a l  t r a j e c t o r y  i n  t h e  next  s t e p .  The s t e p  i s  r epea t ed  u n t i l  a  near  
opt imal  t r a j e c t o r y  t h a t  determines t h e  p r a c t i c a l l y  opt imal  ope ra t i ng  
p o l i c y  of t h e  system i s  found. In s t ead  of search ing  f o r  t h e  opt imal  
opera t ing  p o l i c y  over  t he  e n t i r e  s t a t e - s t a g e  domain a s  i n  t h e  case of 
t h e  t r a d i t i o n a l  dynamic programming, t h e  DDDP narrows down succes s ive ly  
t o  t h e  opt imal  r u l e ,  thus  sav ing  a cons iderab le  amount of computer 
t i m e .  I n  t h e  DDDP procedure,  op t imiza t ion  i s  l i m i t e d  only t o  few 
l a t t i c e  p o i n t s  around a  t r i a l  t r a j e c t o r y ,  and t h e  computer memory 
requirements  a r e  curbed s u b s t a n t i a l l y .  Hence, t h e  s t a t e  v a r i a b l e s  
t h a t  can b e  handled by t h i s  method can be  i nc reased .  It i s  be l i eved  
t h a t  f u r t h e r  improvement of DDDP is  very  p o s s i b l e  and i s  now being 
i n v e s t i g a t e d  i n  Phase I1 of t h e  r e sea rch  program. 
The MLOM can be  i l l u s t r a t e d  by t h e  two-level op t imiza t ion  model 
(TLOM) which i s  t o  be  descr ibed  i n  t h i s  r e p o r t .  The (TLOM) is  app l i ed  
t o  farm i r r i g a t i o n  schemes i n  humid a r e a s  such a s  i n  I l l i n o i s .  This  
two-level op t imiza t ion  should be extended t o  a  t h r ee - l eve l  op t imiza t ion  
f o r  t h e  purpose of resources  a l l o c a t i o n .  For t h i s  purpose,  t he  cont in-  
uing Phase I1 re sea rch  i s  t o  formula te  a  mathematical model which is 
capable  of determining t h e  opt imal  s c a l e  of development f o r  a  mul t ip le -  
u n i t  system, o r ,  taking i r r i g a t i o n  f'or example, t h e  opt imal  s c a l e  of 
i r r i g a t i o n  development f o r  a  multi-farm scheme. 
For t he  i r r i g a t i o n  scheme, a s  an example, t he  phys i ca l  system 
would c o n s i s t  of a number of ground water  and su r f ace  water  sources 
and a  number of farms, o r  demand r eg ions ,  each having d i f f e r e n t  s o i l  
c h a r a c t e r i s t i c s  and each capable of producing a  range of crops,  s u b j e c t  
t o  resource l i m i t a t i o n s  on the  farms. The model i s  designed t o  s e l e c t  
t he  opt imal  a l l o c a t i o n  of t he  seasonal  i r r i g a t i o n  water  supply t o  
i n d i v i d u a l  farms. I n  a d d i t i o n ,  i t  s e l e c t s  t h e  i r r i g a t i o n  systems and 
t h e  l e v e l  and e x t e n t  of i r r i g a t i o n  development which b e s t  s u i t  t he  needs 
of i nd iv idua l  farms, and which y i e l d  maximum expected p r o f i t  f o r  t h e  
e n t i r e  sys  tem. 
The b a s i c  problem involves  a  l a r g e  number of v a r i a b l e s  and i s  
complicated by the  f a c t  t h a t  the  r e t u r n  from the  system i s  a  func t ion  
not  on ly  of t he  design v a r i a b l e s  bu t  a l s o  of t h e  system opera t ion .  This  
sugges ts  t he  need f o r  a  mul t i - leve l  op t imiza t ion  s o l u t i o n  technique. By 
t h i s  means the  e n t i r e  system i s  decomposed i n t o  s e p a r a t e  components, o r  
subsystems, each one of which i s  optimized independently of t h e  o t h e r s .  
The subsystems a r e  then combined i n t o  l a r g e r  systems, knowing t h a t  i f  
the  adding is done opt imal ly  t h e r e  is  no need t o  r e v i s e  t h e  e a r l i e r  
a l l o c a t i o n s .  This process  may be  repea ted  i n  s t e p s  f o r  h igher  l e v e l s  
of op t imiza t ion  u n t i l  t he  complete system is  optimized. 
3 .  Summary of Accomplishments 
Phase I of t he  research  program has achieved t h e  fol lowing major 
accomplishments: 
(1) Completion of two pub l i ca t ions  on annotated b ib l iography and 
review of programming techniques for water resources systems 
analysis : 
Chow, V. T. , and Meredith, D. D. , Water resources sys tems 
analysis - Part 11. Annotated bibliography on programming 
techniques, Civil Engineering Studies, Hydraulic Engineering 
Series No. 20, University of Illinois, Urbana, Illinois, 
July 1969. 
Chow, V. T., and Meredith, D. D., Water resources systems 
analysis - Part IV. Review of programming techniques, 
Civil Engineering Studies, Hydraulic Engineering Series 
No. 22, University of Illinois, Urbana, Illinois, July 1969. 
(2) Completion of two publications on annotated bibliography and 
review of stochastic processes for water resources systems 
analysis : 
Chow, V. T., and Meredith, D. D., Water resources systems 
analysis - Part I. Annotated bibliography on stochastic 
processes, Civil Engineering Studies, Hydraulic Engineering 
Series No. 19, University of Illinois, Urbana, Illinois, 
July 1969. 
Chow, V. T., and Meredith, D. D., Water resources systems 
analysis - Part 111. Review of stochastic processes, Civil 
Engineering Studies, Hydraulic Engineering Series No. 21, 
University of Illinois, Urbana, Illinois, July 1969. 
(3) Development of a new discrete differential dynamic programming 
(DDDP) technique for practical application to optimize operating 
rules of complex water resources systems. The technique applies 
to systems involving up to seven or more.state variables, thus 
providing a breakthrough in optimization technology and outmoding 
the conventional dynamic programming which can handle only two 
or three state variables at the most. For this development, 
a paper was presented at the 1970 Fall Meeting of the American 
Geophysical Union: 
H e i d a r i ,  M . ,  Chow, V. T . ,  Mered i th ,  D.  D . ,  a d i s c r e t e  
d i f f e r e n t i a l  dynamic programming approach t o  w a t e r  
r e s o u r c e s  sys tems a n a l y s i s ,  paper  p r e s e n t e d  a t  t h e  1970 
F a l l  Meeting of American Geophysical  Union, San F r a n c i s c o .  
and a l s o  t h e  f o l l o w i n g  r e p o r t  and paper  a r e  p u b l i s h e d :  
H e i d a r i ,  M . ,  Chow, V .  T . ,  and D.  D. Mered i th ,  Water r e s o u r c e s  
sys tems o p t i m i z a t i o n  by d i . s c r e t e  d i f f e r e n t i a l  dynamic 
programming, C i v i l  Eng ineer ing  S t u d i e s ,  Hydrau l ic  Engineer ing  
S e r i e s  No. 24, C i v i l  Eng ineer ing  Department,  U n i v e r s i t y  of 
I l l i n o i s ,  Urbana, I l i i n o i s ,  J a n .  1971, 118 pp.  
H e i d a r i ,  M . ,  Chow, V.  T . ,  KokotoviE, P. V . ,  and Mered i th ,  D.  D . ,  
The d i s c r e t e  d i f f e r e n t i a l  dynamic programming approach t o  
w a t e r  r e s o u r c e s  sys tems o p t i m i z a t i o n ,  Water Resources Research ,  
Vol. 7, No. 2 ,  1971, pp. 273-282. 
(4 )  Development of a new concept  of m u l t i - l e v e l  o p t i m i z a t i o n  model . 
(MLOM) techn ique  f o r  r e s o u r c e s  a l l o c a t i o n ,  p r o v i d i n g  a j o i n t  
u s e  of l i n e a r  and dynamic programmings. A two-level  o p t i -  
m i z a t i o n  model f o r  i r r i g a t i o n  schemes p a r t i c u l a r l y  s u i t a b l e  t o  
I l l i n o i s  h a s  been fo rmula ted  f o r  p r a c t i c a l  a p p l i c a t i o n .  For 
t h i s  development,  a paper  was p r e s e n t e d  a t  t h e  1971  Annual 
Meeting of t h e  American Geophysical  Union: 
Windsor, J .  S . ,  and Chow, V. T . ,  An o p t i m i z a t i o n  model of a 
farm i r r i g a t i o n  system,  paper  p r e s e n t e d  at  t h e  1971  Annual 
Meeting of American Geophysical  Union, Washington, D . C .  
and a l s o  t h e  f o l l o w i n g  r e p o r t  and paper  a r e  p u b l i s h e d :  
Windsor, J. S . ,  and Chow, V. T . ,  A programming model f o r  
farm i r r i g a t i o n  sys tems ,  C i v i l  Eng ineer ing  S t u d i e s ,  H y d r a u l i c  
Engineer ing S e r i e s  No. 23, Department of C i v i l  Eng ineer ing ,  
U n i v e r s i t y  of I l l i n o i s ,  Urbana, I l l i n o i s ,  Dec. 1970, 95 pp.  
Windsor, J .  S . ,  and Chow, V .  T . ,  Model f o r  farm i r r i g a t i o n  i n  
humid a r e a s ,  American S o c i e t y  of C i v i l  Engineers  J o u r n a l  of 
I r r i g a t i o n  and Drainage D i v i s i o n ,  Vol. 97,  No. IR3, S e p t .  
1971, pp.  369-385. 
(5 )  I n v e s t i g a t i o n  of t h e  theory  of network a n a l y s i s  and geomet r ic  
programming f o r  a p p l i c a t i o n  t o  a demand-and-supply w a t e r  
r e s o u r c e s  system. 
(6)  I n v e s t i g a t i o n  of mathemati.ca1 models f o r  w a t e r  q u a l i t y  and 
p o l l u t i o n  c o n t r o l .  
(7 )  I n v e s t i g a t i o n  of mathemat ical  models f o r  f l o o d  c o n t r o l .  
(8) I n v e s t i g a t i o n  of mathemat ica l  models f o r  r e c r e a t i o n  purposes .  
(9) The fo l lowing  t h r e e  d o c t o r a l  t h e s e s  were completed: 
Windsor, J .  S. ,  Mathemat ical  model of a farm i r r i g a t i o n  sys tem,  
Ph.D. t h e s i s ,  U n i v e r s i t y  o f  I l l i n o i s ,  Urbana, I l l i n o i s ,  
1970, 111 pp. 
H e i d a r i ,  M.,  A d i f f e r e n t i a l  dynamic programming approach t o  
w a t e r  r e s o u r c e s  sys tems a n a l y s i s ,  Ph.D. t h e s i s ,  U n i v e r s i t y  
of I l l i n o i s ,  Urbana, I l l i n o i s ,  1970, 209 pp.  
S c h a u f e l b e r g e r ,  J .  E., A systems approach t o  t h e  o p e r a t i o n  
of f l o o d  c o n t r o l  r e s e r v o i r s ,  Ph.D. t h e s i s ,  U n i v e r s i t y  o f  
I l l i n o i s ,  Urbana, I l l i n o i s ,  1971, 178 pp. 
(10) A g e n e r a l  r e p o r t  on w a t e r  r e s o u r c e s  sys tems p lann ing  was 
p r e s e n t e d  a t  an  i n t e r n a t i o n a l  confe rence :  
Chow, V.  T . ,  General  r e p o r t  on o p t i m a l  o p e r a t i o n  of w a t e r  
r e s o u r c e s  sys tems ,  I n t e r n a t i o n a l  Symposium on Mathemat ical  
Models i n  Hydrology, Warsaw, Poland,  26-30 J u l y  1971. 
Th is  r e p o r t  w i l l  f u r t h e r  d e s c r i b e  t h e  DDDP and MLOM(TL0M) as 
mentioned i n  t h e  above i t e m s  (3) and ( 4 ) ,  whereas i n v e s t i g a t i o n s  men- 
t i o n e d  i n  i t e m s  ( 5 ) ,  ( 6 ) ,  (7) and (8) w i l l  n o t  b e  f u r t h e r  d i s c u s s e d  
as t h e y  a r e  i n  p r o g r e s s  i n  Phase I1 of t h e  r e s e a r c h  program. 
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11. THE DISCRETE DIFFERENTIAL DYNAMIC PROGRAMMING (DDDP) 
1. The Method 
The DDDP is  an  i t e r a t i v e  technique i n  which t h e  r ecu r s ive  equat ion  
of dynamic programming is  used t o  search  f o r  an improved t r a j e c t o r y  
among t h e  d i s c r e t e  s t a t e s  i n  t h e  neighborhood of a t r ia l  t r a j e c t o r y .  
Consider t h e  dynamic system whose s t a t e  equat ion is  
where n is  an index spec i fy ing  a s t a g e  (beginning of a time increment) ,  
N is  t h e  t o t a l  number of t imeincrements  i n t o  which t h e  time horizon 
has been divided,  s ( n )  is an m-dimensional s t a t e  v e c t o r  a t  s t a g e  n (m being  
t h e  number of s t a t e  v a r i a b l e s ) ,  u (n  - 1 )  is  a q-dimensional dec is ion  v e c t o r  
a t  s t a g e  n - 1 (q being t h e  number of dec i s ion  v a r i a b l e s ) ,  and 
where S(n) i s  t h e  admiss ib le  domain i n  t h e  s t a t e  space a t  s t a g e  n ,  and 
U(n) i s  the  admiss ib le  domain i n  t h e  dec i s ion  space a t  s t a g e  n. In  water  
resources  systems, f o r  example i n  a network of r e s e r v o i r s ,  s t a t e  r e f e r s  
t o  s to rage ,  and dec i s ion  r e f e r s  t o  r e l e a s e  from s to rage .  The o b j e c t i v e  
func t ion  t o  be maximized is  
where F  is t h e  sum of r e t u r n s  from t h e  system over  t h e  t i m e  horizon and 
R[s(n - l ) ,  u(n - l ) ,  n  - 11 is t h e  r e t u r n  ob ta ined  a s  a  r e s u l t  of  a  
dec i s ion  u(n - 1 )  t h a t  is made a t  s t a g e  n  - 1 wi th  t h e  system i n  s t a t e  
s ( n  - 1 )  and t h a t  l a s t s  u n t i l  s t a g e  n. 
The forward a lgor i thm of dynamic programming may be  used t o  opt imize 
(3 )  over  n  s t a g e s  a s  fol lows:  
F*[s(n) ,  n ]  = max {R[S (n - 11, 
u(n-1) € ~ ( n - 1 )  
where F*[s(n) ,  n ]  is t h e  maximum t o t a l  of  t h e  r e t u r n s  from s t a g e  0 t o  s t a g e  
n  when t h e  s t a t e  a t  s t a g e  n  is s ( n ) .  Le t  us s o l v e  (1) f o r  s ( n  - l ) ,  
S u b s t i t u t i n g  (5) i n t o  (4),  w e  o b t a i n  t h e  fol lowing r e c u r s i v e  equat ion:  
F*[s(n) ,  n ]  = max CRT6, u(n  - I ) ,  
u ( n - ~ ) E u  (n-1) 
which may be  so lved  f o r  every s ( n ) ,  a s  a  func t ion  of u (n  - 1 )  only.  
So lu t ion  of (6) f o r  a  s p e c i f i c  s t a t e  i n  (2 )  provides  an optimum u(n  - 1 ) ;  
i . e . ,  t h e  optimum dec i s ion  t h a t  should be made f o r  some s t a t e  a t  s t a g e  
n  - 1 t o  b r ing  t h e  system t o  t h e  s p e c i f i c  s t a t e  a t  s t a g e  n. 
Let  us assume t h a t  t h e  o b j e c t i v e  func t ion  (3) f o r  t h e  system of (1) 
i s  t o  be optimized sub jec t  t o  (2) and t h a t  t h e  m-dimensional s t a t e  vec to r s  
a t  t h e  i n i t i a l  and f i n a l  s t a g e s  a r e  s p e c i f i e d  such t h a t  
s ( 0 )  = a ( 0 )  s (N) = a(N) (7) 
I n  t h e  proposed DDDP approach a  t r ial  sequence of admiss ib le  dec i s ion  
vec to r s ,  u l ( n ) ,  n  = 0 ,  1, ..., N - 1, c a l l e d  t h e  t r i a l  po l i cy ,  t h a t  s a t i s -  
f i e s  (2) i s  assumed, and t h e  s t a t e  vec to r s  a t  d i f f e r e n t  s t a g e s  a r e  then 
determined. The sequenceof  va lues  of t h e  s t a t e  vec to r  s a t i s f y i n g  (2) 
and (7) i s  c a l l e d  t h e  t r ial  t r a j e c t o r y  and is  designated by s l ( n ) ,  n = 0,  
1, ..., N. For i n v e r t i b l e  systems,which w i l l  be  def ined  l a t e r ,  i t  is  
p o s s i b l e  f i r s t  t o  assume an admiss ib le  t r i a l  t r a j e c t o r y  s l ( n ) ,  n  = 0,  1, 
..., N, and then  t o  use i t  t o  c a l c u l a t e  t h e  t r i a l  po l i cy  u l ( n ) ,  n  = 0 ,  
1, ..., N - 1. 
Int roducing  u l ( n )  and s l ( n )  i n t o  (3) we o b t a i n  F' o r  
where F' is  t h e  t o t a l  r e t u r n  due t o  t h e  t r i a l  t r a j e c t o r y  and pol icy  over  
t h e  e n t i r e  t ime horizon.  F' may no t  be t h e  optimum r e t u r n .  
Now, consider  a  s e t  of incremental  m-dimensional vec to r s  
whose j-th component 6s  (n ) ,  j = 1, 2 ,  ..., m y  can t ake  any one va lue  
i j  
a  t = 1, 2, ..., T, from a s e t  of assumed incremental  va lues  of t h e  t '  
s t a t e  domain. The va lue  a t  is t h e  t - t h  assumed increment from t h e  s t a t e  
domain and T is  t h e  t o t a l  number of assumed increments from t h e  s t a t e  
m domain. Thus t h e  t o t a l  number of As.(n) vec to r s  a t  s t a g e  n is T . When 
1 
added t o  t h e  t r i a l  t r a j e c t o r y  a t  a  s t a g e ,  t h e s e  vec to r s  form an 
m-dimensional subdomain designated by D(n), 
Note t h a t  one va lue  of a  must be  ze ro  s i n c e  t h e  t r i a l  t r a j e c t o r y  is  
t 
always i n  t h e  subdomain. In F igure  1 two such subdomains f o r  m = 2, 
T = 4 a n d m =  3, T = 3 a r e  presented .  A l l  D(n), n  = 0 ,  1, .,., N, 
t oge the r  a r e  c a l l e d  a  ' c o r r i d o r '  and designated by C a s  shown i n  F igure  2 
by t h e  space  between two s o l i d  l i n e s  f o r  a  system wi th  m = 1, T = 3 ,  and 
n = 10. 
2. The Procedure 
In DDDP a c o r r i d o r  C is used a s  a  s e t  of admiss ib le  s t a t e s ,  and t h e  
opt imiza t ion  cons t ra ined  t o  t h e s e  s t a t e s  i s  performed by means of t h e  
r e c u r s i v e  r e l a t i o n  ( 6 ) .  The va lue  of r e t u r n  F obtained is a t  l e a s t  equal  
t o  o r  g r e a t e r  than  F' i n  (8). I f  F i s  g r e a t e r  than  F ' ,  t h e  corresponding 
t r a j e c t o r y  and pol icy  obtained from c o r r i d o r  C a r e  used i n  t h e  next  i t e r a -  
t i o n  s t e p  a s  t h e  t r i a l  t r a j e c t o r y  and t r i a l  po l i cy .  Thus t h e  k-th i t e r a t i o n  
s t e p  is a s  follows: 
1. Use t h e  r e s u l t s  [ ~ * ( n ) l ~ - ~  and [u*(n)Ir  of t h e  (k - 1 ) t h  i t e r a t i o n  
b- 
s t e p  a s  t h e  t r i a l  t r a j e c t o r y  and po l i cy  f o r  t h e  k-th i t e r a t i o n  s t e p ,  i . e . ,  
z'r = C 103 0.1- - V*~D '0 = E'FD 'O.T+ = Z'FD 'o.z+ r r6fD), r 1 
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2. Se lec t  [ulIk, [u2Ik,  ..., [uTIk t o  de f ine  t h e  k-th co r r ido r  C k  ' 
and use  (6) t o  maximize F  s u b j e c t  t o  s (n) ( C k  ' 
3 .  Among t h e  optimum t r a j e c t o r i e s  i n  c o r r i d o r  C t r a c e  t h e  optimum k' 
t r a j e c t o r y  s a t i s f y i n g  boundary condi t ions  (7) [ s* (n ) ]  and t h e  corre- k  
sponding optimum pol icy  [u*(n) ] k 
4 .  Determine F  *; i f  Fk* - Fk-l* 5 E where E i s  some p respec i f i ed  k  
cons tant ,  s t o p  t h e  i t e r a t i o n ;  otherwise go t o  s t e p  1. 
Figure 3 shows t h e  flow cha r t  of t h i s  procedure. 
Since t h e  boundary condit ions (7) must be s a t i s f i e d ,  one may exclude 
from the  ana lys i s  a l l  t h e  s t a t e s  i n  t h e  subdomain a t  s t a g e  n  = 0  except 
s l ( 0 )  = a ( 0 ) .  I f  i n  s t e p  3 t h e  t r a j e c t o r y  having a  f i n a l  s t a t e  a(N) i s  
t r aced ,  t h e  preserva t ion  of boundary condi t ions  (7) i s  guaranteed. 
Note t h a t  i n  t h e  course of t h e  i t e r a t i o n  process ,  t h e  co r r ido r  s i z e  
may be  v a r i e d  gradual ly by choosing d i f f e r e n t  [u ]  , t = 1, 2, . . . , T  , i n  
t k  
s t e p  2. I f  t h e  co r r ido r  s i z e  is  kept  constant  f o r  every i t e r a t i o n  and 
l i t t l e  o r  no improvement can be achieved a f t e r  t h e  k-th i t e r a t i o n ,  i t  is  
suggested t h a t  [u ]  t = 1, 2 ,  ..., T ,  then be reduced s t a r t i n g  a t  t h e  
t k' 
(k + 1 ) t h  i t e r a t i o n  and t h a t  t h e  process be continued with t h e  new cor- 
r i d o r  s i z e  u n t i l  another  i t e r a t i o n  t h a t  behaves l i k e  t h e  k-th i t e r a t i o n  i s  
reached. Then t h e  co r r ido r  s i z e  is f u r t h e r  reduced s t a r t i n g  a t  t h e  next  
i t e r a t i o n ,  and t h e  procedure is repeated u n t i l  t h e  condi t ion  i n  s t e p  4 i s  
- 
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s a t i s f i e d .  Note t h a t  i t  i s  a l s o  p o s s i b l e  t o  assume a d i f f e r e n t  set of a 
t 
inc rements  f o r  each s ta te  v a r i a b l e .  
3.  An Example 
The f o l l o w i n g  s i m p l i f i e d  sys tem,  which was fo rmula ted  and s o l v e d  by 
Larson [1968] by l i n e a r  programming and s u c c e s s i v e  approximat ion dynamic 
programming, was s o l v e d  by means of t h e  proposed approach.  
The o p e r a t i n g  p o l i c y  of t h e  four-dimensional  (m = 4) r e s e r v o i r  network 
p r e s e n t e d  i n  F i g u r e  4  i s  t o  b e  op t imized  o v e r  1 2  o p e r a t i n g  p e r i o d s  (N = 1 2 ) .  
The i n f l o w s  i n t o  r e s e r v o i r s  1 and 2  d u r i n g  any o p e r a t i n g  p e r i o d  are y and 1 
y 2 ,  r e s p e c t i v e l y .  The ou t f lows  o r  r e l e a s e s  ( d e c i s i o n s )  ui (n)  , i = 1, 2, 
3 ,  4, and n  = 0 ,  1, ..., 11, from t h e  r e s e r v o i r s  a r e  used t o  g e n e r a t e  hydro- 
power, and u  (n )  a f t e r  p a s s i n g  through t h e  t u r b i n e s  i s  d i v e r t e d  toward a n  4  
i r r i g a t i o n  p r o j e c t .  The s t o r a g e s  of t h e  f o u r  r e s e r v o i r s  r e p r e s e n t  a four -  
d imens iona l  s t a t e  v e c t o r  whose c o n s t r a i n t s  d u r i n g  any o p e r a t i n g  per iod  
were s e t  as 
The c o n s t r a i n t s  on d e c i s i o n s  d u r i n g  any o p e r a t i n g  p e r i o d  a r e  
0  S u1 (n )  S 3 0  S u2 (n)  S 4 
0 S u3 (n) S 4 0  S u4(n)  S 7 
n  = 0 ,  l9  . . . 9  11 

The sys tem equa t ions  exp re s s ing  t h e  dynamic behav ior  of  each component a t  
any s t a g e  n  a r e  
s (n)  = s (n - 1 )  + u  (n  - 1 )  - u 3 ( n -  1 )  3  3 2 
The in f lows  were set a t  
f o r  a l l  t i m e  increments .  A l l  t h e  p r eced ing  v a r i a b l e s  and cons t an t s  have 
u n i t s  of  volume. 
The performance c r i t e r i o n  t o  be  maximized i s  t h e  sum of  t h e  r e t u r n s  
due t o  power genera ted  by t h e  f o u r  power p l a n t s  and t h e  r e t u r n  from t h e  
d i v e r s i o n  of u  (n)  t o  t h e  i r r i g a t i o n  p r o j e c t .  4 
where F is  t h e  t o t a l  r e t u r n  from t h e  sys tem f o r  t h e  12 t i m e  p e r i o d s ,  
b (n) is  t h e  u n i t  r e t u r n  due t o  a c t i v i t y  i, i = 1, ..., 5,  du r ing  a  p e r i o d  i 
- - 
s t a r t i n g  a t  s t a g e  n and l a s t i n g  u n t i l  s t a g e  n  + 1, and gi[si(N), ai(N) 1 i s  
a  func t ion  t h a t  a s s e s s e s  a  pena l ty  t o  t h e  system when the  f i n a l  s t a t e  
of thei- thcomponent  of t h e  system a t  s t a g e  N i s  si(N) i n s t e a d  of t h e  
d e s i r e d  s t a t e  ai(N), i = 1, 2, 3, 4 .  Such a pena l ty  f u n c t i o n  i s  necessary 
f o r  t r a d i t i o n a l  dynamic programming f o r  which boundary condi t ions  
may no t  be s a t i s f i e d .  
The pena l ty  func t ion  i n  (16) was assumed t o  be  
g  . [ s i  (N) , ai ( N )  1 = 0 , otherwise  
1 
The d e s i r e d  s t a t e  v e c t o r s  of t h e  i n i t i a l  and f i n a l  s t a g e s  f o r  i = 1, 2, 
3,  4 were assumed t o  be 
There a r e  a  t o t a l  of f i v e  a c t i v i t i e s  i n  t h e  above c r i t e r i o n :  fou r  hydro- 
power genera t ion  a c t i v i t i e s  and one i r r i g a t i o n  a c t i v i t y .  
Larson ' s  [I9681 s o l u t i o n  t o  t h i s  problem (solved by succes s ive  
approximation dynamic programming and checked by l i n e a r  programming), using 
o = + 1.0, u2 = 0.0,  o3 = -1.0, g ives  t he  optimum r e t u r n  a s  401.3. (The 1 
optimal  t r a j e c t o r y  presented i n  t a b l e  12.11 of Larson [I9681 i s  s l i g h t l y  
i n  e r r o r ,  a s  noted through p r i v a t e  communication with R.  E.  Larson, 1969.) 
Appl ica t ion  of t h e  proposed approach t o  t h i s  system, which i s  
i n v e r t i b l e ,  s t a r t s  wi th  t h e  assumption of a  t r i a l  t r a j e c t o r y  s ' ( n ) ,  
n  = 0,  1, . . . , 12,  s a t i s f y i n g  (12) and (18) .  When s u b s t i t u t e d  i n  (14) 
w i th  cons tan ts  i n  (15) ,  t h e  t r ia l  t r a j e c t o r y  w i l l  produce a  t r i a l  po l i cy  
u' (n) ,  n  = 0, 1, . . . , 11, which should be  checked f o r  c o n s t r a i n t s  (13).  
It is considerably e a s i e r  t o  t r e a t  t h i s  problem a s  a  f r e e  end po in t  
problem, i . e . ,  not  t o  s a t i s f y  e i t h e r  t h e  i n i t i a l  o r  t h e  f i n a l  boundary 
condi t ion .  However, t h e  s i m p l i c i t y  of t h e  system equat ions  i n  t h i s  
example makes i t  poss ib l e  t o  s a t i s f y  both  boundary condi t ions  i n  (18).  
The penal ty  func t ion  (17) is  t h e r e f o r e  not  needed i n  t h e  DDDP, s i n c e  
boundary condi t ions  (18) a r e  always s a t i s f i e d .  Three such t r i a l  t r a -  
j e c t o r i e s  a r e  ca l cu la t ed .  Next, t h r e e  va lues  of o a r e  assumed: 
t 
a = 1.0  o = O  = -  1 2 3  1.0 (19) 
4  
and a  s e t  of T~ = 3 incremental  v e c t o r s  i s  formed t h a t  when added t o  t h e  
t r i a l  t r a j e c t o r y  produces a  subdomain c o n s i s t i n g  of 81 l a t t i c e  p o i n t s  a t  
each s t a g e .  
The problem i s  solved t h r e e  times. Each time t h e  c a l c u l a t i o n s  
s t a r t  w i th  one of t h e  t r i a l  t r a j e c t o r i e s  1, 2 ,  o r  3.  A l l  t h r e e  s o l u t i o n s  
converge t o  t h e  optimal t r a j e c t o r y .  The number of i t e r a t i o n s  requi red  
f o r  convergence i s  7, 12,  and 7  f o r  t r i a l  t r a j e c t o r i e s  1, 2, and 3, 
r e s p e c t i v e l y .  
After  t h e  requi red  i t e r a t i o n s  f o r  t h e  t h r e e  t r i a l  t r a j e c t o r i e s  
t h e  reduct ion  of a t = 1, 2, 3, does not  produce any improvement i n  t h e  
t '  
r e t u r n .  This  r e s u l t  may be a t t r i b u t e d  t o  t h r e e  f a c t o r s :  (1) t h e  opt imal  
t r a j e c t o r y  of t h i s  system fol lows f u l l  i n t e g e r  s t a t e s ;  (2) t h e  t r i a l  t r a -  
j e c t o r i e s  a r e  chosen so  t h a t  they fo l low f u l l  i n t e g e r  s t a t e s ;  and (3) t h e  
va lues  of o t = 1, 2, 3, f o r  a l l  s t a g e s  a r e  s e t  a t  f u l l  i n t e g e r s .  In  a  t '  
s e p a r a t e  t r y ,  t r i a l  t r a j e c t o r y  1 is  sub jec t ed  t o  t h e  i t e r a t i o n  process  with 
f o r  a l l  s t ages  s t a r t i n g  with i t e r a t i o n  1, and t h e  i d e a  of reducing a 
t '  
t = 1, 2 ,  3, is employed. A t o t a l  of 1 8  i t e r a t i o n s  i n  f o u r  co r r ido r s  
produces a  r e t u r n  of 399.06 a s  compared t o  t h e  optimal r e t u r n  of 401.3. 
Thus one concludes t h a t  when t h e  opt imal  va lues  of a a r e  unknown, t he  
t 
r e s u l t  may be considered only an approximation t o  optimum. 
111. THE TWO-LEVEL OPTIMIZATION MODEL(TL0M) 
1. The Mathemat ical  Model 
A s  an  i l l u s t r a t i o n  of t h e  concept  of t h e  MLOM, a two-level  o p t i -  
m i z a t i o n  model f o r  farm i r r i g a t i o n  systems i s  d e s c r i b e d  h e r e .  The b a s i c  
problem c o n s i d e r e d  i s  t h e  f o r m u l a t i o n  o f  a mathemat ical  model f o r  t h e  
d e s i g n  and a n a l y s i s  of a mul t i - c rop ,  m u l t i - s o i l ,  farm i r r i g a t i o n  system. 
Fixed r e s o u r c e s ,  o r  l i m i t a t i o n s ,  i n  t h e  model c o n s i s t  of l a n d ,  l a b o r ,  
c a p i t a l ,  and s e a s o n a l  i r r i g a t i o n  w a t e r  supp ly .  A two-level  o p t i m i z a t i o n  
t echn ique  i s  used t o  b r e a k  t h e  sys tem down i n t o  a number of manageable . 
subsystems.  The most l o g i c a l  decomposi t ion i n  t h i s  c a s e  is t o  t r e a t  
t h e  i n d i v i d u a l  c r o p - s o i l  combinat ions  a s  a c r e  u n i t s  and t o  op t imize  
t h e i r  s e a s o n a l  o u t p u t s  s e p a r a t e l y  and independen t ly .  
Dynamic programming i s  s e l e c t e d  f o r  t h e  f i r s t  l e v e l  of opt imiza-  
t i o n  s i n c e  i t  is  i d e a l l y  s u i t e d  t o  t h e  a n a l y s i s  of m u l t i - s t a g e  d e c i s i o n  
p r o c e s s e s ,  and may e a s i l y  b e  s t r u c t u r e d  t o  hand le  t h e  u n c e r t a i n  n a t u r e  
of wea ther  e lements .  S e v e r a l  l e v e l s  of i r r i g a t i o n  development are 
cons idered  f o r  each  c r o p - s o i l  combinat ion and each i r r i g a t i o n  system,  
by t r e a t i n g  t h e  i r r i g a t i o n  i n t e r v a l  and a p p l i c a t i o n  amounts a s  sys tem 
paramete rs .  At t h e  n e x t  l e v e l  of o p t i m i z a t i o n  a  l i n e a r  programming 
model i s  used t o  s e l e c t  t h e  o p t i m a l  crop mix, t h e  l e v e l  and e x t e n t  of 
i r r i g a t i o n  development,  and t h e  type o f  i r r i g a t i o n  system which maximize 
t h e  expec ted  farm p r o f i t  w i t h o u t  v i o l a t i n g  any of t h e  farm c o n s t r a i n t s .  
The f l a w  c h a r t  of t h e  model i s  p r e s e n t e d  i n  F i g u r e  5 .  It shou ld  b e  
no ted  t h a t  i n  o r d e r  t o  improve t h e  e f f i c i e n c y  of o p t i m i z a t i o n ,  t h e  
dynamic programming may b e  r e p l a c e d  by DDDP. However, t h i s  is n o t  
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FIGURE 5. Flow c h a r t  o f  t h e  ma in  computer  Z r o g r a m  
2 .  F i r s t  Leve l  of Opt imiza t ion  
Dynamic programming c o n s i d e r s  a p h y s i c a l  sys tem which i s  t o  be  
o p e r a t e d  over  a  number of c o n s e c u t i v e  s t a g e s ,  o r  t ime p e r i o d s ,  i n  o r d e r  
t o  o p t i m i z e  a c e r t a i n  o b j e c t i v e  f u n c t i o n .  At t h e  beg inn ing  of each 
s t a g e  t h e  sys tem is  i n  a c e r t a i n  s ta te  which may be  d e s c r i b e d  by a  
s ta te  v e c t o r  i f  s e v e r a l  s t a t e s  a r e  i n v o l v e d .  During any one s t a g e  t h e  
sys tem i s  s u b j e c t e d  t o  changes i n  s t a t e  which a r e  e i t h e r  d e t e r m i n i s t i c  
o r  p r o b a b i l i s t i c .  A  p r o c e s s  i n  which a c h o i c e  of t r a n s f o r m a t i o n  e x i s t s  
i s  g e n e r a l l y  r e f e r r e d  t o  as a d e c i s i o n  p r o c e s s .  I f  t h e  d e c i s i o n s  a r e  
made d u r i n g  s u c c e s s i v e  s t a g e s  i t  is  termed a s e q u e n t i a l  d e c i s i o n  p r o c e s s .  
The term p o l i c y  i s  used t o  d e f i n e  a p a r t i c u l a r  sequence of d e c i s i o n s .  
I n  t h e  c a s e  of a n  i r r i g a t i o n  system t h e  t r a n s f o r m a t i o n  e q u a t i o n  
may b e  r e p r e s e n t e d  by t h e  f o l l o w i n g  w a t e r  b a l a n c e  e q u a t i o n :  
where S and S a r e  t h e  s t a t e s  of t h e  s o i l  r e s e r v o i r  a t  t h e  s tar t  of k  k- 1 
t i m e  p e r i o d s  (k) and (k-1), r e s p e c t i v e l y ;  AS i s  t h e  a v a i l a b l e  m o i s t u r e  k  
added t o  t h e  s o i l  r e s e r v o i r  by e x t e n s i o n  of t h e  r o o t  sys tem d u r i n g  t ime 
p e r i o d  ( k ) ;  F i s  t h e  f i e l d  c a p a c i t y  of t h e  e f f e c t i v e  r o o t  zone a t  t h e  k  
s t a r t  of t ime p e r i o d  ( k ) ;  d  i s  t h e  d e c i s i o n  v a r i a b l e  which r e p r e s e n t s  k  
t h e  n e t  i r r i g a t i o n  i n p u t  t o  t h e  s o i l  r e s e r v o i r  a t  t h e  s t a r t  of t ime 
p e r i o d  ( k ) ;  p i s  a d imens ion less  c o e f f i c i e n t  which c o n v e r t s  t o t a l  r a i n -  
f a l l  t o  e f f e c t i v e  r a i n f a l l ,  and i s  assumed e q u a l  t o  u n i t y  i n  t h i s  s t u d y ;  
Eak i s  t h e  a c t u a l  e v a p o t r a n s p i r a t i o n  d u r i n g  t i m e  p e r i o d  ( k ) ;  % i s  t h e  
t o t a l  r a i n f a l l  dur ing  t ime p e r i o d  ( k ) .  The i n n e r  maximizat ion i s  r e q u i r e d  
t o  ensure  t h a t  t h e  conten t  of t h e  s o i l  r e s e r v o i r  does n o t  f a l l  below 
permanent w i l t i n g  p o i n t .  The o u t e r  minimizat ion i s  used t o  prevent  
t h e  s o i l  mois ture  conten t  exceeding f i e l d  capac i ty .  
Equation (21) shows t h a t  t h e  s t a t e  of t he  s o i l  r e s e r v o i r  a t  t he  
s t a r t  of t i m e  per iod  (k-1) depends no t  only on t h e  s t a t e  and d e c i s i o n  
v a r i a b l e s  a t  t h e  s t a r t  of t i m e  per iod  (k)  b u t  a l s o  on t h e  ex t ens ion  
of t h e  crop r o o t  system during time pe r iod  (k) and t h e  random weather 
v a r i a b l e s .  The t r a n s i t i o n  from one s t a t e  t o  t h e  next  i s  t h e r e f o r e  
n o t  given e x a c t l y ,  bu t  i n  terms of the  j o i n t  p r o b a b i l i t y  of occurrence 
of t h e  random weather  v a r i a b l e s  E  and Rk, i . e . ,  P(Ekf l$) .  k  
Assume now t h a t  t h e  system i s  being opera ted  on the  b a s i s  of an 
n-day i r r i g a t i o n  cyc le  s o  t h a t  dec i s ions  a r e  only permi t ted  every n-th 
day of t h e  i r r i g a t i o n  pe r iod ,  Assume a l s o  t h a t  t h e  t o t a l  i r r i g a t i o n  
per iod  extends over  K days.  Then t h e  s e r i a l  op t imiza t ion  problem i s  
t o  maximize t h e  t o t a l  expected p r o f i t  p  over  t h e  set of dec i s ion  K 
variables d  I$  d2' . . - 3  dK- 
Denoting fK(SK) a s  t he  maximum expected r e t u r n  f o r  t h e  e n t i r e  
pe r iod ,  t h e  f u n c t i o n a l ,  o r  r ecu r s ive ,  equa t ion  may be der ived  by 
de f in ing  t h e  r e t u r n  f o r  t he  k-th per iod  a s  
where k  = 1, 2, ..., K; B (S dk, E  ) i s  t h e  incrementa l  b e n e f i t  i n  k  k'  k  
d o l l a r s  f o r  t h e  k-th time per iod ;  S  i s  t h e  s t a t e  of t he  s o i l  mois ture  k  
i n  t h e  crop roo t  zone a t  t h e  s t a r t  of t h e  k-th t i m e  pe r iod ;  E  i s  t h e  k  
average d a i l y  atmospheric demand f o r  t h e  k-th time pe r iod ;  and C i s  t h e  k  
c o s t  of t h e  i r r i g a t i o n  dec i s ion  d  f o r  t h e  k-th t i m e  pe r iod .  The i r r i g a t i o n  k  
dec i s ion  i s  def ined  a s  
i f  k  does no t  co inc ide  with a d e c i s i o n  s t a g e ,  i . e . ,  a  p o i n t  i n  t i m e  when a  
d e c i s i o n  is made whether o r  no t  t o  i r r i g a t e ,  and 
dk = 0 o r  min{Fk - Sk; max i r r i g a t i o n  a p p l i c a t i o n )  (2%) 
i f  k co inc ides  wi th  a dec i s ion  s t a g e .  I n  (23b) t h e  o u t e r  minimizat ion i s  
requi red  t o  ensure  t h a t  t h e  s o i l  r e s e r v o i r  i s  n o t  f i l l e d  beyond f i e l d  
capac i ty  F k *  
The t o t a l  r e t u r n  f o r  t h e  K t i m e  pe r iods  i s  given by t h e  sum of t h e  
i n d i v i d u a l  d a i l y  r e t u r n s :  
K 
pK(SK. S1; dKs ... dl; EK, ... El) = rk(Sk, dk, E ~ )  
k = l  
s u b j e c t  t o  (21) ( 2 4 )  
I n  o rde r  t o  determine t h e  opt imal  ope ra t i ng  po l i cy  and t h e  system ou tpu t ,  
knowledge is r equ i r ed  concerning c l i m a t i c  v a r i a t i o n s  a t  t h e  s i t e  of t h e  
i r r i g a t i o n  p r o j e c t .  One method t o  determine hydro logic  record  f o r  des ign  
use  i s  t o  de f ine  t h e  random n a t u r e  of t h e  r a i n f a l l  and evapora t ion  by some 
s p e c i f i c  p r o b a b i l i t y  d i s t r i b u t i o n s ,  and then use t h e  theory  of p r o b a b i l i s t i c  
dynamic programming i n  t h e  s o l u t i o n  procedure.  
Denoting t h e  j o i n t  p r o b a b i l i t y  d i s t r i b u t i o n  of d a i l y  r a i n f a l l  and 
evapora t ion  on t h e  k-th day by P (E n ), and t h e  corresponding marginal  k  k  Rk 
p r o b a b i l i t y  d i s t r i b u t i o n  of d a i l y  evapora t ion  by P (E ) ,  t h e  o b j e c t i v e  k k  
now is  t o  maximize t h e  expected v a l u e  of t h e  r e t u r n  over t h e  K-day 
per iod ;  thus  
f  (S ) = max E[pK] K K 
dK'. * ,d l  
Equation (25) cannot be so lved  d i r e c t l y .  However, by embedding i t  i n  t h e  
fo l lowing  equa t ion ,  a  s o l u t i o n  i s  r e a d i l y  ob t a inab le :  
s u b j e c t  t o  (21) (26) 
This  r e l a t i o n s h i p  is t h e  mathematical formula t ion  of   ell man's p r i n c i p l e  of 
o p t i m a l i t y  [Bellman, 19571. It shows t h a t  t h e  op t imal  r e t u r n  f  (S ) can K K 
be ob ta ined  from t h e  opt imal  r e t u r n  f  (S ) by a  one s t a t e ,  one dec i s ion ,  K-1 K-1 
op t imiza t ion  problem. The f u n c t i o n a l  equa t ion  t h e r e f o r e  a l lows us  t o  so lve  
a  sequence of r e l a t e d  problems one a t  a  time s t a r t i n g  a t  t h e  end s t a g e  and 
progress ing  backwards i n  t i m e  t o  t h e  i n i t i a l  s t a g e .  
Adopting a  plant-water  product ion func t ion  which i s  based on t h e  
s t ress -day  concept [Denmead and Shaw, 19621, (26) may be  r e w r i t t e n  a s  
fo l lows  : 
where 8  i s  t h e  percentage of t h e  a v a i l a b l e  s o i l  moisture content  a t  t h e  K 
s t a r t  of t h e  K-th time period and i s  defined a s  
= s I F  K K 
i f  t he  dec is ion  i s  not  t o  i r r i g a t e ,  and 
i f  t h e  dec is ion  i s  t o  i r r i g a t e .  The term S has a  f i n i t e  s e t  of va lues  i n  K 
t he  range of a v a i l a b l e  s to rage  between permanent w i l t i n g  po in t  and f i e l d  
capaci ty  a t  t h e  s t a r t  of per iod  K, 
'TL i s  the  turgor  l o s s  poin t  r e l a t e d  t o  
crop p o t e n t i a l  evapot ranspi ra t ion ,  AG is  the  ha rves t ab le  po r t ion  of t h e  K 
p l a n t  p o t e n t i a l  growth increment during period K,  and P i s  the  market va lue  
per  u n i t  growth increment. 
I n  accordance wi th  experimental evidence, i f  ' the a v a i l a b l e  s o i l  
moisture content  8  equals ,  o r  exceeds, t he  turgor  l o s s  funct ion  8  on a  K TL 
p a r t i c u l a r  day, the  p l a n t  maintains f u l l  tu rgor  and hence grows a t  t he  
p o t e n t i a l  r a t e .  On the  o the r  hand, i f  t h e  a v a i l a b l e  s o i l  moisture content  
is  l e s s  than the  turgor  l o s s  funct ion  the  p l a n t  becomes s t r e s s e d  and 
e f f e c t i v e l y  l o s e s  a  d a i l y  growth increment.  O r  expressed mathematically: 
Equation (27)  i s  t h e r e f o r e  so lved  a t  each d e c i s i o n  s t a g e  by comparing 
t h e  expected n e t  p r o f i t s  w i th ,  and wi thou t ,  i r r i g a t i o n  a t  each of t h e  
f e a s i b l e  p o i n t s  i n  s t a t e  space and then  s e l e c t i n g  t h e  dec i s ion  which y i e l d s  
maximum r e t u r n .  During in t e rmed ia t e  t i m e  pe r iods  when t h e  p i p e  system has 
been moved t o  a l t e r n a t e  p o s i t i o n s  i n  t h e  f i e l d ,  i r r i g a t i o n  dec i s ions  a r e  
no longer  p o s s i b l e  f o r  t h e  u n i t  a r e a  of crop under cons ide ra t i on ,  and only 
t h e  t o t a l  expected r e t u r n s  a r e  computed. 
By s i m i l a r  reasoning i t  i s  p o s s i b l e  t o  o b t a i n  t h e  corresponding 
equa t ions  f o r  e s t ima t ing  t h e  expected i r r i g a t i o n  l abo r  and a p p l i c a t i o n s  
f o r  each month of t h e  i r r i g a t i o n  season.  The t o t a l  expected i r r i g a t i o n  . 
l a b o r  p e r  a c r e  a t  time (k) f o r  a  given i n i t i a l  s t a t e  (S ) i s  k  
where k  r e p r e s e n t s  t he  number of days i n  t h e  month; H r e p r e s e n t s  t h e  man- 
* 
hours  of l a b o r  pe r  i r r i g a t i o n  per  a c r e ;  and Q (d ) i s  a  s t e p  func t ion  which k k  
i s  def ined  a s  
i f  t h e  opt imal  dec i s ion  i s  no t  t o  i r r i g a t e ,  and 
i f  t h e  opt imal  dec i s ion  i s  t o  i r r i g a t e .  S i m i l a r l y ,  t h e  t o t a l  expected 
i r r i g a t i o n  a p p l t c a t i o n  p e r  a c r e  a t  t i m e  (k) f o r  a  given i n i t i a l  s t a t e  
* 
where d  i s  t h e  optimal dec i s ion  a t  t h e  k-th time per iod .  k  
The r e s u l t s  of t h i s  p r o b a b i l i s t i c  a n a l y s i s  a r e  t h e  expected seasonal  
p r o f i t s ,  and the  expected monthly l abo r  and i r r i g a t i o n  requirements f o r  
each f e a s i b l e  s t a t e  of t he  system a t  t h e  s t a r t  of t he  r e spec t ive  time 
pe r iods .  The next  s t e p  i n  t h e  a n a l y s i s  i s  t o  determine t h e  p r o b a b i l i t y  
of being i n  a  s p e c i f i c  s t a t e  a t  t h e  s t a r t  of each month given t h e  s t a t e  
of the system a t  the s t a r t  of t he  i r r i g a t i o n  per iod .  This  i s  accomplished 
by means of a  forward algorLthm. 
Thus, l e t  the  s t a t e  a t  t i m e  (k) b e  denoted by S  and the  p r o b a b i l i t y  k  ' 
of t r a n s i t i o n  from one s t a t e  a t  time (k) t o  another  s t a t e  Sk-l a t  time 
(k-1) be denoted by P ~ ( s ~ ~ ~ E ~ R ~ ~ s ~ - ~ ) .  Then the  p r o b a b i l i t y  of being i n  
s t a t e  S  a t  time (k-1), denoted by II (S ) ,  i s  obtained by mul t ip ly ing  k-1 k-1 k-1 
the  p r o b a b i l i t y  of being i n  s t a t e  Sk a t  time (k ) ,  II (S ) ,  by the  t r a n s i t i o n  k k  
p r o b a b i l i t y  P  (S flE fl R fls ) , and then summing over a l l  t he  f e a s i b l e  k  k  k  k  k-1 
s t a t e s  S  and d i s c r e t e  va lues  of E  and \ i n  t he  j o i n t  p r o b a b i l i t y  mat r ix  k  k  
a t  time (k) .  Thus 
and 
sub jec t  t o  (21) 
Equation (33) may be  so lved  f o r  succes s ive  t i m e  pe r iods  i n  terms of 
t h e  i n i t i a l  s t a t e  p r o b a b i l i t i e s  knowing t h e  j o i n t  p r o b a b i l i t y  d i s t r i b u -  
t i o n  of d a i l y  pan evapora t ion  and r a i n f a l l  and the  vec to r  of opt imal  
dec i s ions  f o r  each s t a g e  of t h e  system. The end r e s u l t  i s  the  v e c t o r  
of s t a t e  p r o b a b i l i t i e s  a t  t h e  s t a r t  of each month. 
Assuming now t h a t  t h e  app rop r i a t e  va lues  of t he  expected monthly 
i r r i g a t i o n  q u a n t i t i e s  I (S ) and l a b o r  requirements  L  (S ) have been k k  k k  
s t o r e d  a t  t h e  corresponding p o i n t s  on t h e  mat r ix  us ing  t h e  backward 
a lgor i thm,  then t h e  expected monthly i r r i g a t i o n  q u a n t i t y  i r r e s p e c t i v e  
of s t a t e  i s  
And, t h e  expected monthly i r r i g a t i o n  l a b o r  is  
where k  r ep re sen t s  t h e  f i r s t  day of t h e  month, and S  i s  t h e  s e t  of k  
f e a s i b l e  s t a t e s .  
3.  Second Level of Optimizat ion 
Linear  p rog raming  i s  a  method whereby t h e  op t imal  farm p l an  can be  
s e l e c t e d  from among t h e  mu l t i t ude  of choices  open t o  t he  farmer.  I n  t he  
case of crop product ion  t h e  l i n e a r  programming model n o t  only s e l e c t s  t h e  
types  of crops t o  be  grown bu t  a l s o  s p e c i f i e s  t h e  number of a c r e s  of l and  
t o  be  a l l o c a t e d  t o  each  crop and the  op t imal  method of crop product ion .  
Although a  number of a t t empt s  have been made t o  apply t h i s  technique 
t o  t he  a n a l y s i s  of i r r i g a t i o n  systems, t he se  have no t  been e n t i r e l y  success-  
f u l  due t o  i nhe ren t  l i m i t a t i o n s .  This  i s  due t o  t h e  f a c t  t h a t  t h e  i r r i g a -  
t i o n  problem i s  b a s i c a l l y  a  s t o c h a s t i c  mul t i - s tage  dec i s ion  process  which 
involves  both space and time a l l o c a t i o n s  of t h e  i r r i g a t i o n  i n p u t s  and 
t h e r e f o r e  i s  no t  s u i t e d  t o  s t anda rd  l i n e a r  programming a n a l y s i s .  I n  addi-  
t i o n ,  t h e  random v a r i a t i o n s  i n  s o i l  mois ture  con ten t  and o t h e r  environ- 
mental  f a c t o r s  n o t  only a f f e c t  crop product ion  b u t  a r e  a l s o  i n t i m a t e l y  
connected w i th  t h e  problem of system des ign  and ope ra t i on .  It would appear ,  
t h e r e f o r e ,  t h a t  a  need e x i s t s  f o r  a  more gene ra l  model which combines t h e .  
p r o p e r t i e s  of dynamic and l i n e a r  programming models. 
L inear  programming d i f f e r s  from many o t h e r  mathematical programming 
techniques i n  t h a t  t h e  mathematical model i s  s t a t e d  i n  terms of l i n e a r  
r e l a t i o n s h i p s .  The complete mathematical s ta tement  of t he  crop product ion 
p roces s  i nc ludes  a  s e t  of l i n e a r  i n e q u a l i t i e s  which r e p r e s e n t  t he  
c o n s t r a i n t s  on t h e  problem and a  l i n e a r  func t ion  which desc r ibes  t h e  
o b j e c t i v e .  The l i n e a r  c o n s t r a i n t s  form a  convex polygon i n  n-dimensional 
space.  Only p o i n t s  i n  t h i s  set s a t i s f y  t h e  l i n e a r  c o n s t r a i n t s  and a r e  
regarded a s  f e a s i b l e  s o l u t i o n s .  The corner  p o i n t s  of t h i s  convex s e t  
of s o l u t i o n s  a r e  termed b a s i c  f e a s i b l e  s o l u t i o n s ,  and i f  t h e r e  i s  an 
opt imal  s o l u t i o n  t o  t h e  problem a t  l e a s t  one b a s i c  f e a s i b l e  s o l u t i o n  
w i l l  b e  opt imal .  
Assume now t h a t  t h e  l i n e a r  programming model i s  s t r u c t u r e d  t o  con- 
s i d e r  N c rops ,  each crop may be  grown i n  J f i e l d s  a t  L  l e v e l s  of i r r i g a t i o n  
i n t e n s i t y ,  a  choice e x i s t s  between M i r r i g a t i o n  systems, and the  model i s  
cons t ra ined  by I resources .  Then t h e  product ion  p o s s i b i l i t i e s  of t h e  farm 
w i l l  c o n s i s t  of J x  L x  M x N s epa ra t e  a c t i v i t i e s  and these  may be 
represented  symbolical ly  by the  fol lowing mat r ix :  
aillll Xl l l l+a i2111  X2111+ . . . a  x + ..... a  i j lmn j lmn a B ( 3 7 )  iJLMN 'JLMN i 
where i = 1, 2, ..., I; j = 1, 2, ..., J ;  1 = 1, 2, ..., L;  m = 1, 
2, ..., M; and n  = 1, 2, ..., N .  
An a d d i t i o n a l  c o n s t r a i n t  i s  t h a t  t he  X ' s should not  be nega t ive ,  j lmn 
The columns of t he  mat r ix  S r ep re sen t  t h e  ind iv idua l  a c t i v i t i e s  which j lmn 
may b e  included i n  t he  product ion process .  The c o e f f i c i e n t s  of these  
columns a descr ibe  the  resource inpu t s  pe r  u n i t  l e v e l  of each ac t iv -  i j lmn 
i t y .  Each row of t he  mat r ix  B corresponds t o  some economic i n p u t ,  o r  i 
resource l e v e l  which may be l i m i t a t i o n a l  and i s  he ld  cons tan t  during t h e  
a n a l y s i s .  The s p e c i f i c  problem i s  t o  s e l e c t  t he  unknown l e v e l s  of the  
column vec to r s  which maximize t h e  t o t a l  n e t  p r o f i t s ,  i . e . ,  
J L M N  
j=l  1=1 m = l  n = l  
where t h e  C ' S  a r e  t h e  gross  u n i t  revenues f o r  each a c t i v i t y  minus t h e  t o t a l  
product ion cos t s .  
I n  many problems t h e  l i n e a r  programming technique can be app l i ed  
t o  s i t u a t i o n s  i n  which t h e  mathematical express ions  f o r  t h e  system a r e  
non l inea r  by so lv ing  t h e  problem wi th  l i n e a r  approximations,  o r  w i th  
a  piecewise s o l u t i o n  using l i n e a r  p o r t i o n s  of t h e  a c t u a l  express ion .  
A s p e c i a l  form of n o n l i n e a r i t y  a r i s e s  i f  t h e r e  a r e  j o i n t  i n t e r a c t i o n s  
between some of t h e  a c t i v i t i e s  regard ing  e i t h e r  t o t a l  usage of some 
r e sou rce  o r  t o t a l  measure of e f f e c t i v e n e s s .  
The c o n s t r a i n t  d a t a  comprising a c r e s  i n  each f i e l d ,  l abo r  a v a i l a b l e  
each month and acreage r e s t r i c t i o n s  f o r  crops should be r e a d i l y  a v a i l a b l e  
f o r  most farms. However, expected y i e l d  d a t a  and expected i r r i g a t i o n  
l abo r  and water  requirements  f o r  each c rop ,  each f i e l d ,  and each l e v e l  
of i r r i g a t i o n  a r e  n o t  l i k e l y  t o  be a v a i l a b l e ,  s i n c e  t he se  depend t o  a  
l a r g e  ex t en t  on t h e  random weather  v a r i a t i o n s .  To circumvent t h i s  d i f -  
f i c u l t y  a  dynamic programming model i s  used a t  t h e  f i r s t  l e v e l  of 
op t imiza t ion  t o  e s t ima te  t h e  crop y i e l d s  and a d d i t i o n a l  resource  requi re -  
ments involved i n  t h e  conversion from dryland t o  i r r i g a t e d  farming. The 
i n c l u s i o n  of cyc le  t ime and a p p l i c a t i o n  amount a t  t h i s  l e v e l  enables  t h e  
model t o  cons ider  d i f f e r e n t  l e v e l s  of i r r i g a t i o n  i n t e n s i t y ,  and hence 
gene ra t e  a  v a r i e t y  of ou tputs  a s  t h e  water  a v a i l a b i l i t y  changes over  
t i m e  . 
4. An Exampole 
I n  o rde r  t o  show how the  TLOM can be s e t  up on a  computer t o  handle  
a  farm i r r i g a t i o n  problem a Fo r t r an  I V  program was developed a s  p a r t  of 
t h i s  s tudy .  This  was used t o  p r e d i c t  t h e  opt imal  s c a l e  of i r r i g a t i o n  
development f o r  a  hypo the t i ca l  farm s i t u a t i o n  c o n s i s t i n g  of two s o i l  
types ,  o r  f i e l d s ,  each 150 ac re s  i n  e x t e n t ,  and each capable  of producing 
two c rops :  soybeans and corn.  
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For e x p o s i t o r y  purposes  i t  was assumed t h a t  a  cho ice  e x i s t e d  between 
on ly  two t y p e s  of i r r i g a t i o n  equipment,  t h e  tow-line and s e l f - p r o p e l l e d  
s p r i n k l e r  sys tems,  and t h a t  t h e s e  could  b e  c h a r a c t e r i s e d  by t h e  d e s i g n  
p a r a m e t e r s ,  c y c l e  t ime,  a p p l i c a t i o n  amount p e r  i r r i g a t i o n ,  and system 
e f f i c i e n c y .  The a l t e r n a t i v e  p r o d u c t i o n  a c t i v i t i e s  i n c o r p o r a t e d  i n  t h e  
model i n c l u d e d  f o u r  d r y  farming and 32 i r r i g a t e d  farming a c t i v i t i e s .  
I n  o r d e r  t o  i n d i c a t e  t h e  farm ad jus tments  t o  a change i n  r e s o u r c e  l e v e l s  
and t h e  e f f e c t  o f  t h e s e  a d j u s t m e n t s  on farm income, e i g h t  r e s o u r c e  combina- 
t i o n s  were ana lyzed  i n  t h e  model. These c o n s i s t e d  of two l e v e l s  of monthly 
l a b o r  s u p p l y ,  s e a s o n a l  i r r i g a t i o n  w a t e r  s u p p l y ,  and annua l  p r o d u c t i o n  
c a p i t a l .  
Proceeding i n  t h e  manner d e s c r i b e d  i n  t h e  p r e v i o u s  s e c t i o n  t h e  o p t i -  
m a l  p o l i c y  was determined f o r  each c rop  a c t i v i t y .  Tab le  1 shows a  t y p i c a l  
i r r i g a t i o n  p o l i c y  IP(KS, I )  i n  m a t r i x  form f o r  one of t h e  c rop  a c t i v i t i e s .  
Here IP(KS, I )  = 1 i s  used t o  deno te  t h e  d e c i s i o n  t o  i r r i g a t e ,  and 
IF(KS, 1 )  = 0 s i g n i f i e s  t h e  d e c i s i o n  n o t  t o  i r r i g a t e .  The m a t r i x  t h e r e -  
f o r e  i n d i c a t e s  f o r  each s t a g e  KS t h e  l e v e l  t o  which t h e  a v a i l a b l e  s o i l  
m o i s t u r e  i s  a l lowed t o  d e p l e t e  b e f o r e  i t  becomes p r o f i t a b l e  t o  i r r i g a t e .  
The d e c i s i o n  t o  i r r i g a t e  a t  lower l e v e l s  towards t h e  beg inn ing  and end 
of t h e  i r r i g a t i o n  s e a s o n  r e f l e c t s  t h e  lower p o s s i b i l i t y  of s o i l  m o i s t u r e  
d e p l e t i o n .  
Other  r e s u l t s  o b t a i n e d  from t h e  'dynamic programming model i n c l u d e  
t h e  expec ted  s e a s o n a l  p r o f i t ,  t h e  expec ted  monthly i r r i g a t i o n  l a b o r ,  and 
t h e  expec ted  monthly i r r i g a t i o n  w a t e r  requ i rements  p e r  a c r e  of each c rop  
a c t i v i t y .  T h i s  i n f o r m a t i o n  c o n s t i t u t e d  p a r t  of t h e  b a s i c  i n p u t  t o  t h e  
l i n e a r  programming model. Other  i n p u t  d a t a  i n c l u d e d  t h e  l a b o r  and non- 

l a b o r  inpu t -ou tpu t  c o e f f i c i e n t s  Eor t h e  d r y  farming s i t u a t i o n .  These 
were  s e l e c t e d  from a  Farm Management Manual [1969].  
I n  f o r m a l i z i n g  t h e  p h y s i c a l  sys tem v a r y i n g  degrees  of r e a l i t y  can 
b e  ach ieved  by t h e  assumptions  b u i l t  i n t o  t h e  model. A c a s e  i n  p o i n t  
a r i s e s  i n  t h e  s e l e c t i o n  of i r r i g a t i o n  equipment.  S e l f - p r o p e l l e d  sys tems ,  
f o r  example, a r e  manufactured on ly  i n  a l i m i t e d  number of s t a n d a r d  s i z e s .  
Another c h a r a c t e r i s t i c  of t h e s e  sys tems is  t h a t  i d e a l l y  t h e y  shou ld  on ly  
b e  used t o  i r r i g a t e  one f i e l d  crop a t  a t i m e .  I n  a d d i t i o n  economies of 
s i z e  a r e  i n h e r e n t  i n  t h e i r  d e s i g n .  These f a c t o r s  t end  t o  compl ica te  t h e  
l i n e a r  programming a n a l y s i s ,  b u t  n e v e r t h e l e s s  shou ld  b e  recognized  i n  a 
more complete r e p r e s e n t a t i o n  of t h e  p r a c t i c a l  s i t u a t i o n .  
The s o l u t i o n  of t h e  farm model is  summarized i n  Table  2.  T h i s  shows 
t h a t  under  t h e  s e l e c t e d  p r i c e  and c o s t  c o n d i t i o n s  t h e  p r o d u c t i o n  of 
soybeans i s  n o t  economic. These r e s u l t s  a l s o  i n d i c a t e  s i g n i f i c a n t  d i f -  
f e r e n c e s  i n  farm p r o f i t s  w i t h  changes i n  t h e  l e v e l  of r e s o u r c e  a v a i l a b i l i t y .  
F u r t h e r ,  as c a p i t a l  i s  s u b s t i t u t e d  f o r  l a b o r ,  t h e  model i n d i c a t e s  t h a t  i t  
becomes more p r o f i t a b l e  t o  s e l e c t  t h e  more expens ive  s e l f - p r o p e l l e d  sys tem 
i n  p r e f e r e n c e  t o  t h e  tow-line sys tem w i t h  i t s  h i g h e r  l a b o r  requ i rements .  
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I V .  DISCUSSIONS AND CONCLUSIONS 
1. On D i s c r e t e  D i f f e r e n t i a l  Dynamic Programming 
The major f a c t o r s  t h a t  i n s p i r e d  t h e  DDDP approach were t h e  i n h e r e n t  
drawbacks o f  t r a d i t i o n a l  dynamic p r o g r a m i n g ,  namely, memory c a p a c i t y  and 
computer t ime requ i rements .  By l i m i t i n g  o p t i m i z a t i o n  t o  a  few l a t t i c e  
p o i n t s  around a  t r i a l  t r a j e c t o r y ,  t h e  memory requ i rements  appear  t o  have 
been curbed s u b s t a n t i a l l y .  To i l l u s t r a t e  t h i s  p o i n t  n u m e r i c a l l y ,  con- 
s i d e r  t h e  memory requ i rements  of t h e  example. 
The problem h a s  f o u r  s t a t e  v a r i a b l e s ,  whose a d m i s s i b l e  ranges  a r e  
g i v e n  i n  ( I ? ) .  With t h e  v a l u e s  of a g i v e n  i n  (19) t h e  DDDP r e q u i r e s  
t 
243 words of computer memory, whereas t r a d i t i o n a l  dynamic programming 
u s i n g  t h e  same g r i d  s i z e  would r e q u i r e  63,888 words. 
Another major  d i f f i c u l t y  i n  app ly ing  t r a d i t i o n a l  dynamic programming 
is t h e  computer t ime r e q u i r e d  because  of t h e  number of computat ions  and 
comparisons t h a t  must b e  performed a t  each  l a t t i c e  p o i n t .  A t  each s t a g e  
of t h e  example t h e r e  a r e  21,296 l a t t i c e  p o i n t s .  I f  t h e  domain of t h e  
d e c i s i o n s  g iven  i n  (13) i s  d i v i d e d  i n t o  l a t t i c e  p o i n t s  w i t h  Au = 1 u n i t ,  
a t o t a l  of 4  X 5 X 5 X 8  = 800 combinat ions  of d e c i s i o n s  must b e  t e s t e d  
a t  each s t a t e  l a t t i c e  p o i n t  of each s t a g e .  By l i m i t i n g  t h e  o p t i m i z a t i o n  
t o  t h e  neighborhood of a  t r i a l  t r a j e c t o r y ,  t h e  number of l a t t i c e  p o i n t s  
i s  reduced,  and t h e r e f o r e  fewer  t e s t s  w i l l  have t o  b e  made p e r  s t a t e  of 
each s t a g e .  Fur thermore,  i f  t h e  sys tem i s  i n v e r t i b l e ,  even g r e a t e r  
e f f i c i e n c y  may b e  ach ieved .  For example, i f  T  = 3 a t  each s t a g e ,  t h e n  
4 
f o r  a  four-dimensional  i n v e r t i b l e  problem t h e r e  a r e  on ly  3  = 8 1  
p o s s i b i l i t i e s  t h a t  s t a t e s  a t  s t a g e  n  - 1 may l e a d  t o  a  p a r t i c u l a r  s t a t e  
a t  s t a g e  n. Therefore  a t  a  p a r t i c u l a r  s t a t e  of s t a g e  n  only 81  t e s t s  
i n s t e a d  of 800 w i l l  need t o  be made. 
Table  3  summarizes t he  process ing  t i m e  of I B M  360175 r equ i r ed  t o  
s o l v e  t h e  example by means of t h e  proposed approach. The number of 
i t e r a t i o n s  i n  t h i s  t a b l e  is  one more than t h a t  needed t o  a r r i v e  a t  t h e  
optimum r e s u l t s .  The l a s t  i t e r a t i o n  i s  r equ i r ed  t o  confirm t h a t  optimum 
r e s u l t s  have been reached i n  t h e  prev ious  i t e r a t i o n .  
I f  t he  va lues  of a a r e  no t  chosen p rope r ly ,  i t  i s  p o s s i b l e  f o r  
t 
t h e  procedure t o  converge t o  a  l o c a l  minimum o r  maximum. Jacobson and 
Mayne [1970] and t h e  r e s u l t s  of t h e  p re sen t  s tudy i n d i c a t e  t h a t  i t  may 
be  adv i sab l e  t o  c a l c u l a t e  t h e  va lues  of a a s  a  func t ion  of t h e  s t a g e  
t 
e i t h e r  a t  t h e  beginning of each i t e r a t i o n  o r  when t h e  r e s u l t s  of two 
succes s ive  i t e r a t i o n s  show l i t t l e  o r  no improvement i n  t h e  r e t u r n .  
TABLE 3. Computer (IBM 360175) Time Requirements of t h e  Proposed 
Method f o r  t h e  Solu t ion  of t h e  System i n  F igure  4. 
T o t a l  Pro- Processing 
Nominal Operating No. of cess ing  Time per  
T r a j e c t o r i e s  Per iods  I n t e r a t i o n s  Time, s e c  I n t e r a t i o n ,  s e c  
One must r e a l i z e  t h a t  t h e  d i f f i c u l t i e s  encountered i n  t h e  choice of t h e  
t r i a l  t r a j e c t o r y  and i n  t h e  de te rmina t ion  of t h e  s t a t e  subdomain are by 
no means l i m i t e d  t o  t h e  DDDP approach. Other i t e r a t i v e  op t imiza t ion  
techniques ,  such a s  t h e  g rad i en t  methods and t h e  second v a r i a t i o n  methods, 
a l s o  f a c e  t h e  same problems. 
2 .  On Two-Level Opt imizat ion Model 
Although t h e  proposed TLOM f o r  i r r i g a t i o n  systems cons ide r s  many 
of t h e  system v a r i a b l e s  a f f e c t i n g  p l a n t  growth, i t  i s  recognized t h a t  
i t  i s  s t i l l  a h i g h l y  s i m p l i f i e d  v e r s i o n  of t h e  p h y s i c a l  system and t h a t  
t h e r e  i s  s t i l l  much need f o r  f u r t h e r  re f inement .  One assumption i s  t h a t  
water supply  i s  t h e  impor tan t  v a r i a b l e  which c o n t r o l s  p l a n t  growth and 
development. C l ima t i c  i n f l u e n c e s ,  however, go f a r  beyond t h e  obvious  
l i m i t i n g  e f f e c t s  of drought .  A i r  t empera ture ,  f o r  example, n o t  on ly  
a f f e c t s  evapo ra t i on  l o s s e s  bu t  may a l s o  dep re s s  c rop  y i e l d s  i f  i t  i s  
f a r  removed from t h e  op t imal  v a l u e  f o r  crop growth and development. 
Another assumption i s  t h a t  d a i l y  p o t e n t i a l  growth increments  
dur ing  the i r r i g a t i o n  season  are c o n s t a n t  and independent  of each o t h e r ,  
and that t h e y  may be  summed t o  o b t a i n  a measure of c rop  y i e l d  a t  t h e  end 
of t h e  growing season .  D i f f e r e n t  v a r i e t i e s  of c rops ,  however, o f t e n  
e x h i b i t  marked d i f f e r e n c e s  i n  response  t o  wa t e r  s t r e s s ,  and t h e s e  
d i f f e r e n c e s  v a r y  w i t h  t h e  s t a g e  of p l a n t  development. It h a s  a l s o  been 
observed i n  c e r t a i n  i n s t a n c e s ,  t h a t  t h e  e f f e c t  of mo i s tu r e  stress i n c u r r e d  
i n  the e a r l y  s t a g e s  of p l a n t  development may a f f e c t  growth i n  l a t e r  
p e r i o d s ,  It would appear ,  t h e r e f o r e ,  t h a t  some a d d i t i o n a l  e f f o r t  i s  
r equ f r ed  t o  de te rmine  the e f f e c t  of i n t e r - p e r i o d  dependencies on crop 
growth and development, and t o  f i n d  how t h e  d a i l y  growth increments  
should b e  weighted t o  r e f l e c t  growth p o t e n t i a l  a t  each s t a g e  of p l a n t  
development. Both a d d i t i v e  and m u l t i p l i c a t i v e  r e l a t i o n s  may b e  r e q u i r e d  
t o  d e f i n e  more adequa te ly  the crop systems i n  t h e  more complete model. 
Fur thermore,  maximization of expected p r o f i t  h a s  been used a s  t h e  
c r i t e r i o n  f u n c t i o n  i n  t h i s  a n a l y s i s ,  b u t  i t  i s  no t  always t h e  pr imary 
o b j e c t i v e  of farm management. The fa rmer  i s  a l s o  i n f l u e n c e d  t o  some 
e x t e n t  by t h e  v a r i a b i l i t y  i n  p r o d u c t i o n  and demand, w i t h  t h e  r e s u l t  
t h a t  r i s k  p l a y s  an  impor tan t  r o l e  i n  t h e  f a r m e r ' s  d e c i s i o n  making. 
Under normal c i rcumstances  i r r i g a t i o n  should r e s u l t  i n  less v a r i -  
a b i l i t y  i n  c r o p  p r o d u c t i o n  through b e t t e r  c o n t r o l  of t h e  environment .  
Some assessment  of t h i s  reduced v a r i a b i l i t y  s h o u l d ,  t h e r e f o r e ,  b e  
i n c l u d e d  i n  t h e  model a n a l y s i s  t o  o b t a i n  a  more complete  e v a l u a t i o n  
of the r e t u r n s  from i r r i g a t i o n  development. 
Y e t  a n o t h e r  e x t e n s i o n  which may b e  i n t r o d u c e d  i n t o  t h e  model t o  
i n c r e a s e  i ts  u s e f u l n e s s  r e l a t e s  t o  t h e  w a t e r  b a l a n c e  r e l a t i o n s h i p  i n  
the e f f e c t i v e  r o o t  zone of t h e  p l a n t s .  I n  g e n e r a l  i t  cannot  b e  assumed 
t h a t  a l l  the p r e c i p i t a t i o n  f a l l i n g  on t h e  l and  can b e  regarded  as 
e f f e c t i v e  r a i n f a l l .  On the c o n t r a r y ,  a l a r g e  p o r t i o n  of t h e  r a i n f a l l  
o c c u r s  a s  i n t e n s i v e  s h o r t  d u r a t i o n  s to rms  which compact and seal t h e  
s o i l  caus ing  some of t h e  w a t e r  t o  b e  l o s t  a s  s u r f a c e  r u n o f f .  The 
a c t u a l  p r o c e s s e s  invo lved  i n  t h e  s o i l  m o i s t u r e  budget u s u a l l y  depend 
on a number of f a c t o r s  which v a r y  o v e r  t i m e  and s p a c e .  A knowledge 
of t h e  g e n e r a l  form of t h e s e  r e l a t i o n s h i p s  and t h e i r  s p a c e  and t i m e  
v a r i a t i o n s  i s  t h e r e f o r e  e s s e n t i a l  i n  a  more complete r e p r e s e n t a t i o n  
of t h e  p h y s i c a l  system. 
D e s p i t e  t h e  f a c t  t h a t  t h e  model p r e s e n t e d  i n  t h i s  s t u d y  does n o t  
comple te ly  d e s c r i b e  t h e  e n t i r e  p h y s i c a l  sys tem,  i t  does p r o v i d e  a  
s y s t e m a t i c  p rocedure  f o r  t h e  d e s i g n  and a n a l y s i s  of i r r i g a t i o n  systems.  
Under t h e  p r e s e n t  s t a t u s  of i m p e r f e c t  knowledge on t h e  p h y s i c a l  char-  
a c t e r i s t i c s  of the system,  p a r t i c u l a r l y  i n  t h e  a r e a  of p l a n t  growth and 
development,  and d e f i c i e n c i e s  i n  t h e  i n p u t  d a t a ,  t h e  proposed model can 
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