ABSTRACT Wayside acoustic detection is a promising technology for railway-vehicle bearing health monitoring due to its merits of non-conduct measurement, low cost, and early warning capacity. However, the diagnostic accuracy will be reduced by the problems of strong background noise and Doppler distortion. Considering the super spatial directivity ability of the microphone array, in this paper, a uniform rectangular array (URA) and an optimal spatial filter (OSF) based on the principle of minimum variance distortion-less response (MVDR) are designed to improve the diagnostic accuracy. Compared with the traditional single microphone and linear array, spatial directivity can be improved significantly so that the better anti-noise performance and higher diagnostic accuracy can be achieved. First, a URA consisting of 15 microphone elements arranged into five columns and three rows is designed to capture the wayside acoustic signal. Second, the direction angle of the target moving sound source with high accuracy is calculated at different times. Third, an OSF based on the principle of the MVDR is designed to extract the target sound source signal. Fourth, Doppler effect embedded in the filtered signal is eliminated using the MVDR spectrum estimation and resampling method. Finally, the diagnosis decision is made through an envelope spectrum analysis. The comparative simulation and experimental case studies are carried out to verify the effectiveness and improvement of the proposed method.
I. INTRODUCTION
Railway transportation plays an important role in nowadays transportation. Ensuring the safe operation of railway vehicles has become an important mission of railway transportation under the situation of rapid railway speed increase in recent years. Wheel bearing is a key part of railway vehicles [1] - [5] . Traffic accidents caused by railwayThe associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang. vehicle bearing failure will bring huge losses and even disasters [6] - [10] . Therefore, it is of great significance for condition monitoring of the railway-vehicle bearings. Nowadays, many non-disassembling diagnosis techniques have emerged such as oil monitoring [11] , hot-box detection [12] and acoustic emission [13] , [14] . Especially, vibration analysis such as stochastic resonance [15] - [17] , support vector machines [18] , [19] , morphological analysis [20] , local mean decomposition [21] , wavelet packet transform [22] , [23] and wavelet transform (WT) [24] - [26] . Wayside acoustic defective bearing detector (ADBD) is a technique developed in recent years [27] - [29] . In the ADBD system, microphones are arranged on both sides of the tracks. Acoustic signals emitting from the railway-vehicle bearings are collected when vehicle pass-by and the health condition of the bearings is decided through analysis of the collected signal. Compared with other methods, it has advantages of non-contact [30] , low costs and early failure detection ability [31] .
However, there are two important issues that make it difficult to diagnose accurately including strong background noise and Doppler distortion. In the current research, one microphone or the uniform linear array (ULA) is used to capture the wayside bearing acoustic signal. And the aforementioned two problems are generally solved in the stage of signal processing [32] - [35] . For instance, a kind of Doppler-let filter is constructed to remove noise effectively by Zhang et al [36] . This method requires the velocity of the vehicle in advance and it is difficult to determine the thresholds in the time frequency filter. Wang et al proposed a method combining continuous wavelet transform with manifold learning. In this method, the multi-scale manifold ridge line is extracted from the time-scale plane to realize the demodulation of the fault signal of the bearing [37] . It can eliminate both scale noise and in-band noise at the same time, but the computational complexity is high. Zhang et al achieved the separation by seeking the time-varying statistical characteristics of different components of the signal in the singular value space according to the Time-varying Singular Value Decomposition (TSVD) [38] . It has the advantages of eliminating in-band noise, preserving harmonic components and improving the accuracy of spectrum identification of transient components. However, there are some problems such as incomplete theoretical basis, tendency term of singular value sequence and the high cost of calculation.
On the other hand, many methods have been studied on the problem of Doppler distortion. Liu et al. proposed a timedomain interpolation resampling (TIR) based on kinematic model [39] . It does not need to know the characteristic frequency beforehand, but it depends on the moving parameters most of which are unknown in practice. To solve this problem, the resampling methods based on instantaneous frequency estimation (IFE) are studied by researchers, such as Hilbert transform (HT) [31] and the short-time Fourier transform (STFT) [40] . The resampling time series can be obtained by IFE from the wayside signal, so it has the advantage of realizing automatic correction without external sensors. However, when the background noise is strong, the extraction of instantaneous frequency becomes difficult. Liu et al. further proposed a method based on matching pursuit to estimate the parameters by Doppler-let transform [41] . Although it performs well, huge computation requirement makes it difficult to realize real-time diagnosis.
It should be noted that only one single microphone is used in the above methods and the emphasis is put on the stage of signal processing. Recently, a uniform linear array (ULA) and a time-varying spatial filtering rearrangement (TSFR) scheme are firstly introduced by Zhang et al. [42] . Comparing those methods with one single microphone, more microphones are employed to capture the signal simultaneously and the spatial filter based on the mechanism of time delay of the multipath signals can be designed for signal-to-noise (SNR) enhancement and adaptive Doppler Effect elimination. In Zhang's method, the spatial filter is constructed depending on the source location and has little relationship with the signal energy, so this method has significant advantages in when the background noise is heavy in comparison with methods using one single microphone. However, the ULA has poor vertical spatial directivity because the microphones are only arranged along the horizontal direction. As a result, there is an error in the estimated sound source location and the jump phenomenon emerges when the sound source is relatively far from the microphone. Later, Liu et al proposed a matching pursuit algorithm combined with ULA [43] . The adaptive correction of Doppler distortion can be achieved by identifying and obtained parameters through parameterized atomic matching. However, Because of the large number of atomic parameters, the amount of calculation is relatively large.
In this study, a URA is firstly introduced as the wayside signal acquire device and an optimal spatial filter (OSF) based on the principle of Minimum Variance Distortion-less Response (MVDR) [44] - [46] is designed to extract the target sound source signal. Compared with the traditional ULA, it has the following merits: 1) Due to the additional microphone arrangement in the vertical direction, the elevation angle can be acquired and so that the spatial resolution of the array can be improved significantly. As a result, better anti-noise performance can be achieved. 2) Because the spatial location of the acoustic source can be estimated much more accurately, the time series for resampling can be calculated more accurately, so that Doppler Effect can be better eliminated. 3) In this study, the OSF is constructed based on the principle of MVDR, so it has little relationship with the signal energy. It has significant advantages in comparison with traditional methods using one single microphone or ULA.
Comparative simulation and experimental case studies in this study have shown the improvement of anti-noise performance and diagnostic accuracy. The rest of this paper is organized as follows. In section 2, the proposed method is introduced in detail including the design of the URA, the OSF and the Doppler distortion correction scheme. Simulation and three experimental case studies are given in Section 3 and 4 respectively. Finally, conclusions are given in section 5.
II. METHOD A. WAYSIDE URA MODEL
The basic model containing a moving acoustic source (bearing) passing by a ULA and a URA are shown in ) respectively. The acoustic source moves along the direction of the x-axis with a uniform speed. It can be seen that compared with ULA, the elevation angle can be distinguished through URA and so that the spatial resolution of the array can be improved.
In this study, the URA consisted of microphone elements arranged into M 1 rows and M 2 columns on a specific panel is placed perpendicular to the direction of source moving and l is the distance between the plane of the array and the line along which the sound source moves in Fig.1 . The bottom of the array is on the same horizontal plane with the sound source. The horizontal distance between adjacent microphones is dx, and the vertical distance is dz. θ denotes the azimuth and ϕ represents the elevation of source.
denotes the distance between the sound source and the microphone.
During the sound source moving passing by the array, there is a time t c (m 1 , m 2 ) when the acoustic source moves nearest to the microphone element located at (m 1 , m 2 ) which can be expressed as:
where v denotes the moving speed. According to the geometrical relationship as shown in Fig.1 (b) , the distance between the sound source and the microphone located at (m 1 , m 2 ) can be calculated using the following equation: (2) where ts denotes the sound emitting time of the acoustic source. The time when the microphone received the sound can be calculated using the following equation:
where dt denotes the time delay between the emitting time and the receiving time which can be calculated as:
where c denotes the speed of sound propagation in the air and can be regarded a constant of 340 m/s in the air. Assume that the bearing acoustic source is a monopole point and the propagation medium is an ideal fluid without energy loss. According to Morse's theory Morse's theory of acoustics [47] , based on the wave equations and motion relationship, the sound pressure P(t r ) at time t r can be expressed as follows:
where M c = v/c, and the sin θ(t s ) can be expressed as:
q is the total flow rate of monopole point sound source mass and M c is the Mach number. The first term of Eq. (5) represents the sound field radiation term attenuated by propagation distance, and the second term is the near-field effect. When the far-field measurement condition is satisfied or the moving Mach number of sound source is lower than 0.2, compared with the first term, the second term is small and can be ignored. Therefore, the sound pressure received is approximately:
and the array signals can be written in a discrete form as follows:
where x m1m2 = [x m1m2 (t r (1)), x m1m2 (t r (2)), . . . , x m1m2 (t r (N ))], and N denotes the length of signal.
B. SIGNAL MODEL OF URA
In this study, the URA is designed to satisfy far-field model condition [48] , [49] :
where λ denotes the wavelength of the sound source. Under this condition, the sound wave collected by the array can be seen as plane waves. According to Eq. (6), the acoustic source is moving and it can be regarded as a point source at each sound emitting time.
Assuming that there are a number of Q far-field narrowband signal incidents on the array, according to Fig.1(b) , taking the array element at the origin as a reference point, the time delay between the i-th signal received by the m-th array element and the i-th signal received by the reference array element can be expressed as:
The matrix form of the received signal can be expressed as:
where A(θ, ϕ) ∈ R M 1 M 2×Q is a direction vector matrix, which can be written as follows:
where the direction vector a(θ k (t), ϕ k (t)) (k = obj, 1, 2, . . . , Q-1) can be written as follows.
where f c denotes the natural frequency of the signal.
where s obj ∈ R 1×N denotes the object source with the length of N , s q ∈ R 1×N (q = 1, 2, . . . , Q-1) denotes the Q -1 interference sources, N(t) ∈ R 1×N denotes the additive noise. Therefore, the signals received by the M 1 × M 2 array elements at the time tr can be arranged into a column vector, which can be expressed as:
. . . (11, 1) e −jwπ (11, 2) · · · e −jwπ (11,Q) e −jwπ (12, 1) e −jwπ (12, 2) 
Eq. (16) is the matrix form of Eq. (11).
C. OSF BASED ON THE PRINCIPLE OF MVDR
With the signal model given in Eq. (11), the signal passes through a set filter w and the filter weight can be expressed as:
where superscript T denotes transposition. The filtered signal y can be obtained by the following equation:
And its power is:
where E is the mathematical expectation, superscript H denotes transpose conjugate of a vector or a matrix. R xx is the covariance matrix of the input signal x(n) which can be calculated as:
The filter w m1m2 is designed to minimize its output power subject to the constraint that its response at the interest f c has unity gain. This constraint, knows as the distortion-less constraint, can be written as:
Mathematically, the distortion-less filter w m1m2 is obtained by solving the following constrained optimization problem:
The solution to this constrained optimization problem is
The azimuth spectrum estimate of the target can be expressed by the following equation:
D. DOPPLER EFFECT ELIMITATION USING MVDR SPECTRUM ESTIMATION AND RESAMPLING METHOD
The Doppler Effect caused by the relative movement between the vehicle and the array will bring in the frequency shift and frequency band expansion of the fault characteristic frequency which will reduce the diagnosis accuracy. It can be eliminated through resampling method. The calculation of the time series for resampling is the key of this method. Among them, the center time is the most important parameter and the maximum gain can be obtained when the sound source moves into the beam pattern as shown in Fig. 2 . In this study, MVDR spectrum estimation is employed to obtain the time when the acoustic source arrives at the front of the array element at the origin point and the time series for resampling is then calculated according to the geometric parameters of the array. As shown in Fig. 3 , compared with ULR, the elevation angle can be acquired due to the microphones arranged in the vertical direction. The spatial resolution of the array can be estimated much more accurately and the time series for resampling can be calculated with higher accuracy. As a result, the Doppler Effect can be eliminated more accurately. Details of the proposed Doppler Effect elimination method using MVDR spectrum estimation and resampling method is given in this section.
According to Fig. 3(b) , when the acoustic source moves to the front of the array element at the origin point, the horizontal and vertical angular relative to the origin point is θ obj = 0 • and ϕ obj = 90 • . Substituting θ obj and ϕ obj to Eq. (10), (13) and (23), the filter weight of the OSF at this time can be calculated as:
where a(θ c , ϕ c ) = [1, 1, . . . , 1] T . And according to the Eq. (18), we can obtain the filtered signal as follows:
where
. In order to calculate the time that the acoustic source arrives at the front of the array element at the origin, the instantaneous energy map (IEM) method is proposed. The basic mechanism of this method is that the peak of the energy amplitude appears when the acoustic source arrives at the front of the array element at the origin. And the corresponding energy can be calculated through the following equation:
And the center time can be calculated as:
where rw(t r -t) denotes a rectangular window with the center at t r and the l/c expresses the time delay between the emitting time and the receiving time. According to Eq. (28), the emitting time series of the sound source can be written as:
where t = L/f s denotes half of the time interval and i = [1, 2, . . . , 2L+1] denotes the emitting time series. Then, substituting Eq. (6) and (29) into Eq. (13) and (23), the OSF can be described as:
τ m1m2 can be then obtained through substituting Eq. (6) and (31) into Eq. (10), and a(t s ) can be described as:
And according to Eq. (18), the filtered signal can be calculated as:
The time series for resampling can be calculated by the following equation:
Therefore, the Doppler Effect can be eliminated through resampling the filtered signal y using t r . The resampling process is implemented by interpolating using cubic spline.
E. WHOLE SCHEME OF THE PROPOSED METHOD
The procedure of the proposed method is shown in Fig. 4 , with the steps described below.
(1) Design the URA using suitable array parameters according to the characteristics of the signal.
(2) Acquire the wayside acoustic signal using the designed URA and filter the signal using bandpass filter at the interest frequency band.
(3) Obtain the filtered signal using a designed OSF based on the principle of MVDR according to Eq. (25) and calculate the time t c using IEM method based on Eq. (27) and (28) . 
III. SIMULATION STUDY
In this section, simulation case studies are carried out to verify the effectiveness of the proposed method. The simulated sound source signal whelmed by noise is presented as follow:
where A = 1 represents the amplitude; f c denotes the resonance characteristic frequency; ξ is the attenuation ration and f p reflects the fault characteristic frequency; mod (a, b) is the remainder of a divided by b, which produces periodic waveform; v(t) is represents the added noise subjected to a normal Gaussian distribution. The sampling frequency is 10 kHz and the sampling point number is 40000. Other experimental parameters are shown in Table 2 . The simulated signal received by the microphone element located at (m 1 , m 2 ) embedded with Doppler distortion can be obtained by substituting Eq. (35) into Eq. (7).
The simulated signal without noise is firstly analyzed by the two methods. That means the v(t) in Eq. (35) is set to be 0. The waveform of the Doppler-shifted signal received by the microphone element located at the origin point is shown in Fig. 5(a) . It can be seen that the signal has been significantly distorted by Doppler Effect in the time domain. The phenomenon of frequency shift and expansion can be seen from the frequency spectrum and envelope spectrum VOLUME 7, 2019 shown in Fig. 5(b) and (c) which indicates the distortion by Doppler Effect in the frequency domain.
Firstly, the ULA method proposed by Zhang et al. [42] is employed to process the signal. The ULA is designed according to the model shown in Fig.1 (a) with 5 microphones arranged into a line. The parameters dx and l are set to be 0.05 m and 1 m respectively. According to the procedure presented by Zhang et al. [42] , firstly, the signal obtained by the ULA is filtered through a low-pass filtering with cutoff frequency of 500 Hz. Secondly, the zero-angular spatial filtering algorithm is applied to calculate the central moment t c = 2.0 s when the sound source reaches the front of the microphone at the origin point. Thirdly, the receiving time series t r are calculated according to the relation between t c , t r and the emission time series t s expressed by Eq. (34) . Finally, the Doppler Effect is eliminated through interpolation method. The corrected signal is shown in Fig. 6(a) with its envelope spectrum and time-frequency distribution (TFD) shown in Fig. 6(b) and (c) .
Then, the proposed URA method is employed to process the signal. Firstly, a URA consisting of 15 microphone elements arranged into 5 columns and 3 rows is designed. Parameters of the URA are shown in Table 1 . The vertical distance l is set to be 1m to satisfy the far-field condition (l > 0.47 m) expressed by Eq. (9). Secondly, the signal is filtered using a 3 order Butter-worth band-pass filter at [500 Hz, 3000 Hz]. Thirdly, an OSF based on the principle of MVDR is established using Eq. (25) to filter the signal obtained in the previous step. The TFD of the filtered signal is shown in Fig. 5(f) . Then the IEM method is employed to calculate the instantaneous energy according to Eq. (27) and (28) and the curve of the calculated instantaneous energy is shown in Fig. 5(d) . The time value of t c = 2.0 s can be determined as the time when the acoustic source arrives at the front of the array element at the origin point. Fourthly, an OSF is designed according to Eq. (30) and employed to filter the signal obtained in the second step. Then, the time series for resampling is calculated according to Eq. (34) and the Doppler Effect is eliminated using cubic spline interpolation. The waveform of the corrected signal is shown in Fig. 6(d) . Finally, envelope spectrum analysis is employed to determine the diagnosis result. The envelope spectrum and TFD are shown in Fig. 6 (e) and (f) respectively.
It can be seen that in this simulation study without noise interface, both of the two methods have achieved good results. The phenomenon of frequency shift and expansion caused by the Doppler Effect has been eliminated and the fault characteristic frequency f p = 100 Hz can be clearly found as well as the 2nd to 9th harmonics of f p .
In order to further compare the anti-noise performance of the two methods, the SNR of the simulated signal is set to be gradually decreased and each simulated signal with different SNR is analyzed by both the two methods. When SNR becomes to be -30.7 dB, the waveform of the simulated signal is shown in Fig. 7(a) with its spectrum, envelope spectrum and TFD shown in Fig. 7(b) , (c) and (e). Compared Fig. 7(c) with Fig. 5(c) , it can be seen that because of the added interference of strong noise, new frequency offset has occurred. The central time calculated through the zero-angular spatial filtering algorithm using ULA is t c = 1.997 s. From the envelope spectrum in Fig. 8(b) , the phenomenon of frequency shift and expansion caused by the Doppler Effect has been eliminated and the characteristic frequency is identified as f p = 100 Hz.
On the other hand, the same signal is processed by the proposed URA method. The time value of t c = 2.0 s is determined through the instantaneous energy shown in Fig. 7(d) VOLUME 7, 2019 FIGURE 12. Vibration signals collected by static experiments: (a) outer-race waveform, (b) inner-race waveform, (c) roller waveform, (d) outer-race spectrum, (e) inner-race spectrum, (f) roller spectrum, (g) outer-race envelope spectrum, (h) inner-race envelope spectrum, (i) roller envelope spectrum, (j) TFD of the outer-race signal, (k) TFD of the inner-race signal, (l) TFD of the roller signal.
using the IEM method. The waveform of the corrected signal is shown in Fig. 8(d) . with its envelope spectrum and TFD are shown in Fig. 8 (e) and (f) respectively. It can be seen that the phenomenon of frequency shift and expansion caused by the Doppler Effect has also been eliminated and the fault characteristic frequency f p is identified as 100 Hz which equals to the theoretical value and also the harmonics of f p are clearly to be seen.
It can be seen that with the increase of noise intensity, both the two methods have a little error of the center time value estimation. However, the Doppler Effect can be eliminated and the characteristic frequency is identified accurately by both the two methods. When comparing the shape of the envelope spectrum shown in Fig. 8(b) with (e), it can be found that the result obtained by the proposed URA is better than ULA. In order to make a quantitative comparison, the SNR value which is defined as the ratio of the fault-relevant frequency components to fault-irrelevant frequency components is calculated. In this study, the characteristic frequency component of f p = 100 Hz and the 2 nd to 5 th harmonic components are regarded as the fault-relevant frequency components and the others are regarded as the fault-irrelevant frequency components. The calculated SNRs from Fig. 8(b) and (e) are −48.35 dB and −38.28 dB respectively which indicates that the proposed URA method achieves a better signal de-noising result. The same conclusion can be reached by observing the TFD of the corrected signals shown in Fig. 8(c) and (f) . The frequency components of the corrected signal by URA is much more concentrated near the resonance characteristic frequency (f c = 2000 Hz).
When the SNR of the simulated signal decreased to −39.14 dB, the simulated signal with its spectrum, envelope spectrum and TFD are shown in Figs. 9(a), (b), (c) and (e) respectively. From Fig. 9 (c) it can be seen that because of the further increased noise intensity and the distortion of Doppler Effect, the fault characteristic frequency shifted to 87.28 Hz and there is a frequency expansion of 29.52 Hz. The signal is firstly processed by the ULA method, the calculated central time is t c = 2.003 s. From the envelope spectrum in Fig. 10(b) , it can be seen that in this situation the characteristic frequency of 100 Hz can't be identified as the domain frequency component and the closest frequency component is 91.6 Hz which has a deviation of 8.4 Hz from the theoretical value. So, in this situation, the noise intensity increased to a degree that the ULA method failed to extract the target signal. On the other hand, the central time value of t c = 2.0 s is determined by the proposed URA method as shown in Fig. 9(d) . The waveform of the corrected signal is shown in Fig. 10(d) with its envelope spectrum and TFD shown in Fig. 10 (e) and (f) respectively. It can be seen that the characteristic frequency f p is identified as 100 Hz which equals to the theoretical value and also the harmonic components up to the 3x can be clearly identified. Through the simulation studies in this section, conclusions can be made that the proposed URA method performs better when the noise intensity increased due to its improved spatial directivity.
IV. EXPERIMENTAL VERIFICATION
In order to verify the superiority of the proposed method compared with ULA, three experimental case studies involving an outer-race defective bearing, an inner-race defective bearing and a roller defective bearing respectively are carried out in this section.
A. EXPERIMENT SETUP
An experiment bench including a moving vehicle with a sound source, a URA consists of 15 microphone elements arranged into 3 rows and 5 columns, a Multichannel Data Acquisition System (MDAS), a photoelectric sensor and a personal computer (PC) is designed as shown in Fig. 11 with the experimental scene in Fig. 11 . The acoustic signal emitting from the sound source set on the vehicle can be collected by the array when the vehicle passes by with a certain speed. And the noise including the air dynamic noise, tire noise and the background noise will be collected simultaneously.
During the experiment, the sound source and the bottom line of the array are set on the same horizontal plane. The photoelectric sensor is set under the array to capture the time when front wheel and the back wheel of the vehicle passed by the array one after another. The captured two time points are used to locate the sound source when it comes nearest the array element at the origin point. The sound source moving speed can be calculated by the distance between the two wheels and the time delay between the two time points captured by the photoelectric sensor when the front wheel and the back wheel passes by. The bearing vibrational signal provided by the Case Western Reserve University (CWRU) is employed as the sound source signal. The bearing used in this study is the ball bearing with the type of 6205-2RS JEM SKF. The vibration data is collected with the sampling frequency of 12 kHz when the shaft was rotating at the speed of 1772 rpm. Details of the experiment can be referred to [50] . The resonance frequency band of the bearing signal in this experiment is between 2000-3300 Hz. So, to satisfy far field condition, l > 0.47 m, calculated by Eq. (9), the vertical distance between the sound source and the array is set to be 1m. The highest frequency of the experimental signal is 4250 Hz, so the minimum wavelength of the source is λ min = 0.103 m. To satisfy the spatial sampling theorem, the horizontal and vertical spacing between the adjacent microphone elements are both set to be 0.05 m. In the VOLUME 7, 2019 The ULA method is firstly employed to process the signals. In this study, the five microphones at the bottom of the URA shown in Fig. 10 are used as the ULA. So, according to the model shown in Fig.1 (a) , the parameters dx and l are 0.05m and 1m respectively. According to the procedure presented by Zhang et al. [42] , firstly, the signal obtained by the ULA is filtered through a band-pass filter with cutoff frequency of 2000 Hz and 4000 Hz. Secondly, the central moment when the sound source reaches the front of the microphone at the origin point is calculated using the zero-angular spatial filtering algorithm. The calculated values are t c = 0.8446 s, 0.392 s and 0.2786 s respectively. Thirdly, the receiving time series t r are calculated according to the relation between t c , t r and the emission time series t s expressed by Eq. (34) . Finally, the from the theoretical values. However, the fault characteristic frequency of the roller-defective bearing signal, 69.6 Hz, can't be found clearly from the envelope spectrum. The peak value is identified to be 141.7 Hz which is the 2 nd harmonic of the fault characteristic frequency.
Then, the proposed URA method is employed to process the signals. Firstly, all the signals captured by the array elements are filtered using a band-pass filter with cutoff frequencies of 2000 Hz and 4000 Hz. Secondly, an OSF based on the principle of MVDR is established using Eq. (25) Finally, envelope spectrum analysis is employed to determine the diagnosis result. The envelope spectrums and TFDs are shown in Figs. 16(d) , (e), (f) and (g), (h), (i) respectively. It can be seen that the phenomenon of frequency shift and expansion caused by the Doppler Effect has been eliminated and all the fault characteristic frequencies can be clearly seen. In order to compare with the results obtained by ULA, the identified fault characteristic frequencies from the three experimental wayside signals by the two methods are listed in Table 3 .
It can be seen that the errors estimated using the proposed method is much smaller than those using ULA. What's more, the ULA method failed to identify the fault characteristic frequency from the roller defective bearing signal while the proposed URA method succeed to identify it with an acceptable result with small error of 0.4 Hz. On the other hand, the 2 nd and even 3 rd harmonics of the fault characteristic frequency components can also be found in the envelop spectrums obtained by the proposed URA method which indicate that the much more fault-relevant signal components are extracted due to its superior spatial resolution.
V. CONCLUSIONS
To deal with the problems of strong background noise and Doppler distortion for wayside bearing fault detection, a URA consisting of 15 microphone elements combined with a designed OSF based on the principle of MVDR are introduced in this study. Results of the simulation and experimental case studies have shown that the proposed method achieved better anti-noise performance and higher diagnostic accuracy compared with traditional ULA method due to its spatial directivity improvement. The proposed method is promising to be applied in wayside acoustic bearing fault detection. 
