Deep reinforcement learning algorithms have recently been used to train multiple interacting agents in a centralised manner whilst keeping their execution decentralised. When the agents can only acquire partial observations and are faced with a task requiring coordination and synchronisation skills, inter-agent communication plays an essential role. In this work, we propose a framework for multi-agent training using deep deterministic policy gradients that enables the concurrent, endto-end learning of an explicit communication protocol through a memory device. During training, the agents learn to perform read and write operations enabling them to infer a shared representation of the world. We empirically demonstrate that concurrent learning of the communication device and individual policies can improve inter-agent coordination and performance, and illustrate how different communication patterns can emerge for different tasks.
Introduction
Reinforcement Learning (RL) allows agents to learn how to map observations to actions through feedback reward signals (Sutton and Barto, 1998) . Recently, deep neural networks (LeCun et al., 2015; Schmidhuber, 2015) have had a noticeable impact on RL (Li, 2017) as they provide flexible models for learning value functions and policies; they also allow to overcome difficulties related to large state spaces, and eliminate the need for hand-crafted features and ad-hoc heuristics (Cortes et al., 2002; Parker et al., 2003; Olfati-Saber et al., 2007) . Deep reinforcement learning (DLR) algorithms have been successfully proposed in single-agent systems, including video game playing (Mnih et al., 2015) , robot locomotion (Lillicrap et al., 2015) , object localisation (Caicedo and Lazebnik, 2015) and data-center cooling (Evans and Gao, 2016) .
Following the uptake of DRL in single-agent domains, there is now a need to develop learning algorithms for multi-agent (MA) systems as these present additional challenges. Markov Decision Processes, upon which DRL methods rely, assume that the reward distribution and dynamics are stationary (Hernandez-Leal et al., 2017) . When multiple learners interact with each other, this property is violated because the reward that an agent receives also depends on other agents' actions (Laurent et al., 2011) . This is known as the moving-target problem (Tuyls and Weiss, 2012) . This removes convergence guarantees and introduces additional learning instabilities. Further difficulties arise from environments characterized by partial observability (Singh et al., 1994; Chu and Ye, 2017; Peshkin et al., 2000) where the agents do not have full access to the world state, and where coordination skills are essential.
Related Work
The problem of RL in cooperative environments has been studied extensively (Littman, 1994; Schmidhuber, 1996; Panait and Luke, 2005; Matignon et al., 2007) . Early attempts exploited singleagent techniques like Q-learning to train all agents independently (Tan, 1993) , but suffered from the excessive size of the state space resulting from having multiple agents. Subsequent improvements were obtained using variations of Q-learning (Ono and Fukumoto, 1996; Guestrin et al., 2002) and distributed approaches (Lauer and Riedmiller, 2000) . More recently, DRL techniques like DQN (Mnih et al., 2013) have led to superior performance in single-agents settings by approximating policies through deep neural networks. Tampuu et al. (2017) have demonstrated that an extension of the DQN is able to train multiple agents independently to solve the Pong game. Gupta et al. (2017) have analyzed the performance of popular DRL algorithms, including DQN, DDPG (Lillicrap et al., 2015) , TRPO (Schulman et al., 2015) and actor-critic on different MA environments, and have introduced a curriculum learning approach to increase scalability. Foerster et al. (2017) have suggested using a centralized critic for all agents that marginalises out a single agent's action while other agents' actions are kept fixed.
The role of communication in cooperative settings has also been explored, and different methods have been proposed differing on how the communication channels have been formulated using DRL techniques. Many approaches rely on implicit communication mechanisms whereby the weights of the neural networks used to implement policies or action-value functions are shared across agents or modelled to allow inter-agent information flow. For instance, in CommNet (Sukhbaatar et al., 2016) , the policies are implemented through subsets of units of a large feed-forward neural network mapping the inputs of all agents to actions. At any given time step, the hidden states of each agent are used as messages, averaged and sent as input for the next layer. In BiCNet (Peng et al., 2017) , the agents' policies and value networks are connected through bidirectional neural networks, and trained using an actor-critic approach. Jiang and Lu (2018) proposed an attention mechanism that, when a need for communication emerges, selects which subsets of agents should communicate; the hidden states of their policy networks are integrated through an LSTM (Long Short Term Memory) (Hochreiter and Schmidhuber, 1997) to generate a message that is used as input for the next layer of the policy network. Kong et al. (2017) introduces a master-slave architecture whereby a master agent provides high-level instructions to organize the slave agents in an attempt to achieve fine-grained optimality.
In our work, we introduce a mechanism to generate explicit messages capturing relevant aspects of the world, which the agents are able to collectively learn from their observations and interactions. The messages are then sent and received to complement their private observations when making decisions. A recently proposed approach, DIAL (Differentiable Inter-Agent Learning) (Foerster et al., 2016) , is somewhat related in that the communication is enabled by differentiable channels allowing the gradient of the Q-function to bring feedback from one agent to the other. Like DIAL, we would like the agents to share explicit messages. However, whereas DIAL uses simple and pre-determined protocols, we would like to provide the agents with the ability to infer complex protocols from experience, without necessarily relying on pre-defined ones, and utilise those to learn better policies.
3 Memory-driven MADDPG
Problem setup
We consider a system with N interacting agents and adopt a multi-agent extension of partially observable Markov decision processes (Littman, 1994) . This formulation assumes a set, S, containing all the states characterising the environment, a sequence {A 1 , A 2 , . . . , A N } where each A i is a set of possible actions for the i th agent, and a sequence {O 1 , O 2 , . . . , O N } where each O i contains the observations available to the i th agent. Each o i ∈ O i provides a partial characterisation of the current state and is private for that agent. Every action a i ∈ A i is deterministically chosen accordingly to a policy function, µ θi : O i → A i , parametrised by θ i . The environment generates a next state according to a transition function, T : S ×A 1 ×A 2 ×· · ·×A N , that considers the current state and the N actions taken by the agents. The reward received by an agent, r i : S × A 1 × A 2 × · · · × A N → R, are functions of states and actions. Each agent learns a policy that maximises the expected discounted future rewards over a period of T time steps,
is the γ-discounted sum of future rewards. During training, we would like an agent to learn by using not only its own observations, but through a collectively learned representation of the world that accumulates through experiences coming from all the agents. At the same time, each agent should develop the ability to interpret this shared knowledge in its own unique way as needed to optimise its policy. Finally, the information sharing mechanism would need to be designed in such a way to be used in both training and execution.
Memory-driven communication
We introduce a shared communication mechanism enabling agents to establish a communication protocol through a memory device M of capacity M (Figure 1 ). The device is designed to store a message m ∈ R M which progressively captures the collective knowledge of the agents as they interact. Each agent's policy then becomes µ θi : O i × M → A i , i.e. dependent on its private observation as well as the collective memory. Before taking an action, each agent accesses the memory device to initially retrieve and interpret the message left by others. After reading the message, the agent performs a writing operation that updates the memory content. During training, these operations are learned without any a priori constraints about the nature of the messages other than the size, M , of the device. During execution, the agents use the communication protocol that they have learned to read and write the memory over an entire episode. We aim to build a end-to-end model trainable only through reward signals, and use neural networks as function approximators for policies, and learnable gated functions to characterize an agent's interactions with the memory. The chosen parametrisations of these operations are listed below. Encoding operation. Upon receiving its private observations, each agent maps those on to an embedding representing its current vision of the state:
where ϕ enc θ e i is a neural network parametrised by θ e i . The embedding e i plays a fundamental role in selecting a new action and in the reading and writing phases.
Read operation. After encoding the current information, the agent performs a read operation allowing to extract and interpret relevant knowledge that has been previously captured through M. By interpreting this information content, the agent has access to what other agents have learned. A context vector h i is generated to capture spatio-temporal information previously encoded in e i through a linear mapping,
i represent the learnable weights of the linear projection. While e i is defined as general observation encoder, h i is specifically designed to extract features for the reading operation. An ablation study to show the effectiveness of h i is provided in Supplementary Material. The agent observation embedding e i , the reading context vector h i and the current memory m contain different types of information that are used jointly as inputs to learn a gating mechanism,
where σ(·) is the sigmoid function and [e i , h i , m] means that the three vectors are concatenated. The values of k i are used as weights to modulate the memory content and extract the information from it, i.e. r i = m k i (3) where represents the Hadamard product. k i takes values in [0, 1] and its role is to potentially downgrade the information stored in memory or even completely discard the current content. Learning agent-specific weights W h i and W k i means that each agent is able to interpret m in its own unique way. As the reading operation strongly depends on the current observation, the interpretation of m can change from time to time depending on what an agent sees during an episode. Given that r i depends on m and e i (from o i in Eq. 1), we lump all the adjustable parameters into
Write operation. In the writing phase, an agent decides what information to share and how to properly update the content of the memory whilst taking into account the other agents. The write operation is loosely inspired by the LSTM (Hochreiter and Schmidhuber, 1997) where the content of the memory is updated through gated functions regulating what information is kept and what is discarded. Initially, the agent generates a candidate memory content, c i , which depends on its own encoded observations and current shared memory through a non-linear mapping,
where W c i are weights to learn. An input gate, g i , contains the values used to regulate the content of this candidate while a forget gate, f i , is used to decide what to keep and what to discard from the current m. These operations are described as follows:
. The i th agent then finally generates an updated message as a linear combination of the weighted old and new messages as follows:
The update m is stored in memory M and made accessible to the other agents. At each time step, agents sequentially read and write the content of the memory using the above procedure. Since m depends on m and e i (derived from o i in Eq. 1) we collect all the parameters into
Action selector. Upon completing both read and write operations, the agent is able to take an action, a i , which depends on the current encoding of its observations, its own interpretation of the current memory content and its updated version, that is
where ϕ act θ a i is a neural network parametrised by θ a i . The resulting policy function can be written as a composition of functions: (Lowe et al., 2017) . In our framework the gradient becomes
where D is a replay buffer which contains transitions in the form of (x, x , a 1 , . . . , a N , m, r 1 , . . . , r n ), in which x = (o 1 , o 2 , . . . , o N ) are all the current observations and x = (o 1 , o 2 , . . . , o N ) all the next observations. The Q µ θ i function is updated as follows:
where a 1 , . . . , a N are all the next actions and Q µ θ i is a target network whose parameters are periodically updated with the current parameters of Q µ θ i . We call the resulting algorithm MD-MADDPG (Memory-driven MADDPG). All the details about the centralised learning, decentralised execution and pseudo code are provided in the Supplementary Material.
Experimental Settings and Results

Environments
In this section, we present a battery of six 2D scenarios, with continuos space and discrete time, of increasing complexity and requiring progressively more elaborated coordination skills: five environments inspired by the Cooperative Navigation problem from the multi-agent particle environment (Lowe et al., 2017; Mordatch and Abbeel, 2017) , and Waterworld from the SISL suite (Gupta et al., 2017) . We focus on two-agents systems to keep the settings sufficiently simple and analyze emerging communication behaviours.
Cooperative Navigation (CN). This environment consists of N agents and N corresponding landmarks. An agent's task is to occupy one of the landmarks whilst avoiding collisions with other agents. Every agent observes the distance to all others agents and landmark positions.
Partial Observable Cooperative Navigation (PO CN). This is based on Cooperative Navigation, i.e. the task and action space are the same, but the agents now have a limited vision range and can only observe a portion of the environment around them within a pre-defined radius.
Synchronous Cooperative Navigation (Sync CN). The agents need to occupy the landmarks exactly at the same time in order to be positively rewarded. A landmark is declared as occupied when an agent is arbitrarily close to it. Agents are penalised when the landmarks are not occupied at the same time.
Sequential Cooperative Navigation (Sequential CN). This environments is similar to the previous one, but the agents now need to occupy the landmarks one after another, in sequence, in order to be positively rewarded. Occupying the landmarks at the same time is penalised.
Swapping Cooperative Navigation (Swapping CN). In this case the task is more complex as it consists of two sub-tasks. Initially, the agents need to reach the landmarks and occupy them at same time. Then, they need to swap their landmarks and repeat the same process.
Waterworld. In this environment, two agents with limited range vision have to collaboratively capture food targets whilst avoiding poison targets. A food target can be captured only if both agents reach it at the same time. Additional details are reported in (Gupta et al., 2017) .
Experimental results
In our experiments, we compared the performance of the proposed MD-MADDPG algorithm against both MADDPG and Meta-agent MADDPG (MA-MADDPG). In the latter, the policy of an agent during both training and execution is conditioned upon the observations of all the other agents in order to overcome difficulties due to partial observability (see also the Supplementary Material). This algorithm has been added to the baselines in order to better understand the role of the memory mechanism and assess whether learning a shared representation of the world can improve the learned coordination skills. We analyse the performance on all the six environments described in Section 4.1. In each case, after training, we evaluate an algorithm's performance by collecting samples from an additional 1, 000 episodes, which are then used to extract different performance metrics: the reward quantifies how well a task has been solved; the distance from landmark captures how well an agent has learned to reach a landmark; the number of collisions counts how many times an agent has failed to avoid collisions with others; sync occupations counts how many times both landmarks have been occupied simultaneously and, analogously, not sync occupations counts how many times only one of the two landmarks has been occupied. For Waterworld, we count the number of food targets and number of poison targets. In Table 1 , for each metric, we report the sample average and standard deviation obtained by each algorithm on each environment. All three algorithms perform very similarly in the Cooperative Navigation and Partial Observable Navigation cases. This is an expected result because these environments involve simple tasks that can be completed without explicit message-passing activities and information sharing. Despite communication not being essential, MD-MADDPG reaches comparable performance to MADDPG and MA-MADDPG. In the Synchronous Cooperative Navigation case, the ability of MA-MADDPG to overcome partial observability issues by sharing the observations across agents seem to be crucial as the total rewards achieved by this algorithm are substantially higher than those obtained by both MADDPG and MD-MADDPG. In this case, whilst not achieving the highest reward, MD-MADDPG keeps the number of unsynchronised occupations at the lowest level, and also performs better than MADDPG on all three metrics. It would appear that in this case pulling all the private observations together is sufficient for the agent to synchronize their paths leading to the landmarks.
When moving on to more complex tasks requiring further coordination, the performances of the three algorithms diverge further in favour of MD-MADDPG. The requirement for strong collaborative behaviour is more evident in the Sequential Cooperative Navigation problem as the agents need to explicitly learn to take either shorter or longer paths from their initial positions to the landmarks in order to occupy them in sequential order. Furthermore, according to the results in Table 1 , the average distance travelled by the agents trained with MD-MADDPG is less then the half the distance travelled by agents trained with MADDPG, indicating that these agents were able to find a better strategy by developing an appropriate communication protocol. Similarly, in the Swapping Cooperative Navigation scenario, MD-MADDPG achieves superior performance, and is again able to discover solutions involving the shortest average distance. Waterworld is significantly more challenging as it requires a sustained level of synchronization throughout the entire episode and can be seen as a sequence of sub-tasks whereby each time the agents must reach a new food target whilst avoiding poison targets. In Table 1 , it can be noticed that MD-MADDPG significantly outperforms both competitors in this case. The importance of sharing observations with other agents can also be seen here as MA-MADDPG generates good policies that avoid poison targets, yet in this case, the average reward is substantially lower than the one scored by MD-MADDPG. The memory usage patterns learned by the agents are correlated with the underlying phases and the memory is no longer utilised once a task is about to be completed.
Communication analysis
In this section, we explore the dynamic patterns of communication activity that emerged in the environments presented in the previous section, and look at how the agents use the shared memory throughout an episode while solving the required task. For each environment, after training, we executed episodes with time horizon T and stored the write vector m of each agent at every time step t. Exploring how m evolves within an episode can shed some light onto the role of the memory device at each phase of the task. In order to produce meaningful visualisations, we first projected the dimensions of m onto the directions maximising the sample variance (i.e. the variance of the observed m across simulated episodes) using a linear PCA. Figure 2 shows the principal components (PCs) associated with the two agents over time for three of our six simulation environments. Only the first three PCs were retained as those were found to cumulatively explain over 80% of variance in all cases. The values of each PC were standardised to lie in [0, 1] and are plotted on a color map: one is in red and zero in blue. The timeline at the bottom of each figure indicates which specific phase of an episode is being executed at any given time point, and each consecutive phase is coloured using a different shade of grey. For instance, in Sequential Cooperative Navigation, a single landmark is reached and occupied in each phase. In Swapping Cooperative Navigation, during the first phase the agents search and find the landmarks; in the second phase they swap targets, and in the third phase they complete the task by reaching the landmarks again. Usually, in the last phase, the agents learn to stay close to their targets. We interpret the higher values as being indicative of high memory usage, and lower values as being associated to low activity. In most cases, high communication activity is maintained when the agents are actively working and completing a task, while during the final phases (where typically there is no exploration because the task is considered completed) low activity levels are more predominant.
This analysis also highlights the fact that the communication channel is used differently in each environment. In some cases, the levels of activity alternate between the agents. For instance, in Sequential Cooperative Navigation (Figure 2a ), high levels of memory usage by one agent are associated with low ones by the other. A different behaviour is observed for the Swapping Cooperative Navigation task where both agents produce either high or low activation value. The dynamics characterizing the memory usage also change based on the particular phase reached within an episode. For example, in Figure 2a , during the first two phases the agents typically show alternating activity levels whilst in the third phase both agents significantly decrease their memory activity as the task has already been solved and there are no more changes in the environment. Figure 2 provides some evidence that, in some cases, a peer-to-peer communication strategy is likely to emerge instead of a master-slave one where one agent takes complete control of the shared channel. The scenario is significantly more complex in Waterworld where the changes in memory usage appear at a much higher frequency due to the presence of very many sequential sub-tasks. Here, each light-grey phase indicates that a food target has been captured. Peaks of memory activity seem to follow those events as the agents reassess their situation and require higher coordination to jointly decide what the next target is going to be.
Conclusions
In this work, we have introduced MD-MADDPG, a multi-agent reinforcement learning framework that uses a shared memory device as an intra-agent communication channel to improve coordination skills. The memory content contains a learned representation of the environment that is used to better inform the individual policies. The memory device is learnable end-to-end without particular constraints other than its size, and each agent develops the ability to modify and interpret it. We prove that this approach leads to better performance in cooperative tasks where coordination and synchronization are crucial to a successful completion of the task and where world visibility is very limited. Furthermore, we have visualised and analyzed the dynamics of the communication patterns that have emerged in several environments. This exploration has indicated that, as expected, the agents have learned different communication protocols depending upon the complexity of the task.
In this study we have focused on two-agent systems to keep the settings sufficiently simple and understand the role of the memory. In future work we plan on studying how the algorithm scales with the number of agents, and anticipate a higher level of learning difficulty due to the increased number of parameters, some of which would need to be shared. With more than two agents, we also expect that the order in which the memory is updated may also be important. A possible approach may consist of deploying agent selection mechanisms, possibly based on attention, so that only a relevant subset of agents can modify the memory at any given time, or impose master-slave architectures.
In future work we are also planning to assess MD-MADDPG on environments characterized by more structured and high-dimensional observations (e.g. pixel data) where collectively learning to represent the environment through a shared memory should be particularly beneficial.
Supplementary Material
A MD-MADDPG Algorithm Algorithm 1 MD-MADDPG algorithm Inizialise actors (µ θ1 , . . . , µ θ N ) and critics networks (Q θ1 , . . . , Q θ N ) Inizialise actor target networks (µ θ1 , . . . , µ θ N ) and critic target networks (Q θ1 , . . . , Q θ N ) Inizialise replay buffer D for episode = 1 to E do Inizialise a random process N for exploration Inizialise memory device M for t = 1 to max episode length do for agent = 1 to N do 
Update critic by minimizing L(θ i ) = 1 B j (Q µ θ i (x, a 1 , . . . , a N ) − y j ) 2 Update actor according to the policy gradient:
end for Update target networks:
All the agent-specific policy parameters, i.e. θ i , are learned end-to-end. We adopt an actor-critic model within a CLDE framework (Foerster et al., 2016; Lowe et al., 2017) . In the standard actor-critic model (Degris et al., 2012) , the agent is composed by an actor, used to select the actions, and a critic, used to evaluate the actor moves to provide feedback. In DDPG (Silver et al., 2014; Lillicrap et al., 2015) , neural networks are used to approximate both the actor, represented by the policy function µ ωi , and its corresponding critic, represented by an action-value function Q µω i : O i × A i → R, in order to maximize the objective function J(ω i ) = E[R i ]. This is done by adjusting the parameters ω i in the direction of the gradient of J(ω i ) which can be written as:
The actions a are produced by the actor µ ωi , are evaluated by the critic Q µi which minimises the following loss:
where o i is the next observation, D is an experience replay buffer which contains tuples (o i , o i , a, r), y = r + γQ µ ω (o i , a i ) represent the target Q-value. Q µ ω i is a target network whose parameters are periodically updated with the current parameters of Q µω i to make training more stable. L(ω i ) minimises the expectation of the difference between the current and the target action-state function.
In this formulation, as there is no interaction between agents, the policies are learned independently. We adopt the CLDE paradigm by letting the critics Q µω i use the observations x = (o 1 , o 2 , . . . , o N ) and the actions of all agents, hence:
where D contains transitions in the form of (x, x , a 1 , a 2 , . . . , a N , r 1 , . . . , r n ) and x = (o 1 , o 2 , . . . , o N ) are the next observations of all agents. Accordingly, Q µω i is updated as a 1 , a 2 , . . . , a N ) − y) 2 , y = r i + γQ µ ω i (x , a 1 , a 2 , . . . , a N )} (10) in which a 1 , a 2 , . . . , a N are the next actions of all agents. By minimising Eq. 10 the model attempts to improve the estimate of the critic Q µω i which is used to improve the policy itselfs through Eq. 9. Since the input of the policy described in Eq. 8 is (o i , m) the gradient of the Memory-driven MADDPG to maximize J(θ i ) = E[R i ] can be written as:
where D is a replay buffer which contains transitions in the form of (x, x , a 1 , . . . , a N , m, r 1 , . . . , r n ). The Q µ θ i function is updated according to Eq. 10.
C MD-MADDPG decentralised execution
During execution, only the learned actors µ θ1 , µ θ2 , . . . , µ θ N are used to make decisions and select actions. An action is taken in turn by a single agent. The current agent receives its private observations, o i , reads M to extract r i (Eq. 3), generates the new version of m (Eq. 5), stores it into M and selects its action a i using µ i . The policy of the next agent is then driven by the updated memory.
D Meta-agent
In the meta-agent MADDPG (MA-MADDPG) each agent can observe the observations of all other agents to address issues related to partial observability. The policy of each agent is defined as µ i = O 1 , ×O 2 × · · · × O N and the gradient is:
where x = o 1 , o 2 , . . . , o N and Q µ θ i is updated according to 10.
E Experimental details
In all our experiments, we use a neural network with one layer of 512 units for the encoding (Eq. 1), a neural network with one layer of 256 units for the action selector (Eq. 7) and neural networks with three hidden layers (1024 − 512 − 256) for the critics. For MADDPG and MA-MADDPG the actors are implemented with neural networks with 2 hidden layers (512 − 256). The size of the m, h i and e i is fixed to 200. The training happens through the Adam optimizer (Kingma and Ba, 2014) with a learning rate of 10 −3 for critic and 10 −4 for policies. The reward discount factor is set to 0.95, the size of the replay buffer to 10 6 and the batch size to 1024. The number of time steps for episode is set to 1, 000 for Waterworld and 100 for the other environments. We update network parameters after every 100 samples added to the replay buffer using soft updates with τ = 0.01. The Ornstein-Uhlenbeck process with θ = 0.15 and σ = 0.3 is used to add notimeise to the exploration process (Uhlenbeck and Ornstein, 1930) . Discrete actions are supported by using the Gumbel-Softmax estimator (Jang et al., 2016) .
F Additional Experiments
F.1 Corrupting the memory Table 2 shows the performance of MD-MADDPG when a Gaussian noise (mean 0 and standard deviation 1) is added to the memory content m at execution time. It can be noted that corrupting the communication in this way, causes a general worsening of the results. This outcome, that, of course, is expected, shows that the messages that the agents learn to exchange are crucial to achieve good performance, indeed when they are corrupted the agents struggle to achieve a form of communication which lead to improve their synchronization. F.2 Increasing the number of agents -Cooperative Navigation Table 3 shows the comparison between MADDPG and MD-MADDPG on Cooperative Navigation when the number of agents increases. Despite in MD-MADDPG communication can result more difficult to achieve since the agents share the same channel, it allows to achieve a general improvement to the overall performance over MADDPG. Figure 3 : Visualisation of communications strategies learned by the agents in Synchronous Cooperative Navigation
Environment
Number of agents
G Memory analysis
In the Synchronous Cooperative Navigation the phase indicates if none of the landmarks is occupied (light-grey), if just one is occupied (dark-grey) and if both are occupied (black). It can be noted (Figure 3 ) that memory activity is very intense before the phase three, while agents are collaborating to complete the task. An illustration of our environments. Blue circles represent the agents; dashed lines indicate the range of vision; green and red circles represent the food and poison targets, respectively, while black dots represent landmarks to be reached.
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