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Chapter 1 
General introduction 
C H A P T E R l GENERAL INTRODUCTION 
1.1 Why 
Today's world would look very different if the bipolar transistor - one of the most 
important semiconductor devices [l] - would not have been invented by a research team 
at Bell Laboratories in 1947 [2-4]. At first germanium was used as the base material, 
but after the realization of the first silicon-based bipolar transistor in 1954 by Texas 
Instruments, the semiconductor industry has exploited the possibilities of silicon ever 
since. Silicon, the fourteenth element of the Periodic Table, is available in large amounts: 
one quarter of the earth's crust is made of silicon (sand is silicondioxide). It is possible 
to fabricate all kinds of electronic components with silicon, i.e. resistances, capacitors, 
transistors. Moreover, all of these components can be integrated in one (small) piece 
of silicon, so as to obtain so-called integrated circuits (IC's). The development of IC's 
has been started with the introduction of the planar transistor in 1959 [5]. Since then, 
the amount of integration still increases yearly, from 1 component per chip (small scale 
integration, SSI) in 1960 to over 1 million per chip (very large scale integration, VLSI) 
presently [6]. Besides this, the minimum feature lengths of IC's have decreased in thirty 
years from 300 μτα (SSI) to 1 μτα (VLSI). Future research efforts are directed towards 
sub-micron devices, i.e. ultra large scale integration (ULSI). 
IC's, or rather micro-electronics, can be found anywhere. Through the use of micro­
electronics much tedious and time consuming work now is automated, thereby reducing, 
however, the number of available jobs. On the other hand, new jobs have been created by 
the introduction and exploitation of micro-electronics: the age of information has com­
menced [7]. Applications of the use of micro-electronics are million-fold: communication, 
radio and television, spacecraft, automotive industry, medicine, household equipment, 
computers, military. Besides for IC's, silicon is also used as the base material for sensors 
and actuators (micro-machining) [8], which find important use in the field of medicine, 
and solar cells [9-11], that are used throughout the world for energy production especially 
at remote sites. A lot of effort still is needed to improve certain applications, e.g. the 
man-machine or user interface. In this context, it has been pointed out that "(...) a 
30 t h century archeologist would describe 20' h century human beings as having two hands 
with at least twenty fingers each, no feet, one eye with low RGB resolution, and one ear 
that has a bandwidth of 500 Hz in order to hear primitive beeps, if he is to back this 
description with results from excavations where today's computers are found" [12]. 
The semiconductor industry still considers silicon to be the major semiconductor ma­
terial, although III-V compounds, composed of group III and V elements of the Periodic 
Table, such as GaAs, Al1Ga1_ IAs, and In IGa1_ IAsi_ yP l, find increasing use in high speed 
electronic devices and opto-electronic components. These III-V compounds possess many 
optical and electronic properties that favour them over the group IV element silicon: for 
instance, many of these alloy semiconductors have a direct band gap. This makes them 
very efficient emitters and receivers of photons, while semiconductors with a indirect 
bandgap (such as silicon) are inefficient in this respect. Direct-band-gap semiconductors 
have found (and still do find) ample use in visible light-emitting diodes (LED's), while 
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their use as lasers (ultraviolet and infrared) in optical recording and reading systems (e.g. 
compact disk players) is increasing fast. These lasers are also applied in local area com­
munication networks (LAN) and high-speed optical communications systems that employ 
low-loss glass fibers. Various types of field effect transistors (FET's) made of GaAs and 
Al IGai- IAs have been developed, such as the metal semiconductor field effect transistor 
(MESFET), the metal oxide semiconductor field effect transistor (MOSFET) and the 
modulation doped field effect transistor (MODFET), which is also known as the high 
electron mobility transistor (HEMT) [13]. The common property of these GaAs-based 
devices is the high speed at which they operate as compared to silicon. Integration of 
components on one piece of GaAs is therefore denoted with the term very high speed 
integrated circuits (VHSIC's). Present research programmes aim at 1С speeds of at least 
50 MHz. The high speed of HEMT devices is due to the two dimensional electron gas 
(2DEG) phenomenon, which occurs if an η-type doped AUGa^jAs layer is placed on top 
of an undoped GaAs layer. Because of the band discontinuity, electrons move away from 
the donor atoms towards the undoped GaAs. This leads to a spatial separation between 
electrons and donor atoms, with the result that the electron mobility is increased by 
several orders of magnitude as compared to the electron mobility in intrinsic GaAs. 
Both silicon- and GaAs-based semiconductor technology have evolved into a multi-
billion dollar business. However, GaAs-based 1С fabrication still is at the start of a long 
learning curve, in contrast with silicon-based 1С technology, which is supported by large 
industrial experience and effort. It is most likely that silicon- and GaAs-based technology 
will supplement each other in the future, rather than become each other's competitors. 
For the time being, GaAs IC's will be developed for applications where silicon IC's fail, i.e. 
where very high speeds are needed. Because of the high cost of GaAs substrate material, 
in which IC's are fabricated, it is desirable to integrate silicon- with GaAs-technology. 
These opto-electronic integrated circuits (OEIC's) use silicon as base material and GaAs 
then is used to fulfil specific requirements. Nevertheless, OEIC's completely based on 
GaAs have recently been fabricated [14]. 
GaAs (and also InP) have the potentiality for a higher efficiency for single junction 
solar cells than silicon, because their bandgap (1.42 and 1.35 eV) is better matched to the 
incident solar spectrum. Reported efficiencies of cells that are produced on a routine basis 
are 15, 20, and 19 % for silicon, GaAs, and InP, respectively [15]. Projected efficiencies for 
GaAs and InP are 25.5 and 20 %, respectively. Cells made of amorphous silicon presently 
have an efficiency of 9 %, because of their low cost however, they are frequently used as 
power sources in consumer electronics (e.g. solar powered calculators). In systems where 
sunlight is concentrated (to over 1000 times) GaAs and InP are favoured because of a 
better temperature resistance than silicon. Their better radiation hardness is crucial for 
space applications [15]. Another possibility is the stacking of lattice-matched solar cells, 
each with a different bandgap and thus matched to different parts of the solar spectrum. 
The lattice constants of GaAs and Alo.ssGao esAs differ only by less than 0.1 %, while their 
bandgaps are 1.42 and 1.93 eV, respectively. These multi-spectral or tandem cells should 
bring the solar cell efficiency to values exceeding 40 % [16] (30 % in a production envi-
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ronment [15]), thereby making these cells applicable for use in countries where sunlight 
is less abundant than in the Sahara, e.g. the Netherlands. Major drawbacks however, are 
the cost and weight of GaAs substrate material. Therefore, as was described above for 
IC's, research is directed towards the fabrication of thin (a few μιη) GaAs solar cells on 
silicon substrates. Recently, a GaAs-on-silicon cell with an efficiency of 17.6 % has been 
reported [17]. 
1.2 With what 
Opto-electronic device structures (FET's and solar cells) consist of many layers that 
are different in chemical composition, doping level and thickness. These multilayer struc­
tures generally are manufactured on top of single-crystal wafers (2-3 inch in diameter), 
which are sliced from large ingots produced by either the Horizontal Bridgman (HB) or 
the Liquid Encapsulated Czochralski (LEG) growth technique [18]. The growth of layers 
on these substrates must proceed in such a way as to continue, in the grown layer, the 
crystal structure of the substrate. Hence, the substrate determines the crystallinity and 
orientation of the grown layer. This process is referred to as epitaxy (from the greek 
fiu — τάξις = continuation of order). Epitaxial structures can be made with a number 
of growth techniques. The three most commonly used are: Liquid Phase Epitaxy (LPE) 
[19], Molecular Beam Epitaxy (MBE) [20], and Metal Organic Vapour Phase Epitaxy 
(MOVPE) [21]. 
The LPE process uses heated liquid solutions of the UI and V elements, which are 
cooled below the saturation temperature, while in contact with the substrate. In order 
to produce multilayer structures, several solutions must be used. The rather simple LPE 
apparatus commonly uses horizontal graphite boats with movable sliders, so that the 
specific solution to be brought in contact with the substrate is easily selected. 
MBE can be regarded as a refined form of vacuum evaporation, in which directed 
thermal atomic and molecular beams impinge on a heated substrate under ultra-high 
vacuum (UHV) conditions. MBE systems are rather complex and comprise generally 
two or three UHV chambers (ion- or cryo-pumped), large panels that are liquid nitrogen 
cooled, and vacuum interlock systems, which are essential for substrate interchanging 
without breaking the vacuum. The atomic or molecular beams are formed in heated 
Knudsen effusion cells, that contain the material to be evaporated in a crucible. 
The MOVPE growth technique (also known as Metal Organic Chemical Vapour De­
position, MOCVD) is based on chemical reactions that occur between gaseous com­
pounds of the III and V elements at high temperatures (typically 700 °C). These reac­
tions yield chemically active species that interact in the vapour phase or at the substrate, 
thereby producing the corresponding III-V compound. The MOVPE process employs 
metalorganic (MO) compounds as sources of the group III elements, e.g. trimethylgal-
lium (TMG), triethylgallium (TEG), trimethylaluminium (TMA). The group V elements 
generally are introduced in the form of hydrides, e.g. arsine (AsHj), phosphine (РЩ). 
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These precursors are very toxic and hazardous and must be handled with great care. 
Gas handling systems in MOVPE equipment contain numerous massflow controllers to 
regulate the flows of the precursors, and are examples of straightforward design. The 
reactor, where the growth actually takes place, must be optimized with respect to flow 
conditions. Originally, MOVPE systems were operated at atmospheric pressure, reduced 
pressure systems however are favoured nowadays. 
LPE equipment is always simpler and cheaper than that required for MBE and 
MOVPE. Furthermore, LPE is inherently safer than MOVPE, because it uses less toxic 
materials and produces less toxic waste. Therefore, LPE may often be preferred for the 
production of opto-electronic devices. As the growth rate of MBE and MOVPE is lower 
than that of LPE, very thin layers are better grown with MBE and MOVPE. In addi­
tion, compositionally graded layers can not be produced with LPE, by principle. Layer 
structures can be grown by MBE and MOVPE with comparable uniformity and interface 
sharpness. However, as a production technique MOVPE may be favoured over MBE 
because of its better scale-up possibilities, related with the UHV conditions of MBE. On 
the other hand, the in-situ monitoring techniques of the growth process for MOVPE are 
not well developed if compared to MBE. Results from MOVPE grown layers are used 
as feedback information to adjust growth conditions, while growth control in MBE takes 
place during the growth process. Techniques used here are a reflection high energy elec­
tron diffraction arrangement (RHEED), a quadrupole mass spectrometer (QMS), and 
an Auger electron spectrometer (AES). Recently, a combination of MBE and MOVPE, 
denoted as Metal Organic MBE (MOMBE) or Chemical Beam Epitaxy (CBE) has been 
developed: an MBE system is adapted in such a way that group III alky Is (e.g. TEG) 
and group V hydrides can be used as source materials [22]. The working pressure lies 
between the one of MBE and MOVPE, while the grown layers are of comparable quality 
as layers grown by MBE and MOVPE. 
1.3 Scope 
Four years ago a joint research project was started within the framework of the 
Dutch National Research Programme Solar Energy (NOZ) in which the Universities 
of Utrecht (RUU), Delft (TUD), and Nijmegen (KUN) participated and which aimed 
at the realization of (1) cheap amorphous silicon solar cells with reasonable efficiency, 
and (2) high-efficient GaAs/A^Gai-^As multi-spectral solar cells [23-25]. Based on ex­
perience that was already present in various academic groups, it was decided that the 
research on the amorphous silicon cell was to be performed at the RUU and TUD, while 
the GaAs/Al IGai_ IAs cell would be the subject of research at the KUN. The first aim 
of the latter was to realize a GaAs single junction cell employing the MOVPE technique, 
followed by an Alo.jsGao
 №
As single junction cell. Finally, the combination of the GaAs 
and Alo 36 Gao es As cell should be realized using a tunnel junction as interconnect between 
both cells. This thesis describes results obtained at the KUN on details of the fabrication 
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of the GaAs/AUGai-.As solar cells, whereby the emphasis is on the МО РБ growth 
process. Other aspects of these cells, such as doping level, optimized growth conditions, 
impurity concentration as well as characterization techniques will be dealt with elsewhere 
[26-28]. 
This thesis can be divided into three parts. In the first part (Chapters 2-5) results 
are presented on solar cells. Chapter 2 deals with the operating principles and future 
developments in the research of III-V solar cells. In cooperation with the TUD an in­
vestigation was performed to assess the optimum solar cell construction both for a GaAs 
p-η and η-p cell. This is the subject of Chapter 3. GaAs solar cells made by MOVPE are 
treated in Chapter 4, where the deleterious influence of structural defects is investigated. 
Nevertheless, efficiencies of 16-18 % are routinely obtained. An alternative technique for 
the fabrication of solar cells is ion implantation followed by an anneal treatment. Char­
acterization of these cells by selective photoetching is briefly treated in Chapter 4, and 
in more detail in Chapter 5. 
The subject of the second and third part of this thesis is the MOVPE process. In the 
second part (Chapters 6-12) a theory is developed in order to describe analytically the 
growth of GaAs and AljGai-jAs by MOVPE. General aspects of MOVPE are treated 
in Chapter 6, where also the importance of safety is stressed. In Chapters 7 and 8 the 
basis of the analytical theory is described, starting with isothermal models (Chapter 7). 
Effects of the presence of a temperature gradient (e.g. thermal diffusion) are dealt with 
in Chapter 8. Both in Chapter 7 and 8 the importance of the depletion effect (a decrease 
of the growth rate down-stream due to exhaustion of the growth components) is shown, 
which is inherent in flow reactors. The thus derived models are applied in Chapter 9, 
where the low and medium temperature growth of GaAs and silicon are described, as well 
as the doping of GaAs with silicon using silane (SiH4). The model is extended in Chapter 
10, so as to describe the growth of GaAs over the entire range of growth temperatures 
(600-1000 K) by assuming that the growth is determined by a reaction of a gallium-
and an arsenic-containing species, presumably monomethylgallium (MMG) and AsH. 
Anomalies in the incorporation of aluminium in Al IGa I_ IAs, that is dependent on growth 
temperature, are described in Chapter 11 and explained in Chapter 12 by the use of the 
extended growth model that was derived in Chapter 10. The different growth behaviour 
of GaAs and AUGai-zAs is explained in terms of adsorption/desorption differences of 
gallium and aluminium. 
The third part of this thesis deals with a new type of low-pressure MOVPE reactor 
- the Pulse Reactor - which is completely developed at the KUN and which drastically 
reduces limitations that are inherent in flow reactors, i.e. depletion effect and interface 
sharpness. The consequence of the depletion effect is that thickness and composition 
uniformity can only be achieved if the source gases are blown through the flow reactor at 
high speed. The efficiency in the use of metalorganics is thus (very) low. Furthermore, 
atomic ally sharp interfaces are difficult to realize as a sudden change at the entrance 
of a flow reactor is gradually smeared out. In the Pulse Reactor these limitations are 
overcome. The basic features of the reactor system are described in Chapter 13. As 
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the reactor is pulse-operated in cycles (typically 1 s long), manual control is impossible. 
Computer automation is therefore essential to the operation of the reactor system (Chap­
ter 14). Experimental results that demonstrate the capabilities of the Pulse Reactor in 
the growth of GaAs and Al
z
Gai-zAs are given in Chapter 15. Besides this, a theoretical 
model is presented that describes the evolution of the growth rate during a reaction cycle. 
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CHAPTER 2 A SURVEY OF I I I -V SOLAR CELLS 
2.1 Introduction 
The exploitation of indirect solar energy - in the form of fossil fuels - has lead to 
the environmental problems that face us today, e.g. acid rain and the greenhouse effect 
[1-3]. In addition, a comparison between current fossil fuel production rates and reserves 
learns that the reserves of natural gas, oil, and coal are only sufficient for roughly 40, 
120, and 330 years, respectively [l]. Therefore, besides improving energy efficiency in all 
areas of consumption [4], alternative sources of energy must be sought, preferably those 
that produce negligible amounts of effluents. Photovoltaic energy conversion by means of 
solar cells can be used to generate electricity in a safe, reliable and clean way. It should 
be noted that this only holds during operation of the cells, however. Production and 
removal of cells after their operational lifetime may not always be safe and clean. In fact, 
these problems are comparable with the ones encountered in the waste management of 
the semiconductor industry [5]. 
The direct conversion from sunlight to electrical energy employing solar cells will never 
suffer from reserve shortages, because the sun is the most widespread and abundant 
renewable source of energy. Today's use comprises both centralized and decentralized 
photovoltaic power systems [6,7]. A centralized system employs massive solar arrays that 
are placed in desert regions and are operated by utilities to supply MW'a of power to 
the grid, thereby diversifying the energy sources. Decentralized systems are mainly used 
in remote and Third World areas, providing power for e.g. water pumping, lighting, 
desalination, refrigeration, and telecommunication. 
The major obstacle that withholds widespread use of solar energy however, is its 
present-day cost. The increase of oil prices in the 1970's has enlarged the amount of money 
spent on solar cell research by industry and government considerably. As a consequence, 
large scale application of solar energy was believed to be possible in the very near future. 
However, the drop in oil price a few years ago has lead to severe cuts in research budgets 
and a decrease of interest in solar energy. As a result, worldwide photovoltaic production 
capacity (crystalline and amorphous silicon solar cells) exceeds today's market by a factor 
of two [8]. The present stimulus for solar cell research is the concern for the environment. 
If social costs (e.g. the cost of cleaning toxic waste gases or of dismantling nuclear power 
plants) would be included in the energy prices, solar energy would be competitive to 
all other traditional energy sources [9,10]. Coupled with e.g. electrolytic generation of 
hydrogen for storage of energy [l], photovoltaics may be the source of energy in the next 
century [11]. 
Reduction of costs together with higher efficiencies are the main goals of solar cell re-
search programmes, both national [12,13] and international [5]. Low cost solar cells with 
efficiencies of about 12-13 % are expected for amorphous silicon, while GaAs-based homo-
junction cells will have efficiencies exceeding 25 %. These efficiencies can be improved by 
using new cell designs for single-junction cells, e.g. the back-surface point-contact G a As 
cell (projected efficiency 28 % [14]). A single-junction solar cell only absorbs a certain 
portion of the incident solar spectrum, and utilizes the energy from absorbed photons 
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only incompletely. A more effective use of the solar spectrum can be achieved if two 
(or more) cells, each sensitive to another part of the solar spectrum, are stacked on top 
of each other. The maximum overall efficiency of such a cascade (series connected) or 
multi-spectral cell is achieved, if the individual cells are current-matched (see Sec. 2.3). 
With the available III-V material growth techniques, primarily Metal Organic Vapour 
Phase Epitaxy (MOVPE) [15], it is possible to grow a multi-junction structure monolith-
ically, consisting of several layers of Ш- compounds both for the individual cells and 
the ohmic interconnects (e.g. tunnel junctions). Calculated maximum efficiencies for a 
two-junction, respectively a three-junction cell are 35 and 39 % [16]. 
2.2 Operating principle 
The projected (and partly achieved) high efficiencies can be explained if one considers 
the operating principle of a solar cell [17,18]. Absorption of light in a piece of semiconduc­
tor material leads to the generation of carriers: due to photon absorption an electron is 
excited from the valence band to the conduction band leaving behind a hole in the valence 
band. This process only occurs if the energy ht/ of the incident photon is greater than 
the bandgap Et (= energy difference of conduction and valence band) of the material. 
Moreover, photons with energies hi/ > Ef generate electron-hole pairs and lose the excess 
energy in the form of heat immediately. Photo-generated electrons and holes recombine, 
thereby emitting light. To prevent recombination, electrons and holes must be spatially 
separated. This can be done by applying an electric field, which is obtained by placing 
a p-type doped semiconductor against an η-type doped one as is shown schematically 
in Fig. 2.1. Electrons that are generated in the p-type material can move towards the 
η-type material across the potential barrier, formed by the p-η junction. The same holds 
for holes generated in the η-type material. Thus a photocurrent is generated, which is 
collected at top and back contacts of the cell (see Fig. 2.2). The back contact completely 
covers the back of the cell. The top contact is fingered in order to cover the surface as 
less as possible and at the same time to be able to collect the photocurrent. Typical top 
contact coverages are 5-10 %. The amount of light that enters the material at the top 
can be enhanced by applying an anti-reflection (AR) coating, which reduces the reflection 
with roughly 30 %. 
A solar cell essentially is a diode, so that its current-voltage (I-V) characteristic is 
obtained by adding the photocurrent Jj, to the diode characteristic. One then obtains 
for the current density J as a function of voltage V in the ideal case [17,18]: 
J = Λ - J0 [exp ( ¿ К ) - l ] (2.1) 
where Jo is the junction dark current density, q the elementary charge (1.60218 χ IO"19 С), 
к the Boltzmann constant (1.38066 χ 10"2 S J/K), and Τ the temperature (in K). The 
quotient kT/q is abo known as the thermal voltage Vtb and equals 0.0257 V at 25 °C. 
The I-V characteristic of an illuminated solar cell is depicted in Fig. 2.3. The power that 
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Ec 
E F 
Ev 
Figure 2.1: Operating principle of a solar cell. Absorption of photons 
leads to generation of electron-hole pairs, which are separated through 
the use of a p-η junction, giving rise to a photocurrent. 
front contact 
AR coating 
n- layer 
p- layer 
back contact 
Figure 2.2: Schematic diagram of a solar cell under illumination. Visible 
are the n- and p-type doped materials, the top and back contacts, and 
the anti-reflection coating. 
can be extracted per unit area is the product of current density and voltage: Ρ = J V 
(Fig. 2.3). The efficiency η is defined as the quotient of maximum power output P
m
„ 
(delivered at V =
 т х
 and J = Jm^, the maximum power point) and power input P
m
. 
Other important parameters that characterize a solar cell are the short circuit density 
J K (the current that flows when top and back contact are shorted, i.e. when the load 
impedance is zero and the voltage is zero), the open circuit voltage V
oc
 (the voltage when 
the load impedance is infinite and the current is zero), and the fill factor FF, that is 
defined as the ratio of maximum power output to the product of VM and JK. It is easily 
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0.5 
voltage (V) 
Figure 2.3: Current-Vol tage characteristic and power curve (P = JV) 
of an illuminated (AMI.5) solar cell. The short circuit current JK, 
open circuit voltage V
oe
, and the maximum power point (from which η 
is derived) are shown. The dashed line illustrates the definition of the 
fill factor FF. 
derived from the above definitions and Eq. (2.1) that 
•Лс = Ji. 
v
- =
 v
'
b l n ( x + 1) 
(2.2) 
(2.3) 
Typical values for «/„, V
oz and Jo are 30 niA/cm
J
, 1.0 V, and 5 ж 10 _ , β mA/cm1, respec­
tively, for a GaAs cell, leading with FF = 0.88 to η = 26.4 % (AMI.5). 
The short circuit current density is determined by the spectrum and intensity of the 
incident light and the spectral response of the solar cell. The solar spectrum outside the 
earth's atmosphere, denoted as Air Mass 0 (AMO), differs considerably from the spectrum 
at the equator (AMI) and in the Netherlands (~ AM1.5), so that solar cell efficiencies 
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depend on the position of the cell on earth [19]. The spectral response is a cell property 
and is defined as the amount of collected electron-hole pairs per incident photon. It varies 
between 0 and 1 and is a function of wavelength. The internal spectral response is defined 
as the number of electron-hole pairs collected under short circuit conditions divided by the 
number of photons that have entered the semiconductor material. In the external spectral 
response, the reflection of light from the surface is taken into account. The spectral 
response depends on various material (e.g. absorption coefficient, carrier lifetimes, surface 
recombination) and constructional (e.g. junction depth) parameters. The open circuit 
voltage Км depends on the diode dark current density Jo and short circuit current density 
JK through Eq. (2.3). Material quality (carrier lifetimes, mobilities) is expressed in JQ 
[17]. The presence of defects in the material gives rise to extra recombination paths, 
which increases Jo and thus adversely affects the performance of a solar cell. 
Non-ideal diode behaviour is often accounted for by introducing a so-called quality 
factor A in the expression for the I-V characteristic Eq. (2.1), as follows: 
J = Л . - Л [ « р ( ^ ) - l ] (2-4) 
Ideally, A = 1, but when recombination of carriers close to the junction (depletion region) 
predominates a quality factor of 2 is found. Besides non-ideal diode behaviour, abo series­
and shunt resistances are present. In the series resistance Д.. all ohmic losses from top and 
back contacts, contact resistances and resistances in p- and η-type layer axe accounted 
for. The shunt resistance R^ originates from resistances parallel to the junction, such 
as edge effects and contact sintering effects. Therefore, in order to describe the various 
generation and recombination processes as well as resistance effects, a two-diode model 
is used to describe the I-V characteristic [20]: 
' - * - * h ( ^ ) -] - * h (Ч^) ->}-Ч^ м 
with Joi and JQA the two diode dark current densities. The first diode describes recom­
bination in the neutral cell region, whereas the second diode represents this process in 
the depletion region, near the junction. 
The performance of a solar cell is assessed by measuring the I-V characteristic and the 
spectral response. The I-V characteristic is generally measured employing a 1000 W/m2 
Xenon arc lamp (AMO or AMI filtered) at a temperature of 25 °C [19-22]. The light 
intensity is monitored by a calibrated reference cell. A variable load is used that sweeps 
through the I-V curve, while recording the current and voltage either by analog or digital 
means. The parameters J K , V^ ,., FF, and η are directly determined from the I-V charac­
teristic. Other parameters can be extracted in various ways from the I-V curve [19,21]. 
By the use of a simplex minimization algorithm in a curve-fitting procedure it is possible 
to resolve all parameters given in Eq. (2.5) by measuring the I-V curve only once [20]. 
Spectral response measurements are done with a light source and monochromator 
added to the equipment that is used for the I-V characteristic measurements. Investi­
gation of the response as a function of wavelength gives additional information about 
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the material properties of a solar cell. For instance, the response at short wavelengths 
depends mostly upon surface recombination at the top of the cell and the lifetimes in the 
top region, whereas the response at long wavelengths is determined by properties deeper 
in the material. 
2.3 Multi-spectral solar cells 
The efficiency of an ideal single-junction solar cell is limited to 31 % [23], which stems 
primarily from the inability to match the broad solar spectrum. Using two or three single-
junction cells that are different with respect to their bandgap and that are stacked in such 
a way that the largest bandgap-cell is situated at the top and the smallest bandgap-cell at 
the bottom (see Fig. 2.4), one can obtain ideally a maximum efficiency that approaches 
60 % [23]. Ideally, the spectral response of each cell should be such that the response of 
the total cell structure equals 1 for every wavelength present in the solar spectrum [24]. 
Another demand is that when the cells are connected in series, the currents generated in 
each cell must be equal, especially at the maximum power point. By the use of silicon 
(Et = 1.1 eV), GaAs (1.42 eV), and AlGaAs (1.97 eV) as indicated in Fig. 2.4, which is 
a non-optimum combination, an efficiency of nearly 38 % (AMI) is projected [24]. The 
photocurrent JL of each cell is 15 mA/cm', while the total К
ос
 equals 3 V under AMO 
illumination conditions. 
Present-day research focuses on two-junction cells, being a first step towards three-
g 
(eV) 
1.97 
1.42 
1.1 
window l a y e r 
j> t u n n e l j u n c t i o n s 
•graded l a y e r 
s u b s t r a t e 
Figure 2.4: Design of a monolithic three-junction solar cell. The pro­
jected efficiency of this cell with the indicated bandgaps of 1.1,1.42, and 
1.97 eV, which could be realized with e.g. silicon, GaAs, and AlGaAs, 
respectively, is nearly 38 % (AMI) [24]. 
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junction cells [25]. Besides the two-terminal device (top and back contact), also three-
and four-terminal cells are made. In addition to the top and back contact a third contact 
is made to the bottom cell in a three-terminal device by etching grooves through the top 
cell. In this way a metal interconnected cascade cell (MICC) [26] is obtained. A four-
terminal cell simply consists of two single-junction cells glued together. In the two- and 
three-terminal case the layer structure can be made monolithically, while the two cells 
for the four-terminal device are fabricated separately, e.g. in this way a high-bandgap 
Ш- cell can be stacked onto a low-bandgap silicon cell. The advantage of the three- and 
four-terminal design as compared to the two-terminal one is that no tunnel junction, the 
fabrication of which is not trivial, is required to interconnect the two cells. In addition, 
current-matching is not required. 
The availability of semiconductor materials with bandgaps varying over a wide range is 
a prerequisite for the fabrication of multi-spectral cells. Moreover, in order to grow mono­
lithic layer structures, the various materials should have similar crystal structures.With 
III-V materials these criteria can be met: any required bandgap between 0.36 (InAs) 
and 2.45 (AIP) [18] can be obtained with an appropriate III-V alloy, although the lattice 
mismatch can be rather large (at most 15 % for InSb as compared to GaAs). A drawback 
however, is that some compounds have an indirect bandgap, which lowers the conversion 
efficiency considerably. The lattice mismatch between two materials causes misfit dislo­
cations at the interface between the different layers, which act as recombination centers 
and therefore have a deleterious effect on cell performance. It follows that the lattice mis­
match should be as small as possible. High-bandgap cells can be made using the ternary 
alloys AlGaAs (maximum lattice mismatch with respect to GaAs 0.13 % [18]), GaAsPj 
(—3.6 % ) , and InGaP] (0 %, if the right composition is used), while for the low-bandgap 
cells InGaAs (7.2 %) and GaAsSb (7.8 %) alloys can be used. A two-junction cell with 
the quaternary alloys AlGaAsSb (high bandgap) and AlGalnAs (low bandgap) should be 
possible with no lattice mismatch with respect to the substrate (GaAs, InP). 
Ш- alloys can be grown with Liquid Phase Epitaxy (LPE), Molecular Beam Epitaxy 
(MBE), and MOVPE [27], of which MOVPE is the system best suited for multi-spectral 
solar cell fabrication [15,25]. Before high efficient multi-junction cell structures can be 
made first single-junction cells should be optimized. Recently, GaAs single-junction cells 
(area 2 x 2 cm2) have been fabricated in a multiwafer vertical MOVPE reactor with an 
AMI.5 efficiency of 24 % [28,29]. AlGaAs cells with bandgaps of 1.75 (AlojsGaorsAs) 
and 1.93 eV (Al0 jjGaoesAs) have been made with an AMO efficiency of 17.2 and 15.2 %, 
respectively [30]. The combination of an AlossGaoesAs upper eel with a GaAs lower cell 
in a MICC eel resulted in an overall efficiency of 22.3 (AMO) and 23.9 % (AM1.5) [31], 
being the "first time that a ПІ- cascade cell has outperformed the best GaAs single-
junction cell" [32]. A similar cell made by LPE showed an overall efficiency of 24.2 % 
[33]. 
European laboratories, united in the Euro-GaAs-PV federation [34], have produced 
GaAs single-junction cells with efficiencies of 18-20 % (AMI) using LPE, MBE, and 
MOVPE. Based on results of a study into growth and doping of GaAs and AlGaAs 
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1986 1987 1988 1989 
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Й 
α» 
α 
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GaAs record 
GaAs g^ oal 
AlGaAs record 
20 
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Figure 2.5: Learning curve for GaAs and AlojsGaorsAs solar cells, 
showing the improvement of efficiency as a function of time (after Tang 
[35]). For comparison, also research goals for 1989 [37] and records 
[28,30] are indicated. 
performed at our laboratory, we have optimized experimentally the fabrication of GaAs 
single-junction solar cells [35,36]. After a learning period (Fig. 2.5) now efficiencies of 
18.5 % are routinely obtained for GaAs cells, while already 12 % has been reached for 
AloisGaoTsAs cells. The original research proposal [13] did not contain explicit efficiency 
goals for individual GaAs and AlGaAs cells. In a new proposal [37], aimed at the prolon­
gation of present research, it is stated that at the end of 1989 a GaAs cell is possible with 
an efficiency of 20 %. An AlGaAs cell is projected having an efficiency of 13 %. It follows 
that the obtained values for the efficiencies are very close to these recently formulated 
goab. For comparison, the to our knowledge best efficiencies for GaAs [28] and AlGaAs 
[30] cells are shown as well in Fig. 2.5. The construction (layer thicknesses and doping 
levels) of the GaAs cell is shown in Fig. 2.6. The p-η cell b grown on top of a buffer 
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Figure 2.6: Construction of the optimized GaAs-AlGaAs heteroface 
solar cell. The various layer thicknesses and doping levels are indi­
cated. Typical cell parameters are r\ = 18.5 %, J l c = 24.5 mA/cm
2
, 
V
oc
 = 0.97 V, FF = 0.78 (AM1.5, cell area 1 cm2) [35]. 
layer, which is deposited first on an η-type doped GaAs substrate. The p+-type doped 
Al0.7Ga0.sAs window layer is used to decrease surface recombination. The extra p + GaAs 
layer improves the contact between the cell and the Au/Zn/Au vacuum deposited layer. 
Further improvement, leading to a GaAs efficiency exceeding 20 %, is expected from a 
better cell construction [38], a better design of the top contact pattern, and the use of a 
multi- instead of a single layer AR coating. 
2.4 Future perspectives 
Significant advances already have been made in the research towards high efficiency 
multi-spectral cells, with as a result a 23.9 % (AM1.5) monolithic two-junction MOVPE 
grown Alo.sjGao.esAs/GaAs cell [31]. This MICC cell avoids the use of a tunnel junction 
between AlGaAs and GaAs, which is difficult to realize due to the limited maximum 
attainable carrier concentration in AlGaAs around the crossover of the direct-indirect 
bandgap [39]. Using much higher growth temperatures, Saletés et al. have shown that 
this problem might be overcome [40]. An alternative solution could be the use of a 
lattice matched InGaPj alloy. Recently, an Ino.sGao.sP/GaAs tandem solar cell with an 
efficiency of 21.8 % (AMl.5) has been reported [41]. It is expected that an efficiency of 
about 25 % can be reached, if the quality of the GaAs tunnel junction [40] is improved. 
It is suggested that the growth of these tunnel junctions can introduce defects that 
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propagate and degrade the photovoltaic quality of the top cell [41]. Another candidate 
for the high-bandgap top cell may be a GaAsP alloy. However, due to the lattice mismatch 
special steps must be taken to obtain high enough efficiencies. A 15.1 % (AM1.5) efficient 
GaAsorsPois solar cell has been made on top of a GaAs substrate by MOVPE [42]. An 
8 μιη thick compositionally step-graded layer of GaAsi-zPz (x = 0 - 0.25) is required to 
relief intrinsic lattice misfit strain and to suppress the propagation of dislocations into 
the active region of the cell. 
Theoretical modelling has become an indispensable tool in the development of multi-
junction cells. Recent calculations [32] predict that a three-junction cell, comprising an 
AlGaAs {Eg = 1.93 eV) upper cell, a GaAs middle cell, and an InGaAs (1.02 eV) bottom 
cell, has an AMO efficiency of 32 %. This can be improved using InGaAs (1.31 eV) 
as the middle cell, with InGaAs (0.90 eV) as the bottom cell to 34 %, which however 
might be more difficult to realize because of the larger lattice mismatch (~ 3 %) in 
this case. The AlGaAs and the GaAs cell are metal-interconnected, whereas the GaAs 
and InGaAs cell are connected using a tunnel junction. Efficiencies of 19.2 and 21.6 % 
(AM1.5) have been obtained for MOVPE grown InGaAs cells with a bandgap of 1.15 
(Ino2sGao76As) and 1.35 eV (InoorGaouAs), respectively [43]. To account for the lattice 
mismatch a compositionally step-graded layer of 2.0 and 0.6 μτη, respectively, is grown 
on top of the GaAs substrate first. Promising results on InGaAs tunnel junctions, grown 
by LPE, have already been reported [44], while MOVPE grown InGaAs tunnel junctions 
are already satisfactorily [32]. A three-junction cell (AlGaAs/GaAs/InGaAs) may be 
realized shortly, but depends on further improvement of the InGaAs cell. Compositional 
grading may be utilized to further improve the already high efficiencies. The advantage 
is that each couple of adjacent layers is automatically lattice matched, thus reducing the 
amount of mismatch dislocations. It has been reported that for the three-junction cell, 
using AlGaAs (1.93 eV), InGaAs (1.31 eV), and InGaAs (0.9 eV) the limiting efficiency 
in this case can be increased from 32 to 42 % [45]. 
Besides the high efficiency approach, being a rather expensive one, several studies have 
been performed to assess the possibility of using silicon or germanium substrates, which 
are considerably cheaper. Germanium and GaAs are nearly matched (mismatch 0.13 %), 
while the lattice mismatch between silicon and GaAs is 3.9 %. GaAs on germanium 
monolithic tandem cells have been made with an efficiency of 18.0 % (AMO) [46]. During 
the MOVPE growth the Ga and As atoms from the deposited GaAs layer diffuse in 
the germanium and form p- and η-type doped regions. The diffusion coefficient of As 
in germanium is higher than the one of Ga, hence a p-η junction is formed [47]. The 
growth of GaAs on silicon has received considerable attention not only because of the 
importance in relation with solar cells but also because of the possible integration of 
opto-electronics with standard 1С technology [48]. Several methods have been developed 
to partially overcome the lattice mismatch between GaAs and silicon [49-52]. With the 
Thermal Cycle Growth (TCG) method efficiencies of 17.6 (AMl.5) [53] and 18.9 %(AM0) 
[54] have been fabricated, which should be compared to 11.2 % (AMI.5) without TCG 
[53]. In order to reach the 18.9 % (AMO) efficiency an additional InGaAs strained-layer 
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superlattice (SLS) [55] is grown after TCG. The T C G method basically consists of three 
steps: after an initial bakeout of the silicon substrate (1000 °C, 1 hour) GaAs is nucleated 
at 400 "C, followed by the growth of GaAs at standard conditions (700 °C). This process 
is repeated untili 1 μιη GaAs is deposited. Subsequently an n + -type doped GaAs buffer 
layer is grown by a repetition of high temperature annealing (900 °C, 10 min), cooldown 
steps, and standard-conditions growth. Finally the cell is grown on top of the buffer 
layer. The whole process takes about 5 hours, which is about 4 times longer than for a 
GaAs on GaAs cell. The amount of dislocations (~ 10 r c m - 2 ) present in these cells is 
the cause of the lower efficiencies as compared to GaAs on GaAs cells [56]. 
Another approach towards high-efficiency low-cost solar cells is to use thin (~ 5 /im) 
single crystal GaAs cells, that are fabricated by the Cleavage of Lateral Epitaxial Film 
for TVansfer (CLEFT) technique [57,58]. Using this process it is possible to reuse the 
same substrates after each growth run. The key element of the CLEFT process is the 
lateral growth of GaAs in an MOVPE reactor over a photolithographically masked GaAs 
monocrystalline substrate. At first epitaxial growth starts vertically on the GaAs surface, 
which is exposed through strip openings of the mask. If the film thickness exceeds the 
thickness of the mask, lateral overgrowth begins. In order to obtain a continuous epitaxial 
film, the lateral growth rate must be much larger than the vertical one. This can be 
realized by exploiting the growth rate dependence on the crystallographic orientation. 
After a complete cell has been made, including top contact and AR coating, it is separated 
from the substrate by cleaving. The cost reduction thus is found from the possibility that 
the substrate can be reused. In practice, a substrate can be used about ten times. By the 
use of the technically complex CLEFT technique solar cells have been made with AMI .5 
efficiencies over 22 % [59,60]. Recently, a first at tempt in a European laboratory has 
yielded an efficiency of 15 % (AMI.5) [61]. Although these results are very promising, the 
C L E F T technique should be further developed, with special attention to the orientation 
dependent epitaxial growth. The importance of this technique lies in the fact that the 
fabrication cost is reduced considerably, thereby increasing the probability of producing 
high-efficiency low-cost solar cells for large-area terrestrial applications [59]. 
References 
[1] D.E. Carlson, Proceedings of the 20 t h IEEE Photovoltaic Specialists Conf. (1988), 
p. 1. 
[2] Т.Е. Graedel and P.J. Crutzen, Scientific American 261, (3), 28 (1989). 
[3] S.H. Schneider, Scientific American 2Θ1, (3), 38 (1989). 
[4] J .H. Gibbons, P.D. Blair, and H.L. Gwin, Scientific American 261, (3), 86 (1989). 
[5] E.A. Alsema and W.C. Turkenburg, ElcHricitcit in Nederland met zonnecellen 
(Ministerie van Volkshuisvesting, Ruimtelijke Ordening en Milieubeheer, Leidschen-
dam, 1988). 
20 
REFERENCES 
[6] С. Flavin, ESeetrieity from Sunlight: the Future of Photovoltaics (Worldwatch Paper 
52, Worldwatch Institute, Washington D.C., 1982). 
H.N. Post and M.G. Thomas, Solar Energy 4 1 , 465 (1988). 
P. Chartier and D. Clément, Proceedings of the Euroforum New Energies, Vol. 3, 
edited by W. Palz (H.S Stephens & Associates, Bedford, 1988), p. 6. 
Duurzame energie voor een duurzame ontwikkeling, een beleidsnotitie, (ISES Ne-
derland, Delft, 1989). 
O.H. Hohmeyer, Sun World 13, 46 (1989). 
E. Callenbach, Ecotopia emerging (Bantam Books, New York, 1982). 
Nationaal Onderzoekprogramma Zonne-energie, hoofdlijn Fotovoltmsche Conversie, 
1986-1990, (Stichting PEO, Utrecht, 1987). 
E.A. Alsema and W.C. Turkenburg, Proceedings of the 7'h EC Photovoltaic Solar 
Energy Conf., edited by A. Goetzberger, W. Palz, and G. Willeke (Reidei Pubi., 
Dordrecht, 1987), p. 263. 
M.L. Timmons, M.F. Lamorte, P.K. Chiang, J.A. Hutch, and T. deLyon, Proceed-
ings of the 19th IEEE Photovoltaic Specialists Conf. (1987), p. 76. 
H.F. MacMillan, H.C. Hamaker, G.F. Virshup, and J.G. Werthen, Proceedings of 
the 20 ,h IEEE Photovoltaic Specialists Conf. (1988), p. 48. 
J.C.C. Fan, B.-Y. Tsaur, and B.J. Palm, Proceedings of the 16'h IEEE Photovoltaic 
Specialists Conf. (1982), p. 692. 
H.J. Hovel, Soiar Cells, in Semiconductors and Semimetals, Vol. 11, edited by 
R.K. Willardson and A.C. Beer (Academic Press, New York, 1975), p. 1-254. 
S.M. Sze, Physics of Semiconductor Devices (2nd Ed., Wiley, New York, 1981). 
K.A. Emery and C.R. Osterwald, Efficiency Measurements and Other Performance-
Rating Methods, in Current Topics in Photovoltaics, Vol. S, edited by T.J. Coutts 
and J.D. Meakin (Academic Press, New York, 1988), p. 301-350. 
A. Polman, W.G.J.H.M. van Sark, W.C. Sinke, and F.W. Saris, Solar Cells 17, 241 
(1986). 
R.D. Turner, C.J.L. Moore, and D.E. Brodie, Rev. Sei. Instrum. 55, 1797 (1984). 
Standard Procedures for Terrestrial Photovoltaic Measurements, Commission of the 
European Community, CEC 101, Issue 2, EUR7078 EN (1981). 
C.H. Henry, J. Appi. Phys. 51, 4494 (1980). 
W.P. Vecchi, Solar Energy 22, 383 (1979). 
L.M. Fraas, Advanced Concentrator Solar Cells, in Current Topics in Photovoltaics, 
Vol. 1, edited by T.J. Coutts and J.D. Meakin (Academic Press, New York, 1985), 
p. 169-221. 
21 
C H A P T E R 2 A SURVEY OF III-V SOLAR CELLS 
[26] R.A. LaRue, P.G. Borden, M.J. Ludowise, P.E. Gregory, and W.T. Dietze, Pro­
ceedings of the 16'h IEEE Photovoltaic Specialists Conf. (1982), p. 228. 
This thesis, Chapter 1. 
K.A. Bertness, M. Ladle Ristow, and H.C. Hamaker, Proceedings of the 20' h IEEE 
Photovoltaic Specialists Conf. (1988), p. 769. 
S.P. Tobin, С. Bajgar, S.M. Vemon, L.M. Geoffrey, C.J. Keavney, M.M. Sanfa-
con, V.E. Haven, M.B. Spitzer, and K.A. Emery, Proceedings of the 19 l h IEEE 
Photovoltaic Specialists Conf. (1987), p. 1492. 
B.-C. Chung, C.W. Ford, B.A. Arau, H.C. Hamaker, M. Ladle Ristow, J.C. Schultz, 
G.F. Virshup, and J.G. Werthen, Proceedings of the 20 t h IEEE Photovoltaic Spe­
cialists Conf. (1988), p. 486. 
G.F. Virshup, B.-C. Chung, and J.G. Werthen, Proceedings of the 20 t h IEEE Pho­
tovoltaic Specialists Conf. (1988), p. 441. 
H.F. MacMillan, H.C. Hamaker, G.F. Virshup, and J.G. Werthen, Proceedings of 
the 20' h IEEE Photovoltaic Specialists Conf. (1988), p. 48. 
L. Mayet, M. Gavand, B. Montégu, and A. Laugier, Proceedings of the 20th IEEE 
Photovoltaic Specialists Conf. (1988), p. 597. 
C. Vèrié and A. Salètes, Proceedings of the Euroforum New Energies, Vol. 3, edited 
by W. Palz (H.S Stephens Sc Associates, Bedford, 1988), p. 176. 
X. Tang, Ph.D. Thesis, University of Nijmegen, (to be published). 
M.H.J.M. de Croon, X. Tang, W.G.J.H.M. van Sark, J.L. Weyher, and L.J. Giling, 
Optimization of high efficiency multilayer solar cells based on III- V compounds, 
Final report EC contract EN 3S/0078/NL (July 1989). 
L.J. Giling, Groeien en karakteriseren van hoog-efficiency zonnecellen op basis van 
Ш- V verbindingen - fase 2, Research Proposal, University of Nijmegen, 1989. 
W.G.J.H.M. van Sark, B.F.P. Jansen, X. Tang, W. Crans, and L.J. Giling, submit­
ted to Solar Cells. 
This thesis, Chapter 3. 
A. Saletés, В. El Jani, К. N'Guessan, A. Rudra, M. Leroux, J.P. Contour, P. Gibard, 
and С Vèrié, Proceedings of the 7'h EC Photovoltaic Solar Energy Conf., edited by 
A. Goetzberger, W. Palz, and G. Willeke (Reidei Pubi., Dordrecht, 1987), p. 1117. 
A. Saletés, A. Rudra, P. Basmaji, J.F. Carlin, M. Leroux, J.P. Contour, P. Gibard, 
and С Vèrié, Proceedings of the 19lh IEEE Photovoltaic Specialists Conf. (1987), 
p. 124. 
J.M. Olson, S.R. Kurtz, and A.E. Kibbler, Proceedings of the 20th IEEE Photo-
voltaic Specialists Conf. (1988), p. 777. 
M.W. Wanlass, T. Gessert, M.M. Al-Jassim, J.M. Olson, and A.E. Blakeslee, Pro-
ceedings of the IS"1 IEEE Photovoltaic Specialists Conf. (1985), p. 317. 
22 
REFERENCES 
J.G. Werthen, B.A. Arau, C.W. Ford, N.R. Kaminar, M.S. Kuryla, M. Ladle Ris-
tow, C.R. Lewis, H.F. MacMillan, G.F. Virshup, and J.M. Gee, Proceedings of the 
20 t h IEEE Photovoltaic Specialists Conf. (1988), p. 640. 
C.C. Shen, P.T. Chang, and K.Y. Choi, Proceedings of the 20' h IEEE Photovoltaic 
Specialists Conf. (1988), p. 771. 
G. Sassi, J. Appi. Phys. 65, 322 (1989). 
S.P. Tobin, S.M. Vernon, С. Bajgar, V.E. Haven, L.M. Geoffroy, M.M. Sanfacon, 
D.R. Lillington, R.E. Hart, Jr., K.A. Emery, and R.J. Matson, Proceedings of the 
20' h IEEE Photovoltaic Specialists Conf. (1988), p. 405. 
S.P. Tobin, S.M. Vernon, С. Bajgar, V.E. Haven, Jr., and S.E. Davis, Proceedings 
of the 18 t h IEEE Photovoltaic Specialists Conf. (1985), p. 134. 
R.D. Dupuis and C.J. Pinzone, J. Cryst. Growth 93, 434 (1988). 
M. Akiyama, Y. Kawarada, T. Ueda, S. Nishi, and K. Kaminishi, J. Cryst. Growth 
77, 490 (1986). 
S.M. Vemon, V.E. Haven, S.P. Tobin, and R.G. Wolfson, J. Cryst. Growth 77, 530 
(1986). 
Y. Watanabe, Y. Kadota, H. Okamoto, M. Seki, and Y. Ohmachi, J. Cryst. Growth 
93, 459 (1988). 
A. Freundlich, J.C. Grenet, G. Neu, A. Leyauras, С. Vèrié, P. Gibard, G. Landa, 
and R. Carles, J. Cryst. Growth 93, 487 (1988). 
S.M. Vernon, S.P. Tobin, V.E. Haven, С Bajgar, and T.M. Dixon, Proceedings of 
the 20 t h IEEE Photovoltaic Specialists Conf. (1988), p. 481. 
H. Okamoto, Y. Kadota, Y. Watanabe, Y. Fukuda, T. Oh'hara, and Y. Ohmachi, 
Proceedings of the 20th IEEE Photovoltaic Specialists Conf. (1988), p. 475. 
E.P. O'Reilly, Semicond. Sci. Tech. 4, 121 (1989). 
CG. Michel, G.J. Vendura, and H.S. Marek, J. Electron. Mater. 16, 295 (1987). 
R.W. McClelland, C O . Bozler, and J.C.C. Fan, Appi. Phys. Lett. 37, 560 (1980). 
C O . Bozler, R.W. McClelland, and J.C.C. Fan, IEEE Electron Device Lett. EDL-
2, 203 (1981). 
R.P. Gale, B.D. King, and J.C.C. Fan, Proceedings of the 19 t h IEEE Photovoltaic 
Specialists Conf. (1987), p. 293. 
R.P. Gale, R.W. McClelland, B.D. King, and J.V. Formley, Proceedings of the 20'h 
IEEE Photovoltaic Specialists Conf. (1988), p. 446. 
С Flores, В. Bollani, and D. Passoni, Proceedings of the Euroforum New Energies, 
Vol. 3, edited by W. Palz (H.S Stephens & Associates, Bedford, 1988), p. 188. 
23 
24 
Chapter 3 
Simulation of crystalline GaAs solar cell structures 
with the Amorphous Semiconductor Analysis 
(ASA)-package 
Abstract 
Although originally designed for the simulation of amorphous solar cell structures the 
Amorphous Semiconductor Analysis (ASA)-package can abo be applied to crystalline 
material. We have simulated both p-η and η-p GaAs solar cells in order to determine 
the best possible device construction based upon material parameters that are usually 
obtained in our laboratory for layers grown by Metal Organic Vapour Phase Epitaxy 
(MOVPE). From the simulations it is concluded that for our cells the optimum con­
struction parameters for p-η cells are: p"1--layer thickness 0.1 βία, p+-type doping level 
6 χ 1 0 " cm" s, emitter thickness 0.4 μιη, p-type doping level 4 χ IO17 c m - 3 , η-type doping 
level (substrate) 3 χ IO17 cm~s. In this way an efficiency of 18.7 % can be reached. For n-p 
cells these parameters are: emitter thickness 0.1 μτη, η-type doping level 1 χ IO17 c m - ' , 
p-type doping level 1 χ 10 1 β c m - s , resulting in an efficiency of 16.0 %. The efficiencies are 
lower than are obtained for optimized cells, which is due to the material quality, which 
still has to be improved. 
W.G.J.H.M. van Sark, B.F.P. Jansen, X. Tang, L.J. Giling, and W. Crans, 
submitted to Solar Cells. 
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3.1 Introduction 
Computer modelling is an indispensable tool in the process of design and analysis 
of solar cells. The complexity of semiconductor devices requires the use of a computer 
model, with which the effects of each device parameter adequately and accurately can 
be investigated. A number of computer codes have been developed, e.g. PUPHS [l], 
PUPHS2D [2], and PC1D [3,4]. Most of these codes require powerful computer sys­
tems for reasons of memory capacity and computational speed. PC1D, however, runs 
on a personal computer, fully exploiting its interactive and graphical capabilities. These 
models specifically are developed for crystalline semiconductor devices, whereas amor­
phous devices have received to date only little attention [5,6]. Recently a comprehensive 
device simulator package called Amorphous Semiconductor Analysis (ASA) has been de­
veloped [7]. It is based on the drift-diffusion model and simulates one-dimensional (ID) 
amorphous silicon devices in the steady state by taking into account non-uniform doping 
profiles, light generation, surface and Auger recombination, and recombination via and 
trapping in localized energy states that are present in the a-Si band gap. ASA is written 
in the computer language FORTRAN 77 and uses 300 kByte of memory for normal de­
vices. It runs on every computer equipped with a FORTRAN 77 compiler and sufficient 
memory. The calculation of a typical I-V characteristic of a GaAs cell takes about 1 
minute on a personal computer equipped with a 80286 processor and 80287 co-processor. 
ASA is a batch operated programme and output is written to user-specified files. In 
combination with the measurement data processing package PROFILE/PROF2D [8,9] 
various calculated parameters can be presented graphically and performance parameters 
such as open circuit voltage V^, short circuit current density JK, fill factor FF and 
efficiency η can be extracted from the simulated data. Using the inverse modelling capa­
bilities of the PROFILE/PROF2D package, ASA can also be used to determine various 
material properties from measured I-V characteristics [9]. 
In this paper ASA is used to simulate crystalline GaAs solar cells in order to show 
that the use of ASA is not restricted to amorphous devices. Several features are therefore 
not needed (e.g. localized energy states in the band gap) and thus are switched off, which 
makes ASA even faster. Instead of using the best possible material parameters for GaAs, 
we have used parameters that were extracted from solar cells and other layer structures 
that were grown by Metal Organic Vapour Phase Epitaxy (MOVPE) in our laboratory 
[10,11]. In this way the simulation results can directly be used for improvements of the 
layer quality and device construction. The laboratory cells (p+-p-n, with AlGaAs window 
layer) can be made by MOVPE with high reproducibility and have an efficiency ranging 
between 16 and 17 %. It should be noted that the non-optimized front contact grid covers 
the surface for about 17 %. Furthermore, a single-layer anti-reflection (AR) coating is 
used, whereas a double-layer AR coating is expected to yield better results. In the 
following sections first a typical p-η cell is simulated and the I-V characteristic is compared 
to the experimentally determined one. The thus determined material properties are used 
as a starting point and possible improvements are investigated. Next, an analogous 
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exercise is performed for η-p cells. 
3.2 p-η ce l ls 
3.2.1 Material properties 
The construction of a typical p+-p-n cell is shown in Fig. 3.1. This cell (area 1 cm2) 
is grown monolythically in one MOVPE growth run: first a 1 μιη n-type doped buffer 
layer (Si, 3 χ IO17 c m _ s ) is grown on an n-type doped G a As substrate (Si, 3 χ IO17 cm"3), 
followed by a 4.0 μιη n-type (Si, 3 χ IO17 c m - 3 ) and a 0.6 μιη p-type doped layer (Zn, 
1 χ 101* cm - 3 ) . Subsequently a 0.1 μιη p-type doped Al IGai- IA8 window layer (x = 0.6, 
Zn, 1 χ 101 8 c m - 3 ) and a 0.2 μια p+-type doped layer (Zn, 2 χ 10 Ι β c m - 3 ) are grown. 
The AUGai-gAs window layer is used to reduce surface recombination, whereas the p+-
layer lowers the contact resistance. After contacting, the p+-layer is etched away and 
an AR coating is applied. Typical performance parameters under AM1.5 illumination 
are: V,,,. = 0.934 V, JK = 23.02 mA/cm2, FF = 0.786, η = 16.9 %. By increasing 
the Al content in the Al.Ga^.As window layer to ι = 0.9 the efficiency is expected 
to exceed 18 %• Carrier concentrations have been verified with a Polaron capacitance-
voltage (C-V) profiler. Hall mobilities in p- and n-type layers have been measured and 
are μρ = 150 cm7/Va and μ
η
 = 3000 cm2/Vs. By the use of the Einstein relationship 
D = (kT/q)ß [12], with D the diffusivity (p- or n-type), к the Boltzmann constant, Τ 
the temperature, g the elementary charge, and μ the mobility (p- or n-type), we arrive 
at Dp = 3.9 cm
2/s and D
n
 = 77.7 cm?/в. As the diffusion lengths Lp and Ln typically 
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Figure 3.1: Construction of the p+-p-n GaAs solar cell with AlGaAs 
window layer, grown in one MOVPE growth run. 
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Table 3.1: Parameters used by ASA to simulate the p+-p-n GaAs cell 
given in Fig. 3.1. 
name 
electron mobility 
hole mobility 
energy gap 
majority carrier lifetime, electrons 
majority carrier lifetime, holes 
minority carrier lifetime, electrons 
minority carrier lifetime, holes 
effective density of states in conduction band 
effective density of states in valence band 
surface recombination velocity (front) 
surface recombination velocity (back) 
symbol 
μη 
/'ρ 
E, 
r
w 
г " 
Г
М 
т
м 
JV« 
if. 
Sr 
SB 
value 
3000 
150 
1.424 
1 χ IO"10 
1 χ IO"» 
1 χ IO"10 
1 χ IO"» 
4.21 χ 1 0 " 
9.51 χ 10 1 β 
Ι χ Ι Ο
4 
1 χ ΙΟ4 
unit 
cm
2/Vs 
cmVVs 
eV 
в 
s 
s 
s 
cm"' 
cm"
3 
m/s 
m/s 
are of the order of 1 μιη [13], the lifetimes in p- and η-type material (fp, r
n
) can be 
calculated, using L = VDT, to be of the order of IO - 9 and IO - 1 0 s, respectively, which 
agrees well with values reported elsewhere [1,14]. The surface recombination velocity at 
the top (5 F ) and back ( S B ) of the cell are of the order of 104 m/s [1,14]. Data on the 
effective density of states in valence and conduction band are taken from Blakemore [15]. 
Using the above data - summarized in Table 3.1 - the current-voltage (I-V) characteristic 
can be simulated under AMI.5 illumination conditions and a close correspondence with 
the experimentally determined curve is found, as shown in Fig. 3.2. 
Fitting of the I-V characteristic can be done with the PROFILE/PROF2D package, 
where the two-diode model is used [16]: 
J = JL — Jal JAA — Ль 
The diode (Jai, JOA) and shunt (J.h) terms are written as: 
Jii 
JiA 
J* 
Jn
 [ в р ( и ^ + JR-)) ~ ^ 
JoA
 [ в р імт{ν + J Ä M ) ) " 1 
+ ЛЪ 
•ßih 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
with JQI and JOA the first and second diode dark current densities, A the second diode 
quality factor (mostly taken as 2), g the elementary charge, к the Boltzmann constant, Τ 
the temperature, ñ „ the series-, and ñ,h the shunt resistance. The first diode is responsi-
ble for recombination in the neutral cell region, while the second diode is responsible for 
recombination in the depletion region, close to the junction. For the experimentally deter-
mined I-V curve we find, with A = 2, JL = 23.018 mA/cm2 , J0 , = 1.017 χ IO - 1 5 mA/cm3, 
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Figure 3.2: Simulated ( ) and measured (•) I-V characteristic of 
the p+-p-n cell given in Fig. 3.1 using the data from Table 3.1. A close 
correspondence is found. Also shown are the two diode terms Jdi and 
./dA· 
JOA = 2.504 x IO"7 mA/cm', Дм = 1.311 x IO"4 П е т 1 , and Дл = 2.340 П е т ' . With these 
values the individual contributions of the two diode terms can be evaluated, which are 
shown abo in Fig. 3.2. From this figure it can be seen that the second diode opens up at a 
smaller voltage than the first diode: JdA = 1 mA/cm1 at 0.78 V, whereas Jji = 1 mA/cm3 
at 0.9 V. This means that recombination in the depletion region is responsible for the 
performance of the cell, which is possibly due to enhanced interface recombination as a 
result of defects present at the interface between p- and η-layer. The value of J 0 1 is only 
slightly larger than the one previously reported for similar cells [14], whereas JQA is about 
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3-4 times larger, indicating that the interface quality still is to be improved. 
The data in Table 3.1 in combination with the performance parameters extracted 
from the simulated I-V characteristic will throughout this paper be referred to as the 
"starting cell" configuration. All simulation results will be normalized with respect to 
this starting cell. 
3.2.2 Variation of material parameters 
Improvement of material quality requires accurate knowledge about the relation be­
tween MOVPE growth conditions and resulting material quality. This relation is not 
a priori clear, although purer growth conditions (e.g. lower H]0 concentration level) 
will lead to less impurities in the grown layers, which results in better quality solar 
cells. Therefore, the influence of material properties is investigated. We have varied 
the surface recombination velocity Sp (front) and 5B (back), the minority and majority 
carrier lifetimes in p- and η-type material τ^\ An\ т^, and r^ "', and the p- and n-
type mobilities μ
ρ
 and μ
η
. The performance of the cells is assessed by determining the 
parameters JK, х , FF, and η, as well as the two-diode model parameters. The resulting 
values of these parameters are normalized with respect to the values that are calculated 
with the material parameters as given in Table 3.1 and which are referred to as the 
starting cell. 
Figure 3.3 shows the influence of the surface recombination velocity at the top of the 
cell (SF). It follows that the lower the value of Sf the better the cell performance. This 
can mainly be attributed to the improvement of JK (or rather JL), hence the quantum 
efficiency is improved. This is demonstrated in Fig. 3.4, where the external quantum 
efficiency is shown as a function of wavelength for three values of Sf, viz. ΙΟ3, 104, and 
10s m/s. As expected, the improvement in quantum efficiency is most prominent at lower 
wavelengths. It should be noted that the external quantum efficiency is somewhat larger 
than 1 (for 300 nm), due to both errors in absorption data [17] as well as calculation errors, 
estimated to be ~ 1 %. Variation of the surface recombination velocity at the back of the 
cell (5B) showed no effect at all on the performance parameters. From these results it can 
be deduced that the Al window layer should be improved in order to lower the surface 
recombination velocity. At present this layer is too thick and the Al content in this layer 
is too low. A higher Al content however, is possible only if the H^O concentration level 
is sufficiently low. It is expected that the surface recombination velocity can be reduced 
from 104 to 10s m/s, which results in an improvement in efficiency from 16.9 (starting 
cell) to 19.4 %. 
Variation of the hole and electron mobilities showed that cell performance is more 
affected by μ
η
 than by μ
ρ
. In both cases the V
oc
 and FF remained nearly constant for 
a variation of μ
ρ
 between 25 and 300 cm2/Vs and a variation of μ„ between 500 and 
6000 cm'/Vs. Here also JK and η are the most sensitive for variation in the mobilities. 
Doubling of the values for μ,, and μ„ resulted in an increase in efficiency from 16.9 to 
17.8 and 19.4 %, respectively. It is therefore expected that more is gained if attention is 
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Figure 3.3: Influence of the surface recombination velocity 5 F on the 
p-η cell performance parameters JK, V^, FF, and η. The values are 
normalized to the values for Sp = 1 χ IO4 m/s (starting cell). Mainly 
JK (and consequently r;) is affected. 
paid to the improvement of μ
η
. 
Table 3.2 shows the effects of the majority (r^, rW) and minority (rM, rW) carrier 
lifetimes upon the performance parameters and the diode dark currents JQI ала Jo A· The 
lifetimes have been varied between 0.4 and 6 times the original value. The parameters 
JK1 η, and Joi are mainly influenced by the minority carrier lifetimes (rW, г^), both 
in p- as well as in n-material, while η, and J01 to a lesser extent also are influenced by 
гМ. On the other hand,
 ж
, FF, and especially JO* are determined by the majority 
and minority carrier lifetimes in n-material (T¿"', Т^), while the effect of rW on these 
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Figure 3.4: External quantum efficiency of the p-η cell as a function of 
wavelength for three values of the surface recombination velocity Sf·. 
10s, 104, and 10s m/s. The quantum efficiency depends strongly on SF, 
especially at low wavelengths. 
parameters is much smaller. It can be seen that a decrease of JOA corresponds to an 
increase of VO,. and FF (and η), which demonstrates the importance of the second diode 
in the recombination processes. If all lifetimes could be increased six-fold, a cell would 
result with J „ = 28.44 mA/cm», V« = 0.992 V, FF = 0.834, and η = 23.54 %. 
In conclusion, it was demonstrated that material quality strongly influences cell per­
formance. The simulation results indicate that improvement of the η-layer quality should 
be pursued, as this will lead to a relatively higher increase of cell performance than im­
provement of the p-layer. 
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Table 3.2: Variation of majority and minority carrier lifetimes upon p-n 
cell performance. Per variable two columns are given, one showing the 
influence of a 2.5-fold decrease of the starting values (Table 3.1) upon 
the performance parameters, and one for a six-fold increase. The effects 
are expressed in percentual changes. 
parameter 
FF 
η 
Joi 
Л>л 
rW 
/2.5 
0 
< 0 . 0 1 
< 0 . 0 1 
0 
< 0 . 0 1 
< 0 . 0 1 
X6 
0 
< 0 . 0 1 
< 0 . 0 1 
0 
< 0 . 0 1 
< 0 . 0 1 
TM 
/2.5 
<0.01 
-1.71 
-0.88 
-2.58 
+ 19.0 
+46.2 
x 6 
< 0 . 0 1 
+2.66 
+1.97 
+4.69 
-8.05 
-55.3 
#> 
/2.5 
-13.1 
-0.99 
-0.46 
-14.4 
+46.6 
+ 1.51 
x 6 
+ 10.4 
+0.82 
+0.29 
+11.7 
-30.6 
-1.11 
rW 
/2.5 
-6.26 
-2.62 
-1.36 
-9.96 
+44.5 
+63.9 
X6 
+ 13.3 
+3.95 
+3.38 
+21.8 
-23.9 
-63.3 
3.2.3 Variation of cell construction 
Beside material quality also the design of the cell strongly will influence its perfor­
mance. The doping levels of the p+-, p-, and η-layer must be optimal, as well as the 
thicknesses of the p+- and p-layer. Both doping level and layer thickness can be well 
controlled by MOVPE. 
Variation of the doping level of the contacting p+-layer (keeping the lifetimes constant) 
showed that the higher the doping level the higher JK and η. The parameters νχ and FF 
are hardly influenced. Changing the doping level from 2 x 101 8 to 6 Χ 10 1 β c m - ' results 
in an improvement in efficiency of 16.9 to 18.5 %. The thickness of this p+-layer appears 
to influence the cell performance only slightly as long as it is smaller than 0.25 μτα. For 
a thickness of 0.3 μια the efficiency decreases from 16.9 to 15.4 %. 
The effects of the doping level of the active p-layer are shown in Fig. 3.5. While FF 
and Voc are not or hardly influenced, JK and η are a strong function of doping level. The 
optimum doping level seems to be 3—4 χ IO17 c m - 3 , as for doping levels below this value η 
remains nearly constant, while V^ decreases and J K increases. In practice, a decrease in 
the p-layer doping level will lead to an increase in the diffusion lengths and lifetimes, which 
leads to an even better cell performance, The influence of the active p-layer thickness is 
shown in Fig. 3.6. FF and
 ж
 remain nearly constant, while an optimum can be found 
for J K and η around a thickness of 0.3 μιη. An increase of efficiency from 16.9 to 17.4 % 
results if the layer thickness is changed from 0.6 to 0.3 μιη. Above a thickness of 0.7 μιη 
the cell strongly deteriorates. 
The influence of η-type doping level is weak. By increasing the doping level of the 
n-layer from 3 χ IO17 to 1 χ IO18 c m - 3 η only increases from 16.9 to 17.3 %. Both FF 
and Voc increase also, while Лс decreases. 
Due to memory cells, that may be present in horizontal MOVPE flow reactors, the 
interface between p- and n-layer may not be atomically sharp [10,18]. It is found from 
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Figure 3.5: Influence of the doping level of the p-layer on the p-η cell 
performance parameters JK, νχ, FF, and η. The values are normalized 
to the values obtained for a p-type carrier concentration of 1 χ 101β cm - 3 
(starting cell). Mainly Jic (and consequently η) is affected. Below a 
doping level of 3 — 4 ж 10~17 cm- 3 the decrease of V^ compensates the 
increase of JK, which levels out the behaviour of η. 
simulations that the performance of the solar cells is not influenced, as long as the p-n 
interface is graded over a distance less than 0.1 μιη. The cell performance will be worse 
when the grading extends over 0.1 μιη. 
From the above simulations it is concluded that the construction of our cells can be 
improved. By halving the thicknesses of the p+- and p-layer with respect to the starting 
cell, and by changing the doping levels of the p+-and p-layer to 6 χ 101β and 4 χ IO17 cm- 3, 
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performance parameters JK, V«, FF, and r;. The values are normalized 
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A thickness of 0.3 μιη appears to be optimal. For thicknesses above 
0.7 μτη the cell strongly deteriorates. 
respectively, a cell can be obtained with the following performance parameters: J,
c
 = 
24.84 mA/cm', V
oc
 = 0.928 V, FF = 0.797, η = 18.4 %. A slightly better cell is 
possible using a p-layer thickness of 0.4 μιη, which should yield JK = 25.39 mA/cm3, 
V«. = 0.928 V, FF = 0.797, η = 18.8 %. It should be noted that the improvement which 
can be obtained by optimizing the cell construction in the above way is not as big as can 
be obtained by optimization of material quality. It is nevertheless much easier to realize. 
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3.3 η-p cells 
Alternatively, a solar cell can be constructed with an η-type doped top layer on a 
p-type substrate. The η-p cell is relatively easier to produce than the p-η AlGaAs/GaAs 
heteroface cell and it is therefore easier to assess the effects of material quality on electrical 
parameters. This shallow homo-junction structure [19] has nevertheless attracted less 
attention, possibly due to the fact that fabrication of front contacts requires a sintering 
step for alloying of the contact material. This may lead to indiffusion of contact material 
through the η-type toplayer, thereby shorting the junction. A solution to this problem 
is the use of non-alloyed contacts [20]. 
Here the effects of material quality and constructional parameters is investigated by 
means of simulation of the I-V characteristic. As a starting configuration an η-type layer 
with a thickness of 0.1 μπι and doping level of 1 χ IO17 cm"* is used on top of a p-type 
substrate (or layer-bufferlayer-substrate structure) with a doping level of 1 χ IO18 cm" s. 
Furthermore the material parameters as specified in Table 3.1 are used. We arrive at the 
following performance parameters under AM1.5 illumination: JK = 22.87 mA/cm3, V« = 
0.890 V, FF = 0.788, and η = 16.0 %. By fitting the I-V curve we find for the two-diode 
model parameters, with A = 2, Λ = 22.839 mA/cm', Joi = 4.374 x 10" 1 S mA/cm2, JOA = 
5.996 χ 10" 7 mA/cm', R„ = 4.826 χ IO"4 flcm2, and Ä,h = 3.423 П е т 2 . Comparison 
of these parameters with the ones obtained for the p-η cell shows that mainly the lower 
V« value - resulting from a higher JQA value - fa responsible for the somewhat lower 
efficiency. 
3.3.1 Variation of material parameters 
Variation of the surface recombination velocity Sr showed that the performance pa­
rameters Лс, Кос, FF, &nd η are hardly influenced. By increasing the surface recombina­
tion velocity from 104 to 10* m/s, the efficiency decreased from 16.0 to 15.4 %, while a 
decrease in Sp from 10* to 10 s m/s resulted in an increase in η from 16.0 to 16.4 %• This 
effect is much less dramatic than in the case of the p-η cell. This is due to the fact that 
the η-p cell is a shallow junction cell. A much larger amount of carriers is generated in 
the p-type layer in this case, hence surface recombination is impossible by principle. In 
the p-η cell a lot of carriers are generated in the top layer, which is responsible for the 
large effect that the surface recombination velocity has on the performance of the cell. 
The influence of the hole and electron mobilities on cell performance is similar to the 
p-η cell case. Variation of μ„ and μ
ρ
 showed that Лс and η are much more dependent 
on μ„ than on μ
ρ
. The parameters V
oc
 and FF remained nearly constant for a variation 
of μ
ρ
 between 25 and 300 cm2/Vs and a variation of μ„ between 500 and 6000 cm2/Vs. 
Doubling of the values for μ,, and μ„ resulted in an increase in efficiency from 16.0 to 
16.2 and 18.1 %, respectively. These improvements are less if compared to the obtainable 
improvements for the p-η cell. 
In Table 3.3 the effects of the majority (rM, TW) and minority (rW, rW) carrier 
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Table 3.3: Variation of majority and minority carrier lifetimes upon n-p 
cell performance. Per variable two columns are given, one showing the 
influence of a 2.5-fold decrease of the starting values (Table 3.1) upon 
the performance parameters, and one for a six-fold increase. The effects 
are expressed in percentual changes. 
parameter 
FF 
V 
Jai 
JoA 
/2.5 
-10.2 
-2.36 
-1.78 
-13.8 
+10.3 
+49.4 
χ θ 
+8.28 
+3.16 
+2.96 
+15.0 
-8.23 
-33.1 
' .
W 
/2.5 
0 
0 
0 
0 
0 
0 
x 6 
0 
0 
0 
0 
0 
0 
Tw /2.5 
< 0 . 0 1 
-1.89 
-0.16 
-1.78 
+15.8 
+57.8 
x 6 
< 0 . 0 1 
+2.91 
+1.63 
+4.60 
-9.63 
-59.9 
г " 
/2.5 
-6.85 
-0.36 
-0.24 
-7.41 
+1.10 
+0.01 
x6 
+14.9 
+0.77 
+0.28 
+16.1 
-1.74 
-0.04 
lifetimes upon the performance parameters and the diode dark currents Joi and JQA are 
shown. The lifetimes have been varied between 0.4 and 6 times the original value. It can 
be seen that JK and η are mainly influenced by the η-type majority and minority carrier 
lifetimes (rW, τΜ), while η is slightly affected by rW. The parameters V«., FF, J 0 1, 
and JQA are determined by the majority and minority carrier lifetimes in η-material (rjM, 
T¡?)). A decrease of JQA corresponds to an increase of V^ and FF, which demonstrates 
the importance of the second diode in the recombination processes. If all lifetimes could 
be increased six-fold, a cell would result with JK = 29.57 mA/cm2 , К
ос
 = 0.936 V, 
FF = 0.827, and η = 22.90 %. Although J K in this case is higher than the J K of 
the p-η cell, the other parameters are lower. This is caused by the fact that the diode 
dark currents are considerably higher for the η-p cell: J0i = 3.54 x 1 0 _ 1 Б mA/cm2 vs. 
3.45 χ Ю - 1 6 mA/cm2, and JQA = 1.24 χ Ю - 7 mA/cm2 vs. 4.94 χ IO - 8 mA/cm2. 
3.3.2 Variation of cell construction 
Variation of the doping level of the n-layer showed that the performance parameters 
were not strongly influenced. Above 1 χ IO17 cm~s the JK decreases, (—7.13 % at 1 χ 
1 0 " cm"3) while the V
oc
 increases (+5.68 % at 1 χ 10 1 β cm"3). Efficiency and fill-factor 
at 1 χ 101 8 c m - 3 are 15.9 % and 0.794, respectively. The effects of the doping level of the 
p-layer «ire of the same order as for the n-layer. The V^ and η remain nearly constant 
over the range 10 1 7 -10 l e cm" 3, while FF decreases somewhat around 10 1 7 cm" 3 and /„ 
increases. The changes are however smaller than 5 %. 
Much more drastic effects are observed in the performance parameters as a function of 
n-layer thickness, as depicted in Fig. 3.7. While V« and FF vary only slightly, J,
c
 and η 
become increasingly smaller for larger n-layer thicknesses. A thickness of 0.1 μτη seems to 
be optimal, which has been verified experimentally in our laboratory [21] and elsewhere 
[22]. If the n-layer thickness is increased, more carriers will be generated in the η-type top 
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Figure 3.7: Influence of the thickness of the η-layer on the η-p cell 
performance parameters JK,VK, FF, and η. The values are normalized 
to the values obtained for a η-layer thickness of 0.1 μιη (starting cell). 
A thickness of 0.1 μτη appears to be optimal. For larger thicknesses the 
surface recombination velocity becomes increasingly important, which 
results in poorer cell performance. 
layer. Therefore, also the surface recombination velocity will be more important. This 
is demonstrated in Fig. 3.8, where the calculated external quantum efficiency (spectral 
response) is shown as a function of wavelength for a layer thickness of 0.1 and of 0.2 μπι. 
Especially, the spectral response at lower wavelengths is much better for the 0.1 μπα thick 
n-layer than for the 0.2 μπι one. The fact that the external quantum efficiency is larger 
than 1 is attributed to computational and adsorption data errors. 
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Figure 3.8: External quantum efficiency of the η-p cell as a function 
of wavelength for two values of the η-type layer thickness: 0.1 and 
0.2 μιη. The difference at lower wavelengths is caused by the fact that 
for a thicker η-layer more carriers are generated in the η-type top layer, 
thus increasing the importance of surface recombination. 
From the above simulations it is concluded that with the material quality routinely 
obtained in the MOVPE apparatus at our laboratory the optimal construction of the n-p 
cell is the following: a 0.1 μιη thick η-layer with a doping level 1 χ IO17 cm - 3 on top of a 
p-substrate (or layer-bufferlayer-substrate structure) with a doping level of 1 χ 101β cm"5. 
The performance parameters under AM1.5 illumination are JK = 22.87 mA/cm2, Voe = 
0.890 V, FF = 0.788, and η = 16.0 %. The construction of the starting cell can hardly be 
optimized. Improvement in cell performance can only be accomplished by improvement 
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of material quality. 
3.4 Conclusion 
The ASA-package - originally developed for the simulation of amorphous silicon de­
vices - is used in this paper to simulate crystalline GaAs p-η and n-p solar cells, thereby 
demonstrating that the use of ASA is not restricted to amorphous devices. Material 
parameters were used that were obtained from solar cells and other layer structures that 
were grown by МО РБ in our laboratory. In this way simulation results can directly be 
used for material quality and constructional improvement. 
It was found that for both types of cells the material quality strongly influences the 
cell performance, e.g. if carrier lifetimes are increased six-fold an efficiency around 23 % 
should be obtainable. The p-η cell construction currently used at our laboratory could 
be optimized by adjusting the p+- and p-layer thicknesses to 0.1 and 0.4 ßm, respectively, 
and the doping levels to 6 χ 101β and 4 ж IO17 cm"3, respectively. In this way a cell is 
obtained with JK = 25.39 mA/cm', K« = 0.928 V, FF = 0.797, and η = 18.8 %. 
Furthermore, simulation of n-p cells showed that optimization of the construction of 
the cell will result only in small improvements. Material quality improvement will yield 
to much larger improvements: a six-fold increase in carrier lifetimes will result in a cell 
with an efficiency of 22.9 %. It should be noted that p-η cells in all cases outperform n-p 
cells, which is probably due to the larger diode dark currents present in n-p cells. 
Availability 
Both the ASA- and the PROFILE/PROF2D-package are available in source code 
through an academic licence to be requested from W. Crans. 
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Chapter 4 
Influence of structural defects on the performance of 
GaAs solar cells 
Abstract 
GaAs solar cells were made by two different techniques, namely by Metal Organic Vapour 
Phase Epitaxy (МО РБ) and by ion implantation. Using the MOVPE technique, p-n 
junctions are formed either between GaAs epitaxial layers or between epitaxial layer and 
substrate. Substrates used here are Si-doped η-type GaAs. For these MOVPE grown 
layers, several growth parameters were varied. With the ion implantation technique, Zn-
doped p-type GaAs substrates were firstly bombarded by Si ions with an energy in the 
range of 30-220 keV, and afterwards treated by Rapid Thermal Annealing. 
In the case of MOVPE grown cells it is found that cells with a p-η junction between 
epitaxial layer and substrate give a lower efficiency, due to the higher defect density at 
the junction, than the cells based on p-η junctions formed in the epitaxial layers. This is 
believed to originate from a structural imperfection at the substrate surface, as well as 
from the contamination of the surface with impurities. Growth parameters also appear to 
play an important role for the performance of solar cells. Cells made by ion implantation 
all show bad performance, probably because of material imperfections and a non-optimal 
design. 
X. Tang, W.G.J.H.M. van Sark, J.L. Weyher, M.H.J.M. de Croon, H.G.M. Lochs, and 
L.J. Giling 
Proceedings of the 8 t h EC Photovoltaic Solar Energy Conf., edited by I. Solomon, 
B. Equer, and P. Helm (Kluwer Academic Pubi., Dordrecht, 1988), p. 1497. 
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4.1 Introduction 
Because of its bandgap of 1.424 eV, GaAs is one of the optimum materials for pho­
tovoltaic conversion, giving cells with a predicted efficiency of about 26-29 % at AMI 
[1]. However, uptill now this high efficiency has not been obtained, probably because 
of imperfections in layers and on interfaces, which are introduced during growth and 
processing of the solar cell structures. 
In this paper we will present an investigation into the preparation of two types of p-n 
GaAs solar cells by means of MOVPE - with the junction between substrate and epilayer 
or between two epilayers respectively - and of η-p cells by ion implantation. Because 
of the probable correlation between material imperfections and cell performance, we 
especially will focus on structural defects, e.g. originating from contamination of the 
substrate surface in case of MOVPE and not annealed away implantation damage in 
case of ion implantation. Also the impact of MOVPE growth conditions such as growth 
temperatures and the ratio of input gases on the junction and layer quality, and therefore 
on the actual cell performance, will be discussed. 
4.2 Experimental 
For the MOVPE grown solar cells Si-doped n-type (2 χ IO17 cm - 3 ) HB-grown GaAs 
substrates have been used. The p-η junctions have been grown in one growth run together 
with AlGaAs, which is used as window layer to reduce surface recombination, and an extra 
p+-GaAs layer between AlGaAs layer and metal contact, which is used for lowering the 
contact resistance. 
For the Ion Implantation combined with Rapid Thermal Annealing process (URTA) 
Zn-doped p-type (2 χ IO17 cm~s) HB-grown GaAs wafers were used with orientation (100) 
2° off towards (110). After degreasing and chemical polishing (HjSO^ : KiOj : HjO = 
5:1:1 solution) room temperature implants were performed with ^Si. The implanted dose 
and energy have been chosen such that the net carrier concentration should be IO18 c m _ s . 
Four different depths have been examined: 0.05, 0.1, 0,2 and 0.3 μιη corresponding to an 
energy and dose of 30 keV and 8 χ IO12 at/cm2, 60 keV and 1.5 χ IO13 at/cm2,140 keV and 
3 χ 1 0 " at/cm2, and 220 keV and 3.5 χ 1 0 " at/cm2, respectively. These combinations of 
energy and dose yield a net carrier concentration of 10 1 8 c m - 3 in semi-insulating material. 
Rapid Thermal Annealing (RTA) of the implanted samples was carried out in a HEAT-
PULSE 410 system. Annealing took place at 900 °C in forming gas for 10 seconds in 
proximity mode (face-to-face with GaAs). 
DSL (Diluted Sirtl-like solutions with the use of Light) photoetching was applied to 
the wafers before and after implantation and after annealing. A detailed model for the 
mechanism of GaAs dissolution in DSL etchants (i.e. СгОз-НГ-НгО) and a description 
of different etch characteristics can be found elsewhere [2,3]. 
The metal contacts for p-type and η-type GaAs are evaporated onto the layers and 
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consisted of Au/Zn/Au and AuNiGe respectively. 
Carrier concentration profiles of samples made by URTA and MOVPE were mea­
sured using a Polaron C-V (capacitance-voltage) profiler. Solar cell performances are 
determined by measuring the I-V characteristic of each cell. A calibrated reference solar 
cell is used to be able to measure at a light intensity of 1 kW/ms. 
4.3 Results and discussion 
4.3.1 Metal Organic Vapour Phase Epitaxy 
The best cells grown by MOVPE show an efficiency of 16 %. Bearing in mind the 
fact that this group of solar cells has an AlGaAs window layer which is rather thick 
(0.2 μπι) and which has a too low Al fraction of 60 %, the improved cell is expected to 
have an efficiency exceeding 18 %. Further increase of the efficiency will rely on (1) the 
optimization of the cell structure and (2) the improvement of the material quality. 
4.3.1.1 Cell s tructure 
Results show that solar cells with a p-η junction between epitaxial layer and substrate 
give a poorer quality (efficiencies upto 4 %) than the solar cells based on p-η junctions 
formed inside the epitaxial layers. With similar cell configuration, the short circuit current 
density can differ upto a few tens of times. The origin of this is believed to be a result 
from structural imperfections at the substrate surface, as well as from the contamination 
of the surface with impurities. The additional n-GaAs layer between the η-substrate and 
the p-GaAs epilayer confines the highly imperfect region away from the p-η junction, 
resulting in a decrease of the recombination current. 
For cells with the p-η junction between two MOVPE layers, the actual configuration 
of the junction is of importance. Depending on the growth conditions such as growth 
temperature and growth rate, the junction may differ from the one intended or expected. 
The C-V profile technique has been used to reveal the net carrier concentration as 
function of depth. Although an abrupt p-η junction is not necessary, the depletion at 
the p-η junction in the C-V profiles may represent a highly compensated region, which 
increases the probability of carrier scattering. 
The p-η junction is formed between Zn-doped GaAs and Si-doped GaAs. Although 
Zn is known to have a rather high diffusion coefficient in GaAs, this can not explain 
the result in the C-V profiles alone, as is shown by a comparison between cells grown 
at different temperatures where no major difference is seen at the junction. Realizing 
that the essential difference in the C-V profiles in Fig. 4.1 comes from the difference in 
growth rate, it is clear that the strong depletion should come from the memory effect in 
the MOVPE system. The solution to this problem, in addition to the reduction of the 
growth rate as shown here, may come from the use of a low pressure (0.1 atm or lower) 
reactor, which is currently being built in our laboratory. 
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Figure 4.1: C-V profiles from two cells grown under the same conditions 
except that the growth rate of BA7(4B) was two times lower than that 
of BA6(3B). 
4.3.1.2 Material quality 
The performance of a solar cell depends on the cell configuration and material quality 
whereas the latter depends strongly on the structural defects. Figure 4.2 shows the results 
of photoluminescence (PL) measurements of a bevelled solar cell. It is seen that there is 
a defect related peak (dX) in the p-GaAs layer. The origin of this peak is not clear at 
this moment. 
With a focused light spot, the whole surface of a solar cell can be scanned. Local 
response of the solar cell can be calculated as function of the optical beam induced current 
(OBIC). Figure 4.3 shows the result of a typical OBIC contour around a structural defect. 
This defect results from the surface contamination of the wafer, or non-stoichiometry 
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Figure 4.2: Photoluminescence spectra of a bevelled solar cell. The 
spectra (1) to (4) are respectively from: (l) top AlGaAs window layer, 
(2) p-GaAs layer, (3) p-η junction and (4) n-GaAs layer. DX and AX 
represent donor bound and acceptor bound emissions respectively. 
situations during growth. It is seen that the nucleus of the defect is only a few microns, 
but the effect on the photoresponse may extend to a few tens of microns. If a top metal 
contact figure is by chance on the defect, the cell performance may greatly be distorted. 
By increasing the resolution of the OBIC measurement, the influence of defects originating 
from various dislocations may be observed and compared. It should be noted that OBIC 
is not suitable to reveal the correlation between the specific defects and the dark I-V 
characteristic of solar cells. 
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Figure 4.3: Micrograph of a defect after growth and the corresponding 
OBIC contour. The percentages shown are related to the averaged 
background response. 
4.3.2 Ion implantation and Rapid Thermal Annealing 
The I-V characteristics of all four cells were bad and show a high series resistance leading 
to fill factors of ~ 0.3 and efficiencies of ~ 0.5 % . The diode factor was found to be 
2 or slightly higher and the saturation current density was in the order of 10'* A/cm* 
indicating bad material quality. From the carrier concentration profiles it is concluded 
that the projected ranges (thus the η-type layer thickness) are as predicted. The net car­
rier concentration of the η-type layer, however, is a factor 3-4 lower than expected. This 
is most probably due to compensation effects of the p-type substrate. Figure 4.4 shows 
two pictures of the DSL photoetched surfaces of a sample that has an η-type layer of 
0.3 μιη (implantation energy 220 keV, dose 3.5 χ IO13 at/cm3), one taken after implantar 
tion (Fig. 4.4a) and one after implantation and annealing (Fig. 4.4b). After implantation 
classical dislocation structures are seen decorated with precipitates (presumably Zn) as 
well as substrate defects. The implantation damage is seen as a weak microroughness of 
the matrix after DSL photoetching. After RTA the microroughness is more pronounced, 
which is evidence for the fact that the crystal still is damaged. Defects started to grow 
as a sort of secondary "recrystallization" and are not annihilated. This is in striking 
contrast with results obtained in the implantation of semi-insulating GaAs substrates 
with Si [4], where microroughness is less pronounced after RTA. Another striking feature 
after DSL photoetching is the presence of craters, which has also been observed in the 
implantation of semi-insulating substrates with Si [4]. These craters are attributed to 
local yet unidentified defects which are created close to the surface by ion implantation. 
The observed material imperfections may well be the cause of the high series resistance 
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Figure 4.4: Surface structure after DSL photoetching of (a) Si im­
planted (energy 220 keV, dose 3.5 χ 101S at/cms) and (b) Si implanted 
and annealed (RTA, 900 °C, 10 sec, forming gas, face-to-face) GaAs 
sample showing substrate defects, microroughness and craters. 
and high saturation current density, leading to short carrier diffusion lenghts and bad 
cell performance. 
4.4 Conclusion 
In MOVPE grown cells it is shown that p-η junctions between epitaxial layers lead to 
better performance solar cells than p-η junctions formed between epilayer and substrate. 
The actual configuration of the p-η junction however depends strongly on the growth 
conditions, probably because of memory effects in the MOVPE system. 
Photoluminescence measurements reveal a defect related peak in the p-GaAs layer. 
Using OBIC, a good correlation can be found between structural defects and photore-
sponse. 
Although Si implantation in undoped GaAs material is a well established technique 
for the fabrication of device structures [5], problems arise in Si implantation of Zn doped 
substrates as defects start to grow in the η-type layer during annealing. 
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Chapter 5 
Characterization of GaAs solar cells made by ion 
implantation and Rapid Thermal Annealing using 
selective photoetching 
Abstract 
Shallow η-p GaAs solar cells have been made by implantation of Si into Zn-doped (p-
type) GaAs substrates followed by Rapid Thermal Annealing. The structure of the GaAs 
crystal has been determined by the DSL photoetching method (Diluted Sirtl-like etchants 
used with Light). It was found that implantation-induced-damage (revealed by DSL 
as microroughness and craters) was not removed after annealing for energies exceeding 
60 keV. This leads to substrates that contain many precipitates, which appears to be 
disastrous for the fabrication of good solar cells. In addition, good cell performance is 
hampered by compensation effects in the η-p transition region and in the η-type layer 
itself. 
W.G.J.H.M. van Sark, J.L. Weyher, M. de Potter, M. van Rossum, and L.J. Giling, 
submitted to J. Mater. Res.. 
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5.1 Introduction 
The performance of GaAs optoelectronic devices such as photodetectors, solar cells 
and light emitting or laser diodes is strongly dependent on the design of the specific 
device, and the structural quality of the material. The device design sets its opera­
tional limits, which is illustrated for e.g. single-heterojunction and double-heterojvmction 
laser structures [1] and p+/p/n+ GaAs homojunction, A^Gaj-^As/GaAs heteroface and 
AlAs/GaAs heterojunction solar cell structures [2-4]. The structural quality of the mate­
rial directly influences the device characteristics [4,5], such as the device lifetime (aging 
effect), efficiency, and reproducability in mass production. The fabrication of some high 
efficiency devices, such as multilayer heterojunction lasers or solar cells is expensive, 
complex and still requires considerable optimization. The role of structural defects in 
the active region for the performance of many GaAs-based electronic devices was already 
unequivocally established and broadly reviewed [1,5-9]. As an example, the radiative 
efficiency of light emitting diodes decreases considerably for a dislocation density above 
104 c m - 3 [6]. A similar effect has been reported for the efficiency η and open circuit volt­
age Voc of GaAs solar cells grown by Metal Organic Vapour Phase Epitaxy (MOVPE) 
[8]: these parameters decrease for a substrate etch pit density above 104 c m - 2 . 
A possible alternative technological solution for the realization of simple solar cell 
designs is the use of ion implantation as a tool to obtain shallow η-p junctions in the GaAs 
substrates. The optimum thickness of the η-type doped layer is of the order of 0.1 μιη [10]. 
Ion implantation is believed to be advantageous over epitaxial growth mainly because of 
improved uniformity, the possibility of selective area implantation, and the relatively low 
processing cost per wafer [11,12]. However, ion beam induced damage must be removed, 
which is commonly done by either furnace annealing or Rapid Thermal Annealing (RTA). 
With both techniques good active layers for MESFET channels can be obtained, using 
low energy (< 100 keV), low dose (< 5 χ 101 3 at/cm2) Si implants in semi-insulating 
GaAs substrates [11,12]. 
The quality of a solar cell device is generally assessed by determination of its I-V char­
acteristic, from which the open-circuit voltage (VOc), short-circuit current density ( J K ) , 
and fill factor (FF) are derived leading to the efficiency η according to η = FFV^J^/P^,, 
with Pin the incident power density [2]. The parameters
 ж
 and J K are determined by 
the diffusion and recombination of photo-generated minority carriers and are therefore 
dependent upon the actual crystallographic structure of the solar cell. The diffusion 
lengths of holes and electrons can essentially be reduced in the presence of any crystal­
lographic perturbations by a reduction of the lifetime of the photocarriers. For instance, 
the presence of threading dislocations will reduce both the short circuit current and the 
open circuit voltage. Hence, in order to assess the origin of poor solar cell performance, 
it is essential to determine the presence of any crystallographic defects close to the diode 
junction. 
The aim of this paper is to establish the relations between (1) the structural qual­
ity of the GaAs substrates before and after implantation, and (2) the structural and 
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electrical quality after implantation and annealing. To this end, the DSL photoetching 
technique (Diluted Sirtl-like solutions used with Light) [13,14] is applied to reveal the 
crystallographic structure of the samples at various process stages. 
5.2 Experimental methods 
In the present study two types of Zn-doped p-type HB-grown GaAs substrates were 
used, which were different with respect to the doping level: 2.5 χ IO17 c m - 3 (low doped), 
and 2 χ IO18 cm" s (high doped). After standard degreasing and chemical polishing 
(HjSO^HjOjiHaO = 5:1:1) room temperature implants were performed with 2 eSi. The 
implantation dose and energy have been chosen in such a way that the net η-type carrier 
concentration should be 1 0 u c m - ' . To investigate the optimum thickness of the n-type 
doped layer four different depths have been examined. Based upon previous experience 
with the implantation of semi-insulating material for MESFET's [15], implantation con­
ditions as shown in Table 5.1 were used (samples L1-L4 and H1-H4). It was found, 
Table 5.1: Data on n S i implantation into Zn-doped substrates. D - dis­
locations (< 10* c m - ' ) , Pd - doping-induced precipitates (> IO4 cm" 2), 
P, - implantation-induced precipitates (> 10* cm - 2 ) , С - craters 
(< 104 cm" 2). 
samples 
original 
LI 
L2 
L3 
L4 
L5 
L6 
HI 
H2 
H3 
H4 
implantation parameters 
total dose 
(at/cm2) 
β x 1 0 " 
1.5 x 1 0 " 
3 x 1 0 " 
3.5 χ 1 0 " 
3 χ 1 0 " 
1 χ 1 0 м 
5 χ 1 0 " 
8 χ 1 0 " 
1 Χ 1 0 " 
1.5 χ 1 0 " 
energy 
(keV) 
30 
60 
140 
220 
30 
60 
30 
60 
140 
220 
depth 
(/im) 
0.05 
0.10 
0.20 
0.30 
0.05 
0.10 
0.05 
0.10 
0.20 
0.30 
notation 
after 
implantation 
Lli 
L2i 
L3i 
L4i 
L5i 
L6i 
Hli 
Н2І 
H3i 
H4i 
after 
RTA 
Llia 
L2ia 
L3ia 
L4ia 
L5ia 
L6ia 
Hlia 
H2ia 
НЗІа 
H4ia 
total defects 
due to substrate 
and implantation 
D 
D + P, + С 
D + Ρ, + С 
Pi + C 
D 
D + P, + С 
D + Pd + Ρ, 
D + Pd + Ρ, 
D + Pd + Pi 
D + Pd + Pi + С 
however, that in case of the low doped substrates the net carrier concentration obtained 
after Rapid Thermal Annealing (RTA) was about 3-4 times lower then expected, proba­
bly due to compensation effects, as the substrate was p-type doped. Therefore, for two 
additional cases (the low doped samples L5 and L6, Table 5.1) the implantation dose 
was increased, what indeed resulted in the expected doping profiles. Implantation in the 
high doped series Hi to H4 also resulted in unexpected carrier concentrations. Only in 
sample HI a conversion from 2 χ IO18 cm"' p-type to 1.1 χ IO18 c m - ï n-type was achieved, 
whereas the other samples remained p-type (see Sec. 5.4.2). 
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Activation of the implanted layers was performed employing RTA in a HEATPULSE 
410 system. Annealing of the Si-implanted samples took place at 900 °C for 10 seconds 
in forming gas, being the optimized anneal conditions for Si implanted semi-insulating 
GaAs [15]. During annealing the samples were covered by GaAs wafers (proximity mode). 
For characterization of the structure of the substrates, implanted, and implanted and 
annealed layers, the DSL photoetching technique was applied. Details about the DSL 
system (СгОа-ЫГ-НзО etchant) and mechanism of etching were described earlier [13,14], 
as well as the interpretation of etch patterns in bulk, epitaxial and implanted GaAs 
[15-17]. After photoetching the surfaces were examined with interference contrast and 
scanning electron microscopy (SEM). In addition to the DSL etching the high Zn-doped 
substrates were examined with a high resolution video infra-red (IR) microscope fitted 
with a silicon vidicon detector [18] in order to establish the nature of some extended 
defects in this material. 
Carrier concentration profiles as a function of depth were measured using a Polarem C-
V (capacitance-voltage) profiler. For electrical measurements metal contacts were evapo­
rated onto the top and bottom of the samples. As η-type contact a AuGe alloy (10% Ge) 
was used with a thickness of 3000 A, whereas the p-type contact was made by sub­
sequently evaporating 500 À Au, 250 À Zn, and 3000 À Au. After evaporation the 
contacts were annealed at 470 °C for 4.5 min in a Nj atmosphere. The non-optimized 
front contact pattern covered the surface for about 17 %. No anti-reflection coating was 
applied. A calibrated reference GaAs solar cell was used to ensure that I-V characteristics 
were measured at a light intensity of 1 kW/m2 (AM1.5). The saturation current density 
Jo and the diode quality factor A [2,19] were determined by varying the light intensity 
from 1 kW/m2 down to zero and measuring JK and
 ж
. Series- (Ли) and shunt- (ñ,h) 
resistance losses were determined from the I-V characteristic measured at 1 kW/m2. 
5.3 DSL characterization 
5.3.1 Structure of the GaAs substrates 
The morphology of defects of the as-grown low Zn-doped substrates (samples L1-L6) 
is shown in Fig. 5.1. The density of dislocations in this material is ρ ~ 6 χ 10s cm- 2, 
with a uniform distribution of defects across the wafer. All dislocations are decorated by 
precipitates, which is evident from the presence of shallow pits after DS etching, but no 
matrix precipitates could be recognized. This structure is typical for low level, Zn-doped 
GaAs substrates. 
In the heavily Zn-doped substrates (samples H1-H4) the structure of defects is more 
complex. The dislocation density fluctuates locally from 5 χ 102 to 5 χ IO3 cm- 2. All dislo­
cations are strongly decorated by large precipitates, which can be seen on photographs of 
the surface (Figs. 5.2, 5.3a, 5.3c, and 5.3e) and in the transmission IR pictures (Figs. 5.3b, 
5.3d, 5.3f, and 5.4). Apart from these decoration-precipitates, numerous matrix pre­
cipitates (density 105 - 10* cm - 2) are revealed by DS etching (marked M.P. in Figs. 5.2 
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Figure 5.1: Decorated dislocations in as-grown low Zn-doped GaAs 
substrates after DS etching. 
M.R 
ЮОллп 100 л " " 
W (b) 
Figure 5.2: Decorated dislocations (D) and matrix precipitates (M.P.) 
in as-grown high Zn-doped GaAs substrates after DS etching, (a) dis­
locations parallel to the surface; (b) node of dislocations. 
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Figure 5.3: Different types of dislocations in as-grown high Zn-doped 
GaAs substrates after DS etching (a, c, and e). IR images are shown 
in b, d and f. (a,b) straight decorated dislocations; (c,d) branched 
dislocations; (e,f) helical defects. All surfaces reveal the presence of 
matrix precipitates (M.P.) as well. 
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m 
Figure 5.4: IR microscopy image of a node of dislocations in the high 
Zn-doped GaAs substrates. 
and 5.3). These matrix precipitates are much smaller in comparison with the decoration-
precipitates, which is evident from the dimensions of the correspondent shallow pits, as 
well as from the lack of contrast of these matrix precipitates in the IR images in the 
matrix far from the dislocations (Fig. 5.3). From this figure it is also clear t h a t the den­
sity of matrix precipitates close to the decorated dislocations is much lower than in the 
matrix far from the dislocations. This may be interpreted as that the dislocations have 
"consumed" the precipitates which were close to them during fabrication of the substrate 
material. The dislocations itself and the immediate surrounding matrix in these high 
doped substrates are comparable to the low doped substrates, eis can be deduced from a 
comparison of Figs. 5.2 and 5.1. The dislocations form a spatial network which can be 
recognized in some places after etching (Fig. 5.2b) and which is well documented inside 
the GaAs wafer by IR imaging (Fig. 5.4). A number of branched (Figs. 5.3c and 5.3d) 
and helical dislocations (Figs. 5.3e and 5.3f) were also found by both methods. 
From these examinations it is clear that the two types of the GaAs crystals, used as 
substrates in the present study, differ essentially in density and in types of defects. 
5.3.2 Structure of the GaAs substrates after Si implantation 
and RTA 
A variable implantation energy was used in order to obtain different implantation 
depths (see Table 5.1). Both after implantation and RTA the samples were subjected to 
a standard photoetching procedure (S2/5 solution was used for 2 minutes with illumination 
[13,14]). In samples Ll i and Llia only the original characteristic dislocation structure as 
observed for the untreated substrates was seen, indicating that the implantation and the 
RTA had not created noticeable material defects. The same can be said of sample L2i. 
The first structural changes are noticed in sample L2ia, where after DSL photoetching 
in addition to the original dislocation structure, a weakly marked microroughness and 
some craters appear (Fig. 5.5). For higher implantation energies and doses (above 3 χ 
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Figure 5.5: Defects in sample L2ia (Si imp]., dose 1.5 χ IO 1 3 a t/cm 2 , 
RTA), after DSL photoetching. M - microroughness, С - craters, 
D - substrate dislocations. 
Figure 5.6: Defects in sample L4i (Si impl., dose 3.5 χ IO 1 3 a t /cm 2 ) , after 
DSL photoetching. M - microroughness, D - substrate dislocations. 
1 0 l s a t/cm 2 ) the implantation defects (revealed by DSL as microrougness and craters) 
become already observable before the RTA treatment, see for instance the microroughness 
in sample L4i, Fig. 5.6. After RTA these defects remain visible in the material, which 
indicates that the RTA process was not sufficient to anneal the damaged matrix. For 
an implantation dose of 3 χ IO 1 3 at/cm 2 and energy of 140 keV (sample L3) followed 
by RTA both substrate defects (dislocations) and ion beam-induced defects (craters, 
microroughness) are visualized by DSL photoetching as shown in Fig. 5.7a, although 
the dislocations are weakly seen. After implantation with still higher energies damages 
introduced by the ion beam become dominating in these low-doped substrates as is shown 
in Fig. 5.7b, where only microroughness and craters are seen. In this case the craters 
are very deep (up to 4 μτα.) and have a morphology similar to that reported for semi-
insulating GaAs, after Si implantation and RTA [15]. An example of these etch figures 
is shown in Fig. 5.8. 
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100 Ajm 
(b) 
Figure 5.7: Defects introduced by high dose/energy implantation of 
Si in samples: (a) L3ia, 140 keV, and (b) L4ia, 220 keV. DSL pho-
toetching was performed after RTA. For the higher energy the original 
background, consisting of the dislocation structure, has disappeared. 
M - microroughness, С - craters, D - substrate dislocations. 
Figure 5.8: Scanning Electron Microscopy image of craters in sample 
L4ia after DSL photoetching. Marker is 10 μτη. 
59 
CHAPTER 5 CHARACTERIZATION OF IMPLANTED CELLS 
An examination after DSL photoetching of the low Zn-doped substrate samples L5 
and L6 and the heavily Zn-doped substrates Hi to H4 also proves that the implantation 
energy itself can create implantation-induced defects which are not removed by RTA. In 
samples L5ia and Hlia, which were implanted with a low energy of 30 keV, only substrate 
defects can be recognized after photoetching. An implantation energy of 60 keV in 
combination with high doses appears to be the lower threshold value for the introduction 
of implantation defects which are still present after RTA: in samples Ьбіа, H2ia, НЗіа, 
and H4ia microroughness is present. The main difference between both the low- and high-
doped substrates is that in contrast to the low-doped samples in the heavily Zn-doped 
samples the original defects (dislocations, matrix precipitates) remain visible, even after 
implantations with high doses and high energies (samples НЗіа, H4ia). Moreover, craters 
are observed only for the largest implantation energy, i.e. 220 keV (sample П4іа). 
In the last column of Table 5.1 a survey is given of the most important structural 
observations in terms of the total sum of crystallographic defects which were present in 
the samples after processing. This total sum consists of initial defects (in substrate), and 
implantation-induced defects, revealed as microroughness and craters. Only in the case 
of samples Llia and L5ia, where implantation damage is completely removed by the RTA 
treatment, cells with reasonable performance parameters are expected. 
Rutherford backscattering spectroscopy (RBS) performed on samples L6, L6i, and 
L6ia under channeling conditions at the RBS facility of the FOM-Institute in Amster­
dam [20,21] revealed that the minimum yield x
mm
, which is a measure of the crystallinity 
of the layers, in this case is considerably higher than the common value of ~ 4 % indi­
cating bad quality of the sample [22,23]. The minimum yield is defined as the ratio of 
the backscattered yield obtained when the incident He beam is directed along a crystal­
lographic axis and the yield obtained under random conditions (spinning sample) with 
both values taken near the surface channel(s). For practical purposes x
m m
 is determined 
by dividing the area under the aligned and random spectra for a few channel numbers just 
beneath the Ga and As surface peaks. In this way it is found that after implantation the 
minimum yield typically is as high as 25-30 % which is reduced to 15-20 % after RTA. This 
is illustrated in Fig. 5.9, where RBS results are shown for the untreated sample L6 (not 
channeled, random conditions), and samples L6i and L6ia (both channeled). Differences 
between the spectra before and after RTA (spectra 2 and 3 in Fig. 5.9) are expected to 
be most pronounced just below the surface channels of Ga and As, i.e. between channels 
275 and 300. From Fig. 5.9 it is clear that the applied dose was not sufficient to fully 
amorphize the surface region: the yield of curve 2 below the Ga and As surface channels 
is smaller than the yield of curve 1. Furthermore, it can be seen that not all implantation 
damage is removed by RTA, as indicated by the small improvement in yield for curve 3. 
This is also confirmed by photo-luminescence experiments, where it was found that the 
bound exciton peak was weak indicating bad layer quality. 
In summary: during Si implantation different types of defects are created, which 
can be recrystallized during RTA, whenever the implantation energy is low (< 60 keV). 
However, when the energy exceeds this threshold value, the conditions of annealing as 
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Figure 5.9: Rutherford backscattering spectroscopy results for samples 
L6, L6i, and L6ia, showing that not all implantation damage is removed 
after RTA. (1) untreated (random conditions), (2) after implantation 
(channeled), and (3) after implantation and RTA (channeled). Note the 
small differences between the spectra 2 and 3 just below the indicated 
Ga and As surface channels, i.e. between channels 275 and 300. 
defined by RTA are not sufficient to remove the implantation defects. This refers to the 
matrix defects (revealed as microroughness) and localized extended defects (revealed as 
craters). 
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5.3.3 Discussion 
There are two types of defects in the presently examined substrates which might be of 
importance for the operation of solar cells prepared by ion implantation, viz. dislocations 
and matrix precipitates. Dislocations will be present in the active η-p region of solar cells 
as an intrinsic property due to the starting material. Therefore their density should not 
be higher than the value 1 χ 10* c m - ' , above which an essential reduction of cell efficiency 
and open circuit voltage was reported [8]. Both substrate materials used here fulfil this 
requirement. However, in crystals H1-H4 numerous matrix precipitates are present as 
a result of the heavy Zn doping. These matrix precipitates will be accompanied by 
dislocation loops, which also will have a strong negative effect on the minority carrier 
lifetime, whenever their density is larger than ~ 104 cm~2. 
During ion implantation a variety of other defects is induced. They are revealed by the 
DSL technique as microroughness and craters. Taking into account their density the most 
important defects for solar cell performance might be these which cause microroughness. 
This feature was already observed after implantation of Si into semi-insulating G а Аз 
substrates [9]. Based upon transmission electron microscopy (ТЕМ) data [24] it was 
attributed to small defect clusters or to inhomogeneous amorphous regions (for higher 
fluences). Recent DSL-ТЕМ calibration has evidenced that the microroughness which is 
visible after DSL for high implantation doses corresponds to numerous dislocation loops 
of the interstitial type, which are 10 to 50 nm in diameter and are most likely formed by 
arsenic precipitates [25]. Here it is found that the threshold implantation dose for the 
introduction of the microroughness is higher than 1.5 χ IO13 at /cm* at 60 keV for implan­
tation of Si in low Zn-doped substrates. We expect that these dislocation loops annex 
precipitates also will have a strong negative influence on the performance of the cells for 
densities higher than ~ 104 c m - 1 , especially when they axe situated close to the interface 
i.e. in the junction space charge region. Precipitates at this position might have a direct 
influence on the leakage current, as pointed out in [l]. Similar observations of precipi­
tate formation have been reported in ТЕМ studies of heavily Si-doped Bridgman-grown 
GaAs [26], Metal Organic Vapour Phase Epitaxy (MOVPE) grown Si-doped GaAs [27] 
and Si-implanted and annealed GaAs [28-30], where they also are revealed as dislocation 
loops. 
The nature of the localized defects which cause the formation of deep craters during 
DSL photoetching (Fig. 5.8) still remains a matter of speculation. From previous reports 
[15,31] it can be concluded that either Ga clusters - which are formed during implanta­
tion - or existing matrix precipitates constitute the nuclei for the formation of craters 
during photoetching. Crater formation on implantation induced precipitates will take 
place when there is a p-η or n-semi-insulating junction at the level of the precipitate. 
Such an internal electric field can enhance the local etching rate. Without the junction 
a shallow pit would be formed. The mechanism which is responsible for the rapid local 
etching - resulting in a crater - is based on the phenomenon of cathodic protection [14] 
and has been explained in [31]. When the DSL etchant reaches the matrix precipitate 
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situated at the interface, a pit is created. This fact is well described in literature and 
is clearly demonstrated in Figs. 5.2 and 5.3. As a result the surrounding surface is still 
η-type while the bottom of the pit has entered the p+-substrate. Due to the separation 
of the partial currents on the differently doped surface of the sample (n) and the bottom 
of the shallow pit (p+), a self acceleration mechanism causes quick etching of the shallow 
pit leading to a deep pit. The same might refer to the implantation-induced clusters 
assuming that (a) they are situated in n+-n or p+-p areas and (b) they axe quickly etched 
away by the DS solution. It should be noted that this model of crater formation does 
not explain the extension of the defects neither their possible influence on the device 
performance. It should be noted that a crater not necessarily corresponds to a large 
amorphized region across the junction. It is formed as a result of the above described 
photoetching-induced mechanism. 
A comparison of the structural features of the low and the high Zn-doped substrates 
(Figs. 5.1 and 5.2) leads to the presumption that the formation of dopant-related pre­
cipitates depends on the Zn concentration. In order to act as p-type dopant, Zn is 
incorporated on Ga sites ( Z n c ) in the GaAs matrix, thereby producing As vacatures 
(VA·)· It is therefore probable that the higher the Zn concentration, the higher the amount 
of VA,. Above a certain threshold concentration ZnAs precipitates are formed, presumably 
ZnjAss, leaving the matrix less supersaturated with Zn. This precipitate can act as a 
sink for all kinds of defects which are present in the matrix. So around the precipitate 
an area can be seen which is free of defects. The width of this region is determined 
by the diffusion length of the defects at the RTA conditions. Due to implantation with 
silicon As and Ga interstitials are introduced, which partly can be annihilated by the 
vA,. The vA, concentration in the low Zn-doped (2.5 χ IO17 c m - 3 ) substrates will be 
roughly ten times lower than the one for the high Zn-doped (2 χ IO18 c m - 3 ) substrates. 
It appears that for implantation doses above 1.5 χ IO13 c m - 2 craters are formed in the low 
Zn-doped substrates (Table 5.1). Apparently, the amount of interstitials is larger than 
the amount that can be annihiliated. This threshold dose is for the high Zn-doped an 
order of magnitude higher, i.e. 1.5 χ IO14 cm _ î (Table 5.1). The cause of this is believed 
to be the higher amount of д, present in the high Zn-doped substrates. Although this 
argument is tentative, experimental observations (Table 5.1) do seem to support it. 
5.4 Electrical characterization 
5.4.1 Implantation of Si in low Zn-doped substrates 
From the C-V profiling it was found that the implantation depths of the Si implanted 
low Zn-doped substrates only were somewhat larger (~ 10 %) than was expected. How­
ever, the net carrier concentration of samples Llia, L2ia, L3ia, and L4ia was a factor 
3 lower than expected. C-V profiling for these samples showed that the maximum net 
carrier concentration was 3.5 χ IO17 c m - 3 (η-type). As was mentioned already the implan­
tation dose was based on previous experiences with implantation of Si in semi-insulating 
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Table 5.2: Results from I-V measurements of Si implanted low and 
heavily Zn-doped substrates. 
sample 
Llia 
L2ia 
L3ia 
L4ia 
LSia 
L6ia 
Hlia 
H2ia 
(V) 
0.122 
0.145 
0.160 
0.148 
0.614 
0.566 
0.241 
0.056 
(mA/cms) 
4.15 
5.03 
4.83 
2.73 
11.43 
7.01 
Θ.82 
0.55 
FF 
0.273 
0.271 
0.347 
0.273 
0.694 
0.571 
0.473 
0.300 
»? 
0.14 
0.20 
0.27 
0.11 
4.87 
2.27 
1.12 
0.01 
GaAs substrates [15], which should result in a carrier concentration of 10 1 8 c m - 3 (n-type). 
The difference probably originates from compensation effects in the implanted layer. The 
substrate already has a background doping level of 2 χ IO17 cm~ s (p-type), which has 
to be compensated first before an η-type layer can be formed. Therefore a higher im­
plantation dose was chosen to increase the net carrier concentration (samples L5 and 
L6). C-V profiling of these samples showed that the maximum net carrier concentration 
indeed was 1.4 χ IO18 c m - 9 (η-type). The results of the I-V measurements are given in 
Table 5.2. None of the cells give reasonable results, especially bad are cells LI to L4, and 
both Η-cells. Only cells L5 and L6 at least give an indication of photovoltaic behaviour. 
This will be discussed in Sec. 5.4.3. From the comparison of samples Llia and L2ia (low 
dose) with L5ia and L6ia (higher dose), respectively, it is obvious that the latter two yield 
better results. This difference is due to the doping level of the η-type layer: an η-p cell 
with an n-layer that is doped to 10 l e cm" s on top of a p-type substrate that is doped to 
10 1 7 c m - 3 (cells L5 and L6) results in a better carrier separation across the junction than 
a eel where the n-layer is doped only to 3 χ IO17 c m - 3 (cells LI and L2). For samples LSia 
and L6ia the diode itself is of better quality (Jo = 10'* mA/cm2) than for the samples 
Llia-L4ia (Jo — 0.05 mA/cm'). No clear conclusions can be drawn with respect to the 
optimum depth of the junction, which is believed to be ~ 0.1 μιη [10]. The main reason 
for this is that the effect of the junction depth on cell performance is overshadowed by the 
accompanying effect of precipitate formation which occurs at these higher implantation 
energies. The high density of defects strongly reduces the performance of the solar cells 
and inhibits a clear conclusion on the effect of junction depth. 
5.4.2 Implantation of Si in heavily Zn-doped substrates 
Although it is common practice to fabricate an η-p cell with carrier concentrations of 
101 8 and 10 1 7 c m - ' in the n- and p-region, respectively, it is also possible to reverse this 
carrier concentration profile. One then obtains a eel with an n-layer doped to 101 7 c m _ s 
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and a p-substrate doped to 101 8 cm" s . Results from C-V profiling of the samples Hlia, 
H2ia, НЗіа, and H4ia showed that only in the sample Hlia an η-p junction is formed 
(1.1 x 10 l e cm~s, 0.05 μπα depth). For the other three samples the C-V profiles showed 
only p-type concentrations in which a dip is present. The position of the dip was 0.1, 
0.15 and 0.25 μπι in the samples H2ia, НЗіа, and H4ia, respectively, which corresponds 
to the expected depth of the junction. The dip is due to the combined effect of implanted 
Si and the presence of microdefects, which both compensate the background doping in 
the substrate. 
As a result from the above C-V profiling only samples Hlia and H2ia were selected for 
further processing as a solar cell. Results of the I-V measurements are shown in Table 5.2. 
The saturation current Jo w a s of the order of IO - 1 mA/cm3 for both cells. The series 
resistance of sample H2ia was very high, indicating that a highly compensated layer was 
formed. 
5.4.3 Discussion 
Low cell efficiencies are to be expected because of the processing technique used for 
these cells, i.e. a large shadowing effect (17 %) of non-optimized front contact finger 
pattern, and the absence of a surface passivating layer and anti-reflection coating. A 
maximum efficiency for good quality material under these conditions probably is 12-14 %. 
The small values for VQC obtained for samples Llia-L4ia and Hlia-H2ia are an indication 
for the bad crystalline quality of the implanted and annealed material. This is illustrated 
by a comparison of the right-most column of Table 5.1 and the cell performances as given 
in Table 5.2. Apart from sample Llia there is a striking correlation between VO,. and the 
total number of defects. The low value for V
oc
 for sample Llia is due to the unfavourable 
electrical cell construction itself, as explained above. The cell with the lowest number 
and types of defects (cell L5) also gives the best performance. The parameters V^ 
and η are low as compared to "normal" values (~ 0.9 V and 16 %, respectively [32]). 
The main reason is believed to be the fact that the implanted layers in addition to the 
crystalline defects contain a highly compensated layer. This is inherent in the method 
used: implantation with η-type dopant in already p-type doped substrates. First the p-
type doping level must be compensated, before a net η-type doping level can be obtained. 
Besides this compensation effect, also another type of compensation is active, viz. Si 
implanted on Ga and As sites. This sort of compensation has been verified by photo-
luminescence (PL) experiments, which indeed revealed the presence of a Si A , peak. It 
was found that the position of this peak in the PL spectrum shifts with respect to its 
known position as a function of incident laser power. It is known [33] that this shift 
originates from high compensation effects, the degree of which is estimated to be 63 % 
for sample Llia from the observed shift of 1.6 meV per decade laser power [33]. In the 
other samples this compensation seems to be somewhat less prominent, however values 
of 40-50 % still could be estimated. The diffusion length of photogenerated minority 
carriers in these materials will become much smaller than the normal value of about 
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1 μπι, resulting in poor device performance. It is expected that if one varies the junction 
depth between 0 and 0.2 μοα an optimum can be found for the cell structure with a net 
carrier concentration in the η-layer of ~ 10 l e cm - '. It is obvious that - next to the poor 
crystalline quality - also compensation effects are responsible for the bad results obtained 
on the heavily Zn-doped substrates. The results indicate that solar cells made in these 
substrates probably will never work satisfactorily. 
5.5 Conclusion 
The parameters of Si implantation into Zn-doped substrates (implantation energy and 
total dose) were varied in order to obtain an implantation depth and carrier concentra­
tion proper for solar cell action. It appeared that for low doped p-type substrates (Zn 
concentration 2.5 χ IO17 cm - 3) the optimum thickness of the implanted η-type layer is 
close to 0.1 μτη, while the net η-type carrier concentration should be about 1 χ IO18 cm - '. 
These parameters can be obtained using an implantation energy between 30 and 60 keV 
and an implantation dose between 3 χ IO11 and 1 χ IO14 cm - 3. It should be noted that the 
obtained efficiency and open circuit voltage are still low, which is caused by compensation 
effects. This fact probably will inhibit the use of ion implantation in the fabrication of 
GaAs solar cells. A solution might be the implantation into epilayers grown by MOVPE 
on top of a p-type GaAs substrate, which in case of InP has yielded better solar cells as 
compared to implantation into substrates [34]. 
The crystallographic structure of the substrates and implanted layers was determined, 
with the DSL photoetching technique as a main tool. Numerous implantation-related 
defects (revealed as microroughness by DSL) are present, even after RTA, if the threshold 
implantation energy above which the microroughness is introduced is higher than 60 keV. 
A classification of structural defects and their relation to the processing parameters was 
shown. It was demonstrated that in all cases a high energy implant introduced stable 
defects, which are revealed as microroughness and craters. Heavily Zn-doped substrates 
already possess from themselves numerous native defects which negatively influences the 
structure of implanted layers. Electrical measurements did confirm that no good solar 
cells could be obtained. Therefore the use of this type of substrates is not recommended. 
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Chapter 6 
The Metal Organic Vapour Phase Epitaxy Process 
C H A P T E R 6 T H E M O V P E P R O C E S S 
6.1 What 
It has been pointed out in previous chapters that the Metal Organic Vapour Phase 
Epitaxy (MOVPE) process is a very important technique, that has found widespread use 
in the field of micro- and opto-electronics. For the growth of multi-junction solar cells 
and cells fabricated with the CLEFT technique (Cleavage of Laterial Epitaxial Film for 
Transfer), MOVPE is the only suitable process. Originally, the MOVPE process was used 
to grow hetero-epitaxial GaAs single-crystal films on insulating substrates such as sap­
phire (Al2Oj), beryllium oxide (BeO), and spinel (MgAljO«) [1,2]. It was demonstrated 
that single-crystalline GaAs could be deposited by the pyrolysis of triethylgallium (TEG) 
and arsine (AsHj) in an open tube reactor system. Shortly after, homo-epitaxial growth 
of GaAs on GaAs substrates was reported [3]. Nowadays, a large variety of compound 
semiconductors is fabricated using group III and V element containing precursors, viz. 
alkyls of indium, aluminium, and gallium, and hydrides of arsenic and phosphorus [4,5]. 
The hydrides are very toxic and hazardous compounds, which is the major disadvantage 
of MOVPE. Hydrogen (Hj) is often used as a carrier gas. The gases are introduced in 
a quartz reactor tube, in which substrates are placed on a susceptor that is either resis­
tance or radiofrequency (RF) heated to about 700 "C. The growth primarily takes place 
on the hot susceptor, or rather on the substrates lying on top of it. GaAs can be doped 
η-type in a controlled way by using hydrogensulphide (HjS), hydrogenselenide (H2Se), or 
silane (SiH«), whereas p-type layers can be obtained by employing diethylzinc (DEZ), or 
bis(cyclopentadienyl)magnesium (CpjMg) [4,5]. 
The MOVPE process is attractive because of its relative simplicity as compared to 
other growth methods such as Molecular Beam Epitaxy (MBE). Nevertheless, the physics 
and chemistry of the process are not yet fully understood. After the original demonstra­
tion of the MOVPE principle, much attention has been paid to the design of the reactor 
systems, with emphasis on the reactor chamber. Figure 6.1 shows three designs of the 
reactor chamber that are used primarily in epitaxial growth research and industry: the 
horizontal [6], vertical [2], and barrel reactor [7]. An important difference between the 
horizontal and barrel reactor on the one side and the vertical reactor on the other side is 
the direction of the flow: in the former two reactor types the gas flow is parallel to the 
substrate surface, while in the latter type the flow is perpendicular. The vertical and bar­
rel reactor axe often spinned to improve thickness uniformity [8]. A new type of reactor 
has been developed recently in which the gas is introduced in a pulsed way instead of by 
forced flow [0]. The major features of this Pulse Reactor are the more efficient use of the 
expensive precursors and the capability of obtaining atomically sharp interfaces. Because 
of the fact that much of the MOVPE materials research is device-oriented, only recently 
interest in the chemistry has started to increase. Especially helpful in this respect is the 
availability of high-speed computers, which allows the modelling of the chemical reac­
tions that occur both in the gas phase as well as on the crystal surface. In the following 
sections some physical and chemical aspects of the MOVPE process will be treated as 
well as the safety issue. 
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Figure 6.1: Three typical reactor designs: (a) horizontal reactor, 
(b) vertical reactor, and (c) barrel reactor. In the horizontal and barrel 
reactor the gases flow parallel to the substrate surface, while the flow 
is perpendicular in the vertical reactor. 
6.2 What exactly 
The MOVPE process involves the pyrolysis of metalorganic (MO) compounds and 
hydrides. The MO's of interest are typically liquids at room temperature and have high 
vapour pressures. Thus they can be transported easily by passing a carrier gas (mostly 
hydrogen) through the liquid sources. The hydrides are gases at room temperature and 
are either used pure or diluted in H2. They are contained in high-pressure cylinders. The 
MO's and hydrides are mixed in the vapour phase and are pyrolyzed in a flowing H2 
atmosphere in an open-tube reactor system, which operates at atmospheric or at reduced 
(0.1 bar) pressure. The amount of precursors can be chosen by means of massflow con­
trollers, while the vapour pressure of the MO compounds is regulated with a thermostat 
bath. A schematic drawing of a low-pressure reactor system developed at our laboratory 
is shown in Fig. 6.2. The gas handling system allows the use of both gaseous and liquid 
compounds. The desired gas mixture is made by setting the appropriate massflow con­
trollers and valves. The gases are mixed in a specially designed manifold, in which no 
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Figure 6.2: Schematic diagram of a horizontal low-pressure MOVPE 
reactor developed at our laboratory. Both gaseous and liquid sources 
can be used in the gas handling system. The gases are mixed in the 
manifold and either are introduced in the reactor or are fed into the 
bypass. The furnace and filter unit remove the toxic compounds from 
the reactor effluent. 
dead volumes are present. After mixing the gases are either introduced in the reaction 
chamber or are lead in the reactor bypass. A furnace cracks the arsine and other com-
pounds and the remaining dust particles are filtered out in coarse and absolute filters. A 
rotary pump supplies the vacuum. 
The design of the reactor chamber is a direct result of flow optimization studies [10-12]. 
The role of fluid dynamics is often not fully recognized. The presence of dead volumes 
prevent a rapid gas switching from one gas source to another, thus leading to non-sharp 
interfaces. Dead volumes can be avoided by the use of streamlined reactors. However, due 
to the sudden heating of the cold gases, that have reached the hot susceptor, return flows 
(vortices) may develop. This creates memory cells, that prevent the attainment of sharp 
interfaces [11-13]. These memory cells especially are present at high (i.e. atmospheric) 
pressure and high reactor cells and they will disappear at reduced (< 0.1 bar) pressure. 
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They can also be avoided by the use of reactor cells having a small height (~ 1 cm) 
[11]. Recently, it has been found that no memory cells «ire present, when the following 
criterion is met: Gr/ReK < «„.t [11], where Gr and Re are the dimenaionless Grashoff 
and Reynolds number. The value of к varies between 1 {Re < 8) and 2 (iie > 8), while 
aient is about 160. 
The reactor tube - bottom heated and top cooled - is about 35 cm long, 5 cm wide, and 
2 cm high (all inner measures), and contains a susceptor that measures 25 cm in length 
and 5 cm in width. The resistance heating starts at the beginning of the susceptor, but 
the substrates are placed beyond 8 cm from the beginning of the susceptor. In this way 
the velocity and temperature profiles are completely developed and the flow is laminar, 
which ensures control over the growth process and which in addition enables calculation 
of the growth rate using analytical models [6] (see also Chapters 7-12). The laminarity 
of the flow is confirmed by the values of the dimensionless Reynolds (Re) and Rayleigh 
(Да) numbers, which are well below the critical values (i.e. 2300 and 1700, respectively) 
above which turbulence and free convection occurs [10]. Memory cells, however, may 
be present whenever Gr jRe* > o¡crit as discussed above. The entrance lengths that are 
needed for a complete development of the velocity and temperature profiles amount to 
typically several em's. For large input velocities the entrance lengths easily may exceed 
20 cm. 
The formation of GaAs from the precursors trimethylgallium (TMG) and arsine 
(АзНз) occurs at an appreciable rate at about 700 "C and can be described by the 
overall reaction: 
(СНз)зСа -)- AsHj — • GaAs + ЗСН4 (6.1) 
A similar reaction occurs in the growth of Al I Ga 1 _ I As from trimethylaluminium (TMA), 
TMG, and AsHs: 
і(СНа)зА1 + (1 - ι ) (СНз)зСа + АвЩ —> A ^ G a ^ A s + 3 C H 4 (6.2) 
Both reactions are of a simplified form and ignore any intermediate steps that may occur. 
Figure 6.3 shows a schematic representation of the whole growth process, which can be 
divided into the following steps: 
1. mixing and transport of the reactants from the inlet to the reaction zone 
2. gas phase reactions leading to reactive radicals and byproducts 
3. transport of precursors and radicals towards the substrate by diffusion 
4. adsorption of these compounds on the growth surface 
5. surface diffusion to reactive surface sites 
6. incorporation of film constituents into the crystal lattice via chemical reactions 
7. desorption of reaction products off the crystal surface 
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8. mass transport of products away from the deposition zone towards the exhaust 
A complete understanding of the process thus requires knowledge about every individual 
step. The step that proceeds most difficult, determines the overall growth rate. Roughly 
two types of rate limiting steps can be distinguished, viz. diffusion and kinetically limited. 
In diffusion limited processes generally the highest growth rates are achieved combined 
with smooth crystal surfaces. Λ disadvantage however is that the growth rate is a function 
of the lateral position of the substrate: towards the end of the susceptor the gas phase is 
depleted and aa a result the growth rate is decreased. A sophisticated way to avoid this 
depletion effect is the use of a tilted susceptor [6]. Kinetically limited processes generally 
lead to lower growth rates and poorer morphologies, especially at lower temperatures. 
In the case of GaAs growth three regions can be distinguished on the basis of growth 
temperature [14]: (1) a low temperature region where the growth is determined by the 
decomposition reaction of TMG in the gas phase, (2) a medium temperature region where 
the growth is controlled by the diffusion of growth species through the gas phase towards 
(1) 
> 
) (2) 
(3) 
\1/ (5) 
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A 
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П 
• > 
- > 
( 4 ) ( 6 ) 
Figure 6.3: Overview of the various elements of the growth process: 
(1) mixing and transport of the reactants from the inlet to the reaction 
zone, (2) gas phase reactions leading to reactive radicals and byprod­
ucts, (3) transport of precursors and radicals towards the substrate by 
diffusion, (4) adsorption of these compounds on the growth surface, 
(5) surface diffusion to reactive surface sites, (6) incorporation of film 
constituents into the crystal lattice via chemical reactions, (7) desorp-
tion of reaction products off the crystal surface, and (8) mass transport 
of products away from the deposition zone towards the exhaust. 
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the crystal surface, and (3) a high temperature region where the growth is determined 
by the desorption of adsorbed gallium and/or arsenic species. In the diffusion limited 
region the growth rate is (nearly) independent of temperature and is a linear function of 
the TMG input pressure. The growth rate does not depend on the AsHj partial pressure 
under conditions of excess AsHj, i.e the As/Ga ratio at the surface should be larger than 
1 (V/III ratio > 1), what means that the AsHj/TMG ratio in the gas phase usually has 
to be larger than 10. The free carrier background of unintentionally doped G а Аз also is 
a strong function of the /Ш ratio. It changes from p- to η-type as the V/III ratio is 
increased. Under atmospheric conditions the transition occurs at a V/III ratio of about 
10-20 [15], while at reduced pressure this transition occurs at higher V/III ratios. Carbon 
seems to be identified as the dominant residual acceptor [4,5]. 
A great similarity exists between the growth of G a As and Al IGai- IAs. Replacing 
TMG by TMA results in simple substitution of aluminium for gallium in the solid. The 
solid phase composition of AljGa^jAs closely corresponds to the gas phase composition 
in the diffusion limited region for GaAs growth. At higher growth temperatures a devi­
ation occurs due to the fact that at these temperatures aluminium remains adsorbed on 
the surface while gallium starts to desorb. This leads to an aluminium solid fraction that 
exceeds the gas phase composition by nearly a factor of 3 at 750 °C [16]. 
A few attempts have been made to model the growth of GaAs using the chemical 
thermodynamic equilibrium state of an МО РБ system [17-20]. Although probably no 
equilibrium exists at the crystal surface, these calculations can be very helpful in deter­
mining the source of problems related to e.g. the doping of GaAs [20]. Homogeneous and 
heterogeneous equilibria for the TMG-ASH3-H2 and TMA-TMG-ASH3-H2 system have 
been calculated [17-19], which reveal that monomethylgallium (MMG), monomethylalu-
minium (MMA), and AsH are important species. Also As
n
, GaH„, and A1H„ are predicted 
to be present in reasonable amounts, but is it believed that these species are not formed 
because of kinetic reasons [21,22]. Using these observations we have proposed - along 
the lines of Reep and Ghandhi [14] - a reaction between MMG and AsH molecules that 
takes place at a step site and which is responsible for the growth of GaAs. Having de­
duced the rate constant for this reaction, it is possible to calculate the GaAs growth 
rate as a function of temperature over the whole range of temperatures of interest, i.e. 
600-1100 К [21,22]. These calculations are performed employing a recently developed 
analytical growth model [23-25]. In Fig. 6.4 results are shown of the calculation of the 
growth rates of GaAs and AlAs as a function of temperature. The above described 
anomaly in the incorporation of Al in Al.Ga^.As can easily be deduced from this fig­
ure: the GaAs growth rate decreases at higher temperature, while the AlAs growth rate 
remains constant upto at least 1100 K. By the use of the proper kinetic constants for 
indium, the growth of InAs can also be described (Fig. 6.4). It is clearly seen that the 
diffusion controlled region for InAs is very small, and may in fact not be reached at all. 
The indium solid fraction in In IGai_ I As therefore never equals the gas phase composition 
and it will be difficult to control. Experimental evidence in support of these calculations 
has been reported by Kobayashi et al. [26]. 
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Figure 6.4: Calculated dimensionless growth rate as a function of tem­
perature for GaAs, AlAs, and InAs. These results indicate that the solid 
fractions of aluminium in Al<Ga1_IAs and of indium in Ы.Са^.Аэ are 
strong functions of temperature. 
6.3 Why not 
The growth of ІП- compounds is accompanied by the use of hazardous precursors. 
This especially is valid for MOVPE, because here quite a number of chemicals is used 
which are toxic, pyroforic, aggressive, and inflammable. The combination of all these risk 
classes in one process makes this technique extra hazardous. It is therefore a conditio 
sine qua non that all these risks have been evaluated thoroughly and that the appropriate 
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safety measures have been taken before the process starts. The handling still has to be 
done by persons, however various riskful process steps are automated using industrial 
computers [27-34], where the software eliminates most operator-based errors and warrants 
safe and reliable reactor operation. Especially poisonous materials are the gases AsHj 
and PH3, because the lethal doses of these gases are so low (250 ppm in one breath 
and 2000 ppm in a few minutes, respectively [35,36]), that one simply cannot allow an 
accidental release of one of these gases. This may go at the expense of the health or 
even lives of the operators and rushing in first aid assistants, and should be avoided at 
all cost. The design of safe reactor systems has received only little attention, because 
most MOVPE reactors at present are used in a research environment. It is nevertheless 
necessary to develop more comprehensive safety systems as industrial interest in MOVPE 
is increasing. 
AsHj is colourless, flammable, heavier than air and is a strongly reducing and com-
plexing agent, which preferentially complexes with haemoglobin. Arsine easily bonds with 
sulfhydryl (-SH) groups on the haemoglobin molecule. The presence of arsine causes a 
decrease in the concentration of reduced glutathione (which contains sulfhydryl groups). 
This substance is needed in maintaining the red blood cell membrane and the moving 
mechanism of this cell. The decreased glutathione concentration leads to an increased 
leakage of sodium into the red blood cell, with as a result swelling of the cell and subse-
quent haemolysis. The haemoglobin-arsine complex is liberated into the blood and must 
be excreted by the kidney. The cell membrane remains as the so-called "ghost" cell. 
The immediate symptoms are effects on the central nervous system: headache, giddiness, 
lightheadedness. Also severe abdominal pains frequently occur as well as a jaundice-
coloured skin, rapid respiration and pulse, and amber (or darker red) coloured urine. 
Treatment for arsine poisoning must be prompt and directed towards the removal of the 
haemoglobin-arsine complex. Furthermore the renal function must be preserved and red 
blood cells must be replaced. Upon intoxication oxygen should be given. The complex 
can not be removed by dialysis, so that exchange transfusion must be used, which may 
require 10-15 exchanges of the whole blood. It should be noted that the actual appearing 
symptoms depend on the amount of inhaled arsine. The lethal dosis is 250 ppm in one 
breath, while 25 ppm during 30 minutes is lethal. The maximum permanently allowed 
concentration (MAC) is 0.05 ppm. Arsine smells like garlic and the smell limit is about 
1 ppm, which lies well above the MAC-value. The lower explosion limit of AsHs is 2-4 % 
in air [29]. 
PHj is a colourless, flammable gas and heavier than air. It is a highly toxic gas, 
especially to organs of high oxygen flow and demand, i.e. lungs, heart, kidney, brain, 
and liver. Phosphine probably blocks enzyme systems in the cells, which causes a histo-
toxic hypoxia (oxygen deficiency). Symptoms are irritation of eyes, skin and respiratory 
organs, headache, stomach troubles, vomiting, diarrhea, and pulmonary oedema. There 
is no specific antidote to phosphine poisoning. Therefore, symptomatic treatment and 
haemodialysis is the only possible treatment. The lethal dosis of phosphine is 2000 ppm 
in a few minutes, and 300 ppm during one hour. The MAC-value is 0.3 ppm, which is 
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much lower than the smell (decaying fish) limit (2 ppm). The lower explosion limit of 
PHj is 3-4 % in air [29]. 
Other gases that are used frequently in MOVPE systems are silane (SiH4), disilane 
(SijHs), hydrogensulphide (HjS), hydrogenselenide (H2Se), and hydrogenchloride (HCl). 
Of these gases HjSe is the most toxic, with a recommended MAC-value of 0.05 ppm. It 
causes initially irritation of the eyes, nose, and throat. Also symptoms like dizziness, 
extreme lassitude, and dyspnoea (breath difficulties) are observed. Inhalation of higher 
concentrations can lead to haemolytic effects and pulmonary oedema. 
About the toxic effects of silane and disilane little is known, because decomposition 
in air to SiOj rapidly occurs. A MAC-value of 0.5 ppm is nevertheless recommended. 
H 2S causes irritation of the eyes and throat, at higher levels pulmonary oedema is pos­
sible. Other effects are headache, dizziness, staggering, and finally respiratory paralysis. 
The lethal dosis is 700 ppm in 30 minutes, the MAC-value 10 ppm. 
HCl readily forms a corrosive haze with the moisture in air and reacts strongly with 
oxidizing agents forming the toxic chlorine gas which is a strong lung irritant. The MAC-
value is 5 ppm, while the lethal dose is 2000 ppm (brief exposure). HCl is also used 
- in dissolved form - as one of the chemicals that are used in the preparation of GaAs 
substrates prior to growth. During etching of GaAs with HCl AsHj gas may be formed, 
but only for highly concentrated (> 10 M) solutions [37]. A similar observation has 
been made on АзНэ formation by the etching of GaAs with aqueous solutions containing 
chromic oxide and hydrofluoric acid [38]. 
The metalorganic precursors TMG, TMA, and diethylzinc (DEZ) are pyrophoric and 
inflame spontaneously in air. Therefore these species are considered not to be toxic 
directly. 
Although hydrogen itself is not toxic it is highly inflammable. An explosion caused 
by e.g. Hj leakage will nearly always result in a release of other toxic species. 
The most dangerous risks are those that lead to the emission of highly toxic species, 
i.e. AsHj and PHj. These risks comprise gas leaks in Hj and AsH
s
 lines (and lines where 
they are combined), metalorganics entering the gas piping system as liquids (possible 
explosion), fracture of the reactor cell, clogging of the exhaust line which leads to over­
pressure in the reactor cell, failure of AsHj pressure regulator with as result high AsHs 
pressure in low pressure lines, AsHj leakage into pumping system (oil) or vacuum lines, 
cracker failure giving free arsine emission, too high cell and/or cracker temperature which 
causes collapse of cell and cracking tubes, arsenic dust emission upon opening of the cell, 
cracker or filter unit, power and air supply failure, and of course fire and explosion. 
In order to detect and control the above mentioned risks certain safety measures ought 
to be taken. Primarily, MOVPE systems should be equipped with numerous sensors and 
fail-safe circuit based detection mechanisms [27-34], by which early warning concerning 
the risks is warranted. Also ventilation and other, critical system parameters should be 
oversized. Secondarily, safety also relies on the intervention and prompt reaction of both 
operating personnel and called-in assistance. 
The reactor cabinet of a MOVPE reactor system should be at underpressure with res-
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pect to the rest of the (clean and dust-free) room. The exhaust flow must be so large that 
under normal working conditions the critical values (MAC-values and explosion limits for 
inflammable gases) never are reached. AsHs and PH 3 detectors must be placed at critical 
positions (storage containers and reactor cell). Also smoke detection equipment must be 
present. An example of overdimensioning is the fact that all gas handling components 
at the low pressure side of the АэНз line must be high pressure proof. An extra pres­
sure valve must be present in the high pressure AsHs line, which can be activated by a 
pressure sensor/actuator in the low pressure line, if the pressure in this line becomes too 
high. Upon AsHj detection the overpressure in the room with respect to the pre-chamber 
automatically must drop to below the pre-chamber's pressure to avoid contamination of 
the pre-chamber with arsine. Preferably all valves should be operated pneumatically to 
avoid overheating effects. The default status of the valves (normally open or closed) 
should be properly selected for setting the system in a safe situation in case of an emer­
gency. This safe situation depends on the type of emergency and can be either a specific 
purge or closed mode. At various positions in the working room panic-buttons should be 
present, which shut down the reactor system in case of panic. At all other critical places 
pressure and temperature sensors should be present. Also, the working room should have 
two doors (escape possibilities), mirrors, and glass windows for clear insight from the 
corridor. Audio and visual alarms, as well as an arsine read-out should be present in the 
corridor. Apart from these hardware-based safety measures, computer control will enable 
additional safety. For example, a complete purge mode setting involves the selection and 
setting of numerous valves and massflow controllers. Upon one simple keystroke on the 
computer keyboard the entire purge mode can be set instantaneously. 
Personal coupled safety measures comprise the availability of dust masks, escape 
masks, full-face masks, oxygen- and compressed air breathing equipment, and working 
discipline. During operation of the MOVPE apparatus always two persons must be 
present in the working room. The risk of exposure to toxic gases is highest during 
exchange of gas cylinders. Therefore, extreme precautions should be taken, such as the 
use of compressed air breathing equipment and body sampling with motorized test tubes 
on arsine (or the specific gas). Urine tests should be performed on a periodic basis. 
Instructions and checklists are of vital importance for a permanent correct use of the 
MOVPE apparatus and will prevent all accidents which are based on careless working 
and routinely slackening of safety rules. Instructions and checklists should be present for 
normal growth run procedures, shutdown procedures, and regular testing of sensors and 
fail-safe circuits. Exchange of gas cylinders must have its own instructions, as well as 
cleaning of the reactor cell, cracking furnace, and pumping system. A specially appointed 
safety officer should be responsible for regular exercises in procedures to be followed upon 
the occurrence of emergencies, as well as regular control of various safety equipment. 
It will be clear from the above that it is desirable to replace the group V hydrides 
AsHj and PHj with non-toxic sources. This will not only avoid hazards, but will also 
decrease the need for expensive detection and protection equipment. Several alterna­
tive precursors have been proposed. Most of them are liquids instead of gases, which 
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avoids the use of high pressure gas cylinders. PHj can be replaced by tertiarybutylphos-
phine (TBP), with which already high quality semiconductors have been produced [39]. 
Trimethylarsine (TMAs) [40,41] and triethylarsine (TEAs) [41,42] have been used as a 
replacement for AsHj. However, the results indicate that carbon incorporation in the 
grown GaAs layers poses a serious problem. Alternative sources which seem to prohibit 
this could be dimethylarsine (DMAs) [43], diethylarsine (DEAs) [44], tertiarybutylarsine 
(TBAs) [45,46], and phenylarsine (PhAsHj) [41]. The search for non-toxic arsenic and 
phosphorus sources has only just started. The results are already encouraging, and it 
is expected that within a few years alternative precursors will be available in reasonable 
amounts and with sufficient purity to replace the toxic gases AsHj and PHj successfully. 
Their price, however, might be a problem. 
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Chapter 7 
Analytical models for the growth by Metal Organic 
Vapour Phase Epitaxy, 
Isothermal models 
Abstract 
For a proper description of the growth by Metal Organic Vapour Phase Epitaxy the 
three-dimensional Navier-Stokes partial differential equations need to be solved which 
govern the following series of processes: (i) transport by diffusion and flow through the 
gas phase, (ii) reactions which take place in this gas phase, (iii) reactions which take 
place at the surface. For this paper we are at first interested in the medium and higher 
temperature regions, which cover the growth determined by diffusion through the gas 
phase (medium temperature) and the growth that is determined by the desorption of 
growth species (higher temperature). Using a number of well justified assumptions one 
can reduce the problem to a two-dimensional one. For the diffusion limited region (i.e. 
medium temperature region) the effect of different flow profiles (plug flow, parabolic flow, 
linear increasing velocity and combination of plug and linear profile) on the growth rale 
has been studied under isothermal conditions. It was found that all profiles yield the same 
growth rate within a few percent, so that it suffices to use the simple plug flow profile in 
growth rate calculations. It is also shown that axial diffusion is an important effect only 
at the end of long reactors. Finally a model is derived in which surface reaction kinetics 
is combined with the diffusion limited model for the isothermal case. 
W.G.J.H.M. van Sark, G. Janssen, M.H.J.M. de Croon, and L.J. Giling, 
Semicond. Sei. Tech. (in press). 
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7.1 Introduction 
Metal Organic Vapour Phase Epitaxy (MOVPE) nowadays is an important epitaxy 
technique for the growth of III-V compound semiconductor materials [1,2]. Many elec-
tronic and optical devices after being demonstrated to work on a laboratory scale now 
are produced commercially on an industrial scale by MOVPE. Studies that have been 
performed over the past twenty years since the introduction of MOVPE by Manasevit 
[3] have dealt mainly with fundamental and technical aspects. Flow dynamics, reactor 
design and depletion effects have received to date only little attention, however interest 
is growing [4-9]. As flow dynamics of Vapour Phase Epitaxy (VPE) processes are very 
complex, one is inclined to study these phenomena with the help of numerical simula-
tions [6-9]. Although the graphical presentations of results obtained by these simulations 
are certainly instructive (e.g. the occurrence of rolls [7]) we concentrate on analytical 
solutions because they give more and direct insight in the physics and chemistry of the 
MOVPE process. 
To obtain analytical solutions one has to solve the three-dimensional Navier-Stokes 
partial differential equations [10]. As this is next to impossible in general a number of 
simplifications have to be used. The assumptions from which the simplifications originate 
must be physically justified. Mathematical simplifications which are made solely for the 
purpose of obtaining differential equations that are simple to solve are not to be used as 
they generally lead to unrealistic situations. 
The models that are derived are in principle generally applicable, however they are 
derived here using observations made of the growth of (Al)GaAs [1-4,11-15]. It is found 
that the temperature dependence of the growth of GaAs can be divided in three tem-
perature regions: low, medium and high temperature. In the low and high temperature 
region the growth rate is strongly temperature dependent. It has been suggested that 
in the low temperature region surface reactions (adsorption of As and Ga species [11]) 
or gas phase reactions (pyrolysis of As and Ga species [12,13]) are growth rate limiting. 
In the high temperature region the Ga adsorption-desorption equilibrium is considered 
to be growth rate limiting [11,14,15]. In the medium temperature region growth is mass 
transport limited by the diffusion of Ga growth species towards the susceptor [1-4,11,14] 
and therefore does not show a (or only a weak) temperature dependence. 
In this series of papers [16,17] we are mainly interested in the medium and high tem-
perature regions. Before the different models are treated a thorough analysis is performed 
on the validity of the assumptions needed to simplify the three-dimensional Navier-Stokes 
partial differential equations. For the diffusion limited region (medium temperature) first 
the effect of different flow profiles (viz. plug flow, parabolic flow, linear increasing ve-
locity) is studied in the isothermal case. In forthcoming papers [16,17] a temperature 
gradient will be introduced and the influence of the Soret or thermodiffusion effect will 
be studied. For the high temperature region, where desorption of growth species becomes 
important, a similar analysis will be performed. The studies lead to an analytical expres-
sion for the growth rate over the two temperature regions considered. The theoretical 
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results are confronted with experimental results for the growth of Si, G а Аз and AlGaAs 
grown within the two temperature regions [17,18]. 
7.2 Problem definition and assumptions 
7.2.1 Assumptions and their justification 
In this section the assumptions made to simplify the solution of the three-dimensional 
Navier-Stokes partial differential equations are physically justified. The analytical models 
will be developed for a horizontal rectangular reactor at atmospheric pressure as depicted 
in Fig. 7.1. The reactor is heated at the bottom and cooled at the top. A Cartesian 
•I, si lver 
mirror 
6 0 3 n
-
O W
 ^ ч ^ ч ^ ч ^ 
heater 
Figure 7.1: Schematic overview of the MOVPE reactor cell; the gas is 
coming from the left. The reactor is resistance heated at the bottom 
and water-cooled at the top. 
coordinate system is used, with the x-coordinate in the direction of the forced gas flow, 
the ¡/-coordinate perpendicular to the flow direction (Fig. 7.2a) and the z-coordinate in 
the direction of the width of the reactor (Fig. 7.2b). Heating starts at χ = 0. The 
height of the reactor is h and the width is 6. In the reactor a susceptor is placed on 
which substrates are positioned. The gas phase of such a reactor can be described by 
the velocity profile v[x,y,z,t), the temperature profile T(xty,z,t) and the concentration 
profile for each (t, ι = l , . . . , n ) gas phase component C,[x,y,z,t), where Í denotes 
the time dependence. These variables can be found by solving the three-dimensional 
Navier-Stokes, continuity and diffusion partial differential equations [10]. These can be 
simplified using a number of assumptions, which are justified keeping the growth of G a As 
from trimethylgallium (TMG) and AsHj in mind. The formulation of the assumptions 
may seem extensive, however in the past several authors were not as careful as should 
be in formulating the assumptions on which their models were based. Therefore it is 
not always clear whether the derived models are valid or not. In the derivation of the 
analytical models the following assumptions are used: 
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У 4^ 
Figure 7.2: Definition of Cartesian coordinate system: (a) side view ; 
(b) cross-section. 
A e s u m p t i o n 1 The amounts of hydrides and metal alkyls are small (typically 
< 1%) as compared to the amount of carrier gas (i.e. H2). Therefore the flow dynamics 
are completely determined by the carrier gas. As the growth of G a As is controlled in the 
diffusion limited region by the diffusion of TMG towards the substrate only the concen­
tration of one gas phase component is considered. The concentration profile C,{x,y,z,t) 
can thus be simplified to C(x,y, z,t). 
A s s u m p t i o n 2 For all times t > 0 the velocity profile v(x,y, r,t), temperature 
profile T(x, y, z, t) and concentration profile C(x, y, z, t) at any position (x, y, z) are in­
dependent of time, thus a (quasi) stationary situation is established. 
A s s u m p t i o n 3 Under all conditions and for any position (a:,y,z) the flow is 
laminar and streamlines are horizontal and thus parallel to the susceptor. Choosing the 
right reactor dimensions and using Hj (or He) as carrier gas it is simple to obtain laminar, 
metastable flows for completely developed flow profiles [19]. When the gas is flowing from 
the cold zone (x < 0) to the high temperature zone (x > 0) it experiences a temperature 
shock, which causes the gas to expand and which can lead to unwanted return flows [20]. 
This can be prevented by using a low reactor (< 2 cm) and sufficiently high gas velocities 
(room temperature mean flow rate ~ 10 cm/s). Due to the temperature shock the flow 
profile has to be re-established. The streamlines seem to recover quickly from this shock 
(within ¡w 1 cm) [5]. However the velocity and temperature profiles, which are coupled, 
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are re-estabished more slowly. Entrance lengths for these profiles have been calculated to 
be z„ = 0.04 h Re and ij- = 0.28 h Re [19], where χ
υ
 and χγ are the entrance lengths for 
the velocity and temperature profile respectively, Re is the Reynolds number and h the 
height of the reactor. This means that the temperature profile determines the dimensions 
of the entrance region. 
Assumpt ion 4 At the entrance of the reactor, upto χ = 0, the flow is laminar 
with an average velocity ν and input concentration of the group HI component Co- Hence 
for all ι < 0 the velocity profile v(z, y, z, t) is independent of x, whereas the temperature 
profile T(x,y,z,t) and concentration profile C(x,y,z,t) are independent of (x,y,z) . 
Assumpt ion 5 As we are not interested in the development of the flow but in 
already fully developed flow profiles, it is assumed that no entrance region exists in 
which the profiles develop. One can alternatively assume that the entrance lengths of the 
velocity and temperature profiles are reduced to an infinitesimal size. Hence for all χ > 0 
the velocity profile v(x,y,x,t) and temperature profile T(x,ytz,t) are independent of z. 
These profiles are thus fully developed, which does not hold for the concentration profile 
C{x,y,z,t). 
Assumpt ion β The transport of growth species in the y-direction only occurs as 
a result of gas phase diffusion (and thermodiffusion for the non-isothermal case). This 
follows directly from Assumption 3. 
Assumpt ion 7 For all ζ > 0 the susceptor temperature is defined as T, and the 
temperature at the top of the reactor is defined as To. Due to the heating up of the 
cold gas the gas temperature at the beginning of the susceptor will be less than T,. In 
practical situations one can correct this effect using pre-heating. In the present reactor 
set-up the susceptor temperature slowly increases until χ = 6 cm and further remains 
constant. The entrance length of the temperature profile is of the same order, so that no 
extra errors are to be expected. The top of the reactor is water cooled so consequently 
the temperature will be practically constant (Го). 
Assumpt ion 8 For all ζ no deposition occurs of growth species onto the top 
of the reactor. In the present reactor however deposition does occur. Analysis of the 
deposited layer shows that it mainly consists of As. Assuming that Ga growth species 
determine the growth rate (As is present in excess), this assumption seems correct. 
Assumpt ion 9 For all χ and у the velocity profile v(x,y,z,t), the temperature 
profile T(x,y,z,t) and the concentration profile C(z,y, z, t) are independent of z. This 
means that either a reactor is considered of infinite width or that no deposition occurs at 
the side walls of the reactor. This assumption reduces the problem to a two-dimensional 
one. Figure 7.3 illustrates the validity of this assumption. The flux of growth species at 
у = 0 is determined by the y-component of the diffusion in the y-z plane. This flux is in 
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У ^ 
Figure 7.3: Flux of growth species in y-z plane. If no deposition on side 
walls occurs, reflection will take place. 
general a function of z. If no deposition on side walls occurs, reflection will take place. 
From symmetry considerations if follows that the flux of species towards the susceptor 
is independent of z. A more thorough derivation is given in Appendix 7.A. In practice 
deposition on side walls does take place. In Appendix 7.A it is shown that this effect is 
small; hence the growth rate over the largest part of the width of the reactor is constant. 
A much stronger effect is seen in the corners of the reactor. For the present reactor 
(width 5 cm, height 2 cm, length 25 cm) this effect only extends a few mm inwards from 
the edges of the reactor. The effect of side walls on the temperature profile is much more 
difficult to determine. There will always be a heat loss through the side walls. Taking 
this effect into account in designing the heater of the reactor, the effect can be confined to 
a small region near the edges. Altogether the effect of the side walls is that over typically 
90 % of the total width of the reactor the growth rate will be constant. 
A s s u m p t i o n 10 For all χ < 0 no deposition occurs at the susceptor, while for 
χ > 0 homogeneous deposition takes place on the susceptor and substrates. To obtain 
homogeneous deposition the whole susceptor should be covered with substrates. Because 
of high substrate costs this will not be possible (and is not done) in practical situations. 
As long as the surface does not play an important role in the crystal growth process no 
deviations are expected. 
A s s u m p t i o n 11 Transport of growth components in the i-direction (axially) 
only takes place because of convective (x-direction) laminar (y-z plane) gas flow. Ap­
pendix 7.В treats the effect of axial diffusion in the case of a simple isothermal model. It 
is concluded that under normal conditions only small effects are to be expected [8]. 
A s s u m p t i o n 12 For all possible gas phase reactions it is assumed that they are 
either very fast or very slow. Fast reactions lead to a gas phase in equilibrium. Slow 
reactions do not yield products of significance. If such a reaction is necessary for the 
crystal growth process, it will be surface catalysed. 
On the basis of the above assumptions it follows that the velocity and tempera­
ture profiles are only a function of у : v(x,y,z,t) Ξ u(y) and Г(а;,у,г^) = T{y). 
The concentration profile for one gas phase component is only a function of χ and у : 
C,{x,y,z,t) = C{x,y). 
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7.2.2 Differential equations 
The concentration profile C(x,y) is found from the continuity equation (mass con­
servation) or diffusion equation [10], which can be written in its general form as (using 
Assumption 1) 
^
1
 + -[пС„»1 = V . [ D C M { V n + а т п ( і - п ) 1пГ}] (7.1) 
where См total gaa phase concentration (= P/RfT) 
η = n(x,y, z, i) mole fraction of growth species 
(C(x,y,z,t) = n(x,y,z,t)Ct
ot ) 
С = С{х,у,г,І) concentration of growth species 
и = (х,у,г,і) flow velocity 
D = О^Г(х,у,г,1)) the binary diffusion coefficient of the group III component 
ат thermal diffusion factor 
Τ = T(i, y, z, t) growth temperature 
Ρ total pressure 
R} gas constant 
Note that this expression is valid both in the mass transport limited as well as in the 
kinetically limited regime, as surface reaction kinetics are introduced as a boundary 
condition. Gas phase reactions can be included by adding at the right-hand side terms 
that represent the generation and annihilation of species by chemical reactions, however 
this is done elsewhere [21,22]. With the assumptions described in Sec. 7.2.1 from which 
it also follows that the total pressure Ρ is constant (P = 1 atm in our case) Eq. (7.1) 
reduces to (rewriting to C[x, y) as variable, using n( i , у, г,t) <K 1 (Assumption 1)) the 
following partial differential equation 
with the appropriate boundary conditions : 
C(0,y) = щ С 0 0<y<h (7.3) 
J(x,0) = kC{z,y)\
v=a
 x>0 (7.4) 
J(x,h) = 0 (7.5) 
where the flux J(x,y) is given by 
,„„,.
 D{m) (MLd + к + „аьіігш) „e, 
The (ат + 1 ) terms in Eqs. (7.2) and (7.6) originate from the fact that the total pressure 
Ρ is constant, whereas the total gas phase concentration Cist is a function of temperature 
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(and thus of height). In the above equations к denotes the rate constant for a reaction 
that is limited by surface kinetics (Assumption 12) and C0 the input concentration of the 
group III component. Boundary condition Eq. (7.3) represents the sudden change in the 
temperature profile at χ = 0 (Assumptions 3, 4, 5 and 10). Boundary condition Eq. (7.4) 
is based on Assumptions 10 and 12, boundary condition Eq. (7.5) on Assumption 8. 
Assumptions 1, 2 and 9 lead to the following definition of the growth rate R(x) : 
R(z) = J(x,0) (7.7) 
The temperature profile is found from the general expression for the heat balance 
where ρ density of gas 
Cp specific heat of gas 
κ heat transfer coefficient with temperature dependence κ = ко (T{x, у)/Та) 
То the temperature at the top of the reactor (= T(x, h)) 
From Assumption 5 (fully developed temperature profile) it follows that the left-hand 
term of Eq. (7.8) is zero. Solving Eq. (7.8) for the case β = 0 (no temperature dependence 
of the heat transfer coefficient κ) yields a linear temperature gradient in the y-direction : 
T{y) = T, - (T. - T0) | (7.9) 
where T, denotes the temperature of the substrate. This temperature profile is not 
dependent on diffusion processes and velocity profile. The real profile does not differ 
much from this linear temperature gradient, as has been found experimentally [5,19]. 
7.3 Diffusion limited growth models 
In this section models are derived for the regime where the growth is limited by 
diffusion of the group III component in the gas phase towards the substrate. Surface 
reactions will be treated in Sec. 7.4. Therefore the boundary condition Eq. (7.4) is sim­
plified to J(x, 0) = 0. Furthermore the models are derived in the isothermal case with 
T(y) =T = constant. The effect of a vertical temperature gradient is treated elsewhere 
[16]. It follows that thermal diffusion is automatically ignored as the temperature de­
pendent term in Eqs. (7.2) and (7.6) equals zero (jrT(y) = 0). The velocity profile v(y) 
in this case is parabolic. It will be shown that it is possible to solve Eq. (7.2) with the 
parabolic profile in the isothermal case. As this is rather complicated, we first derive 
simpler models that use increasingly better approximations of the parabolic profile. The 
six velocity profiles that are used (plug flow, linear flow, combinations of plug and linear 
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v0 v e l o c i t y Yo v e l o c i t y Vo v e l o c i t y 
Figure 7.4: Survey of the six velocity profiles to be used in the mo-
dels: (a) plug flow, constant velocity v0, model 1; (b) linear profile I, 
v(y) = 2vo, correct mass flux, model 2; (c) linear profile II, v(y) = 4.5vo, 
approximation of parabolic profile in the region 0 < y/h < j , model 3 
[4j; (d) asymmetric combination of adapted linear profile II and plug 
flow with correct mass flux, model 4; (e) symmetric combination of 
adapted linear profile II and plug flow with correct mass flux, model 5; 
(f) parabolic profile v(y) = 6v0(y/h)(l - (y/h,)), model 6. The dashed 
curve in (a)-(e) represents the parabolic profile. 
flow, parabolic flow) are surveyed in Fig. 7.4. It will be shown in successive subsections 
that the growth rate can be expressed in general terms for all models. From this expres-
sion an important parameter can be deduced which is a measure of the amount of growth 
species that are actually incorporated and which is used as a check of the validity of the 
models. Therefore this parameter will be derived at first. Next the various models are 
derived. 
The equations concerning concentration C(x,y) and growth rate R(x) as a function 
of (x,y) and x, respectively, will be written using a number of dimensionless parameters, 
such as x/h, y/h, D{T(y))/voh, C(x,y)/Co and R(x)/voCo, in order to obtain results 
that are more generally applicable. 
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7.3.1 General properties, total deposition check parameter ω 
For all models it will be shown that the growth rate is expressed as a summation of 
terms, given by (note the dimensionless parameters) 
Д(х) = ¿ Л е х р [ - . В , і ] (7.10) 
•=1 
In most cases it suffices to use only one term, thus 
R(x) = A e x p [ - B i ] (7.11) 
Furthermore it will be shown that A is proportional to the input concentration of the 
group III component Co and that В is reversely proportional to
 0Н : 
B' 
A = A'Co В = —г- (7.12) 
υ0η 
Λ model is believed to be valid and correct if it meets the condition that all growth species 
are built into the crystal if a reactor of infinite length is used. The " total deposition check" 
parameter u>, defined as 
f" R{x)bdx 
" = " ц ^ (7-13) 
is a measure of the validity of the model: the total amount of input growth species 
(No Ξ bhvoCo) must equal the total amount of incorporated species. Therefore ш should 
be equal to 1. Substituting the previous expression for the growth rate Eq. (7.11) in 
Eq. (7.13) yields 
ω = £ (7.14) 
If the growth rate is expressed with more than one term (Eq. (7.10)) an expression for 
ω
η
 can be derived, where the suffix η denotes the number of terms used : 
"„ = Σ Φ (7·15) 
.=1 Β · 
It should furthermore be noted that ω„ equals ω by definition. The total deposition check 
ω is a useful tool in determining the validity of a model and will be used throughout this 
series of papers. 
7.3.2 Model 1, plug flow profile 
The case of a constant velocity profile (i;(y) Ξ V0, see Fig. 7.4a), also known as 
plug flow, results in a partial differential equation, that is a considerable simplification 
of Eq. (7.2). This equation can be solved using the separation of variables method. 
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Introducing the coordinate ρ (p = y/h) yields the following partial differential equation 
to be solved : 
uo/t' dC(x,p) _ а7С{х,р) 
D(T) dz ~ dp1 
with the appropriate boundary conditions : 
(7.16) 
0(0, p) = Co 
C(i,0) = 0 
Э С ( Х , Р ) 
dp = 0 
(7.17) 
(7.18) 
(7.19) 
I > = 1 
Substitution of С(г,р) = X( i )P(p) in the partial differential equation Eq. (7.16), rear­
ranging and equating to (with a modest amount of foresight) —A2 yields : 
up/t' 1 άΧ{χ) _ 
D(T) X(x) dx 
The solution of Eq. (7.20) can be given as 
ι ¿Pb) 
Pip) dp* = - λ ' 
- λ 
| В ( Г ) х ' 
X{X)
 =
 e x p
 " рЛ h\ 
P(p) = asin(Ap) + ßcos(\p) 
(7.20) 
(7.21) 
(7.22) 
From boundary condition Eq. (7.18) it follows that β = 0; boundary condition Eq. (7.19) 
leads to 
2n - 1 
A,, = JT with η = 1,2,3. . . 
The general solution of the partial differential equation Eq. (7.16) is found from a linear 
combination of all separate solutions : 
C(i,p) = C0 £ α„ sin [^γ— τρ) exp ^ 
From boundary condition Eq. (7.17) On can be calculated 
(2τι - 1) V D(T) χ 
Voh h 
„ Ä . / 2 n - l \ 
Co = Co ¿^ «η sin I — - — π ρ Ι 
n=l \ ¿ / 
(7.23) 
(7.24) 
This is a Fourier series in p, transformation gives 
/•» . /2n - 1 \ , 
an = 2 J sin I — - — π ρ ) dp 
2 / 2 1 1 - 1 NI1 
τ2η - 1 
(7.25) 
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Substitution of Eq. (7.25) into Eq. (7.23) and back to (x, y) coordinates gives the complete 
solution of the partial differential equation Eq. (7.16) that had to be solved : 
C{x,y) 4 °° ι 
-CoY,— V 2 kJ exp -
(2n - 1) V D{T) χ 
4 v0h h 
The growth rate R(x) is derived using its definition Eq. (7.7) 
R(x) 
VQCQ 
n
D(T) » 
= 2 — ^ Σ exp 
( 2 т г - 1 ) У D{T) χ 
4 υοΛ h 
(7.26) 
(7.27) 
In Figs. 7.5 and 7.6 the dimensionless function C(i , y)/Co is shown as function of the 
three dimensionless parameters D(T)lvoh· x/h, η and y/h. Figure 7.5 shows C(z,y)/Co 
(dimensionless) as a function of y/h with D{T)/voh · x/h as parameter. The depletion 
of the concentration is shown in Fig. 7.6, where C(x,y)/C0 is plotted as a function 
of D(T)/v0h • x/h at different heights in the reactor (y/h). From Figs. 7.5 and 7.6 
it follows that for D(T)/v0h · x/h < 0.2 larger values of η yield better results, i.e. a 
more realistic concentration profile, and that large values (> 10) of η should be used for 
D(T)/voh • x/h < 0.2 in the calculation of the concentration profile and consequently 
the growth rate. For D(T)/v0h · x/h > 0.2 it suffices to use η = 1. If one examines 
R(x)/voCo-voh/D(T) (dimensionless) as function of D(T)/v0h-x/h with η as parameter 
(Fig. 7.7), it follows that in the region D(T)/voh • x/h < 0.2 the effects of using large 
values of η is exhibited only in this region, which holds for the concentration profile as 
well. The region D(T)/voh · x/h < 0.2 can thus be considered as entrance region. In 
practical situations (x/h > 4.0) using η = 1 will yield good results. 
The growth rate R(x) can be rewritten in a more general form as 
R(x) D(T) 
VQCQ voh Σ-An exP 
-B
n 
D(T) x 
voh h 
(7.28) 
with, for model 1 
A
n
 = 2 
B = ( 2 r , - l ) V 
Table 7.1: Parameters of model 1. 
η 
1 
2 
3 
4 
5 
A
n 
2 
2 
2 
2 
2 
£„ 
2.467 
22.207 
61.685 
120.903 
199.859 
ω„ 
0.811 
0.901 
0.933 
0.950 
0.960 
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- 0.5 
0.0 
Figure 7.5: C(x,y)/Co as a function of y/h with D(T)/v0h • x/h 
as parameter. The effect of different values of D[T)/v0h • x/h is 
shown for η = 1 (solid curves) and η = 10 (dashed curves). For 
D(T)/voh • x/h > 0.2 the differences between the η = 1 and the η = 10 
curve can safely be neglected: the sinusoidal fluctuations, present at 
D(T)/v0h · x/h = 0.0, disappear completely at values beyond 0.2. 
The values of A
n
 and B
n
 are easily calculated and are given in Table 7.1. Taking into 
account all terms it can be calculated that [23] 
L R(x)bdx о oo 
bhvaCo ' г ^ *';^(2п-іГ = 1 (7.29) 
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- 1 
- I O " 1 
0.0 0.1 0.2 0 .3 0.4 0.5 
D(T)/voh.x/h 
10 
Figure 7.6: C(x,y)/Co as a function of D{T)/voh • x/h with y/h as 
parameter. The depletion of the concentration at different heights [y/h) 
is shown for η = 1 (solid curves) and η = 10 (dashed curves). 
When only the first term is used in the calculation of the growth rate, we obtain 
. DÎT) χ] R(x) D(T) 
-hr = 2 —γ· exp -2.467
 : 
ϋοΛ h 
(7.30) 
so that ω! = (Ai/Bi) = 0.811. 
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Figure 7.7: R(x)hlC0D(T) as a function of D(T)/voh • x/h with η as 
parameter. For x/h > 0.2 it suffices to use r» = 1. 
7.3.3 Model 2, linear velocity profile (I) 
The velocity profile v[y) is a linear function of у such that the total mass flux through 
the reactor equals the mass flux in the case of the parabolic profile, or 
/ v(y)dy = v
a
h 
Jo 
The velocity at the substrate surface is zero, hence 
«M = 2«o| 
(7.31) 
(7.32) 
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This velocity profile is depicted in Fig. 7.4b. Coordinate transformation (p = ¡//A), 
substitution of C(x,p) = X(x)P(p) in the partial differential equation Eq. (7.16) and use 
of the velocity profile Eq. (7.32) yields 
2vofe2 1 dX(x) _ 1 (РР(р) _ _ j 
D(T) X(x) dx ~ P(p)p dp* 
The left-hand term can be solved to yield 
.X'(z) = exp Л' D{T) χ 2 v0k h 
(7.33) 
(7.34) 
The right-hand term can be solved using Bessel functions; first this term must be rewritten 
to 
(7.35) 
Р ' ^ + AVP(P) = 0 
The solutions can be found in [24] : 
P(p) = р*[а7
е
(?Ар*) + ßJ.^Xp1*)] (7.36) 
where Jn(x) is a Bessel function of the first kind of order n. The constants α and β are 
to be determined still from the boundary conditions Eqs. (7.17), (7.18) and (7.19). From 
boundary condition Eq. (7.18) it follows that P(0) = 0, hence β = 0. From boundary 
condition Eq. (7.19) and some algebra based on recurrence formulas of Bessel functions 
[24] it follows that 
dP{p) 
dp 
_
 a
 d((lXpi)htfXpi)) ¿ ( |
Λ ρ ! ) 
p = l (μ)* 
= pJ-i(-Ap') 
* Λ \p=l 
d(lXpi) 
= 0 
dp 
p=l 
J_j(5A) = 0 (7.37) 
The roots λ„ of Eq. (7.37) can be found numerically. The five smallest values are given 
in Table 7.2. The concentration C(x,p) is now given by 
CO rt 
C(i,p) = Co^2anpìji(-Xnp')exp 2 " Voh h (7.38) 
The prefactor α„ can be found by substituting Eq. (7.38) in the boundary condition 
Eq. (7.17). This gives 
C0 = С 0 £ а п р ^ Л ( ? Л п р 1 ) (7.39) 
n=l ' d 
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Table 7.2: Parameters of model 2. 
η 
1 
2 
3 
4 
5 
λ„ 
1.8646 
6.6437 
11.3692 
16.0871 
20.7995 
Α
η 
1.604 
1.012 
0.844 
0.751 
0.704 
Β
η 
1.738 
22.069 
64.629 
129.397 
216.310 
ω„ 
0.923 
0.969 
0.982 
0.988 
0.991 
Multiplication of both the left- and right-hand terms with pJi.(|A
m
pj) and integration 
with pa as integration variable yields 
/ ' р С о - Ы ^ р ^ р ! = Ё ^ Г р Ц & т р і & п Р * ) ^ 1 (7.40) 
JO s О
 n
_ l JO 3 о 3 Л 
The right-hand term equals zero for η φ τη. For η = m the right-hand term equals 
j a „ J ' ( | À „ ) (see [24]). Hence with q = |Л„ра it follows that 
(|λ„) iiéK)L'x"qij¿4)dq (7.41) 
It can be derived that 
¡o' " 9^ i (9) ¿? = - 9 ' Л | Ы |
о
з Л
" 
0 + lim q*J_i(q) 
q-*0 ζ 
2! 
so that 
3Γ(|) 
zi 
Γ(ί)λΑ^( |λ„) 
The growth rate R[x) can now be given as 
R(x) _ D(T) dC(x,p) 
(7.42) 
(7.43) 
VQCO voh dp 
3 ' D{T)
 r 
p=0 
, « Ρ 
1
л
і Д ( Г ) * 
2 " «οΛ h 
Equation (7.44) can be written in its general form (Eq. (7.28)) to yield 
D(T)x 
¿!S2 [р-чф-р 1^-] (7·44) 
R(x) D(T) » 
—7Г = — τ 1 Σ Α " β χ Ρ UQCO «O/I ¿ri -в„ Vo^l /1 
(7.45) 
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with 
A
n
 = ^ (7.46) 
Γ'(ΐ)λΑ^(1λ„) 
Bn = jAi (7.47) 
Values for A„ and B„ are given in Table 7.2 for η = 1 to 5. From these values it is clear 
that already for relatively small values of χ the first term of Eq. (7.45) gives a sufficiently 
good description for the growth rate, hence 
* M = 1 . 6 0 4 ^ exp 
оП η 
(7.48) 
Performing the total deposition check of Eq. (7.48) yields ωχ = 0.923; values of ω„ for 
η = 1 to 5 are given in Table 7.2. 
7.3.4 Model 3, linear velocity profile (II) 
In this model - previously used in our group by van de Ven et al. [4] - the velocity 
profile v(y) is abo a linear function of у in such a way, however, that it gives a good 
approximation of the parabolic profile for small values of the height у (see Fig. 7.4c). For 
0 < у < l/i an error of » 10% is made [4], if the following velocity profile is used: 
v(y) = 4.5 «o I (7.49) 
The derivation of the expression for the growth rate -R(x) is analogous to the one of 
model 2, hence (only the first term is given) 
^ = 1 . 6 0 4 ^
β χ ρ
μ . 7 7 2 ^ £ ΐ ρ*,, 
VQCO voh ι voh ftj 
The total deposition check yields u>i = 2.08, which is an unrealistic figure, resulting 
from the fact that this velocity profile approximates the parabolic profile only for small 
values of the height у (0 < у < \h) and not for all values. The total mass flux through 
the reactor is more than two times greater than the mass flux in the case of the parabolic 
profile. 
7.3.5 Model 4, asymmetric combination of linear velocity pro­
file and plug flow 
To approximate the parabolic profile just above the susceptor (0 < у < \h) and at the 
same time to obtain a correct total mass flux, a linear velocity profile is combined with 
a plug flow profile to obtain the following asymmetric velocity profile (see Fig. 7.4d) : 
«M = Τ « Ό £ 0 < у < І Л 
(7.51) 
= ?»o ìh<y<h 
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The set of boundary conditions Eqe. (7.17), (7.18) and (7.19) is extended with two con­
ditions that represent the continuity of the concentration profile C ( i , y) at y = \h, thus 
Cl»Ti* - C l » l i* 
iiTi>> dy 
(7.52) 
»Ji» 
Coordinate transformation (p = y/h), substitution of C(i,p) = X ( i ) P ( p ) in the partial 
differential equation Eq. (7.16) and using the velocity profile Eq. (7.51) yields for the two 
regions : 
• 0 < Ρ < 4 (region 1) 
Analogous to Sec. 7.3.3 it follows 
fttofc' 1 dX
x
(x) 1 *Ρχ[ρ)
 =
 _ . ,
 f 7 5 3 i 
D(T) Xi(x) dx 4P1(p)p dp2 l ' 
From boundary condition Eq. (7.18) (p = 0) the concentration profile in region 1 
Ci(x,y) is obtained : 
with 
Ci(x,p) = CoJ2anPi{p)Xdx) 
Л{р) = Ρ ^ ι ( * Α
η
ρ Ϊ ) 
ΛΊ(ι) = exp т А і Д ( Г ) . 1
 " «„Л
 5 
(7.54) 
(7.55) 
• < < Ρ < 1 (region 2) 
Analogous to Sec. 7.3.2 it follows 
fvofe' 1 ¿Λ·;(ι) 1 (i2 Рг (ρ) 
І?(Г) ^ , ( ζ ) ¿τ _ Ρ,(ρ) dp1 
with the solutions 
Pj(p) = a'cos(^p) + ß'sin(ßp) 
= -μ' 
e M
 v0h » 
X |(x) = exp 
From boundary condition Eq. (7.19) (ρ = 1) it follows 
a' = /fl'cotM 
= • P2(p) = C O S ( M ( 1 - P ) ) 
The concentration profile in region 2, C¡(x,y), is then given as 
С
г
(х,р) = Co Σ e í . f t (p)Xi(*) 
(7.56) 
(7.57) 
(7.58) 
(7.59) 
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Table 7.3: Parameters of model 4. 
η 
1 
2 
3 
4 
5 
λ
η 
1.5757 
4.8196 
8.2126 
11.6818 
15.1524 
№ 
2.172 
20.32 
59.02 
119.4 
200.9 
«-/< 
1.3501 
-2.4399 
2.9472 
-3.3754 
3.8864 
Using the extra boundary conditions Eq. (7.52) at ρ = ¿ yields 
Σ 2 ^ Μ 6 λ » } β * Ρ [ - Ι λ » ^ Γ χ ] = J > ~ c o s ( i í l m ) e x p 
7 , Д(Г) χ 
V*1 г Ζ'1 И Т и ^ Г ) * 
VQ/I λ = Х )
а
' ™
в 1 п ( 7 ^ » . ) е х Р 
m = l * 8
M m
 υ0Λ h 
(7.60) 
The concentration profiles in both regions are coupled for all χ > 0; from this it follows 
that all corresponding terms (n = m) of Cl{x,y) and C2{x, y) are coupled. Hence, for all 
η = 1,2,3,... it holds 
λ„ = μ„ (7.61) 
and therefore 
èa n J i ( |A„) = < с о 8 ( | Л „ ) 
(7.62) 
The roots Λ
η
 and the ratio a„/o/
n
 can be fotmd numerically. The five smallest values are 
given in Table 7.3. The boundary condition Eq. (7.17) gives 
CQ = С 0 І > п р Ц ( ! Л „ р ! ) 0 < р < 1 
= C 0 ^ < c o s ( A „ ( l - p ) ) і < Р < 1 
(7.63) 
From Eq. (7.63) in principle a
n
 and a'
n
 can be found. This is a complicated procedure, 
however. Therefore a least squares fit (F) procedure is used to obtain reasonable estimates 
of On and a'
n
. First a limited number of terms (fc) is used in calculating Eq. (7.63). Then 
for a large number of values for ρ (e.g. 100) the relative difference (Cea¡e(0,p,) — Co) is 
calculated. Subsequently the square of this difference is minimized with the к parameters 
an (or or„) : 
pj _ y - /Ccalc(O.Pt) - Co | 
, V Co 
ή' to be minimized (7.64) 
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Table 7.4: Least squares fit of a'
n
 of model 4. 
к 
1 
2 
3 
4 
5 
«» 
1.2074 
1.2222 
1.2286 
1.2332 
1.2358 
«i 
-0.2939 
-0.3131 
-0.3238 
-0.3314 
"i 
. 
0.1139 
0.1289 
0.1386 
*; 
-
-
-
-0.0515 
-0.0624 
«i 
-
-
-
-
0.0258 
*í 5.6373 
0.7706 
0.1448 
0.0326 
0.0080 
Table 7.5: Parameters of model 4. 
η 
1 
2 
3 
4 
5 
К 
1.5757 
4.8196 
8.2126 
11.6818 
15.1524 
α» 
1.668 
0.809 
0.408 
0.211 
0.100 
< 
1.2358 
-0.3314 
0.1386 
-0.0624 
0.0258 
Α
η 
1.899 
1.336 
0.806 
0.468 
0.243 
Βη 
2.172 
20.32 
59.02 
119.4 
200.9 
ω„ 
0.874 
0.940 
0.952 
0.956 
0.957 
The result of this procedure for a'„ is shown in Table 7.4, for 1 < fc < 5. From this 
it is clear that Fl goes to zero very fast for increasing fc; consequently the values for 
a'
n
 converge rapidly. The values for o^ , can be found now using the already calculated 
(Table 7.3) ratio a
n
/a'
n
. This is done in Table 7.5. The growth rate R(x) is now given as 
Д(«) 
VQCO 
D(T) fldfop) 
= 2 
v0h 
ЩТ) 
v0h 
dP p=0 
oo 
Χ) α„λ
η
 exp 8 A " 
D(T)x 
voh h ^[pJ-iQ·**)*" 
li DIT) 
Γ(ί) «οΛ fi 
Χ) α„λΑ exp 7 гВ{Т)х 
- " • h 
or, in a general form 
with 
Д(«) 
VoC0 vQh Σ л-
n=l 
8 
exp 
voh 
-B, D(T) * 
v
a
h h 
(7.65) 
(7.66) 
A
n
 = 
B
n 
m 
8 A " 
(7.67) 
(7.68) 
The values of A
n
 and Bn are given in Table 7.5 for η = 1 to 5. Already for relatively 
small values of χ the first term of Eq. (7.65) gives a sufficiently good description for the 
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growth rate, hence 
Ш = 1.899MexP -2.172 v0k h 
(7.69) 
Performing the total deposition check of Eq. (7.69) yields uij = 0.874; values of ω
η
 for 
η = 1 to 5 are given in Table 7.5. 
7.3.6 Model 5, symmetric combination of linear velocity profile 
and plug flow 
The linear velocity profile can be combined with plug flow in such a way that one 
obtains a symmetric profile. This is done to approximate the parabolic profile as well as 
possible. The velocity profile is divided into three regions, as follows (see Fig. 7.4e) : 
ti(y) = a
v
 v0 -
b
v
v0 
= щ, «o (1 - - ) 
0 < y < i 
S<y< h-δ 
h-6<y<h 
The parameters α,, and f>„ are found to be (the total mass flux equals v0h): 
Ь. = α , -
(7.70) 
(7.71) 
In the special case that a„ is approximated by the slope of the tangent of the parabolic 
profile at у = 0 (i.e. «ц = 6) it follows that íparabolic = 0 · 2 1 1 h ^1^ ' · = 1 · 2 6 8 · 
The set of boundary conditions Eqs. (7.17), (7.18) and (7.19) is extended with four 
conditions that represent the continuity of the concentration profile C[x, y) at у = δ and 
у = h — S thus 
cu = cl vis 
ас 
ду »tí 
Чт*-* = 
ас 
ду l/t h-S 
ас 
ду »i» 
-
 C\V\)K-S 
ас 
ду 
ιιΐλ-
(7.72) 
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Coordinate transformation (ρ = y/h), substitution of C(x,p) = X(x)P(p) in the partial 
differential equation Eq. (7.16) and using the velocity profile Eq. (7.70) yields for the 
three regions : 
• 0 < ρ < — (region 1) 
h 
Analogous to Sec. 7.3.3 it follows 
a„v0h* 1 dX^x) _ 1 (PPijp) 
D(T) ВД dx - A W P dp2 = - Л ' (7.73) 
From boundary condition Eq. (7.18) (p = 0) the concentration profile in region 1, 
Ci(x,y), is obtained : 
with 
Ci(x,p) = ΟΟΣ,^ΡΛΡ)^^) 
Pi(p) = piJillKpi) 
Xi(x) = exp 1 д , D(T) χ 
a
v
 VQH h 
δ 6 , 
• г < Ρ < 1 - Г (region 2) 
η л 
Analogous to Sec. 7.3.2 it follows 
Mofc' 1 dXijx) _ 1 d2P2(p) 
D{T) ЛГ2(і) dx ~ PJÍP) dp1 
The concentration profile in region 2, Cjfi , y), is given as 
= - ^ 
(7.74) 
(7.75) 
(7.76) 
with 
C2( i ,p) = Co Σ a,mP2{p)Xì(x) 
Pj(p) = είηίμ,ηρ) + | r c o s ( ^
m
p ) 
X i ( i ) = exp Г 1 , D(T) x 
6 / m voh h 
(7.77) 
(7.78) 
• 1 — τ· < Ρ < 1 (region 3) 
It is more convenient to use the coordinate p' (= 1 — p) instead of ρ in this region. 
It follows 
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a„«ofe' 1 dX3{x) <РР3(Р') 
D(T) X3(x) dx PM)? dp-1 
so that the concentration profile in region 3, Сз(і,у), is given as 
with 
C.(x,iO = σ0ΣαϊΡ3(ρ')Χ,(χ) 
Ъ ) = Ρ'* [sj^bp'1) + J-jd^p'1) 
(7.79) 
(7.80) 
(7.81) 
Xs(x) = exp 
From boundary condition Eq. (7.19) (p' = 0) it follows that ß'l = 0, therefore : 
ft(p) = (1 - ρ)* [j-jtf ι^(1 - P) f)] (7-82) 
The extra boundary conditions Eq. (7.72) at ρ = J and jt = J couple the concentration 
profiles in the three regions for all χ > 0; therefore all corresponding terms (n = m = к) 
of Ci (χ, у), Cjfx.y) and Сз(х,у) are coupled. Hence, for all η = 1,2,3,..., it follows 
a
u 
Λ
2 7 w u 2 * 2 
i.' 
(7.83) 
Furthermore one obtains for every η : 
(7.84) 
Some algebra then yields 
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<
 = J i d Í M n ) s in(( | ) /x„) + J - | ( i f c „ ) с ° з ( ( { ) д
д
) (7.85) 
tan 
L í i =M J-*(î^)J-i(H^) - Ji(i^)^(H^)
 f786ì 
For every Ä (0 < 6 < j h) the roots μ„ can be found using Eq. (7.86); the other parameters 
are determined using the boundary condition at the beginning of the reactor (Eq. (7.17)). 
In Table 7.6 the parameters μ„. On, a'
n
, β'„, о£, are calculated using δ = íparabolic = 
0.211 h. The growth rate R(x) can now be given as 
Д(*)
 =
 D(T) dCi{x,p) 
Do Co voh dp 
1 
p=0 
0 ( T U A \ » A Г 1 ,A 
= —-Γ
1
 Τ 2 ^ β
η
μ „ β χ ρ μ^-
"οΊ \δ) ίΞΊ [ ο„ δ 
Ρ{Τ) χ] 
Voh h lim p-O pJ-ìi ì^il)'^ 
i' D(T)^ î(h\· 1 , A D(T) χ 
α„
μη
δ voh h 
or, in a general form 
u0Co voh ^ i Voh h 
with 
Л
"
 =
 ííi) W аЖ 
1 з Л 
= ¿ 
•И) 
(7.87) 
(7.88) 
(7.89) 
(7.90) 
Table 7.6: Parameters of model 5 (Ä = ¿parabolic = 0 · 2 1 1 Ό · 
η 
1 
2 
3 
4 
5 
μι 
1.7605 
5.3582 
9.0650 
12.7941 
16.4808 
α„ 
1.776 
0.960 
0.610 
0.443 
0.397 
< 
1.252 
0.369 
0.185 
-0.102 
0.061 
юЧ 
5.271 
34.46 
60.26 
71.22 
77.79 
< 
1.849 
-0.832 
0.567 
-0.451 
0.420 
Α
η 
2.157 
1.689 
1.278 
1.041 
1.015 
Β
η 
2.444 
22.65 
64.84 
129.2 
214.3 
ω„ 
0.882 
0.957 
0.977 
0.985 
0.989 
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The values of A
n
 and B„ are given in Table 7.6 for η = 1 to 5 using Ä = ^ parabolic = 
0.211 h. Already for relatively small values of χ the first term of Eq. (7.87) gives a 
sufficiently good description for the growth rate, hence 
*& = 2.157 ffiexp 
VQCQ Voh 
.2.444 £ШЕ (7.91) 
Performing the total deposition check of Eq. (7.91) using S = ¿parabolic = 0.211 h yields 
u>i = 0.882; values of ω
η
 for η = 1 to 5 are given in Table 7.6. 
The dependence of the parameters Ai and Bi on the value of S/h is depicted in 
Fig. 7.8. For 6 —» 0 the parameters At and Bi approach the values calculated in case of 
plug flow, which is to be expected. Note that the change in the exponential parameter 
Bi is only 1 % with respect to the Bi as calculated for ί = ¿parabolic = ".211 h. 
7.3.7 Model 6, parabolic velocity profile 
The exact velocity profile in the diffusion controlled regime in the isothermal case is 
parabolic [10] (see Fig. 7.4f) : 
•(i-ffl') 
and the following partial differential equation is to be solved : 
6fo (V iyV\ дС(х,р) _ ЭгС{х,у) 
D{T){h ~ УК) j ax - ду* ( 7 Щ 
Coordinate transformation (p = y/h) and substitution of C(x,p) = X(x)P(p) in the 
partial differential equation Eq. (7.93) yields : 
6vo*^_dX[xl 1 *P[P)
 =
 , ,
 i 7 0 4 i 
D(T)X{x) dx P ( P M I - P ) dp' [ > 
The left-hand term of Eq. (7.94) results in 
X{x) = exp 6 v0h h 
(7.95) 
The right-hand term can be solved using parabolic cylinder functions [25]; first this term 
must be rewritten as 
fiM. + (-АУ + А'р)Р(р) = о (7.96) 
Equation (7.96) can be solved after a coordinate transformation q = \2X (p — j) which 
gives 
^ - ( ^ - ^ ) = 0 (7.97) 
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0.0 0.1 0.2 0.3 
(5/h 
0.4 0.5 
Figure 7.8: Parameters Αι and Bi of model 5 as function of δ f h. The 
dashed line indicates where 6 = ¿parabolic = 0-211Λ. 
The solutions of Eq. (7.97) can be found in [25] : 
Р{Я) = яГііч) + W ( ç ) 
with 
УМ = exp [-!,'] M{\- A; l;},') 
(7 
(7 
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Here Λ/(<ι;ί>;ζ) are the confluent hypergeometric functions [25], which can be generated 
with Kummer's function [25] : 
"<•*•>-S&3 
where (o) B and (b)n are defined аз 
Wo = 1 ' W» = ( a )„-i(< I + ' l - l ) 
Wo = ι ; (4 . = (*)»-, [b + n-i) 
Boundary condition Eq. (7.18) becomes after the coordinate transformation 
(7.100) 
(7.101) 
РШ, 
-iy/ÏÏ = 0 
which leads to 
(7.102) 
Boundary condition Eq. (7.19) becomes 
dq 
= 0 
=± п 
leading to 
2 λ - 1= Л_^л£(Ьаі1іі)
 + d-ÀÌMLJuM) (71оз) 
From Eqs. (7.102) and (7.103) the roots λ and the ratio β/α can be found numerically. 
Results are given in Table 7.7. The concentration profile is now given by 
C(i,g) = C o f x f y ^ + ^-yHç)) 
n=l \ a » У 
exp 
1
Л
, Д ( Г ) « 
6 υοΛ h 
(7.104) 
With boundary condition Eq. (7.17) at the beginning of the reactor (x = 0) a„ can be 
found, using the least squares fit as described in Sec. 7.3.5. Results are given in Table 7.8. 
Table 7.7: Parameters of model 6. 
η 
1 
2 
3 
4 
5 
A„ 
3.8187 
11.897 
19.924 
27.938 
35.947 
ίλ
1 
2.430 
23.59 
66.16 
130.1 
215.4 
ßn/сь 
0.5161 
-2.0381 
0.9580 
-3.1499 
1.2610 
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Table 7.8: Least squares fit of a
n
 of model 6. 
к 
1 
2 
3 
4 
5 
9 
« 1 
0.9497 
1.0253 
0.9747 
0.9867 
0.9769 
0.9762 
a j 
-
0.1811 
0.1953 
0.1702 
0.1743 
0.1681 
as 
-
-
-0.1808 
-0.1920 
-0.1595 
-0.1525 
a* 
. 
-
-
-0.0789 
-0.0829 
-0.0647 
« 5 
-
-
-
-
0.1054 
0.0816 
η 16.6373 
9.4987 
6.8048 
5.3842 
4.4926 
2.7836 
Table 7.9: Parameters of model 6. 
η 
1 
2 
3 
4 
5 
λ„ 
3.8187 
11.897 
19.924 
27.938 
35.947 
α„ 
0.9762 
0.1681 
-0.1525 
-0.0647 
0.0816 
Α. 
0.504 
-0.343 
-0.146 
0.204 
0.103 
Α
η 
2.177 
1.446 
1.218 
1.143 
1.057 
Β
η 
2.430 
23.59 
66.16 
130.1 
215.4 
ω* 
0.896 
0.957 
0.976 
0.984 
0.989 
From this it is clear that Fl goes to zero for increasing k\ consequently the values for a„ 
converge. The values for ßn can be found now using the already calculated (Table 7.7) 
ratio ßn/an. This is done in Table 7.9. The growth rate R[x) can now be given as 
Д(«) 
VQCO 
D(T)dC(x,p)\ 
Voh dp \
r=0 
D(T) 
Voh .слЬ-тНЬ+тНШ"·} 
D(T) x 
x «Φ l y l exp ІА' 
6 " v0k h 
(7.105) 
with 
My = М ( і - і ж ; | ; Л . ) 
(7.106) 
The general form then is 
я(*) Д(Г) 
«оСо 
Χ) A
n
 exp -В, 
voh f] (7.107) 
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with 
л. . ^ ^ ( ^ „ . ^ ( ^ ) ^ } ^ 
B
n 
= -A' 
(7.108) 
(7.109) 
The values of A
n
 and B„ are given in Table 7.9 for η = 1 to S. For relatively small values 
of χ the first term of Eq. (7.105) gives a sufficiently good description for the growth rate, 
hence 
Performing the total deposition check of Eq. (7.110) yields u>i = 0.896; values of ω„ for 
η = 1 to 5 are given in Table 7.9. 
m =
 2Л77техр 
VoC0 v0h 
-2.430- (7.110) 
7.3.8 Comparison between models 1, 2, 4, 5 and β 
From the previous subsections it follows that the growth rate R(x) always can be 
written in the general form 
VOCQ «oft £[ -B, 
D(T) χ 
v0h h 
(7.111) 
where the constants A
n
 and B
n
 are determined by the velocity profile used. In nearly all 
cases the first term contributes more than 90 % to the complete expression. Therefore it 
can be stated that in good approximation the growth rate can be described by 
R{x) D(T) 
' = A—V^exp 
VQCQ «οΊ 
-B 
D(T)x 
VQ/I h 
(7.112) 
as was already assumed in Sec. 7.3.1. Deviations appear to be small (~ 10%) and are 
caused mainly by the entrance region. In Fig. 7.9 the concentration profiles of models 1, 
2, 4,5 (Ä = iparabolic) " ^ 6 a r e P lo t ted ω a function of y/h at D(T)/v0h-x/h = 0.5. For 
all models only the first term is used in the calculation. Taking into account models 1, 5 
and 6, it is clear that the concentration curves differ only a few percent. This stems from 
the fact that the velocity profile of these models is symmetric around y/k = 0.5. The same 
effect can be seen in Fig. 7.10, where the growth rate is shown as function of D(T)/voh-x/h 
for models 1, 2, 4, 5 and 6. Here also the first term is used in the calculation only. The 
important conclusion that follows from these figures is that the parabolic velocity profile 
is best be approximated using model 5 with δ = ^narabolic = "-^H Λ. Furthermore it is 
clear that in case of models 1, 5 and 6 the results are approximately the same (within 
~ 10 %). This is an important observation, because it suggests that the plug flow profile 
may be used instead of the parabolic profile to derive concentration profiles and growth 
rates. This facilitates the calculations considerably. The fact that the growth rate as 
calculated with models 1 (plug flow) and 5 agrees so well with the one as calculated with 
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Figure 7.9: С(х,у)/Со as a function of ¡//Л for the models 1, 2, 4, 5 
(Í = iparabolic) a n (* ^ a t D{T)/voh - Х/Ь = О·5· The calculation is 
done using only the first term. Note that the results for models 1, 5 
and 6 are roughly the same. 
model 6 (parabolic flow) originates from the small differences of the first exponential 
terms Bi. This is due to the fact that these models possess a symmetric velocity profile. 
For convenience these terms (B) are listed again in Table 7.10, where also the constant A 
is given for the models 1, 2, 4, 5 and 6. In conclusion it can be stated that although small 
errors are introduced in the calculations using the plug flow profile, we still favour the 
use of this profile because of its simple, though realistic results. Therefore in following 
publications [16-18] the plug flow profile will be used instead of the parabolic profile to 
derive concentration profiles and growth rates. 
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Figure 7.10: R(x)h/C0D{T) as a function of D(T)/voh · x/h for the 
models 1, 2, 4, 5 {S = 6
 аі
а.Ьо\іс) а л ( ^ 6 · ^*16 calculation is done using 
only the first term. Note the close correspondence between models 5 
С = ^parabolic) !aid 6 · 
7.4 Influence of surface kinetics 
In this section a model is derived for the regime where the growth is limited by a 
surface reaction. This model is then combined with the above described model for the 
diffusion controlled regime (i.e. model 1, plug flow). Both models are derived in the 
isothermal case with T(y) = Τ = constant. 
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Table 7.10: Comparison of parameters А, В and Wi of models 1, 2, 4, 
5
 С = parabolic) ^ 6 · 
model 
1 
2 
4 
5 
6 
A 
2.000 
1.604 
1.899 
2.157 
2.177 
В 
2.467 
1.738 
2.172 
2.444 
2.430 
к>1 
0.811 
0.923 
0.874 
0.882 
0.896 
7.4.1 Model 7, growth limited by surface kinetics 
If the gas phase diffusion is very fast in comparison to the surface reaction a homo­
geneous gas phase results: the concentration C(x,y) has become independent of у (thus 
C ( i , y) Ξ С (χ)). If a first order surface reaction or adsorption is assumed, with reaction 
rate constant k, the following differential equation results in 
dC(x) Jfc . . 
The rate constant A is a function of the substrate temperature T, as follows 
квТ. 
к = -г— exp 
ftp 
Eg 
~R,T. 
(7.113) 
(7.114) 
where кв is the Boltzmann constant, hp the Planck constant and E
a
 the activation energy 
for the rate limiting step. Solving Eq. (7.113) using boundary condition Eq. (7.3) yields 
C(x) = Co exp k_x 
Va h 
The growth rate R[x) then is given as (note that R(x)/voCo is dimensionless) 
R(x) _ k_C(x) ± 
voCo vo VQ 
exp 
k_x 
v0h 
(7.115) 
(7.116) 
It will be clear that this model is (nearly) independent of the velocity and temperature 
profile of the gas phase. This model can be applied for the description of processes that 
are completely surface catalysed, e.g. MOVPE of GaAs at T, < 500°C. 
7.4.2 Combination of growth limited by surface kinetics and 
diffusion controlled growth, model 8 
The two extreme cases i.e. growth limited by surface kinetics (model 7) on the one 
hand and diffusion controlled growth (model 1, plug flow) on the other, can easily be 
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combined. The partial differential equation that is to be solved is the same as in previous 
sections (i.e. Eq. (7.16)). Note that the plug flow profile is used. The only difference is 
that the boundary condition Eq. (7.18) (the concentration of growth species equals zero 
at the substrate surface) must be changed. Assuming a first order reaction with reaction 
rate constant к the boundary condition now becomes (using ρ = y/h) : 
D{T.) ac(x,p) 
h dp 
= А(Г.)С(і,0) 
p=0 
This can be rewritten using the well-known dimensionless CVD number [26,27] 
k{T.)h 
so as to yield 
NcVD = 
dC[x,p) 
dp 
Dp.) 
= NCVDC(X,0) 
(7.117) 
(7.118) 
(7.119) 
p=0 
The separation of variables method (C(i,p) = X(x]P(p)) gives, as before (see Sec. 7.3.2), 
,2 D(T) χ 
*
( l )
 =
 e X p
 - v0h h\ 
P(p) = asm(Ap) + ßcos(Xp) 
From boundary condition Eq. (7.19) it is obtained that 
P(p) = ßcos(\(l-p)) 
The general solution then is 
C(x,p) = ( 7 0 χ ; / ? η « > 8 ( λ η ( 1 - ρ ) ) β χ ρ -λ 
, D{T) χ 
n
 voh h 
The constant A
n
 can be found using boundary condition Eq. (7.119) 
λ„ tanA
n
 = NCVD 
Boundary condition Eq. (7.17) yields 
oo 
Co = CoX;/?„cos(A
n
( l-p) ) 
(7.120) 
(7.121) 
(7.122) 
(7.123) 
(7.124) 
(7.125) 
For a range of values of NCVD (0 - oo) the λ
η
 and β
η
 can be found by the previous 
described least squares fitting method (see Sec. 7.3.5). The growth rate R(x) is now : 
Д(х)
 =
 k{T.)C(x,0) 
VQCQ VQ С О 
HT.) 
Щт.) 
v0h 
Σ ßn С 0 8 ( л п ) «XP -λ a
 D(T) χ 
" voh h 
NCVD Σ ß»cos(K) exp 
-«^ίΗ 
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Figure 7.11: Exponential factor \\ as function of NCVD· Note that for 
NCVD > J ^ 2 the growth is diffusion controlled (thus independent of 
NCVD), whereas for NCVD < \я* the growth is controlled by a reaction 
limited by surface kinetics (NCVD dependency). 
The two limiting cases (1) NCVD = 0 a n d (2) NCVD = °° yield an exponential factor 
of (k(T.)/v0)(x/h.) and \ir*(D(T,)/voh)(x/h) (first term), respectively, which was to be 
expected (cf. model 7 and 1). The transition from kinetically to diffusion controlled 
growth occurs at NCVD = т ' / * , which is easily calculated by equating the exponential 
factors in the two limiting cases and using the definition of the CVD number. In Fig. 7.11 
the exponential factor X\ is shown as function of NCVD- It follows that for NCVD > ^ ' г , 
the growth is diffusion controlled (thus independent of J V ^ D ) , whereas for NCVD < {я1 
the growth is controlled by surface kinetics (NCVD dependency). Figure 7.12 shows the 
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1 0 " ' 1 0 " 2 1 0 " l 1 1 0 1 0 ' 1 0 s 
Figure 7.12: Total deposition parameter ω„ as function of NCVD for 
η = 1, 5 and 10. Note that for NCVD > \^г the growth is diffusion 
controlled (more terms are needed to describe the growth), whereas for 
NCVD < } я ' , the growth is controlled by a reaction limited by surface 
kinetics (only one term (n = 1) is sufficient). 
NCVD dependency of the total deposition check parameter ω
η
 for η = 1, 5 and 10. It 
follows that for NCVD > J T ' the growth is diffusion controlled (one term is not enough 
to describe the growth), whereas for NCVD < J T 1 the growth is controlled by surface 
kinetics (only one term (n = 1) is sufficient). 
In Fig. 7.13 the growth rate R(x)h,/C0D{T) is plotted as function of D(T)/v0h • x/h 
for three values of NCVD, >-C. 0.1, 1.0 and 10. For small NCVD no depletion occurs, 
however the growth rate is small. Higher NCVD yields a higher growth rate, but also an 
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Figure 7.13: R(x)h/C0D{T) as a function of D(T)/v0h • x/h for 
NQVD = 0.1, 1.0 and 10.0 using η = 1 (solid curves) and η = 10 
(dashed curves). Note that higher NCVD increases the growth rate, but 
at the same time the depletion is stronger. 
increased depletion effect. 
7.5 Conclusion 
It is found that for all models an expression for the growth rate can be derived, which 
is a summation over a number of terms. The first term contributes in nearly all cases 
more than 90 % to the complete expression. Therefore the growth rate can be described 
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- in good approximation - by 
nM _ , D(T) Γ D(T) x 
where the constants A and В are determined by the velocity profile used. Because of 
the correspondence of the results obtained for the concentration profile and growth rate 
between model 1 (plug flow) and model 6 (parabolic profile) the plug flow profile may 
be used in the calculation of the concentration profile and growth rate in future models 
[16-18]. A model in which growth limited by surface kinetics (model 7) and diffusion 
controlled growth (model 1, plug flow) are combined is derived (model 8) using the CVD 
number NCVD- bi the limiting cases (1) NCVD = 0 and (2) NCVD = oo this model 
converges to model 7 and model 1, respectively, with a cross-over point at NCVD ~ J"'2· 
In a forthcoming paper [16] a temperature gradient will be introduced and the effect of 
thermodiffusion will be studied. The derived models will then be applied to the growth of 
Si [17], GaAs [17,18] and AlGaAs [18] and confronted with experimental growth results 
as found in e.g. [14]. 
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7.A Effect of deposition on reactor side walls 
All the models treated so far are based on the assumption that the reactor is of 
infinite width (Assumption 9), so as to reduce the problem to a two-dimensional one. This 
assumption has been made plausible above (Sec. 7.2.1) in the sense that only a small error 
is made using the assumption. This appendix treats the effect of the presence of reactor 
side walls using model 1 (isothermal, diffusion controlled growth, plug flow). Two cases 
can be distinguished: (1) no deposition occurs upon the side walls and (2) deposition 
does occur upon the side walls. In both cases the following partial differential equation 
has to be solved : 
о
а с ( х ^ )
 = щт) ^ïA + ^tofl) (7.A1) 
The two cases can be distinguished in terms of their boundary conditions. 
(7.127) 
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7.A.1 No deposition upon side walls 
If no deposition occurs upon the side walls, the following boundary conditions are 
valid : 
C(x,0,z) = 0 
dC(x,y,z) 
dy 
dC{x,y,z) 
=л 
dz 
dC(x,y,z) 
dz 
= О 
= О 
cf. Eq. (7.18) 
cf. Eq. (7.19) 
= 0 
1 = 6 
С[0,у,г) = Со cf. Eq. (7.17) 
(7.A2) 
(7.A3) 
(7.A4) 
(7.A5) 
(7.A6) 
The method of solving Eq. (7.A1) is analogous to the one that is used for model 1 (see 
Sec. 7.3.2). Introducing the coordinate ρ (ρ = Ζ)(Γ)ι/υο) and using the separation of 
variables method (C(x,y, z) = P(p)Y(y)Z{z)) one obtains : 
1 dP(p) 1 d'Yjy) 1 d*Z(z)
 = 2 
P(p) dp Y(y) dy1 + Z(z) dz* 
Solving the left-hand term yields : 
P{p) = exp[-A2p] 
(7.A7) 
(7.A8) 
Rearranging the right-hand term and equating it to a new constant (—μ2) results in the 
following partial differential equation to be solved : 
ι ¿гУ(у) 
Y{y) dy* = - λ
3
 -
1 <PZ{z) 
Z(z) dz1 
The solution is : 
Y(y) = asin(^y) + 0cos(ßy) 
Z{z) = Т8Іп(і/г) + ¿cos(i/2) 
with ι/ = -(λ 3 - μ') 
From the boundary conditions Eqs. (7.A2)-(7.A5) it is obtained that 
2 n - 1 TT 
(7.A9) 
(7.A10) 
(7.A11) 
β = 0 
•7 = 0 
μ = 
и = m — 
о 
η = 1,2,3... 
m = 0,1,2... 
(7.Α12) 
121 
CHAPTER 7 ISOTHERMAL ANALYTICAL MO VP E GROWTH MODELS 
The complete solution then is obtained by summing all separate solutions, yielding 
C(x,y,z) = Co £ ¿Om^sin^ JT-J COS \™*j) 
χ exp [-(-(9' + {2η-ΐγ*'} D{T) χ voh h (7.A13) 
The factor a
m
,„ is determined using boundary condition Eq. (7.A6) and a double Fourier 
transformation; this gives 
*** = (2n- 8 l )^ Jo C0S i"**!) dZ m = 1'2'3'· 
^ Ο , Λ — 
2n - 1) 
(2n - 1)б7г Уо Z 
(7.A14) 
It follows that а
шп
 = 0 for all m ^ 0, hence the expression for the growth rate is exactly 
the same as derived previously for model 1 (Eq. (7.27)) : 
Я(«) 
VQCO 2—V· Σ
 e xP 
(2n - l )V a £>(Γ) χ 
4 voh h (7.A15) 
The conclusion is that the growth rate is independent of the z-coordinate in the case that 
no deposition occurs at the side walls, which was made plausible above in Sec. 7.2.1 (see 
Fig. 7.3). 
7.A.2 Deposit ion upon side walls 
In the case of deposition upon the side walls the derivation goes analogous to the 
previous one in 7.А.1. However, boundary conditions Eqs. (7.A4) and (7.A5) must be 
replaced by : 
C(x,y,0) = 0 
С(х,у,Ь) = 0 
(7.A16) 
(7.A17) 
It should be remarked, that it is assumed that the deposition upon the side walls is 
the same as on the susceptor. This will not be true in practice, because of the strong 
temperature gradient in the gas phase, which results in a strong temperature gradient 
that exists at the side walls in the y direction. The result of the derivation is : 
C(x, У, z) = CO ζ ¿ am,B sin (—-— π-J sin (mir - J 
, JhV ( 2 n - l M DÍT) χ 
* \b) + i j ΊώΤτ χ exp (7.A18) 
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with 
Om,n — 
16 
(2n - 1)гшга m odd (7.A19) 
<*m,n = 0 m even 
Using a new summation parameter к (m = 2fc — 1) the growth rate can be written as : 
Д(і,г) _ 8 D(T) 
v0C0 •κ Voh 
χ exp 
Ê Ê ^ e i n ^ - l ) ^ ) 
J
_» {2k - 1) V G) (2n - l )V a ^ Ρ(Γ) ι (7.A20) 
The growth rate can be rewritten as a product of two functions f{s,t) and ¡7(1) : 
ЩА = /ММ.) 
voC( (7.A21) 
/(«.Ο = ; Σ ^ 3 ϊ · « ( ( 2 * - 1 ) « ) β φ [ - ( 2 * - 1 ) , * , ί ] (7.A22) 
(2n - 1) V Д(Г) χ' 
,(.) = 2^pf;exp 
Voh h 
with 
ζ 
3
 = Ь 
t = 
DIT) 
v
a
h m' 
(7.A23) 
(7.A24) 
The function ¡7(1) is equal to the expression for the growth rate if no deposition occurs 
at the side walls (Eq. (7.27) in Sec. 7.3.2 and Eq. (7.A15) in 7.A.1). The dimensionless 
function f(s,t) varies between 1 and 0 and can be seen as a correction to g(x). For t = 0 
(1 = 0 or b —> 00) /(a,t) reaches its maximum (l) and is independent of s. In Figs. 7.A1 
and 7.A2 the correction function f(s,t) is depicted as function of the lateral (s) and axial 
(i) position, respectively. It appears that the correction function ƒ(s, t) is independent 
of the height h of the reactor, whereas the surface onto which crystal growth occurs (i.e. 
the side walls) does depend on h. The width & of the reactor has a strong influence on 
f(s,t). For sufficiently small values of i it follows that there exists a region in the middle 
of the reactor where f(s,t) is nearly independent of *. In Table 7.Al some values of s 
and t are listed for which /(s,t) equals 0.99 and 0.9, respectively. 
Although the expression for the growth rate with the correction function /(s,t) has 
been derived for a relatively simple model (isothermal, diffusion controlled growth, plug 
flow), it is expected that also for more complex models the growth rate can be described 
as a product of a growth rate and a correction function similar to f(s,t). Therefore it 
is concluded that the growth rate is nearly independent of the 2-coordinate in the case 
that deposition occurs at the side walls (see Sec. 7.2.1). 
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Figure 7.А1: The dimensionless correction function ƒ(£,<) as function 
of lateral (s) position. 
7.B Effect of axial diffusion 
To study the influence of diffusion of growth components in the axial direction (z) 
model 1 (isothermal, diffusion controlled growth, plug flow) is used. The following partial 
differential equation has to be solved : 
f o -
3C(z, 
ψΙ,Β(τ,[^μ + ?2ψϊ) рад 
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ел 
0.5 
0.0 
Figure 7.A2: The dimensionless correction function ƒ(·»,<) as function 
of axial (() position. 
The boundary conditions «ire the same as in Sec. 7.3.2, i.e. Eqs. (7.17) - (7.19). Separation 
of variables (C(x,y) = X(x)Y{y)) yields 
v0 1 dX(x) 1 <PX(x) _ 1 jPYjy) 
= - λ ' 
D(T)X(x) dx X(x) dx1 Y{y) dy* 
Analogous to Sec. 7.3.2 (Eq. (7.22)) solution of the right-hand term gives 
Y{y) = asin(Ày) + /?cos(Ay) 
with 
/3 = 0 ; λ = ^ with η = 1,2,3... 
2 fi 
(7.B2) 
(7.B3) 
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Table 7.Al: Boundary values for f(s,t). 
s 
0.5 
0.4 
0.3 
0.2 
0.1 
t 
ƒ(*,«) = 0 . 9 9 
0.0158 
0.0120 
0.0067 
0.0030 
0.0001 
ƒ ( * , * ) = 0.9 
0.0325 
0.0276 
0.0166 
0.0074 
0.0018 
The solution of the left-hand term is 
X(x) = 7 β χ ρ [ - μ + ι ] + Αβχρ[-μ_ι] 
with 
(7.B4) 
/*± 
v
a 
2D(T) \ \2D(T)) + Х
г 
It follows that 7 = 0, because μ > 0 is physically not valid. Therefore the growth rate 
can be expressed as 
Л(х) „ D(T) " 
UoCo voh ^ 
v0h 
2 \D(T) \ \D(T)) tòri +(*>-1)4? (7.B5) 
The square root can be approximated with the first term of its Taylor expansion, if 
D(T) > ( 2 η - ΐ ) π (7.B6) 
Under this condition Eq. (7.B5) equals the expression for the growth rate as derived in 
Sec. 7.3.2 (Eq. (7.27)), however this condition can not always be met. The exact ratio 
r(x) of the growth rate without and with axial diffusion, respectively, is given by 
T(x\ _ Without(*) _ 
00 
Σ
β χ
ρ 
t » = l 
oo 
Σ>χρ 
1 = 1 
ν 
[ ^ - ^ ] 
- ^ І + (2п - 1) vi) 
with 
Voh χ 
t = 
D(T)x 
(7.B7) 
(7.B8) 
D{T) h v0h h 
The ratio r(x) is shown in Fig. 7.Bl. For small i the ratio r( i ) is nearly independent of 
t and r(z) reaches 1 fast with increasing θ. For large ί the ratio r(x) depends strongly 
on t and decreases fast to 0. It should be noted that s and ί are coupled variables 
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Figure 7.B1: The ratio r( i ) indicating the importance of axial diffusion 
as function of t with s as parameter. 
through D(T), Vo and i . Effects related to axial diffusion may safely be neglected in 
cases where s > 30 and t < 1. In a reactor with h = 2 cm and Τ = 700 °C we 
typically use v0 = 10 cm/s, which must be corrected to roughly twice its value [16]. With 
D(T) = DolT/To)17 and Do = 0.6 cm2/s (TMG) [28] we then arrive at r( i ) = 0.97 for 
1 = 8 cm and r( i ) = 0.95 for χ = 16 cm. A velocity VQ of 5 cm/s results in r(i) = 0.92 
and 0.83 for χ = 8 and 16 cm, respectively. Therefore it appears that the effect of axial 
diffusion becomes stronger towards the end of the susceptor, which is to be expected as 
the axial diffusion term in Eq. (7.B1) increases with x. 
The corrected expression for the growth rate has been derived for a relatively simple 
model (isothermal, diffusion controlled growth, plug flow); it is nevertheless expected that 
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the small deviations found are similar for more complex models. Therefore it is concluded 
that the growth rate is nearly independent of axial diffusion of the growth components, 
as is also concluded in [8], provided that a susceptor is used which is not too long. 
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List of symbols 
a, b parameters in Rummer's function Μ (a; 6; z) 
a„,6„ parameters in v(y) (model 5) 
An, Ai, A, A' pre-exponentia! factor in growth rate 
b width of reactor 
Bn, Β,,Β,Β' exponential factor in growth rate 
c p specific heat 
C ( i , y , z, t) concentration of growth species 
C(x, y), C(x) concentration of growth species 
C,(x,y,z,t) concentration of ι. growth species 
Co input concentration of the group III component 
С
ш
 total gas phase concentration 
D(T) binary diffusion coefficient of the group III component 
Do binary diffusion coefficient at Τ = T
a 
Ец activation energy 
f(s,t) correction function of growth rate 
Fl minimalization function 
g(x) growth rate 
h height of reactor 
hp Planck constant 
t summation parameter 
J{x,y) diffusional flux 
J„(x) Bessel function of first kind of order η 
к reaction rate of surface reaction, summation parameter 
kB Boltzmann constant 
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m 
M [a; i 
η 
n(x,y, 
N0 
NcVD 
Ρ,Ρ' 
Ρ 
P{p) 
я 
г(х) 
R(z) 
Re 
R, 
а 
t 
Τ 
Пх,у, 
Го 
Т. 
(х,У, 
о 
ν 
χ 
χ . 
хт 
Χ(χ) 
У 
Y{y) 
ΥΜ, 
г 
Ζ(ζ) 
ь;^) 
,',t) 
г,0.Г(у) 
*,*),»(») 
YÁ<¡) 
summation parameter 
confluent hypergeometric function (Kummer) 
summation parameter 
mole fraction of growth species 
total amount of input growth species 
dimensionless CVD number 
help coordinate 
total pressure 
¡/-dependent part of C{x, y) 
help coordinate 
ratio of growth rates 
growth rate 
Reynolds number 
gas constant 
help parameter 
time, help parameter 
temperature 
temperature profile 
temperature at top of reactor 
substrate temperature 
velocity profile 
plug flow velocity 
average velocity 
axial coordinate 
entrance length velocity profile 
entrance length temperature profile 
i-dependent part of C( i , y) 
vertical coordinate 
¡/-dependent part of C{x,y) 
¡/-dependent parts of C(x,y) 
lateral coordinate 
z-dependent part of C(x,yyz) 
Greek symbols 
α
ι Om.ni On help parameter, pre-exponential factor 
a', a^, aj, help parameter, pre-exponential factor 
a"k, a £ pre-exponential factor 
αχ thermal diffusion factor 
β help parameter, pre-exponential factor, 
factor in temperature dependence of к 
ßn pre-exponential factor 
ß'> ßm< ß'n help parameter, pre-exponential factor 
ß", ßl pre-exponential factor 
7 help parameter, factor in temperature dependence of D(T) 
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Γ ( Ι ) 
δ 
к 
ко 
л, A
m
, A
n 
μ. μ*., μ» 
μ + . μ -
ν, ft, f» 
Ρ 
ω, ωά, 
ω
η
, ωι 
Gamma function 
help parameter, height (model 5) 
heat transfer coefficient 
heat transfer coefficient at Τ = To 
roots of equation 
roots of equation 
roots of equation 
roots of equation 
density of gas 
total deposition check parameter 
total deposition check parameter, using n, 1 term(s) 
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Chapter 8 
Analytical models for the growth by Metal Organic 
Vapour Phase Epitaxy, 
Influence of temperature gradient 
Abstrac t 
Analytical descriptions are given of the growth rate in Metal Organic Vapour Phase Epi-
taxy processes in the medium and higher temperature regions, where growth is controlled 
by diffusional transport through the gas phase and desorption of growth species, respec-
tively. In continuation of Part I, where only isothermal problems were considered, now 
temperature dependent hydrodynamic behaviour is investigated. A temperature gradient 
is introduced and the effect of thermal diffusion on the growth rate is studied, which is 
significant: a much (~ 40 %) lower depletion is calculated if thermal diffusion is in-
cluded. Furthermore the influence of surface reactions at high and low temperatures is 
investigated, resulting in a model in which the CVD number plays an important role. 
This model allows for the calculation of growth rates in both the diffusion limited as well 
as the high temperature region, where desorption dominates. 
W.G.J.H.M. van Sark, M.H.J.M. de Croon, G. Janssen, and L.J. Giling, 
Semicond. Sci. Tech. (in press). 
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8.1 Introduction 
One of the important epitaxy techniques available at this moment for the growth 
of III-V compound semiconductors such as AlxGai-xAs and bizGai-.ASpPi-y is Metal 
Organic Vapour Phase Epitaxy (MOVPE) [1-3]. The theoretical modelling of phenom­
ena occurring in MOVPE reactors, i.e. flow dynamics and depletion effects, is difficult, 
although several attempts have been made [4-15]. In Part I of this series of papers [15] 
analytical solutions of the partial differential equations that govern the processes involved, 
were presented for isothermal models and several velocity profiles. It was found that only 
small errors are introduced if a plug flow profile is used in the calculation of concentra­
tion profile and growth rate. The use of a plug flow profile facilitates the calculations 
considerably. 
Assumptions abo have been made to reduce the three-dimensional partial differential 
equations to one two-dimensional equation [15]. The flow dynamics are determined by 
the carrier gas: the amount of growth species on the total gas being small. The velocity 
and temperature profiles are fully developed and they are considered for mathematical 
reasons to be established instantaneously at the point were heating is started (x = 0). 
Furthermore the reactor is considered to be of infinite width. An extensive justification 
of these assumptions was given in [15]. It follows that the concentration profile is only a 
function of the axial coordinate χ and vertical coordinate y, thus C{x,y). The velocity 
and temperature profiles are only a function of y, v(y) and T(y), respectively. Isothermal 
models (Г(у) Ξ Τ) were treated already in [15]. In this paper the influence of a tempera-
ture gradient in the direction perpendicular to the gas flow is studied. Special attention 
will be given to thermal diffusion. Furthermore the influence of surface kinetics will be 
investigated. In this case the CVD number [16,17] will be introduced. In Part III of 
this series of papers [18] the derived growth model will be confronted with experimental 
growth results for Si and GaAs, the growth of AlGaAs will be treated in another paper 
[19]. 
8.2 Differential equations and boundary conditions 
The partial differential equation that must be solved has already been given in [15]. 
With the necessary assumptions [15], which are recapitulated above, we have obtained : 
° < » > ^ - £ ("<-<»)» ( ^
 + К + .) f ^ ) ) M 
where C(z, y) concentration of growth species 
v(y) flow velocity 
D(T(y)) binary diffusion coefficient of the group III component 
a? thermal diffusion factor 
T(y) growth temperature 
i , y Cartesian coordinates 
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The boundary conditions are defined as 
C(0, y) = ^ r C 0 0 < у < Л (8.2) 
J(x,0) = kC(x,y)\
v=0 x>0 (8.3) 
J(z,h) = 0 (8.4) 
with h the reactor height and where the flux J(x, y) is given by 
„,„, =
 D № „ ( ^ + K + .)^-M) „,, 
Here к denotes the rate constant for a reaction that is limited by surface kinetics, CQ 
the input concentration of the group III component and To the temperature at the top 
of the (water-cooled) reactor [11]. The boundary conditions straightforward follow from 
the assumptions (see [15]). The factor T0jT(y) in Eq. (8.2) is a result of the assumption 
that the temperature profile is fully developed at ζ > 0. The expansion of the gas must 
be accounted for in this boundary condition. 
In [15] it was found that it is not needed to use a parabolic velocity profile v(y) for 
the derivation of the concentration profile C[x, y) and the growth rate R(x)] in very good 
approximation it suffices to use a plug flow velocity profile (velocity independent of the 
height у in the reactor). In the isothermal case this profile is « i
s o
(y) = VoT/To, where 
vo is the input velocity of the gases at room temperature. In a temperature gradient 
it is possible to write it in a similar way: v(y) = υχ, where the temperature gradient 
( Δ Γ = T, — To) is accounted for in the mean velocity vT, which is calculated in the next 
section. 
It is assumed that the temperature gradient is linear in the ¡/-direction [4,5,11], so 
that 
T[y) = T. - (Г .- Г0) J (8.6) 
where T, denotes the temperature of the substrate and h the height of the reactor. 
8.3 Influence of temperature gradient on flow dy­
namics and diffusion 
8.3.1 Flow dynamics 
In Part I [15] it was shown that the calculation of the growth rate with either a 
plug flow profile or a parabolic profile yields the same result within 10 %. Therefore it 
was concluded that a plug flow profile may be used Instead of the parabolic profile for 
the calculation of the growth rate, which simplifies the solution of the various partial 
differential equations considerably. The presence of a temperature gradient will change 
the parabolic profile and therefore it should be carefully checked, whether under this 
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condition it is still justified to use a plug flow profile for the calculation of the growth rate. 
To this end it is easiest, in a first approximation, to compare the real velocity profile in a 
temperature gradient with the parabolic profile in the absence of a temperature gradient. 
The correct velocity profile in the presence of a temperature gradient can be derived 
from the continuity and Navier-Stokes equations [20]. First the temperature dependence 
of the density ρ and the viscosity η of the carrier gas must be determined. The density ρ 
is inversely proportional with temperature (p oc 1/T) so that the average gas velocity υ, 
(at Γ) will be higher with respect to the velocity v0 (at To) for χ < 0. Furthermore the 
viscosity η is proportional with temperature as η oc Τ0 7 and the gas velocity is inversely 
proportional with viscosity [20]. The net effect of temperature on the velocity profile can 
then be determined by solving the following continuity and Navier-Stokes equations: 
a jTb,)}07 dv(y) {ψ) ψ - — м 
о Г(у)' bhvopo = l*bv{y)p[y)dy = bPoTof^pj^dy (8.8) 
with 
»(0) = v[h) = 0 (8.9) 
and 6 the reactor width. The calculated velocity profile is shown in Fig. 8.1 for T, = 
1000 К and To = 300 K. Also shown is the parabolic profile for the isothermal case at 
room temperature [15] and the parabolic profile in a temperature gradient with a constant 
viscosity. It is clear that the correct velocity profile is a slightly deformed parabola with 
an increased maximum velocity, that is reached at y/h = 0.57. This value is also found by 
Visser et al. [13], who studied the change in flow velocity when a gas is flowing from a cold 
(entrance) zone to a hot (heated) zone. This was done by solving the three-dimensional 
Navier-Stokes equations numerically. From Fig. 8.1 it is clear that the deviation from 
the earlier studied parabolic profile is so small, that it still is justified - for the same 
reasons as given in Part I [15] - to use a plug flow profile instead of the (near) parabolic 
profile for the case of a temperature gradient. However, the mean plug flow velocity in 
a temperature gradient must be carefully calculated. This mean flow velocity vj can be 
determined from the mass flux through a cross-section of the reactor, using the following 
simplified continuity equation 
flu*L=o = fluxl.>o 
bhvoPo = / bvTp(y)dy = Ь тРоТоІ ψΓΤαν 
This leads to 
VT = ( t · . ~ ^ «o (8.10) 
m l , 
where we have defined t, = T./TQ. It follows that in practical (Γ, = 1000 K, To = 300 K) 
situations υτ ~ 2vo. 
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•ι-Η 
О) 
О 
1 no T - g r a d i e n t (300 К) 
2 Т—dep ρ, c o n s t η 
3 T - d e p ρ, T - d e p 77 
Vo v e l o c i t y 
Figure 8.1: Comparison of velocity profiles. (1) no temperature gra­
dient (constant temperature TQ = 300 K); (2) temperature dependent 
density ρ in linear temperature gradient ( Δ Γ = T. - To, T, = 1000 K), 
temperature indepent viscosity η; (3) temperature dependent density ρ 
and viscosity η in linear temperature gradient. In cases 1 and 2 (dashed 
curves) the profile is parabolic (Eq. (8.7)), while in case 3 (solid curve) 
the profile is a deformed parabola with its maximum at y/h = 0.57. 
8.3.2 Diffusion 
The influence of the temperature gradient on the diffusion coefficient D(T) can be 
determined using the expression [20] 
mm) = »о (Щ (8.11) 
where Do is the diffusion coefficient at To and η the temperature coefficient. The tempe­
rature dependence of D(T) is thus determined by the coefficient 7, that ranges for gases 
between 1.65 and 2.0 [20]. For the growth of (Al)GaAs ex trimethylaluminium (TMA), 
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trimethylgallium (TMG) and arsine (A3H3) the values of Da and η are experimentally 
found to be 0.59 cm'/s and 1.7 [21], respectively. 
Another temperature dependent phenomenon is thermal diffusion. This effect is re­
sponsible for the concentration differences between hot and cold spots that arise from 
differences in size and weight of the various molecules. Heavier particles (e.g. TMA, 
TMG) tend to concentrate in the colder region in the presence of a temperature gradient. 
This results in a significant lowering of the growth rate [8,22,23]. The thermodiffusion 
process can be described by introducing the thermal diffusion factor aT [8,22,24]. This 
factor can be calculated in strongly diluted solutions using the rigid sphere model or 
Lennard-Jones potentials and the results are generally formulated in graphs [24], where 
the thermal diffusion factor aj is depicted as a function of molecular diameters and 
weights. In the case of the rigid sphere model the thermal diffusion factor is calculated to 
be independent of temperature and ranges between 0 and 1.5 in practical situations. As 
the thermal diffusion factor is only a weak function of temperature and concentration of 
the group III component [21,22] a constant thermal diffusion factor is used in the present 
calculations. 
8.4 Model 9*, temperature gradient and thermal dif­
fusion, gas phase diffusion limited regime 
In order to determine the concentration profile C{x,y) and the growth rate R{x) the 
partial differential equation Eq. (8.1) needs to be solved. First a coordinate transforma­
tion from y to t ( = T(y)IT0) is performed, using Eq. (8.6), which yields (note that the 
plug flow profile with v{y) = ντ is used): 
i^içM . .а^ай(„Mf-sza») [ІЕМ
 + ,„ + „«ы 
дх Го hdt \ v ' \ T0 hJ [ dt v ' t 
(¿12) 
Substitution of the velocity profile Eq. (8.10) and accounting for the temperature depen-
dence of the diffusion coefficient D(T) (Eq. (8.11)) then leads to 
Using the separation of variables method (C(x,t) = X{x)P(t)) and equating the resulting 
expression to the constant —λ' gives: 
C ( i , t ) = C„ f ) a „ P ( t ) X ( i ) (8.14) 
* The model treated here ія preceded by 6 modele that were described in Part I of this eeries of papers 
[16], therefore it ія referred to ae model 9. 
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where X{x) is found to be 
P(t) can be found by solving the differential equation 
(8.15) 
1- d P ( t ) + fa + 1 1 P W 
sr
 + ( T + 1)
~r 
(8.16) 
After multiplication with t1"1 Eq. (8.16) can be rewritten to 
t1 ^ P · + ("Г + α
τ
 + l ) t ^ í l + [(7 _ i)(ûr + i) + AV--] P(Í) = 0 (8.17) 
Under certain conditions (ау > —1 and 1 < 7 < 2) the solution is given in terms of 
Bessel functions of first and second kind and of fractional order [25,26] 
(8.18) 
The parameters A„, a,, and β
η
 must be determined from the boundary conditions 
Eqs. (8.2)-(8.4), which can be rewritten in this case as 
(8.19) 
(8.20) 
Ρ 
Ύ - <«'+·>? 
(t.) 
1 = 1 
ubstitutions 
t 
|ат-ТГ + 2| 
о
 2
- 1 2 - 7 
= 0 
= 0 
(8.21) 
it follows 
в =
 i - ( t t r + 1) i f a r - T i + 2 > 0 
\ l - 7 i f a r - 7 + 2 < 0 
P(t) = t<'+*<> Щ,) - β
η
Υ((ζ)} (8.22) 
and the derivative of P(t): 
dP{t) 
dt = Л(«ч-Ч ЩЯ) - ßnYs(z)} + λη<('
+
"
+
«-
1
' {J^.í«) - ЛУг-і(*)} (8.23) 
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From Eqs. (8.19) and (8.22) it follows 
* - Ш 
From Eqs. (8.20), (8.22) and (8.23) it is found that 
(•+«r+l) {jf (^) - AJÍ (^)} + A.Jj,., (^) - Д.У,-, ( τ ) } = 0 i 8 2 5 ) 
The parameters λ„ and β„ can be found numerically using Eqs. (8.24) and (8.25). Note 
that in most practical situations (otr > 0, η = 1.7 [21] and therefore в = — (aj + 1) ) 
the first term on the left-hand side in Eq. (8.25) equals 0. Boundary condition Eq. (8.2) 
yields 
C0 = t*0-*-i) Co £ a,, {J ( ( ^ ή - ßnY{ ( ^ ή } (8.26) 
The parameter α
η
 can now be determined using a similar least squares fit as was described 
in [15]. 
The growth rate R(x) is calculated using 
Л(.)
 S Αζ,Ο) = D(T.) I ^ U + {or + D ^ i ^ ^ M (8.27) 
»=o 
- а Ё " — i-B-Sf] <8·2 8» 
3y v J Г(у) Эу 
and the following equation is finally obtained 
Я(«) 
«oCo 
where 
·^ - ^(|-)(|)"а*'{-^(т(Ш -«-(τ©')}·-» 
Β
· - (l-'Ms)*1 "• ! ю > 
In comparison to the case where a temperature gradient is absent [15] the influence of 
the temperature gradient on the growth is represented by three factors: (1) the normalized 
growth temperature (Γ,/Γο); (2) the temperature dependence of the diffusion coefficient 
(7) as found in the parameter t (Eq. (8.21)); (3) the occurrence of thermal diffusion (ar)-
To quantisize the influence of these parameters they have been varied as follows: 
1 < Tt/T0 < 5 
1.5 < -y < 2 
0 < or < 3.5 
Results are presented graphically in Figs. 8.2 - 8.4, where the exponential factor Bl in 
the growth rate expression (Eq. (8.30)) is plotted as a function of T,/To, 1 and aT. In 
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Figure 8.2: Exponential factor 4£1 /я' , in the growth rate expression 
Eq. (8.28) as a function of the thermal diffusion factor aj· with the 
temperature coefficient η? for diffusion as parameter at Γ,/ΤΌ = 3.0 
showing the strong influence of αχ on the growth rate. 
Fig. 8.2 Bi is shown as function of the thermal diffusion factor aT at T,/T0 = 3.0 for 
different values of the temperature dependence coefficient τ for diffusion. In Fig. 8.3 Bi 
is depicted as function of T,/To at ατ = 1.0 for different values of 7. Figure 8.4 shows 
the dependence of Bi on T,/To at -γ = 1.7 for different values of ατ· 
The use of the first exponential factor Bi only can be justified on the same grounds as 
in the isothermal case [15]. Λ "total deposition check" parameter w was introduced [15], 
which is a measure of the amount of growth species that is deposited if a reactor is used 
of infinite length. If all species are deposited it follows that ω = 1. This parameter ω can 
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Figure 8.3: Exponential factor 4 B l / π , as a function of T,/To with τ as 
parameter at aj- = 1.0 showing the modest influence of ητ. 
be calculated from the expression for the growth rate. The number of terms that are used 
for this calculation is indicated by adding the suffix η to ω. In [15] it was derived that 
ω
η = ΣΙ^ι AilB¡. In the absence of a temperature gradient it was found that uij = 0.81, 
so that it is reasonable to approximate the growth rate using only the first term (n = 1). 
Here, it is found that for all possible combinations of T . /TQ, 7 and e r , as given in Figs. 8.2 
- 8.4, the "total deposition check" parameter ωι varies between 0.80 and 0.82. Therefore 
it is again reasonable to approximate the growth rate using only the first term. 
The depletion effect is determined by the exponential factors B
n
 in Eq. (8.28), or as 
we use one term, by B\,. As can be deduced from the growth rate expression (Eq. (8.28)) 
a high value of B„ (Βχ) results in a strong depletion effect. To determine the influence 
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Figure 8.4: Exponential factor 4Βι/π2 as a function of T,/T0 with o^ 
as parameter at «γ = 1.7 showing the complex influence of Τ,/TQ. 
of a temperature gradient the exponential factor Bi is divided by the exponential factor 
that is obtained in the absence of a temperature gradient, i.e. π 2 /4 [15], hence 4Βι/π2 
is plotted in Figs. 8.2 - 8.4. Thermal diffusion influences the depletion effect strongly, as 
is clear from Fig. 8.2. The depletion effect is weaker for higher values of ατ, which is to 
be expected: the flux of growth species towards the susceptor decreases as the thermal 
diffusion effect increases. Therefore the gas phase will be diluted at a lower rate which 
weakens the depletion effect. At low values of ατ ( < 0.5) the depletion effect is stronger 
if compared to the case where no temperature gradient is present. This is caused by the 
enhanced diffusion coefficient D(T) as a result of the increased temperature. 
The influence of η on the depletion effect is not so strong, as is shown in Figs. 8.2 and 
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8.3. The exponential factor increases with increasing η: the diffusion of growth species 
is enhanced for higher values of -γ and therefore the depletion effect is stronger. 
The influence of T,/T0 on the depletion effect is rather complex, as is seen in Figs. 8.3 
and 8.4. The depletion effect increases or decreases with an increasing temperature 
gradient depending on the combination of ccj and 7. Diffusion and thermal diffusion are 
competing effects: depletion increases as a result of increasing concentrational diffusion 
due to increasing T,/T0 and 7. Depletion decreases as a result of stronger thermal diffusion 
due to increasing T,/To and ar. As long as ατ is small the concentrational diffusion 
effect is the dominating factor, whereas at high values of ατ the thermal diffusion effect 
dominates. From the figures it may be deduced that the temperature gradient has little 
or no effect on the depletion for values of 7 and aT that satisfy the relation 7 — α? ~ 0.8. 
In conclusion, the influence of the temperature gradient on the growth is strong ала 
complex. It influences both the flow dynamics as well as the diffusion of the growth 
species. It is demonstrated above that especially concentrational diffusion and thermal 
diffusion are competing effects. Referring to Fig. 8.4 one can deduce that in practical 
situations for the growth of GaAs (Г. = 1000 K, i{TMG) = 1.7 [21], aT{TMG) = 1.0 
[8,23]) the experimentally observed depletion effect will be ~ 40 % weaker if compared 
to the case where thermal diffusion is neglected. The general effect of thermal diffusion 
is that it retards the rate of depletion, which results in a better homogeneity of grown 
layers in the flow direction (x). 
8.5 Model 10, diffusion and surface kinetics 
As long as the supply of growth species towards the susceptor is slower than the crys­
tal growth process itself, surface kinetics may be neglected and the growth is diffusion 
controlled. However, this is not always valid, especially at low and high growth tem­
peratures other effects can dominate. For the MOVPE growth of GaAs a lowering of 
the growth rate is observed at high and low temperatures [1-3,27,28]. At high temper­
atures desorption of growth species may deplete the surface, which results in a lowering 
of the growth rate [27,28]. At low temperatures chemical surface reactions or gas phase 
reactions are slow. This also causes a lowering of the growth rate [27]. The influence of 
reactions in the gas phase is treated elsewhere [14,29]. Thus at high and low temperatures 
a transition occurs from diffusion controlled to kinetically controlled growth. 
For both the high and low temperature region first order reaction kinetics can be 
considered. For the purpose of this paper, we will represent the various surface reactions 
by only one reaction rate constant k. It will be shown elsewhere [18,19], that this is 
possible for the growth of GaAs and AlGaAs. If first order reaction kinetics is considered, 
it holds 
R(x) = kC(x,0) (8.31) 
where к is the reaction rate constant, in which different rate constants of various surface 
processes, such as adsorption/desorption and reaction of adsorbed species, are combined. 
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The derivation of model 10 is analogous to model 9 though one has to use the more 
elaborated boundary condition Eq. (8.3) instead of Eq. (8.19). In a steady state situation 
the supply of growth species from the gas phase must equal the amount of species that 
contributes to the crystal growth process, hence 
J(i,0) = A:C(i,0) (8.32) 
If the CVD number NCVD [16,17] is introduced, defined as 
Ν
™
 =
 т
 =
 м
 ( 8
·
3 3 ) 
and proceeding along the lines as given in the preceding section we finally obtain 
dC[x,t) 
at + 
(ar + l) Ncvp C(x,t,) = 0 (8.34) 
The solution is 
with 
t. ( t . - i ) . 
C(x,t) = C0 f ) α„Ρ(ί)Χ(ι) (8.35) 
X(x) =
 6 χ ρ [ - λ ^ ( < . - 1 ) 1 η ί . ^ | ] (8.36) 
Р(<) = riCr+1> JJf ( ± ή _ βηΥί^ή^ ( 8.3 7 ) 
where the substitutions as given in Eq. (8.21) are used. Substitution of this solution in 
Eq. (8.34) gives 
+ \
n
t',U-1(^t<) - /W^feijl = 0 (8.38) 
Boundary condition Eq. (8.4) gives 
(6+«T+i) {J, (^ή - ßnY( (ϊή } + λη {J,., (^ή - β ^ ( γ ) } = о (8.39) 
The parameters λ„ and ßn can be determined from Eqs. (8.38) and (8.39). Note again that 
these equations can be simplified, because in practical situations it holds θ = — (α
Γ
 + 1). 
The parameter a
n
 follows from Eq. (8.26), which is repeated here : 
C0 = t*P-'-') Co £ β. {Λ (γ*·) - ß»Yt (γ«') } (8.40) 
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The growth rate R(x) can now be given in exactly the same form as derived earlier 
(Eq. (8.28)) : 
R{x) 
-âS^-I-^âî] ( 8 · 4 1 ) VQCO 
but now with other coefficients An and Bn : 
.. = ^© ! , ,"""М^(т©')-«(тШ)')} <-» 
The coefficients A
n
 and B
n
 both are a function of NCVD, as the A„ are a function of NCVD 
through Eq. (8.38). 
The influence of surface kinetics on the growth is directly determined by the CVD 
number NCVD· In order to study the effect of this CVD number on the growth rate 
as well as the effects of the temperature gradient and thermal diffusion, the parameters 
NcvDt Or and T,/To are varied as follows 
IO"3 
0 
1 
< 
< 
< 
NCVD < 
ат
 < 
T./T0 < 
IO* 
3.5 
5 
The influence of NCVD on the "total deposition check" parameter u>„ (see Sec. 6.4 and 
[15]) is presented in Fig. 8.5. Both ω1 (using one term in the calculation) and шю (ten 
terms) are shown as a function of NCVD- For large values of NCVD {> 100) it is found 
that Ui = 0.8, which is comparable with the results obtained without surface kinetics 
(model 9). The parameter uiw equals 0.98 in this case. The transition from diffusion 
controlled growth to growth that is controlled by surface kinetics occurs in the region 
where NCVD ¡S somewhat larger than 1. For small values of NCVD (< 0-1) it is found 
that u>i = wio = 1.0, which agrees well with results obtained if one considers only surface 
kinetics (see models 7 and 8 in [15], where the growth rate can be entirely described by 
one term). Not shown here, but it can be calculated that the results for u>i and u>io are 
nearly independent of the values of the parameters ατ and T,/To. 
The depletion effect is determined by the exponential factors B
n
. From the above 
observations (see also the previous section and [15]) it seems acceptable to use one term 
in the description of the growth rate. Figure 8.6 shows the influence of NCVD upon 
the exponential factor Βχ. It is found that general behaviour of the exponential factor 
Bi as function of NCVD is independent of the parameters ατ (Fig. 8.6) and T,/To (not 
shown), however absolute values for Bi can differ over a factor of 2. For NCVD > Ю 
the exponential factor Bj is independent of NCVD' the growth and depletion is mainly 
determined by gas phase diffusion. The horizontal dashed lines in Fig. 8.6 represent the 
maximum exponential factor B\ as calculated with model 9 (no surface kinetics). In the 
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Figure 8.5: Deposition check parameters CJI and шщ as a function of 
NCVD· For NCVD values > 1 the growth controlling mechanism changes 
from surface kinetics (low NCVD] t o diffusion controlled (high NCVD)-
Other parameters are: 7 = 1.7, α
Γ
 = 1.0, T,/T0 = 3.0. 
region 10 > NCVD ^ 0.1 the effect of surface kinetics becomes more and more important. 
For NCVD < 0.1 the exponential factor Bi is proportional to NCVD- It can be shown that 
for NCVD —* 0 the exponential factor Bi can be written as 
ln<fT u_ii , . 
(8.44) B, = t, t ? ' - 1 * 
b-D NCVD 
As was shown above, if surface kinetics controb the growth, one term may be used to 
describe the growth rate completely. From the definition of α^ ( = Αχ/Βχ) and from the 
fact that u>i = 1 for NCVD < 0.1 it follows that the pre-factor Aj equab Βχ. We therefore 
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Figure 8.6: The exponential factor Bi as a function of NCVD with ατ 
as parameter. For NCVD values > 1 the growth controlling mechanism 
changes from surface kinetics to diffusion controlled. The horizontal 
dashed lines represent the maximum value of Bj as calculated with mo­
del 9 (no surface kinetics). The sloped dashed lines are calculated using 
an approximated expression for Bi (Eq. (8.44)), that follows from cor­
rected model 7 (only surface kinetics). Other parameters are: ι = 1.7, 
Г./Го = 3.0. 
find (substituting NCVD by its definition Eq. (8.33)) 
R[x) In «Г *(Г.) 
foCo [i?»· - 1] t, v0 exp 
іп«; ' 
(t?1, - Ij t. v0 
k(T.) χ 
h 
(8.45) 
This result equals the one obtained using model 7 (isothermal, only surface kinetics 
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[15]), however it appears that a correction is needed to include the change in gas phase 
concentration at the surface due to the temperature gradient. The sloped dashed lines 
in Fig. 8.6 have been calculated with Eq. (8.44). It follows that the approximation is 
already good for NCVD < 0.1. 
From Fig. 8.6 it can also be concluded that thermal diffusion plays an important role: 
it weakens the depletion effect considerably, independent of NCVD· The calculations show 
furthermore that the effects of τ and Tt/T0 on the depletion are comparable to the effects 
that occur in the case of model 9 (no surface kinetics). 
The effect of surface kinetics is best demonstrated by a plot of growth rate R(x)h/CoDo 
(dimensionless, cf. Eq. (8.41)) as function of D0/v0h • x/h (Fig. 8.7): the growth rate de­
creases with decreasing NCVD- However, the depletion becomes weaker as a result of the 
fact that the total deposition must remain the same. At very large values of Do/v0h · x/h 
(> 1) the growth rate at low NCVD values is larger than the growth rate at high NCVD 
values. The dashed lines in Fig. 8.7 represent the calculation of the growth rate using 
ten terms (n = 10) in Eq. (8.41). It follows that for Dolv0h · x/h > 0.2 the curves cal­
culated with one term do not differ from the ones calculated with ten terms, which was 
already deduced from Fig. 8.5. For large NCVD values (> 10) the differences between 
the two curves may be substantial for the region where Do/voh • x/h < 0.2. This region 
may be interpreted as a kind of "entrance region". In our calculations it was assumed 
that the entrance region, where the velocity and temperature profiles are developed, was 
of infinitesimal size [15] (note that this does not hold for the concentration profile). In 
practice, however, this physical entrance region extends several em's in the direction of 
the flow. Therefore calculated growth rates are not expected to be reliable in this region, 
however the difference between the growth rate calculated with one term and with ten 
terms, respectively, is not to be considered important as in practice [11,15] the condition 
D0/v0h · x/h > 0.2 is easily met. Hence calculations with one term are accurate enough. 
As a proof of this a practical example is shown in Fig. 8.8, where the growth rate 
R(x)/voCo is depicted as function of x/h with Do/voh as parameter at NCVD — 10· In o u r 
present reactor [11,15] we calculate D0¡v0h ~ 0.05. We have therefore varied Do/v0h over 
two orders of magnitude to study its influence. In practice D0/v0h is varied by changing 
the gas velocity v0 appropriately. A high Do/voh (low gas velocity) results in a large 
depletion effect, whereas a low Do/v0h (high gas velocity) results in a weak depletion. 
The "entrance region" where it is not allowed to approximate the growth rate by one 
term, is inversely proportional to Do/v0h. This is to be expected as the "entrance region" 
ends at Do/voh · x/h = 0.2 (see above). 
In conclusion, the influence of surface kinetics becomes increasingly important with 
decreasing NCVD· However, even at low NCVD values, the influence of the gas phase is 
still present mainly through the temperature gradient as can be seen in Eq. (8.45). Layers 
that are homogeneous in thickness in axial (z) direction can be obtained if the depletion 
effect is weak. This can be realized using a sufficiently long reactor so that at large x/h the 
entrance effects can be neglected. A more elegant solution is the use of a tilted susceptor 
or a tapered reactor with tilt angle φ [11]. The free height above the susceptor then is a 
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Figure 8.7: Growth rate R(x)h/C0Do as a function of D0/v0h · x/h 
with NCVD β5 parameter. For NCVD values > 1 the growth controlling 
mechanism changes from surface kinetics to diffusion controlled. The 
solid lines are calculated using one term in the expression for the growth 
rate (Eq. (8.41)), the dashed lines using ten terms. Other parameters 
are: η = 1.7, aT = 1.0, T./To = 3.0. 
function of axial position ζ as follows: h(x) = h — χ tan φ. It was shown experimentally 
that a constant growth rate in axial direction (no depletion) could be obtained on 12 cm 
of the total length of the susceptor for a tilt angle φ of 3.5° [11]. To weaken the depletion 
effect in reactors with constant height h the parameters Do/v0h and NCVD
 гаа
У further 
be adapted. The parameter Do/v0h is in practice changed by changing the velocity v0, 
however enhancing Vo is not always advantageous: the depletion effect is weakened, but 
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the entrance region is enlarged. Furthermore the efficiency in the use of metalorganics 
is decreased and if VQ is too high, unwanted turbulence effects may occur. Lowering 
NCVD by adjusting the substrate temperature decreases the depletion effect, but also 
the growth rate and growth times are therefore enhanced. As surface reactions become 
more important, the growth rate may become dependent of the crystal orientation. This 
however can be advantageous if one employs anisotropic growth methods to fabricate 
semiconductor circuits. 
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8.6 Conclusion 
The influence of a temperature gradient on the growth rate is investigated. Using 
models based on assumptions made earlier [15] two new models are derived: ( l ) a model, 
which describes the growth rate in the diffusion controlled regime (model 9) and (2) a 
model, that combines surface kinetics and diffusion of growth species and in which the 
С VD number plays a key role (model 10}. The influence of the temperature gradient on 
the depletion effect is complex and depends on the combination of the thermal diffusion 
factor Ο-τ and the temperature coefficient η of the diffusion coefficient. Diffusion and 
thermal diffusion are competing effects. This is clearly demonstrated by their combined 
effect on depletion: depletion decreases as a result of stronger thermal diffusion, whereas 
depletion increases with η and the temperature gradient. Furthermore it is found that 
errors in depletion of ~ 40% are expected if thermal diffusion is not included in the 
models. The errors in the growth rate that are a result of depletion changes, are of the 
same order, but vary also with the exact growth conditions, i.e. the position χ of the 
substrates in the reactor. 
Surface reactions, both in the low as well as in the high temperature region can be 
included using the CVD number NCVD (model 10). It is found that NCVD has a strong 
influence on the growth rate and depletion. Lowering NCVD on the one hand weakens the 
depletion but on the other hand changes the total growth rate considerably. In practice 
one would prefer to have large growth rates and no (or hardly any) depletion. A compro­
mise can be found if one chooses the right reactor geometry, gas velocity and substrate 
temperature [1-3,11,28,29]. In order to describe the growth of G a As and AlGaAs one has 
to estimate the NCVD from the averaged surface reaction constant k. This will be treated 
in detail in forthcoming papers [18,19]. 
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List of Symbols 
Ai,A¡,An pre-exponential factor in growth rate 
b width of reactor 
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Chapter 9 
Analytical models for the growth by Metal Organic 
Vapour Phase Epitaxy, 
Applications 
A b s t r a c t 
In Parts I and II models are derived in which diffusion of growth species and surface 
kinetics are combined to describe the growth rate and depletion effect in horizontal Metal 
Organic Vapour Phase Epitaxy reactors. In this paper some examples are given in order to 
show the validity of the models. It is demonstrated that, using the analytical expressions 
as derived earlier, the experimental growth results for GaAs in the diffusion limited 
region can be described well using values for the diffusion coefficient at room temperature 
Do and the thermal diffusion factor a?- of trimethylgallium (TMG) of 0.7 cm2/s and 
1.0, respectively. The low temperature growth of GaAs, which is kinetically limited, is 
modelled using data on the decomposition of TMG. The models are not restricted to 
the use in MOVPE systems as is shown in the case of the growth of Si ex SiH*, where 
the calculated growth rates in both the diffusion limited region as well as in the kinetic 
limited region can be accurately described using kinetical data for the decomposition of 
SiH4. On the same basis, also the doping of GaAs with SiH4 is described. 
W.G.J.H.M. van Sark, M.H.J.M. de Croon, G. Janssen, and L.J. Giling, 
submitted to Semicond. Sci. Tech.. 
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9.1 Introduction 
Many (opto-)electronic devices are routinely produced nowadays by Metal Organic 
Vapour Phase Epitaxy (MOVPE). Studies in connection with this growth technique that 
have been performed over the past decades have mainly dealt with growth, doping and 
technical aspects. Much less is done on subjects such as flow-dynamics or reactor design. 
The chemistry underlying the growth constitutes still a field full of speculations. Studies 
in which fluid dynamic behaviour and chemistry are combined in order to compute growth 
rates as a function of temperature over the complete range of growth temperatures are 
scarce, however considerable progress has already been made [1-17]. Because of the 
complexity of the problems at hand, numerical analysis is favoured to solve the various 
differential equations. Results are presented in a graphical form rather than analytical 
formulae, thereby losing somewhat the direct insight in the physics and chemistry of the 
process. Therefore we have recently developed an analytical, two-dimensional model in 
which diffusion of growth species and surface kinetics are combined in order to predict 
growth rate and depletion effects [14,15]. This model is developed for a horizontal reactor 
at atmospheric or moderately low (0.1 bar) pressure with a vertical temperature gradient 
[10] and includes thermal diffusion. Kinetics is introduced by means of the CVD number 
NCVD [18,19], defined as the quotient of chemical kinetics flux and diffusional flux. The 
growth is controlled by diffusion for NCVD > 1 and by surface or gas phase reaction 
kinetics for NCVD < 1. In order to calculate the growth rate as a function of temperature, 
the CVD number must be computed from kinetical data on the specific rate controlling 
reaction, i.e. the reaction rate constant Jt. The growth rate R(x) as a function of axial 
position χ is expressed as 
with v0 the room temperature gas input velocity, Co the input concentration, D0 the 
diffusion coefficient at room temperature, h the height of the reactor, and A
n
 and B„ 
constants that are dependent on the boundary conditions (especially temperature, CVD 
number) [15]. 
In this paper the derived models (denoted model 9 and 10 in [15]) are applied to 
experimental results on (1) the growth of GaAs in the diffusion limited region, (2) the 
growth of Si at low and high temperatures, (3) the doping of GaAs with Si, and (4) the 
low temperature growth of GaAs. At low temperatures the growth of Si and GaAs 
is kinetically controlled: the rate determining factor is the decomposition reaction of 
SiH4 and trimethylgallium (TMG), respectively. In order to accurately describe these 
processes, we have used the chemical boundary layer concept: the decomposition reactions 
only occur just above the surface in a very thin layer in which the temperature is constant 
and equals the substrate temperature [11-13]. 
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9.2 Application of model 9: diffusion controlled 
growth of GaAs 
The growth of GaAs from TMG in excess arsine (AsHs) with hydrogen as a carrier 
gas has been studied experimentally in great detail [e.g. 1,10,20]. Some important results 
are repeated here. The partial pressure of TMG varies between 0 and 100 Pa and the 
AsH] partial pressure is a factor of 10-50 higher. Under these conditions the growth 
rate of GaAs is proportional to the TMG input concentration and insensitive to the 
AsHj partial pressure. This justifies the assumption that only one (i.e. TMG) growth 
component has to be considered in the model [14]. The growth rate strongly depends 
on the substrate temperature [20] and this dependence is divided into three regions. In 
the low temperature region the growth is kinetically controlled due to either gas phase 
or surface reactions. For medium temperatures the growth rate is nearly independent on 
temperature and the growth is diffusion controlled. In the high temperature region the 
growth is again kinetically controlled and surface desorption processes are considered to 
be rate limiting [20,21]. The decomposition of TMG into monomethylgallium (MMG) or 
Ga atoms is fast at temperatures above 500 К [22]. 
At first we consider the temperature region where the growth is diffusion controlled, 
so that surface or gas phase reactions are not rate limiting. The reverse situation will 
be treated in Sec. 9.3.3 and in more detail elsewhere [21]. For the transport limited 
case it is allowed to use model 9 in [15] to calculate growth rates (note that model 10 
in [15] (diffusion combined with reaction kinetics) can also be used with NÇVD —* 0°). 
As one component is thought to be responsible for the gas phase diffusion the values 
for the diffusion coefficient at room temperature Do, its temperature coefficient -γ, and 
the thermal diffusion factor a? for this component must be estimated. We decided to 
use Do, Ί, bnd ост of TMG, as these values are available from literature [9,22,23]. The 
use of the diffusion coefficient for TMG and not of the decomposition product MMG is 
justified because of the fact that MMG is formed only in the thin chemical boundary layer 
above the substrate surface. The largest part of the diffusion path is thus covered by the 
diffusion of TMG. Within the boundary layer the MMG diffusion coefficient should be 
used. However, as this coefficient is unknown, the diffusion coefficient of TMG is taken 
instead. Theoretical calculations based upon physical properties of Hj and TMG and 
using Lennard-Jones potentials yield Do = 0.345 cm'/s and η = 1.676 [9]. However, 
experimentally determined Do and η [22] have been found to be 0.59 cm2/s and 1.7, 
respectively, at temperatures between 300 and 450 K. Recently Kleijn and Hoogendoom 
[17], employing two- and three-dimensional growth models in which the various partial 
differential equations are solved numerically, have demonstrated that the value for Do 
must be at least twice the theoretically determined one in order to fit experimental 
growth data obtained by van de Ven et al. [10]. The thermal diffusion factor aT has 
been calculated using Lennard-Jones potentials [9,23] and varies between 0.66 at 300 
К and 1.35 at 1100 K. In our models we have used a temperature Independent thermad 
diffusion factor. As the uncertainties in the values for Do and aT are rather large, we have 
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Figure 9.1: Growth rate R{x)/v0C0 as a function of x/h with D0 as 
parameter. The experimental points (•, van de Ven [10]) are best fitted 
using Do = 0.55 cm2/s. Other parameters are: ατ- = 1.0, η = 1.7, 
h = 0.8 cm, Po = 60 Pa, Τ, = 950 Κ, υο = 9.1 cm/s. 
performed our calculations for various combinations of D0 and α Γ . For the temperature 
dependence of Do we have taken the rather well established value 7 = 1.7. 
It was found earlier [15) that concentrational diffusion and thermal diffusion are com­
peting effects, which is best demonstrated by their combined influence on the growth rate 
R(x) as function of axial position 1, i.e. the depletion effect. In Fig. 9.1 a comparison is 
made between calculated GaAs growth rates using model 9 [15] and experimental values 
obtained in our laboratory [10] in a reactor with a height h of 0.8 cm at a growth tempe­
rature T, of 950 К (the temperature at the top of the reactor Го is 300 K). The growth 
rate is made dimensionless by dividing R(x) by the input velocity vo and input concen-
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Figure 9.2: Growth rate R(x)/voCo as a function of x/h with com­
binations of Do and ατ as parameter. The experimental points (•, 
van de Ven [10]) are best fitted using different combinations of Do and 
ατ·: 0.55 cm2/s and 1.0, 0.45 cm'/e and 0.7, and 0.40 cm2/s and 0.4. 
Other parameters are: η = 1.7, k = 0.8 cm, P 0 = 60 Pa, T, = 950 K, 
«o = 9.1 cm/a. 
tration of the group III component Co. It can be seen that the theoretical value for Do 
(0.345 cm2/s [9]) predicts a depletion that is too weak for a thermal diffusion factor αχ 
of 1.0. The best fit is obtained for Do = 0.55 cm'/s. If also the thermal diffusion factor 
α
τ
 is varied, it is found that a good fit can be obtained for a number of combinations of 
Do and α
τ
, which is clearly demonstrated in Fig. 9.2. All three combinations of D0 and 
ατ, as given in this figure, lead to the same result and yield a good description of the 
experimental data. It is therefore rather speculative to decide on a specific combination 
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Figure 9.3: Growth rate R{X)IV0CQ as a function of x/h with Do as 
parameter for the high cell. The experimental points (•, van de Ven 
[10]) are best fitted using Д> = 0.7 cm2/s. Other parameters are: 
ατ = 1.0, η = 1.7, h = 1.8 cm, Po = 60 Pa, Τ, = 950 Κ, υρ = 2.2 cm/s. 
of DQ and ατ from one fit. This finding can be explained by the fact that concentrational 
diffusion and thermal diffusion are competing effects [15]. Results for a reactor with a 
height h of 1.8 cm are shown in Fig. 9.3. Again it follows that the theoretical value for Da 
predicts a depletion that is too weak. The experimental value for Do (i.e. 0.6 cm2/s [22]) 
yields a better fit, however D
a
 = 0.7 cm2/s gives the best result. It was shown already in 
Fig. 9.2 that, if ατ is varied, a good fit can be obtained for a number of combinations of 
Do and οχ. This is once more demonstrated for the experimental results with the high 
cell in Fig. 9.4. The fact that D0 in case of the low (0.8 cm) reactor cell is lower than in 
case of the high (1.8 cm) reactor cell is attributed to the more pure diffusional character 
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Figure 9.4: Growth rate R(x)/v
a
C0 as a function of z/h with combi­
nations of Do and ест as parameter for the high cell. The experimental 
points (ш, van de Ven [10]) are best fitted using different combinations 
of D0 and ат: 0.7 cm'/s and 1.0, 0.6 cm
2/s and 0.7, and 0.5 cm2/s 
and 0.4. Other parameters are: 7 = 1.7, h = 1.8 cm, PQ = 60 Pa, 
T, = 950 Κ, υ 0 = 2.2 cm/s. 
of the growth for the high cell. This follows immediately from computation of the CVD 
number for both cases. It can be calculated [21] that the CVD number for the high cell 
is of the order of 10, whereas for the low cell the CVD number is smaller than 5, hence 
kinetics starts to play an increasingly important role in the latter case and the growth is 
not completely diffusion controlled. This results in a weaker depletion effect [15]. Also, 
in order to describe the growth as if it were completely diffusion controlled, the apparent 
value of Do has to be lower than the actual value. This means that the value for the 
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diffusion coefficient Do obtained in the high cell is more reliable. 
In conclusion, the experimentally observed depletion effect can be well described with 
model 9 using specific combinations of D0 and at]·. On the basis of the results for the 
high cell and the experimentally determined Do we decide to use Do = 0.7 ста1/в and 
ar = 1.0 in further model calculations. 
9.3 Applications of model 10 
In order to describe the growth at temperatures where it is no longer controlled by 
diffusion of growth species towards the substrate, model 10 [15] is to be used. This model 
combines the diffusion of growth species and reaction kinetics, through the use of the 
CVD number. The rate determining reaction at low temperatures is the decomposition 
reaction of precursors, e.g. SiH4 for the growth of Si and TMG for GaAs growth. In the 
following subsections three examples will be given in order to demonstrate the validity 
of the model. 
9.3.1 Low and high temperature growth of Si 
The growth of Si from silane (SiH,) with hydrogen as a carrier gas has been studied 
in great detail [3,4,7,24,25]. It is found that the growth rate strongly depends on the 
growth temperature. In the low temperature region the growth is kinetically controlled 
due to the decomposition reaction of SiH«. For high temperatures the growth rate is 
nearly independent on temperature and the growth is diffusion controlled. 
In order to calculate Si growth rates in both the diffusion as well as the kinetically 
limited region employing model 10 [15] (diffusion combined with surface kinetics), an 
estimate must be made for the CVD number NCVD- This can be done if a reaction 
scheme can be proposed that describes the reactions that occur at (or slightly above) 
the substrate surface, i.e. the decomposition of SiH«. This decomposition reaction is 
known to lead reversibly to silylene (SÌH2) and hydrogen [3,4,7]. Both SiH« and SiHj 
adsorb onto the Si substrate surface, where one has to take into account the different 
sticking coefficient or reaction probability, which is small for SiH«, as is shown later, and 
which is about 1 for SiH]. It was shown by Coltrin et al. [3,4] that a full treatment of 
the gas phase kinetics can involve a set of more than 20 reactions, but that SiH2 is the 
most important species with respect to the deposition rate. Neglecting all other species 
but SiH« and SiH], it is believed that only small errors are introduced (see also [7]). 
Therefore, the following, simplified reaction mechanism is used: 
SiH« ^t SiH, + H2 
SiHj + H] Ь SiH« ( 9 · 2 ) 
SiH«, SiH] -• adsorption 
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Table 9.1: Reaction rate constants used in the calculation of the Si 
deposition rate as given by various authors [3,4,7]. The constants k+ 
and k- are calculated using *;+_ = o + _T* + · - exp [-£« 1 + |_/Л,Г]. It 
should be noted that the Coltrin I data set is used without thermal 
diffusion. The factor o + is given in s
_ 1
, whereas o_ is given in »"'•bar-1, 
so that k+ and k_ are given in these units as well. 
* + 
k. 
a+,-
5.00 χ 1 0 " 
2.54 x IO38 
6.10 χ IO28 
8.35 χ 101 2 
4.24 χ IO58 
6.43 χ 1 0 " 
ь+.-
0 
-7.95 
-5.00 
-2.47 
-10.47 
-5.44 
£„,+,_ (Kcal/mole) 
52.2 
61.96 
58.83 
3.86 
13.62 
3.41 
Notation 
Coltrin I 
Coltrin II 
Moffat 
Coltrin I 
Coltrin II 
Moffat 
Ref. 
3 
4 
7 
3 
4 
7 
Because of the steep temperature gradient present in a horizontal reactor set-up and 
because of the strong temperature dependence of the rate constants k+ and, to a lesser 
extent, k_, it can be safely assumed that the reactions only occur just above the sur-
face in a very thin layer in which the temperature is constant and equals the substrate 
temperature [11-13]. This layer is referred to as a chemical boundary layer. It should 
be noted that for each reaction a different chemical boundary layer exists, i.e. for the 
above reaction scheme Eq. (9.2) we have two boundary layers with thicknesses S+ and £_. 
From known activation energies [3,4] it can be calculated that 6+ ·< ¿_. However, the 
boundary layer is not of great importance here, as the diffusion length of the SiHj radical 
in Hj at 1 bar Hj-pressure (given by у/о$м,/к-Рн2 ) is much smaller than £+ [12]. This 
means that only silylene molecules formed within a distance from the substrate smaller 
than or equal to this diffusion length take part in the crystal growth process. We thus 
have for the SiH] contribution to the total Si deposition rate, rs,H3 [7,12]: 
rSiHj = M S i H 4 ] T . ^ 
к-Рн, 
(9.3) 
where [SiH«]^ is the SiH« concentration at the substrate, .DSIHJ the diffusion coefficient of 
the SiH] radical in Hj, and рн, the hydrogen pressure ( = 1 bar) and where all constants 
are to be evaluated at susceptor temperature. The values for k+ and k- can be found in 
literature [3,4,7] (see also Table 9.1). 
The Si deposition rate is divided in two parts: (1) a contribution from the adsorbed 
SiH] on the Si substrate, and (2) a contribution from the adsorbed SiH4. The amount of 
SiH4 that contributes to the Si growth process, is calculated using the expression given 
by Coltrin et al. [4] for the surface reaction probability of silane, 1r,sMt'-
1rß,Ht = 5.35 χ 10 ' e x p R,T (9.4) 
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with -Ea.i.siH« the activation energy for sticking of SiHi molecules on the surface (= 18.86 
Kcal/mole [4]), R, the gas constant, and Τ the growth temperature (= Г.). It should be 
remarked that this expression has been determined empirically from fitting the experi­
mental growth data obtained by van den Brekel [26] and differs considerably from the one 
measured by Joyce et al. [27-29], Henderson and Helm [30] and Farrow [31]. The expo­
nential temperature dependence as determined by these authors is approximately equal 
to that given above (Eq. (9.4)). The main difference arises from the pre-exponential con­
stant, which may well differ two orders of magnitude. Coltrin et al. [4] have argued that 
using both the Farrow [31] and Joyce [29] values for Тг.зл« yields low temperature growth 
rates that are much too large when compared with experimental data [26]. Moreover, 
it can easily be calculated that the Farrow [31] data predict that the growth is diffusion 
controlled down to at least 500 "C, which was also shown by Moffat and Jensen [7]. This 
is in clear contrast with experimental data [26,32]. Besides this, other comparisons be­
tween model calculations and experiments [33,34] also prove that the above expression 
for the reaction probability is valid. It may therefore be used for the calculation of the 
amount of reacted silane. To this end, we use the collision frequency of SiH4 molecules 
to the crystal surface times the reaction probability ir.SiH.· It follows [35] 
rs.H. = fr,s.H. ( | § ) * [8іН 4 ] Г і = тг г д а і .в42Г*[8іН 4 ] г . (9.5) 
where кв is the Boltzmann constant and m the mass of the adsorbed molecule. The SiH] 
contribution to the Si growth rate was determined above (Eq. (9.3)) so that the total Si 
growth rate equals 
rsi = rS l„4 + г8,н, = ίΐ,*Η 4 β42Γ.* +
 k+Jj^-) [ S i H <]r. = * · . № ] , . (9.6) 
The value for kg, as a function of temperature is easily calculated as all constants (Tr.SiH,, 
k+, fc_, DsiHg) a l e known. The relative contributions from SiH] and SiH* to the Si growth 
rate can be calculated from the quotient q = г5іКі/т5Мі. It follows that q = 1 at 680 °C 
so that both contributions are equal. Below 680 "C the SiH4 contribution dominates 
(q = 0.36 at 630 "С), whereas above 680 °C the SiH} contribution is more important 
(q = 4.6 at 780 °C). The CVD number is calculated using 
Nov» = ^ L (».η 
where the diffusion coefficient of SiH«, ßsiH.i is written as [7,22]: 
DSM4 = Z W У = 0.6114 ( — ) (9.8) 
Ал analogous expression holds for the diffusion coefficient of SiH] [7]: 
/ Τ \ ""SiH, / Τ \171 
D t a . - l W y = 0 - 6 4 4 0 Ы ( 9 · 9 ) 
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Now that the С YD number is determined as a function of temperature the model 
can be applied in order to compute growth rates as a function of temperature. The 
results are confronted with experimental growth rate data obtained by van den Brekel 
[26], which are used by others [3,4] as well. These growth rates were determined in a long 
(30 cm) top-cooled horizontal reactor (height 1.5 cm) with a mean flow velocity at the 
entrance (t>o) of 63 cm/s and a SiH4 input pressure of 100 Pa (the input concentration Co 
therefore equals 4.062 x 1 0 _ a mole/cm3). For the thermal diffusion factor of SiH4, aSMi, a 
constant value of 0.8 is taken [7]. Three sets of kinetic data are used, denoted Coltrin I [3], 
Coltrin II [4], and Moffat [7] and are listed in Table 9.1. The Coltrin I data set employs 
no thermal diffusion. Results are shown in Fig. 9.5, together with the experimental data 
from van den Brekel [26]. The effect of not including thermal diffusion (Coltrin I) is clearly 
demonstrated by the fact that the calculated growth rates are systematically too high. 
However, the curve computed with the Coltrin II data lies below the experimental points 
by a constant factor of about 1.4. The qualitative behaviour is nevertheless described 
very well. The Moffat data systematically lead to too low values of the calculated growth 
rates, which was observed already elsewhere [12,36]. The main point however is that over 
the entire range of kinetic and diffusion controlled growth our analytical model 10 gives a 
very good description of the growth rate. It is therefore concluded that the used model 10 
[15], in which diffusion of growth species and surface kinetics are combined, can be used 
to compute growth rates with a reasonable degree of accuracy. It must be remembered 
that the actual values for the growth rates depend strongly upon the values of the CVD 
number, which in turn depends strongly upon the values for the reaction rate constants 
and the other kinetic data, which may well contain large errors. 
9.3.2 Doping of GaAs with Si 
One of the most commonly used η-type dopants in the MOVPE growth of GaAs 
and AlGaAs is silicon [37-41]. Both silane (SiH*) and disilane (Si2H6) are used as a 
source to provide Si. It is shown by Hageman et al. [41] that the Si incorporation in 
GaAs using silane is a kinetic process, between temperatures of 600 and 800 °C, with an 
apparent activation energy of 51 Kcal/mole. This hints at the fact that the decomposition 
reaction of SiH4, forming SiHj, is the rate limiting step in the incorporation process. If 
one assumes that on a GaAs surface the sticking coefficient of the completely saturated 
molecule SiH4 is about zero and of the radical SiHj about one, the doping process of GaAs 
can be described by an incorporation of SÌH2 in the growing matrix. Only if the SiHj is 
formed within a distance v'.DsiHjA-PHa from the substrate surface, it will contribute to 
the incorporation process [12] (cf. the previous section). The Si incorporation rate can 
thus be expressed as 
rSl,mc = * + [SiH4]r< J ^ . = k3tMc [ З І Щ ] (э.ю) 
V *-РНа 
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Figure 9.5: Si growth rate (дт/тіп) as a function of temperature for 
three kinetic data sets: ( ) Coltrin I (no thermal diffusion [3]), 
( ) Coltrin II [4], and ( ) Moffat [7]. Experimental points (•) 
are from van den Brekel [26]. Both the Coltrin data show qualitatively 
good behaviour compared to the experimental points; the curve calcu­
lated with the Coltrin II data (thermal diffusion included) differs from 
the experimental points by a constant factor of about 1.4. Other pa­
rameters are: аз.н» = 0.8, h = 1.5 cm, PO.SIH« = 100 Pa, vo = 63 cm/s. 
where A:+, A:_, and DsiH3 are deñned in Sec. 9.3.1. In order to compute the Si incorporation 
rate employing model 10 the CVD number must be determined. As before, we arrive at 
/ifcsi.inc Nc 
DsMt 
(9.11) 
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where Ì?S,H, is given in Sec. 9.3.1. 
The computed Si incorporation rates using model 10 and the Coltrin Π set [4] (Ta­
ble 9.1) are presented in Fig. 9.6 together with experimental results obtained by Hageman 
et al. [41] and a theoretical curve obtained by de Croon and Giling [12], who have used a 
chemical boundary layer concept [11-13], however without taking into account the effects 
of finite diffusion. The experiments were performed in a long (30 cm) top-cooled horizon­
tal reactor [10) (height 1.8 cm) with a mean flow velocity at the entrance (VQ) of 7 cm/s 
and a SiH« input pressure of 4 x 10 _ s Pa. The Si incorporation rate is determined by 
converting electron concentrations into Si atoms present as dopant in G а Аз using simul­
taneously measured growth rates of GaAs. Clearly, the agreement between experiment 
and both theoretical curves is excellent. At higher temperatures (above 800 "C) the rate 
determining step in the incorporation process changes from the decomposition of SiH4 
to the diffusion of SÌH2 towards the crystal surface. Hence, as the curve by de Croon 
and Giling is computed based on kinetica! considerations only, a deviation occurs at 
higher temperatures. Other differences are caused by the fact that de Croon and Giling 
have used a parabolic velocity profile instead of a plug flow profile, and a non-linear 
temperature gradient. 
9.3.3 Low temperature growth of GaAs 
As was stated previously, the growth rate of GaAs from TMG and AsHj strongly 
depends on the substrate temperature [20]. Reep and Ghandhi [20] have found that 
the low temperature growth of GaAs is a kinetically limited process with an apparent 
activation energy of 20 Kcal/mole. According to Suzuki and Sato [22,42] the growth in 
the low temperature region is fully determined by the thermal cracking of TMG and the 
consecutive adsorption of reaction products. This process can be described by a first 
order irreversible reaction (rate constant fc,), with the following reaction scheme: 
TMG + 2H, ^î MMG + 2CH4 (9.12) 
The reaction rate constant kz is determined from available data on the decomposition of 
TMG to MMG [22]. Assuming that this reaction takes place in a thin chemical boundary 
layer [11-13] where the temperature equals T, and with thickness 6,, it follows that 
*»,тмо = 2.39 χ 1010 exp 
R.T. J 
6, (9.13) 
with Яо.тмс the activation energy of the reaction TMG to MMG (28.61 Kcal/mole [22]) 
and with [11-13] (for a linear temperature gradient) 
»« - 1 Α Ι , Τ Μ Ο 
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Figure 9.6: Si incorporation rate (mole/m2s) as a function of tempe-
rature for the doping of GaAs with Si. Experimental points (•) are 
from Hageman et al. [41]. The theoretical curve by de Croon and 
Giling (dashed) [12] is calculated using a kinetical chemical boundary 
layer concept. The solid line represents the computed Si incorporation 
rate using the Coltrin II data set. At higher temperatures this curve 
starts to deviate from the de Croon and Giling curve as a result of the 
transition from kinetical to diffusional control. Other parameters are: 
asiH. = 0.8, h = 1.8 cm, PO.S.H. = 4 x 10"3 Pa, v0 = 7 cm/s. 
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with t, = Τ, I To and where Sj is the height of the thermal boundary layer (for a completely 
developed flow profile it holds that ST = h). We thus have 
t 1 Γ 479901 
*..тмо = 4.98 Χ ΙΟ" j - ^ exp [ — ] «r (cm/s) (9.15) 
Hence the CVD number can be calculated as a function of growth temperature, this gives 
•'"'O.TMGt· 
where DO.TMG equals 0.7 cm2/s and ΎΤΜΟ 1·7, as was determined before in Sec. 9.2. 
Having determined the CVD number, again model 10 is used to calculate the GaAs 
growth rate as a function of temperature. In order to obtain a good fit to the data of 
Reep and Ghandhi [20], some remarks must be made. Their reactor is indeed a horizontal 
one [43,44], however the substrates are positioned nearly perpendicular instead of parallel 
[10] to the flow direction. This means that from the point of view of the substrate, the 
temperature profile certainly is not developed. The height of the thermal boundary layer 
¿r therefore does not equal the height h of the reactor and must be estimated. Also the 
axial position is unknown and needs estimation. In the low temperature region depletion 
is not present and the growth rate does not depend on the axial position. Fitting of 
the experimental data then yields a value for the height of the thermal boundary layer 
Βγ of 1.95 mm, which to our opinion is reasonable [12]. In the mid temperature region, 
where the growth is diffusion controlled, a good fit to the growth data is obtained for 
a value of z/vo of 3.35 χ ΙΟ' 2 β. Using these values and the value 1.0 for the thermal 
diffusion factor of TMG, the growth rate is computed over the temperature region 400-
800 °C, as shown in Fig. 9.7. Other parameters used for the calculation of the growth 
rate are атмс = 1·0, ¿O.TMG = 18 Pa, and h = 5 cm. From the conditions specified by 
Reep and Ghandhi [20] a mean input velocity υ 0 can be deduced, which equals 6 cm/s. 
This leads to a value of 2.01 nun for the axial position x, which compares well to the 
size of the substrates, which was 6 mm. Besides the experimental results obtained by 
Reep and Ghandhi [20] also a calculated curve by de Croon and Giling [12] is shown, 
which is calculated assuming that only kinetics is important. The slopes at the low 
temperature side of both curves are equal as the same data for the decomposition of 
TMG are used [22]. In the mid temperature region the growth is diffusion controlled 
as the growth rate is hardly dependent on temperature. At higher temperatures (above 
900 °C) model 10 still predicts diffusion controlled behaviour, which is in clear contrast 
with the experimental data. This shows that the model has to be extended for the growth 
at higher temperatures. 
In conclusion, the low and mid temperature growth of GaAs can be well described 
using the previously derived model 10 [15] and kinetic data on the decomposition of TMG 
[22]. It will be shown elsewhere [21] that also the high temperature behaviour of the 
growth rate as a function of temperature can be described, however some modifications 
to model 10 then are needed. 
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Figure 9.7: GaAs growth rate (μιη/min) as a function of temperature. 
Experimental points (•) are from Reep and Ghandhi [20]. The theoret­
ical curve by de Croon and Giling [12] (dashed) is calculated using a 
kinetical chemical boundary layer concept. The solid line represents the 
computed GaAs growth rate using data from Suzuki and Sato [22] on 
the decomposition of TMG. In the mid temperature region the growth 
is diffusion controlled: the growth rate is hardly dependent on tempe­
rature. At low temperatures the growth is kinetically controlled. Both 
theoretical curves fit the experiments well. The best fit is obtained us­
ing 6T = 1.95 mm and x/vo = 3.35 χ 10" 2 s. Other parameters are: 
<*TMG = 1.0, h = 5.0 cm, PO.TMG = 18 Pa. 
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9.4 Conclusion 
It is shown that the analytical models that have been derived earlier [14,15] can be 
applied successfully to various (MO)VPE processes, i.e. the low and medium temperature 
growth of GaAs, the low and high temperature growth of Si, and the doping of GaAs 
with Si. The most important parameters of the model can be divided into 2 groups: 
(1) the gas phase diffusion coefficient Do and the thermal diffusion factor ατ, and (2) the 
reaction rates of surface or gas phase reactions. Depending on the temperature either 
gas phase diffusion or reaction kinetics controls the growth, which can be determined by 
the CVD number, that combines these effects. 
From the comparison of experimental data on the growth of GaAs in the diffusion 
limited region with calculated growth rates it is found that the diffusion coefficient at 
room temperature for TMG (-DO.TMG) equals 0.7 cm2/s and that the thermal diffusion 
factor of TMG (OT.TMG) may be taken constant, i.e. 1.0. Together with kinetic data 
on the decomposition reaction of TMG [22], these values are used to model the low 
temperature growth of GaAs, resulting in an excellent fit to the experimental data from 
Reep and Ghandhi [20]. 
The low and high temperature growth of Si is modelled based on the fact that at low 
temperatures the Si growth is controlled by the decomposition reaction of SiH«. Three 
different kinetic data sets on this reaction [3,4,7] have been used, showing the sensitivity 
of the model to kinetic data and at the same time the current disagreement in literature. 
Nevertheless, the kinetic data from Coltrin et al. [4] are decided to be the best regarding 
the fit to the experimental data from van den Brekel [26]. The same kinetic data are used 
to compute the Si incorporation rate in the Si doping of GaAs, leading to an excellent fit 
to experimental data obtained by Hageman et al. [41]. 
It should be noted that in order to accurately describe the decomposition processes at 
these low temperatures a chemical boundary layer concept is used, which was developed 
recently by de Croon and Giling [11-13]. This concept is based on the fact that in most 
practical situations the important reactions only take place within a small distance from 
the crystal surface, due to the steep temperature gradient and the large temperature 
dependence of the reaction rate constants. Hence a thin chemical boundary layer of 
thickness 6
r
 may be defined in which the temperature is constant and equals the substrate 
temperature. The low temperature GaAs growth rate and the Si incorporation rate in 
the Si doping of GaAs, that have been computed by de Croon and Giling based on the 
chemical boundary layer concept [12], agree well with calculations done with the present 
model. 
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Chapter 10 
Extended analytical model for the growth by Metal 
Organic Vapour Phase Epitaxy, 
Application to GaAs 
Abstract 
Recently we have developed a model in which diffusion of growth species and surface 
kinetics are combined to describe the growth rate and depletion effect in horizontal Metal 
Organic Vapour Phase Epitaxy reactors. A modified version of this model has now 
been applied to the growth of GaAs over the whole temperature range of interest (600 
- 1100 K), covering the diffusion controlled (medium temperature) and the kinetically 
controlled (high and low temperature) regimes. The temperature dependent behaviour of 
the growth of GaAs at low temperatures can be explained by the decomposition reaction 
of trimethylgallium (TMG), which is rate determining. Further analysis of the growth 
at high temperatures leads to thermodynamic data for the surface reaction between AsH 
and monomethylgallium (MMG). At these higher temperatures the GaAs growth rate 
decreases as a result of enhanced desorption of MMG. 
W.G.J.H.M. van Sark, M.H.J.M. de Croon, L.J. Giling, 
submitted to J. Appi. Phys.. 
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10.1 Introduction 
Metal Organic Vapour Phase Epitaxy (MOVPE) is a well-established technique for 
epitaxial growth of Ш- compound semiconductors [1-3], which are applied in opto­
electronic devices. Historically the development of MOVPE reactors has been done ex­
perimentally. Theoretical modelling of such reactors in order to study fluid dynamic 
behaviour and to predict growth rates is a relatively new field of research [4-20], how­
ever considerable progress has already been made. The availability of high-speed (super) 
computers allows for the numerical solution of mathematical models, that describe the 
occurring phenomena in MOVPE reactors. Especially the graphical representations of 
three-dimensional flow patterns are instructive [15-18]. They miss, however, the direct 
insight in the effect of model parameters upon physics and chemistry of the process, which 
is inherent of two- (or one-) dimensional analytical models. Recently we have developed 
a two-dimensional model in which diffusion of growth species and surface kinetics are 
combined in order to predict growth rate and depletion effects [6-6]. This model is devel­
oped for a horizontal reactor at atmospheric pressure or pressures down to 0.1 bar with a 
vertical temperature gradient [5] and includes thermal diffusion. In this model the CVD 
number NCVD, defined as the quotient of chemical kinetics flux and diffusional flux, is 
used to incorporate kinetics. Diffusional controlled growth occurs for NCVD > 1· while 
kinetics determines the growth for NCVD < 1. It has been derived that the growth rate 
R(x) as a function of axial position χ can be given by the general expression [6,7] 
with v0 the room temperature gas input velocity, C0 the input concentration, D0 the 
diffusion coefficient at room temperature, h the height of the reactor, and A
n
 and B„ 
constants that are dependent on the boundary conditions (especially temperature, CVD 
number). It has been shown elsewhere [8] that the model can be applied successfully in 
the case of low and medium temperature GaAs growth, the low and high temperature 
growth of Si, and the doping of GaAs with Si. It will be shown in this paper that after 
some modifications this model can also be used for the high temperature growth of GaAs, 
so that the whole range of growth temperatures (600 - 1100 K) is covered by the same 
analytical model. 
It will be demonstrated that the growth of GaAs as a function of temperature can 
quite accurately be described. The surface reactions that occur during the growth are 
combined in one overall reaction rate constant k0, or, more precise, the CVD number 
NCVD, which will be estimated in this paper. From the changes in entropy and enthalpy, 
that follow from the temperature dependence of the overall reaction rate constant, a 
possible surface reaction will be deduced. In a forthcoming paper [21] the model also will 
be applied to the growth of Al IGa 1- IAs, thereby explaining the experimentally observed 
temperature dependent growth behaviour [22]. 
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10.2 General properties of GaAs growth 
The growth of GaAs from TMG in excess arsine (AsHj) with hydrogen as a carrier 
gas has been studied experimentally in great detail [1-5,23]. Among others, some of the 
most important features are repeated here. The partial pressure of TMG varies between 
0 and 100 Pa and the AsH3 partial pressure is a factor of 10-50 higher. Under these 
conditions the growth rate of GaAs is proportional to the TMG input concentration and 
insensitive to the AsHj partial pressure. This justifies the assumption that only one (i.e. 
TMG) growth component has to be considered in the model [6]. The growth rate strongly 
depends on the substrate temperature [1-3,23] and this dependence is divided into three 
regions. In the low temperature region the growth is kinetically controlled due to either 
gas phase or surface reactions. It has been found that the decomposition of TMG is 
rate determining for these low temperatures [8,24,25]. For medium temperatures the 
growth rate is nearly independent on temperature and the growth is diffusion controlled. 
It was shown elsewhere [8] that in order to describe the growth in this temperature 
region employing the previously derived model [6,7] a value of 0.7 cm2/s must be used 
for the diffusion coefficient at room temperature of TMG (AJ.TMG)· Furthermore, a 
constant thermal diffusion factor of TMG (QT.TMG) is used, which equals 1.0 [8]. In the 
high temperature region the growth is again kinetically controlled and surface desorption 
processes are considered to be rate limiting [23]. 
The decomposition of TMG into monomethylgallium (MMG) or Ga atoms is fast at 
temperatures above 500 К [24]. Equilibrium calculations in the TMG-AsHj-Hj system 
show that the equilibrium gas phase mainly consists of Hj, As«, CHj, MMG, As;, and 
GaHj, in decreasing order of importance [26,27]. The presence of As4 and As2 during 
the growth is questioned, however. Data obtained by mass spectrometry [28], infrared 
absorption [29,30], Raman spectroscopy [31], and coherent anti-Stokes Raman scattering 
(CARS) [32] together with calculations of the gas phase composition close to the sub­
strate surface [33] show that AsHj is the most prominent species, and that As« and As2 
are not important. If this is accepted as true then the main species in the gas phase 
are H], АзНз, CH«, MMG, and GaHj, in decreasing order of importance. Preliminary 
adsorption calculations in our laboratory, based on this gas phase composition, show that 
at equilibrium the crystal surface is mainly covered by monoatomic hydrogen and AsH
n 
species roughly up to 800 K. Above 800 К the amount of free sites increases considerably 
at the expense of monoatomic hydrogen and to a larger degree AsH„ species. Data on the 
kinetics of possible gas phase or surface reactions are scarcely available, but reasonable 
estimates can nevertheless be given [27,33-36]. 
10.3 Surface processes, modified model 10 
For the temperature region where the growth is diffusion controlled, it was shown 
already [8] that it is allowed to use model 9 in [7] to calculate growth rates or to take 
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model 10 [7], where diffusion is combined with surface kinetics, however with NCVD -* 
oo. The low and high temperature growth of GaAs requires the use of model 10 and 
therefore an estimate for the CVD number. In order to describe the low temperature 
growth the chemical boundary layer concept is used [8-11]: the decomposition reaction(s) 
only occur(s) just above the surface in a very thin layer in which the temperature is 
constant and equals the substrate temperature. Using the reaction rate constant for the 
decomposition of TMG to MMG [24] in conjunction with the boundary layer thickness the 
CVD number is obtained as a function of temperature. The experimental low temperature 
growth data in this way can be described accurately, which was shown previously [8] for 
data obtained by Reep and Ghandhi [23]. The model can also be used to describe 
the high and medium temperature growth of GaAs, under the presumptions that the 
decomposition reaction of TMG to MMG is fast and that an - at this point - unknown 
surface reaction is rate determining. In order to give a description of the growth over 
the whole temperature region of interest, captured in one model, the model referred to 
as model 10 has to be modified slightly. 
The overall reaction scheme can be written as: 
A{x,y) £ Αίι,Ο) ^ B{x,0) ^ C(i) A D(x) (10.2) 
IÎ fc 
B{x,y) 
where the species А, В, С and D may be identified as TMG, MMG, Ga* (adsorbed 
Ga species) and GaAs, respectively. Species A diffuses from the bulk gas phase towards 
the surface. The reaction where В is formed out of A takes place at (or very close to 
[8,10,11]) the surface with rate constant kt. В then is either adsorbed forming С with 
rate constant k
a
 or diffuses out of the chemical boundary layer to the bulk of the gas. С 
can be desorbed with rate constant fcj. Subsequently С is incorporated to form D with 
rate constant k. A general expression for the growth rate JZ(x) of species D formed by 
reaction Eq. (10.2) can be found in the general case, which is done in Appendix 10.A. 
A simplification is obtained if we assume that the diffusion constants D
a
, the thermal 
diffusion factors αχ and the diffusion temperature coefficients 7 of species A and В are 
equal. This assumption is nearly true and only introduces a small error. It can be shown 
(see Appendix 10.A) that the growth rate in this case is given by : 
with i, = T,/To, T, the substrate temperature, T0 the temperature at the top of the 
reactor (300 K), and Ao the input concentration of species A, and where the CVD numbers 
Ν
Λ
 and NB, defined as the quotient of chemical kinetics flux and diffusional flux [37,38], 
are 
NA a NCVD,A = - £ 4 (10.4) 
ΆΤ — xr k
a
kh k0h . . 
NB
 =
 NcV
™ - (kd + k)D0tl - Dtf ( l a 5 ) 
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where k,, is the overall surface reaction rate constant, defined by Л( і ) = ^„^(і.О) and 
given by к
с
 = kak/(k¿ + к). This relation is readily derived from the consideration that 
R(x) = kC(x) and that C(x) can be derived from (stationary state) 
0 = ^ ^ - = k
a
B(x,0) - к
а
С{х) - JfcC(i) (10.6) 
at 
A(x,t,) is the concentration of species A at the substrate surface (Г = Г,) and F{x,t,) 
is a concentration-like function defined by (see Appendix 10.A): 
П*,*) = -^н^Ё-ьв-МВД (10.7) 
F(0,t) = 4»
 ( 10. 8) 
with i = Τ (у)/To) and where Qn(t) and Yn(x) are defined in Appendix 10.A. For medium 
and high temperatures TMG {A) decomposes completely to MMG (B), so that A(x,t) 
can safely be neglected and the modified model 10 reduces to model 10 as given in [7]. 
The rate determining reactions at these temperatures are adsorption (k
a
), desorption 
(k¿), and incorporation (k). At low temperatures the decomposition of TMG is rate 
determining (A:,) [8,10,23-25]. In the following sections the rate constants kz, ka and kd 
will be either taken from literature or derived from estimated changes in entropy (AS) 
and enthalpy (ΔΗ). The resulting values AS* and ΔΗ* for the rate constant к will be 
used to propose the type of incorporation reaction. 
10.4 Growth of GaAs 
10.4.1 Theory 
The CVD numbers play a central role in the calculation of the growth rate. In this 
section both CVD numbers Ν
Λ
 and NB will be determined from available or estimated 
data on the rate constants kz, ka, kd, and k. At first ΝΛ, defined through Eq. (10.4), is 
computed from the reaction rate constant k
x
, which is determined from data available 
in literature on the decomposition of TMG to MMG [24]. Assuming that this reaction 
takes place in a thin chemical boundary layer where the temperature equals T, and with 
thickness 6
r
, it follows [8-11] that 
fcz.TMO = 2.39 χ 10 1 0 exp ^а.ТМС 
η,Τ. J Sr (10.9) 
with Rt the gas constant, £а,тмс the activation energy of the reaction TMG to MMG 
(28.61 Kcal/mole [24]) and with [8-11] (for a linear temperature gradient) 
*· — 1 Ai.TMG 
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where ST is the height of the thermal boundary layer (for a completely developed flow 
profile it holds that ¿r = h). We thus have (h = 1.8 cm) 
t' Γ 47 991 
*X.TMG = 8.96 x 10* ^-i-y exp [ ^ - J (cm/s) (10.11) 
Hence the CVD number NA can be calculated as a function of growth temperature. For 
example, at 600 К we have NA = 0.1, whereas NA equals 1000 at 1000 K. 
A closer look at the process В •£ С —• D (Eq. (10.2)) leads to a more accurate 
expression for the CVD number NB. From available data [27,33-36] it is found that the 
main species adsorbed at a ( l l l ) G a surface are H, AsHj and MMG, where the adsorbed 
AsHj during its diffusion over the surface will decompose into adsorbed AsH and Hj. 
The adsorbed species AsH and MMG will diffuse to step and kink sites, where a reaction 
between AsH and MMG (forming GaAs and methane) takes place if both species occupy 
adjacent step sites. It must be remembered that growth occurs under an excess of arsenic, 
so the possibility that the Ga positions at the step are covered by AsH is quite high. For 
the following calculations we will therefore assume that the arsenic subsystem - including 
surface and steps - is in equilibrium. The processes concerning As species can therefore be 
described at the step solely. The growth rate in this case is determined by the possibility 
for surface adsorbed (on Ga and As positions) MMG to reach the step. Therefore the 
reaction rate R (which is equal to the growth rate) for the reaction between AsH and 
MMG can be written in terms of coverages as 
R = к 0AiH,a»,it«p 0·,Λι,·ι·ρ 0MMG (10.12) 
where к' contains the total number of step sites N.t.p, which is dependent on misorien-
tation, and where ÍAIH.G»..^ is the coverage of AsH species onto Ga atoms at the step, 
",,Α.,ιαρ the coverage of free sites onto As atoms at the step and CMMG the total surface 
coverage of MMG on As and Ga sites. The AsH] decomposition, which occurs at the 
surface and at the step is at equilibrium, therefore we can write (at the step) 
ЛАіНДер - -Ζ (10.13) 
('А>Нз.С>,>І«р 
with 0AjHa.Ga,.t.p the coverage of AsHj species onto Ga atoms at the step and рн, the H2 
pressure. The AsHj decomposition mainly occurs at the surface, which leads to a similar 
equilibrium (ΑΧ,Η) · It follows, with к'Кмям = ^Ν,
ίίρ
/Ν
Μ
 : 
Л
_ L " l U p °A»H,,G»,.tep д « І1П1А\ 
= kT— "•^.•tep "MMG (10.14J 
•"lot PHa 
Here kT can be written as (using transition state theory) 
kB,
r
 „ [ A S ' ΔΗ« 
К = ^ . Г . е х р _ , _ _ ^ (10.15) 
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with kB the Boltzmann constant, hp the Planck constant, AS* the activation entropy, 
and Δ Η , the activation enthalpy. The constant [kB/hp)N
u
,t equals 21.7 mole/cm
2
sK 
for the (001) surface of GaAs. In order to determine the various coverages, it has to be 
taken into account that the adsorption of H, As and Ga species onto As atoms is different 
from adsorption onto Ga atoms, not only because of a difference in bond strength but 
also because of the possibility to share electrons. An example is the adsorption of AsHs, 
which is possible at a Ga surface, but probably impossible on As sites, because too many 
valence electrons are involved. Therefore, two steady state situations hold on the GaAs 
crystal surface, one for As and one for Ga moieties. The amount of Ga species adsorbing 
onto the As surface sites (k
a
)j[MaB(x,0)e,j^) must equate the amount that is desorbing 
(fc<<,Ai0Ga,Aj) plus the amount that is incorporated in the crystal (R). A similar relation is 
valid for Ga moieties adsorption onto Ga atoms. For the adsorption rate of MMG atoms 
onto the crystal surface no distinction is made between Ga and As surface atoms: in both 
cases the adsorption rate (¿H.MMG) is equal. The following expressions can be derived: 
on As-aites: 
fca.MMC-BÍX.Ojíj.A, = kd^Bcju + kr— i ; 0|,A«,it<p0G»,Aj (10.16) 
•"tot PH, 
on Ga-sites: 
•"•tep РАдНз.Са.нир, 
^ο,ΜΜΟ-οί
1! 0 ) 0 , 0 . = kjCbiaifit + k
r
— ^
 !
 0|,AB,»tepÍGa,G» (10.17) 
JVtot PHJ 
where λα,ΜΜα r a t * of adsorption of MMG on the Ga and As surface atoms 
0і,л> coverage of available free sites on As surface atoms 
fcrf.A· r a t e of desorption from As surface atoms 
"ооЛ· coverage of Ga species (MMG) on As surface atoms 
kr incorporation rate 
JVrtcp number of step sites 
Iftot total number of surface sites ( = JVG» + ΛΆ·) 
Not number of sites in Ga sublattice in crystal surface 
Νχ, number of sites in As sublattice in crystal surface 
0AsH
s
,GMt«p coverage of AsHj species onto Ga atoms at the step 
PH, Hj pressure 
0·,Λ·,·ι·ρ coverage of available free sites on As atoms at the step 
0i,G» coverage of available free sites on Ga surface atoms 
k¿,G% rate of desorption from Ga surface atoms 
0G»,G> coverage of Ga species (MMG) on Ga atoms 
T h e combinat ion of Eqs . (10.16) and (10.17) yields the total surface coverage w i t h M M G 
which is given by 
0MMG = T7—ÍG.^Aj + T T - 0Ga,Ga (10.18) 
JVtot -"tot 
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and which can thus be written as: 
Ν
Α
, 
Ν, 
К, 
ísL· 
GtJu'tM 
1 + •ffca.A· 
kr -W.tep ^AaHa,Ga,»tep
 t 
ka,MMG Ntot 
No 
Рн
а 
"i.Ai.ittp 
typt 
1 + Ko 
kr N,ttp PAjHa.Gn.atep/ 
"i.Aj.ilep 
B(x,0) (10.19) 
with ΑΌβ,Α. = kaMMG/kd¡A, and А'са.Са = fca,MMG/¿d,G. [27,34,35]. The amount N,Up/Ntot 
can be calculated to be 0.035 (= tan 2o) for a 2° misoriented (001) plane. It should be 
noted that per step two sites are present, but only half of these sites (i.e. As) are 
considered to be actually available for MMG adsorption, as the Ga site occupancy is 
reigned by the adsorption equilibrium of AsH species onto Ga. As a first estimate the 
amount of As surface atoms equals the amount of Ga atoms for a (001) plane, being a 
time average. Thus Νχ,/Ntot = N^jNtct = 0.5. 
The other coverages are: 
•KA«,GaPA»H
s 
"A.Hj.Ga — 
"i.Ga = 
"•л· — 
( l + ÄAi.GaPAaHj + Y ^ H . G a P H a J 
1 
( 1 + ÄAi.GaPAiHs 
1 
+ \/ЛН.СаРНз j 
(1 + /*Гн,А.Рн
а
) 
(10.20) 
(10.21) 
(10.22) 
where it is assumed that the coverage with AsH
n
 (n < 3) can be neglected [33,35] and that 
the coverages at the step may be equated to the coverages at the surface. Furthermore it 
can easily be calculated that in practical situations the MMG coverage is much smaller 
(at least three orders of magnitude) than the AsHs coverage, so that the MMG coverage 
may safely be neglected as well in the calculations of these coverages, although of course 
for the growth rate itself the coverage with MMG is essential. The AsH
s
 pressure РА»НЗ 
in a completely developed temperature and concentration profile must be corrected for 
thermal diffusion, as follows [10,39] : 
1пЛл , Н з 
PO,A.HS (10.23) P A I H , ^ТМНЗ 
- 1 
where аг^Нз is the АвНэ thermal diffusion factor (= 0.75 [39]) and PO.ABHJ the input 
AsHs pressure (= 1260 Pa, in our case). 
The constants KQ^,, ÄOa.Gai ÄAi.Ga. -Кн.Са» -ΚΗ,Α·) ajid others can be calculated 
[27,34,35] using estimated changes in entropy and enthalpy as given in Table 10.1, with 
'AS 0 _ AH°' 
Kg ligi 
К = exp (bar­ ilo^) 
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Table 10.1: Thermodynamic properties of some equilibria [27,34,35] 
used in the calculation of the GaAs growth rate. The calculation is 
done at standard conditions Ρ = 1 bar, Τ = 1000 К and θ = 0.5. К is 
given as К = ехр[Д8 0 /Д ( - ΔΗ 0 /.β,Τ]. Errors are of the order of 5 -
1 0 % . 
equilibrium 
H 3 + 2 * G . 
H2 + 2*A. 
MMG + * G a 
MMG + *A. 
AsHj + *G« 
AsH2 + *G» 
AsHj + *A. 
AsH + *G» 
AsH + *A. 
As + *G. 
As + *A. 
AsH, 
AsH
s 
AsHj 
^ 2 H G . 
- 2 HA, 
^ M M G Q . 
^ M M G A , 
^ ASG.HJ 
5=^  ASQ.HJ 
- ASA.H2 
^ ASG.H 
- AsA,H 
^ ASG, 
^ ASA. 
^ AsHj + i H j 
^ AsH + Hj 
^ As + | H, 
Δ Η υ 
(Kcal/mole) 
-24.0 
-25.6 
-33.7 
-39.9 
-39.9 
-39.9 
-42.7 
-39.9 
-42.0 
-39.9 
-41.3 
25.1 
44.2 
58.2 
Δ 8 υ 
(e.u.) 
-26.5 
-26.5 
-37.8 
-37.8 
-35.1 
-32.4 
-33.2 
-27.6 
-28.2 
-23.0 
-23.7 
8.1 
28.5 
39.4 
К 
•ΚΉ,ο« 
•ΚΗ,Λ» 
•Koa.G» 
Кс
Ьі
Аь 
КAiHj.G» 
•KAÍHJ.G» 
A'AJHJA· 
Ä^AiH.Ge 
ΚΑΛΆΜ 
ΚΑΙ,Ο* 
КАМА* 
Í ^ A J H J 
ΚΛΙΗ 
к
А
. 
For the reaction rate constant Jt0 we use the collision frequency of MMG molecules 
to the crystal surface assuming that the sticking coefficient for adsorption equals 1. It 
follows [e.g. 40] 
\2nmJ (10.25) 
where kg is the Boltzmann constant and m the mass of the adsorbed molecule. For MMG 
we arrive at 
k.wiG = 3 9 7 2 V (cm/s) (10.26) 
The CVD number JVB (Eq. (10.5)) can thus be rewritten as follows (using R = 
k
o
B(x,0) and Eq. (10.14)): 
NB = 
•Wrt«p flAiH8,0a,iitep 0MMG 
Doti" D0tl
k
' Ntot J*, υ·**»'Β(χ,ϋ) 
(10.27) 
As all parameters but k
r
 either are known or can be estimated, only the model parameter 
kT has to be fitted. Through the definition of Jfe, (Eq. (10.15)) it follows that the model 
contains two fit parameters only, i.e. AS* and ΔΗ*. In the following these two parameters 
are determined. 
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10.4.2 Confrontation with experiment 
In Fig. 10.1 experimental growth rates for GaAs as a function of temperature in the 
high temperature region are shown for two positions in the reactor, 1 = 6 and ι = 12 cm. 
In the case of χ = 12 cm a good fit is obtained for ASÍ cs - 3 . 3 ± 5 e.u. and ΔΗ^ =г 24 ± 5 
Kcal/mole. In the case of ι = 6 cm the fit yields growth rates which are somewhat lower 
than experimentally observed. This is probably caused by the fact that at χ = 6 cm the 
temperature and concentration profile are not yet fully developed. Having determined 
kf, we now can predict the growth rate as a function of temperature over the whole range 
(600 - 1100 K), which is depicted in Fig. 10.2. It follows that the growth rate is roughly 
constant between 450 and 650 °C, the diffusion controlled regime. For temperatures lower 
than 450 °C the growth is controlled by the decomposition reaction of TMG to MMG, 
which is shown in Fig. 10.3, where the CVD numbers Νχ and Т д are drawn as a function 
of temperature. Below 450 °C the CVD number Νχ is smaller than JVB and therefore 
controls the growth rate. Above 450 °C NB is smaller than І Л . Between 450 and 600 °C 
АГд equals ~ 10, hence the growth is almost completely diffusion controlled [7]. Above 
600 °C NB starts to decrease and above 650 °C NB is of the order of 1, indicating that 
the growth controlling mechanism changes from diffusion to kinetically controlled. It can 
be calculated that at temperatures above 600 °C the coverage of Ga and As species at 
surface sites is low. Apparently the desorption of the Ga (and As) species determines the 
growth rate. This behaviour is also observed by Reep and Ghandhi [23], although at a 
much higher temperature (i.e. 850 °C), which can be attributed to the type of reactor 
used. Metal Organic Molecular Beam Epitaxy (MOMBE) [41] and conventional MBE 
[42] observations show that the rapid decrease of the growth rate occurs at T, > 650 °C, 
which is explained by the desorption of Ga containing growth species. 
The value for AS* (i.e. —3.3 e.u.) can be explained using the following argument. 
We suppose that an As species is adsorbed at a step. The incorporation of a Ga atom 
will only take place if there is a free step site available next to the adsorbed As atom at 
the step. It should be borne in mind that therefore the amount of available step sites for 
Ga adsorption is half the total amount of step sites. An intermediate or transition state 
HAs-GaCHj can then be formed. The entropy of this state (Здх.^.сн,) will be a few 
e.u. larger than the entropy of GaAs ( S Q ^ = 29.4 e.u.) as vibrations still are possible. 
The proposed reaction mechanism was already used implicitly in Eq. (10.14). Hence it 
follows that 
Δ8* = S L ^ C H , - S ^ ^ . - S U , , ^ . + S ^ . ^ + Я > ^ (10.28) 
The S ^ for species Ί are calculated using Ъ^ = 5 ^
м
 + A S ^ . The S ? ^ are found 
from 
S?.ÍM = S?,gMiíe8K + / 2 e g '-ψ-άΤ (10.29) 
with с
р
(Г) the molar heat capacity, using data given by Tirtowidjojo and Pollard [26]. 
The AS' . j , are given in Table 10.1. Using the calculated values S^MG,^, = 42.4 e.u., 
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Figure 10.1: Dimensionless growth rate R{x)¡vuCa as a function of 
temperature for ι = 6 and χ = 12 cm. The experimental points 
at ι = 12 cm are best fitted using ASj ~ - 3 . 3 e.u. and ΔΗ* ^ 
24 Kcal/mole; the deviation between fit and experimental points at 
i = 6 cm stems from the not yet fully developed temperature and 
concentration profile. Other parameters are: or = 1.0, «γ = 1.7, 
h = 1.8 cm, PO.TMG = 63 Pa, ро,л.н, = 1260 Pa, рн, = 1 bar, 
t>o = 7.4 cm/s. 
SAJHJ.IUÍ» = 33.0 e.u., and 8н
а
 ^ = 39.4 e.u., and the value for Δ8* as obtained from the 
fit (—3.3 e.u.) we calculate that Sf l A i_G,C H $ =г 34.0 e.u, which indeed is =ί 4.6 e.u. larger 
than the entropy of GaAs. 
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Figure 10.2: Dimensionless growth rate R(x)/v0C0 as a function of 
temperature for ι = 12 cm over the whole temperature range, using 
AS* SÍ -3.3 e.u. and ΔΗ* SÌ 24 Kcal/mole. Between 450 and 650 °C 
the growth rate is constant: the diffusion controlled regime. Below 
450 °C the growth is determined by the decomposition reaction of TMG 
to MMG. Above 650 "C the growth is determined by the desorption of 
growth species. Other parameters are: ay = 1.0, 7 = 1.7, h = 1.8 cm, 
PO.TMG = 63 Ра, роліНз = 1260 Pa, рн
а
 = 1 bar, uo = 7.4 cm/s. 
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Figure 10.3: CVD numbers NCVD^A and NCVD.B a3 a function of tem­
perature over the whole temperature range, using AS) ^ —3.3 e.u. and 
ΔΗ* г; 24 Kcal/mole. Below 450 °C NA. is smaller than NB, hence the 
growth is determined by the decomposition reaction of TMG to MMG. 
Above 450 °C NB is smaller than Ν
Λ
. As NB is larger than 3 up to 
600 °C, the growth is completely diffusion controlled. Above 650 °C 
the growth is kinetically controlled, i.e. the growth is determined by 
the desorption of growth species. Other parameters are: a? = 1.0, 
7 = 1.7, A = 1.8 cm, ро.тма = 63 Pa, ро,л.н, = 1260 Pa, рц, = 1 bar, 
VQ = 7.4 cm/s. 
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The ΔΗ^ can be written as 
ΔΗΪ = НІ.л.^.сн, - H ^ G , ^ , - Н ° ,
Н з
^ . + Н °
з л м
 (10.30) 
Analogous to the determination of S 0 values the 11°^ are calculated using H ^ , = Η°
Ϊ Μ
 + 
ΔΗ° 4 α.. For the Н ^ we have 
fioao 
K^ = K^,2,sK + J2Ba 'ÁT)dT (10.31) 
With data given by Tirtowidjojo and Pollard [26] and the ΔΗ",,,, data as given in Ta­
ble 10.1, we calculate HjjMG.ad» = - 7 · 4 Kcal/mole, H^, H s l ^, = -15.0 Kcal/mole, and 
ΗΗ,,ΪΒ. =
 4
·
9
 Kcal/mole. With ΔΗ^ = 24 Kcal/mole as obtained from the fit it follows 
that Нид^цсн, ~ — 3 . 3 Kcal/mole. The value for H ^ . Q , ^ can be explained if one 
considers the interatomic bond strengths of the HAs-GaCHs molecule and its As and Ga 
bonds to the crystal surface. Both the As bond to the Ga surface atom and the Ga bond 
to the As surface atom are completely formed. However, the Η-As, As-Ga, Ga-СНз, 
and H-CHs bonds in the HAs-GaCHj molecule are somewhat loosened. If we assume 
that the bonds in the HAs-GaCHj molecule are half their normal values, we can write 
for Н д д ^ . с н , : 
HHA.-G»CHS = Η ^ , Η ^ + Нммскі, - 0.5 (ΓΆ.-Η + I>Ga-CHs - ßA.-G» - Аі-СНз) 
(10.32) 
where ZVj denotes the diatomic bond strength of bond i-j. Hence, ΔΗ* can be written 
as 
Δ Η ' = H^,H „j, - H^.H s ^  + H£a g M - 0.5 ( D A ^ H + ßc-CH, - ^ A I - G . - ^н-снэ) 
(10.33) 
Using Hi, H i M i , = 24.2 Kcal/mole, ^км,:Кая = -15.0 Kcal/mole, HäJiIM = 4.9 Kcal/mole, 
and the values —65, —59, —40, and —104 Kcal/mole for the diatomic bond strengths 
DA-U |26], .DG.-CHS [26], DA,-G» [26], and Г>н-сн, [43], respectively, we finally arrive at 
ΔΗ* ϋ 34 Kcal/mole, which corresponds reasonably well to the experimentally derived 
value of 24 Kcal/mole. It should be remarked here that uncertainties in calculated values 
for S are usually small, whereas values for H c contain considerably larger errors, some­
times exceeding 100 % [26]. The choice of the factor 0.5 with which the diatomic bond 
strengths are multiplied might be questioned. The bonds are nonetheless weaker than 
normal. If the factor 0.5 is replaced by 0.75 or even 0.9 the derived value for H| is 29 
or 26 Kcal/mole, respectively, which may be as valid as 34 Kcal/mole, considering the 
uncertainties in the various values for H0. From the above argument we conclude that 
it is plausible to use the proposed reaction, as was also suggested by Reep and Ghandhi 
[23]. The exact reaction path cannot be found on the basis of growth rates alone. Other 
techniques, such as in situ measurements of the composition of the gas phase adjacent 
to the crystal surface and of the type of species that are adsorbed on the surface, must 
give a more definite answer. These in situ measurements employing Fourier Transform 
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InfraRed spectroscopy (FTIR) are currently in preparation at our laboratory [44]. How-
ever, it is found that the proposed reaction describes the growth rate of GaAs rather well 
and it is believed that at least such a type of reaction between two adsórbales (As- and 
Ga-contalning species) must take place [23,45]. 
In conclusion, the growth of GaAs from TMG and AsHs over the whole temperature 
region (600 - 1100 K) can be described using a reaction scheme from which an overall 
reaction rate constant can be derived. Although kinetic data on the specific surface 
reactions are scarce and possess (too) large errors, we nevertheless feel that a tentative 
conclusion may be drawn as to the type of surface reaction involved, i.e. adsorbed 
MMG and AsHn species react at a step to form GaAs with AS* ^ —3.3 e.u. and 
ΔΗ* =г 24 Kcal/mole. 
10.5 Conclusion 
It is shown that the analytical models that have been derived earlier [6-8] can be 
used after slight modification to describe the growth of GaAs over the whole temperature 
region (600 - 1100 K). The most important parameters of the model are: (1) the gas 
phase diffusion coefficient DQ and the thermal diffusion factor αχ for TMG and TMA, 
and (2) the reaction rates of adsorption and desorption of the Ga containing species 
and the rates of a reaction between these components and an As containing species. It 
is concluded that in the low temperature region the gas phase formation of MMG is 
rate limiting. In the mid temperature region the supply of growth species in the gas 
phase is rate limiting, so that a maximum growth rate is obtained that is independent of 
temperature. In the high temperature region the desorption of MMG becomes so strong 
that the growth rate is decreased. The transition from the mid region to the higher 
temperature region is determined by a surface reaction, possibly the one between MMG 
and AsH at a step. From the scarce and quite large errors containing data some kinetic 
data are derived for the adsorption/desorption equilibrium of MMG which are used to 
explain the temperature dependence of the growth rate. It will be shown in a future paper 
[21] that with these and other data on Al species the temperature dependence of the Al 
incorporation coefficient can be explained rather well. It will be clear that with better 
and more available data a more specific conclusion can be made about the reactions that 
actually occur at the surface and that contribute to the growth. 
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10. A Derivation of modified model 10 
The overall reaction scheme can be written as (see Eq. (10.2)): 
A{x,y) £ A(i,0) h B(x,0) £ C(x) Λ D(x) (10.A1) 
IT *i 
B(x,v) 
Analogous to the derivation of model 10 [7] we have for the concentration A{xty) of 
species A: 
dAlx 
υτ *-Ρ - τ,{°<™[aç*
 + ,..+I,^jiffl«i]} „о.«, dz 
with DA(T) the diffusion coefficient of species A [DA(T) = I>0lΛ(Γ(y)/To)"'',), аг,л the 
thermal diffusion factor of A and where vr denotes the average velocity using the corrected 
plug flow profile for a linear temperature gradient [7]. In the coordinate system used χ is 
in the direction of the flow, whereas у is pointed normal to the susceptor surface. Using 
the substitution t = T(y)/TO we arrive at 
1 1 h'vodAjx. 
t. -lìat,D0rA дх ^ - S H ^ + i - - « ^ ] } <·"« 
with ¿, = Τ,/To and where To is the temperature at the top of the reactor and T, the 
substrate temperature (= growth temperature). The boundary conditions are: 
1 
A(0,t) = ^ 0<y<h 
JA(x,l) = 0 x>0 
- Ü j A ( x , i . ) = kxA(x,t.) 
(10.A4) 
(10.A5) 
(10.A6) 
with Ao the input concentration of species A and with JA(x, t) the diffusional flux defined 
JA(x,t) = В0,АГ,* 
àA(x,t) , , ..А(х,і) 
1" (аТ,А + 1) dt · V •'•Л ' ' ' ί (10.A7) 
The last boundary condition Eq. (10.A6) can be rewritten using the CVD number NCVD 
[37,38]: 
Ν
Λ
 = NCVDA = т г ^ й - ( 1 0 - A 8 ) 
LO,A1· 
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This then yields 
{ ^ ( ^ A M - . - · <•"·> 
Using the separation of variables method and equating the resulting expression to the 
constant —A1, leads to the following solution [7]: 
A(x,t) = Aof2ßnPnA(t)XnrA(x) (ЮЛЮ) 
where the functions Р„,л(і) and Х
ПІ
А(Х) are given in terms of Bessel functions of first 
and second kind and of fractional order, J
n
(x) and Y
n
(x), respectively [7,46,47]: 
Р
п
,л(*) = ti<"«^' UA ( ^ ) - ^ f f i ^ ^ V ' ) } (10.A11) 
X
n
Ax) = β φ [ - λ Ϊ ( ί . - 1 ) 1 ι . ί . ^ ϊ ] (10.A12) 
and where ζ^ and e л are defined as [7] 
U = | а Г ' А - 7 Л + 2 1 (10.A13) 
ел = ^ (10.А14) 
Hence, if к
г
 is known as a function of temperature, the λ„ and β„ can be found numerically 
and A(x,y) can be calculated. It should be noted here that for the medium and high 
temperature region the reaction from A to В at the surface is very fast, so that at the 
surface all A is decomposed to B. 
For species В we have 
1 1 Λ'υοθΒίι,ί) θ ί „ \9B(x,t) , . B ( i , t ) l ì 
í-TTi^^-ir1 = Ъ Г [ л + ^  + ^ t J} ( 1 0 · Α Ι 5 ) 
The boundary conditions are: 
B(0,t) = 0 0 < ν < / ι (10.A16) 
JB(Z,1) = 0 ι > 0 (10.A17) 
- ^ ¿ ^ J B ( X , I . ) = -*.A(i ,t . ) + £ ^ B ( x , t . ) (10.A18) 
with J B ( I , ( ) the diffusional flux defined as (analogous to Eq. (10.A7)) 
'ад(х,0 . , . , іД(«.01 JB( i , í ) = Do^í? d( + (α τ . Β + 1 ) ^ ^ ] (10.A19) 
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Boundary condition Eq. (10.A1S) can be rewritten using 
k
a
kh 
NB Ξ M CVDfi (hi + k)Do,Btl (10.A20) 
This yields 
The solution can be written as (using the constant —μ' instead of -λ*): 
B(x,t) = ¿vnQn,B(t)YnA^ 
with 
QnA<) = ι«-—>{*.(£««•) - ^ і Ц у , » ^ ) } 
До,в 
υοΛ 
У„,(х) = e x p [ - ^ ( t . - l ) l n t . ^ g 
and where £в and ед are defined as 
<B = 
ев = 
In the special case 
Ιοφ,Β - 7в + 2| 
2-TfB 
2 - 7 f l 
MÌ£O,B = А ^ о л 
it follows that 
Hence we assume that the solution B[x,t) can be written as : 
B(x,t) = £г»
п
д
п
,в(0^(і) + Ê ^ ^ B W ^ A W 
with 
л^(0 = ttí"··»^ '» jjf. (£*«») - y'"'[S''»fe'")) 
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The coefficients η
η
, μ
η
, and β
η
 can be found by substituting the solution B(x,t) in 
Eqs. (10.A15), (10.A16), (10.A17), and (10.A21). It follows that 
{г^іа+^+цЬгМ}"
 =
 „ „0.АЗЧ 
= "
Л
, %·**.•"-"Рп+МЬЛо (10.Α34) 
tt — Ι Μοβ 
PO PO 
J2v
n
QnAt) + Σ'Ή^.,Βίί) = 0 (10.A35) 
n = l n = l 
which is solvable, in principle. For the growth rate it can be derived that 
R(X) = Μ!ΆΝΒΒ(Χ,0) 
= ^^•Ν
Β
{ζη
η
ς
η
,
Β
^ίΥη.Β^) + ё^Я».в(0^пл(х)} (10.A36) 
ft
 l n=l n=l J (=«. 
If we take the diffusion constant and thermal diffusion factor for species A (TMG) 
equal to the ones for species В (MMG), thus Do = Do.x = DQ.B, Ί = ΊΛ — ΊΒ, and ar = 
ΟίτγΛ = с*т,Ву а much simpler expression for the growth rate can be derived. Following 
the above described derivation, it holds that 
Яп.в(*) = Р»Л*) =pn(t) (10.A37) 
We then arrive at (also Qn¡B(t) = Qn{t), YntB(x) = Yn(x), XnA(x) = Xn(x)) : 
30.(0 
«» = ßnAo „ ΝΛ.. (10.A38) 
NB-NA 
+ ( i S r 1 1 + Ä)«-W = 0 ^.AZ9) 9t 
NA AO 
+ Σ4η<ίη{ή = 0 (10.A40) 
NB-NA t · ^ 
and the μ
η
 and η
η
 can be found numerically. Defining the function F(x, t) as 
' ( * . 0 = - ^ Г ^ Σ ЧпЯпШпЫ (10.A41) 
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it follows from Eq. (10.Α40) that 
F(0,t) = ^ (10.A42) 
Finally the growth rate can be derived : 
R(x) = ^p-NBB^,0) 
D(T,) 
h ^NBíf:enp„{t)xn(x) + f:OnQn(t)Yn(r)\ Kn=l n=l J t=tt 
=
 ^f-^JTT^ki^1'^-^'^ ( 1 0 · Α 4 3 ) 
or, writing R(x) as a dimensionless variable [7] : 
The growth rate can now be calculated if the reaction rate constants kz, кл, k¿, and к, that 
are used to calculate the CVD numbers NA and Ng, are known. The diffusion constants 
and thermal diffusion factors for TMG (species A) have been determined elsewhere [8], 
however they are unknown for MMG (species B). As a best guess we therefore take the 
constants for MMG equal to the ones for TMG and Eq. (10.A44) is used to calculate 
growth rates. 
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Chapter 11 
Temperature-dependent aluminium incorporation in 
AlrGai-zAs layers grown by Metal Organic Vapour 
Phase Epitaxy 
Abstract 
The temperature-dependent behaviour of the solid composition x, of AUGa^jAs has 
systematically been studied as a function of gas phase composition x, in an optimized 
horizontal Metal Organic Vapour Phase Epitaxy reactor at atmospheric pressure. Up 
to a temperature of 660 °C the Al incorporation is constant but slightly exceeds the 
Ga incorporation. Above this temperature the Al incorporation strongly increases with 
temperature. This behaviour is most probably related to a change in growth mecha­
nism from mass transport limited growth to a regime where the growth is controlled by 
thermodynamics, especially for the gallium species. 
W.G.J.H.M. van Sark, G.J.H.M. Janssen, M.H.J.M. de Croon, X. Tang, L.J. Giling, 
W.M. Arnold Bik, C.P.M. Dunselman, F.H.P.M. Habraken and W.F. van der Weg, 
J. Appi. Phys. β4, 195 (1988). 
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11.1 Introduction 
Twenty years after the original demonstration of the utility of the Metal Organic 
Vapour Phase Epitaxy (MOVPE) process by Manasevit [l] MOVPE has evolved into 
a major epitaxy technique for Ш- semiconductor materials. A large number of de­
vices based on two-dimensional electron gas structures and multiple-quantum-well hete-
rostructures have been made employing MOVPE; this alone demonstrates its importance 
[2,3]. The chemistry of the MOVPE process is still a subject of discussion, however cer­
tainly where it concerns the growth mechanism of ternary and quaternary compounds. 
Also the mechanism that determines the amount of aluminium that is incorporated in 
AUGai-xAs is not yet fully understood. Several authors [2-4] have shown that the Al 
incorporation coefficient (defined by these authors as the ratio of the solid composition 
x, in Al IGai_ IAs and the gas phase composition z t ) slightly exceeds unity and is not 
dependent on growth temperature. Here х
г
 is defined as the ratio of the Al containing 
growth species (trimethylaluminium (TMA)) over the total group ІП elements concen­
tration (TMA and trimethylgallium (TMG)), where one has to take into account the 
dimerization of TMA. Takahashi et al. [5] however reported a higher value, that does 
depend on growth temperature, employing a horizontal atmospheric pressure reactor. 
We will show that beyond a certain transition temperature the Al incorporation strongly 
increases with temperature. 
11.2 Experimental growth conditions and analysis 
techniques 
A horizontal atmospheric pressure reactor with a rectangular cross-section and a long 
horizontal susceptor was used in our experiments [6]. The purpose of the long susceptor 
is to establish a fully developed flow profile in the reactor, such that the diffusion flux 
of the growth species can be calculated with reasonable confidence and accuracy. This 
is in contrast with reactors, where the susceptor length is so short that the flows are 
in their early stages of development, and uncertainties in boundary layer width and 
temperature profiles are so large, that no reliable calculations are warranted. The reactor 
was resistance heated at the bottom and water cooled at the top to establish a known 
temperature gradient [6]. Al IGa1_ IAs layers were grown on Cr-doped semi-insulating 
GaAs substrates with orientations (110), (100) 2° off towards (110), and ( l l l )Ga. TMA 
and TMG were used as source gases for Al and Ga, respectively; pure arsine was used 
for the arsenic and a molsieve was installed in the arsine line. Hydrogen was used as a 
carrier gas. The bubbler containing TMA was held at 17 "C while the TMG bubbler was 
held at 0 "C. The flowrates of TMA and TMG were varied between 0-3 seem and 1-3 
seem, respectively. The AsHj and Hj flows were kept at 60 seem and 4 slm, respectively. 
The room temperature mean flow rate was 7.5 cm/s. The growth temperature was varied 
between 590 and 760 °C and was determined by measuring the substrate temperature 
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using a pyrometer. The growth rate was typically 0.1 д т / т ш and was measured by 
taking Scanning Electron Microscopy (SEM) photographs of stained cross-sections of 
epitaxial layers. The amount of Al incorporated in Al IGa1_ IAs was measured by three 
techniques, viz. photoluminescence (PL), elastic recoil detection (ERD), and inductively 
coupled plasma atomic emission spectroscopy (ICPAES). 
From PL measurements performed at 4 К the Al solid composition x, could be ob­
tained from x, = 0 to 0.4 using the linear relation between PL peak position and compo­
sition [7,8]. For higher values of x,, AlxGaj-^As becomes an indirect semiconductor [9]. 
Recent PL measurements [10] show that it is also possible to measure the Al concentration 
in this regime by observing the indirect transition and taking into account the phonon 
coupled to it. ERD was performed at the Van der Graaff tandem accelerator facility at 
the Utrecht State University. This technique can be applied to measure light elements 
(such as Al) in a heavy atom matrix (GaAs) [11]. A 50 MeV Cu beam was used to ir­
radiate the grown layers. The recoiled and backscattered particles pass a 9-μτη absorber 
foil and the remaining particles are then analyzed. In order to determine the Al content 
by ICPAES the complete samples were dissolved in boiling HNO3 (25 % ) . Subsequently 
the solution was injected into the plasma chamber and analyzed; from the knowledge 
of layer and substrate thicknesses the amounts of Ga, As, and Al were obtained. ERD 
and ICPAES are capable of measuring the Al content in the whole range from x, = 0 
to 1. The highest accuracies are obtained by PL, followed by ICPAES, because of the 
uncertainties in layer thickness. Detailed ERD measurements were published elsewhere 
[11]. 
11.3 Results 
All three measurements give basically the same results. In Fig. 11.1 the data points 
are given for the Al composition x, as a function of input concentration ratio x, for a 
growth temperature of 750 "C and for growth temperatures below 650 °C. The dotted 
line represents literature data taken from the review article of Ludowise [3]. These data 
are mainly for temperatures lower than 700 °C. At these lower growth temperatures our 
data are in good agreement with the literature data. 
11.3.1 AljGaj-jAs growth model 
Models that describe the growth process in horizontal flow reactors yield the following 
general relation for the growth rate r [6,12] (in Appendix 11.A a more thorough treatment 
is given) : 
r = C0 f (11.1) 
where Co is the input concentration of the group ΠΙ component and f is made independent 
of the concentration of the group ΙΠ component. Explicit expressions for f are not 
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Figure 11.1: Data points for the aluminium solid fraction x, in 
Al IGa 1_ IAs as a function of the input Al concentration ratio χ, 
([TMA]/([TMA]+[TMG])) in the gas phase at a growth temperature 
of 750 "C and at growth temperatures below 650 "C. The dotted line 
is drawn according to data taken from Ludowise [3]. The full line is a 
theoretical line for α = 3. The dotted line can entirely be described by 
α = 1.3. Growth conditions were PTMA+TMG = 65 Pa, V/III = 25. 
really needed here, but for the regimes where transport through the gas phase is rate 
determining or where the chemical kinetics at the crystal surface dominate, it can be 
proven that [2,3,6,12] (see Appendix 11.A) 
diffusion limited : fVD0,v^h,x,T) = A-£ exp ( - В —?-τ) (11.1a) 
η \ voh h J 
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kinetically limited : г(*о,Г) = fco exp ( - — ^ ) (11.1b) 
where Do the binary diffusion coefficient of the group Ш component at room 
temperature 
Vo the mean horizontal gas flow velocity 
h the free height above the sueceptor 
χ the coordinate along the reactor (heating starts at χ = 0) 
А, В temperature dependent dimensionless numbers, which are a weak function 
of Τ and the thermal diffusion factor aj- only (see Appendix 11 .A) 
¿b pre-exponential factor of rate constant, which is a weak function of Τ 
and the thermal diffusion factor aj only (see Appendix 11.A) 
E
a
 activation energy for chemical reaction or reaction enthalpy for equilibria 
Τ growth temperature 
Д gas constant 
Equation (11.la) shows that horizontal flow reactors always exhibit depletion in the 
direction (z) of the flow for the diffusion limited regime. In the case of Eq. (11.1b) 
the expression can become much more complicated, but it will always contain at least 
one reaction-rate constant or equilibrium constant. The essence is that in this case an 
exponential temperature dependence comes into play. 
For the growth of AUGa^.As Eq. (11.1) will be valid for both Ga and Al [13,14]; it 
follows that for pure GaAs and AlAs the growth rates are given by 
r e = [TMG]fCa (11.2) 
гм = [TMA]^ (11.3) 
where [TMG] and [TMA] are the input concentrations of TMG and TMA, respectively. 
For the growth of AUGaj., As it is assumed that the total growth rate is given by rGl¡ + rM 
and that r e and r j^ are independent of each other. The amount of incorporated Al (χ,) 
can then be calculated to be 
I =
 Γ
» '
 =
 \™A\ f«
 f l l 41 
rM + rC a \TMA\ f M + [TMG] fCo V ' ' 
By defining a as 
α = 
Тол 
(11.5) 
and using ι , = ([гдЛыгмсЦ we obtain 
i . = 7 ' . (11.6) 
1 + (a - \)x, y ' 
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α
 - (i - x. )/( l - χ,) ( 1 1 · 7 ) 
α can be called the ratio of the incorporation coefficients of Al and Ga for the growth of 
A^Gai-ïAs and is equal to the Al incorporation coefficient itself [2-4] for x, and x ( —• 0. 
The incorporation of Al in Al IGai_ IAs can thus be described by one variable (a), which 
is a function of temperature. This is perfectly demonstrated for the two lines in Fig. 11.1. 
The complete dotted line is represented by α = 1.3 whereas the complete solid line is 
given by a = 3. 
11.3.2 Temperature dependence of growth rate and combined 
incorporation coefficient a 
Comparing Eqs. (11.5) and (11.1a), (11.lb) we see that a depends on temperature 
through the numbers A and В or via the activation energy E
a
. In order to study this 
behaviour in more detail we have varied the growth temperature and determined the 
growth rate as well as a. Figure 11.2 shows the growth rate of GaAs and Al IGa1_ IAs as 
a function of temperature. The curve drawn belongs to substrates that where placed at 
position χ = 12 cm, where the temperature, concentration, and velocity fields are fully 
developed. Two regions can be distinguished: region 1, where no temperature dependence 
is found and region 2, where a temperature dependence does exist. In region 1, gas phase 
diffusion of growth species is rate limiting [6,15]. The drop in growth rate in region 2 
is still under debate; explanations for the lower growth rate at higher temperatures run 
from homogeneous gas phase reactions [16] and arsenic evaporation [17] to desorption of 
growth species from the crystal surface [15,17]. 
In Fig. 11.3 the temperature dependence of α is shown. The curve drawn is for 
experimental points taken from substrates lying at positions χ = 9, 12 and 15 cm. Data 
points taken from substrates positioned at χ < 9 cm give a similar behaviour, but here the 
curves are shifted towards higher temperature. This basically means that the temperature 
profile in the gas above the substrates has not yet been fully developed and that the 
chemical reactions are not completed in the entrance region of the reactor for these 
experiments. A similar result has been reported by Takahashi et al., who increased 
the flow over the substrates and observed a lower incorporation coefficient due to a 
lower effective growth temperature [5]. For substrates at χ > 9 cm a transition at 
660 °C is observed from temperature-independent (region 1, α = 1.3) to temperature-
dependent behaviour (region 2). This transition coincides with the kink in growth rate 
as a function of temperature, as shown in Fig. 11.2. In our opinion the increase of a 
at higher temperatures can be explained assuming that the Ga growth species desorb 
faster than the Al growth species because of bond strength reasons: the Al-As bond is 
stronger than the Ga-As bond. This follows from the difference in the heats of formation 
of AlAs and GaAs, which are 150 and 128 Kcal/mole, respectively [18]. Consequently 
there will be less Ga available for incorporation in comparison with Al. In the insert of 
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Figure 11.2: Growth rate r of Al,Gai-
z
As and GaAs as a function of 
growth temperature at a position ι = 12 cm. Note that above 660 °C 
the growth becomes temperature dependent. Growth conditions were 
•Ртмл+тма = 63 Pa, /Ш = 25, z f = 0.14, and substrate orientation 
(110) and (100) 2° off towards (110). 
Fig. 11.3 an Arrhenius plot is drawn for a. From this plot we derive an activation energy 
of 15.3 Kcal/mole, which is a plausible figure for the desorption of Ga from the surface. 
Thus we tentatively conclude that for these higher temperatures the incorporation of 
Ga is thermodynamically controlled. Theoretical arguments in support of this will be 
presented in a future publication [12]. The results presented seem to be contradictory 
to results obtained by other authors [2-4], who have grown AljGaj.jAs at temperatures 
higher than 660 °C, but nevertheless obtain an α of 1 - 1.3. This is most probably due 
to the fact that in their case the temperature, concentration, and velocity profiles are 
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Figure 11.3: The ratio of the incorporation coefficients of Al and Ga a 
as a function of growth temperature for substrates at χ > 9 cm. Note 
the transition at 660 °C from temperature independent (region 1) to 
temperature dependent behaviour (region 2). The full line is only drawn 
to connect the corresponding data points. The insert shows an Arrhe-
nius plot of the same data points. From this an activation energy of 
15.3 Kcal/mole is derived. Growth conditions were PTMA+TMG = 63 Pa, 
V/III = 25, i , = 0.14, and substrate orientation (100) 2° off towards 
(110). 
not fully developed, leading to a lower effective growth temperature [5]. The fact that at 
temperatures lower than 660 °C α exceeds unity is not fully understood. 
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11.4 Conclusion 
In this paper, we have shown experimentally that the incorporation of Al in 
AlzGai.fAs is dependent on temperature beyond a certain transition temperature. Below 
this temperature the growth rate is limited by gas phase diffusion. Above this tempe­
rature, most probably, thermodynamically controlled surface processes (e.g. enhanced 
desorption of Ga with respect to Al) are rate limiting. At lower pressures ( 1 - 1 0 mbar) 
we expect that the temperature variation in α will be at least similar, but probably 
stronger than at atmospheric pressure; experimental results [4,19-23] however do seem 
to be contradictory at this point. In a future publication we will present a more elabo­
rate growth model in which surface processes are included [12] and that will give a more 
theoretical basis for our conclusions. 
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11.A Derivation of growth rate 
To obtain an analytical expression for the growth rate r one has to solve the diffusion 
equation [24], which can be written in its general form as 
^ ^ + - пСш = VDCM (Vn + а т п ( І - п ) ІпГ) (11.A1) 
where C<„i total gas phase concentration (= P/RT) 
η mole fraction of growth species (С = пСш ) 
С concentration of growth species 
ΰ flow velocity 
D the binary diffusion coefficient of the group III component 
ατ thermal diffusion factor 
Τ growth temperature 
Ρ total pressure 
R gas constant 
A Cartesian coordinate system is used for our rectangular reactor (height h), in which 
χ is parallel and у perpendicular to the gas flow direction. Considering the reactor is 
of infinite width the problem is reduced to a two-dimensional ( i — y) one. Flows under 
typical МО РБ conditions are laminar and in a quasisteady state [14,25]. Furthermore 
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we assume that the velocity ν is only a function of the height y which can be approximated 
by a mean velocity and that the temperature Τ is a linear function of y (this has been 
shown earlier [26]) : 
with 
V = « o ? ( | ) 
T{y) = T. - (T. - T
a
) Í 
where T, substrate temperature (y = 0) 
To temperature at top of reactor (y = h) 
Do mean horizontal gas flow velocity 
'©-GM-©" 
(11.A2) 
(11.A3) 
(11.A4) 
At χ = 0, where heating of the substrates starts, the velocity and temperature profiles are 
suddenly changed, as if the new profiles resulting from the heat shock are immediately 
established. This eliminates entrance effects, which is allowed in our case, because of 
the fact that our samples are always positioned beyond position χ = 8 cm to be sure 
that the velocity and temperature profiles are well established. With these assumptions 
Eq. (11.Al) reduces to (rewriting С as a variable, using Ρ = 1 bar, and η <C 1) 
Equation (11.А5) is solved using the following set of boundary conditions 
(11.A5) 
' ' » 1 » = * 
т
Со 
о 
(11.А6) 
(11.А7) 
(11.А8) 
where C0 is the input concentration of the group III component. Boundary condition 
Eq. (11.A6) represents the sudden change in the temperature profile at χ = 0. The flux 
of species out of the top of the reactor is zero (Eq. (11.A7)). The presence of surface 
kinetics (Ga and Al species adsorb at and desorb from the substrate surface) results 
in boundary condition Eq. (11.A8): the flux of growth species through the gas phase 
towards the substrate equals the flux of species that actually are incorporated in the 
growing epitaxial layer. Equation (11.A8) can be rewritten to yield (introducing the 
well-known CVD number [27,28] NCVD) 
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( ЭС С' dT\ 
1й + {ат + 1)т.п)
 =0 = "™
с
'>=° ( 1 1 A 9 ) 
with 
С 
у' 
Nevo 
The growth rate r is defined as 
Solving Eq. (11.A5) with boundary conditions Eqs. (11.A6), (11.A7) and (11.A9) yields 
a solution for C'; substituting this solution in Eq. (11.AIO) then gives 
Φ ) = ^ Σ Λ β χ ρ ( - Β . ^ ) („.All, 
where A, and B, contain the CVD number and combinations of Bessel functions of first 
and second kind of fractional order and are weak functions of the temperature Τ and the 
thermal diffusion factor aT. 
It can be shown [12] that for NCVD < 0.1 the first term (i = 1) contributes more than 
99% to the total solution. For NCVD > 100 an error of « 18% is made when only the 
first term is used. Therefore Eq. (11.All) reduces in good approximation to 
r = Cor (11.A12) 
with in the diffusion limited regime ( NCVD > 1) 
'-'тМ-'аЭ
 (11
'
Α13) 
For the kinetically limited regime ( NCVD < 1) a much smaller error ( и 1%) is made when 
only the first term in Eq. (11.All) is used. Recalling that the dimensionless numbers A¡ 
and B, are functions of NCVD m which the influence of к is expressed, it can be shown 
that for the kinetically limited regime Eq. (11.A12) is valid too, with 
f = kEexp (-F—x\ (11.A14) 
where E and F are weak functions of T„ To and αχ of the order 1. For small к and as­
suming that the limiting reactions exhibit Arrhenius type behaviour Eq. (11.A14) reduces 
to 
213 
C_ 
Co 
У 
h 
kh 
DT, 
C H A P T E R 11 T - D E P E N D E N T A L INCORPORATION IN M O V P E GROWN A L G A A S 
fíAo.T) = * ο « φ ( - ^ ) (11.A15) 
Equations (11.A12), (11.A13), and (11.A15) are the same as Eqs. (11.1), (11.1a), and 
(11.1b), respectively, and form the basis on which the model of the combined incorpora­
tion coefficient α is built. 
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Chapter 12 
Extended analytical model for the growth by Metal 
Organic Vapour Phase Epitaxy, 
Application to AljGai-jAs 
Abstract 
Recently a modified version of a model, in which diffusion of growth species and surface 
kinetics are combined to describe the growth rate and depletion effect in horizontal Metal 
Organic Vapour Phase Epitaxy reactors, has been applied succesfuUy to the growth of 
GaAs over the whole temperature range of interest (600 - 1100 K). Here the growth of 
Al.Gai-.As is described, based on thermodynamic parameters for the surface reaction 
between AsH and monomethylgallium (MMG) as extracted from fitting GaAs growth rate 
data, and using the diffusional and kinetic parameters of trimethylaluminium (TMA). 
The temperature dependent behaviour of the growth of GaAs at low temperatures was 
explained previously by the decomposition reaction of trimethylgallium (TMG), which 
is rate determining. This also holds for TMA. At higher temperatures the GaAs growth 
rate decreases as a result of enhanced desorption of MMG, whereas the AlAs growth rate 
remains constant upto at least 800 °C. This leads to an increased Al solid fraction in 
Al.Gaj-.As above a temperature of 660 °C, which has been observed experimentally. 
W.G.J.H.M. van Sark, M.H.J.M. de Croon, and L.J. Giling, 
submitted to J. Appi. Phys.. 
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12.1 Introduction 
Although the current trend is to develop numerical models to describe the growth 
by Metal Organic Vapour Phase Epitaxy (MOVPE), or Chemical Vapour Deposition 
(CVD) in general [1-8], analytical models have the advantage to give good insight in the 
various properties of this process. [9-15]. Recently we have developed a two-dimensional 
model in which diffusion of growth species and surface kinetics are combined in order to 
predict growth rate and depletion effects [10-12]. This model is developed for a horizontal 
reactor at atmospheric pressure or pressures down to 0.1 bar with a vertical temperature 
gradient [9] and includes thermal diffusion. Kinetics are incorporated by the use of 
the CVD number NCVD, which is defined as the quotient of chemical kinetics flux and 
diffusional flux [16,17]. For NCVD < 1 the growth is controlled by kinetics, while diffusion 
of gas phase species determines the growth for NCVD > 1. It was shown elsewhere [12] 
that the model can be applied successfully in the case of low and medium temperature 
G a As growth, the low and high temperature growth of Si, and the doping of GaAs with 
Si. Recently, the model has been modified slightly [18] in order to cover the whole range 
of growth temperatures used in the growth of GaAs (600 - 1100 K). 
In this paper the model will be applied to the growth of AlIGa1_IAa. It will be demon­
strated that the growth as a function of temperature quite accurately can be described, 
thereby explaining the experimentally observed temperature dependent behaviour of the 
growth of AlzGai-xAs [19]. Investigation of the surface reactions that occur in the growth 
of GaAs have lead to the conclusion that most probably a surface reaction between AsH 
and monomethylgallium (MMG) occurs at step sites. For this reaction (rate constant kT) 
the activation entropy and enthalpy have been determined: AS* ~ —3.3 ± 5 e.u. and 
ΔΗ* a 24 ± 5 Kcal/mole [18]. Besides this incorporation reaction also adsorption and 
desorption takes place as well as decomposition of trimethylgallium (TMG). All these 
reactions are combined in one overall reaction rate constant k0, or, more precise, the 
CVD number NCVD· The purpose of this paper is to compute the various rate constants 
and hence NCVD a t various temperatures in case of the growth of AlAs, so that with 
the extended model described previously the AlAs growth rate can be calculated. When 
the AlAs results are combined with the GaAs results an explanation can be given for 
the enhanced Al incorporation in Al IGa1_ IAs at high (and low) temperatures, as was 
observed experimentally [19]. 
12.2 General properties of AlAs and Al
x
Ga.i-
x
Aa 
growth 
The growth of AlAs from trimethylaluminium (TMA) in excess arsine (АзНз) with 
hydrogen as a carrier gas can be treated completely analogous to the growth of GaAs 
from TMG and AsHs: the AlAs growth rate is proportional to the TMA input concentra­
tion and insensitive to the АзНз partial pressure. The growth rate strongly depends on 
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the substrate temperature and this dependence is divided into three regions. In the low 
temperature region the growth is kinetically controlled due to either gas phase or surface 
reactions. It has been found that the decomposition of TMA is rate determining for these 
low temperatures [20,21). For medium temperatures the growth rate is nearly indepen­
dent on temperature and the growth is diffusion controlled. It was shown elsewhere [12] 
that in order to describe the GaAs growth from TMG in excess AsHs in this tempera­
ture region employing the previously derived model [10,11] a value of 0.7 cm2/s must be 
used for the diffusion coefficient at room temperature of TMG (AJ.TMG)· Furthermore, 
a constant thermal diffusion factor of TMG (ат.тмс) is used, which equals 1.0 [12]. In 
analogy, we assume that the diffusion coefficient and thermal diffusion coefficient of TMA 
and TMG are equal [20], thus ΓΌ,ΤΜΑ = 0.7 cm2/s and o r i T M x = 1.0. It can be calculated 
that if these coefficients for TMG and TMA differ, only a small error is introduced in the 
resulting growth rates. In the high temperature region the growth is again kinetically 
controlled and surface desorption processes are considered to be rate limiting for GaAs 
[22]. The decomposition of TMA into monomethylaluminium (MMA) or Al atoms is fast 
at temperatures above 500 К [20]. Equilibrium calculations in the TMG-TMA-AsHj-Hj 
system show that the equilibrium gas phase mainly consists of Hj, Аз4, CH«, MMG, AIHj, 
Asj, MMA, GaH], and AlH], in decreasing order of importance [23,24]. Experimentally 
it is observed however, that AsHs is the most prominent As species, and that Asj and 
As* are not important, probably due to kinetic reasons [25,26]. Because of the fact that 
the formation of the hydrides AIHj, AIHj, and GaH] requires a number of subsequent 
chemical reactions (27], for which most likely the number of collisions during the growth 
time is too small, these species in all probability also may be neglected. Therefore, the 
main species in the gas phase are Hi, AsHs, CH4, MMG, and MMA, in decreasing order 
of importance. Data on kinetics of possible gas phase or surface reactions are scarcely 
available, but reasonable estimates can nevertheless be given [24,27-29]. 
For the growth of Al
z
Gai-zAs TMA is used as the Al containing species and it is 
assumed that the incorporation of Al follows the same paths as for Ga. It abo appears 
that the growth of AlAs and GaAs do not influence each other (or hardly), so that the 
growth rates of AlAs (ЛАІАІ) a n d GaAs (Ясл· ) may be added to obtain the growth rate 
of Al.Gai-.As (ÄXI,G»,_,A«): 
-RA1,G»I_.AJ = Xi ЯліА· + (1 - X,) ÜGIAS ( 1 2 · 1 ) 
with χ, the Al gas phase fraction, and where χ in Al IGa1_ zAs equals x„ the Al solid 
fraction. The growth rate can be written as a concentration (Co) times a concentration-
independent part (R) [10-12,18,19], thus we have for AlAs and GaAs: 
RAXAM = CO.TMA-RAIA« (12.2) 
RGKKÌ = CO.TMG-RGÌA· (12.3) 
with СО/ГМА and CQ.TMG the TMA and TMG input concentration, respectively, and where 
RAIAM and ЯсшАз are the concentration-independent parts. The amount of incorporated 
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Al (χ.) is given by 
*. =
 д
 RTL (1 2·4) 
«AIA. + -ÌÌGaAj 
The Al incorporation coefficient a previously was defined as [19]: 
ÄA,A
* (12.5) 
•KG »A· 
so that we find 
α = -^—Ι-Ξΐ— (12.6) 
l - x . ' l - x , l ' 
from which it follows that a can be regarded as an effective segregation coefficient for 
the aluminium incorporation. It is found experimentally that α is independent of tem­
perature upto a certain transition temperature (a = 1.3 upto 660 0C [19]) and increases 
exponentially beyond the tréinsition temperature with an apparent activation energy of 
~ 15 Kcal/mole. This results in a value for the Al solid fraction x, that can be much 
(2-3 times) larger than the Al gas phase fraction i , . The fact that the Al incorporation 
coefficient α as found by Van Sark et al. [19] equals 1.3 in the region where the growth 
is diffusion controlled now is considered to be an artefact resulting from calibration er­
rors in massflow controllers; to our opinion it should be equal to about 1, which is the 
only plausible value as no depletion on this coefficient is observed at temperatures where 
the growth is diffusion controlled. Therefore, for the remainder of this paper we have 
normalized the experimentally obtained data for a [19] by dividing by 1.3. 
12.3 Growth of AlAs and A^Gai-xAs 
We propose that the incorporation of Al atoms into the crystal is analogous to the 
incorporation of Ga atoms. Therefore, the extended analytical model described previously 
[18] is used to compute the AlAs and AlIGax_IAs growth rates. It was assumed that the 
overall reaction scheme for the growth of GaAs can be written as [IS]: 
Л(х,у) £ A(x,0) ^ B(x,0) ί C(x) À D{x) (12.7) 
B(x,y) 
where the species А, В, С and D were identified as TMG, MMG, Ga* (adsorbed Ga 
species) and GaAs, respectively, or in the case of AlAs growth TMA, MMA, Al* (adsorbed 
Al species) and AlAs, respectively. Note that MMA is responsible for the growth of 
AlAs, in analogy of the role of MMG in the growth of GaAs. Species A diffuses from 
the bulk gas phase towards the surface, where it reacts to form В with rate constant 
kf В then is either adsorbed forming С with rate constant k
a
 or diffuses out of the 
chemical boundary layer [12-15] to the bulk of the gas. С can be desorbed with rate 
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constant Jtj or incorporated to form D with rate constant k. A general expression for 
the growth rate R(x) of species D formed by reaction Eq. (12.7) was presented elsewhere 
[18]. If we assume that the diffusion constants Do, the thermal diffusion factors aT and 
the diffusion temperature coefficients η of species A and В are equal, this expression is 
simplified considerably. It can be shown that the growth rate in this case is given by [18]: 
with t, = T,/T0, T, the substrate temperature, Го the temperature at the top of the 
reactor (300 K), and A
a
 the input concentration of species A, and where the CVD numbers 
NA and NB [16,17] are 
kzh 
Dot1. 
k.kh k.h 
NA = NCVDA = ibi ( 1 2 - 9 ) 
N
°
Ξ N
™* = ( Ï ^ W = и ( 1 2 · 1 0 ) 
where k, is the overall surface reaction rate constant, defined by R(x) = k
o
B(x,0) and 
given by k,, = kakl(k¿ + к). A(x,t,) is the concentration of species A at the substrate 
surface (Г = T,) and F(x,t,) ¡s a concentration-like function, similar to B(x,tt). As in 
the case of GaAs growth we propose that AlAs growth occurs as follows: the adsorbed 
species AsH and MMA diffuse to step sites, where an incorporation reaction takes place 
if both species occupy adjacent step sites. Proceeding along the same lines as given in 
[18] we arrive at the following expression for the CVD number NB-
D0t: к° - Doti *' Ν» m, ' · Α , ' " ' Ρ В(х,0) 
V — * •- — " '- •""*Ρ "AiHa.Al.itcp „ "MMA / i o n i 
Ν
Β - ТТЛ*' - TTn^TJ Γ g.>.,.t«p ρ, -ι (12.11) 
with k
r
 the incorporation reaction rate constant, Ν,ι,ρ the number of step sites, Niot the 
total number of surface sites, 0АаН3,лі.«'«р ^ е coverage of AsHj species onto Al atoms at 
the step, PHJ the H] pressure, β,^,,,ΐίρ the coverage of available free sites on As atoms 
at the step, and 0MMA the surface coverage of MMA on both Al and As sites. The 
coverages can be calculated [24,28,29] using estimated changes in entropy and enthalpy 
as given in Table 12.1. The incorporation reaction between MMA and AsH at the step 
is considered to have the same ASj and ΔΗ* as in the case of the incorporation reaction 
between MMG and AsH, i.e. —3.3 e.u and 24 Kcal/mole, respectively [18], which is to 
be expected because of the similarity between MMA and MMG. 
The experimental results on the temperature dependence of the AljGaj^As growth 
rate (Fig. 12.1) and the Al incorporation coefficient (Fig. 12.2) were explained in terms 
of desorption differences for Ga and Al growth species [19]. The Al-As bond is stronger 
than the Ga-As bond, therefore Ga species desorb faster than Al species. This can also 
be deduced from differences in equilibrium constants given in Table 12.1. Besides this, 
also the reaction rate constant A:t,TMA for the decomposition of TMA to MMA differs 
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Table 12.1: Thermodynamic properties of some equilibria [24,28,29] 
used in the calculation of the G a As and AlAs growth rate. The cal­
culation is done at standard conditions Ρ = 1 atm, Τ = 1000 К and 
θ = 0.5. К is given as К = exp[AS0/R, - ΔίΡ/ΙΙ,Τ}. Errors are of 
the order of 5 - 10 %. 
1 equilibrium 
H, + 2 * G . 
H, + 2ΦΑ, 
MMG + *G. 
MMG + *A. 
AsHj + *G. 
AsH: + *G. 
AsHj + *A. 
AsH + *G. 
A S H + ÍA, 
AS + *G. 
AS + *A. 
AsHj 
AsHj 
AsHj 
H, + 2*AI 
MMA + *Ai 
MMA + *A. 
? ± 
5=i 
^ 
т ^ 
?=i 
^ 
5=t 
?=i 
5=i 
^ 
? ± 
5=5 
5=± 
5 ^ 
5=i 
^ 
5=i 
2 H G a 
2 HA, 
M M G G . 
M M G A , 
ASQaHs 
A S G . H , 
ASA.HJ 
A S G . H 
ASA.H 
ASQ» 
ASA. 
A s H j + i H , 
AsH + Hj 
As + fH, 
2 HAI 
M M A A I 
MMA A, 
ΔΗ" 
(Kcal/mole) 
-24.0 
-25.6 
-33.7 
-39.9 
-39.9 
-39.9 
-42.7 
-39.9 
-42.0 
-39.9 
-41.3 
25.1 
44.2 
58.2 
-24.0 
-40.7 
-44.7 
ASU 
(e.u.) 
-26.5 
-26.5 
-37.8 
-37.8 
-35.1 
-32.4 
-33.2 
-27.6 
-28.2 
-23.0 
-23.7 
8.1 
28.5 
39.4 
-26.5 
-35.7 
-35.7 
К 
•KH.G« 
ÄH.A, 
•Kca.G» 
ΚΟΛ,ΛΙ 
K/uKi.G* 
Ä A « H 3 , C » 
КАЖНІМ 
KAÍH.G* 
^АеНЛ· 
^ A í . G e 
^ А . ^ · 
^А.Н, 
КАЛ 
к*. 
Ким 
^АІ^ АІ 
КΑΙ ,Α· 
[20]. Assuming that this decomposit ion reaction takes place in a thin chemical boundary 
layer where the temperature equals T, and with thickness <5
r
 [12-15], it follows 
* х , т л = 5.54 χ 1 0 l ' exp 
R,T. Sr 
(12.12) 
where Е
аТМК
 is the activation energy of the reaction TMA to MMA (37.91 Kcal/mole 
[20]) and with (for a linear temperature gradient) 
Sr = (12.13) 
'» - 1 ^α,ΤΜΑ 
where Sj· is the height of the thermal boundary layer and equals the height of the reactor 
h for a completely developed flow profile. Thus (h = 1.8 cm) 
к
г
,тмл = 1.57 χ 1 0 " j - í L exp [-^J^] (cm/·) (12.14) 
Hence the CVD number Νχ (Eq. (12.9)) can be calculated as a function of growth tem­
perature. For example, at 600 К we have NA = 0.1, whereas NA equals 10000 at 1000 K, 
a factor 10 larger than in the case of TMG [18]. 
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For the reaction rate constant k
a
 we use the collision frequency of MMA molecules 
to the crystal surface assuming that the sticking coefficient for adsorption equals 1. It 
follows [e.g. 30] 
fc«..MMA = ( I ^ J = 5 6 1 Γ · * («m/s) (12.15) 
where кв is the Boltzmann constant and m the mass of the adsorbed molecule. 
Using the above derived parameters the growth rate of AlAs can be calculated as 
a function of temperature in the same way as is done for G a As [18]. The AlxGai-zAs 
growth rate then is computed from Eq. (12.1) and the known value for xi. In Fig. 12.1 
experimental growth rates for Al IGa1_ IAs ( i # = 0.14) as a function of temperature are 
shown for two positions in the reactor, χ = 6 and χ = 12 cm. In the case of χ = 12 cm 
a reasonable fit is obtained for the above mentioned parameters. As was the case for 
the growth of G a As the fit for ι = 6 cm yields growth rates which are lower than 
experimentally observed. This is caused by the fact that at χ = 6 cm the temperature is 
about 25 °C lower than at positions beyond χ = 9 cm. 
In Fig. 12.2 the normalized data for the Al incorporation coefficient a as given in [19] 
are shown as a function of temperature together with the theoretical curves calculated 
with the parameters given above and Eq. (12.6) for χ = 6 and χ — 12 cm. The theoretical 
curve for χ — 12 cm describes the data well. Depletion effects are calculated to be 
small and are not observed experimentally (within the error margin). Between 650 and 
675 °C α starts to increase, which corresponds well with Metal Organic Molecular Beam 
Epitaxy (MOMBE) experiments by Kobayashi et al. [31]. This can be interpreted in 
terms of differences in the adsorption/desorption equilibrium of the Al and Ga containing 
species, resulting from a difference in the As-Al and As-Ga bondstrengths (see ako 
Table 12.1). The Ga containing species (MMG) starts to desorb at temperatures higher 
than 660 °C, while the desorption/adsorption process of the Al containing species (MMA) 
is not influenced yet. 
Figure 12.3 shows the calculated growth rates of GaAs, A^Gai-xAs (χ, = 0.14), and 
AlAs as a function of temperature for the whole range for χ = 12 cm. It can be seen that 
the AlAs growth rate is constant over nearly the whole range, which is confirmed by results 
given by Kobayashi et al. [31], who have found that the growth rate of AlAs remains 
constant between 400 and at least 750 0C. Hence it follows that the Al incorporation 
coefficient α only is of the order of 1 in the diffusion limited regime for GaAs growth, 
i.e. between 450 and 650 °C, which is also demonstrated in Fig. 12.3. Thus only in 
this region the Al solid fraction equals the input Al gas phase fraction. Above 650 °C α 
increases strongly, whereas below 450 "C α at first increases but subsequently decreases 
again as the AlAs growth rate starts to decrease, thereby following the GaAs growth rate 
behaviour. At these low temperatures the decomposition of TMA and TMG determine 
the growth. As the TMA decomposition reaction has a higher activation energy than 
the TMG decomposition, the AlAs growth rate crosses the GaAs growth rate. At very 
low temperatures α probably will be smaller than 1. This low temperature behaviour 
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Figure 12.1: Dimensionless growth rate R{x)/voCo of AUGai-zAs 
(x ( = 0.14) as a function of temperature for χ = 6 and ι = 12 cm. 
The theoretical curves are obtained with ASj = —3.3 e.u. and Δ Η | 
г* 24 Kcal/mole. For χ = 12 cm the fit is reasonable; the devia­
tion between fit and experimental points at χ = 6 cm stems from 
the not yet fully developed temperature profile. Other parameters 
we: O-T.TMG = ΟΤ,ΤΜΑ = 1.0, ттмо = ігтмл = 1.7, h = 1.8 cm, 
PC.TMG+TMA = 63 Pa, ΡΟ,Λ.Η, = 1 5 0 0 P a i Рн, = 1 bar, vo = 7.4 cm/s. 
of α has been observed recently in MOMBE experiments [31]. Hence it follows that the 
Al solid fraction is a strong function of temperature, which should be borne in mind if 
growth proceeds at a temperature where the growth is not diffusion controlled. 
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Figure 12.2: Normalized Al incorporation coefficient α as a function of 
temperature for ι = 6 and χ — 12 cm. The theoretical curves are ob­
tained with Δ8Ϊ =; - 3 . 3 e.u. and AHj =i 24 Kcal/mole. For ι = 12 cm 
the fit is good; the deviation between fit and experimental points at 
i = 6 cm stems from the not yet fully developed temperature profile. 
Other parameters are: OT.TMG = ατ,τΜΑ = 1.0, 7TMG = Тгмл = 1.7, 
h = 1.8 cm, PO,TMG+TMX = 63 Pa, ΡΟΛ·Η> = 1500 Pa, рн
а
 = 1 bar, 
«o = 7.4 cm/a. 
12.4 Conclusion 
It is shown that the analytical models that have been derived earlier [10-12,18] can be 
used to describe the growth of AlAs and Al IGa1_ IAs over the whole temperature region 
(600 - 1100 K) assuming that a surface reaction between AsH and MMG or MMA is 
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Figure 12.3: Calculated dimensionless growth rate R(x)/voC0 of Al As, 
Al IGa 1_ IAs (x ( = 0.14), and GaAs, and Al incorporation coeffi­
cient α as a function of temperature for χ = 12 cm. The theo­
retical curves are obtained with ASj =г —3.3 e.u. and AHj =; 24 
Kcal/mole. The dashed curves represent AlAs (upper) and GaAs 
(lower), the solid curve AlIGa1_IAs (x, = 0.14) (left-hand axis) 
and the dotted curve α (right-hand axis). Other parameters are: 
<*г,тмс = ar,TMA = 1-0, Ттмс = TTMA = 1.7, h = 1.8 cm, 
PO,TMG+TMA = 63 Pa, poAiHa = 1500 Pa, jm, = 1 bar, t)0 = 7.4 cm/s. 
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responsible for incorporation. In the low temperature region the decomposition reactions 
of TMG and TMA are rate limiting. The supply of growth species in the gas phase is 
rate limiting in the mid temperature region and a maximum growth rate is obtained 
that is independent of temperature. In the high temperature region the desorption of 
MMG becomes so strong that the growth rate is decreased. Kinetic data are derived for 
the adsorption/desorption equilibrium of MMG and the Al containing species (MMA), 
which are used to explain the temperature dependence of the Al incorporation coefficient. 
At high temperatures MMG starts to desorb fast, while the Al containing species still 
remains adsorbed on the crystal surface. 
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Chapter 13 
The Pulse Reactor — 
a high-efficiency, high-precision low-pressure 
Metal Organic Vapour Phase Epitaxy machine 
Abstrac t 
A cyclic-operation low-pressure Metal Organic Vapour Phase Epitaxy reactor has been 
developed in which a multilayer can be grown in a succesion of a few thousands of 
"growth cycles". In each cycle, of typical duration ~ 1 s, growth proceeds from a low-
pressure (1 mbar) mixture which during the reaction is immobile with respect to the 
substrates. In one cycle 1 to 30 atomic layers can be deposited. Expected advantages 
are: (a) improved layer uniformity in thickness and composition; (b) highly efficient use 
of metalorganics; (c) ideally sharp transitions; (d) straightforward scale-up possibility to 
large reactor volume. 
J. van Suchtelen, J.E.M. Hogenkamp, W.G.J.H.M. van Sark, and L.J. Giling, 
J. Cryst. Growth 93 , 201 (1988). 
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13.1 Introduction 
Three years ago, a research project aiming at the development of a mutation of the 
breed of Vapour Phase Epitaxy (VPE) reactors was started by us. The Pulse Reactor, as 
the new reactor type is called, is designed so as to exploit the full advantage of the Metal 
Organic Vapour Phase Epitaxy (MOVPE) principle, at the same time avoiding some of 
the limitations inherent in conventional (continuous-flow) reactors. 
These limitations are a consequence of the "depletion effect" occurring in any reactor 
where the reactive gas mixture flows with respect to the substrates. This effect implies 
that a compromise has to be found between two opposed desiderata: (1) uniformity of 
thickness and chemical composition of all substrates; (2) efficiency in the use of reagents. 
Thickness uniformity requires negligible depletion, i.e. almost all reagents are blown 
through the reactor unused. In the case of relatively cheap silane for silicon growth this 
is hardly a problem, but in the case of expensive metalorganics for III-V compounds it is 
an economical factor, especially for large areas such as solar cells. 
Another limitation of continuous-flow reactors is related with the sharpness of the 
transition between layers. A sudden change in chemical composition at the entrance 
side of the reactor is gradually smeared out by diffusion, turbulence and memory cells 
in the reactor and piping system. Consequently, atomically-sharp transitions can only 
be achieved in carefully designed reactors where the flow velocities are so high that the 
entire reactor volume is changed in the growth time of one layer. 
Both limitations are drastically reduced in a "Pulse Reactor", which is essentially 
a conventional reactor equipped with fast-acting valves at entrance and exhaust, and a 
vacuum pump. The reactor operates in cycles. In one cycle, the reactor is first evacuated 
(in our case, typically in 250 ms, down to 10~2 mbar), filled with reactive gas (~ 10 ms), 
and then left closed for one to a few seconds for reaction. During the reaction, the gases 
(at about 1 mbar total pressure) do not move with respect to the substrates, but diffusion 
at this pressure is so rapid that all molecules in the reactor meet the substrates at least 
once during one cycle (only the substrates are heated, the reactor is cold-walled). 
The actions during a complete cycle, plus the pressure evolution in the mixing chamber 
and the reactor, are depicted in Fig. 13.1 (see Fig. 13.2 for the indication of the valves). 
In one cycle, the thickness increment can be controlled between about one and thirty 
atomic layers. Also, the chemical composition can be chosen at will for each cycle. 
Consequently, it is expected that the reactor will allow us to grow atomically sharp 
transitions and highly complex multilayer structures down to "atomic" dimensions with 
high precision. 
In contrast to conventional MOVPE and Molecular Beam Epitaxy (MBE) systems, 
scaling up of a Pulse Reactor (so as to contain a large number of wafers, e.g. for mass 
production of solar cells) is just an engineering problem and is not limited by fundamental 
effects. 
The concept of the Pulse Reactor was first described by Bryant [l], who applied the 
principle to a technical tungsten coating process. The first application to semiconductor 
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Figure 13.1: Actions taken by the valves of the gas mixing system and 
the evolution of the pressure in the mixing chamber and the reactor. 
The pressure overshoot in the reactor after gas introduction is a tem­
perature equilibration phenomenon; the slower rise during the rest of 
the cycle results from arsine and metalorganics decomposition. 
epitaxy (which in fact inspired our project) was developed by HoUeman and Middelhoek 
[2], who built a Pulse Reactor for polysilicon. However, both reactors used conventional 
massflow controller based mixture preparation systems and consequently lacked the flex­
ibility of the present design. 
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Kl K2 I— ~-
K5 
Figure 13.2: Schematic block diagram of the Pulse Reactor system: 
(a) gas pipettes (0.1 - 2 cm', 1 bar); (b) mixing chamber (40 cm3, 
40 mbar); (c) reactor (1500 cm', 1 mbar); (d) Roots pump; (e) arsine 
cracker (4 liter, 800 °C) and dust filter; (f) two-stage rotary pump. The 
"peristaltic" guidance of the gas mixture is controlled by vaJves Kl and 
K2 (7 x ) , КЗ and K4. Shunt valve K5 can be used for purging the 
mixing unit and in some failure modes. 
13.2 Experimental set-up 
Figure 13.2 shows a block scheme of the Pulse Reactor system. Transport is from 
left to right. The start of a growth cycle b considered to be the rapid evacuation of 
the reactor plus mixing volume and gas pipettes (K4, КЗ and K2 open). KI, K2 and 
КЗ are fast miniature valves operated by electromagnets. K4 is a specially designed, 
pneumatically operated 2-mch valve which can open and close in about 50 ms. 
13.2.1 Growth of multilayer structures in the Pulse Reactor 
A growth run for a multilayer device structure is defined by a "menu" of a number [A) 
of courses. Each course consbts of a number N{Ä) of identical cycles. A course can either 
serve to deposit one of the sublayers of the desired structure or to fulfil a preparatory 
(e.g. etching) or purging function. For deposition of a thick sublayer, settings are chosen 
such that one cycle corresponds to a fairly thick increment (e.g. 50 A per cycle). For 
precbion deposition of thin sublayers (e.g. quantum wells) a leaner mixture is chosen. 
If necessary the Atomic Layer Epitaxy (ALE) technique can be applied. The transition 
from one course to the next (i.e. one reaction-mixture composition to another) b made 
by switching from one choice out of the seven available pipettes to another choice. If 
required, the same gas can be supplied to more than one pipette, the two being set at 
different volumes. Although in our present machine the piston settings are manual, fast 
stepping motors could provide more flexible control possibilities. 
When extreme tolerances axe essential in the transition sharpness between successive 
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layers, the mixing chamber can be flushed with pure hydrogen in-between via the bypass 
valve K5. The individual pipette blocks can easily be exchanged for cleaning or repair. 
13.2 .1 .1 G a s mix ing sys t em 
The conventional gas-mixing systems based on massflow controllers are poorly 
matched to the cyclic-operation principle. Therefore, we designed and built a volumetric 
mixing system which seems a more natural choice. The basic elements in this gas injec-
tion system are the ensemble of seven "gas pipettes". Essentially, these consist of 1.8 mm 
bore SS tubes with small viton quadrings fixed to their ends. At both sides these tubes 
can be shut off by small SS plates fixed on cantilever axes (driven by fast electromagnetic 
actuators). The tube's inner volume defines the minimum amount of gas which can be 
introduced (0.1 cm 5) . To increase the volume, a cylinder with a precision-controlled pis-
ton is coupled with the tube. Together with this variable volume, the capacity can now 
be varied between 0.1 and 2 cm2. It is of course a prerequisite of this volumetric mixing 
system that the pressures in the feed lines and the temperature of the whole tube plus 
pipette system can be controlled with adequate accuracy. 
The gas quantities to be introduced can so be varied in two ways: (1) by changing the 
pipette volume; (2) by adapting the pressure in the feed lines (set by pressure-reducing 
valves and, for the metalorganics (MO's), by the thermostat temperatures). Together 
this allows for a variation by far more than the factor of 20 of the volume alone. 
Apart from the conventional way of introducing the metalorganics by passing a carrier 
gas through the MO bubblers, the volumetric injection system permits the pure MO 
vapours to be introduced without a carrier gas at all. (The MO vapour pressure is 
sufficient to fill the pipette volumes; if necessary the open time of K l and K2 can be 
adapted). Advantages of this method are elimination of trace impurities from the carrier 
gas and reduction of the pressure in the reactor, i.e. increase of diffusion coefficient. 
The pipettes are emptied into a mixing chamber (40 cm9) where the gases can be 
homogenized by turbulence and diffusion. In this way, a fresh-working gas charge is 
prepared in advance during each growth cycle for the next one. As all valves in the 
system are computer controlled and every growth cycle (of a total of thousands of cycles) 
can be defined individually if necessary, any multilayer structure can be programmed in 
a straightforward way. The possibilities include ALE, delta-doping and the growth of 
"artificiar layered quaternaries, etc. 
13.2.1.2 T h e reactor 
The present reactor is a 5 inch ID, 5 inch height SS cylinder with oil-cooled walls, viewing 
ports and electrical feedthroughs on the top flange for the resistance heaters and thermo-
couples (Fig. 13.3, right). Up to six individually controlled heaters can be mounted in the 
reactor in a quartz frame, each equipped with a 2 inch diameter Mo susceptor. Mo-foil 
heater elements permit the susceptors to be heated up to 800 °C. This multi-susceptor ap-
proach was chosen for reasons of experimental efficiency, as it permits a temperature-scan 
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Figure 13.3: Front view of gas mixer (left) and reactor (right) in the 
glovebox (front cover removed). 
experiment in one growth run. 
It has to be stressed that this reactor has been designed especially for measurements 
and the determination of the characteristics of the new system. It is certainly not an 
optimum production reactor. However, the modular design of the machine permits other 
reactor vessels to be mounted instead of the present one. Production-oriented reactor 
vessels can be designed on the basis of the experimental programme which is now under 
way. 
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13.2.1.3 P u m p s y s t e m a n d a r e i n e cracker 
A short pumpdown time is essential for the Pulse Reactor principle: in the first place 
to minimalize arsenic loss from the bulk lattice, in the second place to maintain growth 
during a major fraction of the growth-run time. By the use of the specially designed fast 2 
inch pneumatic valve in combination with a 250 m ' / h Edwards Roots blower, evacuation 
from a few mbar down to 10~ ] mbar is reached in a pumping period of about 250 ms. 
During a "course" of identical cycles, a less perfect evacuation seems permissible or even 
advantageous (even an operational mode with fractional refreshment of the growth gas 
can be used): this permits an even shorter pump period. (Faster pumpdown might be 
achieved by the use of a low-pressure buffer volume, but this would have to be very 
large indeed to be effective. Moreover, a certain crosstalk between successive layers then 
cannot be avoided, and an extremely high capacity pump would be needed.) 
The pump system is completed with an Edwards 40 m s / h two-stage rotary pump, 
equipped with a detachable high-capacity oil filter. Between the Roots blower and the 
forepump, the system includes a specially designed arsine/phosphine cracker (3 inch bore 
SS tube filled with SS wire gauze and heated to 800 °C: the efficiency under average 
operation conditions is 99.8 %). A standard dust filter is mounted between the cracker 
and the forepump. 
13.2.1.4 C o m p u t e r 
The computer which guards the Pulse Reactor system and which controls the opera­
tion of valves and setpoints for temperature, etc., consists of a Philips 68010 MPU based 
VMEbus system with a UNIFIVE (derived from UNIX system V) operating system. I/O 
functions, both analog (setpoints and measured values) and digital (valve control and 
safety) are performed by the Philips MIOS subsystem (Modular Input/Output System), 
which interfaces with the VMEbus system through a translator board. The computer 
system further features a 20 Mb hard-disk and 5 j inch floppy disk unit for storage of 
growth programmes. All the needed software has been developed in-house and has been 
written in the " C " language. 
13.2.1.Б G l o v e b o x 
The reactor and gas injection system, together with all gas and MO handling equip­
ment (valves, thermostats, etc., except the gas bottles) are enclosed in a nitrogen-filled 
glovebox (oxygen and water content being kept below 1 ppm by a Brown MB 200 G 
unit) . This minimizes the consequences of eventual small leaks in the tubing system, 
but in particular the adsorption of oxygen and water on the reactor walls during sample 
exchange. Consequently all pneumatics has to be operated on a closed-cycle nitrogen 
system. 
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13.3 Experimental possibilities 
As this Pulse Reactor is the very first of its kind and optimum operating conditions 
still have to be determined (i.e. the first aim of our project) the system has been designed 
with many options for process-parameter control and process diagnostics (future reactors 
for device fabrication can be of a much simpler and straightforward design). 
1. Growth menu, course and cycle parameters such as setpoints for susceptor and MO 
thermostats, gas-pipette sequences, duration of pumpdown and reaction periods 
can all be programmed in advance to grow a complete multilayer structure auto-
matically. Once the proper relations between pipette settings, cycle parameters and 
layer results have been determined, a desired structure can be translated into an 
appropriate growth menu. 
2. Fast pressure sensors in the mixing antechamber and in the reactor (10 ms response 
time) allow the pressures to be monitored during each cycle. Both signals are 
displayed continuously so that eventual malfunctioning of any of the valves can 
be detected immediately. Moreover, the pressure effects (in the reactor) of both 
temperature rise and gas decomposition can be measured. 
3. More detailed information can be obtained from a Riber QMM 17 quadrupole 
mass spectrometer which samples the reactor continuously (200 ms response time). 
Reaction products such as Hj and CH4, and breakdown of arsine and metalorganics 
can be followed. As the ionizer of the mass spectrometer is a sort of reactor in itself, 
mass-spectrometric data have to be considered with some suspicion and careful 
interpretation is necessary. 
4. Readings of sensors for temperatures, pressures, oxygen and water content, etc., 
at critical points in the system are monitored continuously during growth runs for 
later reference with growth results. 
5. Safety control is continuously maintained by a logic circuit which is independent of 
the system computer, monitoring all essential parameters (including arsine safety 
levels, etc.). If necessary, the growth run is interrupted and the system switched to 
a closed mode or a purge mode, whichever appropriate. 
13.4 Comparison with continuous-flow reactors 
Expected advantages of the Pulse Reactor (as compared with conventional flow reac-
tors) are the following: 
1. Economy of metalorganics: As a gas charge for one cycle can be depleted without 
negative consequences for uniformity, expensive metalorganics can probably be used 
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more effectively. This is especially important in large-area device fabrication (e.g. 
solar cells). 
2. Scale-up possibility: As a consequence of the high diffusivity at the mbar level, scale-
up of a Pulse Reactor to a large volume (if necessary, accomodating thousands of 
wafers) is a matter of straightforward vacuum engineering. Although maintenance 
of the same evacuation time will require adapted pumps, valves and actuators, no 
essential problems are to be expected at the 1-1СГ2 mbar level. 
3. Uniformity of layers, with respect to thickness as well as chemical composition: This 
results from (a) the low operating pressure (high diffusivity) and (b) the absence 
of flow. 
4. Sharp transitions: Absence of mixing between successive cycles, the possibility of 
purge cycles between successive layers and the possibility to grow at relatively low 
temperatures (as a consequence of low pressure) give the possibility of "atomically" 
sharp transitions. In contrast with continuous-flow reactors, (3) and (4) also apply 
to big reactors accomodating a large substrate area. 
5. Programmability and flexibility: The more or less "digital" way of defining a mul­
tilayer structure in a Pulse Reactor growth run provides extreme flexibility. It 
includes the possibilities of atomic layer epitaxial techniques, etc. 
β. Pressure range: The volumetric mixture preparation provides the means to grow at 
the minimum possible pressure compatible with РБ conditions (no unnecessary 
carrier gas). This circumstance may give extra possibilities to use the Pulse-Reactor 
principle in combination with plasma-enhanced growth conditions. 
The "precision" aspects of the Pulse-Reactor principle are expected to bring its char-
acterbtics closer to "MBE performance" them a conventional flow reactor. However, in 
contrast with MBE, a Pulse Reactor can be designed to accommodate a large area of sub­
strates, if required. In combination with its flexibility and economy, these features may 
make the Pulse Reactor an interesting alternative both for the continuous-flow MOVPE 
reactor and for MBE. 
13.5 Preliminary results 
The growth results we can report at the time of writing of this paper are very prelimi­
nary indeed: construction of the machine has only very recently been completed and only 
a few test runs have been performed yet. Anyhow, these tests have demonstrated that 
good GaAs/AlGaAs epitaxial layer structures can indeed be grown, at roughly similar 
growth rates as in a conventional MOVPE reactor (up to 30 μιη/1ι) with good optical 
surface quality. We hope to present more detailed characteristics and uniformity and 
237 
C H A P T E R І З T H E P U L S E R E A C T O R 
sharpness performance in the near future, as soon as the present evaluation experiments 
will have been completed. 
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Chapter 14 
Computer automation of the Pulse Reactor, 
a pulse operated low-pressure 
Metal Organic Vapour Phase Epitaxy machine 
Abstract 
A modular and thereby flexible software package has been developed to control and 
operate a recently designed Pulse Reactor, a new type of low-pressure Metal Organic 
Vapour Phase Epitaxy (MOVPE) machine. The user-friendly software package allows the 
operator to grow complicated layer structures automatically, whereby the composition 
of the growth mixture for each growth pulse can be varied. The hardware consists 
of a VMEbus based microcomputer system in combination with a UNIFFVE (derived 
from UNK™ system V*) operating system. Interfacing with the reactor system is 
performed through the use of a Philips MIOS subsystem. The UNIFFVE operating system 
is modified so as to establish good real-time behaviour. Multilayer structures consisting 
of several GaAs and AlGaAs layers have been grown with good results, demonstrating not 
only the reliability, the real time behaviour, and the correctness of the software package, 
but also the quality of the Pulse Reactor itself. 
W.G.J.H.M. van Sark, J.E.M. Hogenkamp, J. van Suchtelen, and L.J. Giling, 
Rev. Sei. Instrum. (in press). 
' U N K ™ is a trademark of ATiiT Bell Laboratori« 
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14.1 Introduction 
The most important disadvantage of continuous-flow Metal Organic Vapour Phase 
Epitaxy (MOVPE) reactors is the occurrence of the depletion effect [1-4]. This generally 
results in a non-uniform thickness distribution along the direction of the flow. The 
depletion effect in the reactor can be diminished e.g. by increasing the flow velocity 
of the gases used, by tapering of the reactor cell [3], or by rotation of the substrate. A 
consequence of the increase in the flow velocity is that the efficiency in the use of reagents 
decreases, which is an unwanted effect, considering the costs of the metalorganics. 
To avoid these problems of depletion and inefficiency a "Pulse Reactor" has been 
developed [5,6]. This essentially comprises a conventional reactor equipped with fast-
acting valves at entrance and exhaust, and a vacuum pump. In Fig. 14.1 the essential 
parts of the Pulse Reactor are depicted. Technical details can be found in Van Suchtelen 
et al. [5]. The Pulse Reactor operates in growth cycles, which can be divided into two 
parts: (1) a reaction cycle and (2) a mixing cycle. In one reaction cycle, the reactor is 
first evacuated, then filled with reactive gas and subsequently left closed for one or more 
seconds to allow the gases to react. The mixing cycle takes place parallel to the reaction 
cycle and is always shorter in duration. As the growth gases are introduced in a pulsed 
way, no massflow controllers can be used. Therefore a special gas introduction system 
has been developed [5,6], which in the present set-up allows up to 7 gases to be used in 
the reactor (see Fig. 14.1). In the mixing cycle first the appropriate gases are introduced 
glovebox 
Figure 14.1: Schematic block diagram of the Pulse Reactor system: 
(a) gas pipettes (0.1 - 2 cm9, 1 bar); (b) mixing chamber (40 cm9, 
40 mbar); (c) reactor (1500 cm9, 1 mbar); (d) Roots pump; (e) arsine 
cracker (4000 cm9, 800 °C) and dust filter; (f) two-stage rotary pump. 
The "peristaltic" guidance of the gas mixture is controlled by valves Kl 
and K2 (7x), КЗ and K4. Shunt valve K5 can be used for purging the 
mixing unit and in some failure modes. 
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into the mixing chamber, one by one. The amount of gas can be varied by adjusting the 
volume of the gas pipettes and the inlet pressure of the growth gases. After mixing, the 
gases are introduced in the reaction chamber. The whole growth cycle is summarized in 
Fig. 14.2. As a typical growth cycle has a duration of ~ 1 — 2 sec, it will be clear that 
the control of the valves can not be done manually. Therefore the control is automated 
using a microprocessor based industrial computer. This also increases reproducibility 
and warrants safety for the operating personnel. The subject of this paper is to describe 
the automation (hard- and software) of the Pulse Reactor. First the concept of growing 
multilayer structures will be treated. Next the computer system will be described as well 
as the hardware required to communicate with the reactor. Special emphasis will be given 
to the software, which is developed in-house and entirely written in the С programming 
language [7]. Finally, some examples are given to demonstrate the performance of both 
the software package and the Pulse Reactor. 
14.2 Growth of multilayer structures 
14.2.1 Principles 
A multilayer structure generally consists of several layers that are different in thickness 
and composition. In order to grow such a structure in the Pulse Reactor a growth menu 
is defined that is built up of a number of courses (π„). A course generally represents the 
deposition of a certain layer, but it can also be used to perform a preparatory function, 
such as purging the reactor with N2. Each course consists of a number of cycles (n
e v
), 
that are identical by principle. The execution of a course is done by repeating n
cv
 times 
the specified type of cycle. In one cycle a sequence of events takes place. An event is 
either performing some function or doing nothing. The functions can be the control of 
valves, the setting of setpoints (e.g. growth temperature), the measurement of certain 
process variables (e.g. pressure in reactor and mixing chamber) or other special actions, 
such as combinations of some functions (e.g. opening all Kl valves at the same time). 
The cycle duration ( i
e v
) is typically 1-2 sec. If necessary, setpoints can be adjusted or 
set before the execution of the course starts. A course can also be preceded by some 
preparatory events, such as sending messages to the operator that something must be 
done manually (e.g. switch on the heaters, open the AsHj bottle). 
The thickness di of an individual layer is determined by the growth rate per cycle 
(r
eB) and the number of cycles (η^,), thus ¿1 = ti^r,^. The growth rate per cycle is a 
function of the chemical composition of the gas mixture, that is introduced in the reactor 
at the beginning of a cycle, and the duration of that cycle. It furthermore depends on 
the growth temperature and the geometrical arrangement of the heaters. The growth 
rate per cycle can be adjusted from one monolayer per cycle (employing Atomic Layer 
Epitaxy (ALE) [8]) to 5 nm per cycle by tuning the gas composition, cycle duration and 
growth temperature accordingly. 
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GROWTH CYCLE 
MIXING CHAMBER REACTOR 
(previous cycle) 
(previous cycle) 
pumpdown 
1 
in t roduct ion of 
components 
(AsH3> MO's e tc ) 
» pumpdown 
m i x i n g (300 msec) 
t ransmission to reactor (50 msec) 
1 
(next cycle) react ion 
(~1 sec) 
(0—50 a tomic layers) 
(next cycle) 
Figure 14.2: Overview of the growth cycle, which is divided in a mixing 
cycle and a reaction cycle. After pumpdown, the reactor is filled with 
the contents of the mixing chamber, which was filled during the previous 
cycle. Parallel to the reaction (~ 1 sec) the gases needed for the next 
cycle are introduced in the mixing chamber. 
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A course in the growth menu is specified by 4 variables: (1) the cycle type (ce), that 
designates the cycle to be used; (2) the number of cycles (n
c
„); (3) the type of dataset, that 
contains the desired setpoints (d,ip) ; (4) the type of dataset, that contains preparatory 
functions (dPrP). Furthermore the length of a cycle (= number of events) and the length 
of a preparation dataset (= number of preparatory events) is specified as well as the total 
number of different cycle types, setpoint and preparation datasets that will be used in 
the growth menu. 
For example, if one desires to grow a layer A followed by a layer В that only differs 
in thickness from A, but is identical to A with respect to its chemical composition, one 
simply uses the same type of cycle and setpoints, but a different number of cycles n
eil. 
To study effects of different growth temperatures one can grow layers with identical type 
of cycle and number of cycles, but with a different setpoint dataset, selecting a different 
growth temperature. As an example the growth menu, that represents the growth of two 
AlGaAs/GaAs/AlGaAs quantum wells at different temperatures, is given in Table 14.1. 
Course 1 is used as preparation for the growth, i.e. to allow for the susceptors on which 
the GaAs substrates are placed, to heat up to the desired temperature, while purging 
with AsHa. The events that accomplish this have been defined implicitly in cycle type # 1 . 
After cycle type # 1 has been repeated 2000 times, course 2 will be started automatically. 
The first deposited layer is a buffer layer of GaAs grown at 660 °C in course 2. Then a 
quantum well is grown consisting of AloTGaosAs/GaAs/AlorGaoaAs in courses 3, 4 and 
5. Subsequently two layers of GaAs are grown at 660 and 700 °C. Inbetween these two 
growth courses a purge course is executed to heat up the susceptors to 700 °C. Another 
quantum well structure (Aio «GaoeAs/GaAs/Alo 4GaoeAs) is grown in courses 9, 10 and 
Table 14.1: Example of a growth menu, that represents the growth of 
a double quantum well structure. 
course 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
cycle 
type 
1 
2 
3 
2 
3 
2 
1 
2 
4 
2 
4 
2 
1 
number 
2000 
500 
100 
50 
100 
500 
1000 
500 
100 
50 
100 
500 
1000 
dataset 
setpoint 
1 
2 
3 
2 
3 
2 
4 
5 
6 
5 
6 
5 
7 
preparation 
1 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
remarks 
AsHj purge and heating up 
GaAs growth, 660 °C 
Alo 7Gao sAs growth, 660 °C 
GaAs growth, 660 "С 
AloíGaojAs growth, 660 "C 
GaAs growth, 660 °C 
AsHs purge and heating up 
GaAs growth, 700 0C 
Alo^GaoeAs growth, 700 °C 
GaAs growth, 700 "C 
Alo «Gao eAs growth, 700 °C 
GaAs growth, 700 °C 
AsHs purge and cooling down 
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11 at this higher temperature. The last deposited GaAs layer (course 12) serves as an 
encapsulant. In course 13 the cooling of the susceptors takes place while purging with 
AsHj. The setpoint datasets differ mainly with respect to growth temperature. 
14.2.2 Structure of cycle and datasets 
A cycle consists of a sequence of events, i.e. functions (ƒ), that are to be executed 
at a certain time (i/). All the possible functions are represented by a function code, 
that ranges at present from 0 to 600. The functions are divided into groups of functions 
that are of similar type, so that functions can easily be recognized by their code. The 
possible functions are open/close valves, measure/set variables, preparatory actions and 
combinations of these. Function code 0 means: do nothing. In Table 14.2 the codes are 
given with the corresponding functions. A cycle is represented by a large data array, in 
such a way that every array element (event) is a function code. Execution of a cycle is 
done by consecutively executing the array elements, starting with the first element upto 
the last. The execution of an array element occurs every 2 msec, therefore the duration 
of the execution of a function must always be shorter than 2 msec. Consequently a cycle 
of 1.5 sec is represented by a data array of 750 elements. 
Table 14.3 shows an example of a cycle that represents the growth of an AlIGai_tAs 
layer. The function codes that are needed for the mixing and the reaction cycle are 
combined in one data array as the mixing and reaction occur parallelly. As can be seen, 
most of the time nothing happens (function code 0). The most often repeated function is 
223, which measures the pressures in the mixing chamber and reactor. Other functions 
deal with opening and closing of various valves. The cycle starts with the evacuation of 
the reaction chamber by opening valve K4 (function 39), followed by the measurement 
of the pressures of the mixing chamber and reactor every 10 msec. After a while valve 
K4 is closed again (139). Then the gas that has been mixed during the previous cycle, is 
introduced into the reaction chamber by opening the entrance valve КЗ (37). The actual 
reaction starts with the opening of valve КЗ and its duration is determined by the cycle 
time t.,. After closing КЗ (137) a new gas mixture is prepared in the mixing chamber, 
Table 14.2: Function codes. Note that functions are divided into groups 
of at most 100 similar functions. 
code 
0 
1 - 1 0 0 
101 - 200 
201 - 300 
301 - 400 
401 - 500 
501 - 600 
function 
no function 
open valves 
close valves 
measure variables 
set setpoints 
special functions 
preparations/others 
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Table 14.3: Part of the data array of a 1.5 sec cycle (750 events), in 
which a layer of A^Gai-jAs is grown. The sequence of functions is to be 
read horizontally from top left to bottom right (39, 223, 0, 0, 0, 0, 223, 
etc). First the reactor is evacuated (open (39) and close (139) valve 
K4), then the mixing chamber is emptied into the reactor (valve КЗ 
(37, 137)) and the reaction starts. During the reaction a new mixture 
is prepared from three gases, i.e. TMA (29, 129, 30, 130) (twice), TMG 
(25, 125, 26, 126) and AsH
s
 (11, 111, 12, 112). At regular times the 
pressure in mixing chamber and reactor is measured (223). 
39 223 
0 223 
139 0 
0 223 
37 223 
0 223 
0 223 
0 223 
0 223 
0 223 
137 223 
0 223 
29 25 
0 223 
129 125 
0 223 
30 223 
0 223 
130 223 
0 223 
29 223 
0 223 
129 223 
0 223 
30 223 
0 223 
130 223 
0 223 
2Θ 223 
0 223 
126 223 
0 223 
12 223 
0 223 
112 223 
0 223 
0 223 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
11 
0 
111 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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thus while the reaction is taking place in the reactor. First the gases are introduced 
in the pipettes by operating valves Kl of trimethylaluminium (TMA), trimethylgallium 
(TMG) and AsHj (functions 29,129, 25,125 and 11, 111). Subsequently the pipettes are 
emptied into the mixing chamber by operating the K2 valves (30, 130, 26, 126, 12, 112), 
starting with the gas with the lowest vapour pressure. As the vapour pressure of TMA is 
low the TMA pipette is filled and emptied twice, before the TMG and AsHj are released 
in the mixing chamber. 
The pressure evolution in the mixing and reaction chamber is followed by measuring 
these pressures at regular times during the cycle (223). Figure 14.3 shows the status of 
the appropriate valves (Kl, K2, КЗ, K4) and the pressure in the mixing and reaction 
chamber as a function of time. At the start of a cycle both pressures are at their maximum 
values. Opening the exhaust valve K4 results in a pressure drop in the reaction chamber 
(evacuation). Upon opening the entrance valve КЗ the reaction chamber pressure rises 
fast while the mixing chamber pressure drops. After the initial overshoot, which is 
believed to be a temperature equilibration phenomenon (it only occurs at a temperature 
above ~ 400 °C), the pressure in the reaction chamber rises steadily due to the formation 
of reaction products. In fact, if all the gases have reacted the pressure will flatten out 
again. After closing КЗ a new mixture is prepared by opening the appropriate K2 valves. 
This results in pressure rises in the mixing chamber as is demonstrated in Fig. 14.3 by 
the four steps in the pressure of the mixing chamber. The larger the volume of the gas 
pipette the larger the pressure rise will be. This pressure rise also is determined by the 
inlet pressure of the gas. By following the pressure in the mixing chamber one can easily 
determine whether or not some malfunctioning has occurred. 
Before a cycle is executed preparatory actions may be performed or setpoints may be 
set or adjusted. The dataset that contains the setpoints, consists of values for all possible 
setpoints (e.g. temperatures and pipette settings). If a certain type of setpoint dataset is 
specified (a positive natural number) in the growth menu, all the setpoints are set. The 
dataset that contains the preparatory actions, is built up in a similar way as a cycle: the 
specified data are function codes, that are to be executed successively. The number of 
preparatory actions per dataset is specified in the growth menu. 
14.3 Computer system 
14.3.1 Hardware and operating system 
The computer hardware consists of a Philips 68010 μΡ based VMEbus system with 
a UNIFIVE operating system (derived from UNIX™ system V) [9]. The CPU-board 
comprises a Motorola 68010 processor (10 MHz), a Motorola 68451 Memory Management 
Unit (MMU), a Signetics 2681 Dual Asynchronous Receiver Transmitter (DUART), and 
a Signetics 68230 Parallel Interface/Timer (PIT). The system further features a disk 
controller, 5j inch floppy disk drive and 20 Mb Winchester 5j inch hard disk. Serial 
I/O is done with a Philips Asynchronous Communication Controller board, which is 
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Figure 14.3: Pressure evolution and valve status. Actions taken by the 
valves of the gas system are visualized in the upper part, the evolution 
of the pressure in the mixing chamber and the reactor in the lower part. 
The time axis is the same for both cases. The pressure overshoot in 
the reactor after gas introduction is a temperature equilibration phe­
nomenon; the slower rise during the rest of the cycle is a result of the 
formation of reaction products. 
equipped with two Signetics 68681 DUART's, so that 4 serial V24/V28 (RS232-C) ports 
are available. Other I/O functions, both analog (setpoints and measured values) and 
digital (valve control and safety switches) are performed by the Philips MIOS subsystem 
(Modular Input Output System), which interfaces with the VMEbus system through a 
translator board. Five different types of MIOS boards are used: digital input boards (5 
V), low current digital output boards (5 V, 24 V), high current digital output boards 
(24 V), analog input boards (-10 V to +10 V) and analog output boards (0 V to 10 V). 
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A graphics controller board (equipped with a Thomson-Efcis EF9367 Graphic Display 
Processor (GDP) and a Motorola 68121 Intelligent Peripheral Controller (IPC)) together 
with a colour display (RGB) allows for monitoring of the pressures in the mixing chamber 
and the reactor. Operation of the reactor is done on a terminal, which is also used to 
display various process parameters (pressures, temperatures, status of valves). Finally the 
system is completed with a matrix printer to make hardcopies. The complete computer 
system is mounted in a 19 inch rack. The VME and MIOS boards are of the double 
EUROcard format. 
The computer itself does not function as a regulator, i.e. only setpoints are generated 
and external controllers ensure that setpoints are actually reached. Safe operation of 
the reactor and safety for the operating personnel is warranted by a specially designed 
logic circuit (Logic SafeGuarding Module (LSGM)), that forms an integral part of the 
complete Pulse Reactor system. This circuit, which is parallel to the computer, monitors 
all essential parameters and performs predefined actions upon the occurrence of severe 
fault situations (e.g. AsHj leakage, fall off of the pneumatics supply to the valves). 
Data communication between reactor system and computer is quite easy through the 
use of the MIOS subsystem in combination with the UNIFIVE operating system. Direct 
I/O is done by reading and writing of information at certain (odd) MIOS addresses. 
Every MIOS board has a separate address (hexadecimal 38000 and higher), which is 
situated in the short I/O region (between hex 30000 and hex 3FFFF). In UNIFIVE only 
the super-user (logged in as "root") is permitted to access the MIOS addresses after 
execution of the phys() routine [9]. If a software programme is started, which intends 
to use the MIOS system, the MIOS addresses must be made accessible before any other 
action is undertaken. This can be done by executing the function ореішешО, which is 
shown in Table 14.4. Upon ending of the programme, the function closememO is called. 
Although the UNIFIVE operating system is designed to be a multi-user system, every 
user who wants to use the MIOS system, must be logged in as super-user, which is not 
desirable. An elegant solution is that a user logs in in a so-called restricted shell (rshQ 
[9]) with a user-id (uid), that equals the one belonging to the super-user (i.e. uid = 0). 
Digital input is used to guard the status of the reactor. At various positions in the 
reactor system, so-called safety switches are placed, that open upon the occurrence of a 
fault situation. These switches are part of an electrical circuit, with on one side a voltage 
source (5 V) and on the other side a MIOS digital input board (fail-safe circuit). Each 
MIOS digital input board consists of 32 different inputs. If the situation is safe, the 
switch is closed and the MIOS input is 5 V. If a fault situation occurs (or cable fracture), 
the switch opens and the MIOS input is 0 V. Upon reading of the relevant MIOS board 
this will be noted as the toggling of a bit from " 1 " to "0" . 
The operation of the valves is done with the digital output boards. Each board 
contains 32 outputs, that are organized as two 16 bit words. By setting a bit to " 1" and 
sending the word that contains this bit to the relevant MIOS board, a valve is opened or 
closed, depending on the default position of the valve. 
The use of digital I/O is demonstrated in Table 14.5, where the C-code is given for the 
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Table 14.4: C-code of the function openmemO and closememO demon­
strating the use of the physQ routine. 
«define 
«define 
«define 
«define 
PHYSAD 
VIRTAD 
YES 
NO 
int pernieeion 
орепветО 
{ 
NO; 
(short ·) 
(short ·) 
1 
0 
0x38000 
0x100000 
if (phy»(0.VIRTAD,OxBOO.PHYSAD)) 
шореггО ; 
exitíO); 
els« 
репвіавіоп ~ YE8; 
return; 
/* MIOS physical «tart addreea »/ 
/· MIOS virtual «tart address ·/ 
closememO 
Í 
if Π permission)return 
if(p ' 
•lee 
hyeCO,VIRTAD,0,PHYSAD)) 
mclerrO ; 
exit(O); 
printf ("Хшю access anymore to M10S\n"); 
return; 
moperrO 
printf("\nocc»ee to MIOS denied"); 
prlntf("Snyou probably don't have euperuser s t a t u s " ) ; 
printf ("\nlogin as 'root'\n\n n) ; 
mclerrO 
printf("\nmemory s t i l l access ib le") ; 
functions that open (oK3(), code 37) and close (cK3(), code 137) the inlet valve of the 
reactor (КЗ). Each array element binout[l] corresponds to one 16 bit word related to 
a specific MIOS board. To open the valve first the appropriate bit is set (using bitonO 
and bitoff ()), and subsequently the 16 bit word is written to the MIOS address by 
the functions wdigoutO and dlgoutO. Digital input is performed with the functions 
rdiginO and diginO, that fill the array binin[]. 
Analog I/O is performed with the 12 bit Analog to Digital (AD) and Digital to Analog 
(DA) converters that are present on the MIOS analog I/O boards. The contents of an 
address represents a measured value or setpoint value. Measurement of a variable is 
done by reading the contents of the appropriate address. Writing a value to a certain 
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Table 14.5: C-code of the functions that open (oK3()) and close (сКЗО) 
the inlet valve of the reactor (КЗ), and the functions that are used for 
digital I/O. 
# d e f l s · 
#define 
#def ine 
VIBTAD 
N-DIGIN 
N-DIGOUT 
(•hort О 
4 
8 
•hort *VERJ>0UT 
short »BER-DIN 
extern unsigned short ЪіліпП : 
extern unsigned short binout[J ; 
оКЗО /* open Til ve КЗ */ 
{ /* normally closed */ 
binout [2] - bit on (binout [2] ,8); 
digout(3.binout[2]); 
0x100000 /· MIOS virtual start address ·/ 
/* number of digital inputs */ 
/« number of digital outputs */ 
VIRTAO + OxlaO; 
VIRTAD + 0xl80¡ 
сКЗО 
> 
short naskC] 
/· close valve КЗ */ 
/* normally closed */ 
binout[2] - bitoff(binout[2],8); 
digout(2.binout[2]); 
- { 0x8000,0x4000,0x2000.0x1000. 
0x800, 0x400, 0x200, 0x100. 
0x80,0x40.0x20,0x10. 
0x8.0x4,0x2,0x1 }; 
/· toggle bit on */ 
return( wordlnask[bit] ); 
/» toggle bit off ·/ 
biton(word,bit) 
short word,bit: { 
} 
b i t o f f ( w o r d , b i t ) 
s h o r t w o r d . b i t ; 
return( word*("Bask[bit]) ) ; 
address represents the setting of a setpoint. As an example the function that measures the 
reactor pressure (getPreactO, code 223) is shown in Table 14.6. This function not only 
measures the pressure in the reactor, but also - after conversion to mbar - shows the value 
on the graphic display (see Fig. 14.3). The two-dimensional array elements anain[i] [J] 
correspond to various sensors (e.g. 1 = 0 , J ' 2 corresponds to the reactor pressure). 
The array elements are updated with functions r anain О and ranainO. Writing of 
analog data is done with wanoutO and anoutO. 
The functions shown in Table 14.5 and 14.6 demonstrate the ease with which analog 
and digital information is exchanged between reactor and computer, through simple read­
ing from and writing to appropriate MIOS addresses. The temperature controller that 
is used for the control of the susceptor temperatures, communicates with the computer 
through the serial interface (RS232). This involves a lengthy protocol, which is therefore 
much slower than direct reading from and writing to MIOS addresses. 
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Table 14.5: continued 
rdig inO / * gat mil d i g i t a l input· */ 
•hort к; 
f or (k-O ; k<N -DIGI» ; k++) 
bininlk] - diginCk); 
digin(cban) / · get spec i f i c d i g i t a l input · / 
short chan; 
return · (RER-DIN * chan) ; 
»digoutO /* «it« all digital output· ·/ 
•hort k; 
for (k-O ; k<N -DIGOUT ; k++) 
digout (k, binout [k] ) ; 
digout(chan,data) /* vrite specific digital output */ 
short chan; 
unsigned short data; { 
• (VER-DQUT + chan) - data; 
14.3.2 Real-time behaviour 
Although UNIFIVE is designed to be a multi-user system, real-time behaviour (1 msec 
base) can be obtained by limiting the execution of certain system processes and by adjust­
ing the priority of both system as well as application processes. The original UNIFIVE 
system [9] is stripped with respect to administrative processes (e.g. acetQ, sa(j) and 
processes that regulate UNIX-UNIX communication {ииср()), i.e. these processes never 
are started. Processes that are present in the background and become active at certain 
times - as regulated by eron that gets its timing information from the file crontab - must 
be assigned a lower priority (via the nictQ function). The frequency and the time at 
which these processes become active as well as their priority, must be so adjusted in the 
file crontab, that these processes do not become active during a growth run. Processes 
that are started when the system is booted, can be assigned a lower priority by adjusting 
the file re. This file contains information concerning the processes that should be started 
upon booting of the system [9]. An adjusted line could look like: nice -20 /etc/стоп, 
whereby the time daemon itself is assigned a lower priority. After alteration of this file 
the system must be rebooted. Application processes (i.e. the programmes Control and 
Run, see Sec. 14.4) are assigned a higher priority, by issuing the nicc() command from 
within the programmes with the C-function nicc(-SO) [8]. However, this is only allowed 
to the super-user (uid = 0). 
Communication via the RS232 interface must be limited and must preferably not 
occur during the execution of a cycle. As the RS232 interface is used only to exchange 
information regarding the setpoints of the heaters that heat the susceptors and because 
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Table 14.6: C-code of the function g e t P r e a c t O , which measures the 
reactor pressure, and the functions that are used for analog I/O. The 
function c o n v e r t o converts the analog value to mbar, using predefined 
constants. The measured value is shown on the graphic colour display 
by drawPrO. 
#defin· VIRTAO (short *) 0x100000 /* HIOS v ir tua l start address */ 
«defin· N-ANIN 32 /* number of analog inputs */ 
#def i n · N-ANOUT 8 /* number of analog outputs ·/ 
short 'WERJUJOUT - VIRTAD + O x l c O ; 
short *C10-ST - VIRTAD • OxcO; 
•hort *SST - VIRTAD + OxcO; 
•hort »INR - VIRTAO; 
short *0TR - VIRTAD; 
extern short anain [] [] ; 
e x t e n short anaout [] ; 
extern int Preset; 
getPreactO /* neasure Preact, convert to nbar and draw on display. */ 
ranain(2) ; 
Preact - convert (a .Preact, b-Preact, ( in t ) (anain[0] [2] ) ) ; 
drawPrO ; 
renin 0 /· get all analog inputs */ 
short k . l ; 
for (k-0 ; k<H-AHIN/16 ; k++) 
for( l -0; l<16; l++) 
ranain(l+k*16) ; 
} 
ranain(cban) / · get speci f ic analog input */ 
•hort chan; 
•hort k , l , i n ; 
к - chan/16; 
1 - chan - (k*16); 
i f ( ( i n - an in(k. l ) ) — 0x2000) 
pxintf("\nread error at NIOS AD converters"); 
e l s e i f ( i n < 0) in +- 30720; 
anainCkHl] - in; 
of the fact that the employed temperature controller is of good quality, in practice only 
once every 5 minutes these temperatures are measured. Setting is always done before 
a cycle is executed for the first time, as a preparation. The total reaction time is then 
extended with 0.2 %, which is acceptable. 
The standard clock pulse that is used within the UNIFIVE operating system (20 msec) 
makes UNIFIVE less favourable for real-time applications. The length of this clock pulse 
may not be changed at will, although it is possible, in principle, by changing the values 
of the high, mid and low counter preload registers of the PIT (hex 200E7, hex 200E9 
and hex 200EB, respectively). In this way a 2 msec timebase may be obtained, although 
the UNIFIVE system will be corrupted. A better way to obtain the needed 2 msec 
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Table 14.6: continued 
aiiìn(chaiitchaiir) /* get one eburnei */ 
short dummy,•; 
i n t k . l ; 
chanx « " 1 : 
chanr lK 0x40; 
dummy - · (SST+chan) ; 
for(i-0;l<2;l++) 
• (СІО-ЗТ+сЬал) - сЪвпт; 
• (OTR+chan) - chanr; 
forCk-4;k>0;k~); 
m - «(INR+chan); 
dummy - »(SST+chan); 
if(*(ST+(2»chan)) < 0) ratura m; 
els« ratura 0x2000; 
} 
wanoutO /* «rite all analog outputs +/ 
abort к; 
for (k-O ; k<NJlN0UT ; k++) 
anout(k,anaout[k]); 
} 
anout(chan,data) /* write specific analog output */ 
short chan .data; 
• («ER-ANOUT + chan) - data; 
timebase (Sec. 14.2) is to read the clock registers of the PIT continuously. After 2 msec 
have elapsed, an event will take place, as determined by the information in the timetable 
(Table 14.3). 
Experience with the software has shown that for this application the real-time be­
haviour of the stripped UNIFIVE operating system is sufficient. True real-time behaviour 
can not be expected if one employs UNIFIVE, and systems such as ERM, DRM and OS-9 
then are more suitable. 
14.4 Software 
The most important requirement to be met by the software that controls the Pulse 
Reactor, is that the software must enable the operator to grow complicated multilayer 
structures completely automatically. Furthermore, the software must be user-friendly. To 
this end three programmes have been written, entirely in the С programming language 
[7J: Input, Control and Run (Fig. 14.4). The programme Input allows the operator to 
specify a complete growth run or growth menu and does not involve communication with 
the reactor. The programme Control allows the operator to operate the reactor as if it is 
controlled manually. With the programme Run a growth menu as specified with Input, 
is executed, which results in a desired multilayer structure. 
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menu file 
/\ 
input 
timetable file 
log file 
} data file 
Figure 14.4: Programme package for the Pulse Reactor. With the 
programme Input menus are created, saved in a menu file and translated 
into a timetable file. The programme Control controls and monitors the 
reactor system and allows the operator to operate the reactor from the 
terminal keyboard. The programme Run executes a menu, as specified 
by Input in the menu and timetable file. Run must be started from 
Control. Both Control and Run write status reports to a log file at 
regular times. Run also writes data (process parameters) to a data file 
at certain times. 
14.4.1 The programme Input 
The programme Input is menu-driven and allows the operator to specify a growth 
run or growth menu, that is divided into several courses. To every course a cycle type 
(ci) must be assigned, which designates the type of layer (chemical composition) that is 
to be grown or what should be done otherwise (e.g. purging). The number of times the 
assigned cycle type must be executed (ne,) determines in the case that a layer is deposited 
its thickness. Furthermore growth temperatures and pipette settings must be specified in 
the setpoint dataset (d,tp)- Preparatory actions are specified in the preparation dataset 
(dprp). In order to facilitate this specification process, to date a library of cycle types 
and datasets has been created, which contains a number of predefined cycle types and 
datasets, that are used to grow various layers of GaAs and AUGai->As. Also a library 
of growth menus is available. 
A new cycle type or dataset can easily be created using the same programme Input. 
The gases and their amounts are to be specified as well as the cycle duration. The time 
at which the mixing cycle starts can be chosen either directly after closing valve КЗ (inlet 
valve reactor) or at a later time, but no later than the cycle duration minus the time 
needed for the mixing cycle. Furthermore the pump time (time between opening and 
closing of the exit valve K4) can be chosen, within certain limits. After the specification 
of a new cycle type, the information is translated - using built in rules that can be 
changed at will - into a timetable which contains the sequence of the functions that are 
to be executed (see e.g. Table 14.3). In addition, a preparation dataset is automatically 
created from the newly specified cycle type. 
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After having defined the whole menu, course by course, a timetable file is constructed 
in which the individual timetables of each cycle type are combined together with the 
specified variables n ^ and the various datasets. This timetable file (or run file) is used 
in the programme Run to actually grow the desired multilayer structures as defined by 
the programme Input (Fig. 14.4). It should be noted that, although the use of function 
codes appears to be cumbersome and input-error prone, in practice the operator never 
needs to edit or create the timetable file. Thus, if a timetable file is created with the 
programme Input, erroneous function codes can be ruled out. Besides a timetable file, 
also the specifications itself are saved in a menu file, which can be used at a later stage 
as a starting point for another menu. 
14.4.2 The programme Control 
The programme Control controls and monitors the reactor system and permits the 
operator to operate the reactor from the terminal keyboard. The use of Control is there-
fore limited to qualified personnel only, which is accomplished by asking a login name and 
password before the programme can be started. Four different screens with information 
can be displayed: (1) the error screen, that shows all errors that have occurred; (2) the 
valve screen, that shows the status of all valves; (3) the process data screen, that shows 
the current values of all process parameters; (4) the overview screen, that shows schemat-
ically the reactor system, with some valves and process parameters. All valves can be 
operated by simply typing "o" for opening and "c" for closing the appropriate valve, if 
the valve screen is selected. After selection of the process data screen, all setpoints can 
be set and all process parameters are displayed. In the overview screen the information 
available in the valve and process data screen is shown using a schematic view of the 
reactor system. In this screen also parameters can be changed. Cursor control is used in 
these screens to select the parameter (valve, setpoint) that the operator wishes to change. 
The errors that have occurred are displayed in a short form in the valve, the process data 
and the overview screen. More information about the errors is given in the error screen. 
If fault situations occur, the programme and/or the logic circuit (LSGM) parallel to it 
react in a predefined way (e.g. if AsH3 leakage occurs, the reactor is set into closed mode 
and several alarms are generated upon which safety personnel will react appropriately). 
All occurring fault situations are recorded continuously in a log file (Fig. 14.4). At cer-
tain times a status report is written to this log file as well, thereby ensuring that nothing 
is unnoticed also at times that the operator is not present. The programme Control is 
extremely useful for all kinds of maintenance activities (e.g. evacuation and leak testing) 
and troubleshooting. 
14.4.3 The programme Run 
With the programme Run a run file can actually be executed and a multilayer struc-
ture can be grown. Run is started from Control, using the forkQ-exeeQ construction 
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[7,9]: after specification of the run file Control is paused and Run is started. Commu­
nication between Control and Run is done by signalQ routines [7,9] and takes place in 
case of fault situations or keyboard input. Figure 14.5 shows the block scheme of the 
programme Run. First the timetable file (run file) is read and checked for errors, then the 
menu is started by performing every course consecutively. After setting of setpoints and 
performing of preparations a course is executed by executing the timetable information 
of the appropriate cycle type. Fault situations that occur during execution of the cycles 
are handled by interrupting the growth and transferring control over the reactor to the 
programme Control via the signalQ routines. In case of fault situations that are not too 
serious, control over the reactor is transferred back to Run and the growth continues. 
Upon the occurrence of severe fault situations the logic circuit (LSGM) reacts by taking 
control over the reactor, whereby the growth is stopped. If for some reason it is not 
desirable to continue the growth, the operator is able to stop or pause the growth by 
interrupting the programme Run. Another useful feature is that the operator is able to 
start the next course, without finishing the presently executed course. This allows for 
shortening of e.g. purge courses, that are needed for heating/cooling of the susceptors. 
At certain times data and status reports are written to a data and log file. Start and 
stop times of every course are written to the log file. 
As an example the C-code of the execute-eye l e part (see Fig. 14.5) of the programme 
Run is given in Table 14.7. During initialization a structure runda ta has been filled with 
information from the timetable file: every i'h element rundata[cycletype] .act ions [ i ] 
is a function code. The f or-loop is executed as many times as there are functions in the 
particular type of cycle (i.e. naction» times). After the function clock has returned 
a 0 (this occurs every 2 ms) the element rundata[cycletype] . a c t i o n s [ i ] is executed 
in function xfunc. After testing the correctness of the value of the function code, the 
function is executed, if a function corresponding to the code is defined. In the structure 
fune ode the various functions are defined. As an example the functions represented 
by code 37 (оКЗО) and 223 (getPreactO) were already given in Table 14.5 and 14.6, 
respectively. 
14.5 Growth experiments 
The performance of the developed software package for the Pulse Reactor can be 
determined by the results obtained from growth experiments. Some experiments have 
been performed in order to grow complicated layer structures consisting of several GaAs 
and AlGaAs layers. The quality of the various layers in these structures not only is a 
measure of the quality of the software, but also of the quality of the Pulse Reactor itself. 
In order to check that the growth rate per cycle is constant during a course a number 
of GaAs and AIGaAs layers have been grown, leaving all growth conditions the same, 
except the number of cycles, which was varied between 500 and 2000. The growth 
rate - expressed as grown thickness per cycle - was measured using Scanning Electron 
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Figure 14.5: Block scheme of the programme Run. After initialization 
and reading of the timetable file (run file) the growth menu starts. Per 
course setpoints may be set and preparations may be performed. If no 
keyboard input is detected and if the status of the reactor is safe, the 
cycle will be executed. Upon the occurrence of severe fault situations 
the growth menu is stopped. 
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Table 14.7: C-code of the execute-cycle part of the programme Run. 
A structure rundata has been filled with information from the timetable 
file. The element rundata[cycletype] .act ions [ i ] is a function code 
and is executed in function xfunc. The function clock returns a 0 
every 2 ms. In the structure funcode the various functions are defined. 
»include "STRUCTJef·" / * def in i t ion of » t m c t mudata!] · / 
execute.cycle( cycletype, nactlone ) 
int cycletype, nactioae; 
int i-0; 
fori i-0 ; Knactiona ; І++ ) 
while( clockO ) ; 
if( xfunc ( rundata [cycletype] .actions [i] ) ) 
return(1); 
} ) 
rtruct funcode { 
int nun; 
int (*func)(); 
char *г«ш«гк: 
} 
•include "XFUNC-d*f·" /· definition of all functions */ 
«include "FUNCTIONS.defi" /* definition of struct funcode function!] */ 
xfunc( fcode ) 
int fcode; 
if( fcode<0 II fcode>eOO ) /* test for illegal codes ·/ 
printf ("xfunc: error in function code Xd\n" • f code) ; 
printf(n Хв\п",function[fcode].remark); 
return(1); 
lf( function[fcode] .fune ) /· is there a function to perfom */ 
return( (*function[fcode] .fune) 0 ); /· do it ·/ 
else 
return(0); 
Microscopy (SEM) photographs of stained cross-sections of the grown layers. It was 
confirmed that the growth rate per cycle was independent of the number of cycles, within 
the error margin of the SEM. 
The minimum possible cycle time depends on the duration of the mixing cycle and 
the time needed for the evacuation of the reactor. However, as the evacuation typically is 
shorter than the mixing cycle, the number of pipettes to be used determines the minimum 
possible cycle time, which is typically 1 s. We have varied the cycle time between 1 and 
2 s. It was found that the growth rate per cycle for a cycle time of 1.5 s was only slightly 
smaller than the one for a 2 s cycle, whereas the growth rate of a 1 s cycle was about 
20 % smaller than the 1.5 s cycle. Therefore, it is concluded that for a typical situation 
all introduced growth species have reacted within 1.5 s. In fact, the dimensions of the 
reactor chamber were chosen such that the reaction time would be 1-2 s. 
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Figure 14.6: Normalized growth rate per cycle for GaAs and 
Alo sGao (As as a function of radial position as measured from the cen­
ter of the 2 inch wafer. The growth rate is equal at all positions within 
5 %. Growth conditions were: Τ = 700 "С, Ρ^,^,Γ = 2 mbar, V/III = 
20. 
Depletion is one of the phenomena that should not occur in the Pulse Reactor [5]. 
This was tested by placing a 2 inch GaAs wafer on a susceptor and growing several 
μτη GaAs or AIGaAs (50 % Al) on top of this substrate. The growth temperature was 
700 °C, whereas the average pressure in the reactor chamber was 2 mbar. The V/III 
ratio was 20. Under these growth conditions the growth rates for GaAs and AIGaAs 
were typically 1.5 nm/cycle. Hence, the growth rate - expressed as total grown thickness 
divided by total growth time - is comparable to the growth rate obtained in conventional 
MOVPE systems, i.e. ~ 10 ^m/h. It has been verified by photoreñectance experiments 
that the Al solid composition χ in AljGaj.jAs equals the Al gas phase composition xt. 
In Fig. 14.6 normalized growth rates for GaAs and AIGaAs are depicted as a function 
of radial distance. It will be clear that under these growth conditions the obtained 
uniformity is excellent (5 %) over the whole 2 inch wafer. Deviations mainly occur at the 
sides of the wafer, which is believed to be a diffusion phenomenon. 
Besides thickness uniformity, another expected advantage of the Pulse Reactor as 
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compared with conventional MOVPE flow reactors is a sharp transition between suc­
cessive layers. This can be demonstrated by the growth of high-reflectivity mirrors, 
which consist of a periodic multilayer structure with alternating high (GaAs) and low 
(AIGaAs) refractive index materials. These so-called Bragg-reflectors are of extreme im­
portance in the fabrication of surface emitting lasers [10-12]. Such a quarter-wavelength 
structure exhibits high reflectivity over a limited wavelength around a central wave­
length A
c
. Also side-lobes, at both sides of the central wavelength, generally are present. 
The peak reflectivity, the bandwidth and X
c
 are dependent on the refractive indices 
(n,) and thicknesses (d,) of the individual layers and on the number of layer pairs, i.e. 
λ0 = 2(nGaA,¿G»A» + илюіЛ.алюіА.) [11]. Mirrors with near 100 % peak reflectivity at Xe 
between 0.6 and 1.2 μπι have been grown by MOVPE [10-12]. Bragg-reflectors with X
c
 in 
the visible region are a very useful tool to characterize thickness uniformity [11] as the sur­
face of a grown AlGaAs/GaAs quarter-wavelength multilayer structure appears coloured. 
These structures can be inspected visually. Colour differences (i.e. locally different A
c
) 
correlate directly to differences in optical thicknesses, which are mainly determined by 
layer thicknesses. Inhomogeneities in Al concentration only affect X
c
 in a minor way, 
via the weak dependence of the refractive index upon Al content in AIGaAs. Reflectivity 
measurements of a GaAs/Alo «Gao sjAs Bragg-reflector, grown on a 2 inch wafer and con­
sisting of 20 layer pairs of GaAs and Alo 41 Gao seAs, with individual thicknesses of 35 and 
40 nm, respectively, show that the central wavelength X
c
 is 542 nm (green). From colour 
variations across a 2 inch wafer it is inferred that thickness variations appear to be of the 
order of 10 %. Figure 14.7 shows a SEM image of a cross-section of a GaAs/Alo sGao 5As 
Bragg-reflector grown in the Pulse Reactor. The multilayer structure consists of 20 layer 
pairs of GaAs and Alo.sGaosAs, with individual thicknesses of 70 and 80 nm, respec­
tively, resulting in Л
е
 = 1010 nm (IR). The whole structure is grown within 30 minutes. 
From Fig. 14.7 it can be concluded that the layers are uniform in thickness and that 
hardly any defects are present (the apparent non-uniformity is a SEM-artefact, originat­
ing from defocussing effects). Furthermore, the GaAs/AIGaAs interfaces can clearly be 
distinguished, which indicates that there is an abrupt transition from GaAs to AIGaAs. 
Auger electron spectroscopy (AES) measurements on samples where the growth rate was 
intentionally enhanced to 15 nm/cycle, have revealed that the sharpness of the transition 
from GaAs to AIGaAs is better than 2 nm, being the AES probing depth. Hence, it is 
concluded that the transition from GaAs to AIGaAs is abrupt. 
14.6 Concluding remarks 
A modular and thereby flexible software package has been developed to control and 
operate the Pulse Reactor. As the software package was designed parallel to the con­
struction of the Pulse Reactor its modular design appeared to be of great importance, 
i.e. modifications in the original reactor design could easily be accommodated for by 
minor changes in the software. Experience with the software package and the adapted 
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Figure 14.7: Scanning Electron Microscopy image of a 
GaAs/Alo jGao sAs Bragg-reflector grown in the Pulse Reactor. The 
GaAs layers (light contrast) have a thickness of 70 nm, whereas the 
AlGaAs layers (dark contrast) are 80 nm thick. The surface of the mul­
tilayer structure does not show a colour as X
e
 equals 1010 nm (IR). The 
marker corresponds to 1 μτη. Growth conditions were: Τ = 700 °C, 
Preactor = 2 шЬаг, У/111 = 20. 
UNIFIVE system for over a year has shown that the real-time behaviour suffices our 
purposes. 
Although barely out of test phase, numerous multilayer structures (e.g. Bragg-
reflectors) have been grown with good thickness uniformity and good optical surface 
quality, at similar growth rates (up to 30 /im/h) as in conventional MOVPE systems [1-
4]. The examples given above show clearly that the quality of the grown layer structures 
is good and that the principle, underlying the Pulse Reactor, is correct. Furthermore, 
the software package - essential for the operation of the Pulse Reactor - proves to meet 
the posed requirements well. 
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Chapter 15 
Theoretical and experimental description of the 
growth of GaAs and AljGai-jAs 
in the Pulse Reactor 
Abstract 
The Pulse Reactor is a cyclic-operation low-pressure Metal Organic Vapour Phase Epi­
taxy (MOVPE) reactor in which in principle any binary, ternary, and quaternary multi­
layer device structure can be grown in a succession of a few thousands of "growth cycles". 
In each cycle, of typical duration ~ 1 s, growth proceeds from a low-pressure (~ 1 mbar) 
mixture that contains the necessary growth species and which during the reaction is im­
mobile with respect to the substrates. In one cycle, 1 to 50 atomic layers can be deposited. 
A theoretical description of the evolution of the growth rate in one cycle is presented. In 
one cycle the growth rate determining mechanism changes from kinetically to diffusion 
controlled. A cold-walled version of the Pulse Reactor is now operational and has been 
tested for GaAs-AlIGa1_IAs growth. Growth rates (up to 50 μιη/h) and morphological 
qualities are comparable to conventional MOVPE. In the present reactor uniformity is 
typically ~ 5 % over a complete 2 inch wafer and can probably be improved easily. 
W.G.J.H.M. van Sark, J. van Suchtelen, J.E.M. Hogenkamp, M.H.J.M. de Croon, 
R.A. Velthuis, and L.J. Giling, 
submitted to J. Cryst. Growth. 
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15.1 Introduction 
The most common problem encountered in continuous-flow Metal Organic Vapour 
Phase Epitaxy (MOVPE) reactors, which are used throughout the semiconductor indus­
try for the fabrication of various optoelectronic devices, is the occurrence of the depletion 
effect [1-4]. The concentration of growth species diminishes along the direction of the 
flow, which results in a non-uniform thickness distribution. Solutions are possible, but 
generally still lead to inefficient use of the expensive metalorganic compounds. A so­
phisticated way of avoiding depletion is the use of a tilted susceptor [3]. In order to 
overcome the depletion problem in another way, a "Pulse Reactor" has been developed 
recently [5,6], which essentially is a conventional reactor provided with fast-acting valves 
at entrance and exhaust, and a vacuum pump. 
Figure 15.1 shows a block scheme of the essential parts of the Pulse Reactor. These 
are situated inside a glovebox in a purified N3 atmosphere to avoid contamination of 
the reactor during loading of substrates. The growth of multilayer structures proceeds 
in growth cycles, in which two processes can be discerned that occur simultaneously: 
(l ) reaction and (2) mixing. The growth cycle (i.e. reaction) starts with the evacuation 
of the reactor. Subsequently, the reactor is filled with the reactive gas mixture, which 
was prepared in the mixing chamber during the previous cycle, and is left closed for 1-2 s 
to allow the gases to react. Mixing of the growth gases takes place parallel to the reaction 
and is shorter in duration by definition. As the growth gases are introduced in a pulsed 
glovebox 
Figure 15.1: Schematic block diagram of the Pulse Reactor system: 
(a) gas pipettes (0.1 - 2 cm3, 1 bar); (b) mixing chamber (40 cm3, 
40 mbar); (c) reactor (1500 cm', 1 mbar); (d) Roots pump; (e) arsine 
cracker (4000 cm', 800 °C) and dust filter; (f) two-stage rotary pump. 
The "peristaltic" guidance of the gas mixture is controlled by valves Kl 
and K2 (7x), КЗ and K4. Shunt valve K5 can be used for purging the 
mixing unit and in some failure modes. 
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way, no massflow controllers can be used. Therefore a special gas introduction system 
has been developed [5], which in the present setup allows up to 7 gases to be used in the 
reactor. In the mixing process first the appropriate gases are introduced into the mixing 
chamber, one by one. The amount of gas can be varied by adjusting the volume of the gas 
pipettes and the inlet pressure of the growth gases. After mixing, the gases are introduced 
in the reaction chamber. The control of the complete Pulse Reactor system, comprising 
over 40 valves and various sensors and actuators to ensure safe, reliable, and reproducible 
operation, is automated using a microprocessor based industrial computer [6]. 
It has been pointed out previously [5], that the Pulse Reactor features several advan-
tages over continuous-flow reactors. It is expected that a better uniformity of layers can 
be obtained, as flow is absent and the diffusivity of growth species at the mbar level is 
high. Sharp transitions are ensured by principle, because the growth proceeds in cycles 
during which 1-50 monolayers are deposited. The composition and thickness of the layer 
grown in each cycle - out of a total of thousands - can be programmed individually. This 
programmability and flexibility makes the Pulse Reactor suitable for techniques such as 
Atomic Layer Epitaxy (ALE) [7]. The gas mixing system can work without a carrier gas, 
if required. Economy of metalorganics is ensured as the cycle duration can be chosen 
such that nearly all growth species have reacted. Of industrial importance is the fact 
that the Pulse Reactor can easily be scaled up to a multi-wafer reactor. 
In this paper we present a theoretical description of the growth rate during a growth 
cycle as a function of time. Several stages can be distinguished: it will be shown that 
at the beginning of the cycle the growth is kinetically controlled and that after a certain 
time the diffusion of growth species is rate determining. The growth temperature greatly 
influences the relative duration of these stages. We furthermore report on experiments 
that have been carried out to determine the uniformity of grown layers of GaAs and 
AIzGa^zAs as a function of reactor geometry. Also the temperature dependence of the 
growth rate and the dependence of the crystallographic orientation of the substrate of the 
growth rate is investigated. Earlier test results showing the possibilities and quality of the 
Pulse Reactor have been given elsewhere [6]. To date the reactor walls are cooled, which 
poses some problems related with diffusion of growth species towards the substrates. As 
the glovebox system could not be used yet and therefore purity conditions are far from 
ideal, we have focused on the geometrical aspect of thickness uniformity. Installation 
of a hot-walled reactor version will improve the layer quality and uniformity, which are 
nevertheless already good. 
15.2 Growth rate during one cycle 
The evolution of the growth rate during one reaction cycle can be divided into dif-
ferent stages. It will be shown in this section that in each stage the growth is limited 
by another mechanism. At time t = 0 the gas mixture is introduced into the reactor. 
Pressure and temperature equilibration takes between ~ 5 and ~ 50 me, respectively, as 
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deduced from pressure sensor measurements. In order to obtain layers that are homo-
geneous in thickness and composition, no deposition of importance should occur within 
this equilibration period. At the beginning of the reaction cycle, first species close to the 
substrate surface will decompose and diffuse to the substrate, where the growth reaction 
takes place. Subsequently, after a certain amount of time, the surface reaction will be 
rate limiting resulting in a more or less constant growth rate. Eventually, diffusion of 
growth species will be rate limiting, which results in an exponentially decreasing growth 
rate (cf. the depletion effect in horizontal MOVPE reactors [3,4]). It will be shown that 
the duration of the various stages, that can be discerned in one reaction cycle, vary as 
a function of temperature through the temperature dependence of rate constants, which 
determine the CVD number. Besides this the growth rate is determined by the CVD 
number as well. 
15.2.1 Simplified model 
A quantitative and realistic description of the time evolution of the growth rate can 
be given with the use of the following overall reaction scheme [8]: 
A(y,t) ¿ B(y,t) Ь' B(0,t) % C(t) (15.1) 
where A[y,t), B(y,t), and C(t) are the concentrations of species A, B, and C, respec­
tively, as a function of height y in the reactor and time t. A simplified view of the reactor 
is given in Fig. 15.2. Three susceptors are placed equidistantly and are typically heated 
to 1000 K. Therefore the gas temperature between the susceptors is considered to be 
constant and equal to the susceptor temperature. The species A, B, and С may be iden­
tified as trimethylgallium (TMG), monomethylgallium (MMG), and GaAs, respectively. 
The growth of AlGaAs can be described with two of the above reaction schemes, one for 
GaAs and one for AlAs. The species A, B, and С for AlAs growth may be identified 
as trimethylaluminium (TMA), monomethylaluminium (MMA), and AlAs, respectively. 
Under the assumption that the temperature in the reactor is constant, the reaction where 
В is formed out of A takes place virtually everywhere in the reactor with reaction rate 
constant kc [9,10]. Subsequently, species В diffuses from the bulk gas phase (£(y , ( ) ) to-
wards the surface (B(0,t)) . The formation of С out of В at the substrate (positioned at 
the susceptor) is described with an overall reaction rate constant k„, in which adsorption, 
desorption and incorporation processes are combined [8]. The growth of GaAs is treated 
as if only the diffusion of the Ga-containing species is important. This one component 
treatment generally is valid as AsHs is present in excess [1-4]. It should be noted that the 
diffusion of growth species is assumed to take place in one direction only (y). In reality 
this assumption will probably not be valid; however, the analysis of the one dimensional 
case will already provide insight in the complex (three dimensional) processes that occur 
in the reactor. Uniformity of the growth rate requires an axial diffusion field. A non-axial 
field can be forced into an axial field by placing a cylindrical diffusion shield on top of 
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Figure 15.2: Simplified view of the reactor chamber. The reactor wall 
is made of stainless steel (diameter 12.5 cm, height 12.5 cm) and is 
oil-cooled (300 K). The three molybdenum susceptors (diameter 6 cm) 
are resistance heated (typically 1000 K) and are placed equidistantly. 
Growth species (О) яге concentrated near the cold wall, because of the 
Soret and Stefan effects. 
the susceptors, with the axis parallel to the direction of the normal of the susceptor. In 
the following the growth is described on the bottom susceptor. 
We consider an axially symmetric cylinder of height h (= the distance between two 
susceptors, or the reactor height if only one susceptor is positioned at the bottom of the 
reactor) that is filled with growth species A and B. The height coordinate is denoted y. 
Growth takes place at the substrate surface, which is placed at y = 0. Growth species 
diffuse (diffusivity О
л
, DB) from the cylinder volume towards the substrate, where the 
growth reaction occurs. The temperature at the top of the cylinder equals the substrate 
temperature T,, so no temperature gradient is present, hence thermal diffusion can be 
neglected and the reaction A —* В occurs everywhere in the reactor volume. It should 
be noted that also at the top of the cylinder deposition will occur. In the reactor an 
excess AsHs is present, so that only the concentration of the group III component must 
be taken into account. 
We assume that the cylinder is uniformly filled with component A at time t = 0. The 
input concentration of the growth species A is Ao· At í = 0 no В is present yet. We 
furthermore assume that the temperature of the input gas increases instantaneously from 
room temperature To to T,. The consequence of this assumption is that the duration of 
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temperature and pressure equilibration is taken as infmitesimally small, i.e. 0 s. This is a 
rather rigourous assumption, it however facilitates the mathematical description consid­
erably. As a consequence, the growth rates predicted by the model must be interpreted 
carefully when appreciable growth rates are computed for times smaller than — 50 ms, 
being the practical equilibration time. 
The growth rate as a function of time R(t) can be determined by solving the partial 
differential equations that hold for the concentration of species A and B. For species A 
we arrive at [111: 
5dM = nS-ψΙ _
 ксАШ) dt 
with boundary conditions 
dA(y,t) 
dy 
dA{y,t) 
dy 
v=o 
»=* 
= 0 
= 0 
A(y,0) = A0 
The solution for this partial differential equation is given by: 
A(y,t) = Л о е х р - М 
(15.2) 
(15.3) 
(15.4) 
(15.5) 
(15.6) 
Note that A(y,t) is independent of y, so that in the following A(t) is used. 
For species В the following partial differential equation has to be solved (the reaction 
В —» С is accounted for in the boundary conditions): 
dB[y,t) 
at 
= DB 
э
а
в(і/,0 
dy1 + M(0 (15.7) 
The boundary conditions at the susceptor and top of the reactor are (using the dimen­
sionlese height q = y/h): 
3B(q,t) 
dq 
dB(q,t) 
,=o DB 
-B(0,t) = NoB(0,t) 
dq 
B(q,0) = 0 
= ^ B ( M ) = lfiB{l,t) 
(15.8) 
(15.9) 
(15.10) 
Boundary conditions Eqs. (15.8) and (15.9) were written in terms of the CVD number 
[12,13]: 
Нс и.од=0 = No 
NcVD,<uq=l = Ni = 
DB 
DB 
(15.11) 
(15.12) 
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In principle deposition will occur not only at the susceptor (y = 0), but also at the top 
of the reactor (¡/ = h), as no temperature gradient is present. In practice the material 
of the top of the reactor (stainless steel or Mo heat shields at the backside of an above 
situated susceptor) differs from the material at the susceptor, i.e. GaAs. Therefore the 
reaction rate constant k0 may be different for y = 0 and y = к, which is represented 
by fc0|,=o and fco,j=i> and hence the different CVD numbers No and Νχ. Also for the 
reaction A —* В a CVD number can be defined. It was shown elsewhere that the rate 
constant k
c
 (expressed in l/s) must be multiplied with a thickness corresponding to the 
thickness ¿r of the chemical boundary layer. This layer especially is present in MOVPE 
flow reactors, where strong temperature gradients are responsible for the fact that only in 
a thin layer just above the substrate surface the chemical reaction A —» В will take place. 
The thickness of this chemical boundary layer in these cases is typically of the order of 
several mm [9,10]. In the Pulse Reactor, as a consequence of the constant temperature, 
this boundary layer is equal to the height of the reactor. The CVD number thus can be 
defined as follows: 
* = ^  = "-f («Л,) 
L>A UA 
The concentration B{y, t) is found by solving Eq. (15.7) using Laplace transformation. 
Defining B(y,s) as the Laplace transform £(B(y,s)) of B{y,t), with transformation 
parameter s, we can write 
* f i (v , · ) = 3 2 ^ ' a ) + M W (15.14) 
with Â(t) the Laplace transform of A(t), which follows from Eq. (15.6): 
λ{.) = £ ; (15.15) 
Solving Eq. (15.14) yields as general solution 
k
c
Ao 
(fee + s)s 
with η and в constants that are to be determined from the boundary conditions. Using 
the boundary conditions we finally arrive for B(y,s) at 
s(y<a) = /..T0.». + ' '8 ΐ η4\/πτ!') + в c o s h (\β;ν) ( 1 5 · 1 6 ) 
B(y,s) = k<Ao (k
e
 + s)s 
where the following substitutions have been used 
1 + -JVosinhy' + (r/ '- lJcoshy' (15.17) 
(15.18) 
У' = ХІ—У ( 1 5 · 1 9 ) 
.W] (cosh г — 1) + zsinhz 
(N
a
 + JVOcosh* + г + ^ ' s i n h g 
(15.20) 
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The growth rate in one cycle is determined from (note that also for the growth rate 
a Laplace transform is used) 
Щз) = к
ол=0В(0,з) (15.21) 
which yields from Eq. (15.17): 
NoN<A°h -' (15.23) (jve + * V ' 
where the definition of N
c
 through Eq. (15.13) is used, as well as the assumption that 
DA = Dg· Instead of being a function of axial distance as is the case in continuous-flow 
horizontal MOVPE reactors, the growth rate is a function of time. The growth species 
now will be depleted in time. 
In order to find the inverse Laplace transform L~1{R{s)) Eq. (15.23) is approximated 
for small i (^(s)) and large t (Л2(з)). The transition from the solution for small t to the 
one for large í occurs around ii ~ h?/DB*, as can be derived from inverse transformation 
of Eq. (15.18). The development point marks the time where the concentration profile 
in the gas phase has been built up to the full height of the reactor. This development 
time is comparable to the entrance length for building up the concentration profile in 
continuous-flow reactors [3]. For the Pulse Reactor it effectively is the time needed to 
completely develop the diffusion profile over the whole height of the reactor. Note that 
the development time is independent of the chemistry in the gas phase or at the surface. 
For (very) small Í, i.e. ζ > 1, the Laplace transform for the growth rate Ri(s) can be 
approximated as follows: 
ъм = ™жШь + 7) {г>1) ( 1 5 · 2 4 ) 
Note that Ni does not occur in this expression. For these small times the distance over 
which growth species can diffuse is smaller than the height h, so that perturbations 
resulting from deposition onto the top of the reactor are not noticed. For large f (z < 1) 
the following first order approximation can be derived for ^ ( s ) : 
^ ^ о Л Л ^ І + г З Д , ^ ) ( 0 < 2 < 1 ) ( 1 5 · 2 5 ) 
where f(N0,Ni,Nc) is written aa: 
Νο±Ν
λ + ΝοΝι+1 Ni I 
M* Nu Ν.) = ¿
 +
 Ν
1
 + Νι+*ΝοΝι - f r t
 ( 1 5
·
2 6 ) 
2 
The solution for the growth rate itself from these approximated Laplace transforms 
(Eqs. (15.24) and (15.25)) can now be found [14]. 
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+ 
For small t (0 < Шд/Л' < я·- 1) we finally arrive at 
A0DB N0NC j \2 N0 № , -
+ expíJVjpJerfeí^/^)} (15.27) 
where Λ is an integration variable and where for convenience the dimensionless time 
ρ = IDs I h? is introduced. The term between brackets contains Dawson's integral which 
is tabulated elsewhere [14] and varies between 0 and 1. 
For large t (я· - 1 < Ш
в
//і 2 < oo) the result is 
R
*
[t)
 - h Νο + Ν, + ΝοΝ,ΗΝο,Ν,,Ν,)^1 nN0,NuNc)> (15-Щ 
Note that in both equations still all kinetic processes are present (surface and gas phase 
reaction kinetics and diffusion). It will be shown in the following that depending on the 
actual values of No and N
c
 the growth rate determining mechanism either is the diffusion 
of growth species or surface/gas phase kinetics, respectively. 
The total amount of species that is deposited in one cycle (= the thickness increment 
per cycle Г
еу
) can be determined by integrating over the cycle time t
cy (typically 1.5 s). 
We then find, using i | = h2/Двт as cross-over point for the time interval (see above) 
T
ey = [" R(t)dt = f' R^dt + i" Кг{І)<и. (15.29) 
Ja Jo Ju 
The maximum obtainable layer thickness per pulse is determined by A0h. Using the 
minimum possible mole fraction of TMG in H2 (~ 10_ s in 1 bar Hj input pressure in the 
smallest possible pipette volume) the obtained layer thickness per cycle equals ~ 0.1 nm, 
so that ALE is possible. If pure TMG is used - extracting it directly from the bottle 
with a vapour pressure of ~ 1000 Pa (bottle temperature 10 "С) and using the largest 
possible pipette volume - the thickness increment per cycle can be as much as 60 nm. 
15.2.2 Calculation of the growth rate 
In this section the evolution of the growth rate is computed, which is based on the 
various CVD numbers [12,13], as derived in the previous section. These CVD numbers 
represent the influence of either gas phase kinetics {N,. = к
е
И.
7/0
А
) or the overall surface 
kinetics (JVQ = к
ол=
ок/Вв)· The CVD number N1 only is a special case of N0, viz. 
it represents surface kinetics at the top of the reactor. In general, the growth rate 
is controlled by kinetics when the CVD number is smaller than 1, and it is diffusion 
controlled for values larger than 1. It will be shown that depending on the values of these 
three CVD numbers the rate controlling mechanism can be gas phase kinetics, surface 
kinetics, or diffusion. 
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We consider the growth to take place at a growth temperature of 700 °C. In at­
mospheric pressure MOVPE it was calculated that in this case the CVD number N
c 
(= k
c
S
r
h/DA), which belongs to the decomposition reaction in the gas phase, is of the 
order of 1000 [8] using data on the decomposition of TMG to MMG [15]. Here, the 
pressure in the Pulse Reactor is roughly 2 mbar, so that the diffusion constant DA (or 
DB) is more than two orders of magnitude larger than at atmospheric pressure. Besides 
this, the boundary layer thickness 6
r
 equals the height h (= 4 cm), instead of several mm. 
Hence, in this case the constant N
e
 - which is used in Eq. (15.23) - is of the order of 300. 
We have used DB = 500 cm2/s (700 "С). 
The CVD number NQ was in atmospheric pressure MOVPE calculated to be in the 
range 0.1-10, depending on the temperature [8]. At a temperature of 700 "C it is expected 
to be of the order of 1, or somewhat smaller. Therefore, as regards the overall surface 
reactions we will consider three cases for the CVD number NQ: (i) No = 0.03 (small 
k0 with respect to Ds/h, kinetically controlled), (ii) N0 = 3 (transition region), and 
(Hi) No = 300 (fc0 > Ав/Ί, diffusion controlled). Case (iii) is included for completeness. 
Each of these cases will be considered for the two extreme situations Νχ = 0 (no deposition 
at the top of the reactor), and Ni = No (deposition at the top of the reactor which is equal 
to the deposition on the substrate). The development time t, ( = h?/DB*), where the 
expression for the growth rate changes from iZi(0 (Eq. (15.27)) to Ri{t) (Eq. (15.28)), 
differs for the two different JVi cases. In the case that Ni = 0, Í, is calculated to be 
~ 0.010 s (Μα)), using DB = 500 cm2/s and h = 4 cm. For # ! = ΛΓ,, the reactor height 
h is effectively reduced by a factor of two, so that t, ~ 0.0025 s (tt(f>)). We will see that 
in these short times the chemistry and diffusion in the gas phase rapidly are established 
with respect to the thermalisation time. 
(i) ЛГ0 = 0.03 
Figure 15.3 shows the calculated growth rate R(t) as a function of time for ATj = 0 
(curve a) and JVi = No (curve b). Note that R(t) is made dimensionlese by dividing 
by AoDg/h, being the maximum diffusion flux. Several regions in the growth curve 
can clearly be discerned, as is indicated in Fig. 15.3. At small times (region I) the 
growth rate linearly increases in time. In this region the growth starts from the 
deposition of growth species which are present in the thin layer close to the surface, 
and is continued by the supply from species В which are created in adjacent gaseous 
layers and which thereafter diffuse to the surface. It is most easily shown, by using 
the Laplace transform of the growth rate Eq. (15.24), that for these small times, 
i.e. for ζ > No, Ne', the growth rate is given by Ri(t) = Аок
с
к01. This explains 
the linear behaviour in the log-log plot of Ri versus (. At t = IO - 4 s the creation 
of В in these adjacent gas layers is almost completed, while the diffusion of В 
to the surface is going so fast that the surface chemistry becomes rate limiting 
(region II). This occurs for times N0 < ζ < Ne2 and as again directly follows from 
Eq. (15.24), the growth rate in this region is given by Ri{t) = AQIC,, = constant. 
The precise time where region I changes to region Π is given by Ещ = l/k
c
 = 
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Figure 15.3: Log-log plot of the calculated dimensionless growth rate 
R(t)h/AoDB in one reaction cycle as a function of time for N
c
 = 300, 
No = 0.03, and (a) no deposition on the top wall (JVj = 0) and (b) with 
deposition on the top wall (Ni = N0). Three regions, marked I, II, 
and III, can be discerned, each dominated by a different process. The 
times t|(a) and tt(b) refer to the development time t4 (see text), which 
is different for Νι = 0 (curve a) and Ni = N0 (curve b). 
h*IDBNC = 1.1 χ 10~
4
 s. The growth rate remains constant upto the development 
times t((o) and tt{b), beyond which Лі(*) no longer is valid, and the growth rate 
is determined by the expression for Ri[t) (Eq. (15.28)). From this equation it 
directly follows that for larger times ζ < N0, N/, the growth rate is given by 
Rt(t) — Ao^expf—k0t/h), which means that the exponential depletion of growth 
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species starts to control the growth rate (region III). Mind that in Fig. 15.3 the 
exponential behaviour remains exponential because of the log-log plotting. The 
depletion in case of deposition on the top of the reactor (curve b) is stronger than 
in the case of no deposition on the top (curve a): the growth rate of course is lower 
in the former case. Note that for small times (regions I and Π) both curves a and b 
coincide, which also is clear from Eq. (15.27), that is independent of JVi. It appears 
that the complete curves beyond these development points at 10 and 2.5 ms are 
determined by depletion of the gas phase. The length of regions II and ΠΙ differ for 
the two curves a and b. From analysis it follows that the last stage in the reaction 
cycle has the largest contribution to the amount of deposited material, which is 
also illustrated in Fig. 15.4, where the growth rate is plotted linearly versus time. 
The two initial regions I and II are so short that the fast rise from zero to the 
value R(t)h/DBAo = 0.03 cannot be discerned. The complete curves effectively are 
described by the exponential depletion in this case. Calculation of the thickness 
increment between ί = 10 ms and the cycle time of 1.5 s shows that about 75 % 
of the total increment is grown in this last region. If the cycle time is increased to 
2 s, this increment is increased to 85 %. Under these conditions, i.e. N0 = 0.03, 
the cycle time of 1.5 s may be somewhat too short. 
We once more have to point out, that the calculated growth rate curves should 
be interpreted with care for times t smaller than the equilibration time which is 
~ 50 ms. Practically the temperature of the introduced gases has to increase from 
room temperature to 700 "C. The CVD number N
e
 consequently will vary as a 
function of time. As N
c
 will be smaller than 300 for low temperatures (see also 
[8]), the transition from the first stage to the second one will occur at a time larger 
than 0.1 ms as derived above, but probably smaller than 10 ms. This will not affect 
the obtained results on the growth rate evolution, as the last region in the reaction 
cycle, which starts for N0 = 0.03 at 10 ms for Ni = 0, and at 2.5 ms for Ni = N0, 
will have the largest contribution to the amount of deposited material. For larger 
values of No (cases (ii) and (iii)) this conclusion may no longer be valid. 
(Ü) N0 = 3 
In Fig. 15.5 the calculated dimensionless growth rate R(t)h/A0DB is shown as a 
function of time again for Ni = 0 (curve a) and JVj = JV0 (curve b). It should be 
reminded that the development times t,(a) and tt(b) have the same values as in the 
former case, as they are independent of the CVD numbers. As in the case of No = 
0.03, the transitions from one region to another can clearly be discerned and they 
are indicated in Fig. 15.5. Here, the first region also ends at 0.1 ms, after which the 
surface reaction becomes rate limiting at the constant level of Ri(t) = Аок0. Due to 
the larger value of No, this second region now is shorter in length than in the former 
case (Fig. 15.3). Because k0 is 100 times larger, the surface processes run quite fast, 
so fast that before the diffusion profile is fully developed, the supply from the gas 
phase becomes rate limiting. The condition г < No, N' now can be used in the 
274 
15.2 GROWTH RATE DURING ONE CYCLE 
=°0.03 
Q 
о 
< 
0) 0.02 
cd 
0.01 -
от 
от 
<υ 
l-H 
tí 
О 
•ι-Η 
ОТ 
tí 
О) 
S 0.00 
•ι-Η 
) 
I 1 
\ 
\ \ 
" \ \ 
_ \ \ 
\ \ 
. \ 
\ 
- b 4 
I 1 
\ 
\ 
L 
\ 
\ 
1 
Ι ι 
\ 
I 
2 
1
 ' 1 
N
c
 = 
No = 
Ni = 
Ni = 
a 
Г~ г-
300 
0.03 
0 (а) 
0.03 (b) 
-
-
^ ^ 
- 0.03 
- 0.02 
0.01 
1 2 
t i m e t (s) 
0.00 
Figure 15.4: Linear plot of the calculated dimensionless growth rate 
R(t)h/A0DB in one reaction cycle as a function of time for Nc = 300, 
No = 0.03, and (a) JVi = 0 and (b) JV, = No, illustrating the fact that 
the last region (diffusion of growth species) contributes the most to the 
total thickness increment. 
equations for Ri(t). From the Laplace transform of the growth rate Ri{s) as given 
by Eq. (15.24) it follows immediately that Ri(t) is given by Ri(t) = AoJDe/nt, 
resulting in a slope — j in the log-log plot (region III). This region is determined 
by building up the diffusion profile. It appears that the growth species now have 
to come from so far, that the surface kinetics become faster than the supply from 
the gas phase. It should be noticed that the exact time for the transition from 
region II to region III is given by іц.ш = Dß/irkl = H^/TDBN^ = 1.1 χ 10~s s. In 
275 
CHAPTER i s GROWTH OF GAAS AND A L G A A S IN THE PULSE REACTOR 
10 
ι 1 
10 
-Ξ 1 0 
a : 
10 "" 10 " s 10 
t ime t (s) 
l io 
io -* 
Figure 15.5: Log-log plot of the calculated dimensionless growth rate 
R(t)h/AoDB in one reaction cycle as a function of time for N
c
 = 300, 
JVo = 3, and (a) Νχ = 0 and (b) Ni = No. Four regions, marked I, II, 
Ш, and IV, can be discerned, each dominated by a different process. 
The times i|(a) and tt(b) refer to the development time f, (see text), 
which is different for Ni = 0 (curve a) and Νχ = N0 (curve b). 
the former case this point lies so far away in time, that Eq. (15.24) no longer is 
valid, i.e. in Fig. 15.3 this diffusion behaviour is not to be seen, as depletion sets in 
before this point is reached. In region III the diffusion path of growth species still is 
smaller than the reactor height h. For the development time tt the diffusion length 
equals the reactor height, hence effects of deposition on the top of the reactor on 
the growth rate at the susceptor are noticed from that time on. Beyond the turning 
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points of the equations depletion again sets in as determined by Ri(t) (region IV). 
The growth rate in the second region is two orders of magnitude larger than in the 
NQ = 0.03 case, which is due to the value of No itself, as R¡ (() is linearly dependent 
on No in this case (Eq. (15.28)). Here also the last region of the reaction cycle (time-
depletion) will have the largest contribution to the amount of deposited material. 
Calculation of the thickness increment between t = 10 ms and t = 1.5 в shows that 
97 % of the total increment is grown in this last region. In fact, the cycle can be 
shortened, as the growth rate is negligible beyond t = 0.16 s. However, it should 
also be noted that a major part of the growth has occurred before temperature and 
pressure have equilibrated, i.e. before 50 ms. This means that quite a large amount 
of the deposition has occurred in an uncontrolled way. 
(iii) ЛГо = 300 
The calculated dimensionless growth rate R(t)h/A0DS as a function of time is 
shown in Fig. 15.6 for Ni = 0 (curve a) and for Ni = No (curve b). The surface 
processes run so fast in this case that the whole deposition process takes place in the 
time needed for the equilibration of the gas. As it is assumed in these calculations 
that the equilibration process occurs infinitely fast, the process for this case still 
theoretically can be described. From Eq. (15.24) and the fact that Nc <ε N¡ it can 
be deduced quite easily that we have three growth regions upto the development 
time tt·. 
I 
π 
III 
Д»(0 
я.(«) 
л.(0 
= Aok
c
k0t 
- и^г* 
= *№ 
as before 
new 
as before 
(15.30) 
(15.31) 
(15.32) 
Beyond tt we additionally have in region IV: 
IV ftil) « 3 ^ e x P ( - 3 ^ ) (15.33) 
In the second region gas phase reactions coupled with diffusion now are rate limiting 
for the first time. This region sets in at t m = ^ в / * ^ = Iht/irDeNo = 4.5 χ Ю - 7 s 
and ends at іц.ш = l/2k
e
 = /і'/2£>в./
 в
 = 5.3 χ IO"8 s, where diffusion of growth 
species starts to be rate limiting. The slopes in Fig. 15.6 do not correspond exactly 
with the ones predicted through Eqs. (15.30)- (15.32), because of the fact that 
the approximations made in the derivation of these equations probably are too 
rigorous. Again, the effects of deposition on the top of the reactor are noticed 
beyond 2.5 ms. This last region will have the largest contribution to the amount 
of deposited material. The thickness increment between t = 10 ms and t = 1.5 s 
is calculated to be 97 % of the total increment. For times ί larger than 50 ms the 
growth rate is negligible. Thus under these conditions (No = 300) nearly all growth 
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Figure 15.6: Log-log plot of the calculated dimensionless growth rate 
R(t)h/AoDB in one reaction cycle as a function of time for N,. = 300, 
No = 300, and (a) Ni = 0 and (b) Ni = No. Four regions, marked I, 
II, III, and Г , can be discerned, each dominated by a different process. 
The times t((a) and t,(6) refer to the development time tt (see text), 
which is different for Ni = 0 (curve a) and Ni = N0 (curve b). 
species have been incorporated in the growing substrate within the time needed 
for equilibration. Therefore the calculation of the growth rate must be interpreted 
with great care. 
278 
15.2 G R O W T H RATE DURING ONE CYCLE 
15.2.3 Practical considerations 
It is clearly seen in Figs. 15.3-15.6 that the different growth conditions have a rather 
drastic effect on the evolution of the growth rate during one cycle, which will influence 
the relative importance of the kinetics and diffusion. High CVD numbers lead to much 
higher growth rates than low CVD numbers, while for low CVD numbers the growth 
cycle should be extended so as to use all the available growth species. The value of 
the CVD numbers can be manipulated by changing the growth temperature, as the rate 
constants k
c
 and k0 are strong functions of temperature. It is expected that the actual 
situation probably will lie in between case (i) and (ii). It was found experimentally that 
the growth rate per cycle for a 1.5 s cycle was only a few percent smaller than for a 2 s 
cycle, i.e. not all growth species have reacted within 1.5 s. Therefore the CVD number 
NQ must be larger than 0.03. The consequence is that most probably a large part of the 
actual growth process is taking place before the gas mixture has adjusted its pressure and 
temperature (50 ms). In order to lengthen the growth process, the value of Ν0 (i.e. k0) 
should be made smaller. This can be achieved by lowering the deposition temperature, 
but this normally leads to bad morphologies. A better way seems to be to raise the 
temperature. This also will ultimately lower the value of k0, as k,, is composed of various 
surface properties of which especially the surface coverage is important. This coverage 
is a strong function of temperature such that at high temperatures the coverage goes to 
zero (cf. the diminishing growth rate of GaAs at temperatures Τ > 700 °C, which is due 
to desorption of Ga species from the surface [8]). 
It should be borne in mind that the derived theory represents an ideal situation, 
without accounting for temperature and pressure equilibration. In practice not only 
diffusion of growth species in the y direction will occur, but abo diffusion parallel to the 
substrate. Furthermore temperature gradients will be present, which increases thermal 
diffusion. Nevertheless, this theoretical description shows that kinetic and diffusion effects 
simultaneously occur in one reaction cycle. A simple Arrhenius plot of growth rate versus 
temperature therefore will not give a straight line in general. 
In practice, the mechanisms predominant in the last stage will lead to non-uniform 
growth unless special measures are taken. Non-uniformity can be eliminated by a molyb­
denum shield designed to align the diffusion field in the axial direction (y). It will be 
shown that with such a shield, it is easy to obtain a homogeneity of better than 5% over 
a 2 inch wafer. 
The duration of the stages largely depends on temperature, reactor geometry, and 
susceptor area and configuration. At a growth temperature of 700 °C, all stages will 
occur within one cycle of ~ 1-2 s. At lower (and higher) growth temperatures the CVD 
number Л^ will be smaller, so that the last stage may not be reached. During this 
last stage the Soret effect (thermal diffusion) and Stefan flow [11) can be important 
factors in the diffusion mechanism. High temperature gradients, which can be present in 
the mixture of Hj and heavy molecules (TMG, TMA, and arsine) will lead to thermal 
diffusion, which may well lower the growth rate with 40-50 % [4]. Moreover, edge effects, 
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such as an increased growth rate at the edges with respect to the growth rate in the 
center of the susceptor, will be present. Also the V/III ratio may decrease during one 
cycle, due to the radial outflow of As
n
-species and Hj ("Stefan wind"). These factors 
will contribute to the inhomogeneity of the layer, especially in the case of a cold-walled 
reactor, because the majority of reactive mass will be concentrated near the cold wall in 
that case. Especially solid As is deposited during the growth run upon the cold walls, 
which makes it necessary to clean the walls after each growth run. During cleaning and 
loading, impurities are adsorbed on the walls. Because of the long desorption period, the 
grown layers - especially Al containing layers - are contaminated with oxygen. Increasing 
the temperature of the reactor wall to 300-400 "C will reduce the importance of Soret 
and Stefan diffusion, and therefore the risk of contamination is diminished as well. A 
hot-walled version of the Pulse Reactor will be installed shortly. 
15.3 Experimental results 
15.3.1 Conditions 
A number of growth runs have been performed in order to investigate the uniformity 
of the growth rate over a complete 2 inch GaAs wafer in dependence of temperature and 
substrate orientation. A simplified sketch of the reactor chamber is shown in Fig. 15.2, 
where the positions of the three susceptors used in this study are indicated. The (100) 
GaAs substrates (misoriented 0.25, 2, and 4° off towards (110)) were placed on suscep­
tors # 2 and # 3 , which are resistance heated to the desired growth temperature (600 -
750 "C). Susceptor #1 was always heated to 400 °C. The temperature distribution around 
susceptor # 3 is therefore different from the one around #2. Thermal diffusion effects are 
expected to be more important for susceptor # 2 than for #3. The cylindrical diffusion 
shield was mounted on susceptor #3. TMG and TMA were introduced in the mixing 
chamber by either bubbling hydrogen through the liquids, which were held at 10 and 
17 "C, respectively, or using the vapour pressure of the МО-liquids. Pure arsine was led 
through a molsieve, prior to introduction in the mixing chamber. Hydrogen carrier gas 
was purified by passing it through a Pd-purifier. The water content in the gas system 
was lower than 0.1 ppm. The pipette settings were such that the input partial pressures 
of the group ΠΙ and V elements were fixed: PTMG+TMA = HO mbar, /Ш = 15 (AlGaAs 
growth), and PTMG = 160 mbar, V/III = 12 (GaAs growth). The layers were grown em­
ploying typically 1000 growth cycles of duration 1 β ensuring that the layer thickness was 
a few μιη. The growth rate was determined by examining Scanning Electron Microscopy 
(SEM) images of stained cross-sections of grown epitaxial layers. 
15.3.2 Influence of diffusion shield and growth temperature 
For four growth temperatures (600, 650, 700, and 750 °C) the uniformity of the 
growth rate, with (susceptor #3) and without (susceptor #2) the diffusion shield, is 
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Figure 15.7: Measured growth rates of GaAs and AlosGaorAs as a 
function of the distance from the center of the susceptor, showing the 
effect of a diffusion shield at a growth temperature of 600 °C. The drawn 
lines correspond to the average growth rate for 80 % of the susceptor 
width. 
shown in Figs. 15.7 - 15.10 for GaAs and AlGaAs. In all cases hydrogen was used as 
carrier gas. The substrates used were (100) GaAs 0.25° off towards (110). The diffusion 
shield indeed improves the uniformity both for GaAs and AlGaAs, especially side effects 
are eliminated by forcing the diffusion to proceed axially. This improvement is more 
pronounced at higher growth temperatures, which indicates that at these temperatures 
diffusion of growth species imposes a higher resistance than surface kinetics. The excellent 
uniformity which is achieved is the more impressing, if seen in the light of the dimensions 
of the heaters and samples. The 2 inch wafers are positioned on the б cm cross-section 
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Figure 15.8: Measured growth rates of GaAs and АІозСаотАз as a 
function of the distance from the center of the susceptor, showing the 
effect of a diffusion shield at a growth temperature of 650 °C. The drawn 
lines correspond to the average growth rate for 80 % of the susceptor 
width. 
heaters, so that only a rim of 4-5 mm exists in these cases and large thermal gradients 
will be present at the rim of the heaters. For a growth temperature of 600 °C the 
umformity without the diffusion shield is good, which is to be expected as at this low 
growth temperature kinetics is rate limiting. 
Figures 15.11 and 15.12 show the temperature dependence of the growth rate of 
GaAs and AlGaAs, determined from averaging the data of Figs. 15.7-15.10. The error 
bars correspond to the maximum and minimum of the growth rate. Both for GaAs and 
AlGaAs the tendency is the same: at lower temperatures the growth rate obtained at 
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effect of a diffusion shield at a growth temperature of 700 °C. The drawn 
lines correspond to the average growth rate for 80 % of the susceptor 
width. 
susceptor #3 (shield) is higher than the growth rate at susceptor #2 (no shield), whereas 
this situation is reversed at higher temperatures. At lower temperatures thermal diffusion 
effects for susceptor # 2 lead to a growth rate that is lower than for susceptor # 3 , where 
thermal diffusion hardly will play a role of importance as no temperature gradient (or only 
a small one) is present between the bottom of susceptor # 2 and the top of susceptor #3. 
Growth will also occur at the bottom of susceptor # 2 , but the growth rate is small at low 
temperatures. At higher growth temperatures deposition on the bottom of susceptor #2 
will be enhanced, thereby lowering the growth rate at susceptor # 3 , which was predicted 
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effect of a diffusion shield at a growth temperature of 750 "C. The drawn 
lines correspond to the average growth rate for 80 % of the susceptor 
width. 
in the model. In other words, susceptor # 2 acts as a sink for growth species. Because 
of the presence of the diffusion shield, the growth at susceptor # 3 can be described by 
the growth model, which was derived in the previous section. It was shown that for low 
values of the CVD number No the growth rate per cycle is lower than for high values. 
The growth at susceptor # 2 can not be described with the growth model, because not 
only axial diffusion occurs but also diffusion parallel to the susceptor. 
In conclusion, it is shown that excellent uniformity can be obtained (better than 
5 %) if a diffusion shield is used at growth temperatures (700 "С) and rates (7 μπι/h) 
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Figure 15.11: Growth rates of GaAs as a function of growth tempera­
ture, averaged from Figs. 15.7 - 15.10 for susceptor #2 (no shield) and 
#3 (shield). Variations in growth rate are indicated by error bars. 
comparable to conventional MOVPE reactors. 
15.3.3 Bragg-reflector 
An elegant way to demonstrate the obtainable growth rate uniformity of the Pulse 
Reactor is the growth of high-reflectivity mirrors (Bragg-reflectors), which find appli­
cation in the fabrication of surface emitting lasers [16-19]. These reflectors consist of 
a periodic multilayer structure with alternating high (GaAs) and low (AlGaAs) refrac­
tive index materials. This quarter-wavelength structure exhibits high reflectivity over a 
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limited wavelength around a central wavelength X
e
, which can be written as [17] 
Xc = 2(псіЛі<ІСаЛ· + lAlGaAi^AIGiA·) (15.34) 
with η, the refractive index and d, the thickness of the individual layers. Mirrors with near 
100 % peak reflectivity at X
c
 between 0.6 and 1.2 μπα have been grown by MOVPE [16-
18]. Colour differences (i.e. locally different X
c
) in Bragg-reflectors with X
c
 in the visible 
region can be used to determine growth rate uniformity in an easy and non-destructive 
way, as these differences correlate directly to local variations in the optical, and thus layer 
thicknesses. A multilayer structure consisting of 20 layer pairs of GaAs and Alo чі Gao « As, 
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80 % of the sample to reddish (A
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 = 637 nm) at one side end. 
with individual thicknesses of 35 and 40 nm, respectively, was grown at a temperature of 
700 'C at susceptor #3. Visual inspection of the grown layers showed that a large part 
of the sample appeared yellowish. At one side the colour was more reddish. Reflectivity 
measurements as a function of wavelength performed at three different positions at the 
sample are shown in Fig. 15.13, confirming the visual inspection results. At position 3 the 
position of A
c
 is shifted to longer wavelengths compared with positions 1 and 2, because 
of the fact that the layers are somewhat thicker towards the sides of the susceptor. It is 
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clear that the results obtained here confirm the observations made previously, and that 
sophisticated structures can easily be grown in the Pulse Reactor. 
15.3.4 Influence of misorientation and carrier gas 
If surface kinetics are important, the growth rate will depend on the number of avail­
able step sites: the larger the amount of steps, the larger the growth rate will be. The 
amount of steps is determined by the mborientation of the substrates. It appears that at 
lower growth temperatures (650 "C) the growth rate is a slight function of misorientation, 
as is shown in Fig. 15.14. Therefore, it is concluded that surface kinetics is an important 
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factor at this growth temperature. Also shown in Fig. 15.14 is the effect of using or not 
using hydrogen as a carrier gas. For all misorientations the growth rate without carrier 
gas is larger than with carrier gas. Hydrogen is active in the surface chembtry: it plays 
a role in the formation of methane from the metalorganics. Furthermore hydrogen deter-
mines diffusion phenomena through the (binary) diffusion coefficient, Soret and Stefan 
effects. If hydrogen is not used as carrier gas, the diffusion of TMG and TMA occurs 
in AsHa. The diffusion coefficient then may be a factor of 10 lower in this case, which 
lowers the growth rate. On the other hand, the absence of hydrogen may enhance the 
decomposition of the metalorganics, which leads to an increase of the growth rate. There-
fore it is not clear a priori, what the exact effect is of not using a carrier gas. From our 
results (Fig. 15.14) it appears that the growth rate is increased in this case. Therefore 
the kinetic phenomena are considered to be more important at this temperature, however 
the orientation dependence is less pronounced. 
15.4 Conclusion 
The growth of GaAs and A^Ga^jAs in the recently developed Pulse Reactor has 
been investigated as a function of temperature and reactor geometry. It was found that 
over a complete 2 inch GaAs substrate the variation of the growth rate is less than 5 %. 
In order to achieve this a diffusion shield must be used to align the diffusion field in the 
axial direction. For this case a growth model was derived, that describes the growth 
evolution within a growth cycle. The model is used qualitatively, as various parameters 
are not known. In one cycle both kinetics and diffusion occur. Depending on the growth 
conditions - especially temperature - the relative importance of kinetics and diffusion 
varies. The excellent growth rate uniformity was also demonstrated by the growth of a 
Bragg-reflector, with a central wavelength in the visible region. Over a large part of the 
reflector the apparent surface colour was the same. Future research will focus on the 
fabrication of laser structures. 
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SUMMARY 
Summary 
The invention of the transistor in 1947, followed by the development of integrated 
circuits (IC's) that started in 1959, has changed the world of today drastically. There are 
virtually no applications imaginable, where IC's or semiconductor devices not are used. 
Micro-electronics form the basis of present-day, highly technological and computerized 
society. Silicon still is considered to be the most important material for the fabrication 
of semiconductor devices, although Ш- compounds, composed of group ΙΠ and V ele­
ments of the Periodic Table, such as GaAs and AlIGa1_EAs, find increasing use in high 
speed electronic devices and opto-electronic components. These ПІ- compounds are 
favoured over the group Г element silicon, because of their specific electronic and op­
tical properties. A common property of GaAs-based devices, such as the High Electron 
Mobility Transistor (НБМТ), is the high speed at which they operate as compared to 
silicon. In addition, many of these alloy semiconductors are very efficient emitters and 
receivers of light, as a result of having a direct band gap, and they are used in e.g. visible 
light-emitting-diodes (LED's), lasers for various communication means, and solar cells. 
The bandgap of GaAs (1.42 eV) is nearly optimal for the conversion of incident solar 
light to electricity. The theoretical maximum conversion efficiency of a GaAs single-
junction solar cell is 30 %, while for silicon 27 % can be reached. Although cells with 
these efficiencies are not yet realized experimentally, GaAs cells will always be better 
than silicon cells. They are, however, also more expensive, which hardly is of importance 
for space applications, but which is a major point for terrestrial applications. Another 
feature of the class of III-V materials is that different cells can be stacked monolythically 
on top of each other. These cells are lattice-matched and each individual cell has a 
different bandgap, so that they are sensitive to different parts of the solar spectrum. As 
an example, the lattice constants of GaAs and Aloj^ GaoesAs differ only by less than 
0.1 %, while their bandgaps are 1.42 and 1.93 eV, respectively. An efficiency exceeding 
40 % is predicted for these multi-spectral or tandem cells, thereby making these cells 
attractive for terrestrial use as well, also for countries where sunlight is less abundant 
than at the equator: the Netherlands. 
Solar cells - and other III-V opto-electronic devices - generally are manufactured on 
top of single-crystal GaAs wafers (2-3 inch in diameter), employing growth techniques 
such as Liquid Phase Epitaxy (LPE), Molecular Beam Epitaxy (MBE), and Metal Or­
ganic Vapour Phase Epitaxy (MOVPE). All processes, each having its advantages and 
disadvantages, are based on epitaxy: the crystal structure of the substrate is continued 
in the grown layer. MOVPE is based on chemical reactions that occur between gaseous 
compounds containing the group III and V elements at high temperatures (700 °C) and 
that produce the corresponding, solid ПІ- compound. 
The work presented in this thesis forms part of a joint research project, that was 
started four years ago within the framework of the Dutch National Research Programme 
Solar Energy (NOZ) in which the Universities of Utrecht (RUU), Delft (TUD), and 
Nijmegen (KUN) participate. This project aimed at the realization of (l) cheap amor-
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phous silicon solar cells with reasonable efficiency (RUU, TUD), and (2) high-efficient 
GaAs/A^Gai-.As multi-spectral solar cells (KUN). The first goal of the research on ΠΙ-
V cells was the realization of a good G a As single-junction cell employing the MOVPE 
technique, followed by an Alo ssGao esAs single-junction cell. At a later stage these cells 
should be combined in order to obtain a tandem cell. 
The first step in the fabrication of a GaAs single-junction cell is the optimization of 
each individual layer of this cell. For this purpose, research should be focused on obtaining 
good quality layers, i.e. uniform in thickness and doping level. Also the interface between 
two adjacent layers must be as sharp as possible. This requires a thorough analysis of the 
complete MOVPE process and a large part of this thesis is devoted to the understanding 
of the growth process. In the second place, the construction of the solar cell itself must 
be optimized, i.e. the thicknesses and doping levels of the various layers must be so 
adjusted that a maximum efficiency can be achieved. Only when all steps are mastered, 
good quality solar cells can be realized. 
In the first part of this thesis (Chapters 1-5) attention is given to solar cell based 
research activities. After a general introduction in Chapter 1, a survey of III-V solar cells 
is given in Chapter 2. Chapter 3 deals with solar cell modelling. The optimum solar 
cell construction, based on material parameters typical for our MOVPE grown cells, is 
determined in this chapter, using the Amorphous Semiconductor Analysis programme 
developed by the TUD. It was found that the construction that is normally used still can 
be improved. Nevertheless, efficiencies of 16-18 % are routinely obtained. The influence 
of structural defects on solar cell performance is studied in Chapter 4, where it is also 
shown that memory cells present in the MOVPE reactor can be responsible for poor 
cell performance. Ion implantation combined with Rapid Thermal Annealing (RTA) 
as an alternative solar cell fabrication technique is investigated in Chapters 4 and 5. 
The cells were characterized with the DSL (Diluted Sirtl-like etchants used with Light) 
photoetching technique. The results indicate that this fabrication technique probably 
cannot be used, as numerous defects are present in the cells, even after annealing, which 
results in cells with a maximum efficiency of ~ 4 %. 
In the second part of this thesis (Chapters 6-12) the MOVPE process is analyzed. 
An introduction to the MOVPE process is given in Chapter 6, where chemical, physical, 
and safety aspects are treated. In Chapters 7-12 a theory is developed, which describes 
analytically the growth of GaAs and Al IGa1_ IAs by MOVPE. The basics of this theory 
are derived in Chapters 7 and 8, where also the assumptions upon which the theory 
is based, are treated extensively. In Chapter 7 it is shown that the simple plug flow 
velocity profile can be used to calculate accurate enough growth rates in a horizontal 
flow reactor. The use of the actual parabolic profile leads to differential equations, which 
are mathematically much more difficult to solve, but it is shown that this profile does 
not have to be used. This chapter also treats the depletion effect: the gas phase is 
depleted of growth species towards the end of the reactor, so that the growth rate is 
decreased. This leads to layers that are non-uniform in thickness. The importance of 
thermal diffusion is shown in Chapter 8, where also the CVD number is introduced as a 
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means to include surface kinetics in the growth model. The theory derived in Chapters 7 
and 8 is applied in Chapter 9, where the low and medium temperature growth of GaAs 
and silicon is described, as well as the doping of GaAs with silicon using silane. In 
all cases the experimental data can be fitted well, using the chemical boundary layer 
approach, developed in our group: the decomposition reactions occur only just above 
the substrate surface, in a thin layer of constant temperature. The model is extended 
in Chapter 10, in order to describe the growth of GaAs for low, medium, and high 
growth temperatures (600-1000 K). By the use of known or estimated thermodynamic 
data the experimental data can be fitted with only the entropy and enthalpy change of 
an incorporation reaction as fit parameter. The so obtained values can be well explained, 
if it is assumed that the growth is determined by a reaction of a gallium- and an arsenic-
containing species, presumably monomethylgallium (MMG) and AsH, that occurs at a 
step site. The growth of А1
І
Саі_
І
Аз is treated in Chapter 11, where it is found that the 
incorporation of aluminium in Al
z
Ga1_IAs is dependent on the growth temperature. At a 
growth temperature of 750 °C the aluminium solid fraction is three times the aluminium 
gas phase fraction. These observations are explained in Chapter 12 by the use of the 
extended growth model that is derived in Chapter 10. The different growth behaviour 
of GaAs and AlIGa1_IAs is explained in terms of adsorption/desorption differences of 
gallium and aluminium. It follows that the GaAs growth rate decreases for temperatures 
above ~ 650 °C, whereas the AlAs growth remains constant upto 800 °C. 
In the last part of this thesis a new type of low-pressure MOVPE reactor - the Pulse 
Reactor - is presented (Chapters 15-15). This reactor is completely developed at the 
KUN and drastically reduces limitations that are inherent in flow reactors, i.e. depletion 
effect and non-sharp interfaces. Due to the depletion effect, thickness and composition 
uniformity in horizontal flow reactors can only be achieved if the source gases are blown 
through these reactors at high speed, which reduces the efficiency in the use of expen­
sive metalorganics considerably. Furthermore, atomically sharp interfaces are difficult 
to realize in a flow reactor, because a sudden change in gas phase composition at the 
entrance is gradually smeared out. In the Pulse Reactor these limitations are overcome. 
The principal features of the reactor system are described in Chapter 13. As the reactor 
is pulse-operated in cycles (typically 1 s long), manual control is impossible. Computer 
automation is therefore essential to the operation of the reactor system. In Chapter 14, 
the computer hard- and software is described in detail. Experimental results that demon­
strate the capabilities of the Pulse Reactor in the growth of GaAs and A^Ga^jAs are 
given in Chapter 15. Layers with a thickness uniformity of 5 % can easily be achieved. 
Besides this, a theoretical model is presented that describes the evolution of the growth 
rate during a reaction cycle. It is shown that during a reaction cycle the rate controlling 
mechanism changes from surface/gas phase kinetics to diffusion of growth species towards 
the substrate surface. 
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Samenvatting 
De uitvinding van de transistor in 1947, gevolgd door de ontwikkeling van geïntegreer-
de circuits (IC's) vanaf 1959, is van grote invloed (geweest) op de wereld van vandaag. Er 
zijn bijna geen toepassingen voorstelbaar, waarbij geen IC's of halfgeleider devices wor-
den gebruikt. Mikro-elektronika vormt de basis van de huidige technologische en gekom-
puteriseerde samenleving. Silicium wordt nog steeds beschouwd als het belangrijkste 
materiaal voor de vervaardiging van halfgeleider devices. Echter, de III-V materialen, die 
zijn opgebouwd uit elementen uit groep ΙΠ en V van het Periodieke Systeem, zoals GaAs 
en AlzGai-zAs, worden de laatste tijd steeds meer gebruikt voor zeer snel werkende elek­
tronische devices en opto-elektronische komponenten. Deze III-V materialen verdienen 
de voorkeur boven het groep IV element silicium vanwege hun specifieke elektronische 
en optische eigenschappen. Devices die gebaseerd zijn op GaAs, zoals de High Electron 
Mobility Transistor (HEMT), hebben een aantal eigenschappen gemeen. Eén daarvan 
is de hoge snelheid waarmee zij funktioneren vergeleken met silicium; bovendien zijn ze 
efficiënte lichtzenders en -ontvangers als gevolg van hun direkte bandafstand. Ze worden 
gebruikt in bijv. licht emitterende diodes (LED's) die in het zichtbare gedeelte van het 
lichtspektrum werken, lasers voor diverse kommunikatie-doeleinden en zonnecellen. 
De bandafstand van GaAs (1.42 eV) is bijna optimaal voor de konversie van invallend 
zonlicht naar elektriciteit. Het maximale konversierendement van een GaAs zonnecel met 
een enkelvoudige overgang, dat theoretisch bereikt kan worden, bedraagt 30 %, terwijl 
dit voor silicium 27 % is. Hoewel er experimenteel nog geen cellen zijn gerealiseerd, die 
deze rendementen hebben, zullen GaAs cellen altijd beter zijn dan silicium cellen. Ze zijn 
echter ook duurder, wat nauwelijks van belang is voor toepassingen in de ruimtevaart, 
maar wat een belangrijk nadeel is voor toepassingen op aarde. Een andere eigenschap 
van III-V materialen is dat verschillende cellen monolythisch op elkaar kunnen worden 
gestapeld. Deze cellen zijn zodanig dat hun roosterstruktuur op elkaar past. Elke in-
dividuele cel heeft een verschillende bandafstand, zodat de diverse cellen gevoelig zijn 
voor verschillende gedeelten van het zonnespektrum. De roosterkonstantes van GaAs 
en Alo.ssGao.esAs bijvoorbeeld verschillen minder dan 0.1 %, terwijl hun bandafstanden 
respektievelijk 1.42 en 1.93 eV zijn. Voor deze multi-spektrale of tandemcellen wordt 
een rendement voorspeld, dat boven de 40 % uitkomt. Hierdoor zijn deze cellen ook 
aantrekkelijk voor gebruik op aarde, met name ook voor landen waar de zon minder 
schijnt dan aan de evenaar, zoals Nederland. 
Zonnecellen - en andere ПІ- opto-elektronische komponenten - worden in het alge­
meen gefabriceerd op éénkristallijne GaAs plakken (diameter 5-7.6 cm). Hierbij wordt 
gebruik gemaakt van groeitechnieken als Liquid Phase Epitaxy (LPE), Molecular Beam 
Epitaxy (MBE), en Metal Organic Vapour Phase Epitaxy (MOVPE). Al deze processen, 
elk met eigen voor- en nadelen, zijn gebaseerd op epitaxie: de kristalstruktuur van het 
substraat wordt voortgezet in de gegroeide laag. Bij MOVPE vinden chemische reakties 
plaats tussen gasvormige stoffen bij hoge temperaturen (700 °C). Deze stoffen bevatten 
de groep III en V elementen en leveren de korresponderende Ш- legering in vaste vorm 
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op-
Het werk dat in dit proefschrift wordt gepresenteerd, vormt een deel van een gemeen-
schappelijk onderzoeksprojekt, waarin de Universiteiten van Utrecht (RUU), Delft (TUD) 
en Nijmegen (KUN) participeren. Dit projekt is vier jaar geleden gestart in het kader 
van het Nationaal Onderzoekprogramma Zonne-energie (NOZ). Het projekt is gericht 
op de realisatie van (1) goedkope amorf silicium zonnecellen met een redelijk rendement 
(RUU, TUD) en (2) hoog-efficiënte GaAs/Al IGa1_ IAs multi-spektrale zonnecellen. Het 
eerste doel van het onderzoek naar III-V cellen is geweest de realisatie van afzonderlijke, 
goed werkende GaAs en Alo «Gao ω As cellen met een enkelvoudige overgang. In een later 
stadium worden deze cellen gekombineerd om een tandemcel te verkrijgen. 
De eerste stap in de fabrikage van een GaAs cel met enkelvoudige overgang is de 
optimalisatie van elke individuele laag in deze cel. Daarom moet het onderzoek gericht 
zijn op het verkrijgen van lagen van een goede kwaliteit, d.w.z. uniform van dikte en 
doteringsniveau. Ook de overgang tussen twee aangrenzende lagen moet zo scherp mo­
gelijk zijn. Dit vereist een gedegen analyse van het gehele MOVPE proces en een groot 
deel van dit proefschrift is daarom gewijd aan het begrijpen van het groeiproces. Op de 
tweede plaats moet de konstruktie van de zonnecel zelf worden geoptimaliseerd, d.w.z. 
de diktes en doteringsniveaus van de diverse lagen moeten zo worden gekozen dat een 
maximaal rendement kan worden bereikt. Alleen wanneer alle stappen beheerst worden, 
kunnen zonnecellen van goede kwaliteit worden gerealiseerd. 
In het eerste gedeelte van dit proefschrift (Hoofdstukken 1-5) is de aandacht gericht 
op het onderzoek dat direkt met zonnecellen te maken heeft. Na een algemene inlei­
ding in Hoofdstuk 1 wordt een overzicht van III-V zonnecellen gegeven in Hoofdstuk 2. 
Hoofdstuk 3 handelt over het modelleren van zonnecellen. In dit hoofdstuk wordt de 
optimale konstruktie van een zonnecel bepaald aan de hand van materiaalgegevens die 
normaal zijn voor onze met MOVPE gegroeide cellen. Hierbij wordt gebruik gemaakt 
van het Amorphous Semiconductor Analysis programma dat door de TUD is ontwikkeld. 
Tevens wordt aangetoond dat de konstruktie die gewoonlijk wordt gebruikt nog verbeterd 
kan worden. Desalniettemin worden rendementen van 16-18 % routinematig behéiald. De 
invloed van strukturele defekten op de werking van een zonnecel wordt bestudeerd in 
Hoofdstuk 4. Hier wordt ook getoond dat geheugencellen, die in de MOVPE reaktor 
aanwezig zijn, verantwoordelijk kunnen zijn voor de slechte werking van een zonnecel. 
lonenimplantatie in kombinatie met Rapid Thermal Annealing (RTA) - hetgeen een 
alternatief fabrikage-proces voor zonnecellen kan zijn - is onderzocht in Hoofdstukken 4 
en 5. De cellen zijn gekarakteriseerd met behulp van de DSL (Diluted Sirtl-like etchants 
used with Light) foto-ets techniek. De resultaten geven aan dat deze fabrikage-techniek 
waarschijnlijk niet gebruikt kan worden, omdat er vele defekten aanwezig zijn in de cellen, 
zodat zelfs na annealing het maximale rendement slechts ~ 4 % is. 
In het tweede gedeelte van dit proefschrift (Hoofdstukken 6-12) wordt het MOVPE 
proces geanalyseerd. Een inleiding over het MOVPE proces wordt gegeven in Hoofd-
stuk 6, waar chemische, fysische en veiligheidsaspekten worden behandeld. In Hoofd-
stukken 7-12 wordt een theorie ontwikkeld die de groei van GaAs en AIjGai-zAs ana-
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lytisch beschrijft. De fundamenten van deze theorie worden afgeleid in Hoofdstukken 7 
en 8, waar ook de gebruikte aannames uitgebreid worden behandeld. In Hoofdstuk 7 
wordt aangetoond dat het simpele propstroom snelheidsprofiel kan worden gebruikt om 
voldoende nauwkeurige groeisnelheden te berekenen voor horizontale flow reaktoren. Het 
gebruik van het parabolische profiel, dat in werkelijkheid aanwezig is, leidt tot differen-
tiaal vergelijkingen, die mathematisch veel moeilijker op te lossen zijn. Er wordt echter 
aangetoond dat dit profiel niet hoeft te worden gebruikt. Dit hoofdstuk behandelt ook 
het depletie-effekt: de gasfase raakt arm aan groeistoffen naar het einde van de reaktor 
toe, zodat de groeisnelheid verlaagd wordt. Dit leidt tot lagen die geen uniforme dikte 
hebben. Het belang van thermische diffusie wordt aangetoond in Hoofdstuk 8, waar ook 
het CVD getal geïntroduceerd wordt als middel om oppervlaktekinetiek in het groeimodel 
op te kunnen nemen. De theorie die in Hoofdstukken 7 en 8 is afgeleid, wordt toegepast 
in Hoofdstuk 9. Hier wordt de groei van GaAs en silicium bij lage en middelhoge tempe-
ratuur beschreven, alsmede het doteren van GaAs met silicium, waarbij silaan gebruikt 
wordt. In alle gevallen kunnen de experimentele gegevens goed worden verklaard met 
gebruikmaking van het chemische grenslaag koncept, dat in onze groep is ontwikkeld: 
de dekompositiereakties vinden alleen plaats vlak boven het substraat oppervlak in een 
dunne laag met konstante temperatuur. Het model wordt uitgebreid in Hoofdstuk 10 om 
de groei van GaAs bij lage, middelhoge, èn hoge temperatuur (600-1100 K) te kunnen 
beschrijven. Door gebruik te maken van bekende dan wel geschatte thermodynamische 
gegevens kunnen de experimentele gegevens goed worden verklaard met alleen de entropie-
en enthalpieverandering van een inbouwreaktie als onbekende parameter. Voor de aldus 
verkregen waarden kan een goede verklaring gegeven worden door aan te nemen dat de 
groei wordt bepaald door een reaktie van een gallium- en een arseenhoudende stof aan een 
stap op het oppervlak. Deze stoffen zijn waarschijnlijk monomethylgallium (MMG) en 
AsH. De groei van AljGaj-jAs wordt behandeld in Hoofdstuk 11, waarin wordt gevonden 
dat de inbouw van aluminium in A^Ga^jAs afhankelijk is van de groeitemperatuur. Bij 
een groeitemperatuur van 750 ° С is de aluminium fraktie in de vaste fase drie maal zo 
groot als de aluminium fraktie in de gasfase. Deze bevindingen worden in Hoofdstuk 12 
verklaard met gebruikmaking van het uitgebreide groeimodel, dat in Hoofdstuk 10 is 
afgeleid. Het verschil in groeigedrag tussen GaAs en AlIGai-IAs wordt verklaard door 
adsorptie/desorptie verschillen tussen gallium en aluminium. Hieruit volgt dat de GaAs 
groeisnelheid afneemt voor temperaturen boven ~ 650 °C, terwijl de AlAs groeisnelheid 
konstant blijft tot 800 °C. 
In het laatste gedeelte van dit proefschrift wordt een nieuw type lage-druk MOVPE 
reaktor - de Pulsreaktor - gepresenteerd (Hoofdstukken 13-15). Deze reaktor is geheel 
ontwikkeld aan de KUN en reduceert beperkingen die inherent zijn aan flow reaktoren 
(het depletie-effekt en de onscherpte van overgangen) drastisch. Als gevolg van het 
depletie-effekt kan uniforme dikte en samenstelling alleen worden bereikt als de uit-
gangsgassen met hoge snelheid door deze reaktoren worden geblazen. Dit vermindert 
een efficiënt gebruik van de dure metaalorganische stoffen aanzienlijk. Bovendien zijn 
atoomscherpe overgangen moeilijk realiseerbaar in een flow reaktor, omdat een plotselinge 
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verandering in gassamenstelling bij de ingang langzamerhand wordt uitgesmeerd. Deze 
beperkingen worden overwonnen in de Pulsreaktor. De voornaamste eigenschappen van 
het reaktorsysteem worden beschreven in Hoofdstuk 13. Omdat de reaktor gepulseerd 
werkt in cycli (gewoonlijk 1 s lang), is handmatige kontrole onmogelijk. Automatisering 
met behulp van een komputer is daarom essentieel voor het reaktorsysteem. In Hoofd-
stuk 14 wordt de hard- and software van de komputer gedetailleerd beschreven. Experi-
menteel verkregen resultaten die de mogelijkheden van de Pulsreaktor voor de groei van 
GaAs en AlzGaj-zAs demonstreren worden gegeven in Hoofdstuk 15. Lagen met een 
dikte-uniformiteit van 5 % kunnen gemakkelijk worden gegroeid. Bovendien wordt een 
theoretisch model gepresenteerd dat de evolutie van de groeisnelheid beschrijft tijdens een 
reaktiecyclus. Er wordt aangetoond dat het mechanisme dat de groei bepaalt tijdens een 
reaktiecyclus verandert van oppervlakte-/gasfasekmetiek naar diffusie van groeistoffen 
naar het substraat oppervlak. 
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Nawoord 
Het is tegenwoordig bijna ondenkbaar dat een fysikus geheel op eigen kracht kan 
promoveren. De tijden van de zolderkamer annex laboratoriumruimte zijn voorbij, hoewel 
er met een PC, modem en telefoon ontzettend veel gedaan kan worden (en niet alleen 
"wetenschap"). Ik wil daarom graag iedereen bedanken die op enigerlei wijze heeft bij-
gedragen aan de totstandkoming van mijn proefschrift, ook al is hij of zij zich daar niet 
direkt van bewust. 
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