Abstract-The performance of function approximator based adaptive control designs may scale badly with approximator dimension. For a simple system class, both projection based designs and multiresolution approximation based designs have been shown to have good scaling properties with respect to to linear quadratic (LQ) costs. Here we show that by considering a cost functional with penalties on the control rate, the multiresolution approximatior based design can outperform the projection based design. Generalizations are briefly discussed.
I. INTRODUCTION

F
UNCTION approximators have been widely used in adaptive control design since the publication of [2] and [3] -see, for example, the recent monographs [4] - [6] for an overview and [7] as a representative recent paper. The role of function approximators is to replace function uncertainties with parametric uncertainties in the system equations so that standard parametric adaptive techniques can be utilized. Once the approximator structure and dimension has been determined, the designs are essentially those from robust adaptive theory, where techniques such as dead-zones, projection, modification are used to handle the minimal approximation error (which is thought of as a disturbance). The only remaining stability issue is to ensure that the system never leaves the (typically compact) region where the minimal function approximation error can be small, or alternatively, that the system can be guaranteed to be stable even if this region is left. Typically, this is ensured by either limiting the uncertainty, increasing the system gains, or by using robust terms or sliding mode techniques for stability in the large.
In this paper, we focus on the choice of function approximator, and its consequences for closed-loop performance. Given an approximator structure, the required size of the approximator is determined as a function of the system smoothness and the required minimal approximation error . Typically, represents a bound in a Sobolev space or a Lipschitz constraint, is the parameter space whose dimension is an increasing function of , and the approximation error is measured uniformly over some compact set (e.g., in compact). The relationship between , and is described by a dimension function (1) An example of a dimension function is given by Jackson's theorem for polynomial approximation in , where is the polynomial degree, is a Lipschitz constraint, and the dimension function is given by .
Typically, the smoothness of the system is only known conservatively, i.e., we know , consequently, we will generally use a function approximator of overly large dimension in the controller. The fundamental question is as to whether this has any detrimental effect.
More precisely, suppose we have a uncertain system , whose smoothness is only known up to an upper bound of . A controller is designed depending on . Let denote a closed-loop cost [e.g., a worse case linear quadratic (LQ) cost, see in (13), (15)]. A prerequisite for a sensible control design is the idea of stability, i.e., that (2) A further desirable property for the controller is to establish resolution scaleability, i.e., the property that for all fixed (3) This is the property that for large enough (typically, for any ), there is a uniform performance bound. On the other hand, if the controller is not resolution scaleable, i.e., there is no such uniform bound, then clearly the choice of approximator dimension is critical, and in particular, as the knowledge of the smoothness becomes conservative, then the performance deterioates. In fact, we will give an example of a class of stable controllers with the resolution divergence property (4) In [1] , an example was constructed which showed that there is a large class of standard function approximator designs which are resolution divergent with respect to LQ costs. Hence, it is significant to find designs which are resolution scaleable. There have been two qualitatively different proposals to ensure resolution scaleability for function approximator designs with respect to LQ costs. The first [8] uses projection modifications and high adaption gains, the second is based on a multiresolution function approximator [1] . The goal of this paper is to compare these two proposals, and in particular to show that the latter design outperforms the former when the cost also includes penalties on the control rate . This paper also establishes resolution divergence for some standard approximators in a much simpler setting than in the original paper [1] . Much of the technical complexity of [1] is avoided by changing the LQ cost to a cost incorporating a penalty on .
The results are developed on a scalar system. This is a deliberate decision of the authors for the following reasons. One contribution of this paper is to demonstrate the mechanism by which unmodified and projection modified designs are resolution divergent when the control rate is penalised. It is clear that a similar mechanism occurs in more general designs for wider classes of systems, and to illustrate the mechanism in a more general framework would add little other than notational complications. The second main contribution of this paper is to demonstrate that the multiresolution designs are resolution scaleable. Again the mechanism by which this occurs is clear from the proof and it is apparent how the technique should generalize [5] . To present the resolution scaling results in a more general setting would obscure the main idea, namely that multiresolution designs have inherent resolution scaling properties with respect to a wide range of cost functionals. We briefly discuss the extensions of the results in the final section of the paper. The main notation is detailed at the end of the paper.
II. PROBLEM FORMULATION
A. Approximation Theory
To define an approximate adaptive design and to precisely formulate the problem investigated in this paper, we first define some approximation theoretic notions. Note that this definition imposes considerable structure on the model class, it requires that the higher resolution models are simply basis extensions of the lower resolution models, hence, standard approximation bases such as Taylor series, Fourier series, wavelets etc. are all of the appropriate form. Basis functions from any approximation class can be utilized as the base class, for if is a approximation class then so is . However, note that is of much higher dimensional than as it is the concatenation of all the lower resolution models.
B. System
Let be function spaces representing the input and output signal spaces. A system is denoted by , and lies in , the set of all causal operators . A controller is denoted by and lies in , the set of all causal operators . We define an interconnection of a system and controller as where are the closed-loop signals (i.e., the solutions of ).
For notational simplicity and conceptual clarity, we consider scalar systems of the form (7) An initial condition set is defined as (8) and define . We define an uncertainty set to be of the form (9) where is a smoothness class, is compact and where .
C. Performance
The control task is to asymptotically track a given reference trajectory to within a specified accuracy. In addition, all closedloop signals should be kept bounded. Performance will then be judged with respect to to a cost functional which penalizes transient signals.
So, given a reference trajectory , we define a reference trajectory set as (10) where are fixed numbers, known to the control design. The control task is to give a controller to achieve asymptotic tracking while keeping all signals bounded, in the sense of the following definition, (note the inner supremum is taken over all (nonunique) Fillipov solutions [9] ): Definition 2.2: A closed loop is said to achieve asymptotic tracking, shown in (11) the equation at the bottom of the page. The closed loop is said to be bounded if all closed-loop signals lie in . The closed-loop signals are taken to be the system and controller's state, input and output signals. So that the control task is achievable we impose the following constraint throughout the paper: (12) Performance of a closed loop is measured by a functional of the output and input signals (13) Throughout we consider four specific cost functionals which penalise the nonsingular transient performance of the system and are given by (14) where and (15) Such a cost penalizes the response of the system while , hence, for a closed loop whose goal is to drive to , while keeping bounded, these costs are reasonable penalties on the transient signals.
Performance of a controller will be measured in this paper with respect to a worst case cost, i.e., , 1 where denotes the power set of , and where 2 (16)
D. Controllers
We now recall an important definition [10] . Definition 2.3: A stable control design is a mapping such that
We are, thus, concerned with the behavior of a class of controllers as specified by the design function , which defines a (different) controller for each smoothness level . Note that for any stable design it follows that (18) by the nested property of . 1 We also admit the possibility that either J or P may not be defined for all their respective domains. 2 The final supremum is taken over all solutions to the closed loop, this is required since our differential equations have discontinuous right-hand sides, although, existence of solutions will be guaranteed, uniqueness will not. (11) In this paper, we are primarily concerned with the following two properties of stable control designs. Since is bounded, it follows from the system equation that is bounded, hence, is uniformly continuous. Then (29) impies . As were arbitrary, this completes the proof of boundedness and asymptotic tracking. , and stability is now established. First we obtain a bound on 4 as follows:
(30) 3 Here we use the fact that(t) is constant when x(t) 2 [1] . 4 Here, m(A) denotes the Lebesgue measure of the set A.
Then we observe that the bounds on can be written directly in terms of . Since all terms in the cost functional are functions of , it follows that the cost can be bounded in terms of . Since is in turn is bounded by construction in terms of and , this completes the proof.
2) Scaling of the Adaption Gain: The construction used in the previous proof uses an adaption gain which scales . For many approximants this is a divergent function (e.g., for B-splines or for the Gaussian radial basis functions (RBFs) of [1] and [2] . However, although this is only a sufficient condition for stability, note that there are two reasons for scaling the adaption gain : the first is to ensure stability, the second is to ensure resolution scaleability.
For many approximators, imposing the (sufficient) condition (26) forces to be an increasing function of the resolution. For example, any approximate model class satisfying [1] 5 (31) has the property that for some . Hence which implies is required to be s.t. . In fact, for some classes of approximator, we can show that it is also neccessary for to be divergent for to remain in any bounded region. An example of this was given in [11] .
Let us now consider the behavior of as increases, assuming is bounded by . A corollary of this result is the statement that for the classes of approximators considered previously, there is no choice of for which resolution divergence can be avoided. The aim of the paper is therefore to examine the relative performances of two designs which have been shown to have resolution scaleability properties.
It remains an open question whether it is or resolution scaleable for any choice of approximator structure for this scalar system, although it seems likely for some wide classes of approximator that it is resolution divergent-see [1] for related results showing a similar performance divergence for multi-input-multi-output (MIMO) equivalents of this controller and a discussion of this question.
3) Projection Modification:
The projection modification is typically used to ensure boundedness of the parameter estimator when disturbances are present. It does not guarantee any form of convergence of the output. However, it has been proposed as a technique to ensure resolution scaleability when used in conjunction with a dead-zone 6 [8] , which we now describe.
Suppose is a convex set in with a smooth boundary, written in the form Given a approximate model class , the projection modified control design is taken to be (40) 6 It is important to note that convergence of the output can be maintained when a dead-zone is used in conjunction with projection.
where , and 7 (41)
We also impose a uniform strength condition [1] (
This condition is satisfied by most approximants [1] . The motivation for the introduction of the projection modification is the following result which shows that the design also additionally guarantees resolution scaleability with respect to both and . Theorem 2.8: There exists such that for all , the closed-loop is bounded and achieves asymptotic tracking. is both , and stable and resolution scaleable. Proof: Let . As in Theorem 2.6, take to be such that (43) and observe that by construction. The proof of boundedness, asymptotic tracking and stability, follows that of Theorem 2.6, by noting that inequality (25) can be established by the property [12] (44) which holds with since . The rest of the proof is analagous. To establish and resolution scaling, it suffices to establish bounds on and which are independant of (and ). First, we establish a bound on which is independant of . Taking the same choice for as in Theorem 2.6, , we obtain the following uniform bound: 
A bound on is established as in Theorem 2.6: . Since in all the previous inequalities, were arbitrary, the result follows.
4) The Resolution Divergence Properties of the Projection Modification:
In this section, we establish the poor scaling properties of the basic and projection modified designs when there is an additional penalty on the control rate. Since is uniformly bounded as a function of , this completes the proof.
E. Comparison Between Designs
The main result in this paper shows that when the control rate is penalised in the cost functional and when the a priori estimate of the smoothness becomes conservative, then the multiresolution design increasingly out-performs the projection modified design.
Theorem 2.12: Suppose is divergent, then for as (56)
Proof: This is a simple consequence of the resolution divergence property of (Theorem 2.9) and the resolution scaling property of (Theorem 2.11). Corollary 12.1: For the class of systems given in Section II-D2, we have for (57) Proof: For the class of systems considered, we have shown that it is neccessary for to be divergent to achieve resolution scaleability of the term in the cost. Hence, by Theorem 2.12, the corollary follows.
F. Extensions
For notational simplicity we have only considered the simplest case of a scalar system with a matched nonlinearity. However, these results can straightforwardly be extended to the case of the integrator chain The results can also be extended to strict feedback systems, note that the results in [5] construct resolution scaleable controllers of a multiresolution type for , (and can be easily extended to ). Resolution divergence of projection modified designs [13] remain to be established, but it can be expected that resolution divergence can even be obtained with respect to since the control is directly dependant on the adaption gain .
Resolution scaleability of the multiresolution design can be established with respect to cost functionals incorporating penalties on higher derivatives, e.g., terms such as or (61) by demanding on the k-regularity of the pair , and by further constraining the reference trajectory to lie in , which is defined by (62)
III. CONCLUSION
We have compared the two main proposals for resolution scaling, and showed the multiresolution approximant idea is superior when higher derivatives of the control are penalised. For reasons of notational simplicity we have considered scalar systems, but have outlined how the arguments apply to much wider classes of systems. The multi-resolution results can be interpreted as showing how to select appropriate function approximators and adaption rates to avoid high gains; such high gains do occur as the resolution of some standard approximators are increased.
