Abstract. We develop the Littlewood-Richardson homotopy algorithm, which uses numerical continuation to compute solutions to Schubert problems on Grassmannians and is based on the geometric Littlewood-Richardson rule. One key ingredient of this algorithm is our new optimal formulation of Schubert problems in local Stiefel coordinates as systems of equations. Our implementation can solve problem instances with tens of thousands of solutions.
The Schubert calculus on the Grassmannian [15] studies the linear subspaces that have specified positions with respect to fixed flags of linear spaces. This is a rich class of wellunderstood geometric problems that appear in applications such as the pole placement problem in linear systems theory [2, 3, 13, 32] and in information theory [1] . Schubert problems serve as a laboratory for investigating new phenomena in enumerative geometry, such as possible numbers of real solutions [5, 9, 23, 24, 30] or monodromy/Galois groups [18, 20, 26] . While classical algorithms count the number of solutions [4] , these applications drive a need to compute the actual solutions to Schubert problems.
General blackbox symbolic and numerical methods for solving systems of polynomial equations do not perform well on large Schubert problems, as they are not complete intersections. Numerical Schubert calculus consists of numerical algorithms adapted to the structure of Schubert problems. A homotopy algorithm is optimal when no solution path diverges for generic instances of the problem. An optimal algorithm for Schubert calculus was the Pieri homotopy algorithm for solving special Schubert problems [11] . That algorithm is based on a proof of Pieri's rule using geometric specializations [22] . It was implemented and refined [19, 30, 32] , and has been used to compute feedback laws for linear systems [32] and to compute Galois groups of Schubert problems [18] . Special Schubert problems can be formulated as imposing simple rank-deficiency on several matrices of general linear forms. Specialized algorithms for solving simple rank-deficiency on a matrix with polynomial entries were recently developed in [8] .
The more general Littlewood-Richardson rule was given a proof using geometric specializations organized by a combinatorial checkers game [27, 28] . This geometric rule leads to our main contribution, the first general Littlewood-Richardson homotopy algorithm. A preliminary study for this was carried out in [25] for some Schubert problems with a handful of solutions. The present work is far more intricate and the resulting algorithm is applicable to any Schubert problem on a Grassmannian. A novel feature is that in the homotopy, the underlying space and its parametrization change, but the equations do not. We have implemented the Littlewood-Richardson homotopy algorithm both in the NumericalSchubertCalculus package of Macaulay2 [6] and in PHCpack [29] . Our software is free and open source, available on github, and capable of solving problems with tens of thousands of solutions, which are currently far out of reach for all other available methods.
Section 1 gives background on the Schubert calculus and numerical homotopy continuation. This includes a new formulation for Schubert varieties using the fewest possible number of equations. Section 2 describes the geometric Littlewood-Richardson rule, which is the foundation of our algorithm. Section 3 is the heart of the paper, for it describes the Littlewood-Richardson homotopy algorithm in detail. Section 4 gives some examples of what our software can compute. Details of the implementations will appear in [17] .
Schubert Calculus and Homotopy Continuation
We describe Schubert problems and explain how they may be represented on a computer with an efficient set of equations. This is in terms of local Stiefel coordinates and exploits the Plücker embedding. We conclude with a discussion on numerical homotopy continuation. We will fix positive integers k < n throughout.
1.1. Schubert problems. The Grassmannian Gr(k, n) of k-planes in C n is a complex manifold of dimension k(n−k). It has Schubert subvarieties indexed by brackets, which are k-element subsets α of [n] := {1, . . . , n}, written in increasing order α : α 1 < · · · < α k . Write
[n] k for the set of all brackets. A flag F is an increasing sequence of linear subspaces,
The geometric problems studied in Schubert calculus are given by lists of brackets (α 1 , . . . , α s ) and flags F 1 , . . . , F s , and involve understanding the set of k-planes in the intersection
When the flags F 1 , . . . , F s are general and the brackets satisfy α 1 + · · · + α s = k(n−k), this intersection (2) is zero-dimensional and transverse [14] and its number of points, d(α 1 , . . . , α s ), does not depend on the flags. This number may be computed using combinatorial algorithms from the Schubert calculus [4] . A list of brackets (α 1 , . . . , α s ) satisfying α 1 +· · ·+ α s = k(n−k) is a Schubert problem. An instance of that Schubert problem is given by flags F 1 , . . . , F s , and its solutions are the points of the intersection (2) . The most basic Schubert problem is (α, β) where α + β = k(n−k). An instance is given by two general flags F, M. The intersection X α F ∩ X β M is empty unless β k+1−i = n+1 − α i for i = 1, . . . , k, and in that case it is the singleton,
As the flags F and M are in general position,
1.2.
Representing Schubert problems on a computer. To solve a Schubert problem on a computer requires that it is formulated as a system of polynomial equations in some coordinates. There are several formulations, including global Plücker coordinates, local Stiefel coordinates, and more exotic primal-dual [7] or lifted [10] coordinates. An advantage of local Stiefel coordinates is that they involve the fewest variables. An ordered basis f 1 , . . . , f n of C n forms the columns of an invertible matrix in C n×n and vice-versa, with the standard basis corresponding to the identity matrix, I. Given such a basis/matrix, we obtain a flag whose i-dimensional subspace is the span of the columns f 1 , . . . , f i . Therefore, two matrices F, F ′ correspond to the same flag if and only if there is an invertible upper triangular matrix T such that F ′ = F T . We use the same symbol for an invertible matrix and for the corresponding flag.
The Stiefel manifold is the set M k,n of n×k matrices of full rank k. Taking column span leads to a map φ : M k,n ։ Gr(k, n) which is a principal GL k (C)-bundle. This admits a (discontinuous) section given by putting any matrix in a fiber into reverse column reduced echelon form. The set X α of echelon matrices with pivots in rows α is isomorphic to C |α| . Under φ, the set X α is isomorphic to a dense open subset of the Schubert variety X α I. For example, when n = 6 and k = 3, here are the sets X α for the brackets α = [4, 5, 6] , [2, 4, 6] , and [2, 3, 5] , respectively, where x ij indicates an indeterminate:
A set Y ⊂ M k,n will be called Stiefel coordinates for a subvariety Y of Gr(k, n), if there is an invertible matrix M such that φ(MY) is dense in Y and the map φ • M : Y → Y is birational. Thus X α gives Stiefel coordinates for the Schubert variety X α I and also for X α M. This definition allows the mild but useful ambiguity that for M invertible, both X α and MX α are Stiefel coordinates for both X α I and for X α M.
Given a point H ∈ M k,n , the condition that the k-plane φ(H) lies in X α F may be expressed in terms of the rank of augmented matrices,
Equivalently, for each i = 1, . . . , k, all square (
equations, which are polynomials in the entries of H with coefficients depending upon F . There are no minors when α i = n−k+i, and conditions are redundant if α k = n, or when 1+α i = α i+1 . For example, when k = 4, n = 8, and α = [3, 4, 7, 8] , the only meaningful condition in the definition (1) of X [3, 4, 7, 8] F is dim H ∩ F 4 ≥ 2, or equivalently rank(H | F 4 ) ≤ 6. This is given by the vanishing of the 64 non-maximal 7 × 7 minors of the 8 × 8 matrix (H | F 4 ).
This discussion shows that we may model the intersection of a subset Y ⊂ Gr(k, n) with a collection of Schubert varieties,
by first selecting a set Y ⊂ M k,n of Stiefel coordinates for Y and then generating the minors imposing the rank conditions (4), for each pair (α i , F i ). The Littlewood-Richardson Homotopy Algorithm (Algorithm 2 in Section 3.3) takes as input two positive integers k < n indicating the Grassmannian Gr(k, n), brackets α 1 , . . . , α s representing a Schubert problem on Gr(k, n), and general flags F 1 , . . . , F s in C n . Given these, it computes all the solutions to the corresponding instance (2). The proof of Theorem 1.1 is included in the proof of correctness of the LittlewoodRichardson Homotopy Algorithm.
1.3. Efficient representation of Schubert problems. We formulate membership of a 4-plane in X [3, 4, 7, 8] F in terms of the Stiefel manifold M 4,8 . The condition (4) on augmented matrices is rank(H | F 4 ) ≤ 6, where the 4-plane H is the column space of a 8 × 4 matrix of indeterminates and we write the entries of the 8 × 4 matrix F as * s, 
given by the n k maximal minors of a matrix H ∈ Mat n×k (C)
with h i,j the entries of H. These minors p α (H) are the Plücker coordinates of H. The image is Gr(k, n) and it is cut out by the quadratic Plücker relations [4, §9.1, Lemma 1].
The Schubert variety X α I is cut out from Gr(k, n) by a subset of Plücker coordinates. Specifically, H ∈ X α I if and only if p β (H) = 0 for all β ∈
[n] k with β ≤ α. This may be seen as follows. Given a general matrix H ∈ X α I, the rank of the square submatrix formed by its rows β 1 , . . . , β k is k unless β i < α i for some i. This uses the partial order on the index set
[n] k of brackets, defined by α ≤ β ⇐⇒ α i ≤ β i for i = 1, . . . , k. Example 1.2. When n = 8, k = 4, and α = [3, 4, 7, 8] , there are 17 brackets β with β ≤ α: [5, 6, 7, 8] , [4, 6, 7, 8] , [3, 6, 7, 8] , [4, 5, 7, 8] , [2, 6, 7, 8] , [3, 5, 7, 8] , [4, 5, 6, 8] , [1, 6, 7, 8] , [2, 5, 7, 8] , [3, 5, 6, 8] , [4, 5, 6, 7] , [1, 5, 7, 8] , [2, 5, 6, 8] , [3, 5, 6, 7] , [1, 5, 6, 8] , [2, 5, 6, 7] , [1, 5, 6, 7] . ⋄
Observe that H ∈ X α F if and only if F −1 H ∈ X α I if and only if p β (F −1 H) = 0 for all β ≤ α. Using the Cauchy-Binet formula, we can write
is the (β, γ)-th entry in the matrix ∧ k (F −1 ). We summarize this discussion with the following theorem. 
). The entries in the matrix-vector product P (α)(
Remark 1.4. This method is even more efficient for the intersections of several Schubert varieties, as we only need to compute P (Y) once. ⋄ Remark 1.5. When this improvement was first implemented in our software, it resulted in speedups of several to 60-fold. For instance, for α = [3, 4, 7, 8] , computing the problem (α, α, α, α) with six solutions went from 20 minutes to 20 seconds. ⋄ 1.4. Numerical homotopy continuation. A numerical homotopy continuation algorithm computes solutions to a system of polynomial equations by following known solutions to a different set of equations along a deformation (homotopy) between the two systems using predictor-corrector methods. Suppose that we want to compute the solutions to a system
of polynomial equations. A homotopy for (5) is a one-parameter family of equations H(x; t) = 0 whose solutions at t = 0 are known and whose solutions at t = 1 include those of (5). Furthermore, restricting t to the interval [0, 1] defines paths in C m that connect the solutions of (5) from t = 1 to known solutions at t = 0.
For such a homotopy, standard predictor-corrector methods are used to numerically trace the known solutions at t = 0 to obtain solutions to (5) at t = 1 (see [21] for more details). The homotopy is optimal when every solution at t = 0 is connected to a unique solution to (5) at t = 1 along a path.
This procedure may be iterated, connecting one homotopy to another to solve (5) from known solutions to another system in two or more steps. The Pieri homotopy is such an optimal homotopy that used up to k(n−k) − 2 steps to solve special Schubert problems [11] . The Littlewood-Richardson homotopy (Algorithm 2 in Section 3.3) is also an optimal homotopy which solves more general Schubert problems on Grassmannians.
The Geometric Littlewood-Richardson Rule
The Littlewood-Richardson homotopy algorithm is based on the geometric LittlewoodRichardson rule [27] . It consists of a sequence of degenerations which successively transform an intersection X α F ∩ X β M of Schubert varieties when F and M are general into a union of Schubert varieties X γ F where γ = α + β .
These degenerations are encoded in the combinatorial checkerboard game, described in Section 2 of [27] . Subsection 2.18 of loc. cit. explains how these are combined into a checkerboard tournament that encodes the process of resolving a given Schubert problem. This checkerboard tournament forms the combinatorial backbone of the LittlewoodRichardson homotopy.
The intermediate components of the degenerations of intersections X α F ∩ X β M are called checkerboard varieties; these are defined in Subsection 2.1, where we also describe Stiefel coordinates for them. Subsection 2.2 describes the checkerboard game and explains how to combine several of them to get a checkerboard tournament. 
We encode the relative position between F and M in a permutation array, which is an n × n array of boxes with one black checker • in each row and column. We will refer to a permutation array by the corresponding permutation π, defined by the positions of the black checkers. For example, the permutation 356421 (given in one-line notation) corresponds to the following permutation array. (6) An ordered basis m 1 , . . . , m n for C n and a permutation array π define flags F and M as follows. Identifying the checker in row i with m i , the i-plane M i is the span of the checkers in the first i rows and the j-plane F j is the span of the checkers in the first j columns. For example, for the permutation array (6), we have
A checkerboard on a permutation array π is a placement •• of k red checkers in π such that the red checkers are in distinct rows and columns, and any subset of j red checkers has at least j black checkers to its northwest (տ). Suppose that •• is a checkerboard on a permutation array π and (F, M) is a pair of flags having relative position π given by an ordered basis m 1 , . . . , m n as above. For each subset S of red checkers, let S(F, M) be the subspace of C n spanned by the black checkers northwest of S.
For the checkerboard •• below, the checkerboard variety
In [27] , the checkerboard variety The entry y i,j is 0 when the black checker in row i is not northwest of the jth red checker, or if it is northwest and shares its square with a different red checker; the entry y i,j is a 1 if the jth red checker is in row i, and otherwise y i,j is an indeterminate.
By Lemma 2.4 below, if there is a red checker northwest of red checker j, then it lies in the square of some (say the ith) black checker. We may use the column of this northwest red checker to reduce the column of the jth red checker in Y •• so that the entry y i,j vanishes. Thus this entry must be zero for Y •• to consist of echelon matrices. Figure 1 . Stiefel coordinates corresponding to a checkerboard. n = 14 and k = 7, with permutation array π = (6, 7, 8, 9, 11, 12, 13, 14, 10, 5, 4, 3, 2, 1). The entries 0 are forced by the requirement that the matrix be reduced. The entries · are also 0 and they indicate that the black checker is not northwest of the corresponding red checker. The letters A, . . . , F, r, and R and the arrows will be explained later. ⋄ 2.2. The checkerboard game. The steps in the geometric Littlewood-Richardson rule, the deformations and degenerations of X α F ∩ X β M, and of subsequent checkerboard varieties, are all encoded in the combinatorial checkerboard game. We discuss its salient features, following [27, § §2.9-2.19].
The checkerboard game is a movement of black checkers that encodes the specialization of a pair (F, M) of general flags to the pair (F, F ) in special position. The movement of the black checkers is a bubble sort beginning with the permutation ω 0 , where ω 0 (i) = n+1−i, so that the black checkers will lie on the anti-diagonal. In the game, the black checkers remain in their respective columns, changing only rows. The first move interchanges the lowest (leftmost) two checkers.
For subsequent moves, note that the black checkers of a permutation π in mid-sort will be in one of four regions, illustrated in Figure 2 : (A) the upper right portion of the anti-diagonal, (B) along a diagonal starting in the first column at the row below (A), (E) along a diagonal starting one column and two rows after (B), or there will be a solitary checker (D) in the column between (A) and (E) and in the row between (B) and (E). If there is no column between the checkers in (A) and those along a diagonal, then consider that diagonal as (E), that (B) is empty, and the solitary checker (D) is the last checker in (A). We call the solitary checker (D) the descending checker and the top checker in (E) the ascending checker. When n = 4, there are 7 = 4 2 +1 permutation arrays in the bubble sort.
The subsequent permutation array is obtained by interchanging the rows of the descending and ascending checkers. Call the row of the descending checker the critical row and the diagonal (E) the critical diagonal. See Figure 2 . 
If for some i, β k+1−i + α i < n, then X α F ∩ X β M = ∅ and there is no checkerboard game. Each node in this tree has one or two children according to which of nine cases it is in. These cases are determined by two questions, each of which has three answers.
Where is the top red checker in the critical diagonal (E)? (0) In the square of the ascending black checker.
(1) Elsewhere in the critical diagonal.
(2) There is no red checker in the critical diagonal. Where is the red checker in the critical row (D)?
(0) In the square of the descending black checker.
(1) Elsewhere in the critical row.
(2) There is no red checker in the critical row. Table 1 shows the movement of the checkers in these nine cases. The rows correspond to the first question and the columns to the second question. Only the relevant part of each checkerboard is shown. In case (1, 1) there are two possibilities, referred to as stay or swap, for in one the red checkers remain in place, while in the other they swap columns. The swap occurs only if there are no other red checkers in the rectangle between the two, called blockers. Figure 3 shows a blocker.
A red checker is in region A, B, or E if both its row and column contain black checkers in the corresponding region. Checkers in regions C, D, or F lie in the row of some black checker that is in region B, is descending, or is in region E, respectively, and they lie in a column of a black checker in A. It is helpful to refer to 
Proof. This is true in the initial position in the permutation array ω 0 , and each move of Table 1 preserves this configuration.
For a permutation π, let P π be the space of pairs of flags (F, M) in relative position π. If π follows σ in the bubble sort, then in the space of pairs of flags, P π lies in the closure of P σ and is dense in a component of P σ P σ so that P π is a boundary divisor of P σ .
Suppose that •• ′ is a checkerboard with permutation array σ and child checkerboard •• with permutation array π (or •• and •• ′′ are its two children in case (1, 1) with no blockers). Let Y be the family over P π ∪ P σ ⊂ P σ whose fiber over (F, M) ∈ P σ is the checkerboard variety Y •• ′ (F, M) and over (F, M) ∈ P π is the checkerboard variety case (1,1) ). Then Theorem 2.13 of [27] states that Y is the closure in (P π ∪ P σ ) × Gr(k, n) of its restriction to P σ .
At the conclusion of the checkerboard game, all checkers lie along the main diagonal. For such a checkerboard, the corresponding checkerboard variety is the Schubert variety X γ F , where the red checkers lie in positions (γ 1 , γ 1 ) , . . . , (γ k , γ k ). Figure 4 shows the checkerboard game in the first nontrivial case when n = 4, k = 2 and α = β = [2, 4] . It deforms X [2, 4] F ∩ X [2, 4] M into X [1, 4] F ∪ X [2, 3] labeled by the position of the move in Table 1 . The geometry does not change in the first step, as the 2-plane H continues to meet both M 2 = m 1 , m 2 and F 2 = m 3 , m 4 in a 1-dimensional subspace. In the second stage, H continues to meet both M 2 and F 2 , but these now meet in m 2 . There are two possibilities for H as we are in case (1, 1) of Figure 4 ] illustrate Figure 4 1 . A checkerboard game may have identical nodes. Since the children of a node depend only on the checkerboard of that node (and not on the previous history), we may identify identical nodes, obtaining a ranked checkerboard poset whose maximal elements (leaves) are indexed by a subset of those brackets γ with γ = α + β .
Suppose that we have a Schubert problem, (β 1 
The Littlewood-Richardson Homotopy
We first explain the Littlewood-Richardson homotopy conceptually. Given a Schubert problem (β 1 , . . . , β s ) and flags F, F 2 , . . . , F s , suppose that we know all the points of
for γ any index with γ = β 1 + β 2 . We use this to find all solutions to the instance of the Schubert problem
Formulating membership in X β 3 F 3 ∩ · · · ∩ X β s F s as a system of polynomial equations, we use the geometric Littlewood-Richardson rule for X β 1 F ∩ X β 2 F 2 to continue the points of (8) for all γ back to solutions to the instance (9) of the original Schubert problem.
Similarly, if for some ℓ, all solutions to instances of Schubert problems of the form
are known for all γ with γ + β ℓ + · · · + β s = k(n−k), then we may find all solutions to Schubert problems of the form
for all α with α + β ℓ−1 + β ℓ + · · · + β s = k(n−k). Thus starting with the (known) solution (3) to X (β s ) ∨ F ∩ X β s F s , after s−2 iterations of this procedure we obtain all solutions to the original Schubert problem.
In passing from the Schubert problem (10) coming from a leaf of the checkerboard game for the pair (α, β ℓ−1 ) to the problem corresponding to its root (11), we encounter 
Our algorithm requires 1-parameter families of flags to use in each step of the homotopy. We also need to specify how the equations are generated, and how the solutions obtained from one checkerboard game are passed to the next one in the tournament.
In Subsection 3.1 we describe the families of flags underlying each checkerboard game. In Subsection 3.2 we describe the coordinate homotopies, one for each pair of subsequent nodes in a checkerboard game. In Subsection 3.3 we explain how these fit together in the Littlewood-Richardson homotopy. explicit one-parameter families of pairs (F ′ (t), M ′ (t)) that connect these flags. The explicit choices we make here are those made in our software. The flags F and F ′ (t) are fixed to be the standard coordinate flag, so we only need to specify the flags M and M ′ (t) for each permutation and family. These have the following property. If M ′ corresponds to the permutation σ and M to the next permutation π in the bubble sort, then the family M ′ (t) connecting them satisfies
and for all t = 0, the pair (F, M ′ (t)) has position σ. The subspace F i of F is spanned by the ith column of the identity matrix. At a permutation π, the flag M is given by an ordered basis m 1 , . . . , m n so that M i is spanned by m 1 , . . . , m i while F i is spanned by m π(1) , . . . , m π(i) , but m 1 , . . . , m n is not necessarily a permutation of the columns of the identity matrix. This is illustrated in the second row of Figure 5 .
At the leaves of a checkerboard game, M = F . We describe the other flags recursively. Suppose that the flag M corresponds to a permutation π in the bubble sort with σ the previous permutation, and let r be the critical row in the sort from σ to π. Then the flag M ′ corresponding to σ is given by the basis m ( Input: A solution y * to the instance of the intermediate problem
The solution y ′ to the instance of the intermediate problem
connected to y * by the family Y ••,•• ′ (t) for t ∈ [0, 1], which is represented by a matrix (y
The homotopy H(y; t) is given by the equations of Theorem 1.3 for membership in the Schubert varieties X β ℓ F ℓ , . . . , X β s F s evaluated on the Stiefel coordinates MY •• (t). 3: Use numerical continuation to follow the homotopy H(y; t) from the the start solution (y * i,j ) at t = 0 to a solution (y * i,j (1)) at t = 1.
for the matrix (ỹ i,j ). 
then (18) is satisfied as
In practice, our software solves the equation (18) to put Y •• ′ into (reduced) echelon form, as we do in our software.
Case II. As there is a checker in the critical row, by Remark 3.2, the geometric condition on the k-plane changes and the Stiefel coordinates Y •• (t) will involve t. We describe them and then prove they have the properties claimed. We will write j ∈ A, B to indicate that the jth red checker of •• is in region A or in region B, and the same for the other regions or rows of the checkerboard as defined in Figure 1 .
Let (y i,j ) = Y •• be the Stiefel coordinates from Definition 2.2. Define Y •• (t) = (y i,j (t)), by setting y i,j (t) := y i,j if i = r+1. When i = r+1, set y r+1,j (t) := y r+1,j = 0 if j ∈ E, and otherwise set y r+1,j (t) := y r+1,j − ty r,j .
(20) Observe that if j ∈ A, B, or C, then its row is above r so that y r+1,j = y r,j = y r+1,j (t) = 0. Note that y r+1,j (t) is non-zero when j ∈ F or when j lies in row r, for when j lies in row r, y r,j = 1 and y r+1,j = 0.
Proof. When t = 0, this holds as
, and M ′ (0) = M. For t = 0, we will show that if we solve the equation A consequence of these definitions is that for t = 0, the column vectors of
Define the Stiefel coordinates
Note that the entry y Table 1 . Comparing these two figures will help to explain our arguments. In Figure 6 , we have s = 4, the red checker s is to the left in row r = 9, and the red checker s+1 is to the right in row R = 12. These two are in different columns in Figure 1 .
We define Y •• (t) = (y i,j (t)). The entry y i,j (t) will depend on the position of the red checker j. Recall that the black checkers are in regions A, B, E, or in row r.
(1) If j = s, set y i,j (t) := y i,j .
(2) When j = s, set y r,s (t) := y r+1,s+1 and y r+1,s (t) := −ty r+1,s+1 , and
and if e ∈ E {r+1}, then y e,s (t) = 0 = y e,s , as s is in row r < e. 
The transformation
is invertible, and the entry y Let h 1 (t), . . . , h k (t) be the k column vectors of MY •• (t). We use these to define the entries y 
If j = s+1, so that the red checker is in row R,
When R = r+1, the last sum is empty, and the last term is m r+1 . Also, we always have y r,s+1 = 0 as the red checker s lies in the square of black checker r, which is northwest of red checker s+1. For all other red checkers j, either j ∈ F or j ∈ E {R}, and h j (t) = n i=1 y i,j m i . Note that y r,j = 0 as red checker s lies in the square of black checker r, and both are northwest of red checker j. For j ∈ E {R}, we have y r+1,j = 0 as black checker r+1 is east of red checker j.
To define y 
As checkers above row r do not move, the entries y For
. By (23) and (24), this cancels the sums involving A and the terms involving m r+1 . Its form is slightly different in the two cases R > r+1 and R = r+1.
y e,s+1 m e + m R .
When R = r+1, we have y r+1,s+1 = 1 and h
Let y We illustrate these definitions of h s (t), h s+1 (t), and h ′ s (t) for the checkerboard •• of Figure 6 . Below are the columns s and s+1 of the Stiefel coordinates Y •• (t), which correspond to the vectors h s (t) and h s+1 (t), and a column corresponding to the h 
In the remaining cases, j ∈ E {R} and j ∈ F , the rows ′ . This is observed in Figure 6 , where the entry y 12,6 = 0, but it is zero in Figure 1 . To obtain this zero entry in Y •• ′ (t), we use h ′ s+1 (t) to reduce h j (t). If j ∈ E {R}, note that y r,j = 0 = y ′ r,j . Indeed, in ••, the red checker s lies in the square of black checker r, while in •• ′ , the black checker r is northeast of the red checker j. Also, y r+1,j = 0, as the black checker r+1 is northeast of the red checker j in
, and otherwise
Let y 
To rewrite this in terms of m
Let y ′ i,j (t) be the coefficient of m ′ i (t) in this expression. This expression shows that (21) holds when R > r+1.
The argument is simpler when R = r+1, for then
and these functions y ′ i,j (t) satisfy the properties (21). Remark 3.5. In this proof, when t = 0 and for j = s+1, j ∈ F , or j ∈ E {R}, we replaced h j (t) by h ′ j (t) = h j (t) − zh ′ ℓ (t) where ℓ < j and z is the coefficient of m ′ i (t) in h j (t) and m ′ i (t) is the leading term in h ′ ℓ (t) (with coefficient 1). In all these cases, this put the vectors h 1 (t), . . . , h k (t) into reduced echelon form with respect to the basis M ′ (t). The content of the proof was that the resulting matrix Y •• ′ (t) of coefficients satisfies the properties (21) . Our software automatically performs this reduction to change coordinates from
Littlewood-Richardson Homotopy Algorithm. Using the definitions and results of the previous subsections, including Algorithm 1, we describe the LittlewoodRichardson Homotopy Algorithm. Let F be the flag in C n corresponding to the identity matrix, and let M be the opposite flag. This corresponds to the permutation array for ω 0 and the matrix J with 1s along its anti-diagonal. These flags are at the root of each checkerboard game. Fix a Schubert problem (β 1 , . . . , β s ) for Gr(k, n) and consider its checkerboard tournament T . Every node in T is a checkerboard •• and has an intermediate Schubert problem (12) , for flags F ℓ , . . . , F s which will be determined in the algorithm. The checkerboard game of such a node lies in level ℓ−2 of T .
Algorithm 2 Littlewood-Richardson Homotopy Algorithm

26:
Create a homotopy between these flags and the user-defined flags E 1 , E 2 , . . . , E s and follow these points E 1 y along that homotopy, to obtain all solutions to the user's instance (26) .
Proof of correctness. We prove that the algorithm performs as described when the input flags E 1 , . . . , E s are general. This will also prove Theorem 1.1. Every node •• ′ in the checkerboard tournament corresponds to an intermediate Schubert problem
where •• ′ is a node in a checkerboard game at level ℓ − 2 in T and the flags F ℓ , . . . , F s are as defined by (27) [14] asserts that there will be no points of (28) that lie in Z.
As there are only finitely many checkerboards, the choice of general flags F i and E i will guarantee that the algorithm computes all solutions to (26) . ′ is a leaf of a checkerboard game. Such a leaf has only one child in the tournament T , which is the root of the subsequent checkerboard game. In this case, there is a bracket γ such that the intermediate problems at these two nodes are
•
where the flags F ℓ , . . . , F s are defined by (27) , as are the flags F ℓ+1 , . . . , F s , except that the index ℓ of the ambient checkerboard poset changes, so that
Since A ℓ F and F give the same flag, the intersection (29) is obtained from that of (30) 
which is the same as passing between leafs and roots in the proof of the claim. Finally,
Step 26 is simply applying a parameter homotopy between the solutions to (31) and those of the original Schubert problem
This completes the proof of correctness.
The Performance of the Implementation
The Littlewood-Richardson homotopy algorithm has two implementations. One is in the interpreted language of Macaulay2 [6] using its Numerical Algebraic Geometry package [16] , and the other is compiled code and uses the Polynomial Homotopy Continuation package PHCpack [29] . These implementations, as well as implementations of the Pieri Homotopy algorithm [11, 12] may be called from the NumericalSchubertCalculus package of Macaulay2. An introduction to its capabilities and use is given in [17] . This software is free and open source, available on github with the compiled version accessible to the Python programmer via phcpy [31] . Table 2 gives a selection of the Schubert problems this software is able to solve. These timings (in seconds) compare the performance of the two implementations of Algorithm 2 on the same random instance of the problem. These were computed on a Macbook Air with a dual-core Intel Core i5 1.6GHz processor. Here, the exponents indicate repeated brackets.
The compiled implementation is both faster and more robust. Table 3 shows some Schubert problems it can compute, and their timings in h:m:s format. These were computed on a single processor of a server with four Six-Core AMD Opteron(tm) 8435 processors, each with an 800MHz clock speed, and 64GB memory.
