A female advantage in school marks is a common finding in education research, and it extends to most course subjects (e.g., language, math, science), unlike what is found on achievement tests. However, questions remain concerning the quantification of these gender differences and the identification of relevant moderator variables. The present meta-analysis answered these questions by examining studies that included an evaluation of gender differences in teacher-assigned school marks in elementary, junior/middle, or high school or at the university level (both undergraduate and graduate). The final analysis was based on 502 effect sizes drawn from 369 samples. A multilevel approach to meta-analysis was used to handle the presence of nonindependent effect sizes in the overall sample. This method was complemented with an examination of results in separate subject matters with a mixed-effects metaanalytic model. . Source of marks, nationality, racial composition of samples, and gender composition of samples were significant moderators of effect sizes. Finally, results showed that the magnitude of the female advantage was not affected by year of publication, thereby contradicting claims of a recent "boy crisis" in school achievement. The present meta-analysis demonstrated the presence of a stable female advantage in school marks while also identifying critical moderators. Implications for future educational and psychological research are discussed.
Much research has focused on gender differences in various areas of intellectual achievement (Halpern, 2012) . In fact, reliance on this research often guides policy decisions such as funding for sex-segregated education (Lindberg, Hyde, Petersen, & Linn, 2010) .
In reality, much of what we know about gender differences in intellectual achievement comes from various meta-analyses that have summarized and quantified the findings obtained in relevant research. For example, Hyde, Fennema, and Lamon (1990; see also Else-Quest, Hyde, & Linn, 2010) reported that gender differences in mathematics achievement were typically in favor of males, 1 although recent data suggest that the gap is closing (or even disappearing) in this field (Hyde, Lindberg, Linn, Ellis, & Williams, 2008; Lindberg et al., 2010) . A male advantage has also been reported for science achievement tests (Hedges & Nowell, 1995) , whereas a female advantage is typically reported in reading comprehension (e.g., Hedges & Nowell, 1995; Lynn & Mikk, 2009; Nowell & Hedges, 1998) . These findings have essentially become part of the stereotypical view of men and women (Lindberg et al., 2010; Nosek et al., 2009 ).
Defining Achievement
To our knowledge, all existing meta-analyses examining mathematics, science, and reading achievement have relied either on tests of cognitive abilities or on national test scores as their measures of focus. For example, Nowell and Hedges (1998) examined results obtained in specific data sets in which participants completed a battery of cognitive measures used in a national test (see Table 2 in their article for a list). Such achievement tests have been shown to predict later performance in the classroom (e.g., Anastasi, 1988 , for the Scholastic Aptitude Test; Kuncel, Henzltet, & Ones, 2001 , for the Graduate Record Examination). Although gender differences follow essentially stereotypical patterns on achievement tests, for whatever reasons, females generally have the advantage on school marks 2 regardless of the material. This gender difference has been known to exist for many years (e.g., Goodenough, 1954; Hosseini, 1975; Kimball, 1989) and has persisted in recent years (e.g., McCornack & McLeod, 1988 , for college students; Pomerantz, Altermatt, & Saxon, 2002 , for children in Grades 4, 5, and 6).
Many attempts have been made to explain the apparent contradiction between what is observed on gender differences with achievement tests and with actual school performance. For example, Wentzel (1991) suggested that school marks reflect learning in the larger social context of the classroom. School marks also require effort and persistence over long periods of time, whereas performance on standardized tests assesses basic or specialized academic abilities and aptitudes at one point in time without social influences. Kimball (1989) and Kenney-Benson, Pomerantz, Ryan, and Patrick (2006) elaborated on factors that distinguish school marks and achievement tests, including the type of learning required, the familiarity level of each of these test settings, the role of anxiety and confidence in performance, the influence of subjective factors, and gender stereotypes. An in-depth coverage of these factors is beyond the scope of the present article. However, existing data for achievement tests are based on meta-analytic findings, whereas research on teacher-assigned school marks has not been examined as a whole to date. Therefore, a systematic meta-analysis examining gender differences in school marks is clearly required to summarize the literature on this topic in the same way that this has been done for achievement tests.
Accordingly, the purpose of the present research was to fill that gap by reporting the results of a meta-analysis of gender differences in scholastic achievement focusing exclusively on school achievement in the form of teacher-assigned school marks. Two questions were considered as part of that purpose. First, are there overall gender differences in school performance? Second, what factors moderate these gender differences? The first question is straightforward as it requires only a global test of significance on a set of retrieved studies. However, the second question requires the a priori identification of potential factors that might moderate the magnitude of the gender differences.
Potential Moderating Variables
The identification of potential moderating variables relies on what researchers have considered important in past research. From this perspective, factors that have been examined both in research on school marks (the focus of the present article) and in work examining tests of achievement and cognitive abilities are relevant.
Age
Age of the participants sampled in a given study is likely the most obvious variable to consider. However, when considering school achievement, age in years is confounded with school level (preschool, elementary, high school, college) . From this perspective, age can be considered either as a continuous variable or as a categorical variable. Lindberg et al. (2010) , who opted for the categorical approach, found much variability in the magnitude of gender differences depending on whether achievement scores were obtained with preschool, elementary school, middle school, high school, college, or adult samples. It is possible that this categorical approach produced a significant effect of this moderator in their analysis because it captured the existing nonlinearity that the typical linear metaregression approach based on a continuous variable would not detect. Accordingly, a categorical approach is followed here when assessing age. However, one also has to consider that there are studies sampling, for example, university students, but their high school grade point average (GPA) is reported. This discrepancy means that an examination of age in the present analysis has to be further refined. Specifically, the source of the grades is more informative than the mean age reported in the study or the current school level of the participants. Accordingly, the source of the grades was used as a variable in the present analysis.
In their analysis of achievement tests, Lindberg et al. (2010) reported that the male advantage in mathematics achievement tests increased with age, with a peak in high school and a decline in college and adult samples. In contrast, in our analysis of school marks, we predict a decrease in the magnitude of gender differences with sources that reflect different age groups. Specifically, individual studies suggest that a female advantage is found in elementary school (Pomerantz et al., 2002) , middle school (Mickelson & Greene, 2006) , and high school (McCornack & McLeod, 1988) . At the university level, findings are more variable, with some researchers reporting a female advantage (McCornack & McLeod, 1988) , others reporting no gender difference (Sulaiman & Mohezar, 2006) , and yet others reporting a male advantage . Thus, gender differences at the university level should reflect more dilution of the effects.
Course Material
The actual topic on which the school marks were based is another rather obvious variable requiring consideration. GPA is a global score and can thus be considered as a composite measure that might result in somewhat heterogeneous findings depending on the combination of courses that form the score. However, as it is expected that the magnitude of gender differences in school performance should fluctuate as a function of the course material, we attempted to enter separate grades for each material type. Accordingly, we entered a global score such as the GPA in the meta-analytic data set when it was the only one available. Fortunately, in many studies, the authors presented data for specific subject matters so that effect sizes for gender differences in each subject were considered in the analysis. Research examining school performance suggests the expectation that females should outperform males in all subjects (Pomerantz et al., 2002) , including global measures.
National Origin
Potential national differences in the magnitude of gender differences in school achievement as well as in test achievement have been examined extensively (Else-Quest et al., 2010) . Thus, it is only fitting that this variable should be considered here. However, in view of the potential variability in cross-national findings and in the composition of the final sample of studies, this variable should be seen as exploratory. Therefore, no predictions on possible outcomes are presented at this time.
Year of Publication
Some support exists for the notion that gender differences have decreased in magnitude for some areas of cognitive achievement in recent years (Feingold, 1988; Voyer, Voyer, & Bryden, 1995) . Specifically, Feingold (1988) and Voyer et al. (1995) reported a trend for decreasing gender differences in tests of spatial abilities as a function of year of publication. These results have typically been interpreted as reflecting social changes that promote more equality in how children are raised and educated. To determine whether such trends would be found for gender differences in school marks, year of publication is examined in the present analysis.
The inclusion of year of publication as a moderator also has important implications to address popular views on gender differences in school achievement. In particular, the literature presented earlier suggests that many researchers have been aware of a female advantage in school achievement for decades. However, it is interesting that it just received media attention recently, leading to the notion that this is a new phenomenon. Specifically, a 2006 Newsweek article (Tyre, 2006) suggested that boys across the United States are falling behind girls in terms of school achievement, whereas, 30 years ago, it was presumably females who were lagging. Unfortunately, no specific references were provided to support these statements. However, this did not prevent more reporting of this so-called boy crisis in various newspapers, magazines, and other media (Rybak Lang, 2011) . In fact, this issue has also received attention in many countries (Cappon & Canadian Council on Learning, 2011) . Critics such as Rybak Lang (2011), Vail (2006) , and Mead (2006) showed skepticism about the notion of crisis, suggesting that males' performance has not declined but rather females' performance has improved. Most of the data (at least in Cappon & Canadian Council on Learning, 2011, and Mead, 2006) are based on relatively recent achievement test scores or enrollment figures, but the school performance data required for a complete test of the boy-crisis claims are lacking. Fortunately, the examination of year of publication as a potential moderator of gender differences in school achievement fills this gap. Essentially, a positive relation between year and magnitude of the effect would support the notions underlying the claims of a boy crisis by showing that gender differences have either changed in direction or increased in magnitude. In contrast, a nonsignificant or negative relation would allow us to reject the central claims inherent in the boy crisis. Therefore, this important question is examined with the inclusion of year of publication as a moderator in the present analysis.
Racial Composition of the Sample
In her discussion of the boy crisis, Mead (2006) also pointed out that achievement gaps are actually larger when racial origin is examined as opposed to gender in United States samples. For example, the graduation rate is much lower for students who are Hispanic or Black when compared to their Asian or White peers. When considering reading achievement tests, White males and females essentially form a cluster of achievement above that for Hispanic and Black males and females. In fact, Black males show the lowest level of performance across 13 years of data (see Meade, 2006, Figure 3 ). Therefore, examining potential variations in the magnitude of gender differences in school achievement as a function of racial composition, at least for samples from the United States, is crucial to better inform critical areas of concerns for school performance. Based on Mead's report, it would not be surprising to find that the gender differences are largest among samples composed of a majority of Black students in the United States.
Other Potential Moderators
When we reviewed the literature on school achievement and gender, only a limited set of moderators directly relevant to gender differences became apparent. In fact, much of the research did not focus on gender differences. Accordingly, other potential moderators of general applicability were considered as exploratory variables.
A number of authors have suggested that socioeconomic status (SES) might relate to school achievement (e.g., Dewaele, 2007; Fischbein, 1990; Undheim & Nordvik, 1992) . Specifically, the underlying reasoning is that values and beliefs held by parents with a higher SES might contribute to better school achievement in their children. However, SES is rarely reported directly in research and could not be used for all the studies sampled here. In contrast, school type (private or public) is always reported or can be determined with further research on the nature of the schools involved in data collection. Accordingly, this dichotomy provided an indirect measure of SES following the notion that, on average, students in a private school should typically come from a higher SES family than those in public schools. Based on this classification, the general expectation is that private school samples should achieve better grades than public school samples. From this perspective, it is possible that ceiling effects found in private school samples could potentially reduce the magnitude of gender differences. This possibility was explored here.
School achievement can be measured on a seemingly infinite number of scales. Specifically, some schools rely on percentage marks, others use a 4-point scale, while others report marks on a 12-point scale, and so on. Although this is a strictly statistical moderator, it has to be considered as the underlying variation in range of scores could potentially affect the magnitude of the effects. However, this scale of measurement moderator should be considered more of a control variable than a meaningful factor with cognitive implications.
Some research on gender stereotypes suggests that males and females tend to expect the gender composition (male to female ratio) to vary depending on specific areas of study. For example, S. Beyer (1999) reported that undergraduate participants estimated that gender composition would be about 61% females in an English major when the actual value was 64%. In contrast, for biology, the expected percentage of females was estimated at 42.2% by female participants and 45.1% by male participants when the actual value was 59.6%. In a sense, this perception that there are male-or female-dominated areas could reflect highly publicized findings of gender differences in these domains. However, the data reported by Beyer also indicated that there is some truth in the stereotypical expectations, at least at the university level. Therefore, considering the ratio of males to females in each sample might provide a further, indirect measure of whether an area is female or male dominated. Of course, the male to female ratio is bound to reflect the availability of volunteer participants in many of the studies. However, much of the retrieved data came from whole classes so that it would reflect class composition. In any case, a significant effect of this variable as a moderator would provide an indirect validity check. This variable also provides additional information to interpret the results. Accordingly, gender composition of the samples in terms of male to female ratio was considered as a potential moderator.
Current Meta-Analysis
The present analysis aimed to provide a summary of findings pertaining to gender differences in scholastic achievement. In doing so, we attempted to provide an exhaustive sample of the published literature providing relevant data. The quantification of these gender differences and the identification of relevant moderator variables formed the primary goals of the analysis.
One novel aspect of the work presented here lies in the fact that, to our knowledge, no such meta-analysis has been published to date as those that have been published focused on achievement tests. Therefore, in the present study, effect sizes were derived exclusively from the school marks obtained from teachers rather than from individual tests. As such, a new light is shed on gender differences in school achievement. It should be noted that this approach also limits the number of relevant studies as it eliminates those relying exclusively on self-reported grades. Essentially, issues relevant to social desirability would add a potential confound, limiting conclusions that can be drawn from the findings. Similarly, only typical samples were included as the inclusion of atypical samples such as remedial groups or gifted samples would also add extraneous variances. Finally, a numerical value was required for effect-size calculation (either directly available or converted from a letter grade). As numerical values are generally unavailable for preschool and kindergarten samples, data retrieval started with elementary school samples.
A second crucial novel aspect of the present analysis is its reliance on powerful approaches to meta-analysis. In particular, a direct comparison of course material has often been impossible. Specifically, in the research sampled here, effect sizes for different types of course material (e.g., math, science, and reading) were often obtained from the same samples. When using conventional meta-analytic techniques, this violation of the independence of effects assumption would invalidate the results (Borenstein, Hedges, Higgins, & Rothstein, 2009) . Accordingly, in the overall sample, the present analysis applied hierarchical linear modeling to the meta-analysis (also known as multilevel meta-analysis; see Hox, 2010; Raudenbush & Bryk, 2002) . This approach makes no assumption concerning independence of effects and is ideal for the analysis of meta-analytic data as they follow a clear hierarchical structure. This technique was necessary to examine variations in the magnitude of gender differences across course materials. In addition, mixed-effects meta-analysis was applied to examine the influence of moderator variables within course material as it was expected that effect sizes within these groupings would be independent. Therefore, the combination of approaches to meta-analysis provides a powerful analytic strategy that maximizes the amount of information gained from the research presented here.
Method

Study Selection
Retrieving studies initially involved searching for periodicals in the databases of PsycINFO, PsycARTICLES, and ERIC using the search terms sex, gender, sex differences, or gender differences with school grades, GPA, school achievement, or school marks. The initial search excluded theses, government reports, books, magazine articles, and any other clearly nonrefereed source. However, most government reports are represented in refereed sources (e.g., Balsa, Giuliano, & French, 2011; Catsambis, 1994; Keith & Benson, 1992 ) so that they were actually included in the present meta-analysis. These searches resulted in 6,048 nonoverlapping hits. However, as the inclusion of sex, gender, sex differences, or gender differences might have limited the hits to those where gender differences were central to the research question, a second set of searches was performed without these terms. An additional 8,994 hits resulted from this new search set. The searches included foreign-language articles as the databases provided an English abstract for all of them. In addition, theses and dissertations were considered as a possible source of unpublished material. Therefore, altogether, 15,042 published articles (including 753 articles in languages other than English) and 2,265 theses and dissertations were reviewed for possible inclusion in the meta-analysis.
In addition, researchers whose articles were retrieved for inclusion in the analysis and who published this work in the last 10 years were contacted by e-mail with a request for similar unpublished research. Furthermore, all researchers contacted for other reasons (clarifications, additional information on data reported, etc.) received a similar request. Altogether, 118 researchers were contacted directly. A posting requesting unpublished research was also sent to the following electronic mailing lists: American Education Research Association, Spatial Learning Network, Bilingualism and Bilingual Education Network, Educational Research List, Athens Institute for Education and Research, European Early Childhood Education Research Association (plus the Hong Kong and Japan chapters of this association), and the Alliance for International Education. Finally, the first author of the present article requested unpublished research of relevance as a question topic on his Research Gate webpage. As a result of these efforts, we received only eight responses to our request, and of those, only one provided previously unpublished data (three effect sizes). Thankfully, 25 unpublished dissertations relevant to our purpose were retrieved in the electronic search. Therefore, the final data set included a small subset of unpublished research.
Specific selection criteria determined whether a study could be included in the final sample in order to control for extraneous variables and ensure validity. Accordingly, one of the two authors carefully read the abstract for each study as a first step in determining if the inclusion criteria were met. When fit with the inclusion criteria was unclear from the abstract, the actual article was consulted.
The specific criteria used in making inclusion decisions required studies to have both male and female participants in Grade 1 (elementary school) or later. A study had to report teacherassigned official subject/school marks or global GPA to be included. One-time measures such as Scholastic Aptitude Test scores and national assessment tests were therefore excluded. In addition, the use of official marks excluded studies that relied on selfreported values.
As is always the case with a meta-analysis, the studies had to report usable data for calculating the effect size (see the Measure of Effect Size section) to be included. For example, some studies dichotomized GPA as low or high, whereas others did not report the direction of the effect. When information was missing and the study was published in 2000 or more recently, the first author was contacted. A publication year of 2000 was deemed recent enough so that the data might still be available to the authors. Only seven authors had to be contacted in this manner, and five of them provided clarifications that resulted in usable data.
Specific exclusion criteria were also defined. In particular, studies that reported on special populations were not included. For example, some studies had a selection criterion such as high-risk or mentored students or students born at low birth weights. Such studies were excluded so that the present results can be interpreted as reflecting what is found in the average, typical student. It should be noted, however, that if a study reported on a control group that met the other criteria, data from such a group were included. When a study reported on a longitudinal sample, only the first year of data collection was used. This decision was based on the notion that aging effects are clearly beyond the scope of the present report and extensive inclusion of longitudinal data would introduce extraneous variance. Similarly, when multiple articles reported on the same sample, only the first study reporting on these data was included to avoid data duplication.
Reference lists obtained from the initial search were also used to retrieve a number of relevant studies. The data-collection window ended in August 2011 and, with the application of the inclusion/ exclusion criteria, resulted in a final sample of 502 effect sizes drawn from 369 samples. The actual effect sizes included in the final sample are presented in Table 1 , along with the moderators that produced significant findings. Out of the 502 effect sizes, 33 came from unpublished research in English (30 from dissertations, three from one unpublished paper). For the remainder, 436 effect sizes were from papers published in English, and 33 were from work published in other languages (Chinese, French, German, and Spanish).
Coding of Variables
A number of sample-level and measure-level variables were coded to assist in the goal of identifying factors that might moderate gender differences in school achievement. Sample-level variables would be characteristics inherent in the samples themselves, such as mean age, race/ethnicity, and so on. Similarly, measurelevel variables reflect factors that are inherent in the school marks themselves, such a scale of measurement, their source, the content area, and so on.
Sample-level variables. Considering the variety of research questions investigated in the retrieved literature, the actual national origin of the participants was often unavailable. However, the country where testing took place was always mentioned, if only in the first author's affiliation. Accordingly, when nationality was not explicitly reported, the country of testing was used in lieu of national origin, based on the rationale that the majority of the sample would originate in this country. However, when this variable was considered more closely, it turned out that 258 out of 369 samples (69.9%) originated in the United States. Other regions that were represented involved samples from Norway (k ϭ 21), Canada (13), Turkey (eight), Germany (13), Taiwan (six), Malaysia (six), Israel (five), New Zealand or Australia (five), Sweden (five), Slovakia (four), United Kingdom (three), Africa (three), Finland (three), and multiple countries (two). The remaining countries were represented in only one sample (Belgium, Czech Republic, Estonia, Mexico, Hong Kong, India, Iran, Jordan, the Netherlands, Portugal, Saudi Arabia, Serbia, and Slovenia). Coding of all these countries would produce essentially uninterpretable results. Accordingly, nationality was coded into three categories. North America included the United States and Canada; Scandinavia was formed by grouping samples from Norway, Finland, and Sweden; and the remaining regions were grouped in what was essentially an "other countries excluding North America and Scandinavia" category. Although crude and admittedly post hoc, it was hoped that this categorization might distinguish between the reputedly more egalitarian Scandinavian class structure and educational systems (e.g., Nordvik & Amponsah, 1998; Wiborg, 2004) and other, presumably less egalitarian societies.
Year of publication was also coded routinely and was included as a potential moderator. This factor could potentially reflect social changes that might promote fluctuations in gender differences on school marks.
In coding racial composition of the sample, we followed an approach similar to that proposed by Goldberg, Prause, LucasThompson, and Himsel (2008) . Therefore, United States samples were coded as composed of participants who were 75% or more White, 75% or more Black, 75% or more Hispanic, 75% or more Asian, racially diverse (no majority), or not reported. Samples from countries other than the United States were coded as non-U.S. samples so that the whole sample of retrieved effect sizes could be considered in the analysis.
Although it might seem appealing to code gender composition as a continuous variable reflecting the male to female ratio, in some cases the number of males and females in a sample had to be estimated as equal as only a total sample size was provided. Such an estimation of sample size was only implemented to make it possible to calculate the weights required in meta-analysis. However, in the context of gender ratio as a moderator, such estimations could potentially introduce extraneous variance. Accordingly, gender composition was coded into four categories: more females than males, equal number of each gender, more males than females, and estimated composition of samples. Of further relevance to sample size and composition, it should be noted that when the sample size was given as a range, the lower value was used as a conservative measure.
A final sample characteristic considered whether a sample was obtained in a public or private/parochial school. In the rare cases when type of school was not clearly labeled as public or private, it was coded as public. As previously mentioned, this variable was used as an indirect measure of SES.
Measure-level variables. At the level of measure-specific characteristics, the course material or subject in which the mark was obtained was coded as a global measure (typically reflecting a GPA), language (including, e.g., marks obtained in nativelanguage and foreign-language courses), mathematics (also including economics and statistics courses), science (including both specific courses in biology, physics, etc., as well as general science courses), social sciences (including courses in humanities as well as social sciences), and others (including the few courses that could not be classified elsewhere). It is important to note that physical education marks were excluded as they were deemed to reflect physical rather than intellectual achievement. In addition, the global measure was included only when individual subject marks were not available. Therefore, when a study reported both separate subject marks and an overall GPA, only subject marks were included. Although mean age of the sample was noted as a sample-level variable, the categorical approach followed by Lindberg et al. (2010) was used here but with the source of the mark as a measure-level variable. Therefore, effect sizes were categorized as originating in elementary school, junior/middle school, high school, undergraduate, and graduate sources. Finally, the scale of measurement was coded as point scale, percent, letter, standardized, and others/not reported. The coding of average age requires some clarifications as this value was not always reported by individual researchers. However, if the school grade was given, then the age variable was coded using the approach proposed by Voyer et al. (1995) . For example, children in Grade 1 are typically 6 years old, whereas first-year undergraduate students are usually 19 years old. Following this approach, medical and graduate students were coded as having a mean age of 25. Finally, if an age range was reported, the midpoint was used.
To ensure the clarity and validity of coded variables, a coding sheet that included an entry for all coded variables was first prepared. Then, a subset of 80 studies (accounting for 145 effect sizes) was coded independently by the two authors, two experienced meta-analysts. This coding involved 15 variables (not all of them used in the moderator analysis), that is, sample ID (a crucial variable for multilevel analysis), year of publication, publication status (published or not), mean age of sample, type of school (public, private), sample school level (elementary, high school, etc.), racial composition, national origin, number of males, number of females, source of the grade, course content area, scale of measurement, statistic used, and effect size. Therefore, a total of 2,175 entries (15 variables ϫ 145 effect sizes) produced only 18 disagreements, resulting in an interrater reliability of 99.2% (2,157 agreements/2,175 total entries; ϭ .983). This high interrater reliability clearly reflects the relatively straightforward coding. Therefore, the second author coded the remaining entries in consultation with the first author. Specifically, in the few instances Note. Racial composition of United States samples were coded as composed of participants who were majority (75% or more) White, Black, Hispanic, Asian, racially diverse (no majority), or not reported (NR). Samples from countries other than the United States were coded as non-U.S. Year ϭ year of publication; Pub ϭ published or not; Age ϭ mean age of the sample; Nm ϭ number of males; Nf ϭ number of females; f Ͼ m ϭ more females than males; f ϭ m ϭ equal number of males and females; m Ͼ f ϭ more males than females; lang ϭ language; socsci ϭ social sciences; d ϭ biased effect size. a Denotes an effect that would be considered an outlier based on the criteria proposed by Tabachnick and Fidell (2007) .
where data were unclear, coding proceeded by mutual agreement of the two authors. Measure of effect size. The standardized mean difference in performance (Cohen's d; Cohen, 1988) was the effect-size measure (Borenstein et al., 2009) . In the present context, the effect size was calculated as the mean for females minus that for males divided by the pooled standard deviation. This calculation reflects the assumption that women would outperform men based on the literature presented so far. Thus, positive effect sizes reflect a female advantage, and negative effect sizes reflect a male advantage. We calculated the effect sizes based on the formula presented by Cohen (1988) when means and standard deviations were available, which was the case for 286 out of the 502 effect sizes (57.0%). However, only an inferential statistic (typically t test, p, r, or F) was available in the remaining cases. In this situation, the formulae presented by Lipsey and Wilson (2001) were used. In fact, when a study reported letter grades, this was often the only available option. In all cases, the computations were completed using the effect-size calculator provided on David Wilson's webpage (http://mason.gmu.edu/~dwilsonb/downloads/ES_Calculator .xls). The small-sample correction proposed by Hedges and Becker (1986) was applied to all effect sizes, although the effect sizes reported in Table 1 do not reflect this correction. Finally, when an effect size was not significant but no specific mean or inferential statistics values were presented, we contacted authors of work published in English by e-mail with a request for more information. An e-mail address could not be found for 13 of 40 such authors. Among the remaining authors, eight replied but did not have access to the relevant data anymore, whereas an additional five authors provided usable information. The remaining effect sizes (k ϭ 48) were coded as zero following the approach recommended by Rosenthal (1991) as a conservative measure.
Data Analysis
The main purposes of the present analysis were to determine whether overall significant gender differences in school marks exist and to identify moderator variables affecting the magnitude or direction of these gender differences. The first goal was met by calculating an overall effect size and testing its significance. The second goal required the estimation of whether a given moderator has a significant effect on the magnitude of gender differences.
Multilevel meta-analysis. The comparison of effect sizes for marks across different course areas (global, math, science, language, social science, other) is possibly one of the most crucial component of the present analysis. However, many of the retrieved studies reported effect sizes for two or more content areas from the same participants, resulting in a sample that violates the assumption that effect sizes should be independent from each other (Borenstein et al., 2009) . Analysis was further complicated by the fact that most studies reported effect sizes for a variable number of these content areas, with some providing relevant data for only one area whereas others covered many but not all areas. This precluded conduct of a multivariate meta-analysis (Becker, 2000; Kalaian & Raudenbush, 1996) . However, the multilevel modeling approach to meta-analysis can handle such an unequal number of correlated effect sizes per study, and it makes no assumptions of independence among effect sizes (Marsh, Bornmann, Mutz, Daniel, & O'Mara, 2009 ). In fact, multilevel modeling in general is designed to analyze data that arise from such a nested structure (Raudenbush & Bryk, 2002) . Furthermore, Van den Noortgate and Onghena (2003) claimed that multilevel models overpower fixed-and random-effects models due to their lack of independence assumption. Accordingly, we adopted the multilevel approach for analysis of the overall sample of effect sizes and for consideration of course content as a moderator.
In the present context, multilevel analysis was computed by analyzing data as organized in two levels: effect sizes nested within samples. This data structure resulted in 502 effect sizes relevant to measures (Level 1) nested within 369 samples (Level 2).
Mixed-effects meta-analysis. After demonstrating that course content was a significant moderator, effect sizes for each content area were then examined separately to identify significant moderator variables among the variables previously mentioned (gender composition, source of grades, national origin, racial composition, type of school, scale, and year of publication). Mixedeffects meta-analysis was therefore applied separately to each type of course material as these groupings were expected to include only independent effect sizes.
3 These analyses followed a mixedeffects approach to the meta-analysis analogue to analysis of variance for categorical moderators and to metaregression for the continuous moderator (namely, grand mean-centered year of publication), as recommended by Borenstein et al. (2009) . Analyses were conducted by means of the SPSS macros prepared by Wilson (2005) . Following the approach recommended by Borenstein et al., the effect sizes were weighted by their inverse variance. Interaction terms were not considered in data analysis as we could not justify them on the basis of the retrieved literature. Furthermore, as many variable combinations did not exist in the data set (e.g., majority Hispanic samples in graduate school sources), a proper test of interactions, even for exploratory purposes, would not be possible.
Results
As a preliminary data analysis, outliers were first identified as effect sizes that were more than 3.29 standard deviations away from the grand mean as proposed by Tabachnick and Fidell (2007) . Only two such outliers were identified. However, considering the large number of effect sizes retrieved here, a few outliers are to be expected (Tabachnick & Fidell, 2007) . Furthermore, closer examination of the source of these outliers suggests that the relevant studies are not clearly problematic otherwise. Accordingly, data analyses were conducted on the full sample of retrieved effect sizes. The outliers are nevertheless denoted by a superscript (i.e., a ) in Table 1 for readers who might want more details on their 3 Upon closer examination of the individual samples of studies, it turned out that only the science courses grouping was formed exclusively of independent effect sizes. For language, math, social sciences, and other courses, the few nonindependent effect sizes were averaged, following one of the commonly recommended approaches (Borenstein et al., 2009) . For global measures, nonindependence arose because of multiple sources of marks from the same sample for 13 samples. We kept these samples as is to allow a proper test of this moderator, although this nonindependence should be kept in mind when interpreting the results for other moderators in global measures. The averaging of effect sizes accounts for the discrepancies in sample sizes for each course when comparing Tables 2 and 3. characteristics. The final sample was therefore composed of 502 effect sizes drawn from 369 independent samples. This final sample of studies combined results obtained with 538,710 males and 595,332 females.
Multilevel Meta-Analysis
The multilevel data analysis was used to compute the overall effect and to determine whether course content area moderated the magnitude of effect sizes significantly. Analyses were accomplished with HLM Version 7 (Raudenbush, Bryk, Cheong, Congdon, & du Toit, 2011) . HLM 7 is a standard program for analyzing hierarchical or nested data. The estimation procedure relied on a full-maximum-likelihood model with the effect sizes treated as random effects and moderators treated as fixed effects. This software uses an approach to variance-covariance matrix computation akin to an unstructured matrix (Garson, 2013) so that no assumptions are made about the type of matrix involved. As course content is a categorical variable, it was dummy-coded. Using this method, the intercept represents the estimated effect size for the reference category, and its test of significance examines whether it is significantly different from zero. The coefficient for other categories reflects the difference between their effect size and the one observed in the reference category. The corresponding test of significance examines whether each grouping is significantly different from the reference category (Pedhazur, 1997) . As is typical in multilevel meta-analysis (Raudenbush & Bryk, 2002) , the Level 1 (measures) sampling variance was assumed to be known (as represented in the variance calculated for each effect size; see Borenstein et al., 2009) , whereas Level 2 (sample) variance was estimated in each model. Accordingly, the multilevel model used in the present meta-analysis is considered a V-known model and results in precision weighted effect-size estimates (Raudenbush & Bryk, 2002) .
Is there an overall significant gender difference? Results showed a significant female advantage on school marks, reflecting an overall estimated d of 0.225 (95% CI [0.201, 0.249]). As the confidence interval did not include zero, the overall effect size is significant with p Ͻ .05. This finding was established by considering the results of the null model (intercept only) and testing the significance of the observed effect size (Raudenbush & Bryk, 2002) .
In view of the fact that we had to code 48 effect sizes (9.6% of effect sizes) as zero in the final sample due to missing information, one could argue that the overall results reported so far reflect a lower-bound estimate of the true effect. Accordingly, the overall estimated mean effect size was also computed on the basis of the known effects only, with this value viewed as an upper-bound estimate of the true effect. Therefore, this analysis included 454 effect sizes from 332 samples and produced a mean estimated effect size of 0.251 (95% CI [0.225, 0.277]), still indicating an overall female advantage in school marks. Interpreted strictly, the difference between the lower-and upper-bound estimates suggests that the true effect size might be approximately 0.238. Nevertheless, further analyses proceeded with the original sample (including effect sizes coded as zero) to provide a complete analysis of the retrieved research.
Is course content area a significant moderator? The examination of course content as a potential moderator relied on determining whether it accounted for significant variance in the retrieved effect sizes compared to the null model. This analysis showed that course contributed significantly to variance in effect sizes, 2 (5) ϭ 2,007.96, p Ͻ .001. As seen in Table 2 , all effect sizes were in the direction of a female advantage, and none of the 95% CIs included zero. Furthermore, the largest effects were observed for language courses, and the smallest gender differences were obtained in math courses. The analysis also showed that the effect sizes were significantly larger in language marks than in the reference category, global measures, t(128) ϭ 4.19, p Ͻ .001. In contrast, the magnitude of gender differences was significantly smaller in mathematics, science, and social sciences courses when compared to global measures, smallest t(128) ϭ Ϫ2.45, p ϭ .016. Gender differences in other courses and global measures were statistically similar (p Ͼ .51).
Moderator Analyses
Having established differences in overall magnitude of gender differences among the different content areas, moderator analysis examined the potential influence of the remaining moderators separately for each course content area. Therefore, all moderators (gender composition, source of grades, national origin, racial composition, type of school, scale, and year of publication) were examined systematically to determine if they produced significant between-group heterogeneity (for categorical variables) or accounted for significant variance (for the only continuous moderator, year of publication grand mean-centered). Only moderators significant at the .05 level are presented here. Furthermore, multiple comparisons among effect sizes followed the z-score method outlined by Borenstein et al. (2009) at the .05 level of significance. Note that variability across degrees of freedom for a given moderator is due to the fact that not all categories are represented across content areas. Results of the moderator analysis are summarized in Table 3 .
The moderator analysis showed that source of the marks was a significant moderator for global measures, 2 (4) ϭ 52.23, p Ͻ .001; language, 2 (4) ϭ 17.71, p Ͻ .001; math, 2 (4) ϭ 20.08, p Ͻ .001; and science courses, 2 (4) ϭ 8.20, p ϭ .042. Multiple comparisons showed that, for global measures, effect sizes were significantly larger for all sources compared to graduate school sources. For global measures, language, and science courses, effect sizes were larger in junior/middle school and high school than in college. For language and math, gender differences were smaller in elementary school than in junior/middle and high school. Finally, Here, multiple comparisons showed that Scandinavian samples produced smaller gender differences than North American samples and the rest of the world in global measures. Language courses showed smaller effects for the rest of the world compared to North American and Scandinavian samples. Finally, math courses produced smaller effect sizes for the rest of the world compared to North American samples Racial composition was also a significant moderator for global measures, 2 (5) ϭ 15.04, p ϭ .010; language, 2 (4) ϭ 12.24, p ϭ .016; and math courses, 2 (4) ϭ 20.78, p Ͻ .001. In all cases, the non-U.S. category produced the smallest magnitude of gender difference. For math courses, the non-U.S. category was significantly smaller than for all other racial composition categories. For language courses, the only significant difference was between non-U.S. samples and those where the racial composition was not reported. Finally, for global measures, non-U.S. samples produced smaller gender differences than all other categories except samples with a majority of Hispanic participants and those with a diverse racial composition. It should be noted that when non-U.S. samples were removed from the data, racial composition did not emerge as a significant moderator of effect sizes in any of the course content areas (all ps Ͼ .4).
Finally, gender composition had a significant influence on the magnitude of gender differences in math, 2 (2) ϭ 12.09, p ϭ .002, and science courses, 2 (3) ϭ 8.19, p ϭ .042. In both cases, the effect size did not significantly differ from zero in samples with more males than females, although for math, the difference was significantly smaller only when compared with samples with more females than males. In science courses, all differences among effect sizes were significant, with the following order: (equal number of females and males) Ͼ (more females than males) Ͼ (more males than females). No other moderators achieved significance with p Ͻ .05 (all ps Ͼ .11). Therefore, type of school (private, public), grading scale (point scale, percent, letter, standardized, others/not reported), and year of publication did not emerge as significant moderators in all analyses. However, considering the importance of year of publication for claims relevant to the boy crisis and to circumvent the argument that insufficient power was achieved to detect the effect within each course content area, this variable was examined (grand mean-centered) in the full sample by means of multilevel modeling. This analysis also revealed nonsignificant findings (p Ͼ .16) and a very small negative coefficient of Ϫ0.001. It is therefore clear that, in the present sample, the magnitude of gender differences in school marks has remained stable in the years covered here (from 1914 to 2011). Finally, no significant moderators were identified for social sciences and other courses.
Publication Bias
We examined the possibility of a publication bias by comparing the mean estimated effect sizes for the published (k ϭ 339 samples) and unpublished research (k ϭ 30 samples). This analysis showed a significant influence of publication status, 2 (1) ϭ 5.97, p ϭ .014. This finding showed that effect sizes derived from 
Discussion
The purpose of the present analysis was to provide a summary of findings pertaining to gender differences in scholastic achievement as measured by teacher-assigned school marks. Quantification of these gender differences as well as the identification of relevant moderator variables formed the primary goals of the analysis. From an exhaustive search and our examination of the literature, we felt that such a comprehensive analysis was missing and that it would complement meta-analyses that focused exclusively on achievement tests results.
The present analysis relied on two complementary approaches to meta-analysis, with a multilevel model for the whole sample and a mixed-effects model analysis within content areas. The findings are summarized in Table 4 . Potentially the most crucial finding of the present analysis is that the female advantage in the overall sample was significantly larger than zero. In addition, the results also showed that the largest gender differences were found in language courses and the smallest were in math courses, although all were significantly larger than zero.
The moderator analysis, conducted separately for each course content area, revealed four significant moderators although their effects were confined to courses in language, math, science, and global measures. Specifically, source of the marks was significant in all four of these areas, while national origin and racial composition were significant for global measures, language, and math courses. Finally, gender composition was significant for math and science courses. It is noteworthy that year of publication was not a significant moderator in any of the analyses. In addition, no significant moderators could be identified for social sciences and for other courses.
Overall Results: Implications
The most important finding observed here is that our analysis of 502 effect sizes drawn from 369 samples revealed a consistent female advantage in school marks for all course content areas. In contrast, meta-analyses of performance on standardized tests have reported gender differences in favor of males in mathematics (e.g., Else-Quest et al., 2010; Hyde et al., 1990 ; but see Lindberg et al., 2010) and science achievement (Hedges & Nowell, 1995) , whereas they have shown a female advantage in reading comprehension (e.g., Hedges & Nowell, 1995) . This contrast in findings makes it clear that the generalized nature of the female advantage in school marks contradicts the popular stereotypes that females excel in language whereas males excel in math and science (e.g., Halpern, Straight, & Stephenson, 2011 ). Yet the fact that females generally perform better than their male counterparts throughout what is essentially mandatory schooling in most countries seems to be a well-kept secret considering how little attention it has received as a global phenomenon. In fact, the popular press and elected representatives still focus on findings that fit stereotypical expectations (e.g., Tyre, 2006) , despite an attempt over 20 years ago by Kimball (1989) to bring the female advantage to light for mathematics. The present findings bolster Kimball's results and extend them to other content areas in school.
Several plausible explanations align with the overall effect in school marks. First, a number of sociocultural factors, such as expectancy and value (see Eccles et al., 1983) , have been proposed. The expectancy-value model suggests that achievement behavior can be predicted by the expectancy for future success and value given to a task. Therefore, from the perspective of the expectancy-value model, if one has low expectancy of success and sees little future value in a specific course topic, one is not likely to be motivated to work hard in that course (Steinmayr & Spinath, 2008) . From this perspective, expectancy-value could affect both how much students invest in school work and how much time and effort teachers invest in specific students. The general idea therefore would be that females do more poorly than males in math because it has low expectancy and value for them, whereas this would be reversed for language courses. However, this model cannot fully explain our finding that females have an advantage in 4 In addition, the Egger, Davey Smith, Schneider, and Minder (1997) test provided a further examination of publication bias. Results of this analysis supported the presence of a publication bias only for global measures (intercept ϭ 2.66, 90% CI [1.85, 3.47] ) and math courses (intercept ϭ 1.05, 90% CI [0.49, 1.61]). The trim-and-fill correction, computed with MIX 2.0 Pro (Bax, 2011) for these two categories, suggested the presence of a strong bias for math courses as the adjusted effect size was near zero (corrected mean d ϭ 0.025, 95% CI [0.015, 0.038]). However, for global measures, the procedure did not deem trim and fill necessary. This suggests that the finding of an apparent publication bias for global measures might reflect the operation of factors other than publication bias (Egger et al., 1997) . all course material. Therefore, more refined suggestions drawing from the expectancy-value model are considered in the context of other accounts of the female advantage in school marks. Social factors, such as the fact that parents tend to attribute math performance to abilities for males and to efforts for females (Eccles, Jacobs, & Harold, 1990 ) might also lead males and females to approach school work differently (Kenney-Benson et al., 2006) . Specifically, the differential attributions made by parents might lead them to encourage more effort in females than in males, at least in math courses. This differential amount of encouragement could account in part for the slight female advantage in math. In fact, findings that parents encourage efforts on school work more in females than in males for all content areas would account for the generalized female advantage in school marks. Research by Varner and Mandara (2013) confirmed this possibility in African American adolescents. In fact, their findings led them to conclude that "reducing gaps in parenting may help reduce the gender gap in achievement" (Varner & Mandara, 2013, p. 12) . In contrast, Raymond and Benbow (1989) reported that differential encouragement is guided more by the perceived talent domain of a child than by gender. In view of these contradictory findings, the possibility of gender-differentiated parental encouragement toward school achievement might be an important avenue for more research.
The possible influence of stereotype threat is another social factor that has been suggested recently as a possible explanation of gender difference in school achievement. Stereotype threat occurs when a group's performance is affected by the knowledge that its members belong to a social group that is not expected to perform well in a task. In this context, Hartley and Sutton (2013) found that even at an early age, both girls (starting at age 4) and boys (starting at age 7) hold the belief that adults expect girls to be better students than boys. Hartley and Sutton then proceeded to show that emphasizing or countering this belief had a negative or positive effect, respectively, on boys' reading, writing, and math performance. These manipulations did not affect girls' performance. The study conducted by Hartley and Sutton supports the possibility that stereotype threat might affect expectancy for success, which in turn might affect effort and persistence in the classroom. These speculations suggest that more research on the influence of stereotype threat in the classroom could be fruitful.
Gender differences in learning styles (Dweck, 1986) could also be seen as having broad applicability as they would be relevant to all course areas. According to Kenney-Benson et al. (2006) , the learning style of females tends to emphasize mastery over performance in task completion, whereas males tend to show the reverse emphasis. Mastery emphasis means that one pursues work in the hope of understanding the material, whereas performance emphasis indicates a focus on one's marks. When the findings of gender differences in mastery/performance emphasis are considered in the context that mastery emphasis generally produces better marks than performance emphasis, this could account in part for males' lower marks than females.
However, reports of gender differences in mastery/emphasis are contradictory (see Patrick, Ryan, & Pintrich, 1999) . Therefore, this factor might not provide a solid account of the generalized female advantage in school marks.
Biological influences have also been proposed as possible factors of relevance, as they could underlie gender differences in activity levels (generally higher in males; Campbell & Eaton, 1999) . This factor would potentially make it easier for females than for males to pay attention in class (Kenney-Benson et al., 2006 ). Gender differences in activity level might also relate to temperamental gender differences (Else-Quest, Hyde, Goldsmith, & Van Hulle, 2006) . Specifically, the meta-analysis conducted by Else-Quest et al. (2006) suggested a female advantage in effortful control and a male advantage in surgency. Taken together, these gender differences in activity levels and temperament could manifest themselves in the classroom. For example, gender differences in class behavior could affect teachers' subjective perceptions of students, which in turn might affect their grades (Bennett, Gottesman, Rock, & Cerullo, 1993) . This subjective component of school marks should not be overlooked as it has been shown to affect teachers' evaluation of their students, potentially leading to sexbiased treatment (Chalabaev, Sarrazin, Trouilloud, & Jussim, 2009 ) and self-fulfilling prophecies (Jussim, Robustelli, & Cain, 2009 ).
This nonexhaustive list of explanations for the female advantage in school marks emphasizes the complexity of this issue. In reality, a multitude of factors might account for the female advantage in school marks. Some of these explanations are revisited in the context of the moderator analysis results.
Practical significance. Implications of the overall magnitude of the observed effects require some discussion. Admittedly, the gender difference observed here would be classified as small based on Cohen's (1988) categorization of effect sizes (i.e., values of 0.2 and lower are considered a small effect size). In fact, when considering the magnitude of the effects, it might be tempting to conclude that many of the estimates presented in Tables 2 and 3 are so small as to reflect nonexistent gender differences. However, the findings are striking in their consistency. Specifically, only two of the mean effect sizes presented in the results tables reflect a negative effect (both in Table 3 , for math in elementary school samples and in rest of the world). Even then, in both cases, the confidence intervals include zero. Therefore, none of the results indicate a male advantage. The consistency of the results can also be considered in the context of Abelson's (1985) argument that apparently small effects should not be overlooked as the weight of accumulated evidence also has to be considered, especially when this evidence has a cumulative effect. Essentially, the female advantage on school marks is relatively small, but it is a common finding in the literature. Closer to Abelson's argument, as males start obtaining lower grades than females early in schooling, this might have a cumulative effect in the long run with school marks (regardless of their magnitude) potentially affecting future behavior each step along the way. In fact, Abelson mentioned educational interventions as one example of potentially cumulative processes.
To put the present findings in perspective, an effect size of 0.225 would reflect approximately a 16% nonoverlap between distributions of males and females (Cohen, 1988) . Thus, a crude way to interpret this finding is to say that, in a class of 50 female and 50 male students, there could be eight males who are forming the lower tail of the class marks distribution. These males would be likely to slow down the class, for example, and this could have cumulative effects on their school marks. Of course, this is not a completely accurate way to interpret the nonoverlap, but it should serve to illustrate the importance of this finding. By comparison, considering values obtained in achievement tests, the overall d of 0.11 (in favor of females) reported by Hyde and Linn (1988) for verbal tests would reflect a nonoverlap of about 8.5%, whereas the overall d of 0.05 (in favor of males) reported by Lindberg et al. (2010) for math tests indicates a nonoverlap of about 4%. The present findings should therefore not be qualified as representing a trivial effect.
With this in mind, the moderator analysis has uncovered a number of factors that affect the magnitude of gender differences. As such, these factors may serve as a guide for further research. Accordingly, we now focus on the information that can be derived from the significant moderators we identified.
Moderator Analysis: Implications
Course material as moderator. Essentially, the examination of course material as a moderating factor showed that the largest effects were obtained in language courses, whereas the smallest effects were in math and science courses. This should not come as a surprise based on achievement tests results, although the direction of the effect for marks (always female advantage in Table 2) contradicts tests results and stereotypical expectations. When accounting for the variability in magnitude of effect sizes across content areas, it is possible that gender differences in interests (Su, Rounds, & Armstrong, 2009 ) could lead males and females to different expectancy-value on various course content areas, which in turn might produce gender-related fluctuations on the level of motivation in these different course areas (Steinmayr & Spinath, 2008) . Considered together, these factors could explain in part why the female advantage is smallest in math and science (see Table 2 ), areas that are stereotypically viewed as masculine (Nosek et al., 2009) .
Source of the marks as moderator. Findings relevant to source of the marks showed that this variable had a significant influence for global measures, as well as language, math, and science courses. Interestingly, the pattern of results suggested fairly stable effect sizes across schooling, except at the graduate level for global measures. In language, math, and science courses, effect sizes decreased between high school and university. In contrast, the magnitude of gender differences increased from elementary to middle school in these three course areas.
The finding for graduate school students can be interpreted in a straightforward manner as it would essentially reflect samples of highly motivated, top-quality students who are working in (presumably) their favorite field. Therefore, most expectancy-value and motivational factors would be equated, and this would potentially leave little room for fluctuation in grades. This limited amount of fluctuation would likely restrict the range of marks obtained. This in turn would reduce the likelihood of obtaining significant gender differences. Therefore, this statistical factor should not be overlooked. In interpreting gender differences in school marks for graduate courses, it should be noted that, although a relatively large effect was observed in graduate school for math, it did not significantly differ from zero (as seen in the 95% CI; see Table 3 ).
The results in math and science suggest that the female advantage in school performance in these areas does not emerge until junior/middle school. Unfortunately, the retrieved data do not provide information that might help elucidate the reasons for this relatively late emergence of the female advantage in these domains. Empirical work is therefore required to determine which factors contribute to the absence of sex differences in math and science at the elementary school level.
National origin as moderator. National origin was considered as three categories (North America, Scandinavia, other countries) based on a post hoc consideration of nationalities represented in the final sample. The fact that it is a significant moderator of gender differences in global measures as well as in language and math courses constitutes a somewhat serendipitous finding of the present analysis. Specifically, we found that Scandinavian countries had significantly smaller effects than North American samples in global measures and math courses, with language courses following this trend. The placement of the other countries category varied across areas. In fact, other countries even produced a nonsignificant negative effect for math. In hindsight, such findings relevant to national origin should not be surprising considering that Scandinavian countries rate high on the measures of gender equity examined by Else-Quest et al. (2010) . As a matter of fact, Else-Quest et al. also reported that gender differences in math achievement tests are reduced in societies where there is more gender equity. However, it is rather difficult to apply directly the explanations offered by Else-Quest et al. as they emphasized societal factors that might account for poor female performance in math achievement tests, whereas we are concerned here with males' poorer performance compared to females. It is also important to consider that, despite the scope of the present study, a limited sample of research in Scandinavian countries was included (see Table 3 ). In addition, gender differences in language courses are still sizable in Scandinavian samples. Therefore, gender differences in school performance have not been eliminated even in these putatively gender equitable countries.
Racial composition as moderator. Racial composition was examined based on the notion that gender differences in achievement are larger when racial origin is considered as opposed to gender in United States samples (Mead, 2006) . The working hypothesis for this moderator was that gender differences would be largest among samples composed of a majority of Black students. However, a crucial finding for this moderator was that, when only United States samples were considered in data analysis, racial composition did not contribute significantly to variance in the magnitude of gender differences. Nevertheless, racial composition did prove to be a significant moderator for global measures as well as for language and math courses when non-U.S. samples were included in the data. In addition, in all cases, samples with a majority of Black students produced the largest effect size (see Table 3 ), but this finding reflected only a nonsignificant trend. The only significant differences among effect sizes were typically due to the smaller gender differences observed in non-U.S. samples. This finding suggests that gender differences in school marks are particularly pronounced and relatively homogeneous in United States samples. However, the present data do not allow speculations on factors that might account for this homogeneity.
Gender composition as moderator. Before considering the influence of gender composition as a moderator of gender differences in school marks, it is important to remember that it was used as an indirect way to determine whether a field of study was female or male dominated. With this in mind, this moderator achieved significance in math and science only, and the results showed that samples with more males than females produced no significant gender differences in school marks. This finding suggests that the female advantage is reduced in male-dominated fields. Although this pattern of results provides a manipulation check on how we conceptualized gender composition, it does not shed much light on their cause. Empirical research would be required to determine the specific factors that might account for the present findings relevant to gender composition. It should also be noted that the gender difference was not necessarily larger in samples where there were more females than males. This serves as a reminder that the gender composition variable as operationalized here is only a crude measure of the underlying concept.
Year of publication as moderator. Although year of publication was not a significant moderator, it requires some discussion in the context of a potential boy crisis. Specifically, boy-crisis proponents suggest that males have started lagging behind females in terms of school achievement only recently (Tyre, 2006) . In our analysis, support for the claim of a boy crisis required findings of a significant positive relation between year of publication and magnitude of gender differences. This claim was not supported by the results for each content area and for the whole sample. Therefore, the data in the present sample, ranging in years from 1914 to 2011, suggest that boys have been lagging for a long time and that this is a fairly stable phenomenon. Accordingly, it might be more appropriate to claim that the boy crisis has been a long-standing issue rather than a recent phenomenon.
Other courses and social sciences courses. Finally, no significant moderators emerged for the other courses and social sciences courses categories. In reality, a potential reason for this finding is that these categories consisted of highly heterogeneous course content. Therefore, the large amount of extraneous variance involved as a result of this heterogeneity might have precluded the emergence of a systematic influence for the moderators considered here. Nevertheless, these two groupings also produced a significant overall female advantage for school marks, testifying to the robustness of this advantage.
Limitations
The present meta-analysis answered a number of questions pertaining to the magnitude of gender differences in school achievement and some of the factors that moderate them. However, as in all undertakings of this magnitude, some limitations should be discussed.
At the methodological level, it was not always possible to include or operationalize factors in a satisfactory way. The most striking example is the operationalization of SES as whether a sample originated in public or private school. It is not particularly surprising that it did not produce significant findings considering that, for example, even students from a family with a high SES could attend public school. The reverse is also possible, for example, if a student from a low SES family received an entrance scholarship to a private school. The unavailability of this information in many of the studies was an obstacle to a better operationalization of this variable. Therefore, no strong claims can be derived from the present results concerning the potential influence of SES on gender differences in school marks.
A further methodological aspect with statistical ramifications concerns the decision to code nonsignificant effect sizes as having a value of zero when no data could be obtained from authors. Computation of the overall effect sizes while excluding the effect sizes coded as zero in this manner produced a slightly larger upper-bound estimate of 0.251 (as opposed to a lower-bound value of 0.225 when such effect sizes were included). However, as the confidence interval for this upper-bound estimate overlapped with the original value, they can be seen as falling in the same range of estimates. Therefore, inclusion of effect sizes coded as zero in all analyses likely contributed to obtaining a better reflection of the true effect size in the population as it allowed consideration of all available studies.
The examination of a sample composed mostly of published research in the present analysis could be seen as biasing the results. However, the finding that the unpublished research included here typically reported larger gender differences than those we found in published work raises the possibility that reliance on published work might underestimate the magnitude of gender differences in school marks. Accordingly, any evidence of a publication bias in the present sample could be due to the fact that gender differences in favor of females are simply more prevalent than those in favor of males when considering school marks.
Conclusions
The present meta-analysis used two complementary analytic approaches to address questions pertaining to the existence of gender differences in school achievement as measured by teacherassigned marks and the factors that moderate them. The results showed that these gender differences favored females in all fields of study. The effect sizes were generally small in magnitude, but their consistency suggests that they should not be ignored. The finding that the female advantage in school marks has remained stable across the years in the data retrieved (from 1914 to 2011) deserves emphasis as it contradicts claims of a recent boy crisis in school achievement.
The present article has laid the groundwork to establish the existence of a generalized female advantage in school achievement. However, much research is still required to determine factors related to gender differences in school performance as well as their possible causes. ‫ء‬ Adams, D., Astone, B., Nunez-Wormack, E., & Smodlaka, I. (1994) .
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