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Un esprit sain dans un porc sain.
RÉSUMÉ
Cette thèse porte sur l'élaboration et l'étude de modèles représentant l'alimentation de porcs
en croissance.
Elle présente deux objectifs principaux. Un objectif pratique et un objectif théorique. L'ob-
jectif pratique consiste à développer de nouvelles méthodes d'alimentation aﬁn de réduire les
coûts d'alimentation et de prendre en compte les rejets environnementaux. L'objectif théo-
rique consiste en une étude approfondie du modèle bilinéaire appliqué à l'industrie porcine
aﬁn d'obtenir des résultats tant numériques que théoriques.
Aujourd'hui, l'alimentation représente plus de 70% du coût de production en engraissement
porcin et dans le contexte économique actuel, il est important de parvenir à réduire ce coût.
L'alimentation utilisée actuellement dans l'industrie porcine est une alimentation par phase,
représentée par un modèle linéaire. L'alimentation par mélanges telle qu'elle a été introduite
récemment est représentée par une modèle bilinéaire et permet une réduction du coût de
l'alimentation de plus de 4%. Nous introduisons ici une nouvelle méthode de formulation qui
est une combinaison de l'alimentation traditionnelle et de l'alimentation par mélanges : la
méthode hybride. Nous montrons que la mise en place d'une telle alimentation permet de
réaliser une économie de plus de 5%. L'industrie porcine étant fréquemment citée comme ac-
tivité polluante, notamment à cause de l'apport important de phosphates et de nitrates lors
de l'épandage de lisier, nous devons faire notre possible pour réduire la quantité de phosphore
et d'azote contenue dans le lisier. Une façon de réduire ces rejets est d'agir sur l'alimentation.
Nous utilisons une approche tricritère, la méthode des ε-contraintes, aﬁn d'obtenir un spectre
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des solutions possibles permettant de réduire les rejets. Cette approche permet de tracer la
surface des courbes de niveaux et nous pouvons ainsi proposer un graphique facilitant la
lecture des résultats. Chaque utilisateur pourra alors déterminer le coût d'une alimenta-
tion correspondant à ses critère sur les rejets environnementaux. Nous avons appliqué cette
méthode sur les modèles d'alimentation par mélange et sur la nouvelle modélisation hybride.
La partie principale de ce manuscrit porte sur l'optimisation globale du problème bilinéaire,
et donc non convexe, modélisant l'alimentation par mélanges. La bilinéarité apparaît dans ce
modèle tant dans la fonction objectif que dans les contraintes ce qui nous empêche de le trai-
ter comme un problème de minimisation d'une fonction concave. Nous ne pouvons donc pas
utiliser les méthodes de type SLP (sequential linear programming). Ce problème peut pos-
séder plusieurs minima, mais nous souhaitons en obtenir un minimum global. Ce problème
est équivalent à un problème de pooling et nous montrons que c'est un problème fortement
NP-diﬃcile. Après une analyse de premiers résultats, nous énonçons la conjecture que tout
minimum local est une minimum global pour ce problème bilinéaire appliqué à l'industrie
porcine. Nous prouvons cette conjecture sur des exemples de dimension réduit. Étant donné
que notre problème ne peut pas être résolu avec des solveurs globaux à cause de sa dimen-
sion, nous appliquons alors des méthodes de relaxation telle que la pénalisation des termes
bilinéaires, leur discrétisation, ou encore des techniques classiques de relaxation lagrangienne
ou convexe. Toutes les approches que nous présentons supporte notre conjecture.
Enﬁn, nous réalisons une étude de la robustesse des solutions à la variation des prix des
matières premières. En utilisant une méthode de minimisation en pire cas, nous montrons
qu'utiliser le prix moyen des ingrédients sur une année donne une bonne estimation du coût
moyen de l'alimentation tout au long de l'année. Enﬁn, l'optimisation biniveau nous permet
de déterminer le contexte de prix le plus et le moins favorable à la mise en place d'une
alimentation par mélanges, c'est-à-dire quand la diﬀérence de coût entre l'alimentation tra-
ditionnelle et l'alimentation par mélanges est la plus grande et la plus petite respectivement.
Nous terminons ce manuscrit par la présentation du fonctionnement de l'alimentation de
précision. De manière générale, l'aliment est apporté collectivement aux porcs, mais les be-
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soins peuvent diﬀérer d'un animal à l'autre. L'alimentation de précision permet d'apporter
l'aliment de manière individualisée au porc en fonction de ses besoins. Nous présentons alors
le mode de fonctionnement d'une porcherie puis le modèle mathématique permettant de dé-
terminer l'alimentation à moindre coût pour tout un troupeau ainsi que les résultats utilisant
une alimentation par mélanges. La réduction moyenne du coût de l'alimentation pour des
troupeau ayant une taille de 5 à 55 animaux est de 10.03%. Nous montrons également que
les quantités de phosphore et d'azote ingérées sont réduites. Ce chapitre n'est qu'une étude
préliminaire et sera approfondi lors de futures recherches.
Mots clés : Modèles mathématiques, programmation non linéaire, optimisation globale,
problème bilinéaire, relaxation convexe, problème de diète.
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ABSTRACT
This thesis deals with the development and the study of new models representing the feeding
system of growing-ﬁnishing pigs. There are two main goals. A practical objective and a
theoretical objective, a practical one and a theoretical one. The practical aim consists in
developing new feed formulation that reduces feed costs and that consider environmental
excretion. The theoretical aim consists in a study of a bilinear diet problem applied in the
pig industry to get numerical and theoretical results.
Today, feed represents more than 70% of the production cost in growing-ﬁnishing pig in-
dustry. In the current economic context, it is important to reduce it. The feeding system
currently used in the industry is a phase feeding system, modeled in a linear program. The
feeding system using feeds introduced recently is modeled by a bilinear program and leads
to a feed cost reduction of 4%. We introduce here a new feeding system which is a combi-
nation of the traditional feeding system using phases and the feeding system using feeds.
We call it the hybrid feeding system. We show that use this feeding system leads to a feed
cost reduction of more than 5%. As the pig industry is frequently cited as a major polluting
activity, in particular because of the high level of phosphates and nitrates in the manure
spreading, we must do our best to reduce the phosphorus and nitrogen excretion. One way
to reduce them is to act on the feed. We use a tricriteria approach, the ϵ-constraints method,
to get a spectrum of feasible solutions that reduce excretion. Using this approach, we can
plot contour lines and thus have a graph facilitating the results reading. Every user can then
determine the feed cost that corresponds to the wanted excretion. We applied this method
on the feeding system using feeds and the hybrid feeding system.
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The main part of this manuscript focuses on the global optimization, and then non-convex,
that model the feeding system using feeds. The bilinearity appears in the objective function
and in the constraints, which prevent to take it as the minimization of a concave objective
function. Thus we cannot use SLP (sequential linear programming) methods. This problem
can have several minima, but we want to ﬁnd a global one. It can be seen as a pooling problem
and we show that it is a strongly NP-hard problem. After a study of preliminary results,
we state the conjecture that any local minimum is a global minimum for the considered
instances of the diet problem applied in the pig industry. We prove this conjecture for a
small size problem.As our problem cannot be solved by global solvers because of its size, we
apply relaxation methods such as penalization of bilinear terms, discretizations, or classical
relaxation technic (Lagrangian or convex). All these approaches support our conjecture.
In the next part we do a robustness study of the solution to the price raw materials. Using
a worst case minimization method, we show that use the mean cost of the ingredient over a
year is a good estimate of the mean cost of the feed all over the year. At last, using bilevel
optimization, we determine the best price scenario, the one maximize the feed cost reduction,
and the worst-case scenario, the one minimizing the feed cost reduction, between the feeding
system using feeds and the traditional feeding system.
Finally, we conclude this manuscript with the presentation of the precision feeding system.
In a general manner, the feed is brought collectively to the pigs, even if the nutritional
requirements of each pig is diﬀerent. The precision feeding system brings the feed individually
to each pig depending of its requirements. In this chapter, we present how works a pigsty
and the mathematical model to determine least cost feed for the herd and the results of the
feeding system using feeds. The mean reduction cost for herds having a size from 5 to 55
pigs is 10.03%. We also show that the amount of phosphorus and nitrogen intake can be
considerably reduced. This chapter is a preliminary study and will be deepened later.
Keywords : Modelling, non linear programming, global optimization, bilinear problem,
convex relaxation, diet problem.
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NOTATION
Nous introduisons ici les notations qui seront utilisés tout au long de cette thèse.
Quatre ensembles d'indices sont utilisés :
• I est l'ensemble des ingrédients utilisés pour la réalisation des aliments (par exemple :
blé, orge, tourteaux ...) dont les éléments sont notés i, et dont la cardinalité est |I|,
• J est l'ensemble des jours ou phases représentant la période de croissance des porcs
dont les éléments sont notés j, et dont la cardinalité est |J |,
• N est l'ensemble des nutriments (par exemple : lysine, calcium, phosphore...) dont les
éléments sont notés n, et dont la cardinalité est |N |,
• A est l'ensemble des aliments, ou mélanges, utilisés lors de l'alimentation, de cardi-
nalité |A|.
À partir de ces ensembles, déﬁnissons les données suivantes :
• mE est l'apport en énergie des ingrédients (vecteur de taille |I|), dont l'élément mEi
représente l'apport en énergie de l'ingrédient i, pour tout i ∈ I,
• MN est l'apport en nutriment des ingrédients (matrice de taille |I| × |N |) , dont
l'élément mni représente l'apport en nutriment n de l'ingrédient i, pour tout n ∈ N
et pour tout i ∈ I. Le vecteur ligne représentant l'apport en nutriment n de chaque
ingrédient sera noté mn·,
• e est le besoin en énergie pour toute la période de croissance (vecteur de taille |J |),
dont l'élément ej représente le besoin en énergie au jour j, pour tout j ∈ J ,
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• B est l'apport maximum autorisé en nutriments pour toute la période de croissance
(matrice de taille |N | × |J |), dont l'élément bnj représente l'apport maximal autorisé
du nutriment n au jour j, pour tout n ∈ N et pour tout j ∈ J ,
• B est le besoin en nutriments pour toute la période de croissance (matrice de taille
|N |× |J |), dont l'élément bnj représente le besoin du nutriment n au jour j, pour tout
n ∈ N et pour tout j ∈ J ,
• Wmax est la capacité d'ingestion (vecteur de taille |J |), dont l'élément wmaxj représente
la quantité maximale d'aliments que le porc peut ingérer au jour j, pour tout j ∈ J ,
• xmax est le vecteur de restriction (vecteur de taille |I|), dont l'élément xmaxi représente
la proportion maximale de l'ingrédient i dans les mélanges,
• c est le vecteur prix (vecteur de taille |I|), dont l'élément ci représente le prix de
l'ingrédient i, pour tout i ∈ I,
• RP est la quantité de phosphore retenue par l'animal (vecteur de taille |J |), dont
l'élément RPj représente la quantité de P retenue au jour j,
• RN est la quantité d'azote retenue par l'animal (vecteur de taille |J |), dont l'élément
RNj représente la quantité de P retenue au jour j.
Les variables sont introduites de la manière suivante :
• X est la matrice des aliments, ou diète, de taille |I|×|A|, dont l'élément xia représente
la quantité de l'ingrédient i dans l'aliment a, pour tout i ∈ I et pour tout a ∈ A.
L'aliment a sera un vecteur colonne, noté x·a,
• Q est la matrice des quantités d'aliments, de taille |J | × |A|, dont l'élément qja repré-
sente la quantité de mélange a donnée à l'animal au jour j, pour tout j ∈ J et pour
tout a ∈ A.
Tout au long de ce document, nous allons étudier diﬀérentes techniques d'alimentation.
Dans un premier temps, nous allons introduire la notion de phase. Une phase est un intervalle
de temps durant lequel les animaux sont nourris avec un même mélange.
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Nous allons maintenant déﬁnir une notation pour les diﬀérents modèles que nous allons
présenter. Celle-ci sera de la forme XX − Y Y Y − ZZ, où
• XX représente le nombre d'objectifs du modèle et prendra la valeur MC si le modèle
considéré est monocritère, c'est-à-dire qu'il ne minimise que le coût de l'alimentation,
ou TC s'il est tricritère, c'est-à-dire minimisant le coût de l'alimentation et les rejets
de phosphore et d'azote ;
• Y Y Y représente la méthode d'alimentation et peut prendre les valeurs suivantes :
 pPF pour une alimentation à p phases (p Phases Feeding system),
 1MF pour une alimentation par mélange (1 phase Mixed Feeding system),
 pMF pour une alimentation avec prémélanges à p phases (p phases Mixed Feeding
system),
 pHF pour une alimentation hybride à p phases (Hybrid Feeding system with p
phases),
 IF pour une alimentation idéale (Ideal Feeding) ;
• ZZ représente la méthode de modélisation de l'énergie et prendra la valeur EF si la
densité énergétique est ﬁxe et EL si la densité énergétique est libre.
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INDEX DES MODÈLES
Le modèle traditionnel
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
X
∑
j∈J
ct(qj1x·1 + qj2x·2 + qj3x·3)
s.à qj1x·1 ∈ Sj, j ∈ J1,
qj2x·2 ∈ Sj, j ∈ J2,
qj3x·3 ∈ Sj, j ∈ J3,
(MC-3PF-EF)
avec
Sj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ya = qjax·a
⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
bnj 6 mn·ya 6 bnj, ∀n ∈ N,
mEya = ej,∑
a∈A
qja 6 Wmaxj ,
qja > 0, ∀a ∈ A,
0 6 xia 6 xmaxi , ∀a ∈ A, ∀i ∈ I,∑
i∈I
xia = 1, ∀a ∈ A.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
xxv
Le modèle idéal
{
min
X
∑
a∈A
∑
j∈J
qja (c
tx·j)
s.à qjax·a ∈ Sj, ∀j ∈ J,
(MC-IF-EL)
avec
Sj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ya = qjax·a
⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
bnj 6 mn·ya 6 bnj, ∀n ∈ N,
mEya = ej,∑
a∈A
qja 6 Wmaxj ,
qja > 0, ∀a ∈ A,
0 6 xia 6 xmaxi , ∀a ∈ A, ∀i ∈ I,∑
i∈I
xia = 1, ∀a ∈ A.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Le modèle par mélanges
{
min
X,Q
∑
j∈J
ct (qj1x·1 + qj2x·2)
s.à (qj1x·1 + qj2x·2) ∈ Sj, ∀j ∈ J,
(MC-1MF-EL)
avec
Sj =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
y = qj1x·1 + qj2x·2
⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
bnj 6 mn·y 6 bnj, ∀n ∈ N,
mEy = ej,
qj1 + qj2 6 Wmaxj ,
qja > 0, ∀a ∈ {1, 2},
0 6 xia 6 xmaxi , ∀a ∈ {1, 2},∀i ∈ I,∑
i∈I
xia = 1, ∀a ∈ {1, 2}.
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
.
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Le modèle hybride
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
min
X,Q
∑
j∈J
∑
a∈{1,...,p}
qjac
tx·a
s.à
∑
a∈{1,...,p}
qjax·a ∈ Sj, ∀j ∈ J,
qj1 = 0, ∀j ̸∈ J1,
qjk = 0, ∀j ̸∈ Jk−1 ∪ Jk,∀k ∈ {2, ..., p},
qj,p+1 = 0, ∀j ̸∈ Jp,
(MC-pHF-EL)
avec
Sj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
y =
∑
a∈{1,...,p}
qjac
tx·a
⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
bnj 6 mn·y 6 bnj, ∀n ∈ N,
mEy = ej,∑
a∈{1,...,p}
qja 6 Wmaxj ,
qja > 0, ∀a ∈ {1, ..., p},
0 6 xia 6 xmaxi , ∀a ∈ {1, ..., p},∀i ∈ I,∑
i∈I
xia = 1, ∀a ∈ {1, ..., p}.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
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INTRODUCTION
Chaque année, ce sont plus de 109 millions de tonnes de viande de porc qui sont consommées
dans le monde.
En France comme au Canada, l'industrie porcine est une activité économique importante
puisque ces deux pays sont parmi les 10 plus gros producteurs de porcs. Cette activité
représente une part importante de la production agricole de chaque pays avec 5% et 10%
respectivement.
Figure 1  Répartition de la production porcine dans le monde.
En France, on élève et abat 24 millions de porcs annuellement, ce qui en fait le troisième
producteur européen, derrière l'Allemagne et l'Espagne, et le huitième producteur mondial.
La Bretagne est la région produisant le plus de porcs en France avec près de 60% du cheptel
français.
En comparaison, le Canada produit environ 21 millions de porcs annuellement et est le
1
troisième producteur américain, derrière les États-Unis et le Brésil. C'est également le neu-
vième producteur mondial. Près de 8 millions de porcs sont élevés et abattus au Québec,
soit environ 38% de la production canadienne, ce qui en fait également la province la plus
productrice.
Ces deux pays et régions sont des producteurs porcins comparables. C'est en partie ce qui
nous a encouragés à réaliser cette thèse en cotutelle entre l'Université de Sherbrooke, au
Canada, et l'INSA de Rennes, en France.
Toutefois, la principale motivation de cette thèse est avant tout économique et environne-
mentale. En eﬀet, l'alimentation représente 70% du coût total de production dans un élevage
de porc à l'engraissement et, dans le contexte économique actuel, il est essentiel de parve-
nir à réduire autant que possible ce coût de production. D'autre part, l'industrie porcine
est fréquemment citée comme étant un agent polluant, notamment par l'apport massif de
phosphate et nitrate lors de l'épandage de lisier. Il est donc également important de ré-
duire cette cause de pollution. Une manière de parvenir à ces résultats est d'agir sur les
méthodes d'alimentation. Nous allons modéliser mathématiquement l'alimentation des porcs
en croissance-ﬁnition et nous allons chercher à en minimiser le coût tout en intégrant des
contraintes sur les rejets de phosphore et d'azote.
La modélisation de diète fut introduite en 1945 par l'économiste américain George Stigler
[95]. Il se posa la question :
"Pour un homme pesant 70kg et ayant une activité modérée, quelle quantité de chacun des
77 ingrédients doit être mangée sur une base quotidienne aﬁn que l'apport des neuf
nutriments ingérés soit supérieur ou égal à la quantité journalière recommandée, et ce à
coût minimal ?"
Selon ses résultats, en 1939, un homme moyen aurait été capable de se nourrir annuellement
avec uniquement 39.93 $US, soit 0.11 $US par jour. Les ingrédients de cette alimentation
sont donnés au tableau 1.
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Ingrédient Quantité
Farine de blé 370 lb
Lait concentré 57 boîtes
Chou 111 lb
Épinards 23 lb
Haricots secs 285 lb
Tableau 1  Diète annuelle à coût minimal en août 1939.
Cette alimentation a été largement ridiculisée du fait de son manque de variété dans l'alimen-
tation. En fait, on conviendra que personne ne doit se nourrir de cette manière. Cependant,
cet exemple est considéré comme l'un des premiers travaux en programmation linéaire.
Notons :
• I : l'ensemble des ingrédients ;
• N : l'ensemble des nutriments ;
• A : la matrice d'apport en nutriment des ingrédients ;
• c : le vecteur prix des ingrédients ;
• b : le vecteur des besoins en nutriments.
Le problème de diète présenté par Stigler s'écrit alors :⎧⎨⎩
min
x
ctx
sujet à Ax > b,
x > 0.
Les méthodes modernes de résolution de problèmes linéaires n'étant pas connues à cette
époque-là, Stigler eut recours à des heuristiques pour déterminer la solution à son problème.
En 1947, Dantzig développa l'algorithme du simplexe, ce qui fut une révolution dans la
programmation linéaire. Il a été prouvé que, si le problème linéaire admet une solution
bornée, alors cette solution est atteinte sur un sommet du polyèdre de l'ensemble des solutions
réalisables. L'idée générale de l'algorithme du simplexe est simple. À chaque itération, on
passe d'un sommet à un de ses sommets adjacents, reliés entre eux par des arêtes, de manière à
ce que la fonction objectif décroisse, dans le cas de la minimisation. Si la direction déterminée
ne contient pas de sommets, alors le problème est non borné inférieurement.
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Dans [29], Dantzig raconte l'histoire du problème de diète. En 1947, il entreprit de tester son
algorithme sur le problème de Stigler. Ce fut alors le premier calcul "de grande dimension".
Résoudre ce problème de 9 équations et 77 variables prit environ 120 jours. Ils découvrirent
alors que la vraie solution de ce modèle a en réalité un coût de 39.69 $US, soit 0.24 $US de
moins que ce qu'avait déterminé Stigler, ce qui n'est pas trop mauvais pour des heuristiques.
Quelques années plus tard, début 1990, Lancaster [62, 61] a étudié les diﬀérentes évolutions
du modèle classique de diète avec diﬀérentes formulations comme la formulation non linéaire
ou encore stochastique. Cependant, c'est la programmation linéaire qui est la plus répandue
dans la modélisation de diète.
En 2001, Garille et Gass [45] ont revisité le problème de diète de Stigler. Une illustration de
l'inﬂation des prix a été fournie. En utilisant la diète déterminée par Stigler, mais avec le prix
des ingrédients en 1998, le coût de la diète passe de 39.93 $US à 469.35 $US. La principale
contribution a été de rajouter des bornes supérieures à certains ingrédients et aux apports
de certains nutriments qui sont en adéquation avec "l'apport journalier recommandé" par
les nutritionnistes.
Finalement, le modèle de diète qui est le plus répandu actuellement peut être représenté par
le modèle linéaire suivant :
⎧⎪⎨⎪⎩
min
x
ctx
sujet à b 6 Ax 6 b,
0 6 x 6 xmax.
(1)
Plus particulièrement pour l'industrie porcine, l'étude de ces modèles a été réalisée aﬁn de
réduire les coûts d'alimentation [14, 54]. Les modèles utilisés dans ces études sont linéaires
et correspondent à (1). La notion de phase, que nous expliquerons en détail dans le chapitre
1, a été introduite et a permis de réduire les coûts d'alimentation. Aujourd'hui, l'industrie
porcine utilise en général deux ou trois phases d'alimentation.
Par la suite, des études concernant l'impact environnemental de telles diètes ont été réalisées[15,
55, 79, 78]. Il a également été montré [32, 33] que lorsqu'on cherche à minimiser les rejets
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en plus du coût de l'alimentation, c'est-à-dire qu'on utilise des modèles multiobjectifs, il est
possible de réduire considérablement les rejets moyennant une faible augmentation des coûts
d'alimentation. Les études théoriques précédentes ont été appliquées lors d'études expérimen-
tales [22, 101, 100, 64] et correspondent à ce qui a été relevé sur le terrain. Finalement, une
modélisation novatrice de l'alimentation permettant de réaliser une forte réduction des coûts
a été présentée plus récemment [56, 57]. Cette alimentation est modélisée par un modèle
bilinéaire de la forme ⎧⎪⎨⎪⎩
min
x,y
f(x, y)
s.à gi(x, y) 6 0 ∀i ∈ I
hj(x, y) 6 0 ∀j ∈ J
(2)
où f et gi, pour tout i ∈ I, sont des fonctions bilinéaires, c'est-à-dire qu'elle est linéaire par
rapport à chacune de ses variables, et hj, pour tout j ∈ J sont des fonctions linéaires.
Cette thèse a deux objectifs : un pratique et un théorique. L'objectif pratique consiste à
développer de nouvelles méthodes d'alimentation chez le porc charcutier aﬁn de réduire les
coûts d'alimentation et de prendre en compte les rejets environnementaux. Dans un futur
proche, ces méthodes seront mises en application et testées en centre de recherche, avant
d'être instaurées dans les exploitations du Québec. L'objectif théorique consiste à une étude
mathématique approfondie du modèle bilinéaire (2) appliqué à l'industrie porcine.
Ce manuscrit est divisé en 5 chapitres. Dans un premier temps (chapitre 1), nous introdui-
rons la modélisation des diﬀérentes contraintes associées à l'élevage porcin et les données
utilisées. Nous utiliserons deux bases de données, une correspondant à l'année 2011 et une
correspondant à l'année 2016. Nous présenterons ensuite en détail les diﬀérentes évolutions
du modèle de diète chez le porc. Nous commencerons par des modèles linéaires, avec la
présentation de l'alimentation traditionnelle, multiphase et idéale, pour arriver à un mo-
dèle bilinéaire de la forme (2), représentant l'alimentation par mélanges. Nous proposons
ensuite une nouvelle formulation de l'alimentation, la méthode hybride (section 1.4), qui
est une combinaison des modèles d'alimentation traditionnelle et par mélanges. Toutes ces
méthodes seront comparées à l'alimentation traditionnelle suivant les deux scénarios. Nous
constaterons que l'alimentation par mélange permet une réduction du coût de 4.1% et 6.7%,
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pour les données de 2011 et 2016 respectivement, tandis que la nouvelle méthode hybride
réduit le coût de plus de 5% et plus de 7.5% respectivement. L'étude de ces modèles permet
d'établir une hiérarchie sur leur valeur optimale qui sera présentée dans la section 1.5.
Le chapitre 2 sera consacré à l'optimisation globale du modèle bilinéaire. Les modèles bili-
néaires sont des problèmes non convexes, pouvant avoir plusieurs minima, et très diﬃciles
à résoudre globalement. Nous montrerons d'ailleurs que c'est un problème fortement NP-
diﬃcile. Après une analyse des solutions obtenues, nous élaborerons la conjecture que tous
les minima locaux du modèle bilinéaire appliqué à l'industrie porcine sont des minima glo-
baux. Nous prouverons que cette conjecture est vraie pour des problèmes de dimension
réduite.
Notre problème ayant une trop grande dimension pour appliquer ces méthodes, nous utili-
serons, dans le chapitre 3, diﬀérentes techniques de relaxation. Nous présenterons dans un
premier temps des techniques de pénalisation et de discrétisation. Nous appliquerons en-
suite des méthodes de relaxation lagrangienne puis de relaxations convexe (Relaxation de
McCormick, relaxation de Tawarmalani et al., relaxation semi-déﬁnie positive). Toutes les
approches que nous présentons dans ce chapitre soutiennent notre conjecture.
Nous présenterons dans le chapitre 4 deux extension des problèmes bilinéaires. Dans un
premier temps, nous nous consacrerons à une approche intégrant les rejets environnemen-
taux sur les modèles d'alimentation par mélanges et hybride. Nous utiliserons l'approche
ε-contraintes, qui nous permet de tracer les surfaces des courbes de niveaux. Une fois ces
surfaces obtenues, l'utilisateur pourra avoir une lecture simple des résultats et obtenir le
coût de l'alimentation qui correspond à ses désirs en matière de rejets environnementaux.
Ensuite, une étude de la robustesse de l'alimentation par mélange à la variation des prix
sera proposée dans la section 4.2. Les prix de certaines matières premières étant soumis
aux variations boursières, nous devons nous assurer que les méthodes que nous proposons
font décroître le coût de l'alimentation, quel que soit le prix des ingrédients. Nous pouvons
déduire de cette étude deux scénarios de prix, le pire, pour lequel l'écart entre le coût de
l'alimentation traditionnelle et l'alimentation par mélanges est le plus petit, et le meilleur,
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pour lequel il est le plus grand.
Pour ﬁnir, le chapitre 5 présentera le fonctionnement de l'alimentation de précision. De
manière générale, l'aliment est apporté collectivement aux porcs. Or, les besoins peuvent
diﬀérer d'un animal à l'autre. L'alimentation de précision est une technique permettant
d'apporter l'aliment de manière individualisée au porc en fonction de ses besoins. Nous
présenterons alors le mode de fonctionnement d'une porcherie puis le modèle mathématique
permettant de déterminer l'alimentation à moindre coût pour tout un troupeau ainsi que
des résultats utilisant une alimentation par mélanges. Ce dernier chapitre n'est qu'une étude
préliminaire et sera approfondi lors de futures recherches.
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CHAPITRE 1
Le modèle de diète dans l'industrie
porcine
Ce chapitre est consacré au modèle de diète dans l'industrie porcine plus spécialement. Dif-
férentes études [14, 20, 54] ont été menées depuis le milieu des années 1990 aﬁn de réduire le
coût de l'alimentation des porcs charcutiers. Ces méthodes sont actuellement utilisées pour
déterminer les aliments qui serviront à nourrir les animaux. Nous établissons ici une mo-
délisation mathématiques des diﬀérentes formulations existantes et utilisées dans l'industrie
et nous proposons également de nouvelles méthodes d'alimentation ainsi que les modèles
mathématiques associés.
Nous avons séparé ce chapitre en cinq parties. Nous commencerons par présenter, dans la
section 1.1 les données utilisées pour ces études. Dans la section 1.2 nous présentons pro-
gressivement la modélisation du coût de l'alimentation et les diﬀérentes contraintes d'une
diète porcine que nous avons développéés. Nous utiliserons ces diﬀérentes modéisations dans
les sections suivantes pour plusieurs types de formulation d'alimentarion. La section 1.3 pré-
sente quatre types de formulation : la formulation traditionnelle, la formulation multiphase,
la formulation idéale et la formulation par mélanges. Les deux premières sont actuellement
utilisées dans l'industrie tandis que la troisième est impossible à mettre en place dans les
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élevages porcin. Elles ont été présentées précisément dans diﬀérentes études [32, 33]. La der-
nière, l'alimentation par mélanges, est en phase de test dans les centres de recherches. Nous
l'avons proposée et présentée en détail dans [57, 81]. Enﬁn, dans la section 1.4 nous propo-
sons une nouvelle méthode d'alimentation : la formulation hybride. C'est une combinaison
de l'alimentation par phases et par mélanges. Nous montrerons que cette nouvelle méthode
d'alimentation permet davantage d'économie sur le coût d'alimentation que l'alimentation
par mélanges. Nous conclurons ce chapitre par la section 1.5 qui présentera les relations entre
les diﬀérents modèles.
1.1 Données utilisées
La suite de ce chapitre sera consacrée à l'étude des diﬀérents modèles de diète développés
pour l'industrie porcine. Les formulations présentées ici seront toutes appliquées aux mêmes
données.
Nous considérerons un animal moyen, représentatif d'un troupeau. Il sera élevé de 20 kg à
130 kg de poids vif (ﬁgure 1.1) avec un gain moyen quotidien de 1 kg/jour. Il consomme
684 527 kcal d'énergie nette pour toute la période de croissance, soit une consommation
moyenne quotidienne de 6167 kcal/jour (ﬁgure 1.2).
Les besoins en acides aminés de l'animal moyen considéré sont représentés aux ﬁgures 1.3 et
1.4.
Enﬁn, nous considérons dans ces études que le porc consomme jusqu'à satisfaire son besoin
en énergie [34]. Nous considérons également que les animaux ont une capacité d'ingestion
maximale déterminée en fonction de leur poids vif [21]. Cette capacité est représentée à la
ﬁgure 1.5.
Dans les chapitres suivants, nous appliquerons diﬀérents modèles sur deux jeux de prix des
ingrédients, l'un avec les prix de 2011 et l'autre plus récent, avec les prix de 2016. La liste des
ingrédients ainsi que les prix enregistrés au début de chaque mois de novembre 2010 à octobre
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Figure 1.1  Évolution du poids de l'animal
moyen considéré.
Figure 1.2  Évolution du besoin quotidien
en énergie nette.
2011 nous ont été fournis par Aliment Breton inc. (Saint Bernard, Qc, Canada), tandis que
ceux de 2016 nous ont été fournis par Avimix Nutrition inc. (Lévis, QC, Canada). La liste
des ingrédients, leur prix moyen dans chacun des deux scénarios, ainsi que la proportion
maximale à intégrer dans les prémélanges sont disponibles dans le tableau 1.1. Dans toutes
les simulations, un prémix contenant des vitamines et des traces de minéraux a été imposé
à un taux ﬁxe de 5 kg/t.
La composition nutritionnelle des ingrédients a été déﬁnie à l'aide des tables NRC (2012).
1.2 Modélisation
Dans cette section, nous proposons une modélisation mathématique du coût de l'alimenta-
tion, des contraintes de composition des aliments et des besoins des animaux. Nous utiliserons
par la suite ces modélisations pour dans les diﬀérentes formulations d'alimentation.
Tout au long de cette thèse, l'ensemble des ingrédients disponible pour la formulation est
donné par l'ensemble I, J sera la période de croissance des animaux, N l'ensemble des nu-
triments essentiels, et A l'ensemble des aliments, ou mélanges, utilisés lors de l'alimentation.
Toutes les notations utilisées sont rappelées et regroupées dans la section notation page xxii.
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Figure 1.3  Évolution du besoin quotidien en diﬀérents acides aminés.
1.2.1 Modélisation du coût d'alimentation
De manière générique, minimiser le coût de l'alimentation se traduit par la minimisation de
la fonction objectif suivante : ∑
a∈A
∑
j∈J
qja
(
ctx·a
)
. (1.1)
où qja est la quantité d'aliment a ingérée le jour j, c est le vecteur coût des ingrédients et
x·a est le vecteur représentant la composition de l'aliment a.
La modélisation de l'alimentation chez le porc regroupe quatre types de contraintes qui sont
liées respectivement à :
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Figure 1.4  Évolution du besoin quotidien
en acides aminés non essentiels.
Figure 1.5  Évolution de la consommation
maximale autorisée pour l'animal moyen
considéré.
• la composition des mélanges,
• l'apport en nutriments,
• l'apport en énergie,
• la capacité d'ingestion des animaux.
1.2.2 Contraintes de composition
Les contraintes liées à la composition du mélange sont uniquement présentes pour une ques-
tion de fabrication de l'aliment. En eﬀet, pour que les granulés aient de la tenue, ils doivent
satisfaire certaines conditions. Par exemple, le mélange ne doit pas contenir plus de 60%
de maïs ou 25% de gru de blé. Elles apparaissent en tant que contraintes de bornes sur les
variables X = (xia)i∈I,a∈A correspondant aux mélanges utilisés et sont de la forme
0 6 xia 6 xmaxi , ∀a ∈ A, ∀i ∈ I. (1.2)
De plus, les mélanges étant formulés en proportion, la somme de tous les ingrédients doit
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Ingrédient Prix moyen 2011 ($/t) Prix moyen 2016 ($/t) xmax
Blé dur 321 225 0.4
Blé tendre N/A 225 0.4
Carbonate de calcium 80 83 1
Chlorure de sodium 198 180 1
DL-met 5750 4800 1
Drèches N/A 265 0.15
Farine de viande 532 505 0.03
Gras animal 1236 730 0.05
Gru de blé 242 183 0.25
L-lysine HCl 2808 1750 1
L-threo 3750 2400 1
L-trypto 57000 10000 1
Mais 320 223 0.6
Orge 288 180 0.6
Phosphate bicalcique 906 761 1
Prémix 5269 4400 0.005
Tourteau de colza 317 372 0.05
Tourteau de soja 455 558 1
Tableau 1.1  Liste, prix et incorporation maximale dans les mélanges des ingrédients utilisés
lors des simulations.
être 100%, i.e. ∑
i∈I
xia = 1, ∀a ∈ A. (1.3)
1.2.3 Contraintes des nutriments
Les contraintes liées à l'apport en nutriments sont des contraintes biologiques, nécessaires
pour que le porc ait une croissance normale. Elle traduit le fait que l'apport en nutriment
n ∈ N de l'alimentation du jour j doit être compris entre deux bornes bnj et bnj. Elle est
écrite mathématiquement sous la forme
bnj 6 mn·
(∑
a∈A
qjax·a
)
6 bnj, ∀n ∈ N, ∀j ∈ J, (1.4)
où mn· correspond à l'apport en nutriment n des ingrédients de I.
D'autres types de contraintes sur les nutriments existent. En eﬀet, le ratio calcium/phosphore
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de l'aliment doit également satisfaire certaines bornes. En notant bCaP et bCaP la borne
inférieure et supérieure respectivement de ce ratio, la contrainte s'écrit de la façon suivante
bCaP,j 6
mCa·
(∑
a∈A
qjax·a
)
mP ·
(∑
a∈A
qjax·a
) 6 bCaP,j, ∀j ∈ J. (1.5)
Cette contrainte peut être écrite en tant que deux contraintes linéaires d'inégalité qui sont
mCa·
(∑
a∈A
qjax·a
)
− bCaP,jmP ·
(∑
a∈A
qjax·a
)
> 0 (1.6)
et
bCaP,jmP ·
(∑
a∈A
qjax·a
)
−mCa·
(∑
a∈A
qjax·a
)
> 0. (1.7)
Par la suite, aﬁn de simpliﬁer la lecture du modèle, ces contraintes seront incluses dans celles
déﬁnies par (1.4).
1.2.4 Contraintes d'énergie
Les contraintes liées à l'apport en énergie sont également nécessaires pour que le porc ait
une croissance normale. Nous supposerons qu'un porc mangera jusqu'à ce que son besoin
en énergie soit satisfait, ni plus ni moins [34]. Ainsi, cette contrainte apparaîtra comme
contrainte d'égalité dans la formulation mathématique et aura la forme suivante
mE
(∑
a∈A
qjax·a
)
= ej, ∀j ∈ J. (1.8)
où mE est l'apport en énergie des ingrédients et ej le besoin en énergie du jour j.
1.2.5 Contraintes d'ingestion
Les contraintes liées à la capacité d'ingestion sont des contraintes physiques des animaux.
En eﬀet, un animal possède un estomac pouvant accueillir une quantité maximale [21]. Ainsi,
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la quantité d'aliments donnée au jour j ne doit pas dépasser cette capacité, notée Wmaxj . La
contrainte est donc une contrainte d'inégalité et s'écrit sous la forme
∑
a∈A
qja 6 Wmaxj , ∀j ∈ J. (1.9)
Enﬁn, la quantité d'aliments donnée ne pouvant pas être négative par déﬁnition, nous intro-
duisons des bornes sur les variables Q déﬁnies par l'équation
qja > 0, ∀a ∈ A,∀j ∈ J. (1.10)
Dans la suite de cette thèse, et aﬁn de simpliﬁer la lecture, nous noterons Sj l'ensemble des
contraintes à satisfaire pour la jour j. Ainsi, une diète satisfaisant les contraintes du jour j
du problème sera notée qjax·a ∈ Sj, où
Sj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
a∈A
qjax·a
⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
bnj 6 mn·y 6 bnj ∀n ∈ N,
mEy = ej,∑
a∈A
qja 6 Wmaxj ,
qja > 0 ∀a ∈ A,
0 6 xia 6 xmaxi ∀a ∈ A, ∀i ∈ I,∑
i∈I
xia = 1 ∀a ∈ A.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (1.11)
1.3 Les diﬀérentes formulations
1.3.1 La formulation traditionnelle
Aujourd'hui, dans la plupart des unités de production porcine, les porcs sont nourris en trois
phases, avec un mélange complet pour chaque phase (ﬁgure 1.6), c'est-à-dire que chaque
mélange satisfait à lui seul tous les besoins de la phase à laquelle il est associé. De plus, leur
densité énergétique est connue, et généralement ﬁxée à 2475 kcal/kg.
Comme nous le précisions dans la section 1.2, nous avons supposé que les porcs se nourrissent
jusqu'à satisfaire leur besoin en énergie. Connaissant ce besoin, nous pouvons déterminer la
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Figure 1.6  Illustration du fonctionnement de l'alimentation traditionnelle.
quantité d'aliments ingérés chaque jour. Ainsi, la variable correspondante Q est connue et
peut être ﬁxée à ces valeurs.
Finalement, le modèle mathématique correspondant à cette alimentation ne comporte que la
variable X comme inconnue, soit l'aliment utilisé pour chacune des phases. Nous pourrons
constater au ﬁl de la description de cette alimentation que le modèle mathématique associé
à l'alimentation traditionnelle est un modèle linéaire.
En reprenant les formules de la section précédente, le modèle mathématique correspondant
à une telle alimentation, c'est-à-dire une alimentation à trois phases utilisant un unique
mélange par phase, soit trois au total, et dont la densité énergétique est ﬁxée, est notée
MC-3PF-EF et s'écrit :⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
X
∑
j∈J
ct(qj1x·1 + qj2x·2 + qj3x·3)
s.à qj1x·1 ∈ Sj, j ∈ J1,
qj2x·2 ∈ Sj, j ∈ J2,
qj3x·3 ∈ Sj, j ∈ J3.
(1.12)
où J1, J2 et J3 correspondent aux ensembles de jours de la phase 1, 2 et 3 respectivement.
On peut constater que le modèle présenté ici est un modèle de programmation linéaire. Mis
à part le fait que les contraintes et les variables soient bornées supérieurement, ce modèle
est très proche de celui introduit par Stigler en 1945.
Ainsi, le problème (1.12) peut être résolu à l'aide de solveurs linéaires tels que Minos [69],
Loqo [103] ou encore CPLEX, et sa valeur optimale est 100.33 pour le scénario de prix de
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2011 et de 73.94 pour le scénario de prix de 2016.
Ce type d'alimentation est couramment utilisé dans l'industrie porcine, en France comme
au Canada, c'est pourquoi toutes les comparaisons faites dans la suite de cet essai seront
réalisées par rapport à cette alimentation.
1.3.2 La formulation multiphase
Plus tard, une étude concernant le nombre de phases d'alimentation à considérer a été réali-
sée. Letourneau-Montminy et al. [64] ont étudié en 2005 l'impact économique et environne-
mental d'une alimentation utilisant un aliment complet par phase en fonction du nombre de
phases. Les aliments utilisés doivent donc satisfaire les besoins des animaux pour chacune
des phases. Ici encore, la densité énergétique étant ﬁxée, les variables "qja" sont connues et
ﬁxées, et le problème à résoudre est alors un programme linéaire.
Cette alimentation est mathématiquement modélisée de la façon suivante :{
min
X
∑
a∈A
∑
j∈J
qja (c
tx·a) =
∑
j∈J
qj· (ctx·j)
s.à x·a ∈ Sj, ∀j ∈ Ja,∀a ∈ A.
(1.13)
où A = {1, 2, ..., p} avec p représentant le nombre de phases d'alimentation et Ja est l'en-
semble des jours de la phase a. En utilisant les notations déﬁnies précédemment, cette ali-
mentation sera notée MC-pPF-EF lorsque p phases sont considérées.
Lors de cette étude, nous avons considéré une de 2 à 10 phases et |J | phases, correspondant à
des phases quotidiennes. Nous avons constaté une diminution du coût de l'alimentationavec
une augmentation du nombre de phases.
que plus le nombre de phases augmente, plus le coût de l'alimentation diminue. En observant
nos solutions, nous remarquons que le coût unitaire des aliments diminue au cours du temps.
Il est raisonnable de penser qu'en augmentant le nombre de phases, le coût de l'alimentation
diminue. Or, nous ne pouvons le prouver que lorsque les changements de phase se font aux
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Figure 1.7  Illustration de l'alimentation idéale.
mêmes moments. Par exemple, nous pouvons le prouver en passant de 2 à 4 phases en
divisant chaque phase en 2 sous-phases, mais pas lorsque nous passons de 2 à 3 phases, avec
des phases de durée égale.
Le système d'alimentation le plus avantageux économiquement est celui comptant T = |J |
phases. Cette formulation est également appelée méthode idéale.
1.3.3 L'alimentation idéale
L'alimentation idéale permet de nourrir les animaux avec le mélange satisfaisant les besoins
et contraintes et à coût optimal pour chaque jour (ﬁgure 1.7). Son modèle mathématique est
donné par {
min
X
∑
a∈A
∑
j∈J
qja (c
tx·j)
s.à qjax·a ∈ Sj, ∀j ∈ J.
(1.14)
Selon les notations utilisées, elle est notée MC-IF-EL. Sa solution optimale a un coût de
96.99 pour le scénario 2011 et 70.18 pour le scénario 2016, ce qui correspond à une réduction
de 3.33% et 5.09% respectivement, en comparaison à MC-3PF-EF.
Le coût d'alimentation peut encore être réduit. En eﬀet, nous introduisons une méthode de
modélisation permettant de laisser l'énergie des aliments varier d'un jour à l'autre. Cette
méthode sera par la suite appelée modèle à énergie libre.
Cela nous amène donc à l'étude de MC-IF-EL. Même dans ce cas, le problème étudié reste
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Figure 1.8  Illustration du fonctionnement de l'alimentation par mélanges.
linéaire dû au fait que le problème est séparable jour par jour et que des aliments complets
sont utilisés. La solution de ce problème a un coût de 94.84 pour le scénario 2011 et 67.23
pour le scénario 2016, soit une réduction de 5.47% et 9.07% respectivement, en comparaison
à MC-3PF-EF.
Cette alimentation a toutefois un inconvénient majeur, le nombre d'aliments à stocker. En
eﬀet, un aliment diﬀérent par jour signiﬁe |J | aliments à stocker, ce qui est irréalisable pour
les éleveurs. Cependant, nous garderons cette alimentation comme objectif idéal à atteindre.
1.3.4 La formulation par mélanges
Plus récemment, nous avons développé l'alimentation dite par mélanges [56, 57]. Cette mé-
thode consiste à nourrir les animaux avec deux prémélanges et en considérant des phases
quotidiennes (ﬁgure 1.8). Les prémélanges seront combinés diﬀéremment chaque jour aﬁn de
satisfaire les besoins journaliers. Cette alimentation est notée MC-1MF-EL.
Nous utilisons deux prémélanges, donc A = {1, 2}. Les phases d'alimentation sont quoti-
diennes, ainsi J = 1, ..., 111. La composition de l'aliment utilisé au jour j est donc donnée
par la formule
y·j = qj1x·1 + qj2x·2. (1.15)
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Contrairement aux alimentations présentées précédemment qui minimisaient le coût de l'ali-
ment ($/kg), celle-ci cherche à minimiser le coût total de l'alimentation ($/porc). La densité
énergétique des prémélanges utilisée sera dite variable, c'est-à-dire qu'elle n'est pas connue
avant l'optimisation et qu'elle peut varier d'un mélange à un autre. Dans ce cas, les quan-
tités q·1 et q·2 sont inconnues (car elles dépendent de la densité énergétique) et sont donc
considérées comme variables dans les modélisations.
Ainsi, en suivant les notations introduites précédemment, le modèle mathématique associé à
cette alimentation est donné par le modèle suivant :
{
min
X,Q
∑
j∈J
ct (qj1x·1 + qj2x·2)
s.à (qj1x·1 + qj2x·2) ∈ Sj, ∀j ∈ J.
(1.16)
Le modèle présenté ci-dessus est un problème bilinéaire. En eﬀet, les variables du problème
étant la composition des prémélanges (X = (xia)) et les quantités de chacun d'eux données
chaque jour (Q = (qja)), on peut noter que la fonction objectif et les contraintes sur l'énergie
et les nutriments font apparaître des termes bilinéaires qjax·a.
Nous verrons plus tard (chapitre 2) dans ce manuscrit que c'est ce problème qui a été le
principal axe de recherche de ma thèse. En eﬀet, les problèmes bilinéaires sont des problèmes
non convexes et il est donc diﬃcile d'en obtenir une solution globale. Nous sommes toutefois
capables d'obtenir une solution locale.
Le coût de l'alimentation associé à ce système d'alimentation que nous avons déterminé grâce
à un solveur d'optimisation non linéaire tel que Ipopt [105] par exemple est de 96.23$ pour le
scénario 2011 et de 68.99$ pour le scénario 2016. Ceci représente une réduction de 4.08% et
6.69% respectivement par rapport à une alimentation traditionnelle. De plus, nous avons pu
constater que les rejets liés à cette alimentation étaient réduits de 3.3% pour le phosphore et
de 14.8% pour l'azote pour le scénario de 2011. Si on considère le scénario 2016, les rejets de
phosphore augmentent légèrement (+0.31%) tandis que ceux d'azote sont réduits (-6.25%).
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1.4 Une nouvelle formulation hybride
Durant cette thèse, nous avons développé de nouveaux modèles, permettant de réduire da-
vantage le coût de l'alimentation. Nous les présentons dans cette section.
Une façon de réduire davantage le coût de l'alimentation est de combiner l'alimentation par
phase (pPF) et l'alimentation par mélanges (1MF). Cette alimentation consiste à diviser
la période de croissance des animaux en p phases et pour chacune d'elle, les animaux sont
nourris suivant une alimentation par mélanges.
Le modèle représentant cette alimentation est{
min
X,Q
∑
k∈{1,...,p}
∑
j∈Jk
ct(qkj1xk·1 + qkj2xk·2)
s.à qkj1xk·1 + qkj2xk·2 ∈ Sj, ∀j ∈ Jk,∀k ∈ {1, ..., p}.
(1.17)
Cette alimentation, notée pMF, présente toutefois un défaut qui nous empêche de l'utiliser
en industrie. En eﬀet, on peut constater sur les résultats numériques de l'alimentation 1MF,
que la répartition d'utilisation des mélanges est d'environ 70% pour un et 30% pour l'autre.
Pour des raisons pratiques et économiques, il est préférable que les silos soient remplis avec
des quantités similaires.
Une manière d'y parvenir est que deux phases consécutives aient un mélange en commun.
Nous proposons donc une nouvelle formulation de l'alimentation : la méthode hybride. Nous
notons cette alimentation XX-pHF-EL, où XX est MC ou TC en fonction du nombre de
critères considérés. Le fonctionnement de cette alimentation est le suivant :
• la période de croissance est divisée en p phases,
• pour chaque phase, deux prémélanges sont utilisés,
• les deux prémélanges sont combinés diﬀéremment quotidiennement,
• deux phases consécutives ont un mélange en commun,
• un total de p+ 1 prémélanges est utilisé.
Le cas p = 3, sera régulièrement considéré comme exemple tout au long de cette section, c'est
pourquoi nous le détaillons davantage. Ainsi, lorsque nous considérons la méthode hybride
à trois phases, le fonctionnement est le suivant :
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• les mélanges 1 et 2 sont combinés dans la phase 1,
• les mélanges 2 et 3 sont combinés dans la phase 2,
• les mélanges 3 et 4 sont combinés dans la phase 3.
Figure 1.9  Illustration de l'alimentation hybride.
La ﬁgure 1.9 illustre schématiquement cette alimentation.
1.4.1 Modélisation mathématique
De manière générale, l'alimentation hybride à p phases considère p+1 mélanges. En utilisant
les notations déﬁnies précédemment, on considère A = {1, 2, ..., p, p + 1}. Les variables du
modèle sont donc x·1, x·2, ...x·p, x·p+1 pour les p+1 mélanges utilisés et q·1, q·2, ...q·p, q·p+1 pour
les quantités données de chaque mélange. Ainsi, l'aliment donné à un animal le jour j est
donné par la formule ∑
a∈A
qjax·a. (1.18)
Le coût de l'alimentation est alors modélisé par la fonction∑
j∈J
∑
a∈A
qjac
tx·a. (1.19)
Notons J1, J2, ..., Jp, les ensembles de jours des phases 1, 2, ..., p, respectivement.
Aﬁn que les mélanges soient utilisés de la manière dont on le souhaite, nous devons forcer les
quantités utilisées à être nulles lorsque le mélange n'est pas utilisé. Un mélange k est utilisé
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uniquement pendant les phases k − 1 et k. Les contraintes que nous devons considérer sont
donc déﬁnies par
qj1 = 0, ∀j ̸∈ J1, (1.20)
qjk = 0, ∀j ̸∈ Jk−1 ∪ Jk,∀k ∈ {2, ..., p}, (1.21)
qj,p+1 = 0, ∀j ̸∈ Jp. (1.22)
La réalisabilité des contraintes nutritionnelles est quant à elle, donnée par la formule∑
a∈A
qjax·a ∈ Sj. (1.23)
Finalement, le modèle général de l'alimentation hybride monocritère (MC-pHF-EL) est
donné par ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min
X,Q
∑
j∈J
∑
a∈A
qjac
tx·a
s.à
∑
a∈A
qjax·a ∈ Sj, ∀j ∈ J,
qj1 = 0, ∀j ̸∈ J1,
qjk = 0, ∀j ̸∈ Jk−1 ∪ Jk,∀k ∈ {2, ..., p},
qj,p+1 = 0, ∀j ̸∈ Jp.
(PHybride)
Le problème (PHybride) reste un problème d'optimisation très diﬃcile : la fonction objectif
et les contraintes sont bilinéaires. Dans l'étude mathématique présentée plus loin dans le
chapitre 2, nous décrivons les diﬀérentes propriétés, les avantages et inconvénients associées
à ce type de problème.
Nous avons présenté cette nouvelle formulation hybride, le modèle et les résultats numérique
associés lors des 49e Journées de la Recherche Porcine et ont fait l'objet d'un article de
conférence (annexe B)
1.4.2 Résultats numériques
Nous avons appliqué le modèleMC-pHF-EL (PHybride) pour les données de 2011 et 2016. Aﬁn
d'évaluer l'impact de cette méthode d'alimentation, nous faisons varier p pour des valeurs
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Données Méthode Coût ($/porc) P excrété (kg) N excrété (kg)
2011
MC-1MF-EL 100.33 1.203 4.062
MC-1HF-EL 96.23 1.163 3.463
MC-2HF-EL 95.29 1.191 3.347
MC-3HF-EL 95.12 1.177 3.339
MC-4HF-EL 95.10 1.170 3.324
MC-IF-EL 94.84 1.172 3.293
2016
MC-1MF-EL 73.94 1.298 4.112
MC-1HF-EL 68.99 1.302 3.855
MC-2HF-EL 68.37 1.298 3.879
MC-3HF-EL 67.66 1.279 3.843
MC-4HF-EL 67.50 1.277 3.896
MC-IF-EL 67.23 1.274 3.862
Tableau 1.2  Comparaison des méthodes d'alimentation MC-pHF-EL, pour p=1 à p=4,
avec l'alimentation traditionnelle et l'alimentation idéale, appliquée aux données de 2011 et
2016.
de 1 à 4 et nous comparons les résultats à l'alimentation traditionnelle MC-3PF-EF et à
l'alimentation idéale MC-IF-EL.
Notons que l'alimentation par mélanges MC-1MF-EL peut aussi être notée MC-1HF-EL. En
eﬀet, la période de croissance est considérée comme une seule phase et deux aliments sont
combinés chaque jour de façon diﬀérente.
Le tableau 1.2 regroupe le coût de l'alimentation, et les rejets de phosphore et d'azote pour
les diﬀérentes méthodes d'alimentation monocritère. On note qu'augmenter le nombre de
phases permet de réduire le coût de l'alimentation de 5.0%, 5.19% et 5.21% respectivement
pour p = 2, 3 et 4, en utilisant les données de 2011. Parallèlement, les rejets de phosphore
sont réduits entre 1.0% et 3.3% et les rejets d'azote entre 14.8% et 18.2%.
Lorsque ce modèle est appliqué aux données de 2016, les résultats numériques sont sem-
blables. Pour p = 2, 3 et 4, on observe une réduction du coût de l'alimentation de 7.53%,
8.49% et 8.70% respectivement. Les rejets de phosphore sont, quant à eux, réduits jusqu'à
1.7% et ceux d'azote entre 5.25% et 6.5%.
Nous ne présentons pas les résultats pour des p ≥ 5 dans ce manuscrit. En eﬀet, on peut
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remarquer, dans le tableau 1.2, que le coût d'une alimentation hybride à 4 phases est situé
à seulement 0.29% de l'alimentation idéale lorsque nous utilisons les données de 2011, et
à 0.37% lorsque nous utilisons les données de 2016. L'amélioration que nous réalisons en
augmentant p est très faible pour des valeurs de p ≥ 5. Toutefois, augmenter le nombre de
phases considérées diminuera le coût de l'alimentation.
1.5 Hiérarchie des modèles
Il existe une hiérarchie entre les valeurs optimales des diﬀérents modèles mathématiques que
nous venons d'introduire, chacun représentant une alimentation. Ainsi, en version monocri-
tère, nous avons le théorème suivant.
Théorème 1 Les valeurs optimales des modèles d'alimentation sont liées par les relations
suivante, où les inégalités sur les segments verticaux doivent être lues de haut en bas :
MC-IF-EL
MC-IF-EF
MC-pMF-EL
MC-pPF-EL
MC-pPF-EF
MC-pMF-EF
MC-1MF-EL
MC-1MF-EF
MC-111MF-EF
MC-111MF-EL
6 6 6 6 6
6
6
6
6
6
6
6
6
Preuve.
SoitM1 etM2 deux modèles. On veut montrer que leurs valeurs optimales suivent la relation
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suivante :
v(M1) 6 v(M2).
Pour cela, il suﬃt de remarquer que la solution optimale de M2, x∗(M2) est une solution
réalisable pour M1.
1. v(MC-XXX-EL) 6 v(MC-XXX-EF).
Il est évident que la valeur optimale d'un modèle MC-XXX-EF est plus grande que
celle d'un modèle MC-XXX-EL. En eﬀet, les modèles à énergie ﬁxe sont modélisés
de la même manière que les modèles à énergie libre, avec cependant la contrainte de
densité énergétique en plus, modélisée par∑
i∈I
mtEx·a = dEj, (1.24)
où dEj est la densité énergétique souhaitée.
2. v(MC-pMF-EL) 6 v(MC-1MF-EL) et v(MC-pMF-EF) 6 v(MC-1MF-EF).
Notons xA et xB les mélanges utilisés dans la solution optimale x∗1 de MC-1MF-EL. Il
suﬃt de noter qu'en utilisant, pour chaque phase de MC-pMF-EL, les mélanges xA et
xB, nous retrouvons x∗1. C'est une solution réalisable du problème MC-pMF-EL, sans
qu'elle soit forcément optimale. Ainsi, on a bien v(MC-pMF-EL) 6 v(MC-1MF-EL).
On utilise la même technique pour prouver v(MC-pMF-EF) 6 v(MC-1MF-EF).
3. v(MC-pMF-EL) 6 v(MC-pPF-EL) et v(MC-pMF-EF) 6 v(MC-pPF-EF).
Notons xA1, xA2, xB1, xB2, ..., xp1, xp2 les mélanges utilisés dans la solution optimale
de MC-pMF-EL. On remarque alors qu'en posant ﬁxant xλ2 = 0 dans le modèle MC-
pMF-EL, on retrouve la solution optimale de MC-pPF-EL. On a donc immédiatement
que v(MC-pMF-EL) 6 v(MC-pPF-EL). On utilise la même technique pour prouver
v(MC-pMF-EF) 6 v(MC-pPF-EF).
4. v(MC-111MF-EL) 6 v(MC-pMF-EL) et v(MC-111MF-EF) 6 v(MC-pMF-EF).
Soit (x∗A, x
∗
B, q
∗
A, q
∗
B) une solution optimale de MC-pMF-EL. On remarque qu'en po-
sant, pour tout j ∈ J , xAj = x∗A, xBj = x∗B, qAj = q∗Aj et qBj = q∗Bj, on retrouve
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un point réalisable de MC-111MF-EL et on a immédiatement que v(MC-111MF-
EL) 6 v(MC-pMF-EL). On utilise la même technique pour montrer que v(MC-
111MF-EF) 6 v(MC-pMF-EF).
5. v(MC-IF-EL) 6 v(MC-111MF-EL) et v(MC-IF-EF) 6 v(MC-111MF-EF).
Soient (x∗A1, x
∗
B1, ..., x
∗
A111, x
∗
B111, q
∗
A1, q
∗
B1, ..., q
∗
A111, q
∗
B11) une solution de MC-111MF-
EL. On remarque qu'en posant xij = q∗Ajx
∗
Aji + q
∗
Bjx
∗
Bji pour tout i ∈ I et pour tout
j ∈ J on obtient un point réalisable de MC-IF-EL. On a donc immédiatement que
v(MC-IF-EL) 6 v(MC-111MF-EL). On utilise la même technique pour montrer que
v(MC-IF-EF) 6 v(MC-111MF-EF).
Il existe également une hiérarchie avec les modèles de l'alimentation hybride qui est résumée
dans le théorème suivant.
Théorème 2 Les valeurs optimales des modèles d'alimentation à énergie libre sont liées par
les relations suivantes :
MC-IF-EL MC-pMF-EL MC-pHF-EL
MC-pPF-EL
MC-1MF-EL
6 6
6
6
Preuve.
1. v(MC-pHF-EL) 6 v(MC-pPF-EL).
Soit x1, x2, ..., xp les mélanges de la solution optimale de MC-pPF-EL et q1, q2, ...qp les
quantités. Notons que pour chaque phase k, on a qjk ̸= 0 si et seulement si j ̸∈ Jk.
Remarquons maintenant que cette solution est réalisable pour le problèmeMC-pHF-
EL. En eﬀet, pour chaque phase k, on peut utiliser les mélanges xk et xk+1, ainsi que
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les quantités associées, avec xp+1 n'importe quel mélange et qp+1 = 0. Ainsi, dans la
phase 1, on utilise les mélanges 1 et 2, mais qj2 = 0 pour tout j ∈ J1. Finalement,
uniquement le mélange 1 est utilisé en phase 1. Pour la phase 2, on utilise les mélanges
2 et 3, mais qj3 = 0 pour tout j ∈ J3, donc ﬁnalement uniquement le mélange 2 est
utilisé. Et on procède de la même manière pour toutes les phases. Ainsi, la solution
optimale de MC-pPF-EL est une solution réalisable de MC-pHF-EL.
2. v(MC-pHF-EL) 6 v(MC-1MF-EL).
Soit x1 et x2 les mélanges de la solution optimale du modèle MC-1MF-EL et q1 et
q2 les quantités associées. Notons y1, y2, ..., yp+1 les mélanges de l'alimentation MC-
pHF-EL et w1, w2, ..., wp+1 les quantités associées. En prenant, pour chaque phase
k, yk = x1, yk+1 = x2 et wjk = qj1, wj,k+1 = qj2 pour tout j ∈ Jk si k est impair et
yk = x2, yk+1 = x1 et wjk = qj2, wj,k+1 = qj1 pour tout j ∈ Jk si k est pair, on retrouve
la solution optimale du modèle MC-1MF-EL. Ainsi, c'est une solution réalisable du
problème MC-pHF-EL, et on a directement v(MC-pHF-EL) 6 v(MC-1MF-EL).
3. v(MC-pMF-EL) 6 v(MC-pHF-EL)
Cette inégalité découle immédiatement du fonctionnement de l'alimentation hybride.
En eﬀet, soit x1, x2, ..., xp+1 les mélanges de la solution optimale du modèle MC-
pHF-EL et q1, q2, ..., qp+1 les quantités associées et soit y1, y2, ..., y2p, w1, w2, ..., w2p les
mélanges et quantité d'une solution de MC-pMF-EL. Pour chaque phase k > 2, si nous
posons les mélanges yk−2 et yk−1 à être égaux au mélange xk et wj,2k−2 = qjk pour tout
j ∈ Jk−1 et wj,2k−1 = qjk, pour tout j ∈ Jk. On pose de plus y1 = x1, et wj1 = qj1 pour
tout j ∈ J1. Ainsi, cette solution, identique à la solution optimale deMC-pHF-EL est
une solution réalisable de MC-pMF-EL d'où v(MC-pMF-EL) 6 v(MC-pHF-EL).
On a les mêmes relations pour une alimentation à énergie ﬁxe. Sa preuve se fait de la même
manière que celle du théorème 2.
Théorème 3 Les valeurs optimales des modèles d'alimentation à énergie ﬁxe sont liées par
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les relations suivantes :
MC-IF-EF MC-pMF-EF MC-pHF-EF
MC-pPF-EF
MC-1MF-EF
6 6
6
6
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CHAPITRE 2
Optimisation globale du modèle
bilinéaire
Ce chapitre est consacré à une étude approfondie du problème bilinéaire que nous avons
déﬁni dans les chapitres précédents et que nous avons dénommé MC-1MF-EL.
La résolution numérique de ce modèle se fait facilement grâce à diﬀérents solveurs d'opti-
misation non linéaire. De plus, nous obtenons de très bons résultats avec une diminution
du coût de l'alimentation de plus de 4%, pour les deux jeux de données réelles dont nous
disposons.
Toutefois, d'un point de vue mathématique, ce problème est extrêmement diﬃcile à résoudre.
Même dans la version la plus simple, le bilinéaire disjoint, ce problème est diﬃcile. Vériﬁer
qu'il existe une solution optimale bornée de tels problèmes est NP-diﬃcile[5, 10]. Les pro-
blèmes bilinéaires étant non convexes, ils peuvent disposer de plusieurs minima locaux. Or,
nous souhaitons, la plupart du temps, obtenir un minimum global aux problèmes que nous
résolvons.
La recherche de solutions globales optimales à des problèmes non convexes est un domaine
actif de recherche depuis plusieurs années [11, 37, 52, 39, 75, 86, 93]. Il existe quelques
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solveurs globaux d'optimisation, tels que BARON [97, 87] ou Couenne [16], qui utilisent des
algorithmes de Branch and Bound. Ces algorithmes déterminent une borne supérieure et
une borne inférieure au problème non convexe que nous souhaitons résoudre et les raﬃnent
successivement jusqu'à ce qu'elles soient égales. Dans ce cas, nous sommes en présence d'un
minimum global. De tels algorithmes sont très eﬃcaces pour des problèmes de petite taille,
mais sont très coûteux pour des problèmes de grande taille. Dans ce cas, d'autres approches
doivent être utilisées.
Lorsque nous considérons le problème de diète porcine que nous avons introduit dans les
chapitres précédents, nous sommes en présence d'un problème de trop grande dimension
pour cette approche. En eﬀet, comme précédemment, nous considérons deux instances, cor-
respondant à un scénario de 2011 pour l'un et à un scénario de 2016 pour l'autre. Dans le
premier cas, nous avons un problème à 254 variables et 2700 contraintes et dans le second, le
problème a 258 variables et 2704 contraintes. Dans les deux cas, nous souhaitons déterminer
le minimum global du problème.
En utilisant les diﬀérents solveurs non linéaires existant sur le marché nous pouvons déter-
miner des solutions locales à ces problèmes. Après avoir eﬀectué diﬀérents tests numériques,
nous conjecturerons que la solution obtenue est en fait une solution globale (section 2.2.1).
Nous utiliserons ensuite diﬀérentes approches aﬁn de la valider.
Ce chapitre est divisé en deux parties. La section 2.1 introduira le problème ainsi que sa
complexité. Dans la section 2.2 nous conjecturerons que toute solution local du problème
bilinéaire de diète porcine est un minimum global et nous présenterons diﬀérentes approches
la supportant.
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2.1 Mise en contexte
2.1.1 Introduction au problème
Nous nous intéressons ici à un problème à objectif bilinéaire sans termes linéaires et à
contraintes bilinéaires et linéaires.
En utilisant les notations suivantes :
 I l'ensemble des ingrédients,
 J l'ensemble des jours de la période de croissance,
 P l'ensemble des nutriments,
 x1 et x2 la composition des aliments,
 y1 et y2 les quantités journalières de x1 et x2 respectivement,
 q0 le coût des ingrédients,
 qp la quantité de nutriment p fourni par les ingrédients,
 dp et d
p
les bornes inférieure et supérieure du nutriment p,
 A une matrice représentant les contraintes linéaires (typiquement, la contrainte de
proportion sur la composition des aliments et la contrainte de capacité d'ingestion),
 b et b les bornes inférieure et supérieure des contraintes linéaires,
 ux1 , ux2 , uy1 et uy2 les bornes supérieures des variables,
le problème bilinéaire auquel nous nous intéressons s'écrit :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
x1,x2,y1,y2
∑
i∈I
∑
j∈J
q0i (x1iy1j + x2iy2j)
s.à dpj 6
∑
i∈I
qpi (x1iy1j + x2iy2j) 6 d
p
j , ∀p ∈ P, ∀j ∈ J,
b 6 A
⎛⎜⎜⎝
x1
x2
y1
y2
⎞⎟⎟⎠ 6 b,
0 6
⎛⎜⎜⎝
x1
x2
y1
y2
⎞⎟⎟⎠ 6
⎛⎜⎜⎝
ux1
ux2
uy1
uy2
⎞⎟⎟⎠ .
(2.1)
Ce modèle se limite aux contraintes d'inégalités. Dans le cas de contraintes d'égalité, on
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considérera que les bornes supérieure et inférieure sont égales. Il y a 2(|I|+ |J |) variables et
|P | × |J | contraintes bilinéaires. Le nombre de contraintes linéaires correspond au nombre
de lignes de la matrice A et il y a au plus 2(|I|+ |J |) contraintes de bornes.
Les problèmes bilinéaires ont été introduits pour la première fois par Nash [70] dans le cadre
de la théorie des jeux avec ce qui est aujourd'hui appelé le jeu bimatriciel. Le problème
bilinéaire traditionnel, et le plus souvent étudié, a une fonction objectif bilinéaire et des
contraintes linéaires. Il est généralement formulé⎧⎪⎨⎪⎩
min
x,y
ctx+ xtQy + dty
s.à A
(
x
y
)
6 b.
(2.2)
Ces problèmes diﬀèrent cependant du problème (2.1) car ils ne contiennent pas de contraintes
bilinéaires. Le problème (2.2) a été largement étudié [2, 4, 17, 18, 35, 40, 42, 43, 53, 58, 60,
59, 65, 73, 90, 92, 91, 99] et diﬀérents algorithmes ont été développés aﬁn de déterminer
une solution globale. Certains utilisent des algorithmes de Branch and Bound [4, 35, 40,
65, 92, 91], des algorithmes de plans coupants [2, 43, 90], ou encore des transformations en
problèmes linéaires mixtes en nombres entiers [17, 42, 58, 73]. Notons que ces algorithmes
ont été testés sur des problèmes de petite taille, généralement moins de 10 variables et 10
contraintes. Le plus gros problème considéré dans ces diﬀérents articles a 168 variables et 48
contraintes [90]. Cependant, ce problème a été introduit il y a plusieurs décennies. Les articles
plus récents appliquent leurs méthodes et algorithmes sur des problèmes ayant 23 variables
et 5 contraintes [65], qui restent petits comparativement au problème de diète porcine auquel
nous nous intéressons et qui comporte environ 250 variables et 2700 contraintes.
2.1.2 Instances considérées
Tout au long de ce chapitre, deux instances typiques seront considérées. Elles correspondent
à deux scénarios réels à des instants diﬀérents. Pour plus de simplicité, nous les dénommerons
instance 1 et instance 2. La modélisation est faite sur un animal moyen, représentatif d'une
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population.
L'instance 1 correspond à des données de 2011. La période de croissance de l'animal est de
111 jours et 16 ingrédients diﬀérents sont utilisés. Ainsi, nous avons |I| = 16 et |J | = 111,
c'est-à-dire 2(|I| + |J |) = 254 variables. De plus, |P | = 21 et A ∈ R(4+|J |)×2(|I|+|J |). Ainsi, le
problème que nous considérons dans cette instance a |P |× |J | = 2331 contraintes bilinéaires,
dont 111 contraintes d'égalité, (4 + |J |) = 115 contraintes linéaires et 2(|I| + |J |) = 254
contraintes de borne, soit un total de 2700 contraintes.
Dans l'instance 2, correspondant à des données de 2016, seuls la liste des ingrédients et leur
prix changent. Dans ce cas, 18 ingrédients sont utilisés. Ainsi, nous avons |I| = 18, |J | =
111, |P | = 21 et A ∈ R(4+|J |)×2(|I|+|J |). Le problème a alors 258 variables, 2331 contraintes
bilinéaires, dont 111 contraintes d'égalité, 115 contraintes linéaires et 258 contraintes de
borne, soit un total de 2704 contraintes.
Dans les deux scénarios, les contraintes associées au besoin en énergie, que nous avons décrites
en détail par l'équation (1.8) page 14, sont considérées comme contraintes d'égalité. Les
aliments étant modélisés en proportion, nous avons deux contraintes linéaires d'égalité (une
pour chaque mélange). De plus, la proportion d'un des ingrédients est ﬁxée à 0.5% dans
chaque mélange. Ainsi, nous avons un total de 115 contraintes d'égalité.
La plupart des contraintes linéaires d'inégalité représentent les besoins en nutriments. Une
contrainte linéaire représente la capacité d'ingestion (voir (1.9) page 15), tandis que les autres
sont des contraintes de borne.
Dans ce chapitre, nous nous concentrons sur un animal moyen. En eﬀet, nous verrons dans
le chapitre 5 la modélisation de l'alimentation d'un troupeau et nous constaterons que la
taille du problème augmente rapidement. En eﬀet, pour chaque animal supplémentaire, nous
devons ajouter 2|J | = 222 variables et (|P |+3)|J | = 2664 contraintes. Nous verrons dans les
sections suivantes les diﬃcultés rencontrées en ne considérant qu'un animal moyen. Ainsi,
pour simpliﬁer cette étude, nous ne considérerons pas le troupeau, mais uniquement le modèle
sur un animal moyen.
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2.1.3 Le modèle idéal : une borne inférieure
Comme nous l'avons introduit dans la section 1.3.3, une borne inférieure naturelle au pro-
blème bilinéaire est donnée par le modèle d'alimentation idéale. On peut le remarquer grâce
au théorème 1. Ce modèle étant linéaire, nous sommes assurés d'en obtenir une solution
globale.
Pour l'instance 1, la valeur de la borne inférieure est de 94.84, tandis qu'elle est de 68.99
pour l'instance 2.
2.1.4 Formulation sous forme d'un problème de pooling
Le problème décrit par le modèle (2.1), peut être associé à un problème de pooling particulier.
Les problèmes de pooling sont très connus pour être utilisés dans l'industrie pétrochimique
et a été largement étudié [6, 7, 9, 19, 30, 40, 49, 50, 51, 85]. Comme pour le problème
bilinéaire général, ces études présentent des méthodes basées sur des algorithmes de Branch
and Bound. Certains essais numériques de ces méthodes ont été réalisés sur des problème
d'assez grande dimension, mais ne sont généralement pas résolu à l'optimum global.
Dans cette section, nous décrivons deux façons de formuler un problème de pooling, la p-
formulation et la q-formulation.
Le problème de pooling standard a été introduit par Haverly [51] en 1978. Le concept du
problème de pooling est le suivant. Les matières premières, souvent appelées inputs (I), sont
envoyées dans des réservoirs, souvent appelés pools (P ), pour être mélangées ensemble. Les
mélanges ainsi obtenus sont envoyés des réservoirs vers les produits ﬁnaux, souvent appelés
outputs (O). Le problème de pooling peut être illustré par un graphe (ﬁgure 2.1).
Dans la p-formulation d'un problème de pooling, les variables reliant les inputs aux pools,
représentés par les fip, i ∈ I, p ∈ P dans le graphe de la ﬁgure 2.1, sont modélisées par la
quantité circulant sur chaque arc. Aucune quantité ne doit rester dans les pools. Ainsi, nous
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INPUTS POOL OUTPUTS
i1
i2
i3
i4
p1
p2
j1
j2
j3
j4
fi1p1
fi1p2
fi3p1
fi3p2
fi4p2
fp1j1
fp1j2
fp2j2
fp2j3
fp2j4
fi4j4
Figure 2.1  Graphe représentant un problème de pooling.
devons alors ajouter une contrainte de conservation
∑
i∈I
fip =
∑
j∈O
fpj ∀p ∈ P. (2.3)
C'est ainsi que Haverly a introduit le problème de pooling dans [51].
Plus tard, Ben-Tal et al. [19] ont proposé de modéliser le ﬂot entre les inputs et les pools
en proportion. Cette formulation est appelée q-formulation et introduit une contrainte de
proportion ∑
i∈I
fip = 1 ∀p ∈ P. (2.4)
Dans le cas de la diète porcine, les inputs ne peuvent pas être ajoutés directement aux outputs.
Par exemple, dans la ﬁgure 2.1, l'arc fi4,j4 n'est pas autorisé. À partir de maintenant, nous
ne considérerons plus les arcs n'ayant pas d'extrémité dans P .
Dans la suite de cette section, nous nous concentrerons sur la modélisation du problème de
pooling.
De manière plus générale, notons I l'ensemble des inputs, P l'ensemble des pools,O l'ensemble
des outputs et K l'ensemble des attributs de qualité (nutriments dans le cas de l'alimentation
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porcine). N = I ∪ P ∪O est l'ensemble des n÷uds et pour tout i ∈ N , bi est la capacité du
n÷ud i.
L'ensemble des arcs est A = (I×P )∪ (P ×O) et pour tout (i, j) ∈ A, cij est le coût unitaire
de l'arc (i, j). Pour tout i ∈ I et pour tout k ∈ K, qki représente le paramètre de qualité
unitaire de l'attribut k à l'input i, tandis que pour tout o ∈ O et pour tout k ∈ K, qko est la
borne de qualité unitaire de l'attribut k à l'output o.
On notera N+i l'ensemble des successeurs de i, i.e. N
+
i = {j : (i, j) ∈ A}, et N−i l'ensemble
des prédécesseurs de i, i.e. N−i = {j : (j, i) ∈ A}.
Soit fij le ﬂot sur l'arc (i, j) ∈ A et wki la qualité unitaire de l'attribut k ∈ K du ﬂot
quittant le n÷ud i ∈ I ∪ P (si i ∈ I, alors wki = qki ). Le problème de pooling sous la forme
p-formulation est alors donné par
(Pp−pooling)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
f,w
∑
(i,j)∈A
cijfij
s.à
∑
p∈N+i
fip 6 bi , ∀i ∈ N\O,
∑
p∈N−o
fpo 6 bo, ∀o ∈ O,∑
i∈N−p
fip −
∑
o∈N+p
fpo = 0, ∀p ∈ P,
∑
i∈N−p
qki fip − wkp
∑
o∈N+p
fpo = 0, ∀p ∈ P, ∀k ∈ K,
∑
p∈N−o
wkpfpo − qko
∑
p∈N−o
fpo 6 0, ∀o ∈ O, ∀k ∈ K,
fij > 0, ∀(i, j) ∈ A.
(2.5)
(2.6)
(2.7)
(2.8)
(2.9)
(2.10)
(2.11)
Les contraintes (2.6)(2.7) expriment les contraintes de capacité de chaque n÷ud, (2.8) ex-
prime la conservation du ﬂot entrant et sortant des pools et les contraintes (2.9) et (2.10)
permettent de satisfaire la qualité de chaque arc.
La q-formulation est légèrement diﬀérente et découle d'un changement de variable. Soit
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yip, i ∈ I, p ∈ P la proportion du ﬂot allant de l'input i au pool p. Ainsi, si le ﬂot allant à p
est non nul, on a yip =
fip∑
o∈N+p
fpo
. On remarque alors que pour tout i ∈ I, p ∈ P ,
fip = y
i
p
∑
o∈N+p
fpo.
Grâce à cette remarque, on a que (2.8), pour tout p ∈ P vaut∑
i∈N−p
yip
∑
o∈N+p
fpo −
∑
o∈N+p
foj = 0,
⇐⇒
∑
i∈N−p
yip = 1.
De plus, (2.9) se réécrit, pour tout p ∈ P, k ∈ K
wkp =
∑
i∈N−p
qki y
i
p,
et (2.10) se réécrit , pour tout o ∈ O, pour tout k ∈ K,∑
p∈N−o
∑
i∈N−p
qki y
i
pfpo − qko
∑
p∈N−o
fpo 6 0,
⇐⇒
∑
p∈N−o
∑
i∈N−p
qki y
i
pfpo 6 qko
∑
p∈N−o
fpo, ∀o ∈ O, ∀k ∈ K.
Ainsi, la q-formulation du problème de pooling est
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
f,y
∑
p∈P
∑
i∈N−p
∑
o∈N+p
cipy
i
pfpo
s.à
∑
p∈N+i
∑
o∈N+p
yipfpo 6 bi, ∀i ∈ I,∑
o∈N+p
fpo 6 bp, ∀p ∈ P,∑
p∈N−o
fjo 6 bo, ∀o ∈ O,∑
p∈N−o
∑
i∈N−p
qki y
i
pfpo 6 qko
∑
p∈N−o
fpo, ∀o ∈ O, ∀k ∈ K,∑
i∈N−p
yip = 1, ∀p ∈ P,
fpo > 0, ∀o ∈ O, ∀p ∈ N−o ,
0 6 yip 6 1, ∀p ∈ P, ∀i ∈ N−p .
(Pq−pooling)
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On remarquera que le problème (2.1) est formulé de cette manière. En eﬀet, dans le cas
de l'alimentation porcine, les inputs représentent les ingrédients, les outputs représentent
les jours de la période de croissance et les pools représentent les deux mélanges utilisés. La
variable xpi de (2.1), pour tout i ∈ I, correspond à la proportion de l'ingrédient i allant
dans le mélange p, et est donc la variable yip du modèle (Pq−pooling). La variable ypj de (2.1)
correspond à la quantité du mélange p allant au jour j et est exactement la variable fpj
de (Pq−pooling). Le graphique représentant (2.1) sous la forme d'un problème de pooling est
présenté ﬁgure 2.2.
Ingrédients Mélanges Jours
Maïs
Blé
...
Drèches
Gru
p1
p2
j1
j2
...
jT−1
jT
x1,mais
x2,mais
x1,dreches
x2,dreches
x2,gru
y1j1
y1j2
y2j2
y2jT−1
y2jT
Figure 2.2  Graphe représentant le problème de diète porcine sous la forme d'un problème
de pooling.
Notons alors que l'ensemble des prédécesseurs d'un mélange p ne sont que des ingrédients,
ainsi, N−p = I, quitte à ajouter des arcs de valeurs nulles lorsqu'ils ne sont pas présents.
De même, les prédécesseurs de chaque jour j sont des mélanges p et donc N−o = P , les
successeurs d'un mélange p sont uniquement des jours et donc N+p = O, les successeurs d'un
ingrédient i sont les mélanges et donc N+i = P . De plus, comme la diète porcine ne contient
que deux mélanges, nous avons P = {1, 2} et le prix des ingrédients est le même pour p = 1
et p = 2, et ci1 = ci2 = ci.
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La fonction objectif de (Pq−pooling) peut alors se réécrire∑
i∈I
∑
j∈J
ci
(
yi1f1j + y
i
2f2j
)
.
La contrainte ∑
p∈P∩N−o
∑
i∈N−p
qki y
i
pfpo 6
∑
p∈N−o
qkofpo, ∀o ∈ O, ∀k ∈ K,
est quant à elle donné par∑
i∈I
qki
(
yi1f1o + y
i
2f2o
)
6 qko (f1o + f2o) , ∀o ∈ O, ∀k ∈ K.
Dans le cas de l'alimentation porcine, la borne sur la qualité k n'est pas formulée en borne
unitaire qko , mais est une borne sur la quantité totale, que nous notons d
k
o , pour tout k ∈ K
et pour tout o ∈ O. La contrainte peut ainsi être réécrite sous la forme∑
i∈I
qki
(
yi1f1o + y
i
2f2o
)
6 dko , ∀o ∈ O, ∀k ∈ K.
Ainsi, en regroupant les contraintes linéaires sous une unique matrice A, et en utilisant
les contraintes et la fonction objectif que nous venons de décrire, nous pouvons réécrire
(Pq−pooling) sous la forme
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
f,y
∑
i∈I
∑
j∈J
ci (y
i
1f1j + y
i
2f2j)
s.à
∑
i∈I
qki (y
i
1f1o + y
i
2f2o) 6 dko , ∀o ∈ O, ∀k ∈ K,
A
(
f
y
)
6 b
fjo > 0, ∀o ∈ O, ∀j ∈ N−o ,
0 6 yip 6 1, ∀p ∈ P, ∀i ∈ N−p .
(Pq−pooling−pig)
Sous cette forme, nous reconnaissons le problème de diète (2.1).
2.1.5 Complexité du problème
Après avoir introduit la formulation sous forme d'un problème de pooling pour énoncer un
résultat sur la complexité. Nous avons le théorème suivant :
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Théorème 4 Le problème de pooling représentant la diète porcine (Pq−pooling−pig) est un
problème fortement NP-diﬃcile.
Preuve. Le problème (Pq−pooling−pig) est un cas particulier du problème (Pq−pooling) qui lui
même est une réécriture de (Pp−pooling) suit à un changement de variable. Nous allons donc
montrer que (Pp−pooling) est un problème fortement NP-diﬃcile ce qui nous permettra d'en
déduire que (Pq−pooling−pig) est lui-même fortement NP-diﬃcile.
Pour démontrer que (Pp−pooling) est fortement NP-diﬃcile, nous allons montrer que toute
solution du problème de pooling est en fait un problème de recherche d'un ensemble de
sommets indépendants de taille maximum qui est connu pour être un problème fortement
NP-diﬃcile [44].
Considérons le problème de pooling modélisé par (Pp−pooling).
On remarque ici qu'il n'est pas directement mentionné de borne inférieure sur les attributs
de qualité, mais en introduisant de nouveaux attributs k′ pour tout k ∈ K et en posant
qk
′
i = −qki on retrouve des bornes inférieures.
Soit G = (V,E) un graphe avec V les sommets et E les arcs.
Déﬁnissons le problème de pooling PG avec un graphe. On a alors n = |V | inputs et outputs,
1 pool et 2n attributs de qualité. On peut alors écrire le I = {iv : v ∈ V }, O = {Ov : v ∈ V },
K = {k+v : v ∈ V } ∪ {k+v : v ∈ V } et P = {p}. L'ensemble des arcs du problème de pooling
est donné par A = (I × P ) ∪ (P ×O). Les paramètres de qualité au n÷ud iv est déﬁni par
qk
+
u
iv
=
{
1, u = v
0, u ̸= v et q
k−u
iv
=
{ −1, u = v
0, u ̸= v
et les bornes au n÷ud ov est déﬁni par
qk
+
u
iv
=
{
0, {u, v} ∈ E
1, {u, v} ̸∈ E et q
k−u
iv
=
{ −1
n
, {u, v} ∈ E
0, {u, v} ̸∈ E
Enﬁn, nous avons la capacité du pool p est bp = n et pour tout i ∈ I et o ∈ O, on a
bi = bo = 1, cip = 0 et cpo = −1. On en déduit que tout ﬂot non nul est borné par n.
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Il existe un ﬂot non nul réalisable pour PG. Notons f ce vecteur et w la matrice de qualité
associée. Supposons que fpou > 0 et fpov > 0 pour u, v ∈ V . Puisque chaque output a p pour
unique voisin, on a que wkou = w
k
ov = w
k
p pour tout k ∈ K. À cause de wk
−
u
ou 6 qk
−
u
ou 6 0, on a
que wk
−
u
p < 0 et donc que foup > 0 car
wk
−
u
p =
∑
o∈O
qk
−
u
o fop∑
o∈O
fop
=
−foup∑
o∈O
fop
.
De manière similaire, on a que fpov > 0 implique fovp > 0 car
wk
+
v
p =
∑
o∈O
qk
+
v
o fop∑
o∈O
fop
=
fovp∑
o∈O
fop
> 0.
Puisque 0 < wk
+
v
p = w
k+v
ou 6 qk
+
v
ov , on a par déﬁnition de q
k+v
ov que {u, v} ̸∈ E. Ainsi, {v ∈ V :
fpov > 0} est un ensemble de sommets indépendants. De plus, comme on a fpo 6 1 pour
tout o ∈ O, on a également que∑
(i,j)∈A
cijfij = −
∑
o∈O
fpo 6 −|{v ∈ V : fpov > 0}|.
Inversement, supposons que V ′ ⊆ V est un ensemble de sommets indépendants de G. En
posant
fivp = fpov =
{
1, v ∈ V ′
0, v ̸∈ V ′,
on a, pour tout v ∈ V ′, que
w
o
k+u
v
=
{ 1
|V ′| , u ∈ V ′
0, u ̸∈ V ′ et wok−uv =
{ −1
|V ′| , u ∈ V ′
0, u ̸∈ V ′
Ainsi, wkov 6 qkov pour tout k ∈ K et f est réalisable pour PG avec une valeur objectif∑
(i,j)∈A
cijfij = −|V ′|. Il suit que toute solution optimale de PG est un problème de recherche
d'un ensemble de sommets indépendants de taille maximum (oumaximum independant vertex
set (MIVS) en anglais). Ainsi, il existe une réduction polynomiale du MIVS vers le problème
de pooling avec tous les paramètres bornés par le nombre de n÷uds du graphe et il est connu
que le problème MIVS est fortement NP-diﬃcile [44].
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On a ainsi que le problème de pooling à un pool est fortement NP-diﬃcile, et donc que le
problème à plusieurs pools est fortement NP-diﬃcile.
2.2 Analyse des solutions obtenues
Le modèle bilinéaire (2.1) que nous étudions a été implémenté en AMPL [41]. Une solution
locale optimale pour chacune des instances typiques peut être calculée par n'importe quel
solveur non linéaire. En utilisant le solveur Ipopt, nous obtenons une borne supérieure d'une
valeur de 96.23 pour l'instance 1 et 68.99 pour l'instance 2.
2.2.1 Conjecture
Aﬁn de déterminer d'éventuels autres minima à ce problème, nous avons résolu (2.1) avec le
solveur Ipopt et 20 000 points de départ aléatoires. Les points initiaux (x1, x2, y1, y2) ont été
générés aléatoirement selon la loi uniforme tels que
0 6 x1 6 ux1 ,
0 6 x2 6 ux2 ,
0 6 y1 6 uy1 ,
0 6 y2 6 uy2 .
Pour chaque instance, la solution calculée par le solveur avec chaque point initial est identique
à celle que nous connaissions et a donc une valeur optimale de 96.23 pour l'instance 1 et
68.99 pour l'instance 2.
Cette expérimentation suggère qu'il existe un unique minimum à ce problème, qui est celui
calculé par Ipopt. Ainsi, nous énonçons la conjecture suivante :
Conjecture 2.1 Tout minimum local est un minimum global pour le problème bilinéaire de
diète porcine appliqué aux instances considérées, déﬁnie en section 2.1.2.
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2.2.2 Problèmes géométriques
Pour certains problèmes non convexes, il est possible de déterminer une solution globale. C'est
le cas de certains problèmes géométriques [23, 24]. Dans leur forme initiale, ces problèmes
sont non convexes et non linéaires. Nous verrons à la ﬁn de cette section qu'ils sont très
proches du problème (2.1) auquel nous nous intéressons.
Déﬁnition 2.2 Une fonction f telle que
f(x) = cxa11 x
a2
2 · · ·xann , (2.12)
où c > 0 et ai ∈ R, est appelée monôme.
Déﬁnition 2.3 Une fonction f , somme de monômes, telle que
f(x) =
K∑
k=1
ckx
a1k
1 x
a2k
2 · · ·xankn , (2.13)
où ck > 0 et aik ∈ R, est appelée posynôme.
Un problème géométrique est déﬁni par⎧⎨⎩
min
x
f0(x)
s.à fi(x) 6 1, i = 1, ...,m,
hi(x) = 1, i = 1, ..., p,
(2.14)
où f0, ..., fm sont des posynômes et h1, ..., hp sont des monômes.
Par un changement de variable, ce problème peut être transformé en un problème non linéaire
convexe. Soit yi = log xi. Ainsi, on a xi = eyi .
Si h est un monôme, donné par la déﬁnition 2.2, tel que
h(x) = cxa11 x
a2
2 · · ·xann ,
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alors, h exprimé en fonction de la nouvelle variable y est donné par
h(x) = f(ey1 , ..., eyn),
= cey
a1
1 · · · eyann ,
= ea1y1+·+anyn+log c,
= ea
ty+d,
où a = (a1, · · · , an) et d = log c. On remarque que cette fonction est alors l'exponentielle
d'une fonction aﬃne.
Si f est un posynôme, donné par la déﬁnition 2.3, tel que
f(x) =
K∑
k=1
ckx
a1k
1 x
a2k
2 · · ·xankn ,
alors
f(x) = f(ey) =
K∑
k=1
ea
t
ky+bk ,
où ak = (a1k, · · · , ank) et bk = log ck. On remarque que cette fonction est alors la somme
d'exponentielle d'une fonction aﬃne.
Le problème (2.14) s'exprime, en fonction de la nouvelle variable y, de la manière suivante
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min
y
K0∑
k=1
ea
t
0ky+b0k
s.à
Ki∑
k=1
ea
t
iky+bik 6 1, i = 1, ...,m,
ea
t
iy+di = 1, i = 1, ..., p.
(2.15)
On transforme maintenant la fonction objectif et les contraintes de ce problème en prenant
le logarithme. On a alors le problème
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min
y
f˜0(y) = log
(
K0∑
k=1
ea
t
0ky+b0k
)
s.à f˜i(y) = log
(
Ki∑
k=1
ea
t
iky+bik
)
6 0, i = 1, ...,m,
h˜i(y) = a
t
iy + di = 0, i = 1, ..., p.
(2.16)
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On remarque alors que les contraintes h˜i, pour i ∈ {1, ..., p}, sont des fonctions linéaires,
donc convexes, et que la fonction objectif et les contraintes f˜i, pour i ∈ {0, ..., n}, sont des
fonctions log-sum-exp, qui sont convexes, souvent comparée à des softmax.
Le problème (2.16) ainsi obtenu est un problème d'optimisation convexe. Dans ce cas, tous
les minima locaux sont des minima globaux. On peut donc facilement retrouver la solution
globale de (2.14) en appliquant le changement de variable approprié.
La forme de ces problèmes est proche de (2.1). En eﬀet, toutes les fonctions de notre problème,
linéaires ou bilinéaires, ont des coeﬃcients positifs et sont donc des posynômes. Ainsi, nous
pouvons réécrire (2.1) sous la forme
⎧⎨⎩
min
x
f0(x)
s.à b 6 fi(x) 6 1, i = 1, ...,m,
hi(x) = 1, i = 1, ..., p.
(2.17)
où les fonctions fi, pour tout i ∈ {1, ...,m}, et hj, pour tout j ∈ {1, ..., p}, sont des posy-
nômes.
Il y a beaucoup de similitudes entre (2.17) et (2.14), mais deux diﬀérences apparaissent.
Dans (2.17), des contraintes d'inégalité de type "supérieur ou égal" et des contraintes d'éga-
lité déﬁnie par des posynômes et a coeﬁcients positifs sont présentes, ce qui nous empêche
d'appliquer cette méthode. Si le problème ne contenait que des contraintes de type "inférieur
ou égal", alors, nous pourrions facilement appliquer cette approche, et notre conjecture serait
vériﬁée.
2.2.3 Analyse d'un exemple de dimension réduite
Dans cette section, nous prouvons la conjecture 2.1 sur un exemple de très petite dimen-
sion ayant les mêmes caractéristiques que le problème de diète porcine, à savoir un objectif
bilinéaire et des contraintes bilinéaires. Malgré sa petite taille, il comporte l'essentiel des
diﬃcultés.
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Considérons le problème suivant :⎧⎪⎪⎪⎨⎪⎪⎪⎩
max
x,y
xy
s.à 0 6 x 6 1,
0 6 y 6 1,
x+ by + cxy 6 d,
(2.18)
avec b > 0 et c, d > 0 On supposera de plus que 1 + b+ c > d. Ainsi, le point (1,1) n'est pas
réalisable pour ce problème.
Théorème 5 Toute solution locale du problème (2.18) est une solution globale.
Preuve. Notons dans un premier temps que les points (0, 0), (0, y) et (x, 0) ne sont pas des
maxima locaux, car la valeur objectif est alors nulle et si x = y = ε suﬃsamment petit, alors
xy = ε2 > 0 et (x, y) est réalisable. Les variables x et y ne peuvent ainsi pas être nulles et
on a le problème suivant : ⎧⎪⎪⎨⎪⎪⎩
max xy
s.à 0 < x 6 1,
0 < y 6 1,
x+ by + cxy 6 d.
(2.19)
Le lagrangien associé est
L(x, y, µ, η, λ) = −xy + µ(x− 1) + η(y − 1) + λ(x+ by + cxy − d).
Les conditions d'optimalités de premier ordre sont données par les équations suivantes :
∇L(x, y, µ, η, λ) =
(−y + µ+ λ+ λcy
−x+ η + λb+ λcx
)
= 0, (2.20)
µ, η, λ > 0, (2.21)
µ(x− 1) = 0, (2.22)
η(y − 1) = 0, (2.23)
λ(x+ by + cxy − d) = 0. (2.24)
Nous allons diﬀérencier les cas pour identiﬁer toutes les solutions réalisables de (2.20)-(2.24).
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• Cas 1 : λ = 0 (impossible)
(2.20)⇐⇒
(−y + µ
−x+ η
)
= 0⇐⇒
{
y = µ
x = η
.
 Cas 1.1 : µ = 0 (équivalent par symétrie au cas η = 0)
On a alors y = 0. Par (2.23), on a η = 0 et donc x = 0.
Or, on a montré que le point (0,0) n'est pas une solution optimale du problème.
 Cas 1.2 : µ ̸= 0 (équivalent par symétrie au cas η ̸= 0)
On a alors par (2.22) x = 1. Par conséquent η = 1 et par (2.23) y = 1.
Or, on a supposé a+ b+ c > d, donc le point (1,1) n'est pas réalisable.
• Cas 2 : λ ̸= 0
(2.20)⇐⇒
{
y = −µ−λ
cλ−1
x = −η−λb
cλ−1
.
Comme y > 0 et µ, λ > 0, on a cλ− 1 6 0⇐⇒ c 6 1
λ
.
 Cas 2.1 : µ ̸= 0
En utilisant (2.22), on obtient x = 1, d'où on déduit
1 = x =
−η − λ
cλ− 1 ⇐⇒ η = 1− cλ− λb.
 Cas 2.1.1 : η ̸= 0
Par (2.23), on a y = 1. Or le point (1,1) n'est pas réalisable.
 Cas 2.1.2 : η = 0
On a alors λ = 1
b+c
et par (2.24),
1 + by + cy − d = 0,
⇐⇒y(b+ c) = d− 1,
⇐⇒y = d− 1
b+ c
.
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Cela est cohérent avec le fait que 1 + b+ c > 1.
 Cas 2.2 : µ = 0
Dans ce cas, on a y = −λ
cλ−1 =
1
c
(−1 + 1
1−λc
)
.
 Cas 2.2.1 : λ = 1− λc
Alors y = 1 et par (2.24), on a x+ b+ cx = d⇐⇒ x = d−b
c+1
.
 Cas 2.2.2 : λ ̸= 1− λc.
On a alors y ̸= 1 donc par (2.23), on a η = 0.
On en déduit x = −λb
cλ−1 = by.
Par (2.24), on a 2by+ bcy2− d = 0⇐⇒ cy2 + 2y− d
b
= 0, dont le déterminant
s'écrit ∆ = 4 + 4
(
cd
b
)
= 4
(
1 + cd
b
)
.
Par conséquent, les solutions de ce cas sont :
 y1 =
−2−2
√
1+ cd
b
2c
< 0, qui n'est pas réalisable,
 y2 =
−2+2
√
1+ cd
b
2c
= 1
c
(
−1 +
√
b+cd
b
)
.
Dans ce cas, on a 1
1+λc
=
√
b+cd
b
, d'où λ =
1−
√
b
b+cd
c
.
En conclusion, les solutions possibles pour ce problème sont
• (1, d−1
b+c
)
. Or, on a
y 6 1⇐⇒ d− 1
b+ c
6 1,
⇐⇒ d− 1 6 b+ c,
⇐⇒ d 6 1 + b+ c,
d'où la contradiction.
• (d−b
1+c
, 1
)
. De même que précédemment, on a
x 6 1⇐⇒ d− b
1 + c
6 1,
⇐⇒ d− b 6 1 + c,
⇐⇒ d 6 1 + b+ c,
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et la contradiction.
• ( bλ∗
1−cλ∗ ,
λ∗
1−cλ∗
)
avec λ∗ =
1−
√
b
b+cd
c
et µ∗ = η∗ = 0 est ﬁnalement la seule solution à ce
problème.
On a donc que (x∗, y∗) =
(
bλ∗
1−cλ∗ ,
λ∗
1−cλ∗
)
avec λ∗ =
1−
√
b
b+cd
c
est le seul point stationnaire de
ce problème.
Vériﬁons grâce aux conditions de second ordre que ce point est eﬀectivement un maximum.
Notons g1(x, y) = x − 1, g2(x, y) = y − 1 et g3(x, y) = x + by + cxy − d les contraintes du
problème (2.18) et Λ∗ = (µ∗, η∗, λ∗) les multiplicateurs associés. Soit I∗ = {i : gi(x∗, y∗) =
0}, Iˆ = {i ∈ I∗ : Λ∗i > 0} et I∗0 = I∗\Iˆ. Dans notre cas, en (x∗, y∗), on a I∗ = {3}, Iˆ = {3}
et I∗0 = ∅. Rappelons également que x∗ = by∗. Les conditions suﬃsantes d'optimalité de
second ordre sont, pour tout u = (u1, u2) ̸= 0
∇gIˆu = 0, (2.25)
∇gI∗0u 6 0, (2.26)
ut∇2L(x∗, y∗,Λ∗)u > 0. (2.27)
L'équation (2.25) nous donne
∇gIˆu = (1 + cy∗)u1 + (b+ cx∗)u2,
= (1 + cy∗)u1 + (b+ cby∗)u2,
= (1 + cy∗)(u1 + bu2).
Comme (1 + cy∗) > 0, on a que
(u1 + bu2) = 0⇐⇒ u1 = −bu2. (2.28)
De plus, u ̸= 0, donc on a que u1 ̸= 0 et u2 ̸= 0.
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L'équation (2.27) nous donne
ut∇2L(x∗, y∗,Λ∗)u = ut
(
0 −1 + λ∗c
−1 + λ∗c 0
)
u,
= 2u1u2(−1 + λ∗c),
= −2u1u2
√
b
b+ cd
,
> 0.
Comme
√
b
b+cd
> 0, on doit forcément avoir u1u2 < 0. Ce qui est le cas d'après (2.28).
Donc (x∗, y∗) =
(
bλ∗
1−cλ∗ ,
λ∗
1−cλ∗
)
avec λ∗ =
1−
√
b
b+cd
c
est un maximum.
On peut également remarquer que la fonction f(x, y) = xy est continue sur le domaine
D = {(x, y) : 0 6 x 6 1, 0 6 y 6 1, x + by + cxy 6 b} et que cet ensemble est un compact.
Ainsi, f atteint son maximum et son minimum sur cet ensemble. Le minimum de f est 0,
qui est atteint en (0, 0) et en tout point de la forme (x, 0) et (0, y).
Cela nous amène à énoncer le corollaire suivant :
Corollaire 1 La fonction f(x, y) = xy déﬁnie sur le domaine D = {(x, y) : 0 6 x 6 1, 0 6
y 6 1, x+by+cxy 6 b} possède un point stationnaire (x, y) = ( bλ
1−cλ ,
λ
1−cλ
)
avec λ =
1−
√
b
b+cd
c
qui est un maximum et une inﬁnité de minima atteints aux points de la forme (x, 0) ou (0, y).
2.2.4 Le problème de réalisabilité
Revenons maintenant au problème bilinéaire appliqué à l'industrie porcine (2.1).
Une manière de déterminer une solution dont le coût optimal est strictement inférieur à celui
de la solution locale connue consiste à utiliser les problèmes de réalisabilité.
Le but de ce genre de problème est de déterminer une solution dans l'ensemble réalisable
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sans tenir compte de la fonction objectif. Par exemple, considérons le problème{
min
x
f(x)
s.à x ∈ S. (2.29)
Soit x∗ un optimum local de ce problème. En résolvant le problème⎧⎨⎩
min
x
0
s.à x ∈ S,
f(x) 6 f(x∗)− ξ.
(2.30)
où ξ > 0, on cherche un point réalisable de S tel que la valeur de f en ce point soit strictement
inférieure à f(x∗). S'il existe une telle solution, alors le point x∗ n'est qu'une solution locale.
En appliquant cette méthode à notre problème avec ξ = 0.01 sur les instances 1 et 2, le solveur
Ipopt atteint son nombre maximum d'itérations sans avoir déterminé de point réalisable. Ce
résultat soutient notre conjecture, mais ne signiﬁe cependant pas que le problème n'a pas
de solution réalisable. En eﬀet, le solveur étant un solveur non linéaire, il ne garantit pas la
résolution globale du problème. Il faudrait pour cela utiliser des solveurs globaux.
2.2.5 Résolution avec des solveurs globaux
Une solution globale à un problème non convexe peut être déterminée par des solveurs
globaux tels que Couenne ou BARON. Comme nous le précisions précédemment, des solveurs
non linéaires tels que Ipopt ou Knitro ne garantissent que des solutions locales.
Comme nous pouvons le constater avec le tableau 2.1, ni Couenne, ni BARON n'est capable
de déterminer une solution globale optimale au problème (2.1) lorsque |J | = 111, et atteint
la limite de temps de calcul ﬁxée à 8 heures.
En réduisant considérablement la taille du problème (|J | = 2, 3 ou 4), plutôt que d'utiliser
l'instance complète, Couenne n'est toujours pas capable de résoudre ces problèmes globa-
lement, alors que BARON calcule une solution globale optimale pour |J | = 2 et |J | = 3.
Aucun de ces solveurs n'est capable de gérer un problème de taille plus grande.
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|I| |J | Solveurs
Couenne BARON Ipopt
In
st
an
ce
1 16 2 N/A 1.02 1.02
16 3 N/A 1.54 1.54
16 4 N/A N/A 2.07
16 111 N/A N/A 96.23
In
st
an
ce
2 18 2 N/A 0.80 0.80
18 3 N/A 1.21 1.21
18 4 N/A N/A 1.62
18 111 N/A N/A 68.99
N/A : non disponible
Tableau 2.1  Comparaison de la valeur optimale de solveurs globaux (Couenne, BARON)
avec un solveur non linéaire (Ipopt).
On peut remarquer que la valeur de la solution globale optimale déterminée par BARON
pour |J | = 2 et |J | = 3 sont égales, pour les deux instances que nous étudions, aux valeurs
optimales de la solution locale déterminée par Ipopt.
Ainsi, ces résultats supportent notre conjecture car elle est vériﬁée pour des problèmes de
très petite taille.
2.2.6 Résolution du modèle "pooling"
Plusieurs méthodes de résolution pour les problèmes de pooling ont été développées [38]. Les
premières méthodes peuvent s'apparenter à des techniques d'optimisation linéaire successives
[12, 51, 74, 89]. Ces méthodes consistent à ﬁxer alternativement les variables x et y du
problème bilinéaire jusqu'à l'obtention d'un point ﬁxe. Cette méthode présente un défaut,
la solution dépend du point initial.
Des algorithmes utilisant la décomposition de Benders convergent vers l'optimum global et
ont également été présentés [3]. Ces méthodes consistent à résoudre successivement un sous-
problème et un problème maître. Ce dernier est souvent plus simple que le problème initial,
mais ne fournit qu'une relaxation, et c'est au sous problème de générer des coupes valides
jusqu'à l'obtention d'un problème équivalent au problème initial. Cette méthode a également
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un inconvénient. Le problème maître étant souvent résolu par des méthodes de Branch and
Bounds, il ne doit pas être de trop grande dimension.
Des techniques de relaxation ont également été introduites par McCormick dont nous verrons
les détails en section 3.4.1.
Plus récemment, les techniques de Branch and Bounds ont été développées [40, 88] menant
à l'élaboration du solveur BARON [87, 97], un solveur global d'optimisation. Ces méthodes
ne sont cependant pas eﬃcaces pour des problèmes de grande dimension tels que le nôtre.
Une étude en rapport avec la fabrication d'aliments [84] présente également un algorithme
de Branch and Bound amélioré, mais ne converge pas toujours vers un optimum global dans
un temps raisonnable.
Nous avons présenté, dans la section 2.1.4, deux formulations diﬀérentes pour un problème
de pooling. Ces deux formulations sont équivalentes, mais peuvent être gérées de manières
diﬀérentes par les solveurs d'optimisation. Les algorithmes de Branch and Bound étant déjà
utilisés dans la section 2.1, nous ne présentons que la résolution numérique de la formulation
sous forme de problème de pooling avec le solveur non linéaire Ipopt.
En modélisant notre problème de ces deux façons et en les résolvant, on constate que la
p-formulation et la q-formulation retournent exactement la même solution, identique à celle
que nous connaissions déjà, et cela pour chacune des deux instances typiques que nous
considérons. Ces valeurs optimales sont de 96.23 pour l'instance 1 et de 68.99 pour l'instance
2.
Encore une fois, ces résultats soutiennent notre conjecture.
Conclusion
Le problème bilinéaire appliqué aux données de l'industrie porcine est un problème fortement
NP-diﬃcile. Nous pouvons le prouver en utilisant le problème de pooling.
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Une solution de ce problème peut être calculée grâce à des solveurs non linéaires. Pour les
deux instances que nous avons considérées, lorsqu'on résout le problème bilinéaire avec 20,000
points de départ aléatoires, la solution calculée est toujours la même. Cela nous a amené
à énoncer la conjecture que toute solution locale de ce problème est une solution globale.
Un exemple simple ayant les mêmes propriétés que nos instances permet de conﬁrmer cette
conjecture.
Le problème de réalisabilité associé et qui cherche une solution réalisable ayant un coût plus
faible que la solution locale, ne converge pas, ce qui corrobore la conjecture. De plus, les
solveurs globaux ne sont pas capables de calculer une solution pour le problème de pleine
taille. En revanche, la solution calculée pour des problèmes de plus petite taille est cependant
de valeur optimale égale à la solution locale.
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CHAPITRE 3
Analyse par relaxation
Les méthodes usuelles de recherche d'optimum global présentées dans le chapitre 2 ne fonc-
tionnent pas sur notre problème à cause de sa dimension. Nous devons donc utiliser d'autres
approches. Dans ce chapitre, nous allons nous concentrer sur des techniques de relaxation.
Ces approches nous permettent d'obtenir une borne inférieure à la valeur globale optimale.
Dans toutes les expériences numériques que nous avons réalisées, nous avons utilisé le solveur
Ipopt.
3.1 Approche par pénalisation
La première approche que nous présentons consiste à pénaliser les termes bilinéaires des
contraintes dans la fonction objectif car l'essentiel des méthodes existantes ne présente pas
de contraintes bilinéaires.
Considérons le problème bilinéaire général suivant :{
min
x,y
f(x, y)
s.à g(x, y) 6 0,
(3.1)
où f et g sont des fonctions bilinéaires.
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ξ f(x∗) + ξ∥z∗ − x∗∥2 f(x∗) ∥x∗ − x∗ipopt∥2 d(x∗, S)
In
st
an
ce
1
0,1 2.19 6.90e-05 612.91 8282.84
1 21.93 4.55e-07 612.11 8282.84
10 78.64 66.02 38.11 1848.93
100 90.48 88.68 4.30 230.42
1 000 93.86 92.90 4.26 69.19
10 000 95.23 94.92 0.29 15.52
100 000 95.89 95.58 0.59 3.84
1 000 000 96.19 96.15 0.04 0.48
10 000 000 96.23 96.22 0.004 0.09
100 000 000 N/A N/A N/A N/A
In
st
an
ce
2
0,1 1.90 1.40e-05 769.21 8282.84
1 19.00 1.01e-06 767.26 8282.84
10 57.47 50.43 102.52 1383.02
100 64.63 63.15 5.78 245.50
1 000 67.68 66.91 0.35 75.85
10 000 68.68 68.49 0.06 8.88
100 000 68.91 68.86 0.008 1.29
1 000 000 68.98 68.97 0.02 0.25
10 000 000 68.99 68.98 8.20e-05 0.05
100 000 000 N/A N/A N/A N/A
Tableau 3.1  Valeurs optimales du problème pénalisé et du problème initial, distance à
la solution locale x∗ipopt et distance à l'ensemble réalisable du problème initial (d(x
∗, S) =
∥max(0, g˜(x, y, z)∥).
Nous introduisons alors une nouvelle variable z et nous remplaçons tous les termes bilinéaires
de la forme xy par z. Nous pénalisons ensuite la distance entre z et xy dans l'objectif. Nous
considérons donc maintenant le problème suivant{
min
x,y,z
f(x, y) +
∑
i∈I
∑
j∈J
ξ∥zij − xiyj∥2
s.à g˜(x, y, z) 6 0.
(3.2)
où g˜ est une fonction linéaire.
Plus ξ est grand, plus la solution de (3.2) sera proche de la solution du problème original
(3.1).
Nous appliquons donc cette approche aux deux instances de notre problème d'alimentation
porcine. Le tableau 3.1 regroupe les résultats. La troisième colonne de ce tableau présente
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le coût de l'alimentation sans la pénalisation. On peut constater que cette valeur augmente
jusqu'à atteindre une valeur proche de celles obtenues aux minima locaux (96.23 pour l'ins-
tance 1 et 68.99 pour l'instance 2). Lorsque ξ est grand, par exemple 108, le solveur atteint le
maximum d'itérations autorisé, ﬁxé à 5000 et le point obtenu à la dernière itération retourne
une valeur largement supérieure à celle en xipopt. Pour les autres valeurs de ξ, on peut voir que
la solution du problème pénalisé est très proche de la solution du problème initial (colonne
4), avec une distance de 4× 10−3 et 8.2× 10−5 pour les instances 1 et 2 respectivement, en
utilisant ξ = 107, mais reste non réalisable pour le problème initial. En eﬀet, la distance à
l'ensemble réalisable du problème initial (colonne 5) reste non nulle.
Nous pouvons remarquer que le problème (3.2) est un problème à objectif bilinéaire et à
contraintes linéaires, semblable à (2.2). Les algorithmes développés pour résoudre ces pro-
blèmes sont, pour la plupart, des algorithmes de Branch and Bound et ne sont eﬃcaces que
sur des problèmes de petite taille, généralement une dizaine de variables et contraintes au
maximum. Notre problème ayant plus de 250 variables et 2700 contraintes, nous ne pouvons
pas appliquer ces méthodes pour résoudre ce problème.
Ces résultats soutiennent également notre conjecture.
3.2 Approche par discrétisation
Dans le problème bilinéaire initial (2.1), toutes les variables étaient considérées comme conti-
nues. Nous allons voir dans cette section qu'en discrétisant une des variables apparaissant
dans les termes bilinéaires, nous obtenons un problème linéaire mixte en nombres entiers.
Cette section a été inspirée par [83].
3.2.1 Vers un problème linéaire mixte en nombres entiers
Soient 0 6 xi 6 uxi et 0 6 yj 6 uyj deux variables impliquées dans un terme bilinéaire xiyj.
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On discrétise alors en base 2 une de ces deux variables, par exemple yi, de la manière suivante
yi = uyi
K∑
k=0
2−kαjk, (3.3)
où αjk ∈ {0, 1} est une variable binaire et K est le taux d'échantillonnage. En utilisant (3.3),
les termes bilinéaires s'écrivent
xiyj = xiuyj
(
K∑
k=0
2−kαjk
)
= uyj
K∑
k=0
2−kαjkxi. (3.4)
On peut voir de (3.4) que, pour le moment, ce terme est toujours bilinéaire. Cependant, en
introduisant une nouvelle variable xijk telle que
xijk =
{
0 si αjk = 0,
xi si αjk = 1.
(3.5)
Un terme bilinéaire s'écrit maintenant
xiyj = uyj
K∑
k=0
2−kxijk, (3.6)
qui est linéaire en xijk.
Une telle variable est déﬁnie grâce à quatre équations :
xijk > 0, (3.7)
xijk − xi 6 0, (3.8)
−xijk + xi − uxi(1− αjk) 6 0, (3.9)
xijk − uxiαjk 6 0. (3.10)
En remplaçant chaque terme bilinéaire de (2.1) par une nouvelle variable déﬁnie par les
équations (3.7) - (3.10), le problème devient alors un problème linéaire mixte en nombres
entiers (MILP).
59
Cette approche appliquée au modèle (2.1) donne le modèle suivant :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
x1,x2,y1,y2,x1,x2,α,β
∑
i∈I
∑
j∈J
∑
k∈K q
0
i 2
−k (uy1x1ijk + uy2x2ijk)
s.à dpj 6
∑
i∈I
∑
k∈K
2−kqpi
(
uy1x
1
ijk + uy2x
2
ijk
)
6 dpj , ∀p ∈ P, ∀j ∈ J,
b 6 A
⎛⎜⎜⎝
x1
x2
y1
y2
⎞⎟⎟⎠ 6 b,
0 6
⎛⎜⎜⎝
x1
x2
y1
y2
⎞⎟⎟⎠ 6
⎛⎜⎜⎝
ux1
ux2
uy1
uy2
⎞⎟⎟⎠ ,
x1ijk > 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
x1ijk − x1i 6 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
−x1ijk + x1i − ux1(1− αjk) 6 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
x1ijk − ux1αjk 6 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
x2ijk > 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
x2ijk − x2i 6 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
−x2ijk + x2i − ux2(1− βjk) 6 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
x2ijk − ux2αjk 6 0, ∀i ∈ I,∀j ∈ J,∀k ∈ K,
αjk, βjk ∈ {0, 1}, ∀j ∈ J,∀k ∈ K.
(3.11)
Ce problème peut être résolu globalement par des solveurs linéaires mixtes en nombres
entiers. La solution obtenue sera une solution approchée de la solution du problème continu
(2.1).
Nous avons réalisé cette implémentation en AMPL et nous avons utilisé le solveur CPLEX
12.6 pour le résoudre.
Aﬁn de tester cette méthode, nous avons commencé par résoudre des problèmes de petite
dimension en prenant |J | = 2 et |K| = 4, tandis que |I| et |P | restent inchangés. Nous avons
ensuite augmenté progressivement la valeur de |J |. Le tableau 3.2 regroupe les résultats pour
des valeurs de |J | allant de 2 à 7 pour chacune des instances typiques.
On peut remarquer que les valeurs optimales de (2.1) et (3.11) sont identiques quelque soit la
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|J | problème (2.1) problème (3.11)
obj. value CPU time obj. value CPU time
In
st
an
ce
1
2 1.02 0.162931 1.02 5.63164
3 1.54 0.122153 1.54 79.3265
4 2.07 0.437493 2.07 714.843
5 2.61 0.180731 2.61 3,832.76
6 3.16 0.339369 3.16 30,988.7
7 3.71 0.478266 3.71 433,168
In
st
an
ce
2
2 0.80 0.180719 0.80 4.06898
3 1.21 0.330983 1.21 52.966
4 1.62 0.171164 1.62 286.031
5 2.04 0.433399 2.04 2,079.33
6 2.47 0.389787 2.47 11,210.5
7 2.90 0.706067 2.90 278,021
Tableau 3.2  Valeur optimale du problème bilinéaire solveur Ipopt) et du modèle discrétisé
(solveur CPLEX) ainsi que le temps CPU (en seconde).
taille du problème. Cependant, si on regarde le temps de résolution de CPLEX pour résoudre
(3.11), on remarque sa croissance exponentielle. Ce temps est décuplé à chaque fois que |J |
est augmenté de 1.
Dans le problème initial, |J | = 111. Ainsi, il faudrait environ 10100 ans pour résoudre le
problème discrétisé en entier. Utiliser l'approche discrète semblait une bonne idée de prime
abord, mais la dimension de notre problème et les algorithmes de Branch and Bound utilisés
pour résoudre les MILPs ne sont pas adaptés à notre cas.
Les algorithmes de Branch and Bound calculent successivement des bornes inférieures et
supérieures à la solution globale du problème. Après 30 minutes de calcul sur le problème
entier (instances 1 et 2), la borne inférieure déterminée par CPLEX était toujours inférieure
à celle que nous connaissions déjà et ne l'améliore donc pas.
Le même comportement est à noter lorsque les variables x1 et x2 sont discrétisées à la place
de y1 et y2, mais nous ne présentons pas les résultats ici.
Cette approche nous montre que, pour des problèmes de taille réduite, la conjecture est
vériﬁée. Elle la soutient donc pour le problème entier.
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3.2.2 Relaxation continue du MILP
La relaxation continue d'un problème discret fournit une borne inférieure à la solution dis-
crète. En appliquant cette relaxation à un problème linéaire mixte en nombres entiers, nous
obtenons un problème linéaire avec des variables continues, facilement résoluble et nous
sommes assurés d'obtenir un minimum global de ce problème. Nous réalisons cette relaxa-
tion sur le problème (3.11).
Après résolution, la solution optimale de ce problème est de 94.18 pour l'instance 1 et de 66.16
pour l'instance 2. Ces valeurs sont inférieures aux bornes inférieures que nous connaissions
déjà et qui étaient de 94.84 et 67.23 respectivement.
3.3 Relaxation lagrangienne
La relaxation lagrangienne d'un problème permet également d'obtenir une borne inférieure
au problème initial.
De manière générale, soit ⎧⎨⎩
min
x
f(x)
s.à g(x) 6 0,
x ∈ S,
(3.12)
un problème d'optimisation. Le lagrangien de ce problème est déﬁni par
L(x, λ) = f(x) + λtg(x). (3.13)
Ainsi, la fonction duale de (3.12) est donnée par
h(λ) = inf
x∈S
L(x, λ). (3.14)
Nous nous intéressons dans cette section au saut de dualité, c'est-à-dire la diﬀérence entre
la valeur optimale duale et la valeur optimale primale. Si ce saut est nul, cela signiﬁe que
la solution primale est une solution globale. Sinon, on étudiera la valeur duale. Si elle est
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supérieure à la borne inférieure que nous connaissons déjà, et donc l'améliore, cela nous
donnera des informations sur la solution globale optimale du problème initial.
Pour rappel, les bornes inférieures de nos instances sont données par le problème (1.14).
3.3.1 Algorithme du sous-gradient
Soit λ∗ et x∗ les optimum dual et primal, nous savons que h(λ∗) = max
λ
h(λ) 6 f(x∗), mais
cette valeur peut être diﬃcile à calculer. Nous utilisons donc un algorithme de sous-gradient
pour calculer une valeur approchée de L(λ∗). L'algorithme est décrit ci-dessous.
Algorithme 1: Algorithme du sous-gradient
Soit λ0, N > 0;
for k = 0 :N do
Calculer x∗k ∈ argmin
x
L(x, λk);
Soit g(x∗k) un sous-gradient de L(x
∗
k, λk);
Évaluer le pas αk;
λk+1 = λk + αkg(x
∗
k);
Plusieurs stratégies peuvent être considérées pour mettre à jour le pas αk. Nous en avons
utilisé trois diﬀérentes :
 un pas ﬁxe, dans notre cas, αk = 1,
 pas décroissant non sommable, qui satisfait αk > 0, lim
k→∞
αk = 0 et
∞∑
k=1
αk = ∞, dans
notre cas αk = 1/k,
 un pas dynamique, donnée par αk =
L(xk,λ)−Levalk
∥g(x∗k)∥
, où Levalk est un estimé de la valeur
optimale L(λ∗). Nous avons également calculé Llevk de deux manières diﬀérentes, soit
Levalk = max
06i6k
L(x∗i , λi), δ > 0, soit L
eval
k = f(x
∗), quand la solution du problème
primal est connue.
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3.3.2 Relaxation lagrangienne du MILP
Nous considérons ici la relaxation lagrangienne du MILP dans laquelle toutes les contraintes
diﬃciles ont été relaxées. Nous réalisons toutes les stratégies présentées précédemment avec
les paramètres λ0 = 0, N = 150 et δ = 1 si nécessaires. La valeur maximale de la fonction
duale que nous avons obtenue est de 70.87 pour l'instance 1 et 48.96 pour l'instance 2, soit
des valeurs très inférieures aux bornes inférieures que nous connaissons.
Une discrétisation du problème (1.14) peut être réalisée, basée sur l'approche présentée
dans la section 3.2. Sa valeur optimale peut être obtenue facilement car, contrairement au
problème (3.11), ce problème est séparable en |J | petits problèmes. Les valeurs optimales
de ce problème sont de 95.14 pour l'instance 1 et de 67.71 pour l'instance 2. Elles peuvent
être considérées comme des bornes inférieures du problème (3.11). Quelle que soit l'instance
considérée, l'algorithme de sous-gradient appliqué au problème discret ne fournit pas de
meilleurs résultats.
3.3.3 Relaxation lagrangienne du problème bilinéaire
Nous appliquons également l'approche de relaxation lagrangienne au problème continu. Nous
relaxons toutes les contraintes bilinéaires.
Dans un premier temps, nous résolvons le problème primal en utilisant le solveur Ipopt et
nous obtenons une solution locale x∗0. Soient λ
∗
0 les multiplicateurs de Lagrange associés à
x∗0.
Comparons f(x∗0) et h(λ
∗
0). Pour l'instance 1, nous obtenons les valeursf(x
∗
0) = 96.23 et
h(λ∗0) = 54.26 respectivement. Le saut de dualité est alors de 41.97. Nous constatons le
même comportement pour l'instance 2 avec f(x∗0) = 68.99 et h(λ
∗
0) = 24.66. Le saut de
dualité pour cette instance est de 44.33.
Le but de l'algorithme de sous-gradient est de réduire ce saut de dualité. Nous l'appliquons
avec λ0 = λ∗0, N = 50000 et δ = max(1/k, 10
−4) si nécessaire. La meilleure valeur de fonction
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borne inf.
f(x∗0) max06k6N
L(x∗k, λk)
of f
In
st
an
ce
1
MILP 95.18 N/A 70.87
Continu 94.84 96.23 78.43
In
st
an
ce
2
MILP 67.71 N/A 48.96
Continu 67.23 68.99 46.64
Tableau 3.3  Résumé des diﬀérents résultats de relaxation lagrangienne.
duale que nous obtenons, toutes stratégies confondues, est de 78.43 pour l'instance 1, soit
un saut de dualité de 17.8, et de 46.64 pour l'instance 2, soit un saut de dualité de 22.35.
Dans les deux cas, ces valeurs sont inférieures à la valeur optimale de (1.14) qui est la borne
inférieure que nous connaissons.
Aﬁn de simpliﬁer la lecture, nous avons regroupé dans le tableau 3.3 les diﬀérentes bornes
inférieures et supérieures que nous connaissons et les meilleures valeurs de la relaxation, pour
les problèmes MILP ou continu et pour chacune des instances.
3.4 Relaxations convexes
Cette section sera consacrée à la présentation de trois relaxations convexes que nous avons
utilisées pour obtenir une borne inférieure à la solution optimale du problème bilinéaire
(2.1). Nous présentons la relaxation de McCormick, la relaxation de Tawarmalani et al. et
la relaxation semi-déﬁnie positive.
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Figure 3.1  Représentation graphique de l'enveloppe de McCormick pour un terme bilinéaire.
3.4.1 Relaxation convexe de McCormick
La première relaxation convexe que nous introduisons est également la plus connue et est
largement utilisée en optimisation. McCormick [67] l'a introduite en 1976. Elle fournit une
relaxation linéaire du problème initial en utilisant uniquement les variables bornées. Elle
fournit deux sous-estimateurs et deux sur-estimateurs de chaque terme bilinéaire (Figure
3.1).
Le principe est le suivant. Soit xi et yj deux variables apparaissant dans un terme bilinéaire
et telle que
lxi 6 xi 6 uxi , (3.15)
lyj 6 yj 6 uyj . (3.16)
Des inégalités précédentes, nous pouvons déduire les quatre équations suivantes déﬁnissant
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les deux sous-estimateurs et les deux sur-estimateurs :
⎧⎪⎪⎨⎪⎪⎩
(xi − lxi)(yj − lyj) > 0,
(xi − lxi)(uyj − yj) > 0,
(uxi − xi)(yj − lyj) > 0,
(uxi − xi)(uyj − yj) > 0,
(3.17)
⇐⇒
⎧⎪⎪⎨⎪⎪⎩
xiyj − xilyj − yjlxi + lxilyj > 0,
xiuyj − xiyj − lxiuyj + yjlxi > 0,
yjuxi − uxilyj − xiyj + xilyj > 0,
uxiuyj − yjuxi − xiuyj + xiyj > 0.
(3.18)
Introduisons maintenant une nouvelle variable zij telle que zij = xiyj. On remplace ensuite
dans le système (3.18) chaque terme bilinéaire par zij, ce qui nous donne
⎧⎪⎪⎨⎪⎪⎩
zij − xilyj − yjlxi + lxilyj > 0,
xiuyj − zij − lxiuyj + yjlxi > 0,
yjuxi − uxilyj − zij + xilyj > 0,
uxiuyj − yjuxi − xiuyj + zij > 0.
(3.19)
Le système (3.19) est alors linéaire en fonction des variables xi, yj et zij.
Ainsi, une relaxation linéaire et convexe du problème (2.1) peut être fournie en remplaçant
chaque terme bilinéaire xiyj par une nouvelle variable zij et en ajoutant aux contraintes les
quatre équations du système (3.19) pour chaque nouvelle variable.
Dans le problème (2.1), les termes bilinéaires apparaissent sous la forme xtiytj, i ∈ I, j ∈ J et
t ∈ {1, 2}. Les variables x1 et x2 ne sont jamais simultanément dans le même terme bilinéaire,
tout comme y2 et y2, x1 et y2, et x2 et y1.
Posons x1ij = x1iy1j et x2ij = x2iy2j. En appliquant la relaxation de McCormick au problème
(2.1), nous obtenons le modèle suivant
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(PMC)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
x,y
∑
i∈I
∑
j∈J
q0i (x1ij + x2ij)
s.à dpj 6
∑
i∈I
qpi (x1ij + x2ij) 6 d
p
j , ∀p ∈ P, ∀j ∈ J,∑
i∈I
x1ij = y1j, ∀j ∈ J,∑
i∈I
x2ij = y2j, ∀j ∈ J,∑
i∈I
x1ij + x2ij 6 Xmaxj , ∀j ∈ J
0 6 x1 6 ux,
0 6 x2 6 ux,
0 6 y1 6 uy,
0 6 y2 6 uy,
x1ij > 0, ∀i ∈ I,∀j ∈ J,
uyjx1i − x1ij > 0, ∀i ∈ I,∀j ∈ J,
uxiy1j − x1ij > 0, ∀i ∈ I,∀j ∈ J,
uxiuyj − uxiy1j − uyjx1i + x1ij > 0, ∀i ∈ I,∀j ∈ J,
x2ij > 0, ∀i ∈ I,∀j ∈ J,
uyjx2i − x2ij > 0, ∀i ∈ I,∀j ∈ J,
uxiy2j − x2ij > 0, ∀i ∈ I,∀j ∈ J,
uxiuyj − uxiy2j − uyjx2i + x2ij > 0, ∀i ∈ I,∀j ∈ J.
(3.20)
(3.21)
(3.22)
(3.23)
(3.24)
(3.25)
(3.26)
(3.27)
(3.28)
(3.29)
(3.30)
(3.31)
(3.32)
(3.33)
(3.34)
(3.35)
(3.36)
Nous remarquons alors que ce problème est linéaire et peut ainsi être facilement résolu par
n'importe quel solveur linéaire. Nous utilisons CPLEX et la modélisation a été réalisée en
AMPL.
La valeur optimale de ce problème est inférieure à la borne inférieure déjà connue, pour
chacune des instances que nous considérons. Cependant, nous pouvons améliorer ce modèle
en ajoutant des inégalités valides.
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Les contraintes
y1j + y2j 6 wj, ∀j ∈ J, (3.37)∑
i∈I
x1i = 1, (3.38)∑
i∈I
x2i = 1, (3.39)
apparaissent dans le problème initial (2.1) en tant que contraintes linéaires. En multipliant
(3.38) par y1j et (3.39) par y2j, nous obtenons les équations suivantes∑
i∈I
x1iy1j = y1j, (3.40)∑
i∈I
x2iy2j = y2j. (3.41)
On utilise alors la substitution x1ij = x1iy1j et x2ij = x2iy2j et on obtient∑
i∈I
x1ij = y1j, (3.42)∑
i∈I
x2ij = y2j. (3.43)
Ainsi, en utilisant (3.42) et (3.43) pour remplacer les variables y1j et y2j de (3.37), on a :
y1j + y2j =
∑
i∈I
x1ij + x2ij 6 wj. (3.44)
Les équations (3.42), (3.43) et (3.44) ne sont que des inégalités valides et ne modiﬁent en
rien l'ensemble réalisable du problème initial.
C'est eﬀectivement le cas et nous obtenons des valeurs optimales de 94.84 pour l'instance 1 et
67.23 pour l'instance 2. Remarquons alors que ces valeurs sont égales aux valeurs optimales
du modèle idéal (1.14) appliqué à chaque instance.
Cela tend à conﬁrmer notre conjecture.
Dans le cas de la diète porcine, nous avons la particularité que Wmax = uy. Nous a pouvons
énoncer le théorème suivant :
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Théorème 3.1 Soit x∗ = (x∗ij) une solution optimale de (Pideal). Soit (x1ij, x2ij) > 0 une
décomposition de x∗ij telle que x1ij 6 uxi
∑
i∈I
x1ij et x2ij 6 uxi
∑
i∈I
x2ij. Si, pour tout i ∈ I, il
existe x1i et x2i tels que
max
j∈J
x1ij
uyj
6 x1i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
, (3.45)
max
j∈J
x2ij
uyj
6 x2i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
, (3.46)
alors (x1ij, x2ij, x1, x2, y1, y2), avec y1j =
∑
i∈I
x1ij et y2j =
∑
i∈I
x2ij, est une solution de (PMC)
et on a que v∗ideal = v
∗
MC avec v
∗
ideal et v
∗
MC les valeurs optimales de (Pideal) et (PMC) respec-
tivement.
Preuve. Nous allons dans un premier temps montrer qu'une solution de (Pideal) vériﬁant les
hypothèses du théorème est un point réalisable de (PMC). Nous montrerons ensuite que de
toute solution de (PMC) nous pouvons extraire un point réalisable de (Pideal).
Rappelons que le problème idéal s'exprime de manière développée par le modèle suivant :
(Pideal)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
z
∑
i∈I
∑
j∈J
q0i zij
s.à dpj 6
∑
i∈I
qpi zij 6 d
p
j , ∀j ∈ J,∀p ∈ P,∑
i∈I
zij 6 uyj , ∀j ∈ J,
0 6 zij 6 uxi
∑
i∈I
zij, ∀j ∈ J.
(3.47)
(3.48)
(3.49)
(3.50)
Soit x∗ =
(
x∗ij
)
i∈I,j∈J une solution de (Pideal). Posons
x∗ij = x1ij + x2ij. (3.51)
Vériﬁons que les contraintes de (PMC) sont satisfaites.
 on a directement (3.21) par (3.48)
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 on a par (3.49)
∑
i∈I
x∗ij 6 uyj ,∑
i∈I
x1ij + x2ij 6 uyj ,
donc (3.24) est satisfaite.
 (3.29) et (3.33) sont vériﬁées par déﬁnition.
Posons y1j =
∑
i∈I
x1ij et y2j =
∑
i∈I
x2ij.
 (3.22) et (3.23) sont vériﬁées par déﬁnition
 les contraintes (3.27) et (3.28) sont vériﬁées. En eﬀet, on sait que (3.24) est satisfait
d'où
∑
i∈I
x1ij + x2ij 6 uyj ⇐⇒ y1j + y2j 6 uyj .
De plus par déﬁnition, on a que x1ij > 0 et x2ij > 0 d'où y1j =
∑
i∈I
x1ij > 0 et
y2j =
∑
i∈I
x2ij > 0.
 par déﬁnition de x1ij et x2ij on a directement que les contraintes (3.30) et (3.34) qui
sont vériﬁées.
Supposons donc maintenant qu'il existe x1i et x2i tels que
max
j∈J
x1ij
uyj
6 x1i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
, (3.52)
max
j∈J
x2ij
uyj
6 x2i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
. (3.53)
On a alors
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 (3.32) et (3.36) sont vériﬁées car
x1i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
⇐⇒ x1i 6
uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
,
⇐⇒ x1iuyj 6 uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij,
⇐⇒ (3.32),
et
x2i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
⇐⇒ x2i 6
uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
,
⇐⇒ x2iuyj 6 uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij,
⇐⇒ (3.36).
 (3.26) et (3.27) sont satisfaites. On a
x1i > max
j∈J
x1ij
uyj
> 0
et
x2i > max
j∈J
x2ij
uyj
> 0
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car x1ij, x2ij, uyj > 0. On a de plus
x1i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
,
6
uxiuyj − uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
,
6 uxi +
−uxi
(∑
i∈I
x1ij
)
+ x1ij
uyj
,
et
x2i 6 min
j∈J
uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
,
6
uxiuyj − uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
,
6 uxi +
−uxi
(∑
i∈I
x2ij
)
+ x2ij
uyj
.
Or, par déﬁnition, on a −uxi
(∑
i∈I
x1ij
)
+x1ij 6 0, −uxi
(∑
i∈I
x2ij
)
+x2ij 6 0 et uyj > 0
d'où x1i 6 uxi et x2i 6 uxi .
 (3.30) et (3.34) sont également satisfaites car
max
j∈J
x1ij
uyj
6 x1i,
⇐⇒x1ij
uyj
6 x1i,
⇐⇒(3.30),
et
max
j∈J
x2ij
uyj
6 x2i,
⇐⇒x2ij
uyj
6 x2i,
⇐⇒(3.34).
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Ainsi, les contraintes (3.21)(3.36) sont satisfaites. On a donc que (x1ij, x2ij, x1, x2, y1, y2) est
une solution réalisable de (PMC).
De plus, on a facilement que toute solution de (PMC) est une solution réalisable de (Pideal).
En eﬀet, soit (x∗1ij, x
∗
2ij, x
∗
1, x
∗
2, y
∗
1, y
∗
2) une solution de (PMC). Posons Xij = x
∗
1ij + x
∗
2ij. On a
alors
 (3.48) est satisfaite car
(3.21)⇐⇒ dpj 6
∑
i∈I
qpi
(
x∗1ij + x
∗
2ij
)
6 dpj ,
⇒ dpj 6
∑
i∈I
qpi (Xij) 6 d
p
j ,
⇒ (3.48).
 (3.49) est satisfaite car
(3.24)⇐⇒
∑
i∈I
x∗1ij + x
∗
2ij 6 uyj ,
⇒
∑
i∈I
Xij 6 uyj ,
⇒ (3.49).
 (3.50) est satisfaite car x∗1ij > 0 et x∗2ij > 0 d'où Xij = x∗1ij + x∗2ij > 0. De plus, par
(3.49), on a que
∑
i∈I
Xij 6 uyj donc Xij 6 uyj pour tout i ∈ I et pour tout j ∈ J .
On a ainsi que toute solution de (PMC) est un point réalisable de (Pideal).
Dans ce théorème, la décomposition x∗ij = x1ij + x2ij permet en réalité de se ramener à un
cas à deux mélanges. Les contraintes xtij 6 uxi
∑
i∈I
xtij pour tout t ∈ {1, 2} permettent de
s'assurer que la proportion maximale de chaque ingrédient du mélange est respectée.
Toutes les hypothèses du théorème 3.1 sont satisfaites pour nos deux instances.
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3.4.2 Relaxation convexe de Tawarmalani et al.
Plus récemment, Tawarmalani et al. [96] énoncèrent un nouveau résultat à propos de l'enve-
loppe convexe d'un ensemble bilinéaire.
Théorème 6 Soit B =
{
(x, y) ∈ Rn+ × Rn+|
n∑
i=1
(aixiyi + bixi + ciyi) > r
}
, où, pour chaque
i ∈ {1, ..., n}, ai, bi et ci sont non négatifs et r est positif. Soit
ηi(xi, yi) =
1
2
(
bixi + ciyi +
√
(bixi + ciyi)2 + 4airxiyi
)
.
Alors, l'enveloppe convexe de B est donnée par
conv(B) =
{
(x, y) ∈ Rn+ × Rn+|
n∑
i=1
ηi(xi, yi) > r
}
.
Pour la preuve de ce théorème, nous avons besoins de diﬀérentes déﬁnitions et propriétés.
Nous les introduisons ici aﬁn de rendre la preuve plus lisible.
Déﬁnition 3.2 Soit Si ⊆ S, pour i ∈ N = {1, ..., n}. On dit que S a une propriété
d'extension convexe pour les ensembles disjoints Si si pour tout z = (z1, ..., zi, ..., zn) ∈ Si
alors zj = 0 pour tout j ̸= i et si chaque point z ∈ S peut s'exprimer comme une combinaison
convexe de points ξi ∈ cl conv(Si) et d'une combinaison de rayon ψi ∈ C∞(cl conv(Si)), où
C∞(S) est le cône de récession de S. En d'autres termes, ∀i ∈ I ⊆ N , il existe λi > 0 et
µi > 0 qui satisfont
∑
i∈I
λi = 1 et tels que
z =
∑
i∈I
λiξi +
∑
i∈I
µiψi. (3.54)
Déﬁnition 3.3 Nous dénotons par L (i, zi, ui) le vecteur (0, ..., 0, zi, 0, ..., 0; 0, ..., 0, ui, 0, ..., 0)
et L (i, (zi, ui)) le vecteur (0, 0..., 0, 0, zi, ui, 0, 0, ..., 0, 0).
Déﬁnition 3.4 Une fonction f : Rn ↦→ [−∞,∞] est dite positivement homogène si pour
tout z ∈ Rn et pour tout λ > 0, f(λz) = λf(z).
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Nous avons également la proposition suivante dont la preuve se trouve dans [96, corollaire
2] :
Proposition 1 Soit g(z1, ..., zn) : R
∑n
i=1 di ↦→ R, où zi ∈ Rdi et l'ensemble
G =
{
z ∈ R∑ni=1 di⏐⏐ g(z1, ..., zn) > r}, avec r > 0. Soit Gi = G ∩ {L(i, zi) ⏐⏐zi ∈ Rdi } et
gi(zi) = g(L(i, zi)). Si
(A1) g(z) 6
∑n
i=1 gi(zi),
(A2) ∀i, gi(0) = 0 and ∀λ ∈ (0, 1], λg( ziλ > gi(zi),
(A3) ∀i, gi(zi) 6 0 implique que L(i, zi) ∈ C∞(cl conv Gi),
sont satisfaites alors (3.54) est satisfaite pour l'ensemble G.
Soit edi ∈ R
∑n
j=1 dj tel que la composante d'indice d+
∑
j<i dj est un et le reste zéro. Supposons
que pour tout i conv(Gi) est fermé. Supposons également qu'il existe γ tel que pour tout
γ′ > γ, i ∈ N, d ∈ {1, ..., di} et z > 0, on a que g(z+ γ′edi ) > g(z). Alors conv(G) est fermé.
Proposition 2 Soit Q = {(x, y) ∈ R2+|axy+bx+c > r} où a, b et c sont non négatifs et r est
positif. Alors Q admet une description convexe (ensemble supérieur d'une fonction concave)
qui utilise des fonctions homogènes positives. En particulier Q = {(x, y) ∈ R2+|η(x, y) > r}
avec η(x, y) = 1
2
(
bx+ cy +
√
(bx+ cy)2 + 4arxy
)
.
Preuve. Nous pouvons supposer sans perte de généralité que c > b et ainsi supposer
que a ou c est non nul. Ainsi, pour tout (x, y) ∈ Q, on a que ax + c > 0. Ainsi, Q ={
(x, y) ∈ R2+|y = r−bxax+c
}
. Vériﬁons que f(x) = r−bx
ax+c
est convexe. On a en eﬀet que f ′(x) =
ar+bc
(ax+c)2
et donc f ′′(x) = 2a(ar+bc
(ax+c)3
et f ′′(x) > 0 pour tout x > 0. Q s'exprime alors comme
l'intersection de l'épigraphe d'une fonction convexe avec l'orthant positif. Il est donc convexe.
L'inégalité déﬁnissant Q n'est pas positivement homogène. Dans un premier temps, nous
homogénéisons cette fonction grâce à l'ajout d'une nouvelle variable h > 0. Nous obtenons
ainsi axy
h
+ bx+ cy > rh, ou encore, puisque h > 0,
axy + bxh+ cyh > rh2. (3.55)
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Notons Q′ = {(x, y, 1)|(x, y) ∈ Q}. L'équation (3.55) déﬁnit le plus petit cône convexe conte-
nant Q′ si h > 0. De plus, si (x, y, h) satisfait (3.55) pour un h > 0, alors, pour tout h′ ∈ [0, h],
(x, y, h′) la satisfait également. Ainsi,Q est la projection de {(x, y, h)|axy + bxh+ cyh > rh2, h > 1}
sur l'espace des variables (x, y). Pour que h satisfasse (3.55), on doit avoir
bx+ cy −√(bx+ cy)2 + 4arxy
2r
6 h 6 bx+ cy +
√
(bx+ cy)2 + 4arxy
2r
. (3.56)
En eﬀet,
(3.55)⇐⇒ 4raxy + 4r(bx+ cy) > 4r2h2,
⇐⇒ 4raxy + 4r(bx+ cy) + (bx+ cy)2 > 4r2h2 + (bx+ cy)2,
⇐⇒ 4raxy + (bx+ cy)2 > 4r2h2 + (bx+ cy)2 − 4r(bx+ cy),
⇐⇒ 4raxy + (bx+ cy)2 > (2rh− (bx+ cy))2 ,
⇐⇒ −
√
4raxy + (bx+ cy)2 6 2rh− (bx+ cy) 6
√
4raxy + (bx+ cy)2,
⇐⇒ (3.56).
Ces fonctions sont positivement homogènes. Comme f(x, y, h) =
bx+cy−
√
(bx+cy)2+4arxy
2r
n'est
pas positive, on a
Q =
{
(x, y) ∈ R2 + |η(x, y) = 1
2
(
bx+ cy +
√
(bx+ cy)2 + 4arxy
)
> r
}
.
Proposition 3 Si l'ensemble supérieur d'une fonction positivement homogène est convexe,
alors la fonction est concave tant qu'elle est positive. Plus précisément, siW = {(z, u)|t(z, u) >
1} est convexe et t(z, u) est positivement homogène, alors D = {(z, u)|t(z, u) > 0} est convexe
et t(z, u) est concave sur D.
Preuve. Si W est convexe, alors WK = {(λ, x)|λ > 0, x = λ(z, u), t(z, u) > 1} est le plus
petit cône convexe contenant {(1, x)|x ∈ W}. Comme t est positivement homogène, on a
que WK = {(λ, x)|λ > 0, t(x) > λ}. D est la projection de WK sur l'espace des x et est donc
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convexe. De plus, l'hypographe de t sur D est {(r, x)|r 6 t(x), x ∈ D} = {(r, x)|r 6 λ 6
t(x), λ > 0}, qui est convexe si WK est convexe, donc t est une fonction concave.
Déﬁnition 3.5 Nous dénotons par J,K et L les ensembles d'inégalités avec 1,0 et -1 comme
membre de droite respectivement.
Le théorème suivant ainsi que sa preuve se trouvent dans [96, Théorème 1] .
Théorème 7 Soient, pour tout i ∈ N = {1, ..., n}, Si ⊆ S ⊆ R
∑n
i=1 di,
C(tJ , vK , wL) =
{
(z, u)
⏐⏐tj(z, u) > 0,∀j ∈ J, vk(z, u) > 0,∀k ∈ J, wl(z, u) > 0,∀l ∈ L} ,
A =
{
(z, u)
⏐⏐tj(z, u) > 1,∀j ∈ J, vk(z, u) > −1,∀k ∈ J, wl(z, u) > 0,∀l ∈ L} ,
et pour tout z ∈ S, z = (z1, ..., zi, ..., zn) ou zi ∈ R
∑n
i=1 di. Supposons que
(B1) si (z1, ..., zi, ..., zn) ∈ Si alors zj = 0 pour tout j ̸= i,
(B2) conv(S) = conv(∪ni=1Si),
(B3) Il existe, pour i ∈ N , des fonctions positivement homogènes tjii , vkii et wlii pour
ji ∈ Ji, ki ∈ Ki et li ∈ Li telles que conv(Si) ⊆ projz(Ai) ⊆ cl(conv(Si)) où
Ai =
{
L(i, (zi, ui))
⏐⏐(zi, ui) ∈ A(tjii , vkii , wlii )} ,
(B4) projzCj où Ci =
{
L(i, (zi, ui))
⏐⏐(zi, ui) ∈ C(tJii , vkii, wlii )} est un sous-ensemble du
cône de récession de cl conv (
⋃n
i=1 Si).
Alors conv(S) ⊆ projzX ⊆ cl conv S avec
X =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(z, u)
⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
∑
i ∈ Ntjii (zi, ui) > 1 ∀(ji)i∈I ∈
∏
i∈N
Ji∑
i ∈ Ivkii (zi, ui) > −1 ∀I ⊆ N,∀(ki)i∈I ∈
∏
i∈I
Ki
tjii (zi, ui) + v
ki
i (zi, ui) > 0 ∀i ∈ N, ∀ji ∈ Ji,∀ki ∈ Ki
tjii (zi, ui) > 0 ∀i ∈ N, ∀ji ∈ Ji
wlii (zi, ui) > 0 ∀i ∈ N, ∀li ∈ Li
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(3.57)
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Proposition 4 ([96],Proposition 1 ) Soient tj : R
∑n
i=1 di × R∑ni=1 d′i ↦→ R pour j ∈ J ,
vk : R
∑n
i=1 di × R∑ni=1 d′i ↦→ R pour k ∈ K et wl : R∑ni=1 di × R∑ni=1 d′i ↦→ R pour l ∈ L. Soient,
pour tout i ∈ N = {1, ..., n}, Si ⊆ S ⊆ R
∑n
i=1 di et
C(tJ , vK , wL) =
{
(z, u)|tj(z, u) > 0,∀j ∈ J, vk(z, u) > 0,∀k ∈ J, wl(z, u) > 0,∀l ∈ L} .
Si pour tout i, ji ∈ Ji, ki ∈ Ki et li ∈ Li, les fonctions tjii , vkii et wlii sont concaves et positive-
ment homogènes et que les ensembles Si sont non vide, alors projzCi ⊆ C∞ (cl conv (
⋃n
i=1 Si))
avec Ci =
{
L(i, (zi, ui))
⏐⏐(zi, ui) ∈ C(tJii , vkii, wlii )} .
Preuve du théorème 6. Supposons, sans perte de généralité que pour chaque i, au moins
un des ai, bi ou ci est non nul. Soit zi = (xi, yi) et gi(zi) = aixiyi+ bixi+ cizi. On a alors que
B =
{
(x, y) ∈ Rn+ × Rn+
⏐⏐⏐⏐g(x, y) = n∑
i=1
gi(xi, yi) > r
}
. On a clairement que gi(0) = 0 et que
g(z) =
n∑
i=1
gi(zi), donc l'hypothèse (A1) est satisfaite.
De plus, pour tout 0 < λ 6 1, on a
λgi(
zi
λ
) = λ
(
ai
xi
λ
yi
λ
+ bi
xi
λ
+ ci
yi
λ
)
,
=
aixiyi
λ
+ bixi + ciyi,
> gi(zi).
L'hypothèse (A2) est satisfaite.
Soit Bi =
{
L(i, xi, yi) ∈ R2n+ |gi(xi, yi) > 0
}
. Notons que si (x′i, y
′
i) > 0, alors on a gi(xi +
x′i, yi + y
′
i) > gi(xi, yi). Ainsi, si z′i = (x′i, y′i) > 0 alors (0, z′i, 0) ∈ C∞(cl conv Bi) et on a que
l'hypothèse (A3) est satisfaite.
Ainsi, on a, par la proposition 1 que B la propriété d'extension convexe est satisfaite. De
plus, comme g est non décroissante et que cl(Bi) = Bi, on a par la proposition 1 que conv(B)
est fermé.
Par la proposition 2, on a que Bi est déﬁni par ηi(xi, yi) > r. Notons de plus que ηi(xi, yi)
est une fonction positivement homogène donc l'hypothèse (B3) est satisfaite.
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Remarquons que ηi est concave par la proposition 3. Puisque pour zi suﬃsamment grand on
a g(z) > r, on a Bi ̸= ∅ et par la proposition 4, l'hypothèse (A4) est satisfaite.
Finalement, par le théorème 7 et une discussion présentée dans [96] (située après la déﬁnition
2), on a que X déﬁni par (3.57) est égale à cl conv(B). Nous avons montré plus tôt dans
cette preuve que conv(B) est fermé, donc
cl conv(B) = conv(B) = X =
{
(x, y) ∈ Rn+ × Rn+|
n∑
i=1
ηi(xi, yi) > r
}
.
Contrairement à la relaxation de McCormick que nous avons présentée dans la section 3.4.1,
cette relaxation est une relaxation convexe non linéaire et représente l'enveloppe convexe
d'un ensemble bilinéaire déﬁni par B. Nous allons maintenant appliquer cette approche au
problème de diète porcine.
Cette relaxation ne peut s'appliquer que sur les contraintes du type "supérieur ou égal" car
tous nos coeﬃcients sont positifs. La relaxation que nous obtenons alors n'est pas convexe
puisque certaines contraintes (les "inférieur ou égal") ne sont pas incluses dans la relaxation
et sont donc toujours bilinéaires.
Cependant, en résolvant cette relaxation, nous obtenons tout de même une borne inférieure
à la valeur optimale du problème bilinéaire initial (2.1). Nous obtenons les valeurs 89.54
pour l'instance 1 et 62.08 pour l'instance 2, ce qui est largement plus faible que les bornes
inférieures connues (94.84 et 67.23 respectivement).
Cette relaxation étant supposée donner l'enveloppe convexe d'un ensemble, c'est-à-dire le
plus petit convexe contenant notre ensemble, nous pensions obtenir de très bons résultats.
Or, on constate que la relaxation de McCormick est meilleure. Cela est en fait dû aux bornes
sur les variables.
La prochaine section est consacrée à montrer comment les bornes agissent sur ces deux
relaxations.
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3.4.3 Illustrations des relaxations de McCormick et Tawarmalani
Figure 3.2  Illustration de la surface bilinéaire B = {(x, y, z) ∈ [0, 5]3|xy + z > 4}.
Considérons l'ensemble B = {(x, y, z) ∈ [0, 5]3|xy + z > 4} Cet ensemble est représenté par
tous les points appartenant à [1, 5]3 et situés au-dessus de la surface verte illustrée par la
ﬁgure 3.2.
La relaxation de McCormick décrite dans la section 3.4.1, est donnée par l'ensemble
BM =
{
(x, y, z) ∈ [1, 5]3
⏐⏐⏐⏐ z > 4− 5xz > 4− 5y
}
.
Cet ensemble peut être visualisé en rouge sur la ﬁgure 3.3.
On peut maintenant observer l'allure de l'enveloppe convexe décrite dans la section 3.4.2.
Celle-ci est donnée par BT =
{
(x, y, z) ∈ R3+|2
√
xy + z > 4
}
et est représentée en bleu sur
la ﬁgure 3.4.
Enﬁn, la ﬁgure 3.5 superpose la surface initiale ainsi que les deux relaxations. On peut
constater que les deux relaxations s'intersectent l'une et l'autre. Ainsi, il peut arriver que la
relaxation de McCormick fournisse une meilleure solution que la relaxation de Tawarmalani
et al.
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Figure 3.3  Illustration de la surface bilinéaire B et de sa relaxation de McCormick BM .
Plus intéressant encore, sous certaines conditions appropriées, la relaxation de McCormick
peut être complètement incluse dans la relaxation de Tawarmalani et al. Par exemple, si on
considère, de manière générale, l'ensemble
B = {(x, y, z) ∈ [0, ux]× [0, uy]× [0, uz]|xy + z > r} ,
alors l'enveloppe convexe telle que décrite dans la section 3.4.2 est donnée par
B = {(x, y, z) ∈ [0, ux]× [0, uy]× [0, uz]|√rxy + z > r} .
La relaxation de McCormick nous donne les quatre équations suivantes :
xy > 0, (3.58)
x(uy − y) > 0, (3.59)
(ux − x)y > 0, (3.60)
(ux − x)(uy − y) > 0. (3.61)
Par (3.59) et (3.60), on peut déduire que
r − z > uyx, (3.62)
r − z > uxy. (3.63)
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Figure 3.4  Illustration de la surface bilinéaire B et de son enveloppe convexe BT .
On a de plus que r−z 6 √rxy. Ainsi, la relaxation de McCormick est incluse dans l'enveloppe
convexe déﬁnie par Tawarmalani si et seulement si{
uyx 6
√
rxy
uxy 6
√
rxy
⇐⇒
{
uyx 6
√
rxy
uxuyxy 6 rxy
⇐⇒
{
uyx 6
√
rxy
uxuy 6 r.
Ainsi, si r > uxuy, la relaxation de McCormick sera totalement incluse dans l'enveloppe
convexe déﬁnie par Tawarmalani et al. Ce comportement peut être observé sur la ﬁgure 3.6
où nous avons considéré l'ensemble de départ
B =
{
(x, y, z) ∈ [0, 5]3|xy + z > 25} .
3.4.4 Une relaxation semi-déﬁnie positive
La dernière relaxation convexe que nous présentons est la relaxation semi-déﬁnie positive.
L'idée générale de cette relaxation est présentée dans [13]. Tout problème bilinéaire peut
être vu comme un problème quadratique particulier. En eﬀet, le problème (2.1) peut s'écrire
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Figure 3.5  Illustration de la surface bilinéaire B et les relaxations de Tawarmalani et al.
BT et McCormick BM .
sous la forme ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
min
x,y
xtQ0y
s.à xtQpy > dp, ∀p ∈ J1, nK,
A
(
x
y
)
> b,
0 6
(
x
y
)
6 m.
(3.64)
Le but de la relaxation SDP est d'écrire le problème sous la forme⎧⎪⎨⎪⎩
min
x,y,Z
f(x, y, Z)
s.à b 6 g(x, y, Z) 6 B,
Z ≽ 0,
(3.65)
où f et g sont des fonctions linéaires et Z ≽ 0 signiﬁe "Z semi-déﬁnie positive".
Dans un premier temps, déﬁnissons le produit scalaire entre deux matrices A et B tel que
A •B = tr(AB). (3.66)
Tout terme quadratique ztQz peut être écrit comme le produit scalaire de deux matrices.
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Figure 3.6  Exemple tel que la relaxation de McCormick est incluse dans la relaxation de
Tawarmalani.
Soit Z = zzt. On a alors
ztQz =
∑
i,j
Qijzizj =
∑
i,j
QijZij = tr(QZ) = Q • Z.
En utilisant le changement de variable z =
(
x
y
)
et en ajustant les matrices Q0 et Qp le
problème (2.1) s'écrit ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
min
z,Z
Q0 • Z
s.à Qp • Z > dp, ∀p ∈ J1, nK,
Az > b,
0 6 z 6 u,
Z = zzt.
(3.67)
Nous relaxons ensuite la contrainte Z = zzt par
Z ≽ zzt ⇐⇒ Z − zzt ≽ 0⇐⇒
(
Z z
zt 1
)
≽ 0.
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Ainsi, la relaxation SDP du problème (2.1) s'écrit⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
min
z,Z
Q0 • Z
s.à Qp • Z > dp, ∀p ∈ J1, nK,
Az > b,
0 6 z 6 u,(
Z z
zt 1
)
≽ 0.
(3.68)
Grâce à la forme de nos instances typiques, ce problème peut être séparé par blocs. En eﬀet,
les variables x1 et y1 n'apparaissent jamais multipliées par x2 ou y2. Ainsi, si on considère
les variables z1 =
(
x1
y1
)
et z2 =
(
x2
y2
)
, on réécrit le problème
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
z,Z
Q0 • Z1 +Q0 • Z2
s.à Qp • Z1 +Qp • Z2 > dp, ∀p ∈ P ,
A
(
z1
z2
)
> b,
0 6
(
z1
z2
)
6
(
u1
u2
)
,(
Z1 z1
zt1 1
)
≽ 0,(
Z2 z2
zt2 1
)
≽ 0,
(3.69)
où u1 = (ux1 , uy1) et u2 = (ux2 , uy2). On a de plus que
Q0 • Z =
∑
i∈I
∑
j∈J
ciZi,|I|+j =
∑
i∈I
∑
j∈J
cixiyj,
et
Q0 • Z =
∑
i∈I
qpiZi,|I|+j =
∑
i∈I
qpi xiyj.
La matrice A est telle que
a1z =
∑
i∈I
z1i = 1, (3.70)
a2z =
∑
i∈I
z2i = 1, (3.71)
aj3z = z1,|I|+j + z2,|I|+j 6 Wmaxj . (3.72)
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Les dimensions des matrices du problème (3.69) sont plus petites que pour le problème (3.68).
Cette astuce accélérera le temps de calcul de la résolution du problème.
Nous pouvons également ajouter des inégalités valides à ce problème. Par exemple, les va-
riables Z1 et Z2 représente les termes bilinéaires du problème (2.1) et nous pouvons ainsi
ajouter les bornes 0 et uut à ces variables. Les termes xiyj apparaissent dans les nouvelles
variables Z1 et Z2 et on a Zt,i,|I|+j = Zt,|I|+j,i = xtiytj, pour tout t ∈ {1, 2}. Comme pour
McCormick, à partir des contraintes
xi 6 uxi , (3.73)∑
i∈I
xti = 1, ∀t ∈ {1, 2}, (3.74)
y1j + y2j 6 Wmaxj . (3.75)
En posant Bj la matrice telle que Bj •Zt =
∑
i∈I
Zt,i,|I|+j, pour tout j ∈ J, t ∈ {1, 2}, on déduit
des équations (3.73)(3.75) les équations
1
2
(
Zt,i,|I|+j + Zt,i,|I|+j
)
6 uxBj • Zt, ∀t ∈ {1, 2},∀j ∈ J,
Bj • Z1 +Bj • Z2 6 Wmaxj , ∀j ∈ J.
Ainsi, le problème SDP incluant les inégalités valides est alors
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(PSDP )
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
z,Z
Q0 • Z1 +Q0 • Z2
s.à Qp • Z1 +Qp • Z2 > dp, ∀p ∈ P,
A
(
z1
z2
)
> b,
0 6
(
z1
z2
)
6
(
u1
u2
)
,(
Z1 z1
zt1 1
)
≽ 0,(
Z2 z2
zt2 1
)
≽ 0.
0 6 Z1 6 u1ut1
0 6 Z2 6 u2ut2
1
2
(
Zt,i,|I|+j + Zt,i,|I|+j
)
6 uxBj • Zt, ∀t ∈ {1, 2},∀j ∈ J,
Bj • Z1 +Bj • Z2 6 Wmaxj , ∀j ∈ J.
(3.76)
(3.77)
(3.78)
(3.79)
(3.80)
(3.81)
(3.82)
(3.83)
(3.84)
(3.85)
La modélisation de ce problème a été réalisée sur Matlab R2015b et nous avons utilisé CVX
[47, 46] et plus particulièrement SDPT3 pour résoudre ces problèmes. Nous avons obtenu
les valeurs optimales 94.84 pour l'instance 1 et 67.23 pour l'instance 2, soit exactement les
valeurs optimales du problème (1.14).
Cette relaxation continue de conforter l'idée de notre conjecture.
Dans le cas du problème de diète porcine, nous avons Wmax = uy. Pour ce problème, nous
pouvons énoncer le théorème suivant :
Théorème 8 Soit x∗ = (x∗ij) une solution optimale de (Pideal). Soient (x1ij, x2ij) > 0 une
décomposition de x∗ij telle que x1ij 6 uxi
∑
i∈I
x1ij et x2ij 6 uxi
∑
i∈I
x2ij. Soient Z1, Z2 ∈ R|I|×|J |+
tels que Z1 =
(
V11 x1ij
xt1ij V12
)
et Z2 =
(
V21 x2ij
xt2ij V22
)
avec V11, V21 6 utxux et V12, V22 6 utyuy. S'il
existe z1, z2 ∈ R|I|+|J | tels que 0 6 z1, z2 6 u,
(
Z1 z1
zt1 1
)
≽ 0,
(
Z2 z2
zt2 1
)
≽ 0, ∑
i∈I
z1i = 1,∑
i∈I
z2i = 1 et z1j+z2j 6 Wmax pour tout j ∈ J , alors (Z1, Z2, z1, z2) est une solution de PSDP
et on a que v∗ideal = v
∗
SDP , avec v
∗
ideal et v
∗
SDP les valeurs optimales de (Pideal) et (PSPD).
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Preuve. Soit x∗ = (x∗ij)i∈I,j∈J une solution de (Pideal). Posons x
∗ = x∗1ij + x
∗
2ij et
Z1 =
(
V1 x
∗
1ij
x∗t1ij V
t
1
)
, Z2 =
(
V2 x
∗
2ij
x∗t2ij V
t
2
)
.
Vériﬁons que toutes les contraintes de (PSPD) sont satisfaites.
 on a, ∀j ∈ J,∀p ∈ P
(3.48)⇐⇒ dpj 6
∑
i∈I
∑
j∈J
qpi x
∗
ij 6 d
p
j ,
⇐⇒ dpj 6
∑
i∈I
∑
j∈J
qpi (x
∗
1ij + x
∗
2ij) 6 d
p
j ,
⇐⇒ dpj 6
∑
i∈I
∑
j∈J
qpi x
∗
1ij +
∑
i∈I
∑
j∈J
qpi x
∗
2ij 6 d
p
j ,
⇐⇒ dpj 6 Qp • Z1 +Qp • Z2 6 d
p
j ,
⇐⇒ (3.77).
 On a bien 0 6 Z1, Z2 6 utu. En eﬀet, par déﬁnition on a que 0 6 V11, V21 6 utxux et
0 6 V21, V22 6 utyuy. De plus, par (3.49) et (3.50), on a que x∗ 6 uxuty, d'où (3.82) et
(3.83).
 (3.84) est satisfaite. En eﬀet, ∀i ∈ I,∀j ∈ J , on a
1
2
(Z2ij + Z2ji) = x
∗
1ij,
6 ux
∑
i∈I
x∗1ij,
6 uxB • Z1,
et
1
2
(Z2ij + Z2ji) = x
∗
2ij,
6 ux
∑
i∈I
x∗2ij,
6 uxB • Z2.
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 (3.85) est satisfaite car
B • Z1 +B • Z2 =
∑
i∈I
x∗1ij +
∑
i∈I
x∗2ij,
=
∑
i∈I
x∗1ij + x
∗
2ij,
=
∑
i∈I
x∗ij,
6 uy.
Supposons maintenant qu'il existe z1, z2R|I|+|J | tels que 0 6 z1, z2 6 u,
(
Z1 z1
zt1 1
)
≽ 0,(
Z2 z2
zt2 1
)
≽ 0, ∑
i∈I
z1i = 1 et
∑
i∈I
z2i = 1.
 Par déﬁnition de z1 et z2, les contraintes (3.78)(3.81) sont satisfaites.
On a donc que (Z1, Z2, z1, z2) est alors une solution réalisable de (PSDP ).
Notons de plus que de toute solution de (PSPD) on peut déterminer une solution de (Pideal)
et on a donc que x∗ideal = v
∗
SDP .
En eﬀet, soit (Z∗1 , Z
∗
2 , z
∗
1 , z
∗
2) une solution de (PSPD). Posons, pour tout x = (xij)i∈I,j∈J tel
que
xij =
1
2
(
Z∗1,i,|I|+j + Z
∗
1,|I|+j,i
)
+
1
2
(
Z∗2,i,|I|+j + Z
∗
2,|I|+j,i
)
.
On a alors
 (3.48) est satisfaite car pour tout j ∈ j, on a
(3.77)⇐⇒ dp 6 Qp • Z∗1 +Qp • Z∗2 6 d
p
,
⇐⇒ dp 6
∑
i∈I
1
2
qpi
(
Z∗1,i,|I|+j + Z
∗
1,|I|+j,i
)
+ qpi
(
Z∗2,i,|I|+j + Z
∗
2,|I|+j,i
)
6 dp,
⇒ dp 6
∑
i∈I
qpi xij 6 d
p
,
⇒ (3.48).
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 (3.49) est satisfaite car pour tout j ∈ J , on a
(3.85)⇐⇒ Bj • Z1 +Bj • Z2 6 uy,
⇐⇒
∑
i∈I
1
2
(
Z∗1,i,|I|+j + Z
∗
1,|I|+j,i
)
+
∑
i∈I
1
2
(
Z∗2,i,|I|+j + Z
∗
2,|I|+j,i
)
6 uy,
=⇒
∑
i∈I
xij 6 uy,
=⇒ (3.49).
 (3.50) est satisfaire car, pour tout j ∈ J , on a
(3.84) =⇒ 1
2
(
Z1,·,|I|+j + Z1,|I|+j,·
)
+
1
2
(
Z2,·,|I|+j + Z2,|I|+j,·
)
6 uxB • Z1 + uxB • Z2,
=⇒ xij 6 ux
∑
i∈I
1
2
(
Z1,i,|I|+j + Z1,|I|+,ij
)
+ ux
1
2
(
Z2,i,|I|+j + Z2,|I|+j,i
)
,
=⇒ xij 6 ux
∑
i∈I
xij,
=⇒ (3.50).
Donc x est une solution de (Pideal).
Remarque 3.6 Les conditions du théorème 8 ne sont pas restrictives, car nous avons beau-
coup de liberté sur les matrices V11, V12, V21 et V22.
Dans ce théorème, la décomposition x∗ij = x1ij + x2ij permet en fait de se ramener à l'utili-
sation de deux mélanges. L'hypothèse xtij 6 uxi
∑
i∈I
xtij, pour t ∈ {1, 2}, permet de s'assurer
que la proportion maximale de chaque ingrédient est respectée dans la décomposition. De
plus, z1 et z2 correspondent à la concaténation de la composition du mélange et de la quantité
d'où les hypothèses que nous faisons.
Toutes les hypothèses du théorème 8 sont satisfaites pour nos deux instances.
Conclusion
Les autres approches présentées dans ce chapitre sont des approximations ou relaxations.
Nous sommes capables d'obtenir un problème linéaire mixte en nombres entiers en discréti-
91
sant une des variables. Cela permet d'obtenir une approximation de la solution globale du
problème bilinéaire. Les méthodes de Branch and Bound permettant de résoudre ce genre de
problème ne sont pas eﬃcaces sur de grands problèmes. Par exemple, résoudre un problème
de 32 variables continues et 14 variables entières (au lieu de 222) prend environ 106 secondes.
Cependant, la solution calculée pour de petites instances a la même valeur que la solution
locale, et cela soutient notre conjecture. La relaxation continue du MILP ne fournit pas
de solutions améliorant la borne inférieure déjà connue, tout comme les relaxations lagran-
giennes du problème discrétisé et continu. Enﬁn, nous présentons trois relaxations convexes.
Ces approches fournissent des bornes inférieures, sans pour autant l'améliorer. Cependant,
nous prouvons que certaines relaxations sont équivalentes au problème idéal.
Toutes ces méthodes soutiennent notre conjecture : "Toute solution locale est une solution
globale pour le problème bilinéaire appliqué à la diète porcine pour les instances de prix que
nous considérons".
L'article soumis à "Journal Of Global Optimization" présentant ces travaux peut être trouvé
en annexe G.
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CHAPITRE 4
Extension des modèles bilinéaires
Ce chapitre est consacré à des extension des modèles bilinéaires MC-1MF-EL et MC-3HF-
EL. Nous présenterons deux approches diﬀérentes. La pollution dans l'industrie porcine est
un problème majeur connu et nous devons faire notre possible aﬁn de la réduire. Dans la sec-
tion 4.1, nous intégrerons les rejets environnementaux aux modèles aﬁn de les réduire. Cette
approche a pour but de proposer aux utilisateurs un spectre des solutions pour diﬀérentes
valeurs de rejets de phosphore et d'azote, et du coût de l'alimentation. La section 4.2 sera
consacrée à l'optimisation robuste. Les ingrédients étant soumis à des variations boursières,
leurs prix sont incertains. Nous utiliserons une analyse en pire cas pour montrer que consi-
dérer le prix moyen des ingrédients est un bon compromis. L'optimisation bi-niveaux nous
permettra de déterminer le pire scénario de prix, c'est-à-dire quand le gain par rapport à
une alimentation MC-3PF-EF est le plus faible, et le meilleur scénario de prix, c'est-à-dire
quand le gain par rapport à une alimentation MC-3PF-EF est le plus grand.
4.1 Approche intégrant les rejets environnementaux
Les études que nous avons présentées précédemment portaient uniquement sur la minimi-
sation du coût de l'alimentation. Or, les éleveurs souhaitant faire davantage d'économie
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peuvent agir sur un autre levier. En eﬀet, l'industrie porcine est fréquemment citée comme
étant une activité très polluante par l'apport massif de phosphates et de nitrates lors de
l'épandage du lisier. Certaines réglementations obligent les éleveurs à épandre à des endroits
où la terre a un taux de phosphates et de nitrates suﬃsamment faible pour pouvoir absorber
ceux contenus dans le lisier. Ainsi, ils sont parfois contraints de parcourir plusieurs centaines
de kilomètres pour évacuer leur lisier. Agir sur les quantités de phosphore (P) et d'azote (N)
excrétées par les animaux peut permettre aux éleveurs de se rapprocher de leur exploitation
pour l'épandage. Une gestion optimale de la composition des aliments ainsi que le programme
alimentaire aura un impact majeur sur ce coût [68] mais également sur les rejets, notamment
de phosphore et d'azote, et est liée à la stratégie alimentaire [26, 33, 81].
Des études [32, 33] d'évaluation de l'impact économique de la réduction de P et de N excrétés
ont déjà été réalisées sur une alimentation de type traditionnelle à deux phases (TC-2PF-EF).
4.1.1 L'approche multicritère
Une des approches permettant de prendre en compte les rejets de P et de N lors de l'op-
timisation est la modélisation multicritère. Ce type de modélisation a été présenté entre
autres par Steuer en 1986 [94] et a la particularité d'avoir plusieurs objectifs à optimiser en
même temps et sous les mêmes contraintes. Les problèmes mathématiques correspondants
sont modélisés de la manière suivante :
min
x
f1(x),
...
...
min
x
fn(x),
s.à x ∈ S.
(4.1)
Dans cette notation, aucune des fonctions objectif n'est privilégiée par rapport à une autre,
il n'y a pas de hiérarchie.
Dans le cas de l'alimentation porcine, nous voulons déterminer une diète satisfaisant les
besoins des animaux qui minimise à la fois le coût de l'alimentation
(∑
j∈J
qj (c
tx·j)
)
, les
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rejets de phosphore
(∑
j∈J
qj (mP ·x·j)−RPj
)
, et les rejets d'azote
(∑
j∈J
qj (mN ·x·j)−RNj
)
,
RP et RN étant la quantité de P et de N retenu par l'animal. Ainsi le modèle étudié dans ce
cas est le suivant :
min
X,Q
∑
j∈J
qj (c
tx·j) ,
min
X,Q
∑
j∈J
qj (mP ·x·j)−RPj,
min
X,Q
∑
j∈J
qj (mN ·x·j)−RNj,
s.à x·j ∈ Sj ∀j ∈ J.
(4.2)
Ce genre de problème ne possède généralement pas de solution qui minimise chacune des
fonctions objectifs simultanément, c'est-à-dire qu'il n'existe aucun point x∗ tel que x∗ ∈
argmin{fi(x)|x ∈ S}, pour tout i ∈ {1, ..., n}. Un autre type d'optimum apparaît alors : les
solutions Pareto-optimales.
Déﬁnition 4.1 Une solution est dite Pareto-optimale il n'existe pas de point tel qu'on
peut améliorer toutes les fonctions objectif.
Dans les problèmes multicritère, il existe un certain nombre, possiblement inﬁni, de solutions
Pareto-optimales.
Ces méthodes sont eﬃcaces sur des problèmes de taille restreinte. Notre problème comportant
plus de 250 variables et 2700 contraintes, ces méthodes ne sont pas appropriées pour y être
appliquées.
De plus, nous ne cherchons pas à obtenir une solution globale optimale de ce problème mais
plutôt d'observer l'inﬂuence des rejets de phosphore et d'azote sur le coût de l'alimentation.
Le but principal de cette étude consiste à proposer aux utilisateurs plusieurs solutions qui
selon la stratégie choisie réduira plus ou moins les rejets environnementaux et le coût de
l'alimentation. Aﬁn de faciliter le choix des utilisateurs, nous souhaitons que la visualisa-
tion des résultats soit simple et compréhensible. Les surfaces que nous obtenons sont des
relaxations des surfaces de Pareto et sont suﬃsantes pour l'industrie porcine. La visualisa-
tion des solutions est diﬃcile lorsque le nombre de critères est supérieur à deux. Cependant,
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il est possible de se ramener à un problème d'optimisation monocritère grâce à la méthode
ε-contraintes. Cette méthode permet de tracer la surface des courbes de niveaux pour une
lecture claire des résultats, et ainsi d'évaluer cet impact. Nous nous intéressons plus spéciale-
ment à un problème hiérarchique qu'à un problème multicritère. C'est pourquoi nous avons
choisi d'utiliser cette approche.
4.1.2 La modélisation ε-contraintes
La méthode ε-contraintes consiste à laisser un des critères en tant que fonction objectif
et à insérer de nouvelles contraintes, correspondant aux autres critères. Celles-ci sont alors
bornées supérieurement par un paramètre que l'on pourra faire varier.
Dans le cas de l'industrie porcine, le coût de l'alimentation reste le critère principal de
minimisation, c'est pourquoi nous le gardons en tant que fonction objectif et que les rejets
de P et de N sont insérés comme contraintes. Une solution non dominée au niveau azote ou
phosphore, c'est-à-dire minimisant l'azote ou le phosphore, n'est pas très intéressante pour
les producteurs, tandis qu'une solution non dominée d'un point de vue économique est très
importante. Ainsi, le problème à résoudre est le suivant :⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min
X
∑
j∈J
qj (c
tx·j)
s.à x·j ∈ Sj, ∀j ∈ J,∑
j∈J
qj (mP ·x·j)−RP 6 εP ,∑
j∈J
qj (mN ·x·j)−RN 6 εN ,
(4.3)
où εP et εN sont les niveaux de phosphore et d'azote maximum autorisés.
Les paramètres εP et εN peuvent alors être ﬁxés à diﬀérents niveaux pour ainsi obtenir les
diètes optimales sur un quadrillage de valeurs possibles pour P et N.
Cette méthode a été utilisée dans [33]. Les auteurs ont fait varier εP de 100% à 68% de
la valeur de P excrété et εN de 100% à 57% de la valeur de N excrété par l'alimentation
traditionnelle. Les résultats de cette étude montrent que plus les rejets sont réduits, plus le
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coût de l'alimentation augmente. Le même constat a été observé par Mackenzie et al. [66]
lors de son étude visant à évaluer l'impact d'une taxe sur les rejets de P, de N, ou sur les
émissions de carbone.
4.1.3 Résultats numériques
Dans cette section, nous appliquons la méthode ε-contraintes décrite précédemment à deux
types d'alimentation : l'alimentation par mélanges et la nouvelle alimentation hybride.
4.1.3.1 Application à l'alimentation par mélanges
Nous proposons, dans un premier temps, d'appliquer la méthode ε-contraintes à une alimen-
tation MC-1MF-EL, déﬁnie par le modèle bilinéaire suivant :{
min
X,Q
∑
j∈J
ct (qj1x·1 + qj2x·2)
s.à (qj1x·1 + qj2x·2) ∈ Sj, ∀j ∈ J.
(4.4)
Nous avons vu dans le chapitre 1 que cette alimentation, pour les diﬀérents jeux de données
réelles que nous avons utilisés, avait un coût inférieur à l'alimentation traditionnelle d'au
moins 4%.
Aﬁn de tenir compte des eﬀets sur l'environnement, nous utilisons donc la méthode ε-
contraintes décrite précédemment. Ainsi, le modèle d'alimentation tenant compte des rejets
environnementaux est⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min
X,Q
∑
j∈J
ct (qj1x·1 + qj2x·2)
s.à (qj1x·1 + qj2x·2) ∈ Sj, ∀j ∈ J,∑
j∈J
mP (qj1x·1 + qj2x·2)−RPj 6 εP ,∑
j∈J
mN (qj1x·1 + qj2x·2)−RNj 6 εN .
(4.5)
Les modèles (4.4) et (4.5) restent des problèmes très diﬃciles d'optimisation bilinéaire sous
contraintes bilinéaires. Dans l'étude mathématique présentée dans le chapitre 2, nous décri-
vons les diﬀérentes propriétés (qualités et inconvénients) pour ce type de problème.
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Figure 4.1  Ensemble des solutions du modèle TC-1MF-EL appliqué aux données de 2011.
Comme nous le mentionnions dans la section 1.1, nous appliquons ce modèle sur un animal
moyen, représentatif d'une population, utilisant les listes d'aliments et les schémas de prix
de 2011 et de 2016.
Nous appliquons les modèles décrits précédemment pour des valeurs de εP et εN variant
entre 70% et 100% des quantités de référence de phosphore et d'azote. Notons alors P3PF
et N3PF les valeurs de référence de P et de N rejeté par l'alimentation MC-3PF-EF. Nous
avons alors εP = (1− pP )P3PF et εN = (1− pN)N3PF où pP et pN sont des pourcentages de
réduction que nous considérons. Dans notre étude ils varient de 0 à 0.3 par pas de 0.01. Nous
pouvons alors obtenir le coût de l'alimentation en fonction du pourcentage de réduction de
P et de N.
Les ﬁgures 4.1 et 4.2 regroupent les résultats numériques de ces modèles. Elles permettent
de visualiser le spectre des valeurs possibles pour le triplet (coût, rejet de P, rejet de N).
Chaque point des graphiques représente un de ces triplets. La courbe rouge notée MC-3PF-
EF représente la ligne de niveau associée à l'alimentation traditionnelle et les points A et
C représentent les solutions du problème MC-1MF-EL appliquées aux données de 2011 et
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Figure 4.2  Ensemble des solutions du modèle TC-1MF-EL appliqué aux données de 2016
2016 respectivement.
De manière plus générale, ces graphiques permettent aux utilisateurs de choisir le scénario
désiré, en fonction des contraintes propres ou de réglementations non prises en compte dans
les modèles généraux. Tout point situé sous la courbe rouge est une solution permettant de
réduire le coût de l'alimentation par rapport à celui d'une alimentation MC-3PF-EF. Par
exemple, les points B et D représentent des solutions réduisant le coût de l'alimentation de
1.83% et 2.5% respectivement par rapport à l'alimentation traditionnelle, tout en réduisant
les rejets de phosphore de 7% et 23% respectivement et les rejets d'azote de 20% et 23%
respectivement. Ces points ne sont que deux exemples parmi toutes les solutions possibles
et ne sont donnés qu'à titre d'exemples.
Tout point situé sur la courbe rouge est une alimentation ayant un coût équivalent à une
alimentation traditionnelle, mais réduisant les rejets, tandis que tous les points situés au-
dessus réduisent davantage les rejets, mais le coût associé est plus élevé.
Ce travail, ainsi que les résultats numériques associés aux données de 2011, a fait l'objet
d'une présentation lors des 48èmes Journées de la Recherche Porcine (JRP) qui ont eu lieu à
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Paris les 2 et 3 février 2016 et a fait l'objet d'un article (annexe A). Il a également donné
lieu à un article dans la revue TechPorc (Annexe C)
Un article regroupant, entre autres, la méthode et les résultats associés aux données de 2016
est en cours de rédaction. Il est joint dans l'annexe D.
4.1.3.2 Application à l'alimentation hybride
Dans cette section, nous nous concentrons uniquement sur l'alimentation hybride à trois
phases dont le modèle est⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min
X,Q
∑
j∈J
∑
a∈A
qjac
tx·a
s.à
∑
a∈A
qjax·a ∈ Sj, ∀j ∈ J,
qj1 = 0, ∀j ̸∈ J1,
qjk = 0, ∀j ̸∈ Jk−1 ∪ Jk, ∀k ∈ {2, ..., p},
qj,p+1 = 0, ∀j ̸∈ Jp.
(4.6)
Nous avons vu dans la section 1.4 que cette alimentation permettait une réduction du coût
de l'alimentation de près de 5.2% par rapport à une alimentation traditionnelle. Appliquer la
méthode ε-contraintes aﬁn de tenir compte des rejets environnementaux aura pour impact
d'augmenter le coût de l'alimentation, mais nous serons toujours capables d'obtenir des
solutions dont le coût et les rejets seront plus faibles que pour l'alimentation traditionnelle.
Ainsi, le modèle d'alimentation hybride tenant compte des rejets environnementaux est⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
X,Q
∑
j∈J
∑
a∈A
qjac
tx·a
s.à.
∑
a∈A
qjax·a ∈ Sj ∀j ∈ J,
qj1 = 0, ∀j ̸∈ J1,
qjk = 0, ∀j ̸∈ Jk−1 ∪ Jk,∀k ∈ {2, ..., p},
qj,p+1 = 0, ∀j ̸∈ Jp,∑
j∈J
∑
a∈A
qjam
t
Px·a −RPj 6 εP ,∑
j∈J
∑
a∈A
qjam
t
Nx·a −RNj 6 εN ,
(4.7)
où εP et εN représentent les rejets maximums de phosphore et d'azote que nous considérons.
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Figure 4.3  Ensemble des solutions du modèle TC-3HF-EL appliqué aux données de 2011.
Nous appliquons les modèles décrits précédemment pour des valeurs de εP = pPP3PF et
εN = pNN3PF variant entre 75% et 100% les quantités de référence de phosphore et entre
70% et 100% les quantités de référence d'azote aux données de 2011, c'est-à-dire pP variant
de 0 à 0.25 et pN variant de 0 à 0.3. Nous obtenons alors le coût de l'alimentation en fonction
du pourcentage minimum de réduction de P et de N (ﬁgures 4.3 et 4.4).
Avec les données de 2016, nous avons considéré les valeurs de εP et εN variant entre 100% et
65% les rejets de phosphore et d'azote de l'alimentation traditionnelle. Les résultats peuvent
être facilement visualisés sur la ﬁgure 4.4.
Les points E et J présent sur les ﬁgures 4.3 et 4.4 (tableau4.1), correspondent à la solution
des problèmes monocritères MC-1MF-EL etMC-pHF-EL. Les courbes de niveaux étiquetées
par MC-3PF-EF et MC-1MF-EL correspondent au coût de l'alimentation de chacune des ali-
mentations mentionnées. Les points situés exactement sur ces courbes (par exemple G, I, L
ou N) correspondent à des solutions ayant un coût d'alimentation équivalent à l'alimentation
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Données Point Méthode
Coût P excrété N excrété
(% reduc.) (% reduc.) (% reduc.)
2011
n/a MC-3PF-EF 100.33 1.203 4.062
n/a MC-1MF-EL
96.23 1.163 3.463
(-4.1%) (-3.3%) (-14.8%)
E TC-3HF-EL
100.33 0.986 3.412
(-0%) (-18%) (-16%)
F TC-3HF-EL
98.22 1.034 3.493
(-2.10%) (-14%) (-14%)
G TC-3HF-EL
96.21 1.107 3.371
(-4.10%) (-8%) (-17%)
H TC-3HF-EL
95.66 1.107 3.656
(-4.65%) (-8%) (-10%)
I MC-3HF-EL
95.12 1.177 3.339
(-5.19%) (-2.2%) (-17.8%)
n/a MC-IF-EL
94.84 1.172 3.293
(-5.47%) (-2.7%) (-18.9%)
2016
n/a MC-3PF-EF 73.94 1.298 4.112
n/a MC-1MF-EL
68.99 1.302 3.855
(-6.7%) (+0.31%) (-6.25%)
J TC-3HF-EL
73.94 0.999 2.755
(-0%) (-23%) (-33%)
K TC-3HF-EL
96.21 0.974 3.125
(-2.9%) (-25%) (-24%)
L TC-3HF-EL
68.99 1.103 3.413
(-6.7%) (-15%) (-17%)
M TC-3HF-EL
68.39 1.181 3.495
(-7.51%) (-9%) (-15%)
N MC-3HF-EL
67.66 1.298 4.112
(-8.17%) (-0%) (-0%)
n/a MC-IF-EL
67.23 1.274 3.862
(-9.07%) (-1.85%) (-6.08%)
Tableau 4.1  Résumé des points présentés dans les ﬁgures 4.3 et 4.4.
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Figure 4.4  Ensemble des solutions du modèle TC-3HF-EL appliqué aux données de 2016
étiquetée sur la courbe et réduits davantage les rejets. Les points H et M, correspondent à
une alimentation hybride à trois phases ayant un coût compris entre celui d'une alimentation
MC-3PF-EF et MC-1MF-EL (95.66 et 68.39 pour les données de 2011 et 2016 respective-
ment) et réduisant les rejets de 8% et 9% pour le phosphore et 10% et 15% pour l'azote
respectivement. Enﬁn, tous les points situés sous ces courbes réduisent simultanément le
coût de l'alimentation est les rejets de phosphore et d'azote (par exemple les points F et K).
Conclusion
La prise en compte des rejets environnementaux dans l'alimentation porcine est liée à la
stratégie alimentaire utilisée. L'approche ε-contraintes que nous avons présenté dans cette
section permet d'estimer le coût de l'alimentation en fonction des rejets de P et de N. Nous
pouvons en extraire un graphique en trois dimensions qui permet une visualisation simple et
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rapide d'une inﬁnité de solutions. Ces surfaces permettent à l'utilisateur de choisir un taux
de rejets de P et de N et d'observer le coût de l'alimentation associé. Un compromis entre P
excrété, N excrété et coût de l'alimentation peut ainsi être trouvé et correspondre au besoin
de chaque producteur.
Les résultats ont fait l'objet d'une présentation et d'un article dans le proceeding de confé-
rence des 48e et 49e Journées de recherche porcine (annexe A et B). À la suite de ces
conférences, nous avons été contactés par la revue Techporc aﬁn d'écrire un article vulgarisé
présentant des méthodes (annexe C).
4.2 Optimisation robuste
Ce chapitre est dédié à l'optimisation dite robuste, qui consiste à résoudre un problème
d'optimisation en prenant en compte diﬀérentes incertitudes. Les premiers travaux d'opti-
misation robuste datent des années 1950 avec des "analyses de cas le plus défavorable" et le
modèle maximin de Wald [106]. C'est dans ce sens-là que nous avons appliqué cette branche
de l'optimisation à notre problème de diète porcine.
En eﬀet, les incertitudes par lesquelles nous pouvons être impactées concernent les prix des
aliments. La plupart des ingrédients étant côtés en bourse, leur valeur sont incertaines. Nous
allons donc, dans la suite de ce chapitre, les considérer comme variables, contrairement à ce
qui a été fait dans les études précédentes, où nous prenions en compte le prix moyen sur une
année.
Dans une première partie, nous utiliserons l'optimisation en pire cas. Nous cherchons à
déterminer une solution à coût minimum, quel que soit le contexte de prix.
La seconde partie de ce chapitre se concentrera sur l'optimisation bi-niveaux ce qui nous
permet de déterminer le pire et le meilleur scénario de prix pour la mise en place d'une
alimentation par mélanges (MC-1MF-EL).
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Contexte de prix MC-IF-EL MC-3PF-EF MC-1MF-EL
novembre 81.80 86.78 83.11
Décembre 81.27 86.38 82.80
Janvier 86.93 90.62 87.50
Février 90.41 94.93 91.21
Mars 95.36 100.87 96.50
Avril 98.69 104.45 99.91
Mai 97.20 102.04 98.32
Juin 98.86 105.06 100.27
Juillet 97.73 103.93 99.23
Août 99.85 107.75 101.39
Septembre 100.58 109.91 102.23
Octobre 100.46 106.72 101.92
Prix moyen 94.84 100.33 96.23
Tableau 4.2  Coût de l'alimentation en fonction du contexte de prix.
Les études suivantes n'ont été réalisées qu'avec les données de 2011, car nous ne disposions
pas des données mensuelles sur l'année 2016.
4.2.1 Optimisation du pire mois
Dans cette section, nous allons procéder en deux étapes. Dans un premier temps, nous allons
observer et commenter les variations du coût d'alimentation en fonction du scénario de prix
considéré. Nous allons procéder ainsi pour les trois types de formulations de base (MC-3PF-
EF, MC-IF-EL et MC-1MF-EL). La seconde partie sera consacrée à l'optimisation en pire
cas à proprement parler. Pour ces deux cas, nous allons considérer 12 jeux de prix diﬀérents,
chacun correspondant aux prix enregistrés par Aliments Breton au début de chaque mois de
novembre 2011 à octobre 2012.
4.2.1.1 Observation de l'impact du prix des ingrédients sur le coût de l'alimen-
tation
Nous avons donc, dans un premier temps, résolu les problèmes d'optimisation pour les 12
jeux de prix. Le tableau 4.2 nous montre que les ﬂuctuations des prix des ingrédients ont un
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Figure 4.5  Répartition des coûts en fonction des alimentations.
fort impact sur le coût des alimentations.
On peut constater que la diﬀérence entre le coût minimum et le coût maximum d'une même
alimentation est de plus de 19$, soit environ 20%, et cela quel que soit l'alimentation consi-
dérée. La ﬁgure 4.2 est la représentation en diagrammes en boîte des variations des coûts
d'alimentation lorsque le prix des ingrédients varie, pour les méthodes MC-IF-EL, MC-3PF-
EF et MC-1MF-EL. On y note la valeur minimale et maximale du coût de l'alimentation
(points minimal et maximal de chaque graphique), les 2ème et 3ème quartiles (extrémités
supérieure et inférieure de la boîte) ainsi que la médiane (ligne rouge du diagramme).
On remarque également que la moyenne des coûts (point marqué d'un losange rouge) est
proche du coût déterminé avec le prix moyen des ingrédients (point marqué d'un signe +
sur la ﬁgure 4.2), avec des diﬀérences de -0.80%,-0.36% et -0.91% pour les alimentations
106
MC-IF-EL, MC-3PF-EF et MC-1MF-EL respectivement.
4.2.1.2 Détermination de la solution en pire cas
Nous allons, dans cette seconde partie, chercher une solution robuste à la variation des prix
des matières premières. Nous voulons donc déterminer une solution telle que, quel que soit
le contexte de prix utilisé par la suite, le coût soit le plus faible possible. Considérons le
problème d'optimisation {
min
x
fc(x)
s.à x ∈ X.
L'optimisation en pire cas de ce problème consiste à prendre diﬀérentes valeurs de c. Soit n
vecteurs coûts, notés c1, ..., cn, et fc1 , ..., fcn les fonctions coût associées. Nous résolvons alors
le problème ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
min
x,v
v
s.à x ∈ X,
fc1(x) 6 v,
...
fcn(x) 6 v.
Les résultats de ces simulations sont regroupés dans le tableau 4.3. On y retrouve, pour
chaque alimentation et chaque prix, le coût de celle-ci en considérant la solution du problème
en pire cas. Nous pouvons constater une hausse générale du coût de l'alimentation. De plus,
les contextes de prix des mois de septembre et octobre correspondent dans les trois cas aux
mois coûtants les plus chers. Pour une alimentation MC-3PF-EF, seul le mois de septembre
est restreignant puisque la solution robuste et la solution optimale dans le contexte de prix
ont le même coût. Pour une alimentation MC-IF-EL, les deux sont limitants, car la solution
robuste retourne un coût identique que le contexte de prix "Septembre" ou "Octobre" soit
utilisé. Un compromis entre les 12 contextes diﬀérents a été déterminé.
107
Contexte de prix MC-IF-EL MC-3PF-EF MC-1MF-EL
novembre 82.86 90.21 84.82
Décembre 82.67 89.88 84.69
Janvier 91.48 92.53 93.01
Février 96.11 96.51 97.61
Mars 97.57 103.49 99.28
Avril 100.38 106.78 102.11
Mai 100.04 105.19 101.56
Juin 99.05 106.10 100.67
Juillet 98.18 105.95 99.86
Août 99.88 108.12 101.42
Septembre 100.82 109.91 102.49
Octobre 100.82 108.69 102.46
Moyenne 95.82 101.95 97.50
Tableau 4.3  Coût de l'alimentation en fonction du contexte de prix en considérant la
solution robuste.
4.2.2 Optimisation biniveau
Dans cette seconde section, nous avons cherché à connaître le contexte de prix le plus favo-
rable et le moins favorable à la mise en place d'une alimentation MC-1MF-EL. La situation la
plus favorable sera celle qui maximise l'écart entre une alimentation traditionnelle MC-3PF-
EF et l'alimentation par mélanges MC-1MF-EL, tandis que la situation la plus défavorable
sera, au contraire, celle qui le minimise. Nous allons utiliser pour cela la programmation
biniveau.
La programmation biniveau a été introduite pour la première fois dans le domaine de la
théorie des jeux par Von Stackelberg en 1934 [104], où il décrit un problème hiérarchique.
Mais le premier article traitant vraiment des propriétés des problèmes biniveaux date de 1973
[25]. Il est aujourd'hui très répandu pour diﬀérents types de problèmes ayant des applications
réelles, telles que la biologie, les sciences économiques ou encore l'ingénierie. Ce genre de
problème a la particularité d'avoir deux problèmes imbriqués l'un dans l'autre et est modélisé
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de manière générale par⎧⎪⎨⎪⎩
min
x∈X,y∈Y
F (x, y)
s.à G(x, y) 6 0,
y ∈ argmin
z∈Y
{f(x, z)|g(x, z) 6 0} .
Le problème minF (x, y) est appelé problème supérieur et min f(x, y) problème inférieur.
Chacun des problèmes, supérieur ou inférieur, peut également être considéré comme un
problème de maximisation.
Dans le cas de notre étude, nous allons considérer deux problèmes diﬀérents. Notons f c3PF
et f cDMF les fonctions représentant le coût de l'alimentation MC-3PF-EF et MC-1MF-
ELassociées aux prix c. Nous cherchons à maximiser, respectivement minimiser, l'écart entre
ces deux alimentations en fonction du prix des ingrédients qui pourront varier entre deux
bornes. Le problème que nous considérons peut donc être écrit⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
max
c,x1,x2,y1,y2,X
f c3PF (X
∗)− f cDMF (x∗1, x∗2, y∗1, y∗2)
s.à X∗ ∈ argmin
X
{f c3PF (X)|X ∈ S},
(x∗1, x
∗
2, y
∗
1, y
∗
2) ∈ arg min
x1,x2,y1,y2
{f cDMF (x1, x2, y1, y2)|(x1, x2, y1, y2) ∈ S},
lc 6 c 6 uc,
respectivement⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min
c,x1,x2,y1,y2,X
f c3PF (X
∗)− f cDMF (x∗1, x∗2, y∗1, y∗2)
s.à X∗ ∈ argmin
X
{f c3PF (X)|X ∈ S},
(x∗1, x
∗
2, y
∗
1, y
∗
2) ∈ arg min
x1,x2,y1,y2
{f cDMF (x1, x2, y1, y2)|(x1, x2, y1, y2) ∈ S},
lc 6 c 6 uc.
.
Le problème de niveau supérieur a été implémenté en Matlab et résolu grâce à un algorithme
de "Mesh Adaptive Direct Search" (MADS) [1, 63]. Les problèmes de niveaux inférieurs,
appelés à chaque itération de l'algorithme MADS, ont été implémentés en AMPL.
Nous avons appliqué cette approche sur nos données. Nous disposions de 12 ensembles de
prix. Les variations étant restreintes, nous avons considéré les bornes
lc = 0.8×min {c·t, t = {1, ..., 12}} ,
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Coûts Diﬀ. 3PF-DMF Diﬀ. DMF-IF
3PF DMF IF ($) (%) ($) (%)
min
3PF-DMF 77.1543 76.5163 76.1444 0.6379 -0.83 0.3719 -0.48
DMF-IF 86.6515 85.0552 85.0362 1.5963 -1.84 0.0192 -0.02
max
3PF-DMF 98.6738 76.0234 73.2069 22.6504 -22.95 2.8165 -2.85
DMF-IF 97.5330 78.8362 75.7205 18.6968 -19.17 3.1156 -3.19
Tableau 4.4  Résultats des problèmes biniveaux déterminant le contexte de prix le plus et
le moins favorable à la mise en place d'une alimentation MC-1MF-EL.
uc = 1.2×max {c·t, t = {1, ..., 12}}
pour la variable c. Nous avons également appliqué cette approche aﬁn de déterminer l'écart
maximal (respectivement minimal) entre une alimentation MC-1MF-EL et l'alimentation
idéale MC-IF-EL.
Le tableau 4.4 regroupe les résultats. La première constatation que nous pouvons faire est que
la plus petite économie réalisée lors de la mise en place d'une alimentation MC-1MF-EL est
quand même de 0.83% . Dans la meilleure situation, nous pouvons aller jusqu'à réaliser une
économie de près de 23%. Deuxièmement, on peut remarquer que l'alimentation MC-1MF-
EL a un écart maximum de 3.2% par rapport au modèle d'alimentation MC-IF-EL, mais
peut, dans le meilleur des cas être quasiment équivalent, avec un écart de seulement 0.02%.
Pour conclure, cette approche nous a permis de noter que la mise en place d'une alimentation
par mélanges permet de réaliser jusqu'à 23% d'économie sur le coût de l'alimentation dans
le meilleur des cas, mais également que le coût d'une telle alimentation est toujours proche
de celui de l'alimentation idéale, à maximum 3.19%.
Conclusion
La prise en compte des rejets environnementaux dans l'alimentation porcine est liée à la
stratégie alimentaire utilisée. L'approche ε-contraintes que nous avons présenté dans cette
section permet d'estimer le coût de l'alimentation en fonction des rejets de P et de N. Nous
pouvons en extraire un graphique en trois dimensions qui permet une visualisation simple et
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rapide d'une inﬁnité de solutions. Ces surfaces permettent à l'utilisateur de choisir un taux
de rejets de P et de N et d'observer le coût de l'alimentation associé. Un compromis entre P
excrété, N excrété et coût de l'alimentation peut ainsi être trouvé et correspondre au besoin
de chaque producteur.
Les résultats ont fait l'objet d'une présentation et d'un article dans le proceeding de confé-
rence des 48e et 49e Journées de recherche porcine (annexe A et B). À la suite de ces
conférences, nous avons été contactés par la revue Techporc aﬁn d'écrire un article vulgarisé
présentant des méthodes (annexe C).
Nous présentons ensuite deux aspects de l'optimisation robuste. On a pu constater qu'utiliser
le prix moyen des ingrédients sur une année est ﬁnalement très proche de la moyenne du
prix constater pour chaque mois, avec une diﬀérence de moins de 1% pour chacune des
alimentations que nous avons considérées (idéale, traditionnelle et par mélanges). Le coût de
l'alimentation est cependant assez variable avec une amplitude d'environ 20%. L'utilisation
de l'optimisation en pire cas permet de déterminer un compromis entre les diﬀérents contextes
de prix aﬁn de minimiser le coût de l'alimentation, quel que soit le contexte de prix futur.
On note cependant une hausse générale du coût de l'alimentation.
Enﬁn l'optimisation biniveau nous a permis de déterminer le contexte de prix le plus (res-
pectivement le moins )favorable à la mise en place d'une alimentation par mélanges. On a
cherché les prix des ingrédients tels que la diﬀérence entre le coût de l'alimentation tradi-
tionnelle et le coût de l'alimentation par mélanges soit la plus grande (respectivement la plus
petite). Ainsi l'économie maximale réalisée est de près de 23%, tandis que nous réaliserons
au moins une économie de 0.83% avec la mise en place d'une alimentation par mélanges.
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CHAPITRE 5
Perspectives : modélisation pour un
troupeau
L'un des objectifs pratiques à court terme est la mise en place d'une alimentation de précision
dans les exploitations. L'alimentation de précision est une alimentation individuelle propre à
chaque animal. En eﬀet, dans les méthodes présentées précédemment, l'aliment était formulé
à partir de besoins moyens et était identique pour tous les animaux d'un troupeau. Or, comme
dans tout groupe, le potentiel de croissance et les besoins varient d'un porc à l'autre. Dans
ce cas, certains animaux verront leur croissance pénalisée en début d'engraissement à cause
d'une carence, alors que d'autres auront un apport trop important en nutriments ce qui
entraînera un gaspillage des matières azotées.
Une façon d'éviter ces situations est de procéder avec une alimentation de précision. Le
but est, comme pour l'alimentation par mélange MC-1MF-EL, de déterminer deux prémé-
langes qui seront distribués de manière personnalisée pour chaque animal, c'est-à-dire que
les quantités de chacun des prémélanges seront individualisées.
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Figure 5.1  Fonctionnement d'une porcherie appliquant l'alimentation de précision.
5.1 Fonctionnement d'une porcherie
Pour accéder aux mangeoires, chaque animal doit passer individuellement dans un dispositif
appelé "trieuse". Il est dans un premier temps identiﬁé et pesé avant d'être envoyé dans
l'une des trois directions possibles. Si son poids dépasse les 130 kg, il est envoyé dans la
zone d'expédition en attendant son départ pour l'abattoir. S'il n'a pas mangé sa ration
quotidienne et qu'une mangeoire est libre, il est envoyé soit dans la zone d'alimentation, et
sinon, il est renvoyé dans la zone de couchage (ﬁgure 5.1). Ainsi, nous sommes capables de
déterminer quel animal entre dans quelle mangeoire et de lui donner une quantité appropriée
des mélanges.
5.2 Modélisation de l'alimentation d'un troupeau
D'un point de vue modélisation, cette alimentation se traduit par l'augmentation du nombre
de variables et de contraintes. En eﬀet, prenons en exemple l'alimentation MC-1MF-EL,
seulement deux prémélanges sont utilisés pour tous les animaux et toute la durée de la crois-
sance, mais les quantités de chacun des aliments données quotidiennement sont spéciﬁques à
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chaque animal. Ainsi, le modèle possède 2|I| variables, correspondant aux deux prémélanges
utilisés, complétés par 2|J | variables pour chacun des animaux du troupeau, correspondant
aux quantités journalières d'aliments. Si l'on note K = {1, ..., k} l'ensemble des cochons du
troupeau, nous avons un total de 2(|I|+ |K||J |) variables. La variable Q évolue légèrement
et devient une matrice à trois dimensions qui peut être représentée par Q = (qkja)k∈K,j∈J,a∈A.
Les contraintes correspondant aux besoins sont au nombre de |N ||J |+2 pour chaque animal,
soit un total de |K| (|N ||J |+ 2), auxquelles nous ajoutons 2 contraintes de proportion sur
les mélanges ainsi que les contraintes de bornes. Le modèle représentant cette alimentation
s'écrit :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
X,Q
∑
k∈K
(∑
j∈J
qkj1 (c
tx·1) + qkj2 (ctx·2)
)
s.à bnj 6 mn· (qkj1x·1 + qkj2x·2) 6 bnj, ∀n ∈ N,∀k ∈ K, ∀j ∈ J,
mE (qkj1x·1 + qkj2x·2) = ej, ∀k ∈ K, ∀j ∈ J,∑
a∈A
qkja 6 Wmaxj , ∀k ∈ K,
qkja > 0, ∀k ∈ K, ∀j ∈ J,∀a ∈ A,
0 6 xia 6 xmaxi , ∀a ∈ A, ∀i ∈ I,∑
i∈I
xia = 1, ∀a ∈ A,
(5.1)
ou de manière simpliﬁée :⎧⎪⎨⎪⎩ minX,Q
∑
k∈K
(∑
j∈J
qkj1 (c
tx·1) + qkj2 (ctx·2)
)
s.à (qkj1x·1 + qkj2x·2) ∈ Skj, ∀k ∈ K, ∀j ∈ J,
(5.2)
où Skj est l'ensemble réalisable pour l'animal k. De même que pour les modèles présentés
précédemment dans ce chapitre le problème (5.1) est un problème très diﬃcile d'optimisa-
tion bilinéaire sous contraintes bilinéaires. Le chapitre 2 présente les propriétés (qualités et
inconvénients) de ce type de problème.
5.3 Données utilisées
Nous avons généré les données du troupeau à partir de données réelles enregistrées par Agri-
culture Canada. Nous disposions, pour 14 animaux, de la quantité ingérée quotidiennement
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Figure 5.2  Quantité d'aliment ingéré quoti-
diennement par le porc n◦6 (données brutes).
Figure 5.3  Poids vif hebdomadaire du porc
n◦6 (données brutes).
Figure 5.4  Quantité d'aliment ingéré quoti-
diennement par le porc n◦6 (données lissées).
Figure 5.5  Quantité de protéine dans le
corps du porc n◦6 (données brutes).
(exemple pour le porc n◦6 sur la ﬁgure 5.2), du poids vif à chaque semaine (exemple pour le
porc n◦6 sur la ﬁgure 5.3) et de la quantité de protéine à chaque début de mois (exemple pour
le porc n◦6 sur la ﬁgure 5.5). A partir des valeurs connues, nous avons utilisé une interpola-
tion aﬁn d'estimer des données quotidiennes pour chacune des catégories et de manière à ce
qu'elles soient lisses (exemple de la quantité d'aliments ingérée pour le porc n◦6 sur la ﬁgure
5.4). La quantité ingérée permet de déterminer le besoin en énergie, le poids vif permet de
déterminer la capacité d'ingestion, à savoir la quantité maximale d'aliments ingérés chaque
jour, et la protéine permet de déterminer les besoins de tous les nutriments.
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Figure 5.6  1er groupe d'animaux dont la
croissance est semblable.
Figure 5.7  2nd groupe d'animaux dont la
croissance est semblable.
Figure 5.8  3e groupe d'animaux dont la
croissance est semblable.
Figure 5.9  4e et 5e groupe d'animaux.
À partir des données de ces 14 animaux, nous avons fait ressortir cinq groupes d'animaux
dont la croissance, ou plus précisément le besoin en énergie, sont semblables. Les cinq groupes
sont représentés dans les ﬁgures 5.6 à 5.9.
Nous choisissons ensuite un animal témoin pour chaque groupe et nous créons des variations
des besoins de ces cinq animaux initiaux aﬁn d'obtenir de plus grands troupeaux. Pour créer
ces variations, nous avons procédé, pour chaque groupe, de la manière suivante :
• soit p ∈ [0.9, 1.1], un pourcentage de l'animal témoin,
• soit vn ∈ [−0.01, 0.01],∀n ∈ N ,
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• ∀n ∈ N, ∀j ∈ J, bnj = (p+ vn)btemoinnj et bnj = (p+ vn)b
temoin
nj .
Nous répétons ensuite ce procédé autant de fois que nous souhaitons d'animaux du même
groupe.
Cette méthode permet d'obtenir une variation générale de comportement par rapport à l'ani-
mal témoin (pourcentage p), tout en ayant de légères modiﬁcations des besoins (pourcentage
vn), permettant ainsi que l'animal créé ne soit pas une simple translation de p% de l'animal
témoin. Ainsi, les animaux créés avec cette méthode ont un comportement général semblable
tout en étant tous diﬀérents.
5.4 Résultats numériques
Dans un premier temps, nous avons appliqué les alimentations MC-3PF-EF, MC-1MF-EL et
MC-IF-EL sur diﬀérentes tailles de troupeaux (5 à 55 animaux par pas de 5). En résolvant
ces problèmes à l'aide su solveur non linéaire Ipopt, nous avons pu constater la continuité
des résultats obtenus pour un animal moyen. Le tableau 5.1 montre la valeur optimale à la
solution de chacune des trois alimentations avec les données de 2011 et le tableau 5.2 celles en
considérant les données de 2016. L'alimentation par mélanges MC-1MF-EL est en moyenne
10.03% et 14.35% moins chère que l'alimentation traditionnelle MC-3PF-EF considérant les
données de 2011 et 2016 respectivement, tout en étant à 0.56% et 1.44% de l'alimentation
idéale MC-IF-EL.
L'étude sur l'impact environnemental d'une telle alimentation appliquée au troupeau est
légèrement diﬀérente de celles eﬀectuées précédemment. En eﬀet, nous ne disposions pas de
la quantité de phosphore et d'azote retenu par chaque animal et nous ne pouvons pas évaluer
les quantités rejetées. En revanche, nous avons eﬀectué l'étude sur les quantités de phosphore
et d'azote ingérées.
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taille du
MC-3PF-EF MC-1MF-EL MC-IF-EL
troupeau
$ $ % $ %
C
oû
t
de
l'a
lim
en
ta
ti
on
5 417.67 376.84 -9.78 374.37 -10.37
10 838.35 755.954 -9.83 750.97 -10.42
15 1237.01 1115.52 -9.82 1108.14 -10.42
20 1669.53 1503.84 -9.92 1493.92 -10.52
25 2060.00 1854.73 -9.96 1842.47 -10.56
30 2542.31 2287.50 -10.02 2272.29 -10.62
35 2935.45 2639.17 -10.09 2621.39 -10.70
40 3346.52 3012.25 -9.99 2992.05 -10.59
45 3798.04 3414.15 -10.11 3391.30 -10.71
50 4160.41 3741.97 -10.06 3716.80 -10.66
55 4605.61 4136.13 -10.19 4108.53 -10.79
Kg Kg % Kg %
P
ho
sp
ho
re
in
gé
ré
5 5.835 5.217 -10.59 5.190 -11.07
10 11.718 10.467 -10.68 10.404 -11.22
15 17.277 15.443 -10.61 15.350 -11.15
20 23.294 20.835 -10.55 20.708 -11.10
25 28.868 25.684 -11.03 25.542 -11.52
30 35.531 31.683 -10.83 31.505 -11.33
35 41.022 36.560 -10.88 36.355 -11.38
40 46.764 41.721 -10.78 41.483 -11.29
45 53.066 47.291 -10.88 47.020 -11.39
50 58.223 51.821 -11.00 51.525 -11.50
55 64.384 57.277 -11.04 56.956 -11.54
Kg Kg % Kg %
A
zo
te
in
gé
ré
5 25.094 21.086 -15.97 20.448 -18.52
10 50.365 42.308 -16.00 41.003 -18.59
15 74.295 62.426 -15.98 60.493 -18.58
20 100.317 84.200 -16.07 81.576 -18.68
25 123.601 103.841 -15.99 100.638 -18.58
30 152.630 128.077 -16.09 124.158 -18.65
35 176.120 147.849 -16.05 143.228 -18.68
40 200.789 168.619 -16.02 163.399 -18.62
45 227.998 191.117 -16.18 185.201 -18.77
50 249.533 209.519 -16.04 203.018 -18.64
55 276.458 231.553 -16.24 224.394 -18.83
Tableau 5.1  Valeur optimale, P excrété et N excrété des diﬀérentes alimentations avec les
prix de 2011 et comparaison MC-1MF-EL et MC-IF-EL avec MC-3PF-EF.
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taille du
MC-3PF-EF MC-1MF-EL MC-IF-EL
troupeau
$ $ % $ %
C
oû
t
de
l'a
lim
en
ta
ti
on
5 309.46 265.86 -14.09 261.48 -15.51
10 621.83 534.04 -14.12 525.20 -15.54
15 920.38 786.22 -14.58 773.06 -16.01
20 1237.87 1060.99 -14.29 1043.10 -15.73
25 1547.00 1323.40 -14.45 1301.02 -15.90
30 1845.08 1582.28 -14.24 1555.66 -15.69
35 2159.80 1846.44 -14.51 1815.48 -15.94
40 2472.29 2119.03 -14.29 2083.42 -15.73
45 2783.93 2384.20 -14.36 2343.81 -15.81
50 3098.95 2650.28 -14.48 2605.50 -15.92
55 3447.62 2948.57 -14.48 2898.50 -15.93
Kg Kg % Kg %
P
ho
sp
ho
re
in
gé
ré
5 5780.32 5677.55 -1.78 4728.48 -18.20
10 11.616 11.411 -1.76 9.488 -18.32
15 17.142 16.801 -1.99 13.985 -18.41
20 23.027 22.672 -1.54 18.857 -18.11
25 28.893 28.283 -2.11 23.516 -18.61
30 34.467 33.808 -1.91 28.105 -18.46
35 40.377 39.451 -2.29 32.806 -18.75
40 46.122 45.263 -1.86 37.621 -18.43
45 52.006 50.965 -2.00 42.386 -18.50
50 57.612 56.657 -1.66 47.125 -18.20
55 64.403 63.056 -2.09 52.454 -18.55
Kg Kg % Kg %
A
zo
te
in
gé
ré
5 23918.50 22.931 -4.13 20212.50 -15.49
10 48.065 46.046 -4.20 40.568 -15.60
15 71.291 67.747 -4.97 59.757 -16.18
20 95.855 91.491 -4.55 80.631 -15.88
25 119.807 114.050 -4.81 10.0537 -16.08
30 142.636 136.383 -4.38 12.0210 -15.72
35 167.247 159.191 -4.82 14.0292 -16.12
40 191.345 182.591 -4.57 16.0919 -15.90
45 215.391 205.544 -4.57 18.1228 -15.86
50 240.095 228.523 -4.82 20.1446 -16.10
55 266.965 254.190 -4.79 22.4152 -16.04
Tableau 5.2  Valeur optimale, P excrété et N excrété des diﬀérentes alimentations avec les
prix de 2016 et comparaison MC-1MF-EL et MC-IF-EL avec MC-3PF-EF.
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Conclusion
Cette étude préliminaire sur l'alimentation personnalisée de chaque individu d'un troupeau
permet de constater une réduction plus importante que pour l'alimentation d'un animal
moyen. En eﬀet, dans la section 1.3.4, le coût de l'alimentation MC-1MF-ELétait réduit
d'environ 4% pour les données de 2011 et de 6.7% pour les données de 2016. Sur un troupeau
entier, ce coût est réduit d'environ 10% lorsque nous utilisons les données de 2011 et de plus
de 14% sur les données de 2016. Nous pouvons également remarquer que la consommation
de P et de N est réduite, quel que soit le contexte de prix considéré.
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CONCLUSION ET PERSPECTIVES
Cette thèse propose (chapitre 1) une nouvelle modélisation de diète porcine : l'alimenta-
tion hybride. cette nouvelle formulation est une combinaison de l'alimentation par phases
et l'alimentation par mélanges. Nous avons montré que pour un nombre de phases égal à 3,
elle permet de réduire le coût d'alimentation de 5.19% et 8.49% lorsqu'elle est appliquée les
données de 2011 et 2016 respectivement, soit une réduction supplémentaire 1.19% et 1.8%
respectivement que l'alimentation par mélange. Notons que plus le nombre de phases aug-
mente, plus le coût de l'alimentation diminue. Cependant, nous pouvons remarquer que la
diﬀérence entre les méthodes MC-3HF-EL et MC-4HF-EL est assez faible et que les résultats
obtenus ne sont qu'à 0.29% et 0.37% respectivement de l'alimentation idéale. Ainsi, augmen-
ter signiﬁcativement le nombre de phases de l'alimentation hybride ne permettra pas à une
diminution importante du coût de l'alimentation. Nous montrons en eﬀet que les modèles
sont ordonnés en fonction de la valeur optimale. L'alimentation hybride aura toujours une
valeur plus élevée que l'alimentation idéale, mais sera plus faible qu'une alimentation par
mélange.
Les modèles bilinéaires introduits dans le chapitre 1 sont non-convexe et peuvent avoir plu-
sieurs minima. Dans le but de les résoudre globalement (chapitre 2), nous prouvons que ces
problèmes sont fortement NP-diﬃciles grâce à la modélisation sous forme d'un problème de
pooling. De plus, nous énonçons la conjecture suivante : "tout minimum local est global pour
le problème de diète porcine". Les problèmes géométriques possèdent des caractéristiques
communes avec le problème de diète porcine et nous savons obtenir son minimum global.
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Cependant, les diﬀérences entre ces deux problèmes nous empêchent d'appliquer cette mé-
thode pour la diète porcine, mais il est possible d'obtenir une preuve de la conjecture sur un
exemple de dimension réduite.
Les méthodes de résolutions globales ne pouvant pas être appliquées à notre problème à cause
de sa dimension, nous présentons dans le chapitre 3 diﬀérentes méthodes de relaxation. Nous
utilisons des approches de pénalisation, de discrétisation, de relaxations lagrangienne et de
relaxations convexes (McCormick, Tawarmalani et SDP). Toutes ces approches supportent
notre conjecture. Nous montrons également que sous certaines hypothèses, la relaxation de
McCormick et la relaxation SDP ont la même valeur optimale que le problème idéal.
Des extensions des modèles bilinéaires sont présentées dans le chapitre 4. Nous faisons dans
une premier temps une étude intégrant les rejets environnementaux. Grâce à l'approche
ε-contraintes, une multitude de solutions permettant de réduire les rejets de P et de N.
Chaque utilisateur pourra ainsi obtenir, selon ses besoins, l'alimentation appropriée. Des
compromis entre rejets de P, rejets de N et coût d'alimentation peuvent être déterminés.
Nous continuons avec une étude sur la robustesse des solutions à la variation du prix des
matières premières. L'optimisation robuste et biniveau permet d'étudier le comportement du
modèle sur la variation des prix des matières premières. Nous avons ainsi pu constater que la
mise en place d'une alimentation par mélanges engendre un coût au plus à 3.2% supérieur à
l'alimentation idéale et permet de réduire jusqu'à 23% le coût de l'alimentation, par rapport
à une alimentation traditionnelle.
Pour ﬁnir, l'étude préliminaire sur l'alimentation d'un troupeau (chapitre 5), c'est-à-dire où
chaque animal a une alimentation personnalisée, montre une réduction supplémentaire du
coût de l'alimentation comme attendue.
Comme perspective à ce travail, nous pouvons étudier plus précisément la modélisation de
l'alimentation d'un troupeau.
Dans un premier temps, il est envisagé prolonger ce qui a été fait ici, c'est-à-dire une étude
où les besoins de tous les animaux sont satisfaits quotidiennement. Il faudra évaluer l'impact
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économique des alimentations pHF, pour diﬀérentes valeurs de p.
Dans un second temps, il faudra de envisager le cas où les animaux ayant les plus forts
besoins sont mis en carence en début de croissance aﬁn de réduire le coût de l'alimentation.
Or, cette carence entraînera un retard de croissance qui impactera les besoins des animaux
les jours suivants. Il faudra donc pour cela élaborer un programme couplé avec un logiciel
de simulation de croissance tel qu'InraPorc [102]. Cela permettra de mettre à jour en temps
réel les besoins des animaux en cas de carence. Le but de cette étude sera alors de trouver un
compromis sur l'alimentation qui mettra un pourcentage du troupeau en carence les premiers
jours de manière à ce qu'elle coûte moins cher et que le retard de croissance des animaux
pris avec cette alimentation ne fasse pas perdre d'argent aux éleveurs lors de l'abattage.
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Formations complémentaires et
participations aux conférences
En plus des travaux réalisés qui ont été présentés dans ce document, les trois années de thèse
m'ont permis de suivre des formations complémentaires, scientiﬁque ou non, et de participer
à des conférences.
J'ai eu l'opportunité de suivre des formations complémentaires en optimisation en participant
au cours ROP 771 (Programmation mathématique) et ROP 831 (Algorithmes en program-
mation non linéaire) à l'Université de Sherbrooke ainsi qu'à un mini-cours organisé par le
GDR MOA à Toulouse les 21 et 22 mars 2016 ("Formal methods in optimization engineering"
par Eric Féron et "Problèmes de contrôle" par Frédéric Bonnans). J'ai également participé à
l'école d'été "COST/MINO PhD School on Advanced Optimization Methods" qui a eu lieu
à Rome du 10 au 16 juin 2016 qui regroupait 4 mini-cours ("Polyhedral Combinatorics" par
Santanu S. Dey, "Interior Point Methods" par Jordi Castro, "Advanced Dantzig-Wolfe De-
composition" par Antonio Frangioni et "Semideﬁnite Programming" par Veronica Piccialli).
Enﬁn, j'ai suivi le séminaire du programme Gaspard Monge donné par Marc Teboulle qui
s'intitulait "First Order Optimization Methods".
Par ailleurs, la Semaine d'Étude Math-Entreprise (SEME), organisé par AMIES à Nice du
25 au 29 janvier 2016, m'a permis de mettre mes connaissances en optimisation au service
de l'entreprise Exact Cure, une start-up de Dassault Systèmes, lors du projet intitulé "Re-
calibration de modèles pharmacocinétiques".
Ces trois années m'ont également permis de participer à des tâches d'encadrement et de
monitorat. J'ai données des cours à l'INSA sur les années 2015/2016 (52h d'Analyse 3 en 2ème
année de Licence et 14h d'Analyse 2 en 1ère année de Licence) et 2017/2018 (52h d'Analyse
3 en 2ème année de Licence) et à l'Université de Sherbrooke aux sessions d'hiver 2015 (13h
de ROP630 - Programmation non linéaire aux étudiants de Baccalauréat, équivalant à un
niveau L3/M1 en France), d'été 2015 (ROP542 - Éléments d'optimisation aux étudiants de
Baccalauréat, équivalant à un niveau L3 en France), d'automne 2016 (MAT128 - Éléments
d'analyse aux étudiants de Baccalauréat, équivalent L1 en France) et d'hiver 2017 (MAT221
- Calcul diﬀérentiel et intégral aux étudiants année de Baccalauréat, équivalent L1/L2 en
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France). J'ai également eu l'opportunité d'encadrer un groupe de trois étudiants de 4ème
année de Génie Mathématiques de l'INSA lors d'un Bureau d'Étude proposé par l'INRA
de Rennes ("Développement de méthodes pour l'application en temps réel de modèles de
prédiction des besoins nutritionnels et des performances dans le cadre de l'alimentation de
précision en élevage").
J'ai participé tout au long de ma thèse à plusieurs conférences et séminaires aﬁn de présenter
mes travaux :
• Exposés lors de séminaires :
 Feeding cost optimization of several diet formulations and environmental impact
in the swine industry, séminaire CREI, Sherbrooke, Canada, 27 janvier 2015.
 Feeding cost and excretion optimization in the swine industry, séminaire Landau,
Rennes, France, 17 mai 2016.
• Exposés lors de conférences :
 Optimisation des Coûts d'Alimentation et des Rejets chez le Porc Charcutier. 48es
Journées de la Recherche Porcine, Paris, France, 2-3 février 2016.
 Feeding cost and excretion optimization in the swine industry. HJ2016 : Hamilton-
Jacobi Equations : new trends and applications, Rennes, France, 30 mai-3 juin
2016.
 Minimization of feeding cost in swine industry : determine the global minimum
of a bilinear problem. Troisièmes Journées Scientiﬁques du GT Programmation
Mathématique du GDR RO, Rennes, France, 13-14 juin 2016.
 Nouvelle méthode d'alimentation hybride : un mixte de l'alimentation tradition-
nelle par phases et par mélange. 49es Journées de la Recherche Porcine, Paris,
France, 31-1 février 2017.
 Global solution analysis of a simple pooling problem with application in the feed
industry. JOPT 2017, Montréal, Canada, 8-10 mai 2017.
 Some Convergence Properties of Regularization and Penalization Schemes for
MPCCs. SIAM OP17, Vancouver, Canada, 22-25 mai 2017.
 Modeling and Optimization of New Feeding System in the Pig Industry : Linear
and Bilinear Problems. SIAM OP17, Vancouver, Canada, 22-25 mai 2017.
 Modeling of a new hybrid feeding system in pig industry. IFORS 2017, Québec,
Canada, 17-21 juillet 2017.
 Modeling and optimization of growing-ﬁnishing pigs diet. EDP-Normandie 2017,
Caen, France, 25-26 octobre 2017.
 Global convergence analysis of a bilinear model with application in the feed in-
dustry. OMS 2017, La Havane, Cuba, 16-20 décembre 2017.
• Exposés et articles de vulgarisation scientiﬁque :
 New diet formulation method : Minimization of costs and excretion in pigs indus-
try. MMS 2016 : Measurement, Modeling & Simulation, Rennes, France, 28 avril
2016.
 Nouvelle méthode de formulation : réduction des coûts et des rejets. Tech Porc,
juillet-aout 2016.
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 The math behind... Feeding pigs. Math Matters, Apply it ! février 2017.
 Les maths pour nourrir les animaux. Kaféfak, Sherbrooke, Canada, 8 mars 2017.
 Saving costs and the environment by mixing pig diets. PigProgress, 10 février
2017.
 Low-cost diets with low excretion levels - it is possible. PigProgress, 28 juin 2017.
La présentation à "MMS 2016 : Measurement, Modeling & Simulation" m'a permis de rem-
porter le prix de vulgarisation décerné par les partenaires industriels.
Pour ﬁnir, cette thèse a permis une collaboration avec Léonie Dusart, responsable alimen-
tation des volailles et durabilité des systèmes, chez ITAVI. Elle souhaite mettre en place les
alimentations que j'ai développées lors de ma maîtrise ainsi que celles présentées dans cette
thèse dans le milieu avicole.
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Annexe A
Optimisation des Coûts d'Alimentation
et des Rejets chez le Porc Charcutier
Cet article est paru dans le proceeding des 48e Journées de la Recherche Porcine qui ont eu
lieu à Paris les 3 et 4 février 2016.
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Optimisation des coûts d’alimentation et des rejets  
chez le porc charcutier  
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Optimization of feeding costs and excretions during growing-finishing pig operations 
The aim of this study is to find a formulation method to reduce both the total feed cost and the nitrogen (N) and phosphorus (P) 
excretions. We will compare two new formulation methods, applied to a precision-feeding system using two feeds, with the 
traditional three phase (25-50, 50-90, 90-130 kg of body weight) feeding system using complete feeds. In the latter one, simulated 
pigs are fed using complete feeds formulated at fixed energy density (10.36 MJ EN / kg), while in the two former ones, they are fed 
according to a precision-feeding system (daily phases) using two feeds without predetermined energy density, which, when mixed 
into several proportions, satisfy the requirements for each day. Without trying to reduce N and P excretions, the precision-feeding 
system reduced the feed cost by 4.1%, while the amount of N and P excretions were reduced by 14.8% and 3.3% respectively. When 
the excretions are forced below some levels, many possibilities are available to reduce the P and N excreted without increasing the 
feed cost. One of them can reduce N by 22.4% and P by 11.1%. Other alternatives could be good trade-offs between low excretion 
level and low cost. 
 
INTRODUCTION 
Le coût de l’alimentation représente plus de 70% du coût total 
de production du porc charcutier et une gestion optimale de la 
composition des aliments en accord avec le programme 
alimentaire aura un impact majeur sur la rentabilité des 
exploitations (Morel et al., 2012). Les conséquences 
environnementales de la production porcine sont également 
très importantes, il est donc essentiel de les diminuer. L’effet de 
différentes stratégies alimentaires sur le coût des aliments et 
leur impact environnemental a été étudié récemment (Brossard 
et al., 2010 ; Dubeau et al., 2011 ; Pomar et al., 2014). Le but de 
ce travail est de proposer une nouvelle méthode de formulation 
des aliments destinés aux porcs charcutiers permettant de 
réduire à la fois les coûts d’alimentation et les rejets de 
phosphore (P) et d’azote (N). 
1. MATÉRIEL ET MÉTHODES  
La simulation faite dans cette étude a été réalisée pour un 
animal moyen. Au lieu de minimiser uniquement le coût 
unitaire de l’aliment ($/kg), nous avons cherché à minimiser le 
coût total de l’alimentation ($/porc) tout en réduisant les rejets 
de P et N. Nous avons comparé le coût de l’alimentation et les 
rejets de N et de P pour toute la période de croissance d’un porc 
nourri selon une alimentation à phases quotidiennes utilisant 
deux prémélanges uniques, déterminés lors de l’optimisation, 
en début de croissance, et pouvant avoir chacun une 
concentration énergétique différente (nouvelle méthode, NM), 
à une alimentation conventionnelle à trois phases (25-50, 50-90 
et  90-130 kg de poids vif) utilisant trois aliments complets (un 
aliment  par phase) dont la densité énergétique a été fixée à 
10,36 MJ d’énergie nette (méthode de référence, MR). On 
suppose dans tous les cas que les porcs consomment 
suffisamment pour satisfaire leur besoin en énergie nette et 
que la capacité d’ingestion augmente avec l’âge (Black et al., 
1986). Pour une alimentation suivant la méthode de référence 
MR, les aliments ont été déterminés de manière à ce que 
chacun d’eux satisfasse les besoins en nutriment (NRC, 1998) de 
la phase à laquelle il est associé. Pour une alimentation suivant 
la nouvelle méthode NM, les deux prémélanges ont été 
déterminés de façon à ce que leur combinaison quotidienne 
satisfasse ou dépasse les besoins journaliers. Ces deux 
prémélanges pris séparément ne satisfont pas nécessairement 
les besoins des animaux à des poids particuliers, mais leur 
mélange à des proportions spécifiques le permet tout au long 
de la période de croissance. De plus, cette combinaison est 
obtenue en minimisant le coût de l’alimentation ($/porc). 
Seulement le ratio entre un nutriment (ex. lysine) et l’énergie 
peut être contrôlé avec deux prémélanges. Le ratio entre les 
autres nutriments et la lysine peut cependant varier de façon 
proportionnelle au cours de la croissance. 
Tous les aliments utilisés dans cette étude ont été obtenus à 
partir de la liste d’ingrédients disponibles et de leur prix moyen 
pour l’ensemble de la période allant de novembre 2010 à octobre 
2011 (Aliments Bretons Inc, QC, Canada). Les coûts fixes tels que 
celui de la fabrication de l’aliment, de l’entreposage, du transport 
et de la distribution ne sont pas considérés dans cette étude.  
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Les performances d’un porc type sont considérées ici et il a été 
simulé à l’aide d’un modèle mathématique déterministe (NRC, 
1998). La méthode de formulation utilisée dans cette étude 
permet de déterminer simultanément la composition des 
deux prémélanges et les proportions quotidiennes de 
manière à minimiser le coût total de l’alimentation 
(Joannopoulos et al., 2015), tout en rajoutant des 
contraintes sur les rejets de P et de N. Des modèles linéaires 
monocritères ont été utilisés pour les aliments MR. Deux types de 
modélisation ont été utilisés pour la nouvelle méthode NM. La 
première consiste à minimiser seulement le coût de l’alimentation 
avec un modèle bilinéaire monocritère (NM-MC). La seconde 
consiste à rajouter les contraintes sur les rejets de P et de N utilisant 
un modèle bilinéaire tricritère (NM-TC). Toutes ces modélisations 
ont été réalisées en langage AMPL (Fourer et al., 2002) et 
l’optimisation a été faite à partir de serveur NEOS (Czyzyk et al., 
1998 ; Dolan, 2001). 
2. RESULTATS ET DISCUSSION 
Tableau 1 – Coût de l’alimentation et rejets de phosphore et 
d’azote selon les différentes méthodes de formulation  
(entre parenthèses, écart en pourcentage  
avec la méthode de référence) 
Méthode1 Coût de 
l’alimentation 
$/porc 
P excrété 
 
kg/porc 
N excrété 
 
kg/porc 
MR 100,33  1,203 4,062  
NM-MC 96,232  
(-4,1%) 
1,163  
(-3,3%) 
3,463  
(-14,8%) 
NM-TC 100,31  
(-0,02%) 
1,070  
(-11,1%) 
3,151  
(-22,4%) 
1MR : méthode de référence ; NM-MC : nouvelle méthode avec modèle 
bilinéaire monocritère ; NM_TC : nouvelle méthode avec modèle bilinéaire 
tricritère. 
L’alimentation avec un aliment complet pour chacune des trois 
phases (méthode MR) est utilisée comme référence dans cette 
étude (Tableau 1). Lorsqu’on utilise une alimentation à phases 
quotidiennes avec prémélanges non nécessairement complets 
et sans contraintes environnementales (méthode NM-MC), le 
coût de l’alimentation est réduit de 4,1% ; les rejets de P et de 
N sont réduits de respectivement 3,3 et 14,8%.  
 
Les simulations suivantes ont consisté à forcer les rejets à être 
réduits de 3% à 23% pour le P, et de 15% à 30% pour le N, par 
pas de 1%, tout en utilisant une alimentation journalière avec 
des prémélanges à concentration énergétique libre (Figure 1 ; 
méthode NM-TC). La courbe A présentée sur la surface de la 
figure 1 correspond aux paires de réductions des rejets de P et 
de N avec un coût de l’alimentation égal à celui de MR. Toutes 
les paires situées sous cette courbe et jusqu’à un rejet de P = 0% 
et un rejet de N = 0%, sont des situations permettant de réduire 
à la fois les rejets et le coût de l’alimentation. La méthode 
proposée permet de quantifier le coût des réductions des rejets 
en N et P, en fonction de l’intensité de cette réduction.  
 
Figure 1 – Évolution du coût de l’alimentation NM-TC  
(nouvelle méthode, modèle bilinéaire tricritère) par rapport  
à MR (méthode de référence) en fonction des rejets  
de phosphore et d’azote  
Le scénario NM-TC permet des diminutions de 11% de 
l’excrétion de P et de 22% de l’excrétion N tout en maintenant 
un coût de l’alimentation semblable à celui de la méthode 
traditionnelle (MR).  
CONCLUSION 
Une alimentation en phases quotidiennes utilisant deux 
prémélanges à concentration énergétique libre permet de 
réduire considérablement le coût total de l’alimentation. De 
plus, ces aliments permettent de réduire légèrement les rejets 
de P et, de manière plus importante, ceux de N. Toujours en 
utilisant une alimentation à phases quotidiennes, il est possible 
de réduire davantage les rejets, mais le gain monétaire est alors 
moins important. 
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Nouvelle méthode d’alimentation hybride : un mixte de l’alimentation traditionnelle et par mélange 
L’alimentation représente une part importante du coût de production en engraissement porcin et, dans le contexte économique 
actuel, il est important de parvenir à le réduire. Nous proposons ici une méthode d’alimentation se basant à la fois sur une 
alimentation traditionnelle par phases et sur une alimentation avec prémélanges (utilisant deux prémélanges et à une phase).  
Le principe est le suivant : pour chaque phase, nous utilisons une alimentation à deux prémélanges (optimisés en même temps que 
le coût total et non nécessairement complets) qui sont combinés afin de satisfaire les besoins des animaux quotidiennement.  
Par exemple, pour trois phases, nous utilisons quatre prémélanges (A, B, C et D) : A et B sont utilisés dans la première phase, B et C 
sont utilisés dans la seconde phase et finalement C et D sont utilisés dans la dernière phase. Par rapport à la méthode 
conventionnelle, une telle approche permet de réduire le coût total de 5,2% tout en diminuant les rejets d’azote et de phosphore, 
respectivement, de 17,8% et 2,2%. En ajoutant comme critère la minimisation des rejets, nous pouvons proposer une méthode 
d’alimentation ayant un coût équivalent à la méthode traditionnelle à trois phases et qui réduit les rejets d’azote de 18% et de 
phosphore de 16%. De même, à coût équivalent à une méthode d’alimentation de précision (utilisant deux prémélanges et une 
phase), nous pouvons réduire les rejets d’azote de 17% et ceux de phosphore de 8%. 
 
New hybrid feeding system: a mix between traditional feeding system and feeding system using feeds 
Feed represents an important part of the production cost in the growing-finishing pig industry and, in the current economic context, 
it is important to reduce it. In this paper, we propose a new feeding system based on a traditional feeding system with phases and a 
feeding system using feeds (with one phase and two feeds). The concept is the following: for each phase, one is a feeding system 
using two feeds (optimized at the same time as the total cost minimization and not necessarily complete) which will be blended 
together to satisfy the daily animal requirements. For example, for three phases, one will use four feeds (A, B, C, and D): A and B will 
be used in the first phase, B and C in the second phase and finally C and D in the last phase. Compared to the traditional feeding 
system, this leads to a feed cost reduction of 5.2% while nitrogen and phosphorus excretion decreases by 17.8% and 2.2%, 
respectively. If minimization of excretions is added to feed cost as a criterion, one can propose a feeding system which is cost 
equivalent to the traditional feeding system with three phases and reducing phosphorus and nitrogen excretion, for example by 16% 
and 18%, respectively. Moreover, one can propose feeding systems which are cost equivalent to a precision feeding system (using 
two feeds and one phase), and which reduce phosphorus and nitrogen excretions by 8% and 17%, respectively. 
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INTRODUCTION 
L’alimentation représente presque les trois quarts du coût de 
production dans un élevage de porcs en croissance-finition et, 
dans le contexte économique actuel difficile, il est primordial de 
réduire les coûts d’élevage autant que possible. De plus, 
l’élevage porcin est fréquemment cité comme étant source de 
pollution par l’apport massif de phosphates et de nitrates lors 
de l’épandage de lisier. Il est donc également très important de 
réduire ces rejets.  
Plusieurs études ont déjà été réalisées (Brossard et al., 2010 ; 
Dubeau et al., 2011 ; Pomar et al., 2014 ; Joannopoulos et al., 
2015) afin d’évaluer l’impact économique et environnemental 
de différentes stratégies d’alimentation.  
Le porc charcutier est généralement nourri selon des plans 
d’alimentation par phases caractérisées par l’utilisation d’un 
aliment complet unique à densité énergétique fixée (par 
exemple 10,36 MJ d'énergie nette/kg). Depuis quelques années 
de nouvelles méthodes d’alimentation basées sur l’utilisation 
de deux aliments combinés, en différentes proportions 
quotidiennement, ont fait leur apparition dans des études 
théoriques (Joannopoulos, 2012).  
Dans cet article, nous proposons une nouvelle méthode 
d’alimentation que nous appelons hybride et qui combine 
l’alimentation par phases et par mélange. Une étude 
monocritère (MC), c’est-à-dire ne minimisant que le coût de 
l’alimentation, et une étude tricritère (TC), qui permet de 
réduire simultanément le coût d’alimentation et les rejets de 
phosphore (P) et d’azote (N), ont été réalisées.   
1. MATERIEL ET METHODES 
Afin de faciliter la lecture, les formules mathématiques 
décrivant les différentes méthodes de formulation sont 
détaillées dans la section 4, située en annexe, de cet article. 
Nous y faisons référence lors de la description des différents 
systèmes d’alimentation étudiés. 
1.1. Données utilisées 
Dans cet article, nous considérons un porc moyen, représentatif 
d’une population, élevé de 20 kg à 130 kg de poids vif, avec un 
gain moyen quotidien de 1 kg/jour. Il consomme 2864 MJ 
d’énergie nette pour toute la période de croissance, soit une 
consommation moyenne quotidienne de 25,80 MJ/jour. De 
futurs travaux seront consacrés à l’étude d’un troupeau.  
Les besoins de l’animal incluent les besoins énergétiques et en 
nutriments (lysine, arginine, calcium, phosphore, etc.). La 
modélisation mathématique de ces contraintes peut être 
retrouvée à la section 4.2. Nous supposons que l’animal 
consomme un aliment jusqu’à satisfaire son besoin en énergie, 
mais que cette consommation peut être limitée par sa capacité 
d’ingestion (Black et al., 1986).  
Les ingrédients utilisés dans cette étude étaient disponibles de 
novembre 2010 à octobre 2011 et nous utilisons le prix moyen 
(en $CAD) de chaque ingrédient sur cette période (Aliments 
Bretons inc., QC, Canada). Les aliments doivent satisfaire 
certaines caractéristiques (par exemple, ne pas contenir plus de 
60% de maïs). La formule correspondant à cette contrainte est 
décrite dans la section 4.2 de cet article.  
Les coûts auxiliaires, tels les coûts de fabrication, de transport, 
de stockage et de distribution ne sont pas considérés dans cette 
étude. En effet, ces frais variant, entre autres, en fonction de la 
taille et de l’organisation du fabricant d’aliments, de la taille de 
l’exploitation, et de la distance que les aliments doivent 
parcourir, ils sont peu influencés par les programmes 
alimentaires proposés dans cette étude.  
1.2. Systèmes d’alimentation  
Le plan d’alimentation utilisé comme méthode de référence 
(MR) consiste à nourrir les porcs en trois phases (20-50 kg, 50-
90 kg et 90-130 kg de poids vif). Lors de chaque phase, l’animal 
est nourri en utilisant un unique aliment complet dont la 
concentration énergétique est fixée à 10,36 MJ d’énergie 
nette/kg. Ayant supposé que les animaux se nourrissent jusqu’à 
satisfaire leur besoin en énergie, nous pouvons calculer la 
quantité d’aliments ingérée quotidiennement. Ainsi, les seules 
variables à déterminer sont les proportions de chaque 
ingrédient qui compose l’aliment. Chaque aliment doit satisfaire 
les besoins pour chaque jour de la phase à laquelle il est associé. 
Dans cette méthode, c’est le coût unitaire qui est minimisé 
($CAD/kg). Le problème résolu est linéaire et son modèle (MR) 
est décrit dans la section 4.3.1. 
La nouvelle méthode que nous proposons ici est un système 
d’alimentation hybride se basant à la fois sur une alimentation 
par phases et par la combinaison de deux prémélanges qui sont 
des aliments non nécessairement complets. Le principe est le 
suivant :   
 la période de croissance des animaux est décomposée 
en p phases, 
 p+1 prémélanges sont utilisés,  
 lors de chaque phase, seulement deux prémélanges 
sont utilisés,  
 ces deux prémélanges sont combinés en différentes 
proportions quotidiennement afin de satisfaire les 
besoins des animaux à chaque jour de la phase, 
 deux phases consécutives n’ont qu’un seul 
prémélange en commun. 
Ainsi, pour p = 3, nous utilisons quatre prémélanges de la 
manière suivante :  
 les mélanges 1 et 2 sont utilisés lors de la première 
phase, 
 les mélanges 2 et 3 sont utilisés lors de la seconde 
phase, 
 les mélanges 3 et 4 sont utilisés lors de la troisième 
phase. 
Cette méthode est notée MHp, p correspondant au nombre de 
phases considérées, et utilise p+1 prémélanges. Par exemple, 
une alimentation en trois phases où l’on utilisera quatre 
prémélanges, est notée MH3. Nous avons étudié deux variantes 
de ce modèle. Dans le cas de l’optimisation monocritère, c’est-
à-dire lorsqu’on minimise uniquement le coût d’alimentation, le 
modèle est noté MHp-MC, et dans le cas de l’optimisation 
tricritère, c’est-à-dire lorsque les rejets sont minimisés en plus 
du coût, le modèle est noté MHp-TC. Nous avons choisi cette 
méthode car elle est facile à mettre en place en pratique dans 
les élevages du fait qu’il n’y a jamais plus de deux prémélanges 
utilisés simultanément. Dans ces simulations, nous avons 
optimisé le coût total d’alimentation ($CAD/porc) pour toute la 
période de croissance. Les prémélanges que nous proposons 
d’utiliser dans cette méthode sont déterminés lors de la 
résolution du problème minimisant le coût total de 
l’alimentation. Ainsi, chaque prémélange pris indépendamment 
n’est pas nécessairement complet pour une certaine journée, 
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mais une fois combinés en différentes proportions 
quotidiennement, l’aliment issu de cette combinaison l’est, 
satisfaisant ainsi les besoins des animaux au long de leur 
croissance. De plus, contrairement à la méthode MR, la densité 
énergétique de chaque prémélange n’est pas fixée à l’avance et 
les prémélanges n’ont donc pas forcément tous la même 
densité énergétique. Ceci implique que la quantité ingérée est 
inconnue lors de la détermination des aliments et le modèle 
représentant cette alimentation est un problème bilinéaire.  
Le modèle (MH3-MC), décrit dans la section 4.3.2, est un 
exemple pour p = 3 de la version monocritère. Pour obtenir le 
modèle de l’alimentation tricritère MH3-TC, il suffit d’ajouter au 
modèle MH3-MC les contraintes (TC), décrites dans la section 
4.3.3. Dans le cas du modèle tricritère, nous avons procédé avec 
un balayage des valeurs admissibles de P et de N rejetés, par 
décréments de 1%, en partant des rejets du modèle MR. 
Enfin, la méthode d’alimentation optimale (MO) consiste à 
nourrir les animaux en utilisant un aliment complet à coût 
minimal chaque jour. La densité énergétique de ces aliments 
n’est pas fixe et peut varier d’un jour à l’autre. Le problème 
correspondant à cette alimentation peut être résolu grâce à un 
problème linéaire par jour, dont le modèle est présenté en 
section 4.3.4. Cette alimentation n’est pas réalisable dans la 
pratique à cause du grand nombre d’aliments à utiliser (un 
aliment par jour). Cependant, le coût de cette alimentation est 
un optimum que nous cherchons à atteindre.  
1.3. Logiciels 
Tous les modèles présentés dans cet article ont été modélisés 
en langage AMPL (Fourer et al., 2002). Pour les résoudre, nous 
avons utilisé le solveur d’optimisation Ipopt (Wätcher et Biegler, 
2005) qui utilise un algorithme de points intérieurs. 
2. RESULTATS ET DISCUSSION 
En utilisant les données que nous avons décrites à la section 1.1, 
une alimentation de type MR a un coût de 100,33 $CAD 
(Tableau 1).   
L’alimentation par mélange telle qu’elle est connue 
actuellement, c’est-à-dire à phase quotidienne et utilisant deux 
prémélanges combinés en différentes proportions, correspond 
au modèle MH1-MC et a un coût de 96,23 $CAD, soit une 
diminution de 4,1%, et une réduction des rejets de P et de N 
respectivement de 3,3% et 14,8%.   
La méthode MO permet de nourrir un porc pour 94,84 $CAD et 
est un idéal que nous essayons d’atteindre.  
2.1. Optimisation monocritère 
Augmenter le nombre de phases en ne cherchant à minimiser 
que le coût d’alimentation permet de réduire davantage ce coût 
qui diminue de 5,0%, 5,19% et 5,21%, respectivement pour des 
alimentations de type monocritère MH2, MH3 et MH4, par 
rapport à l’alimentation de type MR. Les rejets de P sont réduits 
entre 1,0 et 3,3%, pendant que ceux de N sont réduits entre 
14,8 et 18,2% (Tableau 1).   
A la vue de ces résultats, il n’est pas nécessaire d’augmenter 
considérablement le nombre de phases. En effet, on  
peut   constater   que   le  coût   de   l’alimentation  diminue   très
rapidement lorsqu’une alimentation par mélange est mise en 
place (-4,1% avec une alimentation MH1), puis le coût est réduit 
encore de 1% avec deux phases et trois prémélanges (MH2) puis 
0,2% supplémentaire pour le passage à trois phases et quatre 
prémélanges (MH3). En revanche, passer de trois à quatre 
phases (MH4) ne permet qu’une économie de 0,02%. Sachant 
que nous ne pourrons pas diminuer le coût de l’alimentation de 
plus de 5,47% au total, ce qui correspond à une alimentation où 
l’on utilise un mélange complet différent chaque jour, soit 
seulement 0,27% supplémentaire, nous ne sommes pas allés 
plus loin dans les calculs. 
Tableau 1 – Coût ($CAD/porc) et rejets (kg/porc) des 
différentes méthodes d’alimentation avec une optimisation 
monocritère 
Méthode1 Coût P excrété N excrété 
MR 100,33 1,203 4,062 
MH1-MC 96,23 (-4,0%) 1,163 (-3,3%) 3,463 (-14,8%) 
MH2-MC 95,29 (-5,0%) 1,191 (-1,0%) 3,347 (-17,6%) 
MH3-MC 95,12 (-5,19%) 1,177 (-2,2%) 3,339 (-17,8%) 
MH4-MC 95,10 (-5,21%) 1,170 (-2,7%) 3,324 (-18,2%) 
MO 94,84 (-5,5%) 1,172 (-2,7%) 3,293 (-18,9%) 
1 MR : méthode de référence ; MHp-MC : méthode hybride à p phases ; MO : 
méthode optimale. 
2.2. Optimisation tricritère 
Nous nous sommes concentrés sur une alimentation de type 
MH3 lors de la résolution du modèle tricritère, c’est-à-dire 
lorsqu’on cherche à déterminer une alimentation minimisant le 
coût et les rejets de P et de N.  
Il est connu que, lorsqu’on essaye de réduire les rejets de P et 
de N, le coût de l’alimentation augmente. Cependant, nous 
venons d’énoncer une nouvelle méthode d’alimentation 
permettant de réduire considérablement le coût de 
l’alimentation lorsque les rejets ne sont pas pris en compte. 
Nous avons donc étudié l’impact économique de cette méthode 
d’alimentation lorsque nous minimisons également les rejets de 
P et de N. 
Pour cela, nous avons forcé les rejets de P à être inférieurs de 
0% à 25%, et ceux de N à être inférieurs de 0% à 30%, aux rejets 
d’une alimentation de type MR, par pas de 1%.  
Les résultats de cette simulation montrent que les rejets de N 
et de P peuvent être considérablement réduits, par rapport à 
une alimentation de type MR, sans augmentation du coût de 
l’alimentation. La courbe A (Figure 1) décrit la ligne de niveau 
d’un coût équivalent à la méthode MR sur la surface 
représentant le coût de l’alimentation MH3-TC. Tous les couples 
de valeurs de rejet P et de rejet N (RP,RN) situés sous cette 
courbe (par exemple, point D) ont été obtenus avec quatre 
prémélanges dont le coût d’alimentation est inférieur à celui 
obtenu avec la méthode MR. Le point C (Figure 1 et Tableau 2) 
correspond à une alimentation de type MH3-TC permettant de 
nourrir les animaux à un coût de 100,33 $CAD tout en ayant des 
rejets de P et de N, respectivement, de 0,986 kg et 3,412 kg, soit 
une réduction de 18% et 16%. Le point D, quant à lui, 
correspond à une alimentation de type MH3-TC permettant de 
nourrir chaque animal à un coût de 98,22 $CAD, soit une 
réduction de 2,10%, et des rejets de P et de N de 1,034 kg et 
3,493 kg, soit une réduction de 14% chacun. 
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 Figure 1 – Coût de l’alimentation ($CAD/porc) MH3-TC en fonction de la réduction des rejets (%) de P et de N  
par rapport aux excrétions de la méthode de référence 
 
Tableau 2 – Exemples de combinaison (coût, rejets P, rejets N) 
des différentes méthodes d’alimentation obtenus  
avec la méthode d’optimisation tricritère 
 
Point1 Méthode2 Coût3, 
$CAD/porc 
P excrété3, 
kg/porc 
N excrété3, 
kg/porc 
n/a MR 100,33 1,203 4,062 
n/a MH1-MC 
96,23 
(-4,1%) 
1,163 
(-3,3%) 
3,463 
(-14,8%) 
C MH3-TC 
100,33 
(-0%) 
0,986 
(-18%) 
3,412 
(-16%) 
D MH3-TC 
98,22  
(-2,10%) 
1,034 
(-14%) 
3,493 
(-14%) 
E MH3-TC 
96,21 
(-4,10%) 
1,107 
(-8%) 
3,371 
(-17%) 
F MH3-TC 
95,66 
(-4,65%) 
1,107 
(-8%) 
3,656 
(-10%) 
n/a MO 
94,84 
(-5,47%) 
1,172  
(-2,7%) 
3,293  
(-18,9%) 
1Points correspondant sur la Figure 1. n/a : ne correspond à aucun point. 
2MR : méthode de référence ; MHp-MC : méthode hybride monocritère à p 
phases ; MHp-TC : méthode hybride tricritère à p phases ; MO méthode 
optimale. 
3Entre parenthèses, réductions par rapport à la méthode MR en %. 
La courbe B représente la ligne de niveau du coût d’une 
alimentation de type MH1-MC, qui correspond à l’alimentation 
par mélanges telle qu’elle est connue aujourd’hui. On peut y 
faire la même interprétation que pour la courbe A. Ainsi, le 
point E correspond à une alimentation de type MH3-TC ayant 
un coût de 96,21 $CAD, équivalent à celui de la méthode MH1-
MC, et des rejets de P et de N de, respectivement, 1,107 kg et 
3,371 kg, soit une réduction de 8% et 17% par rapport à la 
méthode MR. Le point F correspond à une alimentation de type 
MH3-TC ayant un coût de 95,66 $CAD, soit une réduction de 
4,65%, et des rejets de P et de N de, respectivement, 1,107 kg 
et 3,656 kg, soit une réduction de 8% et 10% par rapport à la 
méthode MR. 
Ces points ne sont que des exemples et on peut bien entendu 
en choisir d’autres en fonction du besoin de chacun. En effet, si 
un producteur préfère réduire grandement les rejets de N et 
très peu ceux de P, il est possible de trouver une solution le 
permettant. Il est toutefois possible de trouver un compromis 
entre réduction du coût d’alimentation et diminution des rejets 
afin de réduire le coût de production d’un élevage de porc, tout 
en préservant l’environnement.  
CONCLUSION 
L’utilisation de prémélanges (c'est-à-dire d’aliments non 
nécessairement complets) combinés quotidiennement en 
différentes proportions permet de réduire les coûts 
d’alimentation. Cependant, il est possible de réduire davantage 
ce coût en utilisant la méthode hybride développée qui 
combine l’alimentation par mélanges et par phases. Cette 
réduction pourrait être de 5,2% avec une alimentation hybride 
à trois phases et quatre prémélanges. Cette alimentation 
permet également de réduire légèrement les rejets de P (2,2%) 
et de manière plus importante ceux de N (17,8%). Il est possible 
de réduire davantage les rejets de N et de P en utilisant un 
modèle d’optimisation tricritère ainsi que de trouver un 
compromis entre la réduction des rejets et le coût de 
l’alimentation.  
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ANNEXE - MODELISATION MATHEMATIQUE  
Notations 
Les notations utilisées sont les suivantes : 
 p : le nombre de phases, 
 I : l’ensemble des ingrédients, 
 J : l’ensemble des jours de la période de croissance, 
séparé en p sous-ensembles Jj représentant 
l’ensemble des jours de la phase j, 
 N : l’ensemble des nutriments (ex : énergie, lysine, 
thréonine, calcium…) qui sont considérés, 
 A : l’ensemble des prémélanges, 
 M : la matrice d’apport en nutriment de chaque 
ingrédient, où m.n est le vecteur de l’apport en 
nutriment n de chaque ingrédient, 
 bn : le vecteur de besoin du porc en nutriment n, 
 Bn : le vecteur de l’apport maximal autorisé en 
nutriment n, 
 Wmax : le vecteur représentant la capacité d’ingestion 
du porc, 
 xmax : le vecteur du taux maximal d’incorporation des 
ingrédients dans les prémélanges, 
 c : le vecteur prix des ingrédients, 
 X : la matrice des aliments, où la colonne 𝑥∙a, 𝑎 ∈ 𝐴, 
représente la composition du prémélange, 
 Q : la matrice des quantités, où la colonne 𝑞∙𝑎, 𝑎 ∈ 𝐴, 
contient les quantités 𝑞𝑗𝑎  de prémélange a donné 
chaque jour j de l’étude. 
Avec ces notations, l’aliment qui est donné à l’animal le jour j, 
quel que soit le système d’alimentation considéré, est 
représenté par l’expression ∑ 𝑞𝑗𝑎𝑥∙𝑎𝑎∈𝐴 .  
Usuellement, les vecteurs sont donnés en colonnes. Ainsi, si 𝑣 
est un vecteur, la notation « 𝑣 transposé » sera notée 𝑣𝑡. 
Modélisation des contraintes 
Pour que l’animal ait une croissance normale, nous devons 
satisfaire ses besoins à chaque jour j. Ainsi, nous avons trois 
types de contraintes : 
 la contrainte sur l’énergie, modélisée par l’équation 
𝑚∙𝐸
𝑡 (∑ 𝑞𝑗𝑎𝑥∙𝑎𝑎∈𝐴 ) = 𝑏𝐸𝑗, 
 les contraintes sur les nutriments, modélisées par 
l’équation 𝑏𝑛𝑗 ≤ 𝑚∙𝑛
𝑡 (∑ 𝑞𝑗𝑎𝑥∙𝑎𝑎∈𝐴 ) ≤ 𝐵𝑛𝑗, pour tout 
𝑛 ∈ 𝑁\{𝐸}, 
 la contrainte sur la capacité d’ingestion, modélisée par 
l’équation ∑ 𝑞𝑗𝑎𝑎∈𝐴 ≤ 𝑊𝑗
𝑚𝑎𝑥, pour tout 𝑗 ∈ 𝐽. 
De plus, les prémélanges et quantités doivent satisfaire à 
certaines caractéristiques que nous pouvons modéliser grâce à 
trois types de contraintes : 
 les quantités non-négatives sont modélisées par 
l’équation 𝑞∙𝑎 ≥ 0, pour tout 𝑎 ∈ 𝐴, 
 la contrainte de proportion sur les ingrédients est 
modélisée par l’équation ∑ 𝑥𝑖𝑎𝑖∈𝐼 = 1, pour tout     
𝑎 ∈ 𝐴, 
 les contraintes d’incorporation de chaque ingrédient 
sont modélisées par l’équation 0 ≤ 𝑥∙𝑎 ≤ 𝑥
𝑚𝑎𝑥 pour 
tout 𝑎 ∈ 𝐴. 
Par simplicité, nous appellerons 𝑆𝑗  l’ensemble regroupant 
toutes les contraintes du jour 𝑗. Ainsi, 𝑞𝑗𝑎𝑥∙𝑎 ∈ 𝑆𝑗  signifie que 
prémélange représenté par 𝑞𝑗𝑎𝑥∙𝑎 est réalisable (satisfait les 
contraintes) pour le jour j.  
Modélisation des méthodes d’alimentation 
L’alimentation MR 
Une alimentation MR est modélisée 
(MR)
{
 
 
 
 min
𝑋
∑𝑐𝑡(𝑞𝑗1𝑥∙1 + 𝑞𝑗2𝑥∙2 + 𝑞𝑗3𝑥∙3)
𝑗∈𝐽
,
sujet à 𝑞𝑗1𝑥∙1 ∈ 𝑆𝑗  ∀𝑗 ∈ 𝐽1,
𝑞𝑗2𝑥∙2 ∈ 𝑆𝑗 ∀𝑗 ∈ 𝐽2,
𝑞𝑗3𝑥∙3 ∈ 𝑆𝑗 ∀𝑗 ∈ 𝐽3.
 
Ce type de modèle est un modèle linéaire (fonction objectif 
linéaire et contraintes linéaires) et lors de sa résolution, nous 
sommes assurés d’obtenir un minimum global. 
L’alimentation MHp-MC 
Une alimentation MH3-MC se modélise :  
(MH3 − MC) 
{
 
 
 
 
 
 
 
 
 
 min
𝑋,𝑄
∑𝑐𝑡(𝑞𝑗1𝑥∙1 + 𝑞𝑗2𝑥∙2 + 𝑞𝑗3𝑥∙3 + 𝑞𝑗4𝑥∙4)
𝑗∈𝐽
,
sujet à 𝑞𝑗1𝑥∙1 + 𝑞𝑗2𝑥∙2 ∈ 𝑆𝑗           ∀𝑗 ∈ 𝐽1,
𝑞𝑗2𝑥∙2 + 𝑞𝑗3𝑥∙3 ∈ 𝑆𝑗           ∀𝑗 ∈ 𝐽2,
𝑞𝑗3𝑥∙3 + 𝑞𝑗4𝑥∙4 ∈ 𝑆𝑗           ∀𝑗 ∈ 𝐽3,
𝑞𝑗1 = 0                                 ∀𝑗 ∈ 𝐽2 ∪ 𝐽3,
𝑞𝑗2 = 0                                 ∀𝑗 ∈ 𝐽3,
𝑞𝑗3 = 0                                 ∀𝑗 ∈ 𝐽1,
𝑞𝑗4 = 0                                 ∀𝑗 ∈ 𝐽1 ∪ 𝐽2.
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On remarque ici que les variables de notre modèle sont 𝑞∙𝑎 et 
𝑥∙𝑎 , pour tout 𝑎 ∈ 𝐴 et que des termes bilinéaires (𝑞𝑗𝑎𝑥∙𝑎,  
 𝑎 ∈ 𝐴, 𝑗 ∈ 𝐽) sont présents dans la fonction objectif et dans 
certaines contraintes. Ce type de modèle est un modèle 
bilinéaire et non-convexe. Il est difficile à résoudre, et possède 
potentiellement plusieurs minima locaux.  
L’alimentation MHp-TC 
Pour obtenir une alimentation MHp-TC, nous avons utilisé la 
méthode ε-contrainte. Cette méthode permet de transformer 
un objectif en une contrainte majorée par une valeur maximale 
autorisée. Pour le modèle minimisant les rejets de P, les rejets 
de N et le coût de l’alimentation, nous avons transformé les 
objectifs modélisant les rejets en contraintes. Ainsi, pour 
obtenir la modélisation d’une alimentation MH3-TC, il suffit de 
rajouter au modèle précédent les deux contraintes   
(TC)
{
 
 
 
 ∑𝑀𝑃(𝑞𝑗1𝑥∙1 + 𝑞𝑗2𝑥∙2 + 𝑞𝑗3𝑥∙3 + 𝑞𝑗4𝑥∙4)
𝑗∈𝐽
− 𝑃𝑅 ≤  𝜀𝑃,
∑𝑀𝑁(𝑞𝑗1𝑥∙1 + 𝑞𝑗2𝑥∙2 + 𝑞𝑗3𝑥∙3 + 𝑞𝑗4𝑥∙4)
𝑗∈𝐽
− 𝑁𝑅 ≤ 𝜀𝑁,
 
 
où 𝑃𝑅  et 𝑁𝑅, sont respectivement les quantités de P et de N 
retenues par le porc. Les variables 𝜀𝑃 et 𝜀𝑁 sont respectivement 
les quantités maximales de rejet de P et de N admissibles que 
nous avons fait varier, à la baisse et par pas de 1%, à partir des 
quantités de P et de N rejetés estimées par la MR. 
La méthode MO 
Les aliments de la méthode MO peuvent être déterminés en 
utilisant un modèle linéaire par jour. La modélisation diffère 
légèrement des modèles précédents puisque les aliments ne 
sont plus modélisés en proportions mais en quantités et que 
nous ne considérons alors plus que la variable X. Le modèle pour 
un jour j de cette alimentation est donnée par  
(MOj)
{
 
 
 
 
 
 
 
 
min
𝑥∙𝑗
𝑐𝑡𝑥∙𝑗
sujet à. 𝑚𝐸
𝑡 𝑥∙𝑗 = 𝑏𝐸𝑗,
𝑏𝑛𝑗 ≤ 𝑚𝑛
𝑡 𝑥∙𝑗 ≤ 𝐵𝑛,𝑗 ∀𝑛 ∈ 𝑁\{𝐸},
∑𝑥𝑖𝑗 ≤ 𝑊𝑗
𝑚𝑎𝑥
𝑖∈𝐼
,
0 ≤ 𝑥∙𝑗 ≤  𝑥
𝑚𝑎𝑥 (∑𝑥𝑖𝑗
𝑗
) .
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Annexe C
Une nouvelle méthode de formulation
pour réduire coûts et rejets
L'article ci-après, présente les résultats des modèles de la section 4.1 de manière vulgarisé.
En eﬀet, cette revue ayant principalement un public d'éleveur porcin, ce sont les résultats
qui sont important, mais la méthodologie doit tout de même rester compréhensible. Il est
paru dans la revue TechPorc en juillet 2016
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Alimentation
L’élevage porcin est une activité écono-
mique importante en France, comme au 
Canada� Dans le contexte actuel de concur-
rence internationale, il est primordial de 
parvenir à réduire le coût de l’alimentation, 
qui représente plus de 70  % du coût de 
production� D’autre part, cette activité est 
souvent citée comme étant écologique-
ment problématique par l’apport massif 
de phosphates et de nitrates lors de l’épan-
dage de lisier� En distribuant en engraisse-
ment un mélange de deux aliments, et en 
ajustant cette distribution à la croissance, il 
est possible de réduire les coûts et les rejets� 
Ces résultats sont issus d’une modélisation 
comparant un multiphase quotidien au 
rationnement traditionnel�
L’objectif de cette étude est d’établir une 
méthode qui vise à minimiser non seule-
ment les coûts mais également les rejets� 
Elle a été réalisée sur un porc moyen 
simulé� Les ingrédients sont ceux utili-
sés par le Canada et leur prix, exprimé 
en dollars canadiens, est la moyenne des 
prix enregistrés par Aliments Breton de 
novembre 2011 à octobre 2012� Les ali-
ments, déterminés grâce à des méthodes 
mathématiques, sont utilisés dans le cadre 
d’une alimentation de précision� Le but 
est de déterminer deux prémélanges qui, 
combinés en des proportions différentes 
chaque jour, permettent de couvrir les 
besoins des porcs tout au long de leur 
croissance� Le fait d’associer ces deux pré-
mélanges pour un multi-phase quotidien 
permet de limiter les excès de certains 
nutriments� 
Diminution du coût  
jusqu’à 4,1 %
La formulation traditionnelle consiste à 
nourrir les animaux en trois phases en uti-
lisant un aliment complet pour chacune 
d’elles� Ces aliments sont, en général, 
formulés à 10,36  MJ/kg d’énergie nette� 
La première étude qui a été conduite 
consiste à ne minimiser que le coût de 
l’alimentation� La formulation utilisée 
ici consiste donc à déterminer les deux 
prémélanges qui minimiseront le coût 
de l’alimentation sur toute la période de 
croissance� Ces prémélanges présentent 
deux particularités� La première est que 
leur densité énergétique peut être diffé-
rente (par exemple un à 10,36  MJ/kg et 
l’autre à 9,2 MJ/kg)� La seconde est qu’ils 
ne sont pas nécessairement complets 
pour un certain jour� Combinés ensemble 
en différentes proportions, ils satisfont 
Une nouvelle méthode de formulation 
pour réduire coûts et rejets
De nouvelles méthodes de formulation d’aliments, combinées à l’utilisation de l’alimen-
tation de précision, permettent de combler les besoins des porcs à l’engraissement sans 
trop d’excès� Ainsi, le coût de l’alimentation peut être réduit, tout comme les rejets de 
phosphore et d’azote�
Méthode de référence 
•  Alimentation en trois phases
•  1 aliment complet par phase 
•  Energie fixe à 10,36 MJ/kg
•  Minimisation du coût unitaire ($/kg)
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Alimentation
cependant les besoins des animaux pour 
tous les jours de l’engraissement�
Grâce à cette formulation, le coût de 
l’alimentation peut être réduit de 4,1 %� 
De plus, cette méthode d’alimentation 
permet de réduire les rejets de phos-
phore de 3,3 % et ceux d’azote de 14,8 %� 
La comparaison du coût journalier des 
deux méthodes d’alimentation (Figure 1)
montre que, tout le long de la croissance, 
le coût quotidien de l’alimentation en 
combinant deux aliments est plus faible� 
Cette différence est d’autant plus mar-
quée en fin de phase. En effet, avec cette 
alimentation, le premier prémélange a 
un coût unitaire comparable à celui de 
la première phase d’une alimentation 
«classique» (0,39  $/kg contre 0,40  $/kg), 
tandis que le second a un coût plus faible 
que les trois mélanges complets propo-
sés dans MR (0,32 $/kg contre 0,39-0,36-
0,34 $/kg). Dans la méthode minimisant 
le coût, l’ajout du second prémélange se 
fait progressivement tous les jours, de 
manière à mieux s’approcher des besoins 
des animaux� Il contribue ainsi à la réduc-
tion du coût total de l’alimentation� 
Un compromis pour réduire 
le coût de l’alimentation et 
les rejets
La seconde étude réalisée consiste à mini-
miser à la fois le coût total de l’alimenta-
tion et les rejets de phosphore et d’azote� 
La méthode précédente a été appliquée, 
tout en ajoutant des contraintes sur les 
rejets afin de les réduire.
La Figure 2 montre ces résultats� Le pour-
centage de réduction/augmentation 
du coût (en comparaison avec celui du 
rationnement classique) y est exprimé 
en fonction du pourcentage de réduc-
tion des rejets de phosphore et d’azote� 
A partir d’un certain seuil, le coût total 
de l’alimentation augmente (zones oran-
gées)� Toutefois, il existe beaucoup de 
possibilités qui réduisent le coût de l’ali-
mentation� En effet, tous les couples (P, N) 
se situant dans la zone bleue de la Figure 
2 sont des systèmes d’alimentation ayant 
un coût plus faible ou égal à la méthode 
de référence� Par exemple, le système 
réduisant les rejets de phosphore de 
11,1  % et ceux d’azote de 22,4  % a un 
coût équivalent (-0,02  %) à la méthode 
classique� Ce point se situe sur la frontière 
entre la zone bleue et la zone orangée 
(point A)� C’est une stratégie qui permet 
de réduire considérablement les rejets 
sans augmenter le coût de l’alimentation� 
D’autres stratégies, qui sont des compro-
mis entre réduction du coût et des rejets, 
peuvent être plus avantageuses� Par 
exemple, il existe une méthode permet-
tant de réduire les rejets de phosphore 
de 8,2 % et ceux d’azote de 19 %, tout en 
diminuant le coût de l’alimentation de 
2 % (point B)� 
Et après : prise en 
considération  
d’un troupeau
Cette étude, menée sur un porc moyen 
simulé, donne de bons espoirs quant à 
la mise en pratique de cette nouvelle 
méthode de formulation� Cependant, 
afin de mieux représenter la réalité, la 
prochaine étape consiste à considérer un 
troupeau et minimiser le coût et les rejets 
pour l’alimentation du troupeau entier 
plutôt que pour un animal moyen� Les 
questions à poser sont : faut-il que tous 
les animaux aient leurs besoins satis-
faits ? Est-il plus avantageux de ne couvrir 
les besoins que de 80 ou 90  % des ani-
maux en prenant en compte la perte due 
au retard de croissance ? 
Cette étude a été réalisée avec le soutien 
financier de Swine Innovation Porc
Emilie JOANNOPOULOS, 
François DUBEAU,
Jean-Pierre DUSSAULT, 
Mounir HADDOU, Candido POMAR 
Insa Rennes - Université de Sherbrooke - 
Agriculture et Agroalimentaire Canada 
emilie.joannopoulos@usherbrooke.ca
Minimisation du coût
•  Alimentation multi-phase 
quotidienne
•  2 prémélanges non nécessairement 
complets
•  Energie variable
•  Minimisation du coût total de 
l’alimentation ($/porc)
Minimisation  
du coût et des rejets
•  Alimentation multi-phase 
quotidienne
•  2 prémélanges non nécessairement 
complets
•  Energie variable
•  Minimisation du coût total de 
l’alimentation ($/porc) 
•  Minimisation des rejets de 
phosphore et d’azote
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Figure 1 : Coût journalier de 
l’alimentation
Figure 2 : Comparaison du coût d’alimentation  
en fonction des rejets de P et de N
La méthode de formulation testée dans 
cette étude, et qui conduit à une alimenta-
tion à phase quotidienne, diminue le coût 
de l’alimentation pour toute la durée de la 
croissance.
La forte diminution des rejets de phosphore et d’azote engendre une augmentation du coût 
de l’alimentation. Cependant, en utilisant la nouvelle formulation, il est possible de trouver un 
compromis entre réduction des rejets et diminution du coût (zone en bleu). 
Annexe D
New free energy density feeding
systems : feed cost and phosphorus and
nitrogen excretions study
L'article ci-après, présente les résultats des modèles présentés dans la section 1.4 et dans le
chapitre 4.1 appliqués aux données de 2016. Ce n'est encore qu'une ébauche et est encore en
cours de rédaction. Il sera soumis à la revue Livestock Science.
Pour cet article, j'ai réalisé les modélisation des diﬀérents types d'alimentation et j'ai résolu
les problèmes numériquement. La partie de l'article présenté a été presque intégralement
rédigé par mes soins, avec les conseils de mes coauteurs.
140
New free energy density feeding systems: feed cost and phosphorus and nitrogen excretions 
study 
 
E. Joannopoulosa,b, F. Dubeaua, J.-P. Dussaulta, M. Haddoub, C. Pomarc 
 
a University of Sherbrooke, 2000 boulevard de l’Université, Sherbrooke, QC, J1K 2R1 Canada 
b Insa de Rennes, 20 avenue des buttes de Coësmes, 35708 Rennes, France 
c Agriculture and Agri-Food Canada, 2000 College Street, Sherbrooke, QC, J1M 1Z3 Canada 
 
Corresponding author: Candido Pomar, candido.pomar@agr.gc.ca 
 
1. Materials and methods 
1.1. Nutritional problem 
The feed formulation problem in animal production consists in determining one or several mixes of 
ingredients that satisfy specific nutrient requirements of the animal in accordance with the production 
objectives (Patience et al., 1995). It is assumed in this problem that the amount of nutrients that each 
ingredient will supply to the animal's metabolism and total amount of these nutrients required by the 
animal to reach the desired production level are known. The feed (i.e., the mix of ingredients) 
determined in the formulation has to supply or oversupply the estimated animal nutrient 
requirements. The most commonly feed formulation approach used is the linear programming 
(Patience et al., 1995; Pomar et al., 2007). This method involves determining the best solution of a 
linear objective function (such as the lowest cost or maximum profit) which has to satisfy some 
constraints represented by linear functions. From a nutritional standpoint, all formulation methods 
assume that there is no ideal feed relative to the ingredients used and therefore, ingredients are 
selected on the basis of their availability, composition and cost (Patience et al., 1995; NRC, 2012). 
Furthermore, two feeds are considered equivalent if they satisfy all the imposed constraints. Linear 
programs can mathematically be express as 
 
min
 
	    
   ≥  .
 
The main characteristics of this model are the consequences of the linear nature of the objective 
function and constraints, requiring verification of the following assumptions (Wilton et al., 1974): 
• Additivity - the value of the objective function is the sum of the contributions of each ingredient 
and, similarly, the nutritional contribution of a blend of ingredients is the sum of the nutrient 
contribution of each ingredient; 
• Proportionality - the change in the contribution of an ingredient in a blend changes the 
nutritional value and cost of the blend in proportion to the change; and 
• Divisibility - the incorporation of an ingredient in a mixture is divisible indefinitely. 
In addition to these assumptions, linear programming requires certainty that implies that the 
coefficients are known and constant. 
In this study, we introduce a new kind of feed formulation which is modelled by a bilinear program. A 
function is said bilinear when it has two variables and they are linear with respect to each of its 
variables (e.g., ( ,  ) =   ). A bilinear problem consists in determining the best solution of a bilinear 
objective function which has to satisfy specific constraints represented by bilinear and linear functions. 
It is mathematically expressed as  
⎩
⎨
⎧
min
 , 
	  ( ,  )
 ( ,  ) ≥  
   
 
   ≥  .
 
In the case of the pig diet formulation, the objective function to minimize is the feed cost and the 
constraints are, among others, the nutrient requirements of the animal.  The characteristics of this 
new feed formulation model are the same as for the linear model. 
A feed is said complete if, taken alone, it satisfies all the formulation constraints, that is, it contains all 
the nutrients that the animal will need to reach the desired level of production. Complete feeds are 
widely used in the industry. In this study, we introduce the notion of incomplete feeds. A feed is said 
incomplete if it does not satisfy all the constraints, that is, it has to be provided with other feeds or 
ingredients to satisfy all the animal nutrient requirements. We will see in the next section that it is 
possible to formulate incomplete feeds that contain complementary amounts of nutrients in such a 
way that when blended, the mixed feed becomes a complete feed. 
1.2. Optimization methods 
Pigs are raised in groups and the growth period is divided in phases within which all the pigs receive 
the same complete feed. The 3 phase feeding system (3PhF) is common in many commercial facilities. 
Producers increase the number of feeding phases to better adapt of protein and other nutrients 
supplies to the animals’ requirements and at the same time, to reduce nutrient excretion, meanly 
nitrogen (N) and phosphorus (P). Four (4PhF) and more feeding phases (pPhF, where p is the number 
of feeding phases) are used large production facilities. In the daily phase feeding systems (DPhF) the 
number of feeding phases and therefore the feeds, equals the number of days in the growing period. 
The utilization of blend feeding and the automatic distribution of two feeds that, when combined in 
variable ratios, can meet the requirements of pigs throughout their growing period (Feddes et al., 
2000) makes possible the use large number of feeding phases of the DPhF in commercial facilities. 
Nonetheless, it is theoretically possible to formulate every day a complete feed that matches the 
evolving requirements of the animals. Although this DPhF is impractical, it is proposed in this study to 
compare with conventional phase-feeding systems. This method is identified in this study as the 
theoretical optimal phase-feeding system (TOPF).  
Currently, the composition of each of the feeds used in phase feeding systems is determined in order 
to minimize feed costs ($\kg) and have a fixed, or narrow interval of energy density (FE), typically 
around 10.36 MJ/kg of net energy (Jean dit Bailleul et al., 2001; Beaudoin et al., 2002). Growing pigs 
are allowed in most countries to consume feed ad libitum from weaning until they reach market 
weight. The factors governing voluntary intake in growing animals are numerous and complex and 
correspond to long-, medium- and short-term control systems (Revell and Williams, 1993). However, 
it is generally accepted that pigs consume feed to meet their energy requirements (Emmans, 1981; 
Black et al., 1986). Then, in that case, the amount of feed intake is known before the optimization and 
the decision variable is then only the composition of the feed. Assuming that pigs consume feed to 
meet their energy requirements, they consume a greater amount of low-concentrate feeds while 
limiting their consumption of energy-rich feeds (Pekas, 1983). However, this ability to adjust feed 
intake can be subject to the limitation of intake capacity (Black et al., 1986), although this limitation 
decreases as the pigs get older and heavier (Pomar and Matte, 1995; Whittemore et al., 2003). 
Therefore, if pigs are able to adjust feed intake to its energy requirements, and it would be possible to 
improve the proposed models by formulating the feeds with optimal energy density (VE). The three 
phases feeding system using VE (3PhF-VE) is based on the same principle as 3PhF-FE except that the 
net energy (NE) density of each one of the three feeds can differ. In that case, the mathematical model 
corresponding is still linear. In that case too, the mathematical problems can be split into one linear 
problem for each phase. This method can be applied in general for any pPhF system. 
The feed formulation methods generally used by the industry try to minimize the cost of the feed mix 
(i.e., $/kg of feed; generally called least-cost feed formulation method). Two new feed formulation 
methods (daily phase and hybrid feeding systems) were developed to minimize the cost of the energy 
in the feed ($/MJ of NE) . In these two methods, the incomplete feed and VE approaches were 
introduced. The energy density is unknown before the optimization and it can vary from one feed to 
another. The DPhF uses two feeds, which can be incomplete, that are blended differently each day to 
satisfy the daily requirements of the animal. In this method, the composition of the two feeds 
   = ( ∙   ∙ )  as well as the blended quantities    =       ∈ , ∈{ , }  have to be determined. 
Unlike the 3PhF method, the mathematical model representing the DPhF-VE method cannot be split 
in phases and must be handled fully at once for the entire growth period. The formulation problem is 
bilinear given that the terms     ∙  appear in the objective function and in some constraints. The 
details of the model can be found in Appendix A (A.3.3). 
The new hybrid feeding system (pHyF) that we present in this paper is a combination of the 3PhF and 
DPhF methods. In this feeding system, the growing period is split in p phases and within each phase a 
DPhF system is used. The particularity of this method is that two consecutive phases have one common 
feed and thus, only p+1 feeds are used overall the growing period, but only two feeds at the same 
time. This method is convenient because only two feeds have to be stored in the farm simultaneously, 
and only one feed is changed at each phase change. For example, for p=3 (3HyF) feeds 1 and 2 will be 
used in the first phase, feeds 2 and 3 will be used during the second phase and feeds 3 and 4 during 
the last phase. In particular, 1HyF method (p=1) corresponds exactly to the DPhF system. In pHyF, the 
set of feeds   = {1,… ,   + 1} and the corresponding model is also bilinear.  
pHyF methods, for p=1, 2, 3, 4, 5 and 7, were evaluated in two different situations in this study. In the 
first situation, only the feed cost (i.e., $/pig) is minimized. This casoe is called the mono criterion (MC) 
version and is noted MC-pHyF depending on the feeding system considered. In the second situation 
feed cost ($/pig) and P and N excretion (kg/pig) are simultaneously optimized. It is called a tri-criteria 
method (TC) and is noted TC-pHyF depending on the feeding system to consider. The “ε-constraints” 
method was used to solve all the TC models. Initially, a TC problem has three objective functions. The 
“ε-constraints” method transforms the three objectives problem into one having one objective 
function and two additional constraints upper bounded by a given parameter. The problem is then 
solved for several sets of parameters. to solve a such problem, we only have to had the constraints  
(  )
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to the MC models, where    and     are respectively the amounts (kg) of P and N retained in the 
animal’s body,    and    are the stated upper bounds for P and N excretion (kg). The    and    upper 
bounds were taken as a percentage of P and N excreted in 3PhF-FE. Thus, P and N excreted by the new 
methods are necessarily lower than the 3PhF-FE excretion. The reduction of P and N excretion was 
studied respectively in the range from 0% to 25% and from 0% to 30% by 1% steps. 
1.3. Data used 
A feed manufacturer (Nicolas Lafond, Avimix Nutrition inc, Lévis, QC, Canada) provided the list of 
ingredients and their prices recorded at the beginning of each month from January 2016 to December 
2016 (Table 1). In this study, we consider the average of the recorded prices. The list and the prices 
can be found in table 1, as well as the upper bound on the proportion in the feeds. In all the cases 
studied, a premix containing vitamins and trace minerals was included at 5 kg/t. Net energy, 
standardized ileal amino acids and phosphorus, and total calcium composition ware taken from (NRC, 
2012), the pool of nonessential amino acids was obtained by subtracting the sum of essential amino 
acids from the total nitrogen content.  
All the simulations are based on an average pig, representative of the herd. It is bred from 20 kg to 130 
kg of body weight, with an average daily gain of 1 kg/day. This pig consumes 2864 MJ of net energy 
during the entire growing period, namely 25.8 MJ/day. We assumed that pigs eat to satisfy its energy 
requirements and that the applied dietary treatments do not affect energy intake or growth. Total P 
and N excreted during the growing period was calculated by subtracting to the total P and N intake the 
amount of these elements retained in the animal body. 
Table. 1. Average cost ($/t) and maximal incorporation rate (%) of feed ingredients. 
Ingredient Average price ($/t)     (%) 
Animal fat 1236 0.05 
Barley 288 0.6 
Calcium carbonate 80 1 
Canola meal 317 0.05 
Corn DDGS 265 0.15 
Dicalcium phosphate 906 1 
DL-Methionine 5 750 1 
Durum wheat 321 0.4 
L-Lysine HCl 2 808 1 
L-Threonine 3 750 1 
L-Tryptophan 57 000 1 
Maize 320 0.6 
Meat meal 532 0.03 
Premix 5 269 0.005 
Sodium chloride 198 1 
Soft wheat 225 0.4 
Soybean meal 455 1 
Wheat shorts 242 0.25 
 
1.4. Software 
The models were implemented in AMPL (Fourer et al., 2002) and we solved the problems by using the 
optimization solver Ipopt (Wätcher and Biegler, 2005) which uses an interior point algorithm.  
2. Results 
2.1. Impacts of the variable energy density in conventional phase-feeding systems 
When pigs are fed with the proposed VE optimal density mono criterion formulation method, the 
feeding costs of pPhF, for p=3, 5 and 7, and TOPF systems, are reduced in relation to the conventional 
fixed energy density method by 3.9, 4.9, 4.1 and 4.2 %, respectively (table 2). However, the amount of 
P excreted is increased by 6.5, 7.9, 8.6 and 10.1% and the amount of the excreted N by 6.0, 9.2, 9.8 
and 13.1%, respectively. 
Table. 2. Simulated feeding cost, and P and N excreted by pigs fed with conventional fixed (FE) or 
optimal (VE) energy density feeds and raised in traditional 3, 5 or 7 phase-feeding systems. 
 
FE  VE 
Feeding 
cost ($\pig) 
P excreted 
(kg) 
N excreted 
(kg) 
 Feeding 
cost ($\pig) 
P excreted 
(kg) 
N excreted 
(kg) 
3PhF 73.94 1.298 4.112  71.03 1.382 4.358 
5PhF 72.20 1.237 3.780  69.03 1.335 4.126 
7PhF 71.55 1.208 3.668  68.49 1.312 4.029 
TOF 70.18 1.157 3.414  67.23 1.274 3.862 
 
2.2. The hybrid feeding system 
pHyF methods have a huge impact on the feeding cost when optimized in the MC version (Figure 1). 
When pigs are fed using two feeds that are blended differently each day, that is using a DPhF-VE 
method (equivalent to 1HyF-VE), 6.69% of the feeding cost are saved. A slight increase of 0.31% of P 
excreted is produced but N excreted is reduced by 6.25%. When the number of phases is increased 
(p=2,3,4,5 or 7), the improvement of the feed cost is up to 8.88%, which is only at 0.19% of the 
unreachable bound of the TOPF model. At the same time, the P excreted decrease up to 1.69% and N 
excretion are reduced up to 6.54%, with a minimum reduction of 5.25%. 
 Fig. 1. Comparison of cost P and N excretion of 2PhF-FE, 1HyF-VE, 2HyF-VE, 3HyF-VE, and 4HyF-VE in 
the MC version. 
2.3. The tricriteria optimization method 
Reducing P and/or N excreted implies a feed cost increasing. However, we present some new methods 
that reduce feeding cost and then we could reduce P and N excretion without increasing the cost, 
compared to 3PhF-FE system. 
2.3.1. Tricriteria of the DPhF-VE method 
Figure 2 shows results of the simulations of the TC-DPhF-VE method. We note expected behavior, that 
is the increase of the cost when P and N are reduced. However, P and N can be significantly reduced. 
Line A on Figure 2 represents the contour line for the MC-3PhF-FE method. All the couples of P 
excreted and N excreted (Pex, Nex) located under this line correspond to a DPhF-VE system in which the 
feed cost is less than the MC-3PhF-FE one and P and N excreted are reduced by Pex % and Nex % at least 
respectively. For example, point B (23, 23) correspond to a DPhF-VE system in which pigs are fed for 
72.12 $CAD, that is -2.5 % compared to the 3PhF-FE system, and P and N excreted are reduced by 23% 
each.  
 Fig. 2. Feed cost of a DPhF-TC system ($/pig) as a function of the reduction of P and N excreted (in %, 
compared to 3PhF system). 
2.3.2. Tricriteria of the MH3-VE method 
The same study was realized for 3HyF-TC system. Lines C and D on figure 3 represent the contour lines 
for the MC-3PhF-FE and MC-DPhF-VE feed costs respectively. As for the TC-DPhF-VE system, all the 
points located under these lines correspond to scenarios that reduce feed cost and P and N excretions 
compared to the feeding system associated to the contour line. Several points can be taken as 
examples. Points E and G have a feed cost equivalent to MC-3PhF-FE and MC-DPhF-VE systems 
respectively, namely 73.94 $CAD and 68.98 $CAD respectively.  They also allow a reduction of P 
excreted of 23% and 15% respectively and reduce N excreted by 33% and 17% respectively. Point F 
(25,24) implies a feed cost of 71.80 $CAD which is less than MC-3PhF-FE by 2.89% and H (9,15) reduces 
it by 7.51%.  
Of course, theses points are only examples and others can be taken according to the needs. Indeed, a 
pig producer maybe wants to reduce more P excreted than N and it is possible to find a scenario doing 
it, as well as one decreasing more N than P. At last, all compromises between feed cost, P excreted 
and N excreted can be determined. 
 Fig. 3. Feed cost of a 3HyF-TC system ($/pig) as a function of the reduction of P and N excreted (in %, 
compared to 3PhF system). 
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A. Appendix A – Mathematical modeling 
A.1. Notations 
Let: 
  be the number of feeding phases, 
  be the set of ingredients, 
  be the set of days of the growth period, split into   subset   ,   ∈ {1,… ,  }, 
 ∗ be the set of nutrients (e.g. net energy, lysine, calcium, …), 
  be the set of the feeds (e.g.   = {1,2,3} when three different feeds are used), 
  = (   ) ∈ , ∈ ∗	 be the matrix of the nutritional composition of the ingredients, where the column 
 ∙  is a vector representing the amount of nutrient   in each ingredient, 
   = 	      
 ∈ ∗, ∈ 
 be the daily pig requirement in nutrient  	, 
   = 	       ∈ ∗, ∈ 
 be the daily maximum amount of nutrient  , 
     =    
    
 ∈ 
 be the vector representing the intake capacity, the maximal amount of feed 
intake, 
  = (  ) ∈  be the prices of ingredients, 
     = (  
   ) ∈  be the maximal proportion each ingredient in the feeds, 
  = (   ) ∈ , ∈  be the feed matrix, where the column  ∙  represents the composition (in proportion) 
of feed  , 
  =       ∈ , ∈  be the feed intake matrix, where the column  ∙  represents the daily amount of feed 
intake of feed   for the growth period. 
In the following, vectors are usually column. Thus, if   is a vector,    is “  transpose”. 
A.2. Objective function and constraints modeling 
Using the notations in A.1, the diet of day   is given by  
     ∙ 
 ∈ 
. 
Thus, he objective function representing the diet cost is given by  
          ∙ 
 ∈ 
 
 ∈ 
. 
The pig will reach the desired production level if the diet satisfies two types of constraints: the 
constraint on the nutrient requirements, given, for all   ∈  ∗ and   ∈  , by the bounded constraint 
    ≤  ∙        ∙ 
 ∈ 
  ≤    , 
and the feed intake constraint is given by  
    
 ∈ 
≤   
   . 
For simplicity, the set of constraints of day   will be noted   .	Thus,      ∙   ∈    means that the diet 
     ∙   satisfies the constraints of day  . 
Three other constraints will appear in mathematical models. The amount of feed intake has to satisfy 
the non-negativity constraints, given by  
 ∙  ≥ 0										∀	  ∈  . 
Moreover, the feeds have to satisfy the proportion and the maximal proportion constraints in addition 
to the non-negativity constraint, which are given by  
0 ≤  ∙ 	 ≤  
   									∀	  ∈  , 
    
 ∈ 
= 1																				∀	  ∈  . 
A.3. Feeding system modeling 
A.3.1.  3PhF-FE 
In the 3PF-FE feeding system, the given amount of each ingredient is known since the energy density 
is fixed. Then, the decision variables are only   = ( ∙   ∙   ∙ ), the composition of the three feeds. 
The linear model associated with this feeding system is given by 
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In a mathematical standpoint, this model can be split in one optimization problem for each phase 
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For each subproblem, the feed  ∙  must be complete for the entire phase and thus satisfy the 
requirements of each day of the phase, i.e. the highest lower bound and the lowest upper bound of 
the phase of all constraints. 
Let  
   
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⎩
⎨
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makes it possible to determine the diet composition of the feed for each phase. 
A.3.2.  3PhF-VE 
As for 3PhF-FE, the model associated with 3PhF-VE feeding system is linear. It might not be obvious so 
we will detail the steps. 
Since the energy density of the feeds is unknown, the amount of feed intake       is not known either, 
as well as the feed compositions ( ∙ ). The model is then  
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As for (3PhF-FE), the problem is separable in one subproblem for each phase and we have the following 
model: 
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In that form, the problem is bilinear and not linear. The most restrictive constraints given by (1) make 
it possible to determine the diet  ∙  of the phase    that meet these requirements. Let it be named 
(  −  )  . If  ∙   =     ∙ , then ∑      ∈  =     and he model (  −  )   can be written as a linear 
one by replacing bilinear terms     ∙  by  ∙  : 
(  −  )   				
⎩
⎪⎪
⎨
⎪⎪
⎧min
 ∙  
	      ∙  
 ∈  
subject	to  ∙   ∈    
   
0 ≤  ∙   ≤  
          
 ∈ 
 
 
Once the feed ( ∙ ) is determined, we fix it in the (3   −  )    and the problem becomes linear. 
 
A.3.3.  DPhF 
The DPF system minimizes the total feed cost ($/pig). It uses VE and only two feeds that will be 
combined differently each day to meet the daily requirements. Thus, the variables are   and  . In that 
case,   = {1,2} and the minimization problem is written: 
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Unlike 3PF systems, this one is not separable and then cannot be split. It has to be handled fully at 
once. This problem is bilinear due to the terms     ∙  appearing in the objective function and some 
constraints. 
A.3.4.  pHyF 
The pHyF system also minimizes the total feed cost ($/pig) and it uses VE. The growth period is split 
into p phases and a DPhF method is used in each phase. The particularity is that two consecutive phases 
have one feed in common and thus   + 1 feeds are used. In that case,   = {1,2,… ,   + 1},   =    ∪
   ∪ ⋯∪    and it also has to be handled fully at once. It is a bilinear problem and it is written: 
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A.3.5.  TOPF 
The TOPF system consists in finding the optimal feed at each day of the growth. It uses VE and the 
model can be written  
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⎪
⎪
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We see that this problem is separable and can be split into one problem for each day. Using the same 
trick as for 3PF-VE, let  ∙  =     ∙ . Then ∑ y   ∈  = 	     and the problem for day  , (    ) , can be 
written as the following linear model 
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Annexe E
Saving costs and the environment by
mixing pig diets
Cet article est paru sur le site PigProgress.net ainsi que dans la revue papier associée. L'ar-
ticle peut être trouvé à l'adresse suivante :
http://www.pigprogress.net/Finishers/Articles/2017/2/Saving-costs-and-the-environment-by-
mixing-pig-diets-93171E/
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Annexe F
Low cost diets with low excretions levels
- it is possible
Cet article est paru sur le site PigProgress.net ainsi que dans la revue papier associée. L'ar-
ticle peut être trouvé à l'adresse suivante :
http://www.pigprogress.net/Nutrition/Articles/2017/6/Low-cost-diets-with-low-excretion-levels-
-it-is-possible-150775E/
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Annexe G
A bilinear model with applications in the
feed industry and its global solution
analysis
Cet article regroupe les résultats sur l'optimisation globale du problème bilinéaire appliqué
à l'industrie porcine. Il a été soumis à Journal of Global Optimization.
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Abstract We present a bilinear model which uses both bilinear objective and constraints. Its
usage is motivated within a feed industry application. Our model is a large scale problem for
global solvers and they cannot solve it. Standard nonlinear solvers get a local minimizer, and
we conjecture that this local optimal solution is also a global minimizer. Among arguments
to support our conjecture is the fact that, for smaller instances solved by a global solver,
both local and global solvers compute the same solution. An absolute lower bound of this
problem is known and it is proven to be equivalent to both the McCormick and the SDP
relaxation.
1 Introduction
Finding the global solution to nonlinear non convex problems has been an active research
interest for several years. Few global solvers exist, such as BARON [22,19] or Couenne
[5] and they use branch-and-bound algorithms. The branch-and-bound method consists in
finding lower and upper bounds of the non convex problem and refining them successively.
Such algorithms are useful for relatively small scale problems but if the problem is too large
it cannot be solved using such an approach. Thus, some other methods have to be found for
large-scale problems. This is our case when we consider the diet problem for our application
in the pig industry. We consider two typical instances. A first one having 254 variables and
2700 constraints and a second one having 258 variables and 2704 constraints. We would
like to determine their global minimal solution. Indeed, this study has first and foremost
a practical aim. The goal is to set up a new least cost feeding system in farms in order
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to decrease the feed cost that represents more than 70% of the production cost. The two
instances correspond to two feeding scenarios in time, one in 2011 and the other in 2016.
Using some nonlinear solvers, we are able to compute local solutions to our problem. We
conjecture that the local solution obtained is indeed a global optimum.
This paper is split in three parts. The first one states the problem that we are interested
in, the diet problem and presents the ”ideal model” which is known giving a lower bound.
In the second one, we will describe some useful methods to determine upper and lower
bounds to a nonlinear nonconvex problem. First, we will present some approaches that can
solve, and possibly determine many local optimal solutions and then study the behavior
of global solvers. We will conclude this section by the pooling formulation of the bilinear
problem and its complexity. The third section presents several approaches that support our
conjecture. An approximation of the bilinear problem is described in section 3.1. By dis-
cretizing one variable that appears in the bilinear terms, the problem can be transformed
into a mixed integer linear problem. This method could give a good approximation of the
optimal solution. Section 3.2 is devoted to the Lagrangian relaxation of the discrete and
continuous problems. We use a subgradient method to reduce the duality gap and possibly
improve the lower bound. Finally, three relaxation methods are presented in section 3.3.
The best known is probably the linear relaxation introduced by McCormick in 1976 [17].
It relaxes a nonlinear nonconvex problem into a linear convex problem. This method leads
to a lower bound and we prove that the model equivalent to the ideal model, as well as
it is the case for the semidefinite programming relaxation we present. The last relaxation
was introduced by Tawarmalani et al. in 2010 [21] and gives the convex hull of sets like
B = {(x,y) ∈ Rn+|∑ni=1 axiyi+ bixi+ ciyi > r}. We will try to reduce the gap between the
lower and upper bounds thanks to all these approaches and we will see that some methods
seem to be theoretically efficient but did not provide interesting bounds in the specific case
of the diet in the pig industry.
1.1 History
The diet problem was first introduced by American economist Stigler in 1945 [20]. Initially,
it was the following linear problem 
min
x
ctx,
s.t. Ax> b,
x> 0.
(PL)
Originally, this problem was solved by using heuristics. Then, in 1947, Dantzig developed
the simplex algorithm [7,8] and undertook to test his algorithm on Stigler’s diet problem
and finally made it possible to solve this problem without using heuristics.
Until today, some studies have been performed on the diet problem in general ([15,
16,10] for example), but the linear problem is the most common model used. Moreover, a
significant progress has been made in the diet modeling with the inclusion of upper bounds
on variables and constraints.
The diet problem has been the subject of a lot of research studies, especially the pig
industry in which feed represents 70 % of the production cost and in an economic context of
international competition, it is important to reduce it. Thus, studies [2,4] have been made in
order to reduce the feed cost. Those models are currently used in the industry and are solved
by linear programming.
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More recently, Joannopoulos et al. [14] presented a new way of modeling the feeding
system. This method is based on two feeds which are blended in different proportions each
day. The model representing this feeding system is bilinear. More precisely, it has a bilinear
objective function, and bilinear and linear constraints. Using the following notations:
– I the set of ingredients,
– J the set of days of the growing period,
– P the set of nutrients,
– x1 and x2 the feeds composition,
– y1 and y2 the daily intake quantity of feed x1 and x2 respectively,
– q0 the ingredients costs,
– qp the nutrient p supply by ingredients,
– dp and dp the lower and upper bound of nutrient p intake,
– A a matrix representing the linear constraints (proportion constraint on feed composition
and daily intake capacity),
– b and b the lower and upper bounds of linear constraints,
– ux1 ,ux2 ,uy1 ,uy2 the upper bounds on x1,x2,y1 and y2,
the diet problem can be summarized by the following model :
min
x1,x2,y1,y2
∑
i∈I
∑
j∈J
q0i (x1iy1 j+ x2iy2 j) ,
s.t. dpj 6 ∑
i∈I
qpi (x1iy1 j+ x2iy2 j)6 d
p
j ∀p ∈ P,∀ j ∈ J,
b6 A

x1
x2
y1
y2
6 b,
06

x1
x2
y1
y2
6

ux1
ux2
uy1
uy2
 .
(PPig)
In this model, each constraint is lower and upper bounded and is at least non-negative. Upper
and lower bounds are equal in case of an equality constraint. This model has 2(|I|+ |J|)
variables, |P|× |J| bilinear constraints, the number of linear constraints corresponds to the
number of rows of A and a maximum of 2(|I|+ |J|) bound constraints.
A particularity of the problem is that we already know a lower bound of the optimal
value which is given by the solution of the ideal model described in section 1.3.
It could be generalized by the inclusion of linear terms in the objective function and
bilinear constraints but we will not consider this case in this study.
1.2 Typical instances
Throughout this article, a typical instance of our problem will be the diet problem for one
average pig. We consider two scenarios. The first one with data from 2011, and the other
with data from 2016.
The first instance considers a growing period of the pig of 111 days and that 16 in-
gredients are used. Thus, |I| = 16 and |J| = 111 for this typical instance. Two feeds are
used and for each one, a vector of the quantity of the feed intake is associated which
implies that the problem has 2(|I|+ |J|) = 254 variables. For this problem, |P| = 21 and
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A ∈ R(4+|J|)×254. Thus, it has |P| × |J| = 2331 bilinear constraints (including 111 equality
constraints), (4+ |J|) = 115 linear constraints and 2(|I|+ |J|) = 254 bound constraints. It
has a total of 2700 constraints.
In the second scenario, only the list of ingredients and their price change: 18 ingredients
are used and then |I|= 18. There are therefore 258 variables, 2331 bilinear constraints, 115
linear constraints and 258 bounds variable, that is, a total of 2704 constraints.
In both scenarios, the constraints associated with the daily energy requirement are 111
bilinear equality constraints. The feeds are modeled in proportions. Thus, two more linear
equality constraints are given by the sum of the ingredients of each feed which is equal to
1. Moreover, the proportion of one ingredient is fixed to be 0.5% in each feed which leads
to a total of 226 equality constraints. Linear inequality constraints are most of the inequality
constraints are given by the nutrient requirements and intake capacity which is given by
y1+ y2 is upper bounded, while the others are bound constraints on the variables.
When the diet of a herd is modeled, the size of the problem quickly increases. We model
the diet in a way that only two feeds are used for all pigs but each one has specific quantities
and the diet has to satisfy the daily requirements of all pigs. This implies that for each pig
added in the herd, 2|J|= 222 variables and (|P|+3)×|J|= 2664 constraints are added.
We will see in section 2.3 that we encounter some difficulties when we consider the diet
problem for only one pig and the same kinds of difficulties have to be handled for a herd.
Thus, for the sake of simplicity, the typical instances of our problem will consider only one
average pig.
1.3 The ideal model: lower bound
The ideal problem consists in using the optimal cost feed at each day. This model is a relax-
ation of the problem (PPig). Instead of using only two feeds, we use |J| feeds, i.e. variables
of the model are x·1, ...x·|J| in addition to the daily feed intake, i.e. y1, ...,y|J|. Then the model
is derived from (PPig) and is written as

min
X ,Y
∑
i∈I
∑
j∈J
q0i xi jy j,
s.t. dpj 6 ∑
i∈I
qpi xi jy j 6 d
p
j ∀p ∈ P,∀ j ∈ J,
b6 A

x·1
...
x·|J|
y1
...
y|J|

6 b,
06
(
x· j
y j
)
6
(
ux· j
uy j
)
∀ j ∈ J.
(PPigId)
The shape of the matrix A makes this problem separable in one subproblem for each j ∈ J
for our typical instances. By introducing a new variable zi j = xi jy j, and adjusting the linear
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INPUTS POOL OUTPUTS
i1
i2
i3
i4
p1
p2
j1
j2
j3
j4
wi1 p1
wi1 p2
wi3 p1
wi3 p2
wi4 p2
yp1 j1
yp1 j2
yp2 j2
yp2 j3
yp2 j4
zi4 j4
Fig. 1 Illustration of the pooling problem
constraints, each subproblem can be modeled as a linear problem as follows :
min
z
∑
i∈I
q0i zi j,
s.t. dpj 6 ∑
i∈I
qpi zi j 6 d
p
j ∀p ∈ P,
b6 Bz· j 6 b,
06 zi j 6 uz j ∀i ∈ I.
(PSPigId j )
Its global solution can be obtained easily by a linear solver and its optimal value is 94.84$
for instance 1 and 67.23$ for instance 2.
Nevertheless, the associated feeding system is impracticable for growers due to the high
number of feeds to store (1 per day), but the solution will be kept in mind as a lower bound
of the problem (PPig).
1.4 Pooling problem
The diet problem as we described it above can be associated with a particular pooling prob-
lem. Here, we will describe two ways to model a pooling problem, the p-formulation and
the q-formulation.
The standard pooling problem was introduced by Haverly [13] in 1978. The concept of
the pooling problem is the following. Inputs are sent into pool tanks to be blended together.
Then mixtures from the pools are sent to outputs to get the final products. Moreover, inputs
can be directly added to the final products. The pooling problem may be illustrated by a
graph (Figure 1). In the p-formulation of a pooling problem, the variables, associated with
the flow (wip), are modeled in quantity flowing on each edge. The particularity of this formu-
lation is that we have to add a flow conservation constraint in addition to all the specification
requirements. This constraint can be formulated as
∑
i∈I
wip = ∑
j∈O
yp j ∀p ∈ P.
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This is how Haverly introduced the pooling problem.
Then, Ben-Tal et al. [6] proposed to model the flow between inputs and pools using pro-
portions. This is the q-formulation. In this formulation we also have to include a constraint
defining the proportion entering in tanks
∑
i∈I
wip = 1 ∀p ∈ P.
In the case of the pig’s diet problem, inputs cannot be directly added to outputs. For
example, the edge zi4 j4 form input i4 to output j4 on figure 1 will not be allowed. From now
on, we will not consider such edges.
1.5 Complexity of the problem
We can also discuss about the complexity of the pooling problem and especially of the one
modeling our instances.
Proposition 1 The pooling problem representing the pig’s diet problem is strongly NP-hard.
Proof The pooling problem was proven to be strongly NP-hard if δ−(p) and δ+(p), the
input and output degrees of pool p respectively, are at least 2 then the problem is NP-hard
for all pools (see Proposition 1 in [1]).
In our instances, |INPUTS|= |I|> 16 and |OUTPUTS|= |J|= 111. Some constraints
on the feed composition impose that we will have at least two inputs to the pool, i.e. at least
two ingredients in the feed. About output degrees, if both pools have only one outgoing
edge, then 99 outputs will not have any entries, which does not satisfy the constraints. Thus,
at least one pool has two or more outgoing edges and then the pig’s diet problem is strongly
NP-hard.
2 Is the local optimal solution a global one ?
In order to solve the bilinear problem, the (PPig) model was implemented using AMPL [9].
A local optimal solution of the typical instances can be computed by any nonlinear solver.
We solved the problem by using the Ipopt solver and obtained an optimal value of 96.23 for
instance 1 and 68.99 for instance 2.
2.1 Conjecture
In order to find another minimum to this problem, we ran the nonlinear solver with 20,000
different starting points. The starting points were taken randomly in the set [0,u] and the
problem was then solved by using Ipopt.
In each instance, the optimal solutions returned by the solver for each initial point are
identical and have an optimal value of 96.23 for instance 1 and 68.99 for instance 2.
This experiment tends to prove that there is no better solution than the one computed by
Ipopt. Hence, we state the following conjecture.
Conjecture The optimal solution of the model (PPig) as computed by any non linear solver
is a global optimal solution.
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|I| |J| SolversCouenne BARON Ipopt
In
st
an
ce
1 16 2 N/A 1.02 1.02
16 3 N/A 1.54 1.54
16 4 N/A N/A 2.07
16 111 N/A N/A 96.23
In
st
an
ce
2 18 2 N/A 0.80 0.80
18 3 N/A 1.21 1.21
18 4 N/A N/A 1.62
18 111 N/A N/A 68.99
N/A : not available
Table 1 Comparison of nonlinear solvers (Couenne, BARON and Ipopt) optimal value.
2.2 Finding a lower solution thanks to a feasibility problem
One way to find a solution that has a strictly less value than the one computed by Ipopt is
to deal with feasibility problems. The aim of the feasibility problem is to find a feasible
point without regard to the objective function. For example, if we consider the optimization
problem {
min
x
f (x),
s.t. x ∈ S,
which has a local optimal solution x∗, then we can solve the problem
min
x
0,
s.t. x ∈ S,
f (x)6 f (x∗)−ξ ,
where ξ > 0, to find a feasible point which has an optimal value strictly lower than the f (x∗).
We solved this problem for our typical instance with ξ = 0.01 and the solver was not
able to compute a solution in either one of the instances. This experiment therefore supports
the conjecture.
2.3 Performance of global solvers
The global solution of a non linear non convex optimization problem can be computed by
global solvers like Couenne and BARON. The nonlinear solver Ipopt returns a solution
guaranteed only as a local optimum. As we can see in table 1, neither Couenne nor BARON
can compute an optimal solution for the full (PPig) problem, i.e. when |J| = 111, and reached
the time limit set to 8 hours. Considering a smaller problem (|J| = 2 to 4) rather than our
typical instance, Couenne is not able to compute the global solution and also reaches the
time limit, while BARON, for its part, returns a solution for |J| = 2 and |J| = 3 but cannot
handle the problem for a higher value of |J|, for both instances that we consider.
On the other hand, Ipopt returns a solution for each instance, but it only guarantees that
it is a local optimum. However, notice that the optimal solution obtained for |J| ∈ {2,3} by
Ipopt has the same optimal value than the one of the global optimal solution returned by
BARON. Thus, it supports the conjecture.
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2.4 Solutions of the pooling problem
We present in section 1.4 two different formulations of the pooling problem. Both formu-
lations are equivalent but the way to model the problem is different. We can wonder if the
nonlinear algorithms handle both models in the same way.
These two formulations of the pooling problem were implemented in AMPL. Both p-
formulation and q-formulation return exactly the same solution when they are solved by
the nonlinear solver Ipopt for both typical instances, that is an optimal value of 96.84 for
instance 1 and 68.9 for instance 2.
2.5 Penalization of bilinear terms
Bilinear terms can also be penalized in the objective function. Consider the following bilin-
ear problem {
min
x,y
f (x,y)
s.t. g(x,y)6 0
where f and g are bilinear functions. Introduce new terms z. Replace bilinear terms xy in
the constraints by z and penalize the distance from z to xy in the objective function. We now
consider the problem {
min
x,y
f (x,y)+ξ‖z− xy‖2
s.t. g˜(x,y,z)6 0
where g˜ is a linear function.
The more ξ is high, the more the solution is close to the original problem (PPig) solution
and we see it on table 2. Indeed, the third column of the table show the cost of the original
objective function ( f (x)) when the penalized problem is solved. It grows up to a value close
to the solution computed by local solvers (96.23 for instance 1 and 68.99 for instance 2). If
ξ is to high, e.g. 108, the maximum number of iterations is reached and the computed points
lead to an objective value higher than x∗ipopt . However, we see that, when an optimal solution
of the penalized problem is computed, it is closer and closer to x∗ipopt (column 4 of the table)
but still is not feasible for the original problem (column 5). These results again support the
conjecture.
3 Relaxations of bilinear terms
3.1 Approximation of the global optimal solution using discretization of some variables
3.1.1 Toward a mixed integer linear program
The initial bilinear problem is designed in continuous variables. We will see that discretizing
one of the variables involved in the bilinear terms yields a mixed integer linear problem.
This section is inspired by [18]. Let 0 6 xi 6 uxi and 0 6 y j 6 uy j be the variables and
consider one bilinear term xiy j. One variable is discretized in base 2, for example y j, as
follows
y j = uy j
K
∑
k=0
2−kα jk
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ξ f (x∗)+ξ‖x∗− x˜∗‖ f (x∗) ‖x∗− x∗ipopt‖2 d(x∗,X)
In
st
an
ce
1
0,1 2.19 6.90e-05 612.91 8282.84
1 21.93 4.55e-07 612.11 8282.84
10 78.64 66.02 38.11 1848.93
100 90.48 88.68 4.30 230.42
1 000 93.86 92.90 4.26 69.19
10 000 95.23 94.92 0.29 15.52
100 000 95.89 95.58 0.59 3.84
1 000 000 96.19 96.15 0.04 0.48
10 000 000 96.23 96.22 0.004 0.09
100 000 000 N/A N/A N/A N/A
In
st
an
ce
2
0,1 1.90 1.40e-05 769.21 8282.84
1 19.00 1.01e-06 767.26 8282.84
10 57.47 50.43 102.52 1383.02
100 64.63 63.15 5.78 245.50
1 000 67.68 66.91 0.35 75.85
10 000 68.68 68.49 0.06 8.88
100 000 68.91 68.86 0.008 1.29
1 000 000 68.98 68.97 0.02 0.25
10 000 000 68.99 68.98 8.20e-05 0.05
100 000 000 N/A N/A N/A N/A
Table 2 Optimal costs of the penalized and the feed cost functions, distance to local solution of the initial
problem (x∗ipopt ) and distance to the feasible set.
where α jk ∈ {0,1} is a binary variable and K is the sampling rate of the discretization. Now,
the bilinear term is given by
xiy j = xiuy j
(
K
∑
k=0
2−kα jk
)
= uy j
K
∑
k=0
2−kα jkxi.
We can see here that even by discretizing one variable the term is still bilinear. However,
this could be modified by introducing a new variable xi jk such that
xi jk =
{
0 if α jk = 0,
xi if α jk = 1.
This variable is set thanks to the four following inequalities
xi jk > 0,
xi jk− xi 6 0,
−xi jk+ xi−uxi(1−α jk)6 0,
xi jk−uxiα jk 6 0.
(1)
Thus, we get
xiy j = uy j
K
∑
k=0
2−kxi jk
which is a linear term in xi jk. Therefore, by replacing each bilinear term by a variable like
xi jk and adding the four equations (1) as constraints for each one, the problem becomes
linear.
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First we decided to discretize y1 and y2. Applying this discretization to (PPig), we obtain
the following linear model :

min
x1,x2,y1,y2,x1,x2,α,β
∑
i∈I
∑
j∈J
∑k∈K q0i 2
−k
(
uy1x
1
i jk+uy2x
2
i jk
)
,
s.t. dpj 6 ∑
i∈I
∑
k∈K
2−kqpi
(
uy1x
1
i jk+uy2x
2
i jk
)
6 dpj ∀p ∈ P,∀ j ∈ J,
b6 A

x1
x2
y1
y2
6 b,
06

x1
x2
y1
y2
6

ux1
ux2
uy1
uy2
 ,
x1i jk > 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
x1i jk− x1i 6 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
−x1i jk+ x1i−ux1(1−α jk)6 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
x1i jk−ux1α jk 6 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
x2i jk > 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
x2i jk− x2i 6 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
−x2i jk+ x2i−ux2(1−β jk)6 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
x2i jk−ux2α jk 6 0 ∀i ∈ I,∀ j ∈ J,∀k ∈ K,
α jk,β jk ∈ {0,1} ∀ j ∈ J,∀k ∈ K.
(PpigDisc)
This problem could be solved by mixed integer linear solvers and return an approximation of
the solution of the initial problem (PPig) written in continuous variables. The implementation
was done in AMPL and we solved it using CPLEX 12.6 as a mixed integer linear solver.
In order to test this method, we started with a smaller instance of our problem, that is
|J| = 2 and |K| = 4 and |I| and |P| remain unchanged. Then |J| has been increased. Table
3 shows the results for |J| = 2 to |J| = 7 for both typical instances. We can notice that
the values of the optimal solutions are identical for (PPig) and (PpigDisc). However, if we
look at the CPU time taken by CPLEX to solve (PpigDisc) problems, we notice that it grows
exponentially. It increases tenfold for each time that |J| is incremented by one. In the typical
instance, |J| = 111. Thus, the needed time to solve the full discretized problem could be
10100 years. Using (PpigDisc) instead of (PPig) is a good idea to get an approximation of the
global solution but is not appropriate to our problem due to its size and the branch and bound
algorithm used to solve MILP. The lower bounds computed by CPLEX after 30 minutes are
still lower than the one of (PPigId) and thus does not improve it. Also, we observe a similar
behavior when the variables x1 and x2 are discretized instead of y1 and y2.
Even limited in size, this experiment supports our conjecture with global solutions of
the discretized problem close to the continuous variable problem.
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|J| (PPig) (PpigDisc)obj. value CPU time obj. value CPU time
In
st
an
ce
1
2 1.02 0.162931 1.02 5.63164
3 1.54 0.122153 1.54 79.3265
4 2.07 0.437493 2.07 714.843
5 2.61 0.180731 2.61 3,832.76
6 3.16 0.339369 3.16 30,988.7
7 3.71 0.478266 3.71 433,168
In
st
an
ce
2
2 0.80 0.180719 0.80 4.06898
3 1.21 0.330983 1.21 52.966
4 1.62 0.171164 1.62 286.031
5 2.04 0.433399 2.04 2,079.33
6 2.47 0.389787 2.47 11,210.5
7 2.90 0.706067 2.90 278,021
Table 3 Optimal cost of the discretized (CPLEX solver) and bilinear (Ipopt solver) model and CPU time (in
seconds).
3.1.2 Continuous relaxation of the MILP
The continuous relaxation of a mixed integer linear program provides a lower bound which
can be easily computed thanks to any linear solver. We apply this approach on (PpigDisc) to
determine if this lower bound is greater than the one of (PPigId).
However, this method does not improve the bound since the continuous relaxations of
the MILP are 94.18 and 66.16 for instances 1 and 2 respectively, is lower than the values of
the ideal model (PPigId) (94.84 and 67.23).
3.2 Lagrangian relaxations
The Lagrangian relaxation provides a lower bound of the initial problem. In general terms,
let
min
x,y
f (x)
s.t. g(x)6 d(
x
) ∈ S
be an optimization program. The Lagrangian function is defined by
L (x,λ ) = f (x)+λ tg(x).
Thus,
h(λ ) = inf
(x)∈S
L (x,λ )
is the dual function.
We are interested in looking to the duality gap between the dual and the primal optimal
solutions. If it vanishes that means that the primal optimal solution is a global one. If not,
the dual value may be greater than a lower bound already known and then improve it and
give more information about the global optimal solution. In our instances, the known lower
bound is the optimal value of (PPigId).
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3.2.1 Subgradient algorithm
We know that h(λ ∗) = max
λ
h(λ )6 f (x∗), but it may be hard to compute it. Thus, we use a
subgradient algorithm to compute an approximation ofL (λ ∗). This algorithm is described
in algorithm 1.
Algorithm 1: The subgradient algorithm
1 Select λ0,N > 0;
2 for k = 0:N do
3 Compute x∗k ∈ argminx L (x,λk);
4 Let g(x∗k) be a subgradient ofL (x
∗
k ,λk);
5 Evaluate the stepsize αk;
6 λk+1 = λk+αkg(x∗k);
Several strategies can be used to compute the stepsize αk. We tested three different ones:
– a fixed stepsize, in our case αk = 1;
– a diminishig non summable stepsize, which satisfies αk > 0, lim
k→∞
αk = 0 and
∞
∑
k=1
αk =∞
(in our case αk = 1/k);
– a dynamic stepsize, which is αk =
L (xk)−L levk
‖g(x∗k )‖ , where f
lev
k is an estimate of the optimal
value.
In the case of the dynamic stepsize,L levk where computed in two different ways, either
L evalk = max06i6k
L (x∗k ,λk), δ > 0, or L
eval
k = f (x
∗) when the optimal solution of the primal
problem is known.
3.2.2 Lagrangian relaxation of the MILP
In this section, we consider the Lagrangian relaxation of the MILP in which all the difficult
constraints were relaxed. We run all the strategies of this algorithm descried above with
parameters λ0 = 0,N = 150 and δ = 1 if necessary. The maximal value of the dual function
computed of all these approaches is 70.87 for instance 1 and 48.96 for instance 2.
A discretization of the ideal model (PPigId) could be done, based on the approach de-
scribed in section 3.1. Its optimal value can be easily computed since the problem is sepa-
rable day to day and is 95.18 for instance 1 and 67.71 for instance 2. They are considered
as lower bound of the global optimal solution of the discretized problems (PpigDisc). In both
instances, algorithm 1 applied to discrete problem computes a lower value.
In that case, the lower bound cannot be improved for this sampling rate of discretization.
3.2.3 Lagrangian relaxation of the bilinear problem
We also applied this approach on the continuous problem. We relaxed all the bilinear terms.
First we solve the primal problem using Ipopt and get a solution x∗0. Let λ
∗
0 be the Lagrange
multipliers associated with x∗0. Then, we compare f (x
∗
0) to h(λ
∗
0 ).
For instance 1, f (x∗0) = 96.23 and h(λ
∗
0 ) = 54.26 and the duality gap is then 41.97. The
same behavior appears for instance 2, in which f (x∗0) = 68.99 and h(λ
∗
0 ) = 24.66 and then
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Lower bound f (x∗0) max06k6N
L (x∗k ,λk)of f
In
st
an
ce
1
MILP 95.18 N/A 70.87
Continuous 94.84 96.23 78.43
In
st
an
ce
2
MILP 67.71 N/A 48.96
Continuous 67.23 68.99 46.64
Table 4 Summary of the Lagrangian relaxations results.
the duality gap is 44.33. The aim of this approach consists in reducing this gap. Thus, we
apply the subgradient method (algorithm 1) with λ0 = λ ∗0 , the Lagrange multiplier associated
to x∗0, the solution of the bilinear problem, N = 50000 and δ =max(1/k,10
−4) if necessary.
The best value for the dual variable computed using algorithm 1 is 78.43 for instance 1
and 46.64 for instance 2. In both cases, this value is still less than the lower bound, that is
the optimal value of (PPigId) and then does not improve it.
For ease of reading, upper and lower bounds and best values of the relaxation have been
grouped in table 4.
3.3 Convex relaxations
This section will be devoted to the presentation of three convex relaxations used to obtain
lower bounds of the initial (PPig).
3.3.1 McCormick relaxation
The first relaxation that we will present is the well-known. McCormick [17] introduced
it in 1976. It provides a linear relaxation of the initial problem by using only the bounds
variables. The concept is the following. Suppose that we have two variables xi and y j that
appear in a bilinear term and such that
lxi 6 xi 6 uxi ,
ly j 6 y j 6 uy j .
From these equations, we get
(xi− lxi)(y j− ly j ) > 0,
(xi− lxi)(uy j − y j) > 0,
(uxi − xi)(y j− ly j ) > 0,
(uxi − xi)(uy j − y j) > 0,
⇐⇒

xiy j− xily j − y jlxi + lxi ly j > 0,
xiuy j − xiy j− lxiuy j + y jlxi > 0,
y juxi −uxi ly j − xiy j+ xily j > 0,
uxiuy j − y juxi − xiuy j + xiy j > 0.
Let zi j = xiy j then we get the system
zi j− xily j − y jlxi + lxi ly j > 0,
xiuy j − zi j− lxiuy j + y jlxi > 0,
y juxi −uxi ly j − zi j+ xily j > 0,
uxiuy j − y juxi − xiuy j + zi j > 0.
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This system is linear in zi j,xi and y j. A linear relaxation of the bilinear initial problem is
given by replacing all the bilinear terms xiy j by zi j and adding in the model the system
described above. This relaxation is called the McCormick relaxation and is very commonly
used.
In the case of the diet problem in the pig industry, the bilinear terms look like xtiyt j for
i ∈ I, j ∈ J and t ∈ {1,2}. x1 and x2 never appear in the same bilinear term, as well as y1 and
y2, x1 and y2 or x2 and y1.
Let x1i j = x1iy1 j and x2i j = x2iy2 j. Application of the McCormick relaxation to (PPig),
yields the following problem :
min
x,y
∑
i∈I
∑
j∈J
q0i (x1i j+ x2i j) ,
s.t. dpj 6 ∑
i∈I
qpi (x1i j+ x2i j)6 d
p
j ∀p ∈ P,∀ j ∈ J,
b6 A

x1
x2
y1
y2
6 b,
06

x1
x2
y1
y2
6

ux1
ux2
uy1
uy2
 ,
x1i j > 0 ∀i ∈ I,∀ j ∈ J,
uy1 jx1i− x1i j > 0 ∀i ∈ I,∀ j ∈ J,
ux1iy1 j− x1i j > 0 ∀i ∈ I,∀ j ∈ J,
ux1iuy1 j −ux1iy1 j−uy1 jx1i+ x1i j > 0 ∀i ∈ I,∀ j ∈ J,
x2i j > 0 ∀i ∈ I,∀ j ∈ J,
uy2 jx2i− x2i j > 0 ∀i ∈ I,∀ j ∈ J,
ux2iy2 j− x2i j > 0 ∀i ∈ I,∀ j ∈ J,
ux2iuy2 j −ux2iy2 j−uy2 jx2i+ x2i j > 0 ∀i ∈ I,∀ j ∈ J,
(PPigMC)
This problem is linear and we implemented it in AMPL and used CPLEX to solve it. When
solved using CPLEX, we obtain the optimal cost which is less than the known lower bound
in both typical instances. However the model can be improved by adding valid inequalities.
Indeed, in (PPig), there appear the three following linear constraints
y1 j+ y2 j 6 w j, (2)
∑
i∈I
x1i = 1, (3)
∑
i∈I
x2i = 1. (4)
By multiplying (3) by y1 j, as well as y2 j by (4), we get that
y1 j =∑
i∈I
x1iy1 j,
y2 j =∑
i∈I
x2iy2 j,
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which leads to the modification of the constraint (2) by
y1 j+ y2 j =∑
i∈I
x1iy1 j+ x2iy2 j 6 w j⇐⇒∑
i∈I
x1i j+ x2i j 6 w j.
Similarly, the constraints (3) and (4) can be modified in the two following
y1 j =∑
i∈I
x1i j,
y2 j =∑
i∈I
x2i j.
Doing these modifications adds some valid inequalities which we hope improve the relax-
ation. And hopefully, solving this problem leads to a slight improvement. The optimal cost
returned by solvers is 94.84 for instance 1 and 67.23 for instance 2, which are exactly the
lower bounds already known given by solving (PPigId).
A close inspection of this model revealed that the McCormick relaxation including valid
inequalities is, in fact, exactly the same linear problem that models the diet using the optimal
cost feed at each day, namely (PPigId), the model giving the lower bound. Indeed, let xi j =
x1i j + x2i j which correspond to the quantity of ingredient i for the diet of the day j. Then
when it is replaced in the model (PPigMC) we notice that it is separable and each subproblem
corresponds exactly to (PSPigId j ) problem for all j ∈ J.
The discussion allows us to state the following proposition.
Proposition 2 The McCormick relaxation model and the ideal model are equivalent.
This fact tends to confirm the conjecture that the minimum of our instances determined
by nonlinear solvers is a global one.
3.3.2 Tawarmalani et al. convex hull
More recently, Tawarmalani et al. [21] stated a new result about the convex hull of a bilinear
set.
Proposition 3 Consider B=
{
(x,y) ∈ Rn+×Rn+|∑ni=1(aixiyi+bixi+ ciyi)> r
}
, where, for
each i ∈ {1, ...,n}, ai,bi and ci are non-negative and r is positive.
Let ηi(xi,yi) = 12
(
bixi+ ciyi+
√
(bixi+ ciyi)2+4airxiyi
)
. Then, the convex hull of B is
given by
conv(B) =
{
(x,y) ∈ Rn+×Rn+|
n
∑
i=1
ηi(xi,yi)> r
}
.
Unlike the McCormick relaxation, this one is a nonlinear convex relaxation. It represents
the convex hull of the bilinear set B. We will now apply this approach to the pig’s diet
problem. Because all coefficients in the objective function and constraints are positive in
our instances, the relaxation can be applied only to the ”greater or equal” constraints. The
relaxation obtained is not convex since the problem still has some bilinear constraints of the
type ”less or equal” that are not included in the relaxation.
However, the new problem solved is a relaxation of the initial problem and its solution
is a lower bound of the typical instances. Solving this problem using Ipopt, the optimal cost
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computed is 89.54 for instance 1 and 62.08 which are far from their respective lower bounds
which are 94.84 and 67.23.
This relaxation is supposed to be the convex hull of the set while McCormick is only a
linear relaxation. The fact that the optimal solution of the Tawarmalani et al. relaxation is
smaller than the one of McCormick relaxation is due to the bounds on variables. The next
section is devoted to show how bounds on variables act on these two relaxations.
3.3.3 Illustration of McCormick and Tawarmalani relaxations
As an illustration of these two relaxations, consider the set
B=
{
(x,y,z) ∈ [1,5]3|xy+ z> 4} .
This set is represented by all the points belonging to [1,5]3 and above the surface on figure
2. Using equations determined in section 3.3.1, the feasible set given by the McCormick
Fig. 2 Representation of the bilinear set B ={
(x,y,z) ∈ [0,5]3|xy+ z> 4} . Fig. 3 Representation of the bilinear set B and the
McCormick relaxation set BM .
Fig. 4 Representation of the bilinear set B and the
convex hull of Tawarmalani BT .
Fig. 5 Representation of the bilinear set B and both
McCormick and Tawarmalani relaxations.
relaxation of B is
BM =
{
(x,y,z) ∈ [0,5]3 | z> 4−5x
z6 4−5y
}
which is represented in figure 3 by all the points above the gray surface.
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If we apply the proposition 3 to the set B, we get the following set
BT =
{
(x,y,z) ∈ R3+ | 2
√
xy+ z> 4
}
which is represented in figure 4 by all the points above the black surface. Finally, figure 5
includes both relaxations in addition to the initial bilinear surface.
We can see that both relaxations intersect each other. Thus, it may happen that the Mc-
Cormick relaxation is better than Tawarmalani’s et al. Even more interesting, under ap-
propriate conditions, the McCormick relaxation can be strictly included in the convex hull
describe by Tawarmalani et al. For example, if we consider the bilinear set
B=
{
(x,y,z) ∈ [0,ux]× [0,uy]× [0,uz] | xy+bz> r
}
then the convex hull is given by
B′ =
{
(x,y,z) ∈ [0,ux]× [0,uy]× [0,uz] | √rxy+bz> r
}
.
The convex relaxation for this set is given by the four following equations
xy> 0, (5)
x(uy− y)> 0, (6)
(ux− x)y> 0, (7)
(ux− x)(uy− y)> 0. (8)
By (6) and (7) and the definition of B, we can deduce that
r−bz6 uyx, (9)
r−bz6 uxy. (10)
Moreover we get by definition of B′ that
r−bz6√rxy. (11)
Then McCormick relaxation is strictly included in B′ if and only if
{
uyx6
√
rxy
uxy6
√
rxy
⇐⇒
{
uyx6
√
rxy
uxuyxy6 rxy
⇐⇒
{
uyx6
√
rxy
uxuy 6 r
Thus if r> uxuy then McCormick relaxation is always better than then convex hull of Tawar-
malani et al. Figure 6 illustrates this case for the numerical example. Our typical instances
present a similar situation that the one presented above. Its nonlinear convex relaxation does
not help to determine the global solution and it is preferable to use McCormick relaxation
when there are tight bounds on variables.
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Fig. 6 Illustration when conditions are met so that McCormick relaxation is strictly included in the convex
hull describe by Tawarmalani in proposition 3
3.3.4 SDP relaxation
The last convex relaxation that we present in this paper uses the semidefinite programming
formulation. The idea to use it comes from the paper [3]. Every bilinear problem can be
written as a quadratic program. Indeed, (PPig) can be rewritten
min
x,y
xtQ0y,
s.t. xtQpy> dp ∀p ∈ J1,nK,
A
(
x
y
)
> b,
06
(
x
y
)
6 m.
The aim of the SDP relaxation is to write the problem as
min
x,y,Z
f (x,y,Z),
s.t. b6 g(x,y,Z)6 B,
Z  0,
where f and g are linear functions. First, let the inner product of two matrices A and B be
defined as
A•B= tr(AB).
A quadratic term ztQz can then be written using the inner product of two matrices. Let
Z = zzt . Thus
ztQz=∑
i, j
Qi jziz j =∑
i, j
Qi jZi j = tr(QZ) = Q•Z.
By a small change of variables z=
(
x
y
)
and adjusting the data matrices, we are able to state
the bilinear problem as follows :
min
z,Z
Q0 •Z,
s.t. Qp •Z > dp ∀p ∈ J1,nK,
Az> b,
06 z6 u,
Z = zzt .
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It is then relaxed by replacing the constraint Z = zzt by
Z  zzt ⇐⇒ Z− zzt  0⇐⇒
(
Z z
zt 1
)
 0.
Thus, the SDP relaxation of a bilinear problem can be written as
min
z,Z
Q0 •Z,
s.t. Qp •Z > dp ∀p ∈ J1,nK,
Az> b,
06 z6 u,(
Z z
zt 1
)
 0.
(PSDP)
Due to the shape of our typical instances, we can separate the problem by blocks. Indeed,
variables x1 and y1 never appear multiplied by a variable form x2 and y2. Thus, if we consider
z1 =
(
x1
y1
)
and z2 =
(
x2
y2
)
, then the problem looks like

min
z,Z
Q0 •Z1+Q0 •Z2,
s.t. Qp •Z1+Qp •Z2 > dp ∀p ∈ P ,
A
(
z1
z2
)
> b,
06
(
z1
z2
)
6
(
u1
u2
)
,(
Z1 z1
zt1 1
)
 0,(
Z2 z2
zt2 1
)
 0.
(PPigSDP)
The dimensions of matrices being smaller, this trick should accelerate the computation of
the solution of the SDP problem. To this problem we can add several valid inequalities. For
example, the new variable Z1 and Z2 represent the quadratic term and then can be bounded
below by 0 and above by uut .
The modeling was done in Matlab R2015b. Solving this problem using CVX [12,11]
and in particular the solver SDPT3 leads to an optimal cost of 94.84 for instance 1 and
67.23 for instance 2, namely exactly the lower bound already known.
After studying this model, we noticed that the SDP relaxation is the same problem that
gives the lower bound, namely the ideal problem (PPigId). For the same reasons that we
claimed in 3.3.1, it is easy to see that by replacing Z1 +Z2 by a new term in (PPigSDP) leads
to solve a problem that determines the optimal cost diet at each day. Moreover, no additional
valid inequalities can be added in order to improve it.
The discussion allows us to state the following proposition.
Proposition 4 The SDP relaxation model and the ideal model are equivalent.
One more time, the lower bound of the typical instance could not be improved and tends
to confirm our conjecture that the solution computed by a nonlinear solver is global.
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Conclusion
The bilinear problem applied to our typical instances in a strongly NP-hard problem. We
prove it by establishing the equivalence to the pooling formulation. A solution can be found
thanks to nonlinear solvers. For both instances, solving it with 20,000 random starting points
showed that in 100% of cases the same local optimal point is computed. This led us to state
the conjecture that this local solution is a global solution of the instances. The associated
feasibility problem, which computes a feasible solution which has a lower optimal value,
does not converge to any point which corroborates our conjecture. Moreover, global solvers
cannot handle the full-size problem but determine a global solution for smaller problems
which is equal to the local solution when we are looking for a solution with a smaller optimal
value.
Other approaches presented in this paper are relaxations or approximation that support
the conjecture.
We are able to get a mixed integer linear problem by discretizing some of the variables
involved in bilinear terms. This approach leads to a solution close the global minimum of
the bilinear problem. However, it is too slow to solve the entire problem due to the branch
and bound algorithm used. As an example, solve the problem with 32 continuous variables
and 14 integer variables (instead of 222) took around 106 seconds. However, the solution
computed by this approach shows that the solution declared as a local optimum is close
to the approximation of the global solution. It is a good method but not appropriate in our
case since the problem is too large. Nevertheless, it confirms our conjecture for a small in-
stance of our problem. Its continuous relaxation returns a value lower than the lower bound.
Lagrangian relaxations of the discretized and bilinear problems do not improve the lower
bounds for any of the instances. Finally, we presented three convex relaxations for bilinear
terms. These approaches provide lower bounds of the bilinear problem but do not improve
the one already known. However, some of them provide the same lower bound and the gap
between lower and upper bound is at most 2%. They are good bounds but none of the meth-
ods that we tried improved it due to peculiar shape of our diet problem. In the general case,
these methods can produce a good lower bound. The fact that for smaller problems the global
optimal solution is equal to the one returned by a local solver, added to that all approaches
presented in this paper do not improve the solution regardless the data used, tends to con-
firm our conjecture : ”the solution returned by nonlinear solvers as a local optimal solution
is indeed a global solution” for diet models.
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Annexe H
Codes AMPL des méthodes 1MF et pHF
H.1 Méthode 1MF
H.1.1 Fichier modèle : dmf.mod
#--------------------------------------------------------------------------------------
#Ensembles
#--------------------------------------------------------------------------------------
set ING;
set NP;
set NACA;
set AA;
set EN;
set PHASES := 1..111;
#--------------------------------------------------------------------------------------
# Apport en nutriments (decomposition des matieres premieres)
#--------------------------------------------------------------------------------------
param aNP {ING,NP};
param aNACA {ING,NACA};
param aEN {ING,EN};
param aAA {ING,AA};
#--------------------------------------------------------------------------------------
# Besoins de l'animal
#--------------------------------------------------------------------------------------
param bNP {NP,PHASES};
param bAA {AA,PHASES};
param bNACA_inf {NACA,PHASES};
param bNACA_sup {NACA,PHASES};
param bEN {EN,PHASES};
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#--------------------------------------------------------------------------------------
# Parametres de prix des ingredients et taux d'incorporation maximum
#--------------------------------------------------------------------------------------
param c {ING};
param xmax {ING};
#--------------------------------------------------------------------------------------
# Consommation (en P, en N et maximum)
#--------------------------------------------------------------------------------------
param consoPHOS {PHASES};
param consoN {PHASES};
param consoMAX{PHASES};
#--------------------------------------------------------------------------------------
# Variables (XA, XB : melanges; Y,Z : quantités journalières de XA, XB, respectivement)
#--------------------------------------------------------------------------------------
var XA {ING};
var XB {ING};
var Y {PHASES};
var Z {PHASES};
#--------------------------------------------------------------------------------------
# Fonction objectif
#--------------------------------------------------------------------------------------
minimize cout_melange : sum {p in PHASES, i in ING} c[i]*(Y[p]*XA[i]+Z[p]*XB[i]);
#--------------------------------------------------------------------------------------
# Contraintes
#--------------------------------------------------------------------------------------
subject to
cte_NACA_inf{m in NACA,p in PHASES} :
bNACA_inf[m,p] - (sum{i in ING} aNACA[i,m] * (Y[p]*XA[i] + Z[p] * XB[i])) <= 0;
cte_NACA_sup{m in NACA, p in PHASES}:
0 <= bNACA_sup[m,p] - (sum{i in ING} aNACA[i,m] * (Y[p]*XA[i] + Z[p] * XB[i]));
cte_EN{o in EN, p in PHASES}:
sum{i in ING} aEN[i,o] * (Y[p]*XA[i] + Z[p] * XB[i]) = bEN[o,p];
cte_AA{o in AA, p in PHASES} :
sum{i in ING} aAA[i,o] * (Y[p]*XA[i] + Z[p] * XB[i]) - bAA[o,p] >= 0;
cte_ratio_CAP_inf {p in PHASES} :
(sum{i in ING} aNACA[i,'ca']* (Y[p]*XA[i] + Z[p] * XB[i]))
- 1.5 * (sum {i in ING} aNP[i,'ptotal']*(Y[p]*XA[i] + Z[p] * XB[i])) <= 0;
cte_ratio_CAP_sup {p in PHASES} :
(sum{i in ING} aNACA[i,'ca']* (Y[p]*XA[i] + Z[p] * XB[i]))
- 1 * (sum {i in ING} aNP[i,'ptotal']*(Y[p]*XA[i] + Z[p] * XB[i])) >= 0;
cte_premixA :
XA['premix'] = 0.005;
cte_premixB :
XB['premix'] = 0.005;
cte_sum_A:
sum{i in ING} XA[i] = 1;
cte_sum_B:
sum{i in ING} XB[i] = 1;
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cte_ING_A {i in ING } :
0 <= XA[i] <= xmax[i];
cte_ING_B {i in ING } :
0 <= XB[i] <= xmax[i];
cte_inf_Y {p in PHASES} :
0 <= Y[p];
cte_inf_Z {p in PHASES} :
0 <= Z[p];
cte_QTE_max {p in PHASES} :
Y[p] + Z[p] <= consoMAX[p];
H.1.2 Fichier commandes : dmf.run
reset;
model dmf.mod
data dmf.dat
option solver ipopt;
option randseed 0;
option presolve 0;
#--------------------------------------------------------------------------------------
# Initialisation
#--------------------------------------------------------------------------------------
let {i in ING} XA[i] := xmax[i] * Uniform01();
let {i in ING} XB[i] := xmax[i] * Uniform01();
let {p in PHASES} Y[p] := consoMAX[p] * Uniform01();
let {p in PHASES} Z[p] := consoMAX[p] * Uniform01();
#--------------------------------------------------------------------------------------
# Resolution
#--------------------------------------------------------------------------------------
solve;
#--------------------------------------------------------------------------------------
# Affichage (valeur optimale, rejets de P, rejets de N, temps de resolution)
#--------------------------------------------------------------------------------------
display cout_melange;
display sum{p in PHASES}
(sum {i in ING} aNP[i,'ptotal']*(Y[p]*XA[i]+Z[p]*XB[i]) - consoPHOS[p]);
display sum{p in PHASES}
(sum {i in ING} aNP[i,'Ntotal']*(Y[p]*XA[i]+Z[p]*XB[i]) - consoN[p]);
display _solve_time;
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H.2 Méthode pHF
H.2.1 Fichier modèle : hfp.mod
Le code de la méthode pHF est semblable à celui présenté dans la section H.1.1. Concernant
le ﬁchier modèle, il suﬃt de remplacer les termes
Y[p]*XA[i]+Z[p]*XB[i]
par
Y[p]*XA[i] + Z[p]*XB[i] + W[p]*XC[i] + V[p]*XD[i]
+ U[p]*XE[i] + T[p]*XF[i] + S[p]*XG[i] + R[p]*XH[i]
où Y,Z,W,V,U,T,S et R sont les variables de quantité associées aux variables de mélanges
XA, XB, XC, XD, XE, XF, XG et XH respectivement.
Il faut également ajouter, pour chaque mélange k, la contrainte sur le prémix (Xk[′premix′] =
1) et la contrainte de proportion
(∑
i∈I Xk[i] = 1
)
, la positivité de chaque quantité. Enﬁn,
la dernière modiﬁcation est de remplacer la contrainte cte_QTE_max par
Y[p] + Z[p] + W[p] + V[p] + U[p] + T[p] + S[p] + R[p] <= consoMAX[p].
Ce ﬁchier modèle est valable pour les alimentation pHF pour p = 1 à p = 7.
H.2.2 Fichier commandes : hfp.run
Le ﬁchier commande diﬀère légèrement et permet de choisir quel nombre de phase (p) nous
considérons pour la méhode pHF.
reset;
model hfp.mod
data hfp.dat
option solver ipopt;
option presolve 0;
option randseed 0;
#--------------------------------------------------------------------------------------
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# Initialisation
#--------------------------------------------------------------------------------------
let {i in ING} XA[i] := xmax[i] * Uniform01();
let {i in ING} XB[i] := xmax[i] * Uniform01();
let {i in ING} XC[i] := xmax[i] * Uniform01();
let {i in ING} XD[i] := xmax[i] * Uniform01();
let {i in ING} XE[i] := xmax[i] * Uniform01();
let {i in ING} XF[i] := xmax[i] * Uniform01();
let {i in ING} XG[i] := xmax[i] * Uniform01();
let {i in ING} XH[i] := xmax[i] * Uniform01();
let {p in PHASES} Y[p] := consoMAX[p] * Uniform01();
let {p in PHASES} Z[p] := consoMAX[p] * Uniform01();
let {p in PHASES} W[p] := consoMAX[p] * Uniform01();
let {p in PHASES} V[p] := consoMAX[p] * Uniform01();
let {p in PHASES} U[p] := consoMAX[p] * Uniform01();
let {p in PHASES} T[p] := consoMAX[p] * Uniform01();
let {p in PHASES} S[p] := consoMAX[p] * Uniform01();
let {p in PHASES} R[p] := consoMAX[p] * Uniform01();
#--------------------------------------------------------------------------------------
# Les commandes sont valables pour differentes valeurs de p, il suffit de decommenter
# les lignes correspondant a la valeur desiree (ici, par exempl p=3 est decommente)
#--------------------------------------------------------------------------------------
# MH2 #chgt phases : 56
#--------------------------------------------------------------------------------------
#fix {p in 56..111} Y[p] := 0;
#fix {p in 1..55} W[p] := 0;
#fix {p in 1..111} V[p] := 0;
#fix {p in 1..111} U[p] := 0;
#fix {p in 1..111} T[p] := 0;
#fix {p in 1..111} S[p] := 0;
#fix {p in 1..111} R[p] := 0;
#--------------------------------------------------------------------------------------
# MH3 #chgt phases : 38 75
#--------------------------------------------------------------------------------------
fix {p in 38..111} Y[p] := 0;
fix {p in 75..111} Z[p] := 0;
fix {p in 1..37} W[p] := 0;
fix {p in 1..74} V[p] := 0;
fix {p in 1..111} U[p] := 0;
fix {p in 1..111} T[p] := 0;
fix {p in 1..111} S[p] := 0;
fix {p in 1..111} R[p] := 0;
#--------------------------------------------------------------------------------------
# MH4 #chgt phases : 28 56 84
#--------------------------------------------------------------------------------------
187
#fix {p in 28..111} Y[p] := 0;
#fix {p in 56..111} Z[p] := 0;
#fix {p in 1..27} W[p] := 0;
#fix {p in 84..111} W[p] := 0;
#fix {p in 1..55} V[p] := 0;
#fix {p in 1..83} U[p] := 0;
#fix {p in 1..111} T[p] := 0;
#fix {p in 1..111} S[p] := 0;
#fix {p in 1..111} R[p] := 0;
#--------------------------------------------------------------------------------------
# MH5 #chgt phases : 23 45 67 89
#--------------------------------------------------------------------------------------
#fix {p in 23..111} Y[p] := 0;
#fix {p in 45..111} Z[p] := 0;
#fix {p in 1..22} W[p] := 0;
#fix {p in 67..111} W[p] := 0;
#fix {p in 1..44} V[p] := 0;
#fix {p in 89..111} V[p] := 0;
#fix {p in 1..66} U[p] := 0;
#fix {p in 1..88} T[p] := 0;
#fix {p in 1..111} S[p] := 0;
#fix {p in 1..111} R[p] := 0;
#--------------------------------------------------------------------------------------
# MH6 #chgt phases : 19 37 55 74 93
#--------------------------------------------------------------------------------------
#fix {p in 19..111} Y[p] := 0;
#fix {p in 37..111} Z[p] := 0;
#fix {p in 1..18} W[p] := 0;
#fix {p in 55..111} W[p] := 0;
#fix {p in 1..36} V[p] := 0;
#fix {p in 74..111} V[p] := 0;
#fix {p in 1..54} U[p] := 0;
#fix {p in 93..111} U[p] := 0;
#fix {p in 1..73} T[p] := 0;
#fix {p in 1..92} S[p] := 0;
#fix {p in 1..111} R[p] := 0;
#--------------------------------------------------------------------------------------
# MH7 #chgt phases : 16 32 48 64 80 96
#--------------------------------------------------------------------------------------
#fix {p in 16..111} Y[p] := 0;
#fix {p in 32..111} Z[p] := 0;
#fix {p in 1..15} W[p] := 0;
#fix {p in 48..111} W[p] := 0;
#fix {p in 1..31} V[p] := 0;
#fix {p in 64..111} V[p] := 0;
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#fix {p in 1..47} U[p] := 0;
#fix {p in 80..111} U[p] := 0;
#fix {p in 1..63} T[p] := 0;
#fix {p in 96..111} T[p] := 0;
#fix {p in 1..79} S[p] := 0;
#fix {p in 1..95} R[p] := 0;
#--------------------------------------------------------------------------------------
# Resolution
#--------------------------------------------------------------------------------------
solve;
#--------------------------------------------------------------------------------------
# affichage (cout, rejets P, rejets N)
#--------------------------------------------------------------------------------------
display cout_melange;
display sum{p in PHASES}(sum {i in ING} aNP[i,'ptotal']*(Y[p]*XA[i] + Z[p]*XB[i] +
W[p]*XC[i] + V[p]*XD[i] + U[p]*XE[i] + T[p]*XF[i] + S[p]*XG[i] + R[p]*XH[i])
- consoPHOS[p]);
display sum{p in PHASES}(sum {i in ING} aNP[i,'Ntotal']*(Y[p]*XA[i] + Z[p]*XB[i] +
W[p]*XC[i] + V[p]*XD[i] + U[p]*XE[i] + T[p]*XF[i] + S[p]*XG[i] + R[p]*XH[i])
- consoN[p]);
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