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Supplementary Material
Incorporating domain growth into hybrid methods for
reaction-diffusion systems
Cameron A. Smith1,∗, Christian A. Yates1
1Centre for Mathematical Biology, Department of Mathematical Sciences, University of
Bath, Claverton Down, Bath, BA2 7AY, United Kingdom
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In this document, we introduce any of the mathematics required to demonstrate equivalence between
the three methods described in Section 2, and give the numerical algorithms that we employ. It should
be noted that other numerical schemes may be used.
S.1 Macroscale
S.1.1 The Lagrangian PDE
We wish to be able to simulate the solution of the PDE (1), with appropriate boundary and initial
conditions. However, conventional techniques are unable to do so when the PDE is written in this form
due to the existence of the growing domain [Simpson, 2015]. Instead, we transform the PDE onto a fixed
coordinate system, known as the Lagrangian coordinates. We apply the following change of variables:
x = X exp{ρτ}, (S.1)
t = τ, (S.2)
where X ∈ (0, L0) and τ > 0. Applying change of variables (S.1)-(S.2) to the Eulerian PDE (1) yields
the Lagrangian PDE
∂u
∂τ
(X, τ) =
D
exp{2ρτ}
∂2u
∂X2
(X, τ) − ρu(X, τ). (S.3)
The domain growth manifests itself in equation S.3 in two ways: firstly by creating a time-dependent
diffusion coefficient, which comes from the conversion of the second order derivative; and secondly by
converting the dilution from an advective term to a particle sink via a first-order degredation reaction.
This second term is one of the two terms obtained when the dilution term in (1) is expanded using
the product rule. The second of these product rule terms cancels with a term that originates from the
conversion of the time derivative.
S.1.2 Numerical scheme
In order to simulate the PDE (S.3), we will use the θ-method (see, for example [Smith, 1985]), however
we note that any different simulation methodologies may be appropriate. The θ-method involves writing
the second derivative as a combination of implicit and explicit terms, and using a time-stepping algorithm
in order to find the solution at a later time. a description can be found in Algorithm S.1 (below) for
the PDE (S.3) together with zero-flux boundary conditions. Because the PDE contains time-varying
coefficients, the matrices used in order to update the solution need to be calculated at every time-step.
Algorithm S.1: The θ-method (diffusion only)
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Input: Current PDE solution vector — U ; Time of previous update — tn; Time-step — ∆t;
θ-value — θ; Diffusion coefficient D; Lagrangian mesh size — hp; Number of mesh points —
S + 1; Growth rate — ρ; Initial domain length L0.
(1a) Calculate the time-dependent matrices An and Bn:
(An)ij =













1 + D∆tθ
h2p
exp{−2ρ(tn + ∆t)} i = j = 1, S + 1
1 + 2 D∆tθ
h2p
exp{−2ρ(tn + ∆t)} i ∈ {2, ..., S}, j = i
−D∆tθ
h2p
exp{−2ρ(tn + ∆t)} i ∈ {2, ..., S + 1}, j = i− 1
−D∆tθ
h2p
exp{−2ρ(tn + ∆t)} i ∈ {1, ..., S}, j = i + 1
0 otherwise
(Bn)ij =















1− (ρ + µ)∆t− D∆t(1−θ)
h2p
exp{−2ρtn} i = j = 1, S + 1
1− (ρ + µ)∆t− 2 D∆t(1−θ)
h2p
exp{−2ρtn} i ∈ {2, ..., S}, j = i
−D∆t(1−θ)
h2p
exp{−2ρtn} i ∈ {2, ..., S + 1}, j = i− 1
−D∆t(1−θ)
h2p
exp{−2ρtn} i ∈ {1, ..., S}, j = i + 1
0 otherwise
(1b) Update the PDE solution U according to the following:
U ← A−1n BnU .
S.1.3 Remeshing
Due to the difference in coordinate systems described in Section 3 of the main text, the solution vector is
calculated on a static Lagrangian mesh. Considered in Eulerian coordinates, however, this mesh grows.
As such, it is prudent to remesh the solution vector when the PDE mesh grows by a certain amount in
Eulerian coordinates. We present the remeshing algorithm which requires the pre-calculation of the times
that we remesh. A natural time to remesh is when the domain has doubled in length, and this is indeed
how we calculate these remeshing times. However, alternative scale factors may be used.
We begin by calculating the number of times the domain doubles in length before the final time of
the simulation, tf , via
smax = ⌊exp{ρtf}/2⌋, (S.4)
where ⌊·⌋ denotes the floor function. Then for i ∈ {1, ..., smax}, the ith time of remeshing is given by
solving
2iL0 = L0 exp{ρti}. (S.5)
The full algorithm for remeshing can be found in Algorithm S.2
Algorithm S.2: Remeshing the PDE
Input: Current PDE solution vector — U ; Growth rate — ρ; Current number of PDE mesh
points — S + 1; Current remesh time — ti; Next remesh time — ti+1.
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(2a) Create a temporary solution vector V of size 2S + 1.
(2b) Set V2j−1 = Uj for every j ∈ {1, ..., S + 1}.
(2c) For all Vj with j ∈ {2, 4, 6, ..., 2S}, interpolate the solution. Any reasonable interpolation may
be used, however for the purposes of this paper we use linear interpolation:
Vj =
Vj−1 + Vj+1
2
, j ∈ {2, 4, 6, ..., 2S}
(2d) Set U ← V .
(2e) Update the number of mesh points to be 2S + 1.
(2f) Update the remesh time to be ti+1.
S.2 Mesoscale
S.2.1 Modified next reaction method
We will evolve the mesoscopic system according to the modified next reaction method [Anderson, 2007].
We choose to use the modified next reaction method as opposed to the standard Gillespie algorithm
[Gillespie, 1977] because the propensity functions in the hybrid methods in the main text depend explicitly
on time, meaning that between two events taking place, the propensity function is changing. This violates
the assumption of the Gillespie algorithm, that requires the propensity functions to remain constant
between the times that events take place.
In order to use the modified next reaction method, we require the definition of propensity functions
aj(n, t), where j ∈ {1, ..., 2K(t)} indexes the possible events that can occur, with the first 2K(t) being the
diffusive jumps left and right from each compartment. The probability of a particular event j occurring
during a small time interval (t, t + δt) is then defined to be aj(n(t), t)δt.
The modified next reaction method requires the calculation and tracking of internal clock times Ti for
every possible event, and next firing times Pi. These are initialised as Ti = 0 and Pi = ln (1/ri), where ri
is a uniformly distributed random variable between zero and one. Propensity functions ai are initialised,
and the absolute time until the next event of type i fires can be calculated by solving:
Pi − Ti =
∫ t+∆ti
t
ai(n(t), s) ds, (S.6)
for ∆ti at t = 0.
The algorithm then locates the event which happens first, which is equivalent to finding the minimum
of the ∆i, which we call ∆. This event is enacted, all internal clock times are updated according to
Ti ← Ti +
∫ t+∆
t
ai(n(t), s) ds, (S.7)
and for the event that fires, say event β, a new next firing time is found by setting
Pβ ← Pβ + ln
(
1
rβ
)
, (S.8)
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where rβ is a uniformly distributed random variable between zero and one. Time is updated to be t + ∆
and then the algorithm repeats. The time-varying nature of the propensity functions is accounted for
by using the internal clocks as opposed to absolute time. The algorithm for the modified next reaction
method can be found in Algorithm S.3.
Algorithm S.3: Modified next reaction method [Anderson, 2007] (diffusion only)
Input: Current mesoscopic state — n, Current time — t; Final time — tf ; Current number
of compartments — K; Internal clock times — Ti for i ∈ {1, ..., 2K}; Next firing times — Pi
for i ∈ {1, ..., 2K}; Propensity function — ai for i ∈ {1, ..., 2K}; Times until next event — ∆ti
for i ∈ {1, ..., 2K} (see equation (S.6)).
(3a) Find ∆ = min {i ∈ {1, ..., 2K} : ∆ti} and β = argmin {i ∈ {1, ..., 2K} : ∆ti}.
(3b) Enact the event β.
(3c) Update the internal clocks according to equation (S.7).
(3d) For event β, update the next firing time using equation (S.8).
(3e) Recalculate the propensity functions at the new time.
(3f) Update absolute time t = t + ∆.
(3g) If t < tf , return to step (S.3a), otherwise end.
S.2.2 Domain stretching
Next we address how to stretch the domain, which we do according to the stretching method [Smith
et al., 2019]. Suppose we have a state N K−1(t) which contains K(t) − 1 compartments, and we wish
to extend the domain by a single compartment. In order to do this, we will define the pre-growth state
N
K−1(t) = r ∈ RK(t)−1 and the post-growth state to be NK(t)n ∈ RK(t). In order to determine how
the particles in the pre-growth state should be redistributed to the post-growth state, we will calculate
“overlap regions”. Consider the compartments being of length hc. When there are K(t) compartments,
we have a domain of length K(t)hc. We now stretch our pre-growth state to be of the same length,
meaning that each of the K(t)− 1 compartments are of length hcK(t)/(K(t)− 1), yielding a domain of
length K(t)hc. From these, we can calculate the length of the i
th pre-growth compartment that overlaps
the ith post-growth compartment. These are the overlap regions. Using this set up, it can be calculated
that the ith overlap region, with K(t)− 1 pre-growth compartments, is of size
δ
K(t)−1
i =
K(t)− i
K(t)
, (S.9)
which holds for i ∈ {1, ..., K(t)− 1}.
These overlap regions are treated as the probability of placing a particle from pre-growth compartment
i, into post-growth compartment i, independent of all others. Therefore, for each pre-growth compart-
ment, draw a Binomially distributed random variable bi with ri trials and probability of success δ
K(t)−1
i .
5
Then for each post-growth compartment j ∈ {1, ..., K(t)} we set:
nj =



b1, if j = 1,
bj + (rj−1 − bj−1), if j ∈ {2, ..., K(t)− 1},
rK(t)−1 − bK(t)−1, if j = K(t).
(S.10)
We then set the new current state N(t) to be n. This algorithm can be found in Algorithm S.4.
Algorithm S.4: The stretching method [Smith et al., 2019]
Input: Current mesoscopic state — n; Current number of compartmemts — K.
(4a) Define the pregrowth state to be r ← n.
(4b) Calculate the overlap proportions δKi = (K + 1− i)/(K + 1).
(4c) Draw K binomial random variables bi ∼ Bin(ri, δKi ).
(4d) Create an extra compartment at the right end of the postgrowth domain (increasing K by 1
by setting K ← K + 1).
(4e) For j ∈ {1, ..., K}, set nj according to (S.10).
We can incorporate the stretching into the overall mesoscopic simulation algorithm in two ways. The
first is to add an extra propensity function to the list which represents the stretching event. Over multiple
repetitions of the algorithm, this will yield domains of different lengths due to the stochasticity in the
number of times this event will fire. However, in the limit as the number of repeats tends to infinity,
the length of the domain will become the average length of the domain, which will be the length of the
equivalent PDE domain, i.e. L(t) = L0 exp{ρt}. We will not take this approach, as we wish to assess the
accuracy of the hybrid method, which is aided by the removal of as many sources of statistical error from
other parts of the algorithm as possible. Alternatively, we use the deterministic length L(t) = L0 exp{ρt},
to calculate the times at which, on average, the number of compartments should increase by 1, and will
always enact a stretching event at these times.
S.2.3 Equivalence
To demonstrate equivalence of this mesoscopic scheme to the Eulerian PDE, we need to formulate the
equations for the evolution of the mean number of particles in the mesoscopic description, which we do
by firstly writing down the master equation for the system. Define p(n, k, t) to be the probability that
the state variable NK(t) is n and the number of compartments K(t) is k at time t. The master equation
describes the evolution of this probability. Then the rate of change of this probability is
∂p
∂t
(n, k, t) = d
k−1
∑
i=1
[
(ni + 1)p(J
+
i n, k, t)− nip(n, k, t)
]
+ d
k
∑
i=2
[
(ni + 1)p(J
−
i n, k, t)− nip(n, k, t)
]
+ ρ(k − 1)
∑
r∈MM
k−1
[p(r, k − 1, t)π(n|r)]− ρkp(n, k, t).
(S.11)
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Here, we have that d is the rate for any particle to jump from its compartment to one of its neighbours,
J±i are operators which move a single particle from compartment i to compartment i ± 1, then set
MMk =
{
m ∈ Nk :
∑k
i=1 mi = M
}
is the set of all state variables with k compartments and M total
particles, and π(n|r) is the transition probability from state Nk−1 = r to N k = n. The first two sums
on the right-hand side capture the impact of the diffusive jumps right and left respectively, and the final
two terms correspond to the effects of domain growth.
In order to obtain the mean equations, we define
M̄ki (t) =
∑
n∈MM
k
nip(n, k, t). (S.12)
to be the average number of particles in compartment i when there are k compartments in total, at time
t. We can then calculate the mean equations by multiplying equation (S.11) by ni and summing over the
state space n to give:
dM̄ki
dt
= dM̄ki−1 − (2d + ρk)M̄ki + dM̄ki+1 + ρ(k − 1)
[(
1− k − i + 1
k
)
M̄k−1i−1 +
k − i
k
M̄k−1i
]
. (S.13)
In order to write this as a continuous system, we let x = ihc, and suppose that M̄
k
i (t) ≈ u(x, t) and
M̄ki±1(t) ≈ u(x ± hc, t). We will finally assume that mass spreads uniformly when it grows, so that
(k − 1)M̄k−1i = kM̄ki . Substituting this into the mean equations (S.13) yields
∂u
∂t
(x, t) ≈ du(x− hc, t)− 2du(x, t) + du(x + hc, t))
+ ρ
k(i− 1)
k
u(x− hc, t) + ρ
k(k − i)
k
u(x, t)− ρku(x, t).
We apply a second order Taylor expansion about x and rearrange in derivatives of u. We also omit all
arguments of the function u as all will be evaluated at (x, t). This gives us the following:
∂u
∂t
≈ d
[
u− hc
∂u
∂x
+
h2c
2
∂2u
∂x2
]
− 2du + d
[
u + hc
∂u
∂x
+
h2c
2
∂2u
∂x2
]
+ ρ(i− 1)
[
u− hc
∂u
∂x
+
h2c
2
∂2u
∂x2
]
+ ρ(k − i)i− ρku,
= [d− 2d + d + ρ(i− 1) + ρ(k − i)− ρk] u + hc [−d + d− ρ(i− 1)]
∂u
∂x
+
h2c
2
[d + d + ρ(i− 1)] ∂
2u
∂x2
,
= −ρu− ρhc(i− 1)
∂u
∂x
+ dh2c
∂2u
∂x2
+
ρ
2
h2c(i− 1)
∂2u
∂x2
.
We utilise the fact that ihc = x in order to simplify this further:
∂u
∂t
= −ρu− ρx∂u
∂x
+ dh2c
∂2u
∂x2
+ hc
[
ρ
∂u
∂x
+
ρ
2
(x− hc)
∂2u
∂x2
]
.
We now take the diffusive limit, by taking compartment size, hc to 0 while making the jump rate, d,
infinite and keeping dh2c constant. We also recognise the first two terms as being an expansion of the
derivative of −ρux to obtain
∂u
∂t
= −ρ∂(ux)
∂x
+ dh2c
∂2u
∂x2
. (S.14)
Comparing this with equation (1), we note that equivalence requires the Fickian diffusion coefficient D
to be related to the mesoscopic jump rate d via D = dh2c .
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S.3 Microscale
S.3.1 Numerical scheme
In order to simulate the SDE (4), we utilise the Euler-Maruyama method. Suppose we have a system
containing N particles, whose positions at time t are given by yi(t). Then the Euler-Maruyama method
allows us to update the positions in the time interval (t, t + ∆t) according to
yi(t + ∆t) = yi(t) + ρyi(t)∆t +
√
2D∆t ξi, (S.15)
where the ξi are normally distributed random variables with zero mean and unit variance. The algorithm
for the movement of particles can be found in Algorithm S.5
Algorithm S.5: Individual-based update (diffusion only)
Input: Current positions of particles — y; Current time — t; Time-step to evolve particles —
∆t; Diffusion coefficient — D; Growth rate — ρ;
(5a) Update the particles’ positions according to the computational SDE (S.15).
(5b) For every yi such that yi < X0 exp{ρ(t + ∆t)}, set
yi ← yi + 2(X0 exp{ρ(t + ∆t)} − yi).
(5c) For every yi > X1 exp{ρ(t + ∆t)}, set
yi ← yi − 2(yi −X1 exp{ρ(t + ∆t)}).
We now briefly discuss how reactions are to be enacted. Zeroth-order reactions, where particles
appear without the influence of any other particle, will occur with a probability κ0∆t over a time interval
(t, t+∆t), where κ0 is the rate per unit time of the reaction. First-order reactions depend on the particles
already present in the system. For every particle, the reaction is enacted with a probability κ1∆t, where
again, the κ1 is the rate for each particle to react. Second-order reactions involve the interaction of
two particles that are “close enough” to react. There are several methods that are able to resolve these
interactions, such as the λ-ρ method [Erban and Chapman, 2009]. We refer to those interested in such
methods to the following references [Smoluchowski, 1917, Andrews and Bray, 2004, Erban and Chapman,
2009, Lipková et al., 2011, van Zon and ten Wolde, 2005].
S.3.2 Equivalence
Finally, to establish equivalence with the macroscale, we define the probability of finding a particle located
at a position x at time t, given that it was at a position y at time s < t to be q(x, t|y, s). Then, through
the use of an intermediate point, we can write the Chapman-Kolmogorov equation
q(z, t + ∆t|y, s) =
∫ ∞
−∞
q(z, t + ∆t|x, t)q(x, t|y, s) dx.
This equation holds for any ∆t, not necessarily small. We can multiply this equation by a smooth test
function ϕ(z), integrate over z and relabel the integral on the LHS to be an integral with respect to x
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instead of z to yield
∫ ∞
−∞
q(x, t + ∆t|y, s)ϕ(x) dx =
∫ ∞
−∞
[
∫ ∞
−∞
q(z, t + ∆t|x, t)ϕ(z) dz
]
q(x, t|y, s) dx. (S.16)
Taylor expanding ϕ(z) on the RHS about x to second order, we obtain three integrals which can be
interpreted as the zeroth- first- and second-order moments of the distribution q(·, t + ∆t|z, t). These
quantities are found straightforwardly using the SDE (4). Once substituted into equation (S.16), all
derivatives on the ϕ function are transferred to the q function, and a rearrangement yields the Eulerian
PDE (1), known in this context as the Fokker-Planck equation.
S.4 Additional plots
In this section, we present any additional plots to supplement the test problems. In Figures S.1–S.3,
we present the difference in particle numbers between the hybrid methods and ground truth in each
subdomain for each of the test problems in Section 6.
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Figure S.1. The difference between the numbers of particles in each subdomain for test problem 1.
The top row are the numbers are for the PCM, the second row is the GCM, and the bottom row is the
ARM. The left column denotes the particle numbers in the left subdomin, while the right column is in
the right subdomain. The coloured lines are the numbers of particles in the subdomain if it is
represented by the PDE (green), compartments (blue) and Brownian-based (orange). The black dashed
line is the number of particles as calculated by the numerical solution of the PDE over the entire
domain.
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Figure S.2. The difference between the numbers of particles in each subdomain for test problem 2. All
colours and labels are the same as for Figure S.1
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Figure S.3. The difference between the numbers of particles in each subdomain for test problem 3. All
colours and labels are the same as for Figure S.1
