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ABSTRACT
Networks of spiking neurons can be modeled as interacting Hawkes processes. As biological neu-
rons have a memory of their past activity, it is useful to endow these Hawkes processes with mem-
ory. Recently, Chevallier (2017) have shown that systems of interacting Age-dependent Hawkes
processes converge, in the mean-field limit, to the time-elapsed neuron network model PDE of Pak-
daman, Perthame and Salort (2009). Here, we extend the definition of Age-dependent Hawkes
processes to account not only for the time elapsed since last spike (Age) but also for the recent spike
history, via leaky memory variables. We prove that in the mean-field limit, the extended model
converges to a multidimensional nonlocal evolution PDE which generalizes the time-elapsed neuron
network model.
Keywords : Hawkes processes, Mean-field approximations, Nonlocal partial differential equations, Time-elapsed neu-
ron network model, Spiking neurons, Adaptation, Short-term plasticity
Mathematical Subject Classification : 35Q92, 60F05, 60G55, 92B20.
1 Introduction
1.1 The model
We consider a population of N interacting spiking neurons. Here, ‘spiking’ means that each neuron is modeled as a
point process where each ‘point’ correspond to ‘spike’, i.e. a signal sent from the neuron to other neurons. The model
is of mean-field type: all neurons are identical and they are all-to-all connected with homogeneous interaction strength
scaled by 1
N
. Hence, each neuron receives the same mean-field input, denotedXNt , from the whole population. Each
neuron i has 1 + d variables (for d a positive integer): an age variable ANt (i) which represents the time elapsed since
last spike (of neuron i) and a d-dimensional vector of leaky memory variablesMN(i) which models the effect of the
recent spike history (of neuron i). Between spikes (of neuron i), the age ANt (i) grows linearly with time whereas
the leaky memoryMNt (i) decays exponentially towards 0 at rate Λ (where Λ is a d× d-diagonal matrix with strictly
positive diagonal terms). When neuron i spikes, its age ANt (i) is reset to 0 and its leaky memoryM
N
t (i) jumps to
M
N
t (i) + Γ(M
N
t (i)), where Γ : R
d → Rd is a fixed jump function. Neuron i emits spikes with rate (i.e. stochastic
intensity) f(ANt (i), R
N
t (i), X
N
t ) where f : R+ × Rd → R+ is the rate function. Finally, the time-dependent effect
of a spike of neuron i on neuron j is determined by the interaction function h : R+ × R+ × Rd → R. As we are in a
mean-field setup, the interactions between neurons are mediated through the mean-field input XNt .
If we write {πi(ds, dz)}i=1,...,N a set of N independent Poisson random measures on R+ × R+ with intensity dsdz,
independent of the initial conditions {A0(i),M0(i), (Ht(i))t∈R+}i=1...,N (taking values in (R+ × Rd × C(R+))N ),
then, the model can be written as a system of (1 + d)N + 1 stochastic differential equations (SDEs):
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For i = 1, . . . , N,
ANt (i) = A0(i) + t−
∫ t
0
∫ ∞
0
ANs−(i)1z≤f(ANs−(i),MNs−(i),XNs−)π
i(ds, dz), (1a)
M
N
t (i) =M0(i)−Λ
∫ t
0
Ms(i)ds+
∫ t
0
∫ ∞
0
Γ(MNs−(i))1z≤f(ANs−(i),MNs−(i),XNs−)π
i(ds, dz), (1b)
XNt =
1
N
N∑
j=1
Ht(j) +
1
N
N∑
j=1
∫ t
0
∫ ∞
0
h(t− s, ANs−(j),MNs−(j))1z≤f(ANs−(j),MNs−(j),XNs−)π
j(ds, dz). (1c)
We call Eqs. (1) the Age and Leaky Memory (ALM) Model. In this work, we will work under the following assump-
tions on f , h and Γ:
Assumption 1. f , h and Γ are bounded (i.e. ‖f‖∞ ,‖h‖∞ ,‖Γ‖∞ < +∞). Furthermore, There exists Lf > 0,
Lh > 0, LΓ > 0, K > 0, κ > 0, α > 0 and ω > 0 such that, for all (a,m, x) ∈ R+ × Rd,×R and for all for all
(a′,m′, x′) ∈ R+ × Rd,×R,
f(0,m, x) = 0 (2)
f(a,m, x) ≥ ω, if a ≥ α, (3)
|f(a,m, x)− f(a′,m′, x′)| ≤ Lf (|ψ(a)− ψ(a′)|+ |m−m′|+ |x− x′|), (4)
|h(t, a,m)− h(t′, a′,m′)| ≤ Lh(|t− t′|+ |ψ(a)− ψ(a′)|+ |m−m′|), (5)
|Γ(m)− Γ(m′)| ≤ LΓ|m−m′|, (6)
where ψ : R+ → R+, a 7→ K(1− exp(−aκ/K)).
Above, | · | is a shorthand for‖·‖1 in Rd and ‖Γ‖∞ := supr∈Rd
∥∥Γ(r)∥∥
1
. Note that ψ is strictly increasing, strictly
concave, ψ′(0) = κ and lima→+∞ ψ(a) = K .
Proposition 1 (well-posedness of ALM Model). Grant Assumptions 1. There exists path-wise unique càdlàg strong
solution ({ANt (i),MNt (i)}i=1,...,N , XNt )t∈R+ taking values in (R+ × Rd)N × R to the ALM Model (1).
ALM Model (1) is a generalization of the Age-dependent Hawkes porcesses proposed [1, 2] where leaky memory
variable M is absent. The motivation for adding the d-dimensional leaky memory variable M is to endow each
Hawkes process with a memory of its own recent spike history that goes beyond the time-elapsed since last spike.
Adding a memory of recent spike history is important for modeling biological neurons as recent spike history can
modulate the spiking activity of the neuron (adaptation) [3, Chap. 6] and/or it can modulate the amplitude of the
impulses the neuron sends to other neurons (short-term synaptic plasticity) [4, 5]. The dependence of f onM models
adaptationwhereas the dependence of h onM models short-term synaptic plasticity. The dynamics ofM (jumps and
exponential decay) is directly borrowed from classical models of adaptation (see ‘moving-threshold adaptation’ in [6])
and short-term synaptic plasticity [7] in computational neuroscience. Furthermore, the ALM Model (1) can be seen
as an arbitrarily accurate (with increasing dimension d) approximation of Generalized Linear Model(PP-GLM)/Spike
Response Model (SRM) spiking neurons (see [3, Sec. 6.4]).
1.2 Previous work
Hawkes processes [8] are a flexible tool for modeling spiking neurons and are closely related to Generalized Linear
Model (GLM)/Spike Response Model (SRM) spiking neurons commonly used in computational neuroscience [9, 10,
3, 11]. Recently, the framework of interacting Hawkes processes has allowed the development of efficient procedures
for inferring functional connectivity between neurons from simultaneous neuronal recordings [12, 13].
The mathematical theory of N interacting nonlinear Hawkes processes has been elaborated in two landmark papers:
[14] for finite N and [15] for N → ∞. In particular, in [15], the authors prove propagation of chaos in the mean-
field limit meaning that, when the the interaction strength between Hawkes processes is homogeneous (mean-field
assumption) and when initial conditions are i.i.d., any finite set of Hawkes processes becomes asymptotically i.i.d.
when the size of the system tends to infinity (see [16] for a classical reference on propagation of chaos).
[1] and [2] generalized themean-field limit result of [15] to Age-dependentHawkes processes. Age-dependentHawkes
processes are Hawkes processes with an accessory variable storing the time elapsed since last spike (i.e. last point of
the point process). The motivation for adding this age variable is to account for the refractoriness of real neurons.
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Refractoriness refers to the fact the neurons are less excitable (the probability of emitting a spike is lower) in a certain
time interval following the emission of a spike [3]. Importantly, in [1], Chevallier showed that the time-marginals of
the limit process, i.e. the process towards which any individual Age-dependent Hawkes process converges (weakly)
in the mean-field limit, corresponds to the solution of the time-elapsed neuron network model PDE of Pakdaman,
Perthame and Salort [17, 18]. Note that [19] proved a similar result, slightly earlier, but in a Markovian setting. Also
in a Markovian setting, [20] demonstrated a similar link between the mean-field limit and the solution of a PDE, for a
slightly different spiking neuron model (Galves-Löcherbach neurons [21]).
The aforementioned results linking spiking neuron models and PDEs in the mean-field limit are not surprising since
they were non rigorously derived and have been subject of study for several decades in the theoretical neuroscience
literature [22, 23, 24, 25] (see [3, Chap. 14] for an introduction and [26] for a recent review).
Although including an age variable to Hawkes process is an important step towards biological realism, real neurons
also have a memory of their recent spiking history that goes beyond the time elapsed since last spike. Finding spiking
neuronmodels which account for both the time elapsed since last spike (age) and the recent spike history and for which
there exists exact and mathematically well-defined mean-field limits is a notoriously difficult problem in theoretical
neuroscience. Master equation-based approaches lead to mean-field equations that might be exact but that are not
necessarily well-posed [27]. On the other hand, mathematically more tractable approximations, even if reasonably
accurate, are not exact [28, 29].
Pakdaman, Perthame and Salort have proposed a generalization of the time elapsed neuron network model that ac-
counts for adaptation [30]. However, the limit PDE we derive in this work is different from that of [30], as we adopt a
different perspective, more directly inspired from classical models of computational neuroscience. In [31], the authors
prove a mean-field limit result for systems of interacting neurons with short-term plasticity, in the case where there
is no refractoriness (i.e. no effect of age or time elapsed since last spike). In this special case, the mean-field limit is
characterized by a system ODEs. The situation is radically different in our case since neurons have both an age A and
a leaky memoryM (accounting for adaptation and/or short-term plasticity) and the mean-field limit is characterized
by a multidimensional nonlocal evolution PDE.
1.3 Plan of the paper
In Section 2, we clarify some notations and give a summary of the results. We state the main theorems and doing so,
we present the mean-field limit equations (ALM-SDE and ALM-PDE) corresponding to the ALMModel and propose
definitions for solutions to ALM-PDE. The proofs are then divided in the two following sections (Sections 3 and 4).
In Section 3, we prove propagation of chaos and follow the classical scheme [16, 32]: we prove that an Ansatz limit
nonlinear stochastic differential equation (ALM-SDE) is well-posed (Theorem 1) and then we prove convergence
(with rate) of the ALMModel to ALM-SDE (Theorem 2).
In Section 4, we establish the link between ALM-SDE and ALM-PDE. We prove that ALM-SDE allows to construct
a probabilistic solution to ALM-PDE (Theorem 3) and prove a uniqueness result for ALM-PDE (Theorem 4).
Finally, in Section 5, we mention a few open questions. Some proofs are developed in the Appendix.
2 Notations and summary of results
2.1 General notations
• C,C′, C′′, . . . denote positive constants which can depend on λ,‖f‖∞,‖h‖∞,‖Γ‖∞, Lf , Lh, LΓ, K and κ;
• CT , C′T , C′′T , . . . denote positive constants which can depend on all the parameters above plus finite time T ;
• C0, C′0, C′′0 , . . . denote positive constants which can depend on all the parameters above plus the initial
condition/initial datum;
• CT,0, C′T,0, C′′T,0, . . . denote positive constants which can depend on all the parameters above, finite time T
and the initial condition/initial datum.
All the above constants can change value from line to line.
• L(X) denotes the law of random variableX ;
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• C(R+) denotes the space of continuous functions on R+ with values in R, C1 the space of continuously
differentiable functions and Cc the space of compactly supported continuous functions;
• Bold letters (M,m, Λ) are d-dimensional vectors or d× d-matrices.
2.2 Main theorems
As usually done for propagation of chaos results [16, 32], we first formulate an Ansatz limit process in the form of a
nonlinear (in the sense of McKean) SDE and prove its well-posedness. Let π(ds, dz) a Poisson random measure on
R+ × R+ with intensity dsdz independent of the initial conditions (A0,M0, (Ht)t∈R+) taking values in R+ × Rd ×C(R+).
At = A0 + t−
∫ t
0
∫ ∞
0
As−1z≤f(As−,Ms−,xs)π(ds, dz), (7a)
Mt =M0 −Λ
∫ t
0
Msds+
∫ t
0
∫ ∞
0
Γ(Ms−)1z≤f(As−,Ms−,xs)π(ds, dz), (7b)
xt = E[Ht] +
∫ t
0
E[h(t− s, As,Ms)f(As,Ms, xs)]ds, (7c)
We call Eqs. (7) ALM-SDE.
Theorem 1 (well-posedness of ALM-SDE). Grant Assumption 1. Let (A0,M0) be a random initial condition in
R+×Rd and (Ht)t∈R+ be a real-valued càdlàg stochastic process on R+ such that t 7→ E[Ht] ∈ C(R+). Then, there
exists a path-wise unique càdlàg strong solution (At,Mt, xt)t∈R+ taking values in R+×Rd×R to the ALM-SDE (7).
Furthermore, the function t 7→ xt is deterministic and continuous on R+.
To prove convergence of ALMModel (1) to ALM-SDE (7), we need some assumptions on the initial conditions:
Assumption 2. • The initial conditions {(A0(i),M0(i), (Ht(i))t∈R+)}i∈N and (A0,M0, (Ht)t∈R+) are i.i.d
and are independent of the Poisson random measures {πi}i∈N and π;
• (Ht)t∈R+ is such that t 7→ E[Ht] ∈ C(R+).
• For all T > 0, There exists CT,0 such that
Var[Ht] ≤ CT,0, ∀t ∈ [0, T ] (8)
We define the jump mapping γ corresponding to the jump function Γ:
γ : Rd → Rd, r 7→ r + Γ(r). (9)
To prove convergence, for technical reasons, we will also require
Assumption 3. γ is 1-Lipschitz.
Even if at first sight the above assumption might seem restrictive, it is naturally satisfied if γ is a translation or equiv-
alently if Γ is constant. Constant jump Γ are common in neuronal modeling for adaptation (moving-threshold adapta-
tion) [6], short-term synaptic plasticity [31] or approximating the refractory kernel in GLM/SRM spiking neurons [3,
Sec. 6.4].
Theorem 2 (convergence with rate). Grant Assumptions 1, 2 and 3. For all T > 0, there exist CT,0 > 0 such that
inf E
[
sup
t∈[0,T ]
|ψ(ANt (1))− ψ(At)|+ |MNt (1)−Mt|
]
≤ CT,0√
N
(10)
where inf E[supt∈[0,T ] |·|+|·|] has to be read as the 1-Wassterstein distance betweenL
((
ψ(ANt (1)),M
N
t (1)
)
t∈[0,T ]
)
and L
((
ψ(At),Mt
)
t∈[0,T ]
)
.
This achieves the propagation of chaos part of this work (a more typical propagation of chaos statement is proved in
Corollary 1).
In order to relate ALM-SDE (7) with a partial differential equation (PDE) for the time-marginals of the process it
defines, we will need:
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Assumption 4. γ is a C1-diffeomorphism.
For inital datum (u0, H¯) ∈ L1(R+ × Rd,R+)× C(R+), the PDE of interest is
∂tρt(a,m) + ∂aρt(a,m) + divm
(−Λmρt(a,m)) = −f(a,m, xt)ρt(a,m), ∀t > 0, a > 0, (11a)
ρt(0,m) =
(∫ ∞
0
f(a, γ−1(m), xt)ρt(a, γ
−1(m))da
)
| detDγ−1(m)|, ∀t > 0, (11b)
xt = H¯t +
∫ t
0
∫
Rd
∫ ∞
0
h(t− s, a,m)f(a,m, xs)ρs(a,m)dadmds, ∀t ≥ 0, (11c)
ρ0(a,m) = u0(a,m), (11d)
where divm is the divergence operator with respect tom. We call Eqs. (11) the ALM-PDE.
ALM-PDE (11) is a multidimensional evolution PDE with 1 + d spatial dimensions. It has two nonlocal components
Eqs. (11b) and (11c). Eq. (11a) is a continuity equation with time-invariant vector field (a,m) 7→ (1,−Λm) and loss
rate f . It is well-known that the classical continuity equation can be seen from an Eulerian perspective (PDE point of
view) or from a Lagrangian perspective (ODEs on the characteristic curves point of view). Similarly, we propose two
definitions for solution to ALM-PDE (11), corresponding the two perspectives:
Definition 1 (Weak solutions). (ρ, x) ∈ C(R+, L1(R+×Rd,R+))×C(R+) is a weak solution to ALM-PDE (11), for
initial datum (u0, H¯) ∈ L1(R+ × Rd,R+)× C(R+), if
xt = H¯t +
∫ t
0
∫
Rd
∫ ∞
0
h(t− s, a,m)f(a,m, xs)ρs(a,m)dadmds, ∀t ≥ 0. (12)
and if for all G ∈ C∞c (R+ × R+ × Rd),
0 =
∫
Rd
∫ ∞
0
G(0, a,m)u0(a,m)dadm +
∫ ∞
0
∫
Rd
∫ ∞
0
{
∂tG(t, a,m) + ∂aG(t, a,m)−Λm · ∇mG(t, a,m)
+ (G(t, 0, γ(m))−G(t, a,m))f(a,m, xt)
}
ρt(a,m)dadmdt.
(13)
Definition 2 (Lagrangian solutions). (ρ, x) ∈ C(R+, L1(R+ × Rd,R+)) × C(R+) is a Lagrangian solution to ALM-
PDE (11), for initial datum (u0, H¯) ∈ L1(R+ × Rd,R+)× C(R+), if
xt = H¯t +
∫ t
0
∫
Rd
∫ ∞
0
h(t− s, a,m)f(a,m, xs)ρs(a,m)dadmds, ∀t ≥ 0, (14)
and for all t > 0 and for all (a,m) ∈ R+ × Rd,
ρt(0,m) =
(∫ ∞
0
f(a, γ−1(m), xt)ρt(a, γ
−1(m))da
)
| detDγ−1(m)|, (15)
ρt(a,m) =
u0(a− t, e
Λt
m) exp
(
tTrΛ− ∫ t
0
f(a− t+ s, eΛ(t−s)m, xs)ds
)
if a ≥ t,
ρt−a(0, e
Λa
m) exp
(
aTrΛ− ∫ t
t−a f(a− t+ s, eΛ(t−s)m, xs)ds
)
if 0 ≤ a < t.
(16)
Theorem 3 (probabilistic solution to ALM-PDE). Grant Assumptions 1 and 4. Let us further assume that u0 ∈
L1(R+ × Rd,R+) and that ‖u0‖L1(R+×Rd,R+) = 1. If (A0,M0) in ALM-SDE (7) has law u0(a,m)dadm, if the
function t 7→ E[Ht] in ALM-SDE (7) is equal to t → H¯t and if we write (ρt ⊗ δxt)t∈R+ the time-marginals of the
process defined by ALM-SDE (7) (given by Theorem 1), then,
i). (ρ, x) is a weak solution to ALM-PDE (11), and
ii). (ρ, x) is a Lagrangian solution to ALM-PDE (11).
By a simple scaling argument, Theorem 3 gives the existence of a weak and Lagrangian solutions to ALM-PDE (11)
for any initial datum (u0, H¯) ∈ L1(R+ × Rd,R+) × C(R+) (Corollary 2). For Lagrangian solutions, we have a
uniqueness result:
Theorem 4 (uniqueness of Lagrangian solution to ALM-PDE). Grant Assumptions 1 and 4. For any initial datum
(u0, H¯) ∈ L1(R+ × Rd,R+)× C(R+), the Lagrangian solution to ALM-PDE (11) is unique.
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3 Propagation of chaos
3.1 Proof of Proposition 1 (well-posedness of ALM Model)
We construct a N -dimenstional counting process {Z˜t(i)}i=1,...N such that for all i, Z˜t(i) =∫ t
0
∫∞
0
1z≤‖f‖
∞
πi(ds, dz), where πi is the same Poisson random measure as in Eqs. (1). In other words,
{Z˜t(i)}i=1,...N are N independent Poisson processes with intensity ‖f‖∞ coupled with Eqs. (1). We write
Z¯t =
∑N
i=1 Z˜t(i). For any finite time T > 0, Z¯T follows a Poisson law with rate NT ‖f‖∞ and is therefore
almost surely finite. If we take a realization of {πi}i=1,...,N (such that Z¯T < +∞) and some initial conditions
{A0(i),M0(i), (Ht(i))t∈R+}i=1,...,N , we can construct the unique solution of Eqs. (1) forward and piecewise in time
on the interval [0, T ]. Let us denote s1, . . . , sZ¯T the jump times of Z¯t, i1, . . . , iZ¯T the indices of the Z˜ which jumps
at times s1, . . . , sZ¯T and z1, . . . , zZ¯T the z values given by π
i1 , . . . , πiZ¯T at times s1, . . . , sZ¯T .
On the time interval [0, s1[, Eqs. (1) is well-defined. At time s1, the only variables in Eqs. (1) which can potentially
‘jump’ are AN (i1),MN (i1) andXN . If z1 ≤ f(ANs1−(i1),MNs1−(i1), XNs1−), then
ANs1(i1) = 0
M
N
s1
(i1) =M
N
s1−(i1) + Γ(M
N
s1−(i1))
XNs1 =
1
N
N∑
j=1
Hs1(j) +
1
N
h(s1 − s1, ANs1−(i1),MNs1−(i1)).
If z1 > f(ANs1−(i1),M
N
s1−(i1), X
N
s1−), thenA
N (i1),M
N (i1) andXN do not ‘jump’. Note that we write ‘jump’ with
quotation marks because XN does not strictly speaking jump. Now, Eqs. (1) is well-defined on [0, s2[ and we can
iterate this procedure Z¯T times to cover the interval [0, T ]. Note that for all k = 1, . . . , Z¯T−1 and for all t ∈ [sk, sk+1[,
we have
XNt =
1
N
N∑
j=1
Ht(j) +
1
N
∑
l=1,...,k
zl≤f(A
N
sl−
(il),M
N
sl−
(il),X
N
sl−
)
h(t− sl, ANsl−(il),MNsl−(il)).
We have thus proved the existence of path-wise unique solutions on [0, T ]. Since this holds for all finite time T > 0,
existence of path-wise unique solutions extends to R+. This concludes the proof.
3.2 Proof of Theorem 1 (well-posedness of ALM-SDE)
We will prove the well-posedness of ALM-SDE (7) using a fixed point argument. We need a few preliminary lemmas:
Lemma 1. Grant Assumption 1. If (At,Mt, xt) is a càdlàg strong solution to ALM-SDE (7), then the function
t 7→
∫ t
0
E[h(t− s, As,Ms)f(As,Ms, xs)]ds
is locally Lipschitz on R+.
Proof. Fix T > 0. ∀t, t′ ∈ [0, T ],∣∣∣∣∣
∫ t
0
E[h(t− s, As,Ms)f(As,Ms, xs)]ds−
∫ t′
0
E[h(t′ − s, As,Ms)f(As,Ms, xs)]ds
∣∣∣∣∣
≤
∫ t∧t′
0
∣∣E[h(t− s, As,Ms)f(As,Ms, xs)]− E[h(t′ − s, As,Ms)f(As,Ms, xs)]∣∣ ds
+
∫ t∨t′
t∧t′
∣∣E[h((t ∨ t′)− s, As,Ms)f(As,Ms, xs)]∣∣ ds
≤ (t ∧ t′)‖f‖∞ Lh|t− t′|+‖h‖∞‖f‖∞ |t− t′|
≤ CT |t− t′|.
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For all (yt)t∈R+ ∈ C(R+), we define a linearized process (Ayt ,Myt , yt)t∈R+ :
Ayt = A0 + t−
∫ t
0
∫ ∞
0
Ays−1z≤f(Ays−,M
y
s−
,ys)π(ds, dz), (17a)
M
y
t =M0 −Λ
∫ t
0
M
y
sds+
∫ t
0
∫ ∞
0
Γ(Mys−)1z≤f(Ays−,M
y
s−
,ys)π(ds, dz), (17b)
where π and (A0,M0) are the same is in ALM-SDE (7).
Lemma 2. Grant Assumption 1. For all y ∈ C(R+), there exists a path-wise unique càdlàg strong solution
(Ayt ,M
y
t )t∈R+ to Eqs. (17).
Furthermore, the function
t 7→
∫ t
0
E[h(t− s, Ays ,Mys)f(Ays ,Mys , ys)]ds
is locally Lipschitz on R+.
Proof. The well-posedness follows from the same type of argument as for the proof of Proposition 1. The local
Lipschitz continuity is obtained similarly as for the proof of Lemma 1.
Lemma 3. Grant Assumption 1. Let y1 and y2 in C(R+). For k = 1, 2. We use the short hand (Ak,Mk) :=
(Ay
k
,My
k
) where (Ay
k
,My
k
) denotes the unique strong solution (given my Lemma 2) to
Ay
k
t = A0 + t−
∫ t
0
∫ ∞
0
Ay
k
s−1z≤f(Ay
k
s−
,M
yk
s−
,yks )
π(ds, dz),
M
yk
t =M0 −Λ
∫ t
0
M
yk
s ds+
∫ t
0
∫ ∞
0
Γ(My
k
s−)1z≤f(Ayk
s−
,M
yk
s−
,yks )
π(ds, dz).
Then, writing
∆1,2t := E
[
|ψ(A1t )− ψ(A2t )|+ |M1t −M2t |+ |y1t − y2t |
]
, ∀t ∈ R+,
there exists C,C′ > 0 such that, for all t ∈ R+,
E[|ψ(A1t )− ψ(A2t )|] ≤ C
∫ t
0
∆1,2s ds,
E[|M1t −M2t |] ≤ C′
∫ t
0
∆1,2s ds.
Proof. Itô formula for jump processes gives us, for k = 1, 2,
ψ(Akt ) = ψ(A0) +
∫ t
0
ψ′(Aks )ds−
∫ t
0
∫ ∞
0
ψ(Aks−)1z≤f(Ak
s−
,Mk
s−
,yks )
π(ds, dz)
For E[|ψ(A1t )− ψ(A2t )|], we have
E[|ψ(A1t )− ψ(A2t )|] ≤E
∣∣∣∣∣
∫ t
0
ψ′(A1s)− ψ′(A2s)ds
∣∣∣∣∣

+ E
∣∣∣∣∣
∫ t
0
∫ ∞
0
ψ(A1s−)1z≤f(A1s−,... ) − ψ(A
2
s−)1z≤f(A2s−,... )π(ds, dz)
∣∣∣∣∣

=:Q1 +Q2.
Q1 ≤
∫ t
0
E[|ψ′(A1s)− ψ′(A2s)|]ds =
κ
K
∫ t
0
E[|ψ(A1s)− ψ(A2s)|]ds
(In the last inequality, we used the fact that |ψ′(a1)− ψ′(a2)| = κ
K
|ψ(a1)− ψ(a2)|, for all a1, a2 ∈ R+.)
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Q2 ≤E
∣∣∣∣∣
∫ t
0
∫ ∞
0
ψ(A1s−)1z≤f(A1s−,... ) − ψ(A
1
s−)1z≤f(A2s−,... )π(ds, dz)
∣∣∣∣∣

+ E
∣∣∣∣∣
∫ t
0
∫ ∞
0
ψ(A1s−)1z≤f(A2s−,... ) − ψ(A
2
s−)1z≤f(A2s−,... )π(ds, dz)
∣∣∣∣∣

≤
∫ t
0
E
[
ψ(A1s)
∣∣∣f(A1s, . . . )− f(A2s, . . . )∣∣∣] ds+ ∫ t
0
E
[∣∣∣ψ(A1s)− ψ(A2s)∣∣∣ f(A2s, . . . )] ds
≤KLf
∫ t
0
E
[
|ψ(A1s)− ψ(A2s)|+ |M1s −M2s|+ |y1s − y2s |
]
ds+‖f‖∞
∫ t
0
E[|ψ(A1s)− ψ(A2s)|]ds
Hence,
E[|ψ(A1t )− ψ(A2t )|] ≤ C
∫ t
0
∆1,2s ds.
For E[|M1t −M2t |], we have
E[|M1t −M2t |] ≤Λ
∫ t
0
E[|M1s −M2s|]ds
+ E
∣∣∣∣∣
∫ t
0
∫ ∞
0
Γ(M1s−)1z≤f(A1s−,... ) − Γ(M
2
s−)1z≤f(A2s−,... )π(ds, dz)
∣∣∣∣∣

︸ ︷︷ ︸
=:Q3
Q3 ≤E
∣∣∣∣∣
∫ t
0
∫ ∞
0
Γ(M1s−)1z≤f(A1s−,... ) − Γ(M
1
s−)1z≤f(A2s−,... )π(ds, dz)
∣∣∣∣∣

+ E
∣∣∣∣∣
∫ t
0
∫ ∞
0
Γ(M1s−)1z≤f(A2s−,... ) − Γ(M
2
s−)1z≤f(A2s−,... )π(ds, dz)
∣∣∣∣∣

≤
∫ t
0
E
[
Γ(M1s)
∣∣∣f(A1s, . . . )− f(A2s, . . . )∣∣∣] ds+ ∫ t
0
E
[∣∣∣Γ(M1s)− Γ(M2s)∣∣∣ f(A2s, . . . )] ds
≤‖Γ‖∞ Lf
∫ t
0
E
[
|ψ(A1s)− ψ(A2s)|+ |M1s −M2s|+ |y1s − y2s |
]
ds+‖f‖∞ LΓ
∫ t
0
E[|M1s −M2s|]ds
Hence,
E[|M1t −M2t |] ≤ C′
∫ t
0
∆1,2s ds.
We can now prove Theorem 1 using a fixed-point argument:
Proof of Theorem 1. Fix T > 0. Thanks to Lemma 2, we can define the functional
ΦT : C([0, T ],R+)→ C([0, T ],R+)
(yt)t∈[0,T ] 7→
(
E[Ht] +
∫ t
0
E[h(t− s, Ays ,Mys)f(Ays ,Mys , ys)]ds
)
t∈[0,T ]
,
where (Ay,My) is the unique strong solution to the linearized SDE Eq. (17), corresponding to y. (At,Mt, xt)t∈[0,T ]
is a càdlàg strong solution to ALM-SDE (7) if and only if and only if (xt)t∈[0,T ] is a fixed-point of ΦT . In the
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following, we will prove that ΦT has a unique fixed-point by Banach fixed-point theorem.
For all t ∈ [0, T ] and for all y, y′ ∈ C([0, T ]),∣∣∣∣∣
∫ t
0
E[h(t− s, Ays ,Mys)f(Ays ,Mys , ys)]ds−
∫ t
0
E[h(t− s, Ay′s ,My
′
s )f(A
y′
s ,M
y′
s , y
′
s)]ds
∣∣∣∣∣
≤
∫ t
0
∣∣∣E[h(t− s, Ays ,Mys)f(Ays ,Mys , ys)]− E[h(t− s, Ays ,Mys)f(Ay′s ,My′s , y′s)]∣∣∣ ds
+
∫ t
0
∣∣∣E[h(t− s, Ays ,Mys)f(Ay′s ,My′s , y′s)]− E[h(t− s, Ay′s ,My′s )f(Ay′s ,My′s , y′s)]∣∣∣ ds
≤‖h‖∞ Lf
∫ t
0
E
[
|ψ(Ays)− ψ(Ay
′
s )|+ |Mys −My
′
s |+ |ys − y′s|
]
ds
+‖f‖∞ Lh
∫ t
0
E
[
|ψ(Ays )− ψ(Ay
′
s )|+ |Mys −My
′
s |
]
ds.
If we write
∆y,y
′
s := E
[
|ψ(Ays)− ψ(Ay
′
s )|+ |Mys −My
′
s |+ |ys − y′s|
]
,
we obtain the bound
sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
E[h(t− s, Ays ,Mys)f(Ays ,Mys , ys)]ds−
∫ t
0
E[h(t− s, Ay′s ,My
′
s )f(A
y′
s ,M
y′
s , y
′
s)]ds
∣∣∣∣∣
≤ T (‖h‖∞ Lf +‖f‖∞ Lh) sup
t∈[0,T ]
∆y,y
′
t .
We now control∆y,y
′
t . By Lemma 3, we have, for all t ∈ [0, T ],
∆y,y
′
t ≤ C
∫ t
0
∆y,y
′
s ds+ sup
s∈[0,T ]
|ys − y′s|.
By Grönwall’s lemma, we get
∆y,y
′
t ≤ exp(CT ) sup
s∈[0,T ]
|ys − y′s|.
Hence,
sup
[0,T ]
|ΦT (y)− ΦT (y′)| ≤ C′T exp(CT ) sup
[0,T ]
|y − y′|. (18)
For T small enough, C′T exp(CT ) < 1 and ΦT is a contraction and we can apply Banach Fixed-Point Theorem.
Since ΦT has a unique fixed-point, ALM-SDE (7) has a path-wise unique càdlàg strong solution on [0,T], which we
write (At,Mt, xt)t∈[0,T ]. Of course, (xt)t∈[0,T ] is deterministic and continuous.
Importantly, the constants C and C′ do not depend on T nor on the initial conditions. Therefore, we can iterate the
argument above on the time interval [T, 2T ], takingAT ,MT and t 7→ E[H(t+T )] as initial conditions. By successive
iterations, we have proven that there exists a path-wise unique càdlàg solution to ALM-SDE (7) onR+, which we write
(At,Mt, xt)t∈R+ and where (xt)t∈R+ is deterministic and continuous.
3.3 Proof of Theorem 2 (convergence with rate)
To prove convergence, we will use a classical coupling argument [16, 32]. We define the coupled limit process
({At(i),Mt(i), xt(i)}i∈N)t∈R+ :
At(i) = A0(i) + t−
∫ t
0
∫ ∞
0
As−(i)1z≤f(As−(i),Ms−(i),xs(i))π
i(ds, dz), (19a)
Mt(i) =M0(i)−Λ
∫ t
0
Ms(i)ds+
∫ t
0
∫ ∞
0
Γ(Ms−(i))1z≤f(As−(i),Ms−(i),xs(i))π
i(ds, dz), (19b)
xt(i) = E[Ht(i)] +
∫ t
0
E[h(t− s, As(i),Ms(i))f(As(i),Ms(i), xs(i))]ds. (19c)
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This process is well-defined (Theorem 1). Importantly, the original process
(ANt (1),M
N
t (1), . . . , A
N
t (N),M
N
t (N), X
N
t ) defined by ALM Model (1) and the coupled limit process
({At(i),Mt(i), xt(i)}i∈N) defined by Eq. (19) share the same initial conditions {A0(i),M0(i), H·(i)}i∈N and
the same Poisson random measures {πi}i∈N. These processes are therefore said to be coupled. Let us highlight the
following facts:
Facts. Under Assumption 2,
i). neurons in ALM Model (1) and in the coupled limit process Eq. (19) are both exchangeable,
i.e. for any N ∈ N∗ and any permutation σ on {1, . . . , N}, ({ANt (i),MNt (i)}i=1,...,N , XNt )t∈R+ and
({ANt (σ(i)),MNt (σ(i))}i=1,...,N , XNt )t∈R+ have the same law and similarly, ({At(i),Mt(i), xt(i)}i=1,...,N )t∈R+
and ({At(σ(i)),Mt(σ(i)), xt(σ(i))}i=1,...,N )t∈R+ have the same law;
ii). neurons in the coupled limit process Eq. (19) are independent, i.e. the processes (At(i),Mt(i), xt(i))t∈R+ , for
i ∈ N, are independent;
iii). (At(1),Mt(1), xt(1))t∈R+ in Eq. (19) and (At,Mt, xt)t∈R+ in Eq. (7) have the same law.
By Facts iii). we have that
inf E
[
sup
t∈[0,T ]
|ψ(ANt (1))− ψ(At)|+ |MNt (1)−Mt|
]
= inf E
[
sup
t∈[0,T ]
|ψ(ANt (1))− ψ(At(1))|+ |MNt (1)−Mt(1)|
]
The proof now follows the same general strategy as the proof of Theorem 8 in [15] (see also the proofs of Theorem IV.1
in [1] and Theorem 1 in [33]).
Let us define,
ZNt (1) :=
∫ t
0
∫ ∞
0
1z≤f(AN
s−
(1),MN
s−
(1),XN
s−
)π
1(ds, dz),
Zt(1) :=
∫ t
0
∫ ∞
0
1z≤f(As−(1),Ms−(1),xs(1))π
1(ds, dz),
for all t ∈ R+. Both (ZNt (1))t∈R+ and (Zt(1))t∈R+ are counting processes.
∫ t
0
|d(ZNs (1)−Zs(1))| counts the number
of times one counting process jumps whereas the other does not, on the time interval [0, t]. We can now define
δNt := E
[∫ t
0
|d(ZNs (1)− Zs(1))|
]
=
∫ t
0
E[|f(ANs (1),MNs (1), XNs )− f(As(1),Ms(1), xs(1))|]ds. (20)
For clarity, in the rest of this proof, we will omit the index (1).
First, let us verify that
E
[
sup
t∈[0,T ]
|ψ(ANt )− ψ(At)|+ |MNt −Mt|
]
≤ (K +‖Γ‖∞)δNT : (21)
Clearly, supt∈[0,T ] |ψ(ANt ) − ψ(At)| ≤ K · 1∫ T
0
|d(ZNt −Zt)|>0
≤ K ∫ T
0
|d(ZNt − Zt)|, which implies that
E[supt∈[0,T ] |ψ(ANt )−ψ(At)|] ≤ KδNT . It is less trivial to see that, supt∈[0,T ] |MNt −Mt| ≤‖Γ‖∞
∫ T
0
|d(ZNt −Zt)|
(which implies that E[supt∈[0,T ] |MNt −Mt|] ≤ ‖Γ‖∞ δNT ). Let us first observe that supt∈[0,T ] |MNt −Mt| ≤∫ T
0 d|MNt −Mt|. For all t ∈]0, T ],
d|MNt −Mt|

≤ 0 if ZNt − ZNt− = Zt − Zt− = 0, (because−Λ has negative diagonal entries);
≤ 0 if ZNt − ZNt− = Zt − Zt− = 1, (because γ is 1-Lipschitz (Assumption 3));
≤‖Γ‖∞ if exactly one of (ZNt − ZNt−) or (Zt − Zt−) equal 1.
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Hence, supt∈[0,T ] |MNt −Mt| ≤‖Γ‖∞
∫ T
0
|d(ZNt − Zt)| and this achieves the verification.
We now have to control δNT . For all t ∈ [0, T ],
δNt =
∫ t
0
E[|f(ANs ,MNs , XNs )− f(As,Ms, xs)|]
≤ Lf
∫ t
0
E[|ψ(ANs )− ψ(As)|+ |MNs −Ms|+ |XNs − xs|]ds
≤ Lf
∫ t
0
(
(K +‖Γ‖∞)δNs + E[|XNs − xs|]︸ ︷︷ ︸
=:Qs
1
)
ds.
For all s ∈ [0, T ],
Qs1 ≤ E
[∣∣∣∣ 1N
N∑
i=1
Hs(i)− E[Hs]
∣∣∣∣]
+E
[∣∣∣∣ ∫ s
0
∫ ∞
0
1
N
N∑
i=1
h(s− u,ANu−(i),MNu−(i))1z≤f(ANu−(i),... )π
i(du, dz)
−
∫ s
0
E[h(s− u,Au,Mu)f(Au, . . . )]du
∣∣∣∣]︸ ︷︷ ︸
=:Q2
.
By Cauchy-Schwartz inequality and Assumption 2, for all s ∈ [0, T ],
E
[∣∣∣∣ 1N
N∑
i=1
Hs(i)− E[Hs]
∣∣∣∣] ≤ (Var[Hs]N
) 1
2
≤ CT,0√
N
. (22)
Q2 ≤E
[∣∣∣∣ ∫ s
0
∫ ∞
0
1
N
N∑
i=1
h(s− u,ANu−(i),MNu−(i))1z≤f(ANu−(i),... )π
i(du, dz)
−
∫ s
0
∫ ∞
0
1
N
N∑
i=1
h(s− u,Au−(i),Mu−(i))1z≤f(Au−(i),... )πi(du, dz)
∣∣∣∣]
+ E
[∣∣∣∣ ∫ s
0
∫ ∞
0
1
N
N∑
i=1
h(s− u,Au−(i),Mu−(i))1z≤f(Au−(i),... )πi(du, dz)
−
∫ s
0
E[h(s− u,Au,Mu)f(Au, . . . )]du
∣∣∣∣]
=:Q2,1 +Q2,2.
Q2,1 ≤ 1
N
N∑
i=0
E
[ ∫ s
0
∫ ∞
0
| . . . |πi(du, dz)
]
= E
[ ∫ s
0
∫ ∞
0
| . . . |π1(du, dz)
]
≤E
[ ∫ s
0
∫ ∞
0
|h(s− u,ANu−,MNu−)1z≤f(AN
u−
,... ) − h(s− u,ANu−,MNu−)1z≤f(Au−,... )|π1(du, dz)
]
+ E
[ ∫ s
0
∫ ∞
0
|h(s− u,ANu−,MNu−)1z≤f(Au−,... ) − h(s− u,Au−,Mu−)1z≤f(Au−,... )|π1(du, dz)
]
=:Q2,1,1 +Q2,1,2.
(The equality in the first line is justified by the exchangeability of neurons in ALM Model (1) and in Eq. (19).)
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Q2,1,1 ≤‖h‖∞
∫ s
0
E[|f(ANu ,MNu , XNu )− f(Au,Mu, xu)|]du =‖h‖∞ δNs .
Q2,1,2 ≤‖f‖∞
∫ s
0
E[|h(s− u,ANu ,MNu )− h(s− u,Au,Mu)|]du
≤‖f‖∞ Lh
∫ s
0
E[|ψ(ANu )− ψ(Au)| − |MNu −Mu|]du ≤ T ‖f‖∞ Lh(K +‖Γ‖∞)δNs .
Hence, Q2,1 ≤ CT δNs . By Cauchy-Schwartz inequality and then, independence and exchangeability of neurons in
Eq. (19) (see Facts i). and ii).),
Q2,2 ≤E
[(
1
N
N∑
i=1
∫ s
0
h(s− u,Au−(i),Mu−(i))1z≤f(Au−(i),... )πi(du, dz)
−
∫ s
0
E[h(s− u,Au,Mu)f(Au, . . . )]du
)2] 1
2
=
1√
N
Var
[∫ s
0
h(s− u,Au−,Mu−)1z≤f(Au−,Mu−,xu)π1(du, dz)
] 1
2
Let us show that Var[
∫ s
0 h(s− u,Au−,Mu−)1z≤f(Au−,Mu−,xu)π1(du, dz)] is bounded:
We denote π˜1(ds, dz) := π1(ds, dz)− dsdz the compensated Poisson random measure.
Var
[∫ s
0
h(s− u,Au−,Mu−)1z≤f(Au−,... )π1(du, dz)
]
≤ E
[(∫ s
0
h(s− u,Au−,Mu−)1z≤f(Au−,... )π1(du, dz)
)2]
≤ E
[(∫ s
0
h(s− u,Au−,Mu−)1z≤f(Au−,... )π˜1(du, dz)
)2]
+ E
[(∫ s
0
h(s− u,Au,Mu)f(Au, . . . )du
)2]
+ 2E
[(∫ s
0
h(s− u,Au−,Mu−)1z≤f(Au−,... )π˜1(du, dz)
)∫ s
0
h(s− u,Au,Mu)f(Au, . . . )ds
]
≤ T ‖h‖2∞‖f‖∞ + T ‖h‖2∞‖f‖2∞ + 2(T ‖h‖2∞‖f‖∞)
1
2 (T ‖h‖2∞‖f‖2∞)
1
2 ,
where in the last inequality, we used Itô isometry for compensated jump processes, Jensen inequality and Cauchy-
Schwartz inequality. Hence, Q2,2 ≤ N 12C′T , which implies Q2 ≤ CT δNs + N
1
2C′T , which in turn implies Q
s
1 ≤
CT δ
N
s +N
1
2CT,0. Finally, we obtain
δNt ≤ CT
∫ t
0
δNs ds+
CT,0√
N
, ∀t ∈ [0, T ].
By Grönwall’s lemma,
δNt ≤
CT,0√
N
, ∀t ∈ [0, T ]. (23)
Using Eq. (23) in Eq. (21) gives Eq. (10). This concludes the proof of Theorem 2.
Denoting D(R+,R+ × Rd) the Skorokhod space of càdlàg functions R+ → R+ × Rd and P(D(R+,R+ × Rd)) the
space of probability measures on this Skorokhod space, we can state our propagation of chaos result in a form typical
form [16]:
Corollary 1. Under the same assumptions as Theorem 2, we have
1). Convergence in law of the process associated with neuron i = 1:(
ANt (1),M
N
t (1)
)
t∈R+
w−−−−→
N→∞
(
At(1),Mt(1)
)
t∈R+
in D(R+,R+ × Rd),
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2). Convergence in probability of the empirical measure associated with the whole population:
1
N
N∑
i=1
δ(ANt (i),MNt (i))t∈R+
P−−−−→
N→∞
L
(
(At,Mt)t∈R+
)
in P(D(R+,R+ × Rd)), (24)
Proof. 1). It is easy to check that Eq. (10) implies
E
 ∞∑
T=1
2−T
( sup
t∈[0,T ]
|ψ(ANt (1))− ψ(At(1))|+ |MNt (1)−Mt(1)|
)
∧ 1

 −−−−→
N→∞
0. (25)
Let us denote U the distance on D(R+,R+ × Rd) appearing in Eq. (25), i.e.
U
(
(qt)t∈R+ , (q
′
t)t∈R+
)
:=
∞∑
T=1
2−T
( sup
t∈[0,T ]
|qt − q′t|
)
∧ 1
 , ∀(qt)t∈R+ , (q′t)t∈R+ ∈ D(R+,R+ × Rd).
If we denote ς the Skorokhod metric on D(R+,R+ × Rd) (see definition in [34, pp. 167-168]), then,
ς
(
(qt)t∈R+ , (q
′
t)t∈R+
) ≤ U ((qt)t∈R+ , (q′t)t∈R+) , ∀(qt)t∈R+ , (q′t)t∈R+ ∈ D(R+,R+ × Rd).
Hence, Eq. (25) implies
E
[
ς
((
ψ(ANt (1)),M
N
t (1)
)
t∈R+
,
(
ψ(At(1)),Mt(1)
)
t∈R+
)]
−−−−→
N→∞
0.
As L1-convergence implies convergence in law, we get
(
ψ(ANt (1)),M
N
t (1)
)
t∈R+
w−−−−→
N→∞
(
ψ(At(1)),Mt(1)
)
t∈R+
.
Since ψ is a homeomorphism, by the Continuous mapping theorem, we obtain(
ANt (1),M
N
t (1)
)
t∈R+
w−−−−→
N→∞
(
At(1),Mt(1)
)
t∈R+
.
2). By exchangeability (Facts i).), Eq. (10) implies that for all T > 0, there exists CT,0 > 0 such that, for k = 1 or 2,
E
[
sup
t∈[0,T ]
|ψ(ANt (k))− ψ(At(k))|+ |MNt (k)−Mt(k)|
]
≤ CT,0√
N
.
Hence, there exists C′T,0 > 0 such that
E
[
sup
t∈[0,T ]
|ψ(ANt (1))− ψ(At(1))|+ |MNt (1)−Mt(1)|+ |ψ(ANt (2))− ψ(At(2))|+ |MNt (2)−Mt(2)|
]
≤ C
′
T,0√
N
.
Using the same arguments as for the proof of 1)., we obtain that(
ANt (1),M
N
t (1), A
N
t (2),M
N
t (2)
)
t∈R+
w−−−−→
N→∞
(
At(1),Mt(1), At(2),Mt(2)
)
t∈R+
.
Since, (At(1),Mt(1))t∈R+ and (At(2),Mt(2))t∈R+ have the same law (At,Mt)t∈R+ (given by ALM-SDE (7)), the
convergence of empirical measures Eq. (24) is given by Proposition 2.2 in [16].
4 From ALM-SDE (7) to ALM-PDE (11)
To show that we can construct ‘probabilistic’ solution to ALM-PDE (11) using ALM-SDE (7), we first need to intro-
duce several useful quantities.
Let x = (xt)t∈R+ ∈ C(R+). For all t ∈ R+, e−Λt can be seen as a diffeomorphism on Rd (m 7→ e−Λtm). For all
k ∈ N∗, we define θk recursively:
θ1(t1) := γ ◦ e−Λt1 , ∀t1 ∈ R+ (26)
∀k ∈ N∗, θk(t1, . . . , tk−1, tk) := γ ◦ e−Λ(tk−tk−1) ◦ θk−1(t1, . . . , tk−1), ∀t1, . . . , tk ∈ R+. (27)
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We then define,
η(t;m0, t
′, x) =: 1{0≤t′≤t} exp
(
−
∫ t
t′
f(s− t′, e−Λ(s−t′)m0, xs)ds
)
f(t− t′, e−Λ(t−t′)m0, xt), (28)
for all t, t′ ∈ R+ and for allm0 ∈ Rd.
Under the assumptions of Theorem 1, for all probability measure µ0 on R+×Rd and for all H¯ = (H¯t)t∈R+ ∈ C(R+),
there exists a unique solution (At,Mt, xt)t∈R+ to ALM-SDE (7) for (A0,M0) ∼ µ0 and (Ht)t∈R+ such that E[Ht] =
H¯t, ∀t ∈ R+. We will denote by SALM-SDE(µ0, H¯) this unique solution. In the rest of this subsection, we fix H¯ . For
all (a0,m0) ∈ R+ × Rd, we write(
A
(a0,m0)
t ,M
(a0,m0)
t , x
(a0,m0)
t
)
t∈R+
:= SALM-SDE(δ(a0,m0), H¯). (29)
For all k ∈ N∗, and for all (a0,m0) ∈ R+ × Rd, we define ηk(a0,m0) recursively:
η1(a0,m0)(t1) =: 1{0≤t1} exp
(
−
∫ t1
0
f(a0 + s, e
−Λs
m0, x
(a0,m0)
s )ds
)
f(a0 + t1, e
−Λt1m0, x
(a0,m0)
t1
),
∀k ∈ N∗, ηk(a0,m0)(t1, . . . , tk−1, tk) := η
(
tk; θ
k−1(t1, . . . , tk−1)(m0), tk−1, x
(a0,m0)
)
ηk−1(a0,m0)(t1, . . . , tk−1),
for all t1, t2, · · · ∈ R+.
With these definitions, we can state a simple yet important lemma, which we will use for the proof of Theorem 3.
Lemma 4. Grant Assumption 1. For all (a0,m0) ∈ R+ × Rd and for all t > 0,∫ ∞
t
η1(a0,m0)(t1)dt1f
(
a0 + t, e
−Λt
m0, x
(a0,m0)
t
)
= η1(a0,m0)(t) =
∫ ∞
t
η2(a0,m0)(t, t2)dt2, (30)
and for all integer k ≥ 2,∫ ∞
t
ηk(a0,m0)(t1, . . . , tk)dtkf
(
t− tk−1, e−Λ(t−tk−1) ◦ θk−1(t1, . . . , tk−1)(m0), x(a0,m0)t
)
= ηk(a0,m0)(t1, . . . , tk−1, t) =
∫ ∞
t
ηk+1(a0,m0)(t1, . . . , tk−1, t, tk+1)dtk+1. (31)
Proof. Because of Eq. (3) in Assumption 1, we have∫ ∞
t
η1(a0,m0)(t1)dt1 = exp
(
−
∫ t
0
f(a0 + s, e
−Λs
m0, x
(a0,m0)
s )ds
)
,∫ ∞
t
η(t′;m0, t, x
(a0,m0))dt′ = 1,
and for all integer k ≥ 2 and if tk−1 ≤ t,∫ ∞
t
ηk(a0,m0)(t1, . . . , tk)dtk
=
∫ ∞
t
η
(
tk; θ
k−1(t1, . . . , tk−1)(m0), tk−1, x
(a0,m0)
)
dtkη
k−1
(a0,m0)
(t1, . . . , tk−1)
= exp
(
−
∫ t
tk−1
f(s− tk−1, e−Λ(s−tk−1) ◦ θk−1(t1, . . . , tk−1)(m0), x(a0,m0)s )ds
)
ηk−1(a0,m0)(t1, . . . , tk−1).
Then, Eqs. (30) and (31) follow from the definitions of η and {ηk(a0,m0)}k∈N∗ .
Proposition 2. Grant the assumptions of Theorem 1. Let (a0,m0) ∈ R+×Rd. For all k ∈ N∗, we denote τk the time
of the k-th spike of
(
A
(a0,m0)
t ,M
(a0,m0)
t , x
(a0,m0)
t
)
t∈R+
.
Then, for all k ∈ N∗ and for all t1, . . . , tk ∈ R+,
lim
ǫ→0+
1
ǫk
P
({τ1 ∈ (t1 − ǫ, t1]} ∩ · · · ∩ {τk ∈ (tk − ǫ, tk]}) = ηk(a0,m0)(t1, . . . , tk). (32)
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Proof. In Appendix A.
ηk(a0,m0) (for k ∈ N∗) is therefore nothing but the probability density over the k-first spike times given that the initial
condition of ALM-SDE (7) is (A0,M0) = (a0,m0).
If we assume that γ is a C1-diffeomorphism, for all k ∈ N∗ and for all t1, . . . , tk ∈ R+, θk(t1, . . . , tk) are C1-
diffeomorphisms. Therefor, for all k ∈ N∗ and for all t > 0, we can define the C1-diffeomorphism
φkt : [0, t]
k × Rd → [0, t]k × Rd,

t1
...
tk−1
a
m
 7→

t1
...
tk−1
t− a
[θk(t1, . . . , tk−1, t− a)]−1 ◦ eΛa(m)
 , (33)
which is the inverse of
[0, t]k × Rd → [0, t]k × Rd,

t1
...
tk−1
tk
m0
 7→

t1
...
tk−1
t− tk
e−Λ(t−tk) ◦ θk(t1, . . . , tk−1, tk)(m0)
 . (34)
As the Jacobian matrix of φkt is lower triangular, we easily get∣∣∣det(Dφkt (t1, . . . , tk−1, a,m))∣∣∣ =
∣∣∣∣∣det
(
Dm˜
(
[θk(t1, . . . , tk−1, t− a)]−1 ◦ eΛa(m˜)
) ∣∣∣
m˜=m
)∣∣∣∣∣ . (35)
The following result is crucial as it gives an explicit expression for the time-marginals of the process defined by
ALM-SDE (7) in terms of all the the quantities introduced above. In addition, these time-marginals are absolutely
continuous.
Proposition 3. Grant the assumptions of Theorem 1 and Assumption 4. For all absolutely continuous probability
measure u0(a0,m0)da0dm0 and for all H¯ ∈ C(R+), let us write (At,Mt, xt)t∈R+ := SALM-SDE(u0, H¯), given by
Theorem 1. Then, for all t ∈ R+, the law of (At,Mt) is absolutely continuous.
Furthermore, the density ρt(a,m) of the law of (At,Mt) is given by
ρt(a,m) = 1a≥t
∫ ∞
t
η1(a−t,eΛtm)(t1)dt1u0(a− t, eΛtm) exp(tTrΛ)
+ 10≤a<t
∞∑
k=1
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1, (36)
where, for all k ∈ N∗, for all t1, . . . , tk ∈ R+ and for allm0 ∈ Rd,
νkt (t1, . . . , tk,m0) :=
∫ ∞
0
∫ ∞
t
ηk+1(a0,m0)(t1, . . . , tk, tk+1)u0(a0,m0)dtk+1da0 (37)
=
∫ ∞
0
ηk(a0,m0)(t1, . . . , tk)u0(a0,m0)da0 exp
(
−
∫ t
tk
f(s− tk, e−Λ(s−tk) ◦ θk(t1, . . . , tk)(m0), x(a0,m0)s )ds
)
(38)
Proof. As in Proposition 2, we denote τk the time of the k-th spike of (At,Mt, xt)t∈R+ . Fix t ∈ R+. Since (At,Mt)
is a function of the initial conditions (A0,M0) and the spike times {τk}k∈N∗ , For all function F continuous and
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bounded on R+ × Rd, we can write E[F (At,Mt)] as a ‘path integral’ [28]:
E[F (At,Mt)] = E
[
F (At,Mt)1{t<τ1}
]
+
∞∑
k=1
E
[
F (At,Mt)1{τk≤t<τk+1}
]
= E
[
F (A0 + t, e
−Λt(M0))1{t<τ1}
]
+
∞∑
k=1
E
[
F
(
t− τk, e−Λ(t−τk) ◦ θk(τ1, . . . , τk)(M0)
)
1{τk≤t<τk+1}
]
= E
[
F (A0 + t, e
−Λt(M0))
∫ ∞
t
η1(A0,M0)(dt1)dt1
]
+
∞∑
k=1
E
[ ∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k times
F
(
t− tk, e−Λ(t−tk) ◦ θk(t1, . . . , tk)(M0)
)∫ ∞
t
ηk+1(A0,M0)(t1, . . . , tk, tk+1)dtk+1dt1 . . . dtk
]
=
∫
Rd
∫ ∞
0
F (a0 + t, e
−Λt(m0))
∫ ∞
t
η1(a0,m0)(dt1)dt1u0(a0,m0)da0dm0
+
∞∑
k=1
∫
Rd
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k times
F
(
t− tk, e−Λ(t−tk) ◦ θk(t1, . . . , tk)(m0)
)
νkt (t1, . . . , tk,m0)dt1 . . . dtkdm0.
We can now use the φkt to perform changes of variables:
E[F (At,Mt)] =
∫
Rd
∫ ∞
t
F (a,m)
∫ ∞
t
η1(a−t,eΛtm)(dt1)dt1u0(a− t, eΛtm) exp(tTrΛ)dadm
+
∞∑
k=1
∫
Rd
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k times
F (a,m) νkt ◦ φkt (t1, . . . , tk−1, a,m)| detφkt (t1, . . . , tk−1, a,m)|dt1 . . . dtk−1dadm
=
∫
Rd
∫ ∞
0
F (a,m)
{
1{a≥t}
∫ ∞
t
η1(a−t,eΛtm)(dt1)dt1u0(a− t, eΛtm) exp(tTrΛ)
+ 1{a<t}
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| detφkt (t1, . . . , tk−1, a,m)|dt1 . . . dtk−1
}
dadm.
For Eq. (38), see proof of Lemma 4.
4.1 Proof of Theorem 3 (probabilistic solution to ALM-PDE)
i). (weak solution) By Theorem 1, (ρ, x) solves Eq. (12). Let us show that (ρ, x) solves Eq. (13):
For all test functionG ∈ C∞c (R+ × R+ × Rd) and for all T > 0, by Itô’s formula for jump processes,
G(T,AT ,MT ) = G(0, A0,M0) +
∫ T
0
∂tG(t, At,Mt)dt+
∫ T
0
∂aG(t, At,Mt)dt
+
∫ T
0
∇mG(t, At,Mt) · (−ΛMt)dt+
∫ T
0
∫ ∞
0
[G(t, At,Mt)−G(t, At−,Mt−)]1{z≤f(At−,Mt−,xt)}π(dt, dz)︸ ︷︷ ︸
=:Q
.
(39)
The jump part Q can be written explicitly:
Q =
∫ T
0
∫ ∞
0
[G(t, 0, γ(Mt−)) −G(t, At−,Mt−)]1{z≤f(At−,Mt−,xt)}π(dt, dz)
=
∫ T
0
[G(t, 0, γ(Mt))−G(t, At,Mt)]f(At,Mt, xt)dt
+
∫ T
0
∫ ∞
0
[G(t, 0, γ(Mt−))−G(t, At−,Mt−)]1{z≤f(At−,Mt−,xt)}π˜(dt, dz),
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where π˜(dt, dz) denotes the compensated Poisson random measure π(dt, dz)− dtdz.
Taking the expectation in Eq. (39), we get
E[G(T,AT ,MT )] = E
[
G(0, A0,M0) +
∫ T
0
∂tG(t, At,Mt)dt+
∫ T
0
∂aG(t, At,Mt)dt
+
∫ T
0
∇mG(t, At,Mt) · (−ΛMt) dt+
∫ T
0
[G(t, 0, γ(Mt))−G(t, At,Mt)]f(At,Mt, xt)dt
]
.
By Proposition 3, for all t ∈ R+, the law of (At,Mt) is given by an absolutely continuous probability measure
ρt(a,m)dadm. Thus, we can write (taking T →∞):
0 =
∫
Rd
∫ ∞
0
G(0, a,m)u0(a,m)dadm+
∫ ∞
0
∫
Rd
∫ ∞
0
∂tG(t, a,m)ρt(a,m)dadmdt
+
∫ ∞
0
∫
Rd
∫ ∞
0
∂aG(t, a,m)ρt(a,m)dadmdt+
∫ ∞
0
∫
Rd
∫ ∞
0
∇mG(t, a,m) · (−Λm) ρt(a,m)dadmdt
+
∫ ∞
0
∫
Rd
∫ ∞
0
G(t, 0, γ(m))f(a,m, xt)ρt(a,m)dadmdt−
∫ ∞
0
∫
Rd
∫ ∞
0
G(t, a,m)f(a,m, xt)ρt(a, r)dadmdt.
Hence, (ρ, x) solves Eqs. (12) and (13). It remains to show that ρ ∈ C(R+, L1(R+ × Rd,R+)):
For any t ∈ R+, ǫ > 0 and t′ ∈ [(t− ǫ) ∨ 0, t+ ǫ],
‖ρt′ − ρt‖L1(R+×Rd,R+) ≤
∫
Rd
∫ ∞
t′∨t
|ρt′(a,m)− ρt(a,m)|dadm +
∫
Rd
∫ t′∨t
t′∧t
|ρt′(a,m)− ρt(a,m)|dadm
+
∫
Rd
∫ t′∧t
0
|ρt′(a,m)− ρt(a,m)|dadm =: Qǫ1 +Qǫ2 +Qǫ3.
Qǫ1 =
∫
Rd
∫ ∞
t′∨t
∣∣∣∣ ∫ ∞
t′
η1
(a−t′,eΛt′m)
(t1)dt1u0(a− t′, eΛt
′
m) exp(t′TrΛ)
−
∫ ∞
t
η1(a−t,eΛtm)(t1)dt1u0(a− t, eΛtm) exp(tTrΛ)
∣∣∣∣dadm
By density of Cc(R+ × Rd,R+) in L1(R+ × Rd,R+), there exists u˜0 ∈ Cc(R+ × Rd,R+) such that∥∥u˜0 − u0∥∥L1(R+×Rd,R+) is arbitrarily small.
Qǫ1 ≤
∫
Rd
∫ ∞
t′
∫ ∞
t′
η1
(a−t′,eΛt′m)
(t1)dt1|u˜0(a− t′, eΛt
′
m)− u0(a− t′, eΛt
′
m)| exp(t′ TrΛ)dadm
+
∫
Rd
∫ ∞
t
∫ ∞
t
η1(a−t,eΛtm)(t1)dt1|u˜0(a− t, eΛtm)− u0(a− t, eΛtm)| exp(tTrΛ)dadm
+
∫
Rd
∫ ∞
t′∨t
∣∣∣∣ ∫ ∞
t′
η1
(a−t′,eΛt′m)
(t1)dt1u˜0(a− t′, eΛt
′
m) exp(t′ TrΛ)
−
∫ ∞
t
η1(a−t,eΛtm)(t1)dt1u˜0(a− t, eΛtm) exp(tTrΛ)
∣∣∣∣dadm
=: Qǫ1,1 +Q
ǫ
1,2 +Q
ǫ
1,3.
Qǫ1,1 =
∫
Rd
∫ ∞
0
∫ ∞
t′
η1(a0,m0)(t1)dt1︸ ︷︷ ︸
≤1
|u˜0(a0,m0)− u0(a0,m0)|da0dm0 ≤
∥∥u˜0 − u0∥∥L1(R+×Rd,R+) .
The same argument applies to Qǫ1,2.
For all (a,m) ∈ [t′ ∨ t,+∞[×Rd, the function
s 7→
∫ ∞
s
η1(a−s,eΛsm)(t1)dt1u˜0(a− s, eΛsm) exp(sTrΛ)
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appearing in Qǫ1,3 is continuous of R+. Thus, by dominated convergence (u˜0 is bounded with compact support),
lim sup
ǫ→0
Qǫ1 ≤ 2
∥∥u˜0 − u0∥∥L1(R+×Rd,R+) .
Since
∥∥u˜0 − u0∥∥L1(R+×Rd,R+) is arbitrarily small, we get limǫ→0Qǫ1 = 0.
For Qǫ2, we have
Qǫ2 ≤
∫
Rd
∫ t′∨t
t′∧t
ρt′(a,m)dadm+
∫
Rd
∫ t′∨t
t′∧t
ρt(a,m)dadm −−−→
ǫ→0
0.
We now have to show that Qǫ3 −−−→
ǫ→0
0:
Qǫ3 =
∫
Rd
∫ t′∧t
0
∣∣∣∣ ∞∑
k=1
∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k−1 times
νkt′ ◦ φkt′(t1, . . . , tk−1, a,m)| det(Dφkt′(t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
−
∞∑
k=1
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
∣∣∣∣dadm.
For l ∈ N∗,
Qǫ3 ≤
∫
Rd
∫ t′
0
∣∣∣∣ ∞∑
k=l+1
∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k−1 times
νkt′ ◦ φkt′(t1, . . . , tk−1, a,m)| det(Dφkt′(t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
∣∣∣∣dadm
+
∫
Rd
∫ t
0
∣∣∣∣ ∞∑
k=l+1
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
∣∣∣∣dadm
+
l∑
k=1
∫
Rd
∫ t′∧t
0
∣∣∣∣ ∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k−1 times
νkt′ ◦ φkt′(t1, . . . , tk−1, a,m)| det(Dφkt′ (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
−
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
∣∣∣∣dadm
=: Qǫ,l3,1 +Q
ǫ,l
3,2 +
l∑
k=1
Qǫ3,3,k.
Qǫ,l3,1 ≤
∞∑
k=l+1
∫
Rd
∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k times
νkt′(t1, . . . , tk,m0)dt1 . . . dtkdm0
=
∞∑
k=l+1
∫
Rd
∫ ∞
t′
∫ ∞
0
∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k times
ηk+1(a0,m0)(t1, . . . , tk, tk+1)dt1 . . . dtkdtk+1u0(a0,m0)da0dm0
=
∞∑
k=l+1
P(τk ≤ t′ < τk+1) −−−−→
l→+∞
0.
The limit above is a simple consequence of the fact that P(t′ < τ1) +
∑∞
k=1 P(τk ≤ t′ < τk+1) = 1. The same
argument applies to Qǫ,l3,2. Hence, to prove limǫ→0Q
ǫ
3 = 0, it suffices to show that for all k ∈ N∗, limǫ→0Qǫ3,3,k = 0.
Again, we choose u˜0 ∈ Cc(R+ × Rd,R+) such that
∥∥u˜0 − u0∥∥L1(R+×Rd,R+) is small. For all k ∈ N∗ and for all
s ∈ R+, we write
ν˜ks (t1, . . . , tk,m0) :=
∫ ∞
0
∫ ∞
s
ηk+1(a0,m0)(t1, . . . , tk, tk+1)u˜0(a0,m0)dtk+1da0, ∀t1, . . . , tk ∈ [0, s], ∀m0 ∈ Rd.
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Then,
Qǫ3,3,k ≤
∫
Rd
∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k times
∣∣∣ν˜kt′(t1, . . . , tk,m0)− νkt′(t1, . . . , tk,m0)∣∣∣ dt1 . . . dtkdm0
+
∫
Rd
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k times
∣∣∣ν˜kt (t1, . . . , tk,m0)− νkt (t1, . . . , tk,m0)∣∣∣ dt1 . . . dtkdm0
+
∫
Rd
∫ t′∧t
0
∣∣∣∣ ∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k−1 times
ν˜kt′ ◦ φkt′ (t1, . . . , tk−1, a,m)| det(Dφkt′ (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
−
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
ν˜kt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
∣∣∣∣dadm
=: Qǫ3,3,k,1 +Q
ǫ
3,3,k,2 +Q
ǫ
3,3,k,3.
Qǫ3,3,k,1 =
∫
Rd
∫ ∞
0
∫ ∞
t′
∫ t′
0
· · ·
∫ t′
0︸ ︷︷ ︸
k times
ηk+1(a0,m0)(t1, . . . , tk, tk+1)dt1 . . . dtkdtk+1
︸ ︷︷ ︸
≤1
∣∣u˜0(a0,m0)− u0(a0,m0)∣∣ da0dm0
≤
∥∥u˜0 − u0∥∥L1(R+×Rd,R+) .
The same argument applies to Qǫ3,3,k,2. Since u˜0 can be chosen such that
∥∥u˜0 − u0∥∥L1(R+×Rd,R+) is arbitrarily small,
it only remains to prove that limǫ→0Qǫ3,3,k,3 = 0.
For all (a,m) ∈ [0, t′ ∧ t]× Rd, the function
s 7→
∫ s
0
· · ·
∫ s
0︸ ︷︷ ︸
k−1 times
ν˜ks ◦ φks (t1, . . . , tk−1, a,m)| det(Dφks (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
is continuous onR+ by dominated convergence (the integrand on the RHS is continuous and the integral is taken over a
compact domain). By dominated convergence (u˜0 is bounded with compact support), we get that limǫ→0Qǫ3,3,k,3 = 0.
We have thus proved that ρ ∈ C(R+, L1(R+ × Rd,R+)). Since x ∈ C(R+) by Theorem 1, this achieves the proof
of i).
ii). (Lagrangian solution) Again, by Theorem 1, (ρ, x) solves Eq. (14). In the proof of i), we havealready shown that
ρ ∈ C(R+, L1(R+×Rd,R+)) (and x ∈ C(R+) by Theorem 1). Hence, it remains to prove that (ρ, x) solves Eqs. (15)
and (16).
(ρ, x) solves Eq. (15):
For allm ∈ Rd and for all t > 0, by Eqs. (36),∫ ∞
0
f(a, γ−1(m), xt)ρt(a, γ
−1(m))da| det γ−1(m)|
=
∫ ∞
t
f(a, γ−1(m), xt)
∫ ∞
t
η1(a−t,eΛt◦γ−1(m))(t1)dt1u0(a− t, eΛt ◦ γ−1(m)) exp(tTrΛ)| det γ−1(m)|da
+
∞∑
k=1
∫ t
0
f(a, γ−1(m), xt)
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a, γ−1(m))
×
∣∣∣detDφkt (t1, . . . , tk−1, a, γ−1(m))∣∣∣ | det γ−1(m)|dt1 . . . dtk−1da
=: Q0 +
∞∑
k=1
Qk.
19
A PREPRINT - APRIL 2, 2020
For Q0, using Eq. (30) of Lemma 4,
Q0 =
∫ ∞
t
∫ ∞
t
η2(a−t,eΛt◦γ−1(m))(t, t2)dt2u0(a− t, eΛt ◦ γ−1(m)) exp(tTrΛ)| det γ−1(m)|da,
using Eqs. (37) and (26),
Q0 = ν
1
t (t, e
Λt ◦ γ−1(m)) exp(tTrΛ)| det γ−1(m)| = ν1t ◦ φ1t (0,m)| detφ1t (0,m)|.
For k ∈ N∗, let us first observe that, for all t1, . . . , tk−1, a ∈ [0, t] and for allm ∈ Rd,
[θk(t1, . . . , tk−1, t− a)]−1 ◦ eΛa ◦ γ−1(m) = [θk+1(t1, . . . , tk−1, t− a, t)]−1(m)
and∣∣∣∣∣det
(
Dm˜
(
[θk(t1, . . . , tk−1, t− a)]−1 ◦ eΛa(m˜)
) ∣∣∣
m˜=γ−1(m)
)∣∣∣∣∣ | det γ−1(m)| =∣∣∣∣∣det
(
Dm˜
(
[θk+1(t1, . . . , tk−1, t− a, t)]−1(m˜)
) ∣∣∣
m˜=m
)∣∣∣∣∣ .
Hence, for all t1, . . . , tk−1, a ∈ [0, t] and for allm ∈ Rd,
φkt (t1, . . . , tk−1, a, γ
−1(m)) =
(
t1, . . . , tk−1, t− a, [θk+1(t1, . . . , tk−1, t− a, t)]−1(m)
)
(40)
and, using Eq. (35),∣∣∣detDφkt (t1, . . . , tk−1, a, γ−1(m))∣∣∣ | det γ−1(m)| = | detDφk+1t (t1, . . . , tk−1, t− a, 0,m)| (41)
Then, forQk, using Eqs. (40) and (41),
Qk =
∫ t
0
f(a, γ−1(m), xt)
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt (t1, . . . , tk−1, t− a, [θk+1(t1, . . . , tk−1, t− a, t)]−1(m))
× | detDφk+1t (t1, . . . , tk−1, t− a, 0,m)|dt1 . . . dtk−1da,
(using Eq. (37))
=
∫ t
0
f(a, γ−1(m), xt)
×
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
∫ ∞
0
∫ ∞
t
ηk+1
(a0,[θk+1(... )]−1(m))
(t1, . . . , t− a, tk+1)u0(a0, [θk+1(. . . )]−1(m))dtk+1da0
× | detDφk+1t (t1, . . . , tk−1, t− a, 0,m)|dt1 . . . dtk−1da,
(using Eq. (31) of Lemma 4)
=
∫ t
0
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
∫ ∞
0
∫ ∞
t
ηk+2
(a0,[θk+1(... )]−1(m))
(t1, . . . , tk−1, t− a, t, tk+2)u0(a0, [θk+1(. . . )]−1(m))dtk+2da0
× | detDφk+1t (t1, . . . , tk−1, t− a, 0,m)|dt1 . . . dtk−1da,
(using Eq. (37) again)
=
∫ t
0
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νk+1t (t1, . . . , tk−1, t− a, t, [θk+1(t1, . . . , tk−1, t− a, t)]−1(m))
× | detDφk+1t (t1, . . . , tk−1, t− a, 0,m)|dt1 . . . dtk−1da
=
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k times
νk+1t (t1, . . . , tk−1, tk, t, [θ
k+1(t1, . . . , tk−1, tk, t)]
−1(m))
× | detDφk+1t (t1, . . . , tk−1, tk, 0,m)|dt1 . . . dtk−1dtk,
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(using Eq. (33) with a = 0)
=
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k times
νk+1t ◦ φk+1t (t1, . . . , tk−1, tk, 0,m)| detDφk+1t (t1, . . . , tk−1, tk, 0,m)|dt1 . . . dtk−1dtk.
Gathering all the {Qk}k∈N, we obtain∫ ∞
0
f(a, γ−1(m), xt)ρt(a, γ
−1(m))da| det γ−1(m)| =
∞∑
k=0
Qk = ρt(0,m).
Since f is bounded, (t,m) 7→ ∫∞
0
f(a, γ−1(m), xt)ρt(a, γ
−1(m))da| det γ−1(m)| ∈ L∞(R+, L1(Rd,R+)) ⊂
L1loc(R+, L
1(Rd,R+)). Hence, we have proved that (ρ, x) solves Eq. (15).
(ρ, x) solves Eq. (16):
By Eq. (36) in Proposition 3, we have to show that, for all t > 0 and for all (a,m) ∈ R+ × Rd,
1a≥t
∫ ∞
t
η1(a−t,eΛtm)(t1)dt1u0(a− t, eΛtm) exp(tTrΛ)
+ 1a<t
∞∑
k=1
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
= 1a≥tu0(a− t, eΛtm) exp
(
tTrΛ−
∫ t
0
f(a− t+ s, eΛ(t−s)m, xs)ds
)
+ 1a<t
∞∑
k=1
∫ t−a
0
· · ·
∫ t−a
0︸ ︷︷ ︸
k−1 times
νkt−a ◦ φkt−a(t1, . . . , tk−1, 0, eΛam)| det(Dφkt−a(t1, . . . , tk−1, 0, eΛam))|dt1 . . . dtk−1
× exp
(
aTrΛ−
∫ t
t−a
f(a− t+ s, eΛ(t−s)m, xs)ds
)
.
(42)
It is easy to verify that, for all a ≥ t,∫ ∞
t
η1(a−t,eΛtm)(t1)dt1u0(a− t, eΛtm) exp(tTrΛ)
= u0(a− t, eΛtm) exp
(
tTrΛ−
∫ t
0
f(a− t+ s, eΛ(t−s)m, xs)ds
)
(see proof of Lemma 4). For all k ∈ N∗, for all 0 ≤ a < t, let us observe that
φkt−a(t1, . . . , tk−1, 0, e
Λa
m) = (t1, . . . , tk−1, t− a, [θk(t1, . . . , tk−1, t− a)]−1 ◦ eΛam)
= φkt (t1, . . . , tk−1, a,m), ∀t1, . . . , tk−1 ∈ [0, t− a], ∀m ∈ Rd. (43)
Furthermore, by Eq. (35),
| detDφkt−a(t1, . . . , tk−1, 0, eΛam)| exp(aTrΛ)
=
∣∣∣∣∣det
(
Dm˜
(
[θk(t1, . . . , tk−1, t− a)]−1(m˜)
) ∣∣∣
m˜=eΛam
)∣∣∣∣∣ ∣∣∣det eΛa∣∣∣
=
∣∣∣∣∣det
(
Dm˜
(
[θk(t1, . . . , tk−1, t− a)]−1 ◦ eΛa(m˜)
) ∣∣∣
m˜=m
)∣∣∣∣∣
= | detDφkt (t1, . . . , tk−1, a,m)|, ∀t1, . . . , tk−1 ∈ [0, t− a], ∀m ∈ Rd. (44)
Lastly, by Eq. (38),
νkt−a(t1, . . . , tk−1, t− a,m0) exp
(
−
∫ t
t−a
f(s− t+ a, e−Λ(s−t+a) ◦ θk(t1, . . . , tk−1, t− a)(m0), xs)ds
)
= νkt (t1, . . . , tk−1, t− a,m0), ∀t1, . . . , tk−1 ∈ [0, t− a], ∀m0 ∈ Rd. (45)
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Hence, by Eqs. (43), (44) and (45),∫ t−a
0
· · ·
∫ t−a
0︸ ︷︷ ︸
k−1 times
νkt−a ◦ φkt−a(t1, . . . , tk−1, 0, eΛam)| det(Dφkt−a(t1, . . . , tk−1, 0, eΛam))|dt1 . . . dtk−1
× exp
(
aTrΛ−
∫ t
t−a
f(a− t+ s, eΛ(t−s)m, xs)ds
)
=
∫ t−a
0
· · ·
∫ t−a
0︸ ︷︷ ︸
k−1 times
νkt−a ◦ φkt (t1, . . . , tk−1, a,m) exp
(
−
∫ t
t−a
f(a− t+ s, eΛ(t−s)m, xs)ds
)
︸ ︷︷ ︸
=νkt ◦φ
k
t (t1,...,tk−1,a,m)
× | det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1
=
∫ t
0
· · ·
∫ t
0︸ ︷︷ ︸
k−1 times
νkt ◦ φkt (t1, . . . , tk−1, a,m)| det(Dφkt (t1, . . . , tk−1, a,m))|dt1 . . . dtk−1.
We have thus proved Eq. (42). This achieves the proof of ii). and the proof the Theorem 3.
Corollary 2 (existence of solution to ALM-PDE). Grant Assumptions 1 and 4. For all initial datum (u0, H¯) ∈
L1(R+ × Rd,R+)× C(R+), there exist weak and Lagrangian solutions to ALM-PDE (11).
Proof. If‖u0‖L1 = 0, (0, H¯) is a trivial weak and Lagrangian solution to ALM-PDE (11). If‖u0‖L1 > 0, we use a
simple scaling argument:
We define u¯0 :=
u0
‖u0‖L1
and h¯ :=‖u0‖L1 h. Let us write (ρ¯, x) the weak and Lagrangian solution given by Theorem 3
to the modified ALM-PDE (11) where u0 is replaced by u¯0 and h is replaced by h¯. We now define ρ := ‖u0‖L1 ρ¯. It
is easy to verify that (ρ, x) is a weak and Lagrangian solution to the original ALM-PDE (11) (with the original u0 and
h).
4.2 Proof of Theorem 4 (uniqueness of Lagrangian solution to ALM-PDE)
We first establish some a priori estimates:
Lemma 5. Grant Assumptions 1 and 4. Let u0 ∈ L1(R+ × Rd,R+).
i). Let (ρ, x) be a weak solution to ALM-PDE (11). Then, ρ conserves mass, i.e.
‖ρt‖L1 =‖u0‖L1 , ∀t ∈ R+ (46)
ii). Let (ρ, x) be a Lagrangian solution to ALM-PDE (11). Then,
‖ρt‖L1 ≤‖u0‖L1 exp(t‖f‖∞), ∀t ∈ R+ (47)
Proof. i). In Appendix B
ii). For all t > 0, using Eq. (14), we have
‖ρt‖L1 =
∫
Rd
∫ ∞
t
u0(a− t, eΛam) exp(tTrΛ) exp
(
−
∫ t
0
f(a− t+ s, eΛ(t−s)m, xs)ds
)
︸ ︷︷ ︸
≤1
dadm
+
∫
Rd
∫ t
0
ρt−a(0, e
Λa
m) exp(aTrΛ) exp
(
−
∫ t
t−a
f(a− t+ s, eΛ(t−s)m, xs)ds
)
︸ ︷︷ ︸
≤1
dadm
≤‖u0‖L1 +
∫ t
0
∫
Rd
ρt−a(0,m)dmda =‖u0‖L1 +
∫ t
0
∫
Rd
ρs(0,m)dmds
(using Eq. (15))
=‖u0‖L1 +
∫ t
0
∫
Rd
∫ ∞
0
f(a, γ−1(m), xs)ρs(a, γ
−1(m))| det γ−1(m)|dadmds ≤‖u0‖L1 +‖f‖∞
∫ t
0
‖ρs‖ ds.
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By Grönwall’s lemma,
‖ρt‖L1 ≤‖u0‖L1 exp(‖f‖∞ t), ∀t ∈ R+.
Proof of Theorem 4. We will use Grönwall’s lemma. Let (ρ, x) and (ρ∗, x∗) be two Lagrangian solutions to ALM-
PDE (11). Fix T > 0. For all t ∈ [0, T ], we have
‖ρt − ρ∗t ‖L1 ≤
∫
Rd
∫ ∞
t
∣∣∣∣u0(a− t, etΛm) exp
(
tTrΛ−
∫ t
0
f(a− t+ s, e(t−s)Λm, xs)ds
)
− u0(a− t, etΛm) exp
(
tTrΛ−
∫ t
0
f(a− t+ s, e(t−s)Λm, x∗s)ds
)∣∣∣∣dadm
+
∫
Rd
∫ t
0
∣∣∣∣ρt−a(0, eaΛm) exp
(
aTrΛ−
∫ t
t−a
f(a− t+ s, e(t−s)Λm, xs)ds
)
− ρ∗t−a(0, eaΛm) exp
(
aTrΛ−
∫ t
t−a
f(a− t+ s, e(t−s)Λm, x∗s)ds
)∣∣∣∣dadm
=:Q1 +Q2.
Q1 =
∫
Rd
∫ ∞
t
u0(a− t, etΛm) exp(tTrΛ)∣∣∣∣ exp
(
−
∫ t
0
f(a− t+ s, e(t−s)Λm, xs)ds
)
− exp
(
−
∫ t
0
f(a− t+ s, e(t−s)Λm, x∗s)ds
)∣∣∣∣dadm
≤
∫
Rd
∫ ∞
t
u0(a− t, etΛm) exp(tTrΛ)
∫ t
0
|f(a− t+ s, e(t−s)Λm, xs)− f(a− t+ s, e(t−s)Λm, x∗s)|dsdadm
≤‖u0‖Lf
∫ t
0
|xs − x∗s |ds
Q2 ≤
∫
Rd
∫ t
0
ρt−a(0, e
aΛ
m) exp(aTrΛ)∣∣∣∣ exp
(
−
∫ t
t−a
f(a− t+ s, e(t−s)Λm, xs)ds
)
− exp
(
−
∫ t
t−a
f(a− t+ s, e(t−s)Λm, x∗s)ds
)∣∣∣∣dadm
+
∫
Rd
∫ t
0
∣∣∣ρt−a(0, eaΛm)− ρ∗t−a(0, eaΛm)∣∣∣ exp
(
aTrΛ−
∫ t
t−a
f(a− t+ s, e(t−s)Λm, x∗s)ds
)∣∣∣∣dadm
=:Q2,1 +Q2,2
Q2,1 ≤
(∫
Rd
∫ t
0
ρt−a(0, e
aΛ
m) exp(aTrΛ)dadm
)
Lf
∫ t
0
|xs − x∗s |ds
=
(∫ t
0
∫
Rd
ρs(0,m)dmds
)
Lf
∫ t
0
|xs − x∗s |ds
(using Eq. (15))
=
(∫ t
0
∫
Rd
∫ ∞
0
f(a, γ−1(m), xs)ρs(a, γ
−1(m))dadmds
)
Lf
∫ t
0
|xs − x∗s |ds
≤‖f‖∞
(∫ t
0
‖ρs‖ ds
)
Lf
∫ t
0
|xs − x∗s|ds ≤‖f‖∞ T ‖u0‖L1 exp(T ‖f‖∞)Lf
∫ t
0
|xs − x∗s |ds
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where the last inequality, we used Lemma 5 ii). Similarly,
Q2,2 ≤
∫ t
0
∫
Rd
∣∣ρs(0,m)− ρ∗s(0,m)∣∣ dmds
=
∫ t
0
∫
Rd
∣∣∣∣ ∫ ∞
0
f(a, γ−1(m), xs)ρs(a, γ
−1(m))da| detDγ−1(m)|
−
∫ ∞
0
f(a, γ−1(m), x∗s)ρ
∗
s(a, γ
−1(m))da| detDγ−1(m)|
∣∣∣∣dmds
≤
∫ t
0
∫
Rd
∫ ∞
0
∣∣f(a,m, xs)− f(a,m, x∗s)∣∣ ρs(a,m)dadmds
+
∫ t
0
∫
Rd
∫ ∞
0
f(a,m, x∗s)
∣∣ρs(a,m)− ρ∗s(a,m)∣∣ dadmds
≤‖u0‖L1 exp(T ‖f‖∞)Lf
∫ t
0
|xs − x∗s |ds+‖f‖∞
∫ t
0
‖ρs − ρ∗s‖L1 ds.
Hence,
‖ρt − ρ∗t ‖L1 ≤ CT,0
∫ t
0
‖ρs − ρ∗s‖L1 + |xs − x∗s |ds. (48)
On the other hand,
|xt − x∗t | =
∣∣∣∣ ∫ t
0
∫
Rd
∫ ∞
0
h(t− s, a,m)f(a,m, xs)ρs(a,m)dadmds−∫ t
0
∫
Rd
∫ ∞
0
h(t− s, a,m)f(a,m, x∗s)ρ∗s(a,m)dadmds
∣∣∣∣
≤‖h‖∞
∫ t
0
∫
Rd
∫ ∞
0
∣∣f(a,m, xs)ρs(a,m)− f(a,m, x∗s)ρ∗s(a,m)∣∣ dadmds
≤‖h‖∞
∫ t
0
∫
Rd
∫ ∞
0
∣∣f(a,m, xs)− f(a,m, x∗s)∣∣ ρs(a,m)dadmds
+‖h‖∞
∫ t
0
∫
Rd
∫ ∞
0
f(a,m, x∗s)
∣∣ρs(a,m)− ρ∗s(a,m)∣∣ dadmds
≤‖h‖∞‖u0‖L1 exp(T ‖f‖∞)Lf
∫ t
0
|xs − x∗s|ds+‖h‖∞‖f‖∞
∫ t
0
‖ρs − ρ∗s‖L1 ds
Hence,
|xt − x∗t | ≤ CT,0
∫ t
0
‖ρs − ρ∗s‖L1 + |xs − x∗s |ds. (49)
Gathering Eqs. (48) and (49), we obtain that for all t ∈ [0, T ],
‖ρt − ρ∗t ‖L1 + |xt − x∗t | ≤ CT,0
∫ t
0
‖ρs − ρ∗s‖L1 + |xs − x∗s |ds.
By Grönwall’s Lemma,‖ρt − ρ∗t ‖L1 + |xt − x∗t | = 0 for all t ∈ [0, T ]. Since this is true for all T > 0, we get that
(ρ, x) = (ρ∗, x∗) and hence the solution is unique.
Corollary 3 (well-posedness of Lagrangian solutions to ALM-PDE). Grant Assumptions 1 and 4. For any initial
datum (u0, H¯) ∈ L1(R+ × Rd,R+) × C(R+), There exists a unique Lagrangian solution (ρ, x) to ALM-PDE (11).
Furthermore, ρ conserves mass, i.e.
‖ρt‖L1 =‖u0‖L1 , ∀t ∈ R+. (50)
Proof. Existence and uniqueness are given by Corollary 2 and Theorem 4 receptively. By uniqueness, (ρ, x)
corresponds to the probabilistic solution constructed in Theorem 3 and Corollary 2, which is obviously mass-
conservative.
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5 Open questions
In this work, we do not study the relationship between weak solutions and Lagrangian solutions to ALM-PDE (11).
Relating these two definition would be of interest, from the PDE point of view. In addition, these two definitions are
restricted to u0 ∈ L1 initial datum. Whether our results can be generalized to u0 any probability measure is left as an
open question.
From a more concrete perspective, studying the long-term behavior of ALM-PDE (11) (or ALM-SDE (7)), as recently
done for the time-elapsed neuron network model [35, 36, 37] (see also [38] for a stochastic approach on a different
but related model), would be of major interest. Finally, one could investigate how to approximate the finite-size
fluctuations of the mean-field limit [39, 40, 29].
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Appendices
A Proof of Proposition 2
For all k ∈ N∗, we write Ωk := {(t1, . . . , tk) ∈ (R+)k : 0 ≤ t1 ≤ · · · ≤ tk}. By the definition of τ1, . . . , τk and the
definition of ηk(a0,m0), for all (t1, . . . , tk) ∈ (R+)k\Ωk,
lim
ǫ→0+
1
ǫk
P
({τ1 ∈ (t1 − ǫ, t1]} ∩ · · · ∩ {τk ∈ (tk − ǫ, tk]}) = ηk(a0,m0)(t1, . . . , tk) = 0.
Thus, we have to verify Eq. (32) on Ωk. We will proceed by recurrence on k. For all t ∈ R+, we write
Z
(a0,m0)
t :=
∫ t
0
∫ ∞
0
f
(
A
(a0,m0)
s− ,M
(a0,m0)
s− , x
(a0,m0)
s
)
π(ds, dz).
In the following, we will omit the superscript (a0,m0). We further define the filtration (Ft)t∈R+ where Ft is the sigma-
algebra generated by the sets {A0,M0, π([0, s]× C) : s ∈ [0, t], C ∈ B(R+)}.
For k = 1, we will use arguments similar to those of [41, Section 7]:
∀ǫ > 0, ∀0 ≤ t1, 1
ǫ
P
({τ1 ∈ (t1 − ǫ, t1]}) = 1
ǫ
P
({Zt1−ǫ = 0} ∩ {Zt1−ǫ < Zt1})
=
1
ǫ
E
[
1{Zt1−ǫ=0}
1{Zt1−ǫ<Zt1}
]
= E
[
1{Zt1−ǫ=0}
1
ǫ
E
[
1{Zt1−ǫ<Zt1}
∣∣∣Ft1−ǫ]︸ ︷︷ ︸
=:Q
]
.
Q =
1
ǫ
(
1− P(Zt1−ǫ = Zt1 |Ft1−ǫ)
)
=
1
ǫ
1− exp(− ∫ t1
t1−ǫ
f(At1−ǫ + s− t1 + ǫ, e−Λ(s−t1+ǫ)Mt1−ǫ, xs)ds
)
=
1
ǫ
(∫ t1
t1−ǫ
f(At1−ǫ + s− t1 + ǫ, e−Λ(s−t1+ǫ)Mt1−ǫ, xs)ds+ o(ǫ)
)
= f(At1−ǫ,Mt1−ǫ, xt1−ǫ) + o(1).
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The last equality is justified by the fact that the function t 7→ f(At1−ǫ+t−t1+ǫ, e−Λ(t−t1+ǫ)Mt1−ǫ, xt) is continuous
on R+. Hence,
1
ǫ
P
({τ1 ∈ (t1 − ǫ, t1]}) = E[1{Zt1−ǫ=0}f(At1−ǫ,Mt1−ǫ, xt1−ǫ)]+ o(1)
= E
[
1{Zt1−ǫ=0}
f(a0 + t1 − ǫ, e−Λ(t1−ǫ)m0, xt1−ǫ)
]
+ o(1)
= E
[
1{Zt1−ǫ=0}
]
f(a0 + t1 − ǫ, e−Λ(t1−ǫ)m0, xt1−ǫ) + o(1)
= exp
(
−
∫ t1−ǫ
0
f(a0 + s, e
−Λs
m0, xs)ds
)
f(a0 + t1 − ǫ, e−Λ(t1−ǫ)m0, xt1−ǫ) + o(1)
−−−−→
ǫ→0+
exp
(
−
∫ t1
0
f(a0 + s, e
−Λs
m0, xs)ds
)
f(a0 + t1, e
−Λt1m0, xt1) = η
k
(a0,m0)
(t1)
Now, let us assume that Eq. (32) is verified for 1, . . . , k − 1. For all ǫ > 0 and for all 0 ≤ t1 ≤ · · · ≤ tk,
1
ǫk
P
({τ1 ∈ (t1 − ǫ, t1]} ∩ · · · ∩ {τk−1 ∈ (tk−1 − ǫ, tk−1]} ∩ {τk ∈ (tk − ǫ, tk]})
=
1
ǫk
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}1{Ztk−1=Ztk−ǫ}
1{Ztk−ǫ<Ztk}
]
=
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}1{Ztk−1=Ztk−ǫ}
1
ǫ
E
[
1{Ztk−ǫ<Ztk}
∣∣∣Ftk−ǫ]]
=
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}1{Ztk−1=Ztk−ǫ}
(
f(Atk−ǫ,Mtk−ǫ, xtk−ǫ) + o(1)
)]
=
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}1{Ztk−1=Ztk−ǫ}
]
︸ ︷︷ ︸
=:Q
×
(
f(tk − tk−1, e−Λ(tk−tk−1) ◦ θk−1(t1, . . . , tk−1)m0, xtk)︸ ︷︷ ︸
=:Q1
+o(1)
)
.
Q =
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}E
[
1{Ztk−1=Ztk−ǫ}
∣∣Ftk−1]]
=
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}
× exp
(
−
∫ tk−ǫ
tk−1
f(Atk−1 + s− tk−1, e−Λ(s−tk−1)Mtk−1 , xs)ds
)]
=
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}
×
(
exp
(
−
∫ tk
tk−1
f(s− tk−1, e−Λ(s−tk−1) ◦ θk−1(t1, . . . , tk−1), xs)ds
)
+ o(1)
)]
=
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}
]
×
(
exp
(
−
∫ tk
tk−1
f(s− tk−1, e−Λ(s−tk−1) ◦ θk−1(t1, . . . , tk−1), xs)ds
)
︸ ︷︷ ︸
=:Q2
+o(1)
)
Note that the third equality uses the fact that f is Lipschitz and that the function t1, . . . , tk−1 7→ θk−1(t1, . . . , tk−1)
is continous on Ωk−1. By hypothesis,
1
ǫk−1
E
[
1{τ1∈(t1−ǫ,t1]}∩···∩{τk−1∈(tk−1−ǫ,tk−1]}
]
−−−−→
ǫ→0+
ηk−1(a0,m0)(t1, . . . , tk−1).
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Since
Q2 ×Q1 = η
(
tk; θ
k−1(t1, . . . , tk−1)m0, tk−1, x
(a0,m0)
)
,
we get
1
ǫk
P
({τ1 ∈ (t1 − ǫ, t1]} ∩ · · · ∩ {τk−1 ∈ (tk−1 − ǫ, tk−1]} ∩ {τk ∈ (tk − ǫ, tk]})
−−−−→
ǫ→0+
η
(
tk; θ
k−1(t1, . . . , tk−1)m0, tk−1, x
(a0,m0)
)
ηk−1(a0,m0)(t1, . . . , tk−1) = η
k
(a0,m0)
(t1, . . . , tk).
This concludes the proof of Proposition 2.
B Proof of Lemma 5 i).
We first need an elementary ‘cut-off’ lemma:
Lemma. Grant Assumption 1. Let u0 ∈ L1(R+ × Rd,R+) and (ρ, x) be a weak solution to ALM-PDE (11). Then,
for all T > 0 and for all G ∈ C∞c (R+ × R+ × Rd),∫
Rd
∫ ∞
0
G(T, a,m)ρT (a,m)dadm−
∫
Rd
∫ ∞
0
G(0, a,m)u0(a,m)dadm =∫ T
0
∫
Rd
∫ ∞
0
{
∂tG(t, a,m) + ∂aG(t, a,m)−Λm · ∇mG(t, a,m) +
(
G(t, 0, γ(m))−G(t, a,m)) f(a,m, xt)}
ρt(a,m)dadmdt (51)
Proof. For any ε > 0, let us denote θε a (‘cut-off’) function in C∞c (R+) such that
θε(t) =
{
1, 0 ≤ t ≤ T
0, T + ε ≤ t and θ
′
ε(t) ≤ 0, ∀t ∈ R+. (52)
For any G ∈ C∞c (R+ × R+ × Rd), Gθε is an admissible test function. Thus, if (ρ, x) is a weak solution to ALM-
PDE (11), we can write
0 =
∫
Rd
∫ ∞
0
G(0, a,m)θε(0)u0(a,m)dadm
+
∫ ∞
0
∫
Rd
∫ ∞
0
{
∂t(G(t, a,m)θε(t)) + ∂a(G(t, a,m)θε(t))−Λm · ∇m(G(t, a,m)θε(t))
+
(
G(t, 0, γ(m))θε(t)−G(t, a,m)θε(t)
)
f(a,m, xt)
}
ρt(a,m)dadmdt
=
∫
Rm
∫ ∞
0
G(0, a,m)u0(a,m)dadm
+
∫ ∞
0
∫
Rd
∫ ∞
0
θε(t)
{
∂tG+ ∂aG−Λm · ∇mG+
(
G(t, 0, γ(m))−G(t, a,m)) f(a,m, xt)}ρt(a,m)dadmdt
+
∫ ∞
0
∫
Rd
∫ ∞
0
G(t, a,m)θ′ε(t)ρt(a,m)dadmdt
=: Q1 +Q2,ε +Q3,ε.
By dominated convergence,
Q2,ε −−−→
ε→0
∫ T
0
∫
Rd
∫ ∞
0
{
∂tG+∂aG−Λm ·∇mG+
(
G(t, 0, γ(m))−G(t, a,m)) f(a,m, xt)}ρt(a,m)dadmdt.
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The function t 7→ ∫
Rd
∫∞
0
G(t, a,m)ρt(a,m)dadm is continuous (since ρ ∈ C(R+, L1)). Hence, we have that
Q3,ε −−−→
ε→0
− ∫
Rd
∫∞
0
G(T, a,m)ρT (a,m)dadm:∣∣∣∣ ∫ ∞
0
∫
Rd
∫ ∞
0
G(t, a,m)θ′ε(t)ρt(a,m)dadmdt+
∫
Rd
∫ ∞
0
G(T, a,m)ρT (a,m)dadm
∣∣∣∣
=
∣∣∣∣ ∫ ∞
0
(∫
Rd
∫ ∞
0
G(t, a,m)ρt(a,m)dadm
)
θ′ε(t)dt−
∫ ∞
0
(∫
Rd
∫ ∞
0
G(T, a,m)ρT (a,m)dadm
)
θ′ε(t)dt
∣∣∣∣
≤
∫ ∞
0
∣∣∣∣ ∫
Rd
∫ ∞
0
G(t, a,m)ρt(a,m)dadm−
∫
Rd
∫ ∞
0
G(T, a,m)ρT (a,m)dadm
∣∣∣∣|θ′ε(t)|dt
≤ sup
t∈[T,T+ε]
∣∣∣∣ ∫
Rd
∫ ∞
0
G(t, a,m)ρt(a,m)dadm−
∫
Rd
∫ ∞
0
G(T, a,m)ρT (a,m)dadm
∣∣∣∣
−−−→
ε→0
0.
Let χ in C∞c (R× Rd,R+) such that
χ(a,m) = 1, for all a2 +‖m‖22 ≤ 1.
For all n ∈ N∗, we define v0,n(a,m) := χ(a/n,m/n) and we write G˜n ∈ C∞(R+ × R× Rd) the classical solution
of the transport equation
∂tG˜n(t, a,m) + ∂aG˜n(t, a,m)−Λm · ∇mG˜n(t, a,m) = 0, t > 0 (53a)
G˜n(0, a,m) = v0,n(a,m). (53b)
Fix T > 0. Because of finite speed of propagation of the transport equation, for all n, there exists a function Gn ∈
C∞c (R+ × R+ × Rd) such that Gn(t, a,m) = G˜n(t, a,m), for all (t, a,m) ∈ [0, T ]× R+ × Rd. By the Lemma, if
(ρ, x) is a weak solution of ALM-PDE (11) for initial datum u0 ∈ L1(R+ × Rd,R+), we have∫
Rd
∫ ∞
0
Gn(T, a,m)ρT (a,m)dadm−
∫
Rd
∫ ∞
0
Gn(0, a,m)u0(a,m)dadm =∫ T
0
∫
Rd
∫ ∞
0
{
∂tGn + ∂aGn −Λm · ∇mGn +
(
Gn(t, 0, γ(m))−Gn(t, a,m)
)
f(a,m, xt)
}
ρt(a,m)dadmdt.
As Gn is a solution of Eq. (53a) on time [0, T ], we get∫
Rd
∫ ∞
0
Gn(T, a,m)ρT (a,m)dadm−
∫
Rd
∫ ∞
0
Gn(0, a,m)u0(a,m)dadm =∫ T
0
∫
Rd
∫ ∞
0
{(
Gn(t, 0, γ(m))−Gn(t, a,m)
)
f(a,m, xt)
}
ρt(a,m)dadmdt.
For all (t, a,m) ∈ [0, T ]× R+ × Rd, Gn(t, a,m) −−−−→
n→∞
1. Thus, by dominated convergence, we get∫
Rd
∫ ∞
0
ρT (a,m)dadm−
∫
Rd
∫ ∞
0
u0(a,m)dadm = 0. (54)
This concludes the proof of Lemma 5 i).
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