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Neutrinos play an important role in compact star astrophysics: neutrino-heating is one of the main
ingredients in core-collapse supernovae, neutrino-matter interactions determine the composition of
matter in binary neutron star mergers and have among others a strong impact on conditions for
heavy element nucleosynthesis and neutron star cooling is dominated by neutrino emission except
for very old stars. Many works in the last decades have shown that in dense matter medium effects
considerably change the neutrino-matter interaction rates, whereas many astrophysical simulations
use analytic approximations which are often far from reproducing more complete calculations. In
this work we present a scheme which allows to incorporate improved rates for charged current
interactions, into simulations and show as an example some results for core-collapse supernovae,
where a noticeable difference is found in the location of the neutrinospheres of the low-energy
neutrinos in the early post-bounce phase.
PACS numbers: 26.50.+x, 23.40.-s, 97.60.Bw
I. INTRODUCTION
The first detection of gravitational waves (GWs) from
a binary neutron star (BNS) merger by the LIGO-Virgo
collaboration in August 2017, the event GW170817, in
coincidence with the observation of a gamma ray burst
(GRB170817a) and an electro-magnetic counterpart es-
tablished the beginning of multi-messenger astronomy
[1]. Many additional detections are expected including
several BNS mergers, during current and forthcoming
campaigns by large interferometric gravitational wave de-
tectors. This rapidly evolving new astronomy is revolu-
tionizing the exploration of the universe by addressing
fundamental questions such as the nature of gravity, of
dark matter, the origin of elements heavier than iron and
of properties of dense matter in compact stars. A com-
plete understanding of these exciting observations will be
achieved once they can be successfully confronted to the
predictions of theoretical modeling for which still many
questions remain open, among others concerning neu-
trino interactions. The latter play an essential role for
astrophysics of compact objects:
1. The dynamics of BNS mergers only marginally de-
pend on neutrino interactions. However, ejecta
composition and nucleosynthesis conditions are
very sensitive to the neutrino treatment and neu-
trino interactions.
2. The heating by neutrinos of the stalled shock wave
represents a crucial element for the dynamics of
core-collapse supernovae (CCSN), contributing to
the explosion mechanism
∗ micaela.oertel@obspm.fr
† aurelien.pascal@obspm.fr
‡ marco.mancini@obspm.fr
§ jerome.novak@obspm.fr
3. (Proto)-neutron star cooling is dominated by neu-
trino emission for millions of years.
Simulations of these processes are very expensive, so that
currently mostly analytic expressions for the relevant re-
action rates [2–5] are applied, which are, however, often
based on very crude approximations. Several corrections
have been added to the original expressions [2], such as
weak magnetism and recoil [6], nuclear structure cor-
rections [7, 8], effective masses and chemical potentials
for nucleons in dense matter [9–11], additional reactions
[12, 13] and superfluidity in cooling neutron stars older
than several minutes [14]. Several authors have, however,
pointed out since decades that in dense matter different
effects can additionally modify the neutrino matter inter-
action rates and neutrino emissivities by orders of magni-
tude, in particular nuclear correlations [15–21]. (Special)
relativistic effects can play an important role, too [22–24].
Most of the above discussed modifications have been cast
into correction factors to the original analytic expressions
for practical use in simulations. The NuLib library by
Evan O’Connor [25] provides the corresponding neutrino
opacities.
It is, however, not possible to provide analytic expres-
sions taking into account all known corrections. In view
of the computational effort, only few simulations go in-
deed beyond the analytical expressions. In particular,
the full phase space has been considered in several PNS
cooling simulations [10, 26] as well as for charged-current
opacities in the spherically symmetric CCSN simulations
of Fischer et al. [13] and the Garching group has im-
plemented additionally nuclear correlations following the
simplified formalism of Burrows and Sawyer [15, 16], see
Buras et al. [27] and Hu¨depohl et al. [28]. However, as for
neutrino-nucleus reactions, where already for a long time
tabulated and accurate data on selected nuclei from mi-
croscopic calculations accounting for nuclear correlations
and thermal effects exist [29–34], it is desirable that im-
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2proved rates for neutrino-nucleon reactions become more
generally available. In Roberts and Reddy [24] a first
step has been performed in this direction, neutrino opac-
ities for charged current reactions with the full relativistic
phase space including mean field corrections are provided
via the nuOpac library. In the present work we perform
a step further towards a complete neutrino toolkit, allow-
ing to provide state-of-the-art neutrino-matter interac-
tion rates directly applicable to simulations. As Roberts
and Reddy [24], we will concentrate on charged current
neutrino-nucleon interactions, i.e. neutrino absorption
and creation. We will stick to non-relativistic kinemat-
ics, but in addition to the full phase space, which is im-
portant at high densities [13, 24], we will include nuclear
correlations via the so-called “Random Phase Approxi-
mation”(RPA). The impact of RPA correlations on neu-
trino opacities has been studied in several works, see e.g.
Refs. [16, 17], but mostly only grey, i.e. neutrino en-
ergy independent, correction factors to the above cited
analytic approximation have yet been implemented. As
discussed in Section II C, the importance of RPA corre-
lations is, however, energy dependent and a density and
temperature dependent shift in reaction thresholds is in-
duced. It is thus obvious that the full physics cannot be
included into a grey factor and we will for the first time
provide opacities with the full dependence on neutrino
energy Eν , baryon number density nB , temperature T
and electron fraction Ye.
We will consider thermodynamic conditions relevant
for BNS mergers, CCSN and (proto)-neutron star cool-
ing during the first minutes which are rather similar:
hot and dense nuclear matter with different asymme-
tries, i.e. proton to neutron ratios. In the central and
hot parts, matter is homogeneous, whereas in the outer
regions, containing more dilute and cold matter, nu-
clear clusters coexist with free nucleons. Charged cur-
rent neutrino-nucleon reactions thereby, together with
neutrino-nucleon scattering, not only control neutrino
diffusion and emission in the central part, but strongly
influence the physics close to the neutrinospheres, too,
which is important for the dynamics and the characteris-
tics of the emerging neutrinos. Charged current reactions
on nucleons contribute critically to the heating of matter
behind the shock in a CCSN, too.
Since the aim of our work is to provide results for the
interaction rates going beyond the analytic approxima-
tions, complete opacity data as function of Eν , nB , T and
Ye as calculated within the present work can be found in
tabular form on the Compose data base [35]1 together
with the underlying equation of state (EoS) data. It
has been emphasized many times that it is important to
determine neutrino-nucleon interactions coherently with
the underlying EoS, i.e. employing the same model for
nuclear interactions, see e.g. [17]. In contrast to Roberts
and Reddy [24] who provide routines and Fischer et al.
1 https://compose.obspm.fr
[13] who use a phase space integration “on the fly” dur-
ing spherically symmetric simulations, we have chosen to
directly provide opacity tables since the numerical cal-
culations to obtain the rates in RPA (and probably any
other scheme taking into account nuclear correlations)
are much more time consuming than the simpler phase
space integrations due to the existence of collective ex-
citations in the nuclear response, see e.g. [36]. They
have thus anyway to be tabulated before they can be
implemented into simulations. We will show that our
scheme can indeed be applied to simulations and perform
CCSN simulations with fully energy dependent RPA cor-
relations. The impact on the early post bounce evolution
is discussed.
The paper is organized as follows. In Section II, neu-
trino opacities from charged current neutrino-nucleon in-
teractions are computed. After briefly recalling the for-
malism in Sec. II A, we compute in Sec. II B the polar-
ization function within different approximations devised
in previous works, some of them going beyond the stan-
dard (elastic) one. Results concerning neutrino opacities
in these different approximations are given in Sec. II C.
Section III shows some outputs from CCSN simulations
using these neutrino opacities in the solution of neutrino
transport. All these points are summarized and discussed
in Section IV.
II. CHARGED CURRENT NEUTRINO
OPACITIES
As mentioned in the introduction, different approxi-
mations have been considered to derive neutrino opaci-
ties from charged current neutrino-nucleon interactions.
The elastic approximation [2] consists in neglecting any
momentum transfer to the nucleons, assuming non-
interacting nucleons and approximating the nucleonic
form factors by lowest order constants. In Horowitz [6],
several corrections are introduced and corresponding an-
alytic expressions are derived: (i) a momentum depen-
dence of the nucleonic form factors which becomes im-
portant for energies close to the relevant scale of 1 GeV
and which can thus safely be neglected in our case, (ii)
weak magnetism corrections to the nucleonic form fac-
tors which are proportional to the difference in proton
and neutron magnetic moment. These corrections are
relevant at any density and can be of the order of 10%,
(iii) phase space corrections up to order Eν/mi, where
mi are free nucleon masses and Eν the neutrino energy.
The seminal work of Refs. [9, 16, 17] in the late 1990’s
discusses the effect of nuclear interactions on the opacities
as well in mean field approximation as in RPA. The latter
is a method widely used in nuclear physics in order to
account for nuclear correlations beyond mean field. It
sums up particle-hole excitations of the nuclear medium
within the long range collective (linear) response. At low
densities, mean field is recovered. RPA correlations can
reduce opacities by up to a factor five in high density
3matter [16, 17, 37].
More recently, interactions in dense asymmetric mat-
ter have regained interest since it has been pointed out
that they lead to a difference in proton and neutron sin-
gle particle energies which can be of the order of sev-
eral tens of MeV and can have sizable consequences for
charged current opacities. Several authors have inves-
tigated the impact of these interactions by introduc-
ing effective masses and chemical potentials calculated
from mean field into the elastic approximation opacity
on proto-neutron star cooling [10, 11]. Since the effect
is opposite for neutrinos and anti-neutrinos, the energy
difference between neutrinos and anti-neutrinos during a
CCSN is enhanced, allowing for more neutron rich ejecta
in CCSN neutrino driven winds with consequences for
nucleosynthesis [10, 11]. Roberts and Reddy [24] have in-
corporated these mean field effects within full relativistic
kinematics and have shown that in particular at high den-
sities, when the transferred momentum becomes large,
opacities are altered by a factor of a few.
In the following section II A we will present the general
formalism before deriving explicit expressions within dif-
ferent approximations and discussing numerical results.
A. Formalism
In this section we will derive expressions for neutrino
opacities arising from the following reactions for neutrino
p+ e− ↔ n+ νe p↔ n+ e+ + νe (1)
and anti-neutrino opacities
n↔ p+ e− + ν¯e n+ e+ ↔ p+ ν¯e (2)
following Refs. [38, 39]. Let us consider a general pro-
cess (creation/absorption) with an incoming/outgoing
nucleon and an incoming/outgoing lepton, where one of
the leptons is a neutrino. The different reaction rates can
be calculated from the kinetic equation for the neutrino
Green’s function G>,<ν :
i∂λXTr[γλG
<
ν (X, kν)] =− Tr[G>ν (X, kν)Σ<(X, kν)
−Σ>(X, kν)G<ν (X, kν)] , (3)
with kν the neutrino four-momentum and assuming that
the neutrino Green’s function is a slowly varying function
of the space-time coordinate X = (t, ~x). Neutrino self
energies are denoted by Σ>,< and γµ are the standard
gamma matrices. Close to equilibrium and for a spatially
homogeneous system, which is the case for our problem,
we can write for the Green’s function
iG<ν = −(kν/+ µνγ0)
pi
Eν
{fν(t, ~kν)δ(k0ν + µν − Eν)
−(1− fν¯(t,− ~kν))δ(k0ν + µν + Eν)}
iG>ν = (kν/+ µνγ
0)
pi
Eν
{(1− fν(t, ~kν))δ(k0ν + µν − Eν)
−fν¯(t,− ~kν)δ(k0ν + µν + Eν)} , (4)
where µν denotes the (equilibrium) neutrino chemical po-
tential, Eν the (on-shell) neutrino energy and fν,ν¯(t, ~kν)
the (anti-)neutrino distribution functions. A slashed
four-momentum, e.g. kν/, indicates the contraction of the
corresponding four-momentum with the gamma matri-
ces.
The neutrino self energies are calculated in lowest order
as follows
Σ<(t, kν) =
G2FV
2
ud
2
∫
d4ke
(2pi)4
γλ(1− γ5)
× (−iG<(ke))γσ(1− γ5)Π>λσ(ke − kν) , (5)
and analogously for Σ>. GF denotes here the Fermi cou-
pling constant and Vud the quark mixing matrix element
entering the charged current processes with nucleons.
G<(ke) stands for the electron/positron Green’s function
with momentum ke and the polarization functions Π
>,<
are the W -boson self-energies which in the present con-
text with energies maximally of the order hundreds of
MeV can be safely evaluated from Fermi theory.
For better readability, we will focus the following
derivations on electronic reactions and only give the full
final expressions for positronic processes. Combining
Eqs. (4, 5), and inserting the explicit expression for the
electron Green’s function, the traces on the right hand
side of Eq. (3) become
Tr[G>ν Σ
<] = −iG
2
FV
2
ud
2
∫
d4ke
(2pi)4
pi2
EνEe
Π
(>)
λσ ×
Tr[(kν/+ µνγ0)γ
λ(1− γ5)(ke/+me + µeγ0)γσ(1− γ5)]
× feδ(k0e + µe − Ee){(1− fν)δ(k0ν + µν − Eν)
− fν¯δ(k0ν + µν + Eν)} (6)
and analogously for Tr[G<Σ>] (me and µe are electron
mass and chemical potential, respectively). The trace on
the left hand side of Eq. (3) can be evaluated as
iTr[γ0G<ν ] = −4(k0ν + µν)
pi
Eν
{fνδ(k0ν + µν − Eν)
−(1− fν¯)δ(k0ν + µν + Eν)} . (7)
After integration over the zero-component of the neutrino
momentum, we get the following expression for the time
derivative of the (anti-)neutrino distribution function:
∂
∂t
fν =− iG
2
FV
2
ud
16
∫
d3ke
(2pi)3
1
EeEν
Lλσ×
{(1− fν)feΠ>λσ(q)− fν(1− fe)Π<λσ(q)} ,
∂
∂t
fν¯ =− iG
2
FV
2
ud
16
∫
d3ke
(2pi)3
1
EeEν
Lλσ×
{(1− fν¯)(1− fe)Π<λσ(q¯)− fν¯feΠ>λσ(q¯)} , (8)
where q = (Ee − Eν − µe + µν , ~ke − ~kν), q¯ = (Ee + Eν −
µe + µν , ~ke + ~kν). The lepton tensor L
λσ only depends
on electron and neutrino energies and momenta, not on
the chemical potentials:
Lλσ = Tr[(Ke/+me)γ
σ(1− γ5)Kν/ γλ(1− γ5)] , (9)
4where Ke = (Ee, ~ke),Kν = (Eν , ~kν) with on-shell ener-
gies. The forward and backward polarization functions
can be related to the retarded one in the following way
Π>λσ(q) = −2i(1 + fB(q0))ImΠRλσ(q)
Π<λσ(q) = −2ifB(q0)ImΠRλσ(q) , (10)
where fB denotes the Bose-Einstein distribution func-
tion, fB(q0) = 1/(e
q0/T − 1). The electron distribu-
tion function is described by a Fermi-Dirac distribution,
fe = fF (Ee) = 1/(e
(Ee−µe)/T + 1). Inserting Eq. (10)
in Eq. (8), the change in the (anti-)neutrino distribution
function due to electronic processes can finally be written
as
∂
∂t
fν =− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
LλσImΠRλσ(q)×
{(1− fν)fF (Ee − µe)(1 + fB(q0))
− fν(1− fF (Ee − µe))fB(q0)} ,
∂
∂t
fν¯ =− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
LλσImΠRλσ(q¯)×
{(1− fν¯)(1− fF (Ee − µe))fB(q¯0)
− fν¯fF (Ee − µe)(1 + fB(q¯0))} . (11)
From this change in (anti-)neutrino distribution function
we can deduce the (anti-)neutrino emissivity j and the
inverse mean free path 1/λ which are related to the cre-
ation and absorption rates via
∂
∂t
fν = j(Eν) (1− fν)− 1
λ(Eν)
fν
∂
∂t
fν¯ = ¯(Eν) (1− fν¯)− 1
λ¯(Eν)
fν¯ (12)
as
j(Eν) =− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
LλσImΠRλσ(q)×
fF (Ee − µe)(1 + fB(q0)) + positronic
1
λ(Eν)
=− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
LλσImΠRλσ(q)×
(1− fF (Ee − µe))fB(q0) + positronic (13)
for neutrinos and
¯(Eν) =− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
LλσImΠRλσ(q¯)×
(1− fF (Ee − µe))fB(q¯0) + positronic
1
λ¯(Eν)
=− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
LλσImΠRλσ(q¯)×
fF (Ee − µe)(1 + fB(q¯0)) + positronic (14)
for anti-neutrinos. The above expressions only explic-
itly contain the contribution of electronic processes and
positronic ones have to be added in order to obtain the
complete emissivity and mean free path. The latter can
easily be derived, see appendix C. The properties
fF (Ee − µe)(1 + fB(q0)) =
fB(q0)(1− fF (Ee − µe)) exp((−Eν + µν)/T ) ,
fF (Ee − µe)(1 + fB(q¯0)) =
fB(q¯0)(1− fF (Ee − µe)) exp((Eν + µν)/T ) (15)
relate emissivity and inverse mean free path and reflect
detailed balance. Similar properties reflect detailed bal-
ance for processes with positrons, see appendix C. It is
common to introduce the absorption opacity corrected
for stimulated absorption, see e.g. [4],
κ∗a(Eν) =
1
1− fF (Eν − µν)
1
λ(Eν)
= j(Eν) +
1
λ(Eν)
,
κ¯∗a(Eν) =
1
1− fF (Eν + µν)
1
λ¯(Eν)
= ¯(Eν) +
1
λ¯(Eν)
,
(16)
where fF (Eν±µν) is the equilibrium (anti-)neutrino dis-
tribution function. Speaking about opacities below, we
will always refer to κ∗a and κ¯∗a for neutrinos or anti-
neutrinos, respectively, containing the contributions from
both electronic and positronic processes.
The leptonic part in Eqs. (13,14) is evaluated straight-
forwardly, whereas the polarization function with the nu-
cleonic part contains all the difficult physics related to
nuclear interactions in the dense and hot medium.
B. Calculation of the polarization function
Within this section we will present the different ap-
proximations which we have employed in order to calcu-
late the polarization function. First of all, we consider
the nucleonic form factors being constant neglecting any
momentum dependence and corrections from weak mag-
netism. The former is anyway very small since the en-
ergies in our case are well below the relevant scale of
1 GeV [6]. The latter correction [6] will be included in fu-
ture work. Second, since nuclear masses are much higher
than typical energies, in this work the non-relativistic
approximation will be employed. Let us mention that
relativistic corrections might be important, in particular
if effective masses become of the same order as other en-
ergies [22–24], but a closer inspection of this question will
be kept for future work. Applying these two assumptions,
the polarization function can be written as
ΠRλσ = gλ0gσ0g
2
V ΠV + (gλ0gσ0 − gλσ)g2AΠA , (17)
with a vector contribution ΠV and an axial one ΠA. gV/A
are the nucleonic (axial) vector form factors. The metric
gλσ denotes here the flat space Minkowski metric with
signature (1,−1,−1,−1). From vector current conser-
vation gV = 1, and gA/gV = 1.2695 from free neutron
5decay. A contraction with the lepton tensor, see Eq. (9)
then yields
LλσΠRλσ = 8 (ΠV (2EeEν −Ke ·Kν)
+ΠA(2EeEν +Ke ·Kν)) . (18)
1. Elastic approximation
Many works in the literature consider the so-called
elastic approximation, where the momentum transfer to
the nucleons is neglected [2]. In that case we can write
Im ΠV (q) = Im ΠA(q)
= −pi (np − nn) δ(q˜0 +mp −mn) , (19)
where nn/p are the neutron/proton number densities and
mn/p the neutron/proton masses, respectively, and the
energy argument of the δ-function, q˜0 is shifted with re-
spect to q0 by the difference in proton and neutron chem-
ical potentials, q˜0 = q0 + µn − µp. The remaining inte-
gration over electron momenta in Eq. (11) can then be
carried out analytically. We obtain
∂
∂t
fν =
G2FV
2
ud
pi
(g2V + 3g
2
A)
√
1− m
2
e
E2e
E2e (np − nn)
× ((1− fν)fF (Ee − µe)(1 + fB(q0))
−fν(1− fF (Ee − µe))fB(q0)) , (20)
with Ee = Eν + mn − mp − (µn − µp − µe + µν) =
Eν+mn−mp and q0 = mn−mp+µp−µn. This expression
is in agreement with the result in Bruenn [2]. The cor-
responding expressions for anti-neutrino and positronic
reactions can be obtained analogously, explicit formulas
are listed for completeness in appendix C. Corrections to
these expressions, taking into account the phase space to
first order in Eν/mi, have been derived in [6].
2. Mean field approximation
It has been pointed out [9–11] that mean field correc-
tions to charged current processes can become important
in asymmetric matter such as in CCSN or neutron stars
and BNS mergers since the neutron and proton energy
differences are enhanced by a difference in mean field in-
teraction potentials. In mean field, the interaction can
be recast into the definition of effective masses, chemical
potentials and/or single particle energies of the nucleons,
such that formally the system can be treated as a free gas,
with additional self-consistent equations determining the
effective quantities and potential terms for energy and
pressure. In particular the distribution function still has
the form of a free gas. For instance, in relativistic mean
field models
fF (
√
~k2 +m2i − µi)→ fF (
√
~k2 + (m∗i )2 − µ∗i ) (21)
with effective masses m∗i and chemical potentials µ
∗
i and
the index i stands for neutrons or protons, respectively.
Considering the momenta being much smaller than the
masses, we reach the non-relativistic limit considered
here with
~k2
2mi
+mi − µi →
~k2
2m∗i
+m∗i − µ∗i . (22)
Eq. (22) can be rewritten in terms of non-relativistic
mean field interaction potentials Ui = µi − µ∗i as [40]
~k2
2mi
+mi − µi →
~k2
2m∗i
+m∗i + Ui − µi . (23)
which resembles the standard definition of interaction po-
tentials in non-relativistic Skyrme models, see e.g. [41],
~k2
2mi
+mi − µi →
~k2
2m∗i
+mi + U
Sky
i − µi . (24)
For later convenience we will introduce a common nota-
tion ik =
~k2
2m∗i
+ m∗i , defining an effective chemical po-
tential for Skyrme models as µ∗i (Skyrme) = µi −USkyi +
m∗i−mi = µi−Ui. Note the additional difference between
the free and the effective mass which arises from the dif-
ferent definitions of the effective mass in relativistic and
non-relativistic models.
The exact values of these effective quantities depend
of course on the equation of state, but it should be noted
that the difference in proton and neutron potentials can
reach several tens of MeV in asymmetric matter. Note
in addition that the calculations of the interaction po-
tentials within the virial expansion in Horowitz et al. [42]
suggest that the potential difference between protons and
neutrons is underestimated by mean field calculations.
These corrections can be incorporated into the rates
from the elastic approximation: the nucleon masses in
Eq. (19) become effective masses mi → m∗i and q˜0 be-
comes q˜0 = q0 +µ
∗
n−µ∗p meaning in particular that there
is an additional shift by Up−Un. Eq. (20) then becomes
∂
∂t
fν =
G2FV
2
ud
pi
(g2V + 3g
2
A)
√
1− m
2
e
E2e
E2e
((1− fν)fF (Ee − µe)ηpn
−fν(1− fF (Ee − µe))ηnp) , (25)
where Ee = Eν +m
∗
n −m∗p + Un − Up and
ηij =
ni − nj
1− exp((−m∗j +m∗i − Uj + Ui − µi + µj)/T )
.
(26)
This result is in agreement with the expression in Bruenn
[2], modified due to mean field effects, see e.g. Fischer
et al. [13]. Again, explicit formulas for anti-neutrino and
positron reactions can be found in appendix C.
6The next step is to relax the elastic approximation, i.e.
to include the full nucleonic phase space. Staying on the
mean field level, the polarization function becomes
Im ΠV (q) = Im ΠA(q) = 2ImL(q) , (27)
with the well-known Lindhard function L(q),
L(q) = lim
η→0
∫
d3k
(2pi)3
fF (
p
k − µ∗p)− fF (nk+q − µ∗n)
q˜0 + iη + 
p
k − nk+q
.
(28)
An analytic expression can be derived for its imaginary
part [9], see appendix B. Please note that the expres-
sion proposed in Burrows and Sawyer [16] neglects the
difference in effective masses between protons and neu-
trons –which can be important in asymmetric matter –,
and does not consistently include the effect of nucleonic
interaction potentials, see the discussion of that point in
Roberts et al. [10], too. The integration over electron mo-
menta in Eq. (11) to obtain the opacities can, in contrast
to the elastic approximation, no longer be performed an-
alytically. In section II C we will discuss numerically cal-
culated opacities from this mean field approach with full
phase space.
3. RPA polarization function
Technically, in order to obtain the RPA polarization
function, in the above expressions for the neutrino and
anti-neutrino rates, the Lindhard function has to be re-
placed by the RPA vector and axial polarization function,
respectively. Previous works [16, 17] have considered the
so-called Landau approximation, where the polarization
function can be written as [36]
Im ΠV (q) = Im
L(q)
1− 2fccL(q) , (29)
Im ΠA(q) = Im
L(q)
1− 2gccL(q) , (30)
where fcc and gcc represent the residual interaction and
the factor two arises from spin degeneracy. Explicit ex-
pressions for the parameters fcc and gcc in terms of the
usual Skyrme parameters can be found in Hernandez
et al. [36], extended to asymmetric matter [43]. Note that
these Landau parameters depend on the Fermi momenta
of protons and neutrons separately and are thus density
and charge fraction dependent in contrast to the con-
stant symmetric matter values assumed in Burrows and
Sawyer [16], see the criticism in Horowitz and Schwenk
[20]. A relativistic version can be found in Reddy et al.
[17]. Please note that in Eq. (30) the real part of the
Lindhard function enters, too. For equal masses, and as-
suming additionally the classical (Boltzmann) limit for
the distribution functions, an analytic expression for this
real part can be obtained [15]. This is no longer pos-
sible including the full mean field effects with effective
masses and interaction potentials and applying Fermi-
Dirac statistics for the nucleons. Therefore, we compute
the real part via a dispersion relation from Eq. (B8).
Unfortunately, most of the Skyrme forces show an in-
stability in the spin-isospin (axial) channel at high den-
sity [44], leading to a diverging (anti-) neutrino opacity.
This channel is anyway very badly constrained by the
usual fitting procedure of Skyrme forces. Two possible
remedies have been proposed in the literature:
1. Employ a microscopically motivated residual in-
teraction in this channel instead of Eq. (30), see
e.g. Reddy et al. [17], Eqs. (53)-(57), or [45]. The
axial response then becomes
Im ΠA(q) = ImL(q)
(
1
3DL(q)
+
2
3DT (q)
)
, (31)
with a transverse DT and a longitudinal DL part,
DI(q) = {1− 2VI(q)ReL(q)}2
+ {2VI(q)ImL(q)}2 . (32)
The residual interaction is given by
VL(q) =
f2piNN
m2pi
(
~q2
q2 −m2pi
F 2pi (q) + g
′
)
(33)
VT (q) =
f2piNN
m2pi
(
2 ~q2
q2 −m2ρ
F 2ρ (q) + g
′
)
. (34)
The piNN and ρNN form factors are taken as Fpi =
(Λ2pi −m2pi)/(Λ2pi − q2) and Fρ = (Λ2ρ −m2ρ)/(Λ2ρ −
q2). For numerical applications, we will take for the
parameters [45]: fpiNN = 1.01, g
′ = 0.6,mpi = 140
MeV, mρ = 770 MeV, Λpi = 550 MeV, Λρ = 1
GeV.
As can be seen from Eq. (34), in this case the resid-
ual interaction becomes momentum dependent and
is suppressed for high momenta |~q|, as it is expected
from microscopic calculations.
2. Add an additional repulsive term in this particular
channel, without changing the remaining proper-
ties of the model and in particular the equation
of state [46]. In this case, gcc → gcc + t′3 n2B/4 in
Eq. (30) with the additional parameter t′3 which
will be taken as t′3 = 1× 104 MeV· fm92 in numeri-
cal applications [46] in numerical applications [46].
This approach has the advantage of remaining co-
herent with the underlying EoS.
2 This value is half the value of Margueron and Sagawa [46],
but it still garantuees stability at high densities and does only
marginally change the results at low density since the correction
term is ∝ n2B .
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type interactions in the charge exchange channel has
been presented in Hernandez et al. [36] and extended
to Skyrme forces with tensor terms [47]. Some first re-
sults for charged-current neutrino opacities have recently
been discussed [37]. However, we expect the essential ef-
fect of RPA correlations on the neutrino opacities to be
already comprised in the Landau approximation, which
is numerically much faster to evaluate, at least as long
as the momentum transfer does not become too large –
recall that it results from a low-momentum expansion. In
addition, the instability in the spin-isospin channel men-
tioned above, although less pronounced in full RPA due
to the momentum dependence of the residual interaction,
persists with a diverging opacity already for densities and
temperatures relevant for (proto-)neutron star and post-
merger matter for many standard Skyrme forces. We
have therefore decided to produce the complete opacity
data within Landau approximation, adding the repulsive
term from Margueron and Sagawa [46] in the spin-isospin
channel to keep consistence with the EoS.
C. Resulting neutrino opacities
1. Equation of state
During the different stages of the core collapse evolu-
tion or during a BNS merger wide domains of density
(10−12 . nB . 1 fm−3), temperature (0.1 . T . 50
MeV) and charge fraction (0.01 . Ye . 0.6) are ex-
plored. Matter composition changes throughout with nu-
clear clusters present at low densities and temperatures
and homogeneous matter elsewhere. Matter consists of
baryons –in the simplest case just nucleons and nuclear
clusters–, leptons and photons. Charged leptons and
photons are usually treated as ideal Fermi and, respec-
tively, Bose gases, whereas neutrinos, being in general not
in equilibrium, are not included in the EoS. The detailed
composition and thermodynamics of baryonic matter is
still under debate, due to the uncertainties in effective in-
teractions and the difficulties in the modeling a strongly
interacting many-body system.
For this work, we will use two different EoS models. As
a fiducial case for which we will calculate neutrino opac-
ities in RPA, we will consider the NSE model of Raduta
and Gulminelli [48, 49] named “RG(SLy4)”. It employs
the non-relativistic SLy4 [50] Skyrme interaction for nu-
cleons. Mean field and elastic approximation results will
be compared with the NSE model of [51] with the DD2
[52] relativistic mean field interaction for the nucleons
(“HS(DD2)”), see Hempel et al. [53]. Both EoS mod-
els fulfill constraints from nuclear experiments and the
neutron star maximum mass [54–56] and are in reason-
able agreement with theoretical ab initio determinations
of the low density neutron matter EoS, see e.g. [57] for a
discussion. In addition, the tidal deformability calculated
from RG(SLy4) falls within the 90% confidence interval
for GW170817 [1, 58] and HS(DD2) is marginally com-
patible. The contribution from electrons, positrons and
photons is included.
2. Interpolation procedure
For easy and fast evaluation of the neutrino opacities
on the fly during simulations, we interpolate the opac-
ity data as functions of neutrino energy and provide the
coefficients for each grid point in (T, nB , Ye) of the corre-
sponding EoS data. More precisely we employ an eighth
order polynomial for log(κ∗a) and log(κ¯∗a) as functions of
log(Eν) to interpolate the opacities for (anti-)neutrino
energies Eν between 0.1 and 250 MeV. An additional
difficulty arises if the opacities show rapid variation in a
small energy interval, which can happen for instance at
the different reaction thresholds which become very pro-
nounced at low temperature. In order to avoid oscilla-
tions in the interpolation due to the Gibbs phenomenon
in this case, the entire energy range 0.1 ≤ Eν ≤ 250
MeV is divided into several domains, where the interpo-
lation prescription, see Eq. (35) below, is applied in each
domain. The number of domains (nd) and the domain
borders E
min/max
ν are determined from the position of
the thresholds and the variation of the opacities in the
vicinity of the respective thresholds.
The energy interval Eν ∈ [Eminν , Emaxν ] has been
mapped to the interval ξ ∈ [−1, 1] via an affine map-
ping log(Eν) = αξ+β. The opacities are then computed
via
log(κ) =
N∑
n=0
cn(T, nB , Ye)ξ
n (35)
with the coefficients cn depending on the thermodynamic
conditions and N = 8.
Fig. 1 shows an example of the choice of domains to
avoid an oscillating interpolation function in the case of
a threshold. It corresponds to T = 6 MeV, nB = 0.025
fm−3, Ye = 0.53 and the opacities have been calculated
with the RG(SLy4) EoS employing RPA in Landau ap-
proximation with a nonzero t′3. At low Eν the reaction
p + e− + ν¯ → n is dominant, whereas at higher energies
n + e+ → p + ν¯ overtakes. The threshold slightly below
Eν = 1 MeV is clearly visible and the opacity varies by
orders of magnitude in a narrow energy interval close to
this threshold. The oscillations in the interpolation on
the left panel are clearly visible, whereas a better choice
of domain border reduces them considerably, see the right
panel.
3. Opacities
Let us now discuss the opacities resulting from the dif-
ferent approximations for various thermodynamic condi-
tions. The most interesting regions are probably located
8T nB Ye EoS xn xp Un Up ∆U m
∗
n m
∗
p
(MeV) (fm−3) (MeV) (MeV) (MeV) (MeV) (MeV)
5.25 10−4 0.1 HS(DD2) 0.89 0.090 0.372 0.293 7.89×10−2 939.1 937.8
5.11 1.15×10−4 0.1 RG(SLy4) 0.89 0.089 0.312 -0.113 0.2202 939.2 938.1
19.1 5.25×10−3 0.1 HS(DD2) 0.86 0.069 18.46 14.48 3.979 918.7 917.4
19.5 5.29×10−3 0.1 RG(SLy4) 0.87 0.072 15.21 0.794 -6.842 922.3 930.2
5.25 1.20×10−2 0.15 HS(DD2) 0.54 0.008 25.93 19.39 6.531 910.0 908.7
5.11 1.19×10−2 0.15 RG(SLy4) 0.35 0.004 13.50 -2.032 6.642 924.5 932.1
12.0 1.20×10−2 0.1 HS(DD2) 0.82 0.043 38.67 30.05 8.619 895.6 894.3
12.1 1.19×10−2 0.1 RG(SLy4) 0.75 0.033 28.66 -1.308 11.96 907.3 924.0
8.32 1.10×10−1 0.05 HS(DD2) 0.95 0.05 284.5 239.4 45.10 611.9 610.6
8.19 1.10×10−1 0.05 RG(SLy4) 0.95 0.05 233.0 58.10 43.77 663.0 792.8
TABLE I: Effective masses, interaction potentials and fractions of protons xp and neutrons xn under the
thermodynamic conditions for which the different opacities are shown in Figs. 2 - 3.
∆U = m∗n −m∗p + Un − Up − (mn −mp) is the shift in reaction threshold due to mean field effects, see Eq. (25).
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FIG. 1: (color online) Example of the interpolation procedure and distribution of the energy domains in the case of
a pronounced reaction threshold for T = 6 MeV, nB = 0.025 fm
−3, Ye = 0.53 with RG(SLy4) EoS and RPA in
Landau approximation. The crosses indicate the calculated points using five domains in energy, and the solid line
corresponds to the interpolation. On the left hand side oscillations due to the Gibbs phenomenon in the
interpolation function are clearly visible, whereas a better choice of the energy domains and thus a better
distribution of the interpolated data points on the right hand side avoids them.
close to the respective neutrinospheres. Since the opaci-
ties depend on neutrino energy and flavor, it is obvious
that the location where neutrinos decouple from matter
varies as function of these quantities. It has been ob-
served that low energy neutrinos have in general lower
opacities, i.e. longer mean free paths and decouple fur-
ther inside and thus at higher densities and temperatures
than high energy neutrinos.
A comprehensive analysis for binary merger simula-
tions indicates densities 10−4 . nB . 10−1 fm−3 , tem-
peratures T ∼ 1-10 MeV and electron fractions Ye ∼ 0.05
- 0.3 at the corresponding neutrinospheres for neutrino
energies Eν ∼ 3-100 MeV [59]. The highest densities and
temperatures as well as the lowest electron fractions are
thereby associated with the lowest neutrino energies. Al-
though evolving with time and being sensitive to the sim-
ulation setup, in particular the neutrino treatment and
the EoS, these values can be considered as typical ones
for a binary merger remnant. Fig. 2 shows the opaci-
ties employing the different approximation schemes for
two different thermodynamic conditions, chosen within
the above ranges. The upper panels, with T = 8 MeV,
nB = 0.11 fm
−3 and Ye = 0.05 are more relevant for neu-
trinos with low energies, whereas the lower panels show
T = 5 MeV, nB = 0.01 fm
−3 and Ye = 0.15, conditions
close to decoupling for neutrinos with slightly higher en-
ergies.
The passage of the shock heats up matter between the
proto-neutron star surface and the neutrinosphere in a
CCSN such that compared with the conditions of the
binary merger remnant, for CCSN we have to consider
slightly higher temperatures with very similar densities
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FIG. 2: (color online) Neutrino (left) and anti-neutrino (right) opacities for T = 8 MeV, nB = 0.11 fm
−3 and
Ye = 0.05 (upper panels), and T = 5 MeV, nB = 0.01 fm
−3 and Ye = 0.15 (lower panels). These correspond to
typical conditions for the decoupling of neutrinos in the merger remnant [59], the former are more relevant for lower
neutrino energies than the latter. The different line types distinguish the different approximations and results with
HS(DD2) are indicated in red, whereas those with RG(SLy4) are in blue, see section II B for details. The dominant
processes contributing to the opacities in a certain energy domain are mentioned in the figure, too.
and electron fractions. From our fiducial simulations,
see section III, we have chosen three different thermo-
dynamic conditions for which opacities are displayed in
Fig. 3: T = 12 MeV, nB = 0.01 fm
−3 and Ye = 0.1
(upper panels), T = 19 MeV, nB = 5 × 10−3 fm−3 and
Ye = 0.1 (middle panels) and T = 5 MeV, nB = 10
−4
fm−3 and Ye = 0.1 (lower panels). The neutrinosphere
for ν¯e is thereby located slightly closer to the center, i.e.
at slightly higher densities and temperatures. The first
example (upper panels) thereby correspond roughly to
conditions at the neutrinosphere for low energy ν¯e at
early post-bounce and for νe at later times, the second is
relevant for low energy anti-neutrinos and the third for
both νe and ν¯e, but with higher energies of the order ten
MeV. The neutrinospheres of (anti-)neutrinos with still
higher energies are located at lower densities and tem-
peratures.
As can be seen from Fig. 3, lower panels, at nB = 10
−4
fm−3, the difference between the approximation schemes
is very small, the largest difference is reached for Eν . 1
MeV and does not exceed a factor 1.5. There are two
reasons for that: first, only small momentum transfers
are involved, such that the elastic approximation 3 is well
justified for the present conditions; second, as well mean
field as RPA effects arise due to interactions in the dense
nuclear medium and the corresponding corrections are
thus small at low densities. In Table I we list effective
masses and interaction potentials for the thermodynamic
3 Note that the difference in neutron and proton number densi-
ties entering Eq. (20) should in principle be calculated with free
masses and chemical potentials, differing thus from the values
given by the EoS. For the curves labeled “elastic”, we have em-
ployed the densities from the EoS, thus including already some
mean field effects.
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FIG. 3: (color online) Neutrino (left) and anti-neutrino (right) opacities for T = 12 MeV, nB = 0.01 fm
−3 and
Ye = 0.1 (upper panels), T = 19 MeV, nB = 5× 10−3 fm−3 and Ye = 0.1 (middle panels) and T = 5 MeV,
nB = 10
−4 fm−3 and Ye = 0.1 (lower panels). These correspond to typical conditions close to the neutrinosphere in
a CCSN from our fiducial simulation, see section III. The different line types distinguish the different
approximations and results with HS(DD2) are indicated in red, whereas those with RG(SLy4) are in blue. The
dominant processes contributing to the opacities in a certain energy domain are mentioned in the figure, too.
11
conditions of Figs. 2 and 3 and the two employed EoS and
it can easily be checked that the interaction potentials
are indeed small and effective masses are close to the free
masses in the present case.
The situation becomes different at higher densities. At
nB = 5× 10−3 fm−3, see panel (c) and (d) in Fig. 3, mo-
mentum transfer is still small for the considered neutrino
energies, such that the mean field results agree well be-
tween the elastic approximation (dotted lines) and the
full phase space integration (solid lines) for both EoS.
The only noticeable difference is that the opacities do
not vanish any more close to the reaction thresholds
upon full phase space integration, see panel (d). The
mean field corrections, however, are large. The most
prominent effect is the shift of the reaction threshold by
±∆U = −(m∗n −m∗p + Un − Up − (mn −mp)) where the
lower sign corresponds to neutrinos and the upper one to
anti-neutrinos, respectively. This shift is clearly visible
for the anti-neutrino opacities and it is more pronounced
for RG(SLy4) since |∆U | is larger, see Table I. For neu-
trinos, no reaction threshold lies within the shown en-
ergy range. RPA correlations tend to decrease the shift
in reaction threshold and push it to lower anti-neutrino
energies. Both, neutrino and anti-neutrino opacities are
strongly suppressed for low Eν . 1 MeV and approach
the mean field results at higher energies. In particular,
for Eν & 30 MeV almost no difference is observed any
more. This clearly shows, together with the shift in re-
action thresholds, that RPA correlations cannot be cast
into a grey correction factor, i.e. multiplying the mean
field rates by a common factor for all (anti-)neutrino en-
ergies.
The prevailing role of the axial (spin-isospin) channel
in the RPA results, see e.g. Reddy et al. [17], is confirmed
by the shown opacities. The vector channel is treated in
the same way for all RPA models, The observed non neg-
ligible difference in the opacities is thus entirely due to
the different prescriptions chosen for the axial channel,
see section II B 3. In all figures “RPA” denotes the re-
sults obtained by employing the gcc parameter from the
standard Skyrme interaction [36], “RPA t′3” those with
an additional repulsive term [46] and “RPA piρ” employs
the microscopically motivated piρ-model [17]. For the
present case at T = 19 MeV, nB = 5 × 10−3 fm−3 and
Ye = 0.1, the piρ model leads to a suppression by roughly
a factor 1.5 with respect to mean field results at low Eν ,
whereas for the two other RPA models the suppression
is about twice as strong and reaches roughly a factor
three. Similarly large differences following the prescrip-
tion for the residual interaction in the axial channel are
seen for other thermodynamic conditions, see Figs. 2 and
3. The uncertainties in the opacities due to this badly
constrained interaction probably predominate over the
differences between Landau approximation and full RPA,
although the latter might become important at high den-
sities with higher momentum transfers.
At these conditions the difference in opacities between
both EoSs using the mean field approximation is almost
as important as the differences between RPA and mean
field results. This is no longer the case at nB = 10
−2
fm−3, see Fig. 3, panels (e) and (f) as well as Fig. 2,
panels (a) and (b). At low Eν opacities in RPA are
suppressed by about a factor five at T = 5 MeV,
Ye = 0.15 and up to a factor ten at T = 12 MeV and
Ye = 0.1, whereas the mean field results of RG(SLy4) and
HS(DD2) differ only by about a factor two. The shift in
the anti-neutrino reaction threshold is more pronounced
for RPA, too. The opacities at higher Eν again become
very similar within all the different approximations em-
ployed. Please note that at neutrino energies above those
shown here, momentum transfer becomes high enough to
induce again noticeable differences between the results
with full phase space integration and the elastic ones.
At still higher densities, see Fig. 2 (upper panels), where
opacities are displayed for nB = 0.11 fm
−3, T = 8 MeV
and Ye = 0.05, qualitatively the behavior is rather simi-
lar to the previously discussed cases. Quantitatively, the
effect of mean field corrections increases as expected and
the momentum transfer becomes higher such that the
elastic mean field results no longer reproduce well the
full phase space integration. The mean field calculations
of Roberts and Reddy [24] using relativistic kinematics
show a similar trend: the full space integration becomes
more important at higher densities when the momentum
transfer becomes larger. For the particular case consid-
ered here, the three prescriptions for the residual interac-
tion in RPA Landau approximation lead to very similar
results. This should, however, not be seen as a general
trend, but as a result only valid for some particular ther-
modynamic conditions.
The dominant processes contributing to the charged-
current opacities are indicated in Figs. 2 and 3, too. Gen-
erally simulations only consider the electron and positron
capture reactions as well as their inverse to compute
opacities. As already noticed in Fischer et al. [13], for low
energy anti-neutrinos, (inverse) neutron decay becomes,
however, the dominant charged current process under
these typical thermodynamic conditions. These can even
dominate over other opacity sources for low energy anti-
neutrinos such as for example NN -Bremsstrahlung, cus-
tomarily included in simulations [13]. Let us emphasize
that the opacities computed here and the data provided
contain all different types of charged current reactions for
electron (anti-)neutrinos.
From the results for the opacities discussed here, we
expect for CCSN and BNS mergers that the properties
of (anti-)neutrinos with an energy of tens to several tens
of MeV are only slightly modified, whereas low energy
(anti-)neutrinos experience more pronounced modifica-
tions. This means in particular that the resulting spec-
tra and luminosities should be modified, too. As men-
tioned above, for (anti-)neutrinos with energies above
those shown and discussed here, differences in opacities
are expected to be due to the full phase space integra-
tion. On the one hand, within a CCSN those are not very
numerous, and on the other hand their mean free path is
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extremely small due to the very high Fermi energy of the
electrons involved in the different processes. Therefore,
we will not discuss the detailed effect on their spectra
here.
III. CORE-COLLAPSE AND EARLY
PROTO-NEUTRON STAR EVOLUTION
In this section we discuss some first results implement-
ing the newly calculated opacities into a simulation for
the early post-bounce evolution in a CCSN. These results
have been obtained using a spherically-symmetric version
of the CoCoNuT code [60]. This code solves the general-
relativistic hydrodynamics with a 3+1 decomposition of
spacetime. High-resolution shock-capturing schemes are
used for hydrodynamic equations, whereas Einstein equa-
tions for the gravitational field are solved with spectral
methods [61]. Energy losses and deleptonization via neu-
trino interactions are computed using the ”Fast Multi-
group Transport” (FMT) scheme [62], which solves the
stationary neutrino transport problem using estimates of
the flux factor obtained by a two stream approximation
in the optically dense region and an Eddington factor
closure in the optically thin region.
Both neutrino neutral and charged currents on nuclei,
along with neutral current scattering on nucleons, are
considered with standard opacities in the elastic approx-
imation [2] including the ion screening effect [7], whereas
charged current neutrino nucleon opacities are the sub-
ject of this work and vary throughout the different sim-
ulations. Neither pair production reactions nor inelastic
scattering have been included for electron-flavor (anti-
)neutrinos. Anyway, for electron-flavor neutrinos, in the
denser area of the star the medium opacity is largely dom-
inated by charged current processes on nucleons/nuclei
and the omitted reactions only play a role in equilibra-
tion of the spectrum. Heavy flavor neutrinos are treated
as in [62].
The simulations start from an unstable stellar model
taken among the publicly available data published by
Woosley et al. [63]. All results presented in this sec-
tion have been obtained using the s15 (15M with solar
metallicity) initial model, but we obtained similar con-
clusions by testing other progenitors, in particular with
u18 (18M, 10−4× solar metallicity) and u40 (40M,
10−4× solar metallicity) progenitor models.
A. Pre-bounce deleptonization
Except during the last few milliseconds before trap-
ping, pre-bounce deleptonization is dominated by elec-
tron captures on neutron-rich nuclei and the bounce
properties are affected by the uncertainties on the as-
sociated rates [64–66]. On the contrary, only small dif-
ferences for the electron fraction at bounce are expected
between different prescriptions for charged-current reac-
tions on free nucleons.
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FIG. 4: (color online) Profiles of the electron fraction at
bounce as a function of the enclosed baryon mass,
employing different approximation schemes to compute
charged-current neutrino-nucleon interaction rates.
Indeed, the electron fraction profiles at bounce time
are plotted in Fig. 4, for the four different models of
charged-current neutrino-nucleon interaction rates. For
better readability, these profiles are plotted as functions
of the enclosed baryon mass (i.e. for a given radius, we
consider the baryon mass contained inside this radius),
which allows to take into account possible time shifts at
bounce. Differences between these models remain small,
showing that these reaction rates have, indeed, a small
influence during the pre-bounce phase.
B. Post-bounce evolution
It should be stressed that our simulations have been
performed in spherical symmetry, therefore the post-
bounce evolution does not reflect the strong asymme-
tries observed in 3D simulations (see, e.g., [67]) and we
cannot realistically investigate the effect of the improved
rates on shock revival and post-bounce dynamics. Let us
concentrate, therefore, on illustrating qualitatively the
expected effects. As discussed in Section II C 3, the main
modifications should concern neutrino luminosities and
spectra due to the changes in opacities for low energy
(anti-) neutrinos (Eν . 10 MeV).
The total early post-bounce luminosities for νe and ν¯e,
with different prescriptions, as presented in Fig. 5 (for νe)
are very similar. The reason is that at this stage within
our setup, the total luminosities are dominated by (anti-
)neutrinos with energies above those for which opacities
are noticeably modified. It might partly be an artifact
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of the approximations within the FMT neutrino treat-
ment, where in particular inelastic scattering reactions
are neglected, which contribute to redistributing neutrino
energies and could thus lead to having more low energy
neutrinos in the spectrum. We also expect stronger modi-
fications of luminosities at later times, when emitted neu-
trinos have a mean energy of the order of a few MeV.
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FIG. 5: (color online) Total neutrino luminosities as a
function of time after bounce.
The modified opacities for low energy (anti-)neutrinos
clearly affect the location of the neutrinospheres. Here,
we have defined them as the radius where optical depth
reaches 2/3. In Fig. 6, upper panel, the neutrinospheres
for νe (left) and ν¯e (right) with an energy of Eν = 2 MeV
are displayed, employing the different prescriptions for
the charged-current opacities. The results for the opaci-
ties for typical conditions discussed in Section II C 3 are
clearly reflected in the position of the neutrinosphere. In-
creased opacities due to mean field effects compared with
the basic elastic approximation make it more difficult for
(anti-)neutrinos to escape and lead therefore to a neutri-
nosphere at larger radii. On the other hand, a reduction
of opacities within RPA with respect to mean field fa-
cilitates escape and shifts the neutrinosphere again to
smaller radii. As anticipated, for larger neutrino ener-
gies, the difference becomes smaller, see the example for
Eν = 14 MeV in the lower panel of Fig. 6.
IV. SUMMARY AND DISCUSSION
Within this work we have computed opacities for νe
and ν¯e from charged current neutrino-nucleon interac-
tions, going beyond the elastic approximation and in-
cluding nuclear correlations in RPA. Please note that we
do not pretend here that our opacity data represent the
ultimate description of nuclear correlations. The differ-
ences in opacities induced by the different prescriptions
for evaluating the axial channel give an idea about the
uncertainties within RPA. Moreover, it only takes into
account a certain class of correlations, the long-range lin-
ear response. It is, however, known since many years that
these more accurate calculations beyond the elastic ap-
proximation induce important changes in the opacities
in dense matter [9, 16, 17] and are therefore susceptible
to modify the dynamics of CCSN and matter composi-
tion in BNS mergers. Hence, we have presented here
a first step, proposing a scheme which allows to incor-
porate accurate opacities directly into numerical simula-
tions which otherwise would be too time consuming to be
calculated “on the fly”. We have been able to perform
CCSN simulations with consistently computed accurate
charged current (electron) neutrino nucleon interactions.
We find noticeable differences in the location of the neu-
trinospheres of low-energy (anti-)neutrinos in the early
post-bounce phase. In Fischer et al. [13], where rates
in mean field with full phase space are compared with
the elastic approximation, during the longer term proto-
neutron star evolution in particular changes in the mean
energies of ν¯e and in the composition of the neutrino-
driven wind, i.e. the conditions for nucleosynthesis, are
pointed out. We expect the RPA correlations to impact
these quantities as well, a detailed study will be carried
out in future work. It should be stressed at this point
that the modifications in the opacities with respect to
the commonly employed elastic approximation strongly
depend on neutrino energy and therefore cannot be cast
into a grey correction factor to the analytic expressions
as previously implemented in simulations.
After SN 1987A, much progress has been made and a
possible neutrino signal observed from a galactic super-
nova in present day detectors would bear essential infor-
mation about the core collapse mechanism and neutrino
properties [68]. It is therefore crucial that models use ac-
curate neutrino matter interaction rates. As prospected
since more than twenty years [9, 15–17], this work rep-
resents a first step in enabling the use of these accurate
rates in CCSN simulations. It focuses on charged current
neutrino nucleon opacities and clearly shows that, indeed,
commonly employed approximations break down in the
dense central part. These results encourage on the one
hand to go beyond our simplified setup for the simula-
tions (spherical symmetry, simplified neutrino transport)
and to include these accurate rates in more sophisticated
simulations, in order to study in details not only bounce
properties but shock and post-bounce dynamics, too, and
the corresponding neutrino signal. To that end, the ta-
bles with our opacity data are publicly available within
the Compose data base. A non-optimized implementa-
tion of the tables within our code leads to maximally 50%
increase in computing time with respect to standard ana-
lytic formulae. This is probably an upper limit since the
FMT does not include inelastic νe-e
± scattering which
is in general much more time consuming than charged-
current opacities. On the other hand, efforts should
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FIG. 6: Neutrinospheres radius as a function of time after bounce, for two different neutrinos energies.
be pursued to extend the present scheme for neutrino
rates to other channels and offer ultimately the possibil-
ity to include neutrino-matter interactions with state-of-
the art input physics within simulations. In particular,
we have only considered improved opacities for charged
current neutrino-nucleon interactions. Their increase in
the dense regions makes them largely dominant, whereas
with the standard approximations neutral current opac-
ities are of the same order of magnitude. The sensitivity
of CCSN dynamics to the detailed treatment of the neu-
tral currents has been shown in Melson et al. [69], too,
where a small change in the coupling constants due to the
strangeness content of the nucleon decides upon explo-
sion. A consistent implementation of improved neutral
current opacities [9, 15, 17–21] is thus in order and shall
be investigated in future work. Among others, we expect
it to influence the relation between neutrino trapping and
the onset of β-equilibrium.
Appendix A: Format of the opacity tables
Data for (anti-)neutrino opacities are provided using
the HDF5data format [70]. Two HDF5groups, nu and
nu bar, contain the necessary data to evaluate the re-
spective opacities for νe and ν¯e via the interpolation
scheme discussed in Sec. II C 2. In each group are stored
the following attributes: the information on the maxi-
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Name Quantity Type
(size)
npts np = N + 1: number of integer
interpolation coefficients cn
with n ∈ (0, . . . , N)
pts t number iT of points in T integer
pts nb number jB of points in nB integer
pts ye number kY of points in Ye integer
nd tny number nd of domains array of integers
in Eν for each (iT , jB , kY )
grid point in (T, nB , Ye)
nd max nmaxd = max(nd) : maximum array of integers
number of domains in Eν
enumin logarithm of minimum Eν array of doubles
in each domain for each (nmaxd , iT , jB , kY )
grid point in (T, nB , Ye)
enumax logarithm of maximum Eν array of doubles
in each domain for each (nmaxd , iT , jB , kY )
grid point in (T, nB , Ye)
coeffs interpolation coefficients cn array of doubles
in each domain and for each (np, n
max
d , iT , jB , kY )
grid point in (T, nB , Ye)
TABLE II: Summary of the structure of the HDF5 file
storing the opacity data for νe (group nu) and ν¯e (group
nu bar).
mum number nmaxd ( attribute nd max) of domains in Eν ,
the number of grid points for temperature iT (pts t), for
baryon number density jB (pts nb) and for electron frac-
tion kY (pts ye) as well as the number np (npts) of in-
terpolation coefficients. Within each group, four datasets
exist: nd tny, enumin, enumax, and coeffs. nd tny con-
tains an array of size (iT , jB , kY ) with the number nd of
domains in Eν for each point on the grid in (T, nB , Ye) of
the EoS table. The two datasets enumin and enumax con-
tain arrays of size (nmaxd , iT , jB , kY ). The first nd nonzero
entries contain, respectively, the logarithm of the mini-
mum and maximum energy in each domain for each point
on the EoS grid. The dataset coeffs is the array con-
taining the coefficients cn in Eq. (35) in all domains and
for the entire EoS grid. The structure of the HDF5 file
is summarized in Table II.
We have considered that the detail values of the opacity
were irrelevant when the mean free path became (much)
larger than the extension of the studied astrophysical
object, and therefore a lower bound for κ has been in-
troduced: for all κ < κlimit = 10
−10/km, we have set
κ = κlimit in the data tables.
Appendix B: Lindhard function in asymmetric
matter
Eq. (28) for the Lindhard function can be further de-
veloped by substituting in the last term ~k → −~k − ~q
L(q) = lim
η→0
∫
d3k
(2pi)3
(
fF (
p
k − µ∗p)
q˜0 + iη + 
p
k − nk+q
− fF (
n
k − µ∗n)
q˜0 + iη + 
p
k+q − nk
)
. (B1)
The angular integration can be performed analytically
using ik+q = (
~k + ~q)2/(2m∗i ) +m
∗
i . Thus,
L(q) =
1
4pi2|~q| limη→0
∫
kdk×(∫ n+
n−
dx mn
fF (
p
k − µ∗p)
q˜0 + iη + 
p
k − x
−
∫ p+
p−
dx mp
fF (
n
k − µ∗n)
q˜0 + iη + x− nk
)
= − 1
4pi2|~q| limη→0
∫
kdk×(
mnfF (
p
k − µ∗p) log
(
n+ − q˜0 − iη − pk
n− − q˜0 − iη − pk
)
+ mpfF (
n
k − µ∗n) log
(
p+ + q˜0 + iη − nk
p− + q˜0 + iη − nk
))
.
(B2)
The integration boundaries are given by
i± =
(|~k| ± |~q|)2
2m∗i
+m∗i . (B3)
For the real part, the remaining integration over momen-
tum in Eq. (B2) has to be carried out numerically. Alter-
natively, the real part can be obtained from a dispersion
integral with the analytic expression of the imaginary
part, see Eq. (B8) below.
Using the technique indicated in Reddy et al. [9] we
can give an analytic expression for the imaginary part
of the Lindhard function in the case of non-interacting
particles or in mean field. To that end we rewrite it as,
see Eq. (B2)
ImL(q) = − 1
4pi|~q|
∫
kdk×(∫ n+
n−
dx mnfF (
p
k − µ∗p) δ(q˜0 + pk − x)
−
∫ p+
p−
dx mpfF (
n
k − µ∗n) δ(q˜0 + x− nk )) (B4)
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The angular integration can be evaluated with the help
of the δ-function and we obtain
ImL(q) = − 1
4pi |~q|
(
m∗n
∫ kp+
kp−
kdk fF (
p
k − µ∗p)
−m∗p
∫ kn+
kn−
kdk fF (
n
k − µ∗n)
)
, (B5)
where ki± is given by the boundaries on the angular in-
tegration,
ki± =
∣∣∣∣±m∗i |~q|+Xm∗n −m∗p
∣∣∣∣ (B6)
X =
(
m∗nm
∗
p (~q
2 + 2 (m∗n −m∗p) (m∗n −m∗p − q˜0))
)1/2
The remaining integration can be carried by employing
Eq. (20) of Ref. [9] with xiT = ~k
2/(2m∗i ) +m
∗
i − µ∗i
ImL(q) = −Tm
∗
nm
∗
p
4pi |~q|
(∫ xp+
xp−
dx
ex + 1
−
∫ xn+
xn−
dx
ex + 1
)
,
(B7)
where xi± = ((k
i
±)
2/(2m∗i ) +m
∗
i − µ∗i )/T . The final inte-
gration leads to
ImL(q) =
Tm∗nm
∗
p
4pi |~q|
{
ln
(
1 + e−x
n
+
1 + e−x
n
−
)
− ln
(
1 + e−x
p
+
1 + e−x
p
−
)}
.
(B8)
The result, apart from being written in a more symmetric
way, agrees with that from Reddy et al. [9], Eq. (41), if
the different definition of q0 is considered, which cancels
here the explicit µp − µn-term in the argument of the
logarithm. In addition, the factor (1 + fB(q0)) is absent
since it is explicitly accounted for in Eq. (11).
Appendix C: Opacity expressions
As mentioned in section II A, the contribution of
positronic processes to the opacities can be obtained
straightforwardly by replacing (Ee, ~ke) → −(Ee, ~ke) in
the expressions for electronic processes. The complete
emissivity and mean free path for neutrinos including re-
actions p + e− ↔ n + νe and p ↔ n + e+ + νe becomes
then
j(Eν) =− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
×{
LλσImΠRλσ(q)×
fF (Ee − µe)) (1 + fB(q0))
+LλσImΠRλσ(q
+)×
(1− fF (Ee + µe)) (1 + fB(q+0 ))
}
1
λ(Eν)
=− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
×{
LλσImΠRλσ(q)×
(1− fF (Ee − µe)) fB(q0)
+LλσImΠRλσ(q
+)×
fF (Ee + µe) fB(q
+
0 )
}
(C1)
with q+ = (−Ee − Eν − µe + µν ,−~ke − ~kν). For anti-
neutrinos it becomes, including n ↔ p + e− + ν¯e and
n+ e+ ↔ p+ ν¯e reactions
¯(Eν) =− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
×{
LλσImΠRλσ(q¯)×
(1− fF (Ee − µe)) fB(q¯0)
+LλσImΠRλσ(q¯
+)×
fF (Ee + µe) fB(q¯0
+)
}
1
λ¯(Eν)
=− G
2
FV
2
ud
8
∫
d3ke
(2pi)3
1
EeEν
×{
LλσImΠRλσ(q¯)×
fF (Ee − µe) (1 + fB(q¯0))
+LλσImΠRλσ(q¯
+)×
(1− fF (Ee + µe)) (1 + fB(q¯0+)) (C2)
with q¯+ = (−Ee + Eν − µe + µν ,−~ke + ~kν). The simple
properties, cf Eq. (15),
(1− fF (Ee + µe)) (1 + fB(q+0 )) =
fB(q
+
0 )fF (Ee + µe) exp((−Eν + µν)/T ) ,
(1− fF (Ee + µe)) (1 + fB(q¯0+)) =
fB(q¯0
+)fF (Ee + µe) exp((Eν + µν)/T ) , (C3)
reflect detailed balance for positronic processes as it
should. In terms of emissivity and mean free path de-
tailed balance reads
j(Eν) =
exp((−Eν + µν)/T )
λ(Eν)
¯(Eν) =
exp((−Eν − µν)/T )
λ¯(Eν)
. (C4)
For practical purposes, the integration over electron mo-
menta can be transformed into an integration over q0 and
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|~q|. For instance, considering the reactions with electrons
and neutrinos, p+ e− ↔ n+ νe, we can use
~q2 = ~ke
2
+ E2ν − 2|~ke|Eνz , (C5)
and q0 = Ee − Eν − µe + µν to obtain∫
d3ke
(2pi)3
=
1
4pi2
∫
|~ke|EedEe
∫ 1
−1
dz
=
1
4pi2
∫ ∞
me−Eν−µe+µν
Ee
Eν
dq0
∫ k+Eν
|k−Eν |
|~q|d|~q| ,
(C6)
with k = |~ke|.
In elastic approximation, cf Eq. (20), neutrino emissiv-
ity becomes
j(Eν) =
G2FV
2
ud
pi
(g2V + 3g
2
A)(np − nn) (1 + fB(q0))×
(ke−Ee− fF (Ee− − µe)
+ ke+Ee+ (1− fF (Ee+ + µe))) , (C7)
with Ee± = ∓(Eν +mn−mp) and q0 = mn−mp +µp−
µn. ke± =
√
E2e± −m2e denotes the momentum of the
charged lepton. For anti-neutrinos we have
¯(Eν) =
G2FV
2
ud
pi
(g2V + 3g
2
A)(np − nn) fB(q0)×
(ke−Ee− (1− fF (Ee− − µe))
+ ke+Ee+ fF (Ee+ + µe)) , (C8)
with Ee± = ∓(−Eν+mn−mp) and q0 = mn−mp+µp−
µn. The mean free paths are then given by Eqs. (C4).
Corrected for mean field effects this becomes for neutri-
nos
j(Eν) =
G2FV
2
ud
pi
(g2V + 3g
2
A)ηpn×
(ke−Ee− fF (Ee− − µe)
+ ke+Ee+ (1− fF (Ee+ + µe))) , (C9)
with Ee± = ∓(Eν + m∗n − m∗p + Un − Up) and ke± =√
E2e± −m2e. For anti-neutrinos
¯(Eν) =
G2FV
2
ud
pi
(g2V + 3g
2
A)ηnp×
(ke−Ee− (1− fF (Ee− − µe))
+ ke+Ee+ fF (Ee+ + µe)) , (C10)
with Ee± = ∓(−Eν +m∗n −m∗p + Un − Up).
ACKNOWLEDGMENTS
We would like to thank H.-T. Janka for encouraging
this work, R. Bollig, H.-T. Janka and M. Urban enlight-
ening discussions and B. Mu¨ller for providing us with the
FMT code. The research leading to these results has re-
ceived funding from the PICS07889; it was also partially
supported by the PHAROS European Science and Tech-
nology (COST) Action CA16214 and the Observatoire
de Paris through the action fe´de´ratrice “PhyFog”. This
work was granted access to the computing resources of
MesoPSL financed by the Region Ile de France and the
project Equip@Meso (reference ANR-10-EQPX-29-01) of
the programme Investissements d’Avenir supervised by
the Agence Nationale pour la Recherche.
[1] B. Abbott et al. (Virgo, LIGO Scientific), Phys. Rev.
Lett. 119, 161101 (2017).
[2] S. W. Bruenn, Astrophys. J. Suppl. 58, 771 (1985).
[3] S. Rosswog and M. Liebendoerfer, Mon. Not. Roy. As-
tron. Soc. 342, 673 (2003).
[4] A. Burrows, S. Reddy, and T. A. Thompson, Nucl. Phys.
A777, 356 (2006).
[5] A. Schmitt and P. Shternin, Astrophys. Space Sci. Libr.
457, 455 (2018).
[6] C. J. Horowitz, Phys. Rev. D65, 043001 (2002).
[7] C. J. Horowitz, Phys. Rev. D55, 4577 (1997).
[8] S. W. Bruenn and A. Mezzacappa, Phys. Rev. D56, 7529
(1997).
[9] S. Reddy, M. Prakash, and J. M. Lattimer, Phys. Rev.
D58, 013009 (1998).
[10] L. F. Roberts, S. Reddy, and G. Shen, Phys. Rev. C86,
065803 (2012).
[11] G. Martinez-Pinedo, T. Fischer, A. Lohs, and L. Huther,
Phys. Rev. Lett. 109, 251104 (2012).
[12] S. Hannestad and G. Raffelt, Astrophys. J. 507, 339
(1998).
[13] T. Fischer, G. Guo, A. A. Dzhioev, G. Mart´ınez-Pinedo,
M.-R. Wu, A. Lohs, and Y.-Z. Qian, Phys. Rev. C101,
025804 (2020).
[14] D. G. Yakovlev, A. D. Kaminker, O. Y. Gnedin, and
P. Haensel, Phys. Rept. 354, 1 (2001).
[15] A. Burrows and R. F. Sawyer, Phys. Rev. C58, 554
(1998).
[16] A. Burrows and R. F. Sawyer, Phys. Rev. C59, 510
(1999).
[17] S. Reddy, M. Prakash, J. M. Lattimer, and J. A. Pons,
Phys. Rev. C59, 2888 (1999).
[18] J. Navarro, E. S. Hernandez, and D. Vautherin, Phys.
Rev. C60, 045801 (1999).
[19] J. Margueron, J. Navarro, and P. Blottiau, Phys. Rev.
C70, 028801 (2004).
[20] C. J. Horowitz and A. Schwenk, Phys. Lett. B642, 326
(2006).
[21] C. J. Horowitz, O. L. Caballero, Z. Lin, E. O’Connor,
and A. Schwenk, Phys. Rev. C95, 025801 (2017).
18
[22] L. B. Leinson and A. Perez, Phys. Lett. B518, 15 (2001),
[Erratum: Phys. Lett.B522,358(2001)].
[23] L. B. Leinson, Nucl. Phys. A707, 543 (2002).
[24] L. F. Roberts and S. Reddy, Phys. Rev. C95, 045807
(2017).
[25] E. O’Connor, Astrophys. J. Suppl. 219, 24 (2015).
[26] J. Pons, S. Reddy, M. Prakash, J. Lattimer, and
J. Miralles, Astrophys. J. 513, 780 (1999), arXiv:astro-
ph/9807040.
[27] R. Buras, H.-T. Janka, M. Rampp, and K. Kifoni-
dis, Astron. Astrophys. 457, 281 (2006), arXiv:astro-
ph/0512189.
[28] L. Hu¨depohl, B. Mu¨ller, H.-T. Janka, A. Marek, and
G. Raffelt, Phys. Rev. Lett. 104, 251101 (2010), [Erra-
tum: Phys.Rev.Lett. 105, 249901 (2010)].
[29] G. M. Fuller, W. A. Fowler, and M. J. Newman, Astro-
phys. J. Suppl. 48, 279 (1982).
[30] K. Langanke and G. Martinez-Pinedo, Atom. Data Nucl.
Data Tabl. 79, 1 (2001).
[31] K. Langanke and G. Martinez-Pinedo, Rev. Mod. Phys.
75, 819 (2003).
[32] T. Oda, M. Hino, K. Muto, M. Takahara, and K. Sato,
Atom. Data Nucl. Data Tabl. 56, 231 (1994).
[33] J. Pruet and G. M. Fuller, Astrophys. J. Suppl. 149, 189
(2003).
[34] A. Juodagalvis, K. Langanke, W. Hix, G. Mart´ınez-
Pinedo, and J. Sampaio, Nuclear Physics A 848, 454
(2010).
[35] S. Typel, M. Oertel, and T. Kla¨hn, Phys. Part. Nucl.
46, 633 (2015).
[36] E. S. Hernandez, J. Navarro, and A. Polls, Nucl. Phys.
A658, 327 (1999).
[37] A. A. Dzhioev and G. Mart´ınez-Pinedo, Proceedings, In-
ternational Conference Nuclear Structure and Related
Topics (NRST18): Burgas, Bulgaria, June 3-9, 2018,
EPJ Web Conf. 194, 02006 (2018).
[38] A. Sedrakian and A. Dieperink, Phys. Lett. B463, 145
(1999).
[39] A. Schmitt, I. A. Shovkovy, and Q. Wang, Phys. Rev.
D73, 034012 (2006).
[40] M. Hempel, Phys. Rev. C91, 055807 (2015).
[41] C. Ducoin, P. Chomaz, and F. Gulminelli, Nucl. Phys.
A771, 68 (2006), arXiv:nucl-th/0512029 [nucl-th].
[42] C. J. Horowitz, G. Shen, E. O’Connor, and C. D. Ott,
Phys. Rev. C86, 065806 (2012).
[43] J. Margueron, Effects du milieu sur la propagation des
neutrinos dans la matie`re nucle´aire, Ph.D. thesis, Paris
11 (2001).
[44] A. Pastore, D. Davesne, and J. Navarro, Phys. Rept.
563, 1 (2014), arXiv:1412.2339 [nucl-th].
[45] R. Rapp, M. Urban, M. Buballa, and J. Wambach, Phys.
Lett. B417, 1 (1998).
[46] J. Margueron and H. Sagawa, J. Phys. G36, 125102
(2009), arXiv:0905.1931 [nucl-th].
[47] D. Davesne, A. Pastore, and J. Navarro, (2019),
arXiv:1905.12049 [nucl-th].
[48] F. Gulminelli and A. R. Raduta, Phys. Rev. C 92, 055803
(2015).
[49] A. R. Raduta and F. Gulminelli, Nucl. Phys. A983, 252
(2019).
[50] E. Chabanat, P. Bonche, P. Haensel, J. Meyer, and
R. Schaeffer, Nuclear Physics A 635, 231 (1998).
[51] M. Hempel and J. Schaffner-Bielich, Nuclear Physics A
837, 210 (2010).
[52] S. Typel, G. Ro¨pke, T. Kla¨hn, D. Blaschke, and H. H.
Wolter, Phys. Rev. C 81, 015803 (2010).
[53] M. Hempel, T. Fischer, J. Schaffner-Bielich, and
M. Liebendo¨rfer, The Astrophysical Journal 748, 70
(2012).
[54] P. Demorest, T. Pennucci, S. Ransom, M. Roberts, and
J. Hessels, Nature 467, 1081 (2010), arXiv:1010.5788
[astro-ph.HE].
[55] J. Antoniadis, P. C. C. Freire, N. Wex, T. M. Tauris, R. S.
Lynch, M. H. van Kerkwijk, M. Kramer, C. Bassa, V. S.
Dhillon, T. Driebe, J. W. T. Hessels, V. M. Kaspi, V. I.
Kondratiev, N. Langer, T. R. Marsh, M. A. McLaugh-
lin, T. T. Pennucci, S. M. Ransom, I. H. Stairs, J. van
Leeuwen, J. P. W. Verbiest, and D. G. Whelan, Science
340, 448 (2013), arXiv:1304.6875 [astro-ph.HE].
[56] Z. Arzoumanian et al. (NANOGrav), Astrophys. J.
Suppl. 235, 37 (2018), arXiv:1801.01837 [astro-ph.HE].
[57] M. Oertel, M. Hempel, T. Kla¨hn, and S. Typel, Rev.
Mod. Phys. 89, 015007 (2017), arXiv:1610.03361 [astro-
ph.HE].
[58] B. P. Abbott et al. (Virgo, LIGO Scientific), (2018),
arXiv:1805.11581 [gr-qc].
[59] A. Endrizzi, A. Perego, F. M. Fabbri, L. Branca,
D. Radice, S. Bernuzzi, B. Giacomazzo, F. Pederiva, and
A. Lovato, (2019), arXiv:1908.04952 [astro-ph.HE].
[60] H. Dimmelmeier, J. Novak, and P. Cerda´-Dura´n, “Co-
CoNuT: General relativistic hydrodynamics code with
dynamical space- time evolution,” Astrophysics Source
Code Library (2012), ascl:1202.012.
[61] H. Dimmelmeier, J. Novak, J. A. Font, J. M. Iba´n˜ez, and
E. Mu¨ller, Phys. Rev. D 71, 1 (2005).
[62] B. Mu¨ller and H. T. Janka, Mon. Notices Royal Astron.
Soc. 448, 2141 (2015), arXiv:1409.4783 [astro-ph.SR].
[63] S. E. Woosley, A. Heger, and T. A. Weaver, Rev. Mod.
Phys. 74, 1015 (2002).
[64] W. R. Hix, O. E. B. Messer, A. Mezzacappa,
M. Liebendo¨rfer, J. Sampaio, K. Langanke, D. J. Dean,
and G. Martinez-Pinedo, Phys. Rev. Lett. 91, 201102
(2003).
[65] C. Sullivan, E. O’Connor, R. G. T. Zegers, T. Grubb,
and S. M. Austin, Astrophys. J. 816, 44 (2016),
arXiv:1508.07348 [astro-ph.HE].
[66] A. Pascal, S. Giraud, A. F. Fantina, F. Gulminelli, J. No-
vak, M. Oertel, and A. R. Raduta, Phys. Rev. C 101,
015803 (2020), arXiv:1906.05114 [astro-ph.HE].
[67] F. Hanke, B. Mu¨ller, A. Wongwathanarat, A. Marek,
and H.-T. Janka, Astrophys. J. 770, 66 (2013),
arXiv:1303.6269 [astro-ph.SR].
[68] A. Mirizzi, I. Tamborra, H.-T. Janka, N. Sa-
viano, K. Scholberg, R. Bollig, L. Hu¨depohl, and
S. Chakraborty, Riv. Nuovo Cim. 39, 1 (2016),
arXiv:1508.00785 [astro-ph.HE].
[69] T. Melson, H.-T. Janka, R. Bollig, F. Hanke, A. Marek,
and B. Mu¨ller, Astrophys. J. Lett. 808, L42 (2015),
arXiv:1504.07631 [astro-ph.SR].
[70] The HDF Group, “Hierarchical Data Format, version 5,”
(1997-2020), http://www.hdfgroup.org/HDF5/.
