The edge function asymptotic boundary discretization method, which generates a partition of the boundary into a finite set of boundary elements, and its application to three-dimensional problems of linear isotropic elasticity are presented. The present solution representation, which is global, is constructed from asymptotic solutions of the Navier equations of elasticity.
Introduction
In the past two decades, numerical discretization procedures have been extensively used to solve problems of linear elasticity. Among these are the finite difference method, the Finite Element Method (FEM), the Boundary Integral Equation (BIE) Method, and the Edge Function Method (EFM). In the more usual finite element method for elasticity, based on the virtual work principle, it is well-known that neither the differential equations of equilibrium nor the traction boundary conditions of the problem are satisfied identically. In fact it is easily seen that the finite element equations obtained from the virtual work principle amount to weighed residual error equations; where each equation is obtained as the sum of the integral of the interior error (which is a function of nodal coordinates and of the nodal-global interpolating functions) weighted by each nodal-global function, and of the integral of the boundary error (again a function of nodal coordinates and nodal-global interpolating functions) weighted with each nodal-global function or its appropriate derivative at the boundary. Thus, as is well-known, both the interior and the boundary of the domain are descritized in FEM. However, because the nodal-global interpolation functions used in FEM are non-zero only over a small region (for instance, each nodal-global function is non-zero only over those elements which share the node in question, in common), the resulting equations are narrowly banded.
In contrast, in EFM (as well as in BIE), only the boundary of the domain is described. Because the differential equations are satisfied in the interior of the domain a p&n', the 'unknown parameters' in these boundary element methods are determined by satisfying the boundary conditions in an approximate manner. The resulting equations governing the unknown parameters are, however, in general not banded. But it is not the purpose of this paper to discuss or compare the merits and demerits of the FEM, BIE, or EFM method.
In the present paper, following a brief discussion of the method, the essential solution representations for the application of EFM to 3-D linear elasticity are discussed. These solution representations include: the plane functions, the wedge functions, and the Boussinesq particular integrals. The problem of finding the asymptotic solution at a point of intersection (vertex) of three boundary elements is under consideration and will be reported on at a later date.
Formulation
The deformation of an isotropic rectangular prism under patch surface loadings is considered. The geometry and loading are illustrated in Figure 1 . The axes (X, Y, Z) are termed the global axes and the loads are assumed to be symmetric with respect to each of the planes X = 0, Y = 0 and Z = 0. Hence, it is necessary to analyse only one octant of the prism. The solution is formulated using the displacement form of the equilibrium equations, viz:
where h, p are Lames' constants, U, is the displacement field, Vz and V are the three-dimensional Laplacian and gradient operators, respectively, and 0 is the divergence of U. The edge-function method generates a partition of the boundary into a set of boundary elements. The simplest partition for a prism is to choose the faces as elements. Since the choice is adequate for the problem under consideration, it will henceforth, without loss of generality, be assumed that the boundary conditions are imposed separately over each boundary element by: (i) expanding the boundary identity in an accelerated truncated Fourier series (Harmonic matching'); (ii) accelerated Fourier interpolation of the boundary identity (Harmonic fittingl); or (iii) point-matching.
Inter-element coupling is taken into account, due care being taken of possible inter-element redundancy conditions.
In order to minimize the number of parameters needed to construct an accurate discrete model of the problem, a global analytic representation of the displacement field is generated from asymptotic expansions of the fields in various portions of the body. It is to be expected that the solution is smooth at interior points which are not close to the boundary. Complex field behaviour can be expected in the boundary neighbourhood.*y 3,4 The characteristic parts of the boundary are the boundary elements and their intersections (edges and vertices). The problem symmetry may easily be imbedded into the representation by symmetrization.*
The accuracy of the solution is assessed by computing the boundary residuals over a mesh on each boundary. A convenient measure of global accuracy is the root mean square residual of each boundary condition over each element. 
'Boundary element E$
-----
Boundary conditions
The displacement field is represented in the global form:
where A, is a 3 x 3 diagonal matrix of constant parameters, u,, m = 1, M are the asymptotic fields discussed in the previous section and up is a field determined by the applied surface loads. Since the representation (equation 2) satisfies the equilibrium equations (1) the constants A, are determined by the boundary conditions. The pointmatching and harmonic fitting techniques may be shown to be special cases of harmonic matching, and, hence, this technique will first be discussed. In order to formulate the boundary conditions a set of plane axes (xi,yi, zi), is associated with each boundary element, Bi, as shown in Figure 1 . Consider a typical element, B, with plane axes (x,y,z), where the j subscript has been dropped for simplicity in notation. The boundary conditions on the element will have one of the forms:
where U, Tare piecewise continuous prescribed fields, T= (rxz, Tag, Tag) and B, UB2 = B. Each of these conditions may be written in the form:
where B is a linear operator. Substitution of (2) into (3) yields the boundary identity:
On denoting the left-hand side of equations (4) by F(x,y) the identity may be expressed in the form:
The identity (equation 6) may be expanded in a doubleFourier series over B:
where Amn is a 3 x 3 diagonal matrix of constants and the Each of equations (11) and (12) may be written in the form
These identities may also be expanded in a Fourier series in the interval [o, b] . It should be noted that the expansion is to be carried out over a boundary element edge, which, for the problem under consideration, is perpendicular to a plane of symmetry. Hence, the quantity Gk in equation (13) will be either symmetric or anti-symmetric, in which case the expansion should be of cosine or sine type, respectively. The convergence of an edge-expansion may be accelerated by imposing the conditions:
in the case of a cosine expansion, or:
in the case of a sine expansion. Acceleration of convergence along the other two edges is similarly obtained. Such equations are termed vertex equations.
Since the representation has been symmetrized those vertex and edge equations which are equivalent to symmetry conditions must be omitted. In summary, double-Fourier series expansions are required on the three-external faces. These equations lead to edge equations on the three edges of intersection of these faces which in turn lead to vertex equations at the single external vertex. The conditions on the planes of symmetry are satisfied due to the nature of the representation.
On the basis of experience in 2D problems,5 the truncation levels in the x-and y-directions on the element B are chosen such that:
Similarly, the truncation levels on different edges are chosen so their ratio is approximately equal to the edgelength ratio. The same consideration applies to relative truncation levels on different faces. This implies that up to some limit (yet to be determined for 3D problems), individual faces need not be partitioned into boundary elements. The truncation of the expansion (7) to a finite number of terms is equivalent to a continuous least-squares approximation of the boundary conditions. The integrals (equation 9) in this case must be evaluated using Gaussian quadrature. However, if the integrals are evaluated using the Trapezoidal rule then the expansion (equation 7) becomes a discrete least-square approximation of the boundary conditions.' If the numbers of integration points in the x-and y-directions are respectively equal to the truncation levels in these directions the approximation becomes one of pointmatching.' Thus, as the numbers of integration points vary upwards from the truncation levels the approximation varies from point-matching through harmonic fitting to the upper limit of harmonic matching.
Some flexibility in the representation may be obtained by including more functions in the representation than there are equations. If the equations are solved by Gaussian elimination with pivotal condensation the least suitable functions in the representation may be identified and eliminated. The boundary residuals are routinely computed for up to 15 such representation truncation levels. The solution representation chosen is that giving the least root-mean-square boundary residuals.
Solution representation

Plane functions
In order to investigate the field behaviour in the neighbourhood of a boundary element the equilibrium equations relative to the plane axes of the element are used. These are obtained from equation (1) using the substitution (X, Y, 2) + (x,y, z), where (x, y, z) are coordinates relative to the element B. It is easily shown that (again dropping the j subscript):
V4u =o (14) where V 4 is the 31) biharmonic operator relative to the plane axes. Guided by the 2D experience and the problem symmetry the following solution forms are then sought: 
wherer=(m'+n ) . * "* Assuming that effects associated with the boundary element are not amplified as z increases into the body, the term containing the positive exponential is excluded and hence: tion contains plane-function components from each boundary, the number of terms in each component being determined in the same manner as the harmonic doubleFourier series truncation levels in the previous section.
Wedge-functions
Two adjacent boundary elements form a wedgesegment, in the neighbourhood of which the fields may be analysed using cylindrical coordinates (p, @, z), as shown in Figure 2 , on dropping the jth subscript which identifies the segment. The associated axes are termed wedge axes. Further, the fields are represented using the Papkovitz-Neuber potential: (23) is obtained. The set {h} is determined by the wedge boundary conditions. On computing the displacements and stresses using equations (18,20,22 and 2 1) and imposing homogeneous boundary conditions, six equations result, and on imposing the condition that the coefficient (19) Figure 2 of the lowest power of p be zero in each of the equations six homogeneous linear equations result, the matrix of coefficients of which is a function of A, say A(X). The existence of a non-trivial solution requires that:
I-m) I = 0 which equation determines the eigenvalue spectrum {X} for the wedge problem.3 It may further be shown1 that E3 = 0 and that the resulting eigenvalue equation for h is identical to that for plane strain. For each value of X E S, = {A), the corresponding function qL, given by equation (22) may be computed using a finite number of terms of the expansion: qA = Re 2 C~~A'k~k sin(mz t cr) k=l such that the error in 9'^ is negligible.
The functions *A are required only to satisfy zero boundary conditions on the edge and in particular at the end-point of the edge. Since, in the case of a convex body, the extension of the edge conditions to points outside the body is of no consequence, the eigenvalue spectrum (ml is given by:
The value of CY remains arbitrary but is chosen to be either o or n/2 in such a way as to exhibit the symmetry of I( with respect to the symmetry plane intersecting the edge. In this case the expansion will also be compatible with the edge-expansions of the section on boundary conditions. Thus the solution in the neighbourhood of the intersection of two boundary elements may be approximated by a finite expansion of the form: and where the corresponding stresses may be computed using equation (18) . Such functions are termed wedgefunctions and the representation contains a wedge function component from each edge which does lie on a symmetry plane. The relative numbers of terms taken from each edge are determined in the same manner as the edgeexpansion truncation levels, as discussed in the previous section.
Spherical polar solutions
In the interior of the prism, away from the boundaries, the solution may be expected to be smooth. This, and other, smooth components of the solution may be approximated using homogeneous polynomials. On making use of the Papkovitz-Neuber representation, it follows that the potentials Bi (see section above), i = 1,2, 3, have the form: 
Boussinesq functions
Surface loads on boundary elements are modelled using the Boussinesque particular integrals.6 Relative to the boundary element plane axes, the displacement field, due to a concentrated normal load of intensity P acting at the point (x0 ,y, , o) of the element, is given by: and where the j subscript, which identifies the element, has been dropped. The displacement field due to a distributed normal load of intensity p(x,y), acting over a region A (as indicated in Figure I , on dropping the j subscript), then follows by superposition, to be:
where R = ((x -.$)" t (y -q)2 t z'}~'~ and where the expression for u2 may be obtained by replacing X0 by Y, in the expression for ur. Thus, the component of the solution, UB, corresponding to the surface loads is given by a sum over all loaded elements of fields of the form of equation (26).
Ideally, asymptotic solutions in the neighbourhood of the vertices (the point of intersection of three adjacent boundary elements) would, in the spirit of the edge-function approach, be included. This problem is currently under study, It should be noted that while the availability of such an expansion is desirable, it is not essential. On the basis of 2D experience7 such an expansion would give higher accuracy and more rapid convergence in the neighbourhood of each vertex.
Finally, the solution representation has the form: 3 3 u= iui t p&tu,t &dI, j=l p j=l j=l (27) where u1 p, u& are the plane function and Boussineq components from the jth element, respectively and ul, is the wedge-function component from the jth wedge-segment, as given by equations (19, (24) (25) (26) on inserting the appropriate subscripts. The number of terms in each of the components of equation (27) must be chosen so that the total number of parameters is greater than or equal to the total number of equations, the least characteristic functions being eliminated in the solution process.
Application
The method is applied to the problem of the compression of a cube under two equal and opposite patch loads. The geometric, material and load data are given in Figure 3 . One eighth of the cube is analysed using a symmetrized representation. Three boundary elements, corresponding to the three external faces, are used. The boundary conditions are imposed using point matching. The point equation mesh is shown in N) = (1,7) where N are odd (a total of 21 functions), and the patch load integrals corresponding to equation (26) are computed using 8 x 8 point Gaussian integration. Thus, there is a total of 150 parameters which are determined by the 63 boundary element equations, 69 edge-equations and 18 vertex equations. Five extra Legendre polynomials are included in the representation for flexibility. The resulting matrix is full and is solved using Gaussian elimination with pivotal condensation. Thus the leastwell conditioned, or redundant, rows drop to the bottom of the matrix during the solution process. The functions at the rightmost end of the matrix at the end of the elimination are correspondingly the least characteristic of the solution. The functions corresponding to the last five columns of the matrix are dropped. The boundary residuals are computed at the mesh-points of Figure 4 and also at points half-way between each pair of mesh-points on each boundary element. A facility exists for dropping up to 1.5 of the least characteristic functions in the representation. The optimum solution is deemed to be that which has the minimum root mean square boundary residuals over the three elements. The r.m.s. boundary residuals corresponding to this solution are shown in Table 1 .
The axial variation of the transverse stress, the axialstress and the axial displacement are shown in Figures 5, 6and7.
Conclusions
In this paper the key steps for implementing a solution strategy for three-dimensional linear elasticity problems, based on the boundaryelementniscretization method of ~oi3~al3-fol3~ Figure  4 ai -t a/3 displacements as well as stresses, even when they involve steep variations, has been demonstrated. Conclusions as to the feasibility of the method as a routine general purpose analysis tool for threedimensional stress analysis await the application of the method to more varied and complicated problems. Such studies, as for instance in three-dimensional analysis of surface flaws (cracks) are currently underway and will be reported in forthcoming papers. 
