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Abstract 
Maier, R.S., Phase-type distributions and the structure of finite Markov chains, Journal of Computational and 
Applied Mathematics 46 (1993) 449-453. 
We show that all discrete phase-type distributions arise as first passage times (i.e., absorption times) in 
finite-state Markov chains with a certain recursive internal structure. This arises from the special properties of 
an automata-theoretic algorithm which can be used to solve the inverse problem for phase-type distributions: 
the construction of a Markov chain with specified absorption time distribution. 
Keywords: Phase-type distributions; Markov chains; first passage times; generating functions. 
1. Introduction 
The distribution of any first passage time in a finite-state Markov chain is said to be of 
phase-type [5]. In two recent papers, O’Cinneide [6] and the present author [3] have shown how 
from any distribution of phase-type one may construct a Markov chain (a set of states and a 
transition matrix) giving rise to it. An algorithm for the solution of this inverse problem was 
presented in [3], and applied to a typical class of phase-type distributions. In this note we 
observe that the algorithm has an unusual property, which may be of interest to implementors 
and stochastic modellers: the constructed Markov chain always has a rather special structure. 
2. Preliminaries 
Consider without loss of generality the case of discrete-time chains; as is explained in [3], the 
extension to continuous time is straightforward. The traditional definition of phase-type 
distributions assumes that the first passage time is almost surely finite. If this is the case, we 
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can assume without loss of generality that all states but one are transient, and that the first 
passage time in question is the time when the single recurrent (or “absorbing”) state a is 
reached. Under these assumptions the Markov chain can be represented as a triple (Q, (Y, T). 
Q is a finite set of transient states, T is a substochastic transition matrix (i.e., CjEpTij < 1 for 
all i E Q>, and (Y is an initial (subnormalized) probability density on Q. That T is substochastic 
rather than stochastic, and that cy is subnormalized rather than normalized, reflect the fact that 
probability can be “lost”: there can be no transitions from a to other states. The first passage 
time r is the amount of time needed for absorption to occur, and is a nonnegative integer-val- 
ued random variable. 
Let the moment-generating function of r be G(z) =def E[z’]. Then [5] 
G(z) =E[z’] =cu,+za(l-zT)-‘(I- T)l, 
in which 1 denotes the vector in R IQ ’ all of whose elements equal unity, and (Ye equals 
1 - CjEe’yj. G(z) will be a rational function, and the class of functions which can arise in this 
way has been completely characterized. For any w 2 1, let 
Gj(Z) EfE[ 27-j lr=j (mod o)], j=O, l,..., o-l, 
denote the associated “subsequential” generating functions, so that G(z) = Cy~~zjG~( z). 
Theorem 2.1 (O’Cinneide [6]). A probability measure on the nonnegative integers is of phase-type 
if and only if its generating function G(z) has the property that for some period w > 1 the 
associated subsequential generating functions {G,<z)},~~~‘, as functions of w =def zw, are either 
polynomials or rational functions with unique poles of minimum modulus. 
Note that the class of phase-type distributions includes the finite distributions. If r takes on 
only a finite number of nonnegative integer values x1,. ..,x,, then G(z) = CF=r,P{r =xi}zXc. 
Such normalized polynomials trivially satisfy the theorem. They are the generating functions of 
the absorption time in deterministic (“lockstep”) straight-line chains. 
The algorithm of [3] may be applied to any distribution whose moment-generating function 
G(z) is a rational function which satisfies the theorem. It is an algebraic algorithm, and works 
by constructing G(z) from certain normalized polynomials. Three operations are employed: 
convex combinations (i.e., mixtures), products and geometric mixtures. For any p E (0, 11, we 
denote the convex combination of G,(z) and G,(z) by G,(z)(+,)G,(z) =def PC,(Z) + (1 - 
p)G,(z); the geometric mixture of G,(z) is G’,P’(z) =def Cl -p)G,(z)/(l -pG1(z)). 
These three operations have an obvious interpretation in terms of Markov chains. If 
(Q, (~1, T,) and (Q, a2, T,) are two Markov chains, whose absorption times r1 and r2 have 
generating functions Gr(z) and G,(z), then G,(zl(+, )G,(z) arises from a chain with 
1 Q, ] + ] Q2 I transient states; in effect, from <Q, (Y], T,) and (Q, (Ye, T2) taken in parallel. 
Similarly for products: G,(z)G,( z) arises from a serial composite, whose absorption time 
distribution is the convolution of those of 7r and r2. And since G(IP)(z) equals (1 -p)[G,(z) + 
pG,(zj2 +p2G,(zj3 + . . . 1, the geometric mixture arises from a chain similar to (Q, (Y,, T,) but 
with the transition matrix slightly modified: with probability p the state “loops around” to the 
beginning, rather than suffer absorption at a. So constructing G(Z) from normalized polynomi- 
als by these operations is the same as constructing a Markov chain giving rise to G(Z). 
We note for later use that if F7,, . . . , FT, are a set of delay time distributions, with 
corresponding generating functions G ,( zl, . . . , G,(z), then any function constructed from 
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G,(z),..., G,(z) by repeated takings only of convex combinations and products will be the 
generating function of a delay time distribution with a simple graphical representation. It will 
be the first passage time of a random process with a “feed-forward” transition graph, in which 
each node represents an independent time delay, distributed according to one of the F,,, . . . , FT,. 
A feed-forward graph is a directed graph with no cycles. 
We can interpret any sequence of the three operations constructing G(z) from normalized 
polynomials as a (rooted) computation tree: a unary-binary tree, in which every leaf node 
represents a finite distribution, and the interior nodes represent mixtures or convolutions (if 
binary) or geometric mixtures (if unary). The algorithm of [3] actually yields a slightly different 
sort of tree, which constructs G(z) from polynomials by another set of three operations: sums, 
products and quasi-inverse operations defined thus: 
Gi(z) * G:(~)~~~Gi(z)(l -G,(z))-‘. 
These “unnormalized” operations (which do not preserve the usual probabilistic normalization 
constraint G(1) = 11 are easier to deal with than the original three, and the following 
proposition guarantees that they are equivalent. 
Proposition 2.2 (Maier and O’Cinneide [4]). Suppose that a rational function G(z), analytic in 
the closed unit disk about zero, is obtained from P,(z), . . . , P,,J z >, certain polynomials with 
positive coefficients, by repeated application of the operations of sum, product and quasi-inverse. 
Then G(z)/G(ll may be obtained from the normalizedpolynomials PI(z)/P,(l), . . . , P,(z)/P,(l) 
by repeated application of the operations of convex combination, product and geometric mixture. 
The new operations are applied in the same order as the old. 
The proof of this proposition is by induction on the height of the computation tree. 
3. The computation tree 
We now examine the role played by geometric mixtures, i.e., quasi-inverses, in the computa- 
tion tree of [3]. The algorithm of [3] is based on an automata-theoretic algorithm of Soittola [7], 
so we shall really be counting the number of quasi-inverses in Soittola’s algorithm. 
The algorithm deals primarily with the w = 1 case, in particular with the special case in 
which the unique pole of minimum modulus of G(z) (the “dominant pole”) is sufficiently well 
separated in magnitude from all other poles. It turns out [3] that all other cases can be reduced 
to this one: any generating function satisfying the conditions of Theorem 2.1 can be constructed 
by sum and product operations from G(z) of this sort, together with polynomials with positive 
coefficients. No quasi-inverses are needed for this. 
Let Ct,,G,z” be the Maclaurin expansion of G(z). It is shown in [3] (see especially 
equations (29) and (3011 that in the above-mentioned special case there is some number B > 0 
such that for sufficiently large h, we may write 
f GAZE = (1 ‘, ) [ BG,,~~+I + 
2 
2 
n=h+l n=h+l 
Hnzj 
2 H,,” , 
n=h+l I 
(1) 
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with the rational function C” h+ rHnzn itself having an expansion 
2 Hnzn= 
R,(z) fR,(z)[l+ (&)+I + 2 P$” 
n=h+l 
n=h+l 1 - @3(z) + &(zMl - Bz)) 
= R,(t) +R,(z)[1+ (&)+I 
i 
+ ~=$+iW]]W +uw)+l+* 
(2) 
Here the terms R&z) are certain polynomials with positive coefficients which are computed 
from the coefficients G,,. Cz=,+, n P z” either equals zero (if the multiplicity of the dominant 
pole of G(Z) is unity) or is a rational function whose dominant pole is the same as that of 
G(z), but with lesser multiplicity. Moreover, Cz= h + 1 Pnz” may be expanded similarly to 
C;=h+lGn~n; it has an expansion resembling (1) and (2). The algorithm is recursive, but is 
guaranteed to terminate. 
So for sufficiently large h, Cm = n h+lGn~n may be constructed from polynomials with positive 
coefficients by the three operations of sum, product and quasi-inverse. Since C:=,G,z” is such 
a polynomial, G(z) itself may be so constructed. 
Proposition 3.1. The computation tree employed in the construction of G(z) from normalized 
polynomials by the three operations of convex combination, product and geometric mixture has the 
following property: any path from the root of the tree to a leaf node contains at most two 
geometric mixture nodes. 
Proof. By Proposition 2.2 and the remarks at the beginning of this section, it suffices to 
consider the computation tree whose interior nodes represent sums, products and geometric 
mixtures, and which is specified by (l), (2), and the analogous expansion of Cz=,+ lPn~n. 
Equations (1) and (2) together express CE= h+lGn~n in terms of the polynomials Bz, BGhzh+l, 
R,(z), R&z), R&z), R&z), as well as ~~=h+i n P zn, and the maximum number of geometric 
mixtures appearing in any path from the root (i.e., CE= h + lGn~n) to one of these leaves is 2. 
(The path of length 2 is the one which terminates on the final Bz monomial in (2).) The 
Cz=, + lP,z” term in (2) is not geometrically mixed, so even though it is expanded recursively, 
the maximum number of geometric mixtures in any path from the root is never increased above 
2. 0 
In automata theory the maximum number of quasi-inverse operations between the root of a 
computation tree and its leaves is called the star-height of the tree. (The probabilistic analogue 
would be “geometric mixture height”.) That Soittola’s algorithm yields a tree of star-height at 
most 2 seems not to have been remarked on before, though it was noticed in [2] that a similar 
algorithm for constructing rational functions from polynomials has the same property. 
4. The structure of the Markov chain 
Now that the generating function G(z) of any phase-type distribution has been shown to 
arise from a computation tree of geometric mixture height at most 2, the leaf nodes represent- 
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ing normalized polynomials, we can make some deductions about the sort of Markov chain 
which will suffice to yield G(z). 
The distributions obtained from computation trees of geometric mixture height at most 1 
have a simple graphical representation. Since they are obtained by mixtures and convolutions 
from finite distributions, and geometric mixtures of finite distributions, they may be repre- 
sented in the following way. Any such a distribution will be the absorption time in some 
feed-forward graph, with specified probability density (Y and a single terminal node a. Each 
node in the graph will represent a random time delay, distributed either according to a finite 
distribution or according to a geometric mixture of one. We shall call such a representation a 
Markov chain of height 1. 
Markov chains of height 2 are defined similarly. They are feed-forward graphs, with single 
terminal nodes. Each nonfinal node represents a random time delay, whose distribution is 
either the absorption time distribution of a Markov chain of height 1, or a geometric mixture of 
such a distribution. Every distribution constructed from a computation tree of geometric 
mixture height 2 has a Markov chain representation of height 2. 
We could define Markov chains of greater height recursively, but that is unnecessary. By 
Proposition 3.1 we have the following theorem. 
Theorem 4.1. All phase-type distributions have Markov chain representations of height at most 2. 
Theorem 4.1 is a novel sort of representation theorem, and its theoretical ramifications will 
be explored elsewhere. We limit ourselves here to pointing out the significance of the theorem 
for stochastic modelling. 
The class of phase-type distributions is a natural class of distributions to employ when 
approximating empirically determined or otherwise specified probability distributions. (See, 
e.g., [l], where continuous distributions are approximated by certain continuous phase-type 
distributions: mixtures of Erlangs of common order.) The theorem makes it clear that when 
doing so, e.g., when setting up a “hidden Markov model” with a finite number of states to 
explain empirical observations, one need not consider the case of a completely general Markov 
chain without internal structure. A more structured chain, with height as defined above equal 
to at most 2, should suffice. 
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