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Abstract
It is well known that chaotic dynamic systems (such as three-body system,
turbulent flow and so on) have the sensitive dependance on initial conditions
(SDIC). Unfortunately, numerical noises (such as truncation error and round-
off error) always exist in practice. Thus, due to the SDIC, long-term accurate
prediction of chaotic dynamic systems is practically impossible, and there-
fore numerical simulations of chaos are only mixtures of “true” solution with
physical meanings and numerical noises without physical meanings. How-
ever, it is traditionally believed that statistic computations based on such
kind of “mixtures” of numerical simulations of chaotic dynamic systems are
acceptable. In this paper, using the so-called “clean numerical simulation”
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(CNS) whose numerical noises might be much smaller even than micro-level
physical uncertainty and thus are negligible, we gain accurate prediction of
a chaotic dynamic system in a long enough interval of time. Then, based on
these reliable simulations, the influence of numerical noises on statistic com-
putations is investigated. It is found that the influence of numerical noises is
negligible when statistic results are time-independent. Unfortunately, when
a chaotic dynamic system is far from equilibrium state so that its statistics
are time-dependent, numerical noises have a great influence even on statistic
computations. It suggests that even the direct numerical simulations (DNS)
might not give reliable statistic computations for non-equilibrium dynamic
systems with the SDIC.
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1. Introduction
It is well known that chaotic dynamic systems (such as three-body sys-
tem) have the sensitive dependance on initial conditions (SDIC) [1], which is
called the “butterfly-effect”. Unfortunately, numerical noises, i.e. truncation
error and round-off error, always exist in practice. Thus, due to the SDIC,
long-term accurate prediction of chaotic dynamic systems is practically im-
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possible [1] and therefore numerical simulations of chaos are only mixtures of
“true” solution with physical meanings and numerical noises without physi-
cal meanings: the latter is often at the same level as the former, due to the
exponential growth of the initial tiny uncertainty of chaotic dynamic system.
Note that it is widely believed that turbulence [2–5] is chaotic. So, statis-
tics are commonly used in the study of turbulence, and the direct numerical
simulation (DNS) [6], which solves the Navier-Stokes equations without av-
eraging or approximation but with all essential scales of motion, has played
an important role in statistical computation of turbulence. However, due to
the SDIC, tiny numerical noises, which grow exponentially in time, may lead
to spurious results. Thus, DNS results are in essence the mixtures of “true”
solution with physical meaning and spurious results without physical mean-
ings: it is even worse that the latter is often at the same level as the former
and besides it is very hard to seperate the former from the whole. Even
so, it is widely believed that numerical noises do not affect the statistics of
turbulence by means of such kind of unreliable simulations. Unfortunately,
Yee et al. [7] reported in 1999 that the DNS can produce a spurious solution
that is completely different from the physical solution of their considered
equations. In addition, Wang et al. [8] demonstrated a spurious evolution
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of turbulence originated from round-off error in DNS. For more examples of
spurious numerical simulations, please refer to Yee et al. [9, 10]. Therefore,
it is necessary to verify the reliability of statistic results for chaotic dynamic
systems.
Recently, a numerical method with extremely small numerical noises,
namely “clean numerical simulation” (CNS) [11], was proposed to gain reli-
able simulations of chaotic dynamic systems in a finite but large enough in-
terval of time. The CNS is based on an arbitrary Taylor series method (TSM)
[12, 13] and an arbitrary multiple precision [14] for every data, together with
a kind of solution verification. By means of the CNS, the numerical noises
can be so greatly reduced to be much smaller than the “true” solution that
the numerical noises are negligible in a given interval of time even for chaotic
dynamic systems. The CNS has been successfully applied in some chaotic
dynamic systems, such as the famous Lorenz equation [11, 15–17] and the
three-body problems [18–20]. Note that, using the traditional Runge-Kutta
method and data in double precision, one can gain convergent chaotic results
of Lorenz equation only in a few dozens of time interval. However, using the
CNS, Liao and Wang [16] successfully obtained a convergent, reliable chaotic
solution of the Lorenz equation in an interval [0,10000], which is hundreds
4
times larger than those given by the traditional numerical methods. This
illustrates the validity of the CNS for reliable simulations of chaotic dynamic
systems with the SDIC.
2. Mathematical equations
It is well known that the famous Lorenz equation [1] is a very simplified
model of the Rayleigh-Be´nard (RB) flow of viscous fluid. From the exact
Navier-Stokes equations for the Rayleigh-Be´nard flow
∇2
∂ψ
∂t
+
∂(ψ,∇2ψ)
∂(x, z)
− σ
∂θ
∂x
− σ∇4ψ = 0 (1)
∂θ
∂t
+
∂(ψ, θ)
∂(x, z)
− R
∂ψ
∂x
−∇2θ = 0 (2)
where ψ denotes the stream function, θ the temperature departure from a
linear variation background, t the time, (x, z) the horizontal and vertical
coordinates, σ the Prandtl number, R the Rayleigh number, respectively,
Saltzman [21] deduced a family of highly truncated dynamic systems with
different degrees of freedom, and the famous Lorenz equation [1] is only the
simplest one among them. For example, in the case of the Prandtl number
σ = 10, the highly truncated dynamic system with three degrees of freedom
5
(3-DOF) reads


A˙ = −148.046A− 1.500D,
D˙ = −13.958AG− 1460.631λA− 14.805D,
G˙ = 27.916AD − 39.479G,
(3)
where λ = R/Rc is dimensionless Rayleigh number, Rc is the critical Rayleigh
number, A and D represent the cellular streamline and thermal fields for the
Rayleigh critical mode, and G denotes the departure of the vertical variation,
respectively. For details, please refer to Saltzman [21].
Similarly, Saltzman [21] gave the highly truncated dynamic system with
five degrees of freedom (5-DOF):


A˙ = 23.521BC − 1.500D − 148.046A,
B˙ = −22.030AC − 186.429B,
C˙ = 1.561AB − 400.276C,
D˙ = −13.958AG− 1460.631λA− 14.805D,
G˙ = 27.916AD − 39.479G,
(4)
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and that with the seven degrees of freedom (7-DOF):


A˙ = 23.521BC − 1.500D − 148.046A,
B˙ = −22.030AC − 1.589E − 186.429B,
C˙ = 1.561AB − 0.185F − 400.276C,
D˙ = −16.284CE − 16.284BF − 13.958AG
− 1460.631λA− 14.805D,
E˙ = 16.284CD− 16.284AF − 18.610BG
− 1947.508λB − 18.643E,
F˙ = 16.284AE + 16.284BD − 486.877λC
− 40.028F,
G˙ = 27.916AD + 37.220BE − 39.479G,
(5)
respectively. All of them are deterministic equations with chaotic solutions,
and are greatly simplified models for the two dimensional Rayleigh-Be´nard
flow. It should be emphasized here that, for any a given initial condition, we
can gain reliable, convergent numerical results of chaotic solutions of these
models in a finite but long enough interval of time by means of the CNS
[11, 16, 17].
In physics, the Rayleigh-Be´nard flow with a large enough Rayleigh num-
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ber R is an evolutionary process from an initial equilibrium state to tur-
bulence after a long enough time, mainly because the flow is unstable and
besides the micro-level physical uncertainty (such as thermal fluctuation)
always exists. Such kind of initial micro-level physical uncertainty due to
thermal fluctuation can be expressed by Gaussian random data, as illus-
trated by Wang et al. [3]. Mathematically, due to the SDIC, the reliable,
convergent chaotic solutions of these simplified models should be dependent
upon the random initial conditions. This is true in physics, since each ex-
perimental observation of the Rayleigh-Be´nard flow is different. Therefore,
these equations provide us some simplified models to investigate the influ-
ence of numerical errors on the statistics computation of such kind of random
process.
Without loss of generality, let us first consider the deterministic 3-DOF
equations (3) with the random initial conditions in normal distribution in
case of λ = 28, corresponding to a turbulent flow. Considering the thermal
fluctuation, we study here such kind of random initial condition in normal
distribution with the mean
〈A(0)〉 = 1, 〈D(0)〉 = 10−3, 〈G(0)〉 = 10−3
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and the standard deviation
σ0 =
√
〈A2(0)〉 =
√
〈D2(0)〉 =
√
〈G2(0)〉 = 10−30.
By means of the CNS, we can gain reliable propagations of the micro-level
physical uncertainty of a large numbers of random initial conditions. Let
〈A(t)〉 =
1
N
N∑
i=1
Ai(t), (6)
σA(t) =
√√√√ 1
N − 1
N∑
i=1
[Ai(t)− 〈A(t)〉]2 (7)
denote the sample mean and unbiased estimate of standard deviation of A(t)
of these reliable simultions, respectively, where N is the number of samples.
3. Statistical Results
Two thousand samples of reliable numerical simulations of the 3-DOF
system (3) are obtained in the time interval [0, 10] by means of the CNS
using the 80th-order Taylor series (M = 80), the 90 decimal-digit precision
(K = 90) for every data, and the time-step δt = 10−3. It is found that
the numerical errors can be decreased to be much smaller than the micro-
level physical uncertainty in the time interval [0,10] under consideration.
These numerical simulations are so accurate that we can consider them as
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the “true” solutions of the chaotic dynamic system (3), which can be used
to investigate the influence of numerical noises on statistic computations of
chaotic systems. In this way, we successfully distinguish the “true” chaotic
solutions with physical meanings from the numerical noises without physical
meanings! Note that, for the chaotic dynamic system (3), the mean and the
standard deviation of A(t) using 1000 samples are almost the same as those
using 2000 samples, as shown in Figure 1. Thus, it is enough for us to use
2000 samples in this paper.
Obviously, the larger the order M of the Taylor series in the frame of the
CNS, the smaller the truncation error. For example, the traditional Runge-
Kutta method corresponds to M = 4, the 4th-order Taylor series expansion
for t. Thus, to investigate the influence of the truncation error, we use
here the 10th-order Taylor series, i.e. M = 10, but retain the 90 decimal-
digit multiple precision for every data. Note that our reliable CNS results
are gained by means of M = 80, i.e. the 80th-order Taylor series, whose
truncation errors are negligible in the considered interval of time t ∈ [0, 10].
However, when M = 10, the truncation error is not negligible in [0,10]. In
this way, the round-off error is negligible in the considered interval of time
t ∈ [0, 10] so that the influence of the truncation error can be investigated
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independently.
The reliable mean (the red line, given by M = 60) of A(t) of the 3-
DOF chaotic dynamic system (3) is as shown in Figure 2, compared with the
unreliable result (the blue line, given by M = 10). Note that the reliable
mean of A(t) given by the CNS becomes stable when t > 7, but is time-
dependent when t ≤ 7. In physics, it means that the chaotic 3-DOF dynamic
system is unstable when t ≤ 7, even from the view-point of statistics, since
the RB flow is in a transition stage from an equilibrium state to a new
equilibrium one. However, as shown in Figure 2, the unreliable mean of A(t)
given by M = 10 has a noticeable difference from the reliable CNS result
in the time interval 2.5 < t < 7. It suggests that the truncation error has
a great influence on the computation of unsteady statistical quantities when
the chaotic dynamic system is in a transition stage from an equilibrium state
to a new equilibrium one. Note that the mean of A(t) given by M = 10
agrees well with the reliable CNS result when t > 7. Thus, the truncation
error has no influence on the time-independent statistics of chaotic dynamic
systems in an equilibrium state. This might be the reason why many DNS
results for fully developed turbulence agree well with experimental data.
The scatter diagrams of the probability distribution function (PDF) in
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the A−D plane of the 3-DOF chaotic dynamic system (3) given by the two
numerical schemes (i.e. M = 10 and M = 80) are as shown in Figure 3,
where the PDF is obtained by using the Gaussian kernel density estimator.
Note that the PDFs given by the two numerical approaches are almost the
same at t = 8.00. However, at t = 6.60 and t = 6.80, the PDFs given by
M = 10 are quite different from those given by the CNS using M = 80. This
supports our previous conclusion that the truncation error has a significant
influence on the computation of unsteady statistics, but has no influence on
steady ones.
Note that the double precision is widely employed in numerical simula-
tions, which leads to round-off errors at every time-step that increase expo-
nentially for a chaotic dynamic system. To simulate the round-off error, we
add a random data at each time-step with zero mean and the standard devi-
ation 10−16, while the 80th-order Taylor expansion (M = 80) is still used and
all data are expressed in 90 decimal-digits so as to guarantee the negligible
truncation error in the considered interval of time t ∈ [0, 10].
Figure 4 shows the comparison between the reliable CNS statistics (using
the 90 decimal-digit multiple precision for every data) and the unreliable
results using the double precision. Note that the round-off error has a great
12
influence on the standard deviation of A(t) from the very beginning. At
about t ≈ 3.5 when the round-off error enlarges exponentially to reach the
level of the “true” solution, the unsteady mean of A(t) becomes unreliable.
Note that the mean of A(t) given by the double precision becomes time-
independent more early, at t ≈ 3.5, which is however wrong in physics. As the
system truly becomes unsteady when t > 7 (that is determined by the reliable
CNS result), the round-off error has no influence on the computation of
statistics. Furthermore, Figure 5 shows the scatter diagram of the probability
distribution function (PDF) in the A−D plane of the 3-DOF chaotic dynamic
system (3) given by the two different numerical schemes. Note that the PDFs
are almost the same at t = 8.00. However, the two PDFs are obviously
different at t = 6.60. All of these suggest that the round-off error has a great
influence on the unsteady statistics when the chaotic dynamic system is in a
transition stage from an equilibrium state to a new equilibrium one, but has
a little impact on steady ones.
Similarly, we also investigate the influence of numerical noises on com-
putations of statistics of the 5-DOF and 7-DOF chaotic dynamic systems,
governed by (4) and and (5), respectively, and obtain the same conclusions
qualitatively, as shown in Figure 6. It suggests that the above-conclusions
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are qualitatively the same even for chaotic systems with large numbers of
DOF.
4. Conclusions
Due to the the sensitive dependence on the initial condition (SDIC) (i.e.
the famous “butterfly-effect”) [1], the numerical noises (such as truncation
error and round-off error) enlarge exponentially to reach the same level of
the “true” solution. Thus, it is practically very difficult to kick out the
exponentially enlarging numerical noises so as to gain the “true” chaotic
solutions with physical meanings, and many spurious numerical solutions
were reported [7–10]. However, in practice, it is widely believed that the
numerical noises do not influence the statistic results of chaotic dynamic
systems. In this paper, we compare the statistic results of three chaotic
dynamic model equations gained by two different approaches, one is the
traditional numerical approach, the other is the so-called Clean Numerical
Simulation (CNS) with extremely small numerical noises [11, 16, 17]. It is
found that the numerical noises have a great influence on the computation
of unsteady statistics of chaotic dynamic systems in a transition stage from
an equilibrium state to a new equilibrium one, but have no influence on
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time-independent statistics for systems in an equilibrium state.
It is widely believed that turbulence possesses many characteristics of
chaos, such as the sensitive dependence on the initial condition (SDIC), and
so on. This is because turbulent flows can be described by the Navier-Stokes
equations, and besides the chaotic model equations considered in this paper
are deduced from the N-S equations. It is indeed true that, when turbulent
flows are on a statistical stationary state, DNS results often agree well with
experimental data, as reported in [2, 6]. So, based on our computations
mentioned above, we have many reasons to believe that the numerical noises
should have a great influence on the computation of unsteady statistics of the
DNS, but have no influence on the steady ones. It suggests that we should
be extremely careful on the DNS statistic results of unsteady turbulent flows
far from an equilibrium state.
In this paper the CNS is used to gain reliable numerical simulations of
chaotic dynamic systems. Note that the numerical noises of the CNS can
be controlled to be much smaller than the “true” chaotic solution in a long
enough interval of time. So, the CNS might open a new way to reliably
simulate chaotic dynamical systems and even turbulent flows.
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Figure 1: (a) The mean and (b) standard deviation of A(t) of the 3-DOF chaotic system
(3) using different numbers of samples gained by means of the CNS. Solid line: 2000
samples; Dashed line: 1000 samples.
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Figure 2: The influence of the truncation error on the mean of A(t) of the 3-DOF chaotic
dynamic system (3) using the time-step δt = 10−3 and the 90 decimal-digit precision for
every data (i.e. with the negligible round-off error). Solid line in red: the reliable results
given by the CNS using M = 80; dashed line in blue: the result given by M = 10.
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Figure 3: The scatter diagrams of the probability distribution function (PDF) in the A−D
plane of the 3-DOF system (3) at different times by means of the time-step δt = 10−3,
the 90 decimal-digit precision for every data and the different orders M of Taylor series.
(a)-(c): unreliable results given by M = 10; (d)-(f): the reliable results given by the CNS
using M = 80.
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Figure 4: The influence of the round-off error on (a) the mean and (b) the standard
deviation of A(t) of the 3-DOF chaotic system (3) using the time-step δt = 10−3 and the
80th-order Taylor expansion (M = 80) with the negligible truncation error. Solid line in
red: the reliable CNS results given by the 90 decimal-digit multiple precision for every
data; dashed line in blue: the unreliable results given by means of double precision.
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Figure 5: The scatter diagrams of the probability distribution function (PDF) in the A−D
plane of the 3-DOF chaotic system (3) at different time. (a) and (b): reliable results given
by the CNS using the 90 decimal-digit multiple precision for every data; (c) and (d): the
unreliable results given by double precision.
24
tM
ea
n
 o
f A
(t)
0 2 4 6 8-15
-10
-5
0
5
10
15 (a)
t
M
ea
n
 o
f A
(t)
0 2 4 6 8 10-15
-10
-5
0
5
10
15 (b)
Figure 6: The influence of the truncation error on the mean of A(t) of (a) the 5-DOF and
(b) the 7-DOF chaotic systems obtained using the time-step δt = 10−3 and the 90 decimal-
digit multiple precision for every data with the negligible round-off error. Solid line in red:
the reliable results given by the CNS using the 80th-order Taylor series expansion for t
(i.e. M = 80); dashed line in blue: the unreliable result given by the 10th-order Taylor
series expansion (i.e. M = 10).
25
