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Overview
Named Entity reognition involves identifying expressions whih refer to (for example) people,
organisations, loations, or artefats in texts. This paper reports on the development of a
Named Entity reognition system developed fully within the xml paradigm.
In setion 1 we desribe the nature of the Named Entity reognition task and the omplexities
involved. The system we developed was entered as part of a darpa-sponsored ompetition,
and we will briey desribe the nature of that ompetition.
We then give an overview of the design philosophy behind our Named Entity reognition
system and desribe the various xml tools that were used both in the development of the
system and that make up the runtime system (setion 2), and give a detailed desription of
how these tools were used to reognise temporal and numerial expressions (setion 3) and
names of people, organisations and loations (setion 4). We onlude with a desription of the
results we ahieved in the ompetition, and how these ompare to other systems (setion 5),
and give details on the availability of the system (setion 6).
1 Named Entity reognition
1.1 Named Entities
Named Entity reognition involves proessing a text and identifying ertain ourenes of
words or expressions as belonging to partiular ategories of Named Entities (ne). When this
is done within the xml paradigm, the result is annotated text where eah ne is annotated
with information about the type of ne the system found.
Consider the following sentene:

Now at Harlequin Ltd. (Edinburgh oÆe)
1
On Jan 13th, John Briggs Jnr ontated Wonderful Stokbrokers In in
New York and instruted them to sell all his shares in Ame.
A Named Entity reognition system might annotate this sentene as follows:
On <NE TYPE="DATE">Jan 13th</NE>, <NE TYPE="PERSON">John Briggs Jnr</NE>
ontated <NE TYPE="COMPANY">Wonderful Stokbrokers In</NE> in
<NE TYPE="PLACE">New York</NE> and instruted them to sell all his shares in
<NE TYPE="COMPANY">Ame</NE>.
What ounts as a Named Entity depends on the appliation that makes use of the annotations.
One suh appliation is doument retrieval or automated doument forwarding: douments
annoted with ne information an be searhed or forwarded more aurately than raw text.
For example, ne annotation allows you to searh for all texts that mention the ompany
Philip Morris, ignoring douments about an unrelated person alled Philip Morris. Or you
an have all douments forwarded to you about a person alled Gates, without reeiving
douments about things alled gates. In a doument olletion annotated with Named Entity
information you an easily nd douments about the spae shuttle Columbia without getting
douments about Columbia D.C. Or you an retrieve all douments that talk about Hope (in
Alabama), without also getting douments about people alled Hope or about expetations
and desires.
Another use of Named Entity reognition is in the onstrution of bak-of-the-book indexes
(e.g. an index for an enylopaedia). In suh an index you probably want to distinguish
disussions of Alfred Nobel from mentions of people who won the Nobel prize, rather than
just giving page numbers for every single ourene of \Nobel". This an be done if the ne
reognition system has annotated mentions of Nobel as a person dierently from mentions
of Nobel as an artefat. Similarly, suh an index will probably want to distinguish between
Alzheimer the disease and Alzheimer the dotor, or between Java the programming language
and Java the ountry.
Current work on metadata standardization (XML-Data, RDF) is onerned with the devel-
opment of a syntax for annotating this kind of information. The system desribed here is
intended to provide suh annotation automatially.
1.2 Named Entities in the LTG system
We reently designed and built a Named Entity reognition system and entered the system
in the Message Understanding Competition mu. This is a ompetition on information ex-
tration from text, sponsored by the U.S. Defense Advaned Researh Projets Ageny [8℄.
The Named Entities our system reognises and the type of annotation it uses for the markup
are therefore the ones stipulated by the mu ompetition rules. Here are some examples;
Temporal expressions. For the ompetition, absolute and relative temporal expressions
needed to be marked up as <TIMEX> entities of type DATE or TIME. For example:
<TIMEX TYPE="DATE">all of 1987</TIMEX>
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<TIMEX TYPE="DATE">from 1990 through 1992</TIMEX>
<TIMEX TYPE="DATE">first-half</TIMEX> profit
the <TIMEX TYPE="DATE">1986-87 aademi year</TIMEX>
<TIMEX TYPE="TIME">8:24 a.m. Chiago time</TIMEX>
<TIMEX TYPE="TIME">early Friday evening</TIMEX>
<TIMEX TYPE="TIME">9 p.m.</TIMEX><TIMEX TYPE="DATE">Monday</TIMEX>
the <TIMEX TYPE="TIME">morning after the
<TIMEX TYPE="DATE">July 17</TIMEX> disaster</TIMEX>
on <TIMEX TYPE="DATE">All Saints' Day</TIMEX>
Mentions of urrenies and perentages. Numeri expressions, monetary expressions and
perentages, whether in numeri or alphabeti form, had to be marked up as <NUMEX>
entities of type MONEY or of type PERCENT. For example:
<NUMEX TYPE="MONEY">175 to 180 million Canadian dollars</NUMEX>
<NUMEX TYPE="MONEY">10- and 20-dollar</NUMEX>bills
<NUMEX TYPE="MONEY">several million New Pesos</NUMEX>
the equivalent of less than <NUMEX TYPE="MONEY">a U.S. penny</NUMEX>
more than<NUMEX TYPE="PERCENT">95%</NUMEX>
Names of organisations, persons and loations. These are marked up as <ENAMEX> en-
tities of type ORGANIZATION, PERSON or LOCATION. For example:
in <ENAMEX TYPE="LOCATION">North and South Ameria</ENAMEX>
<ENAMEX TYPE="LOCATION">U.S.</ENAMEX> exporters
the <ENAMEX TYPE="ORGANIZATION">U.S. Fish and Wildlife Servie</ENAMEX>
some <ENAMEX TYPE="ORGANIZATION">Treasury</ENAMEX> bonds and seurities
the <ENAMEX TYPE="PERSON">Clinton</ENAMEX> government
<ENAMEX TYPE="ORGANISATION">Mirosoft</ENAMEX> hairman
<ENAMEX TYPE="PERSON">Bill Gates</ENAMEX> said yesterday...
Also, niknames of organisations (e.g. \Big Blue"), loations (e.g. \the Big Apple") and
people (e.g. \Mr. Fix-It") needed to be marked up as ENAMEX entities of the appropriate
type.
1.3 The omplexity of Named Entity reognition
Named Entity reognition is a diÆult task for a number of reasons. First, the denition of
what is and is not a Named Entity an be very omplex. For example, aording to the mu
ompetition rules, the following should not be marked up:
Artefats. Artefats like \the spae shuttle Columbia" don't get marked up. The \Wall
Street Journal" and \MTV" are organisations, and should be marked up as suh. But
when someone is reading the Wall Street Journal or wathing MTV, they are artefats,
and should not be marked up. \Boeing" is an organisation, whose stoks may rise when
Ame Corp orders another \Boeing". That seond ourene of \Boeing" is an artefat
and should not be marked up; but the rst ourene of \Boeing" is an organisation
and should be marked up.
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Things named after people. \Nobel" and \Alzheimer" are names of people, and ourenes
of their names should be tagged as suh. But in \Nobel Prize" or \Alzheimer's" their
names should not be tagged.
Numbers whih are not urrenies or perentages. For example, one should not add
markup to expressions like \unhanged at 95.05", \went up 12 points" or \1.5 times".
These rules may look ad ho, but that is an aurate reetion of the nature of the Named
Entity reognition task: what is and is not a Named Entity depends on the appliation
that will make use of the Named Entities. The appliation may require you to distinguish
Alfred Nobel from the Nobel prize, but need not. Also, in the system we developed we
don't distinguish dierent types of artefats|we only distinguish artefats from organisations,
people and loations, and leave the artefatual use of words like Boeing (the airraft), Nobel
(the prize) or Columbia (the spae shuttle) unmarked. But one an easily imagine appliations
where transport vehiles (like a Boeing or a spae shuttle) need to be marked separately from
all other artefats.
A seond diÆulty is that it is important to tag exatly the right words. The entire string
\Arthur Andersen Consulting" should be marked as an ORGANIZATION; one should not mark
the substring \Arthur Andersen" as a PERSON. In \Canada's Parliament", \Canada" (without
the 's) should be marked up as LOCATION; \Parliament" should be marked up as ORGANIZATION.
Again, this may appear ad ho and the denition of how muh should be marked up will be
dened by the appliation. But for any appliation, onsisteny of ne markup, however ad
ho it may seem, is ruial.
The third and biggest problem is that Named Entities are expressed with words whih an
refer to many other things. One might think that Named Entity reognition ould be done
by using lists of (e.g.) names of people, plaes and organisations, but that is not the ase. To
begin with, the lists would be huge: it is estimated that there are 1.5 million unique surnames
just in the U.S. [11℄. It is not feasible to list all possible surnames in the world in a Named
Entity reognition system.
There is a similar problem with ompany names. A list of all urrent ompanies worldwide
would be huge, if at all available, and would be out of date tomorrow sine new ompanies
are formed all the time. In addition, ompany names an our in variations: a list of
ompany names might ontain \The Royal Bank of Sotland pl", but that ompany might
also be referred to as \The Royal Bank of Sotland", \The Royal" or \The Royal pl". These
variations would all have to be listed as well.
But even if it was possible to list all possible organisations and loations and people, there
would still be the problem of overlaps between the list. Names suh as Emerson or Washington
ould be names of people as well as plaes; Philip Morris ould be a person or an organisation.
In addition, suh lists would also ontain words like \Hope" (a loation) and \Thinking
Mahines" (a ompany), whereas these words ould also our in ontexts where they don't
refer to named entities. One ould add some intelligene to the system and only tag these
words when they have a apital letter. But that would still lead to erroneous markup when
\Hope" ours at the start of a sentene, or when \Thinking Mahines" ours in an all-
apitalised headline. `
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Identifying temporal expressions seems easier|after all, there are only 12 months, and we
an list these and reliably identify them. But a system that does this might get onfused
when it nds a mention of \the Chinese-built Long Marh roket" or a referene to someone
alled \April May", expressions whih obviously should not be marked up as dates.
1.4 The MUC Competition
The mu ompetition for whih we built our system took plae in Marh 1998. Prior to the
ompetition, partiipants reeived a detailed oding manual whih speied what should and
should not be marked up, and how the markup should proeed. They also reeived a few
hundred artiles from the New York Times Servie, marked up by the organisers aording
to the rules of the oding manual.
For the ompetition itself, partiipants reeived 100 artiles. They then had 5 days to perform
the hosen information extration tasks (in our ase: Named Entity reognition) without
human intervention, and markup the text with the Named Entities found. The resulting
marked up le then had to be returned to the organisers for soring.
Soring of the results is done automatially by the organisers. The soring software ompares
a partiipant's answer le against a arefully prepared key le; the key le is onsidered to be
the \orretly" annotated le. Amongst many other things, the soring software alulates a
system's reall and preision sores:
Reall: Number of orret tags in the answer le over total number of tags in the key le.
Preision: Number of orret tags in the answer le over total number of tags in the answer
le.
Reall and preision are generally aepted ways of measuring system performane in this
eld. For example, suppose you have a text whih is 1000 words long, and 20 of these words
express a loation. Now imagine a dumb system whih assigns the LOCATION tag to every
single word in the text. This system will have tagged orretly all 20 loations, sine it tagged
everything as LOCATION; its reall sore is 20/20, or 100%. But of the 1000 LOCATION tags it
assigned, only those 20 were orret; its preision is therefore only 20/1000, or 2%.
Here is an invented example of the kind of text the partiipants in the mu ompetition had
to proess. The reason for inventing an example is that it allows us to demonstrate a wider
range of phenomena in a more ompat way:
<DOC>
<PREAMBLE>
GENERAL TRENDS ANALYST PREDICTS LITTLE SPRING EXPLOSION
By Liza MDonald
</PREAMBLE>
<TEXT>
<P>Flavel Donne Jr, an analyst with General Trends In, announed 2 days ago that
Little Spring would ome to a loud end on May 29, 1999. General Trends, whih is
based in Little Spring, has been produing preditions like this sine early 1963.</P>
<P>Donne is C.E.O. of General Trends and also of Adam Kluver Ltd. But John May, 29,
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spokesman for Adam Kluver, said yesterday they distaned themselves from Donne's
predition. He added that their stok had gone down 12% sine May and is now valued
at 130 million Canadian dollars. Flavel Donne was 42 last Thursday.</P>
</TEXT></DOC>
The example was onstruted to illustrate a wide range of phenomena:
 Company names are titious, and not part of any lists of existing ompany names.
 Company names are multi-word expressions, whih ontain ommon words (general,
trends) or whih look like person names (Adam Kluver).
 Company names are sometimes referred to only in part: \Adam Kluver In." is also
referred to as Adam Kluver, whih ould be mistaken for a person; \General Trends Ltd"
is also referred to as \General Trends", whih|espeially in the apitalized headline|
ould be mistaken as a ommon noun phrase (an analyst of general trends).
 Person names have unusual hristian names (Flavel, whih we invented and is unlikely
to be in any list of Christian names) or possibly onfusing surnames (May, whih ould
be mistaken for a temporal expression).
 There are multi-word person names (\Flavel Donne Jr"), but the same person is also
referred to as just \Donne".
 The text ontains dates, perentages and monetary values, whih should be tagged. It
also ontains other numbers, whih should not be tagged: in \Donne is 42", the number
should not be tagged; in \2 days ago", the \2" should not be tagged, but the whole
expression should be tagged as a temporal expression.
 In one instane, \May" followed by a number indiates a date, in another it indiates
the name of a person followed by an age. This should result in dierent markup.
Our mu system produes the following output:
<DOC>
<PREAMBLE>
<ENAMEX TYPE='ORGANIZATION'>GENERAL TRENDS</ENAMEX> ANALYST PREDICTS
<ENAMEX TYPE='LOCATION'>LITTLE SPRING</ENAMEX> EXPLOSION
By <ENAMEX TYPE='PERSON'>Liza MDonald</ENAMEX>
</PREAMBLE>
<TEXT>
<P>
<ENAMEX TYPE='PERSON'>Flavel Donne Jr</ENAMEX>, an analyst with
<ENAMEX TYPE='ORGANIZATION'> General Trends In</ENAMEX>, announed
<TIMEX TYPE='DATE'>2 days ago</TIMEX> that
<ENAMEX TYPE='LOCATION'>Little Spring</ENAMEX> would ome to a loud end
on <TIMEX TYPE='DATE'>May 29, 1999</TIMEX>.
<ENAMEX TYPE='ORGANIZATION'>General Trends</ENAMEX>, whih is based in
<ENAMEX TYPE='LOCATION'>Little Spring</ENAMEX>, has been produing preditions like
this sine <TIMEX TYPE='DATE'>early 1963</TIMEX>.
<P>
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<ENAMEX TYPE='PERSON'>Donne</ENAMEX> is C.E.O. of <ENAMEX TYPE='ORGANIZATION'>General
Trends</ENAMEX> and also of <ENAMEX TYPE='ORGANIZATION'>Adam Kluver Ltd.</ENAMEX>
But <ENAMEX TYPE='PERSON'>John May</ENAMEX>, 29, spokesman for
<ENAMEX TYPE='ORGANIZATION'>Adam Kluver</ENAMEX>, said
<TIMEX TYPE='DATE'>yesterday</TIMEX> they distaned themselves from
<ENAMEX TYPE='PERSON'>Donne</ENAMEX>'s predition. He added that their stok had
gone down <NUMEX TYPE='PERCENT'>12%</NUMEX> sine <TIMEX TYPE='DATE'>May</TIMEX>
and is now valued at <NUMEX TYPE='MONEY'>130 million Canadian dollars</NUMEX>.
<ENAMEX TYPE='PERSON'>Flavel Donne</ENAMEX> was 42 <TIMEX TYPE='DATE'>last Thursday</TIMEX>.
</TEXT>
</DOC>
2 LTG text handling tools
2.1 SGML awareness
At the Language Tehnology Group we have developed a suite of reusable text proessing
tools. These are modular tools with stream input/output; eah tool does a very spei job,
but an be ombined with other tools in a pipeline. Dierent ombinations of the same tools
an thus be used in a pipeline for ompleting dierent text proessing tasks.
Our arhiteture imposes an additional onstraint on the input/output streams: they should
have a ommon syntati format. For this ommon format we use eXtensible Markup Lan-
guage (xml).
A tool in our arhiteture is thus a piee of software whih uses an api for all its aess to
xml data and performs a partiular task: exploiting markup whih has previously been added
by other tools, removing markup, or adding new markup to the stream(s) with or without
removing the previously added markup. This approah allows us to remain entirely within
the xml paradigm during text proessing. At the same time, we an be very general in the
design of our tools, eah of whih an be used for many dierent purposes. Furthermore,
beause we an pipe data through proesses, the unix operating system itself provides the
natural \glue" for integrating data-level appliations.
The xml-handling api in our workbenh are our lt nsl and lt xml libraries ([12℄, [13℄).
They allow a tool to read, hange or add attribute values and harater data to xml elements
and to address a partiular element in an xml stream using a query language alled ltquery.
ltquery oers a way of speifying partiular nodes in the xml doument struture. For exam-
ple, the newspaper artiles we were dealing with in the mu ompetition an be represented
as the sgml tree illustrated in Figure 1.
Queries in ltquery are oded as strings whih give a (partial) desription of a path from the
root of the xml doument (the top-level element) to the desired xml element(s). For example,
the query
.*/TEXT/.*/S[STATUS="PARSED"℄
refers to any <S> element whose attribute STATUS has the value PARSED and whih ours at
any level of nesting inside a <TEXT> element whih, in turn, an our anywhere inside the
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DATE TRAILER
P P
S S S
P
TEXTDOCID
...
SLUGSTORYID PREAMBLENWORDS
DOC
Figure 1: Partial SGML tree for a MUC Newspaper artile
doument's top-level element. It does not apply, e.g., to <S> elements inside the douments
<PREAMBLE>.
The example shows that an ltquery query is a sequene of terms, separated by slashes. Eah
term in the query desribes either an xml element or a nested sequene of xml elements.
Element names an be followed by a list of attribute speiations in square brakets. An
item that ends in a * mathes a nested sequene of zero or more xml elements, eah of whih
math the item without the *. For example, P* will math a <P> element, arbitrarily deeply
nested inside other <P> elements. A full stop will math any xml element name; thus, a
simple way of nding a <P> element anywhere inside a doument is to use the query .*/P.
A ondition with an index n mathes only the nth sub-element of the enlosing element.
Index ounting starts from 0. Thus, DOC/TEXT/P[0℄ will give all rst paragraphs under
<TEXT> elements whih are under <DOC>.
The simplest way of onguring our xml tools is to speify in a query where the tool should
apply its proessing. Using the syntax of ltquery we an diretly speify whih parts of the
stream we want to proess and whih parts we want to skip. This also allows us to provide a
tool with proessing resoures (e.g. grammars) speially tailored to those doument parts
the tool is attending to. For example, we have a tool alled fsgmath whih an be used to
identify ertain sgml elements in the input text and wrap them into larger sgml elements,
aording to rules speied in resoure grammars. It an be alled with dierent resoure
grammars for dierent doument parts. Here is an example pipeline using fsgmath:
>> at text | fsgmath -q ".*/DATE|NWORDS" date.gr
| fsgmath -q ".*/PREAMBLE" preamb.gr
| fsgmath -q ".*/TEXT/P[0℄" first.gr
In this pipeline, fsgmath takes the input text, and proesses the data that has been marked
up as <DATE> or <NWORDS> using a resoure grammar alled date.gr; then it proesses the
data in <PREAMBLE> using the resoure grammar preamb.gr; and then it proesses the rst
paragraph in the <TEXT> setion using the grammar first.gr.
This tehnique allows one to tailor resoure grammars very preisely to partiular parts of the
text. For example, the reason for applying first.gr to the rst paragraph of a newspaper
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artile is that that paragraph often ontains unusual information whih ours nowhere else
in the artile in that form. Here is the start of a typial artile:
CAPE CANAVERAL, Fla. &MD; Working in hilly temperatures Wednesday...
In our analysis of the mu newspaper artiles, we notied that if an artile starts with api-
talized words followed by &MD; the apitalized words indiate a loation. It is easy to apture
this in a grammar. But the phenomenon only ours in text initial <P> elements. And it is
very eÆient to be able to tell fsgmath only to apply that speialised grammar to the rst
<P> element of any text it is proessing.
We have developed a range of sgml and xml-aware proessing tools. Some of them are low-
level tools, suh as sgdelmarkup whih strips unwanted markup from a doument, or sgsed
and sgtr, whih are sgml-aware versions of the unix tools sed and tr; some are higher-level
tools, suh as the sgml transduer fsgmath mentioned above. Combinations of these tools
provide us with the means to explore large text olletions and to do fast prototyping of text
proessing appliations. We have used these tools in the development of systems for many
dierent appliations, suh as statistial text ategorization [2℄, information extration in a
medial domain [3℄, olloation extration for lexiography [1℄, et. A detailed desription of
the tools, their interations and appliations an be found in [4℄ and [10℄; information an also
be found at our website, http://www.ltg.ed.a.uk/software/. In the rest of this setion,
we will onentrate on some of the higer-level sgml-aware tools used in the Named Entity
reognition system.
2.2 lttok
lttok is an sgml-aware tokeniser. Tokenisers take an input stream and divide it up into
words or tokens, aording to some agreed denition of what a token is. This is not just a
matter of nding white spaes between haraters. For example, one needs to deide whether
\I've" and \an't" are one or two tokens. Also, for some appliations one may want to treat
as one token multi-word expressions like \Tony Blair Jnr", \President Bill Clinton", \Mr de
Toqueville" or \January 17th, 1998". And hyphenated words like \rst-quarter-harge" an
be treated as a single token or three tokens, depending on the appliation.
The ltg tokeniser lttok works at the harater level: it looks at the haraters in the input
stream and, using nite-state mahinery, bundles them into tokens aording to rules speied
in its resoure grammars. The input to lttok an be sgml-marked up text, and lttok an
be direted to only proess parsed harater data within ertain sgml or xml elements.
Here is an example of the use of lttok:
at text | lttok -q ".*/P|TITLE|PREAMBLE|TRAILER" -mark W -attr C standard.gr
lttok tokenises the harater data in all the <P> elements as well as in the TITLE, the
PREAMBLE and the TRAILER, using the rules in the resoure grammar standard.gr. The
tokens it nds will be marked up using the sgml element <W>, and attribute information will
be added using the attribute name C. The resoure le stipulates what the possible values are
for this attribute. Here is some example output from this pipeline:
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s <W C='W'>Donne</W> <W C='W'>is</W> <W C='W'>C.E.O.</W> <W C='W'>of</W> <W
C='W'>General</W> <W C='W'>Trends</W> <W C='W'>and</W> <W C='W'>also</W>
<W C='W'>of</W> <W C='W'>Adam</W> <W C='W'>Kluver</W> <W C='W'>Ltd.</W> <W
C='W'>But</W> <W C='W'>John</W> <W C='W'>May</W><W C='CM'>,</W> <W C='CD'>29</W><W
C='CM'>,</W> <W C='W'>spokesman</W>...
... <W C='W'>is</W> <W C='W'>now</W> <W C='W'>valued</W> <W C='W'>at</W> <W
C='CD'>130</W> <W C='W'>million</W> <W C='W'>Canadian</W> <W C='W'>dollars.</W>
...
Beause of instrutions in the resoure le standard.gr, lttok also added the attribute C to
eah <W> element, whose value is W in the ase of a word, CM in the ase of a omma, CD in
the ase of a numeral, et. This is information whih other proessing tools an make use of.
2.3 ltstop
As the above example shows, although the tokeniser adds annotation for ommas, it does not
add annotation for full stops. The reason for this is that not every period is a full stop; some
are part of an abbreviation. Depending on the hoie of resoure le for lttok, a period will
either always be attahed to the preeding word (as in the above example, where the full stop
stays with the sentene-nal word \dollars" and with the abbreviation \C.E.O.") or it will
always be split o.
This reates an ambiguity where a sentene-nal period is also part of an abbreviation, as
in our example \...and also of General Trends Ltd. But..." For many reasons is it useful to
know where a sentene ends, and looking for a full stop followed by a spae and a apital
letter is not always suÆient, as illustrated in \It is the B.B.C. Seretary-General who..."
To resolve this ambiguity we use a speial program, ltstop, whih applies a maximum entropy
model pre-trained on a orpus [7℄. The statistial model knows whih features are relevant in
deiding whether a word is an abbreviation (e.g. usual length of abbreviations, apitalization,
preeding words, ...) or when a word is sentene-nal, or both. It has aquired these features
automatially, on the basis of a orpus in whih abbreviations and full-stops have been hand-
annotated.
In the above example, ltstop will split the period from ordinary sentene-nal words and
reate an end-of-sentene token <W C=".">.</W>; or it will leave the period with the word if
it is an abbreviation; or, in the ase of sentene-nal abbreviations, it will leave the period
with the abbreviation and in addition reate a virtual full stop <W C="."></W>
Like the other ltg tools ltstop an be targeted at partiular sgml elements. In our example,
we want to target it at <W> elements within <P> elements|the output of lttok. It an be
used with dierent maximum entropy models, trained on dierent types of orpora.
For our example, the full pipeline looks as follows:
at text | lttok -q ".*/P|TITLE|PREAMBLE|TRAILER" -mark W -attr C standard.gr
| ltstop -q ".*/P/W" fs_model.me > text.stop
This will generate the following output in text.stop:
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<W C='W'>Donne</W> <W C='W'>is</W> <W C='W'>C.E.O.</W> <W C='W'>of</W> <W
C='W'>General</W> <W C='W'>Trends</W> <W C='W'>and</W> <W C='W'>also</W> <W
C='W'>of</W> <W C='W'>Adam</W> <W C='W'>Kluver</W> <W C='W'>Ltd.</W><W C='.'></W>
<W C='W'>But</W> <W C='W'>John</W> ...
... <W C='W'>is</W> <W C='W'>now</W> <W C='W'>valued</W> <W C='W'>at</W> <W
C='CD'>130</W> <W C='W'>million</W> <W C='W'>Canadian</W> <W C='W'>dollars</W><W
C='.'>.</W> ...
Note how ltstop left periods with abbreviations like \C.E.O.", separated o the full stop
after \dollars", and left the period with \Ltd." but added a nal stop to this sentene, making
expliit that the period after \Ltd." has two distint funtions.
2.4 ltpos
Another standard ltg tool we use in our mu system is our part-of-speeh tagger ltpos [6℄.
Part-of-speeh tagging (pos tagging) involves annotating words (as identied by the tokeniser)
with information as to whether they are a verb, a noun, et. To do this, pos taggers look up
words in a lexion whih will tell them that, e.g., \left" is most likely to be a past tense verb
(as in \he left") or an adjetive (\my left foot"), but ould also be a past partiiple (\they
have left"), a noun (\on the left"), or an adverb (\go left"). Taggers also have statistial
o-ourrene information, e.g. that an adjetive is more likely to be followed by a noun than
by a verb.
Part-of-speeh tagged text is useful input for a Named Entity reognition system. For ex-
ample, in \GIVE ME THE BILL", \BILL" will be tagged as a noun; in \GIVE ME BILL",
\BILL" will be tagged as a proper name. The theoretial dierene between a noun and a
proper name is not important for present purposes, exept that names of people tend to be
proper names rather than nouns. On the basis of this information, a Named Entity reogni-
tion system an deide that \BILL" in the rst sentene is more unlikely to be a <PERSON>
than in the seond sentene. This is obviously not suÆient to make a deision either way as
to what sort of named entity \BILL" is, but it provides some extra evidene whih an be
used in ombination with (for example) ontextual lues.
Our part-of-speeh tagger ltpos is sgml-aware: it reads a stream of sgml elements speied
by the query and applies a statistial tehnique to assign the most likely pos tags. An
important feature of the tagger is an advaned module for handling words whih are not
in the lexion [5℄. This proved to be ruial for name spotting: given that part-of-speeh
information an be a great help in deteting names, the pos tagger needs to be able to
pos
~
tag unknown words|like the word \Donne" in \Donne is 42".
ltpos also arries out a few other tasks whih are useful for Named Entity reognition. For
apitalised words, ltpos adds information as to whether the word exist in lowerase in the
lexion (marked as L="l") or whether it exists in lowerase elsewhere in the same doument
(marked as L="d"), or none of the above (marked as L="#"). This information is partiularly
useful for multi-word Named Entities, whih ontain ommon words: suppose a text ontains
the sentene \Suspended Ceiling Contrators Ltd denied the harge". Sine the sentene-
initial word has a apital letter, it ould be an adjetive modifying the ompany \Ceiling
Contrators Ltd", or it ould be part of the ompany name, \Suspended Ceiling Contrators
Ltd". By marking early on that \suspended" also ours in the lexion in lowerase, the sys-
tem will later know to be autious about how many words to inlude in the <ORGANIZATION>
Named Entity reognition in XML { 11{ Mikheev et al
tag.
This is what the pipeline looks like:
at text.tok | ltpos -q ".*/P|PREAMBLE|TRAILER|BC|TITLE"
-pos_attr C -lookup_attr L posgram > text.pos
The all to ltpos speies that the part of speeh tags should be entered as values to the
attribute C; in other words, it hanges the urrent W values of the C attribute to pos values.
pos values are reasonably mnemoni abbreviations, fairly standard in the omputational
linguistis literature|suh as JJ for adjetive, CC for onjuntion, NN for singular noun,
NNP for singular proper name, and DT for determiner. The pipeline gives the following
output:
<W L='#' C='NNP'>Flavel</W> <W L='#' C='NNP'>Donne</W> <W L='#' C='NNP'>Jr</W><W
C=','>,</W> <W C='DT'>an</W> <W C='NN'>analyst</W> <W C='IN'>with</W> ...
2.5 fsgmath
The ore tool in our mu system is fsgmath. fsgmath is an sgml transduer. It takes
ertain types of sgml elements and wraps them into larger sgml elements. In addition, it is
also possible to use fsgmath for harater-level tokenisation, but in this paper we will only
desribe its funtionality at the sgml level.
fsgmath an be alled with dierent resoure grammars, e.g. one an develop a grammar
for reognising names of organisations or temporal expressions. Like the other ltg tools, it
is possible to use fsgmath in a very targeted way, telling it only to proess sgml elements
within ertain other sgml elements, and to use a spei resoure grammar for that purpose.
The ombined funtionality of lttok and fsgmath gives system designers many degrees of
freedom. Suppose you want to map harater strings like \25th" or \3rd" into sgml entities.
You an do this at the harater level, using lttok, speifying that strings that math [0-9℄+[
-℄?((st)|(nd)|(rd)|(th)) should be wrapped into the sgml struture <W C="ORD">. Or
you an do it at the sgml level: if your tokeniser had marked up numbers like \25" as <W
C="CD"> then you an write a rule for fsgmath saying that <W C="NUM"> followed by a <W>
element whose harater data onsist of th, nd, rd or st an be wrapped into an <W C="ORD">
element.
A transdution rule in fsgmath an aess and utilize any information stated in the element
attributes, hek sub-elements of an element, do lexion lookup for harater data of an
element, et. For instane, a transdution rule an say: \if there are one or more W elements
(i.e. words) with attribute C (i.e. part of speeh tag) set to NNP (proper noun) followed by a
W element with harater data \Ltd.", then wrap this sequene into an ENAMEX element with
attribute TYPE set to ORGANIZATION.
Transdution rules an hek left and right ontexts, and they an aess sub-elements of
omplex elements; for example, a rule an hek whether the last W element under an NG
element (i.e. the head noun of a noun group) is of a partiular type, and then inlude the
whole noun group into a higher level onstrution. Element ontents an be looked up in a
lexion. The lexion lookup supports multi-word entries and multiple rule mathes are always
resolved to the longest one.
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An example of a small but useful thing we use fsgmath for is to assign ertain \semanti"
tags whih are partiularly useful for mu proessing. For example, words ending in -yst
and -ist (analyst, geologist) as well as words ourring in a speial list of words (spokesman,
diretor) are reognised as professions and marked as suh (S="PROF"). Adjetives ending in
-an or -ese whose root form ours in a list of loations (Amerian, Japanese) are marked as
loative adjetives (S="LOC JJ").
To ahieve this, it makes most sense to invoke fsgmath immediately after ltpos:
at text.pos | fsgmath -q ".*/P|PREAMBLE|TRAILER" sem.gr
<W L='#' C='NNP'>Flavel</W> <W L='T' C='NNP'>Donne</W> <W L='#'
C='NNP'>Jr</W></ENAMEX><W C=','>,</W> <W C='DT'>an</W> <W S='PROF'
C='NN'>analyst</W> <W C='IN'>with</W>
Beause fsgmath plays suh a ruial role in our mu system, we desribe it and the rules
in the resoure grammars in more detail in the following setion.
3 TIMEX, NUMEX
Temporal and numerial expressions in English newspapers have a fairly strutured appear-
ane whih an be aptured by means of grammar rules. We developed a grammar for the
temporal expressions we needed to apture. We also ompiled lists of temporal entities, like
days of the week and names of months (inluding abbreviations), and holidays and festivals
(like \Hannukah" and \Hogmanay"). We also ompiled a grammar of numerial expressions,
as well as a list of urrenies. The sgml transduer fsgmath uses these resoures to wrap
the appropriate strings with timex and numex tags.
Figure 2 is an exerpt of the kind of resoure le used by fsgmath to identify ertain timex
expressions in the texts.
One of the rules in Figure 2 is alled day-name. Its type is DISJF, whih means that, for
the rule to be suessful, one of its subrules (day-name-full or day-name-abbrev) should
sueed.
The rule day-name-full heks whether the input mathes CCAPWRD|it heks if the input is
an sgml entity labelled <W> (i.e. a word), whose pdata math the regular expression given
in the entity denition for CCAPWRD (i.e. whether it is a apitalized word). When it nds
a mathing sgml item, it heks whether this word also ours in the le TIM_lex|a le
ontaining many temporal expressions, suh as Monday, January, Tue, and Hogmanay, with
tags indiating whether they are days of the week, holidays, et. If the apitalized word is
found in that le, its tag is heked. If the tag is found to be DY the <W> element is wrapped
in a <TIMEX> element of type DATE.
It is worth pointing out that the resoure les of whih Figure 2 is a small exerpt are
themselves strutured as xml douments. We rmly believe that a good strategy for building
text proessing appliations like the ne system is to build them using xml annotated stream
input/output, but it does not follow from this that all the resoure les that are alled in the
ourse of this proess should also be in xml. However, beause the prodution of the resoure
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<?XML version="1.0" ?>
<!DOCTYPE RULES SYSTEM "RuleSpe.dtd" [
<!ENTITY CAPWRD "W/#~^[A-Z℄[A-z℄*$" >
℄>
<RULES name="date" apply="all" type=SGML>
<LEX type="PHRASE"
file_name="&NUMEX-DIR;/timex.lex"
alias="TIM_lex" ></LEX>
<!-- Monday Tuesday ... -->
<RULE name="day-name-full" targ_sg='TIMEX TYPE DATE' >
<REL math="&CAPWRD;" >
<CONSTR hek_in="TIM_lex" hek_tags="DY *"></CONSTR>
</REL>
</RULE>
<!-- Mon. Mon Tues. Tues ... -->
<RULE name="day-name-abbrev" targ_sg='TIMEX TYPE DATE'>
<REL math="&CAPWRD;" >
<CONSTR hek_in="TIM_lex" hek_tags="DYA *"></CONSTR>
</REL>
<REL math="W[C="."℄" m_mod=QUEST></REL>
</RULE>
<!-- Monday Mon. Mon ... -->
<RULE name="day-name" type=DISJF >
<REL type=REF math="day-name-full"></REL>
<REL type=REF math="day-name-abbrev"></REL>
</RULE>
</RULES>
Figure 2: Examples of sgml transdution rules for reognising ertain temporal expressions
les was done by a number of dierent people, working within xml with ommonly agreed
dtds was found to be helpful.
The TIMEX and NUMEX omponents of our mu system do not make use of part-of-speeh
tagged information, and an be run before or after lttok and ltstop.
4 ENAMEX
For reognising enamex elements, we similarly ompiled grammars and olleted resoures,
suh as names of loations and organisations, rst names (for use in name reognition), et.
But as demonstrated in setion 1, a mu system annot rely too muh on suh lists, and
dierent strategies need to be used for high-preision enamex reognition. In fat, we have
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also run our ne system without any lexial resoures and report on these experiments in [9℄.
The basi philosophy underlying our approah is as follows. When looking at a string of
words like \Adam Kluver" it is not possible to say whether this is the name of a person or an
organisation. However, somewhere in the text, there is likely to be some ontextual material
whih makes it lear whih of those it is. Our strategy is to only make a deision one we
have identied this bit of ontextual information.
We further assume that, one we have identied ontextual material whih makes it lear that
\Adam Kluver" is (e.g.) the name of a ompany, then any other mention of \Adam Kluver"
in that doument will be referring to that ompany. If the author at some point had wanted
to also refer to a person alled \Adam Kluver", s/he would have provided some extra ontext
to make this lear, and this ontext would have been piked up in the rst step.
If no suitable ontext is found anywhere in the text to deide what sort of Named Entity
\Adam Kluver" is, the system an hek other resoures, e.g. a list of known ompany names.
But this method only applies after substantial ontext heking has been arried out.
In our mu system, we implemented this approah as a ombination of symboli transdution
of sgml elements with probabilisti partial mathing, in 5 stages:
1. sure-re rules
2. partial math 1
3. relaxed rules
4. partial math 2
5. title assignment
We desribe eah in turn.
ENAMEX: 1. Sure-re Rules
In the rst step, our sgml transduer fsgmath is used with sure-re rules. These rules are
very ontext-oriented and they re only when a possible andidate expression is surrounded
by a suggestive ontext. Sure-re rules rely on known orporate designators (Ltd., In., et.),
person titles (Mr., Dr., Sen.), and denite ontexts suh as those in Figure 3. The sure-re
rules apply after pos tagging, so at this stage words like \analyst" have already been identied
as PROF (professions), and words like \brother" as REL (relatives).
An example of a transdution rule is presented in Figure 4.
At this stage our mu system treats information from the lists as likely rather than denite
and always heks if the ontext is either suggestive or non-ontraditive. For example, a
likely ompany name with a onjuntion is left untagged at this stage if the ompany is
not listed in a list of known ompanies: in a sentene like \this was good news for China
International Trust and Investment Corp", it is not lear whether the text deals with one or
two ompanies, and no markup is applied.
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Context Rule Assign Example
Xxxx+ is? a? JJ* PROF PERS Yuri Gromov, a former diretor
Xxxx+ is? a? JJ* REL PERS John White is beloved brother
Xxxx+ himself PERS White himself
Xxxx+, DD+, PERS White, 33,
shares in Xxxx+ ORG shares in Trinity Motors
PROF of/at/with Xxxx+ ORG diretor of Trinity Motors
in/at LOC LOC in Washington
Xxxx+ area LOC Beribidjan area
Figure 3: Examples of sure-re transdution material for enamex. Xxxx+ is a sequene of
apitalized words; DD is a digit; PROF is a profession; REL is a relative; JJ* is a sequene
of zero or more adjetives; LOC is a known loation.
Similarly, the system postpones the markup of unknown organizations whose name starts
with a sentene initial ommon word, as in \Suspended Ceiling Contrators Ltd denied the
harge". Sine the sentene-initial word has a apital letter, it ould be an adjetive modifying
the ompany \Ceiling Contrators Ltd", or it ould be part of the ompany name, \Suspended
Ceiling Contrators Ltd".
Names of possible loations found in our gazetteer of plae names are marked as LOCATION
only if they appear with a ontext that is suggestive of loation. \Washington", for example,
an just as easily be a surname or the name of an organization. Only in a suggestive ontext,
like \in the Washington area", will it be marked up as loation.
ENAMEX: 2. Partial Math 1
After the sure-re symboli transdution the system performs a probabilisti partial math
of the identied entities. This is implemented as an interation between two tools. The
rst tool ollets all named entities already identied in the doument. It then generates all
possible partial orders of the omposing words preserving their order, and marks them if found
elsewhere in the text. In our example, \Adam Kluver Ltd" had already been reognised as
an organisation by the sure-re rule. In this seond step, any ourrenes of \Adam Kluver",
\Kluver Ltd", \Adam Ltd" and \Adam Kluver" are also tagged as possible organizations.
This markup, however, is not denite sine some of these words (suh as \Adam") ould refer
to a dierent entity.
This annotated stream goes to a seond tool, a pre-trained maximum entropy model. It takes
into aount ontextual information for named entities, suh as their position in the sentene,
whether they exist in lowerase in general, whether they were used in lowerase elsewhere in
the same doument, et. These features are passed to the model as attributes of the partially
mathed words. If the model provides a positive answer for a partial math, the math is
wrapped into a orresponding ENAMEX element.
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<RULE name="FirstNameDitExat" type=DISJ >
<REL math = "W/#~[A-Z℄[a-z℄+$" >
<LEXCHECK hek_in= "NAMES_lex" hek_tags="FN *" ></LEXCHECK>
</REL>
<REL math = "W/#~[A-Z℄[a-z℄+((slav)|(ldo))$" >
</RULE>
<RULE name="John_Uuuu+_Xxxx_Jr?" type=SEQ targ='ENAMEX TYPE=PERSON' >
<REL math = "FirstNameDitExat" type="REF" ></REL>
<REL math = "W[C=NNP℄" m_mod= STAR ></REL>
<REL math = "W[C=NNP L!=d℄" m_mod= PLUS ></REL>
<REL math = 'W/#~^((Jr\.?)|(Sr\.?))' m_mod= QUEST ></REL>
</RULE>
Figure 4: Sample of a transdution rule. The rule John Uuuu+ Xxxx Jr? alls subrules in
sequene by referening the rule FirstNameDitExat.
ENAMEX: 3. Rule Relaxation
One this has been done, the system again applies the sgml transdution rules. But this time
the rules have muh more relaxed ontextual onstraints and extensively use the information
from already existing markup and from the lexion ompiled during proessing, e.g. ontaining
partial orders of already identied named entities.
At this stage the system will mark word sequenes whih look like person names. For this it
uses a grammar of names: if the rst apitalized word ours in a list of rst names and the
following word(s) are unknown apitalized words, then this string an be tagged as a PERSON.
Here we are no longer onerned that a person name an refer to a ompany. If the name
grammar had applied earlier in the proess, it might erroneously have tagged \Adam Kluver"
as a PERSON instead of an ORGANIZATION. At this point in the hain of enamex proessing,
that is not a problem anymore: \Adam Kluver" will by now already have been identied as
an ORGANIZATION by the sure-re rules or during partial mathing. If it hasn't, then it is
likely to be the name of a person.
At this stage the system will also attempt to resolve onjuntion problems in names of organ-
isations. For example, in \this was good news for China International Trust and Investment
Corp", it is not lear whether the text is referring to one organisation or two. The system
heks if possible parts of the onjuntions were used in the text on their own and thus are
names of dierent organizations; if not, the system has no reason to assume that more than
one ompany is being talked about.
In a similar vein, the system resolves the attahment of sentene initial apitalized modiers,
the problem alluded to above with the \Suspended Ceiling Contrators Ltd" example: if the
modier was seen with the organization name elsewhere in the text, then the system has
good evidene that the modier is part of the ompany name; if the modier does not our
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anywhere else in the text with the ompany name, it is assumed not to be part of the it.
At this stage known organizations and loations from the lists available to the system are
marked in the text, again without heking the ontext in whih they our.
ENAMEX: 4. Partial Math 2
At this point, the system has exhausted its resoures (name grammar, list of loations,
et). The system then performs another partial math to annotate names like \White"
when \James White" had already been reognised as a person, and to annotate ompany
names like \Hughes" when \Hughes Communiations Ltd." had already been identied as
an organisation. As in Partial Math 1, this proess of partial mathing is again followed by
a probabilisti assignment supported by the maximum entropy model.
ENAMEX: 5. Title Assignment
Beause titles of news wires are in apital letters, they provide little guidane for the reog-
nition of names. In the nal stage of enamex proessing, entities in the title are marked
up, by mathing or partially mathing the entities found in the text, and heking against a
maximum-entropy model trained on doument titles. For example, in \GENERAL TRENDS
ANALYST PREDICTS LITTLE SPRING EXPLOSION" \GENERAL TRENDS" will be
tagged as an organization beause it partially mathes \General Trends In" elsewhere in the
text, and \LITTLE SPRING" will be tagged as a loation beause elsewhere in the text there
is supporting evidene for this hypothesis.
5 Conlusion
5.1 Performane
In the mu ompetition, our system's ombined preision and reall sore was 93.39%. This
was the highest sore, better in a statistially signiant way than the sore of the next best
system. Sores varied from 93.39% to 69.67%. Further details on this an be found in [8℄.
The table in Figure 5 shows the progress of the performane of the system we elded for the
mu ompetition through the ve stages.
As one would expet, the sure-re rules give very high preision (around 96-98%), but very
low reall|in other words, they don't nd many enamex entities, but the ones they nd are
orret. Subsequent phases of proessing add gradually more and more enamex entities (reall
inreases from around 40% to around 90%), but on oasion introdue errors (resulting in a
slight drop in preision). Our nal sore for ORGANISATION, PERSON and LOCATION is given in
the bottom line of Figure 5.
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Stage ORGANIZATION PERSON LOCATION
Sure-re Rules R: 42 P: 98 R: 40 P: 99 R: 36 P: 96
Partial Math 1 R: 75 P: 98 R: 80 P: 99 R: 69 P: 93
Relaxed Rules R: 83 P: 96 R: 90 P: 98 R: 86 P: 93
Partial Math 2 R: 85 P: 96 R: 93 P: 97 R: 88 P: 93
Title Assignment R: 91 P: 95 R: 95 P: 97 R: 95 P: 93
Figure 5: Sores obtained by the system through dierent stages of the analysis. R - reall P
- preision.
5.2 The system
One of the design features of the system whih sets it apart from other Named Entity reog-
nition systems is that it is designed fully within the sgml paradigm: the system is omposed
of several tools whih are onneted via a pipeline with data enoded in sgml or xml. This
allows the same tool to apply dierent strategies to dierent parts of the texts using dierent
resoures. The tools do not onvert from sgml into an internal format and bak, but operate
at the sgml or xml level.
Our system does not rely heavily on lists or gazetteers but instead treats information from
suh lists as \likely" and onentrates on nding ontexts in whih suh likely expressions are
denite. In fat, the rst phase of the enamex analysis uses virtually no lists but still ahieves
substantial reall.
The system is doument entred. This means that at eah stage the system makes deisions
aording to a ondene level that is spei to that proessing stage, and draws on infor-
mation from other parts of the doument. The system is hybrid, applying symboli rules and
statistial partial mathing tehniques in an interleaved fashion.
5.3 Limitations
Unsurprisingly, the major problem for the system are single apitalized words, mentioned just
one or twie in the text and without suggestive ontexts. In suh a ase the system annot
apply ontextual assignment, assignment by analogy or lexial lookup and fails to markup
the entity. As the results of the mu ompetition show, this is a relatively rare ourrene.
6 Availability
A runtime version of the system desribed here is available for free at
http://www.ltg.ed.a.uk/software/ne/.
We also have a set of tools whih an be used to develop a Named Entity reognition system.
The tool suite is alled lt ttt, and is available from
http://www.ltg.ed.a.uk/software/ttt/.
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lt ttt onsists of lttok, ltstop and fsgmath, a number of resoure les for tokenisation,
for end-of-sentene disambiguation, and for the reognition of temporal expressions, and tools
for extending these resoure grammars or for reating new ones.
It also has a visual interfae whih uses xsl style sheets to render the xml Named Entity
annotation in a form that is easier to inspet.
The part of speeh tagger is available as a separate tool. See
http://www.ltg.ed.a.uk/software/pos/.
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