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Abstract
A systematic study of the homological behavior of ﬁnitely and linearly presented modules over
Koszul algebras is started. In particular, it is shown that the generating series of the linear Betti
numbers of these modules over some precise special Koszul algebras are rationally related to the
generating series for the Betti numbers of all local commutative noetherian rings. It is also shown that
there are very small commutative Koszul algebras (4 generators and 4, 5 or 6 relations) which are bad
in the sense that rational generating series for Betti numbers of linearly presented modules over them
cannot be put on a common denominator. Finally, we do some explicit calculations that indicate that
if a Koszul algebra is not a local complete intersection, then the generating series for its Hochschild
(and also cyclic homology) is an irrational function. This supports the conjecture that the answer to
our Question 1 on pp. 185–186 of Roos (Varna (1986) 173–189; Lecture Notes in Mathematics, vol.
1352, Springer, Berlin, 1988) is positive.
© 2005 Elsevier B.V. All rights reserved.
MSC: 13D02; 13D03; 13D07; 16E30; 16E40; 16S37; 18G10
0. Introduction
Recall that if k is a ﬁeld and R = k[x1, . . . , xn]/I is the quotient of a polynomial ring
by a homogeneous ideal I , then R is said to be a Koszul algebra if the ith part of minimal
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graded resolution of theR-module k is concentrated in degree i. Koszul algebras have often
been thought as algebras with excellent homological properties. But, in the paper [14] by
Jacobsson at the bottom of p. 252 [14] an example of a moduleM over a Koszul algebra is
given such that the generating series of the Betti numbers ofM is irrational.
In the ﬁrst sections of the present paper we elaborate further on this theme, introducing
the notions of good and bad Koszul algebras (deﬁnitions are given in Section 2).
Here is a good Koszul algebra:
R = k[x, y, z, u]/(x2, xy, xz, xu) (0.1)
and here is a bad one
S = k[x, y, z, u]/(x2, xy, zu, u2). (0.2)
In the ﬁrst case (0.1), for any ﬁnitely generated R-modules M and N of ﬁnite length the
Poincaré–Betti series:
P
M,N
R (z)=
∑
i0
lengthR(TorRi (M,N))z
i
are rational functions with a ﬁxed denominator; more precisely
(1− z− 3z2 − 3z3 − z4)PM,NR (z)
is always a polynomial in z. In the second case (0.2), we will show in this paper that there
are S-modulesM and N of ﬁnite length for which PM,NS (z) is an irrational function (one
can even take M to be of length 3 and N = M). Furthermore, for any integer 2 the
matrices(
y x + u u
z −u x + (− 2)u
)
considered as maps S3 −→ S2 deﬁne S-modules M. We will in particular show (using
[35] and the theory in Section 5 below) that the Poincaré–Betti series
P
M
R (z)= PM,kR (z)=
2− 5z+ 5z3 + z4 − z5
(1− z)2(1− z− z2)2 +
(1+ z)z
(1− z)2(1− z) . (0.3)
In particular, if  goes to ∞ through the primes, one of the irreducible factors in the
denominator of (0.3) will get a higher and higher degree. This answers negatively a question
of Avramov [3]. The precise deﬁnitions of good and bad (in particular Koszul) algebras are
given in Section 2.
In Section 1, we make a deeper analysis of a construction of Jacobsson [14] and we show
that the series PR(z) = P kR(z) for any local commutative noetherian ring (R,m) where
k =R/m are “rationally related” to the series of modules deﬁned by cokernels of (certain)
matrices of linear forms over the special Koszul algebras (n2):
Rn = k[x1, . . . , xn]
(x1, . . . , xn)
2⊗k
k[y1, . . . , yn]
(y1, . . . , yn)
2 .
J.-E. Roos / Journal of Pure and Applied Algebra 201 (2005) 295–327 297
As a consequencewe present some amusing examples, in particular an explicit 5×18matrix
of linear forms over R5 whose corresponding module M has the property that PMR5 (z) is a
nice transcendental function. In particular, the Betti numbers of the linear part of the free
R5-resolution of M have a transcendental generating series which converges in the whole
interior of the unit circle.
In Section 3, we study the preceding theory from the point of view of Ext-algebras and
modules over them.
In Section 4, we prove/cite some general results about Ext-algebras of global dimension
3 and apply the theory to modules over Rn, deﬁned by matrices of linear forms, and in
Section 5 we specialize the theory to R2 and its variants, one of them mentioned above, and
in Section 6 we continue this study using results about Hochschild and cyclic homology
that we present and deduce there.A useful irrationality Theorem 7.1 is presented in Section
7 and in Sections 6 and 8 we use that theorem to show that all Koszul algebras that are
not complete intersections that we are able to treat have an irrational generating series for
Hochschild and cyclic homology.
Finally, in Section 9 we present some open problems and conjectures.
1. A construction by Calle Jacobsson and its consequences
We start by recalling a very nice construction made by Jacobsson [14]: let Fn=
k〈a1, . . . , an〉 be the free associative algebra in n variables ai of degree 1, and let
N = k〈a1, . . . , an〉
(f1, . . . , fr )
(1.1)
be a corresponding quotient algebra of Fn, where (f1, . . . , fr ) denotes the 2-sided ideal in
Fn, generated by r (non-commutative) quadratic forms fi in the variables aj . We say that
N = k ⊕ N1 ⊕ N2 ⊕ N3 . . . is a (1, 2)-presented graded algebra. We denote by N+ the
augmentation ideal, i.e. the set of elements of strictly positive degree in N .
To the algebraN we will, following Jacobsson, construct a (1, 2)-presented Hopf algebra
U(gN) as follows: let L(N ′1) and L(N ′′1 ) be the free graded Lie algebras on two copies of
N1 and the L(N+) be the free graded Lie algebra on N+. Here, graded Lie algebras are
take in the sense of algebraic topology, so that e.g. [x, y] = −(−1)|x||y|[y, x] where e.g.
|x| denotes the degree of x. Now, let gN be the graded Lie algebra obtained by taking a
semi-direct product of L(N ′1)×L(N ′′1 ) with L(N+) where we let L(N ′1)×L(N ′′1 ) operate
on L(N+) by the formulas
a′i ◦ a = aia, a ◦ a′′i = aai.
We obtain an exact split sequence of graded Lie algebras
0 −→ L(N+) −→ gN −→ L(N ′1)× L(N ′′1 ) −→ 0 (1.2)
and it is proved in [14] that the universal enveloping algebra U(gN) of gN (which is a Hopf
algebra) is a (1, 2)-presented algebra of the form:
k〈a1, . . . , an, a′1, . . . , a′n, a′′1 , . . . , a′′n〉
([a′i , a′′j ], [a′i , aj ] − [ai, a′′j ], 1 i, jn, F1, . . . Fr)
, (1.3)
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where all the ai, a′i , a′′i have degree 1 and where the Fs are deﬁned as follows: suppose that
fs =∑1 i,jn csi,j aiaj . Then Fs =∑1 i,jn csi,j [a′i , aj ]. Furthermore, it follows from
(1.2) that the Hilbert series of U(gN) is given by the formula
U(gN)(z)= (1−N+(z))−1(1− |N1|z)−2, (1.4)
where |N1|=n is the dimension of the k-vector spaceN1 and whereN+(z)=∑i1 |Ni |zi
is the Hilbert series of the graded vector spaceN+. For more details we refer to [14], where
it is also noted that it follows from the Hochschild–Serre spectral sequence applied to (1.2)
that the global homological dimension ofU(gN) is 3, so that the Koszul dualR=U(gN)!
(we use the notations of Manin [23,24]) is a commutative quadratic local ring (R,m), with
m4 = 0. For more details we refer again to [14], where it is furthermore proved that the
Hilbert seriesR(z)=1+3nz+(2n2+r)z2+(|N3|−n3+2nr)z3 and that the Poincaré–Betti
series PR(z) is given by the formula
1/PR(z)= (1+ 1/z)/U(gN)(z)− R(−z)/z. (1.5)
This last formula follows fromLemma2.4 of Jacobsson [14]which uses a result byLöfwall).
For more details cf. Section 4 below. Now R can be completely reconstructed from the
presentation (1.3) of R! = U(gn). This is in principle done in [14] but we can go a little
further and this will be very useful here: As in [14, p. 248] we let (y1, . . . , yn) be “dual
variables” to (a′1, . . . , a′n) , (z1, . . . , zn) be “dual variables” corresponding to (a′′1 , . . . , a′′n)
and (x1, . . . , xn) dual variables corresponding to (a1, . . . , an). Let Rn be the commutative
Koszul algebra
Rn = k[y1, . . . , yn]
(y1, . . . , yn)
2⊗k
k[z1, . . . , zn]
(z1, . . . , zn)
2 . (1.6)
The n2 − r elements Gj of Jacobsson [14, p. 248] which are “dual” to the r elements Fi
are all k-linear combinations of yixj + zj xi and the xi all satisfy xixj = 0. It follows that
R can be presented as a trivial extension (for any graded moduleM =⊕Mi we denote by
s−1M the graded module given by s−1Mi =Mi−1)
R = Rn ∝ s−1M, (1.7)
whereM is the Rn-module deﬁned as the cokernel of the map
s−1Rn2−rn −→ Rnn,
deﬁned by the n× (n2−r)matrix of linear forms in the yj , zj , deﬁned by the x-coefﬁcients
of the elements in the Gs . Now, use a theorem of Gulliksen [13] about the Poincaré–Betti
series of a trivial extension on (1.7)! We obtain
PR(z)= PRn(z)1− zPMRn(z)
(1.8)
and since it follows from (1.6) that
PRn(z)=
1
(1− nz)2 , (1.9)
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we ﬁnally obtain, combining (1.8), (1.9), (1.5) and (1.4) that
PMRn(z)=
N+(z)
z
+ N3(z)
z2
+ (n2|N2|z− |N3|)z/(1− nz)2, (1.10)
whereN3(z)=∑i3 |Ni |zi . Let us say [1, p. 135] that two non-zero formal power series
A(z)=∑i=∞i=0 aizi andB(z)=∑i=∞i=0 bizi are rationally related and let uswriteA(z) ∼ B(z)
if there is a 2 × 2 matrix of polynomials (aij (z)) whose determinant is non-zero and such
that
A(z)= a11(z)B(z)+ a12(z)
a21(z)B(z)+ a22(z) .
This is an equivalence relation and we summarize our results as follows:
Theorem 1.1. Let N be any quadratic (not necessarily commutative) algebra of embedding
dimension n presented with r quadratic relations. Then there exists a moduleM=MN over
the commutative Koszul algebra
Rn = k[y1, . . . , yn]
(y1, . . . , yn)
2 ⊗k
k[z1, . . . , zn]
(z1, . . . , zn)
2
deﬁned by a r × (n2 − r) matrix of linear forms in the yi , zj such that PMRn(z) and N(z)
are rationally related. More precisely, we have the formula (1.10) above, where M is the
cokernel of the Rn-module map
s−1Rn2−rn −→ Rn
deﬁned by our matrix.
Before giving examples illustrating this theorem, we make it a little more precise. Since
all our rings and algebras are graded, we have an extra grading on TorRni (M, k), etc. leading
to generating series of two variables. Inspection of the Calle Jacobsson proof, in particular
the Lemma 2.4 (Calle Jacobsson proof which uses a result by C. Löfwall, cf. Section 4
below), leads to the following more precise formula:
PMRn(x, y)=
N+(xy)
xy
+ y
(
N3(xy)
(xy)2
+ n
2|N2|x2y2 − |N3|xy
(1− nxy)2
)
. (1.11)
In particular, it follows that in the display of Betti numbers of the computer programme
Macaulay themoduleM has non-zeroBetti numbers on two horizontal lines only:The linear
part (the ﬁrst horizontal line) whose generating series is [N+(xy)]/xy, and the sublinear
part (the second horizontal line), whose generating series is
y
(
N3(xy)
(xy)2
+ n
2|N2|x2y2 − |N3|xy
(1− nxy)2
)
. (1.12)
Both the linear part and the sublinear part are rationally related to the series N(z).
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Remark 1.2. (A very simple recipe). If we analyze the reasoning leading up to the proof
of Theorem 1.1 we see that there is a precise and very simple recipe for constructing the
matrixMN from the algebraN of Theorem 1.1, which shows that Theorem 1.1 is essentially
a “sophisticated polarization procedure”: Calculate the Koszul dual N ! of N (cf. e.g. [20]).
Write the Koszul dual N ! as a quotient
k〈x, y, z, . . .〉
(g1, g2, . . . , gn2−s)
, (1.13)
where the gj are quadratic (in general non-commutative) polynomials in (say) the variables
x, y, z, . . .. Take two new sets of variables x′, y′, z′, . . . and x′′, y′′, z′′, . . . and make the
following “polarizations” in all the relations gi : replace monomials of the type xy by
x′y + xy′′ and replace squares of the type z2 by z′z + zz′′, etc. everywhere. We get s
new relations involving the x, y, . . ., the x′, y′, . . . and the x′′, y′′, . . . linearly. To these s
relations we now associate an n× (n2− s)matrix of linear forms in the variables x′, y′, . . .
and the x′′, y′′, . . . only, as follows: if, say, the ﬁrst of the n2 − s relations looks like
x′z+xz′′ +y′y+yy′′ (corresponding to the relation xz+y2 inN !) then the ﬁrst column in
our matrix should be the transpose of the vector (z′′, y′ + y′′, x′, 0, 0, . . .). In general, we
collect ﬁrst the terms containing x (and replace x by 1), then the terms containing y (and
replace y by 1), etc. This gives a row vector, whose transpose is the ﬁrst column in a matrix
MN of linear forms in the x′, y′, . . . and x′′, y′′, . . . and which deﬁnes the moduleMN over
the commutative ring
Rn = k[x
′, y′, . . .]
(x′, y′, . . . )2
⊗k k[x
′′, y′′, . . .]
(x′′, y′′, . . . )2
.
We illustrate this procedure by two explicit and useful examples:
Example 1.3. In the paper by Fröberg–Gulliksen–Löfwall [11] the following quadratic
(non-Hopf) algebra is studied:
A = k〈a, b, c〉
(a2, (bc − cb)− c2, ac − ab, ba) . (1.14)
Let us suppose that k is of characteristic 0 and that  is a parameter in k. It is proved in [11]
that the Hilbert series of A(z) is given by
A(z)=


1+ z− z+2
(1− z)2(1− z+2) if  ∈ {1, 2, 3, . . .},
1+ z
(1− z)2 otherwise.
Now, use Theorem 1.1 in the form of the recipe we have just described! The Koszul dual
of the A of (1.14) is easily calculated. We obtain
A! =
k〈A,B,C〉
(B2, C2 + BC,CA,AB + AC,BC + CB). (1.15)
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If we “polarize” the relations in (1.15) according to the recipe just mentioned, we obtain
the expressions:
B ′B + BB ′′, (C′C + CC′′)+ B ′C + BC′′, C′A+ CA′′,
A′B + AB ′′ + A′C + AC′′, B ′C + BC′′ + C′B + CB ′′,
which give, by the procedure we just mentioned, the following 3 × 5 matrix M of linear
terms in the variables (A′, B ′, C′, A′′.B ′′, C′′):( 0 0 C′ B ′′ + C′′ 0
B ′ + B ′′ C′′ 0 A′ C′ + C′′
0 (C′ + C′′)+ B ′ A′′ A′ B ′ + B ′′
)
over the ring
R3 = k[A
′, B ′, C′]
(A′, B ′, C′)2
⊗k k[A
′′, B ′′, C′′]
(A,B ′′, C′′)2
.
We now want to use the two-variable version (1.11) of Theorem 1.1 above. We assume that
 ∈ {1, 2, 3, . . .} so that
N(z)= (1+ z− z
+2)
(1− z)2(1− z+2) = 1+ 3z+ 5z
2 + 7z3 + . . . .
Therefore, in this case
N+(z)
z
= (2− z)
(1− z)2 +
1
(1− z)2(1− z+2) (1.16)
and
N3(z)
z2
+ n
2|N2|z2 − |N3|z
(1− nz)2 =
4z2 (3− z)
(1− z)2(1− 3z)2 +
z+1
(1− z)2(1− z+2) , (1.17)
so that the R3-moduleM associated to N has according to (1.11) the following Poincaré–
Betti series:
P
M
R3
(x, y)= 0(xy)+ y1(xy), (1.18)
where 0(z), and 1(z) are deﬁned by the expressions on the right-hand side of (1.16) and
(1.17), respectively. If we put y = 1 in (1.18) we obtain
PMR3 (x)=
2− 13x + 36x2 − 13x3
(1− x)2(1− 3x)2 +
1+ x+1
(1− x)2(1− x+2) . (1.19)
This gives a quick negative answer to a question by Avramov [3] (and this result of us
was even cited in the internet additions/corrections to [3]). In Sections 5 and 6 below we
will analyze (using our results in [35]) what we think is the smallest negative answer (the
example mentioned in the introduction to the present paper) to this question.
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Example 1.4. IfN is a quadratic Hopf algebra, then its Koszul dualN ! is a quadratic com-
mutative ringR and the previous remark and simple recipe takes an even simpler form: ﬁrst,
we note that we can write any quadratic commutative ring R= k[x1, . . . , xn]/(f1, . . . , fr )
in the form:
R = k〈x1, . . . , xn〉
(xixj − xjxi, (i < j), f1, . . . , fr ) , (1.20)
where the fi are “the same” as the relations inR, the only difference being that they now are
considered to be relations in the (now) non-commutating variables xi (to be quite speciﬁc,
we can and will assume that the all products xixj occurring in the “commutative” fs have
ij and we keep that order when we write down (1.20)).
If we now follow the instructions in the general recipe above about “polarizations” of the
relations in (1.20) we see that we will get a n × ((n2 ) + r) matrix M which is formed by
concatenating a “universal” n× ( n2 )matrixMU corresponding to the commutator relations
xixj − xjxi and a special n × r matrix MS corresponding to the fs . Therefore, to each
quadratic commutative ring R in n variables, we can associate a matrixM of linear forms
over the Koszul algebra Rn whose Poincaré–Betti series over Rn is rationally related to
the Hilbert series R!(z). We explicitly illustrate this procedure for one of the rings studied
in [22], since this will also answer some other questions in the literature: let R be the
commutative quadratic ring
R = k[x, y, z, u, v]
(x2, y2, z2, u2, v2, yz+ xu, yu+ xv, zu+ yv) . (1.21)
It is proved in [22] that the Hilbert series of the Koszul dual N = R! of (1.21) is irrational
and e.g. in characteristic 0 is given by the formula
N(z)= (1+ z
3)2
(1− z2)2(1− z4)
∞∏
n=1
(1+ z4n−3)5
(1− z4n−2)6
(1+ z4n−1)3
(1− z4n)3
= 1+ 5z+ 18z2 + 55z3 + 150z4 + 376z5 + . . . . (1.22)
In particular, N(z) is even transcendental and the construction of Theorem 1.1 in the form
we have just described gives rise to a moduleM over the Koszul algebra:
R5 = k[x, y, z, u, v]
(x, y, z, u, v)2
⊗k k[X, Y,Z,U, V ]
(X, Y, Z,U, V )2
,
deﬁned by the cokernel of a 5× 18 matrixM of linear forms in x, y, z, u, v,X, Y,Z,U, V
considered as a map
s−1R185 −→ R55 .
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The matrixM is the concatenation of a 5× 10 universal matrixMU


Y − y Z − z U − u V − v 0 0 0 0 0 0
x −X 0 0 0 Z − z U − u V − v 0 0 0
0 x −X 0 0 y − Y 0 0 U − u V − v 0
0 0 x −X 0 0 y − Y 0 z− Z 0 V − v
0 0 0 x −X 0 0 y − Y 0 z− Z u− U


(1.23)
and a “speciﬁc” 5× 8 matrixMS


x +X 0 0 0 0 U V 0
0 y + Y 0 0 0 Z U V
0 0 z+ Z 0 0 y 0 U
0 0 0 u+ U 0 x y z
0 0 0 0 v + V 0 x y

 . (1.24)
Finally, the two-variable Poincaré–Betti series of this module is according to the remark
following Theorem 1.1 given by the formula:
PMR5 (x, y)=
N+(xy)
xy
+ y
(
N3(xy)
(xy)2
+ 450x
2y2 − 55xy
(1− 5xy)2
)
, (1.25)
where N(z) is given by (1.22), and furthermore the Hilbert series of the R5-module M is
equal to M(z) = 5 + 32z. In particular m2M = 0, M has ﬁnite regularity, and PMR5 (x, y)
is transcendental. This gives a positive answer to Problem 18, p. 18 of another paper by
Avramov [2]. Furthermore, if k has characteristic p = 0 it is proved in [22] that even in this
case the series N(z) are also transcendental but different for each p (the precise formulae
are given on p. 195 of Löfwall and Roos [22]). In particular, the PMR5 (x, y) are also different
for all p. An inspection of the formula (1.25) also shows that the generating function of the
Betti numbers of the linear part of the R5-resolution ofM converges in the whole interior
of the unit circle and determines a transcendental function there. According to (1.25) the
generating function of the sublinear part of the same resolution is a transcendental function
which has a double pole at 15 , but is meromorphic in the whole interior of the unit circle.
Remark 1.5. In the paper by Anick and Gulliksen [1] 17 different classes of generating
series which are rationally related are studied. It follows from the reasoning above that
there is a 18th class: The Poincaré–Betti series of modules deﬁne by matrices of linear
forms of the special type encountered over the special Koszul algebras Rn (or even the
linear “diagonal” parts of such series). In Section 4, we study modules deﬁned by “all linear
forms” with a similar result.
Remark 1.6. We could also redo the whole theory by replacing in the Jacobsson construc-
tion the free graded Lie algebras, by free graded Lie algebras with different signs. This leads
to similar results for quotients of exterior algebras instead of quotients of polynomial rings.
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2. Good and bad Koszul algebras
Deﬁnition 2.1. Wesay that a local ring (R,m) is good if for all ﬁnitely generatedR-modules
M the series PMR (z) are all rational functions which can be put on a common denominator
(independent of M) and that (R,m) is bad otherwise. We make similar deﬁnitions for
homogeneous quotients of polynomial rings (e.g. quadratic algebras).
Example 2.2. If R is a Golod ring then it is good (cf. references in Section 5.2 ofAvramov
[3]). In particular the Koszul algebra
R = k[x, y, z, u]
(x2, xy, xz, xu)
is good.
Example 2.3. If R is a complete intersection then it is good, and more generally any S
which comes from a complete intersection R by one Golod map: R −→ S is good (this
follows from [7] (Theorem 1(d) formula (8) combined with Theorem 2(a) of Backelin and
Roos [7]) (also ﬁrst proved by Levin).
Here are more results and examples:
Theorem 2.4. (a) All local rings of embedding dimension 3 are good.
(b)Among the83quadratic algebras of embedding dimension4given in [34] the following
3 algebras of embedding dimension 4 are not good (i.e. bad):
(A) R =K[x, y, z, u]/(x2, xy, y2, z2, zu, u2) (case 54),
(B) R =K[x, y, z, u]/(x2, xy, z2, zu, u2) (case 41),
(C) R =K[x, y, z, u]/(x2, xy, zu, u2) (case 21).
Speculation: The 83 quadratic algebras of embedding dimension 4 given in [34] probably
describe all possibilities when it comes to classifying the Hilbert series of the algebras and
the Hilbert series of their Koszul duals.
Proof of Theorem 2.4. In [4] it was proved that all local rings of embedding dimension
3 could be obtained by a Golod map from a complete intersection. This proves (a) if we
use the result mentioned in Example 2.3 above. The proof of (b) will be given below: all the
80 cases not equal to (51),(41) and (21) are Golod from complete intersection. The cases
(A), (B) and (C) will be treated in Sections 5 and 6 below. 
Here is a result which can be used for distinguishing between bad and good rings of
higher embedding dimension:
Proposition 2.5. Let R −→ R¯ be a large map in the sense of Levin [18] between local
rings. If R is good, then so is R¯.
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Remark 2.6. Any map R −→ R¯ which is a retract is a large map. For more examples wee
refer to [18].
Proof of Proposition 2.5. It is proved in [18] that if R −→ R¯ is large, then for any R¯-
moduleM the following formula holds true:
PMR (z)= P R¯R (z)PMR¯ (z), (2.1)
where we consider M as an R-module by means of the map R −→ R¯. This gives the
result. 
3. Ext-algebras and modules over them
In this section, we develop some formulas that are special cases of some results from [28].
We begin by studying PMR (z) for modules over a local ring (R,m) such that m3 = 0. First
we observe that ifN is a minimal ﬁrst syzygy ofM , thenm2N=0.We can therefore assume
from the beginning thatm2M=0.We note that the natural inclusion mapmM −→ M gives
rise to a map
Ext∗R(M, k) −→ Ext∗R(mM, k) (3.1)
of left Ext∗R(k, k)-modules (we use the Yoneda multiplication). Let the image of (3.1) be
denoted byV (it is a left Ext∗R(k, k)-module). Furthermore, recall that for any gradedmodule
U = ⊕Ui we denote by s−1U the module given by: s−1Ui = Ui−1. Now, the long exact
sequence of Ext associated to the short exact sequence
0 −→ mM −→ M −→ M/mM −→ 0 (3.2)
essentially gives the following result:
Theorem 3.1. Let (R,m) be any local ring with m3 = 0. Let M be any R-module with
m2M = 0. Then we have an exact sequence of Ext∗R(k, k)-modules:
0 −→ s−1V −→ s−1Ext∗R(mM, k) −→ Ext∗R(M/mM, k)
−→Ext∗R(M, k) −→ V −→ 0, (3.3)
where the Ext∗R(k, k)-modules s−1 Ext∗R(mM, k) and Ext∗R(M/mM, k) are free of rank|mM| and|M/mM|, respectively, and the map between them is given by a matrix of linear
forms. Furthermore
PMR (z)= (|M/mM| − z |mM|)PR(z)+ (1+ z)V (z), (3.4)
where V (z) is the generating series of the graded vector space V . Furthermore, if R is a
Koszul algebra then V is a free Ext∗R(k, k)-module so that V (z)= B(z)PR(z) where B(z)
is the generating function of a graded set B of basis elements of the Ext∗R(k, k)-module V .
Proof. The image of (3.1) is denoted by V so the exact sequence (3.3) does indeed follow
from the long exact sequence of ExtR obtained by applying the functor Ext∗R(·, k) to (3.2).
306 J.-E. Roos / Journal of Pure and Applied Algebra 201 (2005) 295–327
Now (3.4) follows by observing that the alternating sum of the Hilbert series of the modules
in (3.3) is zero. Furthermore, if R is also a Koszul algebra, then lgldim Ext∗R(k, k)2 so
that s−1V and therefore also V must be a free Ext∗R(k, k)-module. If B is a graded vector
space corresponding to a Ext∗R(k, k)-basis of V then the Hilbert series V (z) of V is equal
to B(z)PR(z) and the formula (3.4) takes the form
PMR (z)=
|M/mM| − z|mM| + B(z)(1+ z)
R(−z) , (3.5)
since PR(z)= R!(z)= 1/R(−z) for Koszul algebras. 
Corollary 3.2. If the Koszul dual R! of the Koszul algebra R is left graded coherent
[29,30](i.e. all kernels of maps between ﬁnitely generated graded free left R!-modules
are ﬁnitely generated), then all PMR (z) are rational functions with a common denominator,
so that R is a good Koszul algebra.
Indeed in this case B(z) is a polynomial and everything follows from formula (3.5).
Remark 3.3. Note that if R˜ is a complete intersection then Ext∗
R˜
(k, k) is noetherian (to the
left and right) and if R˜ −→ R is a Golod map (onto) of local rings, then Ext∗R(k, k) is a
graded coherent ring (to the left and right)[29,30].
Remark 3.4. Examples of Koszul algebras to which Theorem 3.1 applies are the Rn (for
varying n) encountered earlier and it follows that the set of series V (z) for these algebras
are rationally related to the 18 classes of series mentioned in Remark 1.5 above.
4. General results about modules over the algebras Rn: generalizations
We ﬁrst need a general theorem about “linear modules” over the rings Rn. For special
modulesM coming from a quadratic algebra N this was already done in Section 1.
Theorem 4.1. Let
R = Rn = k[x1, x2, . . . , xn]
(x1, x2, . . . , xn)
2 ⊗
k[X1, X2, . . . , Xn]
(X1, X2, . . . , Xn)
2
and let M be the Rn-module deﬁned by a s × t matrix of linear forms in the 2n variables
x1, x2, . . . , xn,X1, X2, . . . , Xn
(s rows and t columns):
s−1Rt −→ Rs −→ M −→ 0.
ThenM is graded, generated as anRn-module by s generators of degree 0 and the graded
R-resolution of M consists of a linear and sublinear part that determine each other (the
precise result is formula (4.6) below).
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Proof. The Hilbert series M(z) of M is of the form a + bz + cz2, so that the Hilbert
series of the trivial extensionR=R ∝ s−1M (here s−1M is the graded module deﬁned by
s−1Mi =Mi−1) is
R(z)= 1+ (2 n+ a)z+ (n2 + b)z2 + cz3.
Furthermore, the two-variable version of the theorem of Gulliksen [13] shows that the
PB-series ofR is given by the formula
PR(x, y)= PR(x, y)1− xyPMR (x, y)
. (4.1)
In general even ifM is not graded, the Ext-algebra ofR= R ∝ M sits in the middle of
a Hopf algebra extension:
k −→ T (s−1 Ext∗R(M, k)) −→ Ext∗R(k, k) −→ Ext∗Rn(k, k) −→ k, (4.2)
where T is the tensor algebra (thus has global dimension 1) and Ext∗Rn(k, k) has global
dimension 2. Therefore, the middle Hopf algebra has global homological 3 and we start
therefore with some general results about a local ring S such that Ext∗S(k, k) has global
dimension 3.
The following result (due to Clas Löfwall) is mentioned and proved rather implicitly in
the proof of Lemma 2.4 of Jacobsson [14]: Let (S,m) be a graded local ring (or a graded
algebra) such that theYoneda Ext-algebra Ext∗S(k, k) has global dimension 3. Then (S,m)
satisﬁes the condition L3 [33] so that in particular
PS(x, y)
−1 = (1+ 1/x)/S!(xy)− S(−xy)/x. (4.3)
For the proof (Löfwall) see [14]. Now apply the formula (4.1) to S = R = Rn ∝ s−1M .
First S!(t)= PS(t/y, y)|y=0 so that (4.1) implies that
S!(t)= R!(t)/(1− t (PMR (t/y, y)|y=0)) (4.4)
and
PMR (t/y, y)|y=0 =
∑
i0
|TorRi,i(M, k)|t i , (4.5)
which will be denoted by LMR (t) since it is the generating series for the “linear part” of
the resolution of M . Secondly S(t) = R(t) + tM(t), so if we put these two results in the
formula (4.3) we obtain the formula:
PMR (x, y)= LMR (xy)+
1
x
(
LMR (xy)−
M(−xy)
R(−xy)
)
, (4.6)
where we have used that R is Koszul, so that R!(t)= 1/R(−t). 
Remark 4.2. Note that the fact thatR is Koszul withR! of global dimension 2 (thenm3=0)
is the only thing that is used in the proof of Theorem 4.1. But Theorem 4.1 inspires one
to study the case of Rn and modules deﬁned by generic matrices of linear forms in more
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Table 1
M is the cokernel of a generic map of linear forms Rm −→ Rs
s The Hilbert seriesM(t) of the graded R-moduleM
m= 1 m= 2 m= 3 m= 4 m= 5 m= 6
1 1+ 3t + t2 1+ 2t 1+ t 1 1 1
2 2+ 7t + 4t2 2+ 6t 2+ 5t 2+ 4t 2+ 3t 2+ 2t
3 3+ 11t + 8t2 3+ 10t + 4t2 3+ 9t 3+ 8t 3+ 7t 3+ 6t
4 4+ 15t + 12t2 4+ 14t + 8t2 4+ 13t + 4t2 4+ 12t 4+ 11t 4+ 10t
5 5+ 19t + 16t2 5+ 18t + 12t2 5+ 17t + 8t2 5+ 16t + 4t2 5+ 15t 5+ 14t
6 6+ 23t + 20t2 6+ 22t + 16t2 6+ 21t + 12t2 6+ 20t + 8t2 6+ 19t + 4t2 6+ 18t
Table 2
M is the cokernel of a generic map of linear forms Rm −→ Rs
s Generating series of the linear resolution of the graded R-moduleM
m= 1 m= 2 m= 3 m= 4 m= 5 m= 6
1
1
1− t K K K K K
2 2+ t 2+ 2t 2+ 3t + 4t2 + 4t3 K K K
3 3+ t 3+ 2t 3+ 3t 3+ 4t + 4t2 3+ 5t + 8t2 + 12t3 + 16t4 + 16t5 K
4 4+ t 4+ 2t 4+ 3t 4+ 4t 4+ 5t + t2 4+ 6t + 8t2 + 8t3
5 5+ t 5+ 2t 5+ 3t 5+ 4t 5+ 5t 5+ 6t + 4t2
6 6+ t 6+ 2t 6+ 3t 6+ 4t 6+ 5t 6+ 6t
K means that we have a Koszul module, so that the series isM(−t)/R(−t).
detail. Here, are some sample results obtained by calculating with Macaulay 2 [12] overQ.
In view of formula (4.6) it is sufﬁcient to determine the Hilbert series of the corresponding
moduleM (Table 1) and the linear resolution series LMR (t) (Table 2 ).
Thus, we cannot hope for strange resolutions if we study matrices deﬁned by generic
linear forms over Koszul algebras. Indeed we have to consider more degenerate cases.
This has been done in [32,35], and we here just summarize and slightly extend the results
given there in the next section (in an earlier version of the present paper these results were
presented without proofs):
5. Resolutions of modules in embedding dimension 4
Let
R = k[x, y, z, u]
(x2, xy, y2, z2, zu, u2)
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and let M be the R-module which is the cokernel of the map s−1R3 −→ R2 deﬁned by
following 2× 3 matrix of linear terms:(
y x + u u
z −u x + (− 2)u
)
, (5.1)
where  is an integer 2.Then I claim that theBetti series for the linear part of the resolution
ofM is
L
M
R (t)=
(
2− t + t
+1
1− t
)
1
(1− t)2 .
In [35, Theorem 4.1] we proved this (for the case when k[x, y, z, u] is replaced by the
exterior algebra in 4 variables of degree 1—but the same proof works for our present R.
Since the Hilbert series of M is 2 + 5t the formula (4.6) of the preceding section where
we put x = z and y = 1 gives
P
M
R (z)= PM,kR (z)=
2− 9z+ 13z2 − 4z3
(1− z)2(1− 2z)2 +
(1+ z)z
(1− z)2(1− z) . (5.2)
In particular, ifgoes to∞ through the primes then the irreducible factors in the denominator
of (5.2) will get a higher and higher degree. Thus the ring R is not a good Koszul algebra.
Furthermore, we proved in [31] that if N is the R-module R/(x − u, y − z) then the series
P
N,N
R (z) is an irrational function. It is quite possible that if R is a good Koszul algebra
then PN,MR (z) is a rational function for all R-modules N and M of ﬁnite length. If this
were proved then the result just mentioned would prove in an alternative way thatR is a bad
Koszul algebra. Note that hereN is anR-module of length 3 andPN,NR (z) can be interpreted
as the generating series of the Hochschild homology of the k-algebra k[x, y]/(x2, xy, y2)
We will now show how to deduce results that are analogous to (5.2) for the two other cases
of badKoszul algebrasmentioned in Section 2 above:R′=k[x, y, z, u]/(x2, xy, z2, zu, u2)
and R′′ = k[x, y, z, u]/(x2, xy, zu, u2). In these two cases we study the modules M ′ and
M ′′ deﬁned by the matrices (5.1) over R′ and R′′, respectively. We start withM ′. There is
a natural ring map
R′ ∝ M ′ −→ R ∝ M. (5.3)
If we denote the R′-generators of M ′ by v and w and also (sic!) the R-generators of M ′
by v and w the ring to the left-hand side of (5.3) can be identiﬁed with
k[x, y, z, u, v,w]/(x2, xy, z2, zu, u2, v2, vw,w2, yv + zw,
(x + u)v − uw, uv + (x + (− 2)u)w).
If we denote this ring by S then the map (5.3) is the natural map S −→ S/(y2). I claim that
this map is a Golod map [16,17]. For this we cite Backelin [5], pp. 12–13:
“...some modiﬁcations of [17, Theorem 2.3] may be applied. In fact Levin states that if
B is a local ring with the maximal ideal m, if x ∈ m and if a is an ideal such that xa ⊂ m2
then B → B/xa is Golod provided (0 : x) = 0. In his proof he, however only uses the
weaker condition (0 : x) ∩ a = 0.”
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We now apply this to the ring S the element y and the ideal (y).We have (0 : y)= (x, zv)
in S and from this follows that (0 : y)∩(y)=0 in S and it follows indeed that S −→ S/(y2)
is a Golod map. Therefore
PR∝M(x, y)=
PR′∝M ′(x, y)
1− x(P S/(y2)S (x, y)− 1)
. (5.4)
Since we know the left-hand side of (5.4) all we have to do to get PR′∝M ′(x, y) is to
calculate the denominator of the right-hand side of (5.4) i.e. the minimal S-resolution of
the S module S/y2. But in S we also have (0 : y2)= (x, zv). Furthermore, (x) ∩ (zv)= 0
so that (x, zv) = (x) ⊕ (zv) and therefore it is sufﬁcient to calculate the S-resolutions of
(x) and (zv). Now (zv) = s−2k and (0 : x) = (y, x, zv) = (y) ⊕ ((x) ⊕ (zv)) so we can
continue recursively. This gives the following formula for the relative series:
P
S/(y2)
S (x, y)− 1=
xy2 + x2y4PS(x, y)
1− xy − x2y2 . (5.5)
Combining this with (5.4) we get
1
PS/y2(x, y)
= 1
PS(x, y)
(
1− x
2y2
1− xy − x2y2
)
− x
3y4
1− xy − x2y2 . (5.6)
We will now prove that our ring S satisﬁes L3. The most elegant way of doing this is to
prove a more general result. First, note that if T is any graded algebra with generators in
degree 1 and homogeneous relations of degree 2 then the summation in the double series
PT (x, y)=
∑
i,j
|TorTi,j (k, k)|xiyj
is in fact only extended over j i since TorTi,j (k, k) = 0 for j < i. Therefore the formal
power series
1
PT (x/y, y)
=
∑
i0
Ci(x)y
i, (5.7)
where the formal power series Ci(x) are uniquely deﬁned.
Proposition 5.1. Let T be as above andCi(x) be deﬁned by (5.7). The following conditions
are equivalent
(a) Ci(x)= 0 for i2
(b) 1/PT (x, y)= (1+1/x)/T !(xy)−T (−xy)/x, where T (t) is the Hilbert series of T and
T !(t) is the Hilbert series of the Koszul dual of T .
Proof. If (a) is true, then
1
PT (x/y, y)
= C0(x)+ yC1(x). (5.8)
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Now put ﬁrst y = 0 in (5.8). We get
1/C0(x)=
∑
i0
|TorTi,i (k, k)|xi = T !(x). (5.9)
Next put y =−x in (5.8). This gives
1
PT (−1,−x) = C0(x)− xC1(x). (5.10)
But 1/PT (−1, x) is equal to the Hilbert series T (x) of the ring T as is easily seen by taking
the alternating sum of the Hilbert series of a minimal T -resolution of k. Thus T (−x) =
C0(x) − xC1(x) and since C0(x) = 1/T !(x) we get C1(x) = (1/T !(x) − T (−x))/x and
substituting these values in (5.8) and replacing x by xy we get the formula in (b). It is
evident that (b) implies (a) and Proposition 5.1 is proved. 
Remark 5.2. Wedo not know if the right-hand side of (5.7) is always a polynomial in y, but
this is at least the case if T is a Golod ring. There are variants of Proposition 5.1 (conditions
L4, etc.), where we assume that the right-hand side of (5.5) is of the formC0(x)+y2C2(x),
etc.
Now, it is easy to ﬁnish the proof that our previous S satisﬁes condition (b) of Proposition
5.1: replace x by x/y in the formula (5.6). We obtain
1
PS/y2(x/y, y)
= 1
PS(x/y, y)
(
1− x
2
1− x − x2
)
− x
3y
1− x − x2 (5.11)
and since we know that 1/PS/y2(x/y, y)= C0(x)+ yC1(x) we obtain from (5.11) that
PS(x/y, y)=D0(x)+ yD1(x)
for suitable D0(x) and D1(x) so that (a) of Proposition 5.1 is fulﬁlled for S and therefore
(b) is so too. Furthermore PS(x, y) can be calculated from PS/y2(x, y). Now, formula (4.6)
can be applied not only to R andM but also to R′ andM ′ and even to R′′ and M ′′ when
we analyze the natural map
R′′ ∝ M ′′ −→ R′ ∝ M ′
in exactly the same way as we did above for (5.3) and we get that
L
M
R (t)= LM
′

R′ (t)= L
M ′′
R′′ (t)=
(
2− t + t
+1
1− t
)
1
(1− t)2
is the same in all three cases ( integer 2) but M(t) = 2 + 5t , R(t) = (1 + 2t)2 ,
M ′(t)= (2+ 3t − 3t2)/(1− t), R′(t)= (1+ 2t)(1+ t + t2)/(1− t) andM ′′ (t)= (2+
t − 4t2 + 2t3)/(1− t)2, R′′(t)= (1+ t − t2)2((1− t)2. Then we get as we said (5.2) by
putting x=z, y=1 in (4.6) for ourR andM and the formula in the introduction by putting
x = z, y = 1 in (4.6) for our R′′ andM ′′ .
To prove that there are pairs of modules of ﬁnite length over R′ and R′′ whose Tor(.,−)
series is irrational, we have to work much harder and prove more about Hochschild and
312 J.-E. Roos / Journal of Pure and Applied Algebra 201 (2005) 295–327
cyclic homology. This will be done in the next section, where we will calculate explicitly
the cyclic and Hochschild homology of k[x, y]/(x2, xy) i.e. in particular TorR′′∗ (M,M),
where R′′ = k[x, y, z, u]/(x2, xy, zu, u2) and M = R′′/(x − u, y − z). In this case M is
not of ﬁnite length and we have to develop extra theory to handleM/z2.
6. Applications of some explicit computations of Hochschild and cyclic homology
The main aim of this section is to prove the assertion about pairs of modules of ﬁnite
length with irrational Tor series over the three Koszul algebras of embedding dimension 4
mentioned in Section 5. In doing so, we will ﬁrst prove some results about Hochschild and
cyclic homology and Tor(M,N) that are of independent interest.
Let us recall a few facts about Hochschild homology (for more details about results about
Hochschild and cyclic homology used below we refer to the book by Loday [19]). We will
only consider graded algebras R over a ﬁeld k of characteristic 0. Let us recall that the ith
Hochschild homology group of R, usually denoted by HHi (R) is deﬁned by
HHi (R)= TorR⊗kRopi (R,R),
where Rop is the ring with the opposite multiplication and where R is considered as an R
bimodule in the natural way (thus an R⊗kRop-module).
It was proved by Connes that we have a natural exact sequence (for i1 ; for i = 1 we
should put HCi−1(R) to the left in this sequence):
0 −→ HCi−1(R) −→ HHi (R) −→ HCi (R) −→ 0,
where HCi (R) is the so-called reduced cyclic homology of R. Clearly, the Hochschild
homology is bigraded and the cyclic homology is so too and this decomposition is
compatible with the bigrading.
Recall that if
R = k[x1, . . . , xn]/(x1, . . . , xn)2
then since R is commutative we have that
R⊗kRop = k[x1, . . . , xn]/(x1, . . . , xn)2⊗kk[y1, . . . , yn]/(y1, . . . , yn)2
is the algebra that we called earlier Rn. Furthermore
HHi (R)= TorRni (Rn/(x1 − y1, . . . , xn − yn), Rn/(x1 − y1, . . . , xn − yn)).
We calculated in [31, p. 181, Corollary 1, (i) and (iv)] the corresponding generating function
for the Hochschild homology, which gives in particular the following explicit formula for
the generating series in two variables of HC∗,∗(R):
HC∗,∗(R)(x, y)=− 1
x
∑
t1
(t)
t
log(1+ n(−xy)t ), (6.1)
where(t) is the Euler function andwe proved in [31] that this series represents an irrational
function for n2. In fact the proof of irrationality of Roos [31] can be generalized to a more
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general theorem that covers many more cases of irrationality. We will present this result
as Theorem 7.1 in the next section, and here we just make a few preparations for using it.
First, note that (6.1) shows that for the reduced cyclic homology of our special R only the
terms of bidegree (q − 1, q) namely HCq−1,q(R) are possibly non-zero. Next, there is a
general theorem due to Feigin and Tsygan [10] saying that for a general Koszul algebra
A in characteristic 0 the graded reduced cyclic homology of A and its Koszul dual A! are
related by the formula
HCn,q(A)  HCq−n−1,q(A!)∗, (6.2)
where ∗ means vector space dual (cf. [21] for the gradings). When
A= R = k[x1, . . . , xn]/(x1, . . . , xn)2
ourHCq−1,q(A) correspond to the dualHC0,q(A!), andA! is the free algebra onngenerators,
i.e. A! = T (V ), where V is a graded vector space of dimension n concentrated in degree
1 and therefore (6.1) gives for x = 1 and y = z the generating series of HC0,∗(T (V )) in
that case (note that HCi,∗(T (V )) = 0 for i > 0. Now, for any free algebra T (V ) over any
positively graded vector space V we have HCi,∗(T (V ))= 0 for i > 0 and
HC0,∗(T (V ))(z)=−
∞∑
t=1
(t)
t
log(1− V ((−1)t−1zt )), (6.3)
where V (z) is the generating series for the graded vector space V . This last formula is due
to Clas Löfwall [21] (it is also cited in [25–27]). In the next Section 7, we will prove a
general Theorem 7.1 giving conditions on V (z) for (6.3) to be irrational. The conditions are
that V (z) is rational and that the coefﬁcients of the Taylor development of V ′(z)/(1−V (z))
satisfy certain inequalities (they are all automatically 0). For V (z)=nz these coefﬁcients
ci in
V ′(z)
1− V (z) =
∑
i0
ciz
i
are ci = ni+1 and they clearly satisfy the condition (A) of Theorem 7.1 if n> 1. Thus we
have a “new” proof of irrationality of (6.1) for n> 1. We now treat another case, R =
k[x, y]/(x2, xy) which is the “simplest” algebra that is not a complete intersection. Here
R! = k〈X, Y 〉/(Y 2)= k〈X〉  k〈Y 〉
(Y 2)
(6.4)
Now, use the general formula for the cyclic homology of a coproduct [9] which in the special
case at hand can be written (cf. also [21, Proposition 4]):
Proposition 6.1. Let A and B be graded algebras andAB their coproduct (over k). Then
HCn(A B)= HCn(A)+ HCn(B)
for n> 0 and
HC0(A B)= HC0(A)+ HC0(B)+ HC0(T (A+ ⊗ B+)), (6.5)
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whereA+ andB+ are the positively graded parts of A and B and T (A+⊗B+) is the tensor
algebra of the tensor product (over k) of the graded vector spaces A+ and B+.
Now use Proposition 6.1 for the two different parts of R! in (6.4): A = k〈X〉 and B =
(k〈Y 〉/(Y 2)). The bigraded generating series for HC∗,∗(A) and HC∗,∗(B) are in this case
rational (and well-known), and the “culprit” which is responsible for HC0,∗(R!) having an
irrational series is the part HC0(T (A+ ⊗ B+)) of (6.5). In this case V =A+ ⊗ B+ so that
V (z)=z2/(1−z). In order to apply the Theorem 7.1, we have now to check the coefﬁcients
in the Taylor development of
V ′(z)
1− V (z) =
2z
1− z− z2 +
z2
(1− z)(1− z− z2) =
∑
i0
ciz
i (6.6)
and from (6.6) it is easy to see that the condition B of Theorem 7.1 is satisﬁed (for n0 = 1).
Thus the generating series for the Hochschild homology of k[x, y]/(x2, xy), i.e. the series
for S = k[x, y, z, u]/(x2, xy, zu, u2) and the S-moduleM = S/(x − u, y − z):∑
i0,j0
dimk(TorSi,j (M,M))x
iyj (6.7)
is an irrational function. However,M is not of ﬁnite length and we now want to reduceM
correspondingly. Let us study N =M/z2. I claim ﬁrst that the map
TorS∗(M,M) −→ TorS∗(M,N) (6.8)
is a monomorphism for ∗2. This follows directly from the commutative diagram where
S¯ = S/(y2, z2)
TorS∗(M,M) −→ TorS∗(M,N)
↓ ↓
TorS¯∗(N,N) = TorS¯∗(N,N),
provided we can prove that the left vertical arrow is a monomorphism for ∗2. But this
left vertical map is exactly the natural map between Hochschild homology groups (now
A= k[x, y]/(x2, xy) and A¯= k[x, y]/(x2, xy, y2)), so that S=A⊗Aop and S¯= A¯⊗ A¯op)
HH∗(A) −→ HH∗(A¯).
But this map sits (for n2) as a middle vertical map in a diagram of two Connes exact
sequences:
0 −→ HCn−1,q(A) −→ HHn,q(A) −→ HCn,q(A) −→ 0
↓ ↓ ↓
0 −→ HCn−1,q(A¯) −→ HHn,q(A¯) −→ HCn,q(A¯) −→ 0.
Thus it is sufﬁcient to prove that
HCn,q(A) −→ HCn,q(A¯)
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is a monomorphism for n1 or (using the Feigin–Tsygan duality) that
HCq−n−1,q(A¯!) −→ HCq−n−1,q(A!) (6.9)
is an epimorphism for n1. But the only possible non-zero groups here are for q = n+ 1
and q=n+2 and the last case gives only a possible non-zero group forA!. But if q=n+2
and n1, then
HC1,n+2(A!)= HC1,n+2(k〈X〉)⊕ HC1,n+2(k〈Y 〉(Y 2))
and the groups on the right-hand side are zero. Finally, we have to check that (6.9) is an
epimorphism for q = n+ 1, i.e. that
HC0,∗(k〈X, Y 〉) −→ HC0,∗(k〈X, Y 〉/(Y 2))
is an epimorphism. But this is part of Proposition 8 in [21] and also follows by direct
inspection. Thus, we have now ﬁnished the proof that (6.8) is a monomorphism for ∗2.
Consider now the exact sequence of S-modules (L is deﬁned by this sequence and we recall
that N =M/z2):
0 −→ L −→ M −→ N −→ 0. (6.10)
Since (6.8) is a monomorphism for ∗2 it follows from the long exact sequence obtained
when applying TorS∗,∗(M, .) to (6.10) that if we can prove that the series for TorS∗,∗(M,L)
is rational then we get that the double series of TorS∗,∗(M,N) is irrational.
Here is a very useful result which will be used to prove this (and other results) later:
Proposition 6.2. Let A be an algebra (commutative) and let Bop be a quotient of Aop.
Consider the map
R = A⊗kAop −→ A⊗kBop = S
and consider A as an R-module by means of A⊗ Aop −→ A and B as a quotient of that
R-module. Then TorR∗ (S,A)= 0 for ∗> 0, and TorR0 (S,A)= B.
Proof. This result is a special case of the standard isomorphism
TorA⊗Aop(M⊗kN,A)TorA(M,N) (6.11)
which holds over any k-algebraA for all rightA-modulesM and all leftA-modulesN : see
for example Exercise 3 in Section 3 of Chapter VII of MacLane’s book Homology (I owe
this remark to the referee.) 
Corollary 6.3. Under the hypothesis of the Proposition 6.2, the natural map
TorR∗ (A,B) −→ TorS∗(B, B)
is an isomorphism.
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Proof of the Corollary 6.3. According to the Proposition 6.2 the natural change of rings
spectral sequence:
E2p,q = TorSp(TorRq (S,A), B)=>TorRn (A,B) (6.12)
degenerates into the isomorphism TorRn (A,B)  TorSn(TorR0 (S,A), B) and TorR0 (S,A)= B. 
We will make three applications of this result:
Corollary 6.4. Let A = k[x, y]/(x2, xy) so that Aop = k[z, u]/(zu, u2) and let Bop =
Aop/(u) so that R =A⊗kAop = k[x, y, z, u]/(x2, xy, zu, u2) and S =A⊗kBop = R/(u).
Then in Corollary 6.3, A = R/(x − u, y − z) is the module we called M earlier and
B = R/(z, u, y − z), so the natural map
TorR∗,∗(M,B) −→ TorS∗,∗(B, B) (6.13)
is an isomorphism. But one sees easily that the L in the short exact sequence (6.10) is
isomorphic to s−2B and (6.13) shows that the double series of TorR∗,∗(M,L) is rational
since the double series of TorS∗,∗(B, B), i.e. the double series of Tork[x,y,z]/(x
2,xy)∗,∗ (B, B)
is so.
Thus we have now ﬁnished the proof that the double series of TorR∗,∗(M,N) is ir-
rational. We now prove that TorR∗,∗(M,N) is isomorphic to TorR
′
∗,∗(N,N) where R′ =
k[x, y, z, u]/(x2, xy, z2, zu, u2) which solves the irrationality problem for ring R′ too (N
is of ﬁnite length over that ring):
Corollary 6.5. Let A = k[x, y]/(x2, xy) so that Aop = k[z, u]/(zu, u2) and let Bop =
Aop/(z2) so that R=A⊗kAop= k[x, y, z, u]/(x2, xy, zu, u2) and S=A⊗kBop=R/(z2).
Then in Corollary 6.3, A = R/(x − u, y − z) is the module we called M earlier and
B = R/(x, u, y − z, z2)=M/z2 =N , and S = R′ and the natural map
TorR∗,∗(M,N) −→ TorR
′
∗,∗(N,N) (6.14)
is an isomorphism.
Thus the case R′ is solved.
Finally, we have to prove that TorR∗,∗(N,N) has an irrational series. Apply TorR∗ (., N) to
the exact sequence
0 −→ L −→ M −→ N −→ 0.
We get an exact sequence
0 −→ TorR∗,∗(M,N) −→ TorR∗,∗(N,N) −→ TorR∗−1,∗(L,N) −→ 0, (6.15)
where we have a monomorphism to the left since the isomorphism
TorR∗ (M,N)  TorR
′
∗ (N,N)
J.-E. Roos / Journal of Pure and Applied Algebra 201 (2005) 295–327 317
factors in a natural way as a composition
TorR∗ (M,N) −→ TorR∗ (N,N) −→ TorR
′
∗ (N,N) (6.16)
so that the left arrow in (6.16) is a monomorphism. Since, we know that TorR∗,∗(M,N)
has an irrational series we just have to prove that the series for TorR∗−1,∗(L,N) in (6.15) is
rational. But this is not difﬁcult; indeed multiplication by z2 on L is a monomorphism and
applying TorR∗ (N, .) on the corresponding exact sequence
0 −→ L −→ L −→ L/z2 −→ 0
gives a long exact sequence which reduces to short exact sequences since z2N = 0. Now
TorR∗,∗(N,L/z2) has a rational series.
7. The main result about irrational series
Here, we will use in an essential way the Skolem–Mahler–Lech theorem. Recall that this
theorem says that the set of zeros of a linear recurrence sequence over a ﬁeld of characteristic
zero is the union of a ﬁnite set together with a ﬁnite set of arithmetical progressions. This
was proved for the case of the rational ﬁeld by Skolem, was generalized to any algebraic
number ﬁeld byMahler and to any ﬁeld of characteristic 0 by Lech ([15] also gave a counter-
example in characteristic p). Later Mahler gave a different proof in the general case. For
the references, cf. [8] and Remark 7.3 infra. The clue to all our proofs of irrationality
of the Hochshild (and cyclic) homology series is the following theorem which uses the
Skolem–Mahler–Lech theorem. The theorem can be generalized, but it covers most cases
that we need.
Theorem 7.1 (IRR). Let V be a strictly positively graded vector space (ﬁnite dimensional
in each degree) over a ﬁeld of characteristic 0 and let its generating series V (z) be the
expansion of a rational function (thus V (0) = 0), and assume that in the power series
expansion:
V ′(z)
1− V (z) =
∑
i0
ciz
i
(where the ci :s are automatically) 0) we have one of two cases:
CaseA: c0> 0 and ci > c0 for all even i > 0.
Case B: c0 = 0 and ci > 0 for all even i that are  i0, for some i0> 0.
Then the formal power series:
F(z)=−
∞∑
n=1
(n)
n
log(1− V ((−1)n−1zn)) (7.1)
is an irrational function (here (n) is the Euler - function).
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Proof. If F(z) were rational F ′(z) would be so too. But
F ′(z)=
∞∑
n=1
(n)(−1)n−1zn−1 V
′((−1)n−1zn)
1− V ((−1)n−1zn) (7.2)
so that if we write
V ′(z)
1− V (z) =
∞∑
i=0
ciz
i, (7.3)
we see that z times (7.2) can be written
zF ′(z)=
∞∑
n=1
(n)
∞∑
i=0
ci((−1)n−1zn)i+1. (7.4)
Now put G(z) = zF ′(z). If G(z) were rational then (G(z) − G(−z))/2 would be so too.
But
G(z)−G(−z)
2
=
∑
n1,nodd
(n)
∑
i0,ieven
ciz
n(i+1)
=
∑
N1,Nodd

∑
n|N
(n)cN
n
−1

 zN . (7.5)
In order to analyze this we need a different reasoning in the two cases:
CaseA: c0> 0 and all ci > c0 for i > 0 and i even.
Here the coefﬁcient of zN is (N is odd !)∑
n|N
(n)cN
n
−1 = (1)cN−1 +
∑
n|N,n=1
(n)cN
n
−1cN−1 + (N − 1)c0, (7.6)
where we have used that
∑
n|N (n)=N , that(1)=1 and that ci > c0 for i even and i > 0.
Note also that we have equality in (7.6) if and only if N is an odd prime. Thus it follows
that the rational function
G(z)−G(−z)
2
−
∑
N1,Nodd
(cN−1 + (N − 1)c0)zN
would have a Taylor expansion, where the coefﬁcients are 0 and are zero if and only if
the indices are odd primes or even numbers. But, this contradicts the Skolem–Mahler–Lech
theorem.
Case B: c0 = 0 but from a certain even integer n0 on, the ci , where in0 and i even are
all strictly positive.
Now, since c0 = 0, we have that the coefﬁcient of zN (N odd) in (7.5) is∑
n|N
(n)cN
n
−1 = (1)cN−1 +
∑
n|N,n=1,n=N
(n)cN
n
−1
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and here ∑
n|N,n=1,n=N
(n)cN
n
−1 (7.7)
is 0 and is 0 (the empty sum) if N is a prime. But I claim that if N is not a prime, N odd
andN >n20 then this sum (7.7) is strictly positive. Indeed, ifN is not a prime, then it can be
written as a product N = n1n2, where n1> 1 and n2> 1. Now at least one of these factors
must be >n0, for if both were n0, then we would have Nn20, which contradicts our
hypothesis. Thus if (say) n2>n0, then (n1)cn2−1 occurs in the sum (7.7) and n2−1n0,
so that cn2−1 is strictly positive and therefore (7.7) is so too. Now we get that the rational
function
G(z)−G(−z)
2
−
∑
N1,Nodd
cN−1zN
has a Taylor expansion where the coefﬁcients with index in20 are 0 and are zero if
and only if i is even or an odd prime and again we obtain that rationality contradicts the
Skolem–Mahler–Lech theorem and Theorem 7.1 (IRR) is proved. 
Remark 7.2. Some conditions like A or B are necessary, for if say V (z) = zt for a ﬁxed
t1 then the series in Theorem 7.1 is a rational function and A is violated if t = 1 and
B is violated if t2. But for say V (z)= 2zt and t1 we still have irrationality, but none
of the conditions A or B are satisﬁed for t3. But it we modify B to say that we want
B after we have excluded the index from a ﬁnite number of arithmetical sequences then
the irrationality proof still holds true for V (z) = 2zt and t3 (take away the ﬁnite set of
arithmetic sequences a + kt where k1 and a = 0, . . . , t − 2).
Remark 7.3. Theorem 7.1 generalizes a result that we proved in [31] and which was
inspired by a result of Serre [36].
8. Some further explicit computations of Hochschild and cyclic homology
In this section, we do some calculations that indicate that all commutative Koszul al-
gebras of embedding dimension 3 which are not complete intersections have irrational
Hochschild homology series (and also irrational cyclic homology series). We assume (to
simplify) that the base ﬁeld k is of characteristic 0 and is algebraically closed.
The embedding dimension 1 is trivial and it is well-known (cf. e.g. [6]) that the isomorphy
classes of embedding dimension 2 algebras with quadratic relations that are not complete
intersections are represented by R1 = k[x, y]/(x2, xy, y2) and R2 = k[x, y]/(x2, xy). In
the ﬁrst case, we proved in [31] (and reproved in Section 6) that the Hochschild homology
is irrational (even for any local (R,m) with m2 = 0 and embedding dimension 2). The
second case was treated in Section 6 above. Now we pass to the embedding dimension 3
case. We will now deduce with the help of the paper [6] by Backelin and Fröberg (cf. [6,
pp. 496–497], where also references to a paper by Emsalem and Iarrobino are given) that
there are 23 different isomorphy classes of commutative Koszul algebras, which are not
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complete intersections R= k[x, y, z]/(f1, f2, . . . , ft ), where the fi :s are quadratic forms.
First it follows from [6] (Table 1 on p. 498) that there are 11 cases of such Koszul algebras
when it comes to classiﬁcation by Hilbert series or (equivalently) Poincaré–Betti series,
namely (cf. [6]) 2b,3c,3d,3e,4a,4b,4c,4d,5a,5b,6a (here the ﬁrst number in e.g. 4a means
that it is a case where t = 4, i.e. that we divide by 4 quadratic forms in (x, y, z)). However,
we will see that these 11 cases split up into 23 isomorphy classes and that the Hochschild
(co) homology series is able to distinguish all these 23 isomorphy classes! Furthermore, in
probably all of these 23 cases the Hochschild homology series are irrational functions (but
“close” to rational ones in the sense that only the ﬁrst few terms in the series determine the
whole series—this answers a question that was posed to me by Ralf Fröberg). We will treat
10 cases below with the help of our irrationality theorem in Section 7 and another ﬁve cases
below—one of these cases is a result by Parhizgar—and we hope to return to the 8 cases
left later.
We now turn to more details. We will label the 23 different cases A,B,C, . . . ,U,V,W.
Thus in what follows we will study R? = k[x, y, z]/(I?) where ? is one of
A,B,C, . . . , U, V,W and where the different ideals I? are given as follows (the differ-
ent isomorphy classes A and B (two quadratic forms in three variables) were of course
known long ago):
CaseA: IA = (x2, xy).
Case B: IB = (xy, xz).
Case C: IC = (x2, xy, z2).
Case D: ID = (x2, xy, (y + z)z).
Case E: IE = (xy, xz, x2 + y2).
Case F: IF = (xy, xz, x2 + yz).
Case G: IG = (x2, xy, y2).
Case H: IH = (x2, xy, yz).
Case I: II = (xy, xz, yz).
Case J: IJ = (x2, xy, xz+ y2).
Case K: IK = (x2, xy, xz).
Case L: IL = (x2, xy, y2, z2).
CaseM: IM = (x2, xz, y2, yz).
Case N: IN = (x2, xy, xz, y2).
Case O: IO = (xy, xz, yz, z2).
Case P: IP = (y2, xz, yz, xy − z2).
Case Q: IQ = (x2, z2, y2 − xz, yz).
Case R: IR = (x2, y2, z2, xz− yz).
Case S: IS = (x2, y2, xz− z2, yz− z2).
Case T: IT = (x2, xy, xz, y2, z2).
Case U: IU = (x2, xy, xz, y2, yz).
CaseV: IV = (x2 − y2, y2 − z2, xy, xz, yz).
CaseW: IW = (x2, xy, xz, y2, yz, z2).
Remark 8.1. The isomorphy classes C,D,E, F,G,H, I, J,K (three relations) were al-
ready mentioned in [6] and there they reduce to 3 cases when they study the Hilbert series.
However, the Hochschild homology series are different in all these 9 cases. Indeed, the
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case 3c (Hilbert series (1 + 2t − t3)/(1 − t)) of Backelin and Fröberg [6] splits into the
isomorphy classes C,D,E, F, the Case 3d (Hilbert series (1 + 2t)/(1 − t)) of Backelin
and Fröberg [6] splits into the isomorphy classesG,H, I, J and the Case 3e (Hilbert series
(1 + t − 2t2 + t3)/(1 − t)2) corresponds to case K here. All the four cases of 3c have
different Hochschild and cyclic homology series, already for the ﬁrst homology, indeed the
generating series for the ﬁrst reduced cyclic homology HC1,∗(R?) are for ? =C,D,E and
F equal to
3t2 − t3 − t4
1− t ,
3t2 − 2t3 − t4
1− t ,
3t2 − 2t3
1− t and
3t2 − 3t3
1− t = 3t
2,
respectively. The full series will be determined below for the case C. In the same way in
the Case 3d the generating series for the ﬁrst reduced cyclic homology HC1,∗(R?) for ?
=G,H, I and J are equal to
3t2
1− t ,
3t2 − 2t3
1− t ,
3t2 − 3t3
1− t = 3t
2 and
3t2 − t3
1− t ,
respectively. The full series will be determined below for the cases G,H,I.
Remark 8.2. The cases L,M,N,O,P,Q,R,S with 4 relations correspond by duality to the
classiﬁcation of 2 “Hopf” quadratic forms in 3 non-commuting variables X, Y,Z. Here we
have 8 cases (I thank Jörgen Backelin for help here):
X2, Y 2, corresponding to (xy, xz, yz, z2), i.e. case O,
X2, [X, Y ], corresponding to (xz, yz, y2, z2), i.e. case N,
X2, [Y,Z], corresponding to (xy, xz, y2, z2), i.e. case M,
X2, [X, Y ] + Z2, corresponding to (xz, yz, y2, xy − z2), i.e. case P,
[X, Y ], [X,Z], corresponding to(x2, y2, z2, yz), i.e. case L,
[X, Y ], [X,Z] + Y 2, corresponding to (x2, z2, yz, y2 − xz), i.e. case Q,
[X, Y ], [X,Z] + [Y,Z], corresponding to (x2, y2, z2, xz− yz), i.e. case R,
[X, Y ], [X,Z] + [Y,Z] + Z2, corresponding to (x2, y2, xz− z2, yz− z2),
i.e. case S,
This should be compared to the classiﬁcation of two quadratic forms in two commuting
variables where we also have eight cases (cf. e.g. [37, p. 352]) but where the six cases
(x2, y2), (x2, yz), (x2, xy+ z2), (xy, xz+y2), (xy, xz+yz), (xy, xz+yz+ z2) give rise
to complete intersections and can be ignored fromour point of view.This is not so in the non-
commutative Hopf case, thus we do have eight cases here, and whereas Backelin–Fröberg
have only 3 cases 4a, 4b and 4c when it comes to classiﬁcation with Hilbert series of the
ring. Here are more details:
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The case 4a has Hilbert series 1 + 3t + 2t2 and the cases L,Q,R,S have that Hilbert
series too. However the ﬁrst Hochschild cohomology of the corresponding ring are artinian
modules and have Hilbert polynomials equal to
1+ 6t, 2+ 6t, 3+ 6t and 5+ 6t,
in cases S, R, Q and L, respectively. The Hochschild homology series will be determined
in case L below. It is different from the corresponding series of Q,R and S (which probably
are equal).
The case 4b has Hilbert series (1 + 2t − t2 − t3)/(1 − t) and the cases M and P have
that Hilbert series too. The whole Hochschild homology for the case M will be determined
below (the case P seems to have the same Hochschild homology). But their ﬁrst Hochschild
cohomology series is different: it is 3+ 3t + t/(1− t) in case M and 3+ 3t + 1/(1− t) in
case P.
The case 4c has Hilbert series (1 + 2t − t2)/(1 − t) and the cases O and N have that
Hilbert series too. Their complete Hochschild homology will be termined below.
Remark 8.3. The cases T and V are non-isomorphic but have the same Hilbert series
1+ 3t + t2. They can, however, be distinguished already by their Koszul homology, since
one of them is Gorenstein (case V) and the other one is not. All the three cases T,U,V, with
ﬁve relations correspond dually to the classiﬁcation of one quadratic “Hopf” form f in the
three non-commuting dual variables X, Y,Z. Here, the cases f = X2 and f = X2 + Y 2
give dual rings isomorphic to RU and RT , respectively, and the case V corresponds to the
dual ring for f =X2 + Y 2 + Z2.
We classify the cases according to the methods of proof:
(1) The cases B,H,I,K,M,N,O,T,U,W can all be treated using the Theorem 7.1 of Sec-
tion 7. We will use the same method as we did when we solved the case k[x, y]/(x2, xy)
in Section 6. Let us recall that if a graded algebra C is of the form A
∐
B then
HCn,∗(C)= HCn,∗(A)+ HCn,∗(B)
for n> 0 and
HC0,∗(C)= HC0,∗(A)+ HC0,∗(B)+ HC0,∗(T (A+ ⊗ B+)), (8.1)
and furthermore ifD is a Koszul algebra, then according to the result by Feigin and Tsygan
cited earlier
HCn,q(C)  HCq−n−1,q(C!)∗, (8.2)
where C! is the Koszul dual and * means vector space dual (cf. [21] for the gradings).
We will see that in the 10 cases when ? is one of B,H, I,K,M,N,O, T ,U,W we
have that C = R!? can be decomposed into a direct sum A
∐
B where A and B have
rational cyclic and Hochschild homology series (U and W are exceptional, cf. below), but
where the “culprit”, causing the cyclic and Hochschild homology series to be irrational is
HC0,∗(T (A+ ⊗ B+)), i.e. the reduced cyclic homology series of T (V ), where the graded
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vector space V is given by V =A+⊗kB+. We then have to prove that Theorem 7.1 can be
used in all the 10 cases B,H,I,K,M,N,O,T,U,W:
Case B: The Koszul dual of RB is
R!B =
k〈X, Y,Z〉
(X2, Y 2, Z2, [X,Z]) =
k〈Y 〉
(y2)
∐ k〈X,Z〉
(X2, Z2, [X,Z]) = A
∐
B.
Here A = (k〈Y 〉/(y2)) and B = (k〈X,Z〉)/((X2, Z2, [X,Z])) which are both Koszul du-
als of regular ring k[y] and k[x, z] which are as nice as you could wish. But V (z) =
(A+⊗kB+)(z)= 2z2 + z3 and
V ′(z)
1− V (z) =
4z+ 3z2
1− 2z2 − z3 =
1+ 2z
1− z− z2 −
1
1+ z =
∑
i0
ciz
i (8.3)
and from this it is clear that the ci satisfy the condition B of Theorem 7.1.
Case H: In this case the Koszul dual of RH is
A
∐
B = k〈Y 〉
(Y 2)
∐ k〈X,Z〉
(Z2, [X,Z])
and A! is regular and B ! is a complete intersection thus innocent from the rational series
point of view. But V (z)= (A+⊗kB+)(z)= 2z2/(1− z) so that
V ′(z)
1− V (z) =
4z− 2z2
1− 2z− z2 + 2z3 =
2
1− 2z −
2
1− z2 =
∑
i0
ciz
i (8.4)
and from this it is again clear that the ci satisfy the condition B of Theorem 7.1.
Case I: Here
R!I =
k〈X〉
(X2)
∐ k〈Y,Z〉
(Y 2, Z2)
= A
∐
B,
where it is again clear that A! is regular and B ! is a complete intersection. Furthermore, the
V (z) is the same as in case H and thus we have an irrational series here.
Case K: Now
R!K = k〈X〉
∐ k〈Y,Z〉
(Y 2, [Y,Z], Z2) = A
∐
B,
where A! and B ! are both regular and V (z)= (2z2 + z3)/1− z so that
V ′(z)
1− V (z) =
1+ 4z+ 3z2
1− z− 2z2 − z3 −
1
1− z
and the irrationality follows again from case B of Theorem 7.1.
CaseM: Now
R!M =
k〈X〉
(X2)
∐ k〈Y,Z〉
([Y,Z]) = A
∐
B
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and A! and B ! are both regular and V (z)= 2z2 − z3)/(1− z)2 so that
V ′(z)
1− V (z) =
2+ 2z− 3z2
1− 2z− z2 + z3 −
2
1− z
and we can again apply part B of Theorem 7.1.
Case N: Now
R!N =
k〈X, Y 〉
(X2, [X, Y ])
∐
k〈Z〉 = A
∐
B
and A! and B ! are complete intersections and V (z)= 2z2/(1− z)2 so that
V ′(z)
1− V (z) =
4z
(1− z)(2− 2z− z2) ,
to which Theorem 7.1 applies.
Case O: Now
R!O =
k〈X, Y 〉
(X2, Y 2)
∐
k〈Z〉 = A
∐
B
and the case is very similar to case N, with the same V (z) (but cases N and O can be
separated by the Hochschild cohomology series, cf. remarks above.)
Case T: Here
R!T = k〈X〉
∐ k〈Y,Z〉
([Y,Z]) = A
∐
B
and A! and B ! are complete intersections and V (z)= (2z2 − z3)/(1− z)3 so that
V ′(z)
1− V (z) =
3− 2z
1− 3z+ z2 −
3
1− z
and one checks that part B of Theorem 7.1 can again be applied.
Case U: Here
R!U = k〈X, Y 〉
∐ k〈Z〉
(Z2)
= A
∐
B
and here B ! is regular, but A is the free associative algebra on two generators and thus has
irrational cyclic homology. But, here everything can be done very explicitly and we have
V (z)= 2z2/(1− 2z) and irrationality follows again.
CaseW: Here R!W = k〈X, Y,Z〉 and we treated this case already in [31].
Thus, we have ﬁnished the discussion of the 10 cases B,H,I,K,M,N,O,T,U,W.
We will now treat the 4 cases A,C,G,L. The corresponding R! are all of the form A⊗kB,
where A has irrational cyclic homology and where B has rational cyclic homology.We can
now use the Künneth Theorem 4.3.11 on p. 131 of Loday [19] to obtain irrationality (note
that in our case the S of Loday [19] is zero).
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Among the remaining 9 cases, already V has been treated is Parhizgar [25,26] (and
Löfwall): Here
R!V =
k〈X, Y,Z〉
(X2 + Y 2 + Z2) = k〈X, Y 〉
∐
k[S]
k〈Z〉,
where k[S] is the free algebra on one generator S in degree 2 and where k[S] is embedded
in k〈X, Y 〉 and k〈Z〉 by means of S → X2 + Y 2 and S → −Z2, respectively. Thus, we
have a coproduct over a non-trivial algebra (in this case k[S]) and not the trivial one k but
they were able to handle this case. If there were a generalization of Conjecture 1 of [26,
p. 3662] (inspired by Chapter 3 of Feigin and Tsygan [9]) to a result that more generally
expresses HC(ACB) in terms of HC(A), HC(B) and HC(C) and a Nil-functor to the case
when C is a (say) sub Hopf algebra of A and B and if furthermore there were some kind
of Künneth formula for semi-tensor products of Hopf algebras then we would be able to
treat the remaining 8 cases too. We hope to return to these cases and also to the two unique
non-Koszul cases mentioned in [6], p. 496, in a later publication.
9. Open problems and conjectures
Problem 9.1. Let R be a quadratic algebra which is not a Koszul algebra (over a ﬁeld
of characteristic 0, say), and let R! be the Koszul dual of R. Find a generalization of the
isomorphism between the reduced cyclic homology of R and R!
HCn,q(R)  HCq−n−1,q(R!)∗, (9.1)
proved by Feigin and Tsygan for the case of Koszul algebras. There probably is a very nice
generalization if R is commutative and satisﬁes the condition L3 [33] which involves the
cyclic homology of a free algebra T (V ) which is trivial if R is Koszul [20].
Problem 9.2. Let R be an algebra,M an R-bimodule and R ∝ M the trivial extension of
R by means of M . Calculate the Hochschild homology (and cyclic homology) of R ∝ M
in terms of invariants of R and M , in particular try to get explicit information about the
invariants Nil+(R,M) of p. 100 of Feigin and Tsygan [9].
Problem 9.3. Try to prove the Conjecture 1 in [26] in the more general setting mentioned
at the end of Section 8.
Finally, there is the Question already mentioned in Section 5,c) of Roos [35].
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