Applications of the concepts of the energy and, in particular, of the negative energy of the internal modes are described in the context of nonlinear optics. It is shown that the transformation of a soliton propagating in a bulk into solitons propagating in a coherently pumped cavity is followed by emergence of the negative-energy modes. These modes are directly associated with a locking of the soliton phase to the phase of the coherent pump, i.e., with a breaking of the phase symmetry. Energy of the Vakhitov-Kolokolov modes is also calculated. This energy is positive, providing that conditions of the Vakhitov-Kolokolov stability criterion are met. Mutual annihilation of the positive-and the negative-energy modes leads to oscillatory (Hopf) instability of the cavity solitons.
INTRODUCTION
The understanding of many properties of nonlinear waves can be achieved through calculation of their spectra. Indeed, spectral analysis of the equations appearing after linearization of the governing nonlinear equations near, e.g., solitons have become widespread tools. Bound eigenmodes, which do not grow with propagation or in time, of the linear problem are often called internal modes (see Section 3). Internal modes supported by the optical solitons have attracted significant attention over recent years. [1] [2] [3] [4] In particular, persistent oscillations of the soliton width 1, 3 and position [4] [5] [6] are due to these modes. Another important class of phenomena in which internal modes play a key role is soliton instabilities. These instabilities can be interpreted as being due to resonances of the internal modes. 7, 8 Soliton interaction can also be significantly affected by their presence. 9, 10 On the other hand, understanding of physical, and, in particular, nonlinear, phenomena through conservation laws and Hamiltonian formalism are probably the most fundamental and universal approaches of theoretical physics. 11 In this context the natural question is what kind of information can we potentially get from knowing the energy carried by the internal modes of the optical solitons? This approach is widely acknowledged in such branches of nonlinear science as fluid dynamics, 11, 12 plasma physics, 13, 14 and in the recent wave of activity on the dynamics of trapped Bose condensates, 15, 16 as well as in the general context of the Hamiltonian systems. [17] [18] [19] Its use in the optical context is also known, 20 but is less common than in the previously mentioned fields.
The amount of energy carried by a particular mode depends on the strength and the geometry of the initial perturbation and cannot be considered as an intrinsic characteristic of the system and its equilibria. On the other hand, the sign of the energy of the excited mode does not generally depend on the magnitude of the perturbation.
Therefore analysis of these signs can be expected to highlight important qualitative information.
The notion of the energy of the internal modes is similar to the quantum mechanical definition of energy through the eigenvalues of the Hamiltonian, and it can be considered as a generalization of the latter to the class of the non-self-adjoint (non-Hermitian) but still Hamiltonian problems. One of the striking predictions of energy-based analysis is that frequency resonances of the internal modes with opposite-energy signs lead to their mutual annihilation and generate zero-energy unstable modes with complex frequencies.
Another fundamental idea originating in condensedmatter theory and relevant to nonlinear optics is the idea of broken symmetries. 21 Its applications allow one to make some general predictions about the spectra of the equilibria of nonlinear systems, e.g., about the presence of the Goldstone modes and, through the related VakhitovKolokolov (VK) criterion 22 and its generalizations, [23] [24] [25] about instabilities. One of the conceptual results of this study is that the appearance of the negative-energy modes can be linked directly to broken symmetries (see also Ref. 26) . Throughout this paper, we consider examples of the perturbed two-dimensional nonlinear Schrödinger (NLS) equation describing spatial solitons propagating in a bulk Kerr media with weak saturation and solitons existing in a coherently pumped optical cavity. The main aims of the study are to show the relevance of the negativeenergy idea for qualitative and quantitative predictions of the instabilities of optical solitons and to demonstrate the independence of the energy signs of the internal modes appearing because of the breaking of the continuous symmetries of the governing equation from the nature of the symmetry-breaking perturbations. In particular, it is shown that negative-energy modes emerge as a result ofinstabilities in the models describing coherently pumped nonlinear optical cavities.
HAMILTONIANS FOR NONLINEAR FIELD AND LINEAR PERTURBATIONS
We start by considering the two-dimensional NLS equation
which describes the evolution of the slowly varying amplitude of an optical beam propagating in a medium with focusing Kerr and defocusing (s Ͼ 0) quintic nonlinearities. All parameters and variables are assumed to be dimensionless, with z and (x, y) characterizing, respectively, propagation and the transverse coordinates. By adding a complex-conjugated equation to Eq. (1), one can present it in the form
which is more convenient for spectral analysis. Here H is the Hamiltonian, " ϭ i x ‫ץ‬ x ϩ i y ‫ץ‬ y , and ␦ is used to denote a variational derivative. The property of Eqs. (1) and (4) that is particularly important to us is their phase, or gauge, symmetry, i.e., their invariance with respect to the substitution
where is an arbitrary real phase. The conservation law associated with this symmetry is
where P is the power. We are interested below in the properties of the selftrapped solitonic solution
where r 2 ϭ x 2 ϩ y 2 , ⌿ 0 is a real function that exponentially decays for r → ϱ and obeys
ϭ ͱr, and (0 Ͻ Ͻ 1/s) is a parameter that characterizes a nonlinearity-induced shift of the solitonic wave number. The existence and the stability of soliton (7) were extensively analyzed in previous papers; see, e.g., Refs. 22 and 27-32. However, to enable the smooth introduction of the novel ideas related to the energy of the internal modes, we re-examine below some of the known results that, at the same time, impose different prospects.
To study stability of the soliton, we search for solutions of Eq. (2) in the form of
where p is a small complex perturbation. Substituting Eq. (9) into Eq. (2) and neglecting all terms that have an order of smallness higher than the first order, we derive the linear equation
which describes the evolution of the perturbation vector p. E B is the quadratic Bogolyubov energy functional 33,34
which has the physical meaning of the energy of the linear waves propagating in the soliton-induced waveguide.
The first term in E B is the energy of the diffractive spreading of the beam; the second and the third terms are the energy shifts that are due to, respectively, the soliton wave number and the soliton intensity profile. The last term shows that the dynamics of p is driven by p*. Therefore it has a parametric nature. Alternatively, Eq. (10) can be rewritten in the form
where B is the matrix of the Bogoliubov Hamiltonian such that
ENERGY OF THE INTERNAL MODES
Although B is a self-adjoint operator, B is not. Therefore instabilities are allowed, although not necessarily
presented, in our system. If an arbitrary perturbation p does not grow exponentially for increasing values of z, the soliton is called spectrally stable. We seek p in the form (16) Equation (15) properly takes into account that the second component of p is its complex-conjugated first component. Substitution of Eq. (15) into Eq. (12) yields
Thus spectral stability is guaranteed if the spectrum of B is real. The eigenvalue k ʈ yields the physical meaning of the correction to the component of the wave vector that is directed along the soliton axis. Let us take perturbations in the form of the plane wave with a transverse wave vector:
e., ϳ exp͕ik Ќ r͖, r ϭ i x x ϩ i y y. Then, by requiring that Im k Ќ ϭ 0, one can show that the values of k ʈ , which allow the existence of the plane waves exp͕ik ʈ z ϩ ik Ќ r͖ and form continuous spectra, lie in the intervals (Ϫϱ,Ϫ) and (,ϩϱ). Any eigenvalue k ʈ existing somewhere in the complex plane (Rek ʈ , Im k ʈ ) and lying outside the specified intervals has a corresponding eigenvector that exponentially decays for r → ϱ and belongs to the discrete part of the spectrum.
Stable, spatially bounded modes can exist only within the gap in the continuous spectrum k ʈ (Ϫ, ). Such modes are often referred as internal modes. 2 The energy ⑀ that is carried by the particular internal mode with the eigenvalue k ʈ can be calculated by the substitution of Eq. (15) into Eq. (14) , which yields
where we use the fact that is an identity operator. If is an eigenvector with an eigenvalue k ʈ , then * is an eigenvector with an eigenvalue Ϫk ʈ * . For the internal modes, Im k ʈ ϭ 0, and it can be shown that
It is clear that the absolute value of the energy carried by the internal modes that are different from the neutral ones generally depends on the initial conditions. Therefore the absolute value of ⑀ is a normalizable quantity. However, the same cannot be said about the sign of ⑀. Sign(⑀) is actually an invariant of the problem and is independent of not only the initial conditions but also, to a large extent (see Section 4) the parameters of the problem. The energy sign of the internal modes is often referred to as the signature, or Krein, sign. 17, 18 If a solitary wave has only Goldstone modes (see Section 4) and internal modes that carry positive energy, there are no such localized perturbations of the solitary wave, which can low its energy. In this sense, this wave is an energy minimum, and it is spectrally stable. Note, however, that spectral instability does not automatically follow from the presence of the negative-energy modes.
GOLDSTONE MODES AND THEIR DEGENERACY: FIRST KIND OF BROKEN SYMMETRY
The symmetry properties of the Hamiltonians H and E B are quite different. In particular, the spatially inhomogeneous profile of the soliton breaks the translational symmetry (r → r ϩ r 0 ) of the Hamiltonian E B . The last term in E B also breaks the phase symmetry. These broken symmetries result in the existence of an important class of internal modes, namely, the zero-eigenvalue, k ʈ ϭ 0, (zero-energy) Goldstone (or neutral) modes. 21 These modes can be generated by the application of infinitesimal symmetry transformations to the soliton solution. In our case there are three Goldstone modes. The one generated by the phase symmetry [expression (5)] is (19) and the other two that are generated by the infinitesimal translations are U x,y ϭ ‫ץ‬ x,y (A, A)
T . It is somewhat important for us to show that the zero eigenvalues corresponding to the neutral modes in the Hamiltonian models are always evenly, at least doubly, degenerate. Let us prove it by using an example of the phase mode U 0 . According to the general theory of linear operators, 35 the double degeneracy of the zero eigenvalue with the same eigenvector U 0 follows if the equation B U 1 ϭ U 0 can be resolved, despite the fact that B is a singular operator. The solvability condition is that U 0 is orthogonal to the corresponding eigenvector of the adjoint operator B . It is straightforward to verify that, for any eigenvector of the eigenvalue problem (17), the corresponding adjoint eigenvector is given by , providing that Im k ʈ ϭ 0. It is also obvious that ͗U 0 ͉ U 0 ͘ ϭ 0 is always satisfied and that the phase mode, along with translational ones, is doubly degenerate. Higher-order degeneracies will follow if one can prove the solvability of the equation
Vectors U nϾ0 are called generalized, or root, eigenvectors: ( B ) nϩ1 U n ϭ 0. The first generalized eigenvector corresponding to the phase symmetry is
It is known that critical collapse, which exists for s ϭ 0 and marks the transition from spectral stability (s Ͼ 0) to spectral instability (s Ͻ 0), is associated with the existence of the second and the third generalized eigenvectors (see below and Ref. 29) . The unique property of Eq.
(1) is that U 2 also can be found in analytical form:
ZERO ENERGY OF THE UNSTABLE MODES
As was already mentioned, the non-self-adjointness of the operator B opens up the possibility of the existence of the purely imaginary or complex eigenvalues k ʈ . In the former case, eigenvalues exist in pairs k ʈ and k ʈ * , and, in the latter, in quartets k ʈ , Ϫk ʈ , k ʈ * , Ϫk ʈ * (for more details see, e.g., Ref. 17). The energy of E B is a real quantity by defenition. It follows from Eqs. (14) and (18) The following theorem, which is known from the general theory of the Hamiltonian dynamic-systems, 17 states the only two possible states of transition to spectral instability involving eigenmodes of a discrete spectrum: A stationary solution of a Hamiltonian system can lose spectral stability as parameters vary (i) by the collision of two eigenvalues of B with opposite energy signs (complex-eigenvalue or Hamiltonian-Hopf instability) or (ii) by the collision of eigenvalues at zero (imaginaryeigenvalue instability).
The first instability can be interpreted as annihilation of the excitations with positive and negative energy. The second situation is that the energy of a pair of the internal modes smoothly decreases as the parameter varies and hits zero; afterward, one mode becomes excited, Im k ʈ Ͻ 0, and the other one damped, Im k ʈ Ͼ 0.
POSITIVE ENERGY OF THE VAKHITOV-KOLOKOLOV MODES
The famous VK criterion of the soliton stability introduced in the context of a many-dimensional NLS equation with saturation 22 states that solitary waves with no nodes are stable, providing that
and are unstable otherwise. The instability described by the VK criterion corresponds to the situation in which two internal modes resonate at k ʈ ϭ 0 for ‫ץ‬ P ϭ 0, and, for ‫ץ‬ P Ͻ 0, the soliton acquires two purely imaginary eigenvalues.
To illustrate the calculation of the energy of the internal modes, it is instructive to start from the VK example. To find the energy of the VK modes, we need to calculate corresponding eigenvectors. Close to the instability threshold, one can naturally choose k ʈ as a small parameter of the problem and asymptotically solve Eq. (17) by the substitution
Any eigenvector of B is orthogonal to the zeroeigenvalue eigenvectors of the adjoint operator B , i.e.,
Substitution of Eq. (24) into Eq. (25) yields
where we took into account that ͗U 0,2 ͉ U 0 ͘ ϭ 0. Note that U 2,3 exist only at the exact threshold ‫ץ‬ P ϭ 0, where the neutral mode U 0 is a fourfold degenerate. Equation (26) can be further transformed to
where (27) is well balanced if M ϳ 1 and ‫ץ‬ P ϳ k ʈ 2 . Now we can calculate energy of the internal modes generating VK instability:
(28) Clearly, if k ʈ is purely imaginary, ‫ץ‬ P/M Ͻ 0, then ⑀ vk ϭ 0. Thus we explicitly verified that unstable modes carry zero energy. If, however, k ʈ is purely real, then
and the energy sign is determined by the sign of the coefficient M. Note that Eqs. (27) and (28) have universal applicability in the vicinity of the VK threshold in any system. The coefficient M is sometimes referred to as a soliton mass because an assumption about the adiabatic dependence of from z in the vicinity of the VK threshold results in the Newton-like equation for the evolution of , where M plays the role of the effective mass. 36 In principle, M can be either positive or negative. Note that, for the VK stability criterion [expression (23) ] to work, M has to be positive. This is the common situation in many solitonic systems and agrees with the wide applicability of the VK criterion for solitons, which are local energy minima. However, examples in which M changes its sign are also known. 37 Evidently, for M Ͻ 0, the soliton under consideration is not an energy minimum. Therefore, the VK criterion is not applicable, and the Hamiltonian-Hopf instability appears. The theory of this instability in the vicinity of the point ‫ץ‬ P ϭ M ϭ 0 was recently developed in Refs. 25 and 37. Note that this case has not been considered so far from the energetic point of view.
Using s as a small parameter, one can show that
where 
which explicitly verify the positivity of M in our case and show that ‫ץ‬ P ϭ 0 for s ϭ 0. Note that, knowing the energy sign of the VK modes for small s, we know it for any s, providing that no resonances with other internal modes take place. 17 This property actually expresses one of the most powerful features of the method discussed here, namely, finding energy signs by use of some sort of perturbation theory allows extension of the results beyond its region of validity.
CAVITY SOLITONS: SECOND KIND OF BROKEN SYMMETRY
In Section 4, we described the concept of broken symmetry, for which we found that the perturbations around the soliton obey the equation that has broken phase and translational symmetries. This type of symmetry breaking leads to the presence of the Goldstone modes in the soliton spectrum. In this section we introduce a different class of symmetry breaking. Namely, we consider the situation of continuous symmetry, particularly the phase symmetry [expression (5) ] that is already broken in the governing equation. This type of symmetry breaking transforms the Goldstone modes into modes with nonzero eigenvalues. Finding out the energy carried by these modes is the objective of Section 8 and is one of the central results of this study.
A typical example of this type of symmetry breaking in nonlinear optics happens in coherently pumped optical cavities because the phase of the intracavity field locks to the pump phase. A basic model that describes the dynamics of the optical field inside the cavity filled with Kerr media and pumped by coherent radiation is the driven and damped NLS equation [38] [39] [40] [41] :
Compared with Eq. (1), the propagation variable z in Eq. (32) is now replaced with the time t and the right-hand side of the equation includes some new terms. is proportional to the strength of the external pump field, and ␥ is the cavity loss. now has the physical meaning of the detuning of the pump frequency from a nearby cavity resonance and is formally equivalent to the wave-number shift used in the above sections. Equation (32) can be presented in the quasi-Hamiltonian form
where
Equation (32) has bright solitary solutions-cavity solitons. 40, 41 The transverse profile of the cavity soliton A c (r) obeys Eq. (32), with ‫ץ‬ t ϭ 0. The fact that is particularly important for us is that these solutions can be continued smoothly into the limit of ␥ ϭ 0. This statement may sound slightly nonphysical because there is no loss to compensate for the pump. However, formally, the pump does not destroy conservation of the Hamiltonian. It destroys only conservation of the power [Eq. (6) ] through the breaking of the phase symmetry. Thus the energy formalism can be applied in the limit of small loss, which physically implies the limit of the large detunings, ӷ ␥. Cavity solitons exist on the nonzero background b . The constant b solves Eq. (32) and approaches zero for → 0 and ␥ → 0. Therefore it is convenient to redefine the power integral (6) as P c ϭ ͐͐dxdy͉ Ϫ b ͉ 2 , which has a finite value. The conservation law (6) is now replaced with the balance equation
For any stationary solution such as, e.g., a cavity soliton, the left-hand side of the balance equation is zero. Thus the existence of cavity solitons for ␥ ϭ 0 and 0 requires that ͐͐dxdy Re ϭ 0, which is realized trivially for Re ϭ 0.
The condition Re ϭ 0 indicates that the locked phase can take two physically distinct values: ϭ /2 and ϭ Ϫ/2. Developing a simple perturbation theory for small and ␥ ϭ 0, we find that
where A and A 1 solve, respectively, Eqs. (7) and (8) and
The existence of the cavity solitons in the limit of ␥ ϭ 0 was also verified by direct numerical simulation of Eq. (32) and its stationary version.
NEGATIVE ENERGY OF THE INTERNAL MODES THAT IS DUE TO BROKEN PHASE SYMMETRY
Spectral properties of the cavity solitons for ␥ ϭ 0 are described by the eigenvalue problem B c ϭ , (37) where B c is given by Eq. (13), with A replaced with A c , and is an eigenfrequency that is formally equivalent to the wave number k ʈ used in the above sections to describe the spectrum of the propagating soliton.
Assuming that s is large enough, i.e., that the VK modes have frequencies far from zero, we want to understand the motion of a pair of the zero frequencies that correspond to the Goldstone mode U 0 under the action of the external pump . To do this, we expand B c to the first order in , B c ϭ B ϩ (/)B 1 ϩ O(
2 ), where
The eigenvalue problem (37) is now reduced to the form
Self-consistency of the asymptotic expansion requires the assumption that ϳ 1/2 . Equation (39) is solved by the substitution sb ϭ U 0 ϩ U 1 ϩ ..., (40) which is similar to Eq. (24), but expansion goes only to the first order because degeneracy of the zero eigenvalue related to the phase symmetry is half of the case considered in Section 4. Eigenfrequencies that split from zero are found by use of condition (25) , which yields
It follows from Eqs. (38) and (41) that one of the emerging soliton branches is stable and the other is not. It turns out from the numerical analysis that branch A c ϩ with less power, P c ϩ Ͻ P c Ϫ , is unstable for arbitrary small and the other one is stable, at least for small . We also verify these stability results analytically in Section 9 for small s.
The energy of the modes emerging owing to the symmetry breaking can easily be calculated:
It is clear from Eq. (42) that the unstable modes carry zero energy, as expected, and that the energy of the stable internal modes is given by
Surprisingly, one can see that the energy sign of the stable internal modes does not depend on the nature of the symmetry-breaking perturbations and is determined solely by the properties of the unperturbed system. Provided that the VK stability condition is met for the system with unlocked phase, the energy of the internal modes that appears owing to phase locking is negative. Equation (42) can be used to determine the energy of internal modes that appear owing to the breaking of other continuous symmetries in any Hamiltonian model, providing that the corresponding Goldstone mode is doubly degenerate.
HOPF INSTABILITY OF THE CAVITY SOLITONS
It follows from Eqs. (29) and (43) that modes that are due to symmetry breaking and VK modes carry energy with opposite signs. Therefore, if frequencies corresponding to the symmetry-breaking and VK modes approach resonance, the Hamiltonian-Hopf, or simply the Hopf, instability should be expected. To describe this instability analytically, we assume that both s and are small parameters. Then we need to solve Eq. (37) under the assumption that B is close to the fourth-order degeneracy of U 0 . Therefore we substitute the anszatz equation (24) into Eq. (37). The corresponding solvability condition gives the characteristic equation for
with B 1 Ϯ calculated now for s ϭ 0. Equation (44) is actually a combination of Eqs. (27) and (41) 
Now it can be shown that the solitonic branch corresponding to ϭ /2, i.e., with the frequency ϩ , becomes unstable as soon as deviates from zero. On the other hand, the branch with ϭ Ϫ/2 emerges as a stable one but destabilizes for th Ӎ 10. For s → 0, the region of stability of the cavity solitons shrinks to zero, and, in the absence of saturation, a narrow stability window appears for only sufficiently large losses. 40, 41 It might seem surprising that so far we have avoided the inclusion of the effects of losses in our analysis. There are several reasons for this: First, the inclusion of losses in a self-consistent way in the presence of the degenerate eigenvalues is a problem deserving separate study. Second, the numerical study of this problem indicates that the resonance nature of the instability remains the same. Both the negative-and the positiveenergy modes simply acquire damping, and the Hopf instability threshold becomes slightly higher, in ␥. Similar behavior was also found for the cavity solitons in optical parametric oscillators. 42 Third, details of the instabilities of two-dimensional cavity solitons with pure Kerr nonlinearity (s ϭ 0) and large cavity losses are considered in another paper in this special issue. 
SUMMARY
Using an example of the perturbed two-dimensional NLS equation, we have introduced the notion of the energy of the internal modes in the context of nonlinear optics. In particular, we have revealed the link between perturbations that break continuous symmetries and the appearance of internal modes with negative energy, which are an essential prerequisite for Hamiltonian-Hopf instability. We have also calculated the energy of the VK internal modes and showed that its sign coincides with the sign of the effective mass of a soliton, which is positive in most cases. Using these ideas, we have been able to give a qualitative explanation of the existence of the Hopf instability of the cavity solitons, which was verified by asymptotic and numerical analysis. Equation (2) can be considered to be a canonical form of the Hamiltonian models that describe the evolution of the complex multicomponent fields. Phase symmetry and the associated conservation of the total power are universal laws in nonlinear optical processes. Therefore not only Eq. (1) but also all basic nonlinear optical processes, such as wave mixing and harmonic generation, can be treated with the approaches described above. This situation, in particular, explains why practically any cavity soliton with its analog in free propagation should be expected to demonstrate the Hopf instability in the limit of large detunings and small losses. 42 This conclusion can also be extended to the Hopf instability of the cw solutions that abound for optical cavities. [43] [44] [45] The applicability of our results goes beyond optics and beyond the breaking of the phase symmetries. In particular, perturbations that break the translational symmetry of the NLS equation are ubiquitous in the context of the burgeoning field of trapped Bose condensation, which can also be used to explain the ubiquity of the modes with negative energy.
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