Cocycles are a key object in Antolín Camarena and Szegedy's (topological) theory of nilspaces. We introduce measurable counterparts, named nilcycles, enabling us to give conditions which guarantee that an ergodic group extension of a strictly ergodic distal system admits a strictly ergodic distal topological model, revisiting a problem studied by Lindenstrauss. In particular we show that if the base space is a dynamical nilspace then a dynamical nilspace topological model may be chosen for the extension. This approach combined with a structure theorem of Gutman, Manners and Varjú applied to the ergodic group extensions between successive Host-Kra characteristic factors gives a new proof that these factors are inverse limit of nilsystems.
1 Introduction.
The nonconventional average
for a measure preserving system (X, X , µ, T ) and f 1 , . . . , f k ∈ L ∞ (X, µ) became prominent due to Furstenberg's proof [Fur77] of Szemerédi's theorem [Sze75] . [Fur77] . About 30 years after Furstenberg's original proof, in what can only be described as a tour de force, Host and Kra proved that Equation (1) converges in norm [HK05] for all k ≥ 1. 1 Host and Kra' proof uses the characteristic factors approach pioneered by Furstenberg and Weiss [FW96] . A factor (X, X , µ, T ) → (Y, Y, ν, T ) is called characteristic for (1) if
converges to zero in L 2 -norm. The striking discovery of Host and Kra was that (1) possesses a characteristic factor Z k−1 which is an inverse limit of nilsystems. Thus a problem in measure theory gives rise to smooth structure.
The construction of a characteristic factor Z k which is an inverse limit of nilsystems is complicated and is the technical heart of both of [HK05] and [HK18] . The main goal of this article is to put forward a conceptual simplification of the main step of this construction. and the Host-Kra-Gowers seminorms ||| · ||| k are introduced. These are defined in the following way. Let
T be the T × · · · × T 2 k invariant σ-algebra of the product σ-algebra of (X
k , µ [k] ). Define µ [k+1] to be the relative independent joining of two copies of µ [k] over I
[k]
T . Now introduce for real-valued f ∈ L ∞ (µ) the seminorms 4 :
2 This approach was announced in [Gut15] . 3 One may reduce the problem to the ergodic case by using ergodic decomposition. 4 The fact that these expressions are seminorms is proven in [HK05, Section 3.5].
See ([HK05, Lemma 4.3]).
6 See Definition 2.20. 7 For dynamical nilspaces where the acting group is Z this was first proven by Host, Kra and Maass ([HKM10, Theorem 1.2]), however the proof uses the full force of the structural theorem of [HK05] . As our goal is to give a new proof of the structural theorem, we cannot use the [HKM10] result. The proof in [GMV16] is independent of both [HKM10] and [HK05] and is essentially topological. Moreover it holds in the generality of an acting group which has a dense subgroup generated by a compact set. This will be important in Section 5.
topological properties of the topological model. This task is much easier than proving directly the nilsystems inverse limit representation and results with a major simplification.
By an elegant and relatively short proof it is possible to show that Z k → Z k−1 is an abelian group extension. 8 In particular there is a natural measurable identification Z k = Z k−1 × A where A is a compact abelian group. However it is important to note that in general Z k−1 × A equipped with the product topology is not a topological model as T fails to be continuous w.r.t this representation. It is thus natural to attempt to identify the appropriate topological model and as mentioned above our approach is to find a nilspace (topological) model.
To show that Z k admits a nilspace (topological) model we assume by induction that Z k−1 is a nilspace and as such has well-defined cubes C n (Z k−1 ) ⊂ Z
{0,1}
n k−1 , n = 1, 2, ..... We then construct a special function ρ : C k+1 (Z k−1 ) → A which we name a nilcycle 9 . The key geometric-algebraic property of a nilspace ρ is that for almost all pairs 10 of cubes c 1 , c 2 ∈ C k+1 (Z k−1 ) which have a common face (e.g. (c 1 ) {1}×{0,1} k = (c 2 ) {0}×{0,1} k ), the value of ρ on the cube resulting from glueing on the common face c 1 c 2 := ((c 1 ) {0}×{0,1} k , (c 2 ) {1}×{0,1} k ) satisfies ρ(c 1 c 2 ) = ρ(c 1 ) + ρ(c 2 ). This step is motivated by the fact that if we were to know that Z k admits a nilspace model then it would be possible (and in fact not hard) to construct a nilcycle which furthermore satisfies the nilcycle properties everywhere instead of almost everywhere.
11
Our approach depends on the surprising fact that a nilcycle determines a nilspace modelẐ k for Z k . The construction is not entirely straightforward and uses the concept of function bundles induced by [ACS12, Section 3.3] (see also [Can17a, Section 2.3]) modeled on the concept of Banach bundles (see [Fel77,  Chapter 10]). Specifically we consider the 2-parameter family of functions ρ x + a : C k+1 x (Z k−1 ) → A for a ∈ A, x ∈ X ′ ⊂ Z k−1 , where X ′ is some (carefully chosen) set of full measure and and take the closureẐ k w.r.t. to a topology related to the natural continuous projection map p 0 : C k+1 (Z k−1 ) → Z k−1 : c → c 0 . (For details see Section 4 and also [ACS12, Section 3.3],[Can17a, Section 2.3]). Crucially,Ẑ k is shown to be compact and using the properties of ρ one may define a homeomorphismT such that (Ẑ k ,T ) is a (uniquely ergodic) topological nilspace model for (Z k , µ k , T ). As remarked above this establishes the desired structure result. We notice that recently a new and different approach to Host-Kra factors through nilspaces was put forth in [CS18] .
The above considerations naturally lead us to consider the question when an ergodic (measurable) abelian group extension Y of a strictly ergodic 12 distal system X (thus automatically measurable distal) admits a strictly ergodic model.
13
The question if an ergodic measurable distal system has a strictly ergodic distal model 14 has a long history. 15 According to the Jewett-Krieger theorem [Jew70] , any ergodic system has a strictly ergodic model. Nonetheless this question has a negative answer. Indeed the classical Morse system (M, S), M ⊂ {0, 1}
Z 16 which is known to be strictly ergodic is an abelian group extension of an odometer and thus measurable distal; however by [GW06, Proposition 13.5] it admits no strictly ergodic distal model. In particular it follows that not every ergodic abelian group extension of a strictly ergodic system admits a strictly ergodic distal model. Yet Lindenstrauss [Lin99, Claim 5.5] showed that such a model exists if the group extension is by a connected group. In our main theorem we give a different condition. It is by varifying this condition that we demonstrate the existence of nilspace models for the Host-Kra factors. 
18
We note that this theorem is applied in Section 5 in order to show the existence of nilspace models for Host-Kra factors in the generality of finitely generated abelian group actions.
12 By definition, a strictly ergodic system is a uniquely ergodic system such that the uniquely invariant measure has full support. For actions by amenable groups this is equivalent to uniquely ergodic and minimal.
13 Note that as (Ẑ k , T ) is an inverse limit of nilsystems, it is distal. As it is uniquely ergodic, it is minimal.
14 Salehi [Sal91] provides an abundance of examples of strictly ergodic distal systems. 15 A related highly non-trivial theorem is Zimmer's theorem [Zim76] which implies that any ergodic measure of a minimal distal system induces a measurable distal system. 16 For exact definition and proof of all mentioned properties see [dV93, Chapter III, 2.27]. 17 These systems which constitute a natural subclass of strictly ergodic systems are defined in Definition 3.1 and are studied in the paper [GL19a] . The reason why (2k + 1) is required is explained by Proposition 3.24.
18 Fibrantions are defined in Section 2.5. The equivalence relation N RP k G (M → X) is defined in Definition 2.12 and is extensively studied in the article [GL19b] .
Acknowledgements.
We are grateful to Tomasz Downarowicz for helpful discussions. We are grateful to Bingbing Liang for a careful reading of a previous version.
Preliminaries.
In this section, we introduce some basic definitions and properties. For extensive background we recommend [Gla03] , [HK05] , [ACS12] , [Can17a] , [Can17b] , [GMV16] , [GMV18a] , [GMV18b] and [HK18] .
Dynamical background.
Throughout in this article we assume every topological space to be metrizable. A topological dynamical system (t.d.s.) is a pair (X, G), where X is a compact space and G is a countable discrete group acting on X by homeomorphisms. Denote by M(X) the set of probability measures of X.
is a factor map w.r.t. a group epimorphism φ : G → H if π is a continuous and surjective map such that for any g ∈ G and any x ∈ X, π(gx
is called a topological group extension of (X, H) by a compact group K if there exists a continuous action α : K × Y → Y such that the actions G and K commute and for all x, y ∈ X, π(x) = π(y) iff there exists a unique k ∈ K such that kx = y.
Suppose a sequence of t.d.s. {(X m , G)} m∈N satisfy that π m,n : (X n , G) → (X m , G) are factor maps such that π i,l = π i,j • π j,l for all 1 ≤ i ≤ j ≤ l. The inverse limit of {(X m , G)} m∈N is defined to be the system (X, G)
equipped with the product topology and G-action given by t(x m ) = (tx m ), t ∈ G. We write (X, G) = lim ← − (X m , G).
Throughout this article we assume every probability space (X, X , µ) to be a standard Borel space. We denote by Aut(X, X , µ) the group of invertible measurable measure-preserving maps (X, X , µ) → (X, X , µ). A measure preserving probability system (m.p.s.) is a quadruple (X, X , µ, G), where (X, X , µ) is a probability space and G is a countable subgroup of Aut(X, X , µ). A m.p.s. (X, X , µ, G) is ergodic if for every set A ∈ X such that t(A) = A ∀t ∈ G, one has µ(A) = 0 or 1. Factor maps (X, X , µ, G) → (Y, Y, ν, G) are induced by G-invariant sub-σ-algebras of X and vice versa ([Gla03, Chapter 2.2]). Let (Y, Y, ν, G) be an ergodic m.p.s. A skew-product (Y × A, Y ⊗ B Borel , ν × m Haar , G) of Y with a compact metrizable group A is given by the action t(y, u) = (ty, β(t, y)u), t ∈ G, where the measurable map β : G × Y → A is a cocycle, that is, it has the property that for any t, t ′ ∈ G and a.e. y ∈ Y , β(tt
Remark 2.1. We note that a uniquely ergodic distal system is automatically strictly ergodic (i.e. has a unique invariant measure and this measure has full support) and minimal. This is an easy consequence of the fact that a distal system is pointwise minimal, i.e. every point in a distal system is a minimal point (see [Gla07, Proposition 2.5-8]). From [Fur63, Section 12] , every subsystem of a distal system has an invariant measure. If a distal system is uniquely ergodic, then it has a unique minimal subset. Therefore a uniquely ergodic distal system is minimal.
Conditional expectation.
Let (X, X , µ) be a probability space and let B be a sub-σ-algebra of X . For
Let (X, X , µ) and (Y, Y, ν) be probability spaces and let π : X → Y be a measurable map such that the pushforward π * µ is ν.
Note this is well-defined. Thus the difference between E(f |Y ) and E(f |π −1 (Y)) is that the first function is considered as a function on Y and the second as a function on X.
Measure disintegration.
Theorem 2.2. (Measure disintegration theorem) [Gla03, Theorem A.7 ] Let Y and X be two standard Borel spaces, and π : X → Y a Borel map. Let µ ∈ M(X) be a probability measure of X and ν = π * (µ) its image in M(Y ), then there is a Borel map y → µ y , from Y into M(X) such that:
• For ν almost every y ∈ Y , µ y (π −1 (y)) = 1;
• µ =´Y µ y dν(y).
Moreover such a map is unique in the following sense: If y → µ ′ y is another such map, then µ y = µ ′ y , ν-a.e. The collection {µ y } y∈Y is called a measure disintegration of µ w.r.t π.
Nilsystems.
A (real) Lie group is a group that is also a finite dimensional real smooth manifold such that the group operations of multiplication and inversion are smooth. Let G be a Lie group. Let G 1 = G and
Lie group. We say that a discrete subgroup Γ of a Lie group G is cocompact if G/Γ, endowed with the quotient topology, is compact. We say that quotient
Fibrant cubespaces and nilspaces.
The theory of nilspaces originating in Host and Kra's theory of parallelepiped structures of [HK08] , was introduced by Antolín Camarena and Szegedy in [ACS12] . Oftentimes in this paper we follow the exposition of [Can17a, Can17b] .
ℓ is called a morphism (of discrete cubes) if each coordinate function p j (ω 1 , . . . , ω k ) is either identically 0, identically 1, or it equals either ω i or ω i = 1 − ω i for some 1
for some I 0 ⊔ I 1 = {1, . . . , k} and bijection δ : {1, . . . , k} → {1, . . . , k}. We denote
ℓ is a morphism of discrete cubes and c :
• (X)) and (Y, C • (Y )) are cubespaces. Let f : X → Y be a continuous map. We say f is a cubespace morphism or just morphism if
By a face of the discrete cube {0, 1} k we mean a subcube obtained by fixing some subset of the coordinates. An n-face of {0, 1}
k is a subcube obtained by fixing k − n of the coordinates.
Definition 2.3. Denote 1 = (1, . . . , 1). We call a map λ : {0, 1} ℓ \ { 1} → X an ℓ-corner if λ| ωi=0 is an (ℓ − 1)-cube for all 1 ≤ i ≤ ℓ. We say that a morphism
) is a fibration if the following holds for all ℓ ≥ 1. Let λ : {0, 1} ℓ \ { 1} → X be an ℓ-corner and c ∈ C k (Y ) a compatible cube, in the sense that f • λ = c| {0,1} ℓ \{ 1} . Then there is a completion c ′ ∈ C ℓ (X) of λ compatible with c, i.e. it holds c ′ | {0,1} ℓ \{ 1} = λ and f •c ′ = c. We say a fibration
Definition 2.4. We say a fibration f : X → Y is a fibration of order at most k if the following holds: whenever c, c
is called a nilspace of order at most k.
We identify {0, 1} n with the collection of all subsets of {1, . . . , n} and write
Denote by Hom(V, X) the set of maps α :
n be a downward-closed subset. We say that Hom(V, X) has the extension property if for every α ∈ Hom(V, X), there exists c ∈ C n (X) such that c| V = α. d be an element such that |w| = min v∈{0,1} d \V |v|. This implies that V ∪{w} is a downward-closed subset. Let c ∈ Hom(V, X). As X is a fibrant cubespace, there existsĉ w ∈ X such that b = (c v ,ĉ w ) v⊂w,v =w ∈ C |w| (X). Note that it may hold {v| v ⊂ w} V , however it is easy to see that definingb byb ∈ X V ∪{w} byb v = c v for v ∈ V andb w =ĉ w , one hasb ∈ Hom(V ∪{w}, X). Using the inductive assumption, there exists b
2.6 The Host-Kra cube group and the Host-Kra measures.
k . Let G be a discrete countable group and g ∈ G. Define
Define the face group F k (G) to be the subgroup of G [k] generated by {g α j : g ∈ G, 1 ≤ j ≤ k}. Define the the k-th Host-Kra cube group HK k (G)
to be the subgroup of
[k+1] to be the relative independent joining of two copies of
Note that f is measurable w.r.t I
Dynamical cubespaces.
Definition 2.9. Let (X, G) be a minimal t.d.s. Define the induced dynamical cubespace (X, C k+1 G (X)) by: 
Let Z k (X) be the measurable factor of X w.r.t. Z k (X). Let µ k be the projection of µ w.r.t.
is the trivial factor and Z 1 (X) is the Kronecker factor of X.
The tricube.
In this section we define special cubespaces which will be useful in many calculations. These will simply be n-cubes of side length two, divided into unit cubes. We will typically use them to form new cubes in fibrant cubespaces by glueing together other cubes into a 3-cube and considering the cube given by outer vertices. One can learn more from [Can17a, Can17b] . For every v ∈ {0, 1} n , let v j be the j-th coordinate of v. We define the injective map
The embedding Ω : {0, 1} n → {−1, 0, 1} n defined by Ω(v) = Ψ v ( 0) maps the cube {0, 1} n to the set {1, −1} n of "outer vertices" of {−1, 0, 1} n .
Definition 2.18. Let G be a discrete group. The following subgroup 
and there exists a G−invariant probability measureμ on the Borel σ-algebra B(X) such that the system (X, X , µ, G) is isomorphic to (X, B(X),μ, G) as m.p.s., that is, there exist G-invariant measurable subsets C ⊂ X andĈ ⊂X of full measure and a (bi)measurable G-equivariant measure preserving bijective Borel map p : C →Ĉ.
3 Nilcycles and k-cube uniquely ergodic systems.
is a k-cube uniquely ergodic system, then it is an i-cube uniquely ergodic system for 0 ≤ i ≤ k. We define µ C k+1 G (X) to be the uniquely ergodic measure for
The following proposition is an easy corollary of Theorem 2.11 and Definition 3.1.
In [GL19a] the following theorem is proven:
is a fibrant cubespace. Then the following are equivalent for any d > 0:
Definition 3.4. We say a cubespace X has the glueing property if "glueing" two cubes along a common face yields another cube. Formally, let k ∈ N.
Suppose c, c ′ ∈ C k (X), and c(v1) = c ′ (v0) for all v ∈ {0, 1} k−1 (here we use v0 to denote (v 1 , . . . , v k−1 , 0) and so on). Then the configuration
In this case we say c and c ′ are glueable.
) is a fibrant cubespace. Define the space of glueable pairs of cubes for cubespace (X, C
• (X)).
There is a projection p :
Similarly we definep :
Note V is a downward-closed subset. From Theorem 2.10 and Lemma 2.5, for
. Thus p is surjective and therefore p is a factor map. As (X, G) is a distal (k + 1)-cube uniquely ergodic system, (C k+2 G (X), HK k+2 (G)) is uniquely ergodic, which implies that (P k+1 (X), P k+1 (G)) is uniquely ergodic.
Definition 3.7. Suppose (X, G) is a distal (k+1)-cube uniquely ergodic system. Define µ P k+1 (X) as the unique invariant measure on (P k+1 (X), P k+1 (G)).
.
21
There exists a closed subgroup L of the group {a ∈ A [k+1] : 0 = θ(a)} and a Borel map
Remark 3.9. The definition is modeled on the definition of cocycle of degree k by Antolín Camarena and Szegedy. The key difference is that we allow properties (1) and (2) to hold almost everywhere (see [Can17b, Definition 3.3.14]). We choose the name "nilcycle" rather than "weak cocycle" as the term "cocycle" is traditionally reserved in the theory of dynamical systems for another purpose (see Section 2.1).
Remark 3.10. Note that the group G in the definition is only assumed to be countable. Thus we may not use Proposition 3.2. However as we assume that the domain of the map ρ is
Proof. By a.s. uniqueness of measure disintegration and the fact that
Thus a gc = a c + (β(g v , c v )) v∈{0,1} k+1 and by Remark 3.10 for
21 Sometimes we write θ(a) = θ k+1 (a) if there is no confusion.
Continuous measure disintegration (CMD) maps
Definition 3.13. Let π : B → C be a continuous and surjective map between two compact metric spaces. A collection (system) of Borel probability measures on B, µ
is called a continuous system of measures for π if 1. For every c ∈ C, µ c π is supported in π −1 (c). Remark 3.14. Note that π : (B, µ) → (C, π * µ) may have more than one continuous system of measures which are measure disintegrations. However if µ
For every continuous function
π are continuous system of measures such that µ
π . In particular, if π * µ has full support, then π has only one measure disintegration which is a continuous system of measures by the a.s. uniqueness of measure disintegration. The following theorem is proven for amenable group actions without the distality assumption in [ASKL14, Proof of Proposition 8.1]. When the factor map is distal, we can prove the theorem without the amenability assumption. Proof. From Proposition 3.17, there exists a continuous measure section {λ y } y∈Y w.r.t. π. Assume that (Y, H) has two possibly distinct ergodic measures ν 1 , ν 2 . Let µ be the uniquely ergodic measure for (X, G). From Lemma 3.16, as (X, G) is uniquely ergodic, µ =´λ y dν 1 (y) =´λ y dν 2 (y). For any measurable function F : Y → C, notice that
Proposition 3.19. Let (X, G) be a uniquely ergodic distal system. Let π : (X, G) → (Y, H) be a factor map. Then π is a CMD map w.r.t. the uniquely ergodic measure µ X of (X, G) and there exists a unique continuous system of measures for π.
Proof. From Proposition 3.17, there exists a continuous measure section λ w.r.t. π. Let ν Y = π * µ X . From Lemma 3.16,´Y λ y dν Y = µ X . As a continuous measure section is a continuous system of measures, π : (X, G, µ X ) → (Y, H, ν Y ) is a CMD map. Moreover as Y = π(X) is distal and uniquely ergodic (see Subsection 2.1 and Theorem 3.18), by Remark 2.1, ν Y has full support. Therefore by Remark 3.14 there is a unique continuous system of measures for π.
Definition 3.20. Let (X, G, µ) be a distal k-cube uniquely ergodic system. Conclude as in the proof of the previous proposition that (C k+1 G (X), HK k+1 (G)) is distal and strictly ergodic and therefore there exists a unique continuous measure section w.r.t.
to be this continuous measure section. 
Relations between tricube measures
Definition 3.22. We define
We also define the natural map
is a factor map.
2n . Now we prove that for any fibrant cubespace (Y, C n (Y )) (Y can be X or G), ω is a surjective map. Let U = q (Ω({0, 1} n )). From Lemma 2.7, (G, HK n (G)) is a fibrant cubespace. Notice that U is a downward-closed subset. By Lemma 2.5, for any
Similarly, one has that ψ v is surjective for any v ∈ {0, 1}
n . Now we show that (π,φ) is a factor map. It is clear thatπ,φ are continuous andπ(gt) =φ(g)π(t). Now we prove that the map is surjective. i.e. for any
Note that V is a downwardclosed subset. Arguing as above, we see that for any (
As t = (c q(w) ) w∈{−1,0,1} n is a tricube, one has thatπ(t) = (b 1 , b 2 ), i.e.π is surjective. Similarly forφ using Lemma 2.7. Now we assume that (X, G) is a distal (2k + 1)-cube uniquely ergodic system (i.e. (X, G) is distal and (C 2k+2 G (X), HK 2k+2 (G)) is uniquely ergodic). Then there is a canonical measure for T k+1 (X).
Proof. Following the notation of the proof of Lemma 3.23 and using the extension property for the downward-closed set q({−1, 0, 1} k+1 ), one has that
Definition 3.25. Let (X, G, µ) be a distal (2k + 1)-cube uniquely ergodic system. Denote the unique invariant measures by
Proof. Notice that´µ
Proposition 3.27. Let (X, G, µ) be a distal (2k + 1)-cube uniquely ergodic system. Then the following maps
are CMD factor maps.
Proof. From Lemma 3.24, one has that all the factor maps in this proposition are m.p.s. and t.d.s. factor maps between two uniquely ergodic distal systems. From Proposition 3.19, the factor maps are CMD maps.
Definition 3.28. Let (X, G, µ) be a distal (2k + 1)-cube uniquely ergodic system. Denote the continuous measure section w.r.t.
Proof. Notice ω = π L •π and π T = p 0 • ω and all the maps are factor maps between uniquely ergodic distal systems. Therefore all the maps are measure preserving. Now apply Lemma 3.21 and Proposition 3.27.
, we have:
Notice that p 0 • ψ 0 = π T . By Equation (7),
As {µ x T k+1 (X) } x∈X is a continuous system of measures,
is a continuous map. Therefore (ψ 0 ) * µ x T k+1 (X) is a continuous system of measures w.r.t.
is a continuous system of measures for p 0 and µ has full support, it holds that (ψ 0 ) * µ
is a measure distintegration w.r.t. π T and therefore t * µ x T k+1 (X) = µ x T k+1 (X) for a.s. x. As t is a continuous function, t * µ x T k+1 (X) is also a continuous system of measures. As µ has full support on X, t * µ
is a continuous function, we conclude similarly as above that for all x ∈ X and g ∈ G, (g
3.3 Alternating sum formula for nilcycles on tricubes.
Lemma 3.31. Let (X, G, µ) be a distal (2k + 1)-cube uniquely ergodic system and ρ : C k+1 G (X) → A a nilcycle. Then for µ-a.e. x:
and for µ C k+1 G (X) -a.e. c:
Proof. Let t ∈ T k+1 (X) be a tricube. Let α = {v, v ′ } be an edge in {0, 1} k+1 , i.e. there exists i 1 ∈ {1, . . . , k + 1} such that
G (X). We also notice that ψ v (t) and ψ v ′ (t) have a common (k + 1)-face, which means that there exists two cube isomorphisms σ 1 , σ 2 :
Following
Choose A ⊂ T k+1 (X) to be the set of measure 1 which corresponds to the intersection of pullbacks by τ α of full measure sets which have properties 1 and 2 of nilcycles for all edges α. Now (8) and (9) follow from a similar argument to the one in the proof of [Can17b, Lemma 3.3.31] (however in this case equality holds only almost everywhere), where one also uses Lemma 3.21 which implies µ
. 
Function bundles.
for every pair of continuous functions F 1 : A → C and F 2 : X → C. In particular, if A is a compact abelian group, we may assume that F 1 is a character of A, i.e. F 1 : A → S 1 and F 1 (a + b) = F 1 (a)F 1 (b).
22
22 LetÂ be the collections of all characters, i.e. the dual group of A. By Pontryagin duality theorem, A =Â. Thus for a = b ∈ A,â =b, i.e. there exists a character χ ∈Â such that a(χ) = b(χ). As a(χ) = χ(a), one has thatÂ separates A. By Stone-Weierstrass theorem, the subalgebra generated byÂ is dense in C(A).
4 Proof of the main theorem.
In this section, we prove Theorem 1.1. For an overview of the proof, see Contents on Page 2.
Definition 4.1. From Lemma 3.31, one can define a full measure set X ′ such that for all x ∈ X ′ , for µ
Since the acting group G is countable, we can assume that X ′ is G-invariant. As µ is the uniquely ergodic measure of a distal system, µ has full support. Thus we know that X = X ′ .
where ρ x : p
).
The space M is compact.
In this section we establish that M is compact. Our approach is heavily influenced by [ACS12] and we use extensively [Can17a] and [Can17b] . See Remark 4.8.
− → X, A). i.e. for any character χ ∈Â and any continuous function f :
To see the continuity of E, we just need to show that for any continuous functions
23 The reason why we use −ρx + a and not ρx + a is elucidated by the proof of Lemma 4.12. 24 The continuous functions of the form
G (X)) in the uniform norm by the Stone-Weierstrass theorem.
we choose f = F 1 in Equation (11) to show that the first integrand converges to´p
and similarly for the second integrand. This establishes (12).
The following lemma is used to prove Lemma 4.6. 
Proof. Let {χ n } n∈N be the set of characters of A. Fix y ∈ V 0 . Since {χ n } n∈N separate A, we can find χ ny such that χ ny (g| π −1 (y) ) is not constant, i.e. 
For any n, j, define: The setV n,j is measurable since χ n , g are measurable functions and for any measurable set U ⊂ A, y → γ y (U ) is a measurable function from Y to [0, 1](see Theorem 2.2). By Equation (13), V 0 ⊂ n∈N,0≤j≤19V n,j . Since λ Y (V 0 ) > 0, there exists n, j such thatV n,j has positive λ X -measure. We replace V 0 byV n,j .
We notice that we can replace b by b + 
, then one has properties (1), (2), (3) in the statement of the Lemma. 
Thus for a compatible metric d A for A: 
Notice that g i → g the last expression converges as i
If the claim is wrong, there exists a positive measure set V 0 ⊂ ψ −1 (z) such that for any y ∈ V 0 , g| π −1 (y) is not a constant function. From Lemma 4.5, there exists a character χ 1 , β ∈ [0, 1) and measurable sets
(14)
As 0 < γ y π (U 3 ) for y ∈ V 0 and V 0 has positive measure, µ
Let F 2 , F 3 be continuous functions such that
be a continuous function and let χ 0 = G• χ 1 . By the definition of G, |χ 0 (a)| = 1 for any a ∈ A, χ 0 (g(x)) = 1 for any x ∈ U 2 , χ 0 (g(x)) = −1 for any x ∈ U 3 . Let us estimate
Here we used strongly the properties of U 2 and U 3 . As g i = f i • π → g, (16) equals the limit of the next expression. A standard estimate from above will lead to a contradiction. Indeed, as f i • π → g,
As γ y π is continuous system of measures, we know that
As {ν z ψ } is a continuous system of measures, by Equation (17) and (18), one has that
(19) By Equation (16) and (19),
, which constitutes a contradiction. Proof. Let x 0 ∈ X. By assumption for all n, µ(B 1
Therefore we may find y n → x so that f (y n ) ∈ K. As K is closed and f continuous we conclude f (x 0 ) ∈ K. In particular, in the following lemma, our g(x) = E(ρ x ) has to be continuously extended to X, for which Lemma 4.4-4.7 are dedicated. In [Can17a] this difficulty does not arise and one may define directly g(x) = E(ρ x ) for x ∈ X (in [Can17a] this function is called g ′ ). The last steps in establishing the compactness are not identical but similar in spirit to the treatment in [Can17a] .
Lemma 4.9. There exists a continuous function
Proof. In this proof, let
. We now show that g ′ v is continuous by showing that for any continuous functions
is continuous. Indeed, by Lusin's Theorem [Rud06, Theorem 2.24], for any ǫ > 0, there exists a continuous function
(X) does not depend on x ∈ X. Thus we will be able to perform the following · ∞ estimate:
Thus q is a uniform limit of continuous functions, so q is continuous. We conclude that the function
Recall the natural continuous functionπ :
, given byπ(t) = (ψ 0 (t), ω(t)). From Proposition 3.27,π(t) satisfies the properties of π in Lemma 4.6. From Lemma 4.6, we conclude that:
is closed and
given by i([f •π]) = f is well defined and continuous. Notice that for
Proof. This is proven as part of the proof of [Can17a, Proposition 2.3.13].
Recall that M ′ = x∈X ′ (−ρ x + A). Now we prove the main theorem in this subsection:
Proof. From Lemma 4.9, as X is compact,
is compact. From Lemma 4.9, there exists a full measre subset X ′ of X such that
, there exists a subsequence {g m1,n } n∈N of {g n } n∈N such that E(g m1,n ) is convergent. From Lemma 4.10, there exists a subsequence {g m2,n } n∈N of {g m1,n } n∈N such that {g m2,n } n∈N is convergent. As any sequence in M has a convergent subsequence, one has that M = M ′ is compact.
The t.d.s. (M, G)
is a topological model for Theorem 1.1.
The action of G is well defined and continuous.
We define a Borel action
An important intermediate goal is to show this action extends to a continuous action (M, G).
Lemma 4.12. For any g ∈ G, x n ∈ X ′ , {g(−ρ xn + a n )} n∈N converges if {−ρ xn + a n } n∈N converges.
Proof. For any continuous function
′ and a ∈ A, consider:
Assume that {−ρ xn + a n } n∈N converges. We will show that φ F,χ,g,xn,an is a Cauchy sequence and thus is a converging sequence. We start by rewriting φ = φ F,χ,g,x,a using the change of variable c = g
Using Equation (5) on Page 14, we have:
By Lemma 3.30, we may use the change of variable c = ω(t) (which implies by Subsection 2.9,
As x ∈ X ′ , by Equation (10) this in turn equals:
By the multiplicativity of characters, we have:
Let us write this expression as´π−1
We can thus approximate φ in the following way. Fix ǫ > 0. By Lusin's theorem [Rud06, Theorem 2.24], there exist continuous functions
(X) , and therefore:
Therefore by Equations (23), (24) and (25) for all x ∈ X ′ :
We may now complete the proof. Recall that by assumption
, so it follows that {−ρ xn (ψ 0 (t)) + a n } n∈N converges in L(T k+1 (X)
φ ǫ,xn converges. Denote the limit by C ǫ . Denote φ n = φ F,χ,g,xn,a . By Equation (26), |φ n − φ ǫ,xn | < ǫ for all n. Thus for any ǫ, there exists N ǫ such that if n > N ǫ , |φ n − C ǫ | < 2ǫ. Thus φ n is a Cauchy sequence as desired.
Suppose f ∈ M . Assume −ρ xn + a n → f for −ρ xn + a n ∈ M ′ and define gf lim n→∞ g(−ρ xn + a n )
Lemma 4.13. The expression (27) is well defined and continuous.
Proof. Let {−ρ xn + a n } n∈N , {−ρ x ′ n + a ′ n } n∈N be two convergent sequences such that
By combining the two sequences into one converging sequence, Lemma 4.12 shows that the following limits exist and
Now we prove the continuity of G: Suppose f m → f in M and lim
for any n ≥ N m and m ∈ N. Let N ǫ be the number such that d(f m , f ) < ǫ for any m > N ǫ . As for any m, m i.e. g is continuous.
4.2.2
The extension M → X is a topological group extension.
Lemma 4.14. Let f, g ∈ M such thatp 0 (f ) =p 0 (g) = x. Then there exists a ∈ A such that g = f + a. (c 1 , c 2 ), f (c 1 ) − f (c 2 ) = g(c 1 ) − g(c 2 ) . By the definition of function bundles, there exists c 2 such that for µ Proof. Recall the definition of topological group extension inSubsection 2.1. By the definition of function bundle,p 0 : M → X is continuous (see Section 3.4) and thus it is easy to see thatp 0 : (M, G) → (X, G) is factor map. By Lemma 4.14 for all x ∈ X,p −1
for every character F 1 : A → S 1 and continuous function F 2 : X → C. As F 1 is a character, it holds that
which gives the continuity of the map: (a, f ) → f +a. The freeness of the action is trivial. Finally by the definition of the action of G on M ′ (Equation (5)), for any m ∈ M ′ , gam = agm for any a ∈ A, g ∈ G. As M = M ′ , one has that the actions A and G commute. Proof. Let ν ′ be an ergodic measure of (Y, G). One has that a * ν ′ is ergodic for any a ∈ A. Letν =´A a * ν ′ dm Haar(A) (a). By considering the measure disintegration ofν above X, it is easy to see thatν is the associated measure on Y w.r.t. the Haar measure of A, i.e.ν = ν. As ν is ergodic, it holds that ν ′ = ν, i.e. (Y, G) is uniquely ergodic. 
The t.d.s. (M, G) is a strictly ergodic model.

Note that
X ′ × A is a G-invariant subset of Y of full µ × m Haar(A) measure. The set M ′ is a copy of X ′ × A in
4.2.4
The extension M → X is a fibration of order at most k.
Before proving Proposition 4.18, we need some preparation. From Lemma 3.31 for any x ∈ X ′ , µ
Notice that in Equation (29), ω(t) = c for t ∈ ω(c). There exists a full µ C k+1 G (X) -measure set V ⊂ C k+1 G (X), such that for c ∈ V , Equation (29) holds. Also notice that p v : C k+1 G (X) → X are measure preserving for all v ∈ {0, 1} k+1 . Therefore by replacing V by V ∩ v∈{0,1} k+1 (p v ) −1 (X ′ ) we may assume that:
• For every c ∈ V and v ∈ {0, 1} k+1 , it holds that c v ∈ X ′ .
Definition 4.19. From Lemma 3.11, there exists U ⊂ V such that µ [k+1] (U ) = 1 and for any c ∈ U , ρ(gc) = ρ(c) + v∈{0,1} k+1 (−1) |v| β(g v , c v ) for any g ∈ HK k+1 (G). In particular, we can assume that U is HK k+1 (G)-invariant and σ-invariant for any cube isomorphism σ. Define
Proof. We suppose
G (X). By Definition 4.19, one has that
To prove the lemma, we need to show that
By the construction of U , as U ⊂ V , Equation (29) holds for every b ∈ U :
By Equation (30) , for • = f or g,
By assumption,
. Thus for any character χ and any continuous function F ,
We claim that for any character χ and continuous function H : T k+1 (X) → C, the following limits exist and equal:
To prove the claim, notice that by Proposition 3.27, 
is a continuous system of measures. For any continuous functions
Notice the fact that for any (bounded) convergent sequences e n , f n ∈ C, lim n→∞ e n f n = (lim n→∞ e n )(lim n→∞ f n ). Therefore the following two limits equal by Equation (33)
As the continuous function F H (c ′ , c) can be uniformly approximated by a finite sum of continuous functions of the form F ′ (c ′ )F (c), one has that
By Equation (35), Equation (34) holds for v ∈ {0, 1} k+1 * . As for arbitrary two convergent sequences {h 
By Equation (32) and Equation (33), one has that
From Lemma 3.30, ψ 0 :
then Equation (31) holds.
By the definition of action of G (see Section 4.2.1),
Now we can prove Proposition 4.18.
Proof of Proposition 4.18. We claim that
Then from Lemma 4.20, the desired result follows. To prove the claim, notice that for any cube isomorphism σ, σ(U ) = U and for any a ∈ A
[k+1] ,
As σ is a continuous map, one has that
Notice that for any
Therefore we can assume that (−ρ x , . . . , −ρ x , −ρ x + e) ∈ Q k+1 (M U ) for some e ∈ A. Let b = (0, . . . , 0, −e, −e), i.e. b (1,...,1,0) = −e, b (1,...,1,1) = −e, b v = 0 for other v. Then v∈{0,1} k+1 (−1) |v| b v = 0 and
As there exists cube isomorphism σ such that σ(−ρ x , . . . , −ρ x , −ρ x − e, −ρ x ) = (−ρ x , . . . , −ρ x , −ρ x − e), one has that (−ρ x , . . . , −ρ x , −ρ x − e) ∈ Q k+1 (M U ). From Lemma 4.20, e = 0. Therefore (−ρ x , . . . , −ρ x ) ∈ Q k+1 (M U ). From Lemma 4.21 and the definition of
Theorem 4.22. The map M → X is a fibration of order at most k, In partic-
Proof. By Theorem 2.10, as (M, G) is distal and minimal, (M,
is minimal for any n ∈ N, being the closure of a unique orbit in a distal space. By [GL19b] a factor map between minimal distal systems is a fibration.
From [GGY18] and [GMV18a] , x ∼ k y if and only if there is c, c
Remark 4.23. If we assume for the nilcycle ρ : C k+1 (X) → A in Theorem 1.1 that it holds for the group L in its definition (Definition 3.8)
then it is possible to prove that M → X is a k-ergodic fibration.
5 A new proof of the Host-Kra structure theorem.
In this section, we assume that G is a finitely generated abelian group and that (X, B, µ, G) is an ergodic m.p.s.. All cited lemmas generalize effortlessly to this setting.
Overview of the proof.
Theorem 1.1 allows us to present a new approach to the Host-Kra structure theorem [HK05, Theorem 10.1] in the generality of finitely generated abelian groups. In this section, we will prove the following theorem. Proof. Let γ ′ be the push forward of γ by the canonical projection, i.e. for any measurable set B ⊂ A/H, γ ′ (B) = γ({a ∈ A : a + H ∈ B}). If γ ′ is not an atomic measure, as A/H is a Polish space, there exists B 0 ∈ B(A/H) such that 0 < γ ′ (B 0 ) < 1 [RR81, page 14]. But {a ∈ A : a + H ∈ B} is H-invariant, then by ergodicity, γ ′ (B 0 ) = γ({a ∈ A : a + H ∈ B 0 }) = 0 or 1, which is a contradiction. Therefore γ ′ is an atomic measure, i.e. supp(γ) = −a + H for some a ∈ A. Since m Haar(H) is the unique H-invariant measure supported on H, m Haar(H) + a is the unique H-invariant measure supported on −a+ H. Thus γ = m Haar(H) + a for some a ∈ A.
) and let ν [k+1](c) be the measure disintegration w.r.t. the projection π 
Inductively, we assume that the claim for k holds. Now we prove the claim for k + 1. For u ∈L,
(−1) |v| u(v) = 0 and
By the inductive assumption, we know that there exist a finite collections of edges {α s } s such that u ′ = s g The measure ν [k+1] * is induced by the projection p * :
is invariant under (a 0 , a). One has that for any ν
[k+1] * -measurable set B:
Proof. From Lemma 5.7, p 2 is a Borel isomorphism.
) is uniquely ergodic, one has that p 1 is measure preserving. Thus for
) is a Borel isomorphism. As by Lemma 5.6 ν
[k+1] isL-invariant and p
is a Borel isomorphism and (
, where δ c is the Dirac measure. Let ρ :
for c ∈ V . It is easy to establish the following fact:
Now we will show that ρ is a nilcycle. First we need several auxiliary lemmas: 
Notice that for any bounded measurable function F :
Thus one has that (π U ) * ν [k+1] = ν [k] . Therefore (π U ,π U ), (π L ,π L ) are factor maps. Consider the conditional product joining 28 λ of two copies of (Y [k+1] , ν [k+1] , HK k+1 (G)) over (Y [k] , ν [k] , HK k (G)) through the maps (π U ,π U ) and (π L ,π L ). Thus λ(S) = 1, which is Property 2.
As P k+1 (G) = {(g 1 , g 2 ) ∈ HK k+1 (G) × HK k+1 (G)|π U (g 1 ) =π L (g 2 )}, it holds that λ is P k+1 (G)-invariant. By Theorem 2.11, µ [k+1] (C k+1 G (X)) = 1. As (π
G (X)) = 1. As λ is a joining, λ((C k+1 G (X) × A
[k+1] ) 2 ) = 1. Property (3) holds as µ P k+1 (X) is the uniquely ergodic measure on (P k+1 (X), P k+1 (G)) since (X, G) is (k + 1)-cube uniquely ergodic (Proposition 3.6).
For Property (1) , let .
By the definition of ν [k+1] and Equation (2) and (3),
We conclude:ˆg
As F is arbitrary, this implies (X) (F σ ) = 1 as desired. Let S be the set of discrete cube isomorphisms of {0, 1}
k+1 . Let F = σ∈S F σ . As S is finite, for any c ∈ F and discrete cube isomorphism σ one has ρ(σ(c)) = sgn(σ) · ρ(c) and µ C k+1 G (X) (F ) = 1.
We now show that ρ satisfies the glueing property, i.e. for a.e. µ P k+1 (X) (c 1 , c 2 ), one has ρ(c 1 c 2 ) = ρ(c 1 ) + ρ(c 2 ). We will be using freely notation from Lemma 5.10 and defineπ L ,π U :
By the properties of λ, one has λ(D ′ ) = 1. Notice that for any ((c 1 , a 1 ), (c 2 , a 2 )) ∈ S, π E ((c 1 , a 1 ), (c 2 , a 2 )) = (c 1 c 2 , a 1 a 2 ).
As (π E ) * λ = µ [k+1] , ρ(c 1 c 2 ) = θ k+1 (a 1 a 2 ) for λ-a.e. ((c 1 , a 1 ), (c 2 , a 2 )). Since the factor map π sends glueable pairs to glueable pairs, (c 1 , c 2 ) ∈ P k+1 (X) for ((c 1 , a 1 ), (c 2 , a 2 )) ∈ D ′ . For any ((c 1 , a 1 ), (c 2 , a 2 )) ∈ π c 1 , a 1 ), (c 2 , a 2 ) ) ∈ S, one has π U ((c 1 , a 1 )) = π L ((c 2 , a 2 ) ). Therefore Therefore one has that θ k+1 (a 1 ) + θ k+1 (a 2 ) = v∈{0,1} k (−1) |v| (a 1 ) (v,0) + v∈{0,1} k (−1) |v|+1 (a 2 ) (v,1) = θ k+1 (a 1 a 2 ).
Thus for arbitrary ((c 1 , a 1 ), (c 2 , a 2 ) [k] = {0, 1} k .
The Borel σ-algebra of X [k] .
[k] * = {0, 1} k * = {0, 1} k \ { 0}.
HK n (G) The Host-Kra cube group, Section 2.6, Page 9.
The face group, Section 2.6, Page 9. 
M(X)
The collection of probability measures of X, Section 2.1, Page 6. 
