Abstract-The goal of developing algorithms for programming robots by demonstration is to create an easy way of programming robots that can be accomplished by everyone. When a demonstrator teaches a task to a robot, he/she shows some ways of fulfilling the task, but not all the possibilities. The robot must then be able to reproduce the task even when unexpected perturbations occur. In this case, it has to learn a new solution. In this paper, we describe a system that allows a robot to re-learn constrained reaching tasks by combining the knowledge acquired during the demonstration, with that acquired though reinforcement learning.
I. INTRODUCTION
As robots start pervading human environments, the need for more natural human-robot interfaces is becoming more pressing. In particular, robots should be able to acquire new abilities through interactions with humans. Imitation learning is a promising mechanism for conveying new know-how, and is widely used in the animal kingdom [1] . Imitation learning has also been applied to robotics where it has also been called programming by demonstration [2] .
In order to program a robot by demonstration, there are two main problems to solve. The first one is known as the "what to imitate" problem and consists in extracting the principal constraints that appear in a demonstrated task. The second is known as the "how to imitate" problem and consists in finding a solution to reproduce the demonstrated task despite of the difference of situation or embodiment .
In this paper, we address the "how to imitate" problem. More precisely, we investigate how a robot can adapt its execution of a learned task when confronted to a new situation. In our previous work [3] , we have used dynamical systems (DS) to provide the required adaptation to changes in the task constraints, owing to the fact that DS are known to provide stable and robust control in uncontrolled environment [4] - [7] . However, DS work well only when the perturbations remain small. In the face of important changes in the task constraints, such as, for example, when an obstacle appears on the trajectory generated by the dynamical system, the DS fails at finding a solution. In those cases, an exploration process is needed during which the robot will search for new ways of accomplishing the task.
Reinforcement learning (RL) is particularly indicated for this type of problem, as the robot has to be able to improve its own capacity. Reinforcement learning algorithms have already been successfully implemented in robotic applications such as swinging up and controlling an inverse pendulum Programming a robot by demonstration means that a user demonstrates a task and the robot has to extract the important features of the task in order to be able to reproduce it in different situations. It may happen in some special cases that the robot encounters a new situation where following closely the demonstration does not help to fulfill the task. In this case, there are two possibilities, the first one is to teach the robot how to handle the new situation and the second one is to let the robot learn by itself how to fulfill the task. In this paper we focus on the second possibility. [8] , refine forehand and backhand tennis swing [9] or acquiring a dynamic stand-up behavior [10] , [11] . For all these examples, RL algorithm has been used to tune parameters in an equation that models the system's dynamic in a discrete environments. In order to use reinforcement learning on more complex robots like humanoid robots, the algorithms have to be adapted to tackle data lying in continuous time and space. Early works addressing this issue are those of Bradtke & Duff [12] on algorithms for continuous time semiMarkov Decision Problems and Doya's methods [13] such as Q-Learning or Actor-critic [14] , [15] for continuous time and space dynamical systems. To deal with the high computing costs of the RL algorithms, function approximation techniques [16] and gradient descent techniques [17] - [19] have been proposed. Combining these techniques, Peters et al. [20] , [21] proposed the natural actor-critic (NAC) algorithm based on natural gradient descent algorithms [22] . The NAC performs much better than classical gradient policy in term of convergence speed. In this paper, we extend our previous work to integrate the NAC to our algorithm for robot programming by demonstration using DS.
II. SYSTEM OVERVIEW Let ξ(t) ∈ R
s describe the complete state of the robot at each time step. In the application described in the rest of 2 . Schematic overview of the complete system. In this paper, the variable ξ consists of the 4 joint angles θ of the robot's right arm. The speed trajectoriesξ demo provided by the set of demonstrations are fed into a learning system that trains a GMM model for the data. The value π, µ, Σ are used in a Reinforcement Learning module for generating a trajectory ξ m that modulates a dynamical system with attractor ξ g and output speeḋ ξ d executed by the robot. The effective trajectory measured on the robot is given byξ * and is analyzed using a metric. In our experiments, the metric requires that the distance between the target and the last point of the trajectory must be smaller than a certain value. If the task failed, we use a reinforcement learning algorithm which produces a new trajectoryξ m in order to correct the modulation and fulfill the task.
this document, ξ consists of the 4 joint angles θ ∈ R n of the robot's right arm.
The aim of the algorithm is to reproduce the qualitative features common to several demonstrated trajectories, while being robust when the situation changes, for example, in the face of different initial conditions, target locations or obstacle on the path. The information flow of the algorithm is illustrated in Fig. 2 . After having being exposed to several demonstrationsξ demo (t) of the task, the algorithm extracts a generalized form of the original demonstrationξ m (t) using a probabilistic model. The generalized trajectory is then used to modulate a DS which produces a trajectory to reach the target ξ g . When facing important perturbations, such as an obstacle blocking the arm of the robot, it may happen that the DS alone does not find a satisfying solution to reach the goal. To avoid that type of problem, we have implemented a reinforcement learning module which allows the robot to learn how to avoid the obstacles or other perturbations. The reinforcement learning acts directly on the modulation of the dynamical system. This way, the convergence properties of the DS are preserved. Note that the system described below does not make any assumption on the type of data and, thus, ξ could be composed of other variables, such as, for instance, the position of the robot's end effector or the data projected in a latent space as done in [23] .
A. Probabilistic Encoding and Generalization
Learning of the task's constraints is done in a probabilistic manner, namely by encoding a set of demonstrated trajectories in a Gaussian Mixture Model (GMM) and by retrieving a generalized trajectory through Gaussian Mixture Regression (GMR [24] ). Next, we briefly summarize this procedure, see [23] , [25] for details. The method models the joint distribution of an "input" and an "output" variable as a Gaussian Mixture Model (GMM). In our case, the output variables are the velocitiesξ and the input variable is the time t. If we join those variables in a vector υ = tξ it is possible to model its probability density function as
where π k is a weighting factor and N (υ; µ k , Σ k ) is a Gaussian function with mean µ k and covariance matrix Σ k :
where d is the dimensionality of the vector υ. The mean vector µ k and covariance matrix Σ k can be separated into their respective input and output components:
This GMM can be trained using a standard E-M algorithm, taking the demonstrations as training data. We thus obtain a joint probability density function for the input and the output.
Because it is a GMM, the conditional probability density function, i.e., the probability of the output conditioned on the input is also a GMM. Hence, it is possible, after training, to recover the expected output variableξ m , given the observed input variable t.ξ m is the modulation speed for the first trials
where the h k (t) are given by:
The variance of this conditional probability distribution is given by:
Thus, in our application, after training, the GMM can be used to generate a movement by taking the expected velocitieṡ ξ m (t) conditioned on time t. This movement is taken to be the one to imitate. Moreover, the variances of the GMM can provide an indication about the variability of the observed variables. At any given time, variables with low variability across demonstrations can be interpreted as more relevant to the task than variables with high variability.
B. Dynamical System
The GMR signal is then coupled to a dynamical system to ensure that the task can still be reached under slight perturbations. The dynamical system that we use is inspired by the VITE model of human reaching movement, it can be associate to a spring and damper system. It allows the robot In this example, the Gaussian Mixture Model is trained with 12 kinesthetic demonstrations of the task shown in Figure 1 . Here, the demonstrations have been done with a fixed position for the box, but for the experiments presented in this paper, we have changed the position of the box for each demonstration.
to bring its arm smoothly to the target, following a straight trajectory (in the absence of perturbation).
The constants α, β ∈ R [0,1] are control parameters,ξ and ξ are the current speed and acceleration of the DS, ξ * is the current position of the robot and ξ g represents the target position (the goal). Because there are some tasks for which the robot must follow a specific trajectory to reach the goal (for example putting a object in a box), we have to modulate the DS in order to fulfill these tasks. Our solution is to give to the robot a weighted average between the output of the dynamical system and a desired speed as command.
whereξ m is the desired speed used to modulate the system andξ d is the speed command for the robot 1 . In order to ensure the convergence of the system on the target, we need to force the second term to zero at the end of the task. To realize this, we modulateξ m with the parameter γ which varies according to:
where T is the duration of the observed movement and γ(t) ∈ R [0,1] (see Fig. 4 ).
In the system described in [3] , the modulation is given by Equ. 5. For the system described in this paper, this is available only for the first trial q = 1. If the target reaching fails, we have now the possibility to change the modulation using reinforcement learning. 
C. Reinforcement Learning
In order to allow the robot to find a new solution if the system fails to reach the goal, we have added in our system a reinforcement learning module. This module acts on the dynamical system through the modulation variableξ m (t) by optimizing the means µ k,ξ of Equ. 1.
The algorithm we have used for the reinforcement learning module of our system is based on the episodic natural actorcritic (NAC) algorithm presented in [20] , [21] . The NAC is a variant of the actor-critic method for reinforcement learning. In the critic part of the NAC, the policy is evaluated by approximating the state-value function. For the approximation, an adaptation of a LST D(λ) (Least Square Temporal Difference) algorithm [16] , [26] [20] is used.
called LST D − Q(λ)
In the actor part, the policy is improved by using the "natural" gradient descent [22] which is a steepest gradient descent algorithm with respect to the Fisher information matrix. The first step is to define the policy of our system. In order to explore the space of the parameters, we introduce a stochastic policy defined by a Gaussian control policy:
whereξ m is the modulation speed of the dynamical system defined in Equ.5, Σξ is the covariance matrix (see Equ. 7) of the Gaussian control policy andξ r is the noisy command generated by ρ(ξ r ,ξ m , Σξ) and used to explore the parameters space. The parameters of the policy that we want to optimize are the means µ k,ξ . By optimizing µ k,ξ , we will be able to generate new trajectoriesξ m q that will help the dynamical system to avoid the obstacle smoothly. The reward function used to evaluate the trajectory reproduced by the robot is defined as follows:
where c 1 , c 2 ∈ R are weighting constants, ξ s is the simulated state of the robot, ξ m t,q=1 is the modulation speed of the first trial (see Equ. 7) and ξ g is the target position. Thus the reward function is determined by a term that represents the distance between the goal and the last point of the tested trajectory and a term that represents the similarity between the current trajectory and the original modulation given by the GMM.
The following algorithm is applied separately on each µ k,ξ . For ease of reading, we will thus omit the indice k in the following description. In the critic part of the algorithm, for the policy evaluation, like in most reinforcement learning algorithm, we evaluate the expected reward of a commanḋ ξ r for a stateξ s . For that purpose as shown in [20] , we can use the advantage function approximated by:
where w q is a vector of weight that is equal to the approximation of the natural gradient of the expected return (see [20] ). By using this approximation, we are then to evaluate of the reward on one trial:
Where v q represents the approximation of the value function at the initial state of each trial. To find the natural gradient w, we will use a LST D − Q(λ) algorithm (define in [20] ).
For that, we have to define a new basis function:
With this new basis function, we can rewrite Eq. 15 in a vectorial form:
For each trial q, we compute the basis function φ and the immediate reward r q to update the sufficient statistics A q and b q (see [16] ).
These sufficient statistics are then used to update the critic parameters v q and w q :
After multiple trials, w q converges to the natural gradient of the expected return. Thus, once w has converged over a window h, i.e. ∀τ ∈ [0, ..., h], the angle between w e+1 and w e−τ ) ≤ , we are able to update the parameters µξ in order to optimize the expected return:
where α learn ∈ R [0,1] is the learning rate. Once the parameters µξ are updated, we have to forget a part of the sufficient statistics A and b in order to approximate the new gradient w.
where β ∈ R [0, 1] . The algorithm converge then to an optimum with respect to the reward. In the experiments reported here, RL is stopped when the condition |ξ *
III. EXPERIMENTS
The task chosen for testing the algorithm consists in putting an object into a box. The robot that we use is the humanoid robot HOAP3 from Fujitsu. It has a total of 25 DOFs, but for the manipulation tasks of this paper, we use only one 4 DOFs arm. The robot was first trained to do the task by demonstrating the task 26 times, starting in each case with a different initial arm posture and reaching for a different target location. During each demonstration, the robot recorded the trajectories followed passively by its 4 DOFs using the motor encoders. What the robot was expected to learn throughout the demonstration was that, no matter where the box was located, what mattered (i.e. what remained consistent throughout the demonstrations) was that the box should be reached from above (i.e. by looming over the box).
Once the robot has extracted the generalized speed profilė ξ m of the task, the robot is able to reproduce the task with various starting positions and for various locations of the box, by using only the dynamical system (DS) modulation (see [3] ). In order to test the RL module of our algorithm, we have introduced an obstacle lying in the trajectory of the robot's end effector. In this case, the DS modulation fails to bring the robot's hand to the target. The RL module helps then the robot reach the goal by avoiding the obstacle while trying to still satisfy the constraints of the movement shown during the demonstrations. The tests of the RL module are done in simulation.
A. Results
This section provides the results of experiments aimed at evaluating the abilities of the RL module.
1) The whole system: Fig. 5 represents a typical example of what we want to obtain with the reinforcement learning. The target (represented by a small circle) lies on the top of the cubic box and the obstacle is represented by the thinner box. The obstacle is placed in the middle of the trajectory generated using the modulated dynamical system without any learning (dashed line). By using the reinforcement learning module, the system has been able to find a solution (solid line) that avoids the obstacle. We observe in Fig. 5 that it took around 750 trials in simulation to find a solution. We can see that the reward function tends to an optimum, but we do not observe the convergence because the system interrupts the learning process as soon as it obtains a satisfying solution for ξ * . In figure 5 , we can observe the effect of the interruption on ξ m (the thin line), ξ m avoid the obstacle but do not reach the goal.
2) The stochastic exploration process: In order to study the convergence property of the RL algorithm, we have conducted a series of tests to have statistics on the number of trials we need to converge to a solution. The box and the obstacle have the same position for all the experiments, only the starting position is moving. We have defined 23 starting positions equally distributed along a vertical line. For each of these positions, we have made 12 runs of the RL algorithm combined with the dynamical system. To limit The dynamical system alone would have produced the trajectory represented by the dashed line. By using the reinforcement learning module, the algorithm is able to find a different trajectory that avoids the obstacle (the thick line). The learning have been interrupted before the convergence because a satisfying solution has been found. On the right: This Graphic represents the evolution of the reward function. We observe that, for this example, it takes around 750 steps for the algorithm to find a solution. The learning is interrupted as soon as the dynamical system finds a satisfying solution. This graphic represents the statistics of the number of trials needed to converge to a solution. As abscissa, we have the starting position (23 starting positions equally distributed along a vertical line, the position number 1 is the lowest and the number 23 is the uppermost position). As ordinate, we have the mean and standard deviation of the number of trials for each run of the RL algorithm. We observe here that the solution seems to be more difficult to obtain with the lower starting points.
the computation time, we have limited the maximum number of steps to 10 000 steps. Fig. 6 represents the statistics (mean and standard deviation) for the 23 starting positions. Position number 1 is the lower position on the vertical line while position 23 is the upper (see sample trajectories in Fig. 7 ). We can see on Fig. 6 that the RL algorithm has more difficulties to find a solution for the middle starting positions. This is certainly due to the fact that it is more difficult to find a way while keeping the bell shape of the demonstrated trajectory. For position 17 and bigger, the DS is sufficient to find a solution.
This phenomenon can also be observed in Fig. 7 . This Fig. represents the different trajectories for 6 chosen starting positions. A interesting point is that for position 16 (see Fig.7 ), the algorithm find a better way by passing aside the obstacle and not above or under. 
IV. DISCUSSIONS AND CONCLUSIONS
We have presented in this paper an algorithm for learning and reproducing goal-directed tasks with a humanoid robot. At the first attempt to reproduce the task, the trajectory is generated using a dynamical system modulated by a velocity profile generated by a GMM trained with a few demonstrations performed by the user. If there are some perturbations that can not be handled by the dynamical system alone, a reinforcement learning method can be used in order to adapt the means of the GMM that encode the modulation speed, and therefore find an other smooth solution.
A limitation of the current system is that it requires to relearn completely the trajectory for each new obstacle, because the learning is done on a modulation that does not depend on the obstacle. In future work, we will implement the reinforcement learning on parameters that are in relation with the obstacle, in order to have a better solution, valid even if the obstacle moves.
Currently the reproduction part of the system is done in simulation. We are currently working on adapting this Fig.  7 . During the experiment, the number of trials where limited to 10 000, we observe here that there are for each starting points at least one runs where the RL algorithm has not found a satisfying solution. Like in Fig. 7 , we see that this problem is more important in the lower starting positions. algorithm on the real robot. However, the system generally needs more than 1000 trials to converge to a solution that avoids the obstacle. It seems unrealistic to do the learning on the real robot since this model require at least 6 seconds for a single trial. Because we are working with quasi-static movements, we expect that it will be possible to keep the learning part of the process in simulation in order to shorten the time to find a solution. To have a more realistic simulation, we will use Webots 2 , a commercial mobile robot simulation software developed by Cyberbotics Ltd.
While there is still room for improvements, the results presented here strengthen the idea that imitation should not be considered as a passive repetition of a task, but rather as an active process, in which exploration plays a significant and often underestimated role. This suggest that reinforcement learning is a suitable paradigm for implementing such an explorative process.
