Abstract-Methods are described for the appropriate use of data obtained and analysed in real time to represent the output gap. The methods employ cointegrating VAR techniques to model real-time measures and realizations of output series jointly. The model is used to mitigate the impact of data revisions; to generate appropriate forecasts that can deliver economically meaningful output trends and that can take into account the end-of-sample problems encountered in measuring these trends; and to calculate probability forecasts that convey in a clear way the uncertainties associated with the gap measures. The methods are applied to data for the United States 1965q4-2004q4, and the improvements over standard methods are illustrated.
I. Introduction
T HE measurement of the output gap, that is, the difference between the economy's actual output and its potential or trend level, is central to much applied macroeconometric work and particularly the analysis of monetary policy. However, it is widely recognized that the output gap is measured with considerable uncertainty, and this is especially true for the measures considered in real-time decisionmaking. 1 For example, Orphanides and van Norden (2002) [OvN] show, using U.S. data, that the standard measures of this central concept are extremely unreliable, with ex post revisions of the gap in the United States of the same order of magnitude as the estimated gap itself. Much of the unreliability arises because the gap measures are based on output data which are subsequently revised and on measures of the trend output level which are subject to estimation error. OvN decompose the revisions observed in their output gap measures into two parts reflecting these two sources of change. They show that, for their data, the effects of changes in the measurement of the trend exceed the effects of changes in the published data but that both effects are significant. 2 The OvN analysis highlights the problems involved in real-time decision-making by illustrating how their gap measure changes as new information on the actual and trend output levels becomes available with the release of each new vintage of data. However, the OvN decomposition is based on a recursive analysis of each successive vintage of data taken in turn. This ignores the possibility that the sequence of vintages released over time may in itself contain useful information with which to interpret the most recent vintage of data and to anticipate future outcomes (as discussed in Howery, 1978) . Hence, for example, there might be systematic patterns in the data revisions that can be used, in conjunction with the real-time data, both to moderate the direct impact of the revisions obtained in successive vintages of data on the perceived current output level and to look forward to offset their impact on the output trend measure.
In this paper, we exploit the information contained in the sequence of vintages more fully than OvN through a cointegrating VAR model which, under reasonable assumptions on the nature of the output series and measurement errors, explains the changes in both the real-time data and its revisions. The model is used to generate forecasts of contemporaneous and future values of output. The forecasts improve the accuracy with which the true level of activity is measured and they can also be used to supplement the historically observed series to obtain improved measures of the underlying trends. For example, as explained in Mise, Kim, and Newbold (2005a, b) [denoted MKN], this latter point helps to address the end-of-sample problems associated with the widely used Hodrick-Prescott (1997) [HP] filter in the measurement of the trend (this being the source of considerable estimation error variance). The model can be estimated recursively, taking into account successive vintages of data. But, because it describes the revision process as well as the underlying output process, the model makes use of all the information available at each point in time, not just the most recent vintage available.
The proposed approach to measuring the output gap has at least three very useful properties. First, the output gap is measured relatively precisely because modeling the revision process moderates the effect of changes in published data, while the use of the forecasts mitigates any end-of-sample problems associated with the measure of the trend. Second, by linking the trend measure to forecasts of future output levels, it can be readily interpreted in terms of economically meaningful concepts such as potential output. And third, as well as producing point estimates of the output gap that are measured relatively precisely, the underlying model can be used to describe clearly the uncertainties associated with the measure of the gap. This is extremely useful because, while it is important to recognize the unreliability of the output gap measures, the estimated values of the gap at different horizons are nevertheless an essential requirement in many decision-making contexts. The output gap measures can be used appropriately, taking into account the uncertainties surrounding them, when the model is used to supplement the point forecasts with forecasts of the probability of the occurrence of particular events involving the gap.
The remainder of the paper is organized as follows. In section II, the proposed method for measuring the output gap is elaborated through a description of the cointegrating VAR model, through a discussion of the end-of-sample problems encountered when measuring trends in real time and through a comment on the calculation of probability forecasts relating to the output gap. Section III describes the application of the proposed methods to obtain output gap measures for the United States and compares these with measures obtained following alternative procedures. Section IV presents some probability forecasts obtained using our modeling framework, and section V concludes.
II. Measuring the Output Gap with Real-Time Data
To describe our proposed method of measuring the output gap, we need to introduce some notation and terminology. We write (the logarithm of) the output level at time t Ϫ j by y tϪj , and denote the measure of output at time t Ϫ j that is released in time t by t y tϪj , j ϭ 0, 1, 2, . . . . Throughout the paper, the "vintage-t" data set is defined by Y t ϭ { t y tϪ1 , t y tϪ2 , t y tϪ3 , . . .} so that it includes the time-t measure of output at time t Ϫ 1 and before. Note that it is assumed that the first release of output data for any period takes place after a one-period delay; this corresponds to practice in the United States, for example. The full information set available at time t, denoted ⍀ t , contains the data sets of all vintages dated at t and earlier; that is, ⍀ t ϭ {Y t , Y tϪ1 , Y tϪ2 , . . .}. It is worth noting that the time-(t ϩ 1) measure of a variable is simply the time-t measure plus the revision; that is, tϩ1 y tϪ1 ϭ t y tϪ1 ϩ ( tϩ1 y tϪ1 Ϫ t y tϪ1 ). Hence, the full information set grows with the addition of successive vintages of data sets by including the news on the output level in the previous period (the "first release" of information on the output level in that period) and the revisions on the output series in previous periods; that is, ⍀ tϩ1 ϭ ⍀ t ഫ { tϩ1 y t Ϫ ( tϩ1 y tϪ1 Ϫ t y tϪ1 ), ( tϩ1 y tϪ2 Ϫ t y tϪ2 ), . . .}. Finally, turning to the output trend, we note that there are a variety of methods employed in the literature to obtain measures of the output trend at time t. Some of these make use of data that become available both before and after time t, so that care also needs to be exercised in describing the information set on which the trend measure is based. Specifically, writing the trend output level at time t Ϫ j by ỹ tϪj , we denote the measure of trend output at time t Ϫ j that is calculated using method k on the basis of an information set available at time t, say ⍀ t , by ỹ tϪj k ͉⍀ t . In OvN, attention is focused on the differences between "real-time" measures of the output gap based on successive vintages of output data and "final" measures obtained from the last available vintage of data. OvN's three measures of the output gap highlight the different effects of revisions in published data and of differences in the use of information. But their decomposition is potentially misleading. For example, focusing on vintage-t data without reference to the revisions that have taken place in previous periods' data potentially overstates the effects of changes in the published data in time t, since these revisions might have been anticipated. Indeed, even if only vintage-t data are used, predictions of future output levels will be helpful in measuring the trend at the end of the sample whenever the time-t value of the trend is related to its value in adjacent periods. The conclusion, then, is that all information available at time t should be employed in constructing an output gap measure in real time, with particular attention paid to forecasts of future values of the output series. The appropriate modeling framework for accommodating all information is described in the section below, and this is then used to explain how forecasts can be used to eliminate the end-of-sample problems associated with the measures of the trend.
A. A Joint Model of Actual and Revised Output Series
In order to make use of the full information available, the real-time measures of output should be modeled alongside the "actual," realised value of output, taking into account the revision process as well as the underlying output process. 4 In most of this section, we assume for illustrative purposes that data are revised just once after their initial release, so that we can model the two processes jointly in a bivariate VAR. However, we note also that if revisions continue up to q periods after the first release of data, then a VAR of size q ϩ 1 would be required to model the processes adequately, and we illustrate this more general case too.
Our modeling approach assumes first that actual output is first-difference stationary. This means that, if data on output are released with a one-period delay and the actual output is observed with the revision after one further period, ( t y tϪ2 Ϫ tϪ1 y tϪ3 ) is stationary. The approach also assumes that measurement errors (i.e., revisions) are also stationary. The first of these assumptions is supported by considerable empirical evidence, 5 and the latter is eminently reasonable. Under these assumptions, any linear combination of these two series can be modeled in a bivariate VAR. 6 Hence, the output growth measure ( t y tϪ1 Ϫ tϪ1 y tϪ2 ) and the data revision series have the following joint fundamental Wold representation:
Here, ␣ 1 is mean output growth (measured by "first-release" data), ␣ 2 is the mean value of the revisions,
, where the {A j } are 2 ϫ 2 matrices of parameters, assumed to be absolutely summable, and L is the lag-operator. Also, ⑀ t and t are mean zero, stationary innovations, with nonsingular covariance matrix ⌿ ϭ jk , j,k ϭ 1, 2. The model in equation (1) emphasises the point that the chosen measure of output growth at time t Ϫ 1 and the revision of the measure of output at time t Ϫ 2 between t Ϫ 1 and t are both revealed at time t. For notational convenience, in what follows we write ␣ ϭ (␣ 1 , ␣ 2 )Ј, where ␣ 2 ϭ 0 if there is no bias in the measurement error.
The general model in equation (1) can be expressed in various ways. For example, assume that A Ϫ1 (L) can be approximated by the lag polynomial 
and hence
where a ϭ A Ϫ1 (1) ␣,
Seen in the context of equation (3), the vector of errors (⑀ t , t )Ј has a clear interpretation: ⑀ t is the "news on output level in time t Ϫ 1 contained in the first-release data becoming available at time t"; and t is the "news on the level of output in time t Ϫ 2 contained in the revised data becoming available at time t." Alternatively, manipulation of equation (3) also provides the VECM representation explaining the changes in the first-release measures and the change in output realizations, [⌬ t y tϪ1 , ⌬ t y tϪ2 ] where ⌬ ϭ (1 Ϫ L) is the difference operator. As shown in the appendix, the VECM representation includes the lagged value of ( t y tϪ1 Ϫ t y tϪ2 ) as a regressor since these two series are cointegrated, with cointegrating vector ␤Ј ϭ [1, Ϫ1] . This property holds because revisions are taken to be stationary in this model, so that first-release and actual output levels are cointegrated by assumption. 7 Note that the model at equation (1), and its equivalent forms, are quite general and have no implications for the nature of the measurement error other than it is stationary. However, the assumption that real-time measures are unbiased (in the sense that measurement errors have no systematic content) can be accommodated in the model through the imposition of restrictions. If first-release measures are unbiased, we would have t y tϪ2 ϭ tϪ1 y tϪ2 ϩ t so that, in equation (3), the second row of ⌽ 1 ϭ (1 0), and the second row of ⌽ j ϭ (0 0), j ϭ 2, . . . , p.
Finally here, we note that the above models can be readily extended when the revision process extends beyond just one period. Hence, for example, if quarterly data continue to be revised for up to a year, then the data require a four-variable VAR to capture the joint determination of the first-release output series and the three successive revisions. Hence, the model that will accommodate the news on output levels contained in the first-release data (⑀ t ) and in all the revised data becoming available at time t on the previous periods ( 1t , 2t , 3t ) can be written in a form corresponding to equation (2):
This can be rewritten in levels form, in VECM form, and in MA form exactly as in equation (3) and the models of the appendix.
5 See, for example, Pappell and Prodan (2004) . 6 For example, output growth measured by the change in the "firstrelease" output level, ( t y tϪ1 Ϫ tϪ1 y tϪ2 ), can be written in terms of actual growth and the relevant revisions and so is itself stationary; that is,
7 The VECM representation also has implications for the corresponding MA representation in first differences; see appendix for details.
B. Measuring Trend Output and the Output Gap
Estimates of the bivariate or multivariate models derived above can be used to generate forecasts of the output series infinitely into the future and, in this section, we argue that these can be usefully applied in the measurement of the output trend whenever this is related to the trend in adjacent periods (that is, both backwards and forwards in time). To motivate this procedure, we focus on the HP filter which is an additive decomposition y t ϭ ỹ t ϩ x t where ỹ t is identified as a growth (trend) component and x t as a cyclical component. The HP filter is an exponentially weighted movingaverage filter, and is two-sided symmetric in the sense that it uses both past and future observations with equal importance in order to decompose any one observation in a series. The HP filter has the desirable property that it is optimal, in the expected squared error sense, for data-generating processes of the form
where ε t and u t are mutually stochastically uncorrelated white-noise processes (i.e., E(ε t u s ) ϭ 0 @t, s), and where
, with being the value of the smoothness" parameter. 8 Moreover, although the optimality conditions are expressed in terms of unobserved components, MKN show that all ARIMA(p, 2, q) models that can be fitted to the observed series y t can be expressed in this framework. In particular, this holds true for all possible ARIMA(p, 1, q) models, with A(L) in equation (5) involving a unit moving-average root, so that the series and its trend component are I(1). Here, if y t is an ARIMA(p, 1, q), then ỹ t is ARIMA(p ϩ 2,1, q) and x t is ARMA(p ϩ 2, q ϩ 1).
However, an important feature of the HP filter is that, when we have a finite series, the optimality properties only hold for the midpoint of the series. As we move toward the end of the series, the HP filter becomes increasingly onesided, and for the last observation of the series, the filter is completely one-sided. MKN note that the filter continues to provide an unbiased estimate of the quantity x t at the endpoints of a finite series but that the estimates are inefficient. They illustrate the extent of the inefficiency by comparing the estimated HP trend measures with the actual trends present in a variety of simulated series obtained using different trend and cycle specifications, finding that the estimation variance of the trend is up to 40 times that of the error inherent in the series in some circumstances (see also Baxter & King, 1999; and St-Amant & van Norden, 1998) .
To address the inefficiency issue, MKN note Burman's (1980) suggestion to augment the observed series with optimal linear forecasts and demonstrate, through their simulation exercises, that the application of the HP filter to the augmented series provides an estimate of the end-ofsample observation that is optimal. Indeed, by augmenting a series by its forecast, the standard deviation of the estimation error for the cyclical component is reduced by up to half (relative to the standard application of the HP filter) in their various simulations. 9 The clear implication of these results is that the output gap should be calculated using a trend obtained by applying the filter to the forecast-augmented output series. For the series described in the previous section, the model at equation (1), or its equivalent forms in equations (2) or (3), can provide the vehicle for generating these forecasts. Forecasts of the output series tϩ1 y t , tϩ2 y tϩ1 , tϩ3 y tϩ2 , . . . could be generated using a univariate model of the vintage-t data, but this will generally be less efficient than that provided by the bivariate model of equation (1) which uses all the information available. We shall denote the end-of-sample trend measure obtained by applying the HP filter to the output series augmented by forecasts from the univariate model obtained using vintage-t data by ỹ tϪ1 uh ͉Y t and the corresponding measure obtained using the bivariate model of equation (1) by ỹ tϪ1 mh ͉⍀ t . In the empirical section, we shall also consider gap measures obtained by applying an exponential smoothing filter and Watson's (1986) unobserved components model to the forecast-augmented data for the purpose of comparison; these are denoted with e and w superscripts so that the multivariate versions of the series are ỹ tϪ1 me ͉⍀ t and ỹ tϪ1 mw ͉⍀ t respectively. The application of the HP filter to the forecast-augmented series not only improves the statistical properties of the derived series but also justifies an economically meaningful interpretation of the trend. Specifically, forecasts of future output levels show the expected evolution of the series in the absence of further shocks, so that the infinite-horizon outcome can be readily interpreted as the economy's "potential output" level. 10 A trend measure based on a forecastaugmented series will coincide with this potential output series at long horizons by construction. As discussed above, the optimality of a particular filter in identifying the trend at shorter horizons depends on the underlying data-generating process. Unless economic theory can provide sufficient 9 MKN also note that the HP filter is often used in contexts where there is no assumed underlying "true" trend and cycle measures of the form (5) or indeed any other form. They comment that the reliability of a trend measure can be assessed in these circumstances if a measure based on a sample of data 1, . . . , T is revised as little as possible in the light of subsequent observations; this matches the discussion of OvN on the comparison of their "quasi-real" and "final" trend estimates. MKN confirm through their simulations that these revisions are indeed minimized when the HP filter is applied to the forecast-augmented series.
10 The Beveridge-Nelson (1981) trend highlights precisely this infinitehorizon outcome, abstracting from the dynamic path that will be involved in reaching the potential output level.
detail on the nature of the short-run dynamics, an investigator might want to consider a number of alternative trend measures. But focusing attention on trends using forecastaugmented series ensures the trend is consistent with expected future output levels and matches the potential output concept in the long run.
C. Conveying the Uncertainty Surrounding the Output Gap Measures
In practice, decision-makers faced with the complete set of vintages of data up to and including that at time T are concerned with obtaining a measure of the output gap for the end-of-sample period (and possibly into the future). In some cases, attention focuses simply on whether the gap is positive or negative, but in any case it is the time-T (and future) magnitudes that matter in real-time decisionmaking. Here, assuming again that data are released with a one-period delay and there is a single revision made, this means decision-makers are interested in forecasts of x T fk ϭ Tϩ2 y T Ϫỹ T k ͉⍀ TϩN for a trend measure k and for large N. Hence, the relevant output level to be forecast is Tϩ2 y T , the time-T output level that will be observed in T ϩ 2, taking into account the one-period delay in the release of data and after any revisions in the data have been fully taken into account. And the relevant trend measure to be forecast is that obtained on the basis of an information set that is available at some forecast horizon well into the future (at T ϩ N) so that there are no end-of-sample problems for the measure at T.
We can obtain point forecasts of this magnitude relatively easily: the point forecast of Tϩ2 y T is obtained straightforwardly from the bivariate model of equation (2) based on ⍀ T ; and the forecast ofỹ T k ͉⍀ TϩN , based on ⍀ T , is simply the period-T observation ofỹ T k ͉⍀ T . 11 But the point forecast of the gap obviously does not convey the uncertainty associated with the output gap measure, and this is potentially significant here given that forecasts of the revised and unrevised series are used in different ways in the construction of the measure. So, using the information set ⍀ T for example, there will be uncertainty associated with the output gap measure at time T Ϫ 2 because of the need to forecast the values of output beyond T and the consequent imprecision in the measure of the trend. (Of course, the estimation variance due to the end-of-sample problem is reduced by the forecast augmentation but not eliminated.) This uncertainty is compounded in the measure dated at T Ϫ 1 by the forecast revisions that will be made to the first-release data on T y TϪ1 and then further compounded at T and beyond as the unrevised output series and revisions are subsequently forecasted.
It is important, therefore, that any output gap measure is supplemented with information on the uncertainties associated with the measure. Indeed, it is sometimes argued that decision-makers' objective functions are concerned with "booms" and "recessions" (that is, whether the output gap is positive or negative, irrespective of its size) and that these episodes are not valued symmetrically so that the costs incurred during a recession might outweigh the benefits experienced in boom, say (see Cukierman & Gerlach, 2003 , and references therein, for example). Similarly, there is an argument that policymakers are concerned with whether conditions are improving or deteriorating, with the gap rising or falling (see Walsh, 2003, for example) . In these circumstances, the decision-maker requires the entire probability density function (PDF) of the estimated output gap measure rather than its point forecast or, at least, explicit forecasts of the probability of the event of interest (in other words, the probability that the output gap will exceed or fall below zero, or the probability of a turning point). 12 The calculation of probability forecasts and PDFs of this sort is relatively unusual in economics (where uncertainty is typically conveyed, if at all, by the reporting of confidence intervals). But the methods are relatively straightforward to implement and are described in Garratt et al. (2003) . For example, abstracting from parameter uncertainty for the time being, to calculate the PDF associated with the forecast of x T fk ϭ Tϩ2 y T Ϫỹ T k ͉⍀ TϩN , one would use the estimated model of equation (2) ͉⍀ TϩN (r) obtained in this way provides the PDF of the output gap measure directly. Equally, counting the number of times an event occurs in these simulations provides a forecast of the probability that the event will occur; the fraction of the simulations in which x T fk(r) Ͼ 0 provides an estimate of the forecast probability that the time-T output gap is positive, for example. Extending the simulation exercise to accommodate parameter uncertainty is relatively straightforward (see Garratt et al., 2003 , for more details) and the methods can also readily accommodate the use of alternative trend measures. 13 Hence, a complete characterization of the uncertainty surrounding the output gap measure can be obtained, accommodating sto-11 This follows because the measureỹ T k ͉⍀ T is itself based on forecast values of the future unrevised and revised series and in the absence of any additional information, the value of the updated series expected to be observed in T ϩ N is unchanged from that measured in period T (cf. the Law of Iterated Expectations).
12 Point forecasts will provide sufficient information for decisions only in the special case of the "LQ problem" involving a single decision variable (where the objective function is quadratic and constraints, if they exist, are linear); see Pesaran and Skouras (2002) . For output gap measures, it is widely recognised that the design of optimal monetary policy requires a more sophisticated treatment of uncertainty than the LQ framework; see, for example, Svensson (2001 Svensson ( , 2002 . 13 Specifically, the alternative measures of the trend can be calculated in each of the simulation exercises to provide alternative gap measures. Assigning appropriate weights to the alternative trend measures, the simulations for each trend can then be pooled to provide density functions for the gap measures and associated event probability forecasts. chastic uncertainty, parameter uncertainty, and the uncertainties associated with the appropriate measure of trend.
III. Output Gaps in the United States
The methods described above are applied to the vintages of U.S. output data provided by the Federal Reserve Bank of Philadelphia at http//www.phil.frb.org/econ/forecast/index. html. This data set includes 157 vintages of data; the first vintage is dated 1965q4 and the final vintage is dated 2004q4. All vintages of data run from 1947q1 up to one period prior to the release date; that is, Y t ϭ { t y 1947q1 , . . . , t y tϪ1 }, t ϭ 1965q4, . . . 2004q4. The U.S. National Income and Product Account (NIPA) figures that include an observation of output in quarter t for the first time are released at the end of the first month of quarter t ϩ 1. This is the vintage that is identified in the Philadelphia database as being the data that exist at the midpoint of the quarter (t ϩ 1) and which we term Y tϩ1 . The effects of two subsequent revisions to the NIPA data, taking place at the end of the second and third months of quarter (t ϩ 1), are captured in the Philadelphia database when it reports the available data at the midpoint of the following quarter (t ϩ 2), termed Y tϩ2 in this paper. 14 The first exercise undertaken on these data aims to investigate the gains from using the forecast-augmented approach to defining the trend, focusing on the case where the trend is obtained using the HP filter. In the first instance, we follow OvN and consider the successive vintages of data, applying the HP filter, to derive the "real-time measure"ỹ t o ͉Y tϩ1 , t ϭ 1965q4, . . . 2004q3 as the end-of-sample observation of the trend in each recursion. We compare this with the "quasi-real" measureỹ t o ͉Y T,t , also derived recursively, and the "final" measureỹ t o ͉Y T . We also derive the corresponding trends based on data augmented by forecasts.
The forecasts are based on eighth-order univariate autoregressions explaining ( t y tϪ1 Ϫ t y tϪ2 ); an eighth-order autoregression is applied to ensure there is no serial correlation in the residuals. 15 Table 1 , and x t fuh where the uh superscript indicates that the underlying trend is based on the HP filter applied to a forecast-augmented series obtained using the univariate model. This has a substantial impact on the variability of the output gap series, cutting the standard deviation and range of values for the real-time measure by around 30% and by nearer 40% in the case of the quasi-real measure. This illustrates that the forecast augmentation is having a considerable impact on the trend measure as the estimation error variance associated with the application of the HP filter at the end-of-sample is reduced. The effect is to raise the correlation between the final measure x t fuh and the real and quasi-real measures to 0.77 and 0.78 respectively. Notes: Output gaps are denoted by xt. The r, q, and f superscripts refer to real-time, quasi-real-time, and final measures respectively, as described in the text; the o and uh superscripts refer, respectively, to trend measures based on methods described in OvN and MKN, with reference to the HP filter, using an eighth-order univariate autoregression for forecasts, again described in the text. Summary statistics in the upper panel refer to the mean, standard deviation, minimum, and maximum values respectively. Figures in the lower panel refer to correlation coefficients and, in italics, proportion of the sample for which there is agreement that the output gap is positive or negative.
Agreement on the occurrence of booms and recessions rises to 83% and 81% respectively also. The improvement in reliability using the forecast-augmentation method is pronounced and shows the importance of the augmentation in calculating output gap measures.
Next, we turn to the multivariate analysis of the output growth and revision processes together, considering whether there are systematic patterns in the data revisions that underlie the successive vintages of data and the extent to which a model of the output growth data is enhanced by modeling the measured output growth and revisions data jointly. To do this, we need to choose the lag length p in the multivariate model in equation (4) and the length of the "revision horizon" (after which revisions are unsystematic and insignificant). The maximum lag length we consider is p ϭ 4 and the maximum length of the revision horizon we consider is 3, as in equation (4). It turns out that the data are described adequately if we allow for a revision horizon of two quarters and lags in the VAR of order 2. To demonstrate this, table 2 provides estimates of equation (4) obtained using the entire data up to and including Y 2004q4 . 16 The table shows that a revision horizon of 2 is sufficient to capture systematic elements in the revision process, since none of the variables in the fourth column, explaining time-t revisions of data at t Ϫ 4, are individually or jointly statistically significant. The table also provides variable exclusion tests, denoted LM 2 (10), showing that the third and fourth lags of the first three variables in our system and all four lags of the fourth can be safely dropped from the regressions without violating the data. Table 2 therefore confirms that the joint modeling of the growth series and the revisions is a useful approach: both the lagged growth series and the lagged revisions contribute significantly to the explanation of the time-t growth ( t y tϪ1 Ϫ tϪ1 y tϪ2 ), meaning that the univariate model is misspecified, and there are very significant systematic elements in the revisions ( t y tϪ2 Ϫ tϪ1 y tϪ2 ) and ( t y tϪ3 Ϫ tϪ1 y tϪ3 ). 17 The regression analysis shows that only the first two revisions ( t y tϪ2 Ϫ tϪ1 y tϪ2 ) and ( t y tϪ3 Ϫ tϪ1 y tϪ3 ) contain systematic content, and this suggests that it might be reasonable to work with an adjusted data set in which the subsequent revisions are assumed to be precisely zero (so that tϪkϩs y tϪk ϭ t y tϪk , k ϭ 4, 5, . . . and for s ϭ 3, 4, . . . , k Ϫ 1). The treatment of the unsystematic revisions in the regression analysis, and the choice between using the adjusted or unadjusted data set, determines the way in which measurement error enters the system and could potentially introduce biases in the estimated parameters. The choice between the two data sets depends on the nature of the (unobservable) data-generating process for the revisions and output data. The use of the adjusted data is appropriate if the revision process is a function of the "true" output whose historical values are accurately measured by the most recent vintage of data. The use of the unadjusted data would be more reasonable if the revisions are functions of growth as measured at the time (cf. Koenig, Dolmas, & Piger, 2003) . In the event, the correlation between the real-time and final Notes: Standard errors are given in parentheses. R 2 is the squared multiple correlation coefficient, the standard error of the regression, and LM 2 a chi-squared test statistic (with 10 d.f.) for the exclusion of the third and fourth lags of the first three dependent variables and all four lags of the fourth from each of the regression equations as described in the text. The remaining diagnostics are p-values, in braces, for F-test statistics for serial correlation (SC), functional form (FF), normality (N), and heteroskedasticity (H).
vintage measures of the gaps based on the adjusted and unadjusted data sets are 0.95 and 0.93 respectively (with agreement on booms and slumps in 91% and 93% of the sample). This confirms that the adjustment and the choice of the data set has a relatively minor impact in this case. Further, employing the adjusted data set ensures that the most up-to-date information on historical output levels is used in constructing the output gap measures at any time. Hence, our suggested measure of the output gap based on the HP filter is that obtained by applying the forecastaugmented technique based on the multivariate model estimated using the adjusted data set; this is denoted x t fmh ϭ Table 3 provides summary statistics relating to this series, and the corresponding real-time measure obtained applying the procedure recursively over time, x t rmh , for our data up to 2004q1 (i.e., for T ϭ 2004q4). These figures show that the advantages of the forecast augmentation remain, with a correlation between the real-time measure and the final measure of 0.75 and agreement on booms and recessions in 84% of the sample. Table 3 also provides statistics relating to the output gap measures obtained using two alternative methods for measuring the trend in place of the HP filter. The measure denoted x t rme refers to the gap obtained in real time and based on an exponential smoothing (ES) filter. The filter is applied to the post-revision series augmented with forecasts based on our multivariate model. 19 The measure x t rmw applies Watson's (1986) unobserved components (UC) model to the same series. 20 As discussed in King and Rebelo (1993) , the ES smoothing can be considered as a restricted version of the HP filter and can be motivated as providing the filter that minimizes trend growth (as opposed to the HP filter which minimizes the change in trend growth). The UC model permits more complex dynamics and is consistent with a more volatile trend measure, than HP characterizing the trend as a random walk with drift. 21 The results in table 3 show that the (relatively) reassuring results obtained for the HP are also found with the other two smoothers. Hence, the correlation between the real-time and final vintage gap measures are relatively high, at 0.89 and 0.78 for the UC and the ES models respectively (and agreement on booms and recessions are also high at 88% and 84%). Perhaps more surprisingly, the table also shows reasonably high correlations between the gap measures obtained using the three alternative trends. The (pairwise) correlation between the three final vintage measures are in the range [0.86, 0.96] , and agreement on booms and recessions is in the range [0.80, 0.93] despite the differences in the form and motivation of the alternative trend measures. Table 3 therefore not only confirms that the advantages of applying our modeling approach carries over to other methods of detrending, but also shows that the alternative gaps obtained in real time provide a reasonably consensual picture of the macroeconomy, at least as far as the size of the gap is concerned.
Before discussing the treatment of uncertainty in these measures, it is worth commenting on the contribution of our modeling framework, and its use of revisions data, to these results. This contribution can be judged by comparing the forecasting performance of the multivariate model with that of the univariate model and by comparing the in-sample fit of the associated gap measures. In terms of forecasting, the univariate and multivariate models can be estimated recursively over the period 1970q1-2004q1 and the models' forecasts of output can be compared with either of two output outcomes: namely, the first-release observation of output at time t, tϩ1 y t , or the final vintage measure T y t . Using the first-release series as the appropriate measure of the output outcome, the root mean square forecast error (RMSFE) defined by 18 Restricting attention to t ϭ 1, . . . , T Ϫ 3 implies that only postrevision measures of actual output are involved and forecasts are used only in measuring trends.
19 The "smoothing" parameter was set equal to 10. This means that 85% of the weight is on observations one year either side of the observation of interest and 95% on two years either side. 20 The forecast augmentation here refers to the forecast of the postrevision output data for the duration of the revision process only. The sample period on which the UC measure is based runs from 1975q1, using the earlier observations to obtain initial values for the Kalman filter estimation. 21 The variability of growth in the ES and UC trends is 70% and 67% of that of output growth compared with 15% for the HP trend. The advantages of using the multivariate model are confirmed also by the in-sample root mean squared error (RMSE), defined as the gap between the real-time gap measures and the final vintage gap measures, obtained using the two models. Values of the RMSE for x t rmh , x t rme and x t rmw are 0.0110, 0.0692, and 0.0962, respectively, representing improvements of 7%, 26%, and 57% over their univariate counterparts. The statistical significance of the explanatory variables in the model of the regressions explaining the revisions, the gains in forecasting of output levels, and the gains in the fit of the real-time gap measures all confirm that the multivariate model of growth and revisions is appropriate and will provide a firm basis on which to calculate trends and output gap measures.
IV. Representing the Output Gap under Uncertainty
The analysis above shows that the uncertainty surrounding the output gap measure can be reduced through the appropriate use of forecast-augmented data, and that the forecasts are best calculated using a multivariate model that describes the measured output growth series and data revisions jointly. Nonetheless, some of the unreliability of the measures highlighted by OvN remains and so it is important 22 For the univariate model, no revisions are expected to take place after the first-release data, and the forecast of tϩ1 y t is the measure of interest. If it is known that two systematic revisions will occur (as shown in the regression analysis), the forecast of the "true" post-revision series is the expected value of tϩ3 y t and it is this measure, which fully takes into account the role of predicted revisions, that is most appropriate for the multivariate model. x Ω that the uncertainties surrounding the measures are properly represented for decision-making purposes. Figure 1 illustrates the order of magnitude of the uncertainties involved based on x t fmh using the information available at 2002q2 (leaving ten periods, to 2004q4, for the purpose of "out-of-sample" forecast evaluation). According to the analysis based in real time, the plot shows a period of expansion, in which the economy moves from recession (where x t fmh Ͻ 0) to boom (where x t fmh Ͼ 0) up to 2000q2, followed by a contraction that ends in 2001q4. These measures are conveyed with a good degree of precision at first (with 95% confidence intervals no more than Ϯ0.7% prior to 2000q2) when uncertainty is derived solely from the estimation error in the underlying trend. 23 But the uncertainty rises considerably when the data uncertainties are accommodated toward the end of the sample and when forecasting out-of-sample. During the latter stages, it is difficult to interpret the information content of the gap measures in terms of either the size of the gap, the likelihood of turning points, or the occurrence of boom or recession when judged simply according to the size of the confidence interval.
The information on the size and the precision of the gap can be conveyed more usefully and more directly through the corresponding probability density functions showing prob (x 2002q2ϩn fm ͉⍀ 2002q2 Ͻ c) for a range of critical values c at various estimated horizons, n. Figure 2 shows such density functions for n ϭ Ϫ3, 0, and 4, generated using the simulation methods of section IIC and again taking into account stochastic and parameter uncertainty. The functions shift to the right over time, reflecting the rising value of the point forecast, and become progressively flatter, reflecting the accumulating uncertainty at the end-of-sample and into the forecasting horizons. This sequence of densities illustrates well the form in which the output gap can be usefully presented for the purpose of decision-making. Further, the analysis underlying the densities can also convey insight into particular events involving the gap. Hence, the probability of a negative output gap can be seen directly from the densities, falling from 0. 23 These intervals are generated by the simulation methods discussed in section IIC and relate to the stochastic and parameter uncertainty surrounding the measures. Abstracting from parameter uncertainty, by undertaking simulations taking into account stochastic uncertainty only, generates slightly tighter but very similar confidence intervals. . 24 These probabilities convey far more precisely the strength of conviction with which these events are perceived to take place. Given the uncertainties associated with the gaps discussed in the previous section, it is clear that the density functions of figure 2 and the associated probability forecasts provide a more useful form for representing the output gap than the point forecasts and confidence intervals given in figure 1 . A final illustration of the usefulness of probability forecasts in conveying the uncertainties associated with the gap measures is provided in figure 3 . The figure plots the probability of a positive gap occurring one step ahead, as measured in real time through the sample 1978q1-2004q4. In the figure, x tϩ1 rmh and x tϩ1 ruh represent the real-time measures of the gap obtained by applying the HP filter to data augmented by data from the multivariate and the univariate models. The measure x tϩ1 rm is the gap in time t ϩ 1 based on the density derived by aggregating the three densities obtained for the alternative trend measures HP, ES, and UC (using the multivariate model in each case and with equal weight given to each trend measure). The aggregated density accommodates the uncertainties associated with the choice of the trend measure as well as the stochastic and parameter uncertainty underlying the individual gaps in a straightforward way. In figure 3 , the information in the aggregated density is translated into a form that is directly usable by a decision-maker who is concerned with booms and recessions. As it turns out, the probability series based on the aggregated density rarely differs from that based on x tϩ1 rmh by more than 10%, while there are some substantial differences between the gaps based on x tϩ1 rmh and x tϩ1 ruh for example. Hence, in this case at least, the "trend uncertainty" appears less important than the choice of the model used to implement the forecast-augmented approach.
V. Conclusions
The analysis of this paper starts from the point that output gap measures are an essential element of many decisions but that they are measured with considerable uncertainty. This is because of the imprecision of the output data available at the time decisions have to be made and because of the difficulties in establishing a precise measure of trend output. We have shown that these uncertainties can be mitigated by modeling the output process alongside the revision process, making use of forecasts of current and future post-revision output levels, to obtain more precisely estimated measures of the gap for use in real-time decision-making. But the uncertainties surrounding the measures, correctly identified 24 A turning point is defined here as two consecutive periods of positive output growth following two periods of negative growth. We have also shown, therefore, that the production of forecasts of probabilities of events involving the gap convey the information on the level of the gap and the uncertainties associated with this measure more precisely than the point forecasts and confidence intervals typically delivered by analysts. The cumulative density functions that we have discussed, along with the estimated probabilities of particular events of interest, provide a very informative and helpful means of representing the output gap data for use by decision-makers.
