Abstract -We present a new method for proving the existence of a unique solution of variational inequalities within guaranteed close error bounds to a numerical approximation. The method is derived for a specific model problem featuring most of the difficulties of perfect plasticity. We introduce a finite element method for the computation of admissible primal and dual solutions which a posteriori guarantees the existence of a unique solution (by the verification of the safe load condition) and which allows determination of a guaranteed error bound. Finally, we present explicit existence results and error bounds in some significant specific configurations.
Introduction
For many problems in the field of partial differential equations, pure analytical methods give rather limited information about the existence (and multiplicity) of solutions, and even less about their quantitative properties. On the other hand, standard numerical methods giveat best -such information up to numerical errors only, without mathematical rigor. By an appropriate combination of analytical and numerical methods, however, detailed approximative numerical knowledge can be exploited to obtain rigorous mathematical theorems. By such computer-assisted proofs, the authors could prove, e.g., the existence of new solutions of the Gelfand equation on a non-convex domain [19] , and an old multiplicity conjecture could partially be proved in [6] . For further results, see, e.g., [2, [15] [16] [17] , and [18] for an overview. Besides existence, these methods provide an enclosure for the solution, i.e., an explicit bound for its difference to a numerical approximate solution. In the aforementioned papers, fixedpoint methods, together with explicit Sobolev embeddings and eigenvalue enclosures, play a central role in obtaining the desired existence and enclosure results.
In the present paper, we propose a new method for deriving existence and enclosure results for variational inequalities. The method is illustrated by a simplified model problem for static perfect plasticity: for given f ∈ L 2 (Ω) on a bounded Lipschitz domain Ω ⊂ R 2 and k > 0, find σ ∈ L 2 (Ω) 2 such that
is minimal subject to the linear constraint (σ, ∇v) 2,Ω = (f, v) 2,Ω , v ∈ H 1 0 (Ω) and the pointwise constraint |σ| k a. e. in Ω.
Here, |z| = z 2 1 + z 2 2 denotes the Euclidian norm for z ∈ R 2 , and · p,Ω denotes the norm in L p (Ω) and L p (Ω)
2 . For this model problem, a (dual) solution σ exists whenever the set of admissible functions (where both constraints are satisfied) is not empty. A corresponding primal solution u exists -though in general in a broader space only -if (e.g.) a safe load condition, strengthening this non-emptiness condition, is satisfied.
We introduce a computer-assisted method by which it is possible to prove the safe load condition on the basis of finite element approximations to a dual and a primal solution, and hence, to prove the existence of both a dual and a primal solution. We emphasize again that this existence statement is rigorous and thus exceeds the results obtained by standard numerical methods, where the Newton iteration (applied to a discretized problem) may converge to a discrete (and discretely admissible) dual solution, even if the set of (continuously) admissible functions is empty! Besides the existence statement, our method gives a (rigorous) enclosure for the dual solution σ in the sense that the L 2 -norm of the difference σ−σ h , with σ h denoting a numerical approximation, is bounded by some explicit (and "small") number.
The primal-dual setting for our problem (provided by convex analysis) gives a direct access to such an existence and enclosure method. So here is no need for the aforementioned fixed point methods. Nevertheless, the detailed numerical tasks to be accomplished here have a lot in common with the former methods: computation of a "good" approximation by classical numerical means, verified integration by a quadrature formula and a remainder term bound, interval arithmetic to bound rounding errors (where necessary, e.g., when evaluating the quadrature formulas).
Since the performance of our existence and enclosure method depends on the quality of the finite element approximation to be computed, we also include a priori finite element error estimates in Section 5, by adapting the arguments in Carstensen [7] and Repin [21, 22] to our simplified model. Unfortunately, in order to predict O(h)-convergence for the dual solution from these a priori estimates, one needs H 2 -regularity of the primal solution, which is usually not at hand.
However, in spite of this incompleteness in the a priori estimates, the (rigorous) a posteriori error bounds provided by our method (described in detail in Section 3) show in the numerical experiments (Section 6) the expected convergence behavior fitting the respective regularity predicted by the regularity theorems.
Primal-dual setting for the model problem
In this section, we introduce more details on the model problem discussed in the paper.
Dual problem.
We assume that f ∈ L 2 (Ω) for the right-hand side of the linear constraint − div σ = f , and define and
We fix a real number k > 0, and introduce the convex sets
If K f = ∅, the uniform convexity of J(·) shows that the minimization problem
has a unique solution, which is characterized by the variational inequality
2.2. Primal functional. We will derive a corresponding primal problem within the standard duality framework explained in [8, Chap. III.4] . For this purpose, we introduce the L 2 -orthogonal projection P K onto the convex set K defined in (2.1). The projection can be evaluated pointwise by projection onto the norm ball {y ∈ R 2 : |y| k}, i. e.,
(Ω), and define the primal functional by
The respective dual conjugates to F , G, and Λ can be evaluated explicitly by
, and for all τ ∈ L 2 (Ω) 2 we have
else. 
i. e., we have J(σ) = −I * (−σ) for the dual solution.
Basic error bound
The primal-dual stetting is well-established for error estimates of convex problems (see, e. g., Repin [21, 22] for applications to plasticity). Here, we use a primal-dual approach for obtaining guaranteed error bounds, provided that fully admissible approximations are available. Furthermore, the non-emptyness of K f is (rigorously) proved by our algorithm.
3.1. Error bounds using the duality gap. Given dual and primal approximations, the duality framework in convex analysis provides an elegant method for the explicit computation of error bounds.
Theorem 3.1. Let K f = ∅, and let σ be the solution of (2.2). Then, for arbitrary
Proof. Using (2.3) and (2.5) gives
If we construct approximations to the minimizers of the convex functionals I(·) in H 1 0 (Ω) and of J(·) in K f , respectively, Theorem 3.1 gives, in principle, arbitrarily small bounds when we increase the approximation quality, due to properties (2.5) and (2.6). The main difficulty is the construction of a suitable sufficiently close approximation σ h to σ which is admissible not only in the discrete sense, i. e., which is an element of K f . Note that a successful construction of σ h ∈ K f ensures in particular that K f = ∅.
Our main goal in this paper is to provide an efficient method for constructing suitable σ h ∈ K f and u h ∈ H 1 0 (Ω) which provide realistic error bounds decreasing, as h decreases, with a rate reflecting the regularity of the solution.
3.2. Construction of admissible dual approximations. Let X h ⊂ H 1 (Ω) be a finite element space with mesh parameter h, and set V h = X h ∩H 1 0 (Ω). The corresponding discrete stress space is given by
2 . The discrete sets
capture the linear constraint − div σ = f approximately and the pointwise constraint σ ∈ K exactly. We intend to construct σ h ∈ K f close to P K ∇u h , where u h ∈ V h is a discrete primal solution approximately minimizing I(·) in V h (see Sect. 5 below for the existence and the efficient computation of such a discrete primal solution). In the case of linear finite elements, S h consists of piecewise constant functions. Since then ∇u h is piecewise constant, its projection
To obtain a function σ h ∈ S f close to P K ∇u h , we assume that we can construct explicitly an initial function σ f ∈ S f . For the special case σ f ∈ K f , σ f itself can be used in Theorem 3.1 (but the resulting error bound can be very rough).
We have div curl ϕ = 0 for all ϕ ∈ H 1 (Ω) and
. Equality holds if Ω is simply connected, as in our examples (cf. [10, Th. 3.1]) and as we will assume from now on. We therefore could determine a suitable ϕ by minimizing σ f + curl ϕ − P K ∇u h 2,Ω (which results in a Neumann problem in H 1 (Ω)). Unfortunately, we cannot guarantee that this minimizer σ f + curl ϕ is in K. Thus, we use instead a modified minimization problem which is enhanced by an additional penalty: find ϕ h ∈ X h such that
Since this functional is uniformly convex and (for r > 2) sufficiently smooth, a unique minimizer exists, and it can be approximated by the Newton method (which is -together with an appropriate damping strategy-globally convergent for this application). Asymptotically for r −→ ∞, the penalty enforces the constraint σ f + curl ϕ h ∈ int(K) (we even get |σ f + curl ϕ h | k − ε), and thus, σ f + curl ϕ h ∈ K for sufficiently large finite r. In fact, for some suitably chosen (η, ε, r), the numerical minimizer σ f + curl ϕ h turns out to be in K in all our examples, as we can easily check a posteriori. Moreover, σ f + curl ϕ h ∈ S f holds by construction. Thus, σ h = σ f + curl ϕ h ∈ K f as desired.
Regularity properties of primal and dual solutions
In this section, we shortly summarize some analytical properties. They can be derived, e. g., by the methods introduced in [3, 5, 9, 23] . Note that, in particular, regularity properties are strongly coupled with realistic a priori convergence estimates and a posteriori bounds, which is our main motivation for including this section. Detailed proofs of all results in this section are given in [20] .
Primal solution.
Convergence of a minimizing sequence for I(·) can be guaranteed under a suitable additional assumption (see (4.2) below), however only in the larger space BV (Ω) of functions with bounded variation, i. e., the space consisting of all functions v ∈ L 1 (Ω), with weak derivatives D k v defined by
belonging to M 1 (Ω), k = 1, 2. Here, M 1 (Ω) denotes the space of Radon measures on Ω (consisting of all distributions µ such that µ M 1 := sup
In order to obtain such a weak primal solution we require in addition some qualification of the constraints, and -by analogy to plasticity -we refer to this condition as safe load condition: we assume that a strictly admissible function η ∈ K f exists such that
In general, it is not a priori clear if a safe load condition is satisfied, but for specific configurations the constructive approach in Sect. 3.2 can provide a suitable function η = σ h ∈ K f satisfying (4.2), as it does in all our numerical examples.
Lemma 4.1. If the safe load condition (4.2) is satisfied, the primal functional I(·) is weakly coercive in the sense
Taking the supremum over φ ∈ C ∞ 0 (Ω) 2 with φ ∞ δ gives the assertion. As a consequence, any minimizing sequence (v m ) m∈N in H 1 0 (Ω) ⊂ BV (Ω) for I(·) is bounded in BV (Ω), and we can extract a subsequence converging weakly to a limit u ∈ BV (Ω). More precisely, we have the compact embeddings BV (Ω) ֒→ L q (Ω) for q ∈ [1, 2), and BV (Ω) ⊂ L 2 (Ω) (without continuous embedding) [23, Chap. II.2.1], [9, A 3] . For a bounded sequence (v m ) in BV (Ω) we have weak convergence in the following sense: due to the compact embedding into L 1 (Ω) we can extract a subsequence (v m j ) which is convergent to some v ∈ L 1 (Ω), such that the derivatives D k v m j are weakly * convergent to some
In the case of a sufficiently smooth primal solution u with a well-defined projection P K ∇u, we can evaluate the first variation of I(·)
(see (2.4), and [11, Lem. 8.6] for the computation of the derivative of G(·)). Since the minimizer is a critical point, we observe that in this case P K ∇u ∈ S f , and thus, σ = P K ∇u is the dual solution. In all cases, i. e., also when P K ∇u cannot be defined, a (in general measure valued) Langrange multiplier p = ∇u − σ corresponing to the constraint σ ∈ K can be defined, and the support supp(p) ⊂Ω, again defined in the sense of distributions, describes the subregion where the pointwise constraint is active.
Weak boundary conditions.
The topology in BV (Ω) is not strong enough for the standard definition of boundary conditions in the trace sense, but boundary conditions in a relaxed sense can be characterized as follows (see [3, 5, 23] for a proof in the case of perfect plasticity). Here, we assume f ∈ L 3 (Ω), i. e., we have σ ∈ Σ(Ω) := {τ ∈ L ∞ (Ω)
2 : div τ ∈ L 3 (Ω)} for the dual solution.
Lemma 4.2. If (4.2) is satisfied, the dual-primal solution pair (σ, u) ∈ Σ(Ω) × BV (Ω) satisfies: µ = (∇u − σ) · (τ − σ) is a distribution with
4)
and the boundary conditions are satisfied weakly in the form
whence in particular
4.3. Regularity of the dual problem. Following the arguments in [3] [4] [5] we obtain a higher regularity of the dual solution in the case of a smoother function f .
Moreover, in some cases one can obtain a regularity up to the boundary. Outside the support of the multiplier p = ∇u − σ we have a higher regularity for σ and u. Here, we formulate a corresponding theorem for the case
Observe that, under this condition, ∇u = σ is an L 2 -function in some neighborhood of ∂Ω, so that u has a trace on ∂Ω. Extending the result in [9] to this case, we obtain Theorem 4.2. Suppose that (4.7) holds. a) Then u = 0 on ∂Ω in the trace sense. b) Suppose in addition that Ω is H 2 -regular for the Dirichlet Laplacian and f ∈ H 2 (Ω). Then 8) and u ∈ H 2 (Ω ∩ U) for some neighborhood U of ∂Ω.
Proof.
Choose some open neighborhood U of ∂Ω such that, for Ω ′ := Ω ∩ U, the "inner" boundary ∂Ω ′ ∩ Ω is of class C ∞ , and
We can prove (by a suitable construction of a sequence of Neumann problems; see [20] for details) that
is bounded [10, Th. I.2.5], (4.9) holds for all τ ∈ H(div, Ω ′ ) such that τ · ν = 0 on ∂Ω ′ ∩ Ω, and in particular for τ := ∇ψ, with ψ ∈ H 1 (Ω ′ ) denoting the solution of the Neumann problem
This gives u| ∂Ω = 0 and proves part a).
To prove b), choose θ ∈ C ∞ (R 2 ) such that θ| Ω ′ ≡ 1, θ| V ≡ 0 for some neighborhood V of supp(p), and define v := θu. Then, since ∇u = σ outside supp(p), and − div σ = f , we have ∆v = (∆θ)u + 2∇θ · σ − θf on Ω \ supp(p), but also on supp(p) because θ vanishes in its neighborhood. Consequently, ∆v ∈ L 2 (Ω). Moreover, v| ∂Ω = u| ∂Ω = 0 by a). Therefore, the H 2 -regularity of Ω gives v ∈ H 2 (Ω), and since θ| Ω ′ ≡ 1 we get u ∈ H 2 (Ω ′ ) and thus σ = ∇u ∈ H 1 (Ω ′ ) 2 . Together with Theorem 4.1 we obtain σ ∈ H 1 (Ω) 2 .
A finite element method for the primal problem
In this section, we introduce finite element approximations to our minimization problem. We recall the known a priori estimate for the dual approximation σ h , which gives O(h) error estimates if the primal solution u is in H 2 (Ω) (which is unrealistic in general). In Sect. 6, this will be compared with the rigorous a posteriori bounds obtained by the application of Theorem 3.1 (which require no regularity assumptions).
The finite element solution. Let
(Ω) be a finite element space, and set
2 . The finite element solution u h ∈ V h minimizing I(·) in V h exists by the weak coercivity, if the safe load condition is satisfied (Lemma 4.1), since any minimizing sequence is bounded in the finite dimensional space V h . Moreover, u h is a critical point of the primal functional and can be computed by solving the nonlinar variational problem
(which characterizes a critical point of I(·) in V h , compare (4.3)). This problem can be solved by the semi-smooth Newton method or the SQP method, cf. [25] . The projection provides also the discrete dual solution
5.2. Finite element a priori estimates. The convergence of finite element methods for plasticity was first studied in [12] , and optimal a priori estimates (in the smooth case) were obtained by a modification of Cea's Lemma adapted to the convex setting (Theorem 5.1 below, cf. [7] ).
In this subsection, we assume that the finite element functions in S h are piecewise constant. Let π h : L 1 (Ω) 2 −→ S h be the L 2 -projection onto S h . Thus, the inequality
can directly be verified.
Theorem 5.1. Let (σ, u) solve the continuous problem, and let u h be the discrete primal solution. If u ∈ H 1 (Ω), we have
Note that this known a priori estimate gives useful error bounds (of order O(h)) only if the solution u is smooth enough, and even then the bounds are not explicit. This is in full contrast to our a posteriori bounds based on Theorem 3.1, which do not require higher regularity and are moreover explicit.
Proof. The proof follows [7] , but for our model problem the arguments can be simplified.
i. e., p h ∈ ∂χ K (P K ∇u h ), where ∂χ K (·) denotes the subdifferential of the indicator function χ K (·) of K. Since the conjugate is given by χ Inserting q h = π h (p) and q = p h and using (5.3) gives, together with the Galerkin orthogo-
Numerical Results
We present three examples, where the calculations are realized with the parallel research code [24, 26] on a Linux cluster with 24 Xeon 2.4GHz processors. The dual and the primal approximations are computed by Newton's method applied to (5.1) and Euler's equation for (3.1), respectively. In (3.1), we use a fixed parameter r = 64 (example 6.1) and r = 256 (examples 6.2 and 6.3), and η is chosen by a simple line search, large enough to make sure that σ h ∞ k. Finally, for obtaining reliable results, all norm bounds are calculated with the interval library of C-XSC [13] (version 2.0 [14] ). Within this software, all norms involved in the inclusion algorithm are evaluated by interval arithmetic [1, 13] , rounding and integration errors are taken into account. The result is therefore rigorous, guaranteeing the existence of a solution of the continuous problem within the computed bounds.
Moreover, we examine the convergence behavior with respect to the mesh size h. This is in strong correlation with the regularity of the primal and the dual solution, and we compare computed quantities to the expected values which follow from the theoretical a priori bounds and regularity theorems. Since σ ∈ H 1 (Ω) 2 if supp p ⊂ Ω (by Theorem 4.2) and the numerical results show that at least supp p h ⊂ Ω, we may expect optimal linear convergence for the dual solution and therefore for the error bound. For fixed k = 1/8, this can indeed be observed in the numerical experiment, as displayed in Table 6 .1: the piecewise linear approximation of u T a b l e 6.1. Example 6.1 for fixed k = 1/8 and the piecewise constant approximation of σ yield optimal linear convergence of the error bound for σ h − σ 2 obtained by Theorem 3.1. In addition, the approximations of u seem to be bounded in H 1 (Ω) in this case, which indicates a higher regularity of u than expected. Next, we test Example 6.1 for various k. Here, supp(p h ) is increasing with decreasing k, see Fig. 6 .2. Nevertheless, existence of a solution together with a guaranteed error bound can be provided, cf. Table 6 .2: we could construct an admissible σ h ∈ K f and therefore guarantee that a solution exists up to k = 25/256. Moreover, an error bound could be derived, but the bounds get worse with decreasing k (and increasing supp(p h )). For even smaller k we were not able to compute an approximation, and we presume that the limiting k below which the admissible set becomes empty is very close to 25/256.
2. In Example 6.1 for various k, the numerical approximations of supp(p) are increasing for decreasing k. We remark that the primal approximations for u do not change very much in comparison with the case k = 1/8
T a b l e 6.2. Example 6.1 for various k and fixed mesh with dim(X h ) = 66049 Let Ω = (−1, 1) 2 and f (x, y) = 2(1 − x 2 )(1 − y). We fix k = 1.5 (see Fig. 6 .3 for an illustration of the numerical results and Table 6 .3 for the resulting error bounds). The numerical approximations of ∇u seem to be bounded in L 1 (Ω), but not in L 2 (Ω). Thus, the a priori finite element estimates in Theorem 5.1 cannot be applied. Nevertheless, we still obtain an a posteriori error bound, although-compared to the previous example -the convergence rate is reduced. Moreover, since there are comparable examples in plasticity showing that the solution can be discontinuous, we may conjecture that u is discontinuous at the boundary layer (which would explain the behaviour ∇u h ∞ ∼ h −1 of the approximation).
Example 6.3. Finally, we consider the case of a corner singularity (Fig. 6.4) , where the gradient is unbounded (as reflected by the numerical results shown in Table 6 .4) and thus p = 0 for all k > 0. Let Ω = (−1, 1)
2 \ (0, 1) × (−1, 0) and f (x, y) = 1. We fix k = 0.75. Here, already for the Poisson problem ∇u h ∞ ∼ h −1 is the expected behavior. On the other hand, ∇u h 2 seems to be bounded in this example, and the convergence of the error bound is not much worse than the expected rate h 2/3 for the Poisson problem. 
