In this paper, we study the optimal node placement problem in wireless powered communication networks (WPCNs), where the wireless devices (WDs) harvest the radio frequency energy transferred by dedicated energy nodes (ENs) in the downlink, and use the harvested energy to transmit data to information access points (APs) in the uplink. In particular, we are interested in minimizing the deployment cost on ENs and APs, while satisfying the energy harvesting and communication performance requirements of the WDs. Specifically, we first study the optimal placement of ENs given fixed AP locations, where an efficient greedy algorithm is proposed to tackle the non-convexity of the problem. Based on the obtained results, we further propose an alternating optimization method that jointly optimizes the placements of ENs and APs. Simulation results show that the proposed methods can effectively reduce the network deployment cost to guarantee the given performance requirements, which is a key consideration in the future applications of WPCNs.
I. INTRODUCTION
With the recent advance of radio frequency (RF) enabled wireless power transfer (WPT) technology, wireless devices (WDs) can harvest energy remotely from the RF signals radiated by the dedicated energy nodes (ENs) [1] , [2] . Compared to the conventional battery, WPT can save the cost due to manual battery replacement/recharging in many applications, and also reduce energy outages of WDs. Currently, tens of microwatts RF power can be effectively transferred to a distance of more than 10 meters [3] . The energy is sufficient to power the activities of many low-power commercial devices, such as sensors and RF identification (RFID) tags [3] . In the future, we expect more applications of RF-enabled WPT thanks to the rapid developments of performance enhancing technologies, such as energy beamforming with multiple antennas [4] and more efficient energy harvesting circuit designs.
One important application of WPT is wireless powered communication networks (WPCNs), which use RF-enabled WPT to power the data transmissions of the WDs [5] - [11] . A TDMA (time division multiple access) based protocol for WPCN is first proposed in [5] , where the WDs harvest RF energy broadcasted from a hybrid access point (HAP) in the first time slot, and then use the harvested energy to transmit data back to the HAP in the second time slot. Later, [6] extends the single-antenna HAP in [5] to a multi-antenna HAP that enables more efficient energy transmission via energy beamforming as well as more spectrally efficient SDMA (space division multiple access) based information transmission than TDMA. However, the use of HAP (co-located EN and information AP) may lead to a severe "doubly-near-far" problem [5] , where the far-away users quickly deplete their batteries because they harvest less energy in the downlink (DL) but consume more energy in the uplink (UL). To tackle this problem, separately located ENs and APs are considered to more flexibly balance the energy and information transmissions in WPCN [7] - [9] .
Most of the existing studies on WPCN focus on optimizing real-time resource allocation based on instantaneous channel state information (CSI, e.g., [5] and [6] ). For longterm network performance optimization, stochastic models are mostly applied for the simplicity of analysis (e.g., [7] and [8] ). A practical problem that directly relates to the long-term performance of WPCN, e.g., WD's operating lifetime, is to determine the optimal locations of the ENs and APs given the WDs' placement. Nonetheless, this important node placement problem in WPCNs is still lacking of concrete studies.
In conventional battery-powered wireless communication networks, node placement problem concerns the optimal locations of information APs, which has been well investigated especially for wireless sensor networks using geometric, graphical and optimization algorithms (see e.g., [12] , [13] ). A common objective is to minimize the highest transmit power consumption among the WDs to satisfy their individual transmission requirements. However, such energy-conservation oriented design is not necessarily optimal for WPCN, because high power consumption of any WD can now be replenished by means of WPT via deploying an EN close to the WD. Besides, unlike information transmission, WPT will not induce harmful co-channel interference to unintended receivers, but instead can boost their energy harvesting performance [14] . These evident differences from battery-powered wireless networks indicate that the node placement problem should be revisited for WPCN, to fully capture the advantages of WPT.
In this paper, we study the optimal node placement problem in WPCN, which minimizes the deployment cost on ENs and APs given that the energy harvesting and communication performances of all the WDs are satisfied. Our contributions are detailed below. 1) We transform the minimum-cost deployment problem into its equivalent form that optimizes the locations of fixed number of ENs and APs; 2) We propose an efficient greedy algorithm to tackle the non-convexity of the EN placement optimization problem given fixed AP locations; 3) Based on the obtained results, we further propose an effective alternating optimization method that jointly optimizes the EN and AP placements. Simulations show that the proposed methods can effectively 978-1-4799-5952-5/15/$31.00 ©2015 IEEE reduce the deployment cost, while requiring low complexity.
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a WPCN in R 2 with separately located M ENs and N APs, as well as K WDs, whose locations are denoted by 2 × 1 coordinate vectors {u i |i = 1, · · · , M}, {v j |j = 1, · · · , N}, and {w k |k = 1, · · · , K}, respectively. We assume that the energy and information transmissions are performed on orthogonal frequency bands without interfering with each other. Specifically, the ENs broadcast RF energy in the DL for the WDs to harvest the energy and store in their rechargeable batteries. At the same time, the WDs use the battery power to transmit information to the APs in the UL. The circuit structure of a WD is also shown in Fig. 1 .
In a transmission block of length T , the M ENs transmit simultaneously on the same bandwidth in the DL, where each EN i transmits
Here, P 0 denotes the transmit power, s i (t) denotes the random energy signal used by the i-th EN, which is assumed to be of unit power (E t |s i (t)| 2 = 1) and independent among the ENs (E t [s i (t)s j (t)] = 0 if i = j). One reason to use random signal instead of a single sinusoid tone is to avoid peak in transmit power spectrum density, for satisfying the equivalent isotropically radiated power (EIRP) requirement enforced by spectrum regulating authorities. Notice that the energy beamforming technique proposed in [4] is not used in our setup, as it requires accurate CSI and DL symbol-level synchronization, which may be costly to implement in a highly distributed WPCN network. Accordingly, the received energy signal by the k-th WD is
where α i,k denotes the equivalent baseband channel coefficient from the i-th EN to the k-th WD, which is assumed to be constant within a transmission block but may vary independently across different blocks. Let h i,k |α i,k | 2 denote the channel power gain, which follows a general distribution with its mean determined by the distance between the EN and WD, i.e.,
where d L ≥ 2 denotes the path loss exponent in DL, || · || denotes the l 2 -norm operator, and β denotes a positive parameter related to the signal carrier frequency [15] . Then, each WD k can harvest an average amount of energy from the energy transmission within each block given by [2] 
where η ∈ (0, 1] denotes the energy harvesting circuit efficiency. Let λ k E [Q k ] /T denote the average energy harvesting rate over all the transmission blocks. We thus have
In the UL information transmissions, we assume that each WD transmits data to only one of the APs. To make the placement problem tractable, the WD-to-AP associations are assumed to be fixed, where each WD k transmits to its nearest AP j k regardless of the instantaneous CSI, i.e.,
The data from different WDs are assumed to be sent over orthogonal channels, so that the received user signals are free from co-channel interference. Besides, for the simplicity of analysis, we assume no limit on the maximum number of WDs that an AP could receive data from. Then, the average power consumption rate for WD k is modeled as
where a 1,k denotes the constant circuit power of WD k, E k denotes the average transmit power as a function of the distance between WD k and its associated AP j k . Besides, a 2,k > 0 is a parameter related to transmission strategy used in the UL communication, e.g., truncated channel inversion transmission, while d U ≥ 2 denotes the UL channel path loss exponent. Note that higher path loss d U and larger WD-AP distance separation correspond to more average transmit power consumption needed in UL communication.
With the above definitions, the net energy harvesting rates of the WDs are given by
In practice, the net energy harvesting rate can directly translate to the performance of device operating lifetime (see e.g., [16] ). Specifically, given an initial battery level C, the average time before the k-th WD's battery depletes is −C/ω k when ω k < 0, and +∞ when ω k ≥ 0. In other words, given a minimum device operating lifetime requirement T k , it must satisfy
III. PROBLEM FORMULATION In this paper, we assume that the locations of the WDs are known and study the optimal placement of ENs and APs. This may correspond to a sensor network with sensor (WD) locations predetermined by the sensed objects. In particular, we are interested in minimizing the deployment cost given that the net energy harvesting rates of all the WDs are larger than a common prescribed value γ, i.e., ω k ≥ γ, k = 1 · · · , K, where γ is set to achieve a desired device operating lifetime. Specifically, the total deployment cost is c 1 M + c 2 N if M ENs and N APs are used, where c 1 and c 2 are the monetary costs of deploying an EN and an AP, respectively.
Let us first consider the following feasibility problem:
where b l , b h specifies the two corner points of a box feasible deployment area in R 2 . λ k and μ k are functions of U M and V N given in (5) and (7), respectively. Evidently, if (9) can be efficiently solved for any M and N , then the solution to the considered minimum-cost deployment problem can be easily obtained through a simple two-dimension search over the values of M and N , i.e., finding a pair of feasible (M, N ) that produces the lowest deployment cost c 1 M +c 2 N . Equivalently, (9) is feasible if and only if the optimal objective t * of the following problem satisfies t * ≥ γ for any fixed M > 0 and N > 0,
Then, the key difficulty of solving the optimal deployment problem is to find efficient solution for problem (10) , which will be studied in the following under two different scenarios: the locations of APs are either fixed (Sections IV) or jointly optimized with those of ENs (Section V).
IV. EN PLACEMENT OPTIMIZATION UNDER FIXED APS
We first study in this section the optimal EN placement assuming that the locations of APs are fixed. Given the AP locations v j 's, μ k 's can be easily calculated from (6) and (7) . It is worth mentioning that the proposed algorithms in this section are also applicable to a wireless powered network of general power usage besides communication purpose, as long as the energy consumption rates μ k 's are known parameters.
A. Greedy Algorithm
With v j 's and μ k 's being fixed, we can rewrite (10) as
where ϕ ηβP 0 . We can see that (11) is a non-convex optimization problem, because ||u i − w k || −dL is neither a convex nor concave function in u i . As it currently lacks of effective method to convert (11) into a convex optimization problem, the optimal solution is in general hard to obtain.
However, for a special case with M = 1, i.e., placing only one EN, the optimal solution is obtained in the following. By setting M = 1, (11) can be rewritten as
Although (12) is still a non-convex optimization problem (as ϕ/(t+μ k ) is not a concave function in t), it is indeed a convex feasibility problem over u 1 when t is fixed. Therefore, the optimal solution of (12) can be obtained using a bi-section search method over t ∈ (− max k=1,··· ,K μ k , P 0 ], whose detail is omitted for brevity. Inspired by the optimal single-EN placement method, we propose in the following an efficient greedy algorithm to solve (11) when M > 1.
Since placing one EN optimally is solved, we have the potential to decouple the difficult EN placement problem (11) into M relatively easy problems with M > 1. This motivates a greedy algorithm, which places the ENs iteratively one-byone into the network. In each iteration, the newly placed EN optimizes the net energy harvesting rates of an expanding subset of WDs, until all the WDs are included. Specifically, we first separate the K WDs into M non-overlapping clusters (assuming K ≥ M ), denoted by {W i |i = 1, · · · , M}. This can be efficiently achieved with the well-known K-means clustering algorithm [17] . Then, in the i-th iteration (i ≥ 1), we obtain the optimal location of the i-th EN, denoted by u * i , by maximizing the net energy harvesting rates of the WDs in the first i clusters as follows.
whereQ i−1,k denotes the accumulative RF power harvested at the k-th WD due to the (i − 1) previously deployed ENs, given byQ
In each iteration, u * i can be efficiently obtained using the similar bi-section search method in solving (12) over t i ∈ [−δ, δ], where δ is a sufficiently large number. Notice that t i + μ k −Q i−1,k < 0 may happen during the search over t i , such that (13b) becomes a non-convex constraint. In this case, however, the inequality in (13b) holds automatically, thus can be removed without affecting the result of feasibility test in consideration given the value of t i .
The pseudo-code of the greedy algorithm is given in Algorithm 1 and illustrated in Fig. 2 . Specifically, we first divide the WDs into M = 3 clusters in Fig. 2(a) , then place the 3 ENs one-by-one in Fig. 2(b)-(d) . When placing the 1st EN, the algorithm only considers the received energy of the WDs in the 1st cluster (shaded WDs in Fig. 2(b) ) from the EN to be placed; for the 2nd EN, it considers the received energy of the WDs in the 1st and 2nd clusters from the first 2 ENs; for the last EN, it considers the received energy of all the WDs from the 3 ENs. The total number of feasibility tests performed is M log 2 (2δ/σ), while the time complexity of solving each convex feasibility test is in polynomial order of the number of WDs. Therefore, the overall time complexity is moderate even for a large-scale network consisting of hundreds of WDs. 
B. Local Searching
Besides the proposed greedy algorithm, we also consider in this subsection a local searching algorithm as benchmark for performance comparison. The local searching algorithm starts with a random deployment of the M ENs, i.e., u i 's, and checks if the minimum net energy harvesting rate among the WDs, i.e., 15) can be increased by moving any of the ENs to a random neighboring location. If yes, it makes the move and repeats the movement process. Otherwise, if P r cannot be increased, the algorithm has reached a local maximum and returns the current placement solution. Several off-the-shelf local searching algorithms are available, where simulated annealing [18] is used in this paper. In particular, simulated annealing can improve the searching result by allowing the ENs to be moved to locations with decreased value of P r to avoid being trapped at local maximums. Besides, we can improve the quality of deployment solution using different initial EN placements, which are obtained either randomly or empirically, and select the resulted solution with the best performance.
V. JOINT EN AND AP PLACEMENT OPTIMIZATION
We further study in this section the joint optimization of the locations of APs with those of ENs. The joint AP-EN placement problem can be formulated by setting μ k = a 1,k + a 2,k min j∈{1,··· ,N } ||v j − w k || dU in (10), whose expression is omitted for brevity. Evidently, the optimization problem is still non-convex and hard to obtain the optimal solution.
A. AP Placement Optimization under Fixed ENs
Similar to the EN placement problem in Section III, we first consider optimizing the locations of APs given fixed EN locations, i.e., u i 's, from which λ k 's can be calculated using (5) . The optimal locations of APs can be obtained by solving the following problem: maximize
The above problem is non-convex because of the combinatorial nature of WD-to-AP associations, i.e., j k 's are discrete variables. When j k 's are known, (16) is a convex problem that is easily solvable. However, j k 's are revealed only after (16) is solved and the placement of APs is obtained. To resolve this conflict, a trial-and-error method is proposed in Algorithm 2 to find feasible solution of (16) . Conceptually, we first convert (16) into a convex problem by assuming a set of WD-to-AP associations, denoted by j (b) k , k = 1, · · · , K, and then solve (16) for the optimal AP placement based on j
k 's with the actual WD-to-AP associations after the optimal AP placement is obtained using (6), denoted by j (a) k , k = 1, · · · , K. Specifically, we check if j
k , ∀k. If yes, we have obtained a feasible solution to (16) ; otherwise, we update j
k , k = 1, · · · , K and repeat the above process until j
The trial-and-error method is convergent because the optimal value of (16) is bounded, while by updating j
k , we can always improve the optimal objective value of (16) in the next round of solving it.
B. Overall Algorithm
Based on Algorithms 1 and 2, we propose an alternating method to jointly optimize the locations of the ENs and APs. Specifically, starting with a feasible AP placement, we alternately apply Algorithm 1 and 2 to iteratively update the locations of ENs and APs. A point to notice is that Algorithm 1 (and Algorithm 2) only produces a sub-optimal solution to (11) (and (16) ), thus the objective (minimum net energy harvesting rate) may decrease during the iterations. Here, we simply record the deployment solutions obtained in L > 1 iterations and select the one with the best performance. The pseudo-code of the algorithm is shown in Algorithm 3. Given v * j 's, calculate j (a) k 's using (6);
for some k then 9 Update j
k , k = 1, · · · , K; 10 else 11 A local optimum is found, return {v * 1 , · · · , v * N }; 12 flag ← 0; 
VI. SIMULATIONS
In this section, we evaluate the performance of the proposed node placement methods. All the computations are solved in MATLAB on a computer with an Intel Core i5 2.90-GHz CPU and 4 GB of memory. In the DL energy transmission, we assume that d L = 2.2, η = 0.9, and β = 5.49 · 10 −4 (this corresponds to 915 MHz carrier frequency). The transmit power of each EN is P 0 = 2W. In the UL information transmission, we assume that d U = 2, the circuit power a 1,k = 0.1 milliwatt (mW) and a 2,k = 10 −5 W/m −2 for k = 1, · · · , K. Besides, all the WDs, ENs and APs are placed within a 24m×24m box region specified by b l = (0, 0) T and b h = (24, 24) T . In particular, each point in the following figures is an average performance of 20 random WD placements, each with K = 60 WDs uniformly placed within the box region.
We first evaluate in Fig. 3 the performance of EN placement methods with APs being fixed, where the minimum net energy harvesting rate P r in (15) is plotted against the number of ENs, M . Evidently, a larger P r indicates better system performance. Without loss of generality, we assume that 4 APs are placed at { (6, 6) , (6, 18) , (18, 6) , (18, 18) }. Besides the greedy algorithm (Greedy) and local searching algorithm (LS) proposed in Section IV, we consider two additional benchmark EN placement methods as follows.
• Cluster center method (CC): separate the WDs into M clusters and place the ENs at the cluster centers; • Uniform placement method (Uniform): uniformly place the M ENs on a circle of radius 6 centered at (12, 12) .
From Fig. 3 , we observe that the Uniform method has the worst performance due to its inability to adapt the placement to network topology. The CC method has a better performance as it tends to spread the ENs to enhance the performance of remote WDs. The LS method has the best performance among all methods considered when M < 18, thanks to its ability to get out of local maximums. Interestingly, the proposed Greedy algorithm performs closely to LS, and even better when the number of ENs is large (M ≥ 18). In practice, Fig. 3 can be used to evaluate the deployment cost of each algorithm. For instance, if P r ≥ 0 is required, i.e., achieving infinite expected operating lifetime, both the LS and Greedy algorithms need at least 13 ENs, the CC method needs 18 ENs, while the Uniform method may need more than 60 ENs.
Next, we evaluate in Fig. 4 the computational complexity of the best performing methods in Fig. 3 , i.e., the LS and Greedy algorithms. In particular, we plot the CPU time of the two methods as M increases, where each point on the figure is normalized against the CPU time achieved by the respective method when M = 4. Clearly, we can see that the complexity of the greedy algorithm increases linearly with M , where the CPU time increases approximately 6 times when M increases from 4 to 24. The LS method, however, has a much faster increase in complexity with M , where the CPU time increases by more than 30 times when M increases from 4 to 24. Therefore, even in a large-scale WPCN with large M , the computation time of the greedy algorithm is still moderate, which, however, may be extremely high for the LS method, e.g., couple of minutes versus several hours for M = 50. Furthermore, unlike the LS method that is sensitive to the selection of initial search points and the settings of searching parameters, the performance of the proposed greedy algorithm is robust in different network topologies. From the above discussions, we can conclude that the proposed greedy algorithm is the most cost-effective method for EN placement problem among the schemes that we considered.
In Fig. 5 , we further evaluate the performance of the proposed joint AP-EN placement optimization in Algorithm 3, where L = 5. In particular, we show the values of P r achieved by Algorithm 3 under different number of APs (N = 4, 8) as M increases. For comparison, we also plot the performance when only the EN placement is optimized using Algorithm 1. In this case, the AP locations are set as the same initial AP locations v j 's used in Algorithm 3 for joint AP-EN placement. Evidently, we can see that the joint AP-EN placement method significantly improves the performance compared to optimizing EN placement alone. For instance, when P r ≥ 0 is required, we see that the joint AP-EN placement optimization needs 8 ENs, while optimizing EN placement alone requires 12 ENs, with the same number of information APs deployed (i.e., N = 8). The above results validate the effectiveness of the proposed joint AP-EN placement optimization via Algorithm 3.
VII. CONCLUSIONS
In this paper, we first studied the optimal placement of ENs given fixed AP locations in WPCNs, where an efficient greedy algorithm is proposed to tackle the problem non-convexity. Based on this algorithm, we further proposed an alternating optimization method to jointly optimize the placements of ENs and information APs. Simulation results show that both the proposed greedy algorithm and the alternating optimization method can effectively reduce the deployment cost for ENs and APs, while requiring low computational complexity even for large-size WPCNs. 
