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How proteins fold into compact, highly ordered and functional three-dimensional structures 
continues to challenge the modern science. UV resonance Raman (UVRR) is one of the 
advanced technologies used to study protein folding problem. In this thesis, by using UVRR 
spectroscopy, we examined solution environment effect on poly-L-lysine (PLL) 
conformation in great detail. 
We investigated the sidechain electrostatic control of PLL conformation by 
examining the PLL conformational dependence on pH, the presence of NaCl and NaClO4, 
and temperature. At pH value below 7, PLL adopts the extended polyproline II (PPII) and 
2.51-helix conformations. Increasing  pH and the addition of NaClO4 induces PLL to form a 
high content of α-helix-like conformations (α-helix, π-bulge/helix and turn structures) by 
decreasing the sidechain electrostatic repulsion. In contrast to NaClO4, we found that high 
concentrations of NaCl has negligible impact on the PLL conformation at low pH. Utilizing 
UVRR, we also quantitatively tracked temperature and NaClO4 concentration induced 
conformation changes of PLL. We experimentally determined the conformational population 
distributions and the energy landscape of PLL along the Ramachandran Ψ angle under 
different solution conditions. 
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 v 
We measured the NaClO4 concentration dependence of PLL amide hydrogen 
exchange kinetics at pH 2.8 using UVRR spectroscopy. We found NaClO4 slows the 
hydrogen exchange rates for the extended conformations and conformational exchange rates 
between the extended and α-helix-like conformations. We proposed a NaClO4 protection 
mechanism.   
This thesis also includes the study of the resolution enhancement mechanism of 
generalized two-dimensional correlation spectroscopy (2D COS). Despite extensive study, 
the origin of the 2D COS spectral patterns for overlapping bands and the resolution 
enhancement mechanisms are not completely understood. By using the simulation method, 
we elucidated the origin of 2D COS spectral features and identified the conditions to resolve 
overlapping bands.    
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1.0  THE PROTEIN FOLDING PROBLEM 
Proteins are important biological macromolecules that are encoded in the DNA 
sequences. Proteins are involved in a wide range of fundamental biological processes such as 
biochemical catalysis, transport and energy transduction. Structurally, proteins are linear 
polymers composed of amino acids. Under physiological conditions of pH and temperature, 
most proteins fold into a unique, highly ordered, and compact structure. Despite more than 
half century of active study, the question of how and why proteins fold remains one of the 
major unsolved problems in biophysical chemistry. Interest in this problem has greatly 
increased since the realization that many diseases are caused by misfolded protein, such as 
Alzheimer, Parkinson, Creutzfeld Jakob syndrome, type II diabetes, mad cow disease and 
many others.
1-6
 Understanding how proteins fold is also of fundamental importance for 
proteomic and structural genomics of proteins. As a result, protein folding problem remains 
one of the hot spots of current research. In 2005, Science named the protein folding problem 
one of the biggest unsolved problems in science.
7
 
1.1 SECONDARY STRUCTURES OF PROTEINS  
Four levels are considered to describe the protein structure.  The primary structure of 
a polypeptide is the amino acid sequence from amino-terminus to carboxyl-terminus. The 
 2 
secondary structure is the local spatial arrangement of its main-chain atoms without regard to 
the conformation of its side chains. Association of secondary structural elements in single 
protein molecule results the tertiary structure. Quaternary structure is a larger assembly of 
several protein molecules or polypeptide chains. The quaternary structure is stabilized by 
noncovalent interactions and disulfide bonds.  
The conformation of a polypeptide backbone is specified by the torsion angle pairs 
(Φ,Ψ) for each residue.  Because C-N bonds have partial double bond character due to 
resonance of O=C-N-, so the O=C-N are almost a planar, and rotation barrier about the (O)C-
N bond is high.  The only bonds which can rotate freely are the N-Cα bond and Cα-C bonds, 
whose rotation dihedral angels are denoted Φ and Ψ (Fig. 1.1), respectively.  Thus, the Φ and 
Ψ dihedral angles are the two structural coordinators which determine the backbone 
conformation of a polypeptide. The plot of the favored Ψ, Φ combination in rectangular 
coordinates is called the conformational map, or the Ramachandran diagram. (Fig. 1.2)  This 
representation is used principally in the studies of conformational restrictions and 
preferences. 
 
Figure 1.1. The schematic geometry of a polypeptide backbone. Reproduced from 
http://www.quora.com/Why-are-most-alpha-helices-in-proteins-right-handed.  
 3 
 
 
 
Figure 1.2. Ramachandran plot of alanine dipeptide. α, yellow; β, blue; PPII purple; αL, red. 
Reproduced from Fitzkee et al.
8
  
 
There are three common secondary structures in proteins, namely helices, beta sheets, 
and turns.  Secondary structure provides the information of protein backbone conformations, 
and the formation of secondary structure is one of the most important and fundamental 
element of the protein folding puzzle. 
1.1.1 α, π, 310-Helix  
Helix is one main group in all types of secondary structures.  Originally, a number of 
possible helix types were proposed, including α (3.613), γ (5.117), π (4.416), 2.27, 310, and 
4.314, where the format rm denotes a structure having r residues and m atoms per turn.  Of all 
the hypothesized helix types, only the α, 310, and π-helix have been observed in protein 
 4 
structures.  The main stabilizing factor for helical structures is the repeating hydrogen 
bonding between main chain carbonyl oxygen and amide hydrogen groups.  
 
. 
α-Helixπ-Helix 310-Helix PPII 2.51-Helix
 
Figure 1.3. The backbone conformations of peptide. 
 
The α-helices are the best known and most easily recognized structure.  It was first 
described by Pauling, Corey and Branson.
9
  Their model of the α-helix was soon supported 
by the X-ray analysis of hemoglobin by Perutz.
10
 In protein crystals, ~31% of amino acid 
residues are in alpha helical structures.  The i→i-4 backbone hydrogen bonding pattern is 
adopted by α-helix, which is defined by the amide hydrogen bond donor (i) and the carbonyl 
hydrogen bond acceptor (i-4). The average dihedral angles are Φ =-57° and Ψ =-47°.   
310-helices, with i→i-3 hydrogen bonding, are much less common than α-helices, and 
~3% of amino acid residues are in 310-helices.
11,12
  The majority of 310-helices are very short, 
with 96% having no more than four residues.  Survey of known protein crystal structures 
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shows that the 310-helix conformation is favorable for structures connecting two β-stands, but 
unfavorable for structures connecting α-helices and β-stands.11  The 310-helices observed in 
proteins show a wide spread in the residue Φ, Ψ angles.11,13  The standard Φ, Ψ angles of 310-
helix are -49°, and -26°, respectively (Perutz).
10
  
Recently, there has been renewed interest in the interconversion between 310-helix 
and α-helix.14,15  Experimental work suggests that 310-helix is formed early in the folding of 
α-helix.16,17  Some of the first evidence for 310-helix as a folding intermediate in the 
formation of an α-helix was suggested by Sundaralingam and Sekharudu.18 Theoretical 
studies also provides support of the proposal of the 310-helix as a thermodynamic 
intermediate in a-helix folding.
19,20
 Again, the transition between 310-helix and α-helix 
appears to play a role in the protein folding. 
The third helical form is π-helix with Φ= -57°, Ψ= -70°.  Early studies showed very 
limited experimental evidence for the existence of π-helix.  The rarity of the π-helix has been 
attributed to its instability due to the following properties: (1) the dihedral angles are 
unfavorable, lying at the very edge of an allowed minimum energy region of the 
Ramanchandran plot; (2) the larger radius of the π-helix means that the main chain atoms are 
no longer in van der Waal contact along the helix axis; (3) a large entropic cost is required to 
form a helix in which five residues need to be aligned to permit the i→i-5 hydrogen bond.21   
The existence of a left handed π-helical structure was inferred first from the infrared 
spectra of thin film of poly(beta phenetyl-L-aspartate).
22
  It has been proposed that peptides 
in lipid vesicles or membranes might form π-helical structures.23  Recently, Weaver 
identified 10 protein structures in which π-helical turns occur.24  Fodje and Al-karadaghi 
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identified 104 π-helices in 936 high resolution structures.21  Hence, these helices are not as 
rare as once thought.  
Recently, the presence of the π-helix has been found in several molecular dynamic 
simulations.
25-27
  For example, (AAXAA)3 peptide forms π-helical hydrogen bonding 
patterns with a preference for particular amino acid.
28
  The stabilization of the i→i-5 
hydrogen bonds could be attributed to water bridged side chain interactions or hydrophobic 
interaction between stacked side chains.  This suggests that the π-helix is not as unstable as 
previously believed. 
1.1.2 PPII and Random Coil 
The random coil is the state in which the conformation of any one peptide group is 
uncorrelated with any other in the chain, particularly its neighbours.
8,29,30
  All polypeptide 
conformations are equally likely, equally accessible, and of equal energy.  In a random coil, 
the energy difference among sterically accessible backbone conformers are on the order of 
kT.  The energy landscape appears essentially featureless, and a Boltzmann-weighted 
ensemble of such polymers would populate this landscape uniformly.  
Tanford’s pioneering experiments on denatured proteins in 6 M guanidinium chloride 
were interpreted by using the random coil model, and they anchored a widespread belief that 
denatured proteins are structureless chains.
31
  The random coil model has been applied to 
studies of backbone conformations in denatured states.  However, one can imagine that the 
energy differences between major backbone conformations are sufficiently large to favor one 
conformation over others, and random coil state is almost certainly never found for any 
polypeptide in water. It has been now realized that random coil hypothesis or Flory’s 
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isolated-pair hypothesis that each pair of side chains are sterically independent breaks down 
in parts of the dipeptide map.
32,33
  And specifically, it has been found three or more residues 
in the α-helix region of Φ, Ψ space cannot be followed immediately by a residue from the 
β/PPII region without encountering a steric clash (Fig. 1.4).34  Such local steric restrictions 
decrease the conformational space greatly. 
 
Figure 1.4. A β residue cannot follow three or more residues of α-helix without encountering a 
steric clash between the oxygen atoms at ith and i+3 positions. Reproduced from Fitzkee and Rose.
34
 
 
The polyproline II (PPII) structure is a left-handed 31-helix with ideal backbone 
dihedral angles around Φ=-75° and Ψ=+145°, resulting in an axial translation of 3.20 Å.  The 
name of ‘polyproline helix’ was motivated by the fact that collagen peptides, which are rich 
in proline, adopt this conformation, but PPII is certainly not restricted to proline residues.   
Unlike α-helices, PPII helices do not participate in intra-segment or inter-segment 
hydrogen bonds.  The stability of PPII conformation results from peptide-water hydrogen 
bonds, the chain entropy which is maximized in the PPII conformation, and the minimum 
disruption of the solvent structure.
35-39
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Recently, several lines of compelling evidence have converged to reveal that the 
backbone conformation of unfolded protein is predisposed to PPII conformation.
33,40-44
  It has 
been shown using NMR and CD spectroscopy that seven-residue alanine peptide adopts the 
PPII conformation in an aqueous environment, which was believed to be random coil 
previously.
45,46
  Moreover, it has been found that one-third of the coil library are composed 
of individual residues adopting PPII backbone conformation.
47
   
The presence of defined localized structure in the backbone conformation of unfolded 
proteins has far-reaching implications for the protein folding problem.  It suggests that the 
structure of unfolded protein is less heterogeneous than has been thought previously and that 
the backbone entropy in unfolded states is much lower than that implied by the random coil 
model. 
1.2 PROTEIN FOLDING THEORIES  
The impetus for protein folding research stems from two of the most well-known 
theories of protein folding: Anfinsen dogma and the Levinthal Paradox. In 1969, Anfinsen et 
al. demonstrated that ribonuclease A can spontaneously refold into its native conformation in 
the in vitro setting.
48
  This remarkable observation implies that all of the protein folding 
information is encoded in the protein sequence. It was concluded that the energy of the 
system is lowest when a protein is in its native conformation, which has been an established 
principle for understanding protein folding. Anfinsen dogma makes the protein folding 
problem become a physical chemical problem.  
 9 
Levinthal first recognized in 1969 that a random, unbiased search would involve an 
exponentially large number of local minima.
49-51
 This is in stark contrast to the millisecond 
time scale that a protein typically takes to fold to its native conformation. This finding was 
called Levinthal Parodox: the folded state of a protein cannot be found by random search in a 
biologically feasible time scale.  Levinthal concluded that there must be some sort of 
pathway for protein folding. Thus began the search for a theory of protein folding, and for 
knowledge of the folding pathway(s).  
The implication from these theories triggered extensive research on the identification 
of folding intermediates, real-time folding studies, computation modeling and simulations, 
and energy landscape analysis. From these pioneering works, several models on protein 
folding mechanism were conceptualized, including a framework model, 
52,53
 a hydrophobic 
collapse model,
54
 a diffusion collision adhesion model,
55
 and a nucleation-condensation 
model.
56,57
  These various theories were able to explain reasonably well particular pieces of 
experimental data associated with the folding of individual proteins. But none by themselves 
appeared to offer a universal description of the underlying principles of the folding 
process.
58,59
 Energy landscape theory was proposed thereafter.  
1.2.1 Energy Landscape Theory 
Energy landscape is actually a mapping of potential energy defined by the structural 
coordinates. According to the principles of thermodynamics, if a system has n degrees of 
freedom F=(f1, f2, f3…fn), the stable state of the system can be found by determining the set of 
values that gives the minimum value of the free energy function G(F)=G(f1, f2, f3, …..fn) 
when explored over all possible values of  f. Such functions are called energy landscapes.
60-62
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Fig. 1.5 shows a funnel shaped energy landscape. The overall folding kinetics are 
determined by the shape of energy landscape. The global minimum of the landscape 
corresponds to the native conformation. Local minima give rise to the formation of folding 
intermediates. We can see that the landscape shows the multiple folding pathways, and each 
pathway may have different local minimum and energy barrier. This shows the multiplicity 
and heterogeneity of the landscape. The nature of protein folding energy landscape suggests 
that any single molecule can take any of a number of routes through the landscape.  
 
G(f1, f2)
f1
f2
 
Figure 1.5. Funnel-shaped energy landscape. Reproduced from Borgia et al.
63
 
 
Obviously, protein folding is clearly a very complex process, since this process could 
involve a large number of structural coordinates, the backbone and sidechain bond angles.  
The application of energy landscape theory to the protein folding problem provides a step 
toward depicting the complexity of the protein folding process by showing the interplay 
between structural coordinates and representing the degree of conformational heterogeneity 
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associated with various stages of folding.
64
 Energy landscape has been developed to be a 
more general conceptual framework for understanding the mechanism of protein folding, 
which is believed to determine the thermodynamic stability and the folding process of 
proteins.  Many experimental and theoretical studies are devoted to characterizing the energy 
landscape of protein folding.
64-68
  
1.3 EXPERIMENTAL METHODS USED FOR STUDYING PROTEIN FOLDING  
Many techniques have been used to study protein folding problem. In the following, 
we are going to discuss some of main techniques.  
X-Ray diffraction is the gold-standard of structural probes.
69
  Its main use is to 
determine static structures of hydrated solid crystal of peptides and proteins. These static X-
ray structures give detailed information on conformation, bond lengths, and interresidue 
atomic distances.  However, high-resolution studies of proteins are not always feasible.  For 
example, crystallographic studies require high-quality single crystals which for many 
proteins are not available. X-ray diffraction is not able to probe dynamic information of 
protein. 
Multidimensional NMR is also a powerful and routine tool to investigate protein 
structures.
70
 NMR spectra can provide protein structure information with atomic resolution. 
Protein structure information can be obtained from the chemical shifts, spin-spin coupling 
constants, residual dipolar coupling, and cross-relaxation signals.
71,72
 By the methodology 
Vuister and Bax proposed
73
, 6.1cos76.1cos51.6 23  HNJ  with  60 , NMR 
can provide quantitative Φ dihedral angle information of peptide secondary structure by 
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determining 
3
JHNα coupling constant. The high resolution of NMR makes possible probing 
the protein structure dynamics.
74
 Unfortunately, NMR is only able to probe protein dynamics 
at relatively long time scales.   
Circular Dichroism (CD) spectroscopy measures the differential absorption of left-
handed circularly polarized light and right-handed circularly polarized light in the ultraviolet 
region.  Peptide bonds have intense absorption at ~190 nm due to the π-π* transition.  
Different secondary structural elements in protein give rise to different characteristic CD 
spectra, so CD can be used to assess the presence of particular secondary structure.  
Employing basis datasets, the secondary structure composition of proteins can also be 
evaluated.
75
 
IR spectroscopy has emerged as an important technique for studying protein 
structure and fast folding kinetics.
76
  The frequency of the amide stretching vibration has 
been shown to be strongly correlated with protein secondary structure.  The AmI band is one 
of valuable reporters of peptide structure and environment which mainly derives from C=O 
stretching vibration.  However, there are two main shortcomings for IR spectroscopy: one 
arises from the overlap of water absorption; the other one arises from the contribution of side 
chain absorption in the AmI region. and the spectral subtraction reduces the S/N, and the 
diminishing the accuracy with which protein structure can be quantitative.
77
  
UV Resonance Raman (UVRR) spectroscopy, as a vibrational technique, enjoys 
advantages similar to infrared in terms of structural specificity, but, unlike infrared, UVRR 
spectroscopy is not subject to interferences from water.
78,79
 The resonance effect allows one 
to choose, through selection of the excitation frequency, to study specific UV chromophores. 
Resonance Raman scattering at ~200 nm provides directly information on the protein 
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secondary structure, since the vibrations coupled to the peptide bond electronic transition is 
selectively enhanced.  ~229 nm excitation enhances the vibrations of aromatic amino acid 
side chains, such as tyrosine, tryptophan in protein and allows monitoring the aromatic amino 
acid environment. This selectivity dramatically simplifies the spectra, since there is no 
interference from the vibrational bands which are not resonantly enhanced. Also, as an 
optical technique, fast time resolved experiment can be carried out.  
Fluorescence is one of the most frequently used techniques for protein dynamic study 
with high sensitivity and versatility.
80
  Chromophore fluorescence intensity is sensitive to 
both global and local changes in protein conformation. The (un)folding of a protein can be 
studied by monitoring the fluorescence spectrum or intensity change, provided that the 
(un)folding processes change the environment of the chromophore used. Aromatic amino 
acids like Trp are the convenient intrinsic fluorophores because of the high quantum yield 
and low occurrence in sequence.   
Since the strong quantum yield, fluorescence signal of single molecule can be 
detected. In Fluorescence resonance energy transfer (FRET) experiment, by engineering 
suitable donor and acceptor chromophores in the protein, it allows measurements of 
intramolecular distances and distance change during protein folding, which provides a 
detailed picture of the protein structure dynamics. Furthermore, FRET can be used to 
determine the distance distribution and thus conformational distribution and dynamics of 
proteins.
81-83
 
Atomic force microscopy and optical tweezers are the most recently developed 
advanced single molecule force spectroscopy used to study protein folding problem.
84-87
 In 
these experiments, the external force is exerted to single protein molecules, and denatures the 
 14 
protein structure. Proteins are directly manipulated and their behavior under tension is 
described in terms of a well-defined reaction coordinate, namely their molecular end-to-end 
distance. These methods can monitor in real time the fluctuations between different 
molecular conformations and characterize directly the thermodynamics and kinetics of these 
processes, measure directly the potential of mean force of a molecule as a function of its 
extension, probe the protein folding intermediates, and explore the protein folding pathway 
and energy landscape.
85,88-90
   
Hydrogen exchange is a widely used method to probe protein solution structures. 
Protein hydrogen exchange studies were initiated by Linderstrom-Lang and the Carlsberg 
group in the mid-1950s.
91
 The basic idea is that hydrogens on main chain and polar side 
chain groups of protein could exchange with the hydrogen atoms of the solvent water readily.  
The amide hydrogen exchange is both acid- and base-catalyzed. The pH dependence 
of the exchange rate has been well studied.
92
 At a particular condition, such as pH and 
temperature et al., the amide proton exchange rate can slow down significantly when 
hydrogen involves hydrogen bonding or the solvent inaccessibility because of the formation 
of tertiary structure. Therefore, the rate of hydrogen exchange of a protein is related to the 
stability of secondary structure elements and to the tertiary structure of the protein. As a 
result, analysis of the kinetics of hydrogen exchange in proteins has been a powerful method 
for studying both protein structural and dynamic properties. The exchange rate also reflects 
the nature of the protein environment and yield insight into a major class of backbone 
fluctuations and intermediate structural information.  
The hydrogen exchange method is usually combined with various spectroscopic 
methods. With increasing field strengths and multidimensional methods, NMR became the 
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instrument of choice for studying hydrogen isotope exchange in protein since the late 1970s 
and led to the resurgence of H/D method.
92-94
 Following NMR, mass spectrometry (MS), 
particularly since the inception of ESI-MS at the beginning of the 1990s, has become an 
increasing popular for monitoring hydrogen isotope exchange to examine difficult 
biophysical systems.
95-97
 Raman and IR spectroscopies combined with hydrogen exchange 
are widely used method to investigate protein structures.  
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2.0  UV RESONANCE RAMAN SPECTROSCOPY 
2.1 INTRODUCTION TO RAMAN SPECTROSCOPY 
Raman scattering effect arises from the interaction of the incident light with the 
electrons in the illuminated molecule, which leads to the energy transfer between the photon 
and molecule. As a result, the light is scattered in frequency shifted by the energy of its 
characteristic molecular vibrations. The analysis of scattered light provides the rich 
information about molecular structure of sample.  
Raman effect was first discovered by Raman and Krishnana by studying the light 
scattering of water and alcohol vapors in 1927.
1,2
 Since then, the effect has attracted attention 
from a basic research point of view as well as a powerful spectroscopic technique with many 
practical applications. There are two major milestones in the history of Raman spectroscopy 
which results in dramatic development of Raman techniques. The first is the advent of the 
laser in the 1960s, which provides an intense monochromatic light source. The second one is 
the technique advances in detector and tunable lasers in the 1980s.  
Beside normal Raman, various special Raman spectroscopy techniques have been 
developed, including Resonance Raman (RR), surface enhanced Raman (SERS), tip 
enhanced Raman (TERS), nonlinear Raman such as Coherent anti-stokes Raman (CARS), 
stimulated Raman (SRS), and hyper-Raman spectroscopy.  
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In normal Raman, the energy of the incident light is not sufficient to excite the 
molecule to a higher electronic energy state, but a “virtual state”, which falls between the 
ground and an electronically excited state. The spectral intensity in normal Raman is very 
weak.  When incident light energy is high enough to excite the molecule to the excited 
electronic state, the vibrational modes which coupled with the electronic transition would be 
selectively enhanced. The effect is called RR scattering. In RR, the Raman signal can be 
enhanced in ~10
6
 order. Therefore, RR spectroscopy can be used to probe different 
chromophores in the molecule by changing the excitation wavelength. 
Surface enhanced Raman arises from the enhanced local field in the close proximity of 
nanostructured metal surfaces, typically silver or gold, when the incident and scattered 
radiation is resonant with the local plasmonic resonance of the metal surface.
3
 This technique 
is one of the fast growing areas of Raman spectroscopy. TERS is a new developed area of 
SERS, which introduces the use of a metallic tip brought into close proximity of surface-
bound molecule.
4
 CARS and SRS, in recent years, have been gaining importance as a 
practical nonlinear method of spectroscopic investigation. Because of their high spatial and 
time resolution, and using vibrational contrast instead of labeling, CARS and SRS 
microscopy techniques have been developed and is becoming more and more popular for 
investigating biological problems.
5-10
 
Raman spectroscopy is currently experiencing tremendous growth and has been 
applied in studying various problems. Non-laboratory application triggers the rapid 
development of handful Raman instrumentation. Recent advances in Raman spectroscopy 
have been reviewed recently in Journal of Raman spectroscopy.
4,11-13
  
 24 
2.2 LIGHT SCATTERING THEORY14 
If a molecule interacts with light, the electric field of photons will exert oppositely 
directed forces on the electrons and the nuclei.  As a result, the electrons will be displaced 
relative to the nuclei, and the polarized molecules will have an induced dipole moment 
caused by the external field, which can be expressed by equation:  
EP      (2.1) 
where P is the induced dipole moment, α is the polarizability of the molecule, a measure of 
the ability to respond to an electric field and acquire an electric dipole moment.  E is the 
electric field of the incident light:  
tEE 00 2cos        (2.2) 
In classical theory, the polarizability α is a function of nuclear coordinates Qj whose 
variation with vibration of the molecule can be expressed as follows: 
.......)(0  j
j
Q
Q

    (2.3) 
The time dependence of Qj is given by  
tQQ jjj 2cos
0        (2.4) 
If we just consider first order term, we can get:  
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The above induced dipole moment derived from classical treatment of interaction of 
the molecule and the incident radiation field gives the following useful information: (1) It 
demonstrates the light is scattered at three frequencies: Rayleigh scattering; Stokes Raman 
scattering, and anti-Stokes Raman scattering;  (2) It provides the primary selection rule for 
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Raman scattering is the change of polarizability ( 0
jQ

); (3)
jQ

 may vary for different 
molecules and for different vibration modes in a given molecules, which leads to a wide 
variation in Raman scattering intensity; (4) 
jQ

is generally much smaller than α0, so Raman 
scattering is much weaker than Rayleigh scattering. However, classical theory cannot provide 
reasonable explanation of resonance Raman scattering.   
The Raman resonance enhancement can be explained by quantum mechanical 
theory.
14
 The quantum theory of spectroscopic processes treats the external electronic field as 
a perturbation, and explores how energy may be transferred between the radiation and 
molecules as a result of their interaction. According to quantum theory, radiation is emitted 
or absorbed as a result of a system making a transition between two discrete energy levels. 
The induced transition dipole moment associated with the initial and final molecular states is 
defined by '' ˆ iffi PP  . Where Pˆ  is the dipole moment operator, and
'
f  and 
'
i  is the 
perturbed the time-dependent wavefunctions for the final and initial states.  
The general expression of transition polarizability (α)fi with components ρσ is:  
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   (2.6). 
f, r, i refer to the wavefunction of final, initial and virtual states, as shown in Fig. 2.1. ω is the 
frequency at a specific state shown at subscript.  ω1 is the frequency of incident radiation. Γ 
comes from the r state wavefunction: tii rrrr )(exp   , which relates to the lifetime 
of the r state. irri   . The above equation shows the relationship between the 
polarizability to the energy levels and wavefunctions of the scattering system.  Let us 
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consider the frequency denominators: when ri 1 , the first denominator tends to –iΓr, the 
second denominator cannot become small, and the first term will dominate in the sum over r, 
and the resonance Raman scattering occurs. The intensity of resonance Raman scattering can 
be expected to 10
6
 orders of magnitude greater than normal Raman scattering because of the 
first denominator becomes very small. 
 
Figure 2.1. Energy transition diagram. 
 
From the induced dipole moment, the intensity of scattering can be determined 
according to the equation: 
24
1 )( fififi PCI         (2.7) 
C is a constant equal to 64π2/(3c2), where c is the velocity of light.  
So the following points are addressed: which types of electronic transition give rise to 
significant Raman intensity enhancement?  Which bands are enhanced in a resonance Raman 
spectrum?  In order to answer these questions, simplification of polarizability expression is 
needed. In resonance Raman scattering, the terms with non-resonant denominators is relative 
small so that it can be neglected.  It is convenient to apply Born-Oppenheimer approximation 
to separate the vibronic states into products of vibrational and electronic states.  The 
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electronic transition moments which depend on the molecular vibrational coordinates Qk, can 
be expressed in term of the Herzberg-Teller expansion using perturbation theory.  Finally, the 
ρσ component of the polarizability tensor associated with the vibrational transition from egvf 
to e
g
v
i 
 is given by: 
DCBAigfg ee  :)(                                    (2.8) 
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(2.12) 
where e
g
 and e
r
 are the electronic quantum number at ground and r (virtual) states, 
respectively.  )(gfk  is the vibrational quantum number at the ground final state for kth 
vibrational mode.  
k
ee es
h  is a coupling integral defined by 
)()/()( 000 QQQh rses eke
k
ee
 

. 
0)( rg eep  is the pure electronic transition dipole moment 
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associated with the electronic transition rg ee  , and the superscript 0 indicates the 
transition involves the unperturbed states.   
The above equations show the transition polarizability arises from four factors: the 
pure electronic transition moment and vibrational overlap integrals named A-term (Eq 2.9), 
vibronic coupling of the resonant electronic state to one or more other excited states named 
B-term (Eq 2.10); vibronic coupling of the ground electronic state to one or more excited 
states named C-term (Eq. 2.11), vibronic coupling of the resonant excited state to one or 
more other excited states named D-term (Eq. 2.12).  Here we just discuss the properties of A-
term which is the most common case in strongly allowed transitions to show the vibrational 
enhancement mechanisms. 
To attain A-term to be non-zero, two conditions must be fulfilled: (1) the transition 
dipole moments 
0)( rg eep  and 
0)( gr eep are both non-zero, which is fulfilled if the resonant 
electronic transition is electric-dipole allowed; (2) the products of the vibrational overlap 
integrals (Franck-Condon factor), 
)()()()( gi
k
rr
k
rr
k
gf
k   are non-zero for at least some 
values of the excited state vibrational quantum number ν.  The vibrational overlap integrals 
are zero unless the wavefunctions are non-orthogonal.  Non-orthogonality can arise in two 
ways.  One is that there is a difference of vibrational frequency between the ground and 
excited states gk
r
k   , or the potential energy surface is different in the two electronic 
states.  The second way is that there is a displacement ΔQk of the potential energy minimum 
along the normal coordinate Qk between the electronic states 
ge  and re  and the non-zero 
overlap integrals can be calculated using the Manneback recursion formulae.
15
 Fig 2.2 shows 
two cases which generate different A-term values. In the first case (the top diagram), the 
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wavefunction would be orthogonal and there would be no A-term contribution. In the second 
case (the bottom diagram), a displacement of the potential energy minimum occurs, which 
lead to significant A-term contribution.  
Thus far, if the geometric distortions occur on electronic excitation, which leads to a 
displacement of the excited state potential surface along the Raman active normal coordinate, 
the intensity of the vibrational mode will be enhanced greatly (Eq. 2.4). A-term is dominant 
for the totally symmetric vibrations, while B-term enhancement will dominate only for the 
non-symmetric vibrations.  The C and D-terms give rise to overtones and combination tones, 
and are normally to be very small. 
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Figure 2.2. The dipole electronic transition and vibrational overlap integrals involved in A-term. 
The wavefunction would be orthogonal in the top case and there would be no A-term contribution in the 
top case. Potential energy minimum displacement occurs in the bottom case which leads to significant A-
term contribution. 
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2.3 UV RESONANCE RAMAN CHARACTERISTIC SPECTRA OF PEPTIDE 
BACKBONE 
UV Resonance Raman (UVRR) spectroscopy is known as a very powerful tool for 
studying protein secondary structure.
16-18
  When UV excitation ~200 nm is used to illuminate 
the peptide/protein, vibrations which are coupled with peptide backbone π-π* electronic 
transition are selectively enhanced. Extensive research has been done on developing 
methodology to extract the protein structure information from UVRR spectrum in Sanford 
Asher’s group at the University of Pittsburgh over the past ~10 years, and there have been 
great advances.
16,19-21
 
Fig. 2.3 shows the 204 nm UVRR spectra of aqueous PLL solutions at different pH 
values where the extended PLL was converted to helical PLL as pH increases. The UV 
resonance Raman spectra shows characteristic bands which mainly include AmI, AmII, 
AmIII, and Cα-H bending bands. It can be seen that these band shapes, band intensities and 
band positions are very sensitive to protein conformation transitions. 
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Figure 2.3. 204 nm UVRR spectra of poly-L-lysine at various pH values. 
 
AmI band (~1660 cm
-1
) is mainly contributed from the peptide carbonyl stretching 
vibration, although there is a small contribution form the N-H in plane bending vibrations.  
The wavenumber is lower (~1651 cm
-1) for α-helix than for β-turn (1652 cm-1), PPII (1664 
cm
-1), or β-sheet (1670 cm-1), reflecting the influence of intrahelical H bonds.  
AmII band (~1560 cm
-1
) derives from the C-N stretching and N-H in-plane bending 
band.  This band is very weak in classical Raman but very strong in far UV spectrum.  The 
enhancement with UV excitation can be understood in terms of the geometry changes 
associated with excitation of the peptide chromophore to its π-π* state.  Deuteration will lead 
the AmII band to lose N-H in-plane bending component and leave an almost pure C–N s 
AmII’ vibration at 1470 cm–1.  Previously, it was believed that the AmII band frequency is 
much less sensitive to structure.  However, Huang et al
22
 found AmII components at 1522 
cm
-1
 for α-helix and 1543 cm-1 for β-sheet.  Krimm and Bandekar23 computation result shows 
the AmII band frequency dependence on peptide conformations .  Also, Asher
24
 group found 
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that the UV Raman AmII band of the extended PPII conformation has the largest temperature 
dependence with ~-0.14 cm
-1
/°C indicating the AmII band position is sensitive to H-bonding 
state of the amide bonds. 
Cα-H bending band (~1400 cm
-1
) is of great interest because it is conformational 
sensitive.  The Cα–H b bands that are resonantly enhanced in the extended PPII, β-sheet, and 
β-strand-like conformations, are not enhanced in the α-helix-like conformations. As a result, 
as shown in Fig. 2.3, the Cα–H b band shows a large intensity decrease relative to that of the 
AmII and AmIII bands. Resonance enhancement of Cα-H b band in non-α-helical 
conformations was suggested to arise from a conformational dependent mixing of the Cα-H 
bending coordinate with the amide III coordinate, which is absent in α-helices.19  Using the 
Cα–H b band intensity to indicate the extended PLL concentration content, the 
conformational fraction can be calculated.
16,19,25
   
AmIII band is the most complicated band but very informative.
26,27
  Until now, there 
is an incomplete understanding of the amide vibrational modes, despite years of excellent 
experimental and theoretical studies.  Diem et al.
28
 used IR VCD isotopic substitution  and 
identified  that the AmIII bands originate from coupling of N-H in-plane, (N)Cα-H and 
(C)Cα-H bending vibrations.  Lee and Krimm’s
29
 theoretical and experimental studies of α-
helical poly(alanine) also revealed that the AmIII normal-modes of observed AmIII region 
bands derive from C-N stretch , N-H in-plane bending, Cα-H b, and Cα-C s modes.  Sieler et 
al
30
 identified two amide III in the UV resonance Raman spectra of glycylglycine.   
It is has been shown that the frequency of the amide III band is sensitive to the 
peptide backbone conformational changes.  In 1977, Lord
31
 published his classical paper 
about ‘strategy and Tactics in the Raman Spectroscopy of Biomolecules’, in which he 
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postulated that the frequency of the amide III band in the Raman spectra of peptides and 
proteins is a well-defined function of the dihedral angle Ψ.  In a most recent study, Asher et 
al.
19
 investigated in more detail the conformational sensitivity of amide III for alanylalanine, 
its isotopic derivatives and some acetylated amino acids and found that the NH in-plane 
bending mode of the peptide group and the respective (C)Cα-H bending mode are coupled. 
The eigenvector of amide III exhibits an in-phase combination of (C)Cα-H and NH in plane 
bending, in agreement with earlier suggestions by Jordan and Spiro.
32
  Results of normal 
mode calculations for minimized structures with different constrained Ψ angles suggest that 
the coupling between the two bending modes exhibits a sinusoidal dependence on Ψ and a 
linear dependence on the distance between the hydrogen atoms of (C)C-H and N-
H: )sin(0   A , where ν is the calculated AmIII frequency, ν0 is the AmIII 
frequency constant, A is the amplitude of the frequency dependence on Ψ, and δ is the 
relative phase of the sine curve with respect to Ψ.19   
The above vibrational mixing is maximal for Ψ~ 120°, which corresponds to the β-
sheet region of the Ramachandran plot and minimal for right-handed α-helical conformations 
where Ψ~ 60°. This explains the much higher amide III frequency in the UV-Raman 
spectrum of the helical structures.  They also carefully examined and reassigned the bands in 
the amide III region.  They found AmIII3 band is the most sensitive to the peptide bond 
conformation.   
Most recently, by using and ala-based AP peptide, ignoring very modest Φ 
Ramachandran angle dependence, after examining the hydrogen bonding state of the peptide 
bonds and temperature dependence in detail, Mikhonin et al.
33
 developed a quantitative 
methodology which calculates the Ψ angle distribution from the AmIII3 band frequency 
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distributions (Fig. 2.4).  The importance of this result is that, Raman spectroscopy can be 
used to determine the distribution of Ψ angles among the peptides linkages of a protein.   
 
Figure 2.4. Correlation between AmIII3 frequency and Ψ Ramachandran angle. Reproduced 
form Mikhonin et al.
33
 
As the discussion above, the vibrational spectrum of proteins contains a wealth of 
information that can be exploited to learn about the structure and function of proteins. UVRR 
spectra of proteins have provided a reliable method for secondary structure analysis of 
proteins and peptides.  
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CHAPTER 3 
 
 
 
UV Resonance Raman Measurements of Poly-L-Lysine’s 
Conformational Energy Landscape: Dependence of perchlorate 
Concentration and Temperature 
 
 
 
 
 
 
 
 
This Chapter was published in Journal of Physical Chemistry B. 2007, 111, 7675-
7678.The co-authors are Lu Ma, Zeeshan Ahmed,  Aleksandr Mikhonin, Sanford Asher. 
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3.0  UV RESONANCE RAMAN MEASUREMENTS OF POLY-L-LYSINE’S 
CONFORMATIONAL ENERGY LANDSCAPE: DEPENDENCE OF 
PERCHLORATE CONCENTRATION AND TEMPERATURE 
UV resonance Raman spectroscopy has been used to determine the conformational 
energy landscape of poly-L-lysine (PLL) in the presence of NaClO4 as a function of 
temperature.  At 1 °C, in the presence of 0.83 M NaClO4, PLL shows an ~86% α-helix-like 
content, which contains α-helix and π-bulge/helix conformations.  The high α-helix-like 
content of PLL occurs because of charge screening due to strong ion-pair formation between 
ClO4
-
 and the lysine side chain –NH3
+
.  As the temperature increases from 1 ºC to 60 ºC, the 
α-helix and π-bulge/helix conformations melt into extended conformations ( polyproline II 
and 2.51-helix).  We calculate the Ψ Ramachandran angle distribution of the PLL peptide 
bonds from the UV Raman spectra which allows us to calculate the PLL (un)folding energy 
landscapes along the Ψ reaction coordinate.  We observe a basin in the Ψ angle 
conformational space associated with α-helix and π-bulge/helix conformations and another 
basin for the extended PPII and 2.51-helical conformations. 
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3.1 INTRODUCTION 
The most important outstanding problem in enzymology involves the elucidation of 
the mechanism whereby proteins fold into their native states.
1-9
  It is still impossible to 
accurately predict protein conformations from their primary sequences, unless these 
sequences were previously observed.  Recently, the first steps in protein folding have been 
examined in a series of kinetic studies of small peptides in beta hairpins
10-13
 and in α-
helices.
14-23
  Theoretical simulations of (un)folding processes have also elucidated 
mechanisms of peptide folding dynamics.
24-27
  Most recently, sophisticated vibrational 
spectroscopic kinetic measurements have been used to probe the earliest steps in the 
secondary structure (un)folding process.
15,28-30
   
Poly-L-lysine (PLL) is a useful model system for studying protein conformational 
changes because it can adopt multiple conformations.
31-43
  Its secondary structure has been 
characterized by numerous spectroscopic methods such as CD,
 44
 IR,
35
 NMR,
45-47
 vibrational 
Raman optical activity,
48-50
 VCD,
51
 and most recently by UV resonance Raman 
spectroscopy.
36,38,52
  At neutral and low pH values, the lysine side chains are positively 
charged, and electrostatic repulsions between the side chains make PLL adopt extended 
conformations.  For example, Mikhonin et al recently examined the low pH conformations of 
PLL by using UV resonance Raman spectroscopy (UVRS),
53
 and demonstrated that the 
unfolded PLL peptides exist in an equilibrium between polyprolin II (PPII) and extended 
2.51-helix conformations.  The PPII conformation is stabilized by peptide-water hydrogen 
bonds,
54-56
 whereas the 2.51-helix conformation is forced by electrostatic repulsions between 
neighboring lysine side chains.
53
  These electrostatic repulsions can be decreased by adding 
salt,
32,35,57
 or by raising the pH which neutralizes the side chain charges.
31,35,36,38,52,58
  The 
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decreased repulsions alter the PLL conformational equilibrium, and allow the formation of 
additional conformations.  
Previous studies show that ClO4
-
 is especially effective in lowering electrostatic 
repulsions and stabilizing the PLL helical content at low pH.
32,35,57
  In this work, we use 
UVRS to examine the temperature and NaClO4 concentration dependence of the 
conformations of PLL.  We determine the PLL (un)folding energy landscape along the Ψ 
reaction coordinate by utilizing the methodology developed by Mikhonin et al.
59
 This energy 
landscape defines the stability and distribution of PLL between PPII, 2.51-helix and α-helix-
like conformations. 
3.2 MATERIAL AND METHODS 
3.2.1 Materials  
 Poly-L-Lysine HCl was purchased from Sigma (MWvis = 25200, DPvis= 153, 
MWMALLS = 44000, DPMALLS = 267.  Here DPvis and DPMALLS refer to the degree of 
polymerization measured by viscosity and multi-angle laser light scattering, respectively), 
and used without further purification.  Small aliquots of HCl and sodium hydroxide were 
used to adjust the solution pH.  NaClO4 was purchased from Sigma Chemical Co.  
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3.2.2 UV Resonance Raman Instrument 
The UV resonance Raman (UVRR) instrumentation has previously been described in 
detail.
60,61
  A Coherent Infinity Nd: YAG laser (Coherent, infinity) produced 355 nm, 3-ns 
pulses at 100 Hz.  This beam was Raman shifted to 204 nm (5
th
 anti-Stokes) by using a 1-m 
tube filled with hydrogen gas (60 psi).  The sample was circulated in a free surface, 
temperature controlled stream.  The Raman scattered light was imaged into a subtractive 
double spectrometer and the UV light was detected by a CCD camera (Princeton Instruments 
Co.).  The UVRR spectra were measured at 1.2 mg/ml peptide concentrations. 
3.2.3 CD Measurements   
Circular dichroism (CD) spectra were measured by using a Jasco J-710 
spectropolarimeter.  The spectra were measured by using a temperature controlled 0.2 mm 
path length cell at 0.64 mg/ml PLL concentrations.  
3.3 RESULTS AND DISCUSSION 
3.3.1 CD Spectra of PLL in the Absence and Presence of NaClO4 
 The CD spectrum of PLL (Fig. 3.1A) in the absence of NaClO4 shows a positive 
band at ~218 nm and a strong negative band centered below 200 nm, which are hallmarks of 
PPII-like conformations in water.
62,63
  However, in the presence of 0.1 M and 0.5 M NaClO4 
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concentrations, the CD spectra show significant α-helical-like content, as indicated by the 
negative band at 222 nm.  The increasing at 222 nm molar ellipticity indicates that the α-
helix-like conformations melt as the temperature increases from 1 to 50 ºC (Fig. 3.1A).  The 
difference in the two melting curves shown in Fig. 3.1B clearly demonstrates that NaClO4 
stabilizes α-helix-like structures.  In 0.1 M NaClO4, the α-helix-like conformations are 
almost fully melted by 20 ºC, whereas in presence of 0.5 M NaClO4, they persist until 50 ºC.  
Previously, it was believed that this increased stability of α-helix-like conformations appears 
to derive from the electrostatic screening caused by increase ion strength.  However, it was 
found that the ClO4
-
 induced α-helix stabilization has been shown to be much larger than 
other singly charged anions such as Cl
-
.
35
  So the electrostatic repulsion decrease involves the 
neutralization by specific ion-pairing of ClO4
-
 anions with the lysine –NH3
+
 groups.
64-66
  This 
stabilization is consistent with the mechanism Goto et al.
65
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Figure 3.1. (A) CD spectra of PLL (0.64 mg/ml) at PH 6.1 containing 0.5 M NaClO4 at 3 ºC 
(pink) , 25 ºC (blue), 50 ºC (green); in the absence of NaClO4 at pH 5.5 at 2 ºC (red).  (B) Temperature 
dependence of the molar ellipticities of PLL at 222 nm containing 0.1M and 0.5 M (blue) NaClO4. 
 
3.3.2 204 nm UV Raman Spectra of Unfolded PLL  
We examined the unfolded state of PLL at pH 5.5 by measuring the 204 nm UV 
resonance Raman spectra in the absence of NaClO4.  At these conditions, lysine side chains 
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are fully ionized, so the electrostatic repulsion prevents the formation of α-helix-like 
conformations.  As shown in Fig. 3.2, at pH 5.5 PLL spectra shows an AmI band at 1665 cm
-
1
 (predominantly a C=O stretching vibration), while the AmII band is located at 1560 cm
-1
 
(C-N stretching coupled with N-H b).  The resonance enhancement of the Cα-H b band at ~ 
1395 cm
-1
, results from the coupling between Cα–H b and N-H b motions.
58,67
  This coupling 
is largest for extended β-strand/PPII conformations, and is negligible for α-helix-like 
conformations.  Hence, the Cα-H b band intensity is indicative of conformations other than α-
helix, 310-helix, and π-helix.
38,67 
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Figure 3.2. 204 nm UVRR spectra of PLL in the absence of NaClO4 at pH 5.5 at 2, 25, and 50 °C. 
 
The conformation sensitive AmIII region between ~1200 cm
-1
 and 1350 cm
-1
 mainly 
involves N-H bending and C-N stretching motions.  This region is complicated and we 
recently reassigned it in detail.
68-70
  The PLL AmIII2 region shows a doublet at 1312 and 
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1293 cm
-1
, while the AmIII3 region shows peaks at ~1270, and 1243 cm
-1
, and a shoulder at 
1212 cm
-1.  Our pH 5.5 PLL spectra are similar to Mikhonin et al’s PLL spectra at pH 2.53  
Hence, we conclude that the 1270 cm
-1
 band derives from a 2.51-helix conformation, while 
the 1243 cm
-1
 band derives from the PPII conformation.    
3.3.3 Spectral Changes Associated with NaClO4 Induced Folding of PLL 
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Figure 3.3. 204 nm Raman spectra of PLL in the presence and absence of NaClO4 and their 
difference spectrum at 1 °C.  The AmII band doublet in the difference spectrum results from over-
subtraction of the O2 Raman band. 
 
The Fig. 3.3 Raman spectra show that at 1 ºC, addition of 0.83 M NaClO4 induces the 
formation of α-helix-like conformations.58  The PLL spectrum in the presence of NaClO4 
shows an AmI band at 1657 cm
-1
, and an AmII band at 1563 cm
-1
.  A much weaker Cα-H b 
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band occurs at ~ 1395 cm
-1
, while the AmIII1 and AmIII2 bands are located at ~1332 and 
1297 cm
-1
, respectively. The conformation sensitive AmIII3 band is decreased in intensity 
and shows a shoulder at 1218 cm
-1
 and peaks at 1253 and 1276 cm
-1
 with greatly decreased 
intensities.  The difference spectrum (Fig. 3.3) shows troughs at the Cα-H b band position and 
in the AmIII region which derive from the loss of the PPII and 2.51-helix 
conformations.
58,60,70
 
 
3.3.4 The Assignment of the AmIII Region Bands  
 We can calculate the pure α-helical PLL spectrum by subtracting the appropriate 
amount of PPII and 2.51-helical PLL from the measured spectrum containing NaClO4.
60,70
  
The AmIII region of this calculated α-helical-like PLL spectrum can be well modeled by five 
Gaussian bands (Fig. 3.4).  The AmIII1 and AmIII2 bands are located at ~1332 cm
-1
 and 
~1300 cm
-1
, respectively.  The AmIII3 region shows three peaks at 1276, 1253, and 1218 cm
-
1
 indicating the presence of multiple conformations in equilibrium.   
According to the method developed by Mikhonin et al,
59
 which calculates the Ψ angle 
distribution from the AmIII3 band frequency distributions, given the known hydrogen 
bonding state of the peptide bonds,
14,59,67
 the 1276 cm
-1
 and 1253 cm
-1
 AmIII3 bands derive 
from conformations with average Ramanchandran Ψ angles of -62° and -36°, respectively.  
The Ψ angles values most likely derive from π-bulge/helix conformation (Ψ = -70° for an 
ideal π-helix) and an α-helix conformation (Ψ = -47°).  It has been found that the Ψ dihedral 
value of π-bulges, a common deformation of α-helices, shows a distribution of values.71  
Mikhonin et al
72
 found Ψ values of π-bulges/helices for the ala-based AP peptide of -58°, 
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very close to our result.  Our Ψ dihedral values also are consistent with numerous recent 
reports of the π-bulges/helices in model peptides.22,71,73-76  
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Figure 3.4. Deconvolution of the AmIII region of the calculated helical PLL spectrum into a sum 
of 5 Gaussian bands. The helix spectrum is calculated by subtracting the appropriate amounts of the 
spectra with the extended PLL conformation from the measured spectrum. 
 
Table 3.1. Spectral AmIII band assignment of PLL peptide. 
 
 
 
 
 
 
Band Frequency (cm
-1
) 
AmIII1 1332 
AmIII2 1296 
AmIII3 (π-
bulge/helix) 
1276 
AmIII3 (α-helix) 1253 
AmIII3
t
 (β-turn) 1218 
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The 1218 cm
-1
 band, which also appears in the spectra of extended PLL (Fig. 3.2), 
probably derives from β-turn conformations.59  It could derive from either type I, I’, II or II’ 
β-turns et al.59  These AmIII band assignments are listed in Table 3.1.   
3.3.5 Thermal Melting of α-Helix and π-Bulge/Helix Conformations 
We examined the temperature dependence of PLL’s NaClO4-induced α-helix-like 
conformations by measuring the 204 nm UV resonance Raman spectra between 1 and 60 ºC 
(Fig. 3.5).  As the temperature increases, we observe a continuous increase in the Cα-H b 
band intensity and AmIII3 band intensities of the 1270, 1240, and 1220 cm
-1 
bands, indicating 
melting of the α-helix and π-bulge/helix conformations.  The high temperature PLL spectra 
are similar to PLL spectra in the absence of NaClO4 (Fig. 3.5A). The thermally unfolded 
conformational equilibrium of PLL in the presence of NaClO4 are similar to the 
conformational equilibrium for the charged side chains at low ionic strength which are 
dominated by PPII and 2.51-helix conformations.
53
  The Raman spectra in Fig. 3.5A show 
multiple isosbestic points which suggest that the melting of the α-helix-like conformations is 
a ‘two-state’ transition from a mixture of α-helix and π-bulge/helix conformations to a 
mixture of PPII and 2.51-helix conformations. 
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Figure 3.5. (A) Temperature dependence of the UVRR spectra of PLL containing 0.83 M NaClO4 
at pH 5.2.  The red spectrum is the PLL Raman spectrum without NaClO4 at 50 °C.  The temperature 
induced melting of PLL in the presence of 0.5 M NaClO4 is similar to that in 0.83 M NaClO4.  (B) 
Temperature dependence of Cα-H b band Raman intensity.  The spectra were normalized using the ClO4
-
 
band intensity. 
 
Fig. 3.5B shows the temperature dependence of the Cα-H b band Raman intensity 
which is a non-α-helical conformational marker.38,67  The melting curve for the 0.5 M 
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NaClO4 PLL solution shows a Tm ~35 ºC, while the 0.83 M NaClO4 solution Tm is increased 
to ~65 ºC.  These Raman results agree with the CD results discussed above. 
We can estimate the change in the number of α-helical-like amide bonds from the 
observed increased intensity of the Cα-H b band.  For PLL sample containing ClO4
-
, we 
normalized the amide band intensities with respect to the known Raman cross sections of 
ClO4
-
.  Using Dudik et al’s data77 for the absolute Raman cross section of the 932 cm-1 band 
of ClO4
-
 at 204 nm excitation, we calculated the Raman cross sections for the amide bands of 
PLL in the presence of ClO4
-
: 
σA = (IAm NClO4- σClO4-) / (nA NP I ClO4-)   (3.1) 
where, σA and σClO4- are the Raman cross sections of an amide band and the 932 cm
-1
 ClO4
-
 
band, respectively.  NClO4- and NP are number of ClO4
-
 and PLL molecules in the scattering 
volume, respectively.  IClO4- and IAm are the integrated intensity of the ClO4
-
 (932 cm
-1
) and 
the amide bands, respectively.  nA is the number of amide peptide bonds in PLL contributing 
to the intensity of the Amide band. 
In cases where ClO4
-
 is not present, the amide band intensities of the unfolded state 
were normalized to the AmI band intensity, which we earlier showed was the least sensitive 
to secondary structura; changes.
58,60,67,70
 Using the AmI band cross section, we can calculate 
the Cα-H b band cross sections in the absence of NaClO4.  The calculated cross sections of 
PLL amide bands in the extended conformations are listed in Table 3.2.   
From the Cα-H b band cross sections we can calculate the number of non-α-helical 
amide bonds in PLL as:  
nA = (I CαH NClO4- σClO4-) / (σ CαH NP I ClO4-)  (3.2) 
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We calculate that at 1 ºC, in the presence of 0.83 M NaClO4, PLL has an 86% α-
helix-like content. 
We can calculate the number of α-helix and π-bulge/helix peptide bonds which melt 
as: 
δnA = (-δI CαH NClO4- σClO4-) / (σ CαH NP I ClO4-)  (3.3) 
Where δnA is number of α-helix and π-bulge bonds lost or gained and δICαH is the 
change in the normalized integrated Cα-H bending band intensity.  In 0.83 M NaClO4, the 
integrated intensity of the Cα-H b band at 50 ºC is 32% larger than that at 1 ºC.  The helix 
melting curves are displayed in Fig. 3.6. 
Table 3.2. The calculated cross section of PLL peptide in extended conformations. 
 
 
Our results agree with Jiji et al’s52 data that at pH 11.6 at 10 °C, PLL shows a ~85% 
α-helical content.  At pH 11.6, the lysine side chains are neutralized, which eliminates the 
electrostatic repulsions which destabilize the α-helices at lower pH.  The fact that at pH 5.2 
addition of 0.83 M NaClO4 results in ~86% α-helical-like content suggests that the charged 
side chains are neutralized by NaClO4.
65,66,78,79
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Figure 3.6. Temperature dependence of the fraction of α-helix-like conformations in the presence 
of 0.83 and 0.5 M NaClO4 at pH 5.2. 
 
3.3.6 Temperature Dependence of Ψ Population Distributions of PLL  
The AmIII3 bands are significantly broadened comparing to the AmIII3 band of 
peptide crystals.
14
   The band breadth is largely due to an inhomogeneous distribution of Ψ 
angles.  The intrinsic homogeneous line width of the band was estimated from UV Raman 
spectra of crystal of Gla-Ala-Leu.
38
 We calculated the inhomogeneous frequency 
distributions of the observed AmIII3 bands and the Ψ dihedral angle distributions of the PLL 
peptide bonds (Fig. 3.7) was calculated by using the methodology developed by Mikhonin et 
al.
14,53,59
 (We assume equal Raman cross sections for two α-helix-like conformations, PPII 
and 2.51-helix conformations.) 
 54 
 
 
P
r
o
b
a
b
il
it
y
 D
is
tr
ib
u
ti
o
n
Ψ Ramachandran angle / °
-150 -100 -50 0 50 100 150 200 250
0
0.05
0.1
0
0.05
0.1
0.05
0
0.1
PPII 2.51
απ
P
r
o
b
a
b
il
it
y
 D
is
tr
ib
u
ti
o
n
 
Figure 3.7. Temperature dependence of Ψ angle distribution of PLL containing 0.83 M NaClO4 
at 1 °C, 25 °C, and 50 °C. 
 
In the helical region (red), we calculate high concentrations of π-helical (Ψ = -80 to -
50˚) and α-helical (Ψ = -50 to -15˚) conformations.  Similarly, in the extended, non-helical 
region (blue) we observe significant populations of PPII (Ψ = 110 to 160˚) and 2.51-helix (Ψ 
= 150 to 200˚) conformations. 
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As discussed above, the 1218 cm
-1
 AmIII3 band likely derives from a β-turn 
conformation.  β-turns, which result from water inserted hydration of α-helices, was proposed 
by Sundaralingam et al to be intermediates in the helix-coil transition pathway.
80
  
Unfortunately, a lack of suitable models limits our ability to quantitate the contributions of β-
turn at 1218 cm
-1
. 
As the temperature increases from 1 to 50 ˚C, the concentrations of the α-helix-like 
conformations decrease, while the PPII and 2.51-helix conformations increase.  However, the 
relative population ratios of the PPII to 2.51-helix, and the α-helix to π-bulge/helix 
conformations show little change.  This suggests that these pairs of conformationally similar 
structures are separated by small energy differences.  This result further confirms that PLL 
unfolds by a ‘two-state’ mechanism where it goes from compact α-helix and π-bulge/helix 
conformations to extended PPII and 2.51-helices. 
3.3.7 Conformational Free Energy Landscapes for PLL (un)Folding 
The probability that the PLL peptide bond is found at a particular Ψi angle state 
depends on the Gibbs free energy (Gi) of this Ψi dihedral angle.  Assuming equal 
degeneracies of the different conformations, the energy difference between a conformation at 
Ψi angle and another conformation at Ψ0 angle is   
)(
)(
ln
0
0


n
n
TkNG iBAi                   (3.4) 
where NA is the Avogadro’s number, and kB is the Boltzmann constant, T is the temperature, 
)(
)(
0

n
n i  is the ratio of populations with Ramachandran angles Ψi and Ψ0.   
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Using eq. (3.4), we calculate the Gibbs free energies of the populated equilibrium 
conformations relative to that of the π-bulge conformation (Fig. 3.8).  We find an energy 
landscape with two basins.  One is associated with the α-helix and π-bulge/helix 
conformations, while the other is associated with the PPII and 2.51-helix conformations. 
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Figure 3.8. Estimated Gibbs free energy landscape for PLL (1.2 mg/ml) at 0.83 M  and 0.5 M 
NaClO4 concentration at 1°C (red), 25°C (blue) and 50°C (purple). 
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At 1 ˚C, in the presence of 0.83 M NaClO4, the α-helix conformational energy lies 
above that of the π-bulge/helix by only ~170 cal/mol, and the energy barrier between the α-
helix and the π-bulge/helix is ~760 cal/mol higher than the π-bulge minimum. This barrier 
decreases somewhat as the temperature increases. 
Similarly, at 1 ˚C the 2.51-helix conformational energy lies ~64 cal/mol above that of 
PPII conformation.  Previously, Mikhonin et al found at pH 2 a similar energy difference of 
~74 cal/mol between the PPII and 2.51-helix conformations.
53
 
At 1 ˚C, the π-bulge is stabilized over the PPII conformation by ~1.32 kcal/mol and 
~1.27 kcal/mol energy in the presence of 0.83 M NaClO4 and 0.5 M NaClO4, respectively.  
As the temperature increases from 1 to 50 ˚C, the PLL PPII and 2.51-helix conformational 
energy decrease relative to that of the π-bulge.  For 0.83 M NaClO4, we observe that the 
PPII/2.51-helix conformational energy is greater than that of α-helix-like conformation until 
the temperature increases to 50 ˚C.  In contrast, the energy of the extended PPII conformation 
at 50 ˚C in 0.5 M NaClO4 is ~0.7 kcal/mole below that of the α-helix conformation. 
3.3.8 Thermodynamic Parameters for PLL ‘Two-State’ Transition 
Assuming that the enthalpy difference is independent of temperature, we can estimate 
the enthalpy and entropy changes for the α-helix-like conformations melting which are ΔH = 
12 ± 1.6 kcal/mole, ΔS = 39 ± 5 cal/mol·K in the presence of 0.5 M NaClO4, and ΔH = 6.1 ± 
0.8 kcal/mol, ΔS = 19 ± 3 cal/mol·K in the presence of 0.83 M NaClO4. 
The change in the slope of the melting curve as the NaClO4 concentration increases 
from 0.5 to 0.83 M allows us to calculate that the magnitude of both ΔH and ΔS for melting 
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decreases ~2-fold.  We observe an apparent loss of cooperativity in the thermal unfolding 
transition at high NaClO4 concentrations. 
We expect that much of this change derives from the water solvent.  Surprisingly, 
little change is observed in water activity between these NaClO4 cconcentraion.
81
  Thus, the 
change in the thermodynamic parameters must derive from energetic perturbations in the 
conformations of the two states.  To have additional insight, we need additional structural 
insights into determine the origin of these changes. 
3.4 CONCLUSIONS 
The presence of NaClO4 induces a conformational change in PLL from extended 
PPII/2.51-helix conformations to folded α-helix and π-bulge/helix conformations. As the 
temperature increases, the compact helical conformations melt to extended conformations.  
Increasing the NaClO4 concentrations shifts the Tm of the unfolding transition to higher 
values indicating an increased stability of the helical conformations at higher NaClO4 
concentration.  The Raman isosbestic points suggest that the PLL melting is a ‘two-state’ 
transition from a mixture of compact helical conformations to extended PPII and 2.51-helix 
conformations.  We were able to roughly estimate the enthalpy and entropy change of the 
melting transition.  We also calculated the energy landscape along the Ψ folding coordinate.  
The neutralization of the lysine –NH3
+
 groups by efficient ion pairing with ClO4
-
 
dramatically impacts the energy landscape which changes the equilibrium peptide 
conformations. 
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4.0  UV RESONANCE RAMAN STUDY OF SIDE CHAIN ELECTROSTATIC 
CONTROL OF POLY-L-LYSINE CONFORMATION 
We used 204 nm excitation UV Resonance Raman (UVRR) spectroscopy to examine 
the role of side chain electrostatic interactions in determining the conformation of poly-L-
lysine (PLL).  We examined the pH and ionic strength dependence of the UVRR. The pH 
dependence of PLL UVRR spectra between pH 7.1 and 11.7 cannot be described by a two-
state model, but requires at least one additional state. The AmIII3 region fitting with pH 7.1 
and 11.7 basis spectra reveals a small pH induced decrease in the relative fraction of the 2.51-
helix conformation compared to the PPII conformation. We performed a 2D general 
correlation analysis on the PLL pH dependence UVRR spectra. The asynchronous spectrum 
shows enhanced spectral resolution. The 2D asynchronous spectrum reveals multiple 
components in the Cα-H b band and the AmII band whose origins are unclear. The cross 
peaks in the 2D asynchronous spectrum between the AmIII band and the other bands reveals 
that increasing pH induces three new structures: π-helix, α-helix and some turn structure. We 
find that 2.5 M NaCl does not change the equilibrium between the PPII and 2.51-helix 
conformations by screening sidechain electrostatic repulsion. The result indicates that NaCl 
does not penetrate the region between the sidechain and the peptide backbone. We also 
compared PLL conformations induced by high pH to that induced by 0.8 M ClO4
-
. Both 
conditions induce α-helix-like conformations. 0.8 M ClO4
-
 induces 6% more α-helix-like 
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conformations than at pH 12.4.  Higher pH gives rise to longer α-helices and less turn 
structures.  
4.1 INTRODUCTION 
Developing an understanding of the mechanism of protein folding is one of the most 
important unsolved problems in structural biology.
1-5
 The major underlying assumption is 
that the protein native structure is the thermodynamically most stable structure.
6-8
 Further, 
this, native structure is thought to be defined by the primary amino acid sequence and the 
protein solution environment. Thus, the protein primary sequence is expected to contain all 
of the information necessary to specify the protein native structure and its folding 
mechanisms. 
Determining the mechanism of protein folding involves determining the energy 
landscape along the folding coordinates and determining the folding process intermediates.
9
 
Computational modeling has made important contributions to the understanding of protein 
folding mechanisms.
10-12
 The conformational space accessible to a peptide can now be 
searched by molecular dynamics. The mechanisms of protein folding have been probed 
experimentally by techniques such as CD, NMR, IR, Raman and a variety of temperature 
jump spectroscopies.  
In the work here we are studying the conformational transitions of poly-L-lysine 
(PLL) induced by solution pH and salt concentration changes. At neutral and low pH values, 
the lysine side chains are positively charged. We previously demonstrated that under these 
conditions PLL exists in an unfolded state in an equilibrium between a PPII and 2.51-helix 
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conformation.
13
 The PPII conformation is mainly stabilized by peptide-water hydrogen 
bonding,
14
 whereas the 2.51-helix conformation is stabilized by electrostatic repulsion 
between lysine side chains.
13,15
 Raising the pH neutralizes the side chains, and PLL folds into 
compact α-helix-like conformations. 
Charged PLL also forms α-helix-like conformations in the presence of ClO4
-
; Ma et 
al. observed that in the presence of ClO4
-, PLL adopts multiple α-helix-like conformations 
including pure α-helix and π-bulge/helix conformations.16 High temperature converts the high 
pH folded PLL to a β-sheet conformation.17 Recently, Jiji et al’s temperature-jump UVRR 
spectroscopy study of PLL indicated that the PPII and extended β-strand conformations may 
be involved as intermediates in the α-helix to β-sheet conformational transition.18  
In our UVRR studies of the salt concentration dependence of PLL conformations we 
surprisingly find that high concentrations of NaCl negligibly impact the low pH PLL 
conformations.  This indicates that NaCl does not effectively screen PLL sidechain 
repulsions.  We discuss the impact of this result on the partitioning of salt in the region 
between the sidechains and the peptide backbone. 
4.2 EXPERIMENTS AND METHODS 
4.2.1 Materials 
Poly-L-Lysine HCl (MWvis = 20900, DPvis= 127, MWMALLS = 11400, DPMALLS = 69, 
where DPvis and DPMALLS refer to the degree of polymerization measured by viscosity and 
multi-angle laser light scattering, respectively) was obtained from Sigma and used without 
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further purification. NaClO4 and NaOD (40% wt. solution in D2O, 99 + atom %D), 
purchased from Sigma, were used without further purification. The Ac-KKKKKKKKKK-
NH2 peptide (K10) was obtained from the Pittsburgh Peptide Synthesis Facility (>98% pure). 
Small aliquots of concentrated fresh NaOH and NaOD solutions were used to adjust the 
solution pH and pD values. 
4.2.2 UVRR Instrument and Experiment 
We used a Coherent Infinity Nd: YAG laser (Coherent, Inc.) to produce 355 nm light 
pulses (3
rd
 harmonic) at a 100 Hz repetition rate with a pulse width of 3 ns.  This beam was 
Raman shifted to 204 nm (5
th
 anti-Stokes) by using a 1-m tube filled with hydrogen (60 psi), 
giving 2 mW average power.
19,20
 A Pellin Broca prism was used to select the 204 nm 
excitation. The sample was circulated in a free surface, temperature controlled stream to 
avoid heating or accumulation of photochemical degradation products formed by the high 
peak power laser pulses. The Raman scattered light was imaged into a subtractive double 
spectrometer.
19
 The dispersed UV light was detected by the liquid nitrogen cooled, 
Unichrome coated back-thinned CCD with a reported >30% quantum efficiency in the deep 
UV (Princeton Instruments Spec-10:400B). 
The UVRR spectra of 1 mg/ml PLL and K10 H2O solution were measured at various 
pH values at 10 ºC. ClO4
-
 could not be used as an internal standard, since it induces α-helical 
conformations.
16
 Instead, all Raman spectra were normalized to the integrated intensities of 
the AmI bands, because they show the least sensitivity to secondary structural changes.
21
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The D2O PLL solutions utilized 2 mg/ml concentrations. The UVRR spectra of PLL in 
D2O were measured at pD 6.5 and 11.5 at 10 ºC. Spectra were normalized to the integrated 
intensity of the AmI’ band. 
4.2.3 2D Correlation Analysis 
The measured UVRR spectra at different pH values were fit by using the peak fitting 
routine in GRAMS software (Thermo Galactic, Grams version 8). The fit spectra were used 
to construct the data matrices for the 2D correlation analysis. Synchronous and asynchronous 
correlation intensities were computed from the fitted spectra at different pH values by using a 
Matlab program that we wrote that utilized Noda’s generalized 2D correlation algorithm.22,23  
4.3 RESULTS AND DISCUSSION 
4.3.1 pH Dependence of PLL UVRR Spectra in H2O 
Fig. 4.1A shows the pH dependence of the 204 nm UVRR spectrum of PLL. The 
spectra show the four characteristic UVRR bands of the peptide bond: the AmI band located 
at ~ 1660 cm
-1
(mainly C=O s), the AmII band at ~ 1567 cm
-1
 (mainly out of phase 
combination of C-N s and N-H b), the ~1400 cm
-1
 Cα-H b band (complex vibration involving 
Cα-H b and N-H b motions), and the AmIII bands occurring in the range of 1200 to 1350 cm
-
1
 (mainly involving N-H b and C-N s).  
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As the pH increases, the AmII, the Cα-H b and the AmIII band intensities decrease, 
which indicates formation of α-helical-like conformations. For 204 nm  excitation, the α-
helix UVRR cross sections are smaller than for extended conformations, due to the 
hypochromism that results from α-helix excitonic interactions between the peptide bond π-π* 
electronic transitions.
24,25
 The Cα-H b band shows an additional intensity decrease relative to 
the AmII and AmIII bands because the Cα-H b bands are only resonantly enhanced for PPII-
like, β-sheet, and β-strand-like conformations, but not for α-helix-like conformations. 
As the pH increases, the AmI band downshifts by 14 cm
-1
 and its bandshape narrows 
and it becomes more symmetric. The AmI band shows a clear isosbestic point, presumably 
indicating a transition between only two different carbonyl hydrogen bonding states.  The 
smaller AmI high pH α-helix bandwidths result from the better defined α-helix conformation 
hydrogen bonding, while the AmI frequency decrease results from stronger α-helix carbonyl 
hydrogen bonding. 
The AmII band downshifts 12 cm
-1
 as the pH increases and the α-helix conformation 
becomes dominant. Similar AmII band frequency shifts have previously been observed in 
peptides and proteins upon the conformational shift from PPII-like to α-helix 
conformations.
20,21
 Although there have been numerous studies of the conformation 
frequency dependence of the AmII band, there is as yet no simple explanation of the origin of 
these AmII band downshifts.
26-29
  
 72 
1200 1300 1400 1500 1600 1700 
Raman shift / cm-1
1245 cm-1
1268 cm-1 Cα-H
AmII
AmI
pH
7.1
7.8
8.4
9.1
9.6
9.7
9.9
10.2
10.4
10.5
10.9
11.2
11.4
11.7
AmIII2
AmIII1
1212 cm-1
A
1200 1400 1600 1800 
Raman shift / cm-1
turn
PPII 2.51-helix
AmIII2
Cα-H
AmII
AmI
AmIII1
B
 
Figure 4.1. (A) pH dependence of the 204 nm UVRR spectra of PLL at 10 ºC.  The spectra were 
normalized to the AmI band integrated intensities.
16
 (B) Spectral deconvolution of the 10 ºC 204 nm 
UVRR PLL spectrum at pH 7.1. The excellence of the fit is evident from the flat residuals shown below. 
 
The AmIII region is the most sensitive to peptide backbone conformational changes.
30
 
Fig. 4.1B shows the spectral deconvolution of the UVRR spectrum of PLL at pH 7.1. The 
AmIII1 and AmIII2 bands are located at ~1313 cm
-1
 and 1293 cm
-1
. The AmIII3 band region 
between 1190 cm
-1
 and 1285 cm
-1
 resolves into two peaks at ~1245 cm
-1
, ~1268 cm
-1
 and a 
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shoulder at 1212 cm
-1
. The AmIII3 band frequencies can differentiate α-helix-like structures 
from extended structures, as well as differentiate between similar α-helix-like structures and 
extended structures, e.g., between the α-, 310-, π-helix structures and the PPII and 2.51-helix 
structures.
13
  
We used the method of Mikhonin et al. to determine the peptide bone Ramachandran 
Ψ angles from the AmIII3 band frequencies.
30
 The ~1245 cm
-1
 and ~1268 cm
-1
 AmIII3 bands 
derive from extended PPII and 2.51-helix conformations, respectively.
13,16
 The shoulder 
probably derives from a turn structure, whose type we cannot as yet specify.  
As the pH increases, the AmIII bandshape changes significantly. This occurs because 
the concentrations of the PPII and 2.51-helix conformations that have large Raman cross 
sections decrease, while the concentration of the α-helix-like conformation with a low Raman 
cross section increases. Little spectral changes occur between pH 11.4 and 11.7, indicating 
the lack of additional pH induced PLL conformational changes. There are two isosbestic 
points between the AmIII1 and Cα-H b bands. 
4.3.2 pD Dependence of PLL UVRR Spectra 
Fig. 4.2A shows that the pH 7.1 UVRR spectrum of PLL changes dramatically in 
D2O. The AmIII, AmII and Cα-H b bands disappear and are replaced with a very strong 
AmII’ band at 1470 cm-1, and a much weaker AmIII’ band at 994 cm-1. These spectral 
changes result from the deuteration of the peptide bond N-H. The AmII, AmIII and Cα-H b 
bands involve significant N-H bending; deuteration removes the N-H in plane bending 
component leaving an almost pure C-N s AmII’ vibration and an AmIII’ vibration which has 
a large N-D b component.  
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Figure 4.2. (A) 204 nm UVRR spectra of PLL at pH 7.1 in H2O and D2O. (B) 204 nm UVRR 
spectra of PLL in D2O at pD 6.5 and 11.5. The spectra were normalized to the integrated AmI’ band 
intensity. 
Fig. 4.2B shows that as the pD increases from 6.5 to 11.5, the AmI’ band downshifts 
~ 8 cm
-1
, which is less than the observed 14 cm
-1
 AmI band downshift. This indicates that 
part of the AmI band downshift results from non C=O stretching components.  
 75 
The AmII’ band of PLL shows only a ~2 cm-1 downshift, much less than the AmII 
band 12 cm
-1
 downshift. This smaller AmII’ band shift indicates that the larger AmII band 
frequency shift mainly derives from changes in N-H hydrogen bonding. The loss of the N-H 
b component induced by deuteration results in a decreased AmII’ band downshift.  This is 
consistent with the theoretical study of N-methylacetamide by Myshakina et al,
28
 who 
proposed that hydrogen bonding to the N-H causes an electron redistribution that dominates 
the AmII band upshift. The intensities of the AmII’ and AmIII’ bands decrease significantly 
as the pH increases due to the α-helix hypochromism. 
4.3.3 Non-Two-State Conformational Transition of PLL 
 The pH induced PLL conformational transition previously studied by CD showed an 
isodichroic point.
31
 All the CD spectra could be fit by two basis CD spectra measured at the 
extreme pH values.  These results argued for a two-state conformational transition, from an 
unfolded conformation to an α-helix conformation.  
We examined this pH dependence by modeling the observed Raman spectra by 
linearly adding the two PLL Raman spectra at the extreme pH values using a least-squares 
method.
32
 The pH 9.1 to 10.5 spectra cannot be fit well by the use of the pH 11.7 and pH 7.1 
(or at any pH < 8.4) basis spectra (Fig. 4.3A). The modeled results using the pH 7.1 basis 
spectrum always shows a stronger 2.51-helix band at ~ 1268 cm
-1
 than is observed between 
pH 9.1 and 10.5, indicating that the 2.51-helix content decreases relative to that of the PPII as 
the pH increases. However, the entire pH range between 9.1 to 11.7 can be fit well by using 
the pH 9.1 and pH 11.7 basis spectra, as shown in Fig. 4.3B. These results indicate that the 
pH induced conformational transitions between pH 7.1 to 11.7 involve more than two states, 
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whereas the conformational transition between pH 9.1 to 11.7 involves only two 
conformation or an equilibrium between two state of multiple conformations whose 
stoichiometry is constant within the sets.   
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Figure 4.3. Comparison between observed (blue) and modeled (red) 204 nm UVRR of PLL at pH 
9.7. (A) Using PLL UVRR pH 7.1 and 11.7 basis spectra. (B) Using PLL UVRR pH 9.1 and 11.7 basis 
spectra. The residuals show the differences between the modeled and observed spectra 
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Our UVRR two-state fitting of the PLL spectra demonstrates the high sensitivity of 
the AmIII3 band region to peptide conformation, which allows us to discover that the relative 
fraction of 2.51-helix conformation to the PPII conformation decreases somewhat as the pH 
increases. These results also demonstrate that the appearance of isosbestic points is not 
always a reliable indicator of a two-state transition.  
4.3.4 2D Correlation Spectroscopy  
Generalized two-dimensional (2D) correlation spectroscopy was developed by Noda 
in 1986 to study the response of a system to an applied external perturbation.
23
  The 2D 
correlation analysis produces two resulting plots where the correlation intensity is plotted as 
a function of two independent spectral axes: a 2D synchronous spectrum and a 2D 
asynchronous spectrum which represent the similarity and dissimilarity of spectral variations 
as a function of the perturbation. These spectra enhance spectral resolution.  This increased 
resolution may enable discrimination of highly overlapped spectral peaks.  
We performed a 2D correlation analysis on the pH dependent UVRR spectra of PLL. 
The 2D synchronous spectrum shown in Fig. 4.4 is characterized by strong and broad 
autopeaks and cross peaks for the AmIII band, the Cα-H b band and the AmII band. The color 
scale shows the correlated intensity variation spanned by the 2D contours. The large 
correlation intensities in the 2D synchronous plot indicate that the AmIII band, the Cα-H b 
band and the AmII band intensities of PLL vary with pH. The AmI band clearly resolves into 
two components at ~1650 cm
-1
 and 1665 cm
-1
. The correlation magnitudes for the AmI band 
are smaller than for the other peaks, because its pH induced intensity variations are much 
smaller than for the other bands. Essentially, no additional information is gained from the 
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synchronous spectrum compared to the conventional analysis of UVRR spectra described 
above. 
 
 
Figure 4.4.  Synchronous pH dependence 2D UVRR spectrum of PLL. 
 
Fig. 4.5 shows the 2D asynchronous correlation spectrum of PLL. The cross peaks 
occur when the intensities of two bands change at different rates or vary out of phase with 
respect to each other. No asynchronous cross peak occurs in the AmI region (1620-1700 cm
-
1
), which indicates that the correlation intensities in this region are weak. However, the cross 
peaks between the AmI and other bands resolve into two AmI band components that derive 
from extended and α-helix-like conformations.  
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The asynchronous contour in the AmII region (1500-1600 cm
-1
) shows three out-of-
phase cross peaks appearing at ~1530, 1553, 1573 cm
-1
 indicating that there are three 
components in the AmII region. As seen in Fig. 4.1B, the AmII band of PLL at pH 7.1 
contains two subbands at ~ 1549 and 1567 cm
-1
. The third AmII subband at ~1530 cm
-1
, 
resolved in the 2D asynchronous spectrum, derives from the high pH α-helix-like PLL 
conformation. The Cα-H b band resolves into two components at ~1373 and 1396 cm
-1
, 
respectively, whose origin is not yet clear.  
The asynchronous contour in the AmIII region (1200-1320 cm
-1
) is very complex.  
The complexity comes, in part, from the occurrence of the multiple conformations of PLL as 
the pH changes. It is very difficult to carry out band assignments based on just the AmIII 
cross peaks. Fortunately, the cross correlation regions of the AmIII band with the AmII and 
Cα-H b bands shed light on the analysis of the existence of multiple conformations.  
As seen in Fig. 4.5, five AmIII subbands are observed at ~1316, 1294, 1270, 1241 
and 1213 cm
-1
,that correlate to the Cα-H b 1396 cm
-1
 subband, and the AmII 1530 and 1573 
cm
-1
 subbands; three AmIII peaks at ~1283, 1252, and 1225 cm
-1
 correlate with the 1373 cm
-
1 
Cα-H b subband and the 1553 cm
-1
AmII subbands. Therefore, 8 subbands resolve in the 
AmIII region at ~1316, 1294, 1283, 1270, 1252, 1241, 1225 and 1213 cm
-1
. 
The 1316 and 1394 cm
-1 
subbands come from the AmIII2 and AmIII1 bands, while the 
other six are associated with the the AmIII3 bands that derive from PLL different secondary 
structures. The subbands at 1270 and 1241 cm
-1
 derive from the 2.51-helix and PPII 
conformation, respectively. The subband at 1213 cm
-1
 may result from the 1212 cm
-1
 
shoulder observed in the Fig. 4.1 low pH PLL spectra. The other three subbands at 1283, 
1252, and 1225 cm
-1
 result from high pH induced conformations.  By using the method of 
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Mikhonin et al.,
30
 we calculate that the subband at 1283 cm
-1
 most likely derives from π-
helix/bulge conformations with an average Ramanchandran Ψ angle of -72º. The subband at 
1252 cm
-1
 derives from an α-helix conformation with an average Ψ = -35 º, and the 1225 cm-
1
 subband may derive from a β-turn structure. 
Raman shift 
R
am
an
 s
h
if
t
 
 
120013001400150016001700
1200
1300
1400
1500
1600
1700
-5
0
5
x 10
4π-bulge
2.51-helix
α-helix
PPII Turn?
 
Figure 4.5. Asynchronous pH dependence 2D UVRR spectrum of PLL. 
 
Thus, the asynchronous spectrum shows greatly enhanced spectral resolution. It 
reveals two components in the Cα-H b band and three components in the AmII band. The 
cross peaks in asynchronous spectrum, between the AmIII3 band and the other bands, 
resolves into six AmIII3 subbands which represents six PLL conformations including three 
new structures induced by increasing pH: the π-helix, α-helix and some turn structure. 
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A widely used application of 2D correlation spectroscopy is to determine the 
sequential order of reaction events based on the analysis of the sign of the peaks in the 
synchronous and asynchronous spectra. Generally, this analysis utilizes the sequential order 
rule proposed by Noda, which was originally developed from periodic perturbation 2D 
correlation spectroscopy.
33,34
 The reliability of this sequential order rule for analyzing 
nonperiodic data set was recently questioned.
35,36
 The work showed that synchronous and 
asynchronous spectra in the generalized 2D correlation spectroscopy of nonperiodic data 
cannot be simply interpreted identically to that of 2D correlation spectroscopy of periodic 
data. We conclude that we cannot determine the pH sequence of PLL conformational 
changes directly from these 2D synchronous and asynchronous results.  
4.3.5 NaCl Concentration Dependence of PLL UVRR  
It has long been known that salts can significantly impact peptide and protein 
conformations mainly due to Debye-Hückel screening, ion binding and ion modulation of 
water structure.
37,38 
However, there  appears to be little impact of high NaCl concentrations 
on the PLL conformation. For example, Fig. 4.6 shows the NaCl concentration dependence 
of the PLL UVRR spectra. Increasing the NaCl concentration causes the AmII, the Cα-H b 
and the AmIII band intensities to decrease slightly. The apparently large intensity increase of 
the AmI band actually results from a dramatic intensity increase of the overlapping water 
bending band due to the formation of a Cl
-
-water complex that has a strong charge transfer 
transition.
39
  
The AmII band downshifts ~ 3 cm
-1 
in 2.5 M NaCl. Surprisingly, the presence of 2.5 
M NaCl does not change the relative intensity of the PPII to 2.51-helix bands, even though 
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the 2.51-helix conformation is stabilized by electrostatic sidechain repulsions. Further, the 
expected large NaCl screening does not induce α-helix conformations. It should be noted that 
Xiong et al. also found that 2 M NaCl and KCl concentrations does not impact the PPII, 2.51-
helix and α-helix conformational equilibrium of unfolded poly-L-glutamate (PLG).40 
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Figure 4.6. NaCl concentration dependence of the 204 nm PLL UVRR spectra at pH 6.1 (0.0, 0.1, 
0.5 and 2.5 M NaCl). Also shown is a difference spectrum of PLL in the presence and absence of 2.5 M 
NaCl. 
 
This surprising lack of NaCl impact on PLL and PLG conformations triggered us to 
reconfirm our assignment of 2.51-helix AmIII3 band assignment. We examined the pH 
dependence of the 204 nm UVRR spectrum of K10 (Fig. 4.7A). At neutral or low pH K10 
shows UVRR very similar to those of low pH PLL (Fig. 4.1). Fig. 4.7B displays three 
resolved AmIII3 peaks at ~1216 cm
-1
, 1247 cm
-1
 and 1268 cm
-1
, that derive from the turn, the 
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PPII and the 2.51-helix conformations. The AmIII2 band occurs at ~1293 cm
-1
, the AmIII1 
band at ~1313 cm
-1
, the Cα-H band at ~1395 cm
-1
, the AmII band at ~1563 cm
-1
 and the AmI 
band at ~1665 cm
-1
. As the pH increases to 11.52, the Cα-H band integrated intensity 
decreases by ~ 20%. The decrease in K10 intensity is reminiscent of the intensity loss of high 
pH PLL which results from a conversion to the α-helical conformation.  The intensity loss for 
K10 is much less because the propensity for the α-helical conformation is decreased due to 
its short length.
41,42
 K10 remains in ~80% extended conformation even at pH 11.9 where the 
sidechains are neutral. PLL is mainly α-helical structure at pH 11.7. 
In K10, the 2.51-helix 1268 cm
-1
 AmIII3 peak intensity significantly decreases relative 
to the PPII 1247 cm
-1
 peak as the pH increases, the 1247 cm
-1
 peak dominates at high pH. 
Thus, for K10, that 2.51-helix becomes destabilized as the sidechain electrostatic repulsion 
decrease. This result is consistent with our previous band assignment, that the 1268 cm
-1
 
band derives from the 2.51-helix. 
We can estimate the electrostatic repulsion decrease induced by salt screening by 
calculating the Debye lengths of the 0.1, 0.5, and 2.5 M NaCl solutions which are ~ 9.7, 4.3 
and 1.9 Å. In PLL PPII and 2.51-helix conformation, the nearest neighbor sidechain spacings 
are 9.2 Å and 10.1 Å,
13
 respectively. Thus, we expect strong charge screening at these salt 
concentrations. We can estimate the expected solution sidechain electrostatic repulsion 
decrease induced by NaCl screening from: Dlel  /0)(
 , where )(l  is the electrostatic 
potential at distance l and D  is the Debye length. We estimate that for the 2.51-helix 
conformation the electrostatic repulsion between the nearest neighboring side chains spaced 
by 10.1 Å would decrease by about 3-fold, 10-fold and nearly 200-fold for 0.1, 0.5 and 2.5 M 
NaCl, respectively.  
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Figure 4.7. (A) pH dependence of 204 nm UVRR spectra of K10 at 10 ºC.  The spectra were 
normalized to the AmI band integrated intensity. (B) Spectral deconvolution of 10 ºC 204 nm UVRR K10 
spectrum at pH 6.2. 
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Based on our Raman data, PLL is ~ 50% α-helix-like structure at pH 10.1. The 
average pKa value of the PLL sidechains determined by Dos et al. using N
15
 NMR is 
9.85±0.2.
43
 Thus, the degree of ionization of PLL at pH 10.1 is about 36% giving an average 
sidechain charge of ~ 0.36 esu. Since the electrostatic interaction is proportional to the square 
of the charge, the resulted average sidechain electrostatic repulsion at pH 10.1 decreases 
about 8-fold compare to that at low pH if the salt distributed uniformly throughout the 
peptide solution.  
The electrostatic repulsion decrease induced by 2.5 M NaCl screening should be 
much larger than that induced by pH 10.1 sidechain neutralization. It is surprising that 2.5 M 
NaCl does not induce α-helix-like structures. Even more surprising is that is does not 
decrease the 2.51-helix fraction compared to the PPII conformation. At pH 10.1 PLL adopts 
~50% α-helix-like content, and the relative fraction of the 2.51-helix conformation to the PPII 
conformation decreases compared to that at low pH. This result indicates that NaCl does not 
penetrate the sidechain backbone region of PLL. 
4.3.6 α-Helix-Like Conformations of PLL Induced by High pH and ClO4
-
 
In contrast, NaClO4 converts unfolded PPII and 2.51-helix charged sidechain PLL to 
the α-helix conformation.16  Addition of 0.8 M NaClO4 at pH 5.5 2.5 ºC converts PLL to an 
~86% α-helix-like content. The lack of NaCl impact on PLL conformation indicates specific 
ClO4
-
 interactions with the PLL sidechains probably involving ion pairing. The ‘law of 
matching water affinities’ predicts a high ion pairing propensity between the -NH3
+
 
sidechains and ClO4
- 
because both ions are weakly hydrated. 
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Figure 4.8. (A) Comparison of PLL 204 nm UVRR spectra at pH 12.4 in pure water to that at pH 
5.5 in the presence of 0.8 M ClO4
– 
at 2.5 ºC. The spectra are normalized to the AmI band integrated 
intensity. (B) Calculated pure α-helix-like PLL UVRR spectra at pH 12.4 in water and at pH 5.5 in the 
presence of 0.8 M ClO4
–-. Shown below is their difference spectrum. The α-helix-like UVRR spectra are 
calculated by subtracting the appropriate amount of the measured unfolded PLL conformation spectra 
(UVRR PLL spectra at pH 9.1) such that the Cα-H band disappears.  
 
Fig. 4.8A compares the PLL UVRR spectra at pH 12.4 and 2.5 ºC in the absence of 
ClO4
-
 to that at pH 5.5 in the presence of 0.8 M ClO4
-
. Since the Cα-H b band only occurs in 
the PPII, 2.51-helix, β-sheet-like conformations, we can use the Cα-H band intensity to 
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calculate the α-helix-like content. We assume that the unfolded PLL conformation UVRR 
spectra in ClO4
-
 are identical to the low pH unfolded conformation UVRR in the absence of 
ClO4
-
. We also assume identical Cα-H b band cross sections of the PPII and 2.51-helix 
conformation. This calculation indicates that at pH 5.5 at 2.5 ºC PLL contains ~80% α-helix-
like content at pH 12.4 , almost 6% less than that in 0.8 M ClO4
-
.  
We previously found that NaClO4 increases the α-helix concentration of an ala-based, 
21-residue peptide.  Molecular dynamic simulation carried by Asciutto et al
44
 reveals that 
ClO4
- 
binds strongly to the peptide backbone and excludes water from the peptide surface, 
thus, stabilizing the α-helix. We expect a similar phenomenon in PLL, where water would be 
excluded from PLL peptide surface, which results in a stabilization of the α-helix structure.  
The spectra of the pure α-helix-like conformations of PLL can be obtained by 
subtracting appropriate amounts of the extended PLL conformation spectra from the 
observed UVRR. The calculated α-helix-like conformation spectra of PLL at pH 12.4 versus 
at pH 5.5 in 0.8 M ClO4
-
 at 2.5 ºC are compared in Fig. 4.8B. At pH 12.4, the AmI band is 
slightly narrower, the intensity of the AmII band is slightly higher, the AmIII3 peak 
intensities of turn and α-helix conformation are slightly weaker than that at pH 5.5 in 0.8 M 
ClO4
-
.  
The narrower pH 12.4 PLL spectrum AmI bandwidth suggests that the α-helix-like 
conformation hydrogen bonding state is better defined than that of pH 5.5  0.8 M ClO4
- 
conformation. The weaker turn and α-helix AmIII3 bands at pH 12.4 compared to that in 0.8 
M ClO4
-
 indicates that the high pH solution has less turn content and longer α-helices than at 
0.8 M ClO4
-, since a longer α-helix will result in a smaller Raman cross section due to more 
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extensive hypochromism. This longer α-helix would result in more intramolecular hydrogen 
bonding which would narrow the AmI bandwidth. 
We do not expect any intermolecular peptide interactions to influence the pH 
dependence of the PLL conformation at neutral and low pH values due to the repulsion 
between the charged peptide sidechains.  This expectation is confirmed by our measured 
essentially identical pH 6.2, 204 nm UVRR spectra of PLL at 1 mg/ml and 2 mg/ml 
concentrations (not shown).  In addition, a comparison of the recent Polavarapu et al.
45 
10 
mg/ml pH 8.8 PLL CD spectrum to that of our Fig. 4.1 0.64 mg/ml, pH 5.5 CD spectrum
16
 
indicates very similar conformations.  Although the pH values are not identical, Fig. 4.1 in 
the present manuscript shows very modest UVRR changes for increasing pH values up until 
pH 9.1. Finally, Meyers
31
 measured 0.44 mg/ml, pH 8.35 CD PLL spectra that are very close 
to the 10 mg/ml  Polavarapu et al.
45 
CD spectra.   
In contrast, Polavarapu et al.
45
  demonstrated that at the higher pH value of 11.4 
where the sidechains are mainly neutral PLL concentration increases from 1 mg/ml to 10 
mg/ml induces conformational changes due to α-helix-like to a transition to β-sheet 
conformations.  This conformational change is not observed by Meyer at pH 11.7 for the 
lower 0.44 mg/ml concentration.  Further, we do not see any β-sheet contributions in the pH 
11.5, 0.72 mg/ml PLL CD spectra (not shown).  Thus, we conclude that there is a negligible 
interpeptide associations in the pH dependence of the 1 mg/ml PLL samples measured in the 
study here. 
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4.4 CONLUSIONS 
The pH dependence of PLL UVRR spectra between pH 7.1 and 11.7 cannot be 
described by a two-state model. The AmIII3 region fitting with pH 7.1 and 11.7 basis spectra 
reveals a small pH induced decrease in the relative fraction of the 2.51-helix conformation 
compared to the PPII conformation.  
We performed a 2D general correlation analysis on the PLL pH dependence UVRR 
spectra. The asynchronous spectrum shows enhanced spectral resolution. The 2D 
asynchronous spectrum reveals multiple components in the Cα-H b band and the AmII band 
whose origins are unclear. The cross peaks in the 2D asynchronous spectrum between the 
AmIII band and the other bands reveals that increasing pH induces three new structures: π-
helix, α-helix and some turn structure. 
We examined the salt effect on PLL conformation, and found that 2.5 M NaCl does 
not change the equilibrium between the PPII and 2.51-helix conformation by screening 
sidechain electrostatic repulsion. The result indicates that NaCl does not penetrate the region 
between the sidechain and the peptide backbone.  
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4.5 APPENDIX: TWO-STATE FIT RESULTS 
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Figure 4.9. Comparison between observed (blue) and modeled (red) 204 nm UVRR of PLL at pH 
9.6, 9.9,10.2 and 10.4 by using PLL UVRR pH 7.1 and 11.7 basis spectra. The residuals show the 
differences between the modeled and observed spectra. 
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Figure 4.10. Comparison betweenobserved (blue) and modeled (red) 204 nm UVRR of PLL at 
pH 9.6, 9.9,10.2 and 10.4 by using PLL UVRR pH 9.1 and 11.7 basis spectra. The residuals show the 
differences between the modeled and observed spectra. 
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CHAPTER 5 
 
 
UV resonance Raman studies of the NaClO4 dependence of poly-L-
lysine conformation and hydrogen exchange kinetics 
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5.0  UV RESONANCE RAMAN STUDIES OF THE PERCHLORATE 
DEPENDENCE OF THE POLY-L-LYSINE CONFORMATION AND HYDROGEN 
EXCHANGE KINETICS 
We used 204 nm excitation UV Resonance Raman (UVRR) spectroscopy to examine the 
effects of NaClO4 on the conformation of poly–L–lysine (PLL). The presence of NaClO4 
induces the formation of α–helix, π–helix/bulge and turn conformations. The dependence of 
the AmIII3 frequency on the peptide Ψ Ramachandran angle allows us to experimentally 
determine the conformational population distributions and the energy landscape of PLL 
along the Ramachandran Ψ angle. We also used UVRR to measure the NaClO4 concentration 
dependence of PLL amide hydrogen exchange kinetics. Exchange rates were determined by 
fitting the D2O exchanging PLL UVRR AmII’ band time evolution. Hydrogen exchange is 
slowed at high NaClO4 concentrations. The PLL AmII’ band exchange kinetics at 0.0, 0.2 
and 0.35 M NaClO4 can be fit by single exponentials, but the AmII’ band kinetics of PLL at 
0.8 M NaClO4 requires a double exponential fit.  The exchange rates for the extended 
conformations were monitored by measuring the C–H band kinetics.  These kinetics are 
identical to those of the AmII’ band until 0.8 M NaClO4 whereupon the extended 
conformation exchange becomes clearly faster than that of the α–helix–like conformations. 
Our results indicate that ClO4
–
 binds to the PLL backbone to protect it from OH
–
 exchange 
catalysis. In addition, ClO4
–
 binding also slows the conformational exchange between the 
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extended and α–helix–like conformations, probably by increasing the activation barriers for 
conformational interchanges. 
5.1 INTRODUCTION 
An understanding of the mechanism(s) of protein folding remains an important unsolved 
problem in structural biology.
1-6 
The major underlying assumption is that the protein native 
structure is the most thermodynamically stable structure.
7-9
 Thus, the protein primary 
sequence is expected to contain all of the information necessary to both specify the protein 
native structure and its folding mechanism(s). The well–known Levinthal paradox implies 
that there exist specific folding intermediates or pathways through which the protein quickly 
evolves into its final functional structure.
10
  
The mechanisms of protein folding have been probed experimentally by techniques such as 
CD, NMR, IR, Raman, fluorescence and a variety of time resolved spectroscopies, 
mutational studies and hydrogen exchange methods.
11-16
 Most recently, single molecule 
methods have probed the distributions of the unfolded and folded states by following the 
folding reaction of individual molecules.
17-20
 Single molecule methods, such as optical 
tweezers and AFM, have been used to elucidate protein folding intermediates and the energy 
landscapes by using mechanical force as a denaturant.
17,21
 Computational modeling has also 
made significant contributions to the understanding of protein folding.
22-24
  
In the work here, we use UV resonance Raman (UVRR) spectroscopy to study the 
conformational distributions of poly–L–lysine (PLL) in the presence of different NaClO4 
concentrations. ClO4
– induces an α–helix conformation at neutral and low pH values, where 
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the lysine side chains are positively charged.
25,26
 Ma et al. recently observed that PLL adopts 
multiple α–helix–like conformations in the presence of ClO4
–
, including pure α–helix and π–
bulge/helix conformations.
27
  
We also determined the dependence of the PLL conformational population distributions 
and the energy landscapes on NaClO4 concentration. We measured the hydrogen exchange 
behavior of the PLL peptide bond NH at pH 2.8 at different NaClO4 concentrations. The 
results show that the exchange rates are NaClO4 concentration dependent and that the 
hydrogen exchange behavior indicates that the PLL conformations are in rapid equilibrium 
until the highest NaClO4 concentrations where two exchange rates are observed.   
5.2 EXPERIMENTAL 
5.2.1 Materials  
Poly–L–lysine HCl (MWvis = 20900, DPvis= 127, MWMALLS = 11400, DPMALLS = 69, where 
DPvis and DPMALLS refer to the degree of polymerization measured by viscosity and multi-
angle laser light scattering, respectively) was obtained from Sigma Co. and used without 
further purification. NaClO4 was purchased from Sigma Co., and was used without further 
purification. D2O (99.9 atom %D ) was purchased from Cambridge Isotope Laboratories, Inc. 
Small aliquots of HCl and DCl solutions were used to adjust the solution pH values. DCl (99 
+ atom %D) was acquired from Aldrich. The UVRR spectra of PLL at different NaClO4 
concentrations were measured at 0.85 mg/ml peptide concentrations at pH 3, and the spectra 
were normalized to the Raman intensity of the symmetric stretching band of ClO4
–
. 
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5.2.2 UVRR Instrument  
We used a Coherent Infinity Nd: YAG laser (Coherent, Inc.) to produce 355 nm light 
pulses (3rd harmonic) at a 100 Hz repetition rate with a pulse width of 3 ns.  This beam was 
Raman shifted to 204 nm (5th anti–Stokes) using a 1–m tube filled with hydrogen (60 psi), 
giving 2 mW average power.
28,29
 A Pellin Broca prism was used to select the 204 nm 
excitation. The sample was circulated in a free surface, temperature controlled stream to 
avoid heating or accumulation of photochemical degradation products formed by the high 
peak power laser pulses. The Raman scattered light was imaged into a subtractive double 
spectrometer.
28
 The dispersed UV light was detected by the liquid nitrogen cooled, 
Unichrome coated, back–thinned CCD with a >30% quantum efficiency in the deep UV 
(Princeton Instruments Spec–10:400B). More details on the UVRR apparatus are given by 
Bykov et al.
28
 
5.2.3 CD Measurements   
Circular dichroism (CD) spectra were measured by using a Jasco J–710 spectropolarimeter.  
The spectra were measured by using a temperature controlled 0.2 mm path length cell with 
0.87 mg/ml PLL concentrations.  
5.2.4 Hydrogen Exchange Experiment 
1 ml pD 2.9 D2O solutions containing 8.5 mg PLL and 0, 0.2, 0.35 or 0.8 M NaClO4 
concentrations were prepared and mixed rapidly with a 9 ml H2O solution at pH 2.8 with the 
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same NaClO4 concentrations. The dead times for all mixing experiment were 25 to 60 s. The 
time dependent UVRR spectra of the solutions at 0.85 mg/ml PLL concentration containing 
0, 0.2, 0.35 or 0.8 M NaClO4 were collected at 5 s intervals with 5 s data accumulation times. 
For samples containing NaClO4, all Raman spectra are normalized to the intensity of the 932 
cm–1 ClO4
–
 Raman band. In the absence of NaClO4 the AmI (AmI’) band intensity was used 
as the internal intensity standard. 
5.3 RESULTS AND DISCUSSION 
5.3.1  NaClO4 Dependence of 204 nm UVRR Spectra of PLL 
Previous studies show that NaClO4 converts unfolded PLL with charged side chains to α–
helix–like conformations.27 For example, 0.8 M NaClO4 at pH 5.5 at 2.5 ºC converts 
normally extended PLL conformations to an ~86% α–helix–like content.30 Fig. 5.1A shows 
204 nm UVRR spectra of PLL at different NaClO4 concentrations at pH 3 and 20 °C. In the 
absence of NaClO4, as observed previously, PLL occurs in an equilibrium between extended 
polyproline II (PPII) and 2.51–helix conformations at low pH.
27,31
  These conformations give 
rise to AmIII3 bands at ~1245 cm
–1
 and ~1268 cm
–1
, respectively as shown in Fig. 5.1B. As 
the NaClO4 concentration increases the intensities of the AmIII bands between 1190 and 
1300 cm
–1
, the ~1400 cm
–1
 Cα–H b band, and the ~1567 cm
–1 
AmII band decrease. In 
addition, the AmI and AmII band frequencies downshift; 0.8 M NaClO4 causes the AmI and 
AmII bands to downshift by 12 cm
–1
, and the AmI bandshape narrows and becomes more 
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symmetric. These spectral changes indicate the formation of α–helical–like conformations as 
confirmed by the CD measurement in Fig. 5.2. 
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Figure 5.1. (A) 204 nm UVRR spectra of PLL at pH 3 and 20 °C at 0, 0.1, 0.2, 0.35, 0.5 and 0.8 M 
NaClO4 concentrations. (B) Deconvolution of the 20 ºC 204 nm UVRR PLL spectrum in the absence of 
NaClO4 at pH 3. 
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We previously believed that NaClO4 converts charged PLL to a highly α–helical 
conformation by forming ion–pairs between ClO4
–
 and the PLL –NH3
+
 side chains to 
neutralize the repulsions that destabilize α–helical conformations.27,32-34 A simple Debye–
Hückel screening mechanism was excluded because high NaCl concentrations negligibly 
impact the PLL conformation.
26,30
  Ion–pair formation should dramatically decrease side 
chain electrostatic repulsions. This should decrease the 2.51–helix conformation content that 
is stabilized by side chain electrostatic repulsions.  
Indeed our previous study of K10 (Ac–lys10–NH2) demonstrated that the neutralization of 
the charged lysine side chains at increased pH significantly decreased the relative fraction of 
2.51–helix compared to that of the PPII conformation.
30
 However, surprisingly, the UVRR 
spectra of PLL showed that NaClO4 does not decrease the relative fraction of 2.51–helix 
significantly compared to that of the PPII conformation. We frankly do not understand this 
result. 
The Cα–H b bands that are resonantly enhanced in the extended PPII, β–sheet, and β–
strand–like conformations, are not enhanced in the α–helix–like conformations. As a result, 
in Fig. 5.1A, the Cα–H b band shows a large intensity decrease relative to that of the AmII 
and AmIII bands. Using the Cα–H b band intensity to indicate the extended PLL 
concentration content, we subtract the appropriate amount of the extended PLL spectrum 
from the measured spectra, leaving the UVRR of the NaClO4–induced α–helix conformation. 
This subtraction assumes that the extended conformation possesses an invariant UVRR 
spectrum as the NaClO4 concentration increases; this assumption is supported by the fact that 
the UVRR difference spectra between successive additions of NaClO4 are very similar, and 
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that the system appears 2–state from the Fig. 5.1 and Fig. 5.2 isosbestic points in the UVRR 
and the CD. 
Fig. 5.3 shows the estimated α–helix–like fraction of PLL at different NaClO4 
concentrations obtained from the UVRR. The α–helix–like content fraction of PLL at 
different NaClO4 concentrations, fH, can also be calculated from the Fig. 5.2 CD spectra by 
utilizing the equation 
29,35
: 
rH
r
Hf




 222    (5.1) 
θ222 is the molar ellipticity at 222 nm, which is assumed to be proportional to the helix 
content, θr and θH are the molar ellipticities of the extended and α–helix–like conformations. 
Here, θr was experimentally measured as 2854 deg cm
2
 dmol
–1, and θH = 32200 deg cm
2
 
dmol
–1
 is the mean residue ellipticity as averaged over several polypeptides.
36
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Figure 5.2. NaClO4 concentration dependence of 0.87 mg/ml PLL CD spectra at pH 3 and 20 ºC. 
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The α–helix–like fraction obtained from CD is smaller than that obtained from UVRR (Fig. 
5.3). The 222 nm CD ellipticity results from interpeptide bond exciton coupling of the α–
helical conformation electronic dipole transition moments. The ellipticity per residue 
decreases for short α–helices.29,35,37  
In contrast, the Raman intensity is the sum of the intensities from each peptide bond. We 
calculated the α–helix fraction by assuming that there only exist two conformations, either an 
extended conformation or an α–helix–like conformation.  We used the Cα–H b band intensity 
to calculate the PLL extended conformational fraction. We do not expect phenomena such as 
hypochromism to alter the extended conformation peptide bond Raman cross sections.  
We calculated the UVRR α–helix–like conformation fraction from fH = 1–fextended. The α–
helix–like conformational fractions calculated from the UVRR include α–helix–like turns 
that do not give significant contributions to the 222 nm ellipticity.  Thus, the Raman indicates 
a higher α–helix–like fraction than CD (Fig. 5.3).  
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Figure 5.3. Comparison of PLL α–helix–like conformation fraction calculated from CD and 
UVRR at different NaClO4 concentrations at pH 3 and 20 ºC. 
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Figure 5.4. NaClO4 concentration dependence of the AmIII region of the 204 nm UVRR spectra 
of the calculated α–helix–like PLL conformations at pH 3 and 20 °C. See text for details. 
 
Fig. 5.4 shows the calculated α–helix–like PLL AmIII region UVRR spectra. The 
AmIII region of the α–helix–like PLL spectra is well modeled by Gaussian bands. The 1110 
cm
–1 
band derives from the ClO4
–
 asymmetric stretching band, while the AmIII1 and AmIII2 
bands are located at 1332 cm
–1
 and 1294 cm
–1
. As shown in Fig. 5.4 the AmIII3 band spectral 
region depends on the NaClO4 concentration. At 0.1 and 0.2 M NaClO4 concentrations, the 
AmIII3 region resolves into two bands at 1222 cm
–1 
and 1260 cm
–1
. In contrast, at 0.35, 0.5 
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and 0.8 M NaClO4, the AmIII3 region resolves into three bands at 1222 cm
–1
, 1253 cm
–1 
and 
1273 cm
–1
. 
5.3.2 NaClO4 Dependence of PLL Ψ Angle Distribution  
Using the method developed by Mikhonin et al,
38
 we can calculate the Ramachandran Ψ 
angle distribution from the AmIII3 band frequency distribution if we know the peptide bond 
hydrogen bonding states.
38-40
 Fig. 5.5 shows the NaClO4 concentration dependence of the Ψ 
angle distributions of PLL calculated from the AmIII3 bands deriving from the calculated α–
helix–like spectra of Fig. 5.4, and from the pure extended conformations of PLL in the 
absence of NaClO4 of Fig. 5.1B.  
Assuming α–helix–like intramolecular peptide bond hydrogen bonding, the 1273 cm–1, 
1260 cm
–1
 and 1253 cm
–1
 AmIII3 bands are calculated to derive from conformations with 
average Ramanchandran Ψ angles of –60°, –43°, –36°.38 
Thus, the 1273 cm
–1
 and 1253 cm
–1
 AmIII3 bands derive from π–bulge and pure α–helix 
conformations, respectively. The 1260 cm
–1
 AmIII3 band occurs at a frequency between that 
of the α–helix and π–bulge/helix conformation. It could derive from distorted α–helix or π–
helix conformations.  
The 1222 cm
–1
 AmIII3 band could result from Ψ angles, of either 4° or 124°.  Because the 
1222 cm
–1
 AmIII3 band does not also show the significant intensity in the Cα–H b band 
region that would be expected for this partially extended structure, we exclude the 124° Ψ 
angle possibility, and assume that the conformation is close to that of an α–helix. This 
conformation could derive from type I or I’ and type II or II’ turns from their i+2 residues 
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based on this Ψ value.38 For brevity we label this turn conformation T1. We assume here 
equal Raman cross sections for α–helix, π–helix and T1 structures.  
The extended conformation PLL spectra, measured in the absence of NaClO4, shown in 
Fig. 5.1B shows three AmIII3 bands. Two were assigned to the PPII and 2.51–helix 
conformations, as discussed above. The third AmIII3 band appears as a shoulder at 1214 cm
–
1.  This band which we label T2 could also result from turn conformations, with Ψ angles of 
either 14° or 114°. However, it is unclear whether this turn conformation shows significant 
Cα–H b band intensity because of the overwhelming contributions of the PPII and 2.51–helix 
conformations.  
Ψ = 14° could derive from a somewhat distorted type I, II, or II’, i+2 residues, or type I’ or 
III’, i+1 and i+2 residues. Ψ = 114° could derive from a somewhat distorted type II, i+1 
residues or a type VIII, i+2 residue.
38
 Fig. 5.5 shows the Ψ distribution assuming that the T2 
conformation possesses Ψ = 114° and that this conformation shows Raman bands with the 
same cross sections as the PPII and 2.51–helix extended conformations. 
At 0.1 M NaClO4 the Ψ angle distribution show only the distorted α–helix or π–bulge 
conformations and the T1 and T2 turn structures and the PPII and 2.51–helix structures. π–
bulge structures are induced by increasing NaClO4 concentration. Further, as the NaClO4 
concentration increases, the α–helix–like content increases, decreasing the extended 
conformation content. The relative concentrations of α–helix and π–bulge concentrations 
increase compared to that of the T1 turn structure. 
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Figure 5.5. NaClO4 concentration dependence of the Ramachandran Ψ angle distribution of PLL 
at pH 3 and 20 °C, assuming the T2 conformation at Ψ = 114°.  The possible Ψ = 14° conformation is not 
shown. The extended structure Ψ angles are assumed to be those of PLL in the absence of NaClO4 as in 
Fig. 5.1B. 
5.3.3 Conformational Free Energy Landscape of PLL  
 We can use the calculated conformation population distribution of Fig. 5.5 to calculate the 
Gibbs free energy of the equilibrium conformations relative to the PPII conformation along 
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the Ψ Ramachandran angle folding reaction coordinate.27,31 Fig. 5.6 shows the resulting 
energy landscape at different NaClO4 concentrations at pH 3 and 20 °C. The energy 
landscape contains an α–helix–like conformational basin and an extended conformation 
energy basin. 
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Figure 5.6. Calculated Gibbs free energy landscape for PLL at different NaClO4 concentrations 
at pH 3 and 20 °C. The dotted lines show the turn regions, assuming that the T2 turn occurs at Ψ =114°. 
 
At 0.1 M NaClO4, the –helical basin shows a double–well with a separate minima from 
the α–helix and the T1 turn structure. The α–helix and π–bulge conformations lie 1.5 
kcal/mol above those of the PPII and 2.51–helix conformations. Increasing the NaClO4 
concentration lowers the α–helix–like conformation basin energy. At 0.2 M NaClO4, the α–
helix–like conformation is 0.58 kcal/mol above the PPII and 2.51–helix conformations. At 
0.35 M NaClO4, the α–helix or π–helix–like energy well splits into an α–helix, π–bulge and 
T1 triplet of energy minima.  The α–helix, π–bulge and T1 triplet energies are similar to 
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those of the PPII and 2.51–helix conformations. At 0.8 M NaClO4, the α–helix and π–bulge 
conformational energies are 0.55 and 0.65 kcal/mol below that of extended conformations, 
consistent with our previous study.
27
 The relative energy of the T1 conformation energy 
decreases less than that of the α–helix and π–bulge conformations. The variations in shape of 
the PLL Gibbs free energy landscape with changing NaClO4 concentration indicates that 
complex conformation changes occur as the NaClO4 concentration increases.  
5.3.4 UVRR Spectra of Protonated and Deuterated PLL  
Deuteration of the PLL backbone N–H groups leads to significant PLL UVRR spectral 
changes
30
 because the AmII, AmIII and Cα–H b bands involve significant N-H bending; 
deuteration removes the N–H in plane bending component, leaving an almost pure C–N s 
AmII’ vibration at 1470 cm–1 and an AmIII’ vibration at 935 cm–1 which has a large N–D 
bending component. Fig. 5.7 shows the pH 3 UVRR spectrum of PLL in the absence and 
presence of 0.8 M NaClO4 in H2O and D2O. The AmIII, AmII and Cα–H b bands disappear 
and are replaced with the very strong AmII’ band, and a weak AmIII’ band (not shown). The 
UVRR spectra clearly differentiate between ND vs NH peptide bonds. The AmII’ band is 
strong and well resolved, allowing for accurate quantitative analysis of the relative deuterated 
fraction. 
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Figure 5.7. 204 nm UVRR spectra of PLL in the absence and presence of 0.8 M NaClO4 in H2O 
and D2O at pH 3/pD 3 and at 20 °C. 
 
5.3.5 NaClO4 Dependence of PLL Amide Hydrogen Exchange Rate 
We examined PLL hydrogen exchange at 0, 0.2, 0.35, 0.8 M NaClO4 concentrations, by 
mixing PLL D2O NaClO4 solutions rapidly with H2O NaClO4 solutions.  Fig. 5.8 shows the 
evolution of the UVRR on hydrogen exchange of PLL in the absence and presence of 0.8 M 
NaClO4. The AmII’ band gradually loses intensity upon replacement of N–D by N–H, while 
the AmII, Cα–H b and AmIII bands gain intensity.  
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Figure 5.8. (A) pH 2.8 UVRR of PLL at 20 ºC hydrogen exchange at 28, 33, 43, and 103 s after 
H2O addition in the absence of NaClO4. (B) pH 2.8 UVRR PLL hydrogen exchange in 0.8 M NaClO4 
obtained at 3, 8, 12, 22, 32, 42, 64, 102 and 150 min after 0.8 M NaClO4 H2O solution addition. 
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Fig. 5.9 shows the normalized intensity decay of the AmII’ band calculated as: 
)()0(
)()(
)(
''
''
',



AmIIAmII
AmIIAmII
AmIIN
II
ItI
tI         (5.2) 
where IN,AmII’ (t) is the normalized AmII’ intensity decay, whose value decreases from 1.0 to 
0.0, IAmII’ (t) is the experimentally observed AmII’ band intensity at exchange time t, IAmII’ (0) 
and IAmII’ (∞) are the AmII’ band intensities at t = 0 and t = ∞. Since the AmII’ band shapes at 
all exchange times for specific NaClO4 concentration are almost identical, we utilized peak 
height intensities for analysis.  
The 1459 cm
–1
 HOD bending band partially overlaps the AmII’ band. Since the H2O/D2O 
rapidly reaches equilibrium, the HOD bending band contribution to the AmII’ band intensity 
is constant at all times during the PLL hydrogen exchange. Thus, the HOD band subtracts off 
during the data analysis using eqn. 5.2.  
As the NaClO4 concentration increases, hydrogen exchange slows (Fig. 5.9). The apparent 
exchange rate is calculated by fitting the normalized AmII’ band intensities. The AmII’ 
intensity decay curves at 0, 0.2, and 0.35 M NaClO4 concentrations at pH 2.8 are well fit by 
single exponentials with apparent exchange rates of 0.95, 0.11, 0.063 min
–1
, respectively. 
The best single exponential fitting to the AmII’ 0.8 M exchange curve gave an apparent 
exchange rate of 0.014 min
–1
. However, Fig. 5.9 shows that the 0.8 M exchange curve does 
not fit well to a single exponential. Excellent fitting was obtained with a double exponential 
that give apparent rates of 0.022 min
–1 
and 0.00097 min
-1
 with weighting factors of 0.77 and 
0.23 for the two exponents, respectively, as discussed below.  
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Figure 5.9. (A) Time dependence of normalized AmII’ band intensity of PLL due to H–exchange 
at pH 2.8 at 20 °C at different NaClO4 concentrations. The thin solid lines show single exponential fitting. 
 
We also monitored the normalized intensity increase upon exchange that occurs for the Cα–
H b band (  IN,C–H (t)=( I C–H (t) – I C–H (0)) / ( I C–H (∞) – I C–H (0))) that is ploted together with 
1–IN,AmII’ (t) in Fig. 5.10. At 0.0, 0.2 and 0.35 M NaClO4 concentrations, the AmII’ and Cα–H 
b band kinetics fully overlap.  
We also monitored the normalized intensities of the 1567 cm
–1
 AmII band and the 1250 
cm
–1
 and 1267 cm
–1
 components of the AmIII3 band. At 0.0, 0.2 and 0.35 M NaClO4 
concentrations, the AmII and the AmIII3 band kinetics overlap those of the AmII’ band. 
However, at 0.8 M NaClO4, the IN,C-H (t) kinetics are faster than that of 1–IN,AmII’ (t) as 
shown 
in Fig. 5.10. The AmII band kinetics is very close to that of the AmII’ band, while the 1250 
cm
–1
 and 1267 cm
–1
 AmIII3 band kinetics fall between the IN,C-H (t) and 1–IN,AmII’ (t) kinetics 
(not  shown).   
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Figure 5.10. Comparison of IN,C-H (t) (blue) and 1–IN,AmII’ (t) (red), exchange kinetics of the Cα–H 
b band and AmII’ band at pH 2.8 at 20 °C. The black lines are single exponential (0.2, 0.35 M NaClO4) 
and double exponential (0.8 M NaClO4)  fitting curves. 
 
In the presence of NaClO4 PLL has multiple conformations in equilibrium (α, π, turn, PPII, 
2.51–helix etc.). All conformations with NH peptide bonds contribute to the AmII and AmIII 
bands, with the α–helical–like conformations contributing with lower Raman cross sections. 
Uniquely, the Cα–H b band is contributed only by NH peptide bond extended conformations. 
All ND peptide bonds contribute to the AmII’ band, with the α–helical conformation 
showing a lower Raman cross section. 
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The exchange rates of peptide bond NH in the extended conformations can be selectively 
calculated from the Cα–H b band exchange kinetics shown in Fig. 5.10. At 0.0, 0.2 and 0.35 
M, identical exchange rates are observed for the Cα–H b band from the extended structure, as 
from the AmII’ band contributed by the predominant α-helix conformation. In sharp contrast, 
in 0.8 M NaClO4, the extended conformation monitored 0.024 min
–1
 single exponential Cα–H 
b band calculated exchange rate is almost twice faster than that of the mainly α–helix AmII’ 
band of 0.014 min
–1
. As discussed above, the hydrogen exchange rates of peptide bond NH in 
the extended conformations slow as NaClO4 concentration increases. The Am II and AmIII 
monitored D/H exchange kinetics show a poorer S/N because the magnitude of the spectral 
changes are attenuated by the overlapping slow –helix exchange rates, and by the weaker, 
broader AmIII bands that contain partially overlapping contributions of -helix-like and 
extended conformations.   
The H/D exchange rates for PLL in solution should follow the scheme: 
Helix
Extended
Exchanged helix
Exchanged extended conformation
 
where ‘Helix’ and ‘Extended’ represent the α–helix–like and extended conformations, kex,helix 
and kex,extended  refer to the H/D exchange rate constants of the peptide bond NH in the α–
helix–like and extended conformations, respectively, kα and k–α are rate constants for the 
conformational transformation between the α–helix–like and extended conformations, and 
the equilibrium constant K= k–α / kα = [extended] / [helix]. At 0.0 M NaClO4, only the 
extended conformation exists.  At 0.2, 0.35, and 0.8 M NaClO4, K= k–α / kα can be calculated 
to be 2.0, 0.82, and 0.39, respectively. 
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The overlapping time dependencies of the normalized intensities of the AmII’, Cα–H b, 
AmII, and the 1250, 1267 cm
–1
 AmIII3 band kinetics for 0.2 and 0.35 M NaClO4 
concentrations indicate that the hydrogen exchange rates for the extended and α–helix–like 
conformations are either identical, or the conformational interconversion rate is significantly 
faster than our H/D exchange measurement time scale. Since we expect the α–helix–like 
conformation to have a very slow D/H rate, we must conclude that we are actually 
monitoring the D/H exchange of the extended conformation, and that conformational 
exchange is very fast between the α–helix–like conformation and extended conformations. 
However, the 0.8 M NaClO4 solution PLL sample of Fig. 5.10 shows faster kinetics for the 
extended conformation Cα–H b band than for the predominantly α–helix AmII’ band 
indicating that the extended structure undergoes D/H exchange faster than the α–helix and 
that the conformational interconversion rates are slow compared to the D/H exchange rates.  
Thus, the conformational interconversion rate of PLL decreases as the NaClO4 
concentration increases. ClO4
–
 binding probably increases the activation barriers restricting 
the conformational interconversion rate. Previous studies showed that peptide conformational 
dynamics could be influenced by the presence of salts.
41
 Further, Dzubiella et al. MD 
simulations showed that the α–helical (un)folding kinetics of a ala–based peptide are slowed 
by the binding of ions to peptide charged groups.
42
  
The 0.8 M NaClO4 AmII’ band normalized intensity time dependence is not well fit to a 
single exponential, presumably because the extended conformation and α–helix–like 
conformations have different exchange rates.  The double exponential fit to 1–IN,AmII’ (t)： 
tktk
AmIIN eaaetI
21 )1(1)(1 ',
   (5.3) 
where k1=0.022 ± 0.001min
–1
, k2 =0.00097 ± 0.00128min
–1 
and a=0.77 ± 0.04.   
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The amide NH exchange rate obtained from the excellent single exponential fit to the Cα–H 
b band exchange kinetics is k=0.024 min
–1
, which is very close to the k1 rate obtained from 
the AmII’ band kinetics. This similarity suggests that the k1 kinetics derives from the D/H 
exchange of the extended conformations, leaving the k2 kinetics to derive from the α–helix–
like conformations.  
Assuming we have only extended and α–helix–like conformations we expect parameter a 
to be given as:  
helixhelixextendedextended
extendedextended
ff
f
a




    (5.4) 
where fextended and fhelix 
are the PLL fraction of extended and α–helix–like conformations in 
the presence of 0.8 M NaClO4. σhelix and σextended 
are the AmII’ band cross sections of the α–
helix–like and extended conformations.  
Assuming that the Raman cross sections of the extended and α–helix–like conformations 
are identical in the presence and absence of NaClO4, σextended / σhelix can be estimated from the 
measured pH~3 PLL UVRR AmII’ band intensities in D2O in the absence and presence of 
0.8 M NaClO4 (Fig. 5.7). Using the AmI’ band as an internal intensity standard, the measured 
AmII’ band integrated intensity ratio in the absence and presence of 0.8 M NaClO4, 
IAmII’,0MClO4 / IAmII’,0.8MClO4 is measured to be 1.78±0.05. Since 
',8.0,',8.0,
',0,',0,
8.0,'
0,'
44
44
4
4
AmIIhelicalMClOhelixAmIIextendedClOextended
AmIIhelicalMClOhelixAmIIextendedMClOextended
MClOAmII
MClOAmII
ff
ff
I
I





 (5.5) 
Given our determined PLL extended conformational fractions at 0.0 and 0.8 M NaClO4 are 
100% and 28%, we estimate the AmII’ band Raman cross section ratio of the extended 
conformation to the α–helix–like conformation is 2.55±0.15. Using this cross section ratio 
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and eqn. 5.4, we calculate a = 0.50 ± 0.02, which is somewhat less than that of the fitted 
kinetic result (0.77). This indicates our 2–state H/D exchange model fails to fully account for 
the PLL exchange kinetics.  
5.3.6 NaClO4 Decreases the H/D Exchange Rates of Extended Conformation Peptide 
Bonds 
Fig. 5.11, which shows the NaClO4 concentration dependence of the exponential exchange 
rates, shows that increasing NaClO4 concentrations rapidly decreases the H/D exchange rate 
of the peptide bond ND.  We can model this dependence at 0, 0.2 and 0.35 M NaClO4 
concentrations where the conformational exchange rates are fast by assuming that ClO4
–
 is a 
competitive inhibitor of the PLL H/D exchange. In the Appendix we calculate the impact of 
ClO4
–
 binding on the extended PLL D/H exchange rate by modeling our observed exchange 
rate, kobs of Fig. 5.11:   
][1 4


ClOK
k
f
k ex
extended
obs
 (5.6) 
Fitting the apparent exchange rate constant, kobs at different NaClO4 concentrations (Fig. 
5.11) gives an intrinsic D/H exchange rate of kex = 0.95 ± 0.03, and a ClO4
–
 association 
equilibrium constant to extended PLL of  K = 21 ± 4. Thus, ClO4
–
 binds to extended PLL at a 
site close to the peptide bond N–D to protect it against D/H exchange that is primarily 
catalyzed by OH
–
. This base catalyzed reaction occurs through abstraction of the amide NH 
by direct interaction with OH
–
.
43
  The model above predicts that increasing the pH should 
speed up the D/H exchange rate because of an increased competing OH
–
 concentration. We 
find that the D/H exchange of PLL at pH 6.5 in 0.8 M NaClO4 is faster than the dead time of 
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our exchange measurement (< 1min);  the pH 6.5 in 0.8 M NaClO4 PLL UVRR is identical to 
that at pH 2.8, indicating identical PLL conformations.   
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Figure 5.11. NaClO4 concentration dependence of extended PLL exchange rates. The solid line 
shows the eqn. 5.6 fitting result. 
 
The ClO4
–
 induced decrease in the peptide bond NH exchange rates in the extended PLL 
conformations indicates a specific ClO4
–
 binding geometry that protects the backbone peptide 
bond ND from exchange. Fig. 5.12 shows how ClO4
–
 ion could interact both with extended 
conformation peptide bond ND and the neighboring lysine –NH3
+
 group through hydrogen 
bonding and electrostatic interactions to transiently form stable ring structures that protects 
the amide NH from exchange.  
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ClO4
–
PPII
 
Figure 5.12. Interactions between ClO4
–
 and PLL in the PPII conformation to protect the peptide 
NH from exchange. The ClO4
–
 ion binds to the amide NH and neighboring lysine –NH3
+
 group to form a 
ring structure. 
 
5.4 CONCLUSION 
We examined the impact of NaClO4 on poly–L–lysine’s conformational equilibrium and its 
hydrogen exchange kinetics. The presence of NaClO4 induces charged PLL to fold into α–
helical–like conformations. Extended conformations such as the PPII and 2.51–helix 
conformations dominate the PLL equilibria at low NaClO4 concentrations.  In contrast, at 
higher NaClO4 concentrations α–helical–like conformations that consist of turn, α–helix and 
π–helix/bulge conformations dominate. The conformational population Ψ angle distribution 
and the Gibbs free energy landscape of PLL were calculated along the Ramachandran Ψ 
angle folding coordinate. 
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We find that the D/H exchange kinetics of PLL at 0, 0.2, 0.35 and 0.8 M NaClO4 
concentrations slow as the NaClO4 concentration increases. The kinetics of the AmII’ and 
Cα–H b bands are identical at 0, 0.2 and 0.35 M NaClO4 concentrations which indicates that 
the conformational interconversion rates are significantly faster than our H/D exchange 
measurement time scale.  
At 0.8 M NaClO4 concentration the AmII’ band intensity kinetics requires a double 
exponential fit. In addition, the Cα–H b band extended structure D/H kinetics are faster than 
that of the AmII’ band indicating that the PLL conformational interconversion rate is slowed 
by NaClO4.  The exchange rate of the extended structure is much faster than that of the α–
helix structure.  These results allow us to determine the association constant of perchlorate to 
the extended PLL conformation, and allow us to propose a binding geometry.   
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5.5 APPENDIX: NACLO4 INHIBITS H/D EXCHANGE OF EXTENDED PLL AT 
LOW PH 
Our results in Fig. 5.11 that show a slowing H/D exchange rate as the ClO4
– 
concentration increases indicates that the deuterated amide ND peptide bonds in PLL are 
protected from exchange by binding of ClO4
– 
and PLL to form the ND–ClO4 complexes. The 
exchange process of the extended conformations  is described by 
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ND–ClO4 ND + ClO4
– NH + ClO4
– NH–ClO4
ka
k–a kex
k–a
ka
 
The first and third steps are the association reactions that occur between extended 
conformations of PLL and ClO4
–
, where ka and k-a are the association and dissociation rate 
constants. kex is the D to H exchange rate constant. The ClO4
– 
association and dissociation 
steps are very fast and the reaction is assumed to be in ClO4
– 
exchange equilibrium.   
The equilibrium association reaction constant between extended PLL and ClO4
–
 is  
]][[
][
4
4




ClOND
ClOND
k
k
K
a
a
      (5-A1) 
So that  
]][[][ 44
 ClONDKClOND
   (5-A2) 
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   (5-A3) 
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     (5-A4) 
During the H/D exchange process, at low and modearate ClO4
–
 concentrations (0.2 and 
0.35 M) we can assume fast conformational exchange such that the extended and α–helix–
like conformations are in equilibrium. Thus,  the extended conformational fraction is: 
][][][][
][][
44
4
ClODDClONDND
ClONDND
fextended




      (5-A5) 
where [α–D] and [α–D–ClO4] are the unbound and bound ClO4
–
 states of α–helix–like 
conformations.  The measured overall hydrogen exchange rate is 
][
])[][][]([ 44 NDk
dt
ClODDClONDNDd
ex



   (5-A6) 
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The hydrogen exchange rate of the extended conformation is obtained from eqn. (5-A6):
  
][
])[]([ 4 NDkf
dt
ClONDNDd
exextended

       (5-A7) 
Substituting eqn. (5-A4) into (5-A7) yields 
][1
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Reorganizing (5-A8), 
dt
ClOK
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ClONDND
ClONDNDd exextended
][1][][
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Thus, the apparent exchange rate constant of the extended conformation is a function of the 
ClO4
–
 concentration: 
][1 4


ClOK
kf
k exextendedobs   (5-A10) 
Rearrange the eqn. (5-A10), and eqn. 5.6 is obtained.  
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CHAPTER 6 
 
 
Resolution Enhancement Mechanism in Generalized Two-
Dimensional Correlation Spectroscopy 
 
 
 
 
 
 
 
 
 
 
This Chapter was submitted to Applied Spectrosocpy. The co-authors are Lu Ma, 
Vitali Sikirzhytski, Zhenmin Hong, Igor Lednev, Sanford Asher. 
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6.0   RESOLUTION ENHANCEMENT MECHANISM IN GENERALIZED TWO-
DIMENSIONAL CORRELATION SPECTROSCOPY 
Generalized two-dimensional correlation spectroscopy (2D COS) can be used for 
resolution enhancement to differentiate highly overlapped spectral bands. Despite recent 
extensive 2D COS studies, the origin of the 2D spectral features and the resolution 
enhancement mechanism are not understood completely. In this work, we studied 2D COS of 
simulated spectra and developed new insights into the dependence of the 2D COS spectral 
features on the overlapping band separations, intensities and bandwidths, and the band 
intensity change rates. We elucidate the origins of the spectral features of the overlapping 
band 2D COS spectra, and identify the conditions required to resolve overlapping bands.  
6.1 INTRODUCTION 
Two-dimensional correlation spectroscopy (2D COS) was first introduced by Noda,
1-5
 
as a mathematical technique to investigate the behavior of a system in response to external 
perturbations (temperature, pH, concentration, time etc.). 2D COS has been successfully 
applied to analyze NMR, IR, Raman, UV-Vis, fluorescence spectra etc.
4-7
  2D COS 
establishes correlations between spectral intensity variations within a set of spectra by 
generating two-dimensional maps that are known as the 2D synchronous and asynchronous 
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spectra. Information such as the similarity, direction, and sequential order of correlated 
spectral intensity variations can be extracted by studying the 2D correlation peak features.
5,8
  
2D COS enhances spectral resolution by spreading highly overlapped band features along a 
second dimension.
7,9-11
 2D COS has been shown to be a powerful tool to study spectra of 
complex systems such as polymers, colloids, proteins, peptides, and pharmaceuticals.
12-14
 
The presence of multiple overlapping bands is revealed by the occurrence of multiple 
correlation peaks in the 2D synchronous and asynchronous spectra.
12-14
 
Despite the numerous studies, the resolution enhancement mechanism of 2D COS is 
still not completely understood. 2D synchronous or asynchronous correlated peaks occur if 
the intensities of two spectral features change in-phase or out-of-phase with each other.
5
 
Although it is generally expected that the number of correlation peaks will be equal to the 
number of overlapping bands, this result does not always occur. For example, Yu et al. 
surprisingly found the presence of three correlation peaks in the 2D COS spectra of simulated 
spectra where an overlapping narrow band was embedded within a broad band.
15
  
In the work here, we examine the dependence of the 2D COS spectral features on the 
overlapping band separations, band intensities and bandwidths, and the rates of band 
intensity changes. We identify the conditions required to resolve overlapping bands.   
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6.2 EXPERIMENTAL SECION 
6.2.1 2D Correlation Analysis  
Noda proposed a practical method to compute generalized 2D correlation spectra.
5,16 
Assuming a set of m spectra collected over perturbation t at equally spaced increments, the 
2D synchronous ),( 21  and asynchronous ),( 21   correlation intensities at 1   and 2 are 
calculated: 
)(~)(~
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where )(~ iy   is the dynamic spectral intensity matrix,  
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(6.3) 
),(~ ji ty   is the dynamic spectral signal at i and time tj defined by the following 
equation:  
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kijiji ty
m
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where ),( ji ty   
is the measured spectral signal at 
i and time tj. N in eqn. (6.2) is the 
Hilbert-Noda matrix, given by 
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The synchronous spectrum is the inner product of two dynamic spectral vectors 
measured at two different spectral frequencies, 1  and 2 . The asynchronous spectrum is the 
inner product of the dynamic spectral vectors and the orthogonal Hilbert-Noda matrix.  
The 2D correlation spectra here were calculated as discussed above. We will consider 
here only those cross-peaks located below the correlation diagonal and label them as (v1, v2), 
where v1, v2 refer to the abscissa and ordinate spectral frequencies.  
6.2.2 Simulations 
The simulated spectra used here were composed of 13 Gaussian bands 
2
2
2
)(
0 )(
i
ci
w
ii eAI




 as shown in Fig. 6.1A, where wi determines the full bandwidth at half 
height ( iwFWHH 2ln22 ), vci is the band center frequency, v is the spectral frequency, 
and Ai is the maximum amplitude of the ith Gaussian band. The ith band intensity decreases 
exponentially with time as tk
i
ietf
)( . In the following discussion, Bi refers to the ith band. 
The Gaussian band parameters and their intensity change functions are summarized in 
Table 6.1. The first five bands have identical maximum intensities and bandwidths and are 
separated by 100 cm
-1
. The other eight bands are paired to form 4 overlapping bands B6/B7, 
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B8/B9, B10/B11 and B12/B13. B6 and B7 are separated by 30 cm
-1
, while B8 and B9, B10 
and B11, B12 and B13 are separated by 8 cm
-1
. All bands have w =14 cm
-1
, except for B9 
and B11 where w = 11 cm
-1
, and B13 with w=5 cm
-1
. All bands have A= 100, except for B11 
where A= 36.   
The B1 to B5 band intensity change rate constants k are 0.05, 0.085, 0.1, 0.15, and 0.2 
sec
-1
, respectively. For B6, B8, B10, and B12, k=0.05 sec
-1
, and for B7, B9, B11, and B13 k 
=0.2 sec
-1
.  
Fig. 6.1B shows the simulated spectra  
)()(),(
1
0  


m
i
ii ItftI       (6.6) 
where m=13 is the number of the Gaussian bands, and fi(t) is defined as the intensity 
change coefficient calculated  as tk
j
ietf
)( . 
The simulation consists of 21 spectra with spectrum 1 the starting spectrum at t = 0 
sec. The time interval between spectra is 1 sec. The spacing between spectral data points is 2 
cm
-1
. 
Table 6.1. Gaussian band parameters and the band intensity change functions. 
 f(t) 
c  
(cm
-1
) 
A w  
(cm
-1
) 
B1 te 05.0  1370 100 14 
B2 te 085.0  1470 100 14 
B3 te 1.0  1570 100 14 
B4 te 15.0  1670 100 14 
B5 te 2.0  1770 100 14 
B6 te 05.0  1870 100 14 
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B7 te 2.0  1900 100 14 
B8 te 05.0  2000 100 14 
B9 te 2.0  2008 100 11 
B10 te 05.0  2100 100 14 
B11 te 2.0  2108 36 11 
B12 te 05.0  2200 100 14 
B13 te 2.0  2208 100 5 
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Figure 6.1.  (A) 13 Gaussian band spectra. (B) Simulated spectra. 
B 
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6.2.3 Spectral Normalization 
The normalized spectral intensity ),( tF   is calculated:  
)]0,(),(/[)]0,(),([),(  ITIItItF               (6.7) 
where I(v,t) is the spectral intensity at t.
17
 Normalization makes the spectral intensities range 
from 0 to 1 over the total perturbation time T. The results of spectral signal intensity 
normalization are shown in Fig. 6.2. Eqn. (6.7) can be rewritten: 
 btFKtI  ),()(),(                               (6.8) 
where )0,(),()(  ITIK  , and )0,(Ib  .  The normalized half-intensity (NHI) is 
defined as the normalized intensity at t=T/2, as shown in Fig. 6.2B.  
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Figure 6.2.  Example of spectral intensity normalization. (A) Time dependence of intensities of 
bands
t
A etI
2.0)(  ,  ttB eetI
27.001.0 6.04.0)(   and tC etI
05.0)(   . (B) Normalized intensity time 
dependence of these bands. FA,T/2, FB,T/2 and FC,T/2 refer to the NHI of these bands. The black oval shows 
the region where the normalized intensities of band A and B cross. 
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Recently, as a further interpretation of Noda’s sequential rule,5 Yu et al proposed the 
following correlation of the signs of the synchronous and asynchronous cross-peaks to the 
relative values of the NHI at ν1 and ν2 (Fig. 6.2)
17
: if Φ(ν1, ν2 )Ψ(ν1, ν2 ) > 0, then the 
spectral NHI at ν1 is larger than that at ν2; If Φ(ν1, ν2 )Ψ(ν1, ν2 ) < 0, then the spectral NHI at 
ν1 is smaller than that at ν2. The relationship was verified for spectra consisting of non-
overlapping bands where the band intensities change monotonically and where the 
normalized intensity time dependencies do not cross (Fig. 6.2B).
17
  
6.3 RESULTS AND DISCUSSION 
6.3.1 2D Correlation Result of Simulated Spectra  
Significant resolution enhancement is provided by 2D COS. Fig. 6.1B shows that 
only the overlapping B6/B7 bands can be visually resolved in the one dimensional spectra. 
Fig. 6.3 shows the 2D COS spectra generated by correlating the simulated spectra of the non-
overlapping bands B1 to B5 with the overlapping bands B6 to B13. The synchronous and 
asynchronous spectral correlation peak features differ for different overlapping bands, due to 
differences in band separations, band intensities, bandwidths, and temporal intensity changes 
(Fig. 6.3).  
Fig. 6.3A shows the 2D COS synchronous spectra. The positive signs of the auto-
peaks and cross-peaks in the synchronous spectrum indicate that the spectral intensity 
changes of all bands occur in the same direction. In this case, the 2D COS synchronous 
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spectrum does not provide more information than does the original one-dimensional 
spectrum; no resolution improvement occurs. 
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Figure 6.3. 2D COS (A) Synchronous and (B) Asynchronous spectrum calculated from the 
simulated spectra of Fig. 6.1B. The dashed horizontal lines indicate the Gaussian band maxima. 
 
The occurrence of doublet asynchronous cross-peaks with different signs in the (B2, 
B6/B7), (B3, B6/B7), (B4, B6/B7), (B2, B8/B9), (B3, B8/B9), and (B2, B10/B11) correlation 
regions in the Fig. 6.3B, 2D asynchronous spectrum, clearly resolve these overlapping bands. 
However, the cross-peak maxima and minima do not always correspond to the center 
frequencies of the overlapping Gaussian bands. 
In the (B1, B6/B7), (B5, B6/B7), (B1, B8/B9), (B4, B8/B9), (B1, B10/B11), and (B3, 
B10/B11) correlation regions, the 2D asynchronous spectrum shows only single negative or 
B. 2D asynchronous spectrum 
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positive cross-peaks (Fig. 6.3B).  The low values of the correlations in these regions indicate 
that the correlated bands have similar intensity change rates.  
In the (B5, B8/B9), (B4, B10/B11), (B5, B10/B11) and (B5, B12/B13) asynchronous 
correlation regions, single cross-peaks dominate the entire overlapping band frequency 
region. The 2D COS asynchronous spectrum does not resolve the underlying overlapping 
bands.   
More complex triplet cross-peaks (positive, negative and positive) are observed in the 
(B2, B12/B13) and the (B3, B12/B13) asynchronous correlation regions. Triplets of cross-
peaks are expected to result from three underlying components instead of the two 
overlapping Gaussians here. Similar 2D COS results were previously reported by Yu et al.
15
 
Further complexity is evident in the (B4, B12/B13) correlation region that shows two 
positive cross-peaks instead of the positive and negative doublet cross-peaks commonly 
expected.  
6.3.2 Modeling of the Effect of Band Overlap on Spectral Normalized Intensity 
Yu et al
17
 indicates that the normalized band intensities play an important role in 
determining the 2D COS spectral features. Here we have examined the mechanism of 
formation of 2D correlation spectra to develop deeper insight.  
Given the intensities of two Gaussian bands at frequency v and at t=0, I1,0(v) and 
I2,0(v), an intensity matrix can be defined as: 
])()([)( 0,20,10  III               (6.9)  
An intensity change coefficient matrix is defined as:  
 140 













n
n
ffff
ffff
f
f
f
,22,21,20,2
,12,11,10,1
...
...
2
1
             
(6.10)
 
where the f1 and f2  vectors consist of component fi,j , which are the intensity change 
coefficients of the ith band for the jth time or perturbation step. The spectral intensity of the 
overlapping bands can be calculated as:  
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and rewritten as: 
])()(...)()()()([)( ,20,2,10,11,20,21,10,10,20,20,10,1 nn fIfIfIfIfIfII         
(6.12) 
For the jth perturbation time step, the normalized intensity at frequency v: 
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The normalized intensity )(, vF ji of a single Gaussian band i at the jth time step would 
be written: 
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It can be seen that )(, vF ji does not depend on frequency. Eqn. (6.14) can be rewritten 
as: 
ijiiijiiniji FfFfff   ,0,,0,,, )(      
(6.15) 
    
where
0,, inii ff   and 0,ii f . Substituting eqn. (6.15) into (6.13), the 
normalized intensities of overlapping bands at the jth time step can be expressed as follow:  
 141 
0,22020,1101.20,22,10,11
0,22020,1101,20,22,10,11
)()()()(
)()()()(
)(
FIFIFIFI
FIFIFIFI
F
nn
jj
j






             
(6.16) 
 
Since 00,20,1  FF  and 1,2,1  nn FF , then )(vFj  can be simplified:  
)()(
)()(
)(
0,220,11
,2202,10,11



II
FIFI
F
jj
j


                     (6.17) 
For Gaussian bands with  
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The normalized spectral intensity )(vFj  is a function of the Gaussian center 
frequencies, ci , bandwidths, iw , band amplitudes Ai, and λi.  
6.3.3 Normalized Intensities of Simulated Spectra  
Fig. 6.4A shows the time and frequency dependence of the normalized simulated 
spectral intensities, )(vFj . The normalized spectral intensities at the different time steps show 
somewhat similar profiles, except at t=0 and t=20 sec that are given by horizontal lines of 
fixed value. The NHI value of )(10 vF given by )(2/ vFT = )(10 vF  at t=10 sec, is shown in Fig. 
6.4B. )(2/ vFT for each of the non-overlapping B1 to B5 bands have single values that are 
independent of frequency, except in the wings where the adjacent band intensities begin to 
dominate. )(2/ vFT in overlapping band regions is frequency dependent.  
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Fig. 6.4C compares the time dependence of the normalized spectral intensity, )(vFj of 
the non-overlapping band B3 to that )(vFj of overlapping band B12/B13 at frequencies 2162, 
2202 and 2210 cm
-1
. The normalized spectral intensities )(vFj  monotonically increase with 
time. The normalized intensities jF (2162 cm
-1
)
 
at all times are smaller than those of the B3 
band. However, as v increases, the )(vFj  
time dependence curve shows an increasing 
curvature as shown in Fig. 6.4C. The B3 band jBF ,3 crosses that of jF (2202 cm
-1
) (Fig. 
6.4C). The normalized intensity time dependence of the B3 band crosses )(vFj in the 
B12/B13 overlapping band frequency region, as well as in the other regions that are indicated 
by the Fig. 6.4B thick black vertical bars.  
Fig. 6.4D shows the frequency dependence of the NHI, )(2/ vFT in the frequency 
region between 1830 and 2250 cm
-1
. In the overlapping B6/B7 frequency region, for v < 
1850 cm
-1
, )(2/ vFT has the value associated with NHI of the isolated B6 band 2/,6 TBF . As the 
frequency increases, the B7 band begins to dominate, and )(2/ vFT  reaches the maximum 
value associated with isolated single B7 band.  
The B8/B9 and B10/B11 doublet bands overlap more than do the B6/B7 bands. 
Further, bands B9 and B11 are narrower than are bands B8 and B10 (Table 6.1). The result is 
that bands B8 and B10 dominate only in the low frequency wings. Thus, the NHI of the 
overlapping B8/B9 and B10/B11 bands never reach the NHI values of the isolated B9 and 
B11 bands.  
Band B13 is much narrower than is band B12, and their band center frequencies are 
close (Table 6.1). In areas 3 and 4, B12 dominates, and )(2/ vFT has the value of the isolated 
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band B12, 2/,12 TBF . Between area 3 and area 4 )(2/ vFT shows a narrower peak due to the 
narrow B13 band contribution.   
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Figure 6.4. (A) Frequency dependence of normalized spectral intensities  at different time steps. 
(B) NHI )(2/ vFT   frequency dependence of the simulated spectra. The five horizontal lines indicate the 
NHI of bands B1 to B5. The thick black vertical bars indicate spectral regions where the time dependence 
of jBF ,3 and  )(vFj cross. (C) Time dependence of B3 band jBF ,3  (1570 cm
-1
), and of )(vFj  at 2162, 
2202 and 2210 cm
-1
. The green arrow indicates the direction of increasing frequency from 2162 to 2210 
cm
-1
. (D) NHI )(2/ vFT  frequency dependence overlaid on the simulated Gaussian bands. The shaded 
bars indicate frequency regions where bands do not overlap, where single bands dominate.  
C 
D 
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6.3.4 Interpretation of Asynchronous Spectral Features  
Yu and coauthors discussed the relationship between the 2D COS spectra calculated 
from the original spectra and from the normalized spectra.
17
      
),(')()(),( 212121   KK
      
(6.19) 
),(')()(),( 212121   KK      (6.20) 
Where )0,(),()( iii ITIK    is the total spectral intensity change at frequency vi; 
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),(
~
ji tF   is the normalized dynamic spectral intensity at frequency i and time tj 
defined by:  
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 Normalization does not affect the relative values of the NHI.
17
  
Eqn. (6.20) shows that the asynchronous correlation signs and intensity depend on 
)()( 21  KK  and ),(' 21  . If )()( 21  KK  is positive, the signs of ),(' 21   and 
),( 21  , and ),( 21  and ),(' 21  are identical. Following Yu’s hypothesis,
17
 given the 
positive values of ),( 21  and ),(' 21   in our case, if the NHI at v1 is larger than that at 
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v2, ),(' 21   and ),( 21   will be positive, while if the NHI at v1 is less than that at v2, 
),(' 21   and ),( 21   will be negative. If the NHI of the two correlated signals are equal, 
0),(' 21   . The larger the NHI difference between the two correlated bands,  the larger 
will be ),(' 21  .
5
 
)()( 21  KK is the product of the total intensity changes at frequencies 1  and 2 over 
the overall perturbation time range. The smaller the intensity changes, the smaller will be the 
),( 21  correlation intensity. At frequencies with low intensities, )( iK  ≈ 0, and the 
correlation intensity ),( 21   ≈ 0. Thus, the correlation intensity maximum occurs at a 
frequency where ),(')()( 2121  KK is a maximum. The maximum values of 
)()( 21  KK and ),(' 21   occur at frequencies that are not necessarily at the Gaussian 
center frequencies (Fig. 6.3D). Thus, the maximum value of ),(')()( 2121  KK will not 
necessarily occur at the Gaussian center frequency (Fig. 6.3D). 
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Figure 6.5. Asynchronous 2D correlation spectrum and the NHI frequency dependence,
 
)(2/ vFT .  )(2/ vFT along left vertical axis (red curve) overlaid with the difference spectrum between the 
simulated spectra at t=0 and t=20 sec ( )20,()0,()( 222  IIK  , blue line) in the overlapping 
band regions.  The four horizontal blue shaded areas indicate regions of small )( 2K values. O1 and 
O2 label the edges of areas 3 and 4.  The black vertical line indicates the value of the NHI of the B3 band, 
2/,3 TBF . Points p1 to p8, along the black vertical line indicate frequencies where 2/,3 TBF ≈ )(2/ vFT . 
p1=1882 cm
-1
, p2=1952 cm
-1
, p3=1994 cm
-1
, p4=2046 cm
-1
, p5=2112 cm
-1
, p6=2128 cm
-1
, p7=2202 cm
-1
, 
p8=2216 cm
-1
. The top horizontal spectrum shows the B1 to B5 band difference spectrum between at t=0 
and t=20 sec ( )20,()0,()( 111  IIK  ). 
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The 2D asynchronous spectral features can be predicted from the calculated NHI 
and the )()( 21  KK values. For example, taking the correlation between the B3 band and 
the overlapping bands, in the frequency regions [p1, p2], [p3, p4] and [p7, p8], 2/,3 TBF is 
smaller than )(2/ vFT  (Fig. 6.5). Thus, given Yu’s hypothesis,
17
 with a positive value 
of )()( 21  KK , ),(' 21   and ),( 21   will be negative. Asynchronous cross-peaks 
),( 21   are expected to be positive in frequency regions where 2/,3 TBF  is larger 
than )(2/ vFT . However, the )()( 21  KK values in the four blue shaded areas of Fig. 6.5 are 
very small, since )( 2K  small. Thus, the correlation intensities ),( 21   between the B3 
band and the overlapping bands in these areas will be very small.  
The asynchronous correlation peak intensities ),( 21  also depend on the relative 
values of )(2/ vFT and 2/,3 TBF . In the frequency region [p5, p6], 2/,3 TBF is only slightly smaller 
than )(2/ vFT . Thus, the 2D correlation will give vanishingly small cross peaks. These 
conclusions are verified by the calculated 2D asynchronous spectrum. 
At frequencies around points p1 to p8 (Fig. 6.5), the time dependencies of the 
normalized intensities cross that of the band B3 (black vertical bars in Fig. 6.4B). This 
crossing makes the signs of ),( 21   not predictable by Yu et al.’s hypothesis. As shown in 
Fig. 6.4C, the time dependence curvatures increase as the frequency increases. Thus, the 
differences in the normalized intensities between the B3 band and overlapping bands 
between 2162 and 2210 cm
-1 
decrease monotonically ( 2/,3 TBF – )(2/ vFT ) as the frequency 
increases. Thus, the 2D asynchronous correlation intensities ),( 21  decrease 
monotonically: from positive to negative in the frequency range over 2162 to 2210 cm
-1
. At 
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frequencies very close to p7=2202 cm
-1
, the 2D correlation asynchronous intensities will be 
very small. Similar situations will occur whenever the normalized intensities of correlated 
bands cross.  
Interpretation of the (B3, B12/B13) correlation spectral feature. In the overlapping 
B12/B13 band frequency region, the B13 band is much narrower than the B12 band, and the 
separation between these bands is small (Fig. 6.4D). The overlapping B12/B13 band )(2/ vFT  
peak has a much narrower bandwidth than does )( 2K  (Fig. 6.5). Between points O1 and 
p7 (Fig. 6.5), 2/,3 TBF is larger than that of the B12/B13 band )(2/ vFT . Thus, the asynchronous 
cross-peak ),( 21   will be positive. In contrast, in the frequency region between p7 and 
p8, 2/,3 TBF  
is smaller than )(2/ vFT , forcing the asynchronous cross-peak ),( 21  to be 
negative. In the frequency region between p8 and O2, 2/,3 TBF is again larger than )(2/ vFT . The 
values of )()( 2211  KK are sufficient large to generate a positive cross-peak. Thus, triplet 
asynchronous cross-peaks are generated in the (B3, B12/B13) correlation region.  
Interpretation of the (B4, B12/B13) correlation spectral feature. Fig. 6.5 shows that 
in the overlapping B12/B13 band region 2/,4 TBF is always larger than )(2/ vFT . Thus, positive 
asynchronous cross-peaks will occur. However, since the difference between 2/,4 TBF  
and 2/TF (2210 cm
-1
) is small, ),(' 21   will be small. Thus, the asynchronous correlation 
intensity ),(' 2121 KK at 2210 cm
-1
 will be weak. The correlation of band B4 with the 
overlapping B12/B13 bands generates two positive asynchronous cross-peaks, with a 
minimum between them at 2210 cm
-1
.  
Overlapping band resolution. It can be seen in Fig. 6.5 that all of the overlapping 
bands are clearly resolved in correlations with the B2 and B3 bands. In contrast, the 
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correlation with band B5 does not give clear resolution. Good resolution requires that the 
NHI of a single correlating band have a value between the maximum and minimum of the 
NHI of the overlapping correlating bands. These observations suggest a useful 2D COS 
method to analyze highly overlapping bands. Spectral resolution would be enhanced by 
correlating complex spectra with simulated single band spectra with variable intensity change 
rates. 
6.4 CONCLUSIONS 
Our study shows that spectral normalized intensities are important in determining the 
2D COS spectral intensities. The signs and number of 2D cross-peaks are related to the 
normalized half-intensity (NHI) differences and the total intensity changes of the correlated 
bands. These insights into the origin of the 2D spectral features will help interpret the 2D 
asynchronous COS spectra. Our results indicate a method to help resolve overlapping bands.  
This method would correlate the overlapping band regions with a series of discrete bands of 
different intensity change rates. 
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2D COS   Two-dimensional correlation spectroscopy 
 151 
NHI    Normalized half-intensity 
 
LIST OF SYMBOLS 
Ai     Maximum amplitude of the ith Gaussian band 
f
   
An intensity change coefficient matrix 
if    Intensity change coefficient of the band Bi 
jif ,     Intensity change coefficient of the ith band for the jth time step 
)(, vF ji   
Normalized intensity of a single Gaussian band i at the jth time step  
)(vFj    
Normalized intensity at jth time step at frequency v 
)(
~
iF    
Normalized dynamic spectral matrix 
2/,TBiF    
Normalized half-intensity of Bi band  
)(2/ vFT   
Normalized half-intensity at frequency v 
)(0 I   
Intensities matrix of simulated Gaussian bands at frequency v. 
)(0, iI   
Intensities of simulated Gaussian band i at frequency v  
),( tI 
  
Intensity of simulated spectra at frequency v and at time t. 
ik     Intensity change rate constant of band Bi 
iK      Total intensity change of spectra during the perturbation at vi 
m    Number of spectra collected over perturbation 
iw     Full band width at half height iw2ln22  
),( ji ty    
Measured spectral signal at 
i and time tj 
)(~ iy      Dynamic spectral intensity matrix 
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),(~ ji ty   
  Dynamic spectral signal at 
i and time tj. 
i     
Total change of intensity change coefficient of band Bi during the 
perturbation period.  
    Frequency  
ci    Gaussian center frequency 
),( 21   Synchronous correlation intensity  
),(' 21   Synchronous correlation intensity of normalized spectra  
),( 21   Asynchronous correlation intensity 
 ),(' 21    Asynchronous correlation intensity of normalized spectra  
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6.5 APPENDIX I: SYNCHRONOUS AND ASYNCHRONOUS SPECTRA OF 
SIMULATED SPECTRA IN THE FULL FREQUENCY RANGE 
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Figure 6.6. 2D COS synchronous correlation spectra generated from simulated spectra shown in 
Fig.6. 1B in the full frequency range.  
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Figure 6.7. 2D COS asynchronous correlation spectra generated from simulated spectra shown 
in Fig. 6. 1B in the full frequency range.  
 
 
 
 
 
 
 155 
6.6 APPENDIX II: HISTORY BACKGROUND AND THEORY OF 
GENERALIZED TWO-DIMENSIONAL CORRELATION SPECTROSCOPY 
6.6.1 History Background  
Generalized two dimensional correlation spectroscopy (2D COS) has become a 
versatile and widely used tool for the detailed analysis of various spectroscopic data. This 
seemingly straight-forward idea of spreading the spectral information onto the second 
dimension by applying the well-established classical correlation analysis methodology has 
particular advantage in sorting out the convoluted information content of highly complex 
sample systems. 
2D COS was inspired by the great success of 2D NMR.  The desire is to extend 2D 
NMR powerful concept into general optical spectroscopy applications. However, the 
practical application of this idea has been limited for a long time, since the characteristic time 
scale of molecular vibrations is on the order of ps or faster.  Direct adaptation of NMR 
procedure based on pulsed excitations to conventional vibrational spectroscopy becomes 
available until the ultra-fast optical pulse laser becomes possible in the recent years. 
 A conceptual breakthough in the development of practical optical 2D spectroscopy 
was realized for IR studies in 1986 by Noda. 
1
It was developed separately from 2D NMR 
with a significantly different experimental approach, not limited by the manipulation of 
pulse-based signals. It can detect the various relaxation processes, that are much slower than 
vibrational relaxations but closely associated with molecular scale phenomena.  
However, one of the major shortcomings of the above 2D correlation approach was 
that the time-dependent behavior of dynamic spectral intensity variations must be a simple 
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sinusoid. To overcome this limitation, Noda in 1993 expanded the concept of 2D vibration 
correlation spectroscopy to include a much more general form of spectroscopic analysis, now 
known as the generalized 2D correlation spectroscopy.
4
 The type of spectral signals 
analyzed by the newly proposed 2D correlation method became virtually limitless, ranging 
from IR, Raman, X-ray, UV-vis, fluorescence, and many more, even to fields outside of 
spectroscopy, such as chromatography. Perturbations involve a variety of physical origins, 
such as temperature, concentration, pH, pressure, or any combination thereof. Heter-spectral 
correlation among different spectroscopic techniques, such as IR-Raman and IR-NIR, has 
also been developed.  
6.6.2 Basic Theory 
The detailed background of generalized 2D COS was described in the literature by 
Noda et al.
4,5
 In this appendix, we explain only the basic conceptions and principal of 2D 
COS. 
In a generalized 2D correlation spectroscopy experiment, a series of a perturbation-
induced dynamic spectra are collected first in a systematic manner, e.g., in sequential order 
during a process. Such a set of spectra ),( ty   observed as a function of the perturbation 
variable t (e.g., time, temperature, or concentration) during the interval between Tmin and Tmax, 
is then transformed into a set of 2D correlation spectra by a form of cross correlation 
analysis. The dynamic spectrum ),(~ ty   of a system induced by the application of an external 
perturbation is formally defined as 


 

otherwise
TtTforyty
ty
0
)(),(
),(~
maxmin       (A6-1) 
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where )(y  is the reference spectrum of the system. Reference spectrum is customary to set 
)(y  to be the stationary or averaged spectrum given by  


max
min
),(
1
)(
minmax
T
T
dtty
TT
y                               (A6-2) 
The intensity of 2D correlation spectrum ),( 21 X  represents the quantitative 
measure of a comparative similarity or dissimilarity of spectral intensity variations ),(~ ty   
measured at two different spectral variables, 1  and 2 , during a fixed interval. In order to 
simplify the mathematical manipulation, ),( 21 X  is treated as a complex number function 
),(),(),( 212121   iX comprising two orthogonal (i.e., real and imaginary) 
components, known respectively as the synchronous and asynchronous 2D correlation 
intensities. The generalized 2D correlation function is defined below  


 dYY
TT
i )(
~
)(
~
)(
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),(),( *2
0
1
minmax
2121 


     (A6-3) 
The synchronous and asynchronous correlation intensities are formally defined in Eq. 
(A6-3). The term )(
~
1 Y  is the forward Fourier transform of the spectral intensity variations 
),(~ 1 ty  observed at a given spectral variable 1  with respect to the external variable t. It is 
given by   
)(
~
)(
~
),(~)(
~ Im
1
Re
111 
 YiYdtetyY ti  


        (A6-4) 
where )(
~Re
1 Y  and )(
~Im
1 Y  are, respectively, the real and imaginary components of the 
Fourier transform. It is useful to remember that the real component )(
~Re
1 Y is an even 
function of Tmin and Tmax, while )(
~Im
1 Y is an odd function. The Fourier frequency   
represents the individual frequency component of the variation of ),(~ 1 ty  traced along the 
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external variable t. According to Eq. (1), the above Fourier integration of the dynamic 
spectrum is actually bound by the finite interval between Tmin and Tmax. The conjugate of the 
Fourier transform )(
~*
2 Y of the spectral intensity variation ),(
~
2 ty  observed at another 
spectral variable 2 is given by 
)(
~
)(
~
),(~)(
~ Im
2
Re
2122 
 YiYdtetyY ti  


       (A6-5) 
Once the appropriate Fourier transformation of the dynamic spectrum ),(~ 1 ty  defined 
in the form of Eq. (A6-1) is carried out with respect to the variable t , Eq. (A6-3) will directly 
yield the synchronous and asynchronous correlation spectrum, ),( 21  and ),( 21  . 
The above method to calculate the 2-D correlation spectroscopy by Fourier transform is 
complex. A practical method for computing generalized 2D correlation spectra was presented 
by Noda, in which the Hilbert transformation was employed.
4,18
 The synchronous and 
asynchronous 2D correlation intensities are then calculated by: 
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With the need for a discrete orthogonal spectrum )(~ 2jz , which can be obtained from 
the dynamic spectrum )(~ 2ky  by using a simple linear transformation operation 
)(~
1
1
)(~ 2
1
2  k
m
k
jk yN
m
z 
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       (A6-8) 
where 
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
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In the matrix notation, the above dynamic spectra can be written as 
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Synchronous and asynchronous spectra can be calculated as follows 
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where N is the Hilbert-Noda transformation matrix, given by 
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Simply speaking, the synchronous spectrum is represented by the inner product of 
two dynamic spectrum vectors measured at two different spectral variable, 1  and 2 , and the 
asynchronous spectrum is an inner product of the dynamic vectors and its orthogonal Hilbert-
Noda matrix.  
Fig. 6.8 shows the schematic contour map of synchronous and asynchronous spectra. 
The synchronous and asynchronous contour spectra consist of positive or negative 
correlation peaks located at diagonal (autopeaks in synchronous spectrum) and off-diagonal 
positions (cross-peaks). The synchronous peak develops when the spectral intensity changes 
synchronously and it reflects that there is strong cooperation or interaction between different 
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molecular groups. The asynchronous correlation spectra represent the coincidental changes 
or out of phase changes of the intensity of the two correlated spectra, respectively. The 
asynchronous cross-peak develops if the Fourier frequency components of the spectral 
intensity variation have different phases. 2D COS spectra show great advantage in 
differentiating overlapped bands.  
 
Figure 6.8. Schematic contour map of 2D COS synchronous (a) and asynchronous (b) spectra.
21
 
 
6.7 APPENDIX III: NORMALIZATION DOES NOT CHANGE THE 
CONCLUSION OF NORMALIZED HALF-INTENSITY ORDER.
19
  
As discussed in the main text, the relationship between measured ),( ty  and 
normalized ),( tF  spectral intensity is 
 btFKty  ),()(),(                                   (A6-14) 
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where ),(),()( minmax TyTyK   , and ),()( minTyb    
The normalized dynamic spectral intensity can be derived: 
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It shows that the dynamic spectral intensity is proportional to its normalized form.   
Substitute Eq. (A6-15) into Eq. (A6-6) and (A6-7), the synchronous and 
asynchronous spectra are:   
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as normalized synchronous and asynchronous correlation intensity, respectively. 
The eqn. (A6-16) and (A6-17) show that if )()( 21  KK > 0, the signs of Φ and Ψ are 
identical to that of '  and ' , respectively. If )()( 21  KK < 0, the signs of Φ and Ψ are 
both opposite to that of '  and ' , respectively. As a result, the sign of ),('),(' 2121    
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is the same as that of ),(),( 2121   , so the normalization does not affect the relative 
values of the NHI. 
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7.0  DISSERTATION SUMMARY 
In chapter 3, 4 and 5, by using 204 nm UVRR, we examined the effect of solution 
environment on the PLL conformation, such as pH, salt and temperature etc.  
We examined the impact of NaClO4 on poly-L-lysine’s conformational equilibrium. The 
presence of NaClO4 induces charged PLL to fold into α-helical-like conformations. Extended 
conformations such as the PPII and 2.51-helix conformations dominate the PLL equilibria at 
low NaClO4 concentrations.  In contrast, at higher NaClO4 concentrations α-helical-like 
conformations that consist of turn, α-helix and π-helix/bulge conformations dominate. We 
determined temperature dependence of the PLL conformations in the presence of NaClO4. 
Increasing temperature induces the PLL α-helix and π-bulge/helix conformations melt into 
extended conformations (PPII and 2.51-helix). The conformational population Ψ angle 
distribution and the Gibbs free energy landscape of PLL were calculated along the 
Ramachandran Ψ angle folding coordinate. 
The pH dependence of PLL UVRR spectra between pH 7.1 and 11.7 cannot be described 
by a two-state model, but requires at least one additional state. The AmIII3 region fitting with 
pH 7.1 and 11.7 basis spectra reveals a small pH induced decrease in the relative fraction of 
the 2.51-helix conformation compared to the PPII conformation. We performed a 2D general 
correlation analysis on the PLL pH dependence UVRR spectra. The cross peaks in the 2D 
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asynchronous spectrum between the AmIII band and the other bands reveals that increasing 
pH induces three new structures: π-helix, α-helix and some turn structure.  
We examined the effect of NaCl on PLL conformations. We find that even 2.5 M NaCl 
does not change the equilibrium between the PPII and 2.51-helix conformations by screening 
sidechain electrostatic repulsion. 
We examined the PLL hydrogen exchange kinetics at different NaClO4 concentrations. We 
find that the D/H exchange kinetics of PLL at 0, 0.2, 0.35 and 0.8 M NaClO4 concentrations 
slow as the NaClO4 concentration increases. Our results indicate that ClO4
–
 forms a complex 
with the lysine sidechains and  the PLL backbone to protect it from OH
–
 exchange catalysis. 
In addition, NaClO4 binding also slows the conformational exchange between the extended 
and α–helix–like conformations. These results allow us to determine the association constant 
of perchlorate to the extended PLL conformation, and allow us to propose a binding 
geometry.  
Hydrogen exchange experiment shows that the hydrogen exchange method combined with 
UVRR has great potential in investigating protein structure and protein dynamics. The great 
advantages of this method derive from the structure sensitivity of UVRR spectroscopy, and 
the significant different between UVRR spectra of protonated and deuterated peptide. This 
method is also able to determine exchange kinetics of both the extended and helical 
conformations simultaneously.   
Chapter 6 focuses on generalized two-dimensional correlation spectroscopy (2D COS), a 
widely used mathematical technique. Resolution enhancement in differentiating highly 
overlapped spectroscopic bands is an important feature of generalized two-dimensional 
correlation spectroscopy (2D COS).  Despite increasing attention given to theoretical and 
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practical aspects of 2D COS, the origin of the 2D spectral features for overlapping bands and 
the resolution enhancement mechanisms are not completely understood. In this thesis, we 
elucidate he 2D resolution enhancement mechanism and the conditions to resolve 
overlapping bands.   
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8.0  FUTURE WORK 
As we discussed in chapter 3, 4 and 5, two questions remain unsolved. The first question is 
why high concentration NaCl has negligible impact on PLL conformation at low pH. This is 
a surprising result. Contrary to PLL system, NaCl increases the α-helical content 
significantly at pH 7 in the alanine-based, with 3-6 lysine residues inserted peptides models, 
such as AcAKAAKAKAAKAKAAKANH2.
1
 We proposed that Cl
–
 ion cannot penetrate the 
space between the neighboring charged lysine sidechains in PLL. However, we did not 
provide any further test of the hypothesis in the thesis. This hypothesis can be further tested 
by investigating the NaCl effect on PLL conformation at pH 9-10.5 where PLL sidechains 
are partially charged, and the average distance between neighboring charged sidechains 
increases. If the hypothesis is valid, we expect that the presence of NaCl would increase the 
α-helical conformation content of PLL under these conditions.  
The second question is about the detailed mechanism through which the NaClO4 
induces α-helical PLL at low pH, but has slight impact on the relative fraction of the 2.51-
helix compared to PPII conformation. This suggests that the interaction between NaClO4 and 
PLL is more complicated than ion-pairing between ClO4
–
 and the lysine –NH3
+
. If the ion-
pairing is the only interacting manner, the sidechain electrostatic repulsion will decrease 
significantly, and 2.51-helix conformation relative content compared to the PPII 
conformation would decrease consequently.  Our hydrogen exchange experiment result 
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suggests that ClO4
–
 could interact with sidechain and mainchain simultaneously. More work 
is needed in order to understand the detailed interaction between NaClO4 and PLL. 
Our work shows that the hydrogen exchange method combined with UVRR has great 
power in studying protein dynamics. Future work for this method involves two aspects: 
developing a fast mixer and extending the application.  
Hydrogen exchange is both acid and base catalyzed, and base catalysis is much more 
efficient than acid catalysis. Our current hydrogen experiment is limited to the measurements 
at low pH ~3, where the free amide proton exchange is slow enough to be determined in the 
time scale of minutes. The hydrogen exchange of the peptide/protein at high pH could be in 
ms or μs and the measurement requires a fast mixer.  
0.5x0.5x100 mm channel
Micro-hole
Inside view of the mixer.
Micro-channel
Peptide in H2O
D2OA
B C
Injected 
solution 
output hole
Screw holes
 
Figure 8.1. The fast mixing device made by stainless steel. The two solutions are injected from 
the top tubings, and the mixed solution flow along a 0.5x0.5x100mm channel. (B) and (C) show the inside 
view of the mixer. The mixer is composed of two metal plates. The top plate (B) is convex with a 150 
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(width) x 50 (depth) μm micro-channel connecting two injecting holes, and the bottom plate (C) is 
concave with a 100 μm micro-hole in diameter in the center. A Teflon piece (not shown) with 1mm hole in 
the center is put between two plates of mixer to avoid leaking. The two plates are tightened by screws.  
 
We have designed a primary fast mixing device as shown in Fig. 8.1.  Two injected 
solutions are expected to flow in the micro-channel in a turbulent manner with high Reynolds 
number, and get mixed completely at the point of micro-hole. This mixer has the following 
advantages: the dead time is in ms time scale; the mixed solution is measured along metal 
channel, and there is no background contribution to the measured sample UVRR spectrum; 
since the mixer is made in metal, a temperature controller could be mounted on the devices.  
The main problem of the current mixer is mixing instability which leads to bad 
reproducibility. The instability of the mixture directly corresponds to the instability of mixing 
process, which could be induced by instable flow rate of the solutions in micro-channel. This 
could be caused by Teflon piece sealed between two plates of the mixer. The stability of the 
mixer could be improved by removing the Teflon piece and making the mixer sealed directly 
by two polished plates. The stability of the mixer could also be improved by modifying the 
mixer parameters including the size of the micro-channel and micro-hole so that high 
Reynolds number solutions are obtained but generates low mixing pressure.   
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