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Abstract—In this contribution, we focus on a frequency do-
main two-user Multiple-Input-Single-Output Broadcast Channel
(MISO BC) where the transmitter has imperfect and (un)matched
Channel State Information (CSI) of the two users in two sub-
bands. We provide an upper-bound to the Degrees-of-Freedom
(DoF) region, which is tight compared to the state of the art. By
decomposing the subbands into subchannels according to the CSI
feedback qualities, we interpret the DoF region as the weighted-
sum of that in each subchannel. Moreover, we study the sum DoF
loss when employing sub-optimal schemes, namely Frequency
Division Multiple Access (FDMA), Zero-Forcing Beamforming
(ZFBF) and the S3/2
3
scheme proposed by Tandon et al. The
results show that by switching among the sub-optimal strategies,
we can obtain at least 80% and 66.7% of the optimal sum DoF
performance for the unmatched and matched CSIT scenario
respectively. 1
I. INTRODUCTION
Transmitter side channel state information (CSIT) is crucial
to the DoF performance in downlink BC, but the CSIT in
practice is subject to latency and inaccuracy. Since Maddah-
Ali and Tse have showed the usefulness of the delayed CSIT
[1], many researches have investigated the DoF region in
time domain BC with imperfect instantaneous and stale CSIT
[2][3][4][5][6]. However, in practical systems like Long Term
Evolution (LTE), the system performance loss is primarily
due to CSI measurement and feedback inaccuracy rather than
delay. Therefore, assuming the CSI arrives at the transmitter
instantaneously, we are interested in the frequency domain BC
where the CSI is measured and reported to the transmitter on
a per-subband basis. Due to frequency selectivity, constraints
on uplink overhead and user distribution in the cell, the quality
of CSI reported to the transmitter varies across users and
subbands.
The work in [5] has solved the problem when two scheduled
users report their CSI on two different subbands (alternating
between I1I2=NP and PN 2) by proposing the S3/23 scheme,
achieving optimal sum DoF 32 . But what if the feedback
is imperfect? Literature [7] was the first work investigating
this issue. A novel transmission strategy integrating Maddah-
Ali and Tse (MAT) scheme, ZFBF and FDMA is proposed
1This work was partially supported by the Seventh Framework Programme
for Research of the European Commission under grant number HARP-318489.
2Ii is the CSIT state of user i, it is perfect (P), delayed (D) or none (N).
!" #"
#" !"
$%&'"(" $%&'")"
*+,,-./"0"
*+,,-./"1"
(a) Unmatched
!" !"
#" #"
$%&'"(" $%&'")"
*+,,-./"0"
*+,,-./"1"
(b) Matched
Fig. 1: Two-subband based frequency correlated BC.
considering a specific two-subband based scenario shown in
Figure 1(a). However, the DoF region found in [7] is in fact
suboptimal and has been improved recently by the scheme
proposed in [6], inspired by the S3/23 scheme.
A. Main Contributions
In this paper, we first continue the study in [7] and [6] by
giving a converse in Section II, showing the optimality of the
achievable scheme in [6] for the unmatched CSIT. The optimal
bound and achievable scheme for the scenario with matched
CSIT (see Figure 1(b)) are also addressed. Besides, we provide
a weighted-sum interpretation of the DoF region.
Second, we analyze the achievability of the schemes pro-
posed in [7] and [6] in Section III. The origins of the DoF
loss in [7] is clarified.
Third, in Section IV, rather than applying a complicated
optimal strategy in both unmatched or matched cases, we
switch among FDMA, ZFBF and S3/23 in order to achieve
a certain percentage of the optimal sum DoF performance.
Interestingly, the results show that the optimal scheme can be
replaced by the suboptimal switching strategy if we aim at
achieving at least 80% and 66.7% of the optimal performance
in the unmatched and matched scenario, respectively.
B. Notations
Bold lower letters stand for vectors whereas a symbol not
in bold font represents a scalar. (·)T and (·)H represent the
transpose and conjugate transpose of a matrix or vector respec-
tively. h⊥ denotes the orthogonal space of the channel vector
h. E [·] refers to the expectation of a random variable, vector or
matrix. ‖ · ‖ is the norm of a vector. f (P )∼PB corresponds
to lim
P→∞
logf(P )
logP =B, where P is the SNR throughout the paper
and logarithms are in base 2. For a Vj that is a function of
the index j, we denote V j2j1 as the set {Vj1 ,Vj1+1, · · · ,Vj2} if
j1≤j2. Otherwise, V j2j1 is an empty set.
C. System Model
1) Frequency domain two-user MISO BC: We consider
one 2-antenna transmitter and two single-antenna users. The
transmit signal is denoted as sj , subject to a per-subband
power constraint E
[
‖sj‖
2 ]
∼P . The observations at user 1
and 2, yj and zj respectively, are given by
yj=h
H
j sj+ǫj1, zj=g
H
j sj+ǫj2, j=A,B (1)
where ǫj1 and ǫj2 are unit power AWGN noise. hA and hB ,
both with I2 covariance matrix, are the CSI of user 1 in
subband A and B respectively. gA and gB are those of user
2. The CSI are i.i.d across users and subbands.
2) CSI Feedback Model: Classically, in Frequency Division
Duplexing (FDD), each user estimates their CSI in the spec-
ified subband using pilot and the estimated CSI is quantized
and reported to the transmitter via a rate-limited link. In
Time Division Duplexing (TDD), CSI is measured on the
uplink and used in the downlink assuming channel reciprocity.
We assume a general setup (valid for both FDD and TDD)
where the transmitter obtains the CSI instantaneously, but with
imperfectness, due to the estimation error and/or finite rate in
the feedback link.
Denoting the imperfect CSI in subband j as hˆj and gˆj ,
the CSI of user 1 and user 2 can be respectively mod-
eled as hj=hˆj+h˜j and gj=gˆj+g˜j , where h˜j and g˜j are
the error vectors, respectively with the covariance matrix
E[h˜jh˜
H
j ]=σ
2
j1I2 and E[g˜j g˜Hj ]=σ2j2I2. hˆj and gˆj are respec-
tively independent of h˜j and g˜j . The norm of hˆj and gˆj scale
as P 0 at infinite SNR.
To investigate the impact of the imperfect CSIT on the DoF
region, we assume that the variance of the error exponentially
scales with SNR, namely σ2j1∼P−aj and σ2j2∼P−bj . aj and
bj are respectively interpreted as the quality of CSIT of user
1 and user 2 in subband j, given as follows
aj= lim
P→∞
−
logσ2j1
logP
, bj= lim
P→∞
−
logσ2j2
logP
, (2)
where P is the SNR throughout the paper since the variance
of the AWGN noise has been normalized.
Figure 1(a) shows the scenario with unmatched (alternating)
CSIT, where a1=b2=β and a2=b1=α. Without loss of gener-
ality, we assume that β≥α. Figure 1(b) illustrates the scenario
with matched CSIT, namely a1=b1=β and a2=b2=α.
β and α vary within the range of [0,1]. β=1 (resp. α=1)
is equivalent to perfect CSIT because the full DoF region can
be achieved by simply doing ZFBF. β=0 (resp. α=0) means
that the variance of the CSI error scales as P 0, such that the
imperfect CSIT cannot benefit the DoF when doing ZFBF.
3) DoF Definition: The DoF is defined on a per-channel-
use basis as
dk , lim
P→∞
Rk
r logP
, k = 1, 2, (3)
where Rk is the rate achieved by user k over r channel uses.
II. OUTER-BOUND OF THE DOF REGION
Theorem 1. The outer-bound of the DoF region in the
frequency correlated BC with imperfect CSIT (for both un-
matched and matched scenario) is specified by
d1 + d2 ≤ 1 +
β + α
2
, d1 ≤ 1, d2 ≤ 1. (4)
A. Proof of Theorem 1
Let us first revisit the converse in previous literatures. In [8],
the DoF region in the BC without CSIT is upper-bounded by
considering one user’s observation is degraded compared to
the other’s. In the BC with delayed CSIT [1][2][3], the outer-
bound is obtained through the genie-aided model where one
user’s observation is provided to the other, thus establishing a
physically degraded BC to remove the delayed CSIT.
However, in this contribution, those methods are not adopted
since the transmitter does not have delayed CSIT and the
BC with imperfect CSIT cannot be simply considered as a
degraded BC. Instead, we follow the assumption in [9]: We
first consider that user 2 knows the message intended to user
1, which leads to an outer-bound denoted by D1; Then by
assuming that user 1 knows user 2’s desired message, we can
have another region D2. The final DoF outer-bounds results
from the intersection of them, i.e. D=D1⋓D2. This assumption
is somehow consistent with the outer-bound given by Theorem
5 in [10], which is used to find a tight upper bound on the
weighted sum rate in vector Gaussian BC (Section 4.1, [11]).
We assume that the transmission lasts for n subbands
(n→∞), half of which are subband A and the rest are subband
B. The set of the observations of user 1 and user 2 from
subband j1 to j2 are defined as Y j2j1 and Z
j2
j1
respectively.
The set of the imperfect CSI of user 1 and 2 are respectively
represented as Hˆn1 and Gˆn1 and they are known at both
transmitter side and receiver side. H˜n1 and G˜n1 are the set of
errors vectors which are only available at user 1 and user
2 respectively. The transmit signal sj in subband j is any
sequence of (2nR1 ,2nR2 ,n) as a function of W1 (user 1’s
messages), W2 (user 2’s messages) and Hˆn1 ,Gˆn1 .
Considering that user 2 knows W1, we derive D1 as follows
nR1≤I(W1;Y
n
1 |Hˆ
n
1 ,Gˆ
n
1 ,H˜
n
1 ) (5)
=h(Y n1 |Hˆ
n
1 ,Gˆ
n
1 ,H˜
n
1 )︸ ︷︷ ︸
≤h(Y n
1
)≤nlogP
−h(Y n1 |W1,Hˆ
n
1 ,Gˆ
n
1 ,H˜
n
1 )
≤nlogP−h(Y n1 |W1,Hˆ
n
1 ,Gˆ
n
1 ,H˜
n
1 ), (6)
nR2≤I(W2;Z
n
1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,W1) (7)
=h(Zn1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,W1)− h(Z
n
1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,W1,W2)︸ ︷︷ ︸
≤no(logP )
≤h(Zn1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,W1). (8)
Hence,
n(R1+R2)≤nlogP+h(Z
n
1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,W1)
−h(Y n1 |Hˆ
n
1 ,Gˆ
n
1 ,H˜
n
1 ,W1)
=nlogP+h(Zn1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,H˜
n
1 ,W1)
−h(Y n1 |Hˆ
n
1 ,Gˆ
n
1 ,G˜
n
1 ,H˜
n
1 ,W1). (9)
(9) follows the fact that Zn1 is independent of H˜n1 condi-
tioned on {Hˆn1 ,Gˆn1 ,G˜n1 ,W1}, and Y n1 is independent of G˜n1
conditioned on {Hˆn1 ,Gˆn1 ,H˜n1 ,W1}. For convenience, we denote
Ω,{Hˆn1 ,Gˆ
n
1 ,G˜
n
1 ,H˜
n
1 ,W1}. Consequently,
n(R1+R2)=nlogP+h(Z
n
1 |Ω)−h(Y
n
1 |Ω)
=nlogP+
n∑
j=1
{h(Zj|Ω,Y
j−1
1 ,Z
n
j+1)
−h(Yj |Ω,Y
j−1
1 ,Z
n
j+1)}. (10)
(10) is similar to equation (44) in [9]. We provide the deriva-
tion in the Appendix.
In the following, we introduce a new notation as
{Tj,Q˜},{Ω,Y
j−1
1 ,Z
n
j+1},
Tj,{Y
j−1
1 ,Z
n
j+1,W1,Hˆ
n
1 ,Gˆ
n
1 }, Q˜,{H˜
n
1 ,G˜
n
1 }.
Next, we aim at maximizing each term in the summation
of (10) following the footsteps in [2]. We note
h(Zj |Tj,Q˜)−h(Yj |Tj ,Q˜)
≤ max
PTjPsj |Tj
{h(Zj|Tj ,Q˜)−h(Yj |Tj,Q˜)}, (11)
where the maximizations are taken over all the possible joint
distributions of P (Tj,sj). We write
(11)≤max
PTj
ETj{max
P
sj |Tj
h(Zj |Tj=T
∗,Q˜)−h(Yj |Tj=T
∗,Q˜)}
=max
PTj
ETj{max
P
sj |Tj
EQ˜|Tj [h(Zj |Tj=T
∗,Q˜=Q˜∗)
−h(Yj |Tj=T
∗,Q˜=Q˜∗)]}
=max
PTj
ETj{max
P
sj |Tj
EQ˜[h(g
H
j sj+ǫj2|Tj=T
∗)
−h(hHj sj+ǫj1|Tj=T
∗)]}
=max
PTj
ETj{ max
K0,0≤tr(K)≤P
EQ˜[h(g
H
j sj+ǫj2|Tj=T
∗)
−h(hHj sj+ǫj1|Tj=T
∗)]}
≤max
Qˆ
EQˆ{ max
K0,0≤tr(K)≤P
EQ˜
[
log(1+gHj Kgj)
−log(1+hHj Khj)
]
}, (12)
where Q=Qˆ+Q˜ with Qˆ,{Hˆn1 ,Gˆn1 } is the channel state of
both users and K is the covariance matrix of sj . (12) is derived
according to the fact 1) sj→Tj→gj forms a Markov chain so
that gj is independent of sj conditioned on Tj ; 2) A Gaussian
distributed sj conditioned on Tj is the optimal solution to the
maximization of the weighted difference in (12), based on the
proof of Corollary 6 in [11].
Using Lemma 1 in [2], we can respectively upper- and
lower-bound the first and second terms in (12) as
EQ˜log(1+g
H
j Kgj)≤log(1+λ1E [||gˆj ||
2])+O(1), (13)
EQ˜log(1+h
H
j Khj)≥log(1+e
−γλ1E [||h˜j ||
2])+O(1), (14)
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Fig. 2: Channel decomposition for the unmatched case.
where γ is constant, λ1 is the largest eigen-value of the
covariance matrix K. Substituting the terms in (12) with (13)
and (14), we can upper-bound (10) by
n(R1+R2)≤nlogP+
n∑
j=1
log
1+λ1E [||gˆj ||
2]
1+e−γλ1E [||h˜j ||2]
. (15)
As subband A and B respectively take half of the n subbands,
replacing E [||gˆj ||2], E [||h˜j ||2] with the corresponding values,
we obtain
D1 : d1+d2≤1+
α+β
2
, (16)
Switching the role of each user, the same formula is
obtained for D2. (4) holds for both unmatched and matched
case. 
B. A Weighted-Sum DoF Interpretation
In this part, we decompose the channel in each subband
by making use of the intuition that the imperfect CSIT
with error variance P−α can be considered as perfect for
α (0≤α≤1) channel use (i.e. the transmit power is reduced
to E [||s||2]≤Pα). We can see this by simply sending one
private message per user using ZFBF precoding and with
power Pα. Since E [|hHj hˆ⊥j |2]∼P−α and E [|gHj gˆ⊥j |2]∼P−α,
both users can recover their private message only subject to
noise. Therefore, the rate αlogP is achieved per user. As
only α channel has been used, full DoF region is obtained
according to (3). This is in fact a generalization of the fact
that full DoF region can be obtained if the error in CSIT is
scaled as SNR−1 [2].
Therefore, we decompose the subbands into subchannels as
follows (see Figure 2):
• A˜, B˜: no CSIT, each with channel use 1−β;
• Aˆ (Bˆ): perfect CSIT of user 1 (2), with channel use β−α;
• A¯, B¯: perfect CSIT of both users, with channel use α.
The DoF region in subbands A and B can be obtained as
the weighted-sum of the regions in each subchannel.
Subchannel A˜ and B˜ can be categorized as the BC with no
CSIT, whose DoF region has been studied in [8]. The outer-
bound (denoted as D˜) is given by
DA˜ = DB˜ = D˜ : d1 + d2 ≤ 1. (17)
Subchannel A¯ and B¯ are the BC with perfect CSIT of both
users, the outer-bound is expressed (via a notation D¯) as
DA¯ = DB¯ = D¯ : d1 ≤ 1, d2 ≤ 1. (18)
However, subchannel Aˆ and Bˆ have an alternating CSIT
setting with two states [5]: I1I2=PN and I1I2=NP . The
optimal DoF region has been found in [5] as
(DAˆ+DBˆ)/2 = Dˆ :d1 + d2 ≤ 1.5, d1 ≤ 1, d2 ≤ 1. (19)
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Fig. 3: Composing Du with β=0.8 and α=0.5
Consequently, by combining (17), (18), (19), we can obtain
a weighted-sum representation of the DoF region as
Du = (1− β)D˜ + (β − α)Dˆ + αD¯. (20)
Similarly, subband A and B with matched CSIT can be
decomposed as
• A˜, B˜: no CSIT, each with channel use 1−β and 1−α;
• A¯, B¯: perfect CSIT of both users, with channel use β
and α respectively.
The weighted sum form of the outer-bound Dm is given by
Dm = (1 −
β + α
2
)D˜ +
β + α
2
D¯. (21)
Figure 3 and 4 respectively illustrate the composition of Du
and Dm. In Figure 3, the grey square area depicts the region
αD¯. All the valid points inside αD¯ are expanded to a magenta
polygon representing (β−α)Dˆ. This expansion results in the
bound shown by the dashed red curve with square points.
Then, every point on this bound is further expanded to a black
triangle area referring to (1−β)D˜. Outlining all the expanded
area, we can obtain Du bounded by the solid blue curve with
diamond points. It results in inequalities (4). Dm is made up
similarly and illustrated in Figure 4, resulting in (4) as well.
The outer-bound shown in Figure 3 is consistent with the
achievable region in [6], therefore showing that the bound in
Theorem 1 is the optimal DoF region. The outer-bound illus-
trated in Figure 4 is also an optimal bound, its achievability
will be discussed in Section III-C.
Remark: The imperfect CSIT setting can be viewed as the
alternating CSIT configuration in [5], when the weight in
front of each term is interpreted as the fraction of the state
PP, NP/PN or NN. Also, the value α+β2 in (4) stands for
the average quality of CSIT of a user, corresponding to the
parameter λP in Remark 1 and 2 in [5], which represents the
fraction of channel use when the CSIT of a user is available.
III. ACHIEVABILITY ANALYSIS
In this section, we aim at identifying the shortness of the
scheme in [7] in the unmatched case by comparing it with [6]
and identifying the optimal scheme for the matched case.
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subband A subband B Power Rate (logP )
xc,A xc,B P−P
β 1−β
uA vB P
α/2 α
u0 u0 (Pβ − Pα)/2 β − α
vA uB P
β/2 β
TABLE I: Power and rate allocation in the optimal scheme.
A. Unmatched Case: Revisiting the Optimal Scheme in [6]
The transmit signals in subband A and B are expressed as
sA = [xc,A, 0]
T +[gˆ⊥A , gˆA][uA, u0]
T+hˆ⊥AvA, (22)
sB = [xc,B, 0]
T
+[hˆ⊥B, hˆB][vB , u0]
T+gˆ⊥BuB. (23)
xc,A and xc,B are common messages that should be decoded
by both users (but could be intended to user 1 and user 2
respectively or exclusively to user 1 or user 2). uA, u0 and
uB are symbols sent to user 1, while vA and vB are symbols
to user 2. The rate and power allocation are shown in Table I,
resulting in the received signals at each user (yA and yB for
user 1 and zA and zB for user 2) as
yA= h
∗
A,1xc,A︸ ︷︷ ︸
P
+hHA gˆ
⊥
AuA︸ ︷︷ ︸
Pα
+hHA gˆAu0︸ ︷︷ ︸
Pβ
+hHA hˆ
⊥
AvA︸ ︷︷ ︸
P 0
, (24)
zA= g
∗
A,1xc,A︸ ︷︷ ︸
P
+ gHA gˆ
⊥
AuA︸ ︷︷ ︸
P 0
+ gHA gˆAu0︸ ︷︷ ︸
Pβ
+gHA hˆ
⊥
AvA︸ ︷︷ ︸
Pβ
, (25)
yB= h
∗
B,1xc,B︸ ︷︷ ︸
P
+hHB hˆ
⊥
BvB︸ ︷︷ ︸
P 0
+hHB hˆBu0︸ ︷︷ ︸
Pβ
+hHB gˆ
⊥
BuB︸ ︷︷ ︸
Pβ
, (26)
zB= g
∗
B,1xc,B︸ ︷︷ ︸
P
+ gHB hˆ
⊥
BvB︸ ︷︷ ︸
Pα
+ gHB hˆBu0︸ ︷︷ ︸
Pβ
+ gHB gˆ
⊥
BuB︸ ︷︷ ︸
P 0
, (27)
From (24) to (27) (ignoring the noise terms), xc,A and xc,B
are first decoded by treating all the other terms as noise. Af-
terwards, user 1 decodes u0 and uA from yA using Successive
Interference Cancelation (SIC). With the knowledge of u0, uB
can be obtained from yB . Similarly, user 2 decodes u0 and vB
from zB via SIC. vA can be decoded from zA by eliminating
u0. The sum DoF therefore is doptΣ =1+
β+α
2 .
B. Unmatched Case: Shortness of the Scheme Proposed in [7]
The transmit signals in subband A and B are expressed as
sA= [xc,A,0]
T+ [µA,0]
T+[hˆ⊥A,hˆA][vA1,vA2]
T+gˆ⊥AuA, (28)
sB= [xc,B,0]
T
+ [µB, 0]
T
+[gˆ⊥B,gˆB][uB1,uB2]
T+hˆ⊥BvB, (29)
where the private symbols uA, vA1, uB1 and vB are precoded
and transmitted with the power and rate similar to uA, vA, uB
and vB in (22) and (23) respectively.
Besides, vA2 and uB2, generated with rate (β−α)logP
similar to u0, are respectively overheard by user 1 in subband
A and by user 2 in subband B, thus leading to the requirement
of transmitting µ=vA2+uB2 to enable the decoding of other
private symbols. µ is split into µA and µB and multicast via an
extra β−α channel use. However, in the optimal scheme, u0 is
the only symbol causing interference at receiver 2 in subband
A and is simply removed after retransmission in subband B.
To sum up, the scheme in [7] employs 2β+β−α channel
use to transmit six private symbols (i.e. vA1, vA2, uA, uB1,
uB2, vB), while the optimal scheme sends five private symbols
(i.e. uA, vB , u0, vA, uB) in 2β channel use. Their sum DoF
are respectively expressed as (regardless of xc,A and xc,B)
dsubΣ =
2β+2α+2(β−α)
3β−α
=
4α+4(β−α)
2α+3(β−α)
, (30)
doptΣ =
2β+2α+(β−α)
2β
=
4α+3(β−α)
2α+2(β−α)
. (31)
(30) and (31) provide an explicit interpretation of how
the channel resources have been used. More precisely, we
can see the optimal scheme is an integration of ZFBF and
S
3/2
3 in [5] while the scheme in [7] combines ZFBF with
MAT. Specifically, similarly to the weighted sum in (20),
both schemes employ α channel use to achieve the region
D¯. D¯ corresponds to the optimal region with perfect CSIT of
both users and can be simply achieved by ZFBF. However,
over the β−α channel use where the CSIT state alternates
between subchannel Aˆ and Bˆ, the optimal scheme achieves
1.5(β−α)logP sum rate, consistent with Dˆ, outperforming the
scheme in [7] (with 43 (β−α)logP ). Hence, the shortness of the
scheme in [7] lies in the sub-optimality of MAT in subchannel
Aˆ and Bˆ.
C. Matched Case
The region shown in Figure 4 can be achieved by transmit-
ting the signals in each subband as
si=[ xc,i︸︷︷︸
P−P j
,0]T+ gˆ⊥i ui︸ ︷︷ ︸
P j/2
+ hˆ⊥i vi︸ ︷︷ ︸
P j/2
, (i,j)=(A,β),(B,α). (32)
xc,i is decoded first at each user with rate (1−j)logP in sub-
band i. Afterwards, due to partial ZFBF, the private symbols
ui and vi can be respectively decoded with rate jlogP at user
1 and user 2.
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IV. SWITCHING AMONG SUB-OPTIMAL STRATEGIES
As the optimal schemes discussed in Section III-A and
III-C operate as an integration of FDMA, ZFBF and S3/23 (in
unmatched case), we will evaluate the sum DoF performance
of sub-optimal (and less complex) transmission strategies.
A. Sub-optimal Strategies
1) FDMA: The sum DoF is dFΣ=1, resulted from simply
sending xc,i (i=A,B) in (22), (23) and (32) with full power.
2) ZFBF: The transmission boils down to ZFBF if only
vi and ui (i=A,B) are sent with full power P . The re-
ceived signal are respectively yi=hHi gˆ⊥i ui+hHi hˆ⊥i vi+ǫ1 and
zi=g
H
i hˆ
⊥
i vi+g
H
i gˆ
⊥
i ui+ǫ2 at user 1 and 2, where the second
terms are residual interferences with covariance PE [||h˜i||2]
and PE [||g˜i||2], causing rate loss. Hence, for both unmatched
and matched CSIT scenario, the sum DoF is dZΣ=β+α.
3) S3/23 : For the unmatched case, if only u0, vA and uB
are transmitted using the full power, the transmission boils
down to S3/23 in [5]. Since the qualities of hˆ⊥A and gˆ⊥B are β,
u0 is decoded with rate βlogP by user 1 from yA and user
2 from zB . As a consequence, uB and vA are respectively
obtained with rate logP from yB and zA. Hence, the sum
DoF is dSΣ=1+
β
2 .
B. Numerical Results
Next, for all possible values of β and α, we take the
max sum DoF performance over the aforementioned sub-
optimal strategies. If the max sum DoF can achieve at least ρ
(expressed in %) of the optimal result, the complicated optimal
strategy is replaced by the sub-optimal one. Figure 5 and 6
illustrate the selection results for the unmatched and matched
case respectively.
In Figure 5(a), nearly an half of the (β,α)-grid is covered
by the optimal scheme when ρ=90%. ZFBF has distinguished
performance when (β,α) approach 1, because the CSIT works
well in rejecting the interference potentially overheard by
users. S
3/2
3 scheme occupies the corners where β and α have
relatively large discrepancy, as one user’s rate is significantly
limited in each subband if ZFBF is conducted. Both FDMA
and S3/23 can achieve above 90% of the optimal sum DoF
performance when β+α≤0.2.
Figure 5(b) displays an interesting result, namely that the
best transmission strategy out of three covers all the possible
pairs of (β,α) when the target is decreased to 80%. In other
words, the best strategy among the 3 sub-optimal strategies can
achieve at least 80% of the optimal sum DoF performance as
max(dFΣ , d
Z
Σ, d
S
Σ) ≥ 0.8× d
opt
Σ , ∀β, α ∈ [0, 1]. (33)
(33) can be derived by thoroughly comparing dFΣ , dZΣ and dSΣ
for different values of (β,α). For the matched case, a similar
observation results from Figure 6 as
max(dFΣ , d
Z
Σ) ≥ 2/3× d
opt
Σ , ∀β, α ∈ [0, 1]. (34)
V. CONCLUSION
In this contribution, we derive the outer-bound of the
DoF region in (unmatched and matched) frequency correlated
scenario introduced in [7], thus showing the optimality of the
achievable DoF bound found in [6]. The bound is interpreted
as a weighted sum of the DoF bound achieved by FDMA,
ZFBF and S3/23 in [5]. The origin of the sub-optimality of the
scheme in [7] is clarified.
We have evaluated the sum DoF performance of simple
sub-optimal transmission schemes (FDMA, ZFBF or S3/23 )
for specific values of (β,α). The results show that for the
unmatched CSIT scenario, the optimal scheme proposed in [6]
can be avoided if we aim at achieving 80% of the optimal sum
DoF performance. In the matched CSIT scenario, the optimal
scheme can be replaced by FDMA or ZFBF provided that the
level of achievement is lower than 66.7%.
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APPENDIX-PROOF OF (10)
To obtain (10), firstly we introduce
Φj=h(Z
n−j+1
j |Ω,Y
j−1
1 ,Z
n
n−j+2)
−h(Y n−j+1j |Ω,Y
j−1
1 ,Z
n
n−j+2), for j≤⌊
n+1
2
⌋, (35)
Θj=h(Zj |Ω,Y
j−1
1 ,Z
n
j+1)−h(Yj |Ω,Y
j−1
1 ,Z
n
j+1). (36)
The last two terms in (10) can be rewritten as
Φ1=
n∑
j=1
Θj . (37)
(37) can be obtained by summing the following recursive
formulas and removing the identical terms
Φj=Θj+Θn−j+1+Φj+1, for j≤⌊
n+1
2
⌋−1, (38)
Φ⌊n+1
2
⌋=
{
Θ⌊n+1
2
⌋+Θ⌊n+1
2
⌋+1, if n is even,
Θ⌊n+1
2
⌋, if n is odd.
(39)
(38) originates from the following derivations
h(Zn−j+1j |Ω,Y
j−1
1 ,Z
n
n−j+2)−h(Y
n−j+1
j |Ω,Y
j−1
1 ,Z
n
n−j+2)
=h(Zj |Ω,Y
j−1
1 ,Z
n
j+1)+h(Z
n−j+1
j+1 |Ω,Y
j−1
1 ,Z
n
n−j+2)
−h(Yn−j+1|Ω,Y
n−j
1 ,Z
n
n−j+2)−h(Y
n−j
j |Ω,Y
j−1
1 ,Z
n
n−j+2)
=h(Zj |Ω,Y
j−1
1 ,Z
n
j+1)+h(Z
n−j+1
j+1 |Ω,Y
n−j
1 ,Z
n
n−j+2)
+I(Zn−j+1j+1 ;Y
n−j
j |Ω,Y
j−1
1 ,Z
n
n−j+2)
−h(Yn−j+1|Ω,Y
n−j
1 ,Z
n
n−j+2)−h(Y
n−j
j |Ω,Y
j−1
1 ,Z
n
j+1)
−I(Y n−jj ;Z
n−j+1
j+1 |Ω,Y
j−1
1 ,Z
n
n−j+2)
=h(Zj |Ω,Y
j−1
1 ,Z
n
j+1)+h(Zn−j+1|Ω,Y
n−j
1 ,Z
n
n−j+2)
+h(Zn−jj+1 |Ω,Y
n−j
1 ,Z
n
n−j+1)
−h(Yn−j+1|Ω,Y
n−j
1 ,Z
n
n−j+2)−h(Yj |Ω,Y
j−1
1 ,Z
n
j+1)
−h(Y n−jj+1 |Ω,Y
j
1 ,Z
n
j+1)
=Θj+Θn−j+1
+h(Zn−jj+1 |Ω,Y
j
1 ,Z
n
n−j+1)−I(Z
n−j
j+1 ;Y
n−j
j+1 |Ω,Y
j
1 ,Z
n
n−j+1)
−h(Y n−jj+1 |Ω,Y
j
1 ,Z
n
n−j+1)+I(Y
n−j
j+1 ;Z
n−j
j+1 |Ω,Y
j
1 ,Z
n
n−j+1)
=Θj+Θn−j+1+Φj+1. (40)
Note that we learn that (37) is known as Csisza´r Sum
Identity [12] after we work out the derivation.
REFERENCES
[1] M. Maddah-Ali and D. Tse, “Completely stale transmitter channel state
information is still very useful,” IEEE Trans. Inf. Theory, vol. 58, no. 7,
pp. 4418–4431, 2012.
[2] S. Yang, M. Kobayashi, D. Gesbert, and X. Yi, “Degrees of freedom of
time correlated miso broadcast channel with delayed csit,” IEEE Trans.
Inf. Theory, vol. 59, no. 1, pp. 315–328, 2013.
[3] T. Gou and S. Jafar, “Optimal use of current and outdated channel state
information: Degrees of freedom of the miso bc with mixed csit,” IEEE
Comms. Letters, vol. 16, no. 7, pp. 1084 –1087, july 2012.
[4] J. Chen and P. Elia, “Can imperfect delayed csit be as useful as
perfect delayed csit? dof analysis and constructions for the bc,” in
Communication, Control, and Computing (Allerton), 2012 50th Annual
Allerton Conference on, 2012, pp. 1254–1261.
[5] R. Tandon, S. Jafar, S. Shamai Shitz, and H. Poor, “On the synergistic
benefits of alternating csit for the miso broadcast channel,” IEEE Trans.
Inf. Theory., vol. 59, no. 7, pp. 4106–4128, 2013.
[6] J. Chen and P. Elia, “Optimal dof region of the two-user miso-bc with
general alternating csit,” available on arXiv:1303.4352, 2013.
[7] C. Hao and B. Clerckx, “Imperfect and unmatched csit is still useful for
the frequency correlated miso broadcast channel,” in IEEE ICC 2013,
Budapest, Hungary, Jun. 2013, available on arXiv:1302.6521.
[8] C. Huang, S. Jafar, S. Shamai, and S. Vishwanath, “On degrees of
freedom region of mimo networks without channel state information
at transmitters,” IEEE Trans. Inf. Theory, vol. 58, no. 2, pp. 849 –857,
feb. 2012.
[9] A. Lapidoth, S. Shamai, and M. A. Wigger, “On the capacity of fading
mimo broadcast channels with imperfect transmitter side-information,”
available on arXiv: 0605079, 2006.
[10] J. Korner and K. Marton, “General broadcast channels with degraded
message sets,” IEEE Trans. Inf. Theory, vol. 23, no. 1, pp. 60 – 64, jan
1977.
[11] T. Liu and P. Viswanath, “An extremal inequality motivated by multiter-
minal information-theoretic problems,” IEEE Trans. Inf. Theory, vol. 53,
no. 5, pp. 1839–1851, 2007.
[12] A. E. Gamal and Y.-H. Kim, Network Information Theory. Cambridge
University Press, 2012.
