We introduce a new index to detect dependence in trivariate distributions. The index is based on the maximization of the coefficients of directional dependence over the set of directions. We show how to calculate the index using the three pairwise Spearman's rho coefficients and the three common 3-dimensional versions of Spearman's rho. We obtain the asymptotic distributions of the empirical processes related to the estimators of the coefficients of directional dependence and also we derive the asymptotic distribution of our index. We display examples where the index identifies dependence undetected by the aforementioned 3-dimensional versions of Spearman's rho. The value of the new index and the direction in which the maximal dependence occurs are easily computed and we illustrate with a simulation study and a real data set.
Introduction
In this paper we define and study an index to detect positive dependence in trivariate distributions, undetected by the existing 3-dimensional versions of Spearman's rho. The 3-dimensional versions of Spearman's rho are frequently used to develop independence tests, and to do that it is necessary to investigate the empirical copula process and the survival copula process, in order to obtain the asymptotic law of continuous functionals of the latter empirical processes, as showed in Quessy [21] .
In several situations as pointed out in Gaißer and Schmid [12] the assumption of equality between the pairwise correlations allows us to use particular statistical models. In Gaißer and Schmid [12] four nonparametric tests for testing the hypothesis of equal Spearman's rho coefficients in a multivariate random vector have been proposed and the asymptotic distribution of the tests has been established as a consequence of the asymptotic behavior of the empirical copula process. To test constant correlations, for example, if we want to test if correlations of asset returns change in time, it is necessary to choose some correlation coefficient and in general the limiting distribution of the test statistic is obtained under the condition of finite fourth moments. But Wied et al. [29] presents a fluctuation test for constant correlation based on Spearman's rho that does not require any moments, where the limit distribution of the test statistic is the supremum of the absolute value of a Brownian bridge that provides critical values without any bootstrap techniques. The empirical copula process is important not only for statistics based on Spearman's rho, but also for others such as a multivariate version of Hoeffding's Phi-Square, as illustrated in Gaißer et al. [11] , in which is proposed a multivariate version for Hoeffding's bivariate measure of association, Phi-Square. In addition, a nonparametric estimator is proposed and its asymptotic behavior established, based on the weak convergence of the empirical copula process.
Our target is to give the foundation for the construction of a new index of trivariate dependence, which is capable of detecting dependence undetected by the traditional trivariate extensions of Spearman's rho. We present the asymptotic distribution of the empirical process related to the estimator of that index, under relatively weak conditions, as discussed in Segers [25] . We also obtain the asymptotic distributions of the empirical processes related to the estimators of the coefficients of directional dependence postulated by Nelsen and Úbeda-Flores [20] . In the sequel, several tests of independence can be formulated, using the asymptotic laws here developed and following the ideas of Genest et al. [15] and Quessy [21] or in a more specific context, would be possible to apply the ideas of Rifo and González-López [16] . The family of Spearman's rho coefficients is especially appropriate to test constant correlations for example, as was showed in Wied et al. [29] . In practice, the use of Spearman's rho correlation in that kind of tests allows us to analyze several types of data (non-elliptical data for instance) taking advantage of the robustness which is a natural property of rank-based measures.
In Section 2 we review the definitions of three well-known 3-dimensional versions of Spearman's rho and we discuss the coefficients of directional dependence introduced by Nelsen and Úbeda-Flores [20] , since our index, denoted by ρ max 3
, is based on the maximization of those coefficients over all directions. In Section 3 we introduce formally the index ρ max 3 , we prove the main result of our paper showing that the new index can be easily written as a function of the pairwise Spearman correlations and the 3-dimensional versions of Spearman's rho. We exhibit situations in which the index ρ max 3 detects dependence undetected by the most common 3-dimensional versions of Spearman's rho. Theoretical properties of the index are presented in the same section. In Section 4 we show how to estimate our index using well-known estimators. In addition, in Section 5, we establish the asymptotic normality for the estimators of the coefficients of directional dependence, for the estimator of the 3-dimensional versions of Spearman's rho and for the estimator of the index ρ max 3
. In Section 6 we compute ρ max 3 in different situations, a simulation study and an application to real data set. In Section 7 we emphasize the simplicity of the new index, its good properties and we stress situations in which the new index has an outstanding performance.
Preliminaries
Given a pair (X 1 , X 2 ) of continuous random variables with associated 2-copula C , the population version of Spearman's rho, denoted by ρ 12 (C) is defined by
where
We omit the argument C to simplify the notation when the underlying copula is understood. In the trivariate case, where
is a vector of continuous random variables with 3-copula C , there are several generalizations of Spearman's rho. They are, (a) the average of the three pairwise measures ρ 12 , ρ 13 and ρ 23 , where each pairwise measure is given by Eq. (1)
(b) the trivariate generalizations given by Joe [17] and Nelsen [19] 
where C denotes the survival function associated with C , and (c) the coefficients of directional dependence ρ (α 1 ,α 2 ,α 3 ) 3 (C) introduced by Nelsen and Úbeda-Flores [20] , where α i ∈ {−1, 1}, given by
According to Theorem 1 from Nelsen and Úbeda-Flores [20] , ρ (α 1 ,α 2 ,α 3 ) 
, where C ′ is the copula associated with the random variables 
variables whose joint distribution function is the 3-copula C (u, v, w) = C 1 (min(u, v), w), where C 1 is the 2-copula given by C 1 (u, v) = = 0 in all 8 directions. Hence in the sequel we will restrict our study to properties of ρ max 3 .
Properties of ρ max 3
In this section we present some properties of the index ρ max 3
. For a vector (X 1 , X 2 , X 3 ) of continuous random variables with copula C , we will write both ρ max 3 (C) and ρ max 3 (X 1 , X 2 , X 3 ) for the index. 
is continuous in the following sense: if lim k→∞ 
Proof. (i) When the random variables are continuous, the copula of (X 1 , X 2 , X 3 ) is unique.
(ii) Since
= 0 (see Nelsen and Úbeda-Flores [20] for a proof), the assumption that ρ = 0 does not imply that X 1 , X 2 , X 3 are pairwise or mutually independent.
(iii) When π is a permutation of {1, 2, 3}, we have ρ
However, the index ρ max 3
is not a measure of multivariate concordance as defined by Taylor [26, 27] and Dolati and Úbeda-Flores [5] , as it does not satisfy the property of monotonicity. A copula-based measure µ is monotone if
, and that is not the case for ρ max 3
. For a counterexample, let C 1 (u, v, w) = max(min(u, v) + w − 1, 0) and
Extensions of the index
In theory our work can be extended to d-dimensional vectors of continuous random variables. If C d denotes the d-dimensional copula associated with such a vector, then the d-dimensional versions of (3) and (4) are given by (Joe [17] , Nelsen [19] )
where as follows:
coefficients and the k-wise coefficients ρ
The complexity in evaluating ρ 
Estimators
Consider a trivariate random sample
of the vector (X 1 , X 2 , X 3 ) with associated unknown copula C . Let
The nonparametric estimators of each coefficient (given by equations (1) and (3)) are well-known (see Joe [17] ) and they are respectively given bŷ
It is easy to derive the estimator of ρ
In the next definition we introduce estimators of each ρ Let ß be an index set, such that ß ⊆ {1, 2, 3}. We define, for ß = {1, 2, 3} ,
Let |ß| denote the cardinal of ß and α = (α 1 , α 2 , α 3 ).
Consider the function,
which is a generalization of a 3-copula when α i = 1, i ∈ ß = {1, 2, 3} .
We introduce the empirical process to estimate the previous function
where (16) gives the empirical estimator of the copula, when ß = {1, 2, 3} and α = (1, 1, 1 ).
Remark 5.1. If we define the estimators
and x ij is the observed value of X ij , j = 1, . . . , n, i ∈ ß, and let
then, we obtain C ß,α,n (u ß ) = H ß,α,n (F
In order to derive the weak convergence of the empirical processes
we introduce a condition on C ß,α inspired by Segers [25] .
For i ∈ ß if e i is a vector such that (e i ) j = 0, j ̸ = i, (e i ) j = 1, j = i, j ∈ ß, define the i-th first-order partial derivative of
Condition 5.1. For each i ∈ ß, the i-th first-order partial derivativeĊ i,ß,α exists and is continuous on the set {u ß ∈ [0, 1]
We also extend the functionĊ i,ß,α to the boundary as follows. If u ß ∈ [0, 1] |ß| and
where G C ß,α (u ß ) follows the next condition.
ß is a vector such that the j-th component, 
Weak convergence takes place in ℓ
Proof. Consider the empirical process
Note that if ß = {1, 2, 3} , α = (1, −1, 1), i = 3 by hypothesis u Define the process
The process B C ß,α is the weak limit in ℓ
, where B C ß,α is a C ß,α -Brownian bridge and it can be assumed to have continuous trajectories (by the Empirical Central Limit Theorem, see Van der Vaart and Wellner [28] ). If Condition 5.1 holds, following the same arguments in the proof of Proposition 3.1 in Segers [25] , where Condition 5.1 is used to apply the mean value theorem over C ß,α , convergence (in probability) follows
Then, the weak convergence stated by Eq. (22) also follows. The covariance function is derived applying the multidimensional Central Limit Theorem; see for example Gänßler [9] .
A special case of the previous theorem is proved in Schmid and Schmidt [24] (Theorem 2, page 411), assuming an arbitrary dimension and some additional conditions for the joint cumulative distribution.
We observe, for each i and j,
and as a consequence, according to Eq. (16),
Properties of estimators
This subsection explores the relationships between empirical processes and the pairwise Spearman's rho coefficients and coefficients of directional dependence. (13) and Definition 4.1 we obtain,
Remark 5.2. Using Eqs. (11)-
, with ß = {i, k} , α i = α k = 1, and ik ∈ {12, 23, 13} ;
(ii)ρ
, with ß = {1, 2, 3} , and an arbitrary vector α,
In (16) and (17) we constructed empirical processes rescaled by (n + 1), by convenience in order to express the estimators in terms of the empirical processes (see Remark 5.2), since we define R ij = n + 1 − R ij .
The proof of the next result is an adaptation of Fermanian et al. [7] (Theorem 6, page 854) and Gänßler and Stute [10] , page 55.
Theorem 5.2.
Under the assumptions of Theorem 5.1, suppose that the real number sequences {a n } n≥1 and {b n } n≥1 satisfy √ n(a n − a 0 ) = O(n −1/2 ) and 
the last equality coming from the assumptions for the sequences {a n } n≥1 and {b n } n≥1 . The weak convergence follows from 
), where ß = {i, k}, the vector α = (α 1 , α 2 , α 3 ) is such that α i = α k = 1, and ik ∈ {12, 23, 13} .
), where ß = {1, 2, 3} and the vector α = (α 1 , α 2 , α 3 ) is such that α i ∈ {−1, 1} .
Proof. Let k 0 and k 1 be constants. Given a n = k 0 (n+1) 2 n(n−1) 
where ß = {1, 2, 3} and α * is such that ρ
To show the convergenceρ
For each direction α ∈ A we can writeρ
the limit variance of the numerator is finite by item (2) of Corollary 5.1.
Consider now
we can establish inferior and superior bounds for the cumulative distribution function of ξ max n , as follows
where the inequality is a consequence ofρ
As a consequence P(ξ ) → 0 when n → ∞. As a consequence, by Chebyshev's inequality, we guarantee the convergence in probability,ρ − d − 1 asymptotically independent sub-processes (see Dugué [6] ), in order to test for multivariate independence. As summarized in Quessy [21] , the same idea holds for an arbitrary dimension
The large sample representation of those processes, through the Möbius decomposition of the empirical copula process and of the survival copula process allows us to characterize the asymptotic behavior of five new test statistics, to test independence; see Quessy [21] . It would be natural to investigate, under the conditions of Theorem 5.1
and for an arbitrary value α i ∈ {−1, 1} how to define a family of statistics to test independence, and obtain its asymptotic distributions and its asymptotic relative efficiency (see Genest et al. [15] and Quessy [21] ), those topics await further study. 6. Simulations and applications
Simulations
We simulated from trivariate Beta and Gamma distributions with diverse parameters. The exact definitions for the models and the simulation methods can be found in Johnson and Kotz [18] can be estimated using a bootstrap approach (see Schmid and Schmidt [23] ). In our simulation study, to evaluate the variance of the ρ max 3 estimator we simulated 1000 samples for each sample size 500, 1000 and 5000.
The choice of Beta and Gamma distributions and the particular structure of the d-vine copulas was made to cover a broad spectrum of the values of the pairwise Spearman's rho and to cover several relationships among the 3-dimensional versions of Spearman's rho. With these we obtain, a variety of directional dependences that show several aspects of the new index. We emphasize that while the copula is used to derive the index, in practice (simulation and data sets), the underlying copula is not needed to estimate the index, we only use the ranks of the observations.
Results
We implemented twelve different cases, given by Table 2 , that illustrate the observations following Table 1 . For each case and each sample size n = 500, 1000, 5000, we show in Table 3 , mean values for 1000 simulated samples of ρ If we focus on case 7 we note that the scatterplot of the simulated observations ( Fig. 1 (left) ) shows that the Spearman correlation ρ 13 is negative but the maximal dependence is not evident. The direction (−1, 1, 1) of maximal dependence is clear from the scatterplot of margins transformed to [0, 1] by scaling ranks; see Fig. 1 (right) . We emphasize case 4, in which we illustrate a situation withρ * Fig. 2 (cases 11 and 12) shows that it may be hard to identify the direction of maximal dependence from 
Table 4
Estimated parameters for the trivariate energy data (E 1 , E 2 , E 3 ), for English (EN), French (FR) and Catalan (CA). Table 5 Estimated parameters for the trivariate energy data (−E 
