Starting with the semiclassical initial value representation ͑IVR͒ for the description of a composite molecular system consisting of a ''system'' and a ''bath,'' we show a systematic procedure whereby one can retain the semiclassical IVR description of the ''system''-thus including quantum interference and tunneling effects for these degrees of freedom-while neglecting these effects in the ''bath'' degrees of freedom, thus reducing them to a classical description. The zeroth order version of this mixed semiclassical-classical model is seen to be the semiclassical equivalent of the Ehrenfest model ͑closely related to the TDSCF approximation͒, but higher order versions are also developed that go beyond this level of approximation. Two levels of this theory are explicitly worked out. Numerical tests on simple but illustrative problems are used to discuss the merit of these approaches.
I. INTRODUCTION
Many dynamical phenomena in chemical/molecular systems involve only a few degrees of freedom ͑the ''system''͒ that characterize the process of interest ͑e.g., the reaction coordinate͑s͒ in a chemical reaction͒ but which are coupled to many other ''environmental'' degrees of freedom ͑the ''bath''͒ that can nevertheless influence the dynamics. A common strategy for treating this ubiquitous ''system-bath'' situation is to describe the low dimensional system as accurately as possible, namely with full quantum mechanics, while the many degrees of freedom of the bath are handled more approximately, such as by classical mechanics or approximations thereto.
There are thus many variations of ''mixed quantumclassical'' theoretical approaches that have been used in this regard. 1 The most common of these might be called the Ehrenfest model, 2 where one simultaneously integrates the time-dependent Schrödinger equation for the system and the classical equations of motion for the bath. If x and Q denote the system and bath coordinates, respectively, and V(x,Q) is the total potential energy function for the system plus bath, then the ͑time-dependent͒ potential for the Schrödinger equation of the system is V QM ͑x,t͒ϭV͑x,Q͑t͒͒, ͑1.1͒
and the ͑time-dependent͒ classical potential for the bath trajectory Q(t) is the Ehrenfest average of V, V CL ͑Q,t͒ϭ͗⌿͑t͉͒V͉⌿͑t͒͘ ϵ ͵ dx⌿͑x,t͒*V͑x,Q͒⌿͑x,t͒,
͑1.2͒
where ⌿(x,t) is the system wavefunction. If n 1 (x) is the wavefunction for the initial quantum state of the system, then one chooses it as the initial wavefunction for the Schrödinger equation, ⌿(x,tϭ0)ϭ n 1 (x). Also, if b (Q 1 ,P 1 ) is the probability distribution of initial conditions for the bath trajectories ͑for example, a Boltzmann distribution͒, then the average probability for a transition to the final quantum state n 2 of the system is given by P n 2 ←n 1 ͑ t ͒ϭ ͵ dQ 1 dP 1 b ͑ Q 1 ,P 1 ͒P n 2 ←n 1 ͑ t;Q 1 ,P 1 ͒,
͑1.3͒
where P n 2 ←n 1 ͑ t;Q 1 ,P 1 ͒ϵ͉͗ n 2 ͉⌿͑t ͉͒͘ 2
͑1.4͒
is the transition probability for a single bath trajectory ͑the one with the indicated initial conditions͒. This model may also be thought of as an approximate version of the timedependent self consistent field ͑TDSCF͒ method, 3 the approximation being that the bath wavefunction is taken to be an infinitely narrow Gaussian wavepacket about its classical trajectory. The TDSCF approximation seems to work best when the system is coupled weakly to many bath modes, but can fail dramatically in other cases. 4 It can be systematically improved, however, by introducing a multi-configuration generalization ͑MC-TDSCF͒, 5 but there is then no obvious way to go to the classical limit for the bath dynamics.
Other mixed quantum-classical approaches are a variety of ''surface-hopping'' models, 6 whereby the quantum motion of the system is assumed to be adiabatic except for localized transitions from one adiabatic quantum state to another. Though such approaches have a number of ad hoc features, they have been useful, particularly when the ''system'' consists of the electronic degrees of freedom of a molecular system. There are other approaches based explicitly on density matrix formulations that incorporate approximations for the bath that lead to macroscopic relaxation descriptions ͑Redfield equations͒. 7 The most accurate treatment of system-bath dynamics is possible when the bath is a set of harmonic modes that are linearly coupled to the system; here the bath can be integrated out ͑in a Feynman path integral sense͒ analytically and recent progress has shown how then essentially exact ͑numerical͒ treatments of the system are possible in some cases. 8 In this paper, we offer another type of mixed quantumclassical approach, where the ''quantum'' description of the system is approximated semiclassically via an initial value representation ͑IVR͒. [9] [10] [11] [12] [13] [14] [15] It is thus a mixed ''semiclassicalclassical'' approximation. We are assuming that the semiclassical approximation, implemented via the IVR, will be sufficiently accurate to describe the relevant quantum aspects of the system dynamics such as interference/coherence behavior and also classically forbidden ͑dynamical tunneling͒ processes. Recent work in this group 16, 17 and others 18 has shown that the IVR semiclassical approach can indeed provide an accurate description of these quantum effects, the main difficulty remaining being one of implementation.
The potential advantage of this semiclassical-classical approach over a mixed quantum-classical approach is that in it the dynamics of both system and bath are treated by classical mechanics; i.e., a full classical trajectory simulation of all degrees of freedom is involved. The semiclassical aspect of the description of the system degrees of freedom simply means that the phase interference structure is retained for these degrees of freedom, giving rise to interference/ coherence structure and/or classically forbidden dynamics/ tunneling behavior in the system degrees of freedom, while such phase information is discarded in the bath, so that only classical dynamics is obtained for these degrees of freedom. Since the system, bath, and their interaction are all treated via classical mechanics, one thinks ͑or at least hopes͒ that a more dynamically consistent treatment will result than using the Schrödinger equation for some degrees of freedoms and Newton's equations for the others. Whether this potential advantage is realized or not will of course require computational applications, and some elementary examples of these are presented herein.
Section II develops the semiclassical-classical approach. It begins with a full semiclassical IVR description of the complete molecular system and then makes the necessary approximations to the bath degrees of the freedom to obtain a classical mechanical description of them. There are two levels to this approximation that are explicitly worked out in this paper, although in principle one can go beyond these. Numerical tests of these approaches are presented and discussed in Section III. Section IV concludes.
II. THE SEMICLASSICAL-CLASSICAL MODEL
There are a variety of quantities that one might consider for this development, e.g., thermally averaged or statespecific rate constants or transition probabilities. For definiteness we consider the time-dependent transition probability from one state of the system to another, summed and averaged over initial and final states of the bath,
͑2.1͒
where (x) and (Q… are the basis states for the system and bath, respectively, and ဧ m is the initial probability distribution for the bath states ͑typically a Boltzmann distribution͒. For simplicity of presentation the system and bath coordinates x and Q are indicated as one-dimensional and manydimensional, respectively, though in practice the ''system'' might involve a few degrees of freedom, with obvious changes in notation below. The Hamiltonian operator Ĥ is assumed to be of the standard Cartesian form,
A. The initial value representation
We first summarize the semiclassical initial value representation ͑IVR͒ for a generic dynamical system with coordinate and momentum (q,p) and Hamiltonian H(q,p) ϭ ϩV(q). The time-dependent transition amplitude from state 1 to state 2 is
͑2.3͒
and with the standard semiclassical ͑Van Vleck͒ approximation 19 to the coordinate matrix representation of the propagator this becomes, 
is evaluated at the roots of Eq. 2.6. (t) is the number of zeros experienced by the determinant ͉‫ץ‬q t /‫ץ‬p 1 ͉ in the time interval (0,t). The idea of the initial value representation [9] [10] [11] [12] [13] [14] [15] is to change the integral over the final coordinates in Eq. 2.4 to one over the initial momenta, giving 
͑2.9͒
Another plus for the IVR, Eq. 2.8, is that the Jacobian from the change of integration variables in Eq. 2.9 combines with the denominator in Eq. 2.4, so that the square root of the Jacobian now appears in the numerator of Eq. 2.8. Since this factor can go through zeros as a function of t ((t) being the number of such zeros͒, it is clearly better for numerical integration purposes to have this factor in the numerator than the denominator. Because of this Jacobian factor, the integrand is zero when (t) changes discontinuously, so that the integrand itself is continuous at these points.
The IVR version of semiclassical approximation, Eq. 2.8, has all of the interference structure that is the hallmark of semiclassical theory. E.g., if all the integrals in Eq. 2.8 were evaluated by the stationary phase approximation, and WKB wavefuctions were used for ⌿ 1 and ⌿ 2 , then classical S-matrix-like 9,10 results would be obtained, with interference between different stationary phase trajectories. The IVR also provides an approximate description of classically forbidden ͑sometimes called ''dynamical tunneling''͒ processes, where there are no ͑real͒ stationary phase contributions to the integral. In fact, this was the very first application of an IVR and the principle reason it was originally introduced, 9 i.e., to have a way to treat classically forbidden processes with real valued trajectories. In addition to this very early IVR application to classically forbidden processes, recent applications show that it also provides a good description of tunneling processes characteristic of chemical reactions, if the reaction probabilities are not too small ͑below 10 Ϫ6 ).
17
The IVR thus describes quantum interference and tunneling ͑which is actually analytically continued interference!͒ with only real-values trajectories, the primary task being an integration over the phase space of initial conditions. The computational implementation of the IVR, Eq. 2.8, is not trivial, however, because of the oscillatory nature of the integrand. Most of the recent developments on this topic have dealt with new ways of filtering, smoothing and pre-averaging the integrand to damp out the highly oscillatory regions that do not make important contributions to the integral. More will be said about this in Section III. Suffice it to say that the calculations can be done at present for low dimensional systems, and they provide a very useful description of quantum dynamics.
B. IVR for the system bath
Applying the semiclassical IVR of Eq. 2.8 to the systembath transition probability defined in Eq. 2.1 thus gives ͑since qϵ(x,Q),pϵ(p,P), with (Q,P) F-dimensional͒
͑2.10͒
and upon squaring the integral explicitly this becomes
where x t and x t Ј denote x t (x 1 , p 1 ,Q 1 ,P 1 ) and
, respectively, and similarly for Q t and Q t Ј , and where
is the initial density matrix of the bath. The F-dimensional delta function results from
͑2.13͒
It is also useful to express the bath density matrix in terms of its Wigner distribution,
the inverse relation of which is
͑2.15͒
The ''double phase space integral'' that results in Eq. 2.11 upon squaring the amplitude in Eq. 2.10 is the semiclassical counterpart to Liouville space in a corresponding quantum mechanical development. The principle idea of the present mixed semiclassical-classical model is to retain the full double phase space integral for the system degrees of freedom-so as to retain the full semiclassical description of interference and tunneling effects in the system dynamicsbut to approximate the treatment of the bath in such a way as to reduce it to a single phase space average over its initial conditions ͑as in a classical mechanical description͒. All of the classical trajectory functions throughout, however, are those from the full system-bath Hamiltonian. It is this feature of the model, namely that the mechanics of all degrees of freedom is treated classically, only with the interference structure fully retained for the system and approximated for the bath, that makes us believe that the semiclassicalclassical approach may have something more to offer than a quantum-classical approach, i.e., because the dynamics of the system and the bath are treated in a dynamically consistent way in the present approach.
To implement this approximation for the bath one changes the integration variables over bath initial conditions to the sum and difference variables
so that in Eq. 2.11
͑2.17͒
One then expands the ⌬Q and ⌬P dependence of the various quantities in the integrand in powers of ⌬Q and ⌬P; e.g., in the argument of the delta function in Eq. 2.11
where on the right hand side of Eq. 2.18,
͑2.19͒
Thus, Q t and Q t Ј have different system initial conditions but the same bath initial conditions. Similarly, the phase of the integrand of Eq. 2.11, the difference of actions, is expanded ͑through quadratic order͒ in ⌬Q and ⌬P:
͑2.20͒
where on the right hand side here, we again have
͑2.21͒
One can furthermore use the various derivative relations 10͑a͒ for the classical action to express the derivatives in Eq. 2.20 in terms of derivatives of final coordinates and momenta with respect to initial conditions ͑monodromy matrices͒:
where ͑analogous to Eq. 2.19͒ P t ϭP t (x 1 , p 1 ,Q 1 ,P 1 ) and 
͑2.31͒
where on the right hand side of Eq. 2.31
͑2.32͒
and
and similarly for M xQ Ј , etc. Finally, consistent with these linearizations, the ⌬Q and ⌬P dependence of the Jacobian in Eq. 2.11 is neglected. With this set of expansions and approximations, Eq. 2.11 becomes
͑2.34͒
where the ''bars'' over the integration variables Q 1 and P 1 have been dropped. All the primed and unprimed functions at time t differ only in whether they are functions of (x 1 ,p 1 ) or (x 1 Ј ,p 1 Ј). To emphasize again, the purpose of the above set of approximations has been to obtain the best possible result that still allows one to integrate analytically over ⌬Q and ⌬P, so as to reduce the average over the bath variables to that of a classical description, namely an average over a single set of phase space initial conditions for the bath. ͑Many of the above approximations are actually exact for a harmonic bath, because the action for a harmonic bath is quadratic in Q 1 and P 1 , and thus in ⌬Q and ⌬P, so that the expansion of the actions to quadratic order in ⌬Q and ⌬P is exact.͒ Because of the F-dimensional delta function in the integrand of Eq. 2.34, the integral over ⌬P in Eq. 2.34 can be immediately performed. This sets ⌬P to the value
The remaining integral over ⌬Q in Eq. 2.34 will then have a phase factor that is quadratic in ⌬Q but which cannot be evaluated in general because of the ⌬Q dependence of the pre-exponential factors ͑in the wavefunction n 2 () and in the bath density matrix element ͗ . . . ͉ b ͉ . . . ͘). One can either neglect this dependence, in which case the integral of the complex Gaussian is immediately doable, or somewhat more generally, one can assume that the ⌬Q dependence of the pre-exponential factors is small and the integral can be evaluated via stationary phase approximation ͑which will be exact if the pre-exponential factor is independent of ⌬Q).
C. Zeroth order model
It is useful first to consider the simplest version of the approach. Thus if in the integration over ⌬Q and ⌬P in Eq. 2.34, one neglects all monodromy matrix elements in the phase of the integral, then this part of the integral in Eq. 2.34 reduces to
͑2.36͒
where the definition of w in Eq. 2.15 has been used. If one further neglects the system-bath coupling in the Jacobian, namely,
͑2.38͒
then Eq. 2.34 reduces to
͑2.39͒
Finally, if one then assumes that the geometric and arithmetic averages of the monodromy matrices M QP and M QP Ј are approximately equal, then the last factor in the integral of Eq. 2.39 is unity, whereby the double phase integral over the system initial conditions factors, giving
Eq. 2.40 above is the zeroth order limit of the present semiclassical-classical approach. It is also recognized to be the precise semiclassical analog of the Ehrenfest quantumclassical model described in the Introduction. The square modulus quantity in the integrand of Eq. 2.40 is the semiclassical IVR expression for the quantum transition probability for the one-dimensional system, with the bath following the trajectory determined by initial conditions (Q 1 ,P 1 ):
͑2.41͒
Here the trajectory functions x t ϵx t (x 1 ,p 1 ,Q 1 ,P 1 ) and S t ϵS t (x 1 ,p 1 ,Q 1 ,P 1 ) which go into the one-dimensionallike transition probability involve the ͑exact͒ classical mechanics of the fully coupled system and bath, analogous to the coupled Schrödinger equation-classical equations which appear in the quantum-classical Ehrenfest model. The phase is the number of zeros of the one-dimensional Jacobian of the system degree of freedom. Eq. 2.40 is also identical to what was called ''partial averaging'' in some applications many years ago. 10͑b͒ An attractive feature of the present semiclassicalclassical approach, however, is that we now have the possibility of going beyond this primitive zeroth version of the treatment. The major price to be paid is that it will not be possible to factor the double phase space integral over the system initial conditions as was done in going from Eq. 2.39 to Eq. 2.40.
D. First order model
Returning to Eq. 2.34, we now retain the terms in the phase of integrand that are linear in ⌬Q and ⌬P. If the wavefunction n 2 were a coherent state ͑complex Gaussian͒, then it would be easy to include the ⌬Q and ⌬P dependence of its arguments, but here we do not assume this and simply ignore this dependence. The (⌬Q,⌬P) part of the integral thus becomes
͑2.42͒
which gives the following generalization of the zeroth result in Eq. 2.36:
͑2.43͒
where the momentum correction P cor is
The first order expression for the average transition probability is then
͑2.45͒
Again, we can make the same approximations on the Jacobian factors as for the zeroth order model, yielding a numerically better behaved result ͑since the determinant of the monodromy matrices in the denominator can go through zero͒,
͑2.46͒
Equations 2.45, 2.46 involve a classical ͑single phase space͒ average over the initial conditions of the bath degrees of freedom, but a double phase space average over the system degrees of freedom. The extra phase factor in the integrand and the momentum correction in the Wigner distribution prevent the factorization and serve as corrections to the zeroth order result of Eq. 2.39. Actually, as will be seen in Section III, the momentum correction in the Wigner distribution will not be so important as the phase correction in the exponent. In practical calculations, it is often neglected.
A second order version of the model would be obtained by retaining all the terms in the phase of the integrand in Eq. 2.34 and also the second order ⌬Q and ⌬P dependence of the bath density matrix element ͗Q 1 ϩ⌬Q/2͉ b ͉Q 1 Ϫ ⌬Q/2͘. If the bath is harmonic, then the density matrix element is a simple Gaussian function of ⌬Q and ⌬P. Fur-thermore, if the initial and final system wavefunctions are coherent states, then they too would contribute Gaussian factors in ⌬Q and ⌬P. Integration over ⌬Q or ⌬P would then be a standard Gaussian integral that is readily doable.
III. NUMERICAL APPLICATIONS TO SIMPLE SYSTEMS
To help elucidate the nature of the mixed semiclassicalclassical approaches described above, numerical tests have to be made. We have chosen a simple system that can be treated fully quantum mechanically, fully semiclassically, as well as via the above semiclassical-classical models, namely an anharmonic ͑Morse͒ oscillator linearly coupled to a single harmonic mode. The Hamiltonian for this system is
͑3.1͒ where the parameters are mϭ1772.3302, a 0 ϭ0.1697, c 0 ϭ 0.9885, ϭ0.0156, all in atomic units. The coupling constant f is varied to see the effect of the strength of the system-bath coupling.
To implement the semiclassical IVR described in Section II, it is usually necessary to smooth or filter the oscillatory integrand of the primitive ͑Van Vleck͒ IVR expressions. In previous applications 16 we have used a Filinov filter to smooth the integrand, 20 ,21 but here we utilize the HermanKluk procedure. 11 Specifically, the generic Herman-Kluk IVR expression corresponding to Eq. 2.8 is
where C qpt is C qpt ϭͱdet ͩ 
͑3.4͒ ␥ is the Gaussian width of the coherent state transform which is in principle arbitrary but in practice needs to be a physically reasonable value. The behavior of this IVR has been studied 15 and seen to give accurate results at least for the present simple system. The Herman-Kluk IVR thus modifies the integrand for the zeroth order semiclassicalclassical expression, Eq. 2.41, to the following
͵ dx 1 dp 1 C xpt n 1
͑3.5͒ and similarly the first order expression of Eq 2.46, becomes
Since the bath in this example consists of only one mode, the monodromy matrices in these equations are all simple scalars. Furthermore, the bath is harmonic, so that the Wigner distribution w is given by
͑3.7͒ where uϭ␤ប/2 and ␤ is the usual 1/k b T.
Lastly, for efficient integration, weighted Monte Carlo sampling of the initial condition is used. For the quantum mechanical calculations, we utilized the split operator method of propagation.
A. Survival probability of a Gaussian
We first consider the diagonal transition probability ͑i.e., the survival probability͒ of a displaced Gaussian,
͑3.8͒
͑3.9͒
and the m (Q)'s are the harmonic oscillator eigenstates of the bath. The center of the initial state Gaussian wavefunction is chosen to be x 0 ϭ1.5a 0 , corresponding to the classical turning point of the nϭ6 eigenstate of the Morse oscillator. We have considered three values for the coupling constant f , from the relatively small coupling of f ϭϪ0.02, to f ϭϪ0.05, to the largest value, f ϭϪ0.1, all in atomic units. We also used two different values of temperature, Tϭ300 K, where the probabilities are dominated by transitions from the ground state of the bath, and Tϭ5000 K, where there are several bath states involved. The calculated survival probabilities are shown in Figures 1, 2 and 3 , where the results of the semiclassical-classical methods and the full semiclassical method similar to Eq. 2.10 but with the Herman-Kluk IVR ͑calculations are performed only for the lower temperature due to the large numerical effort needed for the high temperature case͒ are compared with the results of the exact quantum mechanical calculation. In Figure 4 , the results of the first order model with and without the momentum correction in the Wigner distribution are compared. From these results one can make several observations. First, the full semiclassical IVR result is in excellent agreement with the correct quantum mechanical result for all coupling strengths considered. Second, the zeroth order ͑''partial averaging''͒ version of the semiclassical-classical model is in quantitative agreement with the quantum results for weak coupling, but only in qualitative agreement for strong coupling. Third, the first order version of the model is not a systematic improvement over the zeroth order version. Fourth, the qualitative effect of the temperature, i.e. higher temperatures reduces the magnitude of the recurrences, is also well reproduced by these mixed semiclassical-classical methods.
B. State-to-state transition probabilities
Non-diagonal transition probabilities of the system are a more challenging quantity to describe correctly. Specifically, we consider here the vibrational relaxation of the Morse oscillator from nϭ1 to 0. Thus, Morse eigenfunctions are used for (x). Again, we vary the coupling from Ϫ0.02 to Ϫ0.1 and the temperature from 300 K to 5000 K. To facilitate the semiclassical calculations, we fit the nϭ1 eigenfunction by the difference two Gaussians and approximated the nϭ0 eigenfunction with one. This way, g (x,p) in Eqs. 3.5 and 3.6 can be obtained analytically. Figures 5, 6 and 7 shows the results for these calculations. Here, the first order calculation is with P cor ϭ0.
The comparisons are now quite different from the diagonal transition probabilities of the previous section. First, the immediate conclusion is that the zeroth order ͑partial averaging͒ formula is no longer adequate. In fact, if the mixed quantum-classical TDSCF method were applied here, it would give similar results. The first order model, though not spectacularly accurate, does agree qualitatively with the correct quantum results; in comparison with the zeroth order model, which is off by a factor of 4 or 5, it is a significant improvement. Again, the full semiclassical IVR results are practically indistinguishable from the correct quantum results in all cases.
One then naturally asks, why the zeroth order ͑partial averaging͒ approximation works well for the survival ͑diag- onal transition͒ probability of a single Gaussian as in the previous section, but fails for the present non-diagonal stateto-state transition probability? The answer goes back to the Ehrenfest ͑TDSCF͒ model discussed in the Introduction, where it was noted that the zeroth order ͑partial averaging͒ version of the semiclassical-classical model is the semiclassical equivalent of the Ehrenfest model. In this approximation the classical potential for the bath is the Ehrenfest average of the potential, cf. Eq. 1.2. When the system wavefunction is well localized, one has
͑3.10͒
where x CL ͑ t ͒ϭ ͵ dx⌿͑x,t͒*x⌿͑x,t͒;
͑3.11͒
this is the correct classical description of the system-bath dynamics. But when the system wavefunction is extended, as it must be in describing transitions between the various eigenstates ͕ n ͖, Eqs. 3.10 and 3.11 cease to be valid. This is simply an example of the failure of the single configuration TDSCF approximation, because the classical bath in reality sees a different potential for different states of the system, not one average potential.
IV. CONCLUDING REMARKS
The essential premise of this paper is that the semiclassical IVR approach provides an adequate description of the quantum dynamics of the composite molecular system. Though this of course will not always be true, there are beginning to be enough examples to suggest that its validity is wide enough to be of major utility. It is definitely true for all the examples treated in Section III.
Given the semiclassical IVR description of the complete molecular system, it was then shown how one can make systematic approximations that retain the full semiclassical description of the ''system'' degrees of freedom-thereby describing quantum interference and tunneling effects in them-while neglecting such effects in the ''bath'' degrees of freedom, resulting in a classical description of them. The zeroth order version of this mixed semiclassical-classical model was seen to be a semiclassical version of the Ehrenfest model ͑closely related to the TDSCF approximation͒. For the examples considered in Section III, it was seen to work well for the survival ͑diagonal transition͒ probability of a single Gaussian if the coupling is sufficiently weak, but to fail for strong coupling and for non-diagonal transition probabilities. A first order version of the mixed semiclassical-classical model was a significant improvement over the zeroth version ͑at least for the non-diagonal transition probabilities͒, though still significantly less accurate than the full semiclassical IVR treatment.
There are two ways to improve the accuracy of the treatment within the present formulation: ͑1͒ to use a higher ͑i.e. second͒ order version of the mixed semiclassical-classical model, or ͑2͒ to include more of the ''bath'' modes-the most strongly coupled ones-in an enlarged ''system,'' i.e., to retain the full semiclassical IVR description for a large number of degrees of freedom. Our present feeling is that route ͑2͒ may be more profitable, but applications to more complex system of physical interest will be necessary to decide whether or not this is feasible.
