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1 Introduction
It is widely recognized that the traditional dynamical systems given by deterministic differential
equations are often inadequate to model many natural phenomena because more often than not the
systems are affected by a variety of random perturbations. For this reason, various random noise
processes have been taken into consideration. Among them, diffusion processes are one of the most
popular models. If the intensity of the diffusion is small, the diffusion process can be approximated
by an ordinary differential equation. Consider a stochastic differential equation
dxε(t) = f(xε(t))dt+
√
εσ(xε(t))dW (t) (1.1)
for appropriate functions f(·) and σ(·), where W (·) is a standard Brownian motion and ε is a small
parameter. It is intuitive that as ε → 0, (1.1) should have a limit that is represented by a purely
deterministic differential equation. Building on using averaging ideas, in [4], Fleming considered
the associated asymptotic expansions of the expectation ExΦ(xε(t)) for a suitable function Φ(·)
under appropriate conditions. If the process xε(t) has a unique ergodic measure µε for each ε > 0
and the origin of the corresponding deterministic equation
dx = f(x)dt, (1.2)
is a globally asymptotic equilibrium point, Holland [9] established asymptotic expansions of the
expectation of the underlying functionals with respect to the unique ergodic measure µε. Further-
more, in [10], he considered the case that (1.2) has an asymptotically stable limit cycle and proved
the weak convergence of the unique ergodic measure µε of xε(t) to the stationary distribution of
(1.2) concentrated on the limit cycle.
In recent years, to enlarge the applicability, resurgent efforts have been devoted to modeling
dynamic systems in which continuous dynamics and discrete events coexist. Such “hybrid” systems
arise from traditional applications in engineering, operations research, biological, and physical sci-
ences as well as from emerging applications in wireless communications, internet traffic modeling,
and financial engineering among others; see [22] and references therein. As a result, switching dif-
fusion processes have received much attention lately. For such models, it is important to consider
perturbed dynamic systems similar to that of the aforementioned paragraphs. In the literature,
to take advantages of the time-scale separation, Simon and Ando [20] introduced the so-called hi-
erarchical decomposition and aggregation as well as nearly decomposable models with economics
applications; Sethi and Zhang [18] initiated the study of near-optimal controls for flexible manufac-
turing systems. A multi-scale approach with applications to computing and Monte Carlo simulation
was treated in Liu [13]; applications of controlled dynamic systems can also be found in [8] and
references therein. Recently, effort has also been devoted to treat non-autonomous lattice systems
with switching in Han and Kloeden [5]. Related works have also been devoted to attraction, stabil-
ity, and robustness of functional stochastic differential equations in Wu and Hu [21] and to chemical
reaction systems with two-time scales in Han and Najm [6].
In this paper, we consider dynamic systems represented by switching diffusions, where the
switching is rapidly varying whereas the diffusion is slowly changing. To be more precise, let
(Ω,F , {Ft},P) be a filtered probability space satisfying the usual condition. Consider the process
dXε,δ(t) = f(Xε,δ(t), αε(t))dt+
√
δσ(Xε,δ(t), αε(t))dW (t), Xε(0) = x, (1.3)
whereW (t) is anm-dimensional standard Brownian motion, αε(t) is a Markov chain that is indepen-
dent of W (t) and that has a finite state spaceM = {1, ...,m0} and generator Q/ε =
(
qij/ε
)
m0×m0 ,
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Xε,δ is an Rd-valued process, f : Rd ×M → Rd, σ : Rd ×M → Rd×m, and ε > 0 and δ > 0
are two small parameters. Assume that Q is irreducible. The irreducibility of Q implies that the
Markov chain associated with Q (denoted by α˜(t)) is ergodic, with a unique stationary distribution
(ν1, ..., νm0). Intuitively, when ε and δ are very small, α
ε(t) converges rapidly to its stationary
distribution and the intensity of the diffusion is negligible. As a result, on each finite interval of t,
a solution of equation (1.3) can be approximated by
dX(t) = f(X(t))dt, X(0) = x, (1.4)
where f(x) =
∑m0
i=1 f(x, i)νi. However, if in lieu of a finite interval, we consider the process in
the infinite interval [0,+∞). The corresponding results could be considerably different. Suppose
that equation (1.4) has a stable limit cycle, a natural question is whether invariant measures to
the process represented by solution of (1.3) converge weakly to the measure concentrated on the
limit cycle. To address this question, we substantially extend the results of [10] by considering the
presence of both small diffusion and rapid switching. Moreover, because of the complexity due to
the presence of the switching and coupling, new mathematical techniques need to be introduced to
deal with the current problem. In addition, even we only consider the problem as that of [10], it
will be seen later that some of our assumptions are weaker than those used in [10].
The rest of the paper is organized as follows. The main assumptions are given in Section 2.
Some auxiliary results are also presented. Section 3 takes up the issue of estimation for the exit
time of the solution from critical points that is needed to prove the main result. In Section 4, we
consider three cases. In each of the cases, we address the aforementioned question under suitable
conditions. Section 5 deals with applications of our results to a general predator-prey model. It
should be mentioned that the applications are not straightforward. It is not easy to prove the
existence and tightness of the family of invariant probability measures that are usually obtained
using Lyapunov-type functions. However, the Lyapunov-type method does not work for our model.
We introduce certain tools to overcome the difficulties. Finally, we provide some numerical examples
in Section 6 to illustrate our results.
2 Assumptions and Preliminary Results
Throughout the paper, we denote by A′ the transpose of a matrix A, | · | the Euclidean norm of
vectors in Rd, and ‖A‖ := sup{|Ax| : x ∈ Rd, |x| = 1} the operator norm of a matrix A ∈ Rd×d. We
use notations a ∧ b = min{a, b} and a ∨ b = max{a, b}. Assuming in this paper that δ depends on
ε (δ = δ(ε)) and lim
ε→0
δ(ε) = 0, we impose the following assumptions for equations (1.3) and (1.4).
Assumption 2.1. (i) For each i ∈M, f(·, i) and σ(·, i) are locally Lipschitz continuous.
(ii) There is an a > 0 and a twice continuously differentiable real-valued function Φ(x) ≥ 0 such
that lim
R→∞
inf{Φ(x) : |x| ≥ R} =∞ and that ∇Φ′(x)f(x, i) ≤ a(Φ(x) + 1), ∀ (x, i) ∈ Rd ×M.
(iii) Equation (1.4) has a unique limit cycle denoted by Γ.
(iv) In any compact subset of Rd, there is a finite number of critical points of f(·).
(v) For each compact set K not containing any critical point of f , and γ > 0, there exists a
T = TK,γ > 0 such that inf
y∈Γ
|Xx(t)− y| < γ for all t ≥ T .
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(vi) There is an ε0 > 0 such that for all 0 < ε < ε0, there exists a unique solution to equation (1.3).
The process (X(t), αε,δ(t)) has the strong Markov property and has an invariant measure µε,δ.
As a convention, given A ⊂ Rd, we denote µε,δ(A×M) by µε,δ(A) for convenience. The family
{µε,δ : 0 < ε < ε0} is tight in the sense that for any γ > 0, there exists an R > 0 such that
µε,δ{BR} > 1− γ for all 0 < ε < ε0, where BR = {x : |x| ≤ R}.
For simplicity, we have assumed that (1.3) has a unique solution; we have also assumed that
the associated process is strong Markov. Sufficient conditions ensuring these can be provided (see
[15, 22]). Since these are already known and are not our main concern here, we use the conditions as
stated above. Let TΓ be the period of the limit cycle Γ. For any y ∈ Γ, we can define a probability
measure µ0 (not dependent on y) by
µ0(A) =
1
TΓ
∫ TΓ
0
1{Xy(s)∈A}ds,
where Xy(t) is the solution to equation (1.4) starting at X(0) = y and 1{·} is the indicator function.
Thus µ0(·) is simply an averaged occupation measure. Recall that δ = δε. We shall address
asymptotic behavior of µε,δ for the following three cases:
lim
ε→0
δ
ε
=

l ∈ (0,∞), case 1
0, case 2
∞, case 3.
(2.1)
The multi-scale modeling point was similar to [7] in which large deviations were considered. Here,
we use such setting to study limit cycles of the associated dynamic systems. We impose additional
conditions corresponding to each of the cases in (2.1). In case 2, since δ tends to 0 much faster
than ε, if δ is sufficiently small, then intuitively, the behavior of Xε,δ(t) should be similar to ξε(t),
the solution to
dξε(t) = f
(
ξε(t), αε(t)
)
dt. (2.2)
Hence, if for each i ∈M, f(x∗, i) = 0 at a critical point x∗ of f , the Dirac distribution δ(x− x∗) is
an invariant measure for ξε(t). Due to the above argument, the sequence of invariant probability
measures µε,δ (or one of its subsequences) may converge to δ(x − x∗). Consequently, we need to
suppose that there is an i∗ ∈ M such that f(x∗, i∗) 6= 0 in order to obtain the convergence of
µδ,ε to the measure µ0. Analogously, in case 3, we suppose that there exists an i∗ ∈ M such that
σ(x∗, i∗) 6= 0. For case 1, it is assumed that there is an i∗ ∈ M satisfying either σ(x∗, i∗) 6= 0 or
f(x∗, i∗) 6= 0.
The following formula is the well-known exponential martingale inequality, which will be used
several times in our proofs. It asserts that
P
{
sup
t∈[0,T ]
[ ∫ t
0
g(s)dW (s)− a
2
∫ t
0
g2(s)ds
]
> b
}
≤ e−ab,
if g(t) is a real-valued Ft-adapted process and
∫ T
0 g
2(t)dt < ∞ almost surely (see [14, Theorem
1.7.4]).
Lemma 2.1. For any R, T, γ > 0, there is a k1 = k1(R, T, γ) > 0 such that for sufficiently small
δ,
P{|Xε,δx,i (t)− ξεx,i(t)| ≥ γ, ∀0 ≤ t ≤ T} < exp
(
− k1
δ
)
, ∀|x| ≤ R,
where Xε,δx,i (t) and ξ
ε
x,i(t) are solutions to equations (1.3) and (2.2) with the same initial value (x, i),
respectively.
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Proof. By (i) and (ii) of Assumption 2.1, we can deduce the existence and boundedness of a unique
solution to equation (2.2) using the Lyapunov function method. Moreover, we can find an RT > 0
such that |ξεx,i(t)| < RT − γ, ∀ t ∈ [0, T ] a.s. ∀ |x| ≤ R. Let h(x) be a twice differentiable
function with compact support and h(x) = 1 if |x| ≤ RT and h(x) = 0 if |x| ≥ RT + 1. Put
fh(x, i) = h(x)f(x, i), σh(x, i) = h(x)σ(x, i). Let Y
ε,δ
x,i (t) be the solution starting at (x, i) to
dY (t) = fh(Y (t), α
ε(t))dt+
√
δσh(Y (t), α
ε(t)dW (t) (2.3)
Note that Y ε,δx,i (t) = X
ε,δ
x,i (t) up to the time ζ = inf{t > 0 : |Xε,δx,i (t)| > RT }. Meanwhile ξεx,i(t), the
solution to (2.2), is also the solution to
dZ(t) = fh(Z(t), α
ε(t))dt
for |x| ≤ R and 0 ≤ t ≤ T . We have from the generalized Itoˆ’s formula that
|Y ε,δx,i(t)− ξεx,i(t)|2
≤2
∫ t
0
|Y ε,δx,i (s)− ξεx,i(s)|′|fh(Y ε,δx,i (s), αε(s))− fh(ξεx,i(s), αε(s))|ds
+
∫ t
0
δtrace
(
(σhσ
′
h)(Y
ε,δ
x,i (s), α
ε(s))
)
ds
+ 2
√
δ
∣∣∣∣∫ t
0
(
Y ε,δx,i (s)− ξεx,i(s)
)′
σh(Y
ε,δ
x,i (s), α
ε(s)
)
dW (s)
∣∣∣∣ .
(2.4)
By the exponential martingale inequality, for any δ < k1,
P(A) ≥ 1− 2 exp
(
− 2k1
δ
)
≥ 1− exp
(
− k1
δ
)
,
where
A =
{
ω :
∣∣∣ ∫ t
0
√
δ
(
Y ε,δx,i (s)− ξεx,i(s)
)′
σh(Y
ε,δ
x,i (s), α
ε(s)
)
dW (s)
∣∣∣
− 1
δ
∫ t
0
δ
∣∣Y ε,δx,i (s)− ξεx,i(s)∣∣2‖σhσ′h(Y ε,δx,i (s), αε(s))‖ds ≤ k1 for all t ∈ [0, T ]}.
Since fh is Lipschitz and σh is bounded, we have for ω ∈ A and some sufficiently large M1,
|Y ε,δx,i (t)− ξεx,i(t)|2
≤2
∫ t
0
|Y ε,δx,i (s)− ξεx,i(s)|′|fh(Y ε,δx,i (s), αε(s))− fh(ξεx,i(s), αε(s))|ds
+ 2
∫ t
0
∣∣Y ε,δx,i (s)− ξεx,i(s)∣∣2‖σhσ′h(Y ε,δx,i (s), αε(s))‖ds
+
∫ t
0
δtrace
(
(σhσ
′
h)(Y
ε,δ
x,i (s), α
ε(s))
)
ds+ 2
∫ t
0
k1ds
≤M1
∫ t
0
|Y ε,δx,i (t)− ξεx,i(t)|2ds+ (2k1 +M1δ)t.
(2.5)
For each t ∈ [0, T ], Gronwall’s inequality leads to
|Y ε,δx,i (t)− ξεx,i(t)|2 ≤ (2k1 +M1δ)T exp(M1T ) < γ2
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for 0 < δ < k1 sufficiently small. It also follows from this inequality that for ω ∈ A and 0 < δ < k1
sufficient small, we have ζ > T which implies
|Xε,δx,i (t)− ξεx,i(t)|2 = |Y ε,δx,i (t)− ξεx,i(t)|2 < γ2,
∀0 ≤ t ≤ T.
Lemma 2.2. For each x and γ, we can find kγ,x = kγ,x(T ) > 0 such that
P
{|ξεx,i(t)−Xx(t)| ≥ γ, ∀0 ≤ t ≤ T} ≤ exp(− kγ,xε ),
where Xx(t) is the solution to equation (1.4) with the initial value x.
Proof. It follows immediately from the large deviation principle shown in [8] with a note that
the existence and boundedness of a unique solution to equation (2.2) follows from (i) and (ii) of
Assumption 2.1.
Combining Lemmas 2.1 and 2.2, we obtain the following lemma.
Lemma 2.3. For any R, T , γ > 0, there is a k = k(R, γ, T ) > 0 such that
P
{
|Xε,δx,i (t)−Xx(t)| ≥ γ, ∀0 ≤ t ≤ T
}
< exp
(
− k
ε+ δ
)
, ∀|x| ≤ R.
Proof. By virtue of Lemma 2.2, for each x and γ, we have
P
{
|ξεx,i(t)−Xx(t)| ≥
γ
6
, ∀0 ≤ t ≤ T
}
≤ exp
(
− kγ/6,x
ε
)
.
Using the Lyapunov method to (2.2) in view of (ii) of Assumption 2.1, there is an HR,T > 0 such
that |ξεx,i(t)| ≤ HR,T and |Xx(t)| ≤ HR,T for all |x| ≤ R and 0 ≤ t ≤ T . Since f(·, i) is locally
Lipschitz for all i ∈ M, there is a constant M2 > 0 such that |f(u, i)− f(v, i)| ≤M2|u− v| for all
|u| ∨ |v| ≤ HR,T and i ∈ M. Using the Gronwall inequality, we have for |x| ∨ |y| ≤ R and i ∈ M
that
|ξεx,i(t)− ξεy,i(t)| ≤ |x− y| exp(M2T ) and
|Xx(t)−Xy(t)| ≤ |x− y| exp(M2T ), ∀t ∈ [0, T ].
Let λ =
γ
6
exp(−M2T ). It is easy to see that for |x− y| < λ,
P
{
|ξεy,i(t)−Xy(t)| ≥
γ
2
, ∀0 ≤ t ≤ T
}
≤ exp
(
− kγ/6,x
ε
)
.
By the compactness of {x : |x| ≤ R}, for γ > 0, there is a k2 = k2(R, T, γ) > 0 such that for
|x| ≤ R,
P
{
|ξεx,i(t)−Xx(t)| ≥
γ
2
, ∀0 ≤ t ≤ T
}
≤ exp
(
− k2
ε
)
.
Combining with Lemma 2.1, we have
P
{
|Xε,δx,i (t)−Xx(t)| ≥ γ, ∀0 ≤ t ≤ T
}
< exp
(
− k1(R, T, γ/2)
δ
)
+ exp
(
− k2
ε
)
< exp
(
− k
ε+ δ
)
for a suitable k and sufficiently small ε and δ.
6
3 Probability Estimate for the First Exit Time
Let x∗ be a critical point of f(·). In this section, we consider a sufficiently small neighborhood N
of x∗ and estimate the first time Xε,δx,i (·) exits from N , say τ ε,δx,i . Since we mainly consider the time
that the process exits a small neighborhood, by arguments similar to those in the proof of Lemma
2.1, we can suppose that f and σ are bounded. Let x∗ = 0 for convenience. Since we will assume
later that there are i∗ ∈ M and β ∈ Rd, |β| = 1 such that β′f(0, i∗) > 0 or β′σ(0, i∗) > 0, we
choose c1 > 0 sufficient small such that S = {y : |y| < c1} contains only one critical point 0 and
that for all x ∈ S = {y : |y| ≤ c1} we have β′f(x, i∗) > 0 or β′σ(x, i∗) > 0 depending on which
function we impose the condition on. In view of (v) of Assumption 2.1, there is a Tc1 > 0 such that
Xx(t) /∈ S for all t > Tc1 and x ∈ ∂S := {y : |y| = c1}. It follows from the continuous dependence of
solutions on initial data that there is 0 < c2 < c1 such that inf{|Xx(t)| : x ∈ ∂S, t ∈ [0, Tc1 ]} > c2.
Consequently, inf{Xx(t) : x /∈ S, t ≥ 0} > c2. Similarly, we can find 0 < c3 < c2
2
such that
inf{Xx(t) : |x| ≥ c2, t ≥ 0} ≥ 2c3. Put N = {y : |y| < c3}, G = {y : |y| < c2}, and let
γ ∈ (0,min{c1 − c2, c2 − 2c3, c3}). Then, the following assertions are true:
• N ⊂ G ⊂ S.
• For any x /∈ S, Xx(t) /∈ G for all t ≥ 0.
• For any x /∈ G, y ∈ N , we have |Xx(t)− y| > γ, ∀ t ≥ 0.
Lemma 3.1. Suppose that there is an ` > 0 such that P{τ ε,δx,i < `} ≥ aε,δ > 0, ∀(x, i) ∈ N ×M,
where lim
ε→0
aε,δ = 0. Then P
{
τ ε,δx,i <
`
aε,δ
}
> 1/2 for sufficiently small ε.
Proof. Let nε,δ ∈ N such that nε,δ − 1 < 1
aε,δ
≤ nε,δ. We consider events Ak = {Xε,δx (t) ∈ N, ∀(k−
1)` < t ≤ k`}. We have P(A1) ≤ 1− aε,δ. By the Markov property,
P(Ak|A1, ..., Ak−1) =
∫
N
P
{
τ ε,δy ≤ `
}
P
{
Xε,δx ((k − 1)`) ∈ dy
∣∣∣A1, ..., Ak−1}
≤ 1− aε,δ.
As a result,
P(A1A2 · · ·An) ≤ (1− aε,δ)nε,δ
Since lim
ε→0
aε,δ = 0, we deduce that lim
ε→0
(1 − aε,δ)nε,δ = e−1, which means that (1 − aε,δ)nε,δ < 1/2
for sufficiently small ε.
Lemma 3.2. If there is an i∗ such that f(0, i∗) 6= 0, then for any ∆ > 0, we can find H∆1 > 0,and
ε1(∆) such that for ε < ε1(∆),
P
{
τ ε,δx,i ≤ H∆1 exp
(∆
ε
)}
> 1/2 ∀ (x, i) ∈ N ×M.
Proof. Let β ∈ Rd, |β| = 1 such that β′f(0, i∗) > 0. Suppose that β′f(x, i∗) > a1 > 0 for all x ∈ S.
We need only work with a small ∆, so we can suppose h∆ :=
a1∆
4|qi∗i∗ | < c3. First, we consider the case
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αε(0) = i∗. Because of the independence of αε(·) and W (·), given that αε(t) = i∗, ∀t ∈
[
0, ∆|qi∗i∗ |
]
,
Xε,δx,i∗(·) has the same distribution on
[
0, ∆|qi∗i∗ |
]
as the solution Zδx of the equation
dZ(t) = f(Z(t), i∗)dt+
√
δσ(Z(t), i∗)dW (t).
Put
ρε,δx =
∆
|qi∗i∗ | ∧ inf{t > 0 : |Z
δ
x(t))| ≥ h∆}.
If |x| ≥ h∆ then ρε,δx = 0. Hence, we just consider the case |x| < h∆. We have
β′Zδx(ρ
ε,δ
x ) = β
′x+
∫ ρε,δx
0
β′f(Zδx(s), i
∗)ds+
∫ ρε,δx
0
√
δβ′σ(Zδx(s), i
∗)dW (s).
By the exponential martingale inequality,
P
{
−
∫ ρε,δx
0
√
δβ′σ(Zδx(s), i
∗)dW (s)
− 1√
δ
∫ ρε,δx
0
δβ′σ(Zδx(s), i
∗)σ(Zδx(s), i
∗)′βds >
√
δ
}
≤ e−2 < 1/2.
Thus
P
{
β′Zδx(ρ
ε,δ
x ) > β
′x+
∫ ρε,δx
0
β′f(Zδx(s), i
∗)ds
− 1√
δ
∫ ρε,δx
0
β′δσ(Zδx(s), i
∗)′σ(Zδx(s), i
∗)βds−
√
δ
}
> 1/2.
Consequently, there is some positive constant M3 such that
P
{
|Zδx(ρε,δx )| ≥ β′Zδx(ρε,δx ) > −|β||x|+
∫ ρε,δx
0
a1ds−M3
√
δ
≥ −h∆ + a1ρε,δx −M3
√
δ
}
> 1/2.
(3.1)
Let δ be so small that M3
√
δ <
a1
2
∆
|qi∗i∗ | . If ρ
ε,δ
x =
∆
|qi∗i∗ | , we have
|Zδx(ρε,δx )| ≤ h∆ < −h∆ + a1ρε,δx −M3
√
δ.
We claim from (3.1) and the above fact that for sufficiently small δ,
P
{
inf{t > 0 : |Zδx(t)| > h∆} <
∆
|qi∗i∗ |
}
> 1/2 ∀x : |x| ≤ h∆
which implies
P
{
ηε,δx,i∗ ≤
∆
qi∗i∗
∣∣∣∣α(t) = i∗, ∀t ∈ [0, ∆|qi∗i∗ |
]}
> 1/2∀x : |x| ≤ h∆,
where ηε,δx,i = inf
{
t :
∣∣Xε,δx,i (t)∣∣ > h∆}. Consequently,
P
{
ηε,δx,i∗ ≤
∆
|qi∗i∗ |
}
>
1
2
P
{
αε(t) = i∗, ∀t ∈
[
0,
∆
|qi∗i∗ |
]}
=
1
2
exp(−∆
ε
).
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Since αε(t) is ergodic, for any sufficiently small ε,
P{αε(t) = i∗ for some t ∈ [0, 1]|αε(0) = i} > 1
2
, ∀i ∈M.
By the strong Markov property,
P
{
ηε,δx,i < 1 +
∆
|qi∗i∗ |
}
≥ 1
4
exp
(
−∆
ε
)
, ∀ (x, i) ∈ N ×M. (3.2)
It is easy to see that if |y| ≥ h∆, by (v) of Assumption 2.1, there exists a Th∆ > 0 such that∣∣Xy(Th∆)∣∣ /∈ G. In view of Lemma 2.3, for ε sufficiently small,
P
{∣∣∣Xε,δy,i (Th∆)−Xy(Th∆)∣∣∣ < γ} > 12 , ∀y ∈ S, i ∈M.
Since Xy
(
Th∆
)
/∈ G, it follows from the construction of G and N , when ε is small, P
{
Xε,δy,i
(
Th∆
)
/∈
N
}
> 1/2 provided that h∆ ≤ |y| ≤ c2. As a result,
P
{
τ ε,δy,i < 1 +
∆
|qi∗i∗ | + Th∆
}
>
1
8
exp
(
−∆
ε
)
, ∀y ∈ N (3.3)
Using Lemma 3.1, for sufficiently small ε,
P
{
τ ε,δx,i < H
∆
1 exp
(∆
ε
)}
≥ 1
2
∀ (x, i) ∈ N ×M,
where H∆1 := 8
(
1 +
∆
|qi∗i∗ | + Th∆
)
.
Lemma 3.3. Suppose that lim
ε→0
δ
ε = l > 0 and f(0, i) = 0 for all i, and there is an i
∗ satisfying
σ(0, i∗) 6= 0. Then, for every ∆ > 0, there are H∆2 > 0 and ε2(∆) > 0 such that for ε < ε2(∆),
P
{
τ ε,δx,i < H
∆
2 exp
(∆
δ
)}
> 1/2, ∀ (x, i) ∈ N ×M.
Proof. Without loss of generality, we consider only the case lim
ε→0
δ
ε = 1. σ(0, i
∗) 6= 0 implies that
there is β ∈ Rd, |β| = 1 such that β′σ(0, i∗) > 0. Suppose that 0 < a2 < β′(σσ′)(y, i∗)β, ∀y ∈ S.
Define
ζt := inf
{
u > 0 :
∫ u
0
β′(σσ′)
(
Xε,δx,i (s ∧ τ ε,δx,i ), αε(s ∧ τ ε,δx,i )
)
βds ≥ t
}
.
Then for all t, ζt <∞ a.s. and
M(t) =
∫ ζt
0
β′σ
(
Xε,δx,i (s ∧ τ ε,δx,i ), αε(s ∧ τ ε,δx,i )
)
dW (s)
is a Brownian motion. This claim stems from the fact that M(t) is a continuous martingale with
quadratic variation t. Since M(1) is standard normally distributed, for ∆ < 1 and δ is sufficiently
small, we have the estimate
P{
√
δM(1) > ∆} ≥ 1
2
exp
(
− ∆
δ
)
.
9
Using the large deviation principle (see [8]), we claim that there is a3 = a3(T ) > 0 such that
P
{
1
T
∫ T
0
1{αε(s)=i∗}ds >
νi∗
2
}
≥ 1− exp
(
−a3
ε
)
.
Let T,∆ be such that
a2νi∗T
2
> 1 and ∆ < a3. Since lim
ε→0
δ
ε = 1, for sufficiently small ε we have
P
{∫ T
0
β′(σσ′)(Xε,δx,i (s ∧ τ ε,δx,i ))βds ≥
a2νi∗T
2
}
≥ 1− exp
(
−a3
ε
)
≥ 1− 1
4
exp
(
−∆
δ
)
,
so
P{ζ1 ≤ T} ≥ 1− 1
4
exp
(
−∆
δ
)
.
Since f(0, i) = 0, ∀i ∈ M, we can find a θ = θ(∆) > 0 such that {y : |y| ≤ θ} ⊂ N and that
2θ + T × sup
|x|<θ,i∈M
{|f(x, i)|} < ∆. Let ηθx,i = inf{t > 0 : |Xε,δx,i (t)| ≥ θ}. Consider only the case
|x| < θ. Note that if √δM(1) > ∆ and ζ1 ≤ T , we must have ηθx,i < ζ1 ≤ T. Indeed, if the
three events {√δM(1) > ∆}, {ζ1 ≤ T}, and {ηθx,i ≥ ζ1} happen simultaneously, it results in a
contradiction that
∆ <
√
δM(1) =
√
δ
∫ ζ1
0
β′σ(Xε,δx,i (s), α
ε(s))dW (s)
≤ |β′Xε,δx,i (ζ1)|+ |β′x|+
∣∣∣ ∫ ζ1
0
β′f(Xε,δx,i (s), α
ε(s))ds
∣∣∣
≤ 2θ +
∫ ζ1
0
|f(Xε,δx,i (s), αε(s))|ds < ∆.
Thus
P{ηθx,i < T} ≥ P{
√
δM(1) > ∆, ζ1 ≤ T} ≥ 1
4
exp(−∆
δ
) ∀ |x| < θ, i ∈M. (3.4)
By (v) of Assumption 2.1, there is a Tθ such that |Xy(Tθ)| ≥ c2 for all y satisfying |y| ≥ θ. In view
of Lemma 2.3, when ε is sufficiently small, for all θ ≤ |y| ≤ c2,
P{τ ε,δy,i < Tθ} ≥ P
{∣∣Xε,δy,i (Tθ)−Xy(Tθ)∣∣ < γ} > 1/2. (3.5)
Applying the strong Markov property, (3.4) and (3.5) yield
P
{
τ ε,δx,i ≤ T + Tθ
} ≥ 1
8
exp
(
− ∆
δ
)
∀ (x, i) ∈ N ×M.
Let H∆2 := 8(T + Tθ). Then it follows from Lemma 3.1 that when ε < ε2(∆) for some positive
ε2(∆),
P
{
τ ε,δx,i ≤ H∆2 exp(
∆
δ
)
}
≥ 1
2
∀ (x, i) ∈ N ×M. (3.6)
Lemma 3.4. Suppose that lim
ε→0
δ
ε
= ∞. Moreover, σ(0, i∗) 6= 0. For every ∆ > 0, there is an
H∆3 > 0 and an ε3(∆) > 0 such that for ε < ε3(∆),
P
{
τ ε,δx,i < H
∆
3 exp
(∆
δ
)}
>
1
2
∀ (x, i) ∈ N ×M.
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Proof. Let a2,M(t), T, ζ1 be as in the proof of Lemma 3.3. We have
P
{
ζ1 ≤ T
} ≥ 1− exp(− a3
ε
)
for some a3 > 0.
Since f(0) = 0, we can apply the large deviation principle (see [8]) to show that there is κ = κ(∆) >
0 satisfying
P
{
A
} ≥ 1− exp{− κ
ε
}
where A =
{∣∣∣∣∫ u
0
f(0, αε(s))ds
∣∣∣∣ < ∆2 , ∀0 ≤ u ≤ T
}
.
We can choose θ = θ(∆) > 0 such that {y : |y| ≤ θ} ⊂ N and that
2θ + T × sup
|x|<θ
{|f(x, i)− f(0, i)|} < ∆
2
.
Note that
M(1) =
∫ ζ1
0
β′σ(Xε,δx,i (s), α
ε(s))dW (s)
≤ |β′Xε,δx,i (ζ1)|+ |β′x|+
∣∣∣ ∫ ζ1
0
β′f(0, αε(s))ds
∣∣∣
+
∫ ζ1
0
∣∣β′(f(Xε,δx,i (s), αε(s))− f(0, αε(s)))∣∣ds.
Using arguments similar to those in the proof of Lemma 3.3, we can prove that
{ηθx,i ≤ T} ⊃ {
√
δM(1) > ∆} ∩A∀ |x| < θ, i ∈M.
Since P{δM(1) > ∆} ≥ 1
2
exp
(
− ∆
δ
)
, we have
P
{
ηθx,i < T
}
≥ P{
√
δM(1) > ∆} − (1− P(A))
≥ 1
2
exp
(− ∆
δ
)− exp(− κ
ε
)
∀ |x| < θ, i ∈M.
It follows from the hypothesis lim
ε→0
δ
ε
= 0 that
P
{
ηθx,i < T
} ≥ 1
4
exp
(
− ∆
δ
)
∀ |x| < θ, i ∈M
for sufficiently small ε. The desired result now can be obtained similar to that of the proof of
Lemma 3.3.
4 Three Cases
This section provides the proofs of the convergence of µε,δ for the three cases given in (2.1). We
first state the respective assumptions needed.
Assumption 4.1. Assume lim
ε→0
δ
ε
= l > 0. Suppose further that for any critical point x∗ of f(x),
there is an i∗ such that either f(x∗, i∗) 6= 0 or σ(x∗, i∗) 6= 0. In what follows, we suppose without
loss of generality that l = 1.
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Assumption 4.2. Assume lim
ε→0
δ
ε
= 0. Moreover, for any critical point x∗ of f(x), there is an i∗
such that f(x∗, i∗) 6= 0.
Assumption 4.3. Assume lim
ε→0
δ
ε
=∞. Furthermore, for any critical point x∗ of f(x), there is an
i∗ such that σ(x∗, i∗) 6= 0.
Having estimates in Section 3, we develop techniques in [10] to prove that for any critical
point x∗, if one of the three above assumption holds, there is a neighborhood Nx∗ such that
lim
ε→0
µε,δ(Nx∗) = 0. We suppose that x
∗ = 0 and S,N,G, γ are defined as in Section 3. Assume
that lim sup
ε→0
µε,δ(N) > ϑ > 0. Let R be so large that µε,δ(BR) > 1− ϑ
2
and that BR−γ contains all
critical points and the limit cycle Γ. By (v) of Assumption 2.1, we can let Tˆ be such that
Xx(Tˆ ) ∈ BR−γ \ S, ∀x ∈ BR \N. (4.1)
Recall that there is a k = k(R) > 0 such that for ε sufficiently small,
P
{
|Xε,δx,i (Tˆ )−Xx(Tˆ )| ≥ γ
}
< exp
(
− k
ε+ δ
)
, ∀|x| ≤ R. (4.2)
Choose ∆ < k/2 and denote T ε,δ∆ = H
∆
j exp
(∆
ε
)
or T ε,δ∆ = H
∆
j exp
(∆
δ
)
(j = 1, 2 or 3) as
in Lemma 3.2, Lemma 3.3, or Lemma 3.4 depending on the case we are considering. Clearly,
T ε,δ∆ exp(−
k
ε+ δ
) → 0 as ε → 0. Let X˜ε,δ(t) be the stationary solution, whose distribution is µε,δ
at every t. Let τ ε,δ be the first exit time of X˜ε,δ(t) from N . Define events
Kε,δ1 =
{
X˜ε,δ(T ε,δ∆ ) ∈ N, τ ε,δ ≥ T ε,δ∆ , X˜ε,δ(0) ∈ N
}
Kε,δ2 =
{
X˜ε,δ(T ε,δ∆ ) ∈ N, τ ε,δ < T ε,δ∆ , X˜ε,δ(0) ∈ N
}
Kε,δ3 =
{
X˜ε,δ(T ε,δ∆ ) ∈ N, X˜ε,δ(0) ∈ BR \N
}
Kε,δ4 =
{
X˜ε,δ(T ε,δ∆ ) ∈ N, X˜ε,δ(0) /∈ BR
}
.
Note that µε,δ(N) =
∑4
n=1 P{Kε,δn }. We have
P(Kε,δ1 ) ≤
1
2
µε,δ(N) and P(Kε,δ4 ) <
ϑ
2
.
Now we estimate P(Kε,δ3 ). It follows from (4.1) and (4.2) that P{Xε,δx,i (Tˆ ) ∈ BR \ G} ≥ 1 −
exp(− k
ε+ δ
) if x ∈ BR \ N . Moreover, if x ∈ BR \ G, |Xx(t)| ≥ 2c2 ≥ c2 + γ, ∀t ≥ 0 which
implies that
P
{
Xε,δx,i (t) /∈ N, ∀0 ≤ t ≤ Tˆ
}
≥ 1− exp
(
− k
ε+ δ
)
.
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Using the Markov property, for any x ∈ BR \N, i ∈M
P
{
Xε,δx,i (T
ε,δ
∆ ) ∈ N
}
=P
{
Xε,δx,i (T
ε,δ
∆ ) ∈ N,Xε,δx,i (Tˆ ) /∈ BR \G
}
+
bT ε,δ∆ /Tˆ c∑
n=2
P
{
Xε,δx,i (T
ε,δ
∆ ) ∈ N,Xε,δx,i (nTˆ ) /∈ BR \G,Xε,δx,i (ιTˆ ) ∈ BR \G, ι = 1, ..., n− 1
}
+ P
{
Xε,δx,i (T
ε,δ
∆ ) ∈ N,Xε,δx,i (ιTˆ ) ∈ BR \G, ι = 1, ..., [T ε,δ∆ /Tˆ ]
}
≤P
{
Xε,δx,i (Tˆ ) /∈ BR \G
}
+
bT ε,δ∆ /Tˆ c∑
n=2
P
{
Xε,δx,i (nTˆ ) /∈ BR \G,Xε,δx,i ((n− 1)Tˆ ) ∈ BR \G}
+ P{Xε,δx,i (t) /∈ N, ∀bT ε,δ∆ /Tˆ c ≤ t ≤ [T ε,δ∆ /Tˆ ] + 1, Xε,δx,i ([T ε,δ∆ /Tˆ ]) ∈ BR \G}
≤
(
[T ε,δ∆ /Tˆ ] + 1
)
exp
(
− k
ε+ δ
)
≤
(
T ε,δ∆ /Tˆ + 1
)
exp
(
− k
ε+ δ
)
,
(4.3)
where bT ε,δ∆ /Tˆ c denotes the integer part of T ε,δ∆ /Tˆ . It follows from (4.3) that
P(Kε,δ3 ) = P
{
X˜ε,δ(T ε,δ∆ ) ∈ N, X˜ε,δ(0) ∈ BR \N
}
≤
(
T ε,δ∆ /Tˆ + 1
)
exp
(
− k
ε+ δ
)
Since lim
ε→0
T ε,δ∆ exp
(
− k
ε+ δ
)
= 0, we have P(Kε,δ3 )→ 0 as ε→ 0.
To estimate P(Kε,δ2 ), note that, similar to (4.3), for any s ≤ T ε,δ∆ , we have
P
{
Xε,δx,i (s) ∈ N
}
≤
(
T ε,δ∆ /Tˆ + 1
)
exp
(
− k
ε+ δ
)
∀x ∈ BR \N, i ∈M.
The strong Markov property yields
P(Kε,δ2 ) =P
{
X˜ε,δ(T ε,δ∆ ) ∈ N, τ ε,δ < T ε,δ∆ , X˜ε,δ(0) ∈ N
}
=
∫ T ε,δ∆
0
P{τ ε,δ ∈ dt}
[∑
i∈M
∫
∂N
P
{
Xε,δx,i (T
ε,δ
∆ − t) ∈ N
}
P
{
αε(t) = i, X˜ε,δ(t) ∈ dx}]
≤
(
T ε,δ∆ /Tˆ + 1
)
exp
(
− k
ε+ δ
)
→ 0 as ε→ 0.
Then we have ϑ < lim sup
ε→0
µε,δ(N) ≤ 1
2
lim sup
ε→0
µε,δ(N) + 0 + 0 +
ϑ
2
. This contradiction implies that
lim
ε→0
µε,δ(N) = 0.
Theorem 4.1. Let Assumption 2.1 and one of the three assumptions 4.1, 4.2, and 4.3 hold. In
each of the three cases, the family of invariant probability measures µε,δ converges weakly to the
measure µ0 concentrated on Γ of X(t) in the sense that for every bounded and continuous function
g(x, i), we have
lim
ε→0
m∑
i=1
∫
Rd
g(x, i)µε,δ(dx, i) =
1
TΓ
∫ TΓ
0
g(Xy(t))dt,
where TΓ is the period of the cycle and y ∈ Γ and g(x) =
∑
i∈M g(x, i)νi.
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Proof. We have already proved that for each critical point x∗ of f , we can find a neighborhood
N∗ such that lim
ε→0
µε,δ(N∗) = 0. Using this fact together with Assumption 2.1 and Lemma 2.3, we
establish the desired results in the same way as in the proof of [10, Theorem 1].
5 Applications to A Predator-Prey Model
We consider a stochastic predator-prey model with regime switching{
dXε,δ(t) = Xε,δ(t)ϕ
(
Xε,δ(t), Y ε,δ(t), αε(t))dt+
√
δλ(αε(t))Xε,δ(t)dW1(t)
dY ε,δ(t) = Y ε,δ(t)ψ
(
Xε,δ(t), Y ε,δ(t), αε(t))dt+
√
δρ(αε(t))Y ε,δ(t)dW2(t),
(5.1)
where
ϕ(x, y, i) = a(i)− b(i)x− yh(x, y, i) and
ψ(x, y, i) = −c(i)− d(i)y + f(i)xh(x, y, i),
where a, b, c, d, f, λ, ρ are positive functions defined onM, δ depends on ε and lim
ε→0
δ = 0, W1(t) and
W2(t) are independent Brownian motions, and α
ε is a Markov chain with generator Q/ε, which
is independent of (W1(t),W2(t)). Assume that h(x, y, i) is positive, bounded, and continuous on
M× R2+. Note that xh(x, y, i) and yh(x, y, i) are normally called the functional responses of the
predator-prey. For instance, if h(x, y, i) is constant, the model is the classical Lotka-Volterra. If
h(x, y, i) =
m1(i)
m2(i) +m3(i)x+m4(i)y
,
the functional response is of Beddington-DeAngelis type. Let g =
∑
g(i)νi, gm = min{g(i) :
i ∈ M}, gM = max{g(i) : i ∈ M} where g = a, b, c, d, f, ϕ, ψ and h1(x, y) =
∑
h(x, y, i)νi,
h2(x, y) =
∑
f(i)h(x, y, i)νi. The existence and uniqueness of a global positive solution to (5.1) can
be proved in the same manner as in [11] or [12]. We denote Zε,δz,i (t) = (X
ε,δ
z,i (t), Y
ε,δ
z,i (t)) the solution
to (5.1) with initial value αε(0) = i ∈M, Zε,δz,i (0) = z ∈ R2+. Consider the averaged equation
d
dt
X(t) = X(t)ϕ(X(t), X(t)) = X(t)
[
a− bX(t)− Y (t)h1(X(t), Y (t))
]
d
dt
Y (t) = Y (t)ψ(X(t), Y (t))) = Y (t)
[−c− dY (t) +X(t)h2(X(t), Y (t))] . (5.2)
We denote by Zz(t) = (Xz(t), Y z(t)) the solution to (5.2) with initial value Zz(0) = z.
Assumption 5.1.
(i) (5.2) has a finite number of positive equilibria and any positive solution not starting at an
equilibrium converges to a stable limit cycle.
(ii) bah2(
b
a , 0) > c.
Note that the Jacobian of
(
xφ(x, y), yψ(x, y)
)>
at
(
b
a , 0
)
has two eigenvalues: −c+ bah2( ba , 0)
and − b2a < 0. If −c+ bah2( ba , 0) < 0 then
(
b
a , 0
)
is a stable equilibrium of (5.2), which violates the
condition (i). Thus condition (ii) is often contained in (i).
We can apply theorem 4.1 to our model if we can verify (vi) of Assumption 2.1 since the other
conditions are clearly satisfied. Since the process αε(t) is ergodic and the diffusion is nondegenerate,
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an invariant probability measure of the solution Zε,δ(t) is unique if it exists. As mentioned in
the introduction, it is unlikely to find a Lyapunov-type function satisfying the hypothesis of [22,
Theorem 3.26] in order to prove the existence of an invariant probability measure. Note that
the tightness of family of invariant probability measures cannot be proved using the method of
[2, 3]. We overcome the difficulties by using a new technical tool. Dividing the domain into several
parts and then constructing a suitable truncated Lyapunov-type function, we can estimate the
average probability that the solution belongs to each part of our partition. To be more precise,
instead of proving (vi) of Assumption 2.1, we derive a slightly weaker property, namely, the family
of invariant probability measures being eventually tight in the sense that for any ∆ > 0, there
are 0 < ε0, δ0 < 1 < L such that for all ε < ε0, δ < δ0, the unique invariant measure µ
ε,δ of
(Zε,δ(t), αε(t)) satisfying
µε,δ([L−1, L]2) ≥ 1−∆.
It can be seen in the proof in Section 4 that the eventual tightness is sufficient to obtain the weak
convergence of µε,δ to the measure on the limit cycle. To proceed, we first need some auxiliary
results.
Lemma 5.1. There are K1,K2 > 0 such that for any 0 < ε, δ < 1 and any (i0, z0) ∈ M × R2,◦+
(where R2,◦+ denotes the interior of R2+), we have
1
t
E
∫ t
0
|Zε,δz0,i0(s)|2ds ≤ K1|z0|+K1, ∀t ≥ 1
and
lim sup
t→∞
E|Zε,δz0,i0(t)|2 ≤ K2.
Proof. Let θ < min{fMb(i), d(i) : i ∈M}. Define
Kˆ1 = sup
(x,y,i)∈M×R2+
{fMx(a(i)− b(i))− y(c(i)− d(i)y) + θ(x2 + y2)} <∞.
Consider Vˆ (x, y, i) = fMx+ y. We can check that Lε,δVˆ (x, y, i) ≤ Kˆ1 − θ(x2 + y2), where Lε,δ the
operator associated with (5.1) (see [15, p. 48] or [22] for the formula of Lε,δ). Similarly, we can
verify that there is Kˆ2 > 0 such that for all ε < 1, δ < 1, Lε,δ(Vˆ 2(x, y, i)) ≤ Kˆ2 − Vˆ 2(x, y, i). For
each k > 0, define the stopping time σk = inf{t : x(t) + y(t) > k}. By the generalized Itoˆ formula
for Vˆ (x(t), y(t), αε(t)).
EVˆ (Zε,δz0,i0(t ∧ σk), αε(t ∧ σk)) = Vˆ (z0, i0) + E
∫ t∧σk
0
Lε,δVˆ (Zε,δz0,i0(s), αε(s))ds
≤ fMx0 + y0 + E
∫ t∧σk
0
[
Kˆ1 − θ|Zε,δz0,i0(s)|2
]
ds.
(5.3)
Hence
θE
∫ t∧σk
0
|Zε,δz0,i0(s)|2ds ≤ fMx0 + y0 + Kˆ1t.
Letting k →∞ and dividing both sides by θ
t
we have
1
t
E
∫ t
0
|Zε,δz0,i0(s)|2ds ≤
fMx0 + y0
θt
+
Kˆ1
θ
. (5.4)
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Applying the generalized Itoˆ formula to etVˆ 2(Zε,δz0,i0(t), α
ε(t)).
Eet∧σk Vˆ 2(Zε,δz0,i0(t ∧ σk), αε(t ∧ σk))
= Vˆ 2(z0, i0) + E
∫ t∧σk
0
es
[
(Vˆ 2(Zε,δz0,i0(s), α
ε(s)) + Lε,δVˆ 2(Zε,δz0,i0(s), αε(s))
]
ds
≤ (fMx0 + y0)2 + Kˆ2E
∫ t∧σk
0
esds ≤ (fMx0 + y0)2 + Kˆ2et.
(5.5)
Letting k →∞, then dividing both sides by et, we have
E
[
fMX
ε,δ
z0,i0
(t) + Y ε,δz0,i0(t)
]2 ≤ (fMx0 + y0)2e−t + Kˆ2. (5.6)
The assertions follows directly from (5.4) and (5.6).
Lemma 5.2. There is a K3 > 0 such that
1
t
E
∫ t
0
[
ϕ2(Zε,δz,i (s), α
ε(s)) + ψ2(Zε,δz,i (s), α
ε(s))
]
ds ≤ K3(1 + |z|2)
for all ε, δ ∈ (0, 1], z ∈ R2+.
Proof. Since h(x, y, i) is bounded, there is a C > 0 such that
ϕ2(z, i) + ψ2(z, i) ≤ C(1 + |z|2).
The claim therefore follows directly from Lemma 5.1.
Define Υ(z, i) = 2ca ϕ(z, i) + ψ(z, i) and Υ(z) =
2c
a ϕ(z) + ψ(z). We have the following lemma.
Lemma 5.3. Let γ0 =
1
2
(
c ∧ ( − c + bah1( ba , 0))) > 0. For any H > ba + 1, there are T > 0 and
β > 0 satisfying
1
T
∫ T
0
Υ(Zz(t))dt ≥ γ0, if z = (x, y) ∈ R2+ satisfying x ∧ y ≤ β, x ∨ y ≤ H. (5.7)
Proof. Since lim
t→∞Z(0,y)(t)→ (0, 0), ∀y ∈ R+ and
Υ(0, 0) =
2c
a
ϕ(0, 0) + ψ(0, 0) =
2c
a
a− c = c ≥ 2γ0, (5.8)
there exists T1 > 0 such that
1
t
∫ t
0
Υ(Z(0,y)(s))ds ≥
3
2
γ0 for t ≥ T1, y ∈ [0, H]. (5.9)
By (5.8) and the continuity of Υ(·), there exists β1 ∈ (0, ba) such that
Υ(x, 0) ≥ 7
4
γ0, if x ≤ β1. (5.10)
Since
Υ
(
b
a
, 0
)
=
2c
a
ϕ
(
b
a
, 0
)
+ ψ
(
b
a
, 0
)
= −c+ b
a
h1
(
b
a
, 0
)
≥ 2γ0
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and
lim
t→∞Z(x,0)(t)→
(
b
a
, 0
)
, ∀x > 0,
there exists a T2 > 0 such that
1
t
∫ t
0
Υ(Z(x,0)(s))ds ≥
7
4
γ0 for t ≥ T2, x ∈ [β1, H]. (5.11)
Let MH = supx∈[0,H] {|Υ(x, 0)|}, tx = inf{t ≥ 0 : Xx,0 ≥ β1} and T3 =
(
4MHγ0 + 7
)
T2 it can be
seen from the equation of X(t) that X(x,0)(t) ∈ [β1, H] if t ≥ tx, x ∈ (0, β1]. For t ≥ T3, we can use
(5.10) and (5.11) to estimate 1t
∫ t
0 Υ(Z(x,0)(s))ds in the following three cases.
Case 1. If t− T2 ≤ tx ≤ t then∫ t
0
Υ(Z(x,0)(s))ds =
∫ tx
0
Υ(Z(x,0)(s))ds+
∫ t
tx
Υ(Z(x,0)(s))ds
≥ 7
4
γ0(t− T2)− T2MH ≥ 3
2
γ0t,
(
since t ≥
(
4
MH
γ0
+ 7
)
T2
)
.
Case 2. If tx ≤ t− T2 then∫ t
0
Υ(Z(x,0)(s))ds =
∫ tx
0
Υ(Z(x,0)(s))ds+
∫ t
tx
Υ(Z(x,0)(s))ds
≥ 7
4
γ0(t− tx) + 7
4
γ0tx ≥ 3
2
γ0t.
Case 3. If tx ≥ t then∫ t
0
Υ(Z(x,0)(s))ds =
∫ tx
0
Υ(Z(x,0)(s))ds ≥
7
4
γ0tx ≥ 3
2
γ0t.
Thus, in any case, we have
1
t
∫ t
0
Υ(Z(x,0)(s))ds ≥
3
2
γ0t, if t ≥ T3, x ∈ (0, H]. (5.12)
Let T = T1 ∨ T3. By the continuous dependence of solutions to initial values, there is β > 0 such
that
1
T
∫ T
0
∣∣Υ(Zz1(s))−Υ(Zz2(s))∣∣ ds ≤ 12γ0 given that |z1 − z2| ≤ β, z1, z2 ∈ [0, H]2. (5.13)
Combining (5.9), (5.12) and (5.13) we obtain the desired result.
Generalizing the techniques in [17], we divide the proof of the eventual tightness into two
lemmas.
Lemma 5.4. For any ∆ > 0, there exist ε0 > 0, δ0, a compact set K ⊂ R2,◦+ , and T > 0 such that
lim inf
k→∞
k−1∑
n=0
P
{
Zε,δz0,i0(nT ) ∈ K
}
≥ 1− ∆
3
for any ε < ε0, δ < δ0.
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Proof. For any ∆ > 0, letH = H(∆) > ba+1 be chosen later and defineD = {(x, y) : 0 < x, y ≤ H}.
Let T > 0 and β > 0 such that (5.7) is satisfied and D1 = {(x, y) : 0 < x, y ≤ H,x ∨ y < β} ⊂ D.
Define V (x, y) = −2ca lnx− ln y+C where C is a positive constant such that V (z) ≥ 0 ∀ z ∈ D. In
view of the generalized Itoˆ formula,
V (Zε,δz,i (t))− V (z) =
∫ t
0
[
−Υ(Zε,δz,i (s), αε(s))+ δ2
(
2c
a
λ2(αε(s)) + ρ2(αε(s))
)]
ds
− 2c
a
∫ t
0
√
δλ(αε(s))dW1(s)−
∫ t
0
√
δρ(αε(s))dW2(s).
For A ∈ F , using Holder’s inequality and the Burkholder-Davis-Gundy inequality, we have
E
(
1A
∣∣V (Zε,δz,i (T ))− V (z)∣∣)
≤
∣∣∣∣E1A ∫ T
0
Υ
(
Zε,δz,i (t), α
ε(t)
)
dt
∣∣∣∣+ E1A ∫ T
0
δ
2
(
2c
a
λ2(αε(t)) + ρ2(αε(t))
)
dt
+
2c
a
E1A
∣∣∣∣∫ T
0
√
δλ(αε(t))dW1(t)
∣∣∣∣+ E1A ∣∣∣∣∫ T
0
√
δρ(αε(t))dW2(t)
∣∣∣∣
≤T (E1A) 12E
∫ T
0
[
Υ
(
Zε,δz,i (t), α
ε(t)
)
+
δ
2
(
2c
a
λ2(αε(t)) + ρ2(αε(t))
)]
dt
+ δP(A)E
∫ T
0
(
2c
a
λ2(αε(t)) + ρ2(αε(t))
)
dt
≤K4T (1 + |z|)
√
P(A)
(5.14)
where the last inequality follows from (5.2) and the boundedness of ρ(i) and λ(i). If A = Ω, we
have
1
T
E
(∣∣V (Zε,δz,i (T ))− V (z)∣∣) ≤ K4(1 + |z|). (5.15)
Let HˆT > H such that Xz(t) ∨ Y z(t) ≤ HˆT for all z ∈ [0, H]2, 0 ≤ t ≤ T and
dH = sup
{∣∣∣∣∂Υ∂x (x, y)
∣∣∣∣ , ∣∣∣∣∂Υ∂y (x, y)
∣∣∣∣ : (x, y) ∈ R2+, x ∨ y ≤ HˆT} .
Lemma 2.3 implies that there are δ0, ε0 such that if ε < ε0, δ < δ0,
P
{
|Xz(t)−Xε,δz,i (t)|+ |Y z(t)− Y ε,δz,i (t)| < 1 ∧
γ0
2dH
, ∀t ∈ [0, T ]
}
> 1− ς
6
, ∀ z ∈ D. (5.16)
On the other hand, if |Xz(t)−Xε,δz,i (t)|+ |Y z(t)− Y ε,δz,i (t)| < 1 ∧
γ0
2dH
, we have
∣∣∣∣ 1T
∫ T
0
Υ(Zε,δz,i (t), α
ε(t))dt− 1
T
∫ T
0
Υ(Zz,i(t))dt
∣∣∣∣
≤ 1
T
∣∣∣∣∫ T
0
(
Υ(Zε,δz,i (t))−Υ(Zz,i(t))
)
dt
∣∣∣∣
+
1
T
∣∣∣∣∫ T
0
(
Υ(Zε,δz,i (t), α
ε(t))−Υ(Zε,δz,i (t))
)
dt
∣∣∣∣
≤γ0
2
+
FH
T
∣∣∣∣ ∫ T
0
∑
j∈M
(
1{αε(t)=j} − vj
)
dt
∣∣∣∣
(5.17)
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where FH = sup{|Υ(z, i)|i ∈M, z ∈ [0,KT + 1]2}. In view of [8, Lemma 2.1],
E
∣∣∣∣ 1T
∫ T
0
∑
j∈M
(
1{αε(t)=j} − vj
)
dt
∣∣∣∣2 ≤ κT ε for some constant κ > 0. (5.18)
On the one hand,
E
1
T
∣∣∣∣∫ T
0
(
− 2c
a
λ(αε(t))dW1(t) + ρ(α
ε(t))dW2(t)
)∣∣∣∣2 ≤ 4c2a2 λ2M + ρ2M . (5.19)
Combining (5.7), (5.16), (5.17), (5.18), and (5.19), we can reselect ε0 and δ0 such that for
ε < ε0, δ < δ0 we obtain (5.20)–(5.22) as below.
P
{−1
T
∫ T
0
Υ(αε(t), Zε,δz,i (t))dt ≤ −0.5γ0
}
≥ 1− ς
3
∀ z ∈ D1, i ∈M, (5.20)
P
{
Xε,δz,i (T ) ∨ Y ε,δz,i (T ) ≤ H (or equivalently Zε,δz,i (T ) ∈ D)
}
≥ 1− ς
3
, (5.21)
and
P
{
δϑ+
√
δ
T
∣∣∣∣∫ T
0
(2c
a
λ(αε(t))dW1(t) + ρ(α
ε(t))dW2(t)
)
dt
∣∣∣∣ < 0.25γ0
}
> 1− ς
3
(5.22)
where ϑ = 12
(
2c
a λ
2
M + ρ
2
M
)
. Consequently, for any (z, i) ∈ D1×M, there is a subset Ωε,δz,i ⊂ Ω with
P(Ωε,δz,i ) ≥ 1− ς in which we have Zε,δz,i (T ) ∈ D and
1
T
(
V (Zε,δz,i (T ))− V (z)
) ≤−1
T
∫ T
0
Υ(αε(t), Zε,δz,i (t))dt+ δϑ
+
1
T
∣∣∣ ∫ T
0
√
δ
(2c
a
λ(αε(t))dW1(t) + ρ(α
ε(t))dW2(t)
)∣∣∣
≤− 0.25γ0
(5.23)
On the other hand, we deduce from (5.15) that for z ∈ D
P
{
1
T
(
V (Zε,δz,i (T ))− V (z)
) ≤ Λ := K4(1 + 2H)
ς
}
≥ 1− ς (5.24)
Moreover, it also follows from (5.15) that for z ∈ D \D1
EV (Zε,δz,i (T ) ≤ sup
z∈D\D1
(
V (z) +K4T |z|
)
.
Let
L1 = sup
z∈D\D1
V (z) + ΛT, and L2 = L1 + 0.25γ0. (5.25)
Define D2 = {(x, y) ∈ R2,◦+ : (x, y) ∈ D,V (x, y) > L2}. Define U(z) = V (z) ∨ L1. It is clear that
U(z2)− U(z1) ≤ |V (z2)− V (z1)| for any z1, z2 ∈ R2◦+ . (5.26)
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It follows from (5.14) that for any δ, ε < 1 and A ∈ F , z ∈ D we have
1
T
E1A
∣∣∣V (Zε,δz,i (T ))− V (z)∣∣∣ ≤ K4(2H + 1)√P(A). (5.27)
Applying (5.27) and (5.26) for A = Ω \ Ωε,δz,i we have
1
T
E1
Ω\Ωε,δz,i
[
U(Zε,δz,i (T ))− U(z)
]
≤ K4(2H + 1)
√
ς, if z ∈ D1. (5.28)
In view of (5.23), for z ∈ D2 we have V
(
Zε,δz,i (T )
)
< V (z) − 0.25γ0T. By the definition of D2, we
also have L1 ≤ V (z)− 0.25γ0T. Thus, for z ∈ D2 and ω ∈ Ωε,δz,i , we have
U
(
Zε,δz,i (T )
)
= L1 ∨ V
(
Zε,δz,i (T )
) ≤ V (z)− 0.25γ0T = U(z)− 0.25γ0T,
which implies
1
T
[
E1
Ωε,δz,i
U(Zε,δz,i (T ))− E1Ωε,δz,iU(z)
]
≤ −0.25γ0P(Ωε,δz,i ) ≤ −0.25γ0(1− ς). (5.29)
Combining (5.28) with (5.29), we obtain
1
T
[
EU(Zε,δz,i (T ))− U(z)
]
≤ −0.25γ0(1− ς) +K4(2H + 1)
√
ς, ∀z ∈ D2. (5.30)
For z ∈ D1 \D2, and ω ∈ Ωε,δz,i , we have from (5.23) that V (Zε,δz,i (T )) ≤ V (z), from which we derive
U(Zε,δz,i (T )) = L1 ∨V (Zε,δz,i (T )) ≤ U(z) = V (z)∨L1. Hence, for z ∈ D1 \D2, U(Zε,δz,i (T ))−U(z) ≤ 0
in Ωε,δz,i . This and (5.28) imply
1
T
[
EU(Zε,δz,i (T ))− U(z)
]
≤ K4(2H + 1)
√
ς, ∀z ∈ D1 \D2. (5.31)
If z ∈ D \D1, U(z) = L1 and we have from (5.24) and (5.25) that
P
{
U(Zε,δz,i (T )) = L1
}
= P
{
V (Zε,δz,i (T )) ≤ L1
} ≥ 1− ς.
Thus
P{U(Zε,δz,i (T )) = U(z)} ≥ 1− ς.
Use (5.27) and (5.26) again to arrive at
1
T
[
EU(Zε,δz,i (T ))− U(z)
]
≤ K4(2H + 1)
√
ς, ∀ z ∈ D \D1. (5.32)
On the other hand, we deduce from (5.15) and (5.26) that
1
T
[
EU(Zε,δz,i (T ))− U(z)
]
≤ K4(1 + |z|), ∀z ∈ R2,◦+ . (5.33)
Now, choose arbitrary (z0, i0) in R2,◦+ ×M, it follows from the Markov property that
1
T
[
EU(Zε,δz0,i0((n+ 1)T ))− EU(Z
ε,δ
z0,i0
(nT ))
]
=
∑
i∈M
∫
R2,◦+
1
T
[
EU(Zε,δz,i (T ))− U(z)
]
P
{
Zε,δz0,i0(nT ) ∈ dz, αε(t) = i
}
.
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Subsequently, using (5.30), (5.31), (5.32), and (5.33), we obtain
1
T
[
EU(Zε,δz0,i0((n+ 1)T ))− EU(Z
ε,δ
z0,i0
(nT ))
]
≤− [0.25γ0(1− ς)−K4(2H + 1)√ς]P{Zε,δz0,i0(nT ) ∈ D2}
+K4(2H + 1)
√
ςP
{
Zε,δz0,i0(nT ) ∈ D \D2
}
+K4E1{Zε,δz0,i0 (nT )/∈D}
(
1 + |Zε,δz0,i0(nT )|
)
≤− 0.25γ0(1− ς)P
{
Zε,δz0,i0(nT ) ∈ D2
}
+K4(2H + 1)
√
ς
+K4P
{
Zε,δz0,i0(nT ) /∈ D
}
E
(
1 + |Zε,δz0,i0(nT )|
)
Note that
lim inf
k→∞
1
k
k−1∑
n=0
1
T
[
EU(Zε,δz0,i0((n+ 1)T ))− EU(Z
ε,δ
z0,i0
(nT ))
]
= lim inf
k→∞
1
kT
EU(Zε,δz0,i0(kT )) ≥ 0,
which implies
0.25γ0(1− ς) lim sup
k→∞
1
k
k−1∑
n=0
P
{
Zε,δz0,i0(nT ) ∈ D2
}
≤K4(2H + 1)
√
ς +K3 lim sup
k→∞
1
k
k∑
n=1
P
{
Zε,δz0,i0(nT ) /∈ D
}
E
(
1 + |Zε,δz0,i0(nT )|
)
.
(5.34)
In view of Lemma 5.1, we can choose H = H(∆) independent of (z0, i0) such that
lim sup
t→∞
P
{
Zε,δz0,i0(t) /∈ D
} ≤ lim sup
t→∞
E(|Zε,δz0,i0(t)|)
H
≤ ∆
6
(5.35)
and
K4 lim sup
t→∞
P
{
Zε,δz0,i0(t) /∈ D
}
E
(
1 + |Zε,δz0,i0(t)|
)
≤ K4 lim sup
t→∞
[
E
(
1 + |Zε,δz0,i0(t)|
)]2
H
≤ 0.1γ0
6
∆.
Hence, we have
K4 lim sup
k→∞
1
k
k∑
n=1
P
{
Zε,δz0,i0(nT ) /∈ D
}
E
(
1 + |Zε,δz0,i0(nT )|
) ≤ 0.1γ0
6
∆. (5.36)
Choose ς = ς(H) > 0 such that 0.25γ0(1 − ς) ≥ 0.2γ0 and K4(2H + 1)√ς ≤ 0.1γ0
6
∆ and let
ε0 = ε0(ς,H), δ0(ς,H) such that (5.20), (5.21), and (5.22) hold. Thus, it follows from (5.34) and
(5.36) that
lim sup
k→∞
1
k
k∑
n=1
P
{
Zε,δz0,i0(nT ) ∈ D2
} ≤ ∆
6
. (5.37)
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Therefore, it follows from (5.35) and (5.37) that for any ε < ε0, δ < δ0, we have
lim inf
k→∞
1
k
k∑
n=1
P
{
Zε,δz0,i0(nT ) ∈ D \D2
} ≥ 1− ∆
3
. (5.38)
The lemma is proved by noting that the set D \D2 is a compact subset of R2,◦+ .
Lemma 5.5. There are L > 1, ε1 = ε(∆) > 0, and δ1 = δ1(∆) > 0 such that as long as
0 < ε < ε1, 0 < δ < δ1, we have
lim inf
T→∞
1
T
∫ T
0
P{Zε,δz0,i0(t) ∈ [L−1, L]2} ≥ 1−∆, ∀(z0, i0) ∈ R
2,◦
+ ×M.
Proof. Let D and T as in Lemma 5.4. Since D \ D2 is a compact set in R2,◦+ , by a modification
of the proof of [11, Theorem 2.1], we can show that there is a positive constant L > 1 such that
P{Zz,i(t) ∈ [L−1, L]2} > 1− ∆
3
, ∀z ∈ D \D2, i ∈M, 0 ≤ t ≤ T . Hence, it follows from the Markov
property of the solution that
P{Zε,δz0,i0(t) ∈ [L−1, L]2}
≥
(
1− ∆
3
)
P
{
Zε,δz0,i0(jT ) ∈ D \D2
}∀t ∈ [jT, jT + T ].
Consequently,
lim inf
k→∞
1
kT
∫ kT
0
P
{
Zε,δz0,i0(t) ∈ [L−1, L]2
}
≥
(
1− ∆
3
)
lim inf
k→∞
1
k
k−1∑
j=0
P
{
Zε,δz0,i0(jT ) ∈ D \D2)
} ≥ 1−∆,
It is readily seen from this estimate that
lim inf
T→∞
1
T
∫ T
0
P
{
Zε,δz0,i0(t) ∈ [L−1, L]2
}
dt ≥ 1−∆.
The conclusion of Lemma 5.5 is sufficient for the existence of a unique invariant probability
measure µε,δ in R2,◦+ × M of (Zε,δ(t), αε(t)) (see [1] or [16]). Moreover, the empirical measure
1
t
∫ t
0 P
{
Zε,δz0,i0(s) ∈ ·
}
ds converges weakly to the invariant measure µε,δ as t→∞. Applying Fatou’s
lemma to the above estimate yields
µε,δ([L−1, L]2) ≥ ∆, ∀ ε < ε0, δ < δ0.
The eventual tightness obtained above enables us to conclude the following result.
Theorem 5.1. Under Assumption 5.1, the process (Xε,δ(t), Y ε,δ(t), αε(t)) satisfying (5.1) has a
unique invariant probability measure µε,δ for sufficiently small δ and ε. Moreover the invariant
measure µε,δ converges weakly to the measure of the limit cycle of (5.2) as ε → 0 in the sense of
Theorem 4.1 if lim
ε→0
δ
ε
= l ∈ (0,∞]. In case lim
ε→0
δ
ε
= 0, to obtain the same conclusion, we need an
additional condition that at each critical point (x∗, y∗) of (ϕ(x, y), ψ(x, y)), there is i∗ ∈ M such
that either ϕ(x∗, y∗, i∗) 6= 0 or ψ(x∗, y∗, i∗) 6= 0.
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6 An Example
This section further demonstrates our results by providing an example. We consider the following
stochastic predator-prey model with Holling functional response in a switching regime
dxε,δ(t) =
[
r(αε(t))xε,δ(t)
(
1− x
ε,δ(t)
K(αε(t)
)
− m(α
ε(t))xε,δ(t)yε,δ(t)
a(αε(t)) + b(αε(t))
]
dt
+
√
δλ(αε(t))xε,δ(t)dW1(t)
dyε,δ(t) = yε,δ(t)
[
− d(αε(t)) + e(α
ε(t))m(αε(t))xε,δ(t)
a(αε(t)) + b(αε(t))
− f(αε(t))yε,δ(t)
]
dt
+
√
δρ(αε(t))xε,δ(t)dW2(t).
(6.1)
In (6.1), W1 and W2 are two independent Brownian motions, α
ε(t) is a Markov chain independent
of the Brownian motions and having state space M = {1, 2} and generator Q/ε, where
Q =
( −1 1
1 −1
)
,
r(1) = 0.9, r(2) = 1.1,K(1) = 4.737,K(2) = 5.238,m(1) = 1.2,m(2) = 0.8, a(1) = a(2) = 1, b(1) =
b(2) = 1, d(1) = 0.85, d(2) = 1.15, e(1) = 1.5, e(2) = 2, f(1) = 0.03, f(2) = 0.01, λ(1) = 1, λ(2) =
2, ρ(1) = 3, ρ(2) = 1. As ε and δ tend to 0, a solution of equation (6.1) converges to the corre-
sponding solution of 
d
dt
x(t) = x(t)
(
1− x(t)
5
)
− x(t)y(t)
1 + x(t)
,
d
dt
y(t) = y(t)
(
− 1− 1.6x(t)
1 + x(t)
− 0.02y(t)
) (6.2)
on each finite time interval. Using [19, Theorem 2.6], the solution of equation (6.2) has a unique
limit cycle attracting all positive solution except for (x∗, y∗) = (1.836, 1.795), which is a unique
equilibrium of (6.2). Moreover, it is easy to check that the drift r(i)x(t)
(
1− x(t)
K(i)
)
− m(i)x(t)y(t)
a(i) + b(i)
y(t)
(
− d(i)− e(i)m(i)x(t)
a(i) + b(i)
)
 (6.3)
does not vanish at (1.836, 1.795). Thus, µε,δ converges weakly to the stationary distribution of (6.2)
concentrated on the limit cycle as ε → 0. We illustrate this convergence by some figures showing
sample paths of (6.1) with different values of (ε, δ).
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