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Abstract: 
Reconstruction of equations of motion from incomplete or noisy data and dimension 
reduction are two fundamental problems in the study of dynamical systems with many 
degrees of freedom. For the latter extensive efforts have been made but with limited 
success to generalize the Zwanzig-Mori projection formalism, originally developed for 
Hamiltonian systems close to thermodynamic equilibrium, to general non-Hamiltonian 
systems lacking detailed-balance. One difficulty introduced  by such systems is the lack 
of an invariant measure, needed to define a statistical distribution. Based on a recent 
discovery that a non-Hamiltonian system defined by a set of stochastic differential 
equations can be mapped to a Hamiltonian system, we develop such general projection 
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formalism. In the resulting generalized Langevin equations, a set of generalized 
fluctuation-dissipation relations connect the memory kernel and the random noise terms, 
analogous to Hamiltonian systems obeying detailed balance. Lacking of these relations 
restricts previous application of the generalized Langevin formalism. Result of this work 
may serve as the theoretical basis for further technical developments on model 
reconstruction with reduced degrees of freedom. We first use an analytically solvable 
example to illustrate the formalism and the fluctuation-dissipation relation. Our 
numerical test on a chemical network with end-product inhibition further demonstrates 
the validity of the formalism. We suggest that the formalism can find wide applications in 
scientific modeling. Specifically, we discuss potential applications to biological 
networks. In particular, the method provides a suitable framework for  gaining insights 
into network properties such as robustness and parameter transferability. 
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Introduction 
A classical problem in dynamical systems theory is reconstructing equations of motion 
describing a complex system from incomplete or noisy data. One frequently encounters 
the following situation in studying many systems ranging from traffic flow to biological 
gene regulatory networks1,2: 1) there are time series data for a projection of the true 
states; 2) the process and measurement of the data are noisy; 3) the underlying dynamical 
law is not clear.   
Closely related is finding methods for reducing the complexity of dynamical systems 
with many degrees of freedom, central to many problems in science and engineering. In 
general it is impractical, and often unnecessary, to track all the dynamical information of 
the whole system. A common practice involves the projection of the full dynamics of the 
whole system into that of its smaller subsystem resulting in some type of information 
contraction. The procedure leads to the celebrated Langevin and generalized Langevin 
dynamics. The Zwanzig-Mori (ZM) formalism is a formal procedure of projection, 
especially for Hamiltonian systems 3,4,5. Some recent applications of the formalism 
include the work of Lange and Grubmüller on protein dynamics6, that of Li on crystalline 
solids7, and that of Shea and Oppenheim for a Brownian particle in a nonequilibrium bath 
8. Inspired by its great success in irreversible statistical mechanics, Chorin and 
coworkers, have suggested application of ZM formalism for higher-order optimal 
prediction methods for general dynamical systems9.  As Zwanzig pointed out5, while the 
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formalism is generally applicable, its practical usefulness lies in defining an inner product 
(or measure) properly (see below for details). The choice is straightforward for a 
Hamiltonian system relaxing to equilibrium asymptotically, but not clear for a general 
non-thermal dynamical system, or for a Hamiltonian system driven out of equilibrium. 
Probability measure on the phase space is essential for the study of ensembles of 
solutions to general dynamical systems. The Liouville property of a volume preserving 
flow map in phase space (that found in Hamiltonian systems)  is guaranteed by the Gibbs 
measure, an invariant measure of the flow map. For non-Hamiltonian systems (e.g. 
dissipative dynamical systems, nonequilibrium steady state systems, etc), the construction 
of an invariant phase space measure has been addressed by several researchers10,11. In 
their work 10, Tuckerman et al generalize the usual Hamiltonian based statistical 
mechanical phase space principles by examining how the phase space volume element 
transforms under arbitrary coordinate transformation at different times, thereby 
generalizing the Liouville flow through the introduction of a phase space metric. The 
resulting generalized equation of motion derived by this geometrical approach can serve 
as the starting point for further projection analysis. In this work, we focus on an 
alternative approach to non-Hamiltonian systems based on the stochastic dynamics point 
of view 12,13‐15, which is complementary to the statistical mechanics viewpoint discussed 
above. In fact, the work of Graham 15 shares a number of interesting parallels with the 
geometrical approach of Tuckerman et al, but applied to Langevin and Fokker-Planck 
systems. 
Recently one of us has proved that one can map a system described by a set of stochastic 
differential equations  
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                                 Eqn. 1 
to a Hamiltonian system 16. In general the vector G(x) can not be represented as the 
gradient of a scalar potential due to violation of detailed balance, M and N may be 
different, ζi(t) are temporally uncorrelated, statistically independent Gaussian white noise 
with the averages satisfying , g(x) is related to the N × N 
diffusion matrix ggT = 2D/β , where the transpose of a matrix is designated by the 
superscript T. For a thermal system β is the inverse temperature, 1/kBT with kB the 
Boltzmann constant. For a non-thermal (non-Hamiltonian) system, β is a parameter 
analogous to an effective inverse temperature. Eqn. 1 is widely used to describe dynamics 
in various fields of science from physics, ecology and cell biology, finance, geology, 
etc12,17. The mapping makes explicit the choice of the inner product definition, and thus 
derivation of the ZM projection formulae straightforward. The mapping is only used as 
an auxiliary tool to derive the formula. The actual construction of the mapping 
Hamiltonian is not needed. 
  
The main purpose of this work is to formally derive the projection formula for a general 
dynamical system. While the derivation itself is rather involved, the final result can serve 
as the theoretical basis for optimal reconstruction of equations of motion in a reduced 
representation. In the remaining parts of the paper, we will first develop the theory, then 
present analytical results for a quasi-linear system and numerical tests on a small 
chemical network, and finally conclude with a general discussion. 
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Theory 
Summary of the Zwanzig-Mori formalism 
We follow the notation of Zwanzig here5. Consider a dynamical system whose time 
evolution is described by a Liouville equation in an N dimensional space, 
                                                      Eqn. 2 
For a Hamiltonian system, the Liouville operator L is defined as, 
 
where H is the Hamiltonian, and qi and pi are the coordinates and conjugate momenta.  
Any dynamical quantity R(q, p) is a vector in the Hilbert space. One can define the 
projection of another dynamical quantity B onto the subspace spanned by R as,  
 
where l is the number of components of the vector R. The inner product for two arbitrary 
variables R and B is defined as , where † means conjugate 
transpose, and ψ is a weighting function to be defined. Any dynamical variable within the 
subspace can be expressed as a linear combination of the basis functions. The projected 
equations of an arbitrary dynamical variable R, which is defined within the projected 
subspace, are in the form of generalized Langevin equations (GLEs),  
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∂
∂t R(x(t),t) = PLR(x(t),t) − d0
t
∫ sK(s)·R(x(t − s),t − s) + F(t)                          Eqn. 3 
where . At time 0, R is within 
the subspace. Time evolution of R is decomposed into the dynamics within the subspace 
and within the orthogonal subspace, which are treated explicitly and implicitly 
respectively. Effects of the latter on the former are accounted for by the last two terms in 
the right hand side of Eqn. 3. If the Liouville operator is anti-Hermitian, one further 
obtains the generalized fluctuation-dissipation relation (GFDR) between the memory 
kernel and the random force term,  
 
Eqn. 3 is mathematically equivalent to Eqn. 2, and assumes a form formally analogous to 
the phenomenological generalized Langevin equation. Appendix A and B give some 
additional details of the projection formalism. In principle, one can apply the projection 
formalism to general dynamical systems, and the choice of the Hilbert subspace spanned 
by R and the weighting functions can be arbitrary5,18. However, as Zwanzig pointed out5, 
in general the procedure thus far is only a mathematical formalism with no obvious 
practical usage. For a concrete realization one has to choose ψ properly. With an 
invariant measure,  R and 
x can be viewed as random variables5,18. For a Hamiltonian system near equilibrium, one 
can choose the Gibbs canonical distribution  as ψ. 
The conservation of H and the Liouville theorem ensures the choice is an invariant 
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measure. The term F(t) has ensemble average <F(t)> = 0, and <F(t) R(0)> = 0, thus 
indeed behaves as a random force term. The memory kernel and the random force terms 
are not independent, but are constrained by the GFDR.  For a general non-Hamiltonian 
system, one can either approach the problem by generalizing statistical mechanics via the 
formalism of Tuckerman et al 10, or by generalizing methods from stochastic systems 
which is then subsequently mapped to an equivalent Hamiltonian system 13,14,16. In this 
work, we take the latter approach and leave the former to future studies. As Zwanzig has 
pointed out 5, the projection operator approach is most transparent in situations when  
there is a clear time scale separation between the slow primary and fast environmental 
degrees of freedom, although the GLE formalism has been applied to model systems with 
no clear time scale separation 19. Phenomenological generalized Langevin equations have 
been used to model dynamical systems such as financial market fluctuations 20. However, 
the lack of a GFDR makes model construction less defined21, and imposes difficulties on 
the theoretical analysis of systems under colored noise22.  
Projection formalism for non-Hamiltonian systems 
In a recent paper13, Ao shows that one can always construct a decomposition involving a 
symmetric matrix S and an anti-symmetric one T which transforms Eqn. 1 into,  
                            Eqn. 4 
where, M = S + T, φ is a scalar function corresponding to the potential function in a 
Hamiltonian system satisfying  and (∂ × ∂φ)i ≡ εijk∂ j∂kφ
j ,k
∑ = 0 , where εijk 
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is the Levi-Civita tensor.  Then S and T are uniquely determined by 
∂ × [M ⋅G(x)] = 0,(M)−1 + (M−1)T = 2ggT , and proper choice of the boundary conditions. 
The above equation can be augmented with an auxiliary momentum term (analogous to 
Andersen and Nosé extended system method23), 
                                                                                                        Eqn. 5 
                     Eqn. 6 
which reduces to Eqn. 4 in the limit m→0 , . 
One can verify the validity of Ao’s decomposition procedure for (both linear and 
nonlinear) systems possessing steady-state (see Appendix C). It can be further shown that 
one can map the dynamics described by Eqn. 4 to a Hamiltonian system in the zero mass 
limit 16. The proof proceeds in two steps. First define a Lagrangian so the resultant Euler-
Lagrange equation gives Eqn. 5 and 6 excluding the dissipative terms (the terms inside 
the second bracket in Eqn. 6). Second following a procedure similar to that adopted by 
Zwanzig 24, one can replace the dissipative terms by a bath Hamiltonian with a large 
number of harmonic oscillators coupled to the primary degrees of freedom x. The bath is 
initially in contact with a heat reservoir, and the initial conditions of the bath degrees of 
freedom are drawn from a canonical distribution. The overall Hamiltonian is 
         Eqn. 7 
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where A is a vector potential satisfying , is 
the conjugate momentum.  The last term in Eqn. 7 is the bath Hamiltonian, and its form is 
determined by S 16.  The Hamiltonian describes a particle, coupled to a set of harmonic 
oscillators, moving in a hypothetical n-dimensional conservative scalar potential and 
magnetic (the vector potential) field. The mapping permits additional analytical methods 
from Hamiltonian dynamics to become available for dissipative non-Hamiltonian 
systems.  For the current purpose, the property of Hamiltonian dynamics suggests the 
inner product definition, 
 
Alternatively, one can also replace the integration over p by . Both definitions ensure 
the requirement of an invariant measure25. As will be clear from the following theoretical 
developments and examples, in real applications one need not perform the mapping. The 
mapping merely serves as an auxiliary tool to derive the projection formulae and the 
GFDR. 
 For simplicity we only consider projecting to a subspace composed of the first l 
components of x and the corresponding velocity components. Generalization to collective 
coordinates is straightforward, and is given in Appendix D (see also refs 4,6). In the 
following discussion we denote them as , and . Let's 
define a nonlinear projection operator,  
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where h is an arbitrary function, and . 
Then (see Appendix D for detailed derivation), 
                                                                                                              Eqn. 8 
                     Eqn. 9 
where, 
 
and we have omitted the bar on the variables. The projected equation of motion is, 
          Eqn. 10 
where  is the potential of mean force, and 
is the renormalized antisymmetric matrix in the reduced 
space. A generalized fluctuation-dissipation relation relates the memory kernel and the 
random force,  
                                                Eqn. 11  
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Taking the ansatz 6, and the zero-mass limit, one has, 
         Eqn. 12 
where , and the matrices  and  are X-dependent in general. Eqn. 12 is in the 
form of the generalized Langevin equation (GLE), and together with the GFDR Eqn. 11 
is the main result of this work. The form of the equation is similar to what is used for 
thermal systems, except for the presence of an extra anti-symmetric matrix reflecting 
that the system violates detailed balance. This result can be viewed as a generalization of 
the so-called “geometric magnetism” 26. Physically the terms in the first brackets are 
related to the direct interactions (or fluxes) within the projected subspace and between the 
subspace and the surroundings. The terms in the second brackets refer to the retarded 
interactions mediated by the implicit surroundings. The two terms are analogous to the adiabatic Born‐Oppenheimer potential and the nonadiabatic corrections in molecular physics. Note that the complicated nonlinear transformation prescribed by Ao 
and by Xing13,16 is not needed. 
For the case where we project to a 1-D system, the equation is, 
                         Eqn. 13 
with  
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Analytical and numerical examples 
Linear example 
Here we use a two-dimensional system to demonstrate how the transformation reveals 
some hidden relation between the memory kernel and the noise term, 
                                                     Eqn. 14 
For this and the following numerical examples, we choose units where β = 1 for 
simplicity. First, let's integrate out subsystem 2 directly. Notice that, 
 
Then 
 
Eqn. 15 
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If one identifies the first term as the derivative of the potential of mean force, and the two 
terms in the curly brackets as the memory and noise terms, the above equation formally 
resembles the generalized Langevin equation. However, the relation between the memory 
kernel and the noise is not transparent in any of these two expression in Equation 15. 
Let us transform Eqn 14 by multiplying M = S + T on both sides, 
                            Eqn. 16 
where, . The matrix φ is symmetric, and one can obtain the analytical 
expression of M following the procedure by Kwon et al.14  
Therefore, 
Eqn. 17 
Comparing the above final expression with Eqn. 13, one can identify the terms in the 
three curly brackets corresponding to the derivative of the potential of mean force, the 
memory term, and the random force term.  
Note that while Eqns. 14 and 16 differ only by a matrix transformation, there is no simple 
relation between Eqns. 15 and 17. 
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In Appendix E, we demonstrated the validity of the GFDR for this system. In Appendix 
F, we derive analytical expressions of the GLEs for a general (N+1)-quasi-linear (in the 
transformed representation) dimensional system. This model can be regarded as a 
generalization of the well studied system-bath model in Hamiltonian systems5. 
Numerical example 
In most applications of the projection formalism including previous work on Hamiltonian 
systems, it is impractical to perform the projection analytically. Extensive  studies of 
related methods exist for Hamiltonian systems, which can be generalized to non-
Hamiltonian systems by the above mapping. We will leave these for future studies. Here 
for illustrative purposes, we will demonstrate the validity and utility of the projection 
method by applying it to a simple chemical network. The network is an end-product 
inhibition motif commonly found in metabolic and other biological regulatory networks 
(see Fig. 1a)27. Each reaction is governed by irreversible Michaelis-Menten kinetics,  
 
and similar expressions for other species concentrations. The values vm = 1, Km = 0.5, g = 
0.005 are used in the simulations. Numerical details are given in Appendix G. 
The system is initially at the steady-state. At time 0, the concentration of x1 is set to a 
value x1(0). The relaxation dynamics , which is defined as the value of x1 averaged 
over all trajectories, is monitored. We use the result of one simulation on the full model, 
along with , as the known information to fit the parameters for the GLE 
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Eqn. 13. The term refers to the steady-state average. Fig 1b-d show the fitting 
results and parameters. The potential of mean force is calculated from the steady-state 
distribution. We model the nonsingular part of the memory kernel, γ1 with a Gaussian 
basis set. Physically one may understand the memory kernel fitting as follows: the change 
of x1 is propagated to x4 through a series of reactions, and acts back on x1 at a later time. 
The first portion of γ1 with negative values (as modeled by two Gaussian functions) 
accounts for most of the effect. Some remnant effect propagates one more cycle to act on 
x1 with an opposite sign (inhibition of inhibition), doubled delay time, and reduced 
amplitude. The focus of this work is to illustrate the validity of the method, and thus 
makes no effort to fully optimize the fitting. We then use the set of parameters to 
simulate the GLE with different values of x1(0), and compared with simulation results of 
the full model. Fig 2 shows remarkable agreement in three cases. Even without fully 
optimizing the parameters, the GLE model can reproduce the damped oscillating 
temporal behaviors of . These results support the validity of Eqn. 13. 
Discussions and concluding remarks 
In this work we develop a generalized Zwanzig-Mori projection formalism for dissipative 
non-Hamiltonian systems lacking detailed-balance. Because of the mapping between a 
dissipative non-Hamiltonian system and a Hamiltonian system, we expect that the large 
number of existing methods applying the projection method to Hamiltonian systems can 
be readily applied to non-Hamiltonian systems21,28. We suggest that an important 
direction for future research is to develop a number of standard ansatz (functional forms 
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for the potential of mean force, the memory kernel, etc) for different situations.  
Analytical results for the quasi-linear systems may serve as starting points.    
In this work we mainly focus on theoretical method development, and leave further 
technical developments and applications for future studies. The method is suitable for a 
system with stationary distribution, while some standard techniques exist to render 
certain nonstationary processes stationary 2 . Assuming that the primary degrees of 
freedom have been identified in a real application, we suggest the following generic 
procedure: first, one constructs the potential of mean force from the stationary 
distributions; second, one reconstructs the memory kernel and the anti-symmetric matrix 
from the time series data 2,21; the noise term is automatically given by the GFDR. One 
should notice that in previous usages of the GLE formalism for systems without detailed 
balance 20,21, due to the absence of a GFDR, the term corresponding to the potential of 
mean force in this work is not directly related to the stationary distribution, and the 
memory and noise terms have to be determined separately. Several studies have 
discussed the application of the Zwanzig-Mori projection to time series data analysis 29. 
However, our results are not limited to linear analysis and systems satisfying detailed 
balance.     
In most applications of the projection formalism including previous work on Hamiltonian 
systems, it is often impractical to perform the projection procedure analytically. For 
heuristic purposes, we test the formalism by projecting the systems with two and three 
dimensions to one dimension. The formalism, however, can be applied to arbitrary high 
dimensional systems. In Appendix E, we derived the analytical formula for projecting an 
(N+1)-dimensional quasi-linear system to one dimension.  In real applications, 
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information about a system is often incomplete. Instead one can obtain the potential of 
mean force, the matrices and γ from available data, following the well-established 
procedures developed for Hamiltonian systems6,21,28. On multiplying  to both 
sides of Eqn. 12, one transforms back to the original representation having direct physical 
meaning for each term.  
Given the broad range of problems Eqn. 1 describes, we expect that the method discussed 
in this work may yield fruitful applications for a number of scientific disciplines. Here we 
will discuss its usage and implications in the field of mathematical modeling of biological 
networks, or systems biology in a broader sense. 
On modeling a complex dynamical system, a common problem is that there is insufficient 
information to identify a large number of parameter values in the model. For example in 
the field of systems biology, one frequent criticism of mathematical modeling lies in 
methods attempting to fit several data points with dozens or even hundreds of parameters. 
Fortunately analysis shows that for many systems the quality of the data fitting is usually 
largely affected by a small number of composite parameters, and insensitive to others30. 
A mathematical model with many variables and parameters is also computationally 
expensive. The present projection formalism provides a systematic method to construct a 
reduced model with a small number of variables and parameters important for the 
dynamics under study. It also provides a method for performing multi-scale modeling, 
using information obtained from finer level simulations for constructing a coarse-grained 
model.  
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Network robustness is a related problem. It has been suggested that robustness is a 
general property for many biological networks. As illustrated by Barkai and Leibler using 
the bacterial chemotaxis network model, a system is robust if its function is determined 
by one or a small number of composite quantities, and values of the latter are insensitive 
to variation of most control parameter31. The projection method provides a natural 
framework for quantifying network robustness under perturbations  
There are extensive discussions on whether one can use the parameters measured in vitro 
on modeling processes in vivo32. For the latter, there are inevitably interactions between 
the subsystem one examines and the remaining part of the living system, which are not 
present in the system in vitro.  The projection method provides a theoretical explanation 
why in general the two sets of parameters should be different. Even in the case when the 
memory kernel can be approximated by a delta function (so the retarded memory term γij 
= 0), the interactions between the subsystem that one models and the remaining degrees 
of freedom affect the dynamics of the subspace through the renormalization of the model 
parameters33.  The projection method can suggest a controlled approximation linking the 
two sets of parameters.  
We thank Drs. Oliver Lange, Helmut Grubmüller, Attila Szabo, Katja Lindenberg, and 
Michael Surh for discussions, and Ms Yan Fu for making Fig 1a. JX is supported by NSF 
(grant number DMS-0969417). 
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Appendix  
A. Linear and nonlinear projection 
As Zwanzig points out, the term "nonlinear projection" is actually misleading. Both linear 
and nonlinear projections work within a framework of a linear Hilbert space. They differ 
only by the size of the Hilbert subspace. The formal theoretical development discussed in 
the section "Summary of the Zwanzig-Mori formalism" applies for both cases. As an 
example, let us consider a 1-D Hamiltonian system. If one chooses the subspace as 
expanded by {x1, p1} (the quantity R in the main text), the projection is linear. The 
projection is called "nonlinear" if the basis is expanded by including higher order 
functions of x1. Zwanzig presents a choice of the subspace by including all the possible 
functional forms of the projected degrees of freedom. The Hilbert subspace has infinite 
dimension. For this specific example, the basis is composed of {x1, x12, …; p1}.  
B. About the term  
Both the memory kernel and the GFDR contain the term . Here we will use the 
above mentioned 1-D system to derive the needed elements of . Generalization to 
multi-dimensions is straightforward. For a Hilbert space with basis , 
notice that . Therefore, the matrix (R, R) has the block form, 
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(R, R) =
(x1,x1) ... (x1
n ,x1
n ) 0
...
(xn ,x1) ... (xn ,xn ) 0
0 ... 0 ( p1, p1)
⎛
⎝
⎜
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
⎟
 
 The momentum-containing term is block diagonal. In the projected equations, one needs 
only the momentum-containing term (R,R)−1( )n+1,n+1 , which is (p1, p1)−1 = β / m . 
C. Mapping between non-Hamiltonian and Hamiltonian systems 
We use p and  p  to represent the conjugate momentum and the kinetic momentum, 
respectively. That is, we switch the notations p and  p  as in ref.
16 to simplify our 
discussion since we use the conjugate momentum in most derivations.  
The decomposition introduced by Ao is not transparent, especially to nonlinear systems. 
By working with the corresponding Fokker-Planck equations, Xing, shows that one can 
relate the procedure of Ao to other well-established result, and thus prove its validity 16. 
Below we summarize the result, with details found in the recently published paper 16. 
For the expanded equations 5 and 6, Yin and Ao34 show that the corresponding Fokker-
Planck equation is ∂tρ = ∇·M−1[∇ +∇φ]ρ , which can be further rewritten as, 
∂tρ = ∇· D·∇ + (∇·QT ) + (D +Q)·∇φ⎡⎣ ⎤⎦ρ , where M−1 = (S + T)−1 = D +Q , with the 
symmetric matrix D = 2βggT , and Q an anti-symmetric matrix. To derive the above 
expression we have used the antisymmetric property of Q, and noticed, 
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∇·(Q·∇ρ) = (∇·Q)·(∇ρ) = ∂ j
ij
∑ ∂Qij∂xi
ρ
⎛
⎝⎜
⎞
⎠⎟
= − ∂ j
ij
∑ ∂Qji∂xi
ρ
⎛
⎝⎜
⎞
⎠⎟
= ∇·(∇·QT )ρ          Eqn. 18 
Alternatively, let us closely follow a procedure used by Graham15 and by Eyink et al.35 on 
a generic Fokker-Planck equation,  
 ∂tρ(x,t) = ∇·[−Jρ(x,t) + D·∇ρ(x,t)]                                             Eqn. 19. 
The explicit form of  J depends on the choice of interpretations of the SDEs. One can 
define an "entropy" term from the steady state distribution  S ≡ ln(ρss ) . Notice that one 
can decompose the flux term  J in Eqn. 19 into a conservative part  R  and a dissipative 
part  D , D ≡ D·∇S = −Ls ·X,R ≡ J −D . In the above expression we have written in the 
Onsager form with Ls ≡ D  being a symmetric matrix, and  X ≡ −∇S  being the general 
force. Substituting the expression of ρss into Eqn. 19, one has, ∇· Rexp(S)[ ] = 0 . Then 
following Graham, and Eyink et al., one can relate the divergence free vector  Rexp(S)  
to an antisymmetric matrix  F , 
 
Ri exp(S) ≡
∂Fij
∂x jj
∑ . The antisymmetric matrix  F can be 
further expressed in terms of a vector potential (see below). Therefore, 
 
Ri = Lija ·
∂S
∂x j
+
∂Lija
∂x j
 
with the new antisymmetric matrix 
 
Lija ≡ Fij exp(−S) . Therefore the drift term  J can be 
expressed as, 
 
J i = −(Lijs + Lija )Xj +
∂Lija
∂x jj
∑                                            Eqn. 20 
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We essentially reproduced the derivation of Eyink et al. but without the need for the 
divergence free approximation on Ls and La . Graham discusses how one can construct 
the matrix  F and so La  from the steady state distribution and current with additional 
constraints (e.g., satisfying homegeneous Maxwell' equation)15.  
Up to now we have not specified the choice of  J . For a special choice 
 J Ao = G − ∇·(L
a )T , Eqn. 20 gives G = −(Ls + La )·X .  The subscript of  J indicates that 
this choice corresponds to the zero-mass limit interpretation of Ao13, with  S ≡ −φ , 
Ls ≡ D , and La ≡ Q .  In the above derivations, there is no reference to linearity of the 
system. Therefore the decomposition is valid for nonlinear systems. 
Next one can define a Langrangian, 
 
L0 =
1
2 mx
2 −φ + x·A(x)  
The Euler-Lagrange equation of  δL0 = 0 ,  
 
d
dt
∂L0
∂ xi
˙
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
−
∂L0
∂xi
= 0  
results in Eqns. 5 and 6 without the dissipative terms in Eqn. 6, provided, 
Tij =
∂Ai
∂x j
−
∂Aj
∂xi
 
Therefore, T is analogous to the electromagnetic tensor36.  One can also define the 
conjugate momentum,  
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pi =
∂L0
∂ xi
˙ = pi + Ai (x)  
and a corresponding Hamiltonian, 
 
H0 = p·x −L0 =
( p − A(x))2
2m + φ(x)  
Next following Zwanzig24, one can show that the dissipative terms in Eqn. 6  can be 
replaced by a harmonic bath Hamiltonian. Consequently, a general dissipative system 
described by stochastic Langevin equations and possessing steady states can be mapped 
to a Hamiltonian system. 
D. Derivation of the projection formula 
Here we derive a more general projection formula, which reduces to Eqns 8 and 9. The 
procedure resembles that of Lange and Grubmüller 6. 
 Let's suppose that we project to a manifold, 
 
c = f(x),c
˙
= ∇f(x)·x = ∇f(x)·(p − A) 1m  
The Liouville operator is 
L = ∂H
∂pi
∂
∂xi
−
∂H
∂xi
∂
∂pi
⎛
⎝⎜
⎞
⎠⎟i=1
N
∑ + ∂H∂piα
∂
∂qiα
−
∂H
∂qiα
∂
∂piα
⎛
⎝⎜
⎞
⎠⎟α =1
Nα
∑
i=1
N
∑  
Notice that cj and  cj have no explicit dependence on the bath variables. We define the 
projection operator as, 
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Ph = 1
ρ(c, c) h∫ ρ(x,p)δ (c − f )δ (c
˙
− ∇f(x)·x)dxdp  
where h is an arbitrary function, and  
 
ρ(c, c) = ρ∫ (x,p)δ (c − f )δ (c
˙
− ∇f(x)·x)dxdp  
The projection of cj is simple since it is still within the subspace, 
Lcj =
∂H
∂pi
∂cj
∂xi
−
∂H
∂xi
∂cj
∂pi
⎛
⎝⎜
⎞
⎠⎟i=1
N
∑ = ∂H∂pii∑
∂f j
∂xi
= cj
˙
 
The projection of  cj is given by, 
 
PLcj =
1
ρ(c, c)i=1
N
∑ d∫ xdpδ (c − f )δ (c
˙
− ∇f(x)·x)exp(−βH ) ∂H
∂pi
∂cj
∂xi
−
∂H
∂xi
∂cj
∂pi
⎛
⎝⎜
⎞
⎠⎟
= −
i=1
N
∑ 1βρ(c, c) d∫ xdpδ (c − f )δ (c
˙
− ∇f(x)·x) ∂
∂pi
exp(−βH ) ∂cj
∂xi
−
∂
∂xi
exp(−βH ) ∂cj
∂pi
⎛
⎝⎜
⎞
⎠⎟
=
1
βρ(c, c)i=1
N
∑ exp(−βH ) ∂cj
˙
∂xi
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟∫
∂
∂pi
δ (c − f )δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
dxdp
−
1
βρ(c, c)i=1
N
∑ exp(−βH ) ∂cj
˙
∂pi
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟∫
∂
∂xi
δ (c − f )δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
dxdp
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=
1
βρ(c, c)i=1
N
∑ d∫ xdpexp(−βH )
1
m
∂
∂xi
(∇f j (x))·(p − A) −
1
m∇f j (x)·
∂
∂xi
A⎛
⎝⎜
⎞
⎠⎟
δ
k
∑ (c − f ) 1m
∂fk
∂xi
∂
∂ck
δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
⎧
⎨
⎩
⎫
⎬
⎭
−
1
βρ(c, c)i=1
N
∑ d∫ xdpexp(−βH )
1
m
∂f j
∂xi
∂fk
∂xik
∑ ∂∂ck
δ (c − f )δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
⎧
⎨
⎩
⎫
⎬
⎭
−
1
βρ(c, c)i=1
N
∑ d∫ xdpexp(−βH )
1
m
∂f j
∂xi
∂
∂xik
∑ 1m∇fk ·(p − A)
⎛
⎝⎜
⎞
⎠⎟
⎧
⎨
⎩
∂
∂ck
δ (c − f )δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
⎫
⎬
⎭
= −
1
βρ(c, c)
∂
∂ckk
∑ d∫ xdpexp(−βH ) δ (c − f )δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
1
mi∑
∂f j
∂xi
∂fk
∂xi
⎧
⎨
⎩
⎫
⎬
⎭
−
1
βρ(c, c)
∂
∂ck
˙
k≠ j
∑ d∫ xdpexp(−βH ) δ (c − f )δ (c
˙
− ∇f(x)·(p − A) 1m )
⎡
⎣⎢
⎤
⎦⎥
1
m
∂f j
∂xi
∂
∂xi
1
m∇fk ·(p − A)
⎛
⎝⎜
⎞
⎠⎟
⎧
⎨
⎩i
∑ − ∂fk∂xi
∂
∂xi
1
m∇f j ·(p − A)
⎛
⎝⎜
⎞
⎠⎟
 
Eqn. 21 
To derive the above expression, we performed integration by parts, and used the 
relations, 
 
∇xδ (c − f ) = ∇x f ∂ fδ (x − f ) = ∇x f ∂cδ (x − f )
∇xδ ( c − ∇x f ·(p − A) / m) = ∇x (∇x f ·(p − A) / m)
∂ cδ ( c − ∇x f ·(p − A) / m)
∇pδ ( c − ∇x f ·(p − A) / m) =
1
m∇x f
∂ cδ ( c − ∇x f ·(p − A) / m)
 
We have neglected possible surface terms while performing integration by parts. For 
example, if xi represents concentrations, one expects that ρ(0,p) ≈ 0  so mathematically 
one can extend the integration to x→ −∞ . Otherwise Eqn. 1 is not a good representation 
of the system dynamics in the first place. With fj = Xj = xj Eqn. 21 reduces to Eqn. 9. 
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E. Proof of GFDR for the linear system 
To confirm the generalized fluctuation-dissipation relation, let's consider ′t ≤ t . We have, 
< pixi >= 0
< pi2 >= m
< xiξ j (t) >= 0,
< ξi (t)ξ j ( ′t ) = (Mij + M ji )δ (t − ′t ),
< (φ21x1 + φ22x2 )2 >=
d∫ y φ22 +
∂2
∂x22
⎛
⎝⎜
⎞
⎠⎟
e−
1
2 y
T ·∇φ∇φ ·y
d∫ ye
−
1
2 y
T ·∇φ∇φ ·y
= φ22
 
 Then, 
< ξ1(t) −
M12
M 22
ξ2 (t)
⎛
⎝⎜
⎞
⎠⎟
ξ1( ′t ) −
M12
M 22
ξ2 ( ′t )
⎛
⎝⎜
⎞
⎠⎟
>= 2 M11 −
M12M 21
M 22
⎡
⎣
⎢
⎤
⎦
⎥δ (t − ′t )  
< d
0
t
∫ τe
−
φ22
M22
τ φ22M12
M 222
−
φ12
M 22
⎡
⎣
⎢
⎤
⎦
⎥ξ2 (t − τ )
⎛
⎝
⎜
⎞
⎠
⎟ d0
′t
∫ ′τ e
−
φ22
M22
′τ φ22M12
M 222
−
φ12
M 22
⎡
⎣
⎢
⎤
⎦
⎥ξ2 ( ′t − ′τ )
⎛
⎝
⎜
⎞
⎠
⎟ >
= −
M12
M 22
−
φ12
φ22
⎡
⎣
⎢
⎤
⎦
⎥
2
φ22 e
−
φ22
M22
( ′t + t )
− e
−
φ22
M22
(t− ′t )⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
 
< ξ1( ′t ) −
M12
M 22
ξ2 ( ′t )
⎛
⎝⎜
⎞
⎠⎟
d
0
t
∫ τe
−
φ22
M22
τ φ22M12
M 222
−
φ12
M 22
⎡
⎣
⎢
⎤
⎦
⎥ξ2 (t − τ )
⎛
⎝
⎜
⎞
⎠
⎟ >
= −e
−
φ22
M22
(t− ′t )
φ22
M12
M 22
−
φ12
φ22
⎛
⎝⎜
⎞
⎠⎟
M12
M 22
−
M 21
M 22
⎛
⎝⎜
⎞
⎠⎟
1− 12δ (t − ′t )
⎛
⎝⎜
⎞
⎠⎟
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< ξ1(t) −
M12
M 22
ξ2 (t)
⎛
⎝⎜
⎞
⎠⎟
d
0
′t
∫ τe
−
φ22
M22
τ φ22M12
M 222
−
φ12
M 22
⎡
⎣
⎢
⎤
⎦
⎥ξ2 ( ′t − τ )
⎛
⎝
⎜
⎞
⎠
⎟ >
= −φ22
M12
M 22
−
φ12
φ22
⎛
⎝⎜
⎞
⎠⎟
M12
M 22
−
M 21
M 22
⎛
⎝⎜
⎞
⎠⎟
1
2δ (t − ′t )
 
e
−
φ22
M22
(t+ ′t ) M12
M 22
−
φ12
φ22
⎛
⎝⎜
⎞
⎠⎟
2
< (φ21x1(0) + φ22x2 (0) + φ23x3(0))2 >= e
−
φ22
M22
(t+ ′t ) M12
M 22
−
φ12
φ22
⎛
⎝⎜
⎞
⎠⎟
2
φ22  
By summing the above expressions, one has the generalized fluctuation-dissipation 
relation, 
< F1(t)F1( ′t ) >< p12 >−1= K11  
F.  Projection with the quasi-linear system 
Let's consider an (N + 1)-dimensional quasi-linear system in the transformed 
representation,  
 
0 = −φ(x0 ) − M 0 x0 − Φ0x ·x −M0x ·x
˙
+ ξ0 (t)
0 = −Φ·x −M·x
˙
− Φx0x0 −Mx0 x0 + ξ(t)
 
or  in the original representation, 
d
dt
x0
x
⎛
⎝
⎜
⎞
⎠
⎟ =
M 0 M0x
Mx0 M
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
−1
· −φ(x0 ) − Φ0x ·x + ξ0 (t)
−Φ·x − Φx0x0 + ξ(t)
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
 
We will project out the degrees of freedom  x = (x1,, xN ) , and retain only the degree of 
freedom x0. Notice that 
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x(t) = e−M−1 ·Φtx(0) + e−M−1 ·Φt ·Φ−1·Φx0x0 (0) + d0
t
∫ τe−M
−1 ·ΦτM−1 ·ξ(t − τ ) − Φ−1·Φx0x0 (t)
− d
0
t
∫ τe−M
−1 ·Φτ Φ−1·Φx0 +M−1 ·Mx0( ) x0 (t − τ )
 
 
x(t) = −M−1·Φ·e−M−1 ·Φtx(0) − e−M−1 ·Φt ·M−1·Φx0x0 (0) − d0
t
∫ τe−M
−1 ·Φτ ·M−1·Φ·M−1·ξ(t − τ ) +M−1·ξ(t)
+ d
0
t
∫ τe−M
−1 ·Φτ ·M−1· Φx0 +Φ·M−1·Mx0( ) x0 (t − τ ) −M−1·Mx0 x0
Then, 
 
0 = − φ(x0 ) − Φ0x ·Φ−1·Φx0x0 (t){ } − d0
t
∫ τ x0 (t − τ ) 2 M 0 −M0x ·M−1·Mx0⎡⎣ ⎤⎦δ (t){
+ M0x ·M−1 ·Φ− Φ0x⎡⎣ ⎤⎦·e−M
−1 ·Φτ ·M−1· Φx0 +Φ·M−1·Mx0( )} + ξ0 (t) −M0x ·M−1·ξ(t){
+ M0x ·M−1 ·Φ− Φ0x⎡⎣ ⎤⎦· d0
t
∫ τe−M
−1 ·ΦτM−1 ·ξ(t − τ ) + M0x ·M−1 ·Φ− Φ0x⎡⎣ ⎤⎦·e−M
−1 ·Φtx(0)
+ M0x ·M−1 ·Φ− Φ0x⎡⎣ ⎤⎦·e−M
−1 ·Φt ·Φ−1·Φx0x0 (0)}
 
The terms in the curled brackets are the derivative of potential of mean force, the memory 
kernel, and the random force terms, respectively. 
G. Numerical details 
For the full model, the Langevin equations are propagated by  
xi (tN ) = xi (tN −1) + ΔtGi (x) + 2gΔt / βζ i (t),  
where ζi(t) is generated from a Gaussian distribution with zero mean and unit variance, 
and we have set β = 1 throughout the work. We use Δt = 0.005 in all calculations. The 
potential of mean force is obtained from the steady-state distribution histogram. All the 
relaxation curves are averaged over 40000 trajectories.  
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To solve Eqn. 13 numerically, we first integrate both sides from ti = (i −1)Δt to 
ti+1 = iΔt , 
 
0 = − d
ti−1
ti∫ ′t
∂
∂Xj
W (X( ′t )) − 2 d
ti−1
ti∫ ′t Γ0 X − dti−1
ti∫ ′t d0
′t
∫ s0.1ptΓ1(s) X( ′t − s) + mβ dti−1
ti∫ ′t F( ′t )
≈ −
∂
∂Xj
W (X(ti−1))Δt − ΔtΓ0 (X(ti ) − X(ti−1)) − Γ1
k=0
i
∑ ((k +1 / 2)Δt)(X(ti− k ) − X(ti− k−1)) + mβ dti−1
ti∫ ′t F( ′t )
 
We use the method of Berkowitz et al. to generate the random forces37. Then one 
realization of the random force is, 
d
iΔt
(i+1)Δt
∫ tf (t) =
JK (2πk / P)
P
⎛
⎝⎜
⎞
⎠⎟k=1
M
∑
          ζak
ω k
sin(ω k (i +1)Δt) − sin(ω kiΔt)( )
⎡
⎣
⎢ −
ζbk
ω k
cos(ω k (i +1)Δt) − cos(ω kiΔt)( )
⎤
⎦
⎥
 
where ζak and ζak are random numbers drawn from independent normal Gaussian 
distributions, ωk = 2 π k/P, and  P = M Δt is the time interval that the random force does 
not repeat. 
The spectral density is determined by the memory kernel through the Wiener-Khintchine 
theorem18, 
JK (ω ) = 4 d0
∞
∫ tΓ cos(ωt)  
In all the simulations, we use Δt = 0.1, M = 4000, and all results are averaged over 40000 
trajectories. We use the following fitting parameters for the memory kernel: γ0 = 28; γ1 is 
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represented by four Gaussian functions in the form λi exp[−0.5((t − bi ) / ai )2 ] , with 
lambda = (-5.2, -3, 1.56, 0.9), a=(1.5, 1.5, 1.5, 1.5), b = (8, 10, 16, 18).  
The fitting procedure is as follows: first we use a piecewise linear function to obtain the 
analytical form of W from the stationary distribution; next we simulate the GLE with 
different sets of parameters of the memory kernel and x1(0) = 2<x1>ss to get the relaxation 
function, and choose the set that gives the minimum mean square error to the one 
calculated with the full model; then we run the GLE to generate the results shown in Fig 
2 with the fixed set of parameters. 
 
 
 
 
 
  32 
References 
1  S. G. Eubank and J. D. Farmer, in Introduction to nonlinear physics, edited by L. Lam (Springer‐Verlag, New York, 1996);   J. P. Crutchfield and B. S. McNamara, Complex systems 1, 417 (1987);   B. Finkenstadt, E. A. Heron, M. Komorowski, K. Edwards, S. Tang, C. V. Harper, J. R. E. Davis, M. R. H. White, A. J. Millar, and D. A. Rand, Bioinformatics 24 (24), 2901 (2008); S. Kriso, J. Peinke, R. Friedrich, and P. Wagner, Phys. Lett. A 299 (2‐3), 287 (2002). 
2  H. Kantz and T. Schreiber, Nonlinear time series analysis, 2 ed. (Cambridge University Press, Cambridge, 2004). 
3  R. Zwanzig, J. Chem. Phys. 33, 1338 (1960);   H. Mori, Prog. Theor, Phys. 
33, 423 (1965);   K. Lindenberg and B. J. West, The nonequilibrium 
statistical mechanics of open and closed systems. (Wiley‐VCH, 1990). 
4  R. Zwanzig, Phys. Rev. 124, 983 (1961). 
5  R. Zwanzig, Nonequilibrium statistical mechanics. (Oxford University Press, Oxford, 2001). 
6  O. F. Lange and H. Grubmuller, Journal of Chemical Physics 124 (21) (2006). 
7  X. Li, Int. J. Numer. Method Eng., online in advance of print (2010). 
8  J.‐E. Shea and I. Oppenheim, J. Phys. Chem. 100 (49), 19035 (1996). 
9  A. J. Chorin, O. H. Hald, and R. Kupferman, Proc Natl Acad Sci U S A 97 (7), 2968 (2000);  A. J. Chorin, O. H. Hald, and R. Kupferman, Physica D: Nonlinear Phenomena 166 (3‐4), 239 (2002). 
  33 
10  M. E. Tuckerman and et al., Europhys. Lett. 45 (2), 149 (1999);  M. E. Tuckerman, Y. Liu, G. Ciccotti, and G. J. Martyna, J. Chem. Phys. 115 (4), 1678 (2001). 
11  A. Sergi, Phys. Rev.  E 69 (2), 021109 (2004). 
12  N. G. van Kampen, Stochastic Processes in Physics and Chemistry, 3rd ed. (North Holland, 2007);   C. W. Gardiner, Handbook of stochastic methods: 
For physics, chemistry, and the natural sciences, 3 ed. (Springer, 2004). 
13  P. Ao, J. Phys. A‐Math. Gen. 37 (3), L25 (2004). 
14  C. Kwon, P. Ao, and D. J. Thouless, Proc. Natl Acad. Sci. USA 102 (37), 13029 (2005). 
15  R. Graham, z. Physik B 26, 397 (1977). 
16  J. Xing, J. Phys. A: Math. Theor. 43, 375003 (2010). 
17  L. Cobb and R. M. D. Thrall, Mathematical frontiers of the social and policy 
sciences. (Westview Press, Boulder, Colorado, 1981). 
18  R. Kubo, M. Toda, and N. Hashitsume, Statistical Physics II: Nonequilibrium 
statistical mechanics, 2nd ed. (Springer, 1991). 
19  S. C. Kou and X. S. Xie, Phys. Rev. Lett. 93 (18), 180603 (2004). 
20  M. Takahashi, Asia‐Pacific Financial Markets 3 (2), 87 (1996). 
21  I. Horenko, C. Hartmann, C. Schutte, and F. Noe, Phys. Rev. E 76 (1), 016706 (2007). 
22  P. Hanggi, P. Talkner, and M. Borkovec, Rev. Mod. Phys. 62, 254 (1990). 
23  H. C. Andersen, J. Chem. Phys. 72 (4), 2384 (1980);   S. Nose, J. Chem. Phys. 81 (1), 511 (1984). 
  34 
24  R. Zwanzig, J. Stat. Phys. 9, 215 (1973). 
25  W. F. G. Swann, Phys. Rev. 44 (3), 224 (1933). 
26  M. V. Berry and J. M. Robbins, Proc. R. Soc. Lond. A 442 (1916), 659 (1993); J. Rau, Phys. Rev. E 56 (2), R1295 (1997). 
27  B. Alberts, A. Johnson, J. Lewis, M. Raff, K. Roberts, and P. Walter, Molecular 
Biology of the Cell, 4d ed. (Garland, New York, 2002). 
28  E. Darve, J. Solomon, and A. Kia, Proc. Natl. Acad. Sci. USA 106 (27), 10884 (2009). 
29  D. T. Schmitt and M. Schulz, Phys. Rev.  E 73 (5), 056204 (2006);   D. Hsu and M. Hsu, PMC Biophysics 2 (1), 6 (2009);   M. Niemann, T. Laubrich, E. Olbrich, and H. Kantz, Phys. Rev.  E 77 (1), 011117 (2008). 
30  K. S. Brown and J. P. Sethna, Phys. Rev. E 68 (2), 021904 (2003). 
31  N. Barkai and S. Leibler, Nature 387 (6636), 913 (1997). 
32  B. Teusink, J. Passarge, C. A. Reijenga, E. Esgalhado, C. C. van der Weijden, M. Schepper, M. C. Walsh, B. M. Bakker, K. van Dam, H. V. Westerhoff, and J. L. Snoep, Eur J Biochem 267 (17), 5313 (2000). 
33  A. J. Chorin, Multiscale Modeling & Simulation 1 (1), 105 (2003). 
34  L. Yin and P. Ao, J. Phys. A:Math. Gen. 39 (27), 8593 (2006). 
35  G. Eyink, J. Lebowitz, and H. Spohn, J. Stat. Phys. 83 (3), 385 (1996). 
36  J. D. Jackson, Classical electrodynamics, 3rd ed. (Wiley, 1998). 
37  M. Berkowitz, J. D. Morgan, and J. A. McCammon, J. Chem. Phys. 78 (6), 3256 (1983). 
 
  35 
 Figure Caption 
Figure 1 Determination of the GLE parameters. (a) The network with end-product 
inhibition. (b) Potential of mean force calculated from the steady-state distribution of the 
full model. (c) The memory kernel used for fitting. (d) The fitted and simulated relaxation 
curve of x1 with x1(0) = 2<x1>ss. We did not fully optimize the fitting. 
Figure 2 Comparison of the predicted and simulated relaxation functions with x1(0) / 
<x1>ss = 1.2 (a), 0.8 (b), 0.5 (c). The model parameters are the same as used in Fig.1.  
 
 
