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ВАРIЯЦIЙНI РIВНЯННЯ ТРЕТЬОГО ПОРЯДКУ ДЛЯ
РЕЛЯТИВIСЬКОЇ ДЗИҐИ
Роман МАЦЮК
Iнститут прикладних проблем механiки i математики
НАН України,
вул. Наукова, 3б, Львiв 79000
Редакцiя отримала статтю 20 листопада 2012 р.
Подаємо виведення рiвняння руху третього порядку для вiльної
релятивiської дзиґи iз засади варiяцiйности в поєднаннi з вимогою
його самозмiнности щодо перетворень Лоренца.
1. Вступ.
Ця праця покликана доповнити попереднi дослiдження про варiяцiйнiсть
рiвнянь руху, що мiстять третю похiдну вiд координати частки, переве-
денi у статтях [1–3]. Наприкiнцi попередньої розвiдки [2] встановлено, що
рiвняння
∗ u¨ ∧ u ∧ s
‖s ∧ u‖3
−3
(s ∧ u) · (s ∧ u˙)
‖s ∧ u‖5
∗ u˙∧u∧s+
µ
‖s‖3‖u‖3
(
u
2
u˙− (u · u˙) u
)
= 0
(1)
при постiйних µ та s описує рух вiльної дзиґи з масою
m = µ
(
1−
(s · u)2
s2u2
)3/2
, (2)
де значком s позначений деякий чотири-вектор неправдивого
”
спiну“ (кру-
тня) цiєї дзиґи. Величина
s · u
‖u‖
(3)
є першим iнтеґралом рiвняння (1). У данiй розвiдцi розглядатимемо само-
змiннi щодо групи рухiв варiяцiйнi рiвняння у чотиривимiрному просторi
спецiяльної теорiї вiдносности. Зокрема, покажемо, що рiвняння (1) мо-
жна отримати з варiяцiйної засади. Як технiчну передумову, розширимо
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правдомiру варiяцiйности, описану в розвiдцi [1] для рiвнянь у часовому
в´iдмiрi, на випадок теорiї в одноманiтних (
”
однорiдних“) спiврядних. До-
кладно розглянемо пов’язання i вiдповiднiсть мiж мовою та технiчним апа-
ратом дослiдження оберненого варiяцiйного завдання в часовiй в´iдмiрностi
та у формалiзмi в´iдмiрної байдужости.
2. Варiяцiйнiсть i в´iдмiрна байдужiсть
Рiвняння (1) є параметрично-iнварiянтним (ще кажуть вi´дмiрно—байду-
жим, або безвiдмiрним) щодо змiни параметра (вi´дмiру) уздовж його iнте-
ґральних стежок. Для запису подiбних безвiдмiрних сутностей, замiсть так
званих одноманiтних спiврядних, —швидкостей uα , u˙α , u¨α , . . . , uα(r) , —
можна використовувати спiвряднi торкання, —швидкостi vi , v′i , v′′i ,. . . ,
v
i
(r) , вiднесенi до змiнної t = x
0 . В третьому порядку перерахунок мiж
змiнними вiдбувається згiдно зi взором:
v
i =
1
t˙
ui
v
′i =
1
(t˙)3
(
t˙u˙i − t¨ui
)
(4)
v
′′i =
1
(t˙)5
{
(t˙)2u¨i − 3 t˙ t¨ u˙i +
[
3(t¨)2 − t˙
...
t
]
ui
}
.
Позначимо буквою pr перехiд вiд змiнних uα , u˙α , u¨α , . . . , uα(r) до змiн-
них vi , v′i , v′′i ,. . . , vi(r) .
Нехай у змiнних vi , v′i , v′′i ,. . . , vi(k) задана деяка ляґранжева густина
Λ = L
(
t; xi, vi, v′
i
, v′′
i
, . . . , vi(k)
)
dt , (5)
якiй вiдповiдає варiяцiйне рiвняння
Ei
(
t; xi, vi, v′
i
, v′′
i
, . . . , vi(s)
)
= 0 . (6)
Нехай, далi, у змiнних vi , v′i , v′′ i ,. . . , vi(k) поставлено варiяцiйне завда-
ння з функцiєю Ляґранжа
L = t˙
(
L ◦ pk
)
. (7)
Попереднiм дослiдженням [4] встановлена така правда:
Рiч 1. Якщо варiяцiйне рiвняння (6) вiдповiдає ляґранжевiй густинi (5),
то варiяцiйне рiвняння
{Eα}
def
=
(
−ui Ei ◦ p
s
t˙ Ei ◦ p
s
)
= 0 (8)
вiдповiдає функцiї Ляґранжа (7).
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Рiвняння (8) порядку s+1 описує в
”
однорiдному“ виглядi тi ж безвiд-
мiрнi iнтеґральнi стежки, керованi варiяцiйним завданням (7), що й рiв-
няння (6). Функцiя Ляґранжа L вочевидь задовольняє так званi умови
Цермело, якi є критерiєм параметричної байдужости вiдповiдного варiя-
цiйного завдання. В другому порядку цi умови записуються ось як:
uβ
∂
∂uβ
L+ 2u˙β
∂
∂u˙β
L = L
uβ
∂
∂u˙β
L = 0.
Для пошуку самозмiнних варiяцiйних рiвнянь використовуємо два мi-
рила — мiрило варiяцiйности i мiрило самозмiнности.
3. Критерiй варiяцiйности
Розглядатимемо компоненти варiяцiйного рiвняння (6), як компоненти ось
якої диференцiйної один-форми:
α = Eidx
i. (9)
Для довiльного s ∈ N нехай Ωs(Q) означає алгебру диференцiйних
форм на многовидi T sQ = {xi, vi, v′i, v′′i, . . . , vi(s−1)} . Нагадаємо поняття
упохiднення в степенованих алгебрах, надiлених узагальненими перемi-
жними спiввiдношеннями, якою i є алгебра Ωs(Q) . Якийсь собi дiлач D
зветься упохiдненням степеня q , якщо для будь-якої диференцiйної фор-
ми ̟ степеня p i будь-якої иньшої диференцiйної форми w справджу-
ється спiввiдношення D(̟ ∧ w) = D(̟) ∧ w + (−1)pq̟ ∧ D(w) . Можна
розвинути деяке числення в алгебрi Ωs(Q) шляхом впровадження дiла-
чiв, — зовнiшнього диференцiяла d i повної (або ж формальної
”
часової“)
похiдної Dt , — ось за якими приписами:
df =
∂f
∂xi
dxi +
∑
r
∂f
∂vi(r)
dvi(r), dv
2 = 0 ;
Dtf =
∂f
∂t
+ vi
∂f
∂xi
+
∑
r
v
i
(r+1)
∂f
∂vi(r)
, Dtd = dDt.
Для того, щоб запроваджене вище означення стало повним, необхiдно ви-
магати аби d було упохiдненням степеня 1 , тодi як Dt щоб було упохiдне-
нням степеня 0 . Для подальших рахункiв ми потребуватимемо ще одного
дiлача, — упохiднення степеня 0 , —що його позначимо ι , i якого означи-
мо за посередництвом дiї на функцiї та один-форми (якi разом локально
породжують алгебру Ωs(Q) ), таким чином:
ιf = 0, ιdxi = 0, ιdvi = dxi, ιdvi(r) = (r + 1) dv
i
(r−1).
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Нехай тепер дiлач deg вимiрює степiнь диференцiйної форми. Нове
поняття ляґранжевого диференцiялу δ впроваджується через свою дiю
на елементи з Ωs(Q) :
δ =
(
deg+
∑
r
(−1)r
r!
Dt
rιr
)
d .
Оператор δ має властивiсть δ2 = 0 . Для диференцiйно-геометричних об’-
єктiв (5) i (9) маємо спiввiдношення:
α = δL. (10)
Тепер критерiй того, що довiльна сiм’я виразiв
{
Ei
}
у формулi (9) є лiвою
частиною варiяцiйного рiвняння для деякого ляґранжiяну, записується на-
ступним чином [5]:
δα = 0 . (11)
Правдомiрi (11) можна надати координатного виразу [6, 7]:
δα =
r∑
s=0
(
∂Ei
∂v
j
s−1
−
r∑
k=s
(−1)k
k!
(k − s)!s!
Dk−st
∂Ej
∂vik−1
)
dv
j
s−1 ∧ dx
i = 0 ,
звiдкiль випливає система диференцiйних рiвнянь з частковими похiдними
∂Ei
∂xj
−
∂Ej
∂xi
+
r∑
k=0
(−1)kDkt
(
∂Ei
∂v
j
k−1
−
∂Ej
∂vik−1
)
= 0 ; (12a)
∂Ei
∂v
j
s−1
−
r∑
k=s
(−1)k
k!
(k − s)!s!
Dk−st
∂Ej
∂vik−1
= 0 , 1 6 s 6 r . (12b)
Записана тут система рiвнянь є рiвнозначною з наступною (яка отрима-
на iз системи (12b) поширенням обсягу змiни букви s аж до залучення
значення s = 0 ):
∂Ei
∂v
j
s−1
−
r∑
k=s
(−1)k
k!
(k − s)!s!
Dk−st
∂Ej
∂vik−1
= 0 0 6 s 6 r . (13)
Доведення. Ускiснення виразу (13) при s = 0 дає рiвняння (12a).
Навпаки, у рiвняннi (12a) вiддiлiмо доданок, який вiдповiдає k = 0 :
2
∂Ei
∂xj
− 2
∂Ej
∂xi
+
r∑
k=1
(−1)kDkt
∂Ei
∂v
j
k−1
−
r∑
k=1
(−1)kDkt
∂Ej
∂vik−1
= 0 .
Пiд першим знаком суми замiнiмо
∂Ei
∂v
j
k−1
його виразом з рiвняння (12b):
r∑
k=1
(−1)kDkt
∂Ei
∂v
j
k−1
=
r∑
k=1
(−1)kDkt
r∑
s=k
(−1)s
s!
(s − k)!k!
Ds−kt
∂Ej
∂vis−1
.
Релятивiська дзиґа 81
Перемiнiмо порядок сумування:
∑r
k=1
∑r
s=k =
∑r
s,k=1
s>k
=
∑r
s=1
∑s
k=1 . Пiд-
рахуймо суму за k :
s∑
k=1
(−1)k
s!
(s − k)!k!
=
s∑
k=0
(−1)k
(
s
k
)
−
(
s
0
)
= 0− 1 = −1 .
Врештi рiвняння (12a) переходить у
2
∂Ei
∂xj
− 2
∂Ej
∂xi
−
r∑
k=1
(−1)kDkt
∂Ej
∂vik−1
−
r∑
k=1
(−1)kDkt
∂Ej
∂vik−1
= 0 ,
яке збiгається з подвоєним рiвнянням (13) при s = 0 .
Правдомiра (13) отримувалася рiжними авторами. Щодо огляду пи-
сьмен з цього приводу вiдсилаємо до книги [8].
Зосередимося на рiвняннях третього порядку. Є очевидним, що вираз,
який вiдповiдає лiвiй частинi такого рiвняння, має афiнний вигляд щодо
найстарших похiдних. Застосуємо деякi звичнi векторнi позначки: крапка
долi означає згортку рядочка з наступним стовпцем, а часом також позна-
чатиме матричне множення мiж матрицею i наступним стовпцем. Частко-
во розв’язуючи систему рiвнянь (13) i по можливостi спрощуючи, можна
дiйти висновку, що загальний вигляд рiвнянь Ойлєра—Пуасона третього
порядку є ось:
A . v
′′+(v′. ∂v)A . v
′+B . v′+ c = 0 , (14)
де скiсна матриця A , симетрична матриця B i стовпець c , – усi залежать
од t , xi , vi та задовольняють ось яку систему диференцiйних рiвнянь з
частковими похiдними:
∂
v
[iAjl] = 0
2B[ij] − 3D1Aij = 0
2 ∂
v
[iBj] l − 4 ∂
x
[iAj] l + ∂
x
l Aij + 2D1∂
v
l Aij = 0
∂
v
(icj) −D1B(ij) = 0
2 ∂
v
l ∂
v
[icj] − 4 ∂
x
[iBj] l +D1
2 ∂
v
l Aij + 6D1∂
x
[iAjl] = 0
4 ∂
x
[icj] − 2D1∂
v
[icj] −D1
3
Aij = 0 .
(15)
Тут диференцiйний дiлач D
1
є обтятим до найнижчого порядку дiлачем
повної похiдної для змiнних xi ,
D
1
= ∂t+ v . ∂x .
4. Критерiй варiяцiйности в одноманiтних спiврядних.
Подiбним чином виражається правдомiра варiяцiйности для рiвняння тре-
тього порядку в одноманiтних спiврядних. Варiяцiйне рiвняння (8) приби-
рає конкретнiшого вигляду
A . u
′′+(u′. ∂u)A . u
′+B . u′+ C = 0 , (16)
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де скiсна матриця A , симетрична матриця B i стовпець C , — усi залежать
вiд xα та uα , а ще й задовольняють таку систему рiвнянь з частковими
похiдними:
∂
u
[αAβλ] = 0
2B[αβ] − 3D1Aαβ = 0
2 ∂
u
[αBβ] λ − 4 ∂
x
[αAβ]λ + ∂
x
λAαβ + 2D1∂
u
λ Aαβ = 0
∂
u
(αCβ) −D1B(αβ) = 0
2 ∂
u
λ ∂
u
[αCβ] − 4 ∂
x
[αBβ]λ +D1
2 ∂
u
λAαβ + 6D1∂
x
[αAβλ] = 0
4 ∂
x
[αCβ] − 2D1∂
u
[αCβ] −D1
3
Aαβ = 0 .
(17)
Тут диференцiйний дiлач D
1
є обтятим до найнижчого порядку дiлачем
повної похiдної для змiнних xα ,
D
1
= u .∂x .
Тепер вкажемо, як вирахувати матрицi A , B та стовпець C , маючи
в розпорядженнi матрицi A , B , разом iз стовпцем c .
Лема. Нехай у рiвняннi (16)
A =
(
0 −a
aT A
)
,
B =
(
B00 b˜
b B
)
,
C =
(
C0
C
)
.
Нехай так само у виразi (8)
{Eα} =
(
E0
E
)
.
Тодi виражаємо величини рiвняння (16) у величинах рiвняння (14):
A =
1
t˙2
A ◦ p0 ,
B =
1
t˙
B ◦ p0 ,
C = t˙ c ◦ p0 ,
де матриця B є симетричною, i, окрiм цього,
A . v + a = 0 , B . v + b = 0 , B00 + b . v = 0 , C0 + C . v = 0 ;
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E = t˙3
[
A . v
′′+(v′. ∂v)A . v
′+
1
t˙
B . v
′+
1
t˙3
c
]
.
B укладi (8) виконується умова Вейєрштраса [9]
u . E = 0 .
Зауваження. Скiснi властивостi матриць, — матрицi A в укладi (16) i ма-
трицi A в укладi (14), — накладають гострi обмеження на саме iснування
варiяцiйного рiвняння третього порядку в нижчих вимiрах:
1. Не iснує варiяцiйного рiвняння третього порядку в одновимiрному
просторi (значок α прибирає одного-єдиного значення, α = 0 );
2. Не iснує безвiдмiрного (себто
”
параметрично—iнварiянтного“) варi-
яцiйного рiвняння на площинi (значок i прибирає одного-єдиного
значення, i = 1 ).
5. Евклiдiвська незмiннiсть
Ґраф iнтеґральної дорiжки t 7→ xi(t) , i = 1, . . . n , варiяцiйного рiвня-
ння (6) можна продовжити до перекрою t 7→ (t, xi(t), vi(t), v′ i(t), v′′ i(t))
в’язки струменiв J3(R,Rn)→ R , iнтеґрального щодо векторної диферен-
цiйної один-форми у змiннiй t ,
e = α⊗ dt
(
гляди (9)
)
= Eidx
i ⊗ dt ,
(18)
заданої на просторi J3(R,Rn) струменiв перекроїв прямокутного добутку
R×Rn .
Поряд з диференцiйною формою (18) зручно впровадити ще й так зва-
ний її лепажiвський еквiвалент, що його чинники не залежать од похiдних
третього порядку:
ǫ = Aijdx
i ⊗ dv′j+ kidx
i ⊗ dt, (19)
k = (v′. ∂v)A . v
′+B . v′+ c . (20)
Про цю векторно-значну диференцiйну один-форму, що набирає значень
з простору T ∗Rn , можна думати, як про деяку iнтерпретацiю поняття
лепажiвської форми, альтернативну до викладеної в книзi [8]. Оскiльки ми
зацiкавленi в голономних дорiжках, як звичайно, вважатимемо векторно-
значнi диференцiйнi один-форми (19) i (18) рiвнозначними в стосунку до
модуля торкання на многовидi J3(R,Rn) ,
ǫ− e = Aijdx
i ⊗ θj3 ,
де векторно-значнi один-форми торкання
θ1 = dx− vdt , θ2 = dv − v
′dt , θ3 = dv
′ − v′′dt (21)
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породжують модуль торкання на многовидi J3(R,Rn) .
Щоби враз охопити, як справдi евклiдiвський, так i лже-евклiдiвський
випадки, узгоднiмо деякi позначки.
Буквою η позначiм знак + чи − компоненти g0 0 звичаєвого дiа-
гонального метричного тензора. Серединною крапкою позначiм операцiю
скалярного добутку помiж матрицями, якi виражають тензори, або ж по-
мiж вервечками, якi виражають вектори, — стосовно звичаєвого (лже)ев-
клiдiвського метричного тензора. Таким чином, скалярний добуток є нi-
чим иньшим, як просто згорткою, до якої залучений метричний тензор.
Твiрник X (лже)евклiдiвських перетворень у тривимiрному просторi мо-
жна параметризувати деякою скiсною матрицею Ω i деяким вектором π :
X = − (π · x) ∂t + η tπ .∂x +Ω · (x ∧ ∂x)
+ ηπ .∂v + (π · v) v . ∂v +Ω · (v ∧ ∂v)
+ 2 (π · v) v′. ∂v′ + (π · v
′) v . ∂v′ +Ω · (v
′ ∧ ∂v′) .
Є можливим вкласти поняття симетрiї рiвняння (14) в загальнi рамцi
науки про незмiннiсть зовнiшньої диференцiйної системи. Система, про
яку нам йдеться, породжена векторно-значною пфафiвською формою ǫ з
укладу (19) та векторно-значними диференцiйними формами торкання θ1
i θ2 з укладу (21). Нехай X(ǫ) означає похiдну Лi вiд векторно-значної
диференцiйної форми ǫ уздовж векторного поля X . Умова незмiнности
полягає в тiм, що мали-б iснувати деякi такi матрицi Φ , Ξ , i Π , залежнi
од v i v′ , що
X(ǫ) = Φ . ǫ+Ξ . (dx − vdt) +Π . (dv − v′dt). (22)
Також припускатимемо, що A i k in (19) не залежать анi вiд t анi вiд x .
Рiч 2. В чотиривимiрному (лже)евклiдiвському просторi не iснує само-
змiнних варiяцiйних рiвнянь третього порядку
Доведення. Умова самозмiнности (22) розпадається на окремi тотожностi
вiдповiдно до прирiвнювання чинникiв при диференцiялах dv′ , dv , dx ,
dt :
[π .∂v + (π · v) v . ∂v +Ω · (v ∧ ∂v]A+ 2 (π · v)A+ A. v ⊗ π − A .Ω = Φ .A
(23)
2 (A . v′)⊗ π + (π . v′)A = Π (24)
−k⊗ π = Ξ (25)
Xk = Φ . k−Ξ . v −Π . v′ (26)
Скiсна матриця обшару 3 завжди є виродженою: якщо позначимо
a
def
= ∗A ,
то матимемо A . a = 0 . Згорнiмо, коли так, рiвняння (23) зi стовпцем a i
розщепiмо за параметрами π та ω def= ∗Ω :
a× (π. ∂v) a+ (π · v)a× (v. ∂v)a− (π · a) a× v = 0 (27)
a× [ω v∂v]a− a× (ω × a) = 0 . (28)
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Покладiмо в рiвняннi (27) π = ω × v i використаймо (28):
a× (ω × a)− [ω v a]a× v = 0 .
Згорнiмо зi стовпцем ω :
(a × ω)2 + [a vω]2 = 0 . (29)
Величина (a×ω)2 = a2ω2− (a ·ω)2 є додатною, якщо сиґнатура метрики
дорiвнює ±3 . В рештi випадкiв, користаючи з того, що (a × ω) · ω = 0 ,
завжди можна вибрати стовпець ω таким чином, щоб вектор a × ω не
стримiв в уявний бiк, (a×ω)2 ≥ 0 . Тому iз спiввiдношення (29) випливає,
що (a × ω)2 = 0 . З огляду на решту довiльности у виборi ω , повинно
бути a = 0 .
6. Варiяцiйнi рiвняння третього порядку для вiльної дзиґи.
Як видно iз Речi 2, спроби збудувати пуанкаре—самозмiнне варiяцiйне рiв-
няння третього порядку в чотиривимiрному свiтi приреченi на невдачу.
Ми обминаємо цю труднiсть упровадженням до шуканого рiвняння дода-
ткового вектор—параметра s , який перетворювався б за виказом дiї групи
Лоренца. Потрiбно, поруч iз цим, стежити, аби не порушувалася будова
рiвняння Ойлєра—Пуасона (14) разом з умовами (15).
Нехай, отже, вираз (20) не мiстить явної залежности вiд змiнних t i x ,
а, зате, величини a = ∗A , B та c мiстять залежнiсть ще й вiд чотири—
вектора s =
(
s0, S
)
. Твiрник перетворень Лоренца повинен мiстити часть,
яка дiятиме на параметри s0 та S ( η = 1 ):
X = − (π · S) ∂
s0
+ s0π .∂S + [ω S∂S]
− (π · x) ∂t + tπ .∂x + [ω x∂x]
+ π .∂v + (π · v) v . ∂v + [ω v∂v]
+ 2 (π · v) v′. ∂v′ + (π · v
′) v . ∂v′ + [ω v
′
∂v′ ] .
Умова самозмiнности (22) розпадається на окремi тотожностi, якi утво-
рюються вiд прирiвнювання чинникiв при диференцiялах dv′ , dv , dx та
dt :(
π · S ∂
s0
− s0π . ∂S − [ω S∂S]− π . ∂v − (π · v) v . ∂v − [ω v∂v]
)
a× dv′
− 2 (π · v)a × dv′ − a× v (π · dv′)− a× (ω × dv′) = −Φ . (a× dv′) ; (30)
− 2a × v′ (π · dv)− (π · v′)a × dv = Π . dv ; (31)
− k (π · dx) = Ξ . dx (32)
Xk = Φ . k−Ξ . v −Π . v′ (33)
Оскiльки скiсна матриця A є виродженою, рiвняннi (30) мiстить деяке
спiввiдношення, до якого не входить невизначений чинник Φ . Ось, по-
кладiмо у рiвняннi (30) dv′ = a . Права часть рiвняння щезне, так що
86 Р. Мацюк
отримаємо два спiввiдношення з параметрами, вiдповiдно, π та ω :
a×
[
−π · S ∂
s0
+ s0π . ∂S + π . ∂v + (π · v) v . ∂v
]
a− (π · a)a × v = 0 ,
(34)
a× ([ω S∂S] + [ω v∂v])a− a× (ω × a) = 0 .
(35)
В укладi (34) покладемо один раз π = s0ω × v , а за другим разом π =
ω × S , та й додамо отриманi вирази. Згiдно з укладом (35) одержуємо:
− s0 [ω v S]a × ∂
s0
a+ s0
2a× [ω v∂S]a − s
0 [ω v a]a × v + a× [ω S∂v]a
+ [ω S v]a× (v . ∂v)a − [ω Sa]a× v + s
0a× (ω × a) = 0 .
(36)
Запровадьмо позначку
f = S− s0v .
Покладiмо в (35) i у (36) ω = −f . Помножiм (35) на −s0 i збудуймо
пiвсуму з (36):
− [f v a]a× v + a× (f× a) = 0 . (37)
Тепер помножiм (37) скалярно на вектор f :
[a v f]2 + (a× f)2 = 0 . (38)
Якщо (a× f)2 = 0 , при довiльних s0 , S , v , то вектор f паралельний до
вектора a :
a = a(vα) f . (39)
Розв’язка (39) задовольняє рiвняння (34, 35).
У тотожнiсть (33) можна пiдставити неозначенi чинники Ξ та Π iз
(32) та (31):
Xk = Φ . k+ (π · v) k+ 3 (π · v′)a × v′ . (40)
Позначiмо G = (gij) i запровадьмо матрицю
W = −XA− 2(π · v)A − (A . v)⊗ π + ω ⊗ a− (ω · a)G .
Тепер тотожнiсть (30) запишеться у скороченому виглядi:
Φ× a =W , (41)
де векторний добуток помiж дiадиком Φ та вектором a запроваджується
взором
(Φ× a) . n = Φ . (a× n)
при довiльному векторi n . Перемноживши (41) справа векторно на k , з
помiччю укладу
(Φ× a)× k = (Φ . k)⊗ a− (a . k)Φ
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отримаємо, пiсля пiдставлення (40),[
Xk− (π · v) k− 3 (π · v′)a × v′
]
⊗ a−W× k− (a · k)Φ = 0 . (42)
Тотожностi (40, 41) алгебрично рiвнозначнi з тотожнiстю (42), якщо тiльки
a i k є такими, що a · k 6= 0 . Пiдставмо (39) у (42) i скористаймо з (41).
Отримуємо:[
Xk− (π · v) k− 3 (π · v′)a× v′
]
⊗a+
a
′
a
W×a−W×
(
B . v
′ + c
)
= (a·k)Φ .
(43)
Нижче поданi функцiї задовольняють систему рiвнянь з частковими
похiдними (43) i, водночас, задовольняють також i умови (15)
a =
[
(1 + v2)(s0
2 + S2)− (s0 + S · v)2
]
−3/2 ;
B = µ
(1 + v2)G− v ⊗ v
(1 + v2)3/2(s02 + S2)3/2
;
c = 0 .
Рiвняння Ойлєра—Пуасона прибирає вигляду:
E =
v′′ × (S− s0v)
[(1 + v2)(s02 + S2)− (s0 + S · v)2]
3/2
− 3
(s0
2 + S2) v′ · v − (s0 + S · v) S · v′
[(1 + v2)(s02 + S2)− (s0 + S · v)2]
5/2
v
′ × (S− s0v)
+
µ
(1 + v2)3/2(s02 + S2)3/2
[
(1 + v2)v′ − (v′ · v) v
]
= 0 . (44)
Послуговуючись взором (16) i Лемою на сторiнцi 82, отримуємо рiвнян-
ня (1).
Вираз у лiвiй частi рiвняння (44) є виразом Ойлєра—Пуасона для ко-
жної з ось якої сiм’ї функцiй Ляґранжа:
L(i) =
s0
s02 + S2
·
(s0
2 + n(i)
2)(si − s0vi)− si(n(i) · z(i))
(s02 + n(i)2)z(i)2 − (n(i) · z(i))2
·
[
v′ (S− s0v) e(i)
]
(S− s0v)2 + (S× v)2
−
µ
(s02 + S2)3/2
√
1 + v2 ,
де запроваджено позначки:
n(i) = S− sie(i) , z(i) = (S− s0v)− (si − s0vi)e(i) ,
а вектори e(i) утворюють базу в E
3 .
Вiдповiдно до Речi 1, iз повищої сiм’ї функцiй Ляґранжа отримуємо
для рiвняння (1) ось яку сiм’ю функцiй Ляґранжа (7):
L(β) =
∗ u˙ ∧ u ∧ s ∧ e(β)
‖s‖2‖s ∧ u‖
·
s2uβ + (s · u) sβ
(uβs− sβu)2 − (s ∧ u)2
−
µ
‖s‖3
‖u‖ ,
де вектори e(β) = {e0, e(i)} утворюють базу в E4 .
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THIRD ORDER VARIATIONAL EQUATION FOR THE FREE
RELATIVISTIC TOP
Roman MATSYUK
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3 b Naukova St., L’viv, Ukraine
I proffer a development of some third order equation of motion for the free
relativistic top from the simultaneously imposed assumptions of variationality
and Lorentz symmetry.
