Abstract We consider the sum of the coordinates of a simple random walk on the K-dimensional hypercube, and prove a double asymptotic of this process, as both the time parameter n and the space parameter K tend to infinity. Depending on the asymptotic ratio of the two parameters, they converge towards either a Brownian motion, an Ornstein-Uhlenbeck process or an i.i.d. collection of Gaussian variables.
Introduction
Many results (like the Law of Large Numbers or the Central Limit Theorem) are already known for the asymptotic behavior in time of an additive functional of a Markov chain (see for instance [6] ). But the case where we consider a sequence of such processes is only partially studied. Here we adress the problem of a double asymptotic as both the time and the index in the sequence tend to infinity. For instance, a well understood case is the discretization of a diffusion process : as you consider larger time horizons and finer meshes, the discrete processes converge to the continuous diffusion they come from.
Actually this paper was initially motivated by the study of a constrained random walk introduced in [2] , where an additive observable of a simple random walk on a graph G K whose vertices are {−1, 1} K is described. The authors used a discrete Hodge decomposition to rewrite their observable as a sum of a divergence-free and a bounded gradient vector fields, and then proved that for every K the rescaled constrained random walk converges in time to a Brownian motion with variance σ 2 K = 2 K+2 . A natural generalization of this result would be to let K grow to +∞, but the diffusivity tends to 0 as K grows, which means that the normalization √ n used in [2] is too strong to get a non-trivial limit in this case. Moreover the gradient part was neglected since it is bounded when K is fixed. Actually, it is a function of K, and when K tends to infinity it is no more obvious that it can be neglected.
In our setting we are dealing with a simplified version of this model. By removing some edges from the graphs G K , the additive observable corresponds to a pure gradient term. Hence in this model we have σ K vanishing for every K. Moreover this toy model is more amenable to computations since the dependence in K of the gradient term is quite simple. Even if the diffusivity is zero we managed to get a convergence to Gaussian processes when both n and K tend to +∞.
Surprisingly we find out that the good normalization and the limiting process both depend on the asymptotic of the ratio of our parameters. Indeed, if the limit of n K is a positive constant our rescaled process will converge to an Ornstein-Uhlenbeck process, if it's 0 we'll get a Brownian motion, and last but not least if the ratio tends to +∞ the limiting process is a collection if i.i.d. Gaussian random variables.
The model
Let the graph H K = (V K , E K ) be the K-dimensional hypercube, more precisely :
We define (Y K (n)) n≥0 as the simple random walk on H K , with Y K (0) chosen uniformly at random in V K . We set f K : V K → R the function giving the sum of the coordinates in H K , namely :
We are interested in the behavior of f K (Y K (n)), and more specifically we want to give some scaling limit as n and K both tend to infinity of the linear interpolations processes defined by :
In other words we want to find some c n,K and random process (X t ) t≥0 such that :
where D stands for the convergence in distribution in the set of càdlàg functions D(R + , R) endowed with the Skorokhod topology used in [4] . In the next sections X D = Y will mean that the random variables or processes X and Y both have the same probability law.
We begin with the intermediate regime (both parameters grow at comparable speeds) and then the slow regime (n grows much smaller than K) using two strong approximation results from [4] . However in the fast regime (n grows faster than K) we do no longer converge to a diffusion process, so we use an ersatz of Donsker's theorem which will be proven in the last section.
We found out a posteriori that X n,K is an affine transformation of an Ehrenfest's urn, which explains the convergence to an Ornstein-Uhlenbeck process in the intermediate regime (see for instance [3] for a proof of this result). The other two limits could then be seen as rescaled Ornstein-Uhlenbeck processes.
Intermediate regime
We expect that in the intermediate regime the normalization can either be √ K or √ n since both parameters grow at the same speed (to a positive factor λ), so we will set c n,K = √ K. Since X n,K is a Markov process, we want to apply the Corollary 4.2 (p.355) from [4] , which would grants the convergence to an explicit diffusion processes under some technical assumptions. But in order to have one parameter we will consider that K is a function of n, namely let's define :
and consider the sequence of processes
One can check that for all N ≥ 1 the sequence of random variables defined by :
is an homogeneous Markov chain with values in :
whose transition kernel is given for every x ∈ S N by :
.
Using the same kind of proof as the Example 27.8 from [3] , we simply have to compute the following functions :
Lemma 1 For all r, ε > 0 we have the following convergences :
with the functions a and b defined by :
Proof.
Theorem 1 For all λ > 0 we have :
where (X λ (t)) t≥0 denotes the Ornstein-Uhlenbeck process solving :
Proof. The Corollary 4.2 from [4] yields :
If n = N and K = K(N ), we get K −1/2 X n,K (t) = M n (⌊nt⌋), which grants the result.
Equivalently, since both n and K grow at almost the same speed, we can use √ n instead of √ K. In that case, reasoning the same way grants a slightly different result :
For all λ > 0 we have :
where
denotes the Ornstein-Uhlenbeck process solving :
Slow regime
With the previous results, one can expect that if n K → 0 then normalizing by 2 √ n would make converge our processes to a standard Brownian motion. But, the main problem is that
does not converge in law if n K → 0. To bypass this "non-converging initial value" problem, let's consider the following processes :
The Corollary 4.2 from [4] can no longer be used since the processes Z n,K are not Markovian. We need a more general result, for instance the Theorem 4.1 from the same reference.
To apply this theorem, we still consider that
0, and we are searching for two sequences of random processes A N and B N such that :
we get for any integer i ≥ 0 :
Similarly we set ∆Z N (i)
So if we set :
Moreover one can see that F We are ready to check the technical requirements of the Theorem 4.1 from [4] :
Proof. Because of the first three conditions, the jumps' amplitude of the processes have to decrease fast enough to have a continuous limit. The first one is obvious since the jumps of Z N are bounded by
which obviously tends to 0. This computation also helps to see that the jumps of A N are small enough. The more important part of these technical conditions are the two last ones, namely :
With a good use of the stopping times and Chebyshev's inequality, we get :
The last convergence can be obtained exactly the same way.
We finally apply the theorem to the sequence (Z N ) N to get the following result :
where (W t ) t≥0 denotes a standard Brownian motion.
Proof. The Theorem 4.1 from [4] yields :
where x is a diffusion process solving :
Fast regime
Now, we are interested in the regime n K → ∞. The Theorem 1 let us think that the good normalization will be of the order of √ K, but the limit process would no longer be a diffusion. Since we can't use the theorems from [4] we used in the other regimes, we need to take a look at the finite-dimensional laws of the processes. Let's define t = (t 1 , . . . , t s ) such that 0 < t 1 < · · · < t s , and set :
Our goal is to show that :
for some linear functional F, where (ξ i ) i∈N is an i.i.d. sequence of Rademacher random variables, and (B k ) k∈[N ] is a random partition of [K] (independent from the ξ i ).
Recall that X n,K (t) = f K (Y K (⌊nt⌋)), and let's rewrite f K (Y K (n)) in a more suitable form. 
Proof. We use the simple fact that for all integer n ≥ 0 :
By induction we get that :
Since only the oddness of ǫ i (n) impacts the value of f K (Y K (n)), we get the expected result by denoting ξ i the value of Y (i)
Now that we made the (ξ i ) i∈N appear in the value of X n,K (t), we want to construct a suitable partition to get the Equation (2).
Since we are only interested in the coordinates which have been drawn an odd number of times between ⌊nt i−1 ⌋ and ⌊nt i ⌋, we define the following sets :
(with the convention t 0 = 0).
In fact, if we cut the integer interval 1, ⌊nt s ⌋ into the s intervals of the form ⌊nt i−1 ⌋ + 1, ⌊nt i ⌋ , then the set B(J) contains all coordinates which have been drawn an odd number of times on the j-th interval for all j ∈ J and an even number of times on the j-th interval for all j / ∈ J. 
B(J).
Using the Proposition 2, we finally get that :
We now state the following result (whose proof is in the next section), which is an ersatz of Donsker's Theorem with converging random time vectors.
Lemma 2 Let (ξ i ) i∈N be i.i.d. Rademacher random variables and (t K ) K≥1 a sequence of random vectors in (R
If there exists a deterministic
where (W s ) s∈R+ denotes a standard Brownian motion.
In order to apply the Lemma 2, we will need to reorder the ξ i but also to prove that all the |B(J)| K converge to some constants.
Lemma 3
Whatever the choices of s ≥ 1 and 0 < t 1 < · · · < t s , we get :
Proof. First one can see that if
and O l k are independent. In order to lighten the computations, we set for all k ∈ [s] :
Now let's compute the expectation of
where we use the fact that the coordinates are exchangeable, so :
Now we use the Lemma 4 (statement and proof some pages ahead) to get :
Then :
n,K→∞ n/K→∞ 4 −s , so it just remains to prove the following :
to get the variance going to 0.
The first term obviously tends to 0 , so we just have to rewrite the second term in a more suitable way :
Using the Lemma 4, we get :
and finally
Proof. It's easy to check that O
Then we can use the moments of Ehrenfest's urn to get the convergence (see for instance [1] for computations of the first two moments of Ehrenfest's urn). Setting ∆t k def = ⌊nt k ⌋ − ⌊nt k−1 ⌋ we get :
And for the variance :
We then get the following result :
denotes an i.i.d. collection of Gaussian random variables
By reordering the ξ i , we get :
We can use the Lemma 3 to show the following convergence :
Since (S k ) k∈[2 s ] and (ξ i ) i∈N are independent, the Lemma 2 states :
where (W t ) t≥0 is a standard Brownian motion. We can conclude thanks to the following :
We finally get the convergence of the finite dimensions laws of the process in the fast regime :
where the random process (G t ) t≥0 is an i.i.d. collection of Gaussian random variables N (0, 1).
Proof. Using Proposition 3 we know that the limit is a centered Gaussian process, so we just need to compute its covariance function, namely cov(G t1 , G t2 ) for all t 1 , t 2 ≥ 0. In the case t 1 = t 2 , using (3) with t = (t 1 , t 2 ) we get :
For the variance, just consider s = 1 and we have :
Since the only centered Gaussian process whose covariance function is :
is the family of i.i.d. N (0, 1), we get the result.
REMARK 1.
In the Theorems 1 and 2 the tightness of our processes was granted by the theorems from [4] , but since we were only interested in the convergence of the finite-dimensional vectors, the Theorem 3 is not a convergence in distribution.
Proof of Lemma 2
Recall the Lemma 2 which we will prove in this section :
If there exists a deterministic
For all x = (x 1 , . . . , x k ) ∈ R k we will consider the following norm :
For the sake of simplicity we will set R k + def = (R + ) k , and for every R k -valued process (X t ) t≥0 and t = (t 1 , . . . , t k ) ∈ R k + we will note X t def = (X t1 , . . . , X t k ).
In order to prove the Lemma 2, we need the following result :
Lemma 5 Let (W t ) t∈R+ be a standard Brownian motion. Then for all ε > 0 and d > 0 there exists δ > 0 such that :
where N i is a N (0, |x i − y i |) random variable. One can easily find a suitable ∆ > 0 such that :
and get the result using the fact that ||x − y||
Let's get back to the main topic. Assuming the premises of Lemma 2, we want to prove that for every function f : R k + → R bounded and uniformly continuous we have :
Let ε > 0. For all δ > 0 we have :
Now we split the other term in two parts (which will be dominated separately) :
Let's define the functions ϕ K and ϕ by :
Proposition 4
The functions (ϕ K ) K≥1 converge uniformly on every compact of R k + to the function K.
Proof. We already know via the Donsker's theorem that the sequence (ϕ K ) K≥1 converges pointwise to ϕ (see for instance [5] ).
Let S ⊂ R k + compact, for all ∆ > 0 there exists a finite subset M ⊂ S such that :
Let ε > 0 and t ∈ S, and choose s ∈ M such that ||t − s|| ≤ ∆. We then get :
Let's dominate the first term. The function f being uniformly continuous, there exists δ > 0 such that ||x − y|| ≤ δ ⇒ |f (x) − f (y)| < ε/6. Then we get :
But we can see in the proof of the Theorem 4.20 (p70) from [5] Using the previous Proposition we get that for all S compact subset of R k + there exists N (ε, K) such that ∀ s ∈ K and ∀ K ≥ N (ε, K) :
Using the independence of the (t K ) K and the (ξ i ) i we can write :
Then, since the ball of radius δ centered on t is compact, there exists an integer N 2 (ε, δ) def = N (ε, B(t, δ)) such that for all n ≥ N 2 (ε, δ) we have :
Now we have to dominate |E[(f (W tK ) − f (W t ))1 ||tK −t||≤δ ]|. Using the continuity of f we know there exists some d > 0 such that :
We then have :
Using the Lemma 5, for all d > 0 there exists δ > 0 small enough such that the following holds :
Grouping all the terms, we finally have that for every bounded continuous function f and ∀ ε > 0, there exist some d, δ > 0 such that ∀ K ≥ max(N 1 (ε), N 2 (ε)) :
