Abstract|This paper presents a novel feature selection approach for backprop neural networks. Previously, an feature selection technique known as the wrapper model was shown e ective for decision trees induction. However, it is prohibitively expensive when applied to real-world neural net training characterized by large volumes of data and many feature choices. Our approach incorporates a weight analysis based heuristic called ANNIGMA to direct the search in the wrapper model and allows e ective feature selection feasible for neural net applications. Experimental results on standard data sets show that this approach can e ciently reduce the number of features while maintaining or even improving the accuracy. We also report two sucessful applications of our approach in the helicopter maintenance applications.
I. Introduction
Selection of relevant features is of primary importance to the success of a neural net. The goal is to nd the minimum subset of features that yield the highest accuracy. This problem is especially severe when real-world applications are attempted and human selection of features is not available, desirable, or dependable. There are two models of feature subset selection. In the lter model, the features are ltered independently of the induction algorithm. This ltering is done as a preprocessing step. In contrast, the wrapper model (John, Kohavi, P eger, 1994) wraps around the induction algorithm, searching the feature subset space guided by the performance of the induction algorithm.
Since the ltering model ignores the e ect of the feature subset on the performance of the induction algorithm, many researchers have pointed out that it may not be as effective and general as the wrapper model 1], 2], 3]. They make the point that feature subset selection must take into account the biases of the induction algorithm in order to perform well. However, since in the wrapper model, a large number of training is required to search for the best performing feature subset, it can be prohibitively expensive for neural net applications. Many search strategies were proposed to speed up the search, including hill climbing 3], compound operators 2], randomized algorithms 4], etc. However, when applied to neural net application, at each branching point of the search, these approaches still need to train m neural nets with cross validation to select the next feature subset, where m is the branching factor.
This can be prohibitively expensive in real-world applications. A directed feature subset search is needed for neural nets. In this paper's approach, the feature subset search is accelerated by a heuristic called Arti cial Neural Net Input Gain Measurement Approximation (ANNIGMA). AN-NIGMA ranks neural net features by relevance. Following each training, the ANNIGMA heuristic ranks the features by relevance. This makes it unnecessary to train m neural nets for each branching point. A huge improvement in speed is now realized. In real-world applications, fewer features means fewer costs to build sensors and to run systems. This paper also reports two successful real-world applications of the ANNIGMA-wrapper approach in helicopter maintenance.
II. The ANNIGMA-Wrapper Approach
A. An Approximate Metric for Total Gain
The heuristic called ANNIGMA ranks features by relevance based on the weights associated with the features. The reasoning behind this heuristic is that neural net weights can be viewed as representing the gain of the input signal to the output node. Input signals that are noisy or irrelevant to the output will have a high error rate if they have high associated weights. Therefore, training algorithms must reduce their weights such that they do not contribute to the output. In a similar manner, the weights of relevant and noise-free signals will be increased.
The 
The local gain, LG, is de ned to be
Since L k and F are common factors to ANNIGMA's numerator and denominator, they can be dropped in the calculation of LG, i.e.
LG ik = X j jW ij W jk j :
The ANNIGMA score is the local gain, LG, normalized to a scale of 100:
When the input features are scaled in the same range, the weights will give an approximation of the relative gain of each of these features.
B. An Illustrative Example of the ANNIGMA Heuristic We synthesized a small data set to test and illustrate the predictive power of ANNIGMA heuristic. The data set for this example has binary valued features that satisfy the normalization requirement of the ANNIGMA heuristic. The data set contains six columns of input features (A 1 -A 6 ) and one column of target outputs (O 1 ). Table I shows sample records of our synthesized data. Random XOR Sum < 2 Target The ANNIGMA scores of these features after six iteration of training epochs is given in Figure 1 On the top level, this algorithm consists of two nested loops. The outer loop, called the wrapper cycle, selects the next subset to evaluate based on the ANNIGMMA evaluation of each feature and the classi cation performance of the neural network using this subset of features. How candidate feature subsets are actually generated and evaluated is realized by the box \feature subset selection heuristic" at the bottom of Figure 2 . Feature subset selection heuristic is instantiated by a search strategy which will be described in detail in the next section.
The inner loop called the training cycle corresponds to the rst and second boxes on the program ow path in Figure 2 . Each of the training cycles takes the candidate feature set as the input and estimates the error rate of a trained neural net using the test data subset. The error rate is estimated by ten-fold cross-validation as follows. There is an additional \hold-out" set of data for nal performance testing which is not used here.
The next box on the path of the program ow is to calculate ANNIGMA rankings of the features. After each run of the cross-validation is completed, Eq. 5 is evaluated for each feature as described in Section II-A. The resulting ANNIGMA score is then weighted by the test error rate (i.e., ANNIGMA score * (1-test error rate)). This ensures that the better performing neural nets have proportionately greater in uence on the nal ranking of features. The resulting error-weighted ANNIGMA scores are averaged for n runs to produce the nal score for each feature and the ANNIGMA ranking. We compared the results of weighted and non-weighted cases in our experiments. As expected, the weighted case performed better 5].
D. Search Strategies
Our algorithms are based on the strategie of backward elimination 1], 3]. Backward elimination starts with a complete set of original features and removes features from candidate subsets during the search. We present three versions of backward selection including greedy backward elimination (BE), backward elimination with backtracking (BEB), and backward stepwise elimination (BSE) for integrating the ANNIGMA heuristic into the wrapper model. BE is a greedy version of backward elimination that runs the training cycle to obtain the ANNIGMA rankings and the error rates with all features, then starts with a set including all features. It repeatedly eliminates the next worst ANNIGMA ranked feature in each wrapper cycle until the error rate goes up.
BEB is a version of BE that allows for backtracking.
The idea is that if the error rate goes up, instead of terminating the feature selection, the previous feature being eliminated is restored and the next worst ranked feature is eliminated. The process is iterated until a performanceimproving elimination is found for each size of feature subsets.
BSE (Algorithm 1) is designed to accelerate feature selection for large data sets when BEB is too slow. The main idea is to eliminate a large number of seemingly irrelevant features in early cycles and adjust the feature subset carefully in the subsequent cycles. When the performance degrades, the best of the discarded features are brought back into the candidate subset. 6, 8, 10 , 12, and 13) and initial xed reduction period (line 6) can be adjusted for a given application. Changes to these parameters may a ect the e ciency of the search as well as the selected features. In our experiments, we found that slight changes to these parameters did not a ect the resulting sets of selected features.
History-averaged score is used as a more reliable estimate of the relevance of a discarded feature than the most recent score because re-introducing a discarded feature is based on an assumption that its relevance is underestimated by the most recent score. However, which score in the previous wrapper cycles is the most reliable is not known, while recomputing the score may incur huge overhead. Therefore, a conservative choice is to use the history-averaged score.
III. Experimental Results Against UCI Data sets
This section reports experiments exploring the results of using the ANNIGMA-wrapper algorithm against standard arti cial and real-world data sets. These data sets were obtained from the UCI Machine-Learning Repository 6].
A. Data Set Description and Preparation
The rst column of Table II gives the size of our experimental data sets (in the format: training/cross-validation + hold-out set.) The ratio of training and hold-out set is two to one unless explicitly designated by data set providers. Some data sets contain missing values. We simply replace all missing values by the feature mean for all instances belonging to the same class. The rst four rows are arti cial data sets and the rest are real-world data sets.
B. Experimental Procedure
The second column of Table II describes the neural net con gurations (in the format: maximum epochs + number of hidden nodes + hidden layer transfer function + output layer transfer function ) for each data set in the experiments. These con gurations are empirically determined based on their cross-validation errors and relative variances of the resulting ANNIGMA rankings.
The experiments are carried out as follows. For each data set, the rst step is to normalize input features into the same range, usually between 0 and 1. After the conguration is determined, we estimate the error rate of the neural net with no feature selection by applying 10-fold cross-validation to train 10 sets of the weights using the data set data size con guration training set, and then testing them against the hold-out set and averaging the resulting error rates. Next, we compare the feature selection performance of ANNIGMA-wrapper by applying di erent search strategies described in Section II-D thirty times and report the average number of features selected, the average error rate, and the average execution time. In each trial, the elements in training set and hold-out set of a testing data set are randomly selected except the data set whose training and hold-out set have been explicitly designated by its provider. The error rate is estimated by averaging hold-out set errors after the nal feature subset is selected. Two di erent search strategies are applied to each data set for performance comparisons: \SWB", and \BE family". \SWB" is the standard wrapper-backward elimination. It is a greedy version of backward elimination for the standard wrapper feature selection, where error rates are the sole metric to guide the search. This approach is introduced here for the purpose of comparisons. The fourth column of Table II shows which \BE family" algorithm is used for each data set. We use BSE for data sets with many features, BE for small or synthesized data sets, and BEB for others, mainly to maximize the utility of our computing facilities. The experiments are conducted on Pentium III 800MHz PCs with 128MB memory.
C. The Results
Table III reports the average execution time in seconds to complete a feature selection task for each data set with di erent algorithms. In all cases, the ANNIGMA-wrapper algorithms (BE family) can complete a feature selection task in less than ten minutes. Compared with SWB, the ANNIGMA-wrapper algorithms are many times faster for all data sets, especially for those data sets with a large number of features, such as Ionosphere (34 features).
Table III also reports the feature selection performance of the ANNIGMA-wrapper approach. The \NN" column lists the results with no feature subset selection. The second column (\SWB") reports the results of the standard wrapper-backward elimination. The third column compare the results by using the search strategies (BE family) of the ANNIGMA-wrapper approach. For each case (except for SWB for Ionosphere), we report the average and the standard deviation of the number of features selected, the average and the standard deviation of the error rates. Since it takes too much time for SWB to select features for data set Ionosphere, we only complete this algorithm one time for Ionosphere and report that only result.
We also use ANOVA with the Bonferroni procedure for multiple comparisons statistics 7] . The di erence between any two error rates in a row must be at least as large as the value in the RD (Required Di erence) column in order to be considered statistically signi cant at the 90% condence level for the experiment as a whole. An error rate in boldface is signi cantly better than that of \NN".
D. Discussion
The results show that BE family perform well in general for seven out of the ten data sets, improving the number of features or the error rate over the base NN signi cantly. The results for 3P and CorrAL are particularly remarkable. BEB selects the correct three features for 3P and achieves perfect classi cation in all 30 tests. Even the replicated features are distinguished and eliminated. For CorrAL, BE almost always selects the correct four features, occasionally adding an irrelevant one.
The results also show that feature expansion can have a negative e ect when it does not o set the cost of adding another feature. For Monk3a, using features as-is, the correct features were selected. For Monk3b, the correct features were chosen, but never the minimum subset. Note that when using the expanded representation, there are aliases for each feature (e.g., a4 = 1 implies that a4 6 = 2 and a4 6 = 3). Comparing the results for Monk3a with Monk3b, we see that ANNIGMA-wrapper can identify relevant features even when they are multiple-valued. We also tried to perform feature expansion for some data sets (such as Credit) which have non-binary categorical features, but results, not reported here, were time-consuming and the perforamces are not improved signi cantly.
IV. Comparisons with Recent Related Work
Recently, many clever techniques have been proposed to improve the e ectiveness of feature selection for neural nets, ranging from lter model-based approaches to genetic algorithms. This section compares their results with ours.
A. Recent Advances
Richeldi and Lanzi presented an approach called AHOC 8], which partitions the observed features into a number of groups, called factors, that re ect the major dimensions of the phenomenon under consideration. A genetic algorithm is used to explore the feature space originated by the factors and to determine the set of the most informative feature con gurations.
Neural Network Feature Selector (NNFS) 9] is a method that adds a penalty term to the error function used to derive the weight updating rule of neural network training.
GADistAl 10] is a wrapper-based approach to feature selection using a genetic algorithm in conjunction with a constructive neural network learning algorithm called DistAl 11], which is employed to evaluate the \ tness" of candidate feature subsets in the genetic algorithm. The Table III shows these performance data. The comparison is made on the basis of both the number of features selected and the error rates after feature selection. It should be mentioned that results achieved by di erent algorithms are not obtained with the same experimental procedure, nor did we implement and rerun their algorithms but using their report literally. Therefore, the comparison is inherently informal.
According to the performance data, among 8 data sets, ANNIGMA-wrapper is better in 6 cases (3P, CorrAL, Cancer, Credit, Pima and Vote) in terms of the error rates. Hybrid 12] also achieves perfect result for 3P, but their 3P data set contains 12 features while we use a 3P data set with 13 features. For data sets Monk3b, and Heart(LB), ANNIGMA-wrapper produces the smallest feature subset but higher error rates than the best of recent advances. However, we note that the training data set of Monk3 has 5% class noise, and the hold-out data set contains the training data set. The 12 noisy records out of a total of 432 records result in an expected best error rate of 2.78%. This is exactly the error rate achieved by ANNIGMA-wrapper in most of its cases. An induction algorithm achieving a better error rate might over ts the data by modeling the noise. 1 Table III does not include the results of GADistAl because they reported 10-fold cross validation results rather than the results for hold-out data. Their results may not be comparable with other approaches.
V. Applications in the Helicopter Industry
This section reports two successful applications of the ANNIGMA-wrapper approach in the helicopter industry.
A. Pulse-Echo Experiment
This system classi es ultrasonic pulses that are used to inspect parts formed of laminated composite materials. In this system, the inspection process consists of sending a short ultrasonic pulse into the material under the test. These echo signals are collected and digitized by an A/D converter. Any change in the materials propagation speed for sound within the sample will result in an echo being sent back toward the transducer that initiates the test pulse. Material failures are associated with echo signal shapes.
The digitized waveform is converted into 192 features. The system must classify these digitized waveforms into \good" and \bad" categories. An existing system uses a wavelet-compression approach to select top 25 features.
In this experiment, the ANNIGMA-wrapper algorithm uses all 192 features as its initial feature set. One cycle takes about one minute on a Pentium-Pro 200MHz equipped computer. Figure 3(a) shows the features selected as the ANNIGMA-wrapper algorithm progressed for material \45b45". Figure 3(b) shows the number of features selected by a wrapper cycle. The associated performance is presented in Figure 3 (c). The accuracies are based on 150 pulse-echo waveform that were not used in the training. When this ANNIGMA-wrapper algorithm was run, stopping criteria was turned o . It can be seen that cycles after cycle 48 are not necessary.
The existing system, using the top 25 wavelet coecients, achieved 97% accuracy. The ANNIGMA-wrapper algorithm, used only 10 of these coe cients to achieve 99% accuracy. The intersection of the two sets of coe cients contains only two members. The result suggests that the set of wavelet coe cients contains a large number of redundant relevant features. The ANNIGMA-wrapper approach manages to select a smaller set of features while achieving a slightly better accuracy.
B. Strain Signal Prediction
The second application is the development of a system that predicts the strain on helicopter rotor blades. Helicopter rotor blade repair and replacement are major cost factors in helicopter operations. However, they are essential to assure helicopter safety. Current industry standard to measure the fatigue life is based on a xed number of operating hours assuming most severe operation. This is an ine cient because perfect blades may be mistakenly scrapped. A proposed solution is to track the strains on the blades to calculate fatigue damage 15] 16]. However, it is not feasible to directly measure strains on production helicopters due to the high expense of a sensor/monitoring system, and the unreliability of a strain sensor mounted on a rotor blade. We attempt to solve this problem through a neural net trained to predict strain from other easily obtainable helicopter signals. The neural nets in this application is to approximate the strain gauge reading mounted on the helicopter blades as a function of the given sensory inputs. Initially, forty-one sensors from among thousands available on the helicopter were selected by ight dynamics experts. We have 197 sets of training datasets (1G Bytes large total). Each set contains the sensory data collected from 3 to 19 seconds periods.
Due to very large size of the data sets, the rst wrapper cycle takes 200 hours of exclusive run-time on a 200 MHz Pentium Pro-based computer. After 3 wrapper cycles, ANNIGMA-Wrapper selects 19 features from 41 and reduce the error rate from 17:3% to 16:3%. The fourth cycle yields 13 features but the error rate jumps to 77:4%. The implication of these results is that the information content in the 13 selected features is insu cient compared to that in the 19 features. These 19 signals are therefore recommended for further system development. The rst wrapper cycle was re-run to check the reliability of the AN-NIGMA heuristic. We found that the top 10 high-ranking features were within two ranks of di erences between two runs 5].
VI. Conclusions
In this paper, we have presented a new approach to selecting features for neural nets called ANNIGMA-wrapper that makes the wrapper model feature selection tractable in real-world neural net applications. Experimental results against standard data sets from UCI repository show that our simple approach performs well for data sets with various characteristics, and the ANNIGMA-wrapper approach was successfully applied to two real-world neural net applications in the helicopter industry.
