Dugundji extension theorem by Urh, Gašper
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO








2. Osnovni pojmi 4
3. Tietzejev razširitveni izrek, njegove posplošitve in posledice 6
3.1. Tietzejev izrek 6
3.2. Dugundjijev izrek 8
4. Dugundjijev razširitveni izrek 9
4.1. Pokritja in simplicialni kompleksi 9
4.2. Dokaz Dugundjijevega razširitvenega izreka 13
5. Dugundjijev razširitveni izrek v normiranih topoloških vektorskih
prostorih 17
6. Razširjanje zveznih funkcij v parakompaktnih Hausdorffovih prostorih 19
7. Dugundjijeva razširitvena lastnost v stratifikabilnih prostorih 21
8. Posplošeni linearno urejeni prostori in Michaelova premica 23
8.1. Posplošeni linearno urejeni prostori 23
8.2. Michaelova premica 26
8.3. Sorgenfreyeva premica 28
9. Dodatna raziskovanja na področju Dugundjijevega razširitvenega izreka 28




V diplomskem delu je podrobno obravnavan dokaz Dugundjijeve razširitve Tietze-
jevega razširitvenega izreka za preslikave iz zaprte podmnožice metričnega prostora
v lokalno konveksne topološke vektorske prostore in njegove neposredne posledice
v normiranih topoloških vektorskih prostorih. Opisan je tudi dokaz za primer, ko
namesto metričnega prostora opazujemo parakompakten Hausdorffov prostor. De-
finirana je Dugundjijeva razširitvena lastnost, ki zajema obstoj simultanega razširi-
tvenega operatorja, in dokazano je, da imajo poleg metričnih to lastnost tudi strati-
fikabilni prostori. S primerom Sorgenfreyeve premice je prikazano, da tak simultani
razširitveni operator lahko najdemo tudi v nekaterih nestratifikabilnih prostorih, s
primerom Michaelove premice pa, da te lastnosti nimajo vsi normalni prostori, tudi
če so parakompaktni in Hausdorffovi.
Dugundji Extension Theorem
Abstract
In this bachelor’s thesis, the proof of Dugundji’s extension of Tietze extension theo-
rem for mappings from a closed subset of a metric space into a locally convex linear
space is presented in detail together with its immediate consequences. The theorem
where a paracompact Hausdorff space is considered instead of a metric one is also
proved. The Dugundji extension property concerning the existence of a simultane-
ous extender is defined and it is proved that not only metric but also stratifiable
spaces have this property. With the example of the Sorgenfrey line it is shown
that it is sometimes possible to find such simultaneous extenders in spaces that are
not stratifiable, while with the example of the Michael line it is shown that not all
normal spaces have this property, even if they are paracompact Hausdorff spaces.
Math. Subj. Class. (2010): 54C05, 54C20, 54C35, 54C55, 54E20
Ključne besede: razširitveni izreki, simultani razširitveni operator, parakompak-
tnost, stratifikabilni prostori, posplošeni linearno urejeni prostori
Keywords: extension theorems, simultaneous extender, paracompactness, stratifi-
able spaces, generalized ordered spaces
1. Uvod
Ameriški matematik James Dugundji (1919-1985) se je v svojem članku (1951), ki
ga v tem diplomskem delu podrobno predstavim, ukvarjal z naravnim vprašanjem,
ki sledi iz Tietzejevega razširitvenega izreka: ali se slednjega da še kako posplošiti?
Tietzejev razširitveni izrek nam v najsplošnejši obliki zagotovi, da lahko poljubno
zvezno funkcijo z zaprte podmnožice normalnega prostora X v realna števila razši-
rimo na celoten prostor (3.5). S problemom razširjanja funkcij se je že pred avstrij-
skim matematikom Heinrichom Tietzejem, ki je dokazal izrek za primer, ko je X
metričen, ukvarjalo več matematikov. Tako sta manj splošno obliko izreka, kjer je
X = Rn že dokazala L. E. J. Brouwer in H. Lebesgue, kasneje pa je Tietzejev izrek
še posplošil P. S. Urison, ki je dokazal izrek v zgornji obliki ([22]).
Dugundjijevo raziskovanje razširitev funkcij izvira iz Tietzejeve različice izreka, le
da je on dokazal, da lahko razširjamo funkcije iz metričnih v vse lokalno konveksne
(gl. 2) prostore, s čimer hkrati ponudi tudi alternativen dokaz Tietzejevega izreka za
metrične prostore. Čeprav se zdi, da z zahtevo metrizabilnosti namesto normalnosti
domene raziskujemo področje, ki ga je že posplošil Urison, je med normalnimi in
metričnimi prostori kot domenami bistvena razlika. Če z X označimo metrični pro-
stor, z A njegovo zaprto podmnožico in z L poljuben lokalno konveksen topološki
vektorski prostor, tedaj obstaja t. i. simultani razširitveni operator med prosto-
roma C(A,L) in C(X,L)1, kar imenujemo Dugundjijeva razširitvena lastnost. Te
lastnosti normalni prostori v splošnem nimajo (kot protiprimer v tem delu navajam
Michaelovo premico), imajo pa jo stratifikabilni prostori, za katere je že J. G. Ceder
(1961) dokazal, da vsebujejo metrizabilne prostore, in ki jih je obravnaval C. J. R.
Borges ter dokazal, da zanje obstaja simultani razširitveni operator (1966).
V svojem diplomskem delu najprej predstavim osnovne pojme topologije v po-
vezavi z razširjanjem funkcij (poglavje 2), v poglavju 3 predstavim Tietzejev izrek,
njegove posledice in inačice, 4. poglavje pa posvetim dokazu Dugundjijevega izreka.
V 5. poglavju predstavim posledice Dugundjijevega izreka v normiranih topoloških
vektorskih prostorih in v 6. poglavju povzamem posplošitev Dugundjijevega izreka
za parakompaktne Hausdorffove prostore. S stratifikabilnimi prostori, ki imajo ka-
kor metrični Dugundjijevo razširitveno lastnost, se ukvarjam v 7. poglavju in 8.
poglavje posvetim posplošenim linearno urejenim topološkim prostorom ter nekate-
rim primerom in protiprimerom tega razreda prostorov.
2. Osnovni pojmi
V tem poglavju navajam nekaj osnovnih pojmov, ki se pojavljajo v teku celega
diplomskega dela. Kjer ni posebej izpostavljeno, vedno govorimo o zveznih funkcijah
in topoloških prostorih. Na začetku se spomnimo definicije zveznosti v splošnem
topološkem prostoru.
Definicija 2.1. Naj bosta X, Y topološka prostora. Funkcija f : X −→ Y je zvezna
natanko tedaj, ko je praslika f−1(U) vsake odprte množice U ⊆ Y odprta v X.
Hitro dokažemo, da je funkcija med dvema metričnima prostoroma zvezna v točki
a ∈ X natanko tedaj, ko za vsak ε > 0 obstaja δ > 0, da velja f(K(a, δ)) ⊂
K(f(a), ε).
1S C(Y ) označujemo prostor vseh zveznih funkcij iz poljubnega prostora Y v realna števila,
s C∗(Y ) prostor vseh omejenih realnih zveznih funkcij na prostoru Y in s C(Y,Z) prostor vseh
zveznih funkcij iz prostora Y v prostor Z.
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V primeru, ko je X metrizabilen, Y pa ni, zveznost lahko preverimo na način,
opisan v naslednji trditvi, katere dokaz je očiten:
Trditev 2.2. Naj bo X metrični in Y topološki prostor. Funkcija f : X −→ Y je
zvezna v a ∈ X natanko tedaj, ko za vsako okolico U ⊂ Y točke f(a) ∈ Y obstaja
δ > 0, da je f(K(a, δ)) ⊂ U .
Vemo tudi, da je zveznost dovolj preveriti na množicah iz baze ali podbaze prostora
Y , kar bomo tudi uporabili v več dokazih.
Spomnimo se tudi definicije topološkega vektorskega prostora.
Definicija 2.3. Vektorski prostor X, v katerem sta operaciji seštevanja in množenja
zvezni operaciji, imenujemo topološki vektorski prostor.
Ker se v tem delu ukvarjam z razširitvami funkcij, definirajmo tudi ta pojem.
Definicija 2.4. Naj bodo X, Y neka topološka prostora, A zaprta podmnožica X
in f : A −→ Y zvezna. Zvezna funkcija F : X −→ Y je razširitev funkcije f , če
velja F (a) = f(a) za vsak a ∈ A.
Za razumevanje prostorov, ki nastopajo v Dugundjijevem razširitvenem izreku,
moramo definirati še lokalno konveksnost prostora. Začnimo z definicijo konveksnosti
množice.
Definicija 2.5. Množica točk C v topološkem vektorskem prostoru je konveksna,
če za vsak par x, y ∈ C velja tx+ (1− t)y ∈ C za vsak t ∈ I = [0, 1].
S pomočjo te definicije lahko opredelimo lokalno konveksen topološki prostor.
Definicija 2.6. Topološki vektorski prostor je lokalno konveksen, če za vsako točko
iz prostora obstaja baza okolic, ki sestoji iz konveksnih množic.
Opomba 2.7. V topološkem vektorskem prostoru je operacija seštevanja zvezna,
zato je za lokalno konveksnost dovolj preveriti, da ima točka 0 bazo okolic iz konve-
ksnih množic.
Očitno je Rn z običajno topologijo lokalno konveksen. Primer lokalno konveksnega
topološkega prostora je tudi prostor Lp, p ≥ 1, še splošneje pa so lokalno konveksni
vsi normirani prostori2.
V vektorskem prostoru V lahko govorimo o konveksni ogrinjači množice C ⊂ V .
Ogrinjačo sestavljajo točke iz C skupaj z vsemi svojimi konveksnimi kombinacijami,
formalno pa jo definiramo na naslednji način.
Definicija 2.8. Naj bo C podmnožica vektorskega prostora V . Konveksna ogrinjača
množice C je najmanjša konveksna množica v V , ki vsebuje C.
Naravno je, da se vprašamo, ali najmanjša taka množica obstaja. Ker je presek
poljubne družine konveksnih množic zopet konveksna množica, lahko za konveksno
ogrinjačo množice C vedno vzamemo presek vseh konveksnih množic, ki vsebujejo
C.
V povezavi z Dugundjijevim razširitvenim izrekom bomo raziskovali tudi linearne
transformacije. Definirajmo še ta pojem.
2Naj bo X normiran prostor. Tedaj iz ∥x∥, ∥y∥ < ε in t ∈ [0, 1] sledi ∥tx + (1 − t)y∥ < ε. Ker
norma inducira topologijo na način, da vsaka odprta množica sestoji iz odprtih krogel (torej ima
točka 0 bazo okolic iz odprtih krogel), je X lokalno konveksen.
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Definicija 2.9. Naj bosta U, V vektorska prostora nad obsegom O. Preslikava
A : U −→ V se imenuje linearna transformacija, če velja:
• A(x+ y) = A(x) + A(y) za vsaka x, y ∈ U ,
• A(αx) = αA(x) za vsaka x ∈ U in α ∈ O.
3. Tietzejev razširitveni izrek, njegove posplošitve in posledice
Pred dokazovanjem Dugundjijevega izreka najprej navajam bolj znani Tietzejev
razširitveni izrek in omenim nekatere posledice. V tem poglavju tudi definiram
pojem absolutnega ekstenzorja in Dugundjijevo razširitveno lastnost. To sta pojma,
ki se bosta v teku diplomskega dela še veliko pojavljala in prepletala.
3.1. Tietzejev izrek. Začnimo s pomembno topološko lastnostjo:
Definicija 3.1. Prostor Y se imenuje absolutni ekstenzor za razred normalnih pro-
storov, če za vsako zaprto podmnožico poljubnega normalnega prostora A ⊆ X in
vsako funkcijo f : A −→ Y obstaja zvezna razširitev F : X −→ Y .
Kot sem že omenil, je ta lastnost skupna vsem homeomorfnim prostorom.
Izrek 3.2. Če je Y absolutni ekstenzor za razred normalnih prostorov in je Z ho-
meomorfen Y , je tudi Z absolutni ekstenzor za razred normalnih prostorov.
Dokaz. Naj bo h : Y −→ Z homeomorfizem. Naj bo A zaprta podmnožica normal-
nega prostora X in naj bo f : A −→ Z zvezna. Ker je Y absolutni ekstenzor, lahko
funkcijo h−1f : A −→ Y razširimo v funkcijo F : X −→ Y . Tedaj je hF : X −→ Z
iskana razširitev funkcije f , saj za vsak a ∈ A velja
hF (a) = hh−1f(a) = f(a)
in je hF kompozitum zveznih funkcij. □
Pred navedbo Tietzejevega izreka dokažimo še naslednjo trditev.
Trditev 3.3 (Urisonova lema). Naj bo X ∈ T4 in naj bosta A,B ⊆ X disjunktni
zaprti neprazni množici. Tedaj obstaja taka zvezna funkcija φ : X −→ [0, 1], da
velja φ(x) = 0 za x ∈ A in φ(x) = 1 za x ∈ B.
Opomba 3.4. Funkciji φ iz zgornje trditve rečemo urisonova funkcija.
Dokaz. Naj bo V1 = X−B. Ker je X ∈ T4 in je V1 odprta okolica za A, obstaja taka
odprta množica V0, da je A ⊆ V0 ⊆ V0 ⊆ V1 (vemo, da ima v T4 prostoru vsaka zaprta
množica poljubno majhne zaprte okolice). Obstaja V1/2, da je V0 ⊆ V1/2 ⊆ V1/2 ⊆ V1.
Nadaljujemo konstrukcijo; obstajata V1/4, V3/4 odprti, da velja
V0 ⊆ V1/4 ⊆ V1/4 ⊆ V1/2,
V1/2 ⊆ V3/4 ⊆ V3/4 ⊆ V1
(v nadaljevanju na vsakem koraku najdemo toliko okolic, kot smo jih našli do tega
koraka manj ena – med vsakima že najdenima okolicama najdemo še eno zaprto
okolico). Tedaj lahko definiramo
φ(x) =
{
1, x ∈ B,
inf{ a
2n
;x ∈ Va/2n}, sicer.
Očitno za vsak x ∈ A velja φ(x) = 0, saj A ⊆ V0 in očitno φ slika iz X v [0, 1].
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Za vsak x ∈ int(B) je ta funkcija očitno zvezna. Naj bo x ∈ V1 − A in ε > 0.
Vemo, da obstajajo taka števila a, b, n ∈ N, da velja





< φ(x) + ε.
Naj bo W = Vb/2n − Va/2n , če velja x ∈ X − (A∪B). Ta okolica očitno vsebuje x in





Posebej za x ∈ B ∩ V1 lahko najdemo taka a, n ∈ N, da velja
φ(x)− ε < a
2n
< φ(x) = 1.
Tedaj definiramo W = X − Va/2n , ki zagotovo vsebuje x in velja φ(W ) ⊆ [ a2n , 1].
Za x ∈ A lahko najdemo taka b, n ∈ N, da velja
0 = φ(x) <
b
2n
< φ(x) + ε
Tedaj definiramo W = Vb/2n , ki zagotovo vsebuje x in velja φ(W ) ⊆ [0, b2n ]. □
Zlahka preverimo, da je obstoj urisonove funkcije v prostoru X ekvivalenten nor-
malnosti. Za odprti okolici dveh disjunktnih zaprtih množic A,B ⊆ X namreč
vzamemo prasliki φ−1([0, 1/2)) in φ−1((1/2, 1]), kjer je φ urisonova funkcija, ki loči
A in B.
Tietzejev izrek se v zadnji obliki, ki jo je dokazal P. S. Urison in je ekvivalentna
lastnosti normalnosti prostora, glasi:
Izrek 3.5 (Tietzejev razširitveni izrek). Prostor R je absolutni ekstenzor za razred
normalnih prostorov.
Dokaz. Ker je prostor R homeomorfen vsakemu odprtemu intervalu, bomo po 3.2
dokazali izrek za primer, ko namesto R vzamemo interval (−1, 1). Še pred tem pa
dokažimo primer, ko je interval oblike [−1, 1].
Konstruiramo zaporedje funkcij {Fn} z lastnostma
(1) |Fn(x)| ≤ 12(23)n za vsak x ∈ X,
(2) |f(x)−∑ni=0 Fi(x)| ≤ (23)n za vsak x ∈ A.
Definiramo F0(x) = 0 in vidimo, da ustreza obema lastnostma.
Induktivno nadaljujemo. Po indukcijski predpostavki že imamo funkcije F0, ..., Fn,
da za x ∈ A velja |g(x)| ≤ (2
3
)n, kjer z g(x) označimo f(x) −∑ni=0 Fi(x). Naj




)n+1. Po I. P. velja |g(x)| ≤ 3δ. Iščemo Fn+1, da bo |Fn+1| ≤ δ in
|g(x)− Fn+1(x)| ≤ 2δ za vse x ∈ A. Označimo množici
B+ = g
−1([δ, 3δ]), B− = g−1([−3δ,−δ]).
To sta zaprti disjunktni množici, zato lahko najdemo (3.3) tako zvezno funkcijo
φ : X −→ [0, 1], da je φ(B+) ⊆ {1} in φ(B−) ⊆ {0}. Definiramo Fn+1(x) =
δ(2φ(x)− 1). Za to funkcijo velja |Fn+1(x)| ≤ δ.
• Naj bo x ∈ B+. Tedaj je g(x) ∈ [δ, 3δ], Fn+1(x) = δ, torej je |g(x) −
Fn+1(x)| ≤ 2δ.
• Naj bo x ∈ B−. Tedaj je g(x) ∈ [−3δ,−δ], Fn+1(x) = −δ, torej je |g(x) −
Fn+1(x)| ≤ 2δ.
• Naj bo x ∈ A− (B+ ∪B−). Tedaj je g(x) ∈ (−δ, δ), Fn+1(x) ∈ [−δ, δ], torej
je |g(x)− Fn+1(x)| ≤ 2δ.
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Po točki 1 vrsta F =
∑∞
n=0 Fn enakomerno konvergira in je zvezna, po točki 2 pa je
na A enaka f .
Sedaj si lahko ogledamo primer, ko je f : A −→ (−1, 1). Vemo, da obstaja
razširitev F : X −→ [−1, 1] po prejšnjem razmisleku. Če F slika v (−1, 1) je to
že iskana razširitev, drugače označimo s C množico F−1({−1, 1}). Ta množica je
zaprta v X in velja C ∩ A = ∅. Torej po 3.3 obstaja funkcija φ : X −→ [0, 1],
da je φ(C) ⊆ {0} in φ(A) ⊆ {1}. Potem je iskana razširitev dana s predpisom
F ′(x) = φ(x)F (x). Za a ∈ A velja F ′(a) = F (a) = f(a), F ′ je zvezna in velja
|F ′(x)| = 1 ⇐⇒ φ(x) = 1 in |F (x)| = 1. Slednje drži le v primeru x ∈ C, tedaj pa
je φ(x) = 0. Torej F ′ res slika v (−1, 1). □
Kakor hitro dokažemo zgornji izrek, ga lahko posplošimo tako, da namesto pro-
stora R vzamemo prostor Rn, saj vemo, da je funkcija f = (f1, f2, . . . , fn) zvezna
natanko tedaj, ko je zvezna vsaka izmed njenih komponent fi : X −→ R.
Očitna posledica je tudi karakterizacija kompaktnih metričnih prostorov. Vemo,
da je vsaka funkcija f : X −→ R, kjer je X metrični prostor, omejena, če je X
kompakten. S pomočjo Tietzejevega izreka lahko dokažemo tudi obrat:
Posledica 3.6. Metrični prostor X je kompakten natanko tedaj, ko je vsaka zvezna
funkcija f : X −→ R omejena.
Dokaz. Smer (⇒) je znana. Naj bo torej X nekompakten. Tedaj obstaja zaporedje
{xn}n∈N, ki nima konvergentnega podzaporedja. Označimo S = {x1, x2, ...}. Vsa
zaporedja z elementi iz S, ki konvergirajo, so od nekod naprej konstantna, zato
S vsebuje vse svoje limite in je zato zaprta. Naj bo f : S −→ R, f(xn) = n.
To je zvezna funkcija, saj je S diskretna, zato jo po Tietzeju lahko razširimo v
F : X −→ R, to pa je zvezna neomejena funkcija. □
3.2. Dugundjijev izrek. Dugundji je dokazal naslednji izrek:
Izrek 3.7 (Dugundjijev razširitveni izrek [5, izr. 4.1.]). Naj bo X metrični prostor,
L lokalno konveksen vektorski topološki prostor, A ⊂ X zaprta in f : A −→ L
zvezna. Tedaj obstaja zvezna funkcija F : X −→ L, da velja F |A = f . Za tako
razširitev F velja tudi, da F (X) leži v konveksni ogrinjači množice f(A).
Dugundji je tako dokazal, da je vsak lokalno konveksen vektorski topološki pro-
stor absolutni ekstenzor za razred metričnih prostorov, vendar poleg tega njegov
dokaz vključuje tudi konstrukcijo linearnega operatorja med prostoroma C(A,L) in
C(X,L), ki ga zapišem v 4.22. To je lastnost prostora X, ki jo raziskujem tudi v
nadaljnjih poglavjih.
Definicija 3.8 ([9, def. 1.1.]). Topološki prostor X ima Dugundjijevo razširitveno
lastnost, če za vsako zaprto podmnožico A ⊆ X obstaja taka linearna transformacija
Φ : C(A) −→ C(X), da za vsako zvezno funkcijo f ∈ C(A) velja:
(1) Φ(f) je razširitev funkcije f ,
(2) Φ(f) slika v zaprtje konveksne ogrinjače množice f(A).
Takemu operatorju Φ pravimo simultani razširitveni operator.
Za neki prostor z Dugundjijevo razširitveno lastnostjo to pomeni, da po izbiri
zaprte podmnožice A ⊆ X obstaja enoten linearen razširitveni operator za vsako
funkcijo f ∈ C(A) (način razširjanja je tako neodvisen od posamezne funkcije). Kot
pokažem v poglavju 8.2, tak operator ne obstaja nujno, če za X izberemo normalen
prostor, čeprav je v normalnem prostoru vsako tako funkcijo mogoče razširiti.
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Pred dokazom naslovnega izreka dokažimo še, da je Dugundjijeva razširitvena
lastnost skupna vsem homeomorfnim prostorom.
Izrek 3.9. Dugundjijeva razširitvena lastnost je topološka lastnost.
Dokaz. Naj bosta X, Y topološka prostora in naj bo h : X −→ Y homeomorfizem.
Naj ima prostor Y Dugundjijevo topološko lastnost.
Izberimo zaprto množico A ⊆ X. Želimo najti simultani razširitveni operator
Φ : C(A) −→ C(X). Ker je h homeomorfizem, je h(A) zaprta v Y , torej obstaja
simultani razširitveni operator φ : C(h(A)) −→ C(Y ). Definirajmo
Φ(f) = φ(f ◦ h−1) ◦ h.
Velja
Φ(f)(a) = φ(f ◦ h−1)(h(a)) = (f ◦ h−1)(h(a)) = f(a)
za vsak a ∈ A.
Iz linearnosti φ sledi tudi linearnost Φ:
Φ(f + g)(x) = φ((f + g) ◦ h−1)(h(x)) =
= φ(f ◦ h−1 + g ◦ h−1)(h(x)) =
= (φ(f ◦ h−1) + φ(g ◦ h−1))(h(x)) =
= Φ(f)(x) + Φ(g)(x)
za vsak x ∈ X. Podobno dokažemo tudi homogenost.
Vemo, da φ(f ◦h−1) slika v konveksno ogrinjačo množice (f ◦h−1)(h(A)) = f(A).
Torej za vsak x ∈ X točka Φ(f)(x) leži v konveksni ogrinjači množice f(A). □
Dokazu Dugundjijevega izreka sledimo v naslednjem poglavju, ki je večinoma
povzeto po [5, str. 354–358].
4. Dugundjijev razširitveni izrek
4.1. Pokritja in simplicialni kompleksi. Za razumevanje dokaza Dugundjijevega
izreka moramo najprej poznati nekaj osnovnih konstrukcij, ki jih bomo uporabljali.
Najprej definiramo pokritje.
Definicija 4.1. Družina množic U = {Ui}i∈I je pokritje topološkega prostora X, če
velja X ⊂ ⋃U.
Podpokritje dobimo iz pokritja tako, da odstranimo nekaj članic iz U. Družini V
pravimo, da je finejše pokritje od pokritja U, če za vsak V ∈ V obstaja U ∈ U tako,
da je V ⊂ U . Vidimo, da je vsako podpokritje U finejše od samega pokritja U, obrat
te trditve pa ne velja.
V nadaljevanju bomo vedno govorili le o odprtih pokritjih, tj. o pokritjih, v
katerem so vse članice odprte množice. Izmed teh so nekatera posebej primerna za
razširjanje funkcij. Takim pravimo kanonična pokritja prostora X − A.
Definicija 4.2. Pokritje U je lokalno končno, če za vsak x ∈ X obstaja okolica, ki
seka le končno mnogo članic pokritja U.
Definicija 4.3. Topološki prostor X je parakompakten, če za vsako odprto pokritje
obstaja finejše lokalno končno pokritje.
Opomba 4.4. Vsak kompakten topološki prostor je tudi parakompakten, saj je
podpokritje tudi finejše pokritje in je končnost več kot le lokalna končnost.
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Opomba 4.5. Nekateri viri v definiciji parakompaktnosti zahtevajo tudi, da je X
Hausdorffov prostor.
Naslednja lema je ključna v dokazu Dugundjijevega izreka. V splošnejši obliki jo
je dokazal A. H. Stone ([11, izr. 1.]), tu pa navajam preprostejši dokaz leme, ki se
omejuje zgolj na metrične prostore in je dokazana v [10].
Lema 4.6. Vsak metrični prostor je parakompakten.
Dokaz. Naj bo X metričen in naj bo d metrika na njem. Naj bo U = {Uα}α∈A (kjer
je A neka dobro urejena indeksna množica) neko odprto pokritje X. Induktivno po
n ∈ N definiramo finejše pokritje V = {Vαn} pokritja U. Množica Vαn naj bo unija
vseh krogel K(x, 2−n), da velja:
(1) α je najmanjše tako število, da velja x ∈ Uα,
(2) x /∈ ⋃β∈A⋃j<n Vβj za j < n,
(3) K(x, 3 · 2−n) ⊆ Uα.
Naj bo x ∈ X. Vedno obstaja najmanjši α, da je x ∈ Uα in tako velik n, da je
izpolnjen pogoj (3), zato je x ∈ Vβj za neki j ≤ n in neki β ∈ A. Torej je to res
pokritje prostora X.
Očitno je to tudi finejše pokritje pokritja U. Pokažimo še, da je to pokritje lokalno
končno. Naj bo x ∈ X in α najmanjše število, da velja x ∈ Vαn za neki n. Izberimo
še tak j, da velja K(x, 2−j) ⊆ Vαn in določimo odprto okolico K(x, 2−n−j) za x.
Pokazali bomo, da taka okolica seka največ n+ j − 1 članic Vβi.
Naj bo i ≥ n + j. Ker je i > n, središča krogel, ki sestavljajo Vβi, ležijo zunaj
Vαn, torej je za vsako tako središče y razdalja d(x, y) ≥ 2−j, saj je K(x, 2−j) ⊆ Vαn.
Ker je 2−i ≤ 2−j−1 in 2−j−n ≤ 2−j−1, velja
d(x, y) ≥ 2 · 2−j−1 ≥ 2−i + 2−n−j,
torej je presek krogel K(x, 2−n−j) in K(y, 2−i) prazen za vsak y, ki je središče krogle,
ki tvori Vβi. Torej je K(x, 2−n−j) ∩ Vβi = ∅ za vsak i ≥ n+ j in vsak β.
Naj bo i < n+ j. Naj bosta p ∈ Vβi in q ∈ Vγi in naj bo β < γ. Tedaj obstajata
tak y, da je p ∈ K(y, 2−i) ⊆ Vβi, in z, da je q ∈ K(z, 2−i) ⊆ Vγi. Po (3) je
K(y, 3 · 2−i) ⊆ Uβ, ker pa je β < γ, po (1) velja z /∈ Uβ. Torej je d(y, z) ≥ 3 · 2−i in
zato d(p, q) > 2−i ≥ 2−n−j+1. Če bi torej K(x, 2−n−j) vsebovala tako p kot tudi q,
bi veljalo
d(p, q) ≤ d(x, p) + d(x, q) ≤ 2 · 2−n−j = 2−n−j+1,
kar je v protislovju z zgornjo ugotovitvijo. Torej za vsak i < n+j kroglaK(x, 2−n−j)
seka največ eno množico Vβi. □
Sedaj lahko definiramo že omenjeno kanonično pokritje.
Definicija 4.7. Naj bo X topološki prostor in A ⊂ X zaprta. Pokritju U množice
X − A pravimo kanonično pokritje, če zanj velja:
(1) U je lokalno končno,
(2) vsaka okolica točke a ∈ A− int(A) vsebuje neskončno mnogo članov {U},
(3) za vsako okolico W točke a ∈ A obstaja okolica W ′ točke a ⊂ W ′ ⊂ W , da
za vsako U ∈ U iz W ′ ∩ U ̸= 0 sledi U ⊂ W .
Izrek 4.8. Kanonično pokritje množice X − A za metrični prostor X in njegovo
zaprto podmnožico A vedno obstaja.
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Dokaz. Za vsak element x iz X − A določimo kroglo K(x, εx), kjer εx < 12d(x,A).
Očitno je to pokritje X − A. Imenujmo ga U. Po lemi 4.6 lahko najdemo lokalno
končno finejše pokritje. Tako najdeno pokritje V torej ustreza točki (1) iz definicije.
Pokažimo, da velja (2): Naj bo W poljubna okolica točke a ∈ A − int(A). Brez
škode za splošnost lahko za W vzamemo kroglo K(a, ε). Naj bo W ′ okolica a z
radijem manj kot ε
3
in x ∈ W ′ ∩ (X − A) (a ∈ A − int(A), zato je ta presek
neprazen). Ker je V finejše pokritje pokritja U, velja x ∈ V ⊆ U = K(y, εy) za neke
V ∈ V, U ∈ U in y ∈ X − A. Torej velja





















Naj bo y′ ∈ U . Podobno kot zgoraj velja



















Torej je V ⊆ U ⊂ W . Za poljubno okolico W točke a smo našli vsebovano članico
pokritja V. Sedaj izberemo tako okolico W˜ ⊆ W , da ne seka K(y, εy). Taka okolica
zagotovo ne vsebuje V , vendar na enak način kot zgoraj pokažemo, da vsebuje vsaj
eno članico pokritja V, ki torej ni enaka V . Induktivno nadaljujemo in pokažemo,
da W res vsebuje neskončno članic pokritja V.
Zgornji odstavek nam tudi zagotavlja, da vsaka članica V pokritja V, ki seka
okolico W ′, v celoti leži v okolici W . Tako smo dokazali tudi (3) za a ∈ A− int(A).
Za a ∈ int(A) je dokaz tretje točke očiten, saj lahko najdemo odprto okolico, ki ne
seka nobene članice pokritja in je pogoj izpolnjen. □
V dokazu Dugundjijevega izreka bomo funkcijo najprej razširili na poseben objekt,
preko katerega bomo lažje razširili funkcijo v poljuben lokalno konveksen prostor.
Obnašanje funkcije na množici A že poznamo, zato bomo najprej “nadomestili” X−A
z nekim simplicialnim kompleksom.
Definicija 4.9. Konveksna ogrinjača n + 1 afino neodvisnih točk v realnem vek-
torskem prostoru R se imenuje zaprti n-simpleks ([21]). Simpleks, razpet na n + 1
takih točk p0, p1, ..., pn, formalno zapišemo kot{
α0p0 + α1p1 + · · ·+ αnpn|
n∑
i=0
αi = 1 in αi ≥ 0 za vsak i = 0, 1, . . . , n
}
.
Simpleks, razpet na afino neodvisne točke r0, r1, ..., rk, je njegovo lice, če je
{r0, . . . , rk} ⊆ {p0, . . . , pn}. Za potrebe nadaljnje uporabe simpleksov označimo še
odprti n-simpleks, ki je definiran analogno, le da iz formalnega zapisa spremenimo
zahtevo αi ≥ 0 v zahtevo αi > 0.
Primer zaprtega 0-simpleksa je torej točka, 1-simpleksa daljica, 2-simpleksa tri-
kotnik in 3-simpleksa tetraeder. Točke, preko katerih je simpleks razpet, imenujemo
oglišča simpleksa.
Definicija 4.10. Simplicialni kompleks v realnem vektorskem prostoru V je množica
simpleksov, ki ležijo v tem prostoru, za katero velja:
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• vsako lice vsakega simpleksa v naboru je tudi samo simpleks v naboru in
• neprazen presek para zaprtih simpleksov v naboru je lice obeh.
Telo simplicialnega kompleksa je množica točk v prostoru V , ki jo dobimo kot unijo
simpleksov, ki ta simplicialni kompleks tvorijo. V nadaljevanju pojem simplicial-
nega kompleksa površno uporabljamo tudi za njegovo telo, saj vselej obravnavamo
simplicialne komplekse kot topološke prostore.
V simplicialnem kompleksu bomo 0-simpleksom pravili oglišča kompleksa.
Definicija 4.11. V simplicialnem kompleksu je zvezda nekega oglišča unija vseh
odprtih simpleksov, ki imajo to oglišče za lice. Zvezdo nekega oglišča p0 označimo
s p∗0. Zvezda poljubnega simpleksa v kompleksu pa je presek zvezd vseh oglišč tega
simpleksa.
Ker bomo preverjali zveznost, moramo opremiti simplicialni kompleks s topologijo.
Opremili ga bomo s CW topologijo ([13, str. 223]):
Definicija 4.12. Množica U v simplicialnem kompleksu, ki ga tvori množica simple-
ksov {σ}, je odprta natanko tedaj, ko je množica U ∩σ odprta v evklidski topologiji
na σ za vsak zaprti simpleks σ.
Takemu simplicialnemu kompleksu pravimo CW-simplicialni kompleks. Iz defini-
cije sledijo naslednje lastnosti.
Trditev 4.13. Za CW-simplicialni kompleks velja:
(1) CW-simplicialni kompleks je Hausdorffov prostor,
(2) zvezda vsakega simpleksa σ je odprta množica in
(3) za CW-simplicialni kompleks P in poljuben prostor Y je funkcija f : P −→ Y
zvezna natanko tedaj, ko je zvezna na vsakem simpleksu iz simplicialnega
kompleksa.
Dokaz. Dokaz točke 3 je očiten, saj lahko uporabimo dejstvo, da je f−1(Z) ∩ σ =
f |−1σ (Z) za vsako zaprto podmnožico Z ⊆ Y in vsak simpleks σ, ki tvori kompleks
P .
Točka 2 sledi iz dejstva, da je za zvezdo p∗ oglišča p presek p∗∩σ odprta množica,
saj je to presek simpleksa z odprtim polprostorom. Zvezda poljubnega simpleksa je
odprta množica, saj je končni presek zvezd njegovih oglišč, ki so odprte množice.
Sedaj dokažemo še točko 1. Naj bo x ∈ P neka točka v simplicialnem kompleksu
P . Tedaj leži v notranjosti natanko enega simpleksa, katerega oglišča označimo s
p0, p1, ..., pn. Točko x lahko enolično zapišemo kot x =
∑n
i=0 αipi. Tedaj definiramo
baricentrično koordinato točke x glede na oglišče p kot
tp(x) =
{
αi, če je p = pi,
0, sicer.
Po točki 3 je za fiksno oglišče p funkcija tp(x) : P −→ [0, 1] zvezna.
Naj bosta x1, x2 ∈ P različni. Tedaj obstaja najmanj eno oglišče p, da je tp(x1) ̸=
tp(x2) (brez škode za splošnost naj bo tp(x1) < tp(x2)). Izberemo r ∈ R, da velja
tp(x1) < r < tp(x2). Množici t−1p ([0, r)) in t−1p ((r, 1])) ločita točki x1 in x2. □
Povezavo med pokritjem prostora X −A ter simplicialnim kompleksom, na kate-
rega bomo razširili funkcijo, nam daje živec pokritja. Najprej navedimo formalno
definicijo abstraktnega živca (P. S. Aleksandrov, [17]).
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Definicija 4.14. Naj bo U = {Ui} pokritje prostora X za i ∈ I, kjer je I neka
indeksna množica. Živec tega pokritja je množica končnih podmnožic množice I, za
katero velja: končna podmnožica J ⊆ I je element živca, kadar velja⋂
j∈J
Uj ̸= ∅.
Živec pokritja U označimo z N(U). Množica I se imenuje množica oglišč živca.
Opomba 4.15. Ker iz definicije neposredno sledi, da je tudi vsaka podmnožica
množice J element N(U), torej velja, da je N(U) abstrakten simplicialni kompleks3.
V splošnem ni nujno, da živec odraža topologijo prostora, ki ga pokrivamo z U,
zato lahko zahtevamo, da je pokritje dobro, tj. da so vse članice pokritja kontrak-
tibilne in je presek poljubne končne družine množic tudi kontraktibilen (gl. 5.2).
Tedaj je N(U) homotopsko ekvivalenten4 prostoru X.
Za dokaz Dugundjijevega razširitvenega izreka bomo potrebovali več kot le ab-
straktno definicijo živca, zato si oglejmo še konkretno predstavitev živca kot simpli-
cialnega kompleksa.
Definicija 4.16. Naj bo U = {Ui}i∈I lokalno končno pokritje prostora X in R
abstrakten realen vektorski prostor. Vsaki množici Ui ∈ U priredimo natanko eno
točko pUi (oglišče živca) v R na tak način, da so točke pUi0 , pUi1 , . . . , pUik afino
neodvisne za vsak izbor Ui0 , Ui1 , . . . , Uik , za katerega je Ui0 ∩ Ui1 ∩ . . . ∩ Uik ̸= ∅.
Točke pU0 , pU1 , . . . , pUn določajo n-simpleks natanko tedaj, ko je U0∩U1∩· · ·∩Un ̸= ∅.
Simplicialni kompleks, sestavljen iz vseh takih simpleksov, imenujemo živec pokritja
U in pišemo N(U).
Opomba 4.17. Za prostor R lahko vzamemo realno linearno ogrinjačo množice
I (indeksna množica pokritja postane abstraktna baza) in določimo pUi = i, torej
vsaki članici pokritja priredimo en bazni vektor. S tem zagotovimo, da so vsa oglišča
živca afino neodvisna.
Vidimo, da je živec, ki smo ga definirali zadnjega, analogija abstraktno defini-
ranega živca. V tej definiciji smo le zamenjali indekse članic pokritja s točkami v
vektorskem prostoru R ter množice J ⊆ I z n-simpleksi.
S takim živcem lahko ob primerni izbiri pokritja nadomestimo X − A, kar bomo
tudi storili. V ravnini R2 lahko ob izbiri zaprte A ⊂ R2 naredimo kar triangula-
cijo prostora X − A, kar nam daje želeni simplicialni kompleks. Seveda mora biti
triangulacija ustrezna glede na kanonično pokritje tega prostora.
4.2. Dokaz Dugundjijevega razširitvenega izreka. Opremljeni z zgornjimi de-
finicijami in rezultati lahko preko izrekov 4.18 in 4.20 dokažemo že predstavljeni
izrek 3.7.
Izrek 4.18. Naj bo U kanonično pokritje prostora X−A, kjer je X metrični prostor
in A ⊆ X zaprta. Naj bo N(U) živec pokritja U. Tedaj obstaja zvezna funkcija
K : X − A −→ N(U), za katero velja K−1(pU ∗) ⊆ U za vsak U ∈ U.
3Družina {S} nepraznih končnih podmnožic množice X je abstraktni simplicialni kompleks, če
za vsako S ∈ {S} in vsako neprazno podmnožico S′ ⊆ S velja S′ ∈ {S} ([15]).
4Topološka prostora X in Y sta homotopsko ekvivalentna, če obstajata taki zvezni preslikavi
f : X −→ Y in g : Y −→ X, da je g ◦ f homotopna (gl. 5.1) idX in f ◦ g homotopna idY ([16]).
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Opomba 4.19. V izreku ne potrebujemo kanoničnega pokritja, dovolj je lokalno
končno pokritje.
Dokaz. Točke pUi so oglišča živca N(U) pokritja U. Za vsako članico Ui kanoničnega
pokritja definiramo naslednjo funkcijo:
λUi(x) =
d(x,X − Ui)∑
j d(x,X − Uj)
Števec te funkcije meri razdaljo med točko x in zunanjostjo članice Ui, imenovalec
pa vsoto vseh razdalj med x in zunanjostmi vseh članic pokritja. Ker je pokritje
lokalno končno, za vsak x ∈ X − A obstaja okolica, ki seka le končno mnogo članic
pokritja U. Na tej okolici velja, da je imenovalec končna vsota (različna od 0, saj
je U pokritje), iz česar sledi zveznost funkcij λUi . Poleg tega očitno velja λUi ≤ 1 in∑





Naj bo x ∈ K−1(pU ∗). Tedaj je λU(x) > 0, torej je x ∈ U . Dokažimo še zveznost
K: naj bo x ∈ X − A in naj bodo x ∈ U1 ∩ U2 ∩ · · · ∩ Un vse članice pokritja,
ki vsebujejo x. Tedaj K(x) leži v notranjosti simpleksa σ, ki ga razpenjajo točke
pU1 , . . . , pUn . Naj bo V poljubna odprta okolica K(x). Tedaj je V ∩σ odprta v σ (po
definiciji CW topologije na simplicialnem kompleksu) in iz zveznosti funkcij λUi sledi,
da obstaja okolicaW ⊆ U1∩ . . .∩Un ⊆ X−A točke x, da velja K(W ) ⊆ V ∩σ ⊆ V .
Torej je K zvezna. □
Zunanjost množice A smo tako preslikali v neki simplicialni kompleks. Lokalna
končnost pokritja U, ki je zadosten pogoj za obstoj take funkcije K, ni dovolj za
potrebe dokaza Dugundjijevega izreka. Če pa v zadnjem izreku zahtevamo, da je
pokritje kanonično, na ta način dobimo primeren vmesni objekt.
Izrek 4.20. Naj bosta X, A kot zgoraj. Tedaj obstaja prostor Y in zvezna funkcija
µ : X −→ Y , za katero velja:
(1) µ|A je homeomorfizem in µ(A) je zaprta v Y ,
(2) Y − µ(A) je neki neskončen simplicialni kompleks in µ(X −A) ⊆ Y − µ(A)
in
(3) vsaka okolica a ∈ (µ(A) − int(µ(A))) vsebuje neskončno mnogo simpleksov
Y − µ(A).
Dokaz. Najprej poiščemo kanonično pokritje U prostora X − A. Prostor Y sestoji
iz množice točk A in živca tega pokritja N(U). Zavoljo preglednosti pišimo kar
Y = A ∪N(U). Na tem prostoru podamo topologijo z naslednjo podbazo:
• Na množici N(U) uporabimo CW topologijo.
• Za vsako točko a ∈ A (v A ∪ N(U)) definiramo podbazno okolico W˜ na
naslednji način: izberemo okolico W za a v prostoru X in za W˜ vzamemo
vse točke W ∩ A skupaj z zvezdo vsakega oglišča v N(U), ki ustreza članici
U pokritja U, ki v celoti leži v W .
Na ta način res dobimo topologijo, glede na katero je N(U) odprta v Y . Upoštevajoč
dejstvo, da tako A kot N(U) ohranjata svoji topološki strukturi, s hitrim premisle-
kom vidimo, da je A∪N(U) Hausdorffov prostor. Za poljubni točki v int(A) vedno
lahko najdemo odprti okolici, ki v celoti ležita v int(A) in se ne sekata (saj je A ⊆ X
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metrizabilen), N(U) pa je po definiciji CW topologije Hausdorffov. Za dve točki iz
A − int(A) lahko najdemo dve odprti okolici V1, V2 v X, ki se ne sekata (saj je X
Hausdorffov). Okolica V˜1 sestoji iz zvezd oglišč, ki pripadajo članicam kanoničnega
pokritja, ki v celoti ležijo v V1. Enako velja za množico V2. Če velja x ∈ V˜1 ∩ V˜2,
tedaj x leži v zvezdi oglišča pUi in hkrati v zvezdi oglišča pUj , pri čemer je Ui ⊆ V1
in Uj ⊆ V2. Iz tega sledi Ui ∩ Uj ̸= ∅ ter zato V1 ∩ V2 ̸= ∅, kar pa nas pripelje
v protislovje. Zato velja V˜1 ∩ V˜2 = ∅. Točka (3) v definiciji 4.7 nam zagotavlja,
da lahko ločimo tudi točki, izmed katerih ena leži v A − int(A) in druga v N(U).




x, x ∈ A
K(x), x ∈ (X − A).
Ker je µ, zožena na int(A) ali na N(U), zvezna, moramo preveriti le še zveznost
na množici A − int(A). Naj bo a ∈ A − int(A) in naj bo W˜ podbazna okolica za
µ(a)(= a) v A ∪N(U), ki jo dobimo na opisani način iz okolice W za a v X. Tedaj
izberemo okolico W ′ ⊆ W za a, za katero velja Ui ∩W ′ ̸= ∅ ⇒ Ui ⊆ W (W ′ seka
le tiste množice iz pokritja U, ki so podmnožice W ). Tako okolico lahko najdemo
po točki (3) iz definicije kanoničnega pokritja. Trdimo, da je µ(W ′) ⊆ W˜ . Naj bo
x ∈ W ′∩A(⊆ W ∩A). Sledi µ(x) = x ∈ W . Naj bo x ∈ W ′∩(X−A). Naj bodo U1,
U2, ..., Un vse članice pokritja, ki vsebujejo x. Za te množice velja Ui ⊆ W . Tedaj
je µ(x) = K(x) ∈ pU1∗ ⊆ W˜ . Torej je µ(W ′) = µ(W ′ ∩ A ∪W ′ ∩ (X − A)) ⊆ W˜ in
velja, da je µ zvezna.
Očitno veljajo tudi lastnosti (1)-(3). □
Sedaj lahko dokažemo Dugundjijev razširitveni izrek:
Dokaz izreka 3.7. Obdržali bomo oznake prejšnjih trditev in najprej vpeljali prostor
A ∪ N(U) iz izreka 4.20. Definiramo preslikavo f¯ : A ⊂ A ∪ N(U) −→ L, f¯(a) =
f(µ−1(a)). Če lahko f¯ zvezno razširimo v F¯ , funkcija F (x) = F¯ (µ(x)) predstavlja
želeno razširitev za f . Za vse a ∈ A velja F (a) = F¯ (µ(a)) = F¯ (a) = f¯(a) = f(a), F
je zvezna kot kompozitum zveznih funkcij in F : X −→ L. Torej moramo dokazati
le, da lahko vsako zvezno funkcijo f : A ⊂ A ∪ N(U) −→ L razširimo v zvezno
funkcijo F : A ∪N(U) −→ L.
Najprej f razširimo preko vseh oglišč N(U); imenujmo jih N(U)0 in razširitev
f0 : A∪N(U)0 −→ L definirajmo s pomočjo izbire ustreznih točk: za vsako članico U




f(x), x ∈ A,
f(aU), x = pU ∈ N(U)0.
Ker je množica N(U)0 diskretna, je f0 tam zagotovo zvezna. Preveriti moramo še
zveznost na množici A.
Naj bo a ∈ A in naj bo V ⊆ L odprta okolica f0(a)(= f(a)). Ker je f zvezna na
A, obstaja δ > 0, da iz d(a, a′) < δ sledi f(a′) ∈ V . Izberemo okolico W ⊆ X za
a, za katero velja x ∈ W ⇒ d(x, a) < δ
3
. Trdimo, da je f0(W˜ ∩ (A ∪N(U)0)) ⊆ V .
Naj bo x ∈ W˜ ∩A = W ∩A. Tedaj velja d(x, a) < δ
3
< δ in zato f0(x) = f(x) ∈ V .
Naj bo nato x ∈ W˜ ∩ N(U)0 (x je oglišče N(U), ki ustreza neki članici pokritja
15
Ui ⊆ W , zato ga lahko označimo s pUi). Iz Ui ⊆ W sledi tudi d(a, xUi) < δ3 . Velja
d(a, aUi) ≤ d(a, xUi) + d(xUi , aUi) < δ3 + 2d(xUi , A) ≤ δ3 + 2d(xUi , a) < δ3 + 2 δ3 = δ.
Sledi f0(pUi) = f(aUi) ∈ V in f0 je zvezna na A ∪N(U)0.
Razširitev F dobimo iz funkcije f0 tako, da slednjo linearno razširimo preko vsake
celice glede na njene vrednosti v ogliščih. Za x ∈ σ, kjer je σ neki n-simpleks v













Vemo, da je F zvezna na N(U), saj je zvezna na vsakem simpleksu (sledi po točki
(3) trditve 4.13). Preveriti moramo le še zveznost na množici A.
Naj bo V ⊆ L konveksna okolica F (a) = f(a). Ker je f0 zvezna v točki a, obstaja
taka okolica W˜ , da je f0(W˜ ∩ (A ∪N(U)0)) ⊆ V . Poiščemo okolico W ′ ⊆ W točke
a ⊆ X, da velja Ui ∩W ′ ̸= ∅ ⇒ Ui ⊆ W . Trdimo, da je F (W˜ ′) ⊆ V . Vemo, da
so slike vseh oglišč, ki ustrezajo članicam pokritja, ležečim v W ′ ⊆ W , vsebovane
v V . Naj bo pUj oglišče, vsebovano v zaprtju zvezde oglišča pUi ∈ W˜ ′. Tedaj velja
Uj ∩ Ui ̸= ∅. Ker je Ui ⊆ W ′, je Uj ∩W ′ ̸= ∅ in zato Uj ⊆ W . Torej je oglišče
pUj vsebovano v W˜ in je zato njegova slika v konveksni množici V . Torej je tudi
vsaka konveksna kombinacija slik oglišč pUi , pUj vsebovana v V in V res vsebuje
slike zvezd vseh oglišč v W˜ ′.
Iz konstrukcije dokaza je očitno tudi, da F (X) leži v konveksni ogrinjači množice
f(A), saj smo oglišča N(U) slikali v f(A) in funkcijo f0 nato linearno razširili. □
Vsak lokalno konveksen vektorski prostor je torej absolutni ekstenzor za razred
metričnih prostorov. Glede na konstrukcijo dokaza sledi še:
Posledica 4.21. Naj bo C konveksna podmnožica lokalno konveksnega prostora Y .
Tedaj je tudi C absolutni ekstenzor za razred metričnih prostorov.
Dokaz. Če slika f(A) za f : X −→ L leži v C, tedaj tudi slika razširitve F (X) leži
v C, saj je ta konveksna. Torej to velja za vsako funkcijo f : A −→ C ⊆ Y . □
Ko dokažemo, da obstaja neka razširitev funkcije f , nas zanima tudi, kakšen je
njen ekspliciten zapis, če obstaja v neki analitični obliki. Glede na oznake iz trditev
4.18 in 3.7 definiramo:
F (x) =
{
f(x), x ∈ A∑
U λU(x)f(aU), x ∈ X − A
Dokaz zveznosti funkcije F sledi že videnemu dokazu zveznosti v izreku 3.7.
S pomočjo zgornjega zapisa lahko ob uporabi oznak iz definicije 3.8 dokažemo
naslednji izrek.
Izrek 4.22. Metrični prostori imajo Dugundjijevo razširitveno lastnost.
Dokaz. Glede na zgornji zapis hitro vidimo, da ob oznaki Φ(f) = F velja
Φ(f + g) = Φ(f) + Φ(g),
Φ(λf) = λΦ(f),
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torej je Φ linearen. Očitno velja tudi, da je slika Φ(f)(X) res vsebovana v konveksni
ogrinjači množice Φ(f)(A). □
Zgornji izrek sicer velja tudi, če namesto prostora R vzamemo neki poljubni nor-
mirani vektorski prostor.
5. Dugundjijev razširitveni izrek v normiranih topoloških
vektorskih prostorih
V tem poglavju predstavim posledico izreka 3.7, ki jo je dokazal že Dugundji sam v
[5, pog. 6.] in ki ne sledi iz Tietzejevega izreka. V tem poglavju sledim navedenemu
viru, kjer ni drugače zapisano.
Začnimo z nekaj osnovnimi pojmi.
Definicija 5.1. Naj bosta f, g : X −→ Y zvezni preslikavi med topološkima pro-
storoma. Zvezna preslikava H : X × I −→ Y se imenuje homotopija, če velja
H(x, 0) = f(x) in H(x, 1) = g(x). Če taka homotopija obstaja, rečemo, da sta
funkciji f in g homotopni.
Definicija 5.2. Naj bo X topološki prostor in S ⊂ X. Množica S je kontraktibilna,
če je idS homotopna kakšni konstantni preslikavi.
Dokazali bomo, da je v lokalno konveksnem topološkem vektorskem prostoru enot-
ska sfera absolutni ekstenzor za razred metričnih prostorov, če ni kompaktna.
Lema 5.3 ([1, str. 501]). Naj bo σ neki simpleks, ∂σ njegova meja, X poljuben
topološki prostor in f : ∂σ −→ X zvezna funkcija. Razširitev F : σ −→ X funkcije
f obstaja natanko tedaj, ko je f homotopna konstantni preslikavi.
Dokaz. Naj za f obstaja razširitev F kot zgoraj. Izberemo si točko x1 v notranjosti
σ. Za vsak x = x0 ∈ ∂σ definiramo xt ∈ σ, t ∈ [0, 1], kot točko, ki deli vektor ⃗x0x1
v razmerju t : (1− t). Tedaj definiramo homotopijo Φ : ∂σ × I −→ X s predpisom
Φ(x, t) = F (xt). Velja Φ(x, 1) = F (x1) in Φ(x, 0) = F (x0) = f(x). Obratno z dano
homotopijo Φ definiramo razširitev F s predpisom F (xt) = Φ(x0, t). □
Lema 5.4. Naj bo L normiran topološki prostor in
S = {x; ∥x∥ = 1} ⊂ L
enotska sfera. Naj bo σ neki n-simpleks in ∂σ njegova meja. Če S ni kompaktna, je
mogoče vsako f : ∂σ −→ S zvezno razširiti v F : σ −→ S.
Dokaz. Po lemi 5.3 je dovolj najti homotopijo Φmed f in neko konstantno preslikavo
na ∂σ. Ker je f(∂σ) kompaktna in S ni kompaktna, obstaja vsaj ena točka v S, ki
ne leži v sliki preslikave f . Imenujmo jo x0. Definiramo
Φ(x, t) =
t(−x0) + (1− t)f(x)
∥t(−x0) + (1− t)f(x)∥ , (t ∈ [0, 1], x ∈ ∂σ).
Imenovalec funkcije bi bil lahko enak 0 le v primeru x0 = f(x) (konveksna kombina-
cija dveh točk na enotski sferi ne more biti enaka 0, če si točki nista nasprotni, torej
−x0 je nasprotna f(x)). Torej je Φ zvezna. Velja tudi Φ(x, 0) = f(x), Φ(x, 1) = −x0
za vsak x ∈ ∂σ in ∥Φ(x, t)∥ = 1 za vsaka x in t. Preslikava Φ je iskana homoto-
pija. □
Izrek 5.5. Naj bo L normiran prostor in S kot zgoraj. Če S ni kompaktna, je
absolutni ekstenzor za razred metričnih prostorov.
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Dokaz. Naj bo
B = {x; ∥x∥ ≤ 1}
enotski disk v prostoru L. Po 4.21 je tudi B absolutni ekstenzor za razred metričnih
prostorov. Uporabimo oznake iz prejšnjih trditev in naj bo A zaprta podmnožica
prostora A ∪ N(U) (definiranega kot prej) ter f : A −→ S zvezna (razširili bomo
f , ki slika iz A ∪ N(U) v B namesto iz poljubnega metričnega prostora. Kot v 4.2
je dovolj pokazati, da lahko razširimo to funkcijo, saj za razširitev iz metričnega
prostora, ki mu pripada živec N(U), lahko vzamemo F ◦ µ, pri čemer uporabljamo




x; ∥x∥ ≤ 1
2
}
zaprta podmnožica B. Velja, da je B −B′ odprta podmnožica B.
Očitno je A podmnožica odprte množice F−1(B − B′). Definirajmo unijo vseh
simpleksov, ki so podmnožice F−1(B −B′), kot simplicialni podkompleks Q simpli-
cialnega kompleksa N(U). Ker je U kanonično pokritje, nobena točka v A ni limita
točk iz N(U)−Q. Velja, da je A ∪Q zaprta podmnožica A ∪N(U).
Definirajmo zvezno preslikavo r(x) = x∥x∥ , r : B − {0} −→ S. Preslikava r ◦ F je
na množici A ∪ Q zvezna (saj je F (A ∪ Q) ⊆ B − B′) in zavzame vrednosti iz S.
Sedaj bomo to preslikavo razširili preko oglišč iz N(U)−Q. Definirajmo
Φ0(x) = r(F (x))
za x ∈ A ∪ Q ∪ N(U)0, pri čemer z N(U)0 zopet označimo oglišča živca N(U). Za
x ∈ A velja Φ0(x) = f(x), torej je Φ0 razširitev f (ki slika v S). Ta preslikava je
zvezna; F smo konstruirali kot v dokazu 4.2, za to funkcijo pa velja, da slika oglišča
živca v f(A), kar je v tem primeru podmnožica S. Torej velja r(F (p)) = F (p) za
vsak p ∈ N(U)0.
Induktivno nadaljujemo s pomočjo leme 5.4. Naj bo
Φn : A ∪Q ∪ [n-simpleksi simplicialnega kompleksa N(U)] −→ S.
Ker S ni kompaktna, lahko za vsak (n + 1)-simpleks uporabimo lemo, saj je rob
vsakega takega simpleksa n-simpleks in S ni kompaktna. Tako razširimo Φn preko
vseh (n+ 1)-simpleksov in dobimo preslikavo Φn+1, ki je zvezna po točki (3) iz 4.13
in zaradi dejstva, da nobena točka v A ni limita točk iz N(U)−Q.
Končno definiramo
Φ(x) = limnΦn(x)
za vsak x ∈ A ∪ N(U) in dobimo zvezno preslikavo Φ. Spomnimo se, da je to
razširitev preslikave r ◦F : A∪Q −→ S, zato je to tudi razširitev f : A −→ S, velja
pa tudi Φ(A ∪N(U)) ⊆ S. S tem smo izrek dokazali. □
Zgornji izrek ima dve takojšnji posledici za normirane topološke prostore, v katerih
je enotska sfera nekompaktna.
Lema 5.6. Naj bo B = {x; ∥x∥ ≤ 1} nekompaktna podmnožica normiranega pro-
stora. Tedaj je tudi S = {x; ∥x∥ = 1} nekompaktna.
Dokaz. Denimo, da je S kompaktna. Tedaj je kompakten tudi prostorX = [0, 1]×S.
Definiramo zvezno funkcijo b : X −→ B s predpisom b(t, s) = ts. Tedaj je B = b(X)
zvezna slika kompaktnega prostora, torej je B kompaktna, kar je v protislovju z našo
predpostavko. □
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Posledica 5.7. Naj bo L normiran prostor in naj bo
B = {x; ∥x∥ ≤ 1}.
Vsaka zvezna funkcija f : B −→ B ima fiksno točko natanko tedaj, ko je B kompak-
tna.
Dokaz. Implikacijo (⇐) je dokazal A. Tihonov ([12, str. 770]) in nima posebne
povezave z Dugundjijevim razširitvenim izrekom, zato jo v tem delu izpustim.
Naj torej B ne bo kompaktna. Po lemi 5.6 je zato nekompaktna tudi množica
S = {x; ∥x∥ = 1}. Po izreku 5.5 je S absolutni ekstenzor za razred metričnih
prostorov, kamor spada tudi B. Naj bo F : B −→ S razširitev identične preslikave
id : S −→ S na celoten enotski disk. Definiramo Φ(x) = −F (x). Dokazali bomo,
da ta preslikava nima fiksne točke. Če velja Φ(x) = −F (x) = x, velja tudi 1 =
∥F (x)∥ = ∥ − x∥ = ∥x∥, torej x leži v S. Torej velja F (x) = x, ker je F razširitev
identične preslikave, in x = −x, iz česar pa sledi x = 0, kar je v protislovju z
ugotovitvijo x ∈ S. □
Zgornja posledica tudi dokazuje, da Brouwerjev izrek o negibni točki drži natanko
za vse prostore, v katerih je S kompaktna.
Posledica 5.8. Naj bo L normiran topološki vektorski prostor in naj bo
S = {x; ∥x∥ = 1}
nekompaktna. Tedaj je S kontraktibilna.
Dokaz. Konstruiramo prostor S × [0, 1]. Na S ′ := S × {0} ∪ S × {1} ⊂ S × [0, 1]
definiramo preslikavo f : S ′ −→ S s predpisom
f(x, t) =
{
x; t = 0,
x0; t = 1,
kjer je x0 neka točka v S. Ta preslikava je zvezna in jo, ker je S absolutni ekstenzor,
lahko razširimo v Φ : S × [0, 1] −→ S, kar nam da želeno kontrakcijo. □
6. Razširjanje zveznih funkcij v parakompaktnih Hausdorffovih
prostorih
Dugundji v svojem delu omeni, da je moč zahtevo, da je X metrizabilen, omiliti.
V tem poglavju raziščem razširjanje funkcij v primeru, ko je X parakompakten Hau-
sdorffov prostor, pri čemer bom za kodomeno L vzel Banachov prostor5 (iz poglavja
2 vemo, da so taki prostori lokalno konveksni). Kakor v poglavju 8.2 s protiprime-
rom pokažem, to ni dovolj za obstoj simultanega razširitvenega operatorja, je pa še
vedno mogoče razširiti poljubno funkcijo s poljubne zaprte podmnožice A ⊆ X.
Dokazali bomo naslednji izrek.
Izrek 6.1. Naj bo X parakompakten Hausdorffov prostor, L Banachov prostor, A ⊆
X zaprta v X in naj bo f : A −→ L zvezna. Tedaj lahko f zvezno razširimo v
F : X −→ L.
5Normiran vektorski prostor je Banachov, če je poln v metriki, porojeni z normo.
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Najprej omenimo, da je Stone ([11, izr. 1. in 2.]) dokazal, da so parakompaktni
Hausdorffovi prostori natanko T1 polno normalni prostori6. Vsak polno normalen T1
prostor (in torej vsak parakompakten Hausdorffov prostor) je normalen, zato za te
prostore že velja Tietzejev razširitveni izrek. Vseeno je dokaz izreka 6.1 smiselno na-
vesti, saj smo prostor R iz Tietzejevega izreka nadomestili s splošnejšim Banachovim
prostorom L (čeprav smo obenem omejili domene na parakompaktne Hausdorffove).
Pred dokazom izreka definirajmo še pojma nosilca in razčlenitve enote.
Definicija 6.2. Naj bo X topološki prostor in naj bo f : X −→ R zvezna funkcija.
Nosilec funkcije f definiramo kot
supp(f) = {x ∈ X; f(x) ̸= 0}.
Definicija 6.3 ([20]). Naj bo X topološki prostor in naj bo U neko odprto pokritje
X. Množica zveznih funkcij P = {ps : X −→ [0, 1], s ∈ S}, kjer je S neka indeksna
množica, se imenuje razčlenitev enote, podrejena pokritju U, če velja:
(1) za vsako ps ∈ P je supp(ps) vsebovan v neki članici pokritja U,
(2) za vsak x ∈ X obstaja okolica, na kateri so vse razen končno mnogo članic
razčlenitve identično enake 0 in
(3) za vsak x ∈ X velja ∑s∈S ps(x) = 1.
Očitno je parakompaktnost potreben pogoj za obstoj razčlenitve enote (če obstaja
razčlenitev enote, podrejena nekemu odprtemu pokritju, lahko za finejše lokalno
končno pokritje vzamemo množico {p−1s ((0, 1]); ps ∈ P}; točka (1) nam zagotavlja,
da je to finejše pokritje, točka (2) pa lokalno končnost). Izkaže se, da je parakom-
paktnost v Hausdorffovem prostoru tudi zadosten pogoj za obstoj razčlenitve enote,
podrejene nekemu odprtemu pokritju U (gl. [19]).
Sedaj lahko dokažemo glavni izrek tega poglavja, pri čemer sledimo dokazu iz [4,
izr. 1.2.].
Dokaz izreka 6.1. Naj bo L Banachov prostor. Označimo z B(0,M) ⊆ L odprto
kroglo s središčem v 0 in polmerom M (lahko je tudi M = ∞). Najprej bomo
pokazali, da lahko pri poljubnem ε ∈ R+ vsako funkcijo f : A −→ B(0,M) ε-
aproksimativno razširimo preko celotnega prostora X, tj. da obstaja taka funkcija
g : X −→ B(0,M), da velja ∥g(x)− f(x)∥ < ε za vsak x ∈ A.
Najprej pokrijemo B(0,M) z odprtimi kroglami polmera manj kot ε
2
in označimo
to pokritje z {Is}s∈S. Na tej osnovi definiramo množice U ′s = f−1(Is), ki so odprte
v A. Za vsako tako množico U ′s definiramo množico Us = U ′s ∪ (X −A), ki je odprta
v X. Tedaj definiramo pokritje
U = {Us}s∈S
za X. Ker je X parakompakten in Hausdorffov, lahko najdemo razčlenitev enote,
podrejeno pokritju U in jo označimo s P = {ps; s ∈ S}. Tedaj za vsak s ∈ S
izberemo vs ∈ Is in definiramo g(x) =
∑
s∈S ps(x)vs za vsak x ∈ X. Velja ∥g(x)∥ ≤∑
s∈S |ps(x)|∥vs∥ ≤
∑
s∈S |ps(x)|M =M , torej g res slika v B(0,M). Naj bo x ∈ A.
6Prostor X je polno normalen, če ima vsako odprto pokritje finejše zvezdasto pokritje. To
pomeni, da za vsako pokritje U obstaja tako finejše pokritje V, da za vsak x ∈ X obstaja tak
U ∈ U, da je x∗ ⊆ U , kjer je x∗ unija vseh članic V, ki vsebujejo x ([11, str. 1]).
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Računamo
∥g(x)− f(x)∥ = ∥
∑
s∈S








pri čemer smo v neenakosti uporabili dejstvo, da je ps(x) ̸= 0 za neki s ∈ S le tedaj,
ko je x ∈ Us, torej je x ∈ A∩Us = f−1(Is) in f(x) ∈ Is, iz česar sledi ∥f(x)−vs∥ < ε.
Naj bo sedaj f : A −→ L. Najprej definiramo 1-aproksimativno razširitev f0 :
X −→ L, da velja ∥f(x) − f0(x)∥ < 1 za vsak x ∈ A in torej f − f0 slika A v
B(0, 1). Induktivno definiramo funkcije fn : X −→ B(0, 1/2n−1) za n ≥ 1, za katere
velja, da fn 1/2n-aproksimativno razširja f −
∑n−1
i=0 fi. Za razširitev definiramo
F =
∑∞
i=0 fi. Ker velja ∥fn(x)∥ ≤ 1/2n−1, po Weierstrassovem M-kriteriju vrsta∑∞
i=0 fi konvergira enakomerno in vsota F je zvezna funkcija. Očitno je tudi, da F
razširja f na množici A. □
Vidimo, da nam zgornji dokaz ne zagotavlja, da slika F (X) leži v konveksni ogri-
njači množice f(A).
7. Dugundjijeva razširitvena lastnost v stratifikabilnih prostorih
Posplošitev izreka 4.22, ki jo v tem delu navajam, je posplošitev na stratifikabilne
prostore. Pojem je uveljavil C. J. R. Borges, ki je v svojem članku On stratifiable
spaces ([2]) obravnaval prostore, ki jih je deloma že opisal J. G. Ceder ([3]), Bor-
ges pa je njegove rezultate še razširil in hkrati dokazal tudi, da imajo ti prostori
Dugundjijevo razširitveno lastnost.
Najprej definiramo pojem stratifikabilnega prostora, kot ga je definiral Borges ([2,
def. 1.1]).
Definicija 7.1. Topološkemu prostoruX pravimo stratifikabilen, če je T1 in za vsako
njegovo odprto podmnožico U obstaja tako zaporedje odprtih množic {Un}∞n=1 (pisali
bomo le {Un}), da velja
(1) Un ⊆ U za vsak n,
(2)
⋃∞
n=1 Un = U in
(3) če je U ⊆ V , je Un ⊆ Vn.
Za odprto množico U zaporedju {Un} pravimo stratifikacija množice U .
Lahko privzamemo, da so stratifikacije naraščajoče, tj. Un ⊆ Un+1 za vsak n in
vsako odprto množico U , saj iz množice stratifikacij{{Un}n∈N;U ⊆ X} lahko dobimo
množico stratifikacij {{U ′n}n∈N;U ⊆ X}, kjer je U ′n = ∪ni=1Ui.
Skoraj očiten je dokaz naslednje trditve.
Trditev 7.2. Vsak stratifikabilen prostor je Hausdorffov.
Dokaz. Naj bosta x, y ∈ X, kjer je X stratifikabilni prostor. Ker je X ∈ T1 in so
zato enojčki zaprti, je X−{x} odprta v X. Naj bo n ∈ N tak, da je y ∈ (X−{x})n.
Tedaj je X − (X − {x})n odprta množica, ki vsebuje x. Odprti okolici (X − {x})n
in X − (X − {x})n tvorita separacijo točk x in y. □
Ceder je stratifikabilne prostore imenoval M3 prostori in dokazal ([3, izr. 2.2.]),
da so metrizabilni prostori stratifikabilni in da so stratifikabilni prostori heriditarno
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parakompaktni7. Na podlagi te ugotovitve, ki jo bomo kasneje s pridom uporabili,
in trditve 7.2 vemo, da so stratifikabilni prostori normalni.
Za razumevanje dokaza glavnega izreka tega poglavja najprej navajam naslednjo
definicijo in lemo.
Definicija 7.3. Naj bo U odprta podmnožica stratifikabilnega prostora X, {Un}
njena stratifikacija in x ∈ U . Naj bo n(U, x) najmanjše naravno število, za katero
velja x ∈ Un. Tedaj označimo
Ux = Un(U,x) − (X − {x})n(U,x).
Lema 7.4. Naj bosta U, V ⊆ X odprti podmnožici stratifikabilnega prostora X,
x ∈ U , y ∈ V . Tedaj velja:
(1) Ux je odprta okolica x,
(2) iz Ux ∩ Vy ̸= ∅ in n(U, x) ≤ n(V, y) sledi y ∈ U ter
(3) iz Ux ∩ Vy ̸= ∅ sledi x ∈ V ali y ∈ U .
Dokaz. Očitno je Ux odprta, saj je presek dveh odprtih množic, Un(U,x) in X −
(X − {x})n(U,x).
Iz (2) očitno sledi (3), saj velja bodisi n(U, x) ≤ n(V, y) bodisi n(V, y) ≤ n(U, x).
Dokažimo torej (2). Naj bo z ∈ Ux ∩ Vy in naj velja n(U, x) ≤ n(V, y). Če je
y /∈ U , velja U ⊆ (X − {y}) in zato po definiciji 7.1
Un ⊆ (X − {y})n
za vsak n. Ker je n(U, x) ≤ n(V, y), velja
(X − {y})n(U,x) ⊆ (X − {y})n(V,y)
in zato
Un(U,x) ⊆ (X − {y})n(V,y).
Če je torej z ∈ Ux, velja z ∈ Un(U,x). Po drugi strani pa je z ∈ Vy in zato z /∈
(X − {y})n(V,y), torej smo prišli v protislovje s predpostavko y /∈ U . □
V naslednjem izreku ([2, izr. 4.3.]) dokažemo Dugundjijevo razširitveno lastnost v
močnejši obliki, saj v definiciji te lastnosti zamenjamo prostor R s poljubnim lokalno
konveksnim vektorskim prostorom.
Izrek 7.5. Naj bo X stratifikabilen topološki prostor, L lokalno konveksen prostor in
A ⊆ X zaprta. Tedaj obstaja linearni operator Φ : C(A,L) −→ C(X,L), ki zadošča
obema lastnostma iz definicije Dugundjijeve razširitvene lastnosti.
Dokaz. Naj bo W = X − A in naj bo
W ′ = {x ∈ W ;x ∈ Uy za neki y ∈ A in neko odprto množico U , ki vsebuje y}.
Najprej ugotovimo, da za vsak x ∈ W ′ velja n(U, y) < n(W,x) za vsak y ∈ A ter
vsako tako odprto okolico U za y, da velja x ∈ Uy. Za vsaka taka y in U velja
x ∈ Uy ∩Wx. Zato bi ob n(W,x) ≤ n(U, y) po točki (2) leme 7.4 veljalo y ∈ W , kar
pa nas privede v protislovje. Za vsak x ∈ W ′ torej lahko definiramo
m(x) = max{n(U, y); y ∈ A in x ∈ Uy}.
Naj bo V neko finejše lokalno končno pokritje pokritja {Wx;x ∈ W} prostora W .
Tako pokritje obstaja, saj je W podprostor hereditarno parakompaktnega prostora
7Prostor je hereditarno parakompakten, če je vsak njegov podprostor parakompakten.
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X. Za vsak V ∈ V izberemo tak xV ∈ W , da je V ⊆ WxV . Če je xV ∈ W ′, izberemo
aV ∈ A in množico SV , ki vsebuje aV , da velja xV ∈ (SV )aV ter n(SV , aV ) = m(xV ),
če pa je xV /∈ W ′, definiramo aV = a0, kjer je a0 neka fiksna točka iz A.
Naj bo {pV ;V ∈ V} neka razčlenitev enote, podrejena odprtemu pokritju V. Taka
razčlenitev obstaja po [19]. Definiramo Φ(f) s predpisom
Φ(f)(x) =
{
f(x), x ∈ A∑
V ∈V pV (x)f(aV ), x ∈ W.
Očitno je Φ : C(A,L) −→ C(X,L) linearen operator in Φ(f) slika X v konveksno
ogrinjačo množice f(A). Očitno je tudi Φ(f) zvezna na W . Dokažimo torej še
zveznost v poljubni točki b ∈ A.
Naj bo U˜ neka odprta okolica f(b) v prostoru L. Ker je L lokalno konveksen
prostor, obstaja odprta konveksna okolica K ⊆ U˜ točke f(b) in zaradi zveznosti f
obstaja taka odprta okolica N točke b, da je f(A ∩N) ⊆ K ⊆ U˜ .
Dokazali bomo, da je Φ(f)((Nb)b) ⊆ U˜ . Če je x ∈ ((Nb)b ∩ A) ⊆ (N ∩ A), potem
je Φ(f)(x) = f(x) ∈ U˜ . Naj bo torej x ∈ ((Nb)b − A). Za vsak V ∈ V, za katerega
velja x ∈ V , velja xV ∈ Nb, saj iz x ∈ (Nb)b ∩ WxV po točki (3) leme 7.4 sledi
xV ∈ Nb ali b ∈ WxV , vemo pa, da b /∈ W . Torej je xV ∈ W ′ po definiciji W ′. Zato
velja
n(N, b) ≤ max{n(N ′, b′); b′ ∈ A, xV ∈ N ′b′} = m(xV ) = n(SV , aV ).
Po definiciji SV in aV je xV ∈ (SV )aV in zato xV ∈ (SV )aV ∩ Nb. Po zgornji
formuli velja aV ∈ N . Iz tega sledi f(aV ) ∈ K za vsak V , ki vsebuje x. Zaradi
lokalne konveksnosti množice K je tudi Φ(f)(x) ∈ K ⊆ U˜ , saj je Φ(f)(x) konveksna
kombinacija slik f(aV ). Izrek je torej dokazan. □
Zgornji izrek je torej prava posplošitev Dugundjijevega razširitvenega izreka. Opa-
zimo lahko, da je v dokazu izreka 7.5 prisotna enaka ideja kot v Dugundjijevem
dokazu: pri slednjem imamo namesto razčlenitve enote funkcije λU (ki niso povsem
razčlenitev enote, podrejena odprtemu pokritju U, saj je za vsak U ∈ U supp(λU)
vsebovan v U in ne v U samem), točke aV pa odgovarjajo točkam aU . Pri obeh
dokazih uporabimo množico funkcij ({ps} ali {λU}), ki nam služijo kot baricentrične
koordinate za točke v notranjosti nekih celic, ki jih opredeljujejo točke f(aV ) oziroma
f(aU).
8. Posplošeni linearno urejeni prostori in Michaelova premica
V tem poglavju raziščem še en tip prostorov, posplošene linearno urejene prostore,
za katere lahko dokažemo, da obstaja operator, ki razširja omejene funkcije, z ena-
kimi lastnostmi kot operator iz 3.8, vendar hkrati navajam Michaelovo premico kot
protiprimer, s katerim pokažem, da Dugundjijeve razširitvene lastnosti nimajo ([6,
prim. 3.3.]). Ti prostori so kot vsi že obravnavani prostori normalni, a ne spadajo
med stratifikabilne prostore. Podam tudi primer Sorgenfreyeve premice, posploše-
nega linearno urejenega prostora, ki ni stratifikabilen, a vseeno lahko najdemo iskani
razširitveni operator ([6, prim. 3.1.]).
8.1. Posplošeni linearno urejeni prostori. Najprej zapišimo definicijo posplo-
šenega linearno urejenega prostora.
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Definicija 8.1. Naj bo (X,≤) delno urejena množica. Množica A ⊆ X je konveksna
v X, če za vsak x, y iz množice A in vsak z velja x ≤ z ≤ y ⇒ z ∈ A. Množica
B ⊆ A je konveksna komponenta množice A, če je konveksna v X in ne obstaja
nobena strogo večja množica v A, ki bi bila konveksna v X.
Definicija 8.2. Linearno urejeni topološki prostor je linearno urejena množica,
opremljena s standardno topologijo odprtih intervalov (odprte množice so odprti
intervali in njihove unije).
Opomba 8.3. Očitno je mogoče vsako podmnožico linearno urejenega prostora X
enolično zapisati kot unijo svojih konveksnih komponent.
Definicija 8.4 ([6, str. 420]). Topološki prostor X je posplošeni linearno urejeni
topološki prostor, če je X linearno urejena množica, v kateri baza topologije vsebuje
vse odprte intervale in v kateri je vsak element iz baze interval (lahko je tudi zaprt,
polodprt, prazen ali enoelementen).
Opomba 8.5. Nekateri viri posplošene linearno urejene topološke prostore defini-
rajo kot linearno urejene prostore s topologijo, za katero obstaja baza, sestavljena iz
konveksnih množic in s katero je prostor Hausdorffov. Ta definicija je še splošnejša
od zgornje, pri kateri hitro vidimo, da zadošča obema omenjenima lastnostma.
Vsi posplošeni linearno urejeni prostori spadajo v večjo množico monotono nor-
malnih prostorov 8 in so normalni ([7, str. 487-488]). Vsak posplošen linearno urejen
prostor torej ustreza predpostavkam v Tietzejevem izreku.
Najprej bomo dokazali, da obstaja simultani razširitveni operator med prostori
C∗(A) in C∗(X), pri čemer je A ⊆ X zaprta podmnožica posplošenega linearno
urejenega prostora in C∗(A) ter C∗(X) označujeta prostore omejenih realnih zveznih
funkcij na prostorih A in X.
V linearno urejenih množicah lahko definiramo naslednje pojme po [6, def. 2.1.].




V primeru, da je limsupX(f) = liminfX(f), definiramo limX(f) = limsupX(f).
Pred izrekom o simultanem razširitvenem operatorju moramo pokazati še obstoj
Banachove limite. Pri tem si bomo pomagali s Hahn-Banachovim izrekom.
Definicija 8.7.
Izrek 8.8 (Hahn-Banachov razširitveni izrek). Naj bo V vektorski prostor nad ob-
segom realnih števil in naj bo p : V −→ R taka funkcija, da velja
p(x+ y) ≤ p(x) + p(y) za vsaka x, y ∈ V in p(αx) = αp(x) za vsak α ≥ 0.(1)
8Prostor X je monotono normalen ([7, def. 2.1.]), če je T1 in za vsak par (H,K) zaprtih
podmnožic X obstaja taka odprta množica G(H,K), da velja
• H ⊆ G(H,K) ⊆ G(H,K) ⊆ X −K in
• če je (H ′,K ′) par disjunktnih zaprtih množic, da velja H ⊆ H ′ in K ′ ⊆ K, tedaj je
G(H,K) ⊆ G(H ′,K ′).
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Naj bo M ̸= {0} podprostor V in naj bo f0 : M −→ R linearna transformacija.
Naj velja f0(x) ≤ p(x) za vsak x ∈ M . Tedaj obstaja linearna transformacija
F : V −→ R, da velja F (x) = f0(x) za vsak x ∈M in F (x) ≤ p(x) za vsak x ∈ V .
Dokaz. Dokaz najdemo v [14, str. 102]. □
Posledica 8.9 ([14, str. 103]). Naj bosta V vektorski prostor nad obsegom realnih
števil in p : V −→ R taka preslikava, da veljata pogoja iz (1). Tedaj obstaja taka
linearna transformacija F : V −→ R, da velja
−p(−x) ≤ F (x) ≤ p(x).
Dokaz. Naj bo x0 ∈ V , x0 ̸= 0 poljuben. Definirajmo M = {αx0;α ∈ R}. Za vsak
α ∈ R definirajmo f0 : M −→ R s predpisom f0(αx0) = αp(x0). Velja, da je f0
linearna transformacija in za vsak x = αx0 ∈ M velja f0(x) = αp(x0) ≤ p(x): če je
α ≥ 0, velja αp(x0) = p(αx0) = p(x), če pa je α < 0, velja
p(x0) + p(−x0) ≥ 0 = p(0)
−αp(x0)− αp(−x0) ≥ 0
αp(x0) ≤ −αp(−x0) = p(αx0),
in je f0(x) ≤ p(x). Torej obstaja taka linearna transformacija F : V −→ R, da
velja F (x) = f0(x) za vsak x ∈ M in F (x) ≤ p(x) za vsak x ∈ V . Ker je −F (x) =
F (−x) ≤ p(−x), velja −p(−x) ≤ F (x) ≤ p(x) na V . □
Zgornja posledica je ključna v dokazu naslednje leme.
Lema 8.10 ([6, lema 2.2.]). Naj bo (X,≤) linearno urejen prostor in naj bo C∗(X)
vektorski prostor vseh omejenih realnih zveznih funkcij na X. Tedaj obstaja linearna
transformacija L : C∗(X) −→ R, da velja
a) za vsako f ∈ C∗(X) je liminfX(f) ≤ L(f) ≤ limsupX(f) in
b) če limX(f) obstaja, je L(f) = limX(f).
Dokaz [14, str. 104]. Kot v zgornji posledici označimo p(f) = limsupX(f). Očitno
ta funkcija p ustreza predpostavkam posledice in zato obstaja taka linearna trans-
formacija L : C∗(X) −→ R, da velja −p(−f) ≤ L(f) ≤ p(f). Enostavno preverimo
tudi, da za vsako funkcijo f ∈ C∗(X) velja − limsupX(−f) = liminfX(f), torej je
lema dokazana. □
Taki transformaciji L bomo rekli Banachova limita na množici X. Če ima X
največji element x0, je L(f) = f(x0) za vsak f : X −→ R.
Sedaj lahko dokažemo obstoj simultanega razširitvenega operatorja na prostorih
omejenih funkcij. Dokaz je povzet po [6, izr. 2.4.].
Izrek 8.11. Naj bo A zaprta podmnožica posplošenega linearno urejenega topološkega
prostora X. Tedaj obstaja simultani razširitveni operator Φ : C∗(A) −→ C∗(X).
Za večjo preglednost v dokazu uporabimo posebne oznake. Naj bo x ∈ X in naj
bo B ⊆ X.
Označimo x > B, če za vsak y ∈ B velja x > y in
označimo x < B, če za vsak y ∈ B velja x < y
Analogno definiramo oznaki x ≤ B in x ≥ B.
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Dokaz. Naj bo I = {Iγ; γ ∈ Γ} množica vseh konveksnih komponent prostora X−A.
Za vsak γ ∈ Γ definirajmo množici
A+γ = {a ∈ A; a ≥ Iγ} in
A−γ = {a ∈ A; a ≤ Iγ}.
Množico A−γ opremimo z urejenostjo iz X, množico A+γ pa z obratno urejenostjo
iz X. Če A−γ ̸= ∅, naj bo L−γ Banachova limita na množici A−γ , in če A+γ ̸= ∅, naj
bo L+γ Banachova limita na A+γ . Za vsak γ ∈ Γ naj bo ψγ : X −→ [0, 1] taka zvezna
funkcija, da velja
(1) ψγ(x) = 1 za vsak x < Iγ,
(2) ψγ(x) = 0 za vsak x > Iγ in
(3) če Iγ vsebuje vsaj dva elementa, obstajata rγ, sγ ∈ Iγ, kjer rγ < sγ, da velja
ψγ(x) = 1 za vsak x ≤ rγ in ψγ(x) = 0 za vsak x ≥ sγ.
Tedaj za vsako f ∈ C∗(A) definiramo Φ(f) na naslednji način:
Φ(f)(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f(x), x ∈ A,
ψγ(x)L
−
γ (f) + (1− ψγ(x))L+γ (f), x ∈ Iγ in A−γ ̸= ∅ ≠ A+γ ,
L−γ (f), x ∈ Iγ in A+γ = ∅,
L+γ (f), x ∈ Iγ in A−γ = ∅.
Vidimo, da Φ(f) res slika iz X v R in da za vsak x ∈ X ter f ∈ C∗(A) velja
Φ(f)(x) ∈ {y ∈ R; f(a) ≤ y ≤ f(b) za neka a, b ∈ A}, torej funkcija Φ(f) slika v
zaprtje konveksne ogrinjače množice f(A). Linearnost je zaradi dejstva, da sta L+γ
in L−γ linearni transformaciji, lahko preveriti. □
8.2. Michaelova premica. Osrednji prostor, ki ga v tem poglavju obravnavam,
je Michaelova premica, poimenovana po ameriškem matematiku Ernestu Michaelu
(1925-2013) in je pogost protiprimer v topologiji. Michaelova premica (M) je mno-
žica R skupaj s topologijo
µ = {U ∪ V ;U je odprta v običajni topologiji na R in V ⊆ R−Q}.
Na začetku je vredno omeniti nekaj osnovnih lastnosti Michaelove premice. Ozna-
čimo Bτ = {(a, b); a, b ∈ R} (baza evklidske topologije na R).
Michaelova premica z običajno linerano urejenostjo je posplošen linearno urejen
prostor, saj za bazo lahko vzamemo bazo B = Bτ ∪ {{x};x ∈ R − Q}. Ta baza
očitno vsebuje vse odprte intervale in vsak element baze je interval.
Ker je evklidska topologija podmnožica topologije na Michaelovi premici, je ta
očitno Hausdorffov prostor, prav tako je lahko preveriti, da je to tudi normalen
prostor.
Nadalje lahko pokažemo, da jeM parakompaktna. Naj bo U neko odprto pokritje
Michaelove premice in brez škode za splošnost privzemimo, da so članice tega po-
kritja množice iz B. Označimo Uτ = U ∩Bτ . Tedaj je Y =
⋃
Uτ odprt podprostor
množice R z običajno topologijo, torej je parakompakten in Uτ je odprto pokritje za
Y . Tedaj obstaja finejše pokritje Vτ pokritja Uτ prostora Y , ki je lokalno končno.
Če temu pokritju dodamo singeltone {x}, kjer x ∈M−Y , smo dobili lokalno končno
finejše pokritje pokritja U.
Izrek 8.11 dokazuje, da za vsako zaprto podmnožico A ⊆ M obstaja simultani
razširitveni operator Φ : C∗(A) −→ C∗(M), Tietzejev izrek pa zagotavlja, da je
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mogoče vsako funkcijo iz C(A) razširiti v C(M). Pokazali bomo, da kljub vsem tem
lastnostim (in poleg tega še parakompaktnosti) ne obstaja simultani razširitveni
operator Φ : C(A) −→ C(M), če za A ⊆M izberemo množico racionalnih števil Q.
Zgled 8.12 ([6, prim. 3.3.]). Naj bo M Michaelova premica in naj bo A = Q.
Denimo, da operator Φ kot zgoraj obstaja. Množica A je števna, zato jo lahko
oštevilčimo kot
A = {rn;n ∈ N}.
Za vsako funkcijo g ∈ C(A) bomo označili Φ(g) = gˆ.
Naj bosta a0 = −π in b0 = π. Tedaj definiramo f1 ∈ C(A) na naslednji način:
f1(x) =
{
1, x ∈ A− [a0, b0],
0, x ∈ A ∩ [a0, b0].
To je očitno zvezna funkcija. Nadalje za vsak ε > 0 obstajata iracionalni števili
a1, b1 ∈ M, za kateri velja [a1, b1] ⊆ (a0, b0) − {r1} in fˆ1([a1, b1]) ⊆ [0, ε). Če bi
namreč na vsakem podintervalu intervala (a0, b0) − {r1} lahko našli x, za katerega
velja fˆ1(x) ≥ ε, množica fˆ1−1((−ε, ε)) ne bi bila odprta v Michaelovi premici in fˆ1 ne
bi bila zvezna. Ta množica namreč vsebuje vsa racionalna števila na intervalu [a0, b0]
in bi, da bi bila odprta, morala vsebovati tudi njihove okolice (v katerih pa zagotovo
najdemo element, ki se slika v [ε,∞)). Induktivno konstruiramo iracionalna števila
an < bn in funkcije fn ∈ C(A), da velja:
(1) [an, bn] ⊆ (an−1, bn−1)− {rn},
(2) za vsak n ≥ 2 velja
fn(x) =
{
1/2n−1, x ∈ A ∩ ([an−2, bn−2]− [an−1, bn−1]),
0, x ∈ A− ([an−2, bn−2]− [an−1, bn−1]),
(3) (
∑n
i=1 fˆi)([an, bn]) ⊆ [0, 1/2n+1].
V (3) smo uporabili dejstvo, da na intervalu [an−1, bn−1] lahko najdemo iracionalni
števili an < bn, da je fˆi([an, bn]) ⊆ [0, 1/n · 1/2n+1) za vsak i ≤ n.
Iz točke (1) sledi, da je
⋂∞
n=1[an, bn] = {c}, kjer je c ∈ R−Q. Naj bo g =
∑∞
n=1 fn.
Tedaj je g ∈ C∗(A), saj ta vrsta enakomerno konvergira. Ker je slika funkcije
g−∑ni=1 fi vsebovana v [0, 1/2n], je tudi slika funkcije gˆ−∑ni=1 fˆi vsebovana v tem
intervalu. Zato velja gˆ =
∑∞







[an, bn]) = {0}
in gˆ(c) = 0.
Definiramo funkcijo h ∈ C(A) s predpisom h(x) = 1 + 1|x−c| . Naj bo k = hˆ(c).
Očitno obstaja tak ε > 0, da je h(x) > k + 1 za vsak x ∈ A ∩ [c − ε, c + ε]. Naj
bo m najmanjša vrednost, ki jo zavzame funkcija g na množici A − [c − ε, c + ε].
Velja m > 0, zato obstaja tako pozitivno število N , da je Nm > k + 1. Zato velja,
da je zaloga vrednosti funkcije h +Ng vsebovana v [k + 1,∞). Ker je Φ simultani
razširitveni operator, velja, da je tudi zaloga vrednosti funkcije Φ(h+Ng) = hˆ+Ngˆ
vsebovana v [k+1,∞), kar pa je v protislovju z dejstvom (hˆ+Ngˆ)(c) = k+0 = k.
Michaelova premica torej nima Dugundjijeve razširitvene lastnosti. ♢
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Neobstoj simultanega razširitvenega operatorja tudi dokazuje, da Michaelova pre-
mica ni stratifikabilen prostor.
8.3. Sorgenfreyeva premica. Namen tega zadnjega podrazdelka je pokazati, da
obstajajo tudi nestratifikabilni prostori, za katere obstaja simultani razširitveni ope-
rator.
Zgled 8.13 ([6, prim. 3.1.]). Naj bo S Sorgenfreyeva premica, tj. množica R skupaj
s topologijo, ki jo generira baza B = {[a, b); a, b ∈ R}. Vemo, da je to normalen
prostor, pokažimo pa, da ni metrizabilna. Vemo, da je Q gosta podmnožica v S,
saj vsaka odprta množica [a, b) vsebuje (a, b), ki zagotovo vsebuje neko racionalno
število. Torej je S separabilna. Če je še metrizabilna, je tudi 2-števna. Toda vsaka
baza S je moči vsaj |R|. Naj bo y ∈ S. Vemo, da je [y, y + 1) odprta množica, zato
obstaja bazna množica By, ki vsebuje y in za katero velja By ⊆ [y, y + 1). Torej
za vsak x < y velja Bx ̸= By (kjer Bx ⊆ [x, x + 1), in Bx vsebuje x), saj x /∈ By.
Sorgenfreyeva premica torej ni 2-števna in zato tudi ne metrizabilna. Po [8, izr. 5.3.]
velja, da so stratifikabilni posplošeni linearno urejeni prostori tudi metrizabilni, torej
velja, da S ni stratifikabilen prostor.
Sedaj poiščimo simultani razširitveni operator za neko zaprto podmnožico A ⊆ S.
Podobno kot v dokazu 8.11 označimo z I = {Iγ; γ ∈ Γ} množico vseh konveksnih
komponent množice S− A in izberimo neko fiksno točko a0 ∈ A. Množica S− A je
odprta in zato je vsaka njena konveksna komponenta oblike (a, b), (a,+∞), (−∞, b),




f(x), x ∈ A,
f(aγ), x ∈ Iγ = (aγ, bγ) ali x ∈ Iγ = (aγ,+∞),
f(bγ), x ∈ Iγ = [aγ, bγ) ali x ∈ Iγ = (−∞, bγ),
f(a0), x ∈ Iγ = [aγ,+∞).
Z nekaj pisanja zlahka preverimo, da je Φ(f) zvezna in tudi linearnost je očitna.
♢
Za konec poglavja zgolj omenimo še en podrazred posplošenih linearno urejenih
prostorov, ki imajo Dugundjijevo razširitveno lastnost.
Izrek 8.14 ([6, izr. 3.5.]). Naj bo A zaprta podmnožica popolnoma normalnega9
posplošenega linearno urejenega prostora X. Če je A σ-kompaktna10, tedaj obstaja
simultani razširitveni operator Φ : C(A) −→ C(X).
9. Dodatna raziskovanja na področju Dugundjijevega
razširitvenega izreka
Objavi Dugundjijevega dela so sledila obširna raziskovanja predvsem v smeri po-
sploševanja izreka na prostore, ki niso metrični, čemur smo sledili tudi v tem diplom-
skem delu. Najširši zaključeni razred prostorov, za katere smo dokazali, da imajo
Dugundjijevo razširitveno lastnost, je razred stratifikabilnih prostorov.
9Prostor X je popolnoma normalen, če za vsaki zaprti disjunktni podmnožici E,F ⊆ X obstaja
f : X −→ R, da je f−1({0}) = E in f−1({1}) = F .
10Podprostor topološkega prostora je σ-kompakten, če je unija števno mnogo kompaktnih
podprostorov.
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I. S. Stares je na podlagi Borgesovega dokaza za stratifikabilne prostore pokazal,
da imajo Dugundjijevo razširitveno lastnost tudi Borges-normalni prostori11 ([9, str.
166]), s čimer je še dodatno razširil nam znan razred prostorov, za katere velja
naslovni izrek. V omenjenem viru najdemo še nekaj pogojev za X, ki zagotavljajo
obstoj simultanega razširitvenega operatorja v topološkem prostoru X.
Slovar strokovnih izrazov
canonical covering kanonično pokritje
contraction kontrakcija
convex hull konveksna ogrinjača
generalized ordered space posplošeni linearno urejeni topološki prostor
homotopy homotopija
linear space vektorski prostor
locally convex lokalno konveksen





partition of unity razčlenitev enote
simplex simpleks
simplicial complex simplicialni kompleks
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