Abstract-Question and answer forums provide a method of connecting users and resources that can leverage both the static and dynamic (live) capabilities of a network of human users. We present a recommender for selecting the most appropriate responders given a question. The goal of this work is to encourage expert participation in QA forums by reducing the time investment needed by an expert to find a suitable question, decrease responder load, and to increase questioner confidence in the responses of others. The two primary contributions of this work are: 1. a generative model for characterizing the production of content in an online question and answer forum and 2. a decision theoretic framework for recommending expert participants while maintaining questioner satisfaction and distributing responder load. We have also developed two new metrics tailored to QA forums: responder load and questioner satisfaction. These metrics are used to evaluate the performance of our recommender system on datasets harvested from Yahoo! Answers. Experiments across several topic domains demonstrate our systems ability to predict responder identities and suggest new responders that are likely to have the appropriate expertise.
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I. INTRODUCTION
Untapped capabilities permeate large-scale networks. Search engines specialize in identifying existing static documents on a network that are appropriate for a given query. Question and answer (QA) forums provide a method of connecting users and resources that can leverage both the static and dynamic (live) capabilities of a network of human users. No single user has complete knowledge across many different domains. On a large network, however, it is likely that somebody has expertise in nearly every question domain. We have developed a framework that facilitates the flow of information from those that have it to those that need it. An implementation of this framework will allow users to answer questions that benefit from uniquely human insight. These types of questions will often be recommendation-based, and built on qualitative tradeoffs that are best suited for human judgment. For such a system to be successful, it is essential that it be able to identify and access experts in any given area, and connect the responder(s) to the original questioner. This research presents an algorithmic approach to fulfill these aims.
An effective QA system must facilitate the sharing of information. A question is provided by a user called a questioner and any other user (called a responder) is capable of reading this question and providing a response. In this work we propose that a question is supplied, and the QA system must select potential responders from which to solicit responses. This selection process, or responder recommendation, is the core of our QA framework. Recommendation is a challenging and popular problem in the data mining and machine learning communities, to the extent that Netflix offers a US$1M prize for an improved movie recommender [4] .
Identification of expertise is the first step in recommending a responder. Expertise is defined as the ability of a user to answer a given question to the satisfaction of the questioner. Given a question, how can the pool of potential answerers be indexed and searched to predict who is capable of and willing to provide an answer. Estimating which user is most likely to give a satisfactory answer is a challenging problem, and requires a complex model of human expertise along: a) expertise dimensions: the various distinct areas of human knowledge, and the experts ability in each of these areas, b) compatibility: the likelihood that the answerers personality and approach to answering questions matches that of the questioner, c) willingness: the probability that the answerer will be willing to invest the time required to answer the question.
Multi-dimensional models of expertise are crucial to the problem, as an expert on one subject is not necessarily an expert on another, even when the two areas are closely related. While question-answer systems already exist on the web such as Yahoo! Answers and the defunct Google Answers, in most current implementations, there is little or no modeling of user expertise, and hence an expert is expected to wade through many questions until finding one that is most suitable. Very specialized questions may never be viewed by the few qualified experts, and the result is that only simple and generic questions receive an answer. By automating the process of finding an expert for a question, we remove the investment of time required by an expert to find a suitable question, thereby reducing the cost of participation and improve overall productivity.
II. CONTRIBUTIONS
There are two main contributions of this work: 1) We propose to model expertise in a Q&A system using higher level concepts we call expertise topics, which are associated with distributions over words as well as experts. These distributions are used to calculate the probability of an author having relevant expertise given a question, and these probabilities are used to make a recommendation according to our decisiontheory framework. This method captures the historical word usage as well as participation patterns for users. We propose a finite mixture based generative model to discover topics, and estimate the parameters of the model using the expectation-maximization (EM) algorithm. 2) We also propose a decision theoretic framework for recommending expert participants, that tries to find satisfactory responses for all questions without overloading any expert with too many questions. An alternative to our generative model is to use a standard clustering algorithm such as the k-means algorithm, and identify these clusters as topics. An even simpler alternative is to forgo the explicit definition of expertise topics. This is accomplished by associating words with authors based on historical usage and then recommending author responders based on the similarity between the words in the question and the responders word usage. We intend to show that authortopic and word-topic models for describing Q&A behavior lead to better responder recommendations than a traditional scheme of clustering words and authors into topics or simple author-word counts.
Our recommender currently adopts the questioner perspective and recommends the most appropriate expert responders to answer a given question. It is possible to take this same recommendation mechanism to recommend a question of the appropriate topic to an idle responder. This is reserved for future work.
A second experiment demonstrates the effectiveness of applying our decision-theoretic framework to the responder recommendation problem. Without the framework, it is possible to simply assign a question to a topic and choose the most appropriate author according to the author-topic distributions. We call this the best match technique. We hypothesize that this will lead to undesirable system properties such as the overloading of the most qualified experts with too many questions. The decision-theoretic framework is designed to balance the responder load and the satisfaction of the questioners, and our experiment will investigate its performance according to system-wide metrics.
III. RELATED WORK
Peer production is a term used to describe the phenomenon of distributed users collaborating to contribute value to others without oversight or management by a business enterprise. In peer production systems users, or agents, are motivated by three types of rewards: monetary, intrinsic hedonic, and social-psychological [3] . Many instances of peer production forgo monetary rewards completely, such as Wikipedia and the series of Games with a Purpose [14] . These games intrinsically reward volunteer users for performing tasks such as image tagging. Not all peer production systems are entirely benevolent; Pouwelse et al. explain that many systems contain Pirates and Samaritans [10] . Pirates may add value by illegally sharing content at the expense of the content creators. Question and answer forums are another form of peer production, where volunteer users add value by answering questions posed by others. It is possible for a pirate to intentionally supply low quality answers, but most mechanisms driving QA forums do not reward this behavior.
One popular example of a QA forum is Yahoo! Answers (YA). Whereas Google Answers provided a monetary incentive to answer questions, Yahoo! Answers relies on only intrinsic and social rewards. Adamic et al. have taken a close look at user behavior and content in YA [1] . They have characterized the distribution of question topics and demonstrated that responders who primarily respond to a small set of related topics have expertise in that topic and are therefore more likely to provide answers that are rated highly. The incentive mechanism used by YA is point-based; points are a nonmonetary reward and they are assigned according to user behaviors such as asking a question, answering a question, providing an answer that is selected as the best answer. Jain et al. have performed a detailed analysis on the YA incentive mechanism and proven that the best answer scoring rule does not always reward responders appropriately and they suggest approval voting or asker-distributed-the-points rules [8] .
The decision-theoretic framework for QA forums presented here takes a different approach for motivating responses. Like other QA systems it assumes that responders gain some intrinsic or social reward for participating, but the framework is designed to lower the responders time investment and increase the questioners confidence in the provided answers. The core of the DT framework is a recommender system. This recommender selects potential responders to answer a given question. This lowers responders time investment because they do not need to search through a list of questions to find one that they are willing and capable of answering. Moreover, this recommendation system increases questioner confidence in the responses because the recommendation algorithm is designed to identify the most appropriate experts (responders) given a question.
Expertise discovery is fundamental to recommending the best responders. There are two sources information from which to model expertise: content-based and link-based [2] . Content-based expertise modeling analyzes the word usage by responders in order to build a model of the responders expertise. This has been done in the context of clustering documents into topics by Griffiths and Steyvers [11] . Additionally, Zhang et al. have developed the QuME algorithm which identifies expertise based on matching keywords [16] . Link-based expertise identification methods rely on evaluating the link structure between questioners and responders. Zhang et al. tested a number of network based ranking algorithms on data from the Java Forum, showing that link information can be used to identify expertise nearly as well as human raters [15] . Jurczyk and Agichtein applied a variation of the HITS algorithm to the much broader Yahoo! Answers data set and were able to identify authoritative users, or expert responders [9] . The generative model proposed here leverages both content and link information in order to best identify expertise in a QA forum.
IV. PROBLEM DESCRIPTION
The Q&A recommendation problem we propose can be described as follows: given a question by a user on a Q&A forum, identify users on the forum that are most capable of providing a satisfactory answer to the question. Previous historical information about interactions on the Q&A forum is available to train the system.
More specifically, we assume that the training data is available to us in the form of individual question-answers (QAs), and for each QA, we have the following information: a) a unique questioner id, b) text of the question, c) ids of all responders, d) the text of each responder's response, and e) some information indicating which answers were found satisfactory by the questioner. Then, in the test step, we are provided with the identity of the questioner, and the text of the question. The task is to suggest suitable responders for the question. Then the actual responders are revealed, along with the text of their answers.
In the case of a live test, it is possible to directly contact the suggested responders to judge their interest in the question. However, we currently test our system using historical data derived from Q&A forums. In this case, we evaluate the quality of our recommendations by how many of our recommended responders had originally answered the question.
V. EXPERTISE MODELING FOR RECOMMENDATION
Most approaches to the recommendation problem can be divided into two categories: a) content-based filtering, and b) collaborative filtering. In content-based filtering, users are modeled based on what they have been interested in, or liked, in the past. In collaborative filtering, new recommendations are made to a user based on the interests of other users identified as most similar to them. In the Q&A forum setup, we have, for each responder, content in the form of text of the questions he/she chose to answer, as well as the text used by him/her to answer these questions. We also have collaborative information about the other responders that chose to answer the same question as the responder, as well as the questioner.
A simple content-based approach to the expert recommendation problem would be to build a text-based profile, for example a term frequencyinverse document frequency (TFIDF) profile, for each responder. Then, when the system receives a new question, the question text could be compared to all the responder profiles using a similarity measure such as the cosine score, and the responders with most similar profiles could be recommended the question. This is a common approach with respect to expertise modeling and recommendation, taken by Zhang [16] and Godil [6] .
However this approach, which treats the expertise identification problem as a document retrieval problem, suffers from a serious drawback: an expert is very different from a document in the sense the exact words used by a responder are heavily contingent on the questions he/she chose to answer, and do not cover all the information that a responder has, or the topic he/she may be knowledgeable about. For this reason a simple text profile based approach is not sufficient for the purpose of modeling human expertise.
To overcome this drawback, we introduce an alternate approach to expertise modeling, which models user expertise in terms of topics, instead of words. A topic can be seen as a higher-level concept over words, and is modeled as a distribution over words. Hence, two questions may belong to the same topic even though they may have no words in common. Similarly, an expert may be recommended a question even though there is no match in terms of profile words, if the question is judged as belonging to a topic the expert is interested in. Two words that are synonymous will have similar distributions over topics for two reasons. First, they are likely to co-occur in the same document (question and corresponding answers). Secondly, they are likely to co-occur with many of the same words.
In the next section, we introduce a generative model for a collection of question-answers in a Q&A system. Learning the parameters of this generative model enables us to identify the topics of interest to various authors, as well as topic-word distributions.
A. Generative model for a Q&A dataset
A basic outline of a generative model for any online forum where people might gather for a discussion, or to exchange information can be constructed as follows: at each timestep, a topic is generated from a distribution over topics, which might have its own prior distribution. Then, some (question) words are generated related to the topic. The topic distribution may or may not be independent of the original author of the post, depending on how closely people stick to their topic of interest. Following this, a set of responders are chosen from a distribution, based on the topic, and each of these responders generate further words. The words generated by the responders are related to the topic, but may or may not be seen as drawn from the same distribution as the topic. For example, if users have strong personal opinions, or try to draw the discussion in some favoured direction, this might need to be modeled as each user having its own word distribution for each topic, or the words as drawn from a mixture distribution of the original topic distribution, and a word distribution related to the user. The model outlined above will be expensive to model due to the large number of parameters involved. We simplify the model considerably, reducing it to a finite mixture model in the process. These simplifications reduce the number of parameters considerably, while, we believe, still providing important insight into the dataset. We describe our generative model below:
We assume that the number of unique words p, the number of topics |T |, and the number of unique responders s is known in advance. Let the words be labeled 1, . . . , p and the users 1, . . . , s, arbitrarily. At each timestep, a topic t is generated from a mutinomial distribution τ over topics, and a vector w q = {w 1 , . . . , w p } is generated, where w i , is the count of word labeled i in the generated words. The words are generated from φ t , a multinomial distribution over words corresponding to topic t. Following this a responder vector x = {x 1 , . . . , x s } is generated from θ t , a multinomial distribution over users for topic t, where x i is the number of time the user labeled i responded. Each of the users in x in turn generates words based on the topic t. Here, we make the important simplifying assumption that the words generated by a responder as part of the answer are drawn from the same distribution φ t as the topic.
This assumption can be understood as saying that the words used in the answer to a question by a responder depend only on the topic of the question, and do not depend on any attributes of the responder. We believe this to be a reasonable assumption in Q&A forums where factual information is exchanged for the most part, or even in forums where personal opinions are expressed but the vocabulary used does not differ very much from user to user. It may not hold true in forums such as blogs or discussion forums, where responses to topics are much longer and more personal, and people may have favorite topics they might try to steer the topic toward. However, we believe that that level of model complexity is not required for Q&A forums. Figure 1 displays the generative model described above in plate notation. The shaded variables are the observed variables, while the unshaded variables are the hidden variables. Also, α, β and γ are symmetric Dirichlet priors, used for smoothing. We set α = β = γ = 1. We also make the simplifying assumption that the total number of words and users generated for each question is independent of τ , θ and φ, and hence their randomness can be ignored in our discussion. Also, since we assume that the words generated by the responders depend solely on the topic, we can write the words generated by all responders as a vector w r = {w 1 , . . . , w p }. We write w = w q + w r .
B. Learning parameters of the model
It is easy to see from figure 1 that our generative model is essentially a mixture model with a finite number of components, where the number of components is the number of topics we expect to see in the dataset. Let the number of such components/topics be g. Let the total number of unique Q&A interactions in the dataset D be n, where the j th such interaction is referred to as d j . Then, we assume, there is associated with each d j a hidden vector z j of length g, where z ij = 1 if d j is about topic i. We write θ = {θ 1 , . . . , θ g }, φ = {φ 1 , . . . , φ g }, and = (θ,φ). Then, assuming we know z j for all d j , we can write the log likelihood of given D as:
z ij {log τ i +log P ( w j |θ i )+log (P ( x j |φ i )} We use the expectation maximization (EM) algorithm [5] to estimate the hidden variables z i , and the parameters τ and . The derivation of the EM algorithm for the model is fairly straightforward. We give the E-step and the M-step below: E-Step: Given a guess for τ and , the expected value of z ij is given by:
Given expected values of z j , we can estimate τ , θ and φ as follows:
Any evaluation of Q&A recommender systems needs to take into account the experience of users from both perspectives: as questioners and as responders. As questioners, they would like highly satisfactory responses. As responders, they would like not to be overloaded with too many questions, or be recommended questions they are not interested in. In particular, if they are high quality experts, there is a risk that they might be recommended too many questions in a bid to provide satisfactory responses to questioners, which might result in reduced participation from them.
We introduce two new metrics, responder load and questioner satisfaction, to measure the quality of Q&A recommenders from both of these perspectives. Both of these metrics are variations of precision and recall, metrics commonly used in information retrieval [13] and recommender system research [12] .
It is possible to define precision and recall for a user in a Q&A system from two perspectives: as a questioner and as a responder. So we can define four metrics of interest in total. However, the action governing the quality of all four metrics is the same: each time a new question is introduced in the system, the recommender makes a decision to contact a subset of responders in the system and recommend the question to them. The decision to answer the question is made by each individual responder and cannot be controlled by the recommender. So the decision made by the recommender to recommend a question has to take into account both the possible impact on questioner metrics as well as responder metrics.
A. Responder Precision and Recall
Let all the participants in the QA forum be represented by X. Any x ∈ X can be a questioner or a responder/answerer. Let the user x's responder precision be written as π a x , and responder recall as ρ a x . Then,
Here, the right-hand-side terms are as defined in Table I . Table I can be understood as follows: R x implies that the responder x liked the question, i.e., responded to the question. N x means that the responded x did not like the question. A superscript of + means the recommender system suggested the question to the responder x. A superscript of − suggests that it did not suggest the question to the responder. For example, R + x is a count of the number of questions that are both liked by responder x and recommended to x.
For a given responder, responder precision is the ratio of the number of questions that were recommended to a responder, that the responder answered, to the total number of questions recommended to the responder. We believe this to be an important measure of the quality of the recommender, as a recommender that recommends too many irrelevant questions will drive away responders.
The recall for a responder measures how many of the questions the responder answered were recommended by the system. It is a measure of how well the recommender covers all the interests of the questioner, and while still important, we consider it relatively less significant.
B. Questioner Precision and Recall
Similarly, let the user x's questioner precision be written as π q x , and questioner recall as ρ q x . Then,
Here the right-hand-terms are as defined in Table II . Questioner precision measures how many of the responders recommended by the system provided satisfactory answers. This is also relatively unimportant: a user will not usually mind extra answers so long as he/she is receiving a sufficient number of answers that are satisfactory. There may be problems in extreme cases, such as when a particular user is spammed, but this problem might be handled in other ways, such as allowing questioners to ban specific responders from their questions, or rank answers based on responder quality, or responder history.
Questioner recall measures how many of the answers/responders of interest to the questioner, the recommender was able to identify in advance. This metric is more important than questioner precision, as it indicates the degree to which questioners can depend on the recommender to find the most suited responders for a question.
We focus on Responder Precision and Questioner Recall when testing our recommender system. In the next section, we describe a small variation of Responder Precision, and rename Questioner Recall. These re-descriptions, we believe, make these metrics more intuitive to understand in terms of recommender system behavior.
C. Responder Load and Questioner Satisfaction
We define Responder Load λ x for user x as λ x = 1 − π a x , or:
The higher the value of λ x , the greater the number of questions a responder has to read through to find questions of interest to him/her. In that sense, it is a measure of the load on the responder. We define Questioner Satisfaction as σ x = ρ q x , or:
σ x measures what fraction of the answers founds satisfactory by a questioner were from responders contacted by the recommender. It can be seen as a measure of how satisfied questioners will be with the Q&A system if the responders relied entirely on the recommender to provide them with interesting questions. The overall quality of a QA recommender could be measured as x∈X w x λ x , and x∈X w x σ x . w x could be set based on some criteria, or set as 1 |X| , to get the average values. In the experiments presented here, There is a tradeoff between λ and σ. For example, by recommending all responders in the system, we can move the satisfaction σ x to 1 for all questioners. However, this will have an adverse impact on the questioner load, as most of the questions we suggest to a responder, he/she will not find interesting. Hence, the basic challenge in the problem is to provide quality answers to questioners, without overloading the better experts among responders, and to manage this tradeoff in a reasonable way.
VII. EXPECTED UTILITY
We create a composite utility metric to manage the tradeoff between λ and σ in a principled manner.
The utility function expresses the tradeoffs we believe are acceptable for the system we build.λ andσ can be seen as TABLE II  METRICS TABLE FOR QUESTIONER x setting the tradeoff we find acceptable between questioners and responders. For example, settingλ to 10 would suggest that the system is willing to tolerate 10 incorrect recommendations for a single correct recommendation. For example, in a system where experts are paid, high values ofλ andσ might be acceptable. On the other hand, in a voluntary system where experts are generally busy, lower values ofλ andσ might be a good idea. We use two parametersλ andσ instead of one, so as to effectively manage the tradeoff between questioners and responders. This is discussed further in the next section.
VIII. UTILITY BASED RECOMMENDATION
Definitions: Availability: For a given agent/responder x, we define its availability in a topic t, v t x , as the probability that the agent/responder will answer any given question in topic t. Expertise: For a given agent/responder x, we define its expertise in a topic t, e t x , as the probability that the agent's/responder's answer will be rated as satisfactory, given that the responder answers the question. We make the simplifying assumption that the rating provided by the questioner as satisfactory/unsatisfactory does not depend on the questioner, and depends only on the quality of the answer.
Thus, for a given question from topic t, the probability that a user x will answer the question is v t x , and the probability that he/she will answer the question satisfactorily as v increases by 1, and the overall utility of a, U a , decreases by 1. Then the expected change in utility U a for responder a, if he/she is recommended a question by user q, written as ∆E(U (q,a) a ), is given by:
Similarly, the expected change in utility for the questioner, ∆E(U (q,a) q ), can be calculated:
The overall expected change in utility can then be calculated as:
Expanding this gives:
Our recommendation approach can then be summed up as follows:
1) Given a question by questioner q: for each candidate responder a, estimate v a and e a . 2) Calculate ∆E(U (q,a) ) based on these estimates of v a and e a . 3) Recommend the question to all responders for whom ∆E(U (q,a) ) is positive.
IX. EXPERIMENTS
We have performed experiments to demonstrate a working implementation of our recommender based QA framework. 5000 questions and their answers from each of three different subject categories in Yahoo! Answers have been crawled, parsed, processed. These categories are Astronomy and Space, Books and Authors, and Wrestling. The collected data represents approximately one month of activity within each category. These categories were chosen to represent a broad spectrum of the type of content available on YA. After the pages were stripped of html, we applied stemming and stopping algorithms to remove suffixes and unimportant words.
The first experiment compares the effectiveness of three different methods of identifying and modeling expertise. The first method uses a basic information retrieval (IR) algorithm that calculates the cosine similarity between the words used by an author in historical QA data and the words contained in a question. This is included as a baseline measurement. The second method uses K-Means clustering [7] to group questionanswer documents into clusters. Users are then assigned a probability weight in each cluster based on the fraction of questions answered in the cluster. Given a new question, users are recommended based on the normalized weighted sum of the similarity of the question to each cluster centroid, multiplied by the probability of response (availability) of each user in the cluster.
The third method uses our generative model to discover the author-topic distributions. Given a new question, a probabilistic estimate is made of the topic of the question, and responders are recommended based on their marginalized probability of responding across all topics, using θ.
Our expertise models are built on a training set of 4000 questions and answers. The remaining 1000 questions and answers form the test set. For each of these questions in the test set we apply the decision-theory framework to calculate an estimated change in utility for each potential responder. The values for w a and w q represent the historic prolificacy of the responder, or the normalized number of times that responder and answerer responded in the past. We then recommend the responders with a positive estimated change in utility. The values forλ andσ are chosen to tune the recommender performance. These values are chosen to encourage a large number of recommendations and therefore high questioner satisfaction at the expense of responder load. The recommender performance is analyzed using our metrics of responder load and questioner satisfaction. We introduce one more simple metric called weak satisfaction that indicates whether the recommender was able to select at least one of authors who actually responded.λ andσ have been selected to fix responder load near 0.95. With a fix load, it is easier to compare the tradeoffs made when evaluating questioner satisfaction. We make a simplifying assumption that all actual responses are satisfactory. Yahoo! Answers collects best-answer information that indicates the single most satisfactory answer. However, the unpredictability of the dataset makes recommending the single most satisfactory response difficult, and also, marking a single response as satisfactory does not imply that all other responses were unsatisfactory. Table III displays the experimental parameters and results of our experiment to examine the impact of expertise modeling on recommendation.
The second experiment compares the performance of a recommender based on a decision-theoretic framework versus a very simple recommender that makes recommendations based only on the strength of an expertise match, neglecting the tradeoff between load and satisfaction. Table IV contains the results of this comparison. The Best Match algorithm simply recommends the top 25 responders according to the expertise information from the EM algorithm. This is done to simulate a naive recommendation system that does not use a decision-theoretic framework.
A. Analysis
Yahoo! Answers is a noisy and unpredictable dataset. Over a set of 5000 questions representing one month of activity in one category, 11588 unique users participated. Of these users, 4890 responded to a question only once, and 4723 never responded to a single question, but only asked questions. In addition, many users leave the system after a short period of time. 2319 new users appeared in our test data set of 1000 questions.
Running an offline test of a recommender is very difficult. Our results show that our system was able to correctly recommend at least one responder more than half the time (weak questioner satisfaction) while maintaining a load of λ < .95. This means that of every 20 recommendations one user responded to the question. Given the bulletin board structure of YA, it is certain that responders rarely see every available question. In a live recommender test, we predict a much higher percentage of responses from recommended responders because we can assume the responder sees the question and knows it has been recommended based on his/her expertise. Also, with a live test it would be possible to measure the questioner's satisfaction with any given response, leading to a more accurate measure of the recommender performance regarding questioner satisfaction. Table III contains the results of the first experiment. A responder load of 0.95 indicates that of 20 questions recommended to a user, he/she responded to one. This number is artificially high because we have an offline test. The results show that the clustering and EM algorithms outperform the basic information retrieval algorithm according to questioner satisfaction in nearly every case. This evidence supports using more sophisticated techniques for discovering responder expertise. The EM and clustering algorithms performed very similarly across all three data sets. While recommendation was more successful with some data sets, the relative performance of the algorithms was preserved. Table IV compares two types of recommender system. First is the decision-theory based method described in Section VIII, and the second is a simple Best Match algorithm. While this is just a single example, it shows that a more sophisticated utilitybased recommender can outperform a simple recommender, even when they are supplied the same expertise information. Our experiments show that the decision-theoretic framework only slightly outperformed the simple best-match recommendation algorithm. We hypothesize that interactive experiments run on a live dataset will better demonstrate the load balancing features of the decision-theoretic framework.
X. CONCLUSIONS
We have developed a recommender for selecting the most appropriate responders given a question. This recommender is the core of a question and answer forum under development that is designed to encourage expert participation. The two primary contributions of this work are a finite mixture model based approach for characterizing the production of content in an online question and answer forum and, a decision theoretic framework for recommending expert participants while maintaining questioner satisfaction and distributing responder load. Our generative model uses word content information and collaborative information to build models of users expertise, which are employed during recommendation. We have also developed two new metrics: responder load and questioner satisfaction. These metrics are used to evaluate the performance of our recommender system on datasets harvested from Yahoo! Answers. Three methods of constructing expertise models are compared: a simple information retrieval approach, clustering words to discover their distribution over topics, and expectation maximization based on our generative model. In addition our decision-theoretic based recommender is compared to a simple best-match configuration. Experiments across several topic domains demonstrate our systems ability to predict responder identities and suggest new responders.
In the future, we intend to build a full QA system and test our recommender using a live, instead of static, dataset. A substantial component of this planned system is an incentive mechanism for encouraging expert participation. Such an incentive mechanism would use responder and questioner feedback along with link analysis to guide recommendation. The ideas presented here are the first steps in designing a question and answer forum that is capable of identifying and incentivizing its most valuable contributors while routing questions to the most appropriate responder(s). An easy question does not require an expert, and from a social welfare perspective it would be harmful to recommend one. An ideal QA forum would maximize user satisfaction both as a questioner and a responder.
