ABSTRACT n a distributed computing system, a job is usually decomposed into several cooperating -l tasks which are then assigned to a set of processors in the system to exploit the inherent paral elism in job execution. The distributed computing system and cooperating tasks can be . represented by a processor graph G = (V , E ) and a task graph G = (V , E ), respectively P P P T T T
The University of Michigan nn Arbor, MI 48109-2122 I ABSTRACT n a distributed computing system, a job is usually decomposed into several cooperating -l tasks which are then assigned to a set of processors in the system to exploit the inherent paral elism in job execution. The distributed computing system and cooperating tasks can be . represented by a processor graph G = (V , E ) and a task graph G = (V , E ), respectively P P P T T T A T n edge between a pair of nodes in G represents the existence of direct communications G between the two corresponding tasks. The maximal number of hops between two processors in to which two adjacent tasks in G are assigned is called the dilation of that assignment. F P T or obvious reasons, it is important to keep the communication delay between any two adjat cent tasks in G low. This can be accomplished by keeping the dilation of an assignmen T below some specified value. An assignment is said to be acceptable if its dilation is less than or equal to the specified value.
Characterization and use of the number of acceptable assignments for given G and G P T e c are the subject of this paper. First, assignments with the dilation less than or equal to one ar onsidered. This dilation constraint represents a special case in which two adjacent tasks in G T P T P ) d must be assigned to either a single processor or two adjacent processors in G . Let N(G , G enote the number of acceptable assignments under this constraint. We not only derive bounds ) of N(G , G ) for arbitrary G and G , but also formulate a recursive expression for N(G , G T P T P T P w T hen G is a tree. For some restricted cases, either closed-form or recursive-form expressions of N(G , G ) are derived. The knowledge of N(G , G ) is also shown to be useful not only in T P T P e s designing a processor interconnection structure but also in analyzing as well as improving th tate-space search for the task assignment problem. Finally, we extend our results on -N(G , G ) to the completely general case --assignments with dilations greater than one -T P T P t n where two adjacent tasks in G can be assigned to any two processors in G which are no ecessarily adjacent to each other.
Index Terms -Dilation, acceptable task assignments, adjacency requirement, processor and task graphs, state-space search.
The work reported in this paper was partially supported by the Office of Naval Research under Contract N 1
INTRODUCTION
The availability of inexpensive, high performance microprocessors and memory chips has d made it attractive to build distributed computing systems. In such a system, a job is usually ecomposed into a set of cooperating tasks which are then assigned to a set of processors in e d order to exploit the inherent parallelism in job execution [1, 2, 3, 4] . Each job can thus b escribed by an undirected graph called the task graph, G = (V , E ), where V is the set of T  T  T  T   T  T  T   ,   e nodes (vertices), each representing a task of the job, and E ⊆ V × V is the set of edges ach representing intertask communications between the two task nodes connected by the edge.
When there is an edge between two task nodes in G , the two tasks are said to be related to The maximal number of hops between two processors to which two related tasks are r assigned is called the dilation of that assignment [5] . Cooperating tasks of a job are usually equired to be assigned to a set of processors in such a way that the communication delay e d between any two related tasks must be kept low. One way to accomplish this is to limit th ilation to a small number so that two related tasks may be assigned to those processors s l located physically close to each other. An assignment is said to be acceptable if its dilation i ess than or equal to a prespecified integer value.
The problem of deriving an ''optimal'' (in the sense of, for example, load balancing or -c minimization of job execution time) task assignment is very hard and known to be NP omplete [6, 7] . In [4] the task assignment problem is formulated as a state-space search problem which is then solved by the A algorithm [8] . However, without the knowledge of thenumber of acceptable assignments for given G and G , one cannot tell the size of the state T P s * pace to be searched in the A algorithm. Note that such an algorithm often requires a large number of evaluations of a complex heuristic function.
As will be discussed later, the knowledge of the number of acceptable assignments can f t be used not only for providing a simplified state-space search but also for reducing the size o he state-space to be searched. Although a search method using this knowledge may reach a , t suboptimal goal node instead of the optimal one, it requires much less computation cost and hus, provides a useful insight into the state-space search. In addition, the knowledge of the a number of acceptable assignments and its relation with the processor and task graphs can play n important role in the design of a distributed computing system. In other words, one can e a derive the system's structure from this knowledge by maximizing the number of acceptabl ssignments for a given set of cooperating tasks. For the reasons mentioned above, we shall concentrate on obtaining the number of acceptable task assignments for given G and G . ade it important to assign them to either a single processor or two adjacent processors, i.e., the dilation of an assignment is kept less than or equal to one. Let N(G , G ) denote the T P r r number of acceptable assignments under this constraint. As it will be pointed out later, ou esults on N(G , G ) can be extended and applied to the completely general case, i.e., those a T P ssignments with the dilation greater than one. Thus, without loss of generality, we shall hen--ceforth address only the formulation and application of N(G , G ). Unless mentioned other T P -t wise, in what follows, an acceptable assignment is referred to as an assignment with the dila ion less than or equal to one.
To facilitate our discussion, the task assignment problem can be transformed and stated s formally as follows. Given the task graph G and processor graph G , we want to label node T P e in G with the nodes in G in such a way that each node in G is labeled with exactly on T P T n P T ode from G and every pair of adjacent nodes in G is labeled with either a single node or two adjacent nodes in G . This constraint will be termed adjacency requirement and every P labeling satisfying the adjacency requirement is called an acceptable labeling. Actual task t m assignment is to choose from the set of acceptable labelings an optimal one tha inimizes/maximizes the associated criterion function. Note that we are addressing the proba lem of determining the number of acceptable assignments, rather than the determination of task ssignments themselves. This fact distinguishes our work from other related works [2, 4, 9, 10, 11] .
The paper is organized as follows. Section 2 provides a brief introduction of necessary on the task assignment problem are also made. More importantly, it is shown that our result re extensible to the completely general case, i.e., those assignments with dilations greater than one. Finally, the paper concludes with Section 5.
NOTATION AND DEFINITIONS
A graph G is said to be a spanning subgraph of another graph G if V = V and E ⊆ , The symbol U is used to denote an m-dimensional vector of which all entries are one m n n n n and P , C , S and K to denote respectively a path, cycle, star and complete graph with n n nodes [12] . Examples for P , C , S and K are given in Fig. 2 . Also, Q is used to denote a -dimensional cube [12] , and Q is shown in Fig. 2e as an example. Besides, R denotes an -w n-regular graph in which every node has the same degree n. Unless explicitly specified other ise, every vector referred to in this paper is treated as a column vector of positive integers, s and all graphs are assumed to be connected. In addition, the following definitions are necesary to proceed with our discussion. The product of two vectors, denoted by , is defined a The multiplication of two vectors associated with the adjacency matrix A denoted by * , is defined as:
The sorted vector of a vector V ∈ I , denoted by V ∈I , is a vector whos 
DERIVATION OF N(G , G )
T P s
The Case of Arbitrary Processor and Task Graph
The following lemma immediately follows from the adjacency requirement in task assign- 
, where, as before, H and B , 1≤i≤r, are respectively the component and redundance sets of G Because the proof of (ii) requires more bases to cover, we shall complete the proof of (ii) after Theorem 2. Q.E.D.
Notice that when G is a complete graph, the number of acceptable assignments is 
Since there is no K subgraph in Q , all the nodes in K must be labeled with ecursive-form as will be shown in the following subsection. Moreover, it will be shown in n Section 3.3 that N(G , G ) can be expressed in a closed-form when G is a tree and G is a T P T P n . n-regular graph, R These bounds are necessarily loose because of the wide range of structural variations in the processor and t The carrying vector of a node n ∈ V , denoted by Y , is defined in a recursive-form,
The Case When G is a Tree
A where C(n ) represents the set of children of the node n s we shall prove later in Theorem 2, the carrying vector is so defined that we can determine the distribution vector of any node, say n , just by rearranging the tree to make n the k k k . root and then computing the carrying vector of the node n by Eq. (1) Let n and n be two nodes with distribution vectors D and D in task graphs G and In what follows, we shall prove part (ii) of Theorem 1. To facilitate the proof, we need the following definition [13] . Also, recall that V denotes the sorted vector of V. 
Proof for part (ii) of Theorem 1:
The first inequality of (ii) in Theorem 1 follows directly from Lemma 1. To obtain the equality, N(S , G )
case where one more node is to be attached to the central node of a star at a time. Then, thi quality follows immediately. Next, we want to prove the second inequality.
m We claim that the carrying vector of the root node of a tree with n nodes is weakly sub
and, then, the required result follows
from Theorem 2. We prove this claim by induction. Clearly, for a trivial tree, U (i) ≤ 1 ≤ k ≤ m. Next, let s be the number of nodes in the tree T(n ) which is formed by n and its j j j j w 1
, where C(n ) is the set of chil ren of the node n and s = s + 1. The claim is thus proved by induction and the ine-
Q.E.D.
Some Restricted Cases
In a more restricted case when G is a tree and G = R , N(G , G ) can be expressed in T P n T P . a closed-form as given in the following corollary . then obtain the number associated with the node (n , 2) from D (1)* D (2) = 16*3 = 48
The enumeration tree can also be used to determine the number of conditional acceptable ince it requires much less search cost and is attractive, especially when we want to reduce the E expected search cost and there are many acceptable goal nodes in the state-space.
xample 3:
In the state-space search, we naturally want to reduce the number of expanded and o generated nodes in the worst case [8] . Consider the enumeration tree in Fig. 8 . It is easy t For example, the algorithm A* used in [4] requires a large number of evaluations of a complex heuristic It can be verified by enumeration that among all the possible encodings for the task tree l n in Fig. 7b , the encoding in Fig. 9 is the enumeration tree with the minimal number of interna odes; it minimizes the number of expanded nodes in the worst case of the state-space search e when the processor graph is the one in Fig. 7a. (Such an encoding is termed tht best encoding.) Improvement in the worst case of the state-space search is not the only advan age of the encoding with a smaller enumeration tree. Since the goal node in the state-space e search must be a leaf, searches in the enumeration tree with less internal nodes are naturally xpected to have less average number of expanded and generated nodes. h e Using the procedure proposed here, one can construct the enumeration tree for eac ncoding of the task tree and then determine the best encoding off-line to reduce the computa-4 tion cost of the state-space search.
.2. Remarks
The following remarks are in order to clarify some conjectures which may result from the R above examples.
1. In the first example, the increase of the number of acceptable labelings by adding an edge t b between two processor nodes with larger degrees may always seem to be greater than tha y adding an edge between nodes with smaller degrees. This is not always true. A s counter example is shown in Fig. 10 , where G and G are obtained by adding edge in G is more important than the edge (7, 10) when the task graph is P , but less impor ant than the edge (7, 10) when the task graph is P . This fact not only indicates the Figs. 12a and 12b . G and G in Fig. 13 and 13b are respectively the TR 's corresponding to the encodings in Fig. 12a and 12b. e verified that the encoding of the task tree in Fig. 12a is the best encoding when n G = P , and on the other hand the encoding in Fig. 12b is the best encoding whe A N(G , G ) > N(G , G ) for G ≠ G s can be seen from the above remarks, the task assignment problem is more complit cated than it may appear to be. This is the very reason that a rigorous procedure like the one reated in this paper must be called for.
Extension
Thus far, we dealt with only those task assignments with dilations not greater than one.
e However, our results developed for the case of the dilation not greater than one can be xtended to to the completely general case, in which the dilation can be greater than one. Suppose the allowable dilation (AD) is a positive integer k > 1. Then, a communication graph G C c P C P an be obtained from the processor graph G in such a way that V = V and every pair of s processor nodes in G is connected iff the number of hops between the pair of processor node C i P n G is less than or equal to k. For example, given the processor graph in Fig. 14a and AD = -i 2, we have the communication graph in Fig. 14b where a solid line means a one-hop commun cation, and a dashed line denotes a two-hop communication. Clearly, when AD = 1, the communication graph is the same as the processor graph.
Notice that the constraint ''every two related tasks in G must be assigned to either a sin-T P ' i gle processor or two processors, the distance between which is less than or equal to k in G ' s equivalent to the constraint ''every two related tasks in G must be assigned to either a sin- 
CONCLUSION
In this paper, we have derived the bounds for the number of acceptable task assignments for arbitrary G and G , a recursive formula for the case when G is a tree, and closed form T P T P T d n expressions for more restricted cases. Notice that the knowledge of N(G , G ) can be applie ot only for improving the state-space search of the task assignment problem but also for a evaluating the importance of each system component when we want to have more choices in ssigning tasks. By comparing the number of acceptable assignments before and after remov-, ing a certain node/link in G , the importance of the node/link can be evaluated. Furthermore 
