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Abstract
The existence and uniqueness of a flow associated to an adapted vector field ξ on the Wiener space
with dτ ξα = aβα dωβ(τ) + bα dτ are proved by a modified Picard’s iteration method, mainly under the
conditions of exponential integrability concerning bα as well as the first-order Malliavin gradients of aβα
and bα . A Newton–Leibnitz type inequality for a kind of Malliavin differentiable functionals is also proved,
which is the key point to prove the above result, and has an independent interest.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and the main result
The existence of a flow on the Wiener space associated to a general vector field valued in the
Cameron–Martin space, was proved by A.B. Cruzeiro in [4,5], respectively, under exponential
integrability of the vector field as well as its gradient and divergence. G. Peters in [19] weakened
the condition for the gradient of a vector field in [5] by the operator norm of its gradient in place
of its Hilbert–Schmidt norm, which is weaker than the late. For other related results see [20].
The geometry and stochastic analysis on path spaces and loop spaces over d-dimensional
connected and compact Riemannian manifolds have brought forward the same problems as that
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vector field determined by a Lipschitz function h : [0,1] → Rd with h(0) = 0. This important
result was later extended to the vector field determined by a vector in the Cameron–Martin space
by E. Hsu [14,15]. Both authors used the Picard’s iteration method or the Euler approximation
method to prove the existence of a flow associated to the vector field. Enchev and Stroock [11]
and Lyons and Qian [18] also constructed the flow on path spaces by different methods. Driver [8]
and Enchev and Stroock [12] extended their results in [7,11] to loop spaces, respectively, and
X.D. Li [17] extended the results in [7,14] to loop spaces by the quasi-sure analysis on the
Wiener space. Recently, F.Z. Gong and E.P. Hsu [13] extended the results in [14] to loop spaces
by a more simple method.
In fact, many authors have found that variations on path spaces and loop spaces by vector fields
which are determined by vectors in the Cameron–Martin space, always correspond to variations
on the Wiener space by the more general vector fields, for example see the cited papers in the last
paragraph. These types of vector fields on the Wiener space are so-called adapted vector fields
by Driver [10] or tangent processes by Cruzeiro and Malliavin [6], and are semi-martingales
whose local martingale part is a rotation. The difference between an “adapted vector field” and a
“tangent process” is just that the local martingale part of the former does not necessarily have a
Stratonovich representation.
The first general result for the existence of the flow on the Wiener space associated to a tangent
process was proved by Cipriano and Cruzeiro in [2], under the infinite-order differentiability of
the tangent process in the sense of Malliavin calculus, and exponential integrability of the tangent
process as well as its gradient and divergence. The method they used is the method of finite-
dimensional approximation similar as the one in [4]. Hu et al. [16] extended the conception of
tangent processes to abstract Wiener spaces, and proved the existence of the flow associated to
a rotation under the exponential integrability of its gradient. For related results on Sobolev class
vector fields and non-Gaussian measures see [1].
The purpose of the present paper is to construct the flow associated to an adapted vector field
on the Wiener space by using a modified Picard’s iteration method.
The framework of the present paper is as follows. Let (X, H , μ) be the classical Wiener space,
i.e., X is the Banach space of continuous functions {ω : [0,1] → Rd ,ω(0) = 0} with the norm
‖ω‖∞ = supt∈[0,1] |ω(t)|, μ is the Wiener measure on X, and H is the following Cameron–
Martin space of X,
H =
{
h ∈ X: ∃h˙, h(t) =
t∫
0
h˙(s) ds, 0 t  1, ‖h‖2H :=
1∫
0
∣∣h˙(τ )∣∣2 dτ < ∞}. (1.1)
For a functional F :X → G, where G is a fixed Banach space, the gradient, in the sense of
Malliavin calculus, is defined as a bounded linear operator ∇F(ω) from H to G, such that for
μ-a.e. ω ∈ X
∇F(ω)h = DhF(ω) = lim
ε→0
1
ε
[
F(ω + εh)− F(ω)], (1.2)
where the limit is in the sense of μ-a.e.-convergence.
Following Cipriano and Cruzeiro [2], we define the following norm for ∇F(ω), which is
stronger than its operator norm:
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h∈H,‖h‖∞1
∥∥∇F(ω)h∥∥
G
, (1.3)
and L∞(H ;G) consists of all bounded linear operators A from H to G such that ‖A‖L∞(H ;G) :=
suph∈H,‖h‖∞1 ‖Ah‖G < ∞.
For 1 p < ∞ we set
W˜p,1(X,G) =
{
F : X → G
∣∣∣ ‖F‖W˜p,1 := { ∫
X
{|F |p + ‖∇F‖pL∞(H ;G)}dμ
} 1
p
< ∞
}
.
It is easy to check that W˜p,1(X,G) is a Banach space with the norm ‖ · ‖W˜p,1 .
Let (ωs)0s1 be the coordinate process on X, and (Fs)0s1 be the μ-completed natural
filtration of (ωs)0s1. We set F =F1. Then (ωs)0s1 is the Brownian motion on the filtration
probability space (X,F , (Fs)0s1,μ).
Let O(d) be the Lie group of orthogonal d × d-matrices, SO(d) be the so-called special
orthogonal group, i.e., the subset of matrices in O(d) with 1 as their determinants, and so(d) be
the Lie algebras of O(d) and SO(d), which consists of all antisymmetric d × d-matrices.
Following Driver [10], an adapted vector field on the Wiener space X is a Rd -valued semi-
martingale ξ defined on X with Itô differential
dτ ξ
α = aβα dωβ(τ)+ bα dτ, (1.4)
where α,β = 1, . . . , d , and aβα = −aαβ .
Remark 1(i). In fact, a lot of very natural vector fields on X are adapted vector fields. For
example, let ξ :Rd → Rd be a C2-continuous vector field on Rd satisfying that ξ(0) = 0 and its
gradient ∇ξ ∈ so(d) as a Rd × Rd -valued function on Rd . Set ξ(ω)(τ ) ≡ ξ(ωτ ) for ω ∈ X and
τ ∈ [0,1]. Then it follows from Itô formula that (ξ(·)(τ ))τ∈[0,1] is an adapted vector field on X,
and
dτ ξ(ω)(τ ) = ∇ξ(ωτ ) dωτ + 12ξ(ωτ ) dτ.
Now, it is the place to give the main result of this paper.
Theorem 1.1. Let ξ be an adapted vector field on the Wiener space X, i.e.,
ξα(ω)(τ ) =
τ∫
0
aβα (ω)(s) dωβ(s)+
τ∫
0
bα(ω)(s) ds. (1.5)
Suppose that:
(1) a := (a(s))0s1 is a so(d)-valued continuous adapted process for a(s) := (aβα (s))1α,βd ,
(0  s  1). Furthermore, as a C([0,1],Rd×d)-valued functional on X, its Malliavin gra-
dient ∇a exists.
(2) b := (b(s))0s1 is an Rd -valued adapted process for b(s) := bα(s)1αd , 0 s  1.
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E
∣∣aβα ∣∣2+ε∞ < +∞, ∀α,β = 1, . . . , d, (1.6)
E
1∫
0
∥∥∇b(s)∥∥1+εL∞(H ; Rd ) ds < ∞. (1.7)
(4) ∃c > 0 such that
E exp
{
c
(
sup
0s1
∥∥∇a(s)∥∥2L∞(H ;Rd×d ))} < +∞,
E exp
{
c
1∫
0
∣∣b(s)∣∣2
Rd
ds
}
< +∞,
E exp
{
c
1∫
0
∥∥∇b(s)∥∥L∞(H ;Rd ) ds
}
< +∞. (1.8)
Then there exists a Uξ := {Uξt :X → X}t∈R satisfying that
d
dt
U
ξ
t (ω) = ξ
(
U
ξ
t (ω)
)
,
U
ξ
0 (ω) = ω, μ-a.e. ω ∈ X, (1.9)
and the image measure (Uξt )∗μ of μ under Uξt is equivalent to μ for all t ∈R, i.e. Uξ is the flow
associated to ξ . Furthermore, if there is another solution U such that there are SO(d)-valued
(Fτ )0τ1-adapted processes (Ot (τ ))0τ1 and Rd -valued (Fτ )0τ1-adapted processes
(At (τ ))0τ1 satisfying
Ut(s) =
s∫
0
Ot(τ) dωτ +
s∫
0
At(τ) dτ
and E exp{∫ 10 3|At |2 ds} < ∞, then Uξ = U .
Remark 1(ii). There are a lot of very natural adapted vector fields on X satisfying the conditions
in Theorem 1.1. For example, let ξ(ω)(τ ) ≡ ξ(ωτ ) be defined as in Remark 1(i) with ξ ∈ C2b .
Then all the conditions in Theorem 1.1 hold. In fact, if ut (x) satisfies that for t ∈R and x ∈Rd
d
dt
ut (x) = ξ
(
ut (x)
)
,
u0(x) = x
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Remark 1(iii). The above condition (4) is essentially similar to the conditions (2.4)–(2.5) in [2,
Theorem 2.1], and the above condition (2) is the same as in [2]. The differences between the
above other conditions in Theorem 1.1 and that in [2] are as follows:
(a) The above condition (1) does not necessarily hold for a tangent process in [2, Theorem 2.1],
and an adapted vector field satisfying the above condition (1) is not necessary a tangent
process.
(b) The condition (2.2) in [2, Theorem 2.1] is replaced by the weak condition (3) in Theorem 1.1,
and the condition (2.3) in [2, Theorem 2.1] does not appear in Theorem 1.1.
Recently, Cipriano and Cruzeiro in [3] have proved the existence and uniqueness of a flow
associated to a vector field in the first-order local Sobolev spaces over Rn with the Gaussian
measure, under exponential integrability of the vector field and its divergence with respect to
the Gaussian measure. Maybe this result is useful to prove a more better result of a flow on the
Wiener space by the method of finite-dimensional approximation.
Remark 1(iv). If the adapted vector field ξ is the pull-back vector field on X of a vector field
on path spaces determined by a vector in the Cameron–Martin space H by the Itô map, then
the above condition (4) is difficult to check. It can be seen from the structures of intertwinning
formulas of gradients between the Wiener space and path spaces given by Cruzeiro and Malliavin
in [6]. In fact, using the modified Picard’s iteration method in this paper to path spaces directly,
we can extend the results in [7,14] to the more general vector fields valued in vector bundles over
path spaces of the Cameron–Martin type. We will give the result in the forthcoming paper.
The paper is organized as follows. In Section 2, we will give some necessary preliminaries
for the proof of Theorem 1.1. In particular, we will introduce a Newton–Leibnitz type inequality
for a functional in W˜p,1(H ;G) that will be proved in Section 4. In Section 3, we will give the
detailed proof of Theorem 1.1 by a modified Picard’s iteration method. In Section 4, we will
prove the so-called Newton–Leibnitz type inequality, which has an independent interest and is
used in the proof of Theorem 1.1. Note that, the main result in the present paper is part of [21].
2. Preliminary
In this section we will give a nice way to link two semi-martingales with SO(d)-valued
diffusion coefficients, and introduce a Newton–Leibnitz type inequality for a functional in
W˜p,1(H ;G). Both of them will be used in the proof of Theorem 1.1.
Let SM be the set of Rd -valued (Fs)0s1-adapted semi-martingales (zs)0s1 such that
zs =
s∫
Oτ dωτ +
s∫
Aτ dτ, (2.1)0 0
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valued (Fτ )0τ1-adapted process, satisfies the condition that
E exp
{
1
2
1∫
0
|As |2 ds
}
< ∞. (2.2)
So, by the Girsanov theorem we know that the measure on X induced by z ∈ SM is equivalent
to μ.
Note that, SM is not a linear space. When we consider the gradient of a functional of z ∈ SM
we always embed SM to a suitable linear space.
The following definitions were introduced by Driver [7, Definitions 4.1, 4.2], and we give
them below for the reader’s convenience.
Definition 2.1.
(i) Let (V , | · |) be a normed space, for a functional f : [0.1] → V , define f ∗s = sup{|f (r)|: 0
r  s}, and |f |∞ = f ∗ := f ∗1 .
(ii) Suppose (fs)0s1 is a V -valued continuous process. For p ∈ [1,∞), define ‖f ‖Sp(s) ≡
‖f ∗s ‖Lp(μ), and ‖f ‖Sp ≡ ‖f ‖Sp(1) = ‖f ∗1 ‖Lp(μ). Let Sp(V ) denote the Banach space with
the norm ‖·‖Sp consisted of all V -valued continuous processes (fs)0s1 with ‖f ‖Sp < ∞.
For ξ0, ξ1 ∈ SM with
ξ0(s) =
s∫
0
O0(τ ) dωτ +
s∫
0
A0(τ ) dτ,
ξ1(s) =
s∫
0
O1(τ ) dωτ +
s∫
0
A1(τ ) dτ, (2.3)
for s ∈ [0,1], we want to link them together by a smooth path {ξt : t ∈ [0,1]} in SM with
ξt (s) =
s∫
0
Ot(τ) dωτ +
s∫
0
At(τ) dτ, 0 t  1. (2.4)
This is important in the proof of Theorem 1.1. To this end, we only need to determine SO(d)-
valued (Fτ )0τ1-adapted process (Ot (τ ))0τ1, and Rd -valued (Fτ )0τ1-adapted process
(At (τ ))0τ1, which both are smooth with respect to t ∈ [0,1] in the suitable linear spaces of
adapted processes.
Obviously, we can set (At (τ ))0τ1 as follows:
At(τ)(ω) = tA1(τ )(ω)+ (1 − t)A0(τ )(ω). (2.5)
In order to determine (Ot (τ ))0τ1 we need the following results.
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so(d), is a connected compact Riemannian manifold. So, any two points in SO(d) can be linked
together by a shortest geodesic.
Secondly, for two points O0, O1 in SO(d), the Riemannian distance d(O0,O1) between them
satisfies that
d(O0,O1) = d
(
idRd , (O0)−1O1
)
. (2.6)
So, the shortest geodesic that links two points in SO(d), can be determined by the shortest
geodesic that links a suitable point in SO(d) and the identity matrix idRd .
In fact, for any point O in SO(d), there is a shortest geodesic {γ (t): t ∈ [0,1]} such that
it links O and idRd together, and has the following representation: ∃υ ∈ TidRd (SO(d)) ≡ so(d)
with the length d(idRd ,O) satisfying
γ (t) = expid
Rd
(tυ) = exp(tυ). (2.7)
If O ∈ (cut(idRd ))c , then there is only one υO ∈ so(d) satisfying (2.7), but there will be many
υ ∈ so(d) satisfying (2.7) if O ∈ cut(idRd ).
Since we will determine (Ot (τ ))0τ1 in the way that it is adapted with respect to τ ∈ [0,1],
we need to select an unique υO ∈ so(d) satisfying (2.7). To this end, we only need to deal with the
case O ∈ cut(idRd ). Note that, in this case all υ ∈ so(d) satisfying (2.7) compose a closed subset
TG(O) of sphere in so(d) with the zero matrix as its center and d(idRd ,O) as its radius. Hence,
we can select an unique υO ∈ so(d) satisfying (2.7) by the following way. Fix a coordinate system
of so(d), and order all matrices in so(d) by the dictionary way according to their coordinates. We
can select the first matrix in TG(O) under the dictionary order as the unique υO which satisfies
(2.7).
It is easy to prove that υO is measurable for O ∈ SO(d).
Finally, by the above construction we know that, for O0,O1 in SO(d), {γ˜ (t) ≡
O0 exp(tυ(O0)−1O1): t ∈ [0,1]} is the shortest geodesic that links them together, and υ(O0)−1O1 is
measurable for O0,O1 ∈ SO(d).
Now, we can give a nice way to determine (Ot (τ ))0τ1 by the following way: ∀ω ∈ X, set
Ot(τ)(ω) = O0(τ )(ω) exp
(
tυ(τ )(ω)
)
, (2.8)
and υ(τ)(ω) ≡ υO0(τ )(ω)−1O1(τ )(ω). Clearly Ot(τ) is Fτ -measurable, and (Ot (τ ))0τ1 is aSO(d)-valued (Fτ )0τ1-adapted process.
By (2.4), (2.5) and (2.8) we finish the construction of a path {ξt : t ∈ [0,1]} in SM which links
ξ0, ξ1 ∈ SM together.
In the following we will check the smooth property of {ξt : t ∈ [0,1]} for t ∈ [0,1].
Note that SO(d) is compact. So, there exists a constant C > 0 such that d(O0,O1)  C,
∀O0,O1 ∈ SO(d). Hence, by the above construction of υ(τ) we have |υ(τ)|so(d)  C. Further-
more, d(O0,O1) has the following nice property: there exist two constants k1, k2 > 0 such that
k1|O0 −O1| d(O0,O1) k2|O0 −O1|, (2.9)
where
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Now, we begin to check the smooth property of ξt .
Lemma 2.2. ∀t ∈ [0,1], ξt ∈ S2(Rd). Furthermore, (ξt )0t1 : [0,1] → S2(Rd) is ‖ · ‖S2(Rd )-
differentiable, and its derivative is
D(ξ)t (s) =
s∫
0
O0(τ ) exp
(
tυ(τ )
)
υ(τ) dωτ +
s∫
0
(
A0(τ )−A1(τ )
)
dτ. (2.11)
Proof. By the Burkholder–Davis–Gundy inequality and the definition of ξt , t ∈ [0,1], it is easy
to prove that ξt ∈ S2(Rd), ∀t ∈ [0,1].
Consider (ξt )0t1 as a S2(Rd)-valued functional on [0,1], by the Burkholder–Davis–Gundy
inequality we have: for any t ∈ [0,1] and any t = 0 with t +t ∈ [0,1]
∥∥∥∥ξt+t − ξtt −D(ξ)t
∥∥∥∥2
S2
= E
{
sup
0s1
∣∣∣∣∣
s∫
0
[
Ot+t (τ )−Ot(τ)
t
−O0(τ ) exp
(
tυ(τ )
)
υ(τ)
]
dωτ
+
s∫
0
[
t × (A0(τ )−A1(τ ))
t
− (A0(τ )−A1(τ ))]dτ
∣∣∣∣∣
}2
E
1∫
0
∣∣∣∣Ot+t (τ )−Ot(τ)t −O0(τ ) exp(tυ(τ ))υ(τ)
∣∣∣∣2 dτ
E
1∫
0
∣∣tυ(τ)2/2! + (t)2υ(τ)3/3! + · · ·∣∣2 dτ. (2.12)
Since |υ(τ)|C, we get the conclusion by the Lebesque’s dominated convergence theorem. 
Lemma 2.3. D(ξ)t ≡ (D(ξ)t (s))0s1 : [0,1] → S2(Rd) is ‖ · ‖S2 -Lipschitz, i.e. ∃K > 0 such
that
∥∥D(ξ)t1 −D(ξ)t2∥∥S2 K|t1 − t2|, ∀t1, t2 ∈ [0,1]. (2.13)
Proof. Without loss of the generality we may suppose t1 > t2. It follows from the fact
|υ(τ)|  C, (2.9), and the Burkholder–Davis–Gundy inequality that there is a constant k > 0
such that
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= E
[
sup
0s1
∣∣∣∣∣
s∫
0
[
O0(τ ) exp
(
t1υ(τ)
)
υ(τ)−O0(τ ) exp
(
t2υ(τ)
)
υ(τ)
]
dωτ
∣∣∣∣∣
]2
 kE
1∫
0
∣∣O0(τ ) exp(t2υ(τ))(exp((t1 − t2)υ(τ )) − idRd )υ(τ)∣∣2 dτ
 kC2E
1∫
0
∣∣exp((t1 − t2)υ(τ )) − idRd ∣∣2 dτ
 kC2
1∫
0
d
(
exp
(
(t1 − t2)υ(τ )
)
, idRd
)2
dτ
 kC4|t1 − t2|2.  (2.14)
Theorem 2.4. There exists a version (ξt (s))t,s∈[0,1] of (ξt )t∈[0,1] such that (t, s) ∈ [0,1]2 →
ξt (s) ∈Rd is C1,0-continuous, i.e., it is C1-continuous for t ∈ [0,1] and continuous for s ∈ [0,1],
μ-a.e.
Proof. The result follows from Lemmas 2.3, 2.4 and 4.5 in [7]. 
The next theorem is the so-called Newton–Leibnitz type inequality for a functional in
W˜p,1(H ;G), which has an independent interest and will be proved in Section 4.
Theorem 2.5. Let F ∈ W˜p,1(X,G) with p > 1, ξ0, ξ1 ∈ SM. If (ξt )t∈[0,1] is constructed by (2.4)
with (2.5) and (2.8), then
∥∥F(ξ1)− F(ξ0)∥∥G 
1∫
0
∥∥∇F(ξt )∥∥L∞(H ;G)∣∣D(ξ)t ∣∣∞ dt, (2.15)
where |D(ξ)t |∞ ≡ sup0s1 |Dξt(s)|.
3. Existence and uniqueness of a flow associated to an adapted vector field on the Wiener
space
In order to understand the main idea that we used to prove Theorem 1.1, we recall some
important points for the Picard iteration method [7,14]. In fact, B. Driver [7] and E.P. Hsu [14]
have essentially proved, respectively that, for the vector field ξ with the form (2.1) that they
studied, there is a suitable distance function d(·,·) on SM such that a and b, considered as the
mappings on SM, are Lipschitz. However, for a general adapted vector field on X it cannot be
expected. So, a natural idea is to look for an increasing sequence subsets (An)n1 of X with
limn→∞ μ(An) = 1 such that, an ≡ a1An and bn ≡ b1An are adapted processes, and they are
Lipschitz on SM with the constant Cn. Note that
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(
a(U1)− a(U2)
)
IAn(U1)+ a(U2)
(
IAn(U1)− IAn(U2)
)
,
bn(U1)− bn(U2) =
(
b(U1)− b(U2)
)
IAn(U1)+ b(U2)
(
IAn(U1)− IAn(U2)
)
,
and the part |IAn(U1) − IAn(U2)|, which concerns U1 not in An or U2 not in An, cannot be
uniformly controlled by |U1 − U2|. Hence, the above natural idea must be modified. Observe
that the integral of |IAn(U1) − IAn(U2)| is controlled by 2μ(An), which can be very small as n
is large enough. By a nice way to choose the sequences (An)n1 we can prove the existence of
a flow associated to ξ under some conditions. This is just the main idea that we used. In fact, we
will change the subset An in each iteration.
Now, we prove Theorem 1.1 by the following four propositions.
Proposition 3.1. There is a constant T > 0 such that the flow equation (1.9) has a quasi-invariant
solution on the interval [−T ,T ].
Proof. This is the main proposition in this section, and we prove it by the following nine steps.
Step 1: The equivalent form of (1.9). According to Theorem 2.1 in [9] proved by B. Driver it
is enough to solve Eq. (1.9) in semi-martingale space SM. In this space (1.9) has the following
equivalent form:
Ot(s) = idRd +
t∫
0
a
(
Uλ
)
(s)Oλ(s) dλ,
At (s) = Ot(s)
t∫
0
[
Oλ(s)
]−1
b
(
Uλ
)
(s) dλ,
Ut (s) =
s∫
0
Ot(τ) dωτ +
s∫
0
At(τ) dτ, (3.1)
where Ut(s) ≡ Uξt (·)(s). For U ∈ SM with
U(s) =
s∫
0
O(τ)dωτ +
s∫
0
A(τ)dτ, (3.2)
we introduce the following notations, which will be used to define the distance function on SM:
‖O‖ = E
[
sup
0s1
∣∣O(s)∣∣],
‖A‖ = E
[ 1∫
0
∣∣A(s)∣∣ds],
〈U 〉 = ‖O‖ + ‖A‖. (3.3)
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on SM.
Step 2: The modified Picard iteration program. According to the idea in the beginning of
this section we construct the iteration sequence by a modified Picard iteration program starting
from (3.1).
For fixed n 2 and m = 0, . . . , n− 1, we set
Ot(s)(n,m+ 1) = idRd +
t∫
0
a(n,m)
(
Uλ(n,m)
)
(s)Oλ(s)(n,m+ 1) dλ,
At (s)(n,m+ 1) = Ot(s)(n,m+ 1)
t∫
0
[
Oλ(s)(n,m+ 1)]−1b(n,m)(Uλ(n,m))(s) dλ,
Ut (s)(n,m+ 1) =
s∫
0
Ot(τ)(n,m+ 1) dωτ +
s∫
0
At(τ)(n,m+ 1) dτ. (3.4)
If we change n to n+ 1 for n 2, we always set all variables with symbol (n+ 1,0) to be the
corresponding variables with symbol (n,n).
Now, we define the variables a(n,m)(Uλ(n,m))(s) and b(n,m)(Uλ(n,m))(s) for n  2 and
m = 0, . . . , n in the above equations.
Firstly, suppose that we have defined the semi-martingales Uλ(n,m− 1) and Uλ(n,m) in SM
for m = 1, . . . , n, and set Uλ(n,−1) ≡ Uλ(n− 1, n− 2) for m = 0, then we use the smooth path
(ϕσ (λ,n,m))0σ1 in SM to link them together by the way described in Section 2, i.e.,
ϕσ (λ,n,m)(s) =
s∫
0
Oλ(σ,n,m)(τ ) dωτ
+
s∫
0
(
σAλ(τ)(n,m)+ (1 − σ)Aλ(τ(n,m− 1)))dτ,
Oλ(σ,n,m)(τ ) = Oλ(τ)(n,m− 1) exp
(
συλ(n,m)(τ )
)
,
where υλ(n,m)(τ ) is tangent vector of the shortest geodesic in SO(d) from Oλ(τ) (n,m − 1) to
Oλ(τ)(n,m).
Secondly, we define the stopping time τ(λ,n,m) on X as follows:
τ(λ,n,m) = inf
{
s:
1∫
0
∥∥∇a(ϕσ (λ,n,m))(s)∥∥2L∞(H ;Rd×d ) dσ > n
}
∨ inf
{
s:
1∫ s∫ ∥∥∇b(ϕσ (λ,n,m))(τ )∥∥L∞(H ;Rd ) dτ dσ > n
}0 0
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{
s:
s∫
0
∣∣b(Uλ(n,m))(τ )∣∣2 dτ > n},
where c ∨ d ∨ e ≡ max{c, d, e}.
Finally, we define
a(n,m)
(
Uλ(n,m)
)
(s) ≡ a(Uλ(n,m))(s)I{sτ(λ,n,m)},
b(n,m)
(
Uλ(n,m)
)
(s) ≡ b(Uλ(n,m))(s)I{sτ(t,n,m)}.
Now, it is the place to give the starting point of the above iteration program.
Set Ut(1,0)(ω) ≡ ω,
τ(t,1,0) = inf
{
s:
s∫
0
∣∣b(Ut(1,0))(τ )∣∣2 dτ > 1},
and
a(1,0)
(
Ut(1,0)
)
(s) ≡ a(Ut(1,0))(s)I{sτ(t,1,0)},
b(1,0)
(
Ut(1,0)
)
(s) ≡ b(Ut(1,0))(s)I{sτ(t,1,0)}.
We define Ut(1,1) as follows:
Ot(s)(1,1) = idRd +
t∫
0
a(1,0)
(
Uλ(1,0)
)
(s)Oλ(s)(1,1) dλ,
At (s)(1,1) = Ot(s)(1,1)
t∫
0
[
Oλ(s)(1,1)
]−1
b(1,0)
(
Uλ(1,0)
)
(s) dλ,
Ut (s)(1,1) =
s∫
0
Ot(τ)(1,1) dωτ +
s∫
0
At(τ)(1,1) dτ.
This finishes the iteration program.
Step 3: The structure of ‖Ot(n,m+ 1)−Ot(n,m)‖. From now on, the letter K denotes a
strictly positive constant whose actual value may vary from one appearance to another.
By the similar calculation in [7,14] we know that, for fixed n and 1m n− 1,
∥∥Ot(n,m+ 1)−Ot(n,m)∥∥
= E sup ∣∣Ot(n,m+ 1)(s)−Ot(n,m)(s)∣∣
0s1
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t∫
0
sup
0s1
∣∣a(n,m)(Uλ(n,m))(s)− a(n,m−1)(Uλ(n,m− 1))(s)∣∣dλ
 2E
t∫
0
sup
0sτ(λ,n,m)
∣∣a(Uλ(n,m))(s)− a(Uλ(n,m− 1))(s)∣∣dλ
+E
t∫
0
sup
τ(λ,n,m)<s1
∣∣a(Uλ(n,m− 1))(s)∣∣Isτ(λ,n,m−1) dλ
+E
t∫
0
sup
τ(λ,n,m−1)<s1
∣∣a(Uλ(n,m))(s)∣∣Isτ(λ,n,m) dλ
≡ 2D1 +D2 +D3. (3.5)
Step 4: The estimate of D1. We estimate D1 as follows.
Since the Malliavin gradient ∇a of a exists as a C([0,1],Rd×d)-valued functional on X by
the condition (1) in Theorem 1.1, and ∇a ∈ W˜2,1(H ;C([0,1],Rd×d)) by the conditions (3), (4)
in Theorem 1.1, we know that ∇a(s) is continuous for s ∈ [0,1], and ∇a(s) ∈ W˜2,1(H ;Rd×d)
for any s ∈ [0,1]. Furthermore, Uλ(n,m) ∈ SM is continuous with λ ∈ R for all n 1, 0m
n−1. So, there is a subset X1 of X independent with s ∈ [0,1], λ ∈R, n 1, and 0m n−1,
such that μ(X1) = 1, and on X1 the following Newton–Leibnitz type inequality holds by the
inequality (2.15) in Theorem 2.5:∣∣a(Uλ(n,m))(s)− a(Uλ(n,m− 1))(s)∣∣

1∫
0
∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
∣∣∣∣ ddσ ϕσ (λ,n,m)
∣∣∣∣∞ dσ. (3.6)
According to (2.11) in Lemma 2.2,
(3.6)
1∫
0
∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
∣∣∣∣∣
·∫
0
d
dσ
Oλ(σ,n,m)(τ ) dωτ
∣∣∣∣∣∞ dσ
+
1∫
0
∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
( 1∫
0
∣∣Aλ(τ)(n,m)−Aλ(τ)(n,m− 1)∣∣dτ)dσ.
Hence
D1 
t∫
0
E sup
0sτ(λ,n,m)
1∫
0
∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
∣∣∣∣∣
·∫
0
d
dσ
Oλ(σ,n,m)(τ ) dωτ
∣∣∣∣∣∞ dσ dλ
+
t∫
E sup
0sτ(λ,n,m)
1∫ ∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
0 0
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( 1∫
0
∣∣Aλ(τ)(n,m)−Aλ(τ)(n,m− 1)∣∣dτ)dσ dλ
≡ D11 +D12. (3.7)
By the definition of τ(λ,n,m),
D12 
√
n
t∫
o
E
[ 1∫
0
∣∣Aλ(τ)(n,m)−Aλ(τ)(n,m− 1)∣∣dτ]dλ. (3.8)
In the following we estimate D11. In fact,
D11 
t∫
0
1∫
0
E
[
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
× sup
0s1
∣∣∣∣∣
s∫
0
d
dσ
Oλ(σ,n, m)(τ ) dωτ
∣∣∣∣∣
]
dσ dλ
=
t∫
0
1∫
0
E
[
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd×d )
× (I{sup0s1 ‖∇a(ϕσ (λ,n,m))(s)‖L∞(H ;Rd×d )√n}
+ I{sup0s1 ‖∇a(ϕσ (λ,n,m))(s)‖L∞(H ;Rd×d )>
√
n}
)
sup
0s1
∣∣∣∣∣
s∫
0
d
dσ
Oλ(σ,n,m)(τ ) dωτ
∣∣∣∣∣
]
dσ dλ

√
n
t∫
0
1∫
0
E
[( 1∫
0
∣∣∣∣ ddσ Oλ(σ,n,m)(τ )
∣∣∣∣2 dτ
) 1
2
]
dσ dλ
+
t∫
0
1∫
0
(
E
[
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥4L∞(H ;Rd×d )]) 14
×
(
E
[
sup
0s1
∣∣∣∣∣
s∫
o
d
dσ
Oλ(σ,n,m)(τ ) dωτ
∣∣∣∣∣
4]) 14
×
(
P
{
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥2L∞(H ;Rd×d ) > n}) 12 dσ dλ. (3.9)
Firstly, by the definition of Oλ (τ) in Step 2 we have(σ,n,m)
F. Gong, J. Zhang / Journal of Functional Analysis 253 (2007) 647–674 661d
dσ
Oλ(σ,n,m)(τ ) = Oλ(τ)(n,m− 1) exp
(
συλ(n,m)(τ )
)
υλ(n,m)(τ ), (3.10)
and by (2.9)
1∫
0
∣∣∣∣ ddσ Oλ(σ,n,m)(τ )
∣∣∣∣2 dτ K
1∫
0
∣∣Oλ(τ)(n,m)−Oλ(τ)(n,m− 1)∣∣2 dτ
K sup
0τ1
∣∣Oλ(τ)(n,m)−Oλ(τ)(n,m− 1)∣∣2. (3.11)
Secondly, for An,mσ,λ (τ ) ≡ σAλ(τ)(n,m)+ (1 − σ)Aλ(τ(n,m− 1),
E
[
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥4L∞(H ;Rd×d )]
= E
[
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥4L∞(H ;Rd×d )
× exp{
1
2 (−
∫ 1
0 (A
n,m
σ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ )− 12
∫ 1
0 |An,mσ,λ (τ )|2 dτ)}
exp{ 12 (−
∫ 1
0 (A
n,m
σ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ )− 12
∫ 1
0 |An,mσ,λ (τ )|2 dτ)}
]

(
E
[
sup
0s1
∥∥∇a(s)∥∥8L∞(H,Rd×d )]) 12
×
{
E
[
exp
{ 1∫
0
(
A
n,m
σ,λ (τ ),O(σ,n,m)(τ ) dωτ
) + 1
2
1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ
}]} 1
2
. (3.12)
Furthermore, we have
E
[
exp
{ 1∫
0
(
A
n,m
σ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ
) + 1
2
1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ
}]
= E
[
exp
{ 1∫
0
(
A
n,m
σ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ
) − 1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ
}
exp
{
3
2
1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ
}]

{
E
[
exp
{ 1∫
0
(
2An,mσ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ
) − 1
2
1∫
0
∣∣2An,mσ,λ (τ )∣∣2 dτ
}]} 1
2
×
{
E
[
exp
{
3
1∫ ∣∣An,mσ,λ (τ )∣∣2 dτ
}]} 1
2
. (3.13)
0
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martingale, and it follows from (3.4), the definitions of τ(λ,n,m), b(n,m)(Uη(n,m)), and An,mσ,λ that
1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ  λ2n. (3.14)
So, (exp{∫ s0 (2An,mσ,λ (τ ),Oλ(σ,n,m)(τ ) dωτ ) − 12 ∫ s0 |2An,mσ,λ (τ )|2 dτ })0s1 is an exponential mar-
tingale, and we know that
E
[
exp
{ 1∫
0
(
A
n,m
σ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ
) + 1
2
1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ
}]
 exp
{
3
2
λ2n
}
. (3.15)
Hence, by the condition (4) in Theorem 1.1, (3.12), and (3.15) we get: ∀σ ∈ [0,1]
E
[
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥4L∞(H ;Rd×d )]K exp
{
3
4
λ2n
}
. (3.16)
Thirdly, it follows from the Burkholder–Davis–Gundy inequality, the definition of Oλ(σ,n,m),
(2.9), and the compactness of SO(d) that ∀λ 0
E
[
sup
0s1
∣∣∣∣∣
s∫
o
d
dσ
Oλ(σ,n,m)(τ ) dωτ
∣∣∣∣∣
4]
K ×E
[{ 1∫
0
∣∣∣∣ ddσ Oλ(σ,n,m)(τ )
∣∣∣∣2 dτ
}2]
K ×E
[ 1∫
0
∣∣Oλ(τ)(n,m)−Oλ(τ)(n,m− 1)∣∣4 dτ]
K. (3.17)
Finally, by the condition (4) in Theorem 1.1 we get: for any σ ∈ [0,1] and λ 0
P
{
sup
0s1
∥∥∇a(ϕσ (λ,n,m))(s)∥∥2L∞(H ;Rd×d ) > n}

E[exp{K sup0s1 ‖∇a(ϕσ (λ,n,m))(s)‖2L∞(H ; Rd×d )}]
exp{Kn}
K exp
{(
3
2
λ2 −K
)
n
}
. (3.18)
It follows from (3.7)–(3.9), (3.11), and (3.16)–(3.18) that
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√
n
t∫
0
〈
Uλ(n,m)−Uλ(n,m− 1)〉dλ+ tK exp{(15
16
t2 −K
)
n
}
. (3.19)
Step 5: The estimates of D2 , D3 , and ‖Ot(n,m+ 1)−Ot(n,m)‖. The estimate of D3 is sim-
ilar as for D2. We only give the estimate of D2 below. Observe that
D2 
t∫
0
(
E
[
sup
0s1
∣∣a(Uλ(n,m− 1))(s)∣∣1+ ε2 ]) 22+ε × (P {τ(λ,n,m) < 1}) ε2+ε dλ. (3.20)
By the definition of τ(λ,n,m),
P {τ(λ,n,m) < 1} P
{
sup
0s1
1∫
0
∥∥∇a(ϕσ (λ,n,m))(s)∥∥2L∞(H ;Rd×d ) dσ > n
}
+ P
{ 1∫
0
1∫
0
∥∥∇b(ϕσ (λ,n,m))(s)∥∥L∞(H ;Rd ) ds dσ > n
}
+ P
{ 1∫
0
∣∣b(Uλ(n,m))(s)∣∣2 ds > n}
≡ P1 + P2 + P3. (3.21)
According to the Jensen inequality, the condition (4) in Theorem 1.1, and (3.15) we have
P1  exp{−Kn}
1∫
0
(
E
[
exp
{
2K sup
0s1
∥∥∇a(s)∥∥2L∞(H ;Rd×d )}]) 12
×
(
E
[
exp
{ 1∫
0
(
A
n,m
σ,λ (τ ),O
λ
(σ,n,m)(τ ) dωτ
) + 1
2
1∫
0
∣∣An,mσ,λ (τ )∣∣2 dτ
}]) 1
2
dσ
K exp
{(
3
4
λ2 −K
)
n
}
. (3.22)
Similarly, we can prove that
P2 K exp
{(
3
4
λ2 −K
)
n
}
, P3 K exp
{(
3
4
λ2 −K
)
n
}
. (3.23)
Hence, by (3.20)–(3.22) and the condition (3) in Theorem 1.1 we get
D2 +D3  tK exp
{(
3
t2 −K
)
n
}
. (3.24)4
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K
√
n
t∫
0
〈
Uλ(n,m)−Uλ(n,m− 1)〉dλ+ tK exp{(15
16
t2 −K
)
n
}
. (3.25)
Step 6: The estimate of ‖At(n,m+ 1)−At(n,m)‖. By Eq. (3.4) we have∥∥At(n,m+ 1)−At(n,m)∥∥
= E
[ 1∫
0
∣∣At(n,m+ 1)(s)−At(n,m)(s)∣∣ds]
 t
√
n
∥∥Ot(n,m+ 1)−Ot(n,m)∥∥ + √n t∫
0
∥∥Oλ(n,m+ 1)−Oλ(n,m)∥∥dλ
+E
[ t∫
0
1∫
0
∣∣b(n,m)(Uλ(n,m))(s)− b(n,m−1)(Uλ(n,m− 1))(s)∣∣ds dλ]. (3.26)
Similar as the estimate of (3.5) we can prove that
E
[ t∫
0
1∫
0
∣∣b(n,m)(Uλ(n,m))(s)− b(n,m−1)(Uλ(n,m− 1))(s)∣∣ds dλ]
K
√
n
t∫
0
〈
Uλ(n,m)−Uλ(n,m− 1)〉dλ+ tK exp{(15
16
t2 −K
)
n
}
.
So, by (3.25) we get
∥∥At(n,m+ 1)−At(n,m)∥∥ (tn+ √n )K t∫
0
〈
Uλ(n,m)−Oλ(n,m− 1)〉dλ
+ (t2√n+ t)K exp{(15
16
t2 −K
)
n
}
. (3.27)
Step 7: The inequality of 〈Ut(n,m+ 1)−Ut(n,m)〉. It follows from (3.25) and (3.27) that
〈
Ut(n,m+ 1)−Ut(n,m)〉 (tn+ √n )K t∫
0
〈
Uλ(n,m)−Uλ(n,m− 1)〉dλ
+ (t2√n+ t)K exp{(15 t2 −K)n}. (3.28)
16
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with m = 1, . . . , n− 1,
〈
Ut(n,m+ 1)−Ut(n,m)〉
 nK
t∫
0
〈
Uλ(n,m)−Uλ(n,m− 1)〉dλ+K exp{−nk}. (3.29)
Hence, we can do the iteration from m to 1 and obtain that
〈
Ut(n,m+ 1)−Ut(n,m)〉
 (nK)m
t∫
0
λ1∫
0
. . .
λm−1∫
0
〈
Uλm(n,1)−Uλm(n,0)〉dλm +K exp{−nk}m−1∑
j=0
(nKt)j
j !
 (Kt)m n
m
m! sup0λt
〈
Uλ(n,1)−Uλ(n,0)〉 +K exp{(Kt − k)n}. (3.30)
By (3.29) and (3.30) we get
〈
Ut(n,1)−Ut(n,0)〉
 (n− 1)K
t∫
0
〈
Uλ(n− 1, n− 1)−Uλ(n− 1, n− 2)〉dλ+K exp{k(n− 1)}

{
(n− 1)K}n−1 t∫
0
λ1∫
0
. . .
λn−2∫
0
〈
Uλn−1(n− 1,1)−Uλn−1(n− 1,0)〉dλn−1
+K exp{(Kt − k)(n− 1)}. (3.31)
Step 8: The convergence of the iteration sequence. Note that, for 0 t  k
〈
Ut(1,1)−Ut(1,0)〉K.
We do the iteration for n from n− 1 to 1 by (3.31). Finally, for 0 t  k we have
〈
Ut(n,1)−Ut(n,0)〉
K
n−2∑
=0
exp
{
(Kt − k)}(Kt)∑n−1j=+1 j ∏n−1j=+1 jj
(
∑n−1
j=+1 j)!
+K exp{(Kt − k)(n− 1)}.
It follows from the Stirling formula that, for N ≡ ∑n−1j=+1 j
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√
2πN
N
N

exp{N} exp
{
θ
12N
}
, θ ∈ (0,1).
So, for 0 t  k, we have N ≡ ∑n−1j=+1 j  (n−1) with  = 0, . . . , n−2, n(t) ≡ 1+ ln(Kt)+
n
N
Kt + ln n−1
N
 1 + 2Kt + ln(Kt) with n 2 and  = 0, . . . , n− 2, and we know that
〈
Ut(n,1)−Ut(n,0)〉
K
n−2∑
=0
exp
{
(Kt − k)}(Kt)N(n− 1
N
)N
exp{N} +K exp
{
(Kt − k)(n− 1)}
K exp{−Knt}
n−2∑
=0
exp
{
(Kt − k)} exp{N(1 + 2Kt + ln(Kt))}
+K exp{(Kt − k)(n− 1)}. (3.32)
It follows from (3.30) and (3.32) that, for 0 t  k,
n−1∑
m=0
〈
Ut(n,m+ 1)−Ut(n,m)〉
 exp{Knt} sup
0λt
〈
Uλ(n,1)−Uλ(n,0)〉 +Kn exp{(Kt − k)n}
K exp
{
(n− 1)(1 + 2Kt + ln(Kt)}
×
n−2∑
=0
exp
{
(Kt − k)} exp{(N − (n− 1))(1 + 2Kt + ln(Kt))}
+K exp{(2Kt − k)n+ (k −Kt)} +Kn exp{(Kt − k)n}. (3.33)
Note that,
lim
t→0
(
1 + 2Kt + ln(Kt)) = −∞, lim
t→0(Kt − k) = −k < 0,
and N − (n − 1) decreases with . Hence, according to (3.33) we know that there is a constant
T > 0 such that ∀t ∈ [0, T ]
∞∑
n=1
n∑
m=1
〈
Ut(n,m)−Ut(n,m− 1)〉 < ∞. (3.34)
If t ∈ [−T ,0], we can also prove the above inequality by a similar way.
Hence, the iteration sequence is convergent in SM with the distance 〈·−·〉 on interval [−T ,T ],
and we actually proved that there exists T > 0 such that Eq. (3.1) (so (1.9)) has a solution
on [−T ,T ].
F. Gong, J. Zhang / Journal of Functional Analysis 253 (2007) 647–674 667Step 9: The quasi-invariance of the solution of (1.9) on an interval. For convenience, we
assume that T 
√
c
4 , where the constant c is determined by the condition (4) of Theorem 1.1.
Note that, for all 0 < |t | T we have by (3.4):
Fn,m(t) ≡ E
[
exp
{ 1∫
0
3
∣∣At(s)(n,m)∣∣2ds}]
E
[
exp
{ 1∫
0
3
∣∣∣∣∣
|t |∫
0
b
(
Uλ(n,m− 1))(s) dλ∣∣∣∣∣
2
ds
}]
 1
2|t |
|t |∫
0
(
E
[
exp
{
c
1∫
0
∣∣b(s)∣∣2 ds}])2 dλ
+ 1
2|t |
|t |∫
0
E
[
exp
{ 1∫
0
3
∣∣Aλ(τ)(n,m− 1)∣∣2 dτ}]dλ
 K
2
+ 1
2
1∫
0
Fn,m−1
(|t |λ)dλ, (3.35)
By using (3.35), similar as in the above Step 8 we can prove that the sequence
{
E
[
exp
{ 1∫
0
3
∣∣At(n,m)∣∣2 ds}]: ∀n,m}
is uniformly bounded. So, it follows the Fatou’s lemma and the convergence of
∫ 1
0 |At(n,m)(s)|ds
for the norm ‖ · ‖ that
E exp
{ 1∫
0
3
∣∣At(s)∣∣2 ds} < ∞. (3.36)
According to (3.36) and the Girsanov theorem we know that the solution of (1.9) on [−T ,T ]
is quasi-invariant with respect to the Wiener measure on X.
By Steps 1–9 we finish the proof of Proposition 3.1. 
Below we prove the uniqueness of solution of (1.9) on a interval [−T ,T ].
Proposition 3.2. If Eq. (1.9) has another solution
Ut1(ω)(s) =
s∫
O1
(
Ut1(ω)
)
(τ ) dωτ +
s∫
A1
(
Ut1(ω)
)
(τ ) dτ (3.37)0 0
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E exp
{ 1∫
0
3
∣∣At1∣∣2 ds
}
< ∞, (3.38)
then there exists T > 0 such that Ut(ω) = Ut1(ω), μ-a.e., for t ∈ [−T ,T ].
Proof. Let
Ut(ω)(s) =
s∫
0
O
(
Ut(ω)
)
(τ ) dωτ +
s∫
0
A
(
Ut(ω)
)
(τ ) dτ,
Ut1(ω)(s) =
s∫
0
O1
(
Ut1(ω)
)
(τ ) dωτ +
s∫
0
A1
(
Ut1(ω)
)
(τ ) dτ (3.39)
be two solutions of (3.1), i.e., the two solutions of (1.9). Let (ϕσ (Uλ,Uλ1 ))σ∈[0,1] be the smooth
path in SM to link Uλ and Uλ1 together as described in Section 2. Then we can define the stopping
time τ(λ,n) and a(n) and b(n) by the similar method as in Step 2 of the proof of Proposition 3.1.
Similar as Steps 3–7 of the proof of Proposition 3.1, we can prove that there are two constants
T ,K > 0 such that for |t | T and n 1,
∥∥O(Ut) −O1(Ut1)∥∥K√n
t∫
0
〈
Uλ −Uλ1
〉
dλ+K exp
{
−1
2
n
}
, (3.40)
and
∥∥A(Ut) −A(Ut1)∥∥Kn
t∫
0
〈
Uλ −Uλ1
〉
dλ+K exp
{
−1
2
n
}
, (3.41)
where the constant K is concerning the conditions (3), (4) in Theorem 1.1 and (3.38). Here (3.38)
is mainly needed in the estimates of
P
{
sup
0s1
∥∥∇a(ϕσ (Uλ,Uλ1 ))(s)∥∥L∞(H ;Rd×d ) > √n}, (3.42)
and
P
{
sup
0s1
1∫
0
1∫
0
∥∥∇a(ϕσ (Uλ;Uλ1 ))(s)∥∥L∞(H ;Rd×d ) ds dσ > √n
}
. (3.43)
So, by (3.40), (3.41) we know that for any n 1
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Ut −Ut1
〉
 K
exp{Kn} (3.44)
for −T  t  T with T small enough. Let n → ∞, we get the uniqueness of solution of (1.9) on
an interval [−T ,T ]. This completes the proof of Proposition 3.2. 
By using the existence and uniqueness of solution of (1.9), it is easy to prove the following
semigroup property.
Proposition 3.3. Suppose that (Ut : t ∈ [−T ,T ]) is the solution of (1.9) with T > 0. Then there
exists T1 > 0 such that μ-a.e.,
Ut2 ◦Ut1 = Ut1+t2, ∀t1, t2, t1 + t2 ∈
[
(−T )∨ (−T1), T ∧ T1
]
. (3.45)
For example see [7] or [2].
Now, similar as in [7] we can prove the following.
Proposition 3.4. The solution of (1.9) on the interval [−T ,T ] can be extended on R, and (Ut )∗μ
is equivalent to μ for all t ∈ R.
Proof of Theorem 1.1. It follows from Propositions 3.1–3.4 that the results in Theorem 1.1
hold. We finish the proof of Theorem 1.1. 
Similar to the proof of Theorem 3.5 in [14], and using Theorem 2.1 in [10] we can prove the
following.
Corollary 3.5. Let {Ut : t ∈R} be the flow associated to a vector field given in Theorem 1.1, then
the Radon–Nikydom derivative of (Ut )∗μ with respect to μ is given by the following formula:
d(Ut )∗μ
dμ
= exp
[ 1∫
0
At(s)
(
U−tω
)
dωs − 12
1∫
0
∣∣At(s)(U−tω)∣∣2 ds]. (3.46)
4. A Newton–Leibnitz type inequality for a functional in ˜Wp,1(H ;G)
In this section we will prove the Newton–Leibnitz type inequality for a functional in
W˜p,1(H ;G). The proof will be finished by three steps. Firstly, we will prove that, for any
functional F ∈ W˜p,1(H ;G), there exists a nice finite-dimensional approximation sequence
{Fn,∇(Fn)}n=1,2,... of {F,∇F }. Secondly, we will find the approximation sequence {gkn}k=1,2,...
of Fn consisted of smooth cylinder functionals. Finally, we will prove that, the Newton–Leibnitz
type inequality holds for a smooth cylinder functional, and consequently holds for F .
In the following, all the integrals are in the Bochner sense.
Step 4.1. The finite-dimensional approximation. For ω ∈ X and n ∈N we denote by Πnω the
polygonal line that links the points ω(k2−n) with k = 0,1, . . . ,2n, i.e., for t ∈ [k2−n, (k+1)2−n]
Πnω(t) = ω
(
k
n
)
+ (2nt − k)[ω(k + 1
n
)
−ω
(
k
n
)]
.2 2 2
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2
2n ), . . . ,ω(
2n−1
2n ),ω(1)) ∈R2
n×d is denoted by Vn, which is
linear isomorphic to Πn(X) by Πnω → ((Πnω)( 12n ), (Πnω)( 22n ), . . . , (Πnω)( 2
n−1
2n ), (Πnω)(1)).
So, we can consider Vn as Πn(X), and Πn is the projection from X to Vn. Furthermore,
σn denotes the σ -algebra based on cylinder sets supported on Vn. Then {σn}∞n=1 is the sequence
of sub-σ -algebras of F and σ∞ =F .
Let G be a fixed Banach space. Following G. Peters in [19] and Cipriano and Cruzeiro in [2],
we can define the conditional expectation E[f |σn] for an f ∈ Lp(X,G) with n = 1,2, . . . and
p  1, and we call the sequence {fn}n1 as the sequence of finite-dimensional approximations
of f .
On the one hand, for any f ∈ W˜p,1(X,G),p > 1, we can write ∇(fn)h, ∀h ∈ H , as follows:
∇(fn)(ω)h = lim
t→0
1
t
[
fn(ω + th)− fn(ω)
]
= lim
t→0
1
t
[
gn(ωs1 + ths1, . . . ,ω1 + th1)− gn(ωs1, . . . ,ω1)
]
. (4.1)
By Lp-integrability of suph∈H,‖h‖H1 ‖∇f h‖G and ‖f ‖G, we get the Lp-integrability of
suph∈H,‖h‖H1 ‖∇fnh‖G and ‖fn‖G. So, it follows from the Lebesque’s dominated convergence
theorem that the first convergence in (4.1) for fn is the convergence in Lp(X; G), and the second
convergence in (4.1) for gn is the convergence in Lp(R2n×d,μ2n×d ,G), which will be defined in
the next step. Furthermore, according to Lemma 4.5, the limit for gn is just the weak derivative
of gn.
On the other hand, suph∈H,‖h‖H1 ‖∇f h‖G  ‖∇f ‖L∞(H ;G). Moreover, by the definition of
norm ‖∇f ‖L∞(H ;G) we know that, for μ-a.e. ω ∈ X, ∇f (ω) :H → G can be uniquely extended
to a bounded linear operator from X to G with norm ‖∇f (ω)‖L∞(H ;G) since H is dense in X,
which we will still denote by ∇f (ω). In fact, by some results of the conditional expectation for
f ∈ Lp(X,G) in [2,19] we can easily prove the following.
Proposition 4.1. For 1 <p < ∞, f ∈ W˜p,1(H ;G),
(1) ‖fn‖W˜p,1  ‖f ‖W˜p,1 , (4.2)
(2) ∀η :X → X with E[(∥∥∇f (·)∥∥L∞(H,G)∥∥η(·)∥∥∞)p] < ∞,
E
[∥∥∇f n(·)η(·)− ∇f (·)η(·)∥∥p
G
] → 0 (n → ∞). (4.3)
Step 4.2: The smooth approximation in the finite-dimensional case. The following defini-
tions can be found in many places, for example see [1,3] or [22]. We give them for the reader’s
convenience.
Definition 4.2. Let G be a Banach space.
(1) A G-valued functional g on Rd is called in C∞0 (Rd ,G) if it has compact support and any
nth order Fréchet derivative for n 0. For convenience, the 0th order derivative of g is itself.
When G =Rd , we denote it by C∞(Rd).0
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any compact K ⊂ Rd , ‖u|K‖G ∈ Lp(K,μd), then we call u to be p-power locally μd -
integrable. We denote the set of all such functionals by Lploc(R
d ,μd,G). Similarly, we can
define Lploc(Ω,μ
d,G) for any open subset Ω of Rd .
(3) Define Lploc(Rd ,G) to be the set of all functionals which are G-valued, p-power locally
integrable with respect to the d-dimensional Lesbegue measure dx on Rd . Lploc(Ω,G) can
be defined similarly.
Since dμ
d(x)
dx
has strictly positive upper and lower bounds on any compact sets, we know that
f ∈ Lploc(Rd,μd,G) if and only if f ∈ Lploc(Rd ,G).
(4) Let Lp(Rd,μd,G) be the Banach space
{
g: Rd → G
∣∣∣∣ ‖g‖p,μd,G = { ∫
Rd
∥∥g(x)∥∥p
G
dμd
} 1
p
< ∞
}
endowed with the norm ‖ · ‖p,μd ,G. Similarly, we can define Lp(Ω,μd,G) with the norm
‖ · ‖p,μd ,Ω,G for any open subset Ω of Rd .
Definition 4.3. Let u ∈ L1loc(Rd ,μd,G), and α be a multiply indices. A functional v ∈
L1loc(R
d ,μd,G) is called an α-order weak derivative of u if for all ϕ ∈ C∞0 (Rd)∫
Rd
ϕv dx = (−1)|α|
∫
Rd
uDα(ϕ)dx. (4.4)
Definition 4.4. For p  1 and a positive integer k, define
Wk,p
(
R
d,μd,G
) = {u ∈ Lp(Rd ,μd,G): Dαu ∈ Lp(Rd,μd,G), ∀|α| k}
endowed with the norm
‖u‖k,p =
( ∫
Rd
∑
|α|k
∥∥Dαu∥∥p
G
dμd(x)
) 1
p
.
It is the so-called Sobolev spaces with respect to the Gaussian measure on Rd . Similarly, we can
define Wk,p(Ω,μd,G) with the norm ‖ · ‖k,p,Ω for any open subset Ω of Rd .
By [22, Theorem 2.1.6] we can prove the following.
Lemma 4.5. For 1 <p < ∞, if u ∈ Lp(Rd ,μd,G) satisfies that
( ∫ ∣∣∣∣u(· + t)− u(·)|t |
∣∣∣∣p
G
dμd
) 1
p = |t |−1∥∥u(· + t)− u(·)∥∥
p
(4.5)
is convergent as |t | → 0 for any t ∈Rd , then u ∈ W 1,p(Rd ,μd,G).
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the above lemma we know that, for the finite-dimensional approximation fn of f ∈ W˜1,p(X),
there is gn ∈ W 1,p(R2n×d ,μ2n×d ,G) such that ∇fn(ω) = ∇gn(Πnω) for μ-a.e. ω ∈ X. In the
following we will prove that there exists a sequence {gmn ∈ C∞0 (R2
n×d,G)}m1 such that
lim
m→∞
∥∥gn − gmn ∥∥1,p = 0.
In general case, let g ∈ Wk,p(Rd ,μd,G), and set
gm = g1Bm, m = 1,2, . . . ,(
Dαg
)
m
= Dαg1Bm, m = 1,2, . . . , |α| k, (4.6)
where Bm is the open ball in Rd with zero as its center and m as its radius.
Let ϕ be a real-valued, compact supported, smooth, and positive function given by
ϕ(s) = C exp[−1/(1 − |x|2)], |x| < 1;
ϕ(s) = 0, |x| 1,∫
Rd
ϕ(x) dx = 1. (4.7)
For ε > 0, let ϕε(x) ≡ ε−nϕ(x/ε). For gm, Dαgm we define the convolution of them with ϕε
as follows:
gεm ≡ ϕε ∗ gm(x) ≡
∫
Rd
ϕ(x − y)gm(y)dy,
(
Dαg
)ε
m
≡ ϕε ∗
(
Dαg
)
m
(x) ≡
∫
Rd
ϕ(x − y)(Dαg)
m
(y)dy. (4.8)
It follows from [22, Theorem 1.6.1] that
Lemma 4.6. ∀ε > 0 and m 1,
(1) gεm ∈ C∞0 (Rd ,G), Dα(ϕε ∗ gm) = (Dαϕε) ∗ gm, ∀α |α| 0.
(2) gεm ∈ Lp(Rd ,μd,G), limε→0 ‖gεm − gm‖p,μd ,G = 0.
By Lemma 4.6 we can prove that
Lemma 4.7. ∀m 1
lim
ε→0
∥∥gεm − gm∥∥k,p,B˜ = 0, (4.9)
where B˜ is any open subset of Bm with dist(B˜, ∂Bm) > 0.
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Proposition 4.8. ∀g ∈ Wk,p(Rd ,μd,G), there exists a sequence gn ∈ C∞0 (Rd,G) such that
lim
n→∞
∥∥gn − g∥∥
k,p
= 0.
Step 4.3: The Newton–Leibnitz type inequality. This is the place to prove Theorem 2.5. We
firstly prove the inequality for the smooth cylinder functions.
Definition 4.9. A G-valued functional F on X is called as a cylinder functional, if there exist
n 1, 0 < s1 < s2 < · · · < sn  1, and a compact supported C∞-function f :Rd ×· · ·×Rd → G
such that, for any ω ∈ X
F(ω) = f (ωs1,ωs2, . . . ,ωsn). (4.10)
We denote the set of all the G-valued cylinder functionals on X by C(X,G).
For any F ∈ C(X,G) with the form (4.10), by Theorem 2.4 we can easily prove the following.
Proposition 4.10. Let ξ0, ξ1 ∈ SM, and (ξt )t∈[0,1] be the smooth path in SM described in Sec-
tion 2. Then
F(ξ1)− F(ξ0) =
1∫
0
n∑
i=1
∂if (ξt (s1), ξt (s2), . . . , ξt (sn))
∂xi
D(ξ)t (si) dt, μ-a.e. (4.11)
Proof of Theorem 2.5. By Proposition 4.10 we known that, for any F ∈ C(X,G),
∥∥F(ξ1)− F(ξ0)∥∥G 
1∫
0
∥∥∇F(ξt )D(ξ)t∥∥G dt. (4.12)
For any F ∈ W˜p,1(H ;G) with p > 1, it follows from Propositions 4.1, 4.8, Lemma 4.5, (4.12),
and the Fatou lemma that we can find a sequence {Fn}n1 in C(X,G) such that, for μ-a.e. ω ∈ X,∥∥F (ξ1(ω)) − F (ξ0(ω))∥∥G = limn→∞∥∥Fn(ξ1(ω)) − Fn(ξ0(ω))∥∥G
 lim
n→∞
1∫
0
∥∥(∇Fn(ξt )Dξt)(ω)∥∥G dt

1∫
0
∥∥∇F(ξt )(ω)∥∥L∞(H,G)∣∣D(ξ)t (ω)∣∣∞ dt.  (4.13)
674 F. Gong, J. Zhang / Journal of Functional Analysis 253 (2007) 647–674Acknowledgments
We both thank Shizan Fang, Kai He, Xiangdong Li, Zhiming Ma, and Fengyu Wang for
helpful discussions, and the financial support of International Innovation Group of Complex
Systems of AMSS, CAS. In particular, we thank E.P. Hsu for the discussion how to link two
semi-martingales in Section 2, and also thank the referee for the very valuable suggestions and
comments. The first-named author thanks Prof. Emile Le Page and Prof. Liu Quansheng for
inviting him to visit IMAM of University of Bretagne Sud in Vannes of France, since this very
pleasant visiting makes him finish the present paper. The first named author also thanks the finan-
cial support by the Outstanding Young People Fund NSFC (10225101), Science and Technology
Ministry 973 project, and the Knowledge Innovation Program of the Chinese Academy of Sci-
ences.
References
[1] V. Bogachev, E. Mayer-Wolf, Absolutely continuous flows generated by Sobolev class vector fields in finite and
infinite dimensions, J. Funct. Anal. 167 (1999) 1–68.
[2] F. Cipriano, A.B. Cruzeiro, Flows associated to tangent processes on the Wiener space, J. Funct. Anal. 166 (1999)
310–331.
[3] F. Cipriano, A.B. Cruzeiro, Flows associated with irregular Rd -vector fields, J. Differential Equations 219 (2005)
183–201.
[4] A.B. Cruzeiro, Équations différentielles sur l’espace de Wiener et formules de Cameron–Martin non-linéaires,
J. Funct. Anal. 54 (1983) 206–227.
[5] A.B. Cruzeiro, Unicité de solutions déquations differérebtielles sur l’espace de Wiener, J. Funct. Anal. 58 (1984)
335–347.
[6] A.B. Cruzeiro, P. Malliavin, Renormalized differential geometry on path spaces: Structural equation, curvature,
J. Funct. Anal. 139 (1996) 119–181.
[7] B. Driver, A Cameron–Martin type quasi-invariance theorem for Brownian motion on a Riemannian compact man-
ifold, J. Funct. Anal. 110 (1992) 272–376.
[8] B. Driver, A Cameron–Martin type quasi-invariance theorem for pinned Brownian motion on compact Riemannian
manifolds, Trans. Amer. Math. Soc. 342 (1994) 375–395.
[9] B. Driver, Towards calculus and geometry on path spaces, in: Stochastic Analysis, Ithaca, NY, 1993, Amer. Math.
Soc., Providence, RI, 1995, pp. 405–422.
[10] B. Driver, The Lie bracket of adapted vector fields on Wiener spaces, Appl. Math. Optim. 39 (2) (1999) 179–210.
[11] O. Enchev, D.W. Stroock, Towards a Riemannian geometry on the space over a Riemannian manifold, J. Funct.
Anal. 134 (1996) 392–416.
[12] O. Enchev, D.W. Stroock, Pinned Brownian motion and its perturbation, Adv. Math. 119 (1996) 127–154.
[13] F.Z. Gong, E.P. Hsu, Quasi-invariance of the Wiener measure on loop spaces, preprint, 2006.
[14] E.P. Hsu, Quasi-invariance of the Wiener measure on the path space over a compact Riemannian manifold, J. Funct.
Anal. 134 (1995) 417–450.
[15] E.P. Hsu, Flows and quasi-invariance of the Wiener measure on path spaces, in: M.C. Cranston, M.A. Pinsky (Eds.),
Stochastic Analysis, in: Proc. Sympos. Pure Math., vol. 57, Amer. Math. Soc., Providence, RI, 1995, pp. 265–279.
[16] Y. Hu, A.S. Ustunel, M. Zakai, Tangent processes on Wiener space, J. Funct. Anal. 192 (2002) 234–270.
[17] X.D. Li, Asymptotic behavior of the divergence on Loop spaces over a compact Riemannian manifold, Chinese Sci.
Bull. 43 (1998) 272–274.
[18] T.J. Lyons, Z.M. Qian, A class of vector fields on path space, J. Funct. Anal. 145 (1997) 205–223.
[19] G. Peters, Anticipating flows on the Wiener space generated by vector fields of low regularity, J. Funct. Anal. 142
(1996) 129–192.
[20] A.S. Ustunel, M. Zakai, Transformation of Measure on Wiener Space, Springer Monogr. Math., Springer-Verlag,
Berlin, 2000.
[21] J.X. Zhang, Flows associated to adapted vector fields on Wiener spaces and related problems, Doctoral dissertation,
Academy of Mathematics and Systems Science, Chinese Academy of Sciences, 2005 (in Chinese with an English
abstract).
[22] W.P. Ziemer, Weakly Differentiable Functions, Springer-Verlag, Berlin, 1989.
