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Abstract
The field of view of cameras is smaller than that of human eyes. Due to this fact,
different methods of combining images into panoramic mosaics, that virtually increase a
camera’s field of view, have been desirable. These methods are generally referred to as
Image Mosaicing.

Since videos are composed of image sequences, mosaicing methods are not
restricted to only still cameras but are also applied to video. The general processing in
Video Mosaicing is similar to that for a still camera but instead consists of stitching
selected frames of a video together based on the estimation of camera motion between
the frames. The final result is again images that yield a more complete view of the
panorama. However, given that a video sequence may contain hundreds of frames,
creating mosaics from them can be a much more computationally intensive and time
consuming task, especially since features within the video frames are typically identified
and tracked in the mosaicing process.

A method to reduce the process complexity of Video Mosaicing could rely on
information concerning the orientation of the camera instead of image feature tracking.
Inertial sensors (e.g. accelerometers and gyros) could form part of a low cost motion
based technology which can be used in this case and this thesis details an approach for
Video Mosaicing based on such technology that requires non-computationally intensive
algorithms.
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Chapter 1: Introduction
1.1

Thesis Motivation
The field of view of cameras is smaller than that of human eyes. Due to this fact,

different methods of combining images into panoramic mosaics, that virtually increase a
camera’s field of view, have been desirable. These methods are generally referred to as
Image Mosaicing [5] and an example of the latter is shown in Figure 1.1, where a
panoramic mosaic is created from three different images.

Figure 1.1a: First image.

Figure 1.1b: Second image.

Figure 1.1c: Third image.

Figure 1.1: An Image Mosaicing example.

Since videos are composed of image (frame) sequences, mosaicing methods are
not restricted to only still cameras but are also applied to video. Further, when these
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techniques are extended to video there are many important applications including
remote surveillance, video search, tele-operation of unmanned vehicles, etc.

The general processing in Video Mosaicing is similar to that for a still camera but
instead consists of stitching selected frames of a video based on the estimation of the
camera motion between the frames. The result is again an image that yields a more
complete view of the panorama. However, given that a video sequence has hundreds of
frames, creating mosaics from them is a much more computationally intensive and time
consuming task.

Inertial sensors (e.g. accelerometers and gyros) form part of low cost motion
based technology which can be used to assist in the Video Mosaicing process. Further,
the motivation behind this thesis is to find an approach for Video Mosaicing based on
such technology that requires non- computationally intensive algorithms.

1.2

What is an Accelerometer?
An accelerometer is an electromechanical sensor that responds to acceleration

forces which can be static (like the force caused by gravity) or dynamic (originating as a
result of vibration or a change in motion). Inside an accelerometer there are structures
that produce an electrical current that is proportional to the amount of acceleration
applied to the sensor. A typical accelerometer is shown in Figure 1.2.
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Figure 1.2: A typical accelerometer.

Of interest in this thesis is the capacity of accelerometers to measure the
acceleration caused by gravity. This allows determination of the inclination of a certain
object with respect to the earth’s horizon. For instance, a modern cellphone, equipped
with an onboard accelerometer, can be utilized as a tilt meter that indicates the roll and
pitch angles of a car during travel (see Figure 1.3).

Figure 1.3: Cellphone tilt meter.

1.3

Accelerometer Data and Video Mosaicing
Different types of accelerometers exist [6]. The more common types are

Capacitive, Piezoelectric, Piezoresistive, Hall Effect, Magnetoresistive and those based
on Heat Transfer. Each type has its own characteristic cost, output type, preferred
3

working environment and physical operation property. For instance, capacitive
accelerometers have a micromachined feature that produces capacitance that varies
with acceleration.

As mentioned before, the capacity of an accelerometer to measure inclination
can allow the obtaining of information about inclination changes of a device such as of a
video camera. This information may be useful in for instance creating mosaics from
video frames. The method for creating mosaics using the accelerometer data will be
explained later in Chapter 3. For now an imaginary model of an accelerometer, useful to
understand the data provided by the sensor, is presented.

The model consists of a ball inside a box (see Figure 1.4). Each wall is identified
with a letter that corresponds to the axis and direction in which the ball is able to move.
Note that the wall Y+ is not visible in order to illustrate the behavior of the ball inside the
box. Figure 1.3 shows that when the wall Z- is parallel to the ground the ball falls (due to
gravity) applying a force equal to 1g on the bottom wall.

Figure 1.4: Imaginary accelerometer.
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In this imaginary model the walls of the box are pressure sensitive so when the
accelerometer is in the position shown in Figure 1.4 the value at the output of the
sensor is X=0, Y=0, Z=-1. If the accelerometer is rotated as shown in Figure 1.5 the ball
will apply pressure to Z- and X- walls.

Figure 1.5: Imaginary accelerometer rotated.

The reading at the output of the sensor when the device is in the position shown
in Figure 1.5 is X=0.71, Y=0, Z=0.71. These values correspond to the components of
the gravity vector along each axis. Note that for this example the Y component is equal
to 0 which means that the Y+ and Y- walls are perpendicular to the ground so it is
possible to calculate the angle at which the box was rotated using right triangle
trigonometry. From Figure 1.6, it can be concluded that the box shown in Figure 1.5 is
rotated 45°.
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Figure 1.6: Sum of gravity components.

1.4

How a Motion Sensor Can Be Used to Measure Camera Angles
It is important to understand the fact that a mosaic of a video sequence can be

created if the angle at which the camera was pointing when each frame was captured is
known. The method proposed in this thesis is based on that fact. An Inertial
Measurement Unit (IMU), which is an electronic device that includes an accelerometer
among other motion sensing chips, will provide the angles for each frame processed.

Figure 1.7: Motion sensor attached to video camera.

A motion sensor attached to a video camera (see Figure 1.7) allows determining
the camera inclination at any given moment, so that during a video recording the current
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camera angle can be measured for each frame captured. Both the digital frame and the
corresponding angle values can be stored and retrieved to build a mosaic.

It should be noted that the video mosaicing method proposed in this thesis deals
with pure panning motion without camera translation. It would be useful in applications
where cameras are fixed but able to rotate horizontally and vertically (pan and tilt) as in
video surveillance.

1.5

Summary of Thesis
Chapter 2 contains an overview of image/video mosaicing.

Chapter 3 then

discusses an algorithm utilizing accelerometers and other sensors that can provide a
new method for video mosaicing. Experimental results utilizing the latter method are
then reported in Chapter 4. Chapter 5 comments on the conclusion derived from this
effort.
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Chapter 2: An Overview of Image Mosaicing
2.1

Image Mosaicing
Image mosaicing is a method for creating a large panoramic image by aligning

and pasting two or more smaller images. It provides a way of increasing the field of view
and resolution of a camera, for instance allowing a better understanding of a scene via
the visibility of all captured objects of interest in a single image.

Image mosaicing was initially done by manually piecing together a set of images.
However, the increasing need for mosaicing and the arrival of digital photography
brought new computational techniques for mosaicing that were first applied to aero
photography and satellite images [1, 2]. Later those methods were used for scene and
object representation.

In recent years there has been a growing interest in the use of automatized
methods for creating image mosaics in the fields of computer vision, image processing
and computer graphics [7]. Some recent applications include the creation of 360-degree
virtual reality environments [3], enhancement of image resolution and field of view [4],
scene change detection and photo editing [2].

2.2

Classification of Image Mosaicing
Existing Image Mosaicing methods can be classified in two categories: direct

methods and feature-based methods [3, 8, 9].

Direct methods use information

extracted from all the image pixels, for instance pixel brightness. Meanwhile feature8

based methods, instead of using every pixel in the image, focus on only specific areas
(interest areas) such as points, lines, corners, etc. Thus the latter may require less
computation than direct methods and can provide good correspondence through the
images [3]. A general algorithm of a feature-based method is presented in the next
section.

2.3

Image Mosaicing Algorithm via a Feature-Based Method
In general an algorithm for feature-based Image Mosaicing includes the following

phases: image acquisition, image feature extraction, feature points matching, image
position transformation and image fusion [3, 10]. The flow through these steps can be
seen in Figure 2.1.

Image Acquisition

Feature Extraction

Feature Matching

Image
Transformation

Image Fusion

Figure 2.1: Flow chart of a feature based algorithm.

During the image acquisition phase the different scene images captured by a
camera are obtained. Then in the second phase image features are extracted, which is
the key of image mosaicing. The term “feature” refers to parts or objects of interest in an
image. In this phase features of interest, which can be corners, edges, blobs, etc., are
selected for future retrieval. When selecting features, an important factor is the
9

robustness of the features. These features must provide consistent results in the entire
set of images.

The feature matching phase is where the features extracted from the images are
compared to find corresponding points that allow identifying overlapping regions on the
images [4]. Once the correspondence between features in the images is known, the
spatial transformation phase is carried out in order to relate the spaces of the images,
so that they can be aligned, merging all the overlapping regions. Figure 2.2 shows the
correspondence between the features extracted from two different images. The
combination of both images after the transformation process is shown in Figure 2.3.

Figure 2.2: Correspondence of extracted features.

Figure 2.3: Combination of images shown in Figure 2.2.
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From Figure 2.3 it can be noted that brightness differences between images
leads to a non-seamless mosaic. It is here where “image fusion”, the last step, takes
place. By smoothing or rectifying intensity differences between the stitched images, a
single seamless panoramic image of the scene is produced.
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Chapter 3: Proposed Video Mosaicing Approach
3.1

Overview
The objective of the proposed video mosaicing algorithm is to fuse the frames

contained in a given video sequence acquired by a camera rotating about its center
(pan and tilt) to create panoramic mosaics. However, instead of dealing with
complicated math and expensive computations (i.e. feature extraction) to estimate
camera rotation, this method directly measures camera angle changes using motion
sensors like the ones found in modern smartphones and video games controllers.

In order to create a mosaic with the proposed method it is necessary to measure
the angle of the camera at the capturing moment of each video frame. Thus the process
of creating the mosaic starts with the recording of the video sequence. This means that
the calculation of the camera angles has to be made in real time so that for each frame
being acquired a pair of angles (yaw and pitch) can be stored and related to the
corresponding frame. Figure 3.1 shows the two axes of rotation allowed in this method.

When the recording phase is finished, each captured frame along with its
corresponding yaw and pitch angles are retrieved one by one and accommodated on a
2 dimensional plane. The yaw and pitch values, which correspond to the angles at
which the camera took each frame, determine the location of the frame on the 2D plane.
At the end of the processing the panoramic mosaic is formed on the same plane.
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A flow chart of the algorithm is shown in Figure 3.2. The flow chart is divided in
two parts: the box at the left side represents the steps that take place during the
recording phase. The box at the right side corresponds to the process executed once
the recording phase is completed.

Figure 3.1: Yaw and pitch axes.

Start Recording

Retrieve Frame i,
and Pan and Tilt
Values (θi, ψi)

Capture Frame i
Place Frame i on
2D plane based
on Pan and Tilt
Values (θi, ψi)

Calculate Pan and Tilt
Angles (θi, ψi)

Mosaic Created
Store Frame i and
Angles (θi, ψi)

Figure 3.2: Proposed algorithm flowchart.
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3.2

IMU Sensor
An Inertial Measurement Unit (IMU) is an electronic device capable of detecting

rotational changes like pitch, roll and yaw using a combination of motion sensors such
as accelerometers, gyroscopes and magnetometers that can measure multiple degrees
of freedom. IMUs provide useful real-time orientation in 3D motion tracking. A typical
application is in aircraft navigation systems where angular data is particularly important
(see Figure 3.3). Essentially IMUs provide a sense of direction with respect to the Earth
for the object to which they are mounted (e.g. a video camera).

Figure 3.3: IMUs are capable of measuring aircraft orientation.

The sensor used during the development of this thesis is the “Razor IMU”, which
is sold by “Sparkfun Electronics” (see Figure 3.4). This IMU incorporates 4 onboard
motion devices: a single-axis gyro LY530AL, a dual-axis gyro LPR530AL, a triple-axis
accelerometer ADXL345, and a triple-axis magnetometer HMC5843 [5]. The “Razor
IMU” was selected because it was found to be an effective and low cost solution to
14

detect yaw and pitch changes according to comments posted on online forums as well
as with user-uploaded videos.

Figure 3.4: Razor IMU.

The outputs of the four “Razor IMU” sensors are connected to an ATmega328
microcontroller which is present on the same board. I2C is the protocol used by the
microcontroller to read the data generated by the accelerometer and the magnetometer
sensors. Pins 27 and 28 in the ATmega328 microcontroller correspond to the two I 2C
serial buses (refer to Figure 3.5 for the microcontroller pin configuration). The analogue
outputs provided by the two gyros are converted to digital by the 10-bit ADC (analog to
digital converter) incorporated in the microcontroller. The single-axis gyro output is
connected to the microcontroller pin 23 and the dual-axis gyro outputs are connected to
the pins 24 and 25.
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Figure 3.5: ATmega328 pin configuration.

Once the sensor data is retrieved, the microcontroller can process the sensor
data so that attitude (pitch and roll) and heading (yaw) can be calculated. Such an
orientation system is known as an AHRS (Attitude Heading Reference System). An
AHRS can be implemented by using the Direction Cosine Matrix algorithm (DCM). The
16

DCM algorithm provides full body orientation by using rotation matrices related to the
Euler angles.

The microcontroller’s AHRS can be read by a laptop using a USB to serial
interface board (the “FTDI Basic Breakout” board), also provided by “Sparkfun
Electronics”. Figure 3.5 shows the connections needed to be able to read and write to
the microcontroller on the “Razor IMU” board.

The AHRS program uploaded to the ATmega328 to perform the above required
task is included in the Appendix A. This program was developed using the Arduino
programming language. Appendix B contains information required to setup the
communications protocol to a Windows based computer.

Figure 3.6: Razor IMU to PC connection.
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3.3

Video Camera
Frames of video sequences without ghosting effects lead to better quality

panoramic mosaics. Hence, a webcam known to take smooth video with no ghosting
(see Figure 3.6) was selected to be used in the tests performed during the development
of this thesis. The webcam selected is also capable of recording in different resolutions.

Figure 3.7: Webcam Logitech C510.
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Chapter 4: Experimental Work
4.1

Hardware Setup
For the tests carried out during the development of this thesis, the webcam and

sensors board described on Chapter 3 were mounted on a common base. As
mentioned before the proposed method applies for fixed cameras able to pan and tilt
such as the ones commonly used in surveillance applications. In order to simulate such
cameras the base supporting the webcam and the sensor board was mounted on a
tripod that allows pan and tilt movements and avoid camera displacements (see Figure
4.1).

Figure 4.1: Camera and board mounted on a tripod.
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4.2

Sensor Program
A program based on a Direct Cosine Matrix algorithm was loaded into the

ATmega328 microcontroller included on the sensor board (the Razor IMU). This
program processed the raw data that the microcontroller received from the Razor board
orientation sensors and provided access to the latter info via a USB connection. The
orientation of the board was the same as the orientation of the camera. This orientation
information is in the form of Euler angles values.

4.3

Capturing Frames and Camera Orientation
In Chapter 3 it was mentioned that the first phase of the proposed algorithm

takes place during the recording of the video sequence, since the orientation changes of
the camera (angles) must be estimated and stored in real time. In order to achieve this,
a Matlab routine was developed (the code is contained in the Appendix C). This routine
is capable of receiving, via the USB ports of a PC, the video frames being captured as
well as the orientation angles provided by the microcontroller. The tasks performed by
the Matlab program are described below in sequential order:

1. The webcam is activated (via Matlab code).
2. The program waits for the microcontroller to send the first complete string of
characters that contains the camera orientation.
3. Once the string containing the camera orientation is received, the program looks
for the last captured video frame and associates/stores both the string and the
corresponding frame. The program achieves this by archiving the frame using the
20

orientation data (received string) as its filename. The filename also includes the
number of the frame as a prefix. At the end of the recording, each frame filename
will indicate the order in which the frame was taken.
4. This process is repeated until the recording of the video sequence finishes. At
the end all the frames and orientation data are available in the same PC
directory.

Figure 4.2 shows some of the frames archived by the Matlab program during the
recording of a video sequence. The filename of the first frame shown is 101,0,25.49.jpg,
where the number 101 corresponds to the frame number, the 0 corresponds to the yaw
angle and the 25.49 corresponds to the pitch angle.

Figure 4.2: Video frames archived.
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The steps then executed by the Matlab program to create a mosaic image can be
described as follows (the code is contained in the Appendix D):

1. A gray image is generated. This image is used as a background for the frames
that will form the mosaic. For convenience the size of the background is set to be
just smaller than the resolution of the monitor being used.
2. The program then looks for the first frame (or the following frame) captured by
using the number at the beginning of its filename that identifies queue position
(i.e., the filename of the first frame starts with the number 1). Once identified, the
frame is placed on the background created in step 1 using the orientation
information also stored in the filename. For convenience, all the frames captured
by the webcam were archived with a pixel resolution of 100 by 100. This
facilitated experimentation with the proposed algorithm since several frames
could be used to fill in the background which was set to a pixel resolution of 500
by 1000 (the monitor used had a resolution of 720 by 1280 pixels). Step 2 is
repeated until all the frames are accommodated on the background based on the
orientation angles associated with each frame.

4.4

Results
The following figures show example results generated via the algorithm in

Section 4.3. First, Figure 4.3 shows the image mosaic that corresponds to Figure 4.2.
Similarly, Figure 4.4 and Figure 4.5 contain other examples of corresponding results.
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Figure 4.3: Mosaic of frames shown on Figure 4.3.

Figure 4.4: Resulting mosaic (Eiffel Tower) .
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Figure 4.5: Resulting mosaic (human face).

24

Chapter 5: Conclusions and Future Work
5.1

Conclusions
Attitude Heading Reference Systems based on inertial sensors are capable of

providing the orientation of a video camera during the recording of a scene. And these
orientation information results are accurate enough to use in a Video Mosaicing
algorithm to connect the video frames and form a panoramic image of the scene. Using
gyroscopes, accelerometers and magnetometers however does not directly provide the
required orientation. Hence, a sensor fusion algorithm, such as Direct Cosine Matrix
(the one used for this thesis), is required.

Taking into account that the inertial sensors utilized in this work are a low cost
technology, the method proposed in this thesis results a good alternative to other Video
Mosaicing algorithms. It is important to note that other techniques are known to be
much more computationally intensive.

5.2

Future Work
In the future, the idea of Video Mosaicing algorithms based on 3D camera

orientation can lead to new methods for Video Mosaicing using low cost inertial sensors
that are able to accurately estimate not only pan and tilt camera movements but also
rotational displacements about a vertical axis (the yaw axis) of the camera. A fusion of
such methods with commonly used algorithms (e.g. feature extraction) may be of
interest in different applications where the capacity for processing complex algorithms is
limited.
25

List of References
[1] R. Szeliski. “Video mosaics for virtual environments”, IEEE Computer Graphics and
Applications, pages 22-30, March 1996.
[2] M. Irani, P. Anandan, and S. Hsu, “Mosaic based representations of video sequences and
their applications”, pages 605-611.
[3] Kenji Okuma, “Mosaic based representation of motion”.
[4] Akash C. Y., Chandan. P. Raju, Kamlesh V. N., Soumya S. G., Chaitra C., Shreya S, “On Split
Document Image Mosaicing Techniques”.
[5] P. Saravanan, Narayanan C.K., P.V.S.S. Prakash, and Prabhakara Rao G.V., “Techniques for
Video Mosaicing”, World Academy of Science, Engineering and Technology, November
2005.
[6] Cenk Acar, Andrei M. Shkel, “Experimental evaluation and comparative analysis of
commercial variable-capacitance MEMS accelerometers”, Journal of Micromechanics and
Microengineering, April 2003.
[7] Heung-Yeung Shum, Richard Szeliski, “Construction of Panoramic Mosaics with Global and
Local Alignment”, International Journal of Computer Vision, May 1998.
[8] Satya Prakash Mallick, “Feature Based Image Mosaicing”, University of California, San
Diego.
[9] Somaraju.Boda, “Feature-Based Image Registration”, A thesis submitted in partial
fulfillment of the requirements for the degree of master of technology in telematics and
signal processing, 2009.
[10] Fuhua Song, Bin Lu, “An Automatic Video Image Mosaic Algorithm Based on SIFT Feature
Matching”, American Journal of Engineering and Technology Research, Vol. 11, No. 9,
2011.

26

Appendix A: AHRS Code in Arduino Programming Language
// Sparkfun 9DOF Razor IMU AHRS (Arduino programming language)
// 9 Degree of Measurement Attitude and Heading Reference System
// Firmware v1.0
// Based on ArduIMU v1.5 by Jordi Munoz and William Premerlani, Jose Julio and Doug Weibel
// Axis definition:
// X axis pointing forward (to the FTDI connector)
// Y axis pointing to the right
// and Z axis pointing down.
/* Hardware version - v13
ATMega328@3.3V w/ external 8MHz resonator
High Fuse DA
Low Fuse FF
ADXL345: Accelerometer
HMC5843: Magnetometer
LY530: Yaw Gyro
LPR530: Pitch and Roll Gyro
Programmer : 3.3v FTDI
*/
#include <Wire.h>
// ADXL345 Sensitivity (from datasheet) => 4mg/LSB 1G => 1000mg/4mg = 256 steps
// Tested value : 248
#define GRAVITY 248 //This is equivalent to 1G in the raw data coming from the accelerometer
#define Accel_Scale(x) x*(GRAVITY/9.81) //Scaling the raw data of the accelerometer to actual acceleration
#define ToRad(x) (x*0.01745329252) // *pi/180
#define ToDeg(x) (x*57.2957795131) // *180/pi
// LPR530 & LY530 Sensitivity (from datasheet) => (3.3mv at 3v)at 3.3v: 3mV/º/s, 3.22mV/ADC step => 0.93
// Tested values : 0.92
#define Gyro_Gain_X 0.92 //X axis Gyro gain
#define Gyro_Gain_Y 0.92 //Y axis Gyro gain
#define Gyro_Gain_Z 0.92 //Z axis Gyro gain
#define Gyro_Scaled_X(x) x*ToRad(Gyro_Gain_X) //Returning the scaled ADC raw data of the gyro in radians for second
#define Gyro_Scaled_Y(x) x*ToRad(Gyro_Gain_Y) //Returning the scaled ADC raw data of the gyro in radians for second
#define Gyro_Scaled_Z(x) x*ToRad(Gyro_Gain_Z) //Returning the scaled ADC raw data of the gyro in radians for second
#define Kp_ROLLPITCH 0.02
#define Ki_ROLLPITCH 0.00002
#define Kp_YAW 1.2
#define Ki_YAW 0.00002
/*For debugging purposes*/
//OUTPUTMODE=1 will print the corrected data,
//OUTPUTMODE=0 will print uncorrected data of the gyros (with drift)
#define OUTPUTMODE 1
//#define PRINT_DCM 0
//#define PRINT_DCM 1
#define PRINT_ANALOGS 0
#define PRINT_EULER 1

//Printing the whole direction cosine matrix
//Printing the whole direction cosine matrix
//Printing the analog raw data
//Printing the Euler angles (roll, pitch and yaw)

#define ADC_WARM_CYCLES 50
#define STATUS_LED 13
int8_t sensors[3] = {1,2,0}; //Mapping the ADC channels gyro_x, gyro_y, gyro_z
int SENSOR_SIGN[9] = {-1,1,-1,1,1,1,-1,-1,-1}; //Correcting directions x,y,z - gyros, accelerometer, magnetormeter
float G_Dt=0.02;
long timer=0;
long timer_old;
long timer24=0; //Second timer used to print values
int AN[6]; //Array that stores the 3 ADC filtered data (gyros)
int AN_OFFSET[6]={0,0,0,0,0,0}; //Array that stores the offset of the sensors
int ACC[3]; //Array that stores the accelerometer data
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int accel_x;
int accel_y;
int accel_z;
int magnetom_x;
int magnetom_y;
int magnetom_z;
float MAG_Heading;
float Accel_Vector[3]= {0,0,0}; //Storing the acceleration in a vector
float Gyro_Vector[3]= {0,0,0};//Storing the gyros turn rate in a vector
float Omega_Vector[3]= {0,0,0}; //Corrected Gyro_Vector data
float Omega_P[3]= {0,0,0};//Omega proportional correction
float Omega_I[3]= {0,0,0};//Omega integrator
float Omega[3]= {0,0,0};
// Euler angles
float roll;
float pitch;
float yaw;
float errorRollPitch[3]= {0,0,0};
float errorYaw[3]= {0,0,0};
unsigned int counter=0;
byte gyro_sat=0;
float DCM_Matrix[3][3]= {
{
1,0,0 }
,{
0,1,0 }
,{
0,0,1 }
};
float Update_Matrix[3][3]={{0,1,2},{3,4,5},{6,7,8}};

float Temporary_Matrix[3][3]={
{
0,0,0 }
,{
0,0,0 }
,{
0,0,0 }
};
//ADC variables
volatile uint8_t MuxSel=0;
volatile uint8_t analog_reference;
volatile uint16_t analog_buffer[8];
volatile uint8_t analog_count[8];
void setup()
{
Serial.begin(57600);
pinMode (STATUS_LED,OUTPUT); // Status LED
Analog_Reference(DEFAULT);
Analog_Init();
I2C_Init();
Accel_Init();
Read_Accel();
Serial.println("Sparkfun 9DOF Razor AHRS");
digitalWrite(STATUS_LED,LOW);
delay(1500);
// Magnetometer initialization
Compass_Init();
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// Initializing ADC readings and buffers
Read_adc_raw();
delay(20);
for(int i=0;i<32;i++)
{
Read_adc_raw();
Read_Accel();
for(int y=0; y<6; y++)
AN_OFFSET[y] += AN[y];
delay(20);
}
for(int y=0; y<6; y++)
AN_OFFSET[y] = AN_OFFSET[y]/32;
AN_OFFSET[5]-=GRAVITY*SENSOR_SIGN[5];
//Serial.println("Offset:");
for(int y=0; y<6; y++)
Serial.println(AN_OFFSET[y]);
delay(2000);
digitalWrite(STATUS_LED,HIGH);
Read_adc_raw();
timer=millis();
delay(20);
counter=0;

//ADC initialization

}
void loop() //Main Loop
{
if((millis()-timer)>=20) // Main loop runs at 50Hz
{
counter++;
timer_old = timer;
timer=millis();
if (timer>timer_old)
G_Dt = (timer-timer_old)/1000.0;
else
G_Dt = 0;
// *** DCM algorithm
//Data adquisition
Read_adc_raw(); //This reads gyro data
Read_Accel(); // Read I2C accelerometer
if (counter > 5) //Reading compass data at 10Hz...(5 loop runs)
{
counter=0;
Read_Compass(); //Reading I2C magnetometer
Compass_Heading(); //Calculating magnetic heading
}
//Calculations
Matrix_update();
Normalize();
Drift_correction();
Euler_angles();
// ***
printdata();
//Turning off the LED when you saturate any of the gyros.
if((abs(Gyro_Vector[0])>=ToRad(300))||(abs(Gyro_Vector[1])>=ToRad(300))||(abs(Gyro_Vector[2])>=ToRad(300)))
{
if (gyro_sat<50)
gyro_sat+=10;
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}
else
{
if (gyro_sat>0)
gyro_sat--;
}
if (gyro_sat>0)
digitalWrite(STATUS_LED,LOW);
else
digitalWrite(STATUS_LED,HIGH);
}
}
__________________________________________________________________________________________________
//Oversampling and averaging method to increase the ADC resolution
//Storing the ADC readings in float format
void Read_adc_raw(void)
{
int i;
uint16_t temp1;
uint8_t temp2;
//ADC readings
for (i=0;i<3;i++)
{
do{
temp1= analog_buffer[sensors[i]];
temp2= analog_count[sensors[i]];
} while(temp1 != analog_buffer[sensors[i]]);
if (temp2>0) AN[i] = (float)temp1/(float)temp2;
}
//Initialization for the next readings
for (int i=0;i<3;i++){
do{
analog_buffer[i]=0;
analog_count[i]=0;
} while(analog_buffer[i]!=0);
}
}
float read_adc(int select)
{
if (SENSOR_SIGN[select]<0)
return(AN_OFFSET[select]-AN[select]);
else
return(AN[select]-AN_OFFSET[select]);
}
//Activating the ADC interrupts
void Analog_Init(void)
{
ADCSRA|=(1<<ADIE)|(1<<ADEN);
ADCSRA|= (1<<ADSC);
}
//
void Analog_Reference(uint8_t mode)
{
analog_reference = mode;
}
//ADC interrupt vector, this piece of code
//is executed every time a conversion is done
ISR(ADC_vect)
{
volatile uint8_t low, high;
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low = ADCL;
high = ADCH;
if(analog_count[MuxSel]<63) {
analog_buffer[MuxSel] += (high << 8) | low;
analog_count[MuxSel]++;
}
MuxSel++;
MuxSel &= 0x03; //if(MuxSel >=4) MuxSel=0;
ADMUX = (analog_reference << 6) | MuxSel;
//Starting the conversion
ADCSRA|= (1<<ADSC);
}
__________________________________________________________________________________________________
//Local magnetic declination
#define MAGNETIC_DECLINATION -6.0
void Compass_Heading()
{
float MAG_X;
float MAG_Y;
float cos_roll;
float sin_roll;
float cos_pitch;
float sin_pitch;
cos_roll = cos(roll);
sin_roll = sin(roll);
cos_pitch = cos(pitch);
sin_pitch = sin(pitch);
//Tilt compensated magnetic field X:
MAG_X = magnetom_x*cos_pitch+magnetom_y*sin_roll*sin_pitch+magnetom_z*cos_roll*sin_pitch;
// Tilt compensated magnetic field Y:
MAG_Y = magnetom_y*cos_roll-magnetom_z*sin_roll;
//Magnetic Heading
MAG_Heading = atan2(-MAG_Y,MAG_X);
}
__________________________________________________________________________________________________
void Normalize(void)
{
float error=0;
float temporary[3][3];
float renorm=0;
error= -Vector_Dot_Product(&DCM_Matrix[0][0],&DCM_Matrix[1][0])*.5; //eq.19
Vector_Scale(&temporary[0][0], &DCM_Matrix[1][0], error); //eq.19
Vector_Scale(&temporary[1][0], &DCM_Matrix[0][0], error); //eq.19
Vector_Add(&temporary[0][0], &temporary[0][0], &DCM_Matrix[0][0]);//eq.19
Vector_Add(&temporary[1][0], &temporary[1][0], &DCM_Matrix[1][0]);//eq.19
Vector_Cross_Product(&temporary[2][0],&temporary[0][0],&temporary[1][0]); // c= a x b //eq.20
renorm= .5 *(3 - Vector_Dot_Product(&temporary[0][0],&temporary[0][0])); //eq.21
Vector_Scale(&DCM_Matrix[0][0], &temporary[0][0], renorm);
renorm= .5 *(3 - Vector_Dot_Product(&temporary[1][0],&temporary[1][0])); //eq.21
Vector_Scale(&DCM_Matrix[1][0], &temporary[1][0], renorm);
renorm= .5 *(3 - Vector_Dot_Product(&temporary[2][0],&temporary[2][0])); //eq.21
Vector_Scale(&DCM_Matrix[2][0], &temporary[2][0], renorm);
}
/**************************************************/
void Drift_correction(void)
{
float mag_heading_x;
float mag_heading_y;
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float errorCourse;
static float Scaled_Omega_P[3];
static float Scaled_Omega_I[3];
float Accel_magnitude;
float Accel_weight;

//*****Roll and Pitch****
//Calculating the magnitude of the accelerometer vector
Accel_magnitude = sqrt(Accel_Vector[0]*Accel_Vector[0] + Accel_Vector[1]*Accel_Vector[1] + Accel_Vector[2]*Accel_Vector[2]);
Accel_magnitude = Accel_magnitude / GRAVITY;
//Dynamic weighting of accelerometer info (reliability filter)
//Weight for accelerometer info (<0.5G = 0.0, 1G = 1.0 , >1.5G = 0.0)
Accel_weight = constrain(1 - 2*abs(1 - Accel_magnitude),0,1);
Vector_Cross_Product(&errorRollPitch[0],&Accel_Vector[0],&DCM_Matrix[2][0]);
Vector_Scale(&Omega_P[0],&errorRollPitch[0],Kp_ROLLPITCH*Accel_weight);
Vector_Scale(&Scaled_Omega_I[0],&errorRollPitch[0],Ki_ROLLPITCH*Accel_weight);
Vector_Add(Omega_I,Omega_I,Scaled_Omega_I);
//YAW drift correction based on compass magnetic heading
mag_heading_x = cos(MAG_Heading);
mag_heading_y = sin(MAG_Heading);
errorCourse=(DCM_Matrix[0][0]*mag_heading_y) - (DCM_Matrix[1][0]*mag_heading_x); //Calculating YAW error
Vector_Scale(errorYaw,&DCM_Matrix[2][0],errorCourse); //Applying the yaw correction to the XYZ rotation of the aircraft
Vector_Scale(&Scaled_Omega_P[0],&errorYaw[0],Kp_YAW); //.01proportional of YAW.
Vector_Add(Omega_P,Omega_P,Scaled_Omega_P);
Vector_Scale(&Scaled_Omega_I[0],&errorYaw[0],Ki_YAW);//.00001Integrator
Vector_Add(Omega_I,Omega_I,Scaled_Omega_I);//Adding integrator to the Omega_I
}
/**************************************************/
/*
void Accel_adjust(void)
{
Accel_Vector[1] += Accel_Scale(speed_3d*Omega[2]); //Centrifugal force on Acc_y = GPS_speed*GyroZ
Accel_Vector[2] -= Accel_Scale(speed_3d*Omega[1]); //Centrifugal force on Acc_z = GPS_speed*GyroY
}
*/
/**************************************************/
void Matrix_update(void)
{
Gyro_Vector[0]=Gyro_Scaled_X(read_adc(0)); //Gyro x roll
Gyro_Vector[1]=Gyro_Scaled_Y(read_adc(1)); //Gyro y pitch
Gyro_Vector[2]=Gyro_Scaled_Z(read_adc(2)); //Gyro Z yaw
Accel_Vector[0]=accel_x;
Accel_Vector[1]=accel_y;
Accel_Vector[2]=accel_z;
Vector_Add(&Omega[0], &Gyro_Vector[0], &Omega_I[0]); //Adding proportional term
Vector_Add(&Omega_Vector[0], &Omega[0], &Omega_P[0]); //Adding integrator term
#if OUTPUTMODE==1
Update_Matrix[0][0]=0;
Update_Matrix[0][1]=-G_Dt*Omega_Vector[2];//-z
Update_Matrix[0][2]=G_Dt*Omega_Vector[1];//y
Update_Matrix[1][0]=G_Dt*Omega_Vector[2];//z
Update_Matrix[1][1]=0;
Update_Matrix[1][2]=-G_Dt*Omega_Vector[0];//-x
Update_Matrix[2][0]=-G_Dt*Omega_Vector[1];//-y
Update_Matrix[2][1]=G_Dt*Omega_Vector[0];//x
Update_Matrix[2][2]=0;
#else
// Uncorrected data (no drift correction)
Update_Matrix[0][0]=0;
Update_Matrix[0][1]=-G_Dt*Gyro_Vector[2];//-z
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Update_Matrix[0][2]=G_Dt*Gyro_Vector[1];//y
Update_Matrix[1][0]=G_Dt*Gyro_Vector[2];//z
Update_Matrix[1][1]=0;
Update_Matrix[1][2]=-G_Dt*Gyro_Vector[0];
Update_Matrix[2][0]=-G_Dt*Gyro_Vector[1];
Update_Matrix[2][1]=G_Dt*Gyro_Vector[0];
Update_Matrix[2][2]=0;
#endif
Matrix_Multiply(DCM_Matrix,Update_Matrix,Temporary_Matrix); //a*b=c
for(int x=0; x<3; x++) //Matrix Addition (update)
{
for(int y=0; y<3; y++)
{
DCM_Matrix[x][y]+=Temporary_Matrix[x][y];
}
}
}
void Euler_angles(void)
{
pitch = -asin(DCM_Matrix[2][0]);
roll = atan2(DCM_Matrix[2][1],DCM_Matrix[2][2]);
yaw = atan2(DCM_Matrix[1][0],DCM_Matrix[0][0]);
}
__________________________________________________________________________________________________
/* ******************************************************* */
/* I2C code for ADXL345 accelerometer
*/
/* and HMC5843 magnetometer
*/
/* ******************************************************* */
int AccelAddress = 0x53;
int CompassAddress = 0x1E; //0x3C //0x3D; //(0x42>>1);
void I2C_Init()
{
Wire.begin();
}
void Accel_Init()
{
Wire.beginTransmission(AccelAddress);
Wire.send(0x2D); //Power register
Wire.send(0x08); //Measurement mode
Wire.endTransmission();
delay(5);
Wire.beginTransmission(AccelAddress);
Wire.send(0x31); //Data format register
Wire.send(0x08); //Full resolution
Wire.endTransmission();
delay(5);
//Because of main loop running at 50Hz the output data rate is adjusted to 50Hz (25Hz bandwidth)
Wire.beginTransmission(AccelAddress);
Wire.send(0x2C); //Rate
Wire.send(0x09); //50Hz, normal operation
Wire.endTransmission();
delay(5);
}
//Reading x,y and z accelerometer registers
void Read_Accel()
{
int i = 0;
byte buff[6];
Wire.beginTransmission(AccelAddress);
Wire.send(0x32);
//Sending address to read from
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Wire.endTransmission(); //End of transmission
Wire.beginTransmission(AccelAddress); //Starting transmission to device
Wire.requestFrom(AccelAddress, 6); //Requesting 6 bytes from device
while(Wire.available()) //((Wire.available())&&(i<6))
{
buff[i] = Wire.receive(); //Receiving one byte
i++;
}
Wire.endTransmission(); //End of transmission
if (i==6)
{
ACC[1] = (((int)buff[1]) << 8) | buff[0]; //Y axis (internal sensor x axis)
ACC[0] = (((int)buff[3]) << 8) | buff[2]; //X axis (internal sensor y axis)
ACC[2] = (((int)buff[5]) << 8) | buff[4]; //Z axis
AN[3] = ACC[0];
AN[4] = ACC[1];
AN[5] = ACC[2];
accel_x = SENSOR_SIGN[3]*(ACC[0]-AN_OFFSET[3]);
accel_y = SENSOR_SIGN[4]*(ACC[1]-AN_OFFSET[4]);
accel_z = SENSOR_SIGN[5]*(ACC[2]-AN_OFFSET[5]);
}
else
Serial.println("!ERR: Acc data");
}
void Compass_Init()
{
Wire.beginTransmission(CompassAddress);
Wire.send(0x02);
Wire.send(0x00); //Continouos mode (default to 10Hz)
Wire.endTransmission(); //End of transmission
}
void Read_Compass()
{
int i = 0;
byte buff[6];
Wire.beginTransmission(CompassAddress);
Wire.send(0x03);
//Sending address to read from
Wire.endTransmission(); //End of transmission
//Wire.begins Transmission(CompassAddress);
Wire.requestFrom(CompassAddress, 6); // request 6 bytes from device
while(Wire.available()) //((Wire.available())&&(i<6))
{
buff[i] = Wire.receive(); //Receiving one byte
i++;
}
Wire.endTransmission(); //End of transmission
if (i==6)
{
magnetom_x = SENSOR_SIGN[6]*((((int)buff[2]) << 8) | buff[3]);
magnetom_y = SENSOR_SIGN[7]*((((int)buff[0]) << 8) | buff[1]);
magnetom_z = SENSOR_SIGN[8]*((((int)buff[4]) << 8) | buff[5]);
}
else
Serial.println("!ERR: Mag data");

//X axis (internal sensor y axis)
//Y axis (internal sensor x axis)
//Z axis

}
__________________________________________________________________________________________________
void printdata(void)
{
Serial.print("!");
#if PRINT_EULER == 1
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Serial.print("ANG:");
Serial.print(ToDeg(roll));
Serial.print(",");
Serial.print(ToDeg(pitch));
Serial.print(",");
Serial.print(ToDeg(yaw));
#endif
#if PRINT_ANALOGS==1
Serial.print(",AN:");
Serial.print(AN[sensors[0]]); //(int)read_adc(0)
Serial.print(",");
Serial.print(AN[sensors[1]]);
Serial.print(",");
Serial.print(AN[sensors[2]]);
Serial.print(",");
Serial.print(ACC[0]);
Serial.print (",");
Serial.print(ACC[1]);
Serial.print (",");
Serial.print(ACC[2]);
Serial.print(",");
Serial.print(magnetom_x);
Serial.print (",");
Serial.print(magnetom_y);
Serial.print (",");
Serial.print(magnetom_z);
#endif
/*#if PRINT_DCM == 1
Serial.print (",DCM:");
Serial.print(convert_to_dec(DCM_Matrix[0][0]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[0][1]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[0][2]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[1][0]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[1][1]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[1][2]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[2][0]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[2][1]));
Serial.print (",");
Serial.print(convert_to_dec(DCM_Matrix[2][2]));
#endif*/
Serial.println();
}
long convert_to_dec(float x)
{
return x*10000000;
}
__________________________________________________________________________________________________
//Computing the dot product of two vectors
float Vector_Dot_Product(float vector1[3],float vector2[3])
{
float op=0;
for(int c=0; c<3; c++)
{
op+=vector1[c]*vector2[c];
}
return op;
}
//Computing the cross product of two vectors
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void Vector_Cross_Product(float vectorOut[3], float v1[3],float v2[3])
{
vectorOut[0]= (v1[1]*v2[2]) - (v1[2]*v2[1]);
vectorOut[1]= (v1[2]*v2[0]) - (v1[0]*v2[2]);
vectorOut[2]= (v1[0]*v2[1]) - (v1[1]*v2[0]);
}
//Multiplying the vector by a scalar.
void Vector_Scale(float vectorOut[3],float vectorIn[3], float scale2)
{
for(int c=0; c<3; c++)
{
vectorOut[c]=vectorIn[c]*scale2;
}
}
void Vector_Add(float vectorOut[3],float vectorIn1[3], float vectorIn2[3])
{
for(int c=0; c<3; c++)
{
vectorOut[c]=vectorIn1[c]+vectorIn2[c];
}
}
__________________________________________________________________________________________________
void Matrix_Multiply(float a[3][3], float b[3][3],float mat[3][3])
{
float op[3];
for(int x=0; x<3; x++)
{
for(int y=0; y<3; y++)
{
for(int w=0; w<3; w++)
{
op[w]=a[x][w]*b[w][y];
}
mat[x][y]=0;
mat[x][y]=op[0]+op[1]+op[2];
float test=mat[x][y];
}
}
}
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Appendix B: Communications Setup of Windows PC with IMU Board


The first step is to connect the Razor IMU board to FTDI Basic Breakout - 3.3V
board following the diagram showed in Figure 3.5.



The FTDI Basic Breakout – 3.3V device has to be connected to a spare USB port on
the Windows PC.



If there is an available Internet connection, Windows will silently connect to the
Windows Update website and install any suitable driver it finds for the FTDI Basic
Breakout – 3.3V device. If no suitable driver is automatically found then it has to be
installed manually. The driver can be downloaded from the device vendor website.



The driver installed in the previous step makes the computer detect the IMU board
as a serial device connected in a COM port of the computer hence any serial
monitor application can be used to read the data coming from the IMU board. The
baud rate has to be adjusted to 57600 on the serial monitor application.

37

Appendix C: Matlab Code to Store Frames
function Storing_Frames()
s = serial('COM2');
set(s,'BaudRate',57600);
fopen(s);
vid = videoinput('winvideo',1);
triggerconfig(vid,'Manual');
set(vid,'TriggerRepeat',inf);
start(vid);
%Next loop is to wait for yaw stabilization
stableYaw=0;
while stableYaw==0
received_string = fscanf(s);
if length(received_string)>19 && length(received_string)<29
dotsQty = size( strfind(received_string, '.') );
dotsQty = dotsQty(1,2);
commasQty = size( strfind(received_string, ',') );
commasQty = commasQty(1,2);
if strcmp(received_string(1:5), '!ANG:') && dotsQty==3 && commasQty==2
pause(6);
stableYaw=1;
end
end
flushinput(s);
end
norm_c=0;
old_norm_c=0;
firstYawValue=1;
yaw=0;
folderPath='C:\Video Mosaicing\Working Dir\';
d=dir([folderPath '*.jpg']);
numFiles = length(d);
frameNum=numFiles;
for i=1:300
received_string = fscanf(s);
if length(received_string)>19 && length(received_string)<29
dotsQty = size( strfind(received_string, '.') );
dotsQty = dotsQty(1,2);
commasQty = size( strfind(received_string, ',') );
commasQty = commasQty(1,2);
if strcmp(received_string(1:5), '!ANG:') && dotsQty==3 && commasQty==2
disp(received_string);
received_string = strrep(received_string, '!ANG:', '');%Removing string "!ANG":
[a b c] = strread(received_string, '%s %s %s', 'delimiter', ',');
a=char(a);
a=str2num(a);
disp(a);
c=char(c);
c=str2num(c);
old_norm_c = norm_c;
yawChange = 0;
if c<0
norm_c = 180 + abs( -180-c );
else
norm_c = c;
end
if firstYawValue == 1
startTime=clock;
disp(startTime);
firstYawValue = 0;
yaw = 0;
else
if (0<=old_norm_c) & (old_norm_c<90) & (270<norm_c) & (norm_c<360)
yawChange = c - old_norm_c;
elseif (270<old_norm_c) & (old_norm_c<360) & (0<=norm_c) & (norm_c<90)
yawChange = norm_c - c;
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else
yawChange = norm_c - old_norm_c;
end
end
yaw = (yaw + yawChange);
disp(yaw);
pic=getsnapshot(vid);
gpic=pic;
cutpic=imcrop(gpic,[190 270 99 99]);
if abs(a)<21
frameNum=frameNum+1;
disp(a);
path=['C:\Video Mosaicing\Working Dir\' num2str(frameNum) ',' num2str(yaw) ',' num2str(a) '.jpg'];
imwrite(cutpic,path,'jpg');
end
pause(0.001);
flushinput(s);
end
end
end
endTime=clock;
disp(endTime);
stop(vid);
delete(vid);
clear vid;
fclose(s)
end
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Appendix D: Matlab Code to Form Frames Mosaic
function Reading_Frames()
%Generating background
background=(ones(500,1000))*63;
background=uint8(background);
[ROW,COL]=size(background);
%Path of the folder that contains all the frames
folderPath='C:\Video Mosaicing\Working Dir\';
%Counting frames
d=dir([folderPath '*.jpg']);
numFiles = length(d);
old_y=7;
for f=1:numFiles
frameName=dir([folderPath num2str(f) ',*.jpg']);
%Removing .jpg from frame filename
frameName=[frameName.name];
frameName = strrep(frameName, '.jpg', '');
%Separating frame name (frame number, x, y) and store in variables
[fn x y] = strread(frameName, '%s %s %s', 'delimiter', ',');
y=char(y);
y=str2num(y);
if abs(y-old_y)>1
%Calculating position of current frame on the background
rowShift= round(-100/6.7*y);
x=char(x);
x=str2num(x);
colShift=round(100/6.7*x);
%Row and col correspond the size of each frame.
row=100;
col=100;
%Loading frame
frame=imread([folderPath frameName '.jpg']);
frame=rgb2gray(frame);
if ( abs(rowShift) ) < (ROW/2)-(row/2) & ( abs(colShift) ) < (COL/2)-(col/2)
background( (1:row) + (ROW-row)/2 + rowShift, (1:col) + (COL-col)/2 + colShift,:) = frame;
imshow(background);
title(['FRAME # ' num2str(f)]);
end
pause(0.125);
%Storing previous y value
old_y=y;
end
end
end
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