Abstract. -A simple sticking probability model is used for deducing a kernel capable to describe the kinetics of computer-simulated irreversible aggregation processes. Not only the diffusion-and reaction-limited aggregation regimes were fitted but also the whole transition region. The deduced kernel establishes λ = 0 for the entire range of sticking probabilities and helps to understand how irreversible cluster-cluster aggregation works.
Aggregation phenomena occur in a wide variety of physical, chemical and biological processes [1] . The stage of aggregation for a given system may be characterized by the cluster size distribution, N = (N 1 , N 2 , ..., N i , ...), where N i denotes the number of i-size clusters. For irreversible aggregation processes in diluted systems, the time evolution of the probability, P ( N, t), for finding the system in a given state, N , is given by the non-deterministic master equation [2, 3] dP ( N, t) dt = 1 2V
where V is the volume of the system and N * ij is defined as All physical information about the aggregation mechanism is contained in the kernel, k ij , which quantifies the mean aggregation rate for a pair of i-and j-size cluster. Initial studies were concerned principally with the diffusion-limited cluster aggregation regime (DLCA) where the clusters diffuse freely and form a new bond as soon as they collide.
The DLCA kinetics is well described by the Brownian kernel which was derived by considering the fractal nature of the clusters. DLCA experiments and computer simulations yield a fractal dimension closed to 1.75 and λ = 0 [4, 5] . Here, λ is the homogeneity exponent defined by the relationship, k ai,aj ∼ a λ k ij , for large cluster sizes where a is a positive constant [6] . Experimental and computer-simulated data agree perfectly with the Brownian kernel solutions. The analytical expression for this kernel is k ij = (k
, where k Sm 11 = 8kT /3η is the Smoluchowski dimer formation rate constant. kT is the thermal energy, η is the solvent viscosity and d f is the cluster fractal dimension. According to its definition, the Brownian kernel has λ = 0. It may be written as k ij ∼ (t dif ) −1 , where t dif represents the average diffusion time spent by two i-and j-size clusters before they collide.
Reaction-limited cluster aggregation (RLCA) occurs when a large number of cluster-cluster collisions is needed before a bond is formed. From experiments and computer simulations, a fractal dimension of 2.1 is commonly obtained for this regime [7] . Nevertheless, a wide range of values for the homogeneity exponent λ is reported in the literature. These values fall usually between 0.5 and 1 [3, 5, 7, 8] . For sufficiently large aggregation times, λ is related to the weight-average cluster size,n w =
So,n w grows linearly with time for λ = 0 and faster than linear for λ > 0. Since aggregation rates may not exceed the DLCA values, this average can never surpass the limit given by the curve having λ = 0. Hence, a true asymptotic behaviour having λ > 0 is non-physical. The only sense in which RLCA is said to have higher λ than in DLCA is in the sense of a crossover [7, 9, 10] .
For further discussion, it is convenient to distinguish between cluster-cluster collision and cluster-cluster encounter. In this work, we call "collision" the event "two cluster touch each other" and define "encounter" as a sequence of consecutive collisions between a given pair of clusters. This means that an encounter starts with the first collision and ends when the clusters aggregate or diffuse away. So, a cluster spends an average time t dif between two consecutive encounters and an average time t c between two consecutive collisions.
Ball et al. proposed a kernel for describing the RLCA kinetics of fractal clusters and determined its functional from scaling arguments [10] . Nevertheless, empiric expressions like the sum kernel, k ij = k 11 [3, 11] , are still used as fair approximations. Physically deduced kernels for the whole range of sticking probabilities are so far not known. This is, at least partially, due to the fact that it is not clear how an aggregation process occurs in detail. This can easily be understood by considering that a cluster, which needs a fixed number of collisions before forming a bond, could be involved in a small or a large number of encounters. The time required for this particular aggregation process may be quite different in both cases. So, some questions arise: What is the average number of collisions per encounter? Is this number fixed or is it a function of the cluster size? May the possible answer explain why larger clusters are more reactive than smaller ones? In this letter, we propose a simple probabilistic model which allows us to deduce an aggregation kernel and to address these questions quantitatively.
The proposed aggregation kernel is based on the expression k ij ∼ t −1 , where t is the average time spent by a pair of i-and j-size clusters before aggregation. The clusters are considered to move by Brownian motion and to collide after an average diffusion time t dif . Generally, not every collision leads to aggregation, and so a sticking probability P must be defined. Consequently, (1 − P ) is the probability for a collision which does not lead to the formation of a new bond. If the clusters aggregate immediately, then they spend an average time t dif for the whole process. If they do not, they may collide again or diffuse away in order to collide with a third cluster. Hence, it is convenient to define P c as the probability for the clusters to collide again. Consequently, the probability for the clusters to diffuse away, i.e. to quit an encounter without forming a new bond, is given by (1 − P c ). Since the collision cross-section grows with cluster size, one expects that the bigger the clusters are the bigger P c becomes. As an example for a more complex aggregation process, the following event may be considered: "Two clusters diffuse and collide two times. Then one of them diffuses away and collides three times with a third cluster before forming a new bond". Figure 1 shows a schematic time and probability diagram for this particular process. The average time for this event is t ev = 2t dif + 3t c since it consists of two encounters with two and three consecutive collisions, respectively. The corresponding probability is given by
. In order to determine the average aggregation time t , it is necessary to consider the duration of all possible events weighted by the corresponding probability. Hence, t = ev t ev P ev may be expressed as
Using the well-known solutions for geometrical and binomial series, eq. (2) becomes finally
As expected, the above expression leads to the Brownian kernel for P = 1. For P < 1, the kernel gives smaller rate constants for all cluster sizes. The probability P c is related to the mean number of collisions per encounter for a nonaggregating system. According to its definition, this quantity is given by N =
As mentioned above, it is reasonable to allow N to be size dependent. Since the dependency must be a symmetric function of the cluster sizes i and j, we assume N ij = N 11 (ij) b . Here, N 11 is the mean number of monomer collisions per encounter and b a constant. For diluted systems, the average collision time, t c , should be much smaller than the average diffusion time, t dif and so may be neglected in the (t c −t dif ) term. Substituting P c in eq. (3) and assuming (t c −t dif ) ≈ −t dif , leads finally to
For large cluster sizes, this kernel approaches the Brownian kernel, and so has λ = 0 for all sticking probabilities. This finding is in excellent agreement with the theoretical prediction that after a sufficiently large time, irreversible aggregation should always reach the diffusionlimited aggregation regime [12] . In order to test the validity of the derived kernel, we confront the corresponding solutions with simulated data and compare the results also with the Brownian, sum and product kernel. The simulations were performed in 3 dimensions, off-lattice and with periodical boundary conditions. A volume fraction of 5.0 × 10 −4 and a step length of 0.5 times the particle radius was set. The simulated aggregation processes started always from monomeric initial conditions for a total number of N 0 = 10 4 particles. In order to convert the simulation time into real time, the monomer diffusivity has to be given. This parameter was arbitrarily chosen to be D 1 = 6.8 × 10 −13 m 2 s −1 . The simulations were carried out for the sticking probabilities 1, 0.5, 0.1, 0.05, 0.01 and 0.005. The cluster fractal dimension was determined using the radius of gyration method described in ref. [13] .
For solving eq. (1), the stochastic algorithm described in refs. [2] and [3] was used. For this purpose, the same volume fraction and monomeric initial conditions as set for computer simulations were established. The number of initial particles was set to N 0 = 10 5 in order to achieve reliable statistics. As aggregation kernel, the expression given by eq. (4) was used. This kernel is a function of k −18 m 3 s −1 for aqueous systems at 293 K. P is, as input value, known from the simulations. As mentioned above, d f was determined directly from the structure of the simulated clusters. N 11 was assessed by averaging the number of consecutive collisions for all pairs of particles during a simulation run with P = 0. Under the given simulation conditions, N 11 = 6.1 was obtained. Hence, b is the only undetermined parameter. Figure 2 shows the time evolution of the simulated cluster size distribution for the sticking probabilities 0.5, 0.05 and 0.005 together with the corresponding stochastic solution of the master equation. In all cases, an excellent agreement is observed. The same happens for the sticking probabilities 1, 0.1 and 0.01 which are not included in the plot. It should be pointed out that the same b value was used for the complete set of theoretical solutions. The best fits were obtained for b = 0.35. Please note that no fitting parameter was needed for the DLCA limit. This means that the theoretical Smoluchowski dimer rate constant is naturally obtained from the simulations. Figure 3 shows the time evolution of the average cluster size,n w , for different sticking probabilities. Also here, an excellent agreement between the simulated data and the stochastic solutions is observed. For all curves, three well-defined regions may be distinguished. For short times,n w starts from unity and, as expected, grows faster for larger sticking probabilities. At intermediate times, an apparent asymptotic behaviour appears and remains up to relatively long aggregation times. In this region,n w reaches quite large values. The λ values, reported in the literature, are usually obtained from this region. Please note that the slopes of the curves increase for decreasing sticking probabilities. In the limiting case of P −→ 0, a slope of 1/(1 − 2b) is expected. The third region corresponds to very long times and extremely large cluster sizes. Here, all curves approach the same real asymptotic behaviour where λ becomes 0. As can be seen, the curves for different sticking probabilities P never cross the limiting DLCA curve. So, the proposed kernel predicts an asymptotic large-time behaviour consistent with theoretical considerations. This region is, however, very difficult to achieve in experiments and simulations due to the extremely large size of the corresponding clusters.
In order to quantify the quality of the fits and to allow for comparison with other kernels, we define Err = (
1/2 as the square root of the relative mean quadratic deviation between the numerical solutions and the data. Here, ξ ij is the relative deviation between the data point number i of curve number j and the corresponding numerical solution. a is the number of data points per curve. As can be seen in table I the Err values for the proposed kernel are always very small and independent of the sticking probability P . This means that it fits the RLCA limit and the complete transition region with the same high degree of accuracy as the DLCA regime. Now, we use the Err values to compare the fits with the Brownian, the sum and the product kernel solutions. For the Browninan kernel, k 11 was employed as the only free parameter for fitting the initial steps of aggregation. As expected, the corresponding solution naturally describes the complete time evolution for P = 1. In this case, k 11 matches the theoretical Smoluchowski value. For slower processes, however, the agreement worsens drastically (see table I ). The sum and the product kernel have k 11 and λ as free parameters. Also here, k 11 was used for fitting the onset of aggregation. λ was then varied to match the long-time behaviour ofn w . For both kernels and all sticking probabilities, it was possible to fit then w curves perfectly. The detailed cluster size distribution, however, could be reproduced only for small and large sticking probabilities. In the intermediate region, the Err values increase approximately by a factor of two. Figure 4 shows the sum kernel fit for P = 0.05. Here, it can be clearly seen that matching then w curves is not sufficient for guaranteeing an adequate fit of the detailed cluster size distribution. It should be pointed out that, even with two free adjustable parameters, neither the sum nor the product kernel are able to describe the complete DLCA-RLCA transition. On the contrary, the proposed kernel is capable to fit the whole transition with high accuracy and only one global parameter which does not depend on the sticking probability P . This means that the assumptions made for deducing the proposed kernel are reasonable and sufficient for describing irreversible aggregation processes. Fig. 4 -a) Time evolution of the normalized cluster size distribution for P = 0.05. Just like in fig. 1b) , the points correspond to the computer-simulated data while the solid lines represent the best fit for the sum kernel. b) Time evolution of the corresponding weight-average cluster sizenw.
The proposed probabilistic aggregation model allows even to draw some additional conclusions. For example, the positive value obtained for b shows that the average number of collisions per encounter, N ij , increases for increasing cluster size. As mentioned above, N 11 = 6.1 was obtained. This means that, under the given simulation conditions, the monomers collide on average 6.1 times per encounter. So, for a sticking probability of 0.01, where the clusters need an average of 100 collisions for forming a bond, the monomeric particles are involved in 16.4 encounters and consequently, spend an average time of 16.4t dif + 73.6t c for aggregation. Decamers, however, will collide among themselves N 10 10 = 27.9 times per encounter and so spend an average time of 3.6t dif + 96.4t c . Given that t c t dif , it becomes clear why decamers are more reactive than monomers. In the limiting case of very large cluster sizes, only one encounter is expected and so the cluster reactivities approach the DLCA values.
In conclusion, the proposed probabilistic model helps to understand how irreversible cluster-cluster aggregation works. It gives rise to a physically deduced kernel which reproduces the time evolution of the cluster size distributions for all times, cluster sizes and sticking probabilities. This fact confirms that the presented model is capable to describe the transition from DLCA to RLCA. It also gives a plausible explanation for the apparent DLCA-RLCA λ contradiction mentioned at the beginning of this letter and establishes λ = 0 for the real asymptotic behaviour of irreversible aggregation processes. * * * 
