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A simple, finite graph G is called a time graph (equivalently, an indifference 
graph) if there is an injective real function f on the vertices v(G) such that 
viuj E e(G) for v, # vj if and only if 1 f(vi) - f(v,)l < 1. A clique of a graph G is a 
maximal complete subgraph of G. The clique graph K(G) of a graph G is the inter- 
section graph of the cliques of G. It will be shown that the clique graph of a time 
graph is a time graph, and that every time graph is the clique graph of some time 
graph. Denote the clique graph of a clique graph of G by K*(G), and inductively, 
denote K(Km-‘(G)) by K”(G). Define the index indx(G) of a connected time graph 
G as the smallest integer n such that K”(G) is the trivial graph. It will be shown 
that the index of a time graph is equal to its diameter. Finally, bounds on the 
diameter of a time graph will be derived. 0 1984 Acedemic RCSS, IX 
1, TERMINOLOGY 
Elementary definitions will be as in Bollobis [2]. We consider finite 
graphs without loops or multiple edges. By e(G) we denote the edge set of 
graph G; by u(G) we denote the vertex set. We denote the edge between two 
vertices v I and v2 simply by v 1 v2. An induced subgraph (S) of G is a subset 
s= {v i ,..., v,} of v(G) together with all edges vivj, where vivj E e(G). 
A graph G will be called a time graph if there is a one-to-one real function 
f on v(G) such that v,vj E e(G) if and only if If(vj) -f(vi)j < 1, for Vi # v,. 
A clique C of a graph G is a maximal complete subgraph of G. The clique 
graph K(G) of a graph G is the intersection graph of the cliques of G, that is, 
there is a one-to-one correspondence between the vertices {vi, Q,..., v,J of 
K(G) and the cliques {C, , C, ,..., C,} of G such that vrvj E e(K(G)) if and 
only if Ci n Cj # 0. Depending upon the context C, will represent either a 
clique in G or a vertex of K(G). Let G be a graph with v E v(G), and H a 
graph with w  E v(H). If G N H and this isomorphism maps v onto w, then 
write v 4-+ w. 
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2. BACKGROUND 
The expression “time graph” has come into the literature through attempts 
by medical researchers and statisticians at modeling epidemicity, the earliest 
apparently being Kellet [7]. A set of cases of a given disease are modelled 
by a graph (its “time graph”) in the following manner: The time of 
occurance for an incidence of disease is plotted on the real line, and two 
such points are connected if and only if they differ by a fixed number of 
days. Similarly, a “space graph” may be defined for the set of case data, and 
the random intersections of such space and time graphs have been studied as 
a model for contagion (cf., Barton & David [ 11). 
Independently from the foregoing, Roberts [ 10, 1 l] represented several 
characterizations of this class of graphs, calling them instead “indifference 
graphs.” A main result of his was that the class of indifference graphs is 
equivalent to the class of cocomparability graphs of semiorders. This and 
related results are conveniently summarized in Golumbic [4]. 
Stimulated by the Barton and David paper [ I] but uninformed about 
Roberts’ work, Maehara [8] characterized time graphs in terms of their 
clique structure and enumerated them. Much of his work was anticipated by 
Roberts. However, Maehara [9] has generalized time graphs to three 
dimensions in a forthcoming paper. 
We should also mention the Ph. D. dissertation of Wegner [ 131 in which 
he characterized unit interval graphs as those triangulated graphs not 
containing certain induced subgraphs (Fig. 1). Roberts [lo] pointed out the 
equivalence of indifference graphs and unit interval graphs, and indepen- 
dently discovered the induced subgraph characterization. 
In the present paper we prefer the expression “time graph” over “indif- 
ference graph” because of a small difference in definition. For Roberts the 
real function f from the vertices v(G) of graph G is not necessarily injective; 
in Barton and David [ 11, Maehara [8], and this paper f necessarily is 
injective. In either case, however, the same class of graphs is obtained. 
The literature dealing with clique graphs is extensive. The earliest 
sufficient condition for a graph to be clique graph was found by Hamelink 
[5]. Roberts and Spencer [ 121 gave related conditions which were necessary 
as well as sufficient. The first mention of “iterated clique graphs” in the 
literature seems to be by Hedetniemi and Slater [6]. This was dealt with 
more fully by Escalante [3]. 
FIG. 1. Forbidden subgraphs. 
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A graph G is called a Helly graph if for every set of cliques of G whose 
pairwise intersections are nonempty there is a vertex of G common to all 
cliques of the set. Hamelink [6] showed that all Helly graphs are clique 
graphs, and Roberts and Spencer [ 121 generalized this condition to obtain 
their characterization of clique graphs. Escalante [3], among other results, 
showed that the clique graph of a Helly graph is Helly, and every Helly 
graph is the clique graph of some Helly graph. 
If n denotes a class of graphs, then let K(17) denote the set of cliques of 
the class, that is, K(n) = {K(G): GE n}. If K(n) = n then call n clique- 
closed. To the best of the author’s knowledge, Helly graphs and time graphs 
are the only two nontrivial clique-closed classes of graphs in the literature. 
Note that every time graph is Helly, but the converse is false. 
3. CLIQUE GRAPHS OF TIME GRAPHS 
Theorem 3.3 will state our basic observation concerning clique graphs of 
time graphs. First, we give preliminary definitions and lemmata. Let 
{C, 3 c, Y.., C,} be the set of cliques of time graph G. Denote by ri the vertex 
of G such that f(ri) = min{f(uj): uj E v(C,)}. We will call ri the represen- 
tative of C,. (Alternatively, it is possible to choose the maximum vertex as 
the representative of the clique, making appropriate changes throughout.) Let 
R(G) = {ri: 1 < i < k}. Then (R(G)) will be called the representutive 
subgraph of G. 
Our first lemma follows from the definition of a clique as a maximal 
complete subgraph. 
LEMMA 3.1. For every clique Ci of a time graph G, 
U(C,) = {Vj E G: 0 < f(vj> -.f(ri) Q 1 I* 
LEMMA 3.2. K(G) is isomorphic to (R(G)). 
Proof. We will show that the relation C, - r, between clique C, and its 
representative ri is one-to-one and edge-preserving. 
Clearly, for each C, the representative ri is well defined. Now, if two 
cliques Cil and Cl, have the same representative rl, then by Lemma 3.1, C,, = 
{ uj E G: 0 4 f(uj) - f(r,) Q 1 } = C,,. Hence, the relation is one-to-one. 
To show that the relation is edge-preserving, first, assume for rl, and 
ri, E R(G) that rl,rilE e((R(G))). H ence, 1 f(ri,) - f(ri,)] < 1. Without 1OSS 
Of generality, assume f(ri,) < f(r,J. Then by Lemma 3.1, ri2E Cilr and SO 
Cil n Ci2 # 0 and C,lCil E e(W)). 
Second, assume CilC,, E e@(G)). Then there is a vertex Vi, such that 
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H K(H) 
FIGURE 2 
vi, E c,*n ci*. Without loss of generality, assume f(rj,) < f(rJ. By 
Lemma 3.1, 0 < f(vi,) -f(ri2) < 1 and f(ri,) < f(uz,>. Then 0 ( f(ri,) - 
f(r,,) < f(v,,) - f(r,,) Q 1. Therefore, rz2rz1 E e((R(G))), and the relation is 
edge-preserving. g 
Theorem 3.3 now follows from Lemma 3.2 as a subgraph of a time graph 
is also a time graph. 
THEOREM 3.3. The clique graph of a time graph is a time graph. 
(A referee noted that in fact the clique graph of any interval graph is a 
time graph.) 
The converse of Theorem 3.3 is not true, i.e., in general, if K(H) is a time 
graph H is not necessarily a time graph. For example, let H and K(H) be as 
in Fig. 2. Clearly, K(H) is a time graph but H is not, as Roberts’ [lo] and 
Wegner’s [ 131 characterization has shown. (Hamelink [6] has shown that H 
is not even a clique graph.) However, a weaker form of the converse is true 
which we prove in Theorem 3.6. In essence, this theorem states that every 
time graph is the clique graph of some time graph. First, we need two 
lemmata, the first one of which is trivial. 
LEMMA 3.4. If C,, C, ,..., C, are cliques of time graph G such that 
Ci~C~#0forall1,<i,j,<mandf(r,)<f(r,)<~.~<f(r,),thenr,ECi 
forall l<i<m. 
LEMMA 3.5. Let G be a time graph with vertices v,,,,,, v,, and denote by 
f the one-to-one real valued function such that ViVj E e(G) if and only if 
1 f (Vi) - f (vi)1 < 1. Then there exists a one-to-one real valued function g such 
that vi Vj E e(G) zf and only if ( g(vz) - g(Vj)l < 1 (strict inequality). 
Proof: Let e = min(]f(v,) - f(vj)l : U,Uj@ e(G)} - 1. Of course, E > 0 
(strict inequality). Then for all vi E v(G) define g(vi) = (l/(1 + e/2)) . f (vi). 
We will show g has the stated properties. 
First, assume v,,vI, E e(G). Then ] f (vzO) -f (u,J Q 1. Observe ] g(v,,) - 
g(v,Jl = (W + &/WIf ho) -f @,‘)I < l/P + -m < 1. 
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Second, assume 1 g(v,,,) - g(v,JJ ( 1. This implies that (l/(1 + s/2)) . 
If@iJ -f(Q>l < 17 so If(v,J -f(v,,)l < 1 + s/2. But as 1 + E = 
miniIf@ -f(ujl: UiVj & e(G)} then uiOui, E e(G). 1 
The inverse of Lemma 3.5 is patently true. In the following theorem, H 
will be a time graph on vertices wi ,..., w,, and g a real valued function such 
that wiwj E e(H) if and only if ) g(wi) - g(wj)( Q 1. Denote the cliques of H 
by C, ,..., C, and their representatives by r, ,..., r,,, indexed in ascending 
order, g(rJ < ..a < g(r,). 
THEOREM 3.6. Let G be a time graph on vertices u, ,..., u,, and denote by 
f the one-to-one real valued function such that uluj E e(G) if and only if 
If (ui) - f (uJ < 1. Assume the vertices are indexed in ascending order, i.e., 
f (u,) < ... < f (u,). Then there exists a time graph H such that G N K(H) 
with vi t) ri for all 1 Q i < n. 
Proof In view of Lemma 3.5 we may assume strict inequality 
throughout, i.e., UiUj E e(G) if and only if 1 f(ui) -f(uj)l < 1 and 
wiwj E e(H) if and only if ) g(w,) - g(wj)l < 1. 
We may assume G is connected, as otherwise we can consider each 
connected component separately. We will proceed by induction on n, the 
number of vertices of G. First, assume n = 2, that is, the vertices of G are u, 
and u2, where f (u ,) < f (uz), and f (uz) - f(u i) < 1. Choose any real number 
x such that f(ul)+ 1 <x<f(uJ+ 1. Let the vertices w,,w,, and wj ofH 
be the three points on the real number line w1 = f(u,), w2 = f(u,), w3 =x. 
Then by Lemma 3.1, C, = {WI> w2J = {f(u1),f(u2)), c, = {w*, w1) = 
{f(u,), x}. Hence, ri = w, = f(ul) and r2 = w2 = f(u&. Then G - (R(H)) - 
K(H) by the obvious isomorphism rl et ul, r2 t) oz. 
Second, assume the theorem is true for all time graphs with n vertices. Let 
G be a time graph on n + 1 vertices, u, ,..., u,+ i, and denote by f a real 
function such that utuj E e(G) if and only if If(uJ - f(uJ < 1. Without loss 
of generality assume the vertices are indexed in ascending order, i.e., 
f(u,) < *** <f(un+J 
Denote by G’ the graph obtained from G by deleting u,+ I and all edges 
incident to it, i.e., G’ = ({ui ,..., u,}). Then by the induction hypothesis there 
exists a time graph H’ on vertices wi,..., w, (such that g(w,) < *.. < g(w,)) 
with cliques C, ,..., C, and representatives rl,..., rn (g(rJ < ... < g(r,)) such 
that G’ - K(H’) where, for 1 < i ( n, ui t) ri. Without loss of generality 
identify the vertices of H’ with their corresponding points on the real line so 
that wt = g(w,) for 1 < i < m. Hence, u(H’) is a set of points on the real 
number line such that wI w, E e(H’) if and only if I wi - wjl < 1. 
Since the vertices of G are indexed in ascending order, there is a number 
k, 0 < k < n - 1, such that u,,-~ ,..., u, are indicent to u,+, and u, ,..., u,-~-, 
are not incident to u,+ , . If k = n - 1, then all vertices u1 ,..., u, are incident 
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to v n+, , and hence to each other. So G would be a clique, and the theorem 
clearly true. Hence, assume 0 < k < n - 2. 
We are going to add two vertices to v(K) so as to construct a new time 
graph H with the desired properties. Let E = min{r,,-, - wi: wi E v(H’) and 
wi < rnek}. Since v,,-~ ,..., v, are incident to v,, , in G, then 
IV n+ 1 - On-k ) < 1 and V,-k,..., V” are incident to each other. Thus, in 
H’ ) ri - rjl < 1 for rz - k < i, j < n. Now choose a real number rn+ 1 such 
that r,,, & v(H’) and max{r,,,r,-k + 1 -fs} < rntl < m-k+ 1. Note that 
jri-rjI< 1 for n-k<i,j<n+ 1. 
Let J=min{r,+,- wi : wi E v(H’) and wi < r,, ,}. Choose a real number 
W m+2 such that wrn+*@ v(P) and r,,, + 1 -IS < wm+* < r,,, + 1. Note 
that rn + 1 < w,+*. 
Define H as the time graph on the vertices v(H’) U {r, + , , w, +2}. From 
the choice of 6 there is a clique of H containing r,,+ r and w,,,+* with 
representative r,, 1 ; denote this clique by C,, I . To complete the induction 
there remains only to show that R(H) = (rl ,..., r,, , rn+ ,} since then 
G-K(H) by the relation vi-r,., for 1 <i<n+ 1. 
First, we need to show that, for 1 < i ,< n + 1, r1 E R(H). We have noted 
above that r,, , ER(H). Observe that for l<i(n, ri<r,+,, and 
ri < W,+z. Then, as C, = {wi E v(H’): 0 < wj - ri < 1 } is a clique of H’, we 
know { wj E v(H): 0 < w, - ri < I} is a clique of H with least element ri . 
Second, we need to show that if C is a clique of H with representative r 
then r E {r, ,..., r,, , }. Assume r 6Z {rl ,..., rn+ I }, that is, r E v(H’) - 
P ,,...,rn+I}ti {w,+~}. Then Cn {r,+,,w,+,}#0; otherwise CEK(H’). 
Assume wm+* E C. Then w,+z-rQ 1, and w,,,+~< 1 + r. But since 
r ,,+r+l-$3<~,+~, then r,,+l-$j<r, and rn+r-r<fJ. But as 
6=min{r,+, - wi: wiEv(H’) and ~,<r~+~}, either r=~~+~ or r,+,<r. 
In either case, C E C,, i, which is impossible. 
Now assume w,, 2 & C but rn+ 1 E C. For some 1 ( h < II, r,, < r < r,,+ , . 
There exists a v E v(C) such that v & v(C,); otherwise, Cc C,. In 
particular, V = r,,, ; otherwise v E v(H’) and C = C,, i. Hence 
r,+,~V(Ch).Butasr,+,~CC,_,_,andr,+,ECjforn-k,<j~n+l,we 
knowh=n-k-l andr<r,-,. 
To conclude, recall rn+, was chosen so that rnmk + 1 - 4s < rn+,. If 
r ,,+iEC then r,+,<r+l. Hence, rnVk+ I-$<r+l, which implies 
r n-k - r < $e. This is impossible, as E = min{r,-, - wj : wj E v(H’) and 
wj < rn-k}. 1 
4. INDEX OF TIME GRAPHS 
LEMMA 4.1. For any connected time graph G, Iv(G)l > Iv(K(G))I. 
ProoJ Let G be a time graph on n vertices or, v2,..., v,, where f(vJ < 
276 BRUCEHEDMAN 
.f(v*) -c *** < f(v,) and having k cliques C,, C2,..., C, with representatives 
II, rz,..., rk, f(rJ < .I-@2) < *** < f(rk). As G is connected, ] v(Ci)] > 2 for all 
1 < i< k. Specifically, for i = k, {rk, v,} E v(C,) and f(r,J < f(v,), so 
v, @ {rl,***, rk}. Then, Iv(G)] > Iv(R(G))I. But by Lemma 3.2, R(G) M K(G), 
hence v(G) > v(K(G)). 
Having this Lemma we can now make the following definition. Denote 
K(K(G)) by K’(G), and in general K(K”-l(G)) = K”(G). Note that for all n 
if G is connected time graph then K”(G) also is a connected time graph. We 
define the index indx(G) of a connected time graph G as the smallest positive 
integer n such that K”(G) z E’, where E’ denotes the trivial graph of one 
vertex having no edges. Clearly, the lemma is necessary in order for indx(G) 
to be well defined. Indeed, if G were not a time graph, but was, for example, 
a simple cycle, then Iv(G)] = J@(G))]. Furthermore, Escalante [3] has 
studied graphs H such that K”-‘(iY) x H but K”(H) z H. 
If vO, vi,..., v,,, is a sequence of vertices of a connected graph G such that 
vivi+ 1 E e(G) for 0 < i < m - 1, then v,v, , vi v2 ,..., v,- I v, is called a path 
of length m between vO and v,. The distance d(v,, v,) between two vertices 
v, and v, of a connected graph G is the length of the shortest path between 
them. The diameter 6(G) of a connected graph G is the greatest distance 
between all pairs of vertices of G. Before presenting our main result will need 
a theorem and a lemma. The theorem is of some independent interest as it 
concerns arbitrary connected graphs. 
THEOREM 4.2. If G is a connected graph then &K(G)) > 6(G) - 1. 
Proof Let Vi, and vfg be vertices of G such that d(viO, vi,) = 6(G), and let 
vi,9 vil,***v vi, be the vertices of a shortest path P(viO, vi) between vi, and vi,. 
Clearly, these vij are distinct for all 0 < j < s. Denote by Gil a clique 
. . 
contammg Vi,Vi,a Then Vij6!i Ci, for 2 <j, as otherwise vi~o~ijE e(G) and 
P(Vio’ vis) would not be a shortest path. Let Gil denote a clique containing 
vi,vi,. Ltkewise, vii& Ci2 for j < 1 or 3 < j. In general, for 1 Q k < s let Cix 
denote a clique containing vl,-,vik. 
k+l<j. 
Likewise, vij6Z Cit for j < k - 1 or 
Consider now {Gil, Ci *,..., C,,} as a subset of v(K(G)). Then CijCij+, E 
e@(G)) for 1 < j < s - 1. Thus, {C,, ,..., Ct,} induces a shortest path 
P(CI,, C,s) between C,, and Cis in K(G); otherwise, if {C,, , C ,*,..., Cjl-, 3 C,,}, 
where t < s, induces a path shorter than P(Cll, C,J in K(G), then 
{v io’ Vj,‘“.’ Vj,-I v,~} induces a path shorter than P(vl,, vi,) in G where 
Vj, E Gil n Cj , Vj, E Cj n Cj,,..., 
d(Ci,, C,,) = 8(G) - 1. 1 
vjj,-, E C,,-, n Cis. Then, &K(G)) > 
LEMMA 4.3. If G is a connected time gruph, then 6(G) > &K(G)). 
Proof: Let G be a connected time graph with vertices v(G) = {v, ,..., v,), 
CLIQUE GRAPHSOFTIME GRAPHS 277 
where f(u,) < .a+ <f(u,) and let R(G) = {rl,..., r,},f(r,) < --- < f(rk). Then 
it is clear that 6(G) = d( o,, u,) and 6(@(G))) equals the distance between 
r, and rk in (R(G)). Suppose 6(G) = d and let vi = I(~, a1 ,..., t+ = U, be a 
shortest path between vi and u, . Then it is clear that f(u,,) < ‘. . < f(~~). 
Now, for each i, 0 < i < d, let wI be the vertex of R(G) such that f(w,.) = 
min{f(r): r E R(G), j(ui+ i) -f(r) < 11. Then it follows easily that W, = rl, 
Wd-i = rk, and f(n,-,) < f(Wi) of for 0 < i < d - 1. Hence f(Wi+ 1) - 
f(wJ <f(Ui+1)-f(Wi)< 1, ad wiwi+l E e((R(G))). Thus ~0, WIT-, Wd-1 
is a path of length d - 1 between w. = rl and wdel = rk. Therefore, 
&(R(G))) < d - 1 < 6(G), but since (R(G)) - K(G), it follows that 
W(G)) < d(G). I 
THEOREM 4.4. For any connected time graph G, indx(G) = 6(G). 
ProoJ Theorem 4.2 and Lemma 4.3 together imply that for a connected 
time graph G, 6(G) = &K(G)) + 1. Let IZ = indx(G). Inductively, 6(G) = 
S(K*(G)) + 2 = &l?(G)) + 3 = -es =6(K”(G)) +n =n as K”(G) is the 
trivial graph. I 
5. BOUNDS ON 6(G) 
In conclusion, we give bounds on the diameters of connected time graphs. 
Let [xJ denote the greatest integer less than or equal to x. 
THEOREM 5.1. If G is a connected time graph with vertices ul ,..., v,, 
where f(ol) < --a <f(v,) then 
f@,) -f@,) < &G) < W-hz) -f@dl + C 
where c = 6(G) mod 2. 
ProoJ: It is clear the d(o,, u,J = 6(G). Rename tr, as Di, and u,, as Uiscl, 
and let uil, ui2v**T Via, vi,+, denote a shortest path of length 6(G) between ui, 
and vi,, - 
l<j<d. 
Then f(ui,) < f(oi,) < ‘*’ < f@i,+,)* I-& Sj=.f(vi,+,) -ft”i,) for 
Since v i,+,V,, E e(G), sj < 1. Therefore, we know 
(1) 
Since vi,,..., 
and sj+l 
uib+, are vertices of a shortest path, we know that v~,+~v,,& e(G) 
+ s, > 1. Therefore, we know 
582b/31/3-6 
(2) 
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Now as CT=1 sj =f(u,) -f(vl) it follows from (2) that f(u,) -f(ul) > 
[d/2], that is, 
(3) 
where CS 6(G) (mod 2). The theorem then follows from (1) and (3). 1 
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