Introduction
Advances in the Human Genome Project (Watson, 1990; Collins and Galas, 1993) are in the process of generating an explosion of new DNA sequences whose structural characteristics and functions are poorly understood (DeLisi, 1988) . Computer algorithms that can predict the functionality of DNA segments according to their primary sequences will greatly enhance our knowledge of the organization of the human genome in general, and the likely functions of specific DNA segments in particular (Fichant and Burks, 1991; Guigo et al, 1992; Snyder and Stormo, 1993) . One area of focus in designing these algorithms is the identification of genes, including efficient and reliable methods to identify promoters, such as RNA polymerase II (pol II) promoters, which control the transcription of all known protein coding genes in eukaryotes.
However, the development of algorithms that can recognize eukaryotic promoters has turned out to be a complex and difficult task, although there have been many reasonably successful attempts to build algorithms to recognize prokaryotic promoters using a variety of approaches (Alexandrov and Mironov, 1990; Demeler and Zhou, 1991; Hirst and Sternberg, 1992; Horton and Kanehisa, 1992; Hertz and Stormo, 1996) . One difficulty lies in the complexity of eukaryotic promoter structure. Prokaryotic promoters contain three rather defined sequence elements that can be used as the basis of recognition, i.e. the -10 and -35 boxes, and a spacer between the two (Wasylyk, 1988) , whereas the only known features common to many eukaryotic pol II promoters is the TATA box, and the INR (initiator sequence), whose location and sequence are much less constrained (Bucher, 1990) . The fact that TATA box and INR-like elements can be found throughout non-promoter sequences and that they are not absolutely required for promoters to function indicates that whatever information is contained in them is grossly inadequate for predicting eukaryotic promoters.
There have been some attempts to develop algorithms that identify pol II promoters, each with their own limitations. The algorithm developed by Claverie and Sauvaget (1985) was only capable of recognizing manually pre-defined patterns, and their algorithm is only tested on glucocorticoid and heat shock promoters. Attempts by Bucher (1990) using an improved TATA box weight matrix result in high false-positive rates (Prestridge, 1995) . Matis et al. (1995) had developed a neural network system that recognizes ~60% of TATA-containing promoters with a false-positive rate of 1 in 7100 bases for single-stranded DNA, but an independent study by Prestridge (1995) revealed that it only recognizes 21% of the promoters he tested. Another program, Promoterl, developed by S.Knudsen (unpublished results), was found to recognize 60% of the promoters with a false-positive rate of 1 in every 2616 bases (Prestridge, 1995) . PROMOTER SCAN, developed by Prestridge (1995) , can recognize 70% of training set promoters with a false-positive rate of 1 in 5600 bases and 54% of test set promoters with a false-positive rate of 1 in 5800 bases. Although PROMOTER SCAN is an improvement over previous promoter recognition programs, its false-positive rate still needs to be greatly reduced.
Different approaches were used in developing these promoter recognition programs: Claverie and Sauvaget (1985) used a pattern of two or three sequence elements separated by defined spacers, Butcher (1990) used weight matrices for the TATA box and a few other factors, and Matis et al. (1995) used several criteria, such as the TATA box, the CAAT box, cap site and the ATG codon at the initiation of translation. Prestridge's PROMOTER SCAN (Prestridge, 1995) uses a database of transcription factor binding sites which are more frequently found in promoters. However, the complexity of pol II promoters indicates that algorithms using only a few sequence motifs would not be able to predict a large proportion of these promoters. Additionally, our limited current knowledge about transcription factors and their binding sites, together with the possibility that some important promoter sequences may not be transcription factor binding sites, sets limits on algorithms based solely on known transcription factor binding sites. In this paper, we have proposed a new approach to predict pol II promoters based on the presence of strings and patterns of strings that were found to be highly concentrated in pol II promoters, as well as the presence of signals detectable by Information Matrix Database (IMD) matrices-information matrices of transcriptional factor binding sites (Chen et al., 1995) , which are also highly concentrated in pol II promoters. Using this approach, we have achieved a false-positive detection rate better than currently published algorithms with similar promoter detection rates. In addition, since our approach uses different criteria than other programs, it is possible that combinations of the approaches used in this program and others could achieve even better detections of pol II promoters.
Algorithm

Datasets
The vertebrate pol II promoter dataset was obtained from the Eukaryotic Promoter Database (EPD) (Bucher, 1994) . Only one promoter is selected from each homologous group, as defined in EPD. The minimal length of promoters used was 390 bp. Altogether, there were 442 promoters in EPD that satisfy our criteria. The promoter region that we used in this analysis is +100 to -400, since important sequence determinants of promoters are concentrated in this region. The promoters were randomly divided into a training set of 328 sequences and a test set of 114 sequences.
The non-promoter dataset was extracted from GenBank. A list of 999 GenBank entries was kindly provided by Dr Prestridge. We were able to extract 965 out of the 999 sequences from GenBank. Some of these sequences contain letters other than 'G', 'A', 'T', 'C. Since our program only recognizes 'G', 'A', 'T', 'C, and these sequences were only used as controls, letters other than the four were deleted from these sequences. The 'cleaned' sequences were concatenated together and then divided into sequences of 500 bp in size. Altogether, 1510 non-promoter sequences of 500 bp in size were obtained. The non-promoter sequences were randomly divided into a training set of 1293 sequences and a test set of 217 sequences. That way, the size of the test set nonpromoters is comparable to the size of the test set promoters, and a large non-promoter training set is obtained to increase the possibility that any 'promoter specific' sequences selected by the program are indeed promoter specific.
The matrices of transcription factor binding sites were from IMD (Chen et al, 1995) . Only mammalian sites were used, since we feel less confident about sites from other vertebrates because they are not as well studied. In addition, we eliminated matrices with less than five contributing sequences.
String distribution profiles
A string is defined as a sequence of letters, in the case of DNA a sequence of 'G', 'A', 'T', 'C\ We use the term 'occurrences' to represent the number of times a particular string occurs in a promoter or non-promoter sequence. The string profile of a promoter (or non-promoter) sequence contains all the strings and their 'occurrences' detected in the sequence. The String Distribution Profile of a set of sequences contains all the strings found in the set and their distributions with regard to their 'occurrences.' For example, the String Distribution Profile contains the number of promoters for which the string AAAAA occurs once, twice, three times, etc. Overlapping occurrences of the same string are not counted separately.
The string profiles of every promoter in the training set of promoters are first constructed by scanning each sequence sequentially for strings 5-10 bases in length in both orientations. For easier manipulations, each string is represented by a unique number. To take advantage of the fact that most transcription factor binding sites can function in either orientation, the same number is used to represent a string in either orientation. The profiles of promoters in the entire training promoter set are pooled together to construct the String Distribution Profile of the promoter set. A String Distribution Profile for the non-promoter set is similarly constructed. Since the size of the non-promoter set is different from the size of the promoter set, a Normalized String Distribution Profile for the non-promoter set is also constructed which takes into account the difference in sample sizes between the two sets, and can be compared directly to the String Distribution Profile of the promoter set.
Selection of strings into the PromFD database
Two methods are used to select strings into the PromFD database. The first method, Occurrence Selection, takes advantage of the fact that transcription factor binding sites are frequently detected in clusters. For Occurrence Selection, we compare the String Distribution Profile for the promoter set with the Normalized String Distribution Profile for the nonpromoter set. For a string S to be selected into the PromFD database by Occurrence Selection, there must be a N s , the minimal number of occurrences such that the following formula holds:
the PromFD Chi Database if it satisfies two conditions: that it has a x 2 -14, which corresponds to a probability of <0.0002, and a ratio of OCC p NIOCC^ > 12. For strings with an OCC n of 0, only the % 2 -14 condition is required.
Selection of matrices into the PromFD database
A modified version of the program Matrix Search (Chen et al, 1995) is used to scan the training set promoters and the training set non-promoters to detect patterns that match matrices in the IMD. Matrix Distribution Profiles similar to the String Distribution Profiles are constructed for the promoter set and the non-promoter set. A normalized Matrix Distribution Profile for the non-promoter set is also constructed. For example, the Matrix Distribution Profile contains the number of promoters for which a matrix, such as the matrix for the factor NF-KB, occurs once, twice, three times, etc. Overlapping occurrences of the same matrix are not counted separately. The Normalized Matrix Distribution Profile for the nonpromoters is compared to the Matrix Distribution Profile for the promoter set, and a matrix M is added into the PromFD number of promoters with occurrences of at least N s number of normalized non-promoters with occurrences of at least If the number of normalized non-promoters with at least N s occurrences is 0, then the above formula is not used. In that Matrix database if there is a N m , the minimal number of occurrences such that the following formula holds: number of promoters with occurrences of at least A^m number of normalized non-promoters with occurrences of at least N n >=9 case, the number of promoters with at least A^ occurrences must be at least 11 to be included in the set. Both the string 5 and the number N s will be output to the String Occurrences Database. Another method, Chi Selection, selects each string according to the overall difference in its presence in the promoter set versus the non-promoter set. The chi square for a string is calculated as follows (Press et al, 1992) :
Where P is the size of the promoter set, A' is the size of the non-promoter set, OCC P is the total occurrence of the string in the String Distribution Profile of the promoter set and OCC n is the total occurrence of the string in the String Distribution Profile for the non-promoter set. A string will be selected into If the number of normalized non-promoters with N m occurrences is 0, then the above formula is not used. In that case, the number of promoters with at least N m occurrences must be at least 1 to be included in the set. The reason for this liberal treatment of matrices is that these are confirmed transcription factor binding sites, and we have only used ones that are well defined with at least five known sites. Both the matrix M and the number N m will be output to the Matrix Occurrences Database.
Implementation and results
Construction of the PromFD database
Previous studies on the prediction of promoters focus on the strings which had been documented to have some functional roles (Claverie and Sauvaget, 1985; Bucher, 1990; Matis, 1995; Prestridge, 1995) . We feel that this approach may not include all the important sequence determinants of promoters, since our current knowledge about the functional elements of promoters is limited. Therefore, our approach was to select, among all permutations of 5-10 bases long, the strings that are over-represented in the promoter set according to our criteria. The first step towards this purpose was to construct a String Distribution Profile for the entire promoter set and a similar profile for the non-promoter set, as described in Algorithm.
The first round of selection took advantage of the fact that transcription factor binding sites frequently occur in clusters. Therefore, the repetition pattern of certain strings in the promoter set may be substantially different from its pattern in the non-promoter set, even though there is not much difference in the overall presence of these strings in the two sets. String Distribution Profiles for both the promoter set and the non-promoter set were constructed, and the Occurrence Selection method was then used to select strings into the PromFD String Occurrences Database, as described in Algorithm. Altogether, 137 strings were selected into the PromFD String Occurrences Database, which are stored in the 'ratiofile'. Figure 1 shows some of the entries in the 'ratio-file'. Using the ratio-file alone can identify roughly 38% of the training set promoters with a false-positive rate of 1 in 17 900 bp.
To unmask the weak signals which might otherwise be overwhelmed by the stronger signals in this subset of promoters, we have constructed a String Distribution Profile for the training set promoters excluding this subset. The Chi Selection Method was used to select strings whose total presence in promoters is higher than in non-promoters, as described in Algorithm. Altogether, 203 entries were selected into the PromFD database, and stored in the 'chi-file'. Some entries of the 'chi-file' are shown in Figure 2 . The chi-file sequences alone can identify roughly 36% of the training set promoters with a false-positive rate of 1 in 108 000 bp.
The promoter set used in building the Matrix Distribution Profile is the same as the set used to construct the Chi database. The Matrix Distribution Profiles for the promoters and the non-promoters were constructed as in Algorithm, and matrices were selected into the PromFD Matrix database as 13 (GGGCG) 6 49 (GGCGG) 7 193 (GCGGG) 7 194 (GCGGA) 4 198 (GCGAA) 3 203 (GCGTT) 3 described in Algorithm. Altogether, 19 matrices were selected into the PromFD Matrix database, which are stored in the file 'matrix', with the corresponding N m stored in the file 'mat-prof. Figure 3A shows one of these matrices, the matrix for the transcription factor MBP-1, and Figure 3B shows a few of the entries in 'mat-prof. Using the PromFD Matrix database alone can identify roughly 11% of the training set promoters with a false-positive rate of 1 in 92 000 bp. Figure 4 is a flowchart representing the PromFD program. After the PromFD database was constructed as described, the program PromFD was developed to identify promoters from an input DNA sequence. The program first determines a string profile and a matrix profile of the input sequence. The program initially keeps three scores: the Ratio-score is incremented by one each time an entry in the 'ratio-file' is detected with an 'occurrences' equal or above the corresponding N s . The Ratio-score of an input sequence must be at least five for it to be considered as a promoter candidate. The Chi-score keeps the sum of x 2 of the entries in the 'chi-file' detected in Table I . Detections and false-positive rates using the three PromFD databases independently and in combination. The percentage numbers in parentheses correspond to promoters detected by that method alone (13), and the input DNA sequence. The string profile and the matrix profile of the input sequence are analyzed as described in Algorithm, by a moving window of 500 bp, at 150 bp intervals. Each window is analyzed by the PromFD program as described in the text, to determine whether it is a candidate for being a promoter. For candidate segments with overlapping windows, only one will be selected. If a segment is determined to be a promoter candidate, then the program will attempt to locate its TATA box and also output the location of the TATA box, if found.
PromFD program
the input. The Chi-score of an input sequence must be at least 67 for it to be considered as a promoter candidate. Sixtyseven was empirically chosen as the cut-off score because it was good at distinguishing promoters from non-promoters in the training set. The Matrix-score is incremented by one each time an entry in the file matrix is detected, which is defined as scored above the cut-off for that matrix (Chen et ai, 1995) , with an 'occurrences' equal or above the corresponding N m . The Matrix-score of an input sequence must be at least one for it to be considered as a promoter candidate. Each of these scores is used to assess an input sequence independently. An input sequence will be determined to be a promoter candidate if so assessed on the basis of at least one of the three scores. Table I shows the detection rate using the three methods independently and in combination. Altogether, PromFD can detect roughly 71% of the training set promoters with a falsepositive rate of under 1 in 13 000 bp. If a DNA sequence is detected as a promoter candidate, then its most likely TATA box is also determined by scanning the sequence with a matrix for the TATA box (Bucher, 1990 Cross-validation of PromFD
As described in Algorithm, the promoter set was divided into a training set of 328 and a test set of 114. The non-promoter set was divided into a training set of 1293 and a testing set of 217. The sequences in the test set were not used in developing the pattern. Thus, the test sets can be used to evaluate whether the recognition algorithm is just memorizing the training set.
In the cross-validation step, PromFD is used to score the 114 promoters and the 217 non-promoters in the test set. If the cut-off scores are set so that a total of 71% of training set promoters are detected, 47% of the test set promoters are detected with a false-positive rate of under 1 in 9800 bp. The results of testing PromFD against both the training set and the test set are presented in Table I . Note that using these criteria, 83% of the detected promoters (39/47) are identified by only one of the three scores.
Comparison with other algorithms
Dr Dan Prestridge (1995) has previously tested three presently available algorithms for promoter recognition. A program associated with Grail was developed to detect TATA box-containing promoters (Matis, 1995) . When tested by Prestridge (1995) on his set of promoters, which included both ones with and without TATA boxes, it only detected 21% of them, with a false-positive rate of 1 in 7100 bases for single-stranded DNA, assumed from the original research. This suggests that the program's use in recognizing promoters in general is severely limited. The program Promoterl was able to identify 60% of the promoters tested with a very high false-positive rate: 1 in 2616 bases (Prestridge, 1995) . It seems that the best currently available program is PROMOTER SCAN. Thus, we decided to compare PromFD with PRO-MOTER SCAN, and the result is reported in Table II. As listed in Table II , in the original research by Prestridge, PROMOTER SCAN detects 70% of the training set promoters with a false-positive rate of 1 in every 5600 bases for single-stranded DNA. It also detects 54% of the test set promoters with a false-positive rate of roughly 1 in every 5800 bases. PromFD detects 71% of the training set promoters with a false-positive rate of 1 in 13 000 bp for double-stranded DNA, and 47% of the test set promoters with false-positive rate of 1 in 9800 bp. We have also independently tested the Detection 70% 54% 71% 47% 42%
False positive 5600 (ss DNA) 5800 (ss DNA) 13 000 (ds DNA) 9800 (ds DNA) 7700 (ds DNA) Table II . Comparision between Promoter Scan and PromFD. Promoter Scan results for the training set* and test set* are from published data by Prestridge (1995) We have also tested Promoter Scan using our test set on the most recent version of Promoter Scan (version 1.7), which contains significant improvement over the published program. The result is shown in the last line. Note that the results from Prestridge's original research are for singlestranded (ss) DNA, whereas our results are for double-stranded (ds) DNA. The result shows that PromFD also compares favorably against this version
Program
Promoter scan training set* Promoter scan test set* PromFD training set PromFD test set Promoter scan (1.7) test set most recent version of PROMOTER SCAN (version 1.7) and PromFD against our test set promoters. Whereas PROMO-TER SCAN 1.7 detects 42% of the promoter set with a falsepositive rate of 1 in every 7700 bp, PromFD detects 47% of the promoters with a false-positive rate of 1 in every 9800 bp.
Discussion
The rapid advance in the Human Genome Project will inevitably create a large body of sequenced DNA fragments with unknown functions. The development of reliable methods to identify functional regions of DNA, including RNA polymerase II promoters, will play an important role in the analysis of these DNA sequences. A dilemma in developing promoter recognition programs is to identify a large portion of the promoters with a false-positive rate as low as possible. We have shown that the false-positive rate of PromFD is better than those of currently available algorithms with a similar detection rate.
The majority of the PromFD database entries do not fit into the description of any known transcription element, although some transcription elements, such as spl, CREB, are selected. It is interesting to note that the entries selected by the Occurrence Selection, stored in the ratio-file, are highly GC rich: with a combined GC content of 88%. This is consistent with the fact that C p G islands are concentrated at the 5'-flanking region of genes (Larsen et al, 1992) .
Approximately 50% of our test set promoters were not detected by PromFD. This may be partly due to the fact that, in this research, we only used relatively strong signals: a signal represented by a matrix must have a promoter to nonpromoter ratio of at least nine, and signals represented by strings must have occurrence ratios of at least 11 or x 2 values of at least 14 to be selected. However, most of the functionally important promoter elements do not satisfy these criteria. In addition, most transcription factor binding sites are not stringently conserved. PromFD requires perfect matches of the input signals with a database entry in most cases. Thus, it could not detect degenerate, yet functional patterns. More sophisticated programs that can take advantage of weak signals, or that are capable of objectively generating and evaluating matrices of patterns that are over-represented in promoters, will improve the detection rate of promoter recognition algorithms.
It should be noted that a great majority of the non-promoter data set used in this research are sequences for genes, including introns, exons, 5' flanking regions, etc., due to the fact that they constitute the majority of available GenBank sequence database entries. This can add bias to our analysis. The ongoing advancement in the Human Genome Project, coupled with more efficient DNA sequencing techniques, can lead to the availability of control DNA sequences which are not biased towards certain functionalities.
In this research, we have also tested whether some DNA sequence may be under-represented in the promoter set. We found that even if such under-representation exists, it is certainly much less dramatic, and could not be used as a criterion to identify promoters using available algorithms.
