Some extended algorithms of checkpointing coordination and pessimistic logging schemes have been proposed for the fault tolerant mobile systems. However, not much attention has been paid for the optimistic logging scheme. The optimistic logging requires the less failure-free operation cost compared to the other logging schemes and the less failure recovery cost compared to the checkpointing schemes. Hence, this paper presents an efficient scheme to implement optimistic message logging for the mobile computing environment. In the proposed scheme, to cope with the space problem of the mobile hosts and to utilize the volatile log space, the task of logging is assigned to the mobile support stations. Also, to reduce the message overhead, the mobile support stations also take care of the dependency tracking. The performance of the proposed scheme is evaluated. The simulation results confirm that the proposed scheme requires a little failure-free overhead. Also, the cost for the unnecessary recovery caused by the imprecise dependency can be adjustable in some extent, by properly selecting the logging frequency.
Introduction
Distributed computing systems are nowadays extended to continue their services in the mobile environment and many algorithms supporting distributed services are modified to be suitable for the mobile computing system. The checkpointing-recovery is one of distributed services to provide the fault tolerance for the system. Comparing with the wired distributed environment, the wireless network connection in the mobile environment is more fragile and the mobile host is much less reliable. Hence, it is more desirable for the mobile computing system to be equipped with a proper recovery facility.
The fault tolerant mobile computing system may well support the critical mobile applications dealing with the monetary transactions or e-commerce. Also, the long-running applications, such as the mobile games or the applications accessing distributed information systems, can have the benefit from the fault tolerance. However, many checkpointing-recovery schemes, which have been proposed for the distributed systems, can not be directly used in the mobile environment, as most of the other distributed services. For the checkpointing-recovery algorithms to be well adopted to the new environment, the following properties of the system must be considered:
Low bandwidth : Because of the low bandwidth of the wireless network, checkpointing schemes enforcing a large number of system messages or a large size of information carried in application messages are not plausible.
Space limitation : Due to the lack of disk spaces on the mobile host(MH), checkpoints taken by a MH have to be transferred to the mobile support station(MSS) via the wireless network. Hence, any scheme enforcing frequent checkpointing or uncontrolled number of checkpointing has to be avoided. Mobility handling : The mobility of a MH makes checkpoints and the recovery information for the MH to be stored on several MSSs. In case of a failure of the MH, a proper mechanism to trace and retrieve the proper recovery information must be provided.
Disconnected operation : Frequent disconnection of MHs from the network may hinder any kind of synchronization or coordination among the MHs for the checkpointing or recovery.
Many checkpointing and recovery schemes have been proposed for the wired distributed environment and some of them have been extended for the mobile computing environment. Table 1 summarizes the existing schemes for checkpointing and message logging. The coordinated checkpointing schemes (denoted by CCP) [5, 6] require all of the processes in the system to coordinate their checkpointing activities. Hence, each coordination results in a large number of system messages, which may not be suitable for the mobile environment with the low network bandwidth.
The synchronous checkpointing schemes (denoted by SCP) [9, 10] reduces the number of coordination messages by forcing only the related processes to take the checkpoints, together.
Instead, more strict coordination is required; that is, during the checkpointing coordination, the normal computation of the participating processes has to be blocked. For the mobile environment, some variations of these two schemes have been proposed, which try to reduce the number of coordination messages and the number of processes participating in the coordination [4, 18] .
The communication-pattern based checkpointing scheme (denoted by CPCP) [19] makes a process to take checkpoints independently, considering the changes in its communication status.
An extended version of this scheme for the mobile environment has been proposed in [1] . However, the frequency of checkpointing in this scheme is fully dependent on the communication pattern of a MH and cannot be controlled by the MH. In the worst case, a MH has to transfer one checkpoint with every outgoing message, which may not be affordable by the wireless network with the low bandwidth.
In the communication-induced checkpointing scheme (denoted by CICP) [14, 22, 24] , a checkpointing sequence number carried in the application messages makes processes to eventually take consistent checkpoints. Some extended algorithms of this scheme also have been proposed for the mobile environment [12, 13] . However, when the recovery is concerned, all of the above-mentioned checkpointing schemes require the explicit coordination to avoid the live-lock problem [10] . Also, the amount of recomputation after a failure should be large since the processes have to roll back to a set of consistent checkpoints.
One way to support the asynchronous recovery [7, 21] and to reduce the recomputation is the message logging. With the asynchronous recovery, a process can independently decide its rollback in case of a system failure. Also, after the rollback, the process can immediately resume its computation without waiting for any coordination message from another process. For the mobile environment, some asynchronous recovery schemes based on the pessimistic message logging (denoted by PML) have been proposed in [15, 16, 17, 25] . However, the pessimistic logging may be the less plausible choice considering the frequent access to the stable storage.
To avoid the frequent stable storage access, a causal logging scheme (denoted by CML) [3, 8] can be used. However, in this scheme, a large size of dependency information should be carried in the application messages, which can be a problem for the mobile computing systems with the low network bandwidth. An optimistic message logging scheme (denoted by OML) [21, 23] can be an alternative to implement the asynchronous recovery. In this scheme, the frequency of stable logging can be controlled and any abnormal message, which may cause the live-lock problem, can be detected using the small size of information, called a vector clock.
Comparing with the logging schemes, checkpointing schemes can be implemented with the less failure-free operation overhead since only the checkpoints of a process need to be stably saved and the checkpointing coordination can be achieved with a little message overhead using the communication-induced scheme. However, the failure recovery cost of checkpointing schemes must be high due to the tight recovery coordination and the large amount of recomputation after the rollback. Considering the logging schemes, the failure-free operation cost of the pessimistic and the causal schemes must be high due to the frequent stable storage access and the high message overhead, respectively. However, the optimistic logging scheme can be implemented with the less failure-free operation overhead of the vector clock.
Some extended algorithms of checkpointing schemes and the pessimistic logging scheme have been proposed for the mobile computing system. However, not much attention has been paid for the optimistic logging scheme in the literature, regardless of its moderate and adjustable performance. Comparing with the checkpointing schemes, message logging schemes require the higher stable storage access overhead, since the incoming messages have to be logged with checkpoints. However, unlike the pessimistic logging, the optimistic logging can adjust the frequency of logging. Also, the size of the vector clock carried in application messages is much less than the dependency information carried for the causal logging scheme. Comparing with the failure recovery overhead of checkpointing schemes, the amount of recomputation in the optimistic logging scheme is much less and the asynchronous recovery is also possible.
Hence, in this paper, we focus on the optimistic message logging and present an efficient scheme to implement the optimistic logging with a little overhead, for the mobile computing environment. In the proposed scheme, to reduce the stable storage access cost and to cope with the space problem of the MHs, the task of logging is assigned to the MSSs. By MSSs logging the incoming messages for MHs, they do not have to fully rely on the stable storage. In case of the MH's failure, the MSS can be alive and support the recovery of the MH using the message log in the volatile storage. The stable logging is only required for the concurrent failures of MHs and MSSs. Hence, in this paper, we present the recovery protocols for reliable MSSs and unreliable MSSs; and suggest to use the less frequent stable logging. However, considering the little probability of the concurrent failures, the volatile log of the MSSs can also work to reduce the amount of recomputation.
Also, to further reduce the message overhead during the failure-free operation, the dependency between the MSSs are used for the vector clock and the potential dependency between the MHs is traced using the dependency between the MSSs. Using the restricted dependency tracking, no extra overhead is imposed on MHs. Of course, there is a possibility of unnecessary rollback due to the imprecise dependency information, however, comparing with the checkpointing-only schemes, the chance of rollback propagation in the message logging scheme is very low. Also, considering the low possibility of the concurrent failures, the scheme can achieve the plausible performance even with the optimized dependency vector. The performance of the proposed scheme is evaluated with the extensive simulation study.
The rest of this paper is organized as follows: Section 2 presents the system model and the definition of consistent recovery. In Section 3, the proposed scheme is described with its correctness, and the performance of the proposed scheme is evaluated with the extensive simulation results in Section 4. Finally, Section 5 concludes the paper. 
Background

System Model
Consistent Recovery
Let Ö Ú ´ «µ denote the «-th message receipt event of a process È and the state interval, Á´ «µ , denote the sequence of states generated between Ö Ú ´ « ½µ and Ö Ú ´ «µ , where « ¼ and Ö Ú ´ ¼µ denotes the initial event. Then, the inter-process dependency caused by the message communication can be defined as follows:
Definition 1: A state interval Á´ «µ is said to be dependent on another state interval Á´ ¬µ if one of the following conditions is satisfied; and the dependency relation is denoted by Á´ ¬µ Á´ «µ :
( 1) and « ¬ · ½, or . Then, the consistent recovery can be defined as follows:
The recovery from a failure,
, is said to be consistent, if for any Á´ «µ ¾ Ä , there exists no Á´ ¬µ , such that Á´ «µ Á´ ¬µ . ¾
Protocol Description
The proposed recovery scheme is based on independent checkpointing, optimistic message logging and asynchronous rollback-recovery. The basic recovery protocol assuming reliable MSSs is first presented, and then the protocol is extended for the systems with unreliable MSSs.
Recovery with Reliable MSSs
The MHs in most mobile computing systems are considered highly vulnerable to the failures, while the MSSs are relatively reliable. By the reliable MSSs, we mean that the information managed for the recovery of MHs would never be lost due to any failure. With this assumption, the volatile memory space of a MSS can be used as a stable storage to save checkpoints and the message log of MHs.
Checkpointing
The Figure 2 gives the formal description of checkpointing and message logging protocols.
Independent Recovery
The 
Take a Checkpoint, Ô × Õ ;
The sequence number for the first message
When MSS Ô Receives a Checkpoint, Ô × Õ , from MH : 
Recovery with Unreliable MSSs
We now consider the system with unreliable MSSs. Since our main concern is the recovery of
MHs and the failure of MSSs can be handled with the existing recovery schemes based on the wired network, the complete recovery method for the MSS itself is not considered in this paper.
We only consider the case that the information saved for the recovery of MHs becomes lost due to the failure of MSSs. With this assumption, checkpoints and the messages have to be saved into the stable storage, such as the non-volatile disk spaces, and for the efficient storage access, optimistic message logging is considered.
Stable Checkpointing and Optimistic Message Logging
Each MSS Ô , on the receipt of a checkpoint from MH , saves it into the stable storage, and the mobility-related messages, such as Ó Ò, Ð Ú , ×ÓÒÒ Ø, or Ö ÓÒÒ Ø, are also saved into the stable log space as soon as MSS Ô receives it. However, for the normal application messages headed to a MH, MSS Ô first saves it into the volatile log space and periodically flushes the log entries into the stable storage. With this optimistic logging, the cost to access the stable storage can be reduced, however, there can be the loss of log entries in case of MSS Ô 's failure.
Hence, the failure of MH may enforce the rollback of dependent MHs, if MSS Ô and MH fail concurrently. The rollback of the related MHs must be asynchronous, which means that each MH after its own rollback can immediately resume the computation without waiting for the resumption of other MHs.
Dependency Tracking
To achieve the consistent and asynchronous recovery, the state vector, ËÎ , and the incarnation vector, ÁÎ , for each process È are used as in [7] . For the system with AE processes, For example, suppose that È in the figure should have rolled back due to its own failure and resumed the computation from the interval, Á´ ¾µ . Then, any interval with ËÎ ℄ ½ must be an orphan interval, since it has a dependency path from Á´ ¾µ . Hence, if a ÐÙÖ message including the last recoverable interval, Á´ ½µ in this example, is broadcast, every process in the system can decide whether it has to roll back or not.
Also, any possible orphan message which may cause the recursive rollbacks must be the one carrying the vectors with ÁÎ ℄ ½ and ËÎ ℄ ½, since these vector values mean that the failure of È has not been notified yet and the interval sending the message must be the one dependent on the discarded interval. The delivery of such message must cause the further rollback of the recipient process, and hence, each process can decide the rejection of such message by comparing the vectors. As a result, with the state vector and the incarnation vector, the consistent and asynchronous recovery can be achieved. Now, the concern is how to implement these vectors without imposing much overhead on the MHs. If the vectors have to include the entries for all of the MHs in the system, the size of the vectors becomes too large and carrying two vectors in each message must cause the non-negligible overhead. To reduce the message overhead, the vectors in the proposed scheme are designed to include the entries for MSSs, not for MHs. Comparing the number of MHs in the system, the number of fixed MSSs are relatively small, and hence, the overhead on each message may not be that significant. 
Asynchronous Recovery
When a mobile host, MH , recovers from a failure, it sends the ÐÙÖ message to its The rollback of each MH is performed in the same way described in Figure 3 . The only difference is that MH has to roll back not to the last checkpoint, but to the consistent one. Also, the replay of the logged messages must be performed up to the message with ËÎ Õ Ô℄ ËÎ Ô Ô℄, instead of replaying up to the most recently logged one. To properly support the tracking of checkpoints and message logs, the data structure Ì Ö includes two more fields; one field, ÔÖ ÐÓ, to indicate the MSS holding the Ì Ö saved right before the latest checkpointing, and the other field, ËÎ , to include the value of the state vector for the corresponding MSS at the time of that checkpointing. Using the modified Ì Ö , the mobility of MH related to the storage of checkpoints and message logs can be traced as shown in Figure 6 .
For example, suppose that MH ½ in the figure should roll back and discard any state interval dependent on the interval with the index, ËÎ ½ ℄, or higher. Then, the current MSS of MH ½ , that is MSS in this example, searches the most recent Ì Ö ½ maintained in MSS and finds out that the latest checkpoint has been taken after the dependency to ËÎ ½ ℄ was formed. To search the proper Ì Ö ½ , MSS sends the × Ö request to MSS as indicated in Ì Ö ½ Ô ÔÖ .
On the receipt of this message, MSS can find out from its Ì Ö ½ that the checkpoint with sequence number 2 had been taken before the dependency was formed. Hence, MSS can begin the recovery action for MH ½ with the information stored in its Ì Ö ½ and it can also discard any message logged after the recovery point, from the log. Some MHs disconnected from the network while the recovery action has been progressed can properly be handled when they join or reconnect themselves to the new MSS. When a MH joins or reconnects to the new MSS, the previous MSS has to be contacted and any failure handled during the disconnection is informed to the new MSS. The new MSS then performs any recovery action if it is required after comparing the vectors for the MH.
Theorem 2:
The recovery of a mobile host, MH , is eventually consistent, assuming the unreliable MSSs.
Proof: When MH fails and rolls back, every MSS in the system is notified of the last recoverable state interval and the incarnation vector entry of MH . Any state interval dependent on MH 's lost state interval must have the vector values satisfying the conditions stated in Lemma 1. Each MH satisfying those conditions eventually discards the state intervals which may be dependent on the lost state intervals. As a result, the recovery of MH becomes consistent. ¾
Performance Study
To evaluate the performance of the proposed scheme, mobile computing systems have been simulated with three logging schemes; the optimized optimistic message logging, the plain optimistic message logging and the pessimistic message logging.
Simulation Model
The mobile computing system with the mesh cell configuration [11] has been simulated. The One process participating in a distributed computation is assumed to run on each MH. The process may communicate with a process running on another MH by sending and receiving a message. The message sending rate of a process follows a Poisson process with a rate ; and for each message sending event, the recipient of the message is selected randomly. The process also takes a checkpoint with a fixed time interval of . The MSS manages the message log for the MHs residing in the corresponding cell. For the pessimistic logging, a message heading to a MH is first logged into a stable storage and then delivered. For the optimistic logging, the messages are saved into the volatile log space before delivery; and the volatile log is flushed into the stable storage with a fixed time interval of Ð .
The failure rate of a MH follows a Poisson process with a rate and on the failure, the MH instantly performs the proper action for the recovery. When a MH fails, it can recover independently without affecting the dependent MHs, if the MSS has not lost any log information.
However, if the MSS has failed and lost any of the log information, the MH has to roll back with its dependent MHs. In our experiments, unreliable MSSs are assumed and hence for each failure of a MH, the MSS is assumed to lose the log information in the volatile storage, with the probability of 0.5. Figure 7 .(a) first shows the network cost caused by the vectors during the failure-free operation.
Simulation Results
The network costs of two schemes, under the various message sending rates, are compared:
one is the plain optimistic logging scheme (denoted by OML) and the other is the optimized optimistic logging scheme (denoted by OOML). Both schemes have been implemented on 3X3
and 5X5 cell architectures. To obtain the performance, the following variables were used :
=0.05, =0.0025, =200, Ð =100, Ñ =1, =10.
As shown in the figure, the network cost required for the OOML scheme is much less than the one for the OML scheme. This result is due to the fact that the size of the vectors carried in the application messages under the OML scheme is proportional to the number of MHs (100 in cludes the cost to save the checkpoint and the messages into the stable storage during the failurefree operation. As it is expected, the disk access overhead increases as the number of messages exchanged between the MHs becomes increased. Also, the system with the smaller number of MSSs shows the worse performance, since the number of MHs within a cell can be larger under the small system. However, the OOML scheme shows the performance more stable than the OML scheme even though the number of MSSs is smaller. This is due to the fact that the size of the vectors used in the OOML scheme is much smaller than the one for the OML scheme and the size of the message log saved during the failure-free operation must be small in the OOML scheme. Another factor to affect the failure recovery cost of two optimistic logging schemes is the frequency of stable logging. With the frequent stable logging, the number of messages lost due to the failure of a MSS becomes less and hence the number of MHs to roll back can be reduced.
The network cost for the recovery can also be reduced. Figure 8 .(c) and (d) show the number of MHs to roll back and the network cost required for the failure recovery under the varying frequency of stable logging. As it is expected, the difference in the failure recovery cost of two schemes becomes less as the logging frequency is increased.
The performance of the OOML scheme is also compared with the pessimistic logging scheme (denoted by PML) in Figure 9 . Under the PML scheme, every message heading to a MH is first logged into the stable storage so that the failed MH can roll back independently From the above performance results, it can be concluded that the optimized vector clock of the OOML scheme reduces the network cost and the stable storage access cost during the failure-free operation of the MHs. However, during the failure recovery of a MH, the optimized vector clock may incur more overhead. One way to achieve the plausible failure recovery performance of the OOML scheme is to control the logging frequency, considering the message communication frequency and the failure probability of the MSSs.
Conclusions
In this paper, we have presented an asynchronous recovery scheme based on the optimistic message logging for the mobile computing systems. In the proposed scheme, to cope with the space problem of the MHs and to reduce the overhead of stable message logging, the task of message logging is fully performed by the MSSs and the volatile log spaces of the MSSs are fully utilized. To reduce the message overhead, the task of dependency tracking is also performed by the MSSs. The MHs are only carrying the minimum information so that the mobility of MHs can properly be traced by the MSSs. As a result, with the little failure-free operation overhead, the optimistic message logging can be implemented in the mobile environment. Also, the cost for the unnecessary rollback caused by the imprecise dependency can be adjustable in some extent, by selecting the stable logging frequency considering the probability of concurrent failures of MHs and MSSs. The performance of the proposed scheme has been evaluated through the extensive simulation study and the simulation results show that the optimistic logging scheme can be implemented in the mobile computing environment with the reasonable overhead.
