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ABSTRACT
Carbonate reservoirs, despite their simple chemical composition, are notorious for be-
ing highly heterogeneous at all scales. The susceptibility of carbonate minerals to chem-
ical changes, mostly dissolution, creates macroscopic pore features like small vugs and
big caves which are also collectively known as karst, and mechanical deformation of the
brittle carbonate rocks generates natural fractures which may or may not connect those
vugs and caves. Carbonate reservoirs may bear karst and fractures having a size range
from millimeters to hundreds of meters. Such reservoirs are called naturally fractured car-
bonate karst reservoirs and commonly found all over the world. Free flow exists in the
karst and fractures at multiple levels and couples with Darcy flow in the porous carbonate
rocks, making the mathematical modeling and numerical simulation of flow performance
in these reservoirs a very challenging problem.
The Stokes-Brinkman equation has been pursued in recent years as a physical yet uni-
fied approach toward the simulation of coupled flow in naturally fractured carbonate karst
reservoirs, but its application has been somehow restricted to steady-state flow. For the
first time, we have proposed a transient Stokes-Brinkman model and lain the theoretical
foundation for it, by discovering the applicability of the Stokes-Brinkman equation to tran-
sient flow through a detailed examination of its derivation process, and by incorporating a
transient material balance equation which proves to be exact in the entire fractured karst
reservoir. The finite difference formulation of the transient Stokes-Brinkman model has
been derived, again for the first time, and an inhouse reservoir simulator is developed to
actually solve this numerical problem.
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NOMENCLATURE
Physical Quantities:
co compressibility, Pa−1
g earth gravity, m/s2
m mass production rate, kg/s
m˙ mass injection rate per unit volume, kg/m3/s
p pressure, Pa
t time, s
u velocity, m/s
T temperature, K
WI well index, kg/s/Pa
µ fluid viscosity, Pa · s
µ∗ effective viscosity of the fluid, Pa · s
ρ fluid density, kg/m3
φ porosity
Grid and Computation:
h perturbation
A face area of the grid block, m2
R Jacobian function
N number of grid blocks, total or in a subscripted direction
R residual function
V volume of the grid block, m3
vi
X independent variable, can be pressure or velocity
 tolerance
∆t time step size, s
∆x spacing in the x-direction, m
∆y spacing in the y-direction, m
∆z spacing in the z-direction, m
Vectors and Tensors:
g gravity vector, m2/s
k permeability tensor, m2
p pressure vector, Pa
u velocity vector, m/s
J Jacobian matrix
R residual vector
X independent variable vector
∆ update vector
Superscripts and Subscrpits:
x, y, z Cartesian coordinates
i, j, k indices of the grid block
l,m indices of vectors and matrices
n number of time steps
bh bottomhole
ic initial conditions
f fractures and karsts
m porous media
vii
ref reference
ν iteration number
Abbreviations:
GMRES generalized minimal residual method
BFGS Broyden-Fletcher-Goldfarb-Shanno method
DFVN Discrete Fracture-Vug Networks
MPG Multiple-Point Geostatistics
SNESIM Single Normal Equation Simulation
SGeMS Stanford Geostatistical Modeling Software
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1. INTRODUCTION*
1.1 Carbonate Reservoirs: A Global Perspective
Carbonate reservoirs are commonly found across the world. Figure 1.1 displays the 
world-wide geographic distributions of carbonate reserves and carbonate oil provinces. 
From the numbers on the graph it is readily estimated that more than 60% of the world’s 
proved oil reserves were held in carbonates in 2006. In particular, according to BP Statis-
tical Review 2016 [2], the Middle East held around 55% of the world’s proved oil reserves 
and 46% of the world’s proved natural gas reserves in 2005. Approximately 70% of these 
oil reserves and 90% of these gas reserves are kept in carbonate reservoirs [1], netting 
to about 39% and 41% of the world’s proved oil and gas reserves, respectively. These 
numbers dropped gradually over the past ten years due to the rapid development of uncon-
ventional oil and gas resources, but as shown in Figures 1.2 and 1.3, the Middle East alone 
still held approximately 47% of the world’s proved oil reserves and 43% of the world’s 
proved natural gas reserves in 2015, netting to about 33% and 39% of the world’s proved 
oil and gas reserves, respectively. Behind these numbers it is clear that carbonate reser-
voirs play a significant role in today’s global energy market, and they will continue to do 
so despite the development of shales and other unconventional resources, given the vast 
fields of deep water carbonates that we have yet to explore.
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∗Part of this section is reprinted with permission from "A Unified Finite Difference Model for The Sim-
ulation of Transient Flow in Naturally Fractured Carbonate Karst Reservoirs" by J. He, J. E. Killough,
M. M. Fadlelmula F., and M. Fraim, 2015. SPE Proceedings, Copyright [2017] by Society of Petroleum
Engineers.
Figure 1.1: World distribution of carbonate reserves and carbonate oil provinces [1].
Figure 1.2: Distribution of proved oil reserves by region in 1995, 2005 and 2015 [2].
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1.2 The Basic Geological Principles
Many theories have been developed by geologists to understand the formation and 
characterization of carbonate reservoirs. Among them stands the carbonate factory the-
ory and Dunham’s carbonate classification. Dunham proposed in 1960 [3] that we can 
classify carbonate rocks into limestone and crystalline, with the former divided into mud-
Figure 1.3: Distribution of proved natural gas reserves by region in 1995, 2005 and 2015
[2].
Figure 1.4: Carbonate rock classification [3].
3
stone, wackstone, packstone, grainstone and boundstone based on their texture, as shown 
in Figure 1.4. It was not until 2005 that the carbonate factory theory was first defined 
by Schlager [14]. The theory describes the precipitation and sedimentation of carbonate 
minerals in shallow sea and how the carbonates are transported towards the shore and deep 
sea, respectively (Figure 1.5).
Figure 1.5: Carbonate factory theory [4].
1.3 Porosity Development and Classfication
Carbonate reservoirs are notorious for their high heterogeneity. Detailed classifications
of carbonate porosity types are difficult yet available, like the one proposed by Choquette
and Pray [5], which divides carbonate porosity into three broad categories, i.e. frabric
selective, not fabric selective, and fabric selective or not. Each category has some subdi-
visions as shown in Figure 1.6. While such a complex porosity classification is deemed
meaningful for understanding the geological developments of different carbonate forma-
tions, it is usually an overkill for engineering applications. From an engineer’s perspective,
we will follow Dr. Wayne M. Ahr [6], who classifies carbonate porosity as primary and
secondary porosity types (Figure 1.7). The primary porosity is the interparticle and in-
traparticle porosity at the microscopic level, with a diameter way less than 1mm. The
secondary porosity includes vugs and caves which are diagenetic porosity resulting from
chemical changes like dissolution and displacement, and natural fractures which come
from mechanical processes like compaction and distortion [15, 16]. The small vugs and
large caves are collectively known as karst porosity, with diameters ranging from millime-
ters to meters. The natural fractures usually has widths less than 1mm and lengths as long
4
as 1km.
Figure 1.6: Carbonate porosity classification by Choquette and Pray [5].
1.4 Mathematical Models for Fluid Flow in Carbonate Reservoirs
Fluid flow in the macroscopic pore spaces cannot be simply assumed as a linear func-
tion of pressure gradient [7], so that the application of Darcy’s law to predicting hydrocar-
bon production in such highly heterogeneous reservoirs becomes questionable and often 
yields unsatisfactory results. Figure 1.8 clearly illustrates the deviation from Darcy law
when Reynolds number is larger than one. Considering that the plot is in logarithmic 
scale, the differences are more significant than depicted.
5
Figure 1.7: Porosity types in carbonate reservoirs [6].
Figure 1.8: Relationship between Fanning’s friction factor and Reynolds number for flow
through granular porous media [7].
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In short, the modeling and numerical simulation of the coupled fluid flow in naturally
fractured carbonate karst reservoirs are extremely challenging due to non-Darcy flow in
vugs and caves connected by fracture networks [17, 18], and deserve more efforts and
better ideas from both the engineering and computational sides [19]. Many models have
been developed in the past decade for the simulation of fluid flow in a naturally fractured
reservoir and for carbonate karst reservoirs. We would like to summarize the major types
in this section.
1.4.1 Extended Darcy Models
Various continuum approaches have been developed for the modeling of fluid flow in
naturally fractured carbonate karst reservoirs. Methods based on the multiple-continuum
concept model fractures and vugs as porous media with high permeability values [20, 21,
22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. These methods are also widely applied in the
simulation of hydraulically fractured unconventional reservoirs [32, 33, 34, 35, 36, 37]
since hydraulic fractures are no different from natural fractures in terms of the type of
fluid flow therein. Another continuum approach combines the porous media, fractures,
and cavities together as a single effective porous medium [38, 39, 40], and use effective
porosity and permeability to approximate the fluid storage and transport behavior in the
fractured vuggy reservoirs. The continuum approaches have simple formulations and are
computationally efficient, but the difficulty in estimating the cavity permeability or ef-
fective porosity/permeability values limit their applications in fractured carbonate karst
reservoirs [41].
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1.4.2 The Darcy-Stokes Model
Another approach for modeling fluid flow in fractured carbonate karst reservoirs is
based on the Darcy-Stokes system [42, 43, 44, 41]. The Darcy-Stokes system consists
of free flow in cavities and fractures characterized by Stokes equation and fluid flow in
porous media by Darcy’s Law. The coupled Darcy and Stokes equations are more diffi-
cult to solve, and additional boundary conditions [45, 46, 47] need to be specified at the
interface between cavities and porous media to guarantee continuity of mass and momen-
tum across the interface. The specification of such boundary conditions requires a fairly
detailed knowledge of the location and extent of the interface which in turn makes the
application of the Darcy-Stokes approach complicated [48].
1.4.3 The Stokes-Brinkman Model
The Stokes-Brinkman equation [8] provides a unified approach which avoids some of
the problems encountered in the Darcy-Stokes system. This approach is unified in the
sense that it uses a single equation rather than coupled ones to describe fluid flow in the
entire fractured carbonate karst reservoir. The Stokes-Brinkman equation can be shown to
be equivalent to the Darcy and Stokes equations [8, 49] once appropriate parameters are
selected in the corresponding flow regions, respectively. Therefore, explicit modeling of
the interface is avoided, allowing a seamless transition between the vugs and porous media
[50, 51, 49].
Many papers are devoted to the numerical formulation and solution of the Stokes-
Brinkman equation [52, 53, 50, 51, 54, 49, 48, 55, 56, 57, 58, 59], but to the best of
our knowledge, all of them consider only steady-state flow, and are applied towards 2D
streamline-based type of simulations. In this study, we propose a single-phase transient
flow model for fluid transport in naturally fractured carbonate karst reservoirs [13, 10, 60].
8
This transient flow model consists of the Stokes-Brinkman equation, and a generalized
material balance equation which is unsteady state and exact in the entire reservoir. Finite
differences are implemented for the solution of the proposed transient flow model, which
provides a smooth transition from standard multiple-porosity/permeability reservoir sim-
ulators. This solution method is physically more straightforward, easier to derive and
implement, and proves more apt to generalization from 2D to 3D cases than alternative
techniques. The derived transient flow model is applied to several fine-scale 2D and 3D
geological models. The results of these models form the foundation for future study of
multi-phase and multi-scale reservoir cases.
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2. THE TRANSIENT STOKES-BRINKMAN MODEL
2.1 Flow Models for Different Regions of a Carbonate Reservoir
The solution of fluid flow problems, whether in porous media or not, generally starts
from the homogenization of relevant conservation laws. In this section, a brief discus-
sion is presented on the derivation of material and momentum balance equations for fluid
flow in different regions of a naturally fractured carbonate karst reservoir. Here I strive
for a thorough understanding of the physical assumptions underlying the derivation pro-
cess, which largely determine the final forms of these equations as well as their range of
geapplicability. These equations form the basis for all the numerical work in later chapters.
2.1.1 Flow in Carbonate Matrix
Single-phase fluid flow in the carbonate matrix, just like that in any porous media, is
completely described by the material balance equation
∂
∂t
(φρ) +∇ · (ρu) = m˙ (2.1)
and Darcy’s law [61]
u = −k
µ
(∇p− ρg) (2.2)
where φ and k are the porosity value and permeability tensor of the porous media, ρ and
µ are fluid density and viscosity, u is the Darcy velocity vector, t is time, p is the average
pore pressure, m˙ is mass injection/production (±) rate per unit volume, and g is earth
gravity vector [62]. As a convention, the permeability tensor k is usually assumed to be
diagonal and anisotropic, on which the effect of pressure p is ignored in this study.
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Equation 2.1 is derived with the method of homogenization, by relating the mass flow
passing a control volumn to its internal mass change through the divergence theorem.
Equation 2.2 was first formulated by Henry Darcy based on the results of a series of ex-
periments on the 1D downflow of water through a vertical column of filter sands, and was
published in the appendix of his book Les fo ntain es Publiques de lu Ville de Dijon in 1856
[63]. This equation soon became known as Darcy’s law and has since been found valid for
and applied to any Newtonian fluid flow in porous media. Moreover, although Equation
2.2 was established under saturated flow conditions, it has been extended and applied to
unsaturated and multiphase flow [64] with tremendous success in the past century.
2.1.2 Flow in Fractures and Karst
Fractures, vugs and caves are no different from one another in the sense that they are
all secondary porosity types at the macroscopic level. Single-phase fluid low on this scale
is characterized by the continuity equation
Dρ
Dt
+ ρ∇ · u = ∂ρ
∂t
+∇ · (ρu) = m˙ (2.3)
and the equation of motion [65]
ρ
Du
Dt
= −∇ · τ −∇p+ ρg (2.4)
where u is the true velocity vector which is physically different from the Darcy velocity
in Equations 2.1 and 2.2, τ is the total stress tensor, and the other variables are defined as
before. The total stress tensor τ is described by the constitutive equation [66]
τ = −µ (∇u +∇uT )+ (2
3
µ− κ
)
(∇ · u) I (2.5)
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where κ is the bulk viscosity coefficient, and I is the identity tensor. For Newtonian fluid,
we can impose the Stokes hypothesis [67, 68]
2
3
µ− κ = 0 (2.6)
In spite of the evidently weak physical justification of Equation 2.6, it has been applied
to most compressible flows and yielded good results [67]. If we substitute Equation 2.6
into Equation 2.5, along with the assumption of constant fluid viscosity µ, and then apply
the divergence operator∇· to both sides of the equation, we get
∇ · τ = −µ (∆u +∇ · ∇uT ) = −µ∆u (2.7)
since ∇ · (∇u)T ≡ 0 [66]. Again we can substitute Equation 2.7 into Equation 2.4 to
obtain the Navier-Stokes equation
ρ
Du
Dt
= µ∆u−∇p+ ρg (2.8)
If we further assume steady state in the Lagrangian specification of the flow field, i.e. Du/
Dt = 0, where
D
Dt
=
∂
∂t
+ u · ∇ (2.9)
then Equation 2.8 reduces to the Stokes equation
µ∆u−∇p+ ρg = 0 (2.10)
Strictly speaking, Equation 2.10 holds only for incompressible Newtonian fluid of con-
stant density and viscosity, where constant density comes in as an underlying assumption
for Equation 2.4. However, these assumptions are usually freely exploited in numerical
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simulation processes, in order to guarantee a precise material balance in Equation 2.3.
Coupling Equation 2.2 in carbonate matrix with Equation 2.10 in fractures and karst
results in the so-called Darcy-Stokes model, which always entails additional interfacial
boundary conditions and is thus difficult to solve. To avoid such difficulties, a unified for-
mulation will be presented instead in the next section, which allows a seamless transition
between different flow regions and is therefore easier to solve numerically.
2.2 The Stokes-Brinkman Model: A Unified Formulation
H.C. Brinkman, an engineer of Royal Dutch Shell, made an observation in 1949 [8]
that, by introducing an extra factor, namely the "effective" fluid viscosity µ∗, Equations 2.2
and 2.10 can be combined into a unified formula, which is now known as the Brinkman
equation, the Stokes-Brinkman equation, or the Darcy-Stokes-Brinkman equation
u +
k
µ
(∇p− ρg − µ∗∆u) = 0 (2.11)
Equation 2.11 is mathematically equivalent to Equations 2.2 and 2.10 in the following
manner: it reduces to Equation 2.2 if we set µ∗ = 0 in the carbonate matrix, and converges
to Equation 2.10 if we let k → ∞ (or rather by applying very large permeability values
to the fractures and karst regions) and µ∗ = µ in the fractured and karstic regions. Instead
of treating µ∗ differently in different flow regions, it is also feasible to approximate it
uniformly throughout the carbonate reservoir. To do so, Mr. Brinkman paired Equation
2.11 with the steady-state material balance equation
∇ · u = 0 (2.12)
and solved them analytically. By comparing his analytical solutions to an experimetal
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relationship developed by P.C. Carman [9] (see Figure 2.1, where η and η′ denote µ and
µ∗, respectively), he recommended to choose µ∗ = µ for all practical purposes. Compared
to the former differential treatment, this uniform approximation only introduces a small
perturbation into the numerical solutions [56], because µ∗∆u is normally several orders of
magnitude smaller than the other terms on the left side of Equation 2.11 in typical porous
media [50]. Figure 2.2 shows that for the steady-state flow, pressure distributions and
streamlines don’t change much as µ∗ decreases.
Figure 2.1: Comparison of Brinkman’s analytical solutions to Carman’s experimental re-
sults [8, 9].
The Stokes-Brinkman equation used to have limited applications since it was always
paired with a material balance equation that presumes steady-state flow in the Eulerian
specification, such as Equation 2.12. However, as can be seen from the derivation process
14
Figure 2.2: Effect of the term µ∗ in the porous region of the Stokes-Brinkman equation∗.
in the previous section, neither Darcy’s law nor the Stokes equation makes such an as-
sumption, so in theory the composite Stokes-Brinkman equation should also be applicable
to transient flow, so we combine it with the transient material balance equation
∂
∂t
(φρ) +∇ · (ρu) = m˙ (2.1)
to form the unified transient Stokes-Brinkman model, since, similar to Equation 2.11,
∗Reprinted with permission from "Multiphysics and Multiscale Methods for Modeling Fluid Flow Through
Naturally Fractured Carbonate Karst Reservoirs" by P. Popov, G. Qin, L. Bi, Y. Efendiev, R. E. Ewing, and
J. Li, 2009. SPE Reservoir Evaluation & Engineering, Volume 12, Issue 2, Copyright [2017] by Society of
Petroleum Engineers.
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Equation 2.1 is unified in a sense that it not only describes the material balance for fluid
flow in porous media, but can also be reduced to Equation 2.3 for flow in macroscopic
porosities like fractures and karst, as long as we keep φ = 1 in those regions. Conse-
quently, Equation 2.1 is exact in the entire carbonate reservoir, even though the velocity
vector u bears different physical meanings in different flow regions.
Again, the above proposed transient flow model consisting of Equations 2.1 and 2.11,
as suggested by the underlying assumptions, is suitable only for incompressible fluid flow
and should be extended with caution to slightly compressible fluids. For compressible
gas flow, however, the gas slippage effect is significant, and Klinkenberg factor based
[69, 70] or Knudsen’s number based methods [32, 71] should be employed to modify the
permeability tensor k in Equation 2.2. Moreover, we should no longer assume the material
derivative term Du/Dt to be negligible as we did in Equation 2.11, but rather couple the
full Navier-Stokes equation with a modified Darcy’s law to characterize the momentum
balance of gas flow in a fractured karst reservoir, for which the development of a unified
model is significantly more difficult.
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3. MODEL DISCRETIZATION
3.1 Derivation of the Fully-Implicit Finite Difference Methods
To solve a mathematical model involving differential equations, the first step is to
find a discrete approximation that converges to the original model asymptotically. Since
the Stokes-Brinkman equation is a vector equation, we have to in effect discretize the
following four scalar equations for the transient Stokes-Brinkman model in the Cartesian
coordinates:
∂
∂t
(φρ) +
∂
∂x
(ρux) +
∂
∂y
(ρuy) +
∂
∂z
(ρuz) = m˙ (3.1)
µux + kx
[
∂p
∂x
− µ∗
(
∂2ux
∂x2
+
∂2ux
∂y2
+
∂2ux
∂z2
)]
= 0 (3.2)
µuy + ky
[
∂p
∂y
− µ∗
(
∂2uy
∂x2
+
∂2uy
∂y2
+
∂2uy
∂z2
)]
= 0 (3.3)
µuz + kz
[
∂p
∂z
− ρg − µ∗
(
∂2uz
∂x2
+
∂2uz
∂y2
+
∂2uz
∂z2
)]
= 0 (3.4)
where ux, uy, uz are the velocities, and kx, ky, kz the permeabilities in the corresponding
directions, g is the gravity, and all the other variables are as previously defined. The grav-
ity term −ρg only appears in Equation 3.4, because the z-direction is purposely aligned
with the earth gravity/depth direction. If the z-direction is reversed, then the sign of the
gravity term should also be reversed accordingly. In these four equations, p, ux, uy, uz are
the four variables that we need to solve for as functions of space and time. In the following
subsections, we shall apply the fully-implicit finite difference method to discretize the four
equations above, so that we can solve for the four variables numerically at discrete spatial
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locations and time points.
3.1.1 A Naïve Approach
The block-centered finite difference method is employed for the discretization of the
transient Stokes-Brinkman model on uniformly-sized staggered grids, as illustrated in Fig-
ure 3.1,
Figure 3.1: Definition of pressure and velocities for a block with index (i, j, k).
where we define pressure at the block center, and velocities at block interfaces as indicated
by the subscripts i ± 1/2, j ± 1/2, and k ± 1/2, which is equivalent to solving Equation
3.1 at all such block centers and Equations 3.2–3.4 at all such interfaces, respectively. It
is very tempting at first glance to define pressure and velocities both at the block center,
which, however, will actually break the material balance of the block, and introduce more
numerical errors at the flow boundaries.
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Formally, the subscripts of each variable in Figure 3.1 should contain its 3D Cartesian
coordinates, i.e. p, ux,i±1/2, uy,j±1/2, and uz,k±1/2 should be written as pi,j,k, ux,i±1/2,j,k,
uy,i,j±1/2,k, and uz,i,j,k±1/2, respectively, but we prefer the simplier notations which make
the finite difference equations look much more concise. We will adopt this notation sim-
plification throughout the dissertation.
The basic idea of the finite difference method is to obtain an approximation for the
partial derivative of a smooth function by employing the Taylor remainder theorem [72].
Let f(x) be a smooth function, then the nth-order Taylor series of f(x+ ∆x) is
f (x+ ∆x) =
n∑
0
f (k) (x)
n!
(∆x)k +
f (n+1) (ξ)
(n+ 1)!
(∆x)(n+1)
=f (x) + f
′
(x) ∆x+
f
′′
(x)
2!
(∆x)2 + · · ·+ f
(n) (x)
n!
(∆x)n
+
f (n+1) (ξ)
(n+ 1)!
(∆x)(n+1)
(3.5)
for some ξ ∈ [x, x+ ∆x]. Take n = 1, 2, 3, respectively, and rearrange the terms, then
Equation 3.5 becomes
f
′
(x) ∆x = f (x+ ∆x)− f (x)− f
′′
(ξ+)
2!
(∆x)2 (3.6)
f
′
(x) ∆x = f (x+ ∆x)− f (x)− f
′′
(x)
2!
(∆x)2 − f
′′′
(η+)
3!
(∆x)3 (3.7)
f
′
(x) ∆x = f (x+ ∆x)−f (x)− f
′′
(x)
2!
(∆x)2− f
′′′
(x)
3!
(∆x)3− f
(4) (ζ+)
4!
(∆x)4 (3.8)
for some ξ+, η+, ζ+ ∈ [x, x+ ∆x]. If we divide both sides of Equation 3.6 by ∆x, then
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we get the forward difference formula
f
′
(x) =
f (x+ ∆x)− f (x)
∆x
− f
′′
(ξ+)
2!
∆x
=
f (x+ ∆x)− f (x)
∆x
+O (∆x)
(3.9)
where O (∆x) denotes the first-oder local truncation error, i.e. any error with order of
magnitude proportional to ∆x. If we substitute −∆x for ∆x in Equations 3.7 and 3.8,
then we have
f
′
(x) ∆x = f (x)− f (x−∆x) + f
′′
(x)
2!
(∆x)2 − f
′′′
(η−)
3!
(∆x)3 (3.10)
f
′
(x) ∆x = f (x)− f (x−∆x) + f
′′
(x)
2!
(∆x)2 − f
′′′
(x)
3!
(∆x)3 +
f (4) (ζ−)
4!
(∆x)4
(3.11)
for some η−, ζ− ∈ [x−∆x, x]. Adding Equations 3.7 and 3.10 together results in the
central difference formula
2f
′
(x) ∆x = f (x+ ∆x)− f (x−∆x)− f
(′′′) (η+) + f (
′′′) (η−)
3!
(∆x)3
f
′
(x) =
f (x+ ∆x)− f (x−∆x)
2∆x
+O
(
(∆x)2
)
(3.12)
where O
(
(∆x)2
)
denotes the second-oder local truncation error. If we instead subtract
Equation 3.11 from Equation 3.8 and rearrange the terms, then we obtain the second-order
finite difference formula
f
′′
(x) (∆x)2 = f (x+ ∆x)− 2f (x) + f (x−∆x)− f
(4) (ζ+) + f (4) (ζ−)
4!
(∆x)4
f
′
(x) =
f (x+ ∆x)− f (x−∆x)
2∆x
+O
(
(∆x)2
)
(3.13)
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Now we can use Equations 3.9, 3.12 and 3.13 to discretize the transient Stokes-Brinkman
model for a grid block indexed (i, j, k) between current and future time steps tn and tn+1.
Applying the forward difference formula 3.9 to the temporal partial derivative term in
Equation 3.1 yields
∂
∂t
(φρ) ≈ (ρφ)
n+1 − (ρφ)n
∆t
(3.14)
where (ρφ)n = ρφ|t=tn , ∆t = tn+1−tn, and the equality only holds approximately because
we have ignored the first-order error term. Moreover, in contrast to fixing the block size,
an adaptive strategy is adopted in practice to adjust the time step size ∆t on the fly, which
is mostly based on the convergent performance of the simulation process at the current
time step.
Furthermore, Equation 3.12 can be applied to the spatial partial derivative terms in
Equation 3.1, e.g. we have
∂
∂x
(ρux) ≈
(ρux)i+1/2 − (ρux)i−1/2
∆x
(3.15)
where ∆x is the block size in the x-direction. There is no "2" in the denominator because
each block interface is only 1
2
∆x away from the block center. Discretize Equation 3.1 in
this way and multiply both sides of the equation by the block volume V = ∆x∆y∆z, then
we have
V
∆t
[
(ρφ)n+1 − (ρφ)n]+ [Ax (ρux)i+1/2 − Ax (ρux)i−1/2]n+1
+
[
Ay (ρuy)j+1/2 − Ay (ρuy)j−1/2
]n+1
+
[
Az (ρuz)k+1/2 − Az (ρuz)k−1/2
]n+1
+mn+1 = 0
(3.16)
where Ax = ∆y∆z, Ay = ∆x∆z, and Az = ∆x∆y are the block surface areas perpen-
dicular to the subscripted directions, ∆x, ∆y, and ∆z are spacings in the corresponding
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directions, m is the local mass injection/production (∓) rate, and the other variables are
as previously defined. All terms from the spatial derivatives have superscript n + 1 rather
than n, so that Equation 3.16 is a fully-implicit formulation.
Similarly, we can multiply apply Equation 3.12 to discretize the first-order partial
derivatives and Equation 3.13 to the second-order ones in Equations 3.2–3.4 at block in-
terfaces indexed with (i+ 1/2, j, k), (i, j + 1/2, k), (i, j, k+ 1/2), respectively. This time
we shall multiply the three equations by Axρ/µ, Ayρ/µ, Azρ/µ before discretizing them,
and rearrange the terms afterwards, so that we get
Ax (ρux)i+1/2 +
(
kx
ρ
µ
)
i+1/2
Ax
∆x
(pi+1 − pi)
−
(
kxρ
µ∗
µ
)
i+1/2
Ax
(∆x)2
(
ux,i+3/2 − 2ux,i+1/2 + ux,i−1/2
)
−
(
kxρ
µ∗
µ
)
i+1/2
Ax
(∆y)2
(
ux,i+1/2,j+1 − 2ux,i+1/2 + ux,i+1/2,j−1
)
−
(
kxρ
µ∗
µ
)
i+1/2
Ax
(∆z)2
(
ux,i+1/2,k+1 − 2ux,i+1/2 + ux,i+1/2,k−1
)
= 0
(3.17)
Ay (ρuy)j+1/2 +
(
ky
ρ
µ
)
j+1/2
Ay
∆y
(pj+1 − pj)
−
(
kyρ
µ∗
µ
)
j+1/2
Ay
(∆x)2
(
uy,i+1,j+1/2 − 2uy,j+1/2 + uy,i−1,j+1/2
)
−
(
kyρ
µ∗
µ
)
j+1/2
Ay
(∆y)2
(
uy,j+3/2 − 2uy,j+1/2 + uy,j−1/2
)
−
(
kyρ
µ∗
µ
)
j+1/2
Ay
(∆z)2
(
uy,j+1/2,k+1 − 2uy,j+1/2 + uy,j+1/2,k−1
)
= 0
(3.18)
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Az (ρuz)k+1/2 +
(
kz
ρ
µ
)
k+1/2
[
Az
∆z
(pk+1 − pk)− Azρk+1/2g
]
−
(
kzρ
µ∗
µ
)
k+1/2
Az
(∆x)2
(
uz,i+1,k+1/2 − 2uz,k+1/2 + uz,i−1,k+1/2
)
−
(
kzρ
µ∗
µ
)
k+1/2
Az
(∆y)2
(
uz,j+1,k+1/2 − 2uz,k+1/2 + uz,j−1,k+1/2
)
−
(
kzρ
µ∗
µ
)
k+1/2
Az
(∆z)2
(
uz,k+3/2 − 2uz,k+1/2 + uz,k−1/2
)
= 0
(3.19)
These equations are implicitly formulated even though the superscript n+ 1 is omitted
for brevity. At each block interface, the permeability value is computed as the harmonic
average of the permeability values of the two neighboring blocks, while fluid density ρ and
viscosity µ are estimated by single-point upstream weighting or upwinding, i.e. by taking
their values from the grid block that has a higher hydraulic head than its neighbor, so as to
guarantee precise mass conservation across the grid blocks. For instance, we can take
1
kx,i+1/2
=
1
kx,i
+
1
kx,i+1
(3.20)
ρx,i+1/2 = max (ρx,i, ρx,i+1) (3.21)
Alternatively, fluid density ρ and viscosity µ can also be estimated by arithmetic averag-
ing, which is slightly simplier than upstream weighting, and works almost equally well in
practice.
3.1.2 Change of Variables
The finite different method displayed in the previous subsection is called naive or rather
intuitive because we directly apply the first- and second-order difference formulas to Equa-
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tions 3.1–3.4 without a moment’s thought about possible transformations of the variables.
In fact, an apparent problem with Equations 3.16–3.19 is that their forms are so compli-
cated that numerical simulation of large geological models based on them can take from
hours to days, which is not very computationally efficient. It turns out that a better idea is to
substitute velocity u with mass flow rate F , so that Equations 3.1–3.4 can be subsequently
reformulated, again by multiplying them with V , Axρ/µ, Ayρ/µ, Azρ/µ, respectively, as
below:
V
∂
∂t
(φρ) + ∆x
∂Fx
∂x
+ ∆y
Fy
∂y
+ ∆z
Fz
∂z
+m = 0 (3.22)
Fx + kxAx
ρ
µ
∂p
∂x
− kxµ
∗
µ
(
∂2Fx
∂x2
+
∂2Fx
∂y2
+
∂2Fx
∂z2
)
= 0 (3.23)
Fy + kyAy
ρ
µ
∂p
∂y
− kyµ
∗
µ
(
∂2Fy
∂x2
+
∂2Fy
∂y2
+
∂2Fy
∂z2
)
= 0 (3.24)
Fz + kzAz
ρ
µ
(
∂p
∂z
− ρg
)
− kzµ
∗
µ
(
∂2Fz
∂x2
+
∂2Fz
∂y2
+
∂2Fz
∂z2
)
= 0 (3.25)
where Fx = Axρux, Fy = Ayρuy, and Fz = Azρuz. Another subtle point is that by
transforming Equations 3.2–3.4 to Equations 3.23–3.25, ρAx∂2ux/∂x2 is replaced with
∂2Fx/∂x
2, ρAy∂2uy/∂y2 with ∂2Fy/∂y2 and so on, which in effect lifts the assumption
of constant fluid density from the Stokes equation and improves the momentum balance.
Now we can discretize Equations 3.22–3.25 which yields
V
∆t
(
ρn+1φn+1 − ρnφn)+ [Fx,i+1/2 − Fx,i−1/2]n+1
+
[
Fy,j+1/2 − Fy,j−1/2
]n+1
+
[
Fz,k+1/2 − Fz,k−1/2
]n+1
+mn+1 = 0
(3.26)
24
Fx,i+1/2 +
(
kx
ρ
µ
)
i+1/2
Ax
∆x
(pi+1 − pi)
−
(
kx
µ∗
µ
)
i+1/2
1
(∆x)2
(
Fx,i+3/2 − 2Fx,i+1/2 + Fx,i−1/2
)
−
(
kx
µ∗
µ
)
i+1/2
1
(∆y)2
(
Fx,i+1/2,j+1 − 2Fx,i+1/2 + Fx,i+1/2,j−1
)
−
(
kx
µ∗
µ
)
i+1/2
1
(∆z)2
(
Fx,i+1/2,k+1 − 2Fx,i+1/2 + Fx,i+1/2,k−1
)
= 0
(3.27)
Fy,j+1/2 +
(
ky
ρ
µ
)
j+1/2
Ay
∆y
(pj+1 − pj)
−
(
ky
µ∗
µ
)
j+1/2
1
(∆x)2
(
Fy,i+1,j+1/2 − 2Fy,j+1/2 + Fy,i−1,j+1/2
)
−
(
ky
µ∗
µ
)
j+1/2
1
(∆y)2
(
Fy,j+3/2 − 2Fy,j+1/2 + Fy,j−1/2
)
−
(
ky
µ∗
µ
)
j+1/2
1
(∆z)2
(
Fy,j+1/2,k+1 − 2Fy,j+1/2 + Fy,j+1/2,k−1
)
= 0
(3.28)
Fz,k+1/2 +
(
kz
ρ
µ
)
k+1/2
[
Az
∆z
(pk+1 − pk)− Azρk+1/2g
]
−
(
kz
µ∗
µ
)
k+1/2
1
(∆x)2
(
Fz,i+1,k+1/2 − 2Fz,k+1/2 + Fz,i−1,k+1/2
)
−
(
kz
µ∗
µ
)
k+1/2
1
(∆y)2
(
Fz,j+1,k+1/2 − 2Fz,k+1/2 + Fz,j−1,k+1/2
)
−
(
kz
µ∗
µ
)
k+1/2
1
(∆z)2
(
Fz,k+3/2 − 2Fz,k+1/2 + Fz,k−1/2
)
= 0
(3.29)
This new formulation consisting of Equations 3.26–3.29 is better than the old one of Equa-
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tions 3.16–3.19 in many ways. First, velocity u, fluid density ρ, and cross-sectional area A
are incorporated into one single term in the new formulation, namely mass flow F . This in-
corporation not only simplifies the appearance of the finite difference schemes, as is most
clear if you compare Equation 3.16 with Equation 3.26, but also greatly reduces the num-
ber of multiplication operations to be performed at each time step, which in turn improves
the computational efficiency of our simulator. Second, since the fluid density ρ is absorbed
into the mass flow F at most places, we don’t have to use the estimated ρ at grid block
interfaces (where we have ±1/2 in the subscripts) as often as we did in the old formu-
lation, resulting in an improvement of the accuracy of the finite-difference discretization.
Third, the choice of mass flow rather than velocity is more natural in engineering applica-
tions, and is consistent with the convention in commercial multiple-porosity/permeability
reservoir simulators. Last but not least, as we share soon see in the following section, the
new formulation has better numerical properties than the old one, which is crucial for the
convergence of the simulation results.
3.2 Convergence of Finite Differences: Theories and Implications
Now that we have two sets of numerical formulations of the transient Stokes-Brinkman
model, we would like to assess their convergence properties. In particular, we would like to
know if the numerical solutions of these formulations are close enough to the true solution
of the analytical model, and if we have the numerical tools to solve the equations correctly.
The former question is related to the convergence properties of the finite difference method
we have used in those formulations, while the latter is related to the properties of the
resulting linear system. We will discuss the convergence of the finite difference method in
the subsequent sections, and postpone the discussion of the construction and properties of
the linear system and the numerical methods to the next chapter.
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The classic tool for proving the convergence of a numerical approximation method
is the Lax-Richtmyer equivalence theorem [73], also called the fundamental theorem of
numerical analysis, which can be stated loosely as follows:
Theorem 1 (Lax-Richtmyer). For a numerical approximation method for partial differen-
tial equations,
consistency + stability = convergence
where consistency means that the local truncation errors of the method decrease propor-
tionally to some order of the block size, and stability means that the sizes of these errors
are always uniformly bounded as they are passed through the time steps during the itera-
tive process. A rigorous treatment of these definitons can be found in the classic textbook
Numerical Analysis: Mathematics of Scientific Computing [74].
The finite difference formulations can be easily shown to be consistent with local trun-
cation errors of second-order accuracy in space and first-order accuracy in time. Take the
method represented by Equations 3.16–3.19 for instance. The proof is another typical ap-
plication of the Taylor remainder theorem, or rather a direct application of the Equations
3.9, 3.12 and 3.13. First we apply Equations 3.9 and 3.12 to the material balance equation
27
3.1 at a block indexed (i, j, k), which results in
(ρφ)n+1 − (ρφ)n
∆t
+
∆t
2
∂2
∂x2
(ρφ)n+
+
[
(ρux)i+1/2 − (ρux)i−1/2
]n+1
∆x
− (∆x)
2
48
[
∂3
∂x3
(ρux)i+ +
∂3
∂x3
(ρux)i−
]
+
[
(ρuy)j+1/2 − (ρuy)j−1/2
]n+1
∆y
− (∆y)
2
48
[
∂3
∂y3
(ρuy)j+ +
∂3
∂y3
(ρuy)j−
]
+
[
(ρuz)k+1/2 − (ρuz)k−1/2
]n+1
∆z
− (∆z)
2
48
[
∂3
∂z3
(ρuz)k+ +
∂3
∂z3
(ρuz)k−
]
+mn+1 = 0
(3.30)
where ∂2 (ρφ)n+ /∂x2, ∂3 (ρux)i± /∂x
3, ∂3 (ρuy)j± /∂y
3, and ∂3 (ρuz)k± /∂z
3 are finite
derivatives taken around the block center (i, j, k) and time point tn+1, of which the exact
locations and values are irrelevant to our proof. Now the local truncation error τp,n+1 can
be obtained by dividing Equation 3.16 by V and then subtracting it from Equation 3.30:
τp,n+1 =
∆t
2
∂2
∂x2
(ρφ)n+ − (∆x)
2
48
[
∂3
∂x3
(ρux)i+ +
∂3
∂x3
(ρux)i−
]
− (∆y)
2
48
[
∂3
∂y3
(ρuy)j+ +
∂3
∂y3
(ρuy)j−
]
− (∆z)
2
48
[
∂3
∂z3
(ρuz)k+ +
∂3
∂z3
(ρuz)k−
] (3.31)
Take the inifity norm over the entire reservoir and between two time steps, and then apply
the triangle inequality, so that
28
‖τp,n+1‖∞ ≤
∥∥∥∥12 ∂2∂x2 (ρφ)
∥∥∥∥
∞
∆t+
(∆x)2
24
∥∥∥∥ ∂3∂x3 (ρux)
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∞
+
(∆y)2
24
∥∥∥∥ ∂3∂y3 (ρuy)
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∞
+
(∆z)2
24
∥∥∥∥ ∂3∂z3 (ρuz)
∥∥∥∥
∞
≤Ct∆t+ CpH2
(3.32)
where
H = max(∆x,∆y,∆z)
Ct =
1
2
∥∥∥∥ ∂2∂x2 (ρφ)
∥∥∥∥
∞
Cp =
1
24
∥∥∥∥ ∂3∂x3 (ρux) + ∂3∂y3 (ρuy) + ∂3∂z3 (ρuz)
∥∥∥∥
∞
Inequality 3.32 shows that Equation 3.16 is second-order accurate in space and first-
order accurate in time. Similarly, we could show that Equations 3.17–3.19 are of second-
order accuracy in space. Take Equation 3.17 for example. We can apply Equations 3.9
and 3.13 to it at the block-block interface (i + 1/2, j, k) to get Equation 3.33, in which
the remainder partial derivative terms are finite and taken around the block center (i, j, k)
and at time point tn+1. Then the local truncation error τx,n+1 can be obtained by dividing
Equation 3.17 by ρAx and then subtracting it from Equation 3.33, resulting in Equation
3.34. Finally, we can again take the inifity norm on Equation 3.34 over the entire reservoir
and at the time step tn+1, and then apply the triangle inequality recursively, which will
give Equation 3.35 as desired.
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30
τx,n+1 ≤
(
kx
µ
)
i+1/2
(∆x)2
24
∥∥∥∥∂3p∂x3
∥∥∥∥
∞
+
(
kx
µ∗
µ
)
i+1/2
(∆x)2
12
∥∥∥∥∂4ux∂x4
∥∥∥∥
∞
+
(
kx
µ∗
µ
)
i+1/2
(∆y)2
12
∥∥∥∥∂4ux∂y4
∥∥∥∥
∞
+
(
kx
µ∗
µ
)
i+1/2
(∆z)2
12
∥∥∥∥∂4ux∂z4
∥∥∥∥
∞
≤CxH2
(3.35)
where
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∞
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∥∥∥∥
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)
After showing the consistency of the finite difference formulas, it is tempting to con-
sider their stability at this stage, probably by taking advantage of the von Neuman analysis.
However, proving stability is quite difficult in this case, since the fluid density ρ and viscos-
ity µ are nonlinear functions of pressure (and temperature, which we assume constant for
simplicity), so that the finite difference formulations are nonlinear as a whole. Moreover,
even if we can prove stability of the finite difference formulations, it does not necessar-
ily follow that our methods are convergent, because strictly speaking, the Lax-Richtmyer
theorem is only intended for linear numerical methods approximating well-posed linear
partial differential equations, not nonlinear finite difference methods or nonlinear partial
differential equations. More interestingly, convergence becomes a weaker property than
stability under certain circumstances, or in other words, a convergent numerical approxi-
mation method may fail to be stable [75]. Therefore, any attempt to prove stability may
actually deviate from our goal of showing convergence, or even be an overkill. Neverthe-
less, we can relate our block-centered finite difference method on staggered grids to the
lowest order Raviart-Thomas mixed finite elements [76, 77], from which its convergence
property follows.
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4. THE RESERVOIR SIMULATOR*
An inhouse reservoir simulator has been developed to solve the transient Stokes-Brinkman 
model, which draws on the framework of F T Sim, a simulator based on the T OUGH+ 
family of codes [78]. To put things in context, we would like to first present the workflow of 
the simulation process, after which we will move on to the linearization and computa-tion 
of the finite difference model represented by Equations 3.26–3.29, and discuss some 
challenges that arise in the numerical simulation process.
4.1 Simulation Workflow
The simulation workflow is shown in Figure 4.1, where X is the vector of independent 
variables, including pressure p at each grid block center and velocity u at each grid block 
interface. At each time step, we solve for X iteratively by the Newton-Raphson method [74]. 
We begin with the solution X from the previous time step and use it as an initial guess for the 
current time step to compute the residual vector R. Then we determine if R is small enough 
by comparing its l2 or l∞ norm with a preset tolerance . If so, the Newton-Raphson iteration 
process converges, and we accept X as the solution of the current time step and proceed to 
the next; otherwise we construct the Jacobian matrix J, find the vector ∆ by solving the 
linear matrix equation J∆ = −R with an open source incomplete LU-factorization 
preconditioned GMRES solver published by Ju & Burkardt [79, 80, 81], and update X with 
∆. Then we go back and check the convergence again, and repeat all the steps thereafter.
By examining the workflow above, we can easily identify that the crucial step for the
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*Part of this section is reprinted with permission from "Unified Finite Difference Modeling of Transient Flow 
in Naturally Fractured Carbonate Karst Reservoirs - A 3D Case Study" by J. He, J. E. Killough, M. M. 
Fadlelmula F., and M. Fraim, 2015. SPE Proceedings, Copyright [2017] by Society of Petroleum Engineers.
Figure 4.1: Simulation workflow for the transient Stokes-Brinkman model. [10]
Newton-Raphson iteration process is the construction of the Jacobian matrix J, which will
be fully discussed in the next section.
4.2 Solution of the Discretized Equations
The Stokes-Brinkman equation defines a nonlinear relationship between the velocity
vector u and pressure p, so that we have to solve for both of them explicitly. If we discretize
the reservoir intoNx, Ny, andNz grid blocks in the subscripted directions, and impose no-
flow boundary conditions on all the six boundaries, then we will have NxNyNz pressure
variables, NxNyNz − NyNz x-velocity variables, NxNyNz − NxNz y-velocity variables,
and NxNyNz − NxNy z-velocity variables. Moreover, each pressure variable has its own
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instance of Equation 3.26, and each velocity variable ux, uy or uz has its own instance of
the Equation 3.27, 3.28 or 3.29, respectively. In total, we have N = 4NxNyNz −NxNy −
NxNz −NyNz independent variables and the same number of finite difference equations,
which is necessary to achieve a unique solution.
The nonlinear system can be arranged into the following residue equation,
R (X) = 0 (4.1)
where X is the independent variable vector arranged as below,
X =

p
ux
uy
uz

and R is the residue vector of which each entry is the left-hand side of one of Equations
3.26–3.29 at whichever block center or interface the corresponding independent variable
is defined. Here p, ux, uy, uz are vectors of pressure and velocities, respectively. The
nonlinear system in Equation 4.1 is then linearized and iteratively solved fully implicitly
at each time step n = 0, 1, 2, · · · by finding a sequence of vectors Xn+1υ , υ = 1, 2, · · · that
converges uniformly to the true solution vector Xn+1, by the Newton-Raphson method
[74]:
Xn+1υ+1 = X
n+1
υ − J−1
(
Xn+1υ
)
R
(
Xn+1υ
)
(4.2)
where J−1 (Xn+1υ ) is the Jacobian matrix, and the subscript υ denotes the iteration number.
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Equation 4.2 is computed iteratively until
∥∥R (Xn+1υ+1)∥∥∞ <  (4.3)
for some small tolerance , so that Equations 3.26–3.29 hold very closely at all block
centers and block interfaces. In order to initialize the iterative process in Equation 4.2,
we need to know Xn+10 , of which a good approximation is the convergent solution of the
previous time step when n > 0, or the initial conditions when n = 0, given no drastic
change in reservoir conditions between the two time steps. Besides, we have also tried
quasi-Newton methods like BFGS in order to avoid computing the Jacobian matrix, but
such methods turned out not to converge well for highly nonlinear systems like ours.
The full form of the Jacobian matrix J is
J (X) =

∂R1
∂X1
∂R1
∂X2
· · · ∂R1
∂XN
∂R2
∂X1
∂R2
∂X2
· · · ∂R2
∂XN
...
... . . .
...
∂RN
∂X1
∂RN
∂X2
· · · ∂RN
∂XN

(4.4)
where Rl and Xm, l,m = 1, 2, · · · , N, are elements of the residue vector R and inde-
pendent variable vector X, respectively. The elements of J are computed numerically by
forward differences, e.g.
∂Rl
∂Xm
=
Rl (Xm + h)−Rl (Xm)
h
(4.5)
where h > 0 is a small perturbation and is usually taken as 10−8. We have abused the
notations in Equation 4.5 since Rl = Rl(X) is actually a function of the entire vector X,
but we have omitted the other elements of X for brevity and clarity, as well as to highlight
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the point that only Xm is perturbed.
The numerical differentiation method represented by Equation 4.5 is preferred in the
construction of the Jacobian matrix because its implementation is easier and less error
prone than alternative differentiation techniques, thus allowing us to focus more on the
mathematical model itself, at the cost of slightly reduced accuracy due to roundoff er-
rors. Furthermore, it is readily observed that the Jacobian matrix for our transient Stokes-
Brinkman model is sparse, multi-diagonal, nonsymmetric, and ill-conditioned, so the com-
putation of J−1R in Equation 4.2 is difficult and time consuming. In our simulator, a
restarted generalized minimal residual (GMRES) solver [79, 80] is employed to address
this issue, which builds on the compressed row storage format and is armed with an in-
complete LU factorization preconditioner.
4.3 The Newton-Raphson Method
The Newton-Raphson method is named after Isaac Newton and Joseph Raphson who
developed the first versions of this method in the late 17th century. In this section, we
derive the Newton-Raphson method from the n-dimensional second-order Taylor series
approximation for a smooth function f (x) [74]:
f (x + p) ≈ f (x) + pT 5 f (x) + 1
2
pT 52 f (x) p (4.6)
where x is a vector of n independent variables. Essentially, Equation 4.6 approximates the
value of the smooth function f at any point x+p around the fixed point x with a quadratic
function of the distance vector p, at the cost of a third-order truncation error.
The derivative of Equation 4.6 against p is
f
′
(x + p) = 5f (x) +52f (x) p (4.7)
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By simply setting f ′ (x + p) = 0 in the Equation 4.7, we obtain the following explicit
formula:
p∗ = − (52f (x))−15 f (x) (4.8)
If the Hessian matrix52f (x) is positive-definite, then Equation 4.7 attains its minimum at
the point x + p∗. Moreover, since Equation 4.7 closely approximates the function f (x) in
the neighborhood of x, it is reasonable to anticipate that the point x+p∗ should be at least
close enough to, if not exactly, the local minimizer of the function f (x). Combining these
insights would allow us to iteratively construct a sequence of points x0,x1, · · · ,xn, · · ·
from an initial point x0, i.e. an appropriate initial guess of the true solution of the function
f (x), such that
xn+1 = xn + p
∗
n = xn −
(52f (xn))−15 f (xn) (4.9)
Equation 4.9 represents the modern Newton-Raphson method, which effectively min-
imizes the value of the target function f (x) by descending from one point to another in
the direction of a most probable local minimizer, and is widely applied in the numeri-
cal solution of nonlinear continuous optimization problems. In addition, because of the
equivalence relationship between minimization of Equation 4.6 and solution of Equation
4.7, the Newton-Raphson method also applies to the solution of discrete nonlinear sys-
tems, which can be thought of as the gradients of some multivariate functions.
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5. SIMULATION RESULTS*
In this chapter, I would like to illustrate the transient Stokes-Brinkman model with 
several 2D and 3D reservoir simulation case studies. The simulation inputs, i.e. the fluid 
properties and some universal reservoir properties are presented in the first section, which 
is followed by various reservoir models and their simulation results.
5.1 Fluid Properties
Liquid n-octane is chosen as the single-phase oil in our simulation. The density ρ and 
viscosity µ of liquid n-octane are calculated as functions of pressure p and temperature T 
through the following Yaws’ models [12]:
ρ = a · b−(1−T/Tc)d · eco(p−pref) (5.1)
log10 µ = B +
C
T
+DT + ET 2 (5.2)
where pref is the reference pressure, Tc is the critical temperature, a, b, d, B, C, D and E 
are coefficients that pertain to the specific liquid, and co  is the oil compressibility. Equation 
5.1 is plotted in Figure 5.1 for typical reservoir temperatures and pressures, and Equation 
5.2 in Figure 5.2 against its applicable temperature range. It is also worth noting that the 
original Yaws’ liquid density model ignores the effect of pressure change on liquid density, 
∗Part of this section is reprinted with permission from "A Unified Finite Difference Model for The Sim-
ulation of Transient Flow in Naturally Fractured Carbonate Karst Reservoirs" by J. He, J. E. Killough,
M. M. Fadlelmula F., and M. Fraim, 2015. SPE Proceedings, Copyright [2017] by Society of Petroleum 
Engineers, and "Unified Finite Difference Modeling of Transient Flow in Naturally Fractured 
Carbonate Karst Reservoirs - A 3D Case Study" by J. He, J. E. Killough, M. M. Fadlelmula F., and M. 
Fraim, 2015. SPE Proceedings, Copyright [2017] by Society of Petroleum Engineers.
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                                                                                                                                              and "Discrete 
Fracture-Vug Network Modeling in Naturally Fractured Vuggy Reservoirs Using Multiple-Point 
Geostatistics: A Micro-Scale Case" by M. M. Fadlelmula F., M. Fraim, J. He, and J. E. Killough, 2015. 
SPE Proceedings, Copyright [2017] by Society of Petroleum Engineers.
,
Figure 5.1: Yaws’ density model for n-octane.
The values of the fluid property coefficients, along with other reservoir properties and 
computational parameters, are listed in Tables 5.1 and 5.2. In particular, we only con-
sider homogeneous porous media in our examples, and use a default permeability ratio 
kf /km = 1000, where kf denotes the karst/fracture permeability and km the permeability 
of porous media. Two wells are placed in the reservoirs to form the classic quarter five-
spot pattern, of which the well locations and mass flow rates are given in Table 5.3. Unless 
otherwise stated, these two tables are used as the standard inputs for all the following case 
studies, so as to single out the effect of different reservoir structures.
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which is remedied in Equation 5.1 by multiplying the right-hand side of the equation with 
eco(p−pref ). In other words, we have assumed constant oil compressibility in the pressure 
range of our simulation and that the original Yaws’ model gives liquid densities at the 
reference pressure. These assumptions are by no means realistic, but are deemed good 
approximations for our study of incompressible and slightly compressible fluids.
Figure 5.2: Yaws’ viscosity model for n-octane.
Property Value Units
Oil Density Coefficients
a 0.22807 kg/m3
b 0.25476 −
Tc 568.83 K
d 0.26940 −
co 1.0× 10−8 Pa−1
pref 1.0× 105 Pa
Oil Viscosity Coefficients
B −8.9245 −
C 888.09 K
D 0.012955 K−1
E −1.3596× 10−5 K−2
Table 5.1: Fluid properties [12].
40
5.2     2D Case Studies
Property Value Units
Porous Medium Properties
km 1.5× 10−14 m2
φm 0.15 −
Karst and Fracture Properties
kf/km 10
3 −
φf 1.0 −
Grid Parameters
Nx 100 −
Ny 100 −
Nz 1 −
∆x 20 m
∆y 20 m
∆z 20 m
Initial Conditions
pic 3.0× 107 Pa
Tic 90
◦C
Computational Parameters
 1.0× 10−6 −
h 1.0× 10−8 −
Table 5.2: Reservoir properties and computational parameters [13].
Well Number Location (i, j, k) Rate (kg/s)
1 (1, 1, 1) −3.0
2 (100, 100, 1) 3.0
Table 5.3: Well properties [13].
The transient Stokes-Brinkman model is illustrated with the simulation results of three
2D reservoir models. The first 2D model merely comprises homogeneous porous media,
and is used to test our simulator in the Darcy flow region. The second 2D model is bor-
rowed from Gulbransen et al. [50], which is synthesized to contain karst connected by
natural fractures. The third model is derived with the multiple-point geostatistical (MPG)
simulation technique by using the second model as the training image. The geological
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structures of the last two models are presented in Figure 5.3, and the standard fluid and
reservoir properties listed in Tables 5.1–5.3 are applied to all three models unless otherwise
specified.
Figure 5.3: Geological structures of the (a) synthetic and (b) derived reservoir models.
5.2.1 Pure Porous Media
We first test our Stokes-Brinkman simulator in pure homogeneous porous media with
properties specified in Tables 5.2 and 5.3. The simulation results at 100 days are visualized
in Figure 5.4, with the pressure field in the form of natural logarithmic pressure distribu-
tion, and the velocity field in the form of streamlines [82]. Both plots exhibit clear radial
flow patterns symmetric with respect to the injection well in the upper left corner and the
production well in the lower right corner, demonstrating that our simulator works well in
the Darcy flow region.
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Figure 5.4: Simulation results at 100 days, pure porous media.
5.2.2 Synthetic Reservoir Model
A 2D synthetic reservoir model is binarized from the one studied by Gulbransen et
al. [50] using TiConverter [83], a self-developed Visual Basic code. The pressure and
velocity fields for this synthetic model are displayed in Figure 5.5, again in the forms of
logarithmic pressure distributions and streamlines. Figure 5.5c illustrates that the presence
of karst and fractures (as labeled in red in Figure 5.3) significantly distorts the isobars and
streamlines from the radial flow pattern depicted in Figure 5.4. The streamline plots on the
right side of Figure 5.5 also demonstrates how the majority of fluid flow in the synthetic
reservoir is converged by and channeled through the natural fractures, while the dynamic
reachout of the pressure front could be observed from the left side of Figure 5.5, which is
dictated by the fracture orientation so that whenever the pressure front reaches one of two
interconnected karsts, it quickly spreads over through the fracture to the other karst, much
faster than it propagates from the karsts and fractures into the porous media. Moreover,
if we set µ∗ = 0 throughout the reservoir, then the Stokes-Brinkman model degenerates
to the conventional Darcy flow model, of which the simulation results, as shown in Figure
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5.6, are only slightly different from those of the Stokes-Brinkman model. A histogram is
further constrctucted in Figure 5.7 for the pressure differences between the two models at
all the grid block centers in 100 days, showing that the pressure differences range from
zero to a maximum of approximately 8 × 104Pa, depending on the distance of the grid
blocks to the wells.
5.2.3 Derived Reservoir Model
The synthetic reservoir model in Figure 5.3a is treated as a training image to generate
a 2D reservoir model with the MPG simulation technique. For this purpose the Single
Normal Equation Simulation (SNESIM) algorithm of Stanford Geostatistical Modeling
Software is used [84], and the generated model is conditioned to the facies data (binary
indicators for matrix and karsts having proportions of 0.546 and 0.454, respectively) of
Stanford VI dataset [85]. The conditioned reservoir model is shown in Figure 5.3b as our
derived model, and the SNESIM parameters used to generate this 2D model are listed in
Table 5.4. Compared with the synthetic model, most of the karsts in the derived model are
isolated and few are interconnected by fractures. Accordingly, the pressure and velocity
fields in Figure 5.8 are less distorted from radial flow than those in Figure 5.5, suggest-
ing that the presence of karst alone does not substantially alter the flow patterns in the
reservoir. The simulation results of the Darcy flow model are displayed in Figure 5.9 as
well, which, similar to the previous example, are only slightly different from those of the
Stokes-Brinkman model. Further examination of the histogram in Figure 5.10 convinces
us that the pressure differences between the two models are from zero to a maximum of
approximately 105Pa, again depending on the distance of the grid blocks to the wells.
To summarize, among the above three fine-scale 2D reservoir models, the first model
demonstrates that the Stokes-Brinkman model can reduce to Darcy flow correctly, which
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forms the basis on which the correctness of the general model has to be built. It’s been
controversial for a long time in the oil and gas research community whether fluid flow in
connected vugs is different from that in isolated vugs. The second and third models rep-
resent these two scenarios, and their simluation results reveal that the presence of karsts
interconnected by natural fractures significantly alters the pattern of fluid transport in the
naturally fractured carbonate karst reservoir, while karsts alone have similar but much
weaker effects. Further comparison with the Darcy flow model shows that the Stokes-
Brinkman model indeed yields different simulation results, though the differences are only
significant around the wells. These results form the foundation for further investigation of
3D and multiphase cases.
Parameter Value
Seed 211175
# of Categories 2
Target Marginal Distribution 0.546, 0.454
# of Nodes in Search Template 60
Search Template Geometry (ranges and angles) 21, 21, 21 and 0, 0, 0
Hard Data (property) Facies
Min # of Replicates 1
Servosystem Factor 0
Re-simulation Threshold −1
Re-simulation Iteration # 1
# of Multigrids 3
Previously Simulated Nodes 4
Template Expansion Isotropic
Training image Figure 5.3a
Table 5.4: SNESIM parameters [13].
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5.3 3D Case Study
The 3D naturally fractured vuggy reservoir model, as shown in Figures 5.11–5.13, 
is derived from a carbonate core that is 2.0in in height and 1.45in in diameter sampled 
from the Shuaiba Formation in the Arabian Gulf area. A cubic plug with a face area 
of 5mm2 is cut from the core sample, and scanned with a CT scanner to get images of 
slices having a size of 960 × 1005 pixels. The images are cropped and segmented using 
Avizo software, and the small micro-factures in the original images are lost during the 
segmentation process as a result of smoothing and denoising. Three of these images are 
used as matrix-vug images for our 3D reservoir model. Additionally, we get three fracture 
network images by drawing fractures of constant width in their present locations in each 
of the three layers. In total, six images are obtained, all of which are resized to 100 × 100 
pixels using TiConverter, an inhouse software which helps retain the geological structures 
when shrinking the images. Finally, The six images are combined into three fracture-vug-
matrix images (i.e. the three layers of the reservoir model) by superimposing the fracture 
network images on their corresponding matrix-vug images [11, 86].
For the flow s imulation s tudy, a n i njection w ell i s p laced i n B lock (10, 10, 1 ), and 
a production well in Block(91, 91, 1) of the reservoir model. The injection well is at a 
constant rate, and the production well is described by the following simple equation
m = WI (p− pbh) (5.3)
where m is the mass production rate, p the pressure of the grid block, W I the production
well index, and pbh the constant bottomhole pressure of the well. We assume a constant
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well index for Equation 5.3 in our simulation case study, while more complicated well
index models can be found in [87, 37, 88].
The reservoir properties and computational parameters are as in Table 5.2, except that
each layer of the reservoir only has 100 × 100 grid blocks. The well parameters are
displayed in Table 5.5. In particular, the microscale model obtained from the core plug is
enlarged so that vugs and fractures actually become caves and valleys, which serves solely
as an increase in orders of magnitude for the simulation results. Moreover, we assume
the reservoir to be homogeneous and isotropic for simplicity. The porosity of fractures
and vugs is unchangeably 1.0, and by default the vug-fracture permeability is set to 1000
times of the matrix permeability. The single-phase fluid is again liquid n-octane, of which
the density and viscosity are calculated from Equations 5.1 and 5.2.
Property Value Units
Injection Rate 3.0 kg · s−1
Bottomhole pressure 1.0× 107 Pa
Well index 3.0× 107 kg · s−1 · Pa−1
Table 5.5: Well parameters for the 3D model [10].
The pressure distribution at 100 days is displayed in Figure 5.14 for each of the three
reservoir layers, respectively. In order to get the best contrast, we have indeed plotted
the logarithm of pressure and adjusted the color scale for each graph. By comparing
with Figures 5.11–5.13, it is evident that the pressure contours in every layer honor the
presence of vugs and fractures in that layer, which is consistent with our observations in
the 2D case studies. Furthermore, a closer examination of the two figures reveals that the
pressure contours are also affected by the geological structures in adjacent layers. For
example, the bright areas to the right of the middle of Figures 5.14a–5.14c correspond to
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the compacted fractures at the same location in Figure 5.11, while the shape of these bright
areas in Figures 5.12 and 5.13 are also slightly distorted through their connection to vugs
and fractures right below.
The volumetric flow rate of the production well is plotted over time in Figure 5.15 for
different kf/km ratios, where kf is the permeability of fractures and vugs, and km is the
permeability of the porous medium. The volumetric flow rate is converted from mass flow
rate of n-octane at stock-tank conditions, namely, 101325Pa and 16◦C. It is not surpris-
ing that the flow rate curve rises as the permeability ratio kf/km increases. However, the
predicted 100-day flow rate of a permeability ratio of 2000 is merely less than 2% more
than that of 50, and the differences between predicted 100-day flow rates of permeability
ratios of 100–2000 are within 1%, which is perfect considering the uncertainties of the
input data in real practices, and suggests that any attempts to accurately estimate frac-
ture/vug permeability or to use a permeability ratio greater than 2000 times are redundant
for flow simulation purposes since little improvement can be achieved in flow rate pre-
diction through such attempts. Moreover, Figure 5.16 shows that the computational time
of the transient Brinkman model grows as the permeability ratio kf/km increases, since
the Jacobian matrix gets more ill-conditioned and thus leads to less stable solutions and
more Newton iterations, while much greater kf/km values, e.g. 106, will run the simulator
forever or even crash it. Therefore, the kf/km ratio should also be limited to a maximum
of 2000 from the aspect of maintaining numerical stability of the simulation process. The
above discussions justify our default choice of a permeability ratio of 1000 which mini-
mizes numerical errors with moderate computational cost.
If we take µ∗ = 0 in the entire carbonate reservoir, i.e. we assume Darcy flow only
and run the simulation with the same model inputs, then we will get production curves that
almost overlap those in Figure 5.15, which indicates that, as expected, the nonlinear term
µ∗∆u in the Stokes-Brinkman equation is almost negligible. In other words, Darcy’s law
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describes fluid flow in  fractures and karst properly only if  we  view it  as  a mathematical 
simplification of the Stokes-Brinkman e quation. These findings have further implications 
since as far as the Stokes-Brinkman equation is concerned, the permeability tensor k in the 
fractured and karst regions has no physical meanings. k is a pure mathematical coefficient 
in those regions which we should let go to infinity, and as shown a bove, by infinity we 
mean a kf /km ratio of 1000 or so. This conclusion is contradictory to the popular belief 
that isolated vugs should have much lower permeability values than the connected ones.
5.4 Application to Carbonate Reservoir Characterization
As can be seen from the previous sections, geological models are the indispensable 
input data for the reservoir simulation process. Conversely, we can also use our reservoir 
simulator to evaluate how closely the geological models represent the real reservoir in 
turns of connectivity and flow p erformance. Here we take the example of the carbonate 
core that is 2.0in in height and 1.45in in diameter sampled from the Shuaiba Formation 
in the Arabian Gulf area, of which the CT scanning images were used to generate the 3D 
naturally fractured vuggy reservoir model in Figures 5.11–5.13. To have three different 
structures in our geological model, the fractures are assumed to have a constant width, and 
then they are drawn manually in their locations in the original model. The drawn fracture 
network is superimposed on the segmented image to generate the three-structure micro-
scale geological model having a size of 192 × 192 × 1 pixels. Figure 5.17 shows how this 
model is generated.
The final geological model shown in Figure 5.17d is considered as the reference model 
in the present study, and used to generate the MPG realizations in Figure 5.18. We then
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followed two different approaches in MPG to generate 30 equiprobable models (or realiza-
tions) that mimic the discrete fracture-vug networks (DFVN) of Figure 5.18b, respectively.
The first one directly uses the reference model in Figure 5.18 as the training image and is
thus called the "direct method" while the second uses the training images of Figure 5.19
and is called the "combination method", since the structures in the reference model are
separated into matrix-fracture and matrix-vug to generate the two new models in Figure
5.19. The generated realizations of both methods honored the hard data. In Figure 5.20,
the reference model and three realizations from each method are shown. Clearly, the three
structures of the reference model are reproduced in the realizations of both methods. How-
ever, by comparing the proportions of the structures in these realization it is obvious that
the combined method yields better results than the direct method. To clarify, the matrix
and fracture proportion in the realization of the direct method are underestimated while
only the fracture is underestimated in the combination method. The fracture underestima-
tion in the combination method is due to the correction of intersection cases (see Figure
5.21). Therefore, the use of secondary data to constrain the combination MPG modeling
method proposed in this study is expected to improve the results significantly. In addition,
from a visual perspective, Figure 5.20 shows that the reproduction of vugs patterns is bet-
ter than that of the fractures in both methods. Nevertheless, the models of both methods
succeeded in reproducing the spatial continuity of the refrence model, as can be seen from
the variograms in Figures 5.22 and 5.23.
To further support the findings that the combination method yields better spatial con-
nectivity than the direct method, we would like to further investigate the flow performances
of the models generated by both methods and compare them with that of the reference
model, by running them with the reservoir simulator we have developed based on the
transient Stoke-Brinkman model. The same fluid and reservoir properties are used as pre-
sented in Equations 5.1 and 5.2, and Tables 5.1 and 5.2, except that the grid block size is
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10m× 10m× 10m. An injector is put in Block (2, 2), and a producer in Block (191, 191),
with well properties described in Table 5.3.
The production rates of 30 direct models and 30 combination models are plotted against
time in Figures 5.24 and 5.25, respectively. The production rates are volumetric and con-
verted from mass flow rates at stock tank conditions, namely 101325Pa and 16◦C. The
flow rate curves of the direct models are grouped into two types, and those of the combi-
nation ones into four types. By comparing the two graphs, it is easy to see that the Type 2
curves of the combination models diverge from the reference model at a much later time,
and that both Type 2 and Type 3 curves of the combination models are much closer to
the reference model than the other curves. The results show that the combination method
surpasses the direct one in the sense that the former has a higher chance of generating re-
alizations that better represent the real geological model. It is also worth noting that even
the best case in Figure 5.25 still has a considerable deviation from the reference model at
the end of the simulation, due to the effect of fracture underestimation as mentioned ear-
lier. Moreover, these results encourage the use of MPG in modeling DFVN for field-scale
cases. In such cases, the geological DFVN models (i.e. training images) can be generated
using the statistical information of fractures and vugs, as in the case of discrete fracture
network modeling, and outcrop images.
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Figure 5.5: Pressure distributions (left) and streamlines (right) at different time points,
synthetic reservoir, Stokes-Brinkman model.
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Figure 5.6: Pressure distributions (left) and streamlines (right) at different time points,
synthetic reservoir, Darcy flow model.
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Figure 5.7: Histogram for the pressure differences, synthetic model.
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Figure 5.8: Pressure distributions (left) and streamlines (right) at different time points,
derived reservoir, Stokes-Brinkman model.
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Figure 5.9: Pressure distributions (left) and streamlines (right) at different time points,
derived reservoir, Darcy flow model.
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Figure 5.10: Histogram for the pressure differences, derived model.
Figure 5.11: Geological structure of the 100× 100× 3 naturally fractured carbonate karst
reservoir, top layer [10].
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Figure 5.12: Geological structure of the 100× 100× 3 naturally fractured carbonate karst
reservoir, middle layer [10].
Figure 5.13: Geological structure of the 100× 100× 3 naturally fractured carbonate karst
reservoir, bottom layer [10].
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Figure 5.14: Logarithmic pressure distribution in the 100 × 100 × 3 Naturally Fractured
Carbonate Karst Reservoir at 100 days (Note that each graph is set to a different color
scale to get the best contrast) [10].
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Figure 5.15: Volumetric production rate over time for different permeability ratios at stock-
tank conditions [10].
Figure 5.16: Computational time cost of the 3D reservoir model for different permeability
ratios [10].
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Figure 5.17: The micro-CT scan image with the fractures shown in red, (a). The fracture
network in the cropped image; the yellow square in (a), (b). The cropped and segmented
image; the yellow square in (a) with no fracture, (c). The final geological model having
three structures, namely, fractures (red), Vugs (white), and matrix (black), (d) [11].
61
Figure 5.18: The reference geological model having a size of 192 × 192 × 1 pixel, (a).
The training image (i.e. the reference geological model in (a)) as it appears in SGeMS
after converting it into GSLIB format using a developed training image converting code,
(b) [11].
Figure 5.19: The new training images generated by separating the structures in the refer-
ence model into matrix-fracture, (a) and matrix-vugs, (b) [11].
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Figure 5.20: The reference model, (a), and example of MPG realizations generated from
the direct, (column b), and the combination method, (column c) with the proportions of
the three stractures in each model [11].
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Figure 5.21: Illustration of how fracture-vug intersection is treated using a written VB
code in the generation of the geological models by combining fracture networks with
matrix-vug models [11].
Figure 5.22: Variograms of the reference model and the realizations generated by the direct
method [11].
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Figure 5.23: Variograms of the reference model and the realizations generated by the
combination method [11].
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Figure 5.24: Flow performances of MPG realizations for direct models [11].
Figure 5.25: Flow performances of MPG realizations for combination models [11].
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6. CONCLUSIONS
The Stokes-Brinkman equation has been pursued in recent years as a physical yet uni-
fied approach toward the simulation of coupled flow in naturally fractured carbonate karst
reservoirs, but its application has been somehow restricted to steady-state flow. For the
first time, we have proposed a transient Stokes-Brinkman model and lain the theoretical
foundation for it, by discovering the applicability of the Stokes-Brinkman equation to tran-
sient flow through a detailed examination of its derivation process, and by incorporating a
transient material balance equation which proves to be exact in the entire fractured karst
reservoir. The finite difference formulation of the transient Stokes-Brinkman model has
been derived, again for the first time, and an inhouse reservoir simulator is developed to
actually solve this numerical problem.
Three fine-scale 2D reservoir models are used to illustrate the transient flow model.
The first model demonstrates that the Stokes-Brinkman model can reduce to Darcy flow
correctly, while the results of second and third models show that the Stokes-Brinkman
model indeed yields different pressure distributions from Darcy’s law, though the pressure
differences are significant only around the wells. The 3D simulation results coincide with
the 2D cases and imply that Darcy’s law can be seen as a mathematical simplification of
the Stokes-Brinkman equation, and according to the latter, we should not try to distinguish
between connected and isolated vugs, nor should we estimate the fracture and karst perme-
ability. Instead, it is sufficient to set fracture and karst permeability to 1000 2000 times of
the porous medium permeability, which produces satisfactory numerical results with rea-
sonable computational cost. These results form the basis for future study of multi-phase
and multi-scale flow cases.
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6.1 Challenges
Many problems still need to be addressed for the numerical solution of the transient
Stokes-Brinkman model, among which the most pressing is its computational inefficiency.
The nonlinearity of the Stokes-Binkman equation requires the velocities to be solved for
explicitly, so that our simulator has to use approximately four times as many unknown
variables as traditional Darcy-type simulations do, resulting in more memory consump-
tion and much longer computational time. To solve this problem, we aim at reformulating
the finite difference schemes and optimizing the numerical algorithms. Expansion of the
capacity of our simulator is also in the plan, which will enable us to investigate more so-
phisticated reservoir models.
6.2 Future Study
We have made a big step to bring the Stokes-Brinkman equation from steady-state to
transient flow, and to show its close connection with the simpler Darcy’s law. However, we
have restricted ourselves to single-phase liquid flow so far, and need to further verify our
conclusions in the context of compressible gas flow and even multiphase flow, and on top
of that, we will be able to decide if upscaling and multisale generalizations of the Stokes-
Brinkman model will be of interest. Moreover, it is also necessary to carefully benchmark
our simulator against a commercial reservoir simulator, to ensure we get correct simulation
results before proceeding to the next steps.
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