In his analysis of the effects of the reform of the German healthcare system, Winkelmann (2004) investigates the number of doctor visits. He makes a distinction between the decision to go to a physician and the number of times the physician is visited in the observed time period. Winkelmann finds that there is no correlation between both decisions. This result appears to be far from straightforward since the primary driving force in both decision will be the health of the patient. From this perspective a significant correlation is expected. In this paper, I first replicate part of Winkelman's research. I then set off to analyse whether the zero correlation is actually true or comes from the way the relation between both decisions is modelled. My empirical analysis confirms the latter, but nevertheless also corroborates Winkelmann's main conclusions on the relevance of the explanatory variables used in his investigation. . 2 The comments of three referees are gratefully acknowledged. All ML-routines used in this paper are available on request. All estimations are carried out with R (free software, for information see http://www.r-project.org/). This paper is a shorter version of a paper that is available at http://www1.fee.uva.nl/pp/jcmvanophem. This extended version contains additional estimation results, more detailed information on the data etc.
Introduction
In Winkelmann (2004) it is argued that the process governing the frequency of visiting a medical doctor during a certain period of time, can be split up into two parts. 3 In a first step the individual decides to visit a doctor or not. In the second step the decision on the actual positive number of visits, or more general the treatment plan, is made by the doctor in consultation with his patient. The treatment decision can be expected to be primarily made by the physician and the opinion of the individual might not put much weight on the scale.
The important thing is that the first decision is made independently by the individual and that the second is not and that it is therefore not a good idea to use a model that does not explicitly take this difference into account. Clearly, the presented structure of the health decision is too simple. All the complexities of real life are impossible to capture in an econometric model.
For instance, the decision to visit a doctor or not and consequently the decision on the frequency might have to be made a couple of times during the period considered, because an individual might fall ill or become injured a number of times. 4 Another complexity that can be added is the introduction of medical specialists: often doctors refer their patients to specialists. This brings a third decision maker into the equation. These and other additional complexities will be ignored in this investigation, just like it was done in Winkelmann (2004) .
To model the potentially related decisions, Winkelmann (2004) decides to use a hurdle model. He recognizes that both decisions will usually not be made independently, and therefore Winkelmann allows for a correlation between both decision, although in a specific manner. First, let's discuss the reason for a correlation. Following Winkelmann (2004) , I model the decision to go to a doctor or not by a simple probit model: visiting the doctor a couple of times to monitor the progress or referring the patient to a specialist. The health condition of the patient will be an important factor in both decisions and clearly the initial decision and the follow up decision are likely to be positively correlated. 5 As mentioned this is also the starting point of Winkelmann (2004) but it is abandoned after some time because the empirical results indicate that there does not exist a correlation. The result of a zero correlation strikes me as very odd and the question is whether this result origins from the way the correlation is introduced in the model by Winkelmann (2004) or because it is actually true. Here I will propose an alternative way of modelling the potentially correlated decision that allows for a less restrictive specification of the correlation and that is based on my previous work (van Ophem, 2000) .
Econometric modelling
Winkelmann (2004) develops a hurdle model that he calls the Probit-Poisson-log-normal model. It consists of two parts: a hurdle has to be taken before the actual frequency can be determined. The hurdle is the decision to go to a doctor during the observed period or not. It is modelled by the probit-equation (1). The frequency of doctor visits during the period under observation, yi, is modelled by assuming that this count has a truncated Poisson distribution with expectation λ i . This expectation is specified as:
Poisson distribution is used because of the existence of the hurdle. As a result zero counts need not to be modelled by the count process. The introduction of the error term  i is meant to capture unobserved heterogeneity and is the crux to allow for correlation between the first and second step. Winkelmann (2004) assumes that ε i and  i are bivariate normal distributed with expectation (0, 0), variance (1, σ 2 ) and correlation ρ. An implicit assumption of Winkelmann (2004) is that the not completely observed health indicator z i is an important driving force in the determination of the frequency of doctor visits. To make this explicit, I add this factor to the specification and collect the other explanatory variables in the vector w i.
This vector can contain variables that influence health status but also e.g. factors that characterize the physician. We then arrive at the follow specification of the expected frequency:
where the substitution is made because the health indicator z i is not actually observed. (2) shows two things. First, the error term introduced is very likely to be correlated with the error term in the hurdle equation
(1), especially if α ≠ 0, as Winkelmann (2004) Equation (2) also shows something else: if  i and ε i are uncorrelated, then the correlation, in absolute value, between the error terms in (1) and (2) will be smaller than 1, except if var  i = 2 =0. To see this, calculate the correlation between εi and  i   i :
Only if the assumption of zero correlation between  i and εi is dropped, i.e. ρ ≠ 0, a correlation of +1 or -1 between εi and  i   i is possible. This overall correlation is not equal to the correlation between the hurdle and the count processes, however. For this last correlation, the additional randomness of the count should be taken into account. To illustrate this, consider the special case that  i =0. In this case, the correlation between the error terms in (1) and (2) is 1 if α > 0. Despite of this, conditioning on ε i does not eliminate the randomness of the count process completely. The correlation of 1 can be considered to eliminate only the randomness in the unconditional expectation of the count. To put it differently, even if we know λ i for sure, there is still randomness in the count process, i.e. we do not know the number of doctor visits (y i ) for sure. y i remains random although its expectation is fixed. We can even take it one step further. Suppose  i =exp x i ' w i '  so that there is no random part in the expectation and consequently no correlation between λ i and ε i . Still the random count y i can be correlated with continuous random variable ε i . 8
Ignoring this additional correlation, also causes the correlation between the hurdle and the count process to be lower than 1, in absolute value, and that is true even if u i and ε i have full correlation, since the variation in y i does not only result from the variations in the unobserved heterogeneity term. Winkelmann (2004) ignores this second source of correlation.
Lindeboom and van den Berg (1994) report a similar kind of reasoning for duration models.
To model the potential correlation between the hurdle and count fully, use will be made of a bivariate copula. The first application of the copula technique in economics on continuous variables is discussed in Lee (1983) . Copula's offer a method to relate two (or more) marginal distributions, if necessary from different families, to each other and allow for the estimation of a correlation between the stochastic processes. I will use the Gaussian copula. The underlying stochastic variables, in the present case the decision to see a doctor or not (eq. (1), where the error already is assumed to be normally distributed) and the number of doctor visits (a Poisson distributed count variable with unobserved heterogeneity) are transformed to normal distributed random variables and then evaluated using a bivariate normal distribution. 9 The transformation of an essentially discrete random variable like a count is not straightforward. The way to do this, is discussed in van Ophem (2000) . 10
The use of the copula technique requires the specification of the marginal distributions. This is sometimes seen as an disadvantage since the marginals are rarely known 8 Cf. e.g. Cox (1974) , for a discussion on the correlation between continuous and discrete random variables. 9 For a full discussion of the technique, see Trivedi and Zimmer (2005) .
10 The likelihood function is given in Appendix 2 of the extended version of this paper. It needs to be maximized across γ, β, σ 2 and ρ. To understand that all parameters are identified, note that the likelihood function is built from a combination of bivariate and univariate normal probabilities (cf. eq. 11 from van Ophem (2000)). Even in the most simplified case of one bivariate normal probability with linear arguments: B(xi'γ,xi'β;ρ), this probability is relevant in the bivariate probit model, γ, β and ρ are identified. In the present case the arguments of the bivariate normal probability are nonlinear transformations of xi'γ and xi'β, which enhances the identification of the model.
(cf. Trivedi and Zimmer, 2005, p. 96) . However, it is questionable whether this is actually a disadvantage compared to alternative ways of modelling the problem. As such it does not really make a difference whether the bivariate distribution is specified or the corresponding marginals since there usually exists a one-to-one relation. To illustrate this for the present case, consider the specification used by Winkelmann (2004) . Winkelmann (2004) starts with specifying the decision to go and see a doctor as in (1), where he assumes a normally distributed error (εi) . The number of doctor visits is modelled with a Poisson distribution that allows for unobserved heterogeneity. The unobserved heterogeneity term  i is assumed to be normally distributed. Correlation between both random processes is allowed by letting  i and εi have a (correlated) bivariate distribution. To use the copula technique the marginal distributions have to be specified, but they can be imputed directly from the distributional assumption made by Winkelmann (2004) . The marginal of the hurdle specification remains exactly the same, whereas for the marginal of the count, the unobserved heterogeneity term has to be integrated out of the specification where again it is assumed that  i is normally distributed. Even though I will make exactly the same distributional assumptions as
Winkelmann (2004), using the copula technique allows for a more general specification of the correlation. Not only  i and εi are allowed to be correlated but also the count and the error of the decision to visit a doctor are allowed to be correlated. Note that although integrating out the unobserved heterogeneity term, looks like complicating things, this is in fact not true.
Also in the correlated specification of Winkelmann (2004) the unobserved heterogeneity term has to be integrated out (Winkelmann, 2004, p. 462 , eq. (7)). In my replication I will compare
Winkelmann's Probit-Poisson-log-normal-model with partial correlation with the same model but allowing for full correlation using copula techniques.
Data
Use will be made from the German Socio-Economic Panel (GSOEP). 11 The data are the same as used by Winkelmann (2004) except that I only concentrate on the 1999-wave. 12 As I will show, the essential result of zero correlation in the Winkelmann-set up will be retained.
Winkelmann's primary goal is to estimate the effect of reforms in German health care, and 11 The data are available in the data archive of the Journal of Applied Econometrics. 12 I concentrate on the 1999-wave because GSOEP is a panel. The use of multiple individual observations will reduce the estimated standard errors, leading to higher significance. To illustrate the main point of this paper, I prefer to be on the safe side and, as a result, to accept higher standard errors. therefore a comparison in time is essential. Here, I only want to show that the result of zero correlation is due to modelling choice and not due to the actual absence of correlation.
The 1999-wave of GSOEP consists of 6231 observations. Respondents were asked to report their number of visits to a physician during the three months prior to the interview.
Unfortunately visits to general practitioners and dentists and other specialists are not distinguished and included in this definition. 2156 individuals (34.6%) did not visit a doctor during this period. The average number of doctor visits is 2.391 and the corresponding standard deviation is 3.943. I will use exactly the same explanatory variables as Winkelmann (2004) . The definition of the variables are self-explanatory 13 .
Estimation results
To start with, I will replicate the optimal model presented in Winkelmann (2004) The estimation results show a large resemblance with the ones presented in Table IV of Winkelmann (2004) . Recall that the results are not exactly replicated due to using only the 1999-wave. The significance is somewhat reduced if we compare the results in Table 1 with the corresponding ones in Winkelmann, probably due to the reduction in the number of observations. Still, many explanatory variables are strongly significant, but the correlation is not. In fact the estimate of the correlation is very close to 0. Winkelmann (2004) claims to have found the same result.
The estimation results with respect to the decision to go to a doctor or not are straightforward. Younger individuals and males are less likely to visit a doctor. People in good (bad) health are less (more) likely to do so. Married people and people living is small households are likely to visit a doctor more often. A somewhat counter-intuitive result is that those participating actively in sports are more bound to see a doctor than those who do not.
This is likely to be due to the increased probability of suffering injuries while engaging in sports. An alternative explanation is that those participating in sports are more health conscious or are required to have regular physical check-ups. People with higher incomes 13 Details can be found in Winkelmann (2004) or in the extended version of this paper.
6 have a higher probability of going to see a doctor once or more. Full-timers are less likely to visit doctors. That the same conclusion holds for the unemployed is somewhat surprising. Also with respect tot the number of doctor visits, given that an individual goes at least once, it can be concluded that the estimation results are in accordance with expectations and the results presented in Winkelmann (2004) . A result that is at odds is the effect of age: there appears to be no effect in my estimations, whereas Winkelmann found a significant impact.
However, note that Winkelmann's estimated impact is close to being not significant. Still, the conclusion itself is meaningful. The elderly have a higher probability to visit a doctor in a certain period but do not have a higher frequency of visits, once the first effect is taken into account. Higher educated individuals have a lower frequency of visits, just like those working full-or part-time or being unemployed. Healthy individuals also have a lower frequency of doctor visits. Participating actively in sports does not appear to have an impact on the frequency. Note the strong significance of the variance of the unobserved heterogeneity component. This confirms, Winkelmann's conclusion that unobserved heterogeneity should be 7 taken into account.
In Table 2 the estimation results of the copula-based model that takes full account of the correlation is presented. The estimated correlation is about -0.47 and strongly significant with a t-value of about 6. This result indicates that there exists a much more direct correlation between the two decisions distinguished than that can be captured through the unobserved heterogeneity component. The estimates on the decision to see a doctor or not are very similar to the ones presented earlier both in size and significance. Some larger deviations are found for the estimated count distribution but there are no sign changes. As a result, the conclusions drawn with respect to Table 1 remain valid. Due to the significant correlation estimated, the loglikelihood-value based on the copula technique is smaller than that of the model with ρ = 0. As a result, the model based on copula's should perform even better than the Probit-Poisson-log-normal model advocated by Winkelmann (2004) . Note, that the model with no correlation is a special case of the model based on copula's. Despite of the significance of the correlation, the Schwartz Information Criterium (SIC) indicates that we should actually prefer the Probit-Poisson-log-normal model with zero correlation (SIC = 24070.97 and 24073.30). 
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To explore the consequences of the different estimation methods with respect to the estimated mean of the count distribution given that the individual goes to a physician at least once, consider Table 3. This table presents estimates of the conditional mean and other sample statistics for the complete sample and the sample with positive doctor visits. The results indicate that despite the significance of the correlation the estimated means and variances are very similar. The relatively large difference between the observed mean count of the complete sample and the mean of the estimated counts points at a well known problem in the estimation of count data: there appear to be excess zero observations. The corresponding estimates for the subsample of positive counts are very close to the actual observation, where the estimates based on the copula estimates are closest. The estimates of the variance of the count differ considerably from the variances of the observations. This comes as no surprise since the maximum of the estimated means of each of the two methods is much smaller than the maximum observed count. There does exist a notable difference between the estimated maximum count across the estimation methods: for the copula technique it is clearly higher than for the models proposed by Winkelmann (2004) . All in all, we have to conclude that the differences between the characteristics of the estimates Poisson distribution are very small, despite of the strongly significant correlation between the choice processes distinguished. It appears that neglecting the correlation does not alter the predictions of the model. I investigated this conclusion further by calculating the root mean squared errors (between estimated mean and actual observation), root absolute errors, 9 correlations etc., but this only gave a confirmation. All these measures differ only in the third or higher digits across the alternative measures. The correlation between the estimated means using the copula technique and the model with correlation 0, is extremely high: 0.998. The overall conclusion has to be that, although he ignored significant correlation, Winkelmann's conclusions are correct. The estimated correlation of -0.47, has only a very marginal effect on the estimated probabilities.
Conclusion
To investigate the surprising result of no correlation found in Winkelmann (2004) 
