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LINEARIZATION STABILITY RESULTS AND ACTIVE
MEASUREMENTS FOR THE EINSTEIN-SCALAR
FIELD EQUATIONS
YAROSLAV KURYLEV, MATTI LASSAS, GUNTHER UHLMANN
Abstract: We consider linearization stability results for the cou-
pled Einstein equations and the scalar field equations for the metric g
and scalar fields φ = (φℓ)Lℓ=1 on a 4-dimensional globally hyperbolic
Lorentzian manifold (M, g). More precisely, we study the Einstein
equations coupled with the scalar field equations and study the sys-
tem Ein(g) = T , T = T (g, φ) + F1, and gφ
ℓ − m2φℓ = F2, where
the sources F = (F1,F2) correspond to perturbations of the physi-
cal fields which we control. The sources F need to be such that the
fields (g, φ,F) are solutions of this system and satisfy the conservation
law divg(T ) = 0. If (gε, φε) solves the above equations, the derivatives
g˙ = ∂εgε|ε=0, φ˙ = φε|ε=0, and f = (f
1, f 2) = ∂εFε|ε=0 solve the lin-
earized Einstein equations and the linearized conservation law
1
2
ĝpk∇̂pf
1
kj +
L∑
ℓ=1
f 2ℓ ∂jφ̂ℓ = 0, j = 1, 2, 3, 4,
where ĝ = gε|ε=0 and φ̂ = φε|ε=0. In this case we say that (ĝ, φ̂)
and f have the linearization stability property. In linearization sta-
bility one ask the converse: If g˙, φ˙, and f solve the linearized Einstein
equations and the linearized conservation law, do there exist a family
Fε = (F
1
ε ,F
2
ε ) of sources and functions (gε, φε) depending smoothly on
ε ∈ [0, ε0), ε0 > 0, such that (gε, φε) solves the Einstein-scalar field
equations and the conservation law. Under the condition that the back-
ground fields ĝ and φ̂ vary enough and L ≥ 5, we prove a microlocal
version of this: When Y ⊂M is a 2-dimensional space-like surface and
(y, η) is an element of the conormal bundle N∗Y of Y , one can find
a linearized source f that is a conormal distibution with respect to the
surface Y with a prescribed principal symbol at (y, η) such that (ĝ, φ̂)
and f have the linearization stability property. This result is proven
by constructing a model with adaptive source functions. In this model
the source term F1 corresponds to e.g. fluid fields consisting of par-
ticles which 4-velocity vectors are controlled and F2 contains a term
corresponding to a secondary source function that adapts the changes
of g, φ, and F1 so that the physical conservation law is satisfied. The
obtained results can be applied to show that one can send gravitational
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waves that propagates along the geodesic determined by (y, η) and the
polarization of this wave can be controlled.
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1. Introduction and main results
We consider the linearization stability result that is essential for the
inverse problems for the non-linear Einstein equations coupled with
matter field equations. In this paper, we consider for the matter fields
the simplest possible model, the scalar field equations and study the
perturbations of a globally hyperbolic Lorentzian manifold (M, ĝ) of
dimension (1 + 3), where the metric signature of ĝ is (−,+,+,+).
Our problem is related to the following inverse problem: Can an
observer in a space-time determine the structure of the surrounding
space-time by doing measurements near its world line. To study this,
we need to produce a large number of measurements, or equivalently,
a large number of sources.
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FIGURE 1. This is a schematic figure in R1+1. The black vertical
line is the freely falling observer µ̂([−1, 1]). The rounded black square
is π(Uz0,η0) that is is a neighborhood of z0, and the red curve passing
through z ∈ π(Uz0,η0) is the time-like geodesic µz,η([−1, 1]). The bound-
ary of the domain Uĝ where we observe waves is shown on blue. The
black future cone is the set I+ĝ (p
−).
1.0.1. Notations. Let (M, g) be a C∞-smooth (1+3)-dimensional time-
orientable Lorentzian manifold. For x, y ∈ M we say that x is in the
chronological past of y and denote x ≪ y if x 6= y and there is a
time-like path from x to y. If x 6= y and there is a causal path from
x to y, we say that x is in the causal past of y and denote x < y. If
x < y or x = y we denote x ≤ y. The chronological future I+(p) of
p ∈ M consist of all points x ∈ M such that p ≪ x, and the causal
future J+(p) of p consist of all points x ∈ M such that p ≤ x. One
defines similarly the chronological past I−(p) of p and the causal past
J−(p) of p. For a set A we denote J±(A) = ∪p∈AJ
±(p). We also denote
J(p, q) := J+(p) ∩ J−(q) and I(p, q) := I+(p) ∩ I−(q). If we need to
emphasize the metric g which is used to define the causality, we denote
J±(p) by J±g (p) etc.
Let γx,ξ(t) = γ
g
x,ξ(t) = expx(tξ) denote a geodesics in (M, g). The
projection from the tangent bundle TM to the base point of a vector is
denoted by π : TM → M . Let LxM denote the light-like directions of
TxM , and L
+
xM and L
−
xM denote the future and past pointing light-
like vectors, respectively. We also denote +g (x) = expx(L
+
xM)∪{x} the
union of the image of the future light-cone in the exponential map of
(M, g) and the point x.
By [10], an open time-orientable Lorenzian manifold (M, g) is glob-
ally hyperbolic if and only if there are no closed causal paths in M and
for all q−, q+ ∈M such that q− < q+ the set J(q−, q+) ⊂ M is compact.
We assume throughout the paper that (M, g) is globally hyperbolic.
When g is a Lorentzian metric, having eigenvalues λj(x) and eigen-
vectors vj(x) in some local coordinates, we will use also the corre-
sponding Riemannian metric, denoted g+ which has the eigenvalues
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|λj(x)| and the eigenvectors vj(x) in the same local coordinates. Let
Bg+(x, r) = {y ∈ M ; dg+(x, y) < r}. Finally, when X is a set, let
P (X) = 2X = {Z; Z ⊂ X} denote the power set of X.
1.0.2. Perturbations of a global hyperbolic metric. Let (M, ĝ) be a C∞-
smooth globally hyperbolic Lorentzian manifold. We will call ĝ the
background metric on M and consider its small perturbations. A
Lorentzian metric g1 dominates the metric g2, if all vectors ξ that are
light-like or time-like with respect to the metric g2 are time-like with
respect to the metric g1, and in this case we denote g2 < g1. As (M, ĝ)
is globally hyperbolic, it follows from [34] that there is a Lorentzian
metric g˜ such that (M, g˜) is globally hyperbolic and ĝ < g˜. One can
assume that the metric g˜ is smooth. We use the positive definite Rie-
mannian metric ĝ+ to define norms in the spaces Ckb (M) of functions
with bounded k derivatives and the Sobolev spaces Hs(M).
By [11], the globally hyperbolic manifold (M, g˜) has an isometry Φ
to the smooth product manifold (R×N, h˜), where N is a 3-dimensional
manifold and the metric h˜ can be written as h˜ = −β(t, y)dt2 + κ(t, y)
where β : R × N → (0,∞) is a smooth function and κ(t, · ) is a Rie-
mannian metric on N depending smoothly on t ∈ R, and the subman-
ifolds {t′} × N are C∞-smooth Cauchy surfaces for all t′ ∈ R. We
define the smooth time function t : M → R by setting t(x) = t if
Φ(x) ∈ {t} × N . Let us next identify these isometric manifolds, that
is, we denote M = R×N .
For t ∈ R, letM(t) = (−∞, t)×N and, for a fixed t0 > 0 and t1 > t0,
let Mj = M(tj), j = 1, 2. Let r0 > 0 be sufficiently small and V(r0) be
the set of metrics g on M1 = (−∞, t1)×N , which C
8
b (M1)-distance to
ĝ is less that r0 and coincide with ĝ in M(0) = (−∞, 0)×N .
1.0.3. Observation domain U . For g ∈ V(r0), let µg : [−1, 1]→ M1 be
a freely falling observer, that is, a time-like geodesic on (M, g). Let
−1 < s−2 < s−1 < 1 be such that p
− = µg(s−1) ∈ {0} ×N . Below, we
denote s− = s−1 and µ̂ = µĝ.
When z0 = µ̂(s−2) ∈ M(0) and η0 = ∂sµ̂(s−2), let Uz0,η0(h) be the
open h-neighborhood of (z0, η0) in the Sasaki metric of (TM, ĝ
+). We
use below a small parameter ĥ > 0. For (z, η) ∈ Uz0,η0(2ĥ) we define
on (M, g) a freely falling observer µg,z,η : [−1, 1] → M , such that
µg,z,η(s−2) = z, and ∂sµg,z,η(s−2) = η. We assume that ĥ is so small
that π(Uz0,η0(2ĥ)) ⊂M(0) and for all g ∈ V(r0) and (z, η) ∈ Uz0,η0(2ĥ)
the geodesic µg,z,η([−1, 1]) ⊂ M is well defined and time-like. We
denote, see Fig. 1, Uz0,η0 = Uz0,η0(ĥ) and
Ug=
⋃
(z,η)∈Uz0,η0
µg,z,η([−1, 1]), U
+
g = Ug ∩ I
+(µg,z,η(s
+)),(1)
and we also denote Û = Uĝ and Û
+ = U+ĝ .
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1.1. Formulation of the linearization stability problem.
1.1.1. Einstein equations. Below, we use the Einstein summation con-
vention. The roman indexes i, j, k etc. run usually over the values
0, 1, 2, 3 as the greek letters are reserved for other indexes in the sums.
The Einstein tensor of a Lorentzian metric g = gjk(x) is
Einjk(g) = Ricjk(g)−
1
2
(gpqRicpq(g))gjk.
Here, Ricpq(g) is the Ricci curvature of the metric g. We define the
divergence of a 2-covariant tensor Tjk to be (divgT )k = ∇n(g
njTjk).
Let us consider the Einstein equations in presence of matter,
Einjk(g) = Tjk,(2)
divgT = 0,(3)
for a Lorentzian metric g and a stress-energy tensor T related to the
distribution of mass and energy. We recall that by Bianchi’s identity
divg(Ein(g)) = 0 and thus the equation (3), called the conservation law
for the stress-energy tensor, follows automatically from (2).
1.1.2. Reduced Einstein tensor. Let m ≥ 5, t1 > t0 > 0 and g
′ ∈ V(r0)
be a Cm-smooth metric that satisfy the Einstein equations Ein(g′) = T ′
on M(t1). When r0 above is small enough, there is a diffeomorphism
f : M(t1)→ f(M(t1)) ⊂M that is a (g
′, ĝ)-wave map f : (M(t1), g
′)→
(M, ĝ) and satisfies M(t0) ⊂ f(M(t1)). Here, f : (M(t1), g
′)→ (M, ĝ)
is a wave map, see [12, Sec. VI.7.2 and App. III, Thm. 4.2], if
g′,ĝf = 0 in M(t1),(4)
f = Id, in (−∞, 0)×N,(5)
where g′,ĝf = g
′ · ∇̂2f is the wave map operator, and ∇̂ is the co-
variant derivative for the maps (M1, g
′) → (M, ĝ), see [12, formula
(VI.7.32)]. The existence and the properties of the map f is dis-
cussed below in Subsection 2.1.3. The wave map has the property
that Ein(f∗g
′) = Einĝ(f∗g
′), where Einĝ(g) is the ĝ-reduced Einstein
tensor,
(Einĝg)pq = −
1
2
gjk∇̂j∇̂kgpq +
1
4
(gnmgjk∇̂j∇̂kgnm)gpq + Ppq(g, ∇̂g),
where ∇̂j is the covariant differentation with respect to the metric ĝ and
Ppq is a polynomial function of gnm, g
nm, and ∇̂jgnm with coefficients
depending on the metric ĝnm and its derivatives. Considering the wave
map f as a transformation of coordinates, we see that g = f∗g
′ and
T = f∗T
′ satisfy the ĝ-reduced Einstein equation
Einĝ(g) = T on M(t0).(6)
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In the literature, the above is often stated by saying that the reduced
Einstein equations (6) is the Einstein equations written with the wave-
gauge corresponding to the metric ĝ. The equation (6) is a quasi-linear
hyperbolic system of equations for gjk. We emphasize that a solution of
the reduced Einstein equations can be a solution of the original Einstein
equations only if the stress energy tensor satisfies the conservation law
∇gjT
jk = 0. It is usual also to assume that the energy density is
non-negative. For instance, the weak energy condition requires that
TjkX
jXk ≥ 0 for all time-like vectors X. Next, we couple the Einstein
equations with matter fields and formulate an initial value problem for
the ĝ-reduced Einstein equations with abstract sources.
1.1.3. The direct problem. We consider the coupled system of the Ein-
stein equation and L scalar field equations with some sources F1 and
F2. In these equations we use the wave gauge, that is, the equations
are written for the metric tensor and the scalar fied that are pushed
forward with the wave map so that the Einstein tensor of g is equal to
the reduced Einstein tensor Einĝ(g).
Let ĝ and φ̂ = (φ̂ℓ)
L
ℓ=1 be C
∞-background fields on M . Consider
Einĝ(g) = T, Tjk = Tjk(g, φ) + F
1
jk, in M0,(7)
Tjk(g, φ) =
L∑
ℓ=1
(∂jφℓ ∂kφℓ −
1
2
gjkg
pq∂pφℓ ∂qφℓ − V (φℓ)gjk),
gφℓ − V
′(φℓ) = F
2
ℓ , ℓ = 1, 2, 3, . . . , L,
g = ĝ and φℓ = φ̂ℓ in (−∞, 0)×N
where F1 and F2 are supported in U+g ∩J
+
g (p
−), V (s) = 1
2
m2s2. Above,
gφ = (−det(g))
− 1
2∂p((−det(g))
1
2 gpq∂qφ). We assume that the back-
ground fields ĝ and φ̂ satisfy the equations (7) with F1 = 0 and F2 = 0.
Note that above J+g (p
−) ∩M0 ⊂ J
+
g˜ (p
−) when g ∈ V(r0).
To obtain a physically meaningful model, we need to assume that
the physical conservation law in relativity,
∇p(g
pkTkj) = 0, for j = 1, 2, 3, 4, where Tkj = Tkj(g, φ) + F
1
kj(8)
is satisfied. Here ∇ = ∇g is the connection corresponding to g. In
Subsection 2.1.4 we show that for the solution (g, φ) of the system (7)
and the conservation law (8) the reduced Einstein tensor Einĝ(g) will
then be equal to the Einstein tensor Ein(g) .
We mainly need local existence results1 for the system (7). The
global existence problem for the related systems has recently attracted
much interest in the mathematical community and many important
results been obtained, see e.g. [18, 22, 63, 65, 69, 70].
1In this paper we do not use optimal smoothness for the solutions in classical Ck
spaces or Sobolev space W k,p but just suitable smoothness for which the non-linear
wave equations can be easily analyzed using L2-based Sobolev spaces.
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We encounter above the difficulty that the source F = (F1,F2) in
(7) has to satisfy the condition (8) that depends on the solution g of
(7). This makes the formulation of active measurements in relativ-
ity difficult. Later, we consider a model where the source term F1
corresponds to e.g. fluid fields consisting of particles whose4-velocity
vectors are controlled and F2 contains a term corresponding to a sec-
ondary source function that adapts the changes of g, φ, and F1 so that
the physical conservation law is satisfied.
1.1.4. Linearized equations. We need also to consider the linearized
version of the equations (7) that have the form (in local coordinates)
ĝ g˙jk + Ajk(g˙, φ˙, ∂g˙, ∂φ˙) = f
1, in M0,(9)
ĝφ˙ℓ +Bℓ(g˙, φ˙, ∂g˙, ∂φ˙) = f
2, ℓ = 1, 2, 3, . . . , L,
where Ajk and Bℓ are first order linear differential operators whose
coefficients depend on ĝ and φ̂. For more explicit formulation, see
Subsection 2.2.1. When gε and φε are solutions of (7) with source Fε
depending smoothly on ε ∈ R such that (gε, φε,Fε)|ε=0 = (ĝ, φ̂, 0), then
(g˙, φ˙, f) = (∂εgε, ∂εφε, ∂εFε)|ε=0 solve (9).
Let us consider the concept of the linearization stability (LS) for the
source problems, cf. [33]:
Definition 1.1. Let s0 > 4 and consider a C
s0+4-smooth source f =
(f 1, f 2) that is supported in Uĝ and satisfies the linearized conservation
law
1
2
ĝpk∇̂pf
1
kj +
L∑
ℓ=1
f 2ℓ ∂jφ̂ℓ = 0, j = 1, 2, 3, 4.(10)
Let (g˙, φ˙) be the solution of the linearized Einstein equations (9) with
source f . We say that f has the LS-property in Cs0(M0) if there are
ε0 > 0 and a family Fε = (F
1
ε ,F
2
ε ) of sources, supported in Ugε for all
ε ∈ [0, ε0), and functions (gε, φε) that depend smoothly on ε ∈ [0, ε0) in
Cs0(M0) such that
(gε, φε) solves the equations (7) and the conservation law (8),(11)
(gε, φε,Fε)|ε=0 = (ĝ, φ̂, 0), and (g˙, φ˙, f) = (∂εgε, ∂εφε, ∂εFε)|ε=0.
In this case, we say that f = (f 1, f 2) has the LS-property with the
family Fε, ε ∈ [0, ε0).
Note that above (10) is obtained by linearization of the conservation
law (8).
Next, we consider sources that are conormal distributions. When
Y ⊂ Uĝ is a 2-dimensional space-like submanifold, consider local co-
ordinates defined in V ⊂ M0 such that Y ∩ V ⊂ {x ∈ R
4; xjb1j =
0, xjb2j = 0}, where b
1
j , b
2
j ∈ R. Next we slightly abuse the notation
by identifying x ∈ V with its coordinates X(x) ∈ R4. We denote
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f ∈ In(Y ), n ∈ R, if in the above local coordinates, f can be written
as
f(x1, x2, x3, x4) = Re
∫
R2
ei(θ1b
1
m+θ2b
2
m)x
m
σf (x, θ1, θ2) dθ1dθ2,(12)
where σf (x, θ) ∈ S
n
0,1(V ;R
2), θ = (θ1, θ2) is a classical symbol. A
function c(x, θ) that is n-positive homogeneous in θ, i.e., c(x, sθ) =
snc(x, θ) for s > 0, is the principal symbol of f if there is φ ∈ C∞0 (R
2)
being 1 near zero such that σf (x, θ) − (1 − φ(θ))c(x, θ) ∈ S
n1
0,1(V ;R
2),
n1 < n. When η = θ1b1 + θ2b2 ∈ N
∗
xY , we say that c˜(x, η) = c(x, θ) is
the value of the principal symbol of f at (x, η) ∈ N∗Y .
We need a condition that we call microlocal linearization stability:
Definition of the µ-LS (Microlocal linearization stability) prop-
erty: We say that the set U+ĝ , and (M, ĝ) have the microlocal lineariza-
tion stability property if the following holds:
Let Y ⊂ U+ĝ be a 2-dimensional space-like submanifold, V ⊂ U
+
ĝ an
open local coordinate neighborhood of y ∈ Y with coordinates X : V →
R
4, Xj(x) = xj such that X(Y ∩ V ) ⊂ {x ∈ R4; xjb1j = 0, x
jb2j = 0}.
Let, in addition, (y, η) ∈ N∗Y be a light-like covector. W ⊂ N∗Y be
a conic neighborhood of (y, η), (cjk)
4
j,k=1 be a symmetric matrix that
satisfies
ĝlk(y)ηlckj = 0, for all j = 1, 2, 3, 4,(13)
and (dℓ)
L
ℓ=1 ∈ R
L. Then there is n1 ∈ Z+ such that for any n ∈ Z−,
n ≤ −n1 there are f
1
jk ∈ I
n(Y ), (j, k) ∈ {1, 2, 3, 4}2, and f 2ℓ ∈ I
n(Y ),
ℓ = 1, 2, . . . , L, supported in V with symbols that are in S−∞ outside
the neighborhoodW of (y, η), and whose principal symbols at (y, η) are
equal to f˜ 1jk(y, η) = cjk and f˜
2
ℓ (y, η) = dℓ, respectively. Moreover, the
source f = (f 1, f 2) satisfies the linearized conservation law (10) and
f has the LS property (11) in Cs1(M0), s1 ≥ 13, with a family Fε,
ε ∈ [0, ε0) such that Fε are supported in V .
1.1.5. Main results. We consider the following condition that is valid
when the background fields vary sufficiently:
Condition A: Assume that at any x ∈ U ĝ there is a permutation
σ : {1, 2, . . . , L} → {1, 2, . . . , L}, denoted σx, such that the 5 × 5
matrix [Bσjk(φ̂(x),∇φ̂(x))]j,k≤5 is invertible, where
[Bσjk(φ(x),∇φ(x))]k,j≤5 =
[
( ∂jφℓ(x))ℓ≤5, j≤4
(φℓ(x))ℓ≤5
]
.
Our main result is that when the Condition A is valid, also the
condition µ-LS is valid:
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Theorem 1.2. (Microlocal linearization stability) Let (M, ĝ) be a smooth,
globally hyperbolic Lorentzian manifold with a global time function t :
M → R and M0 = t
−1(−∞, t0). Moreover, let U
+
ĝ , Uĝ ⊂ M0 be the
sets of the form (1) and let (ĝ, φ̂) satisfy the equation (7) with vanish-
ing sources F1 = 0 and F2 = 0. Assume that Condition A is valid
in Uĝ. Then the set U
+
ĝ and (M, ĝ) have the microlocal linearization
stability property.
2. Basic properties of the Einstein equations
2.1. Reduced Einstein equation and wave map. In this section
we review well known results for the Einstein equation and the wave
maps that we will need later.
2.1.1. Geometric considerations. Let us recall some definitions given
in the Introduction. Let (M, ĝ) be a C∞-smooth globally hyperbolic
Lorentzian manifold and g˜ be a C∞-smooth globally hyperbolic metric
on M such that ĝ < g˜. Let us start by explaining how one can con-
struct a C∞-smooth metric g˜ such that ĝ < g˜ and (M, g˜) is globally
hyperbolic: Let v(x) be an eigenvector corresponding to the negative
eigenvalue of ĝ(x). We can choose a smooth, strictly positive function
η : M → R+ such that
g˜′ := ĝ − ηv ⊗ v < g˜.
Then (M, g˜′) is globally hyperbolic, g˜′ is smooth and ĝ < g˜′. Thus we
can replace g˜ by the smooth metric g˜′ having the same properties that
are required for g˜.
Recall that there is an isometry Φ : (M, g˜) → (R × N, h˜), where
N is a 3-dimensional manifold and the metric h˜ can be written as
h˜ = −β(t, y)dt2 + κ(t, y) where β : R × N → (0,∞) is a smooth
function and κ(t, · ) is a Riemannian metric on N depending smoothly
on t ∈ R. As in the main text we identify these isometric manifolds and
denote M = R×N . Also, for t ∈ R, recall that M(t) = (−∞, t)×N .
We use parameters t1 > t0 > 0 and denote Mj = M(tj), j ∈ {0, 1}.
We use the time-like geodesic µ̂ = µĝ, µĝ : [−1, 1] → M0 on (M0, ĝ)
and the set Kj := J
+
g˜ (µ̂(−1)) ∩Mj with µ̂(−1) ∈ (−∞, t0)×N . Then
J+g˜ (µ̂(−1)) ∩ Mj is compact. Also, there exists ε0 > 0 such that if
g is a Lorentz metric in M1 such that ‖g − ĝ‖C0
b
(M1;ĝ+) < ε0, then
g|K1 < g˜|K1. In particular, this implies that we have J
+
g (p) ∩M1 ⊂ K1
for all p ∈ K1. Later, we use this property to deduce that when g
satisfies the ĝ-reduced Einstein equations in M1, with a source that is
supported in K1 and has small enough norm is a suitable space, then
g coincides with ĝ in M1 \ K1 and satisfies g < g˜.
Let us use local coordinates on M1 and denote by ∇k = ∇Xk the
covariant derivative with respect to the metric g in the direction Xk =
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∂
∂xk
and by ∇̂k = ∇̂Xk the covariant derivative with respect to the
metric ĝ to the direction Xk.
2.1.2. Reduced Ricci and Einstein tensors. Following [32] we recall that
Ricµν(g) = Ric
(h)
µν (g) +
1
2
(gµq
∂Γq
∂xν
+ gνq
∂Γq
∂xµ
)(14)
where Γq = gmnΓqmn,
Ric(h)µν (g) = −
1
2
gpq
∂2gµν
∂xp∂xq
+ Pµν ,(15)
Pµν = g
abgpsΓ
p
µbΓ
s
νa +
1
2
(
∂gµν
∂xa
Γa + gνlΓ
l
abg
aqgbd
∂gqd
∂xµ
+ gµlΓ
l
abg
aqgbd
∂gqd
∂xν
).
Note that Pµν is a polynomial of gjk and g
jk and first derivatives of gjk.
The harmonic Einstein tensor is
Ein
(h)
jk (g) = Ric
(h)
jk (g)−
1
2
gpqRic(h)pq (g) gjk.(16)
The harmonic Einstein tensor is extensively used to study the Ein-
stein equations in local coordinates where one can use the Minkowski
space R4 as the background space. To do global constructions with a
background space (M, ĝ) one uses the reduced Einstein tensor. The ĝ-
reduced Einstein tensor Einĝ(g) and the ĝ-reduced Ricci tensor Ricĝ(g)
are given by
(Einĝ(g))pq = (Ricĝ(g))pq −
1
2
(gjk(Ricĝg)jk)gpq,(17)
(Ricĝ(g))pq = Ricpq(g)−
1
2
(gpn∇̂qF̂
n + gqn∇̂pF̂
n)(18)
where F̂ n are the harmonicity functions given by
F̂ n = Γn − Γ̂n, where Γn = gjkΓnjk, Γ̂
n = gjkΓ̂njk,(19)
with Γnjk and Γ̂
n
jk being the Christoffel symbols for g and ĝ, correspond-
ingly. Note that Γ̂n depends also on gjk. As Γnjk − Γ̂
n
jk is the difference
of two connection coefficients, it is a tensor. Thus F̂ n is tensor (ac-
tually, a vector field), implying that both (Ricĝ(g))jk and (Einĝ(g))jk
are 2-covariant tensors. A direct calculation shows that the ĝ-reduced
Einstein tensor is the sum of the harmonic Einstein tensor and a term
that is a zeroth order in g,
(Einĝ(g))µν = Ein
(h)
µν (g) +
1
2
(gµq
∂Γ̂q
∂xν
+ gνq
∂Γ̂q
∂xµ
).(20)
We also use the wave operator
(21)
gφ =
4∑
p,q=1
(−det(g(x)))−
1
2
∂
∂xp
(
(−det(g(x)))
1
2 gpq(x)
∂
∂xq
φ(x)
)
,
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which can be written as
gφ = g
jk∂j∂kφ− g
pqΓnpq∂nφ = g
jk∂j∂kφ− Γ
n∂nφ.(22)
2.1.3. Wave maps and reduced Einstein equations. Let us consider the
manifold M1 = (−∞, t1) × N with a C
m-smooth metric g′, m ≥ 5,
which is a perturbation of the metric ĝ and satisfies the Einstein equa-
tion
Ein(g′) = T ′ on M1,(23)
or equivalently,
Ric(g′) = ρ′, ρ′jk = T
′
jk −
1
2
((g′)nmT ′nm)g
′
jk on M1.
Assume also that g′ = ĝ in the domain A, where A = M1 \ K1 and
‖g′ − ĝ‖C2
b
(M1,ĝ+) < ε0, so that (M1, g
′) is globally hyperbolic. Note
that then T ′ = T̂ in the set A. Then the metric g′ coincides with ĝ in
particular in the set M− = R− ×N
We recall next the considerations of [12]. Let us consider the Cauchy
problem for the wave map f : (M1, g
′)→ (M, ĝ), namely
g′,ĝf = 0 in M1,(24)
f = Id, in R− ×N,(25)
where M1 = (−∞, t1)×N ⊂M . In (24), g′,ĝf = g
′ · ∇̂2f is the wave
map operator, where ∇̂ is the covariant derivative of a map (M1, g
′)→
(M, ĝ), see [12, Ch. VI, formula (7.32)]. In local coordinates X :
V → R4 of V ⊂ M1, denoted X(z) = (x
j(z))4j=1 and Y : W → R
4
of W ⊂ M , denoted Y (z) = (yA(z))4A=1, the wave map f : M1 → M
has the representation Y (f(X−1(x))) = (fA(x))4A=1 and the wave map
operator in equation (24) is given by
(g′,ĝf)
A(x) = (g′)jk(x)
( ∂
∂xj
∂
∂xk
fA(x)− Γ′njk(x)
∂
∂xn
fA(x)(26)
+Γ̂ABC(f(x))
∂
∂xj
fB(x)
∂
∂xk
fC(x)
)
where Γ̂ABC denotes the Christoffel symbols of metric ĝ and Γ
′j
kl are the
Christoffel symbols of metric g′. When (24) is satisfied, we say that f
is wave map with respect to the pair (g′, ĝ).
It follows from [12, App. III, Thm. 4.2 and sec. 4.2.2], that if g′ ∈
Cm(M0), m ≥ 5 is sufficiently close to ĝ in C
m(M0), then (4)-(5) has a
unique solution f ∈ C0([0, t1];H
m−1(N)) ∩ C1([0, t1];H
m−2(N)). This
comes from the fact that the Christoffel symbols of g′ are in Cm−1(M0).
Moreover, when m is even, using [58, Thm. 7] for f and ∂pt f , we see
that the solution f ∈ ∩m−1p=0 C
p([0, t1];H
m−1−p(N)) ⊂ Cm−3(M0) and f
depends in Cm−3(M0) continuously on g
′ ∈ Cm(M0). We note that
these smoothness results for f are not optimal.
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The wave map operator g′,ĝ is a coordinate invariant operator. The
important property of the wave maps is that, if f is wave map with
respect to the pair (g′, ĝ) and g = f∗g
′ then, as follows from (26), the
identity map Id : x 7→ x is a wave map with respect to the pair (g, ĝ)
and, the wave map equation for the identity map is equivalent to (cf.
[12, p. 162])
Γn = Γ̂n, where Γn = gjkΓnjk, Γ̂
n = gjkΓ̂njk(27)
where the Christoffel symbols Γ̂njk of the metric ĝ are smooth functions.
Since g = g′ outside a compact set K1 ⊂ (0, t1) × N , we see that
this Cauchy problem is equivalent to the same equation restricted to
the set (−∞, t1) × B0, where B0 ⊂ N is an open relatively compact
set such that K1 ⊂ (0, t1]×B0 with the boundary condition f = Id on
(0, t1] × ∂B0. Moreover, by the uniqueness of the wave map, we have
f |M1\K1 = id so that f(K1) ∩M0 ⊂ K0.
As the inverse function of the wave map f depends continuously, in
Cm−3b ([0, t1] × N, g
+), on the metric g′ ∈ Cm(M0) we can also assume
that ε1 is so small that M0 ⊂ f(M1).
Denote next g := f∗g
′, T := f∗T
′, and ρ := f∗ρ
′ and define ρ̂ =
T̂ − 1
2
(Tr T̂ )ĝ. Then g is Cm−6-smooth and the equation (23) implies
Ein(g) = T on M0.(28)
Since f is a wave map and g = f∗g
′, we have that the identity map is
a (g, ĝ)-wave map and thus g satisfies (27) and thus by the definition
of the reduced Einstein tensor, (18)-(17), we have
Einpq(g) = (Einĝ(g))pq on M0.
This and (28) yield the ĝ-reduced Einstein equation
(Einĝ(g))pq = Tpq on M0.(29)
This equation is useful for our considerations as it is a quasilinear,
hyperbolic equation on M0. Recall that g coincides with ĝ in M0 \ K0.
The unique solvability of this Cauchy problem is studied in e.g. [12,
Thm. 4.6 and 4.13], [45].
2.1.4. Relation of the reduced Einstein equations and the original Ein-
stein equation. The metric g which solves the ĝ-reduced Einstein equa-
tion Einĝ(g) = T is a solution of the original Einstein equations Ein(g) =
T if the harmonicity functions F̂ n vanish identically. Next we recall
the result that the harmonicity functions vanish on M0 when
(Einĝ(g))jk = Tjk, on M0,(30)
∇pT
pq = 0, on M0,
g = ĝ, on M0 \ K0.
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To see this, let us denote Einjk(g) = Sjk, S
jk = gjngkmSnm, and T
jk =
gjngkmTnm. Following standard arguments, see [12], we see from (17)
that in local coordinates
Sjk − (Einĝ(g))jk =
1
2
(gjn∇̂kF̂
n + gkn∇̂jF̂
n − gjk∇̂nF̂
n).
Using equations (30), the Bianchi identity ∇pS
pq = 0, and the basic
property of Lorentzian connection, ∇kg
nm = 0, we obtain
0 = 2∇p(S
pq − T pq)
= ∇p(g
qk∇̂kF
p + gpm∇̂mF̂
q − gpq∇̂nF̂
n)
= gpm∇p∇̂mF̂
q + (gqp∇n∇̂pF̂
n − gqp∇p∇̂nF̂
n)
= gpm∇p∇̂mF̂
q +W q(F̂ )
where F̂ = (F̂ q)4q=1 and the operator
W : (F̂ q)4q=1 7→ (g
qk(∇p∇̂kF̂
p −∇k∇̂pF̂
p))4q=1
is a linear first order differential operator whose coefficients are poly-
nomial functions of ĝjk, ĝ
jk, gjk, g
jk and their first derivatives.
Thus the harmonicity functions F̂ q satisfy on M0 the hyperbolic
initial value problem
gpm∇p∇̂mF̂
q +W q(F̂ ) = 0, on M0,
F̂ q = 0, on M0 \ K0,
and as this initial Cauchy problem is uniquely solvable by [12, Thm.
4.6 and 4.13] or [45], we see that F̂ q = 0 on M0. Thus equations (30)
yield that the Einstein equations Ein(g) = T hold on M0.
We note that in the (g, ĝ)-wave map coordinates, where F̂ q = 0, the
wave operator (22) has the form
gφ = g
jk∂j∂kφ− g
pqΓ̂npq∂nφ.(31)
Thus, the scalar field equation gφ−m
2φ = 0 does not involve deriva-
tives of g.
2.2. Linearization of Einstein equation and conservation law.
2.2.1. Linearized Einstein-scalar field equations. Next we consider the
linearized equations that are obtained as the derivatives of the solutions
of the non-linear, generalized Einstein-matter field equations (7).
Observe that if a family Fε = (F
1
ε ,F
2
ε ) of sources and a family (gε, φε)
of functions are solutions of the non-linear reduced Einstein-scalar field
equations (7) that depend smoothly on ε ∈ [0, ε0) in C
15(M0) and sat-
isfy Fε|ε=0 = 0, (gε, φε)|ε=0 = (ĝ, φ̂), then ∂εFε|ε=0 = f = (f
1, f 2), and
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∂ε(gε, φε)|ε=0 = (g˙, φ˙), satisfies the linearized version of the equation
(7) that has the form (in the local coordiantes),
ĝ g˙jk + Ajk(g˙, φ˙, ∂g˙, ∂φ˙) = f
1
jk, in M0,(32)
ĝφ˙ℓ +Bℓ(g˙, φ˙, ∂g˙, ∂φ˙) = f
2
ℓ , ℓ = 1, 2, 3, . . . , L.
Here Ajk and Bℓ are first order linear differential operators which co-
efficients depend on ĝ and φ̂. Let us write these equations in more
explicit form. We see that the linearized reduced Einstein tensor is in
local coordinates of the form
epq(g˙) := ∂ε(Einĝgε)pq|ε=0
= −
1
2
ĝjk∇̂j∇̂kg˙pq +
1
4
(ĝnmĝjk∇̂j∇̂kg˙nm)ĝpq
+Aabnpq ∇̂ng˙ab +B
ab
pq g˙ab,
where Aabnpq (x) and B
ab
pq(x) depend on ĝjk and its derivatives (these
terms can be computed explicitly using (15)). The linearized scalar
field stress-energy tensor is the linear first order differential operator
t(1)pq (g˙) + t
(2)
pq (φ˙) := ∂ε(Tjk(gε, φε))|ε=0
=
L∑
ℓ=1
(
∂jφ̂ℓ ∂kφ˙ℓ + ∂jφ˙ℓ ∂kφ̂ℓ
−
1
2
g˙jkĝ
pq∂pφ̂ℓ ∂qφ̂ℓ −
1
2
ĝjkg˙
pq∂pφ̂ℓ ∂qφ̂ℓ
−
1
2
ĝjkĝ
pq∂pφ˙ℓ ∂qφ̂ℓ −
1
2
ĝjkĝ
pq∂pφ̂ℓ ∂qφ˙ℓ
−m2φ̂ℓφ˙ℓĝjk −
1
2
m2φ̂2ℓ g˙jk
)
.
Thus when Fε = (F
1
ε ,F
2
ε ) is a family of sources and (gε, φε) a family
of functions that satisfy the non-linear reduced Einstein-scalar field
equations (7), the ε-derivatives u˙ = (g˙, φ˙) and ∂εFε|ε=0 = f = (f
1, f 2)
satisfy in local (g, ĝ)-wave coordinates
epq(g˙)− t
(1)
pq (g˙)− t
(2)
pq (φ˙) = f
1
pq,(33)
ĝφ˙ℓ − ĝ
nmĝkj(∂n∂jφ̂ℓ + Γ̂
p
nj∂pφ̂ℓ)g˙mk −m
2φℓ = f
2
ℓ .
We call this linearized Einstein-scalar field equations.
2.2.2. Linearization of the conservation law. Assume that (g, φ) and
F = (F1,F2) satisfy equation (7). Then the conservation law (8) gives
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for all j = 1, 2, 3, 4 equations (see [12, Sect. 6.4.1])
0 =
1
2
∇gp(g
pkTjk)
=
1
2
∇gp(g
pk(Tjk(g, φ) + F
1
jk))
=
L∑
ℓ=1
(gpk∇gp∂kφℓ) ∂jφℓ − (m
2
ℓφℓ∂pφℓ)δ
p
j +
1
2
∇gp(g
pkF1jk)
=
L∑
ℓ=1
(gpk∇gp∂kφℓ −m
2
ℓφℓ) ∂jφℓ +
1
2
∇gp(g
pkF1jk).
This yields by (7)
1
2
gpk∇gpF
1
jk +
L∑
ℓ=1
F2ℓ ∂jφℓ = 0, j = 1, 2, 3, 4.(34)
Next assume that (gε, φε) and Fε satisfy equation (7) and C
1-smooth
functions of ε ∈ (−ε0, ε0) taking values in H
1(N)-tensor fields, and
(gε, φε)|ε=0 = (ĝ, φ̂) and Fε|ε=0 = 0. Denote (f
1, f 2) = ∂εFε|ε=0. Then
by taking ε-derivative of (34) at ε = 0 we get
1
2
ĝpk∇̂pf
1
jk +
L∑
ℓ=1
f 2ℓ ∂jφ̂ℓ = 0, j = 1, 2, 3, 4.(35)
We call this the linearized conservation law.
3. Analysis for the Einstein-scalar field equations
Let we consider the solutions (g, φ) of the equations (7) with source
F . To consider their local existence, let us denote u := (g, φ)− (ĝ, φ̂).
It follows from by [5, Cor. A.5.4] that Kj = J
+
g˜ (p
−)∩M j is compact.
Since ĝ < g˜, we see that if r0 above is small enough, for all g ∈
V(r0), see subsection 1.0.2, we have g|K1 < g˜|K1. In particular, we
have J+g (p
−) ∩M1 ⊂ J
+
g˜ (p
−).
Let us assume that F is small enough in the norm C4b (M0) and that
it is supported in a compact set K = Jg˜(p
−)∩ ([0, t0]×N) ⊂ M0. Then
we can write the equations (7) for u in the form
Pg(u)(u) = F , x ∈M0,(36)
u = 0 in (−∞, 0)×N , where
Pg(u)(u) := g
jk(x; u)∂j∂ku(x) +H(x, u(x), ∂u(x)),
(gjk(x; u))4j,k=1 = (gjk(x))
−1, where (g, φ) = u+ (ĝ, φ̂), and (x, v, w) 7→
H(x, v, w) is a smooth function which is a second order polynomial
in w with coefficients being smooth functions of v and derivatives of
ĝ, [97]. Note that when the norm of F in C4b (M0) is small enough,
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we have supp (u) ⊂ K. We note that one could also consider non-
compactly supported sources or initial data, see [19]. Also, the scalar
field-Einstein system can be considered with much less regularity that
is done below, see [14, 15].
Let s0 ≥ 4 be an even integer. Below we will consider the solutions
u = (g − ĝ, φ − φ̂) and the sources F as sections of the bundle BL
on M0. We will consider these functions as elements of the section-
valued Sobolev spaces Hs(M0;B
L) etc. Below, we omit the bundle BL
in these notations and denote Hs(M0;B
L) = Hs(M0). We use the same
convention for the spaces
Es =
s⋂
j=0
Cj([0, t0];H
s−j(N)), s ∈ N.
Note that Es ⊂ Cp([0, t0] × N) when 0 ≤ p < s − 2. Local existence
results for (36) follow from the standard techniques for quasi-linear
equations developed e.g. in [45] or [58], or [90, Section 9]. These yield
that when F is supported in the compact set K and ‖F‖Es0 < c0,
where c0 > 0 is small enough, there exists a unique function u satisfying
equation (36) on M0 with the source F . Moreover,
‖u‖Es0 ≤ C1‖F‖Es0 .(37)
For a detailed analysis, see Appendix B in [61].
3.1. Linearized conservation law and harmonicity conditions.
3.1.1. Lagrangian distributions. Let us recall definition of the conormal
and Lagrangian distributions that we will use below. Let X be a man-
ifold of dimension n and Λ ⊂ T ∗X \ {0} be a Lagrangian submanifold.
Let φ(x, θ), θ ∈ RN be a non-degenerate phase function that locally
parametrizes Λ. We say that a distribution u ∈ D′(X) is a Lagrangian
distribution associated with Λ and denote u ∈ Im(X ; Λ), if in local
coordinates u can be represented as an oscillatory integral,
u(x) =
∫
RN
eiφ(x,θ)a(x, θ) dθ,(38)
where a(x, θ) ∈ Sm+n/4−N/2(X ;RN), see [38, 49, 78].
In particular, when S ⊂ X is a submanifold, its conormal bundle
N∗S = {(x, ξ) ∈ T ∗X \ {0}; x ∈ S, ξ ⊥ TxS} is a Lagrangian sub-
manifold. If u is a Lagrangian distribution associated with Λ1 where
Λ1 = N
∗S, we say that u is a conormal distribution.
Let us next consider the case when X = Rn and let (x1, x2, . . . , xn) =
(x′, x′′, x′′′) be the Euclidean coordinates with x′ = (x1, . . . , xd1), x
′′ =
(xd1+1, . . . , xd1+d2), x
′′′ = (xd1+d2+1, . . . , xn). If S1 = {x
′ = 0} ⊂ Rn,
Λ1 = N
∗S1 then u ∈ I
m(X ; Λ1) can be represented by (38) with N = d1
and φ(x, θ) = x′· θ.
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Next we recall the definition of Ip,l(X ; Λ1,Λ2), the space of the dis-
tributions u in D′(X) associated to two cleanly intersecting Lagrangian
manifolds Λ1,Λ2 ⊂ T
∗X \{0}, see [21, 38, 78]. These classes have been
widely used in the study of inverse problems, see [16, 29]. Let us start
with the case when X = Rn.
Let S1, S2 ⊂ R
n be the linear subspaces of codimensions d1 and d1+
d2, respectively, S2 ⊂ S1, given by S1 = {x
′ = 0}, S2 = {x
′ = x′′ = 0}.
Let us denote Λ1 = N
∗S1, Λ2 = N
∗S2. Then u ∈ I
p,l(Rn;N∗S1, N
∗S2)
if and only if
u(x) =
∫
Rd1+d2
ei(x
′·θ′+x′′·θ′′)a(x, θ′, θ′′) dθ′dθ′′,
where the symbol a(x, θ′, θ′′) belongs in the product type symbol class
Sµ1,µ2(Rn; (Rd1 \ 0)× Rd2) that is the space of function a ∈ C∞(Rn ×
R
d1 × Rd2) that satisfy
|∂γx∂
α
θ′∂
β
θ′′a(x, θ
′, θ′′)| ≤ CαβγK(1 + |θ
′|+ |θ′′|)µ1−|α|(1 + |θ′′|)µ2−|β|(39)
for all x ∈ K, multi-indexes α, β, γ, and compact sets K ⊂ Rn. Above,
µ1 = p+ l − d1/2 + n/4 and µ2 = −l − d2/2.
When X is a manifold of dimension n and Λ1,Λ2 ⊂ T
∗X \ {0}
are two cleanly intersecting Lagrangian manifolds, we define the class
Ip,l(X ; Λ1,Λ2) ⊂ D
′(X) to consist of locally finite sums of distributions
of the form u = Au0, where u0 ∈ I
p,l(Rn;N∗S1, N
∗S2) and S1, S2 ⊂ R
n
are the linear subspace of codimensions d1 and d1+d2, respectively, such
that S2 ⊂ S1, and A is a Fourier integral operator of order zero with a
canonical relation Σ for which Σ ◦ (N∗S1)
′ ⊂ Λ′1 and Σ ◦ (N
∗S2)
′ ⊂ Λ′2.
Here, for Λ ⊂ T ∗X we denote Λ′ = {(x,−ξ) ∈ T ∗X ; (x, ξ) ∈ Λ}, and
for Σ ⊂ T ∗X × T ∗X we denote Σ′ = {(x, ξ, y,−η); (x, ξ, y, η) ∈ Σ}.
In most cases, below X = M . We denote then Ip(M ; Λ1) = I
p(Λ1)
and Ip,l(M ; Λ1,Λ2) = I
p,l(Λ1,Λ2). Also, I(Λ1) = ∪p∈RI
p(Λ1).
By [38, 78], microlocally away from Λ1 and Λ0,
Ip,l(Λ0,Λ1) ⊂ I
p+l(Λ0 \ Λ1) and I
p,l(Λ0,Λ1) ⊂ I
p(Λ1 \ Λ0),(40)
respectively. Thus the principal symbol of u ∈ Ip,l(Λ0,Λ1) is well de-
fined on Λ0 \Λ1 and Λ1 \Λ0. We denote I(Λ0,Λ1) = ∪p,q∈RI
p,q(Λ0,Λ1).
Below, when Λj = N
∗Sj, j = 1, 2 are conormal bundles of smooth
cleanly intersecting submanifolds Sj ⊂ M of codimension mj , where
dim (M) = n, we use the traditional notations,
Iµ(S1) = I
µ+m1/2−n/4(N∗S1), I
µ1,µ2(S1, S2) = I
p,l(N∗S1, N
∗S2),(41)
where p = µ1 + µ2 +m1/2 − n/4 and l = −µ2 −m2/2, and call such
distributions conormal distributions associated to S1 or product type
conormal distributions associated to S1 and S2, respectively. By [38],
Iµ(X ;S1) ⊂ L
p
loc(X) for µ < −m1(p− 1)/p, 1 ≤ p <∞.
For the wave operator g on the globally hyperbolic manifold (M, g)
Char (g) is the set of light-like vectors with respect to g, and (y, η) ∈
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Θx,ξ if and only if there is t ∈ R such that (y, η) = (γ
g
x,b(t), γ˙
g
x,b(t))
where γgx,b is a light-like geodesic with respect to the metric g with the
initial data (x, b) ∈ TM , and a = η♭, b = ξ♭.
Let P = g + B
0 + Bj∂j , where B
0 and Bj are tensors. Then
P is a classical pseudodifferential operator of real principal type and
order m = 2 on M , and [78], see also [64], P has a parametrix Q ∈
Ip,l(∆′T ∗M ,ΛP ), p =
1
2
−m, l = −1
2
, where ∆T ∗M = N
∗({(x, x); x ∈
M}) and Λg ⊂ T
∗M × T ∗M is the Lagrangian manifold associated to
the canonical relation of the operator P , that is,
Λg = {(x, ξ, y,−η); (x, ξ) ∈ Char (P ), (y, η) ∈ Θx,ξ},(42)
where Θx,ξ ⊂ T
∗M is the bicharacteristic of P containing (x, ξ). When
(M, g) is a globally hyperbolic manifold, the operator P has a causal
inverse operator, see e.g. [5, Thm. 3.2.11]. We denote it by P−1 and by
[78], we have P−1 ∈ I−3/2,−1/2(∆′T ∗M ,Λg). We will repeatedly use the
fact (see [38, Prop. 2.1]) that if F ∈ Ip(Λ0) and Λ0 intersects Char(P )
transversally so that all bicharacterestics of P intersect Λ0 only finitely
many times, then (g + B
0 + Bj∂j)
−1F ∈ Ip−3/2,−1/2(Λ0,Λ1) where
Λ′1 = Λg ◦ Λ
′
0 is called the flowout from Λ0 on Char(P ), that is,
Λ1 = {(x,−ξ); (x, ξ, y,−η) ∈ Λg, (y, η) ∈ Λ0}.
3.1.2. The linearized Einstein equations and the linearized conserva-
tion law. We will below consider sources F = εf(x) and solution uε
satisfying (36), where f = (f (1), f (2)).
We consider the linearized Einstein equations and the linearized wave
u(1) = ∂εuε|ε=0. It satisfies the linearized Einstein equations (9) that
we write as
ĝu
(1) + V (x, ∂x)u
(1) = f ,(43)
where v 7→ V (x, ∂x)v is a linear first order partial differential operator
with coefficients depending on the derivatives of ĝ.
Assume that Y ⊂M0 is a 2-dimensional space-like submanifold and
consider local coordinates defined in V ⊂ M0. Moreover, assume that
in these local coordinates Y ∩V ⊂ {x ∈ R4; xjbj = 0, x
jb′j = 0}, where
b′j ∈ R and let f = (f
(1), f (2)) ∈ In(Y ), n ≤ n0 = −17, be defined by
f(x1, x2, x3, x4) = Re
∫
R2
ei(θ1bm+θ2b
′
m)x
m
σf (x, θ1, θ2) dθ1dθ2.(44)
Here, we assume that σf (x, θ), θ = (θ1, θ2) is a B
L-valued classical
symbol and we denote the principal symbol of f by c(x, θ) = σp(f)(x, θ),
or component-wise, ((c
(1)
jk (x, θ))
4
j,k=1, (c
(2)
ℓ (x, θ))
L
ℓ=1). When x ∈ Y and
ξ = (θ1bm + θ2b
′
m)dx
m so that (x, ξ) ∈ N∗Y , we denote the value of
the principal symbol f at (x, ξ) by c˜(x, ξ) = c(x, θ), that is component-
wise, c˜
(1)
jk (x, ξ) = c
(1)
jk (x, θ) and c˜
(2)
ℓ (x, ξ) = c
(2)
ℓ (x, θ). We say that this
is the principal symbol of f at (x, ξ), associated to the phase function
LINEARIZATION STABILITY RESULTS 19
φ(x, θ1, θ2) = (θ1bm + θ2b
′
m)x
m. The above defined principal symbols
can be defined invariantly, see [42].
We will below consider what happens when f = (f (1), f (2)) ∈ In(Y )
satisfies the linearized conservation law (10). Roughly speaking, these
four linear conditions imply that the principal symbol of the source f
satisfies four linear conditions. Furthermore, the linearized conserva-
tion implies that also the linearized wave u(1) produced by f satisfies
four linear conditions that we call the linearized harmonicity condi-
tions, and finally, the principal symbol of the wave u(1) has to satisfy
four linear conditions. Next we explain these conditions in detail.
When (10) is valid, we have
ĝlkξlc˜
(1)
kj (x, ξ) = 0, for j ≤ 4 and ξ ∈ N
∗
xY .(45)
We say that this is the linearized conservation law for the principal
symbols. Note that Iµ(Y ) ⊂ Cs(M0) when s ≤ −µ − 3. We will later
use such indexes µ so that we can use s = 13.
3.1.3. A harmonicity condition for the linearized solutions. Assume
that (g, φ) satisfy equations (7) and the conservation law (8) is valid.
The conservation law (8) and the ĝ-reduced Einstein equations (7) im-
ply, see e.g. [12, 90], that the harmonicity functions Γj = gnmΓjnm
satisfy
gnmΓjnm = g
nmΓ̂jnm.(46)
Next we denote u(1) = (g1, φ1) = (g˙, φ˙), and discuss the implications
of this for the metric component g˙ of the solution of the linearized
Einstein equations.
We do next calculations in local coordinates of M0 and denote ∂k =
∂
∂xk
. Direct calculations show that hjk = gjk
√
−det(g) satisfies ∂kh
kq =
−Γqknh
nk. Then (46) implies that
∂kh
kq = −Γ̂qknh
nk.(47)
We call (47) the harmonicity condition for the metric g.
Assume now that gε and φε satisfy (7) with source F = εf where
ε > 0 is a small parameter. We define hjkε = g
jk
ε
√
−det(gε) and denote
g˙jk = ∂ε(gε)jk|ε=0, g˙
jk = ∂ε(gε)
jk|ε=0, and h˙
jk = ∂εh
jk
ε |ε=0.
The equation (47) yields then2
∂kh˙
kq = −Γ̂qknh˙
nk.(48)
A direct computation shows that
h˙ab = (−det(ĝ))1/2κab,
2The treatment on this de Donder-type gauge condition is known in the folklore
of the field. For a similar gauge condition to (48) in harmonic coordinates, see [72,
pages 6 and 250], or [67, formulas 107.5, 108.7, 108.8], or [46, p. 229-230].
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where κab = g˙ab − 1
2
ĝabĝqpg˙
pq. Thus (48) gives
∂a((−det(ĝ))
1/2κab) = −Γ̂bac(−det(ĝ))
1/2κac(49)
that implies ∂aκ
ab + κnbΓ̂aan + κ
anΓ̂ban = 0, or equivalently,
∇̂aκ
ab = 0.(50)
We call (50) the linearized harmonicity condition for g. Writing this
for g˙, we obtain
−ĝan∂ag˙nj +
1
2
ĝpq∂j g˙pq = m
pq
j g˙pq(51)
where mj depend on ĝpq and its derivatives. On similar conditions
for the polarization tensor, see [85, form. (9.58) and example 9.5.a, p.
416].
3.1.4. Properties of the principal symbols of the waves. Let K ⊂ M0
be a light-like submanifold of dimension 3 that in local coordinates
X : V → R4, xk = Xk(y) is given by K ∩ V ⊂ {x ∈ R4; bkx
k = 0},
where bk ∈ R are constants. Assume that the solution u
(1) = (g˙, φ˙) of
the linear wave equation (43) with the right hand side vanishing in V
is such that u(1) ∈ Iµ(K) with µ ∈ R. Below we use µ = n− 3
2
where
n ∈ Z−, n ≤ n0 = −18. Let us write g˙jk as an oscillatory integral using
a phase function ϕ(x, θ) = bkx
kθ, and a symbol ajk(x, θ) ∈ S
n
clas(R
4,R),
g˙pq(x
1, x2, x3, x4) = Re
∫
R
ei(θbmx
m)apq(x, θ) dθ,(52)
where n = µ + 1
2
. We denote the (positively homogeneous) principal
symbol of apq(x, θ) by σp(g˙pq)(x, θ). When x ∈ K and ξ = θbkdx
k so
that (x, ξ) ∈ N∗K, we denote the value of σp(g˙pq) at (x, θ) by a˜jk(x, ξ),
that is, a˜jk(x, ξ) = σp(g˙pq)(x, θ).
Then, if g˙jk satisfies the linearized harmonicity condition (46), its
principal symbol a˜jk(x, ξ) satisfies
−ĝmn(x)ξmvnj +
1
2
ξj(ĝ
pq(x)vpq) = 0, vpq = a˜pq(x, ξ),(53)
where j = 1, 2, 3, 4 and ξ = θbkdx
k ∈ N∗xK. If (53) holds, we say
that the harmonicity condition for the symbol is satisfied for a˜(x, ξ) at
(x, ξ) ∈ N∗K.
4. A model with adaptive source function
4.1. Initial value problem with adaptive source functions. Let
us define some physical fields and introduce a model as a system of
partial differential equations. Later we will motivate this system by
discussion of the corresponding Lagrangians, but we postpone this dis-
cussion to a last section as it is not completely rigorous.
We assume that there are C∞-background fields ĝ, φ̂, on M .
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We consider a Lorentzian metric g on M0 and φ = (φℓ)
L
ℓ=1 where φℓ
are scalar fields on M0 = (−∞, t0)×N .
Let P = Pjk(x)dx
jdxk be a symmetric tensor on M0, corresponding
below to a direct perturbation to the stress energy tensor, and Q =
(Qℓ(x))
K
ℓ=1 where Qℓ(x) are real-valued functions on M0, where K ≥
L+ 1. We denote by V(φℓ;Sℓ) the potential functions of the fields φℓ,
V(φℓ;Sℓ) =
1
2
m2
(
φℓ +
1
m2
Sℓ
)2
.(54)
These potentials depend on the source variables Sℓ. The way how Sℓ,
called below the adaptive source functions, depend on other fields is
explained later. We assume that there are smooth background fields P̂
and Q̂. For a while we consider the case when P̂ = 0 and Q̂ = 0, and
discuss later the generalization to non-vanishing background fields.
Using the φ and P fields, we define the stress-energy tensor
Tjk =
L∑
ℓ=1
(∂jφℓ ∂kφℓ −
1
2
gjkg
pq∂pφℓ ∂qφℓ − V(φℓ;Sℓ)gjk) + Pjk.(55)
We assume that P and Q are supported on K = J+g˜ (p̂
−) ∩M0. Let
us represent the stress energy tensor (55) in the form
Tjk = Pjk + Zgjk +Tjk(g, φ), Z = −
L∑
ℓ=1
(Sℓφℓ +
1
2m2
S2ℓ ),
Tjk(g, φ) =
L∑
ℓ=1
(∂jφℓ ∂kφℓ −
1
2
gjkg
pq∂pφℓ ∂qφℓ −
1
2
m2φ2ℓgjk),
where we call Z the stress energy density caused by the sources Sℓ.
Now we are ready to formulate the direct problem for the adaptive
Einstein-scalar field equations. Let g and φ satisfy
Einĝ(g) = Pjk + Zgjk +Tjk(g, φ), Z = −
L∑
ℓ=1
(Sℓφℓ +
1
2m2
S2ℓ ),(56)
gφℓ − V
′(φℓ;Sℓ) = 0 in M0, ℓ = 1, 2, 3, . . . , L,
Sℓ = Sℓ(g, φ,∇φ,Q,∇Q,P,∇
gP ), in M0,
g = ĝ, φℓ = φ̂ℓ, in (−∞, 0)×N.
Above, V ′(φ; s) = ∂φV(φ; s) so that V
′(φℓ;Sℓ) = m
2φℓ+Sℓ. We assume
that the background fields ĝ, φ̂, satisfy these equations with Q̂ = 0 and
P̂ = 0.
We consider here P = (Pjk)
4
j,k=1 and Q = (Qℓ)
K
ℓ=1 as fields that we
can control and call those the controlled source fields. Local existence
of the solution for small sources P and Q is considered in Appendix B.
To obtain a physically meaningful model, we need to consider how
the adaptive source functions Sℓ should be chosen so that the physical
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conservation law in relativity
∇k(g
kpTpq) = 0(57)
is satisfied. Here ∇ = ∇g is the connection corresponding to the metric
g.
We note that the conservation law is a necessary condition for the
equation (56) to have solutions for which Einĝ(g) = Ein(g), i.e., that
the solutions of (56) are solutions of the Einstein field equations.
The functions Sℓ(g, φ,∇φ,Q,∇Q,P,∇
gP )model the devices that we
use to perform active measurements. Thus, even though the Condition
S below may appear quite technical, this assumption can be viewed as
the instructions on how to build a device that can be used to measure
the structure of the spacetime far away. Outside the support of the
measurement device (that contain the union of the supports of Q and
P ) we have just assumed that the standard coupled Einstein-scalar
field equations hold, c.f. (58). We can consider them in the form
Sℓ(g, φ,∇φ,Q,∇Q,P,∇
gP ) = Qℓ + S
2nd
ℓ (g, φ,∇φ,Q,∇Q,P,∇
gP )
for ℓ = 1, 2, . . . , L where Qℓ are the primary sources and S
2nd
ℓ , that
depend also on Qℓ with ℓ = L + 1, L + 2, . . . , K, corresponds to the
response of the measurement device that forces the conservation law to
be valid.
The solution (g, φ) of (56) is a solution of the equations (7) when we
denote
F1jk = Pjk + Zgjk,
F2ℓ = V
′(φℓ;Sℓ)− V
′(φℓ; 0) = Sℓ.
Our next goal is to construct suitable adaptive source functions Sℓ and
consider what kind of sources F1 and F2 of the above form can be
obtained by varying P and Q.
We will consider adaptive source functions Sℓ satisfying the following
conditions:
Condition S:
The adaptive source functions Sℓ(g, φ,∇φ,Q,∇Q,P,∇
gP ) have the fol-
lowing properties:
(i) Denoting c = ∇φ, C = ∇gP , and H = ∇Q we assume that
Sℓ(g, φ, c, Q,H, P, C) are smooth non-linear functions, of the point-
wise values gjk(x), φ(x),∇φ(x), Q(x),∇Q(x), P (x), and ∇
gP (x), de-
fined near (g, φ, c, Q,H, P, C) = (ĝ, φ̂,∇φ̂, 0, 0, 0, 0), that satisfy
Sℓ(g, φ, c, 0, 0, 0, 0) = 0.(58)
(ii) We assume that Sℓ is independent of P (x) and the dependency
of S on ∇gP and ∇Q is only due to the dependency in the term
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gpk∇gp(Pjk + Zgjk) = g
pk∇gpPjk + ∇
g
jQK , associated to the divergence
of the perturbation of T , that is, there exist functions S˜ℓ so that
Sℓ(g, φ, c, Q,H, P, C) = S˜ℓ(g, φ, c, Q,R), R = (g
pk∇gp(Pjk +QKgjk))
4
j=1.
Below, denote R̂ = ĝpk∇̂pP̂jk + ∇̂jQ̂K . Note that we still are consid-
ering the case when Q̂ = 0 and P̂ = 0 so that R̂ = 0, too. This implies
that for the background fields that adaptive source functions Sℓ vanish.
To simplify notations, we also denote below S˜ℓ just by Sℓ and indicate
the function which we use by the used variables in these functions.
Below we will denote Q = (Q′, QK), Q
′ = (Qℓ)
K−1
ℓ=1 . There are exam-
ples when the background fields (ĝ, φ̂) and the adaptive source functions
Sℓ exists and satisfy the Condition S.
Our next aim is to prove the following:
Theorem 4.1. Let L ≥ 5 and assume that Q̂ = 0 and P̂ = 0 so
that R̂ = 0. Moreover, assume that Condition A is valid. Then for
all permutations σ : {1, 2, . . . , L} → {1, 2, . . . , L} there exists functions
Sℓ,σ satisfying Condition S such that
(i) For all x ∈ Uĝ,σ the differential of
Sσ(ĝ, φ̂,∇φ̂, Q,R) = (Sℓ,σ(ĝ, φ̂,∇φ̂, Q,R))
L
ℓ=1
with respect to Q and R, that is, the map
DQ,RSσ(ĝ(x), φ̂(x),∇φ̂(x), Q,R)|Q=Q̂(x),R=R̂(x) : R
K+4 → RL(59)
is surjective.
(ii) The adaptive source functions Sσ are such that for (Qℓ)
K
ℓ=1 and
(Pjk) that are sufficiently close to Q̂ = 0 and P̂ = 0 in the C
3
b (M0)-
topology and supported in Uĝ,σ the equations (56) with source functions
Sσ have a unique solution (g, φ) and the conservation law (57) is valid.
(iii) Under the same assumptions as in (ii), when (g, φ) is a solution
of (56) with the controlled source functions P and Q, we have QK = Z.
This means that the physical field Z can be directly controlled.
Proof. As one can enumerate the ℓ-indexes of the fields φℓ as one
wishes, it is enough to prove the claim with one σ. We consider below
the case when σ = Id.
Consider a symmetric (0,2)-tensor P and a scalar functions Qℓ that
are C3-smooth and compactly supported in Uĝ,σ. Let [Pjk(x)]
4
j,k=1 be
the coefficients of P in local coordinates and Q(x) = (Qℓ(x))
L
ℓ=1.
To obtain adaptive required adaptive source functions, let us start
to consider implications of the conservation law (57). To this end,
consider C2-smooth functions Sℓ(x) on Uĝ,σ.
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Note that since [∇p,∇n] = [∂p, ∂n] = 0 (see [12, Sect. III.6.4.1]),
∇p(g
pjTjk(g, φ) =
L∑
ℓ=1
∇pg
pj(∂jφℓ ∂kφℓ −
1
2
gjkg
nm∂nφℓ ∂mφℓ −
1
2
m2φ2ℓgjk)
=
L∑
ℓ=1
(gpj∇p∂jφℓ) ∂kφℓ +
L∑
ℓ=1
(gpj∂jφℓ∇p∂kφℓ)
−
1
2
L∑
ℓ=1
δpk(g
nm(∇p∂nφℓ) ∂mφℓ + g
nm∂nφℓ (∇p∂mφℓ))−
L∑
ℓ=1
m2δpkφℓ∂pφℓ
=
L∑
ℓ=1
(gpj∇p∂jφℓ) ∂kφℓ +
L∑
ℓ=1
(gpj∂jφℓ (∇p∂kφℓ))
−
1
2
L∑
ℓ=1
(gnm∂mφℓ (∇n∂kφℓ) + g
nm∂nφℓ (∇m∂kφℓ))−
L∑
ℓ=1
m2φℓ∂kφℓ
=
L∑
ℓ=1
(gpj∇p∂jφℓ −m
2φℓ) ∂kφℓ.
Thus conservation law (57) gives for all j = 1, 2, 3, 4 equations
0 = ∇gp(g
pkTjk)
= ∇gp(g
pk(Tjk(g, φ) + Pjk + Zgjk))
=
L∑
ℓ=1
(gpk∇gp∂kφℓ) ∂jφℓ − (m
2
ℓφℓ∂pφℓ)δ
p
j −∇
g
p(g
pkgjk(Sℓφℓ+
1
2m2
S2ℓ ) + g
pkPjk)
=
L∑
ℓ=1
(gpk∇gp∂kφℓ −m
2
ℓφℓ) ∂jφℓ −∇
g
p(g
pkgjk(Sℓφℓ+
1
2m2
S2ℓ ) + g
pkPjk)
=
L∑
ℓ=1
Sℓ ∂jφℓ −∇
g
p(g
pkgjk(Sℓφℓ+
1
2m2
S2ℓ )) + g
pk∇gpPjk
=
(
L∑
ℓ=1
Sℓ ∂jφℓ
)
− ∂j
(
L∑
ℓ=1
Sℓφℓ+
1
2m2
S2ℓ
)
+ gpk∇gpPjk.
Summarizing, the conservation law gives(
L∑
ℓ=1
Sℓ ∂jφℓ
)
− ∂j
(
L∑
ℓ=1
Sℓφℓ +
1
2m2
S2ℓ
)
+ gpk∇gpPjk = 0,(60)
for j = 1, 2, 3, 4.
Recall that the field Z has the definition
L∑
ℓ=1
Sℓφℓ +
1
2m2
S2ℓ = −Z.(61)
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Then, the conservation law (57) holds if we have
L∑
ℓ=1
Sℓ ∂jφℓ = −g
pk∇gpV jk, V jk = (Pjk + gjkZ),(62)
for j = 1, 2, 3, 4.
Equations (61) and (62) give together five point-wise equations for
the functions S1, . . . , SL.
Recall that we consider here the case when σ = Id. By Condition
A, at any x ∈ Uĝ,σ that the 5 × 5 matrix (B
σ
jk(φ̂(x),∇φ̂(x)))j,k≤5 is
invertible, where
(Bσjk(φ(x),∇φ(x)))j,k≤5 =
(
( ∂jφℓ(x))j≤4, ℓ≤5
(φℓ(x))ℓ≤5
)
.
We consider a RK valued function Q(x) = (Q′(x), QK(x)), where
Q′ = (Qℓ)
K−1
ℓ=1 .
Also, below Rj = g
pk∇gpV jk, V jk = Pjk + gjkZ and we require that
the identity
QK = Z(63)
holds.
Motivated by equations (61), (62), and (63), our next aim is to con-
sider a point x ∈ Uĝ,σ, and construct scalar functions Sσ,ℓ(φ,∇φ,Q
′, QK , R, g),
ℓ = 1, 2, . . . , L that satisfy
5∑
ℓ=1
Sσ,ℓ(φ,∇φ,Q
′, QK , R, g) ∂jφℓ = −Rj −
L∑
ℓ=6
Qσ,ℓ ∂jφℓ,(64)
5∑
ℓ=1
Sσ,ℓ(φ,∇φ,Q
′, QK , R, g)φℓ = −
(
QK +
L∑
ℓ=6
Qσ,ℓφℓ +
+
L∑
ℓ=1
1
2m2
Sσ,ℓ(φ,∇φ,Q
′, QK , R, g)
2
)
.
Let
(Yσ(φ,∇φ))(x) = ψ(x)(B
σ(φ,∇φ))−1, for x ∈ Uĝ,σ,
(Yσ(φ,∇φ))(x) = 0, for x 6∈ Uĝ,σ,
where ψ ∈ C∞0 (Uĝ,σ) has value 1 in supp (Q) ∪ supp (P ).
Then we define Sσ,ℓ = Sσ,ℓ(g, φ,∇φ,Q
′, QK , R), ℓ = 1, 2, . . . , L, to be
the solution of the system
(Sσ,ℓ)ℓ≤5 = Yσ(φ,∇φ)
(
(−Rj −
∑L
ℓ=6Qσ,ℓ ∂jφℓ)j≤4
−QK −
∑L
ℓ=6Qσ,ℓφℓ −
∑L
ℓ=1
1
2m2
S2σ,ℓ
)
(65)
(Sσ,ℓ)ℓ≥6 = (Qℓ)ℓ≥6.
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When Q and R are sufficiently small, this equation can be solved point-
wisely, at each point x ∈ Uĝ,σ, using iteration by the Banach fixed point
theorem.
Let
(Kσjk(φ(x),∇φ(x)))j,k≤5 =
(
( ∂jφℓ(x))j≤4, 6≤ℓ≤L
(φℓ(x))6≤ℓ≤L
)
.
Then we see that the differential of Sσ = (Sσ,ℓ)
L
ℓ=1 with respect to
(Q′, QK , R) at (Q,R) = (0, 0), that is,
(66)
DQ′,QK ,RSσ(ĝ, φ̂,∇φ̂, Q
′, QK , R)|Q=0,R=0 : R
K+4 → RL,
(Q′, QK , R) 7→ −
(
Yσ(φ̂,∇φ̂) Yσ(φ̂,∇φ̂)K(φ̂,∇φ̂)
0 Iσ
) ( RQK
)
Q′
 ,
is surjective, where Iσ = [δk,j+5]k≤K−1, j≤L−5, ∈ R
(K−1)×(L−5). Hence
(i) is valid.
By their construction, the functions Sσ = (Sσ,ℓ)
L
ℓ=1 satisfy the equa-
tions (61) and (62) for all x ∈ Uĝ,σ and also equation (63) holds.
Hence (iii) is valid.
Above, the equation (62) is valid by the construction of functions
(Sℓ)
L
ℓ=1. Thus the conservation law is valid. This proves (ii). 
Note that as the adaptive source functions Sℓ were constructed in
Theorem 4.1 using inverse function theorem, the results of Theorem
4.1 are valid also if Q̂ and P̂ are sufficiently small non-vanishing fields
and ĝ and φ̂ satisfy the Einstein scalar field equations (56) with these
background fields. Next we return to the case when P̂ = 0 and Q̂ = 0.
5. Proof of the microlocal linearization stabililty
Below we consider the case when P̂ = 0 and Q̂ = 0 and use the
adaptive source functions Sℓ constructed in Theorem 4.1 and its proof.
Assume that Y ⊂M0 is a 2-dimensional space-like submanifold and
consider local coordinates defined in V ⊂ M0. Moreover, assume that
in these local coordinates Y ∩V ⊂ {x ∈ R4; xjbj = 0, x
jb′j = 0}, where
b′j ∈ R and let p ∈ I
n(Y ), n ≤ n0 = −17, be defined by
pjk(x
1, x2, x3, x4) = Re
∫
R2
ei(θ1bm+θ2b
′
m)x
m
vjk(x, θ1, θ2) dθ1dθ2.(67)
Here, we assume that vjk(x, θ), θ = (θ1, θ2) are classical symbols and
we denote their principal symbols by σp(pjk)(x, θ). When x ∈ Y and
ξ = (θ1bm+ θ2b
′
m)dx
m so that (x, ξ) ∈ N∗Y , we denote the value of the
principal symbol σp(p) at (x, θ1, θ2) by v˜
(a)
jk (x, ξ), that is, v˜
(a)
jk (x, ξ) =
σp(pjk)(x, θ1, θ2), and say that it is the principal symbol of pjk at (x, ξ),
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associated to the phase function φ(x, θ1, θ2) = (θ1bm + θ2b
′
m)x
m. The
above defined principal symbols can be defined invariantly, see [42].
We assume that also q′, z ∈ In(Y ) have representations (67) with
classical symbols. Below we consider symbols in local coordinates.
Let us denote the principal symbols of p,q′, z ∈ In(Y ) by v˜(a)(x, ξ),
w˜
(a)
1 (x, ξ), w˜
(a)
2 (x, ξ), respectively and let v˜
(b)(x, ξ) and w˜
(b)
2 (x, ξ) denote
the sub-principal symbols of p and z, correspondingly, at (x, ξ) ∈ N∗Y .
We will below consider what happens when (pjk + zĝjk) ∈ I
n(Y )
satisfies
ĝlk∇ĝl (pjk + zĝjk) ∈ I
n(Y ), j = 1, 2, 3, 4.(68)
Note that a priori this function is only in In+1(Y ), so the assumption
(68) means that ĝlk∇ĝl (pjk + zĝjk) is one degree smoother than it a
priori should be.
When (68) is valid, we say that the leading order of singularity of
the wave satisfies the linearized conservation law. This corresponds to
the assumption that the principal symbol of the sum of divergence of
the first two terms appearing in the stress energy tensor on the right
hand side of (56) vanishes.
By [42], the identity (68) is equivalent to the vanishing of the prin-
cipal symbol on N∗Y , that is,
ĝlkξl(v˜
(a)
kj (x, ξ) + ĝkj(x)w˜
(a)
2 (x, ξ)) = 0, for j ≤ 4 and ξ ∈ N
∗
xY .(69)
We say that this is the linearized conservation law for the principal
symbol of R.
Let us consider source fields that have the form Q′ε = ((Qε)ℓ)
K−1
ℓ=1 =
εq′, (Qε)K = εz and Pε = εp. We denote q = (q
′, z). We assume that
q′, z, and p are supported in V̂ ⊂⊂ Û .
Let uε = (gε, φε) be the solution of (56) with source Pε and Qε.
Then uε depends C
4-smoothly on ε and (gε, φε)|ε=0 = (ĝ, φ̂). Denote
∂ε(gε, φε)|ε=0 = (g˙, φ˙). When ε0 is small enough, Pε and Qε are sup-
ported in Ugε for all ε ∈ (0, ε0).
Let
Rε = g
pk
ε ∇
gε
p ((Pε)jk + g
ε
jk(Qε)K)
and
(Sε)ℓ = Sℓ(gε, φε,∇φε, Q
′
ε, (Qε)K , Rε),
where Sℓ are the adaptive source functions constructed in Theorem 4.1
and its proof.
Then Sε|ε=0 = 0 and ∂εSε|ε=0 = S˙ satisfy
(70)
S˙ℓ = DQ′,QK ,RSℓ(ĝ, φ̂,∇φ̂, Q
′, QK , R)
∣∣∣
Q′=0,QK=0,R=0
 q′z
r
 ,
28 YAROSLAV KURYLEV, MATTI LASSAS, GUNTHER UHLMANN
where r = ĝpk∇̂p(pjk + ĝjkz).
The functions u˙ = (g˙, φ˙) satisfy the linearized Einstein-scalar field
equation (33). The linearized Einstein-scalar field equation (33) is
epq(g˙)− t
(1)
pq (g˙)− t
(2)
pq (φ˙) = f
1
pq
ĝφ˙
ℓ − ĝnmĝkj(∂n∂jφ̂ℓ + Γ̂
p
nj∂pφ̂ℓ)g˙mk −m
2φ˙ℓ = f2ℓ ,
where
f1pq = ppq − (
L∑
ℓ=1
S˙ℓφ̂ℓ)ĝpq, where − (
L∑
ℓ=1
S˙ℓφ̂ℓ) = z,(71)
f2ℓ = S˙ℓ.
By Theorem 4.1 (ii), uε = (gε, φε) satisfy the conservation law (57).
This implies that u˙ = (g˙, φ˙) satisfies the linearized Einstein-scalar field
equation (33) and linearized of the conservation law (10) is valid, too.
The linearized of the conservation law (10) gives, by considerations
before (71), (
L∑
ℓ=1
f2ℓ ∂jφ̂ℓ
)
+ ĝpk∇̂pf
1
kj = 0.(72)
Below, we use the adaptive source functions Sℓ constructed in The-
orem 4.1 and its proof.
We see that
f = F (x;p,q) = (F (1)(x;p,q), F (2)(x;p,q))(73)
has by formulas (70) and (71) and Condition S the form
F
(1)
jk (x;p,q) = pjk + z(x)ĝjk(x)(74)
and
F (2)(x;p,q) = M(2)q
′ + L(2)z+N
j
(2)ĝ
lk∇̂l(pjk + zĝjk),(75)
where
M(2) = M(2)(φ̂(x), ∇̂φ̂(x), ĝ(x)),
L(2) = L(2)(φ̂(x), ∇̂φ̂(x), ĝ(x)),
N j(2) = N
j
(2)(φ̂(x), ∇̂φ̂(x), ĝ(x))
are, in local coordinates, matrices whose elements are smooth functions
of φ̂(x), ∇̂φ̂(x), and ĝ(x). By Thm. 4.1 (i), the union of the image
spaces of the matrices M(2)(x) and L(2)(x), and N
j
(2)(x), j = 1, 2, 3, 4,
span the space RL for all x ∈ Uĝ,σ.
Consider n ∈ Z, t0, s0 > 0, Y = Y (x0, ζ0; t0, s0), K = K(x0, ζ0; t0, s0)
and (x, ξ) ∈ N∗Y (to recall the definitions of these notations, see for-
mula (77) and definitions below it). Let Z = Z(x, ξ) be set of the
values of the principal symbol f˜(x, ξ) = (f˜1(x, ξ), f˜2(x, ξ)), at (x, ξ),
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of the source f = (f1(x), f2(x)) ∈ I
n(Y ) that satisfy the linearized
conservation law for principal symbols (13).
We use the following auxiliary result:
Lemma 5.1. Assume the the Condition A is satisfied and Q̂ = 0 and
P̂ = 0. Let k0 ≥ 8, s1 ≥ k0 + 5, and Y ⊂ Uĝ be a 2-dimensional space-
like submanifold and y ∈ Y , ξ ∈ N∗yY , and let W be a conic neigh-
borhood of (y, ξ) in T ∗M . Also, let y ∈ Uĝ,σ with some permutation σ.
Let us consider an open, relatively compact local coordinate neighbor-
hood V ⊂ Uĝ,σ ∩ U
+
ĝ of y such that in the coordinates X : V → R
4,
Xj(x) = xj, we have X(Y ∩ V ) ⊂ {x ∈ R4; xjb1j = 0, x
jb2j = 0}.
Let n1 ∈ Z+ be sufficiently large and n ≤ −n1. Let us consider
p,q′, z ∈ In+1(Y ), supported in V , that have classical symbols with
principal symbols v˜(a)(x, ξ), w˜
(a)
1 (x, ξ), w˜
(a)
2 (x, ξ), correspondingly, at
(x, ξ) ∈ N∗Y . Moreover, assume that the principal symbols of p and
z satisfy the linearized conservation law for the principal symbols, that
is, (69), at all N∗Y ∩ N∗K and assume that they vanish outside the
conic neighborhood W of (y, ξ) in T ∗M . Let f = (f 1, f 2) ∈ In+1(Y ) be
given by (70) and (71).
Then the principal symbol f˜(y, ξ) = (f˜1(y, ξ), f˜2(y, ξ)) of the source
f at (y, ξ) is the set Z = Z(y, ξ). Moreover, by varying p,q′, z so that
the linearized conservation law (69) for principal symbols is satisfied,
the principal symbol f˜(y, ξ) at (y, ξ) achieves all values in the (L + 6)
dimensional space Z.
Proof. Let us use local coordinates X : V → R4 where V ⊂ M0 is
a neighborhood of x. In these coordinates, let v˜(b)(x, ξ) and w˜
(b)
2 (x, ξ)
denote the sub-principal symbols of p and z, respectively, at (x, ξ) ∈
N∗Y . Moreover, let v˜
(c)
j (x, ξ) =
∂
∂xj
v˜(a)(x, ξ) and d˜
(c)
j (x, ξ) =
∂
∂xj
d˜
(a)
2 (x, ξ),
j = 1, 2, 3, 4 be the x-derivatives of the principal symbols and let us
denote
v˜(c)(x, ξ) = (v˜
(c)
j (x, ξ))
4
j=1, d˜
(c)(x, ξ) = (d˜
(c)
j (x, ξ))
4
j=1.
Let f = (f1, f2) = F (x;p,q) be defined by (74) and (75). When
the principal symbols of p,q′, z ∈ In(Y ) are such that the linearized
conservation law (69) for principal symbols is satisfied, we see that
f ∈ In(Y ) has the principal symbol f˜(x, ξ) = (f˜1(x, ξ), f˜2(x, ξ)) at
(x, ξ), given by
f˜1(x, ξ) = s1(x, ξ),
f˜2(x, ξ) = s2(x, ξ),
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where we use the notations
s1(x, ξ) = (v˜
(a) + ĝw˜
(a)
2 )(x, ξ),(76)
s2(x, ξ) =
(
M(2)(x)w˜
(a)
1 + J(2)(v˜
(c) + ĝd˜(c)) +
+L(2)w˜
(a)
2 +N
j
(2) ĝ
lkξl(v˜
(b)
1 + ĝw˜
(b)
2 )jk
)
(x, ξ).
Here, roughly speaking, the J(2) term appears when the ∇-derivatives
in R hit to the symbols of the conormal distributions having the form
(67). We emphasize that here the symbols s1(x, ξ) and s2(x, ξ) are well
defined objects (in fixed local coordinates) also when the linearized
conservation law (69) for principal symbols is not valid. When (69) is
valid, f ∈ In(Y ) and s1(x, ξ) and s1(x, ξ) coincide with the principal
symbols of f1 and f2.
Observe that the map (c
(b)
jk ) 7→ (ĝ
lkξlc
(b)
jk )
4
j=1, defined as Symm(R
4×4)→
R
4, is surjective. Denote
m˜(a) = (v˜(a) + ĝw˜
(a)
2 )(x, ξ),
m˜(b) = (v˜(b) + ĝw˜
(b)
2 )(x, ξ),
m˜(c) = (v˜(c) + ĝd˜(c))(x, ξ).
As noted above, by (66), the union of the image spaces of the matrices
M(2)(x) and L(2)(x), and N
j
(2)(x), j = 1, 2, 3, 4, span the space R
L for
all x ∈ Û . Hence the map
A : (m˜(a), m˜(b), m˜(c), w˜1, w˜
(a)
2 )|(x,ξ) 7→ (s1(x, ξ), s2(x, ξ)),
given by (76), considered as a map A : Y = (Symm(R4×4))1+1+4 ×
R
K × R → Symm(R4×4) × RL, is surjective. Let X be the set of ele-
ments (m˜(a)(x, ξ), m˜(b)(x, ξ), m˜(c)(x, ξ), w˜
(a)
1 (x, ξ), w˜
(a)
2 (x, ξ)) ∈ Y where
m˜(a)(x, ξ) = (v˜(a)+ĝw˜
(a)
2 )(x, ξ) is such that the pair (v˜
(a)(x, ξ), w˜
(a)
2 (x, ξ))
satisfies the linearized conservation law for principal symbols, see (69).
Then X has codimension 4 in Y , we see that the image A(X ) has in
Symm(R4×4)× RL co-dimension less or equal to 4.
By (72)) and considerations above it, we have that f satisfies the
linearized conservation law (10). This implies that its principal symbol
A((m˜(a)(x, ξ), m˜(b)(x, ξ), m˜(c)(x, ξ), w˜
(a)
1 (x, ξ), w˜
(a)
2 (x, ξ))) has to satisfy
the linearized conservation law for principal symbols (13) and hence
A(X ) ⊂ Z. As Z has codimension 4, this and the above prove that
A(X ) = Z. 
Now we are ready to prove the microlocal stability result for the
Einstein-scalar field equation (7). Note that the claim of the following
theorem does not involve the adaptive source functions constructed in
Theorem 4.1 as these functions are needed only as an auxiliary tool in
the proof.
Next we prove Theorem 1.2.
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Proof. Let σ ∈ Σ(K) be such that y ∈ Uĝ,σ. Let p and q be the func-
tions constructed in Lemma 5.1. We can assume that these functions
are supported in W0 = V0 ∩ V ∩ Uĝ,σ. Let Pε = εp and Qε = εq be
sources depending on ε ∈ R and uε = (gε, φε) be the solution of (56)
with the sources Pε and Qε. Also, let
F1ε = Pε + Zεgε, Zε = −(
L∑
ℓ=1
Sεℓφ
ε
ℓ +
1
2m2
(Sεℓ )
2),
(F2ε )ℓ = S
ε
ℓ ,
where
Sεℓ = Sℓ(gε, φε,∇φε, Qε,∇Qε, Pε,∇
gεPε),
where Sℓ are the adaptive source functions constructed in Theorem 4.1
and its proof.
By (58) also Sεℓ and the family Fε, ε ∈ [0, ε0] of non-linear sources
are supported in V0 and we have shown that uε = (gε, φε) and Fε satisfy
the reduced Einstein-scalar field equation (7) and the conservation law
(57). This proves Theorem 1.2. 
6. Application: Gravitational wave packets
Next we consider a distorted plane wave whose singular support is
concentrated near a geodesic. These waves, sketched in Fig. 1(Right),
propagate near the geodesic γx0,ζ0([t0,∞)) and are singular on a surface
K(x0, ζ0; t0, s0), defined below in (77), that is a subset of the light
cone +ĝ (x
′), x′ = γx0,ξ0(t0). The parameter s0 gives a “width” of the
wave packet and when s0 → 0, its singular support tends to the set
γx0,ζ0([2t0,∞)). Next we will define these wave packets.
PSfrag replacements
Uĝ
J(p−, p+)
µz,η
y0 Σ
Σ1y
′
FIGURE 2. This is a schematic figure in the space R3. It describes
the location of a distorted plane wave (or a piece of a spherical wave)
u˙ at different time moments. This wave propagates near the geodesic
γx0,ζ0((0,∞)) ⊂ R
1+3, x0 = (y0, t0) and is singular on a subset of a
light cone emanated from x′ = (y′, t′). The piece of the distorted plane
wave is sent from the surface Σ ⊂ R3, it starts to propagate, and at a
later time its singular support is the surface Σ1.
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We define the 3-submanifold K(x0, ζ0; t0, s0) ⊂ M0 associated to
(x0, ζ0) ∈ L
+(M0, ĝ), x0 ∈ Uĝ and parameters t0, s0 ∈ R+ as
K(x0, ζ0; t0, s0) = {γx′,η(t) ∈M0; η ∈ W, t ∈ (0,∞)},(77)
where (x′, ζ ′) = (γx0,ζ0(t0), γ˙x0,ζ0(t0)) andW ⊂ L
+
x′(M0, ĝ) is a neighbor-
hood of ζ ′ consisting of vectors η ∈ L+x′(M0) satisfying ‖η − ζ
′‖ĝ+ < s0.
Note that K(x0, ζ0; t0, s0) ⊂
+
ĝ (x
′) is a subset of the light cone start-
ing with x′ = γx0,ξ0(t0) and that it is singular at the point x
′. Let
S = {x ∈ M0; t(x) = t(γx0,ζ0(2t0))} be a Cauchy surface which in-
tersects γx0,ζ0(R) transversally at the point γx0,ζ0(2t0). When t0 > 0
is small enough, Y (x0, ζ0; t0, s0) = S ∩ K(x0, ζ0; t0, s0) is a smooth 2-
dimensional space-like surface that is a subset of Uĝ.
Let Λ(x0, ζ0; t0, s0) be the Lagranginan manifold that is the flowout
from N∗Y (x0, ζ0; t0, s0) ∩N
∗K(x0, ζ0; t0, s0) on Char(ĝ) in the future
direction. When Kreg ⊂ K = K(x0, ζ0; t0, s0) is the set of points x
that have a neighborhood W such that K ∩W a smooth 3-dimensional
submanifold, we have N∗Kreg ⊂ Λ(x0, ζ0; t0, s0). Below, we represent
locally the elements w ∈ Bx in the fiber of the bundle B as a (10 +L)-
dimensional vector, w = (wm)
10+L
m=1 .
Lemma 6.1. Let n1 be a sufficiently large integer, n ≤ −n1, t0, s0 > 0,
Y = Y (x0, ζ0; t0, s0), K = K(x0, ζ0; t0, s0), Λ1 = Λ(x0, ζ0; t0, s0), and
(x, ξ) ∈ N∗Y ∩ Λ1. Assume that f = (f1, f2) ∈ I
n(Y ), is a BL-valued
conormal distribution that is supported in a neighborhood V ⊂ M0
of γx0,ζ0 ∩ Y = {γx0,ζ0(2t0)} and has a R
10+L-valued classical sym-
bol. Denote the principal symbol of f by f˜(x, ξ) = (f˜k(x, ξ))
10+L
k=1 , and
assume that the symbol of f vanishes near the light-like directions in
N∗Y \N∗K.
Let (g˙, φ˙) be a solution of the linear wave equation (43) with the
source f . Then u(1), considered as a vector valued Lagrangian distri-
bution on the set M0 \ Y , satisfies u
(1) ∈ In−3/2(M0 \ Y ; Λ1), and its
principal symbol a˜(y, η) = (a˜j(y, η))
10+L
j=1 at (y, η) ∈ Λ1 is given by
a˜j(y, η) =
10+L∑
k=1
Rkj (y, η, x, ξ)f˜k(x, ξ),(78)
where the pairs (x, ξ) and (y, η) are on the same bicharacteristics of
ĝ, and x < y, that is, ((x, ξ), (y, η)) ∈ Λ
′
ĝ, and in addition, (x, ξ) ∈
N∗Y ∩N∗K. Moreover, the matrix (Rkj (y, η, x, ξ))
10+L
j,k=1 is invertible.
We call the solution u(1) a distorted plane wave that is associated to
the submanifold K(x0, ζ0; t0, s0).
Proof. As noted above (42), the parametrix of the scalar wave equa-
tion satisfies (ĝ+V (x,D))
−1 ∈ I−3/2,−1/2(∆′T ∗M0,Λĝ), where V (x,D)
is a 1st order differential operator, ∆T ∗M0 is the conormal bundle of
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the diagonal of M0 ×M0 and Λĝ is the flow-out of the canonical re-
lation of ĝ. A geometric representation for its kernel is given in
[64]. An analogous result holds for the matrix valued wave operator,
ĝI + V (x,D), when V (x,D) is a 1st order differential operator, that
is, (ĝI + V (x,D))
−1 ∈ I−3/2,−1/2(∆′T ∗M0,Λĝ), see [78] and [24]. By
[38, Prop. 2.1], this yields u(1) ∈ In−3/2(Λ1) and the formula (78) where
R = (Rkj (y, η, x, ξ))
10+L
j,k=1 is obtained by solving a system of ordinary dif-
ferential equation along a bicharacteristic curve. Making similar con-
siderations for the adjoint of the (ĝI + V (x,D))
−1, i.e., considering
the propagation of singularities using reversed causality, we see that
the matrix R is invertible. 
Let BLy be the fiber of the bundle B
L at y and Sy,η be the space of
the elements in BLy satisfying the harmonicity condition for the symbols
(53) at (y, η). Let (x, ξ) ∈ N∗Y and Cx,ξ the set of elements in B
L
x that
satisfy the linearized conservation law for symbols, i.e., equation (45).
Let n ≤ n0, t0, s0 > 0, Y = Y (x0, ζ0; t0, s0), K = K(x0, ζ0; t0, s0),
Λ1 = Λ(x0, ζ0; t0, s0), and v ∈ Cx,ξ. By Condition µ-SL, there is a
conormal distribution f ∈ In(Y ) = In(N∗Y ) such that f satisfies the
linearized conservation law (10) and the principal symbol f˜(y, η) of f ,
defined on N∗Y , satisfies f˜(x, sη) = f˜(x, η)sn for s > 0. Moreover,
by Condition µ-SL there is a family of sources Fε, ε ∈ [0, ε0) such
that ∂εFε|ε=0 = f and a solution uε + (ĝ, φ̂) of the Einstein equations
with the source Fε that depend smoothly on ε and uε|ε=0 = 0. Then
u˙ = ∂εuε|ε=0 ∈ I
n−3/2(M0 \ Y ; Λ1).
Let (x, ξ) ∈ N∗Y ∩ Λ1 (y, η) ∈ T
∗M0, y 6∈ Y be a light-like co-
vector such that (y, η) ∈ Θx,ξ. Since u˙ = (g˙, φ˙) satisfies the lin-
earized harmonicity condition (46), the principal symbol a˜(y, η) =
(a˜1(y, η), a˜2(y, η)) of u˙ satisfies a˜(y, η) ∈ Sy,η, This shows that the
map R = R(y, η, x, ξ), given by R : f˜(x, ξ) 7→ a˜(y, η) that is defined in
Lemma 6.1, satisfies R : Cx,ξ → Sy,η. Since R is one-to-one and the
linear spaces Cx,ξ and Sy,η have the same dimension, we see that
R : Cx,ξ → Sy,η(79)
is a bijection. Hence, when f ∈ In(Y ) varies so that the linearized
conservation law (45) for the principal symbols is satisfied, the principal
symbol a˜(y, η) at (y, η) of the solution u˙ of the linearized Einstein
equation achieves all values in the (L+ 6) dimensional space Sy,η.
Appendix: Motivation of adaptive source functions using
Lagrangian formulation
To motivate the system (56) of partial differential equations, we give
in this appendix a non-rigorous discussion.
Following [12, Ch. III, Sect. 6.4, 7.1, 7.2, 7.3] and [3, p. 36] we
start by considering the Lagrangians, associated to gravity, scalar fields
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φ = (φℓ)
L
ℓ=1 and non-interacting fluid fields, that is, the number density
four-currents n = (nκ(x))
J
κ=1 (where each nκ is a vector field, see [3,
p. 33]). We consider also products of vector fields nκ(x) and
1
2
-density
|det(g)|1/2 that denote pκ,
pjκ(x)
∂
∂xj
= njκ(x)|det(g)|
1/2 ∂
∂xj
.(80)
see [25, p. 53]. Also, ρ = (−gjkn
j
κn
k
κ)
1/2 corresponds to the energy
density of the fluid. Below, we use the variation of density with respect
to the metric,
δ
δgjk
(
J∑
κ=1
(−gnmp
n
κp
m
κ )
1/2) = −
J∑
κ=1
1
2
(−gnmp
n
κp
m
κ )
−1/2pjκp
k
κ(81)
= −
J∑
κ=1
1
2
ρnjκn
k
κ |det(g)|
1/2.
Due to this, we denote
(82)
P =
J∑
κ=1
1
2
ρnκjn
κ
kdx
j ⊗ dxk, where nκk = gkin
i
κ = gkip
i
κ|det(g)|
−1/2.
Below, we consider a model for g, φ, and p. We also add in to the
model a Lagrangian associated with some scalar valued source fields
S = (Sℓ)
L
ℓ=1 and Q = (Qk)
K
k=1. We consider action corresponding to
the coupled Lagrangians
A =
∫
M
(
Lgrav(x) + Lfields(x) + Lsource(x)
)
dVg(x),
Lgrav =
1
2
R(g),
Lfields =
L∑
ℓ=1
(
−
1
2
gjk∂jφℓ ∂kφℓ − V(φℓ;Sℓ)
)
+
+
J∑
κ=1
(
−
1
2
(−gjkp
j
κp
k
κ)
1
2
)
|det(g)|−
1
2 ,
Lsource = εHε(g, S,Q,p, φ),
where R(g) is the scalar curvature, dVg = (−det(g))
1/2dx is the volume
form on (M, g),
V(φℓ;Sℓ) =
1
2
m2
(
φℓ +
1
m2
Sℓ
)2
(83)
are energy potentials of the scalar fields φℓ that depend on Sℓ, and
Hε(g, S,Q,p, φ) is a function modeling the measurement device we
use. We assume that Hε is bounded and its derivatives with respect to
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S,Q,p are very large (like of order O((ε)−2)) and its derivatives with
respect of g and φ are bounded when ε > 0 is small. We note that
the above Lagrangian for the fluid fields is the sum of the single fluid
Lagrangians. where for all fluids the master function Λ(s) = s1/2, that
is, the energy density of each fluid is given by ρ = Λ(−gjkn
jnk).For
fluid Lagrangians, see the discussions in [3, p. 33-37], [12, Ch. III,
Sect. 8], [25, p. 53], and [98] and [30, p. 196].
When we compute the critical points of the Lagrangian L and neglect
the O(ε)-terms, the equation δA
δg
= 0, together with formulas (81) and
(82), give the Einstein equations with a stress-energy tensor Tjk defined
in (55). The equation δA
δφ
= 0 gives the wave equations with sources Sℓ.
We assume that O(ε−1) order equations obtained from the equation
( δA
δS
, δA
δQ
, δA
δp
) = 0 fix the values of the scalar functions Q and the fields
pκ, κ = 1, 2, . . . , J , and moreover, yield for the sources S = (Sℓ)
L
ℓ=1
equations of the form
Sℓ = Sℓ(g, φ,∇φ,Q,∇Q,P,∇
gP )(84)
where P is given by (82). Let us aslo write (84) using different nota-
tions, as
Sℓ = Qℓ + S
2nd
ℓ (g, φ,∇φ,Q,∇Q,P,∇
gP ).
Summarizing, we have obtained, up to the above used approximations,
the model (56). However, note that above the field P is not directly
controlled but instead, we control p and the value of the field P is
determined by the solution n and formula (82). In this sense P is not
controlled, but an observed field.
Above, the function Hε models the way the measurement device
works. Due to this we will assume that Hε and thus functions Sℓ
may be quite complicated. The interpretation of the above is that in
each measurement event we use a device that fixes the values of the
scalar functions Q, p, and gives the equations for S2nd that tell how
the sources of the φ-fields adapt to these changes so that the physical
conservation laws are satisfied.
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