Hypothesis tests for dominance in income distributions has received considerable attention in recent literature. See, for example, Barrett and Donald (2003), Davidson and Duclos (2000) and references therein. Such tests are useful for assessing progress towards eliminating poverty and for evaluating the effectiveness of various policy initiatives directed towards welfare improvement. To date the focus in the literature has been on sampling theory tests. Such tests can be set up in various ways, with dominance as the null or alternative hypothesis, and with dominance in either direction (X dominates Y or Y dominates X). The result of a test is expressed as rejection of, or failure to reject, a null hypothesis. In this paper we develop and apply Bayesian methods of inference to problems of Lorenz and stochastic dominance. The result from a comparison of two income distributions is reported in terms of the posterior probabilities for each of the three possible outcomes: (a) X dominates Y, (b) Y dominates X, and (c) neither X nor Y is dominant. Reporting results about uncertain outcomes in terms of probabilities has the advantage of being more informative than a simple reject / do-not-reject outcome. Whether a probability is sufficiently high or low for a policy maker to take a particular action is then a decision for that policy maker.
Introduction
Economists have devoted much attention to welfare changes over time. Governments, their policy advisors and society in general are concerned with the notion of becoming "better off" as we progress through time. Concepts such as social welfare functions and Lorenz dominance, and measures such as the Gini coefficient and Atkinson's inequality index (see, for example, Lambert (1993) , Creedy (1996 ) or Maasoumi (1997 ) have been developed to assess whether an income distribution at one point in time is preferred to another at a different point in time. Such assessments typically involve a comparison of income-distribution characteristics from samples of individuals or samples of households taken at the two points in time. Because characteristics calculated from samples are subject to statistical sampling error, comparing them at different points in time does not lead to conclusions that can be made with certainty. Estimates of, for example, mean incomes, Gini coefficients and Lorenz curves can point towards one distribution being preferred to another, but because estimates are indeed estimates, the possibility of incorrect conclusions being drawn always exists. This possibility had led to the development of a large body of literature on sampling-theory testing procedures for testing whether one income distribution dominates or is preferred to another one in some sense. Examples of such work are Anderson (1996) , Donald (2003a, 2003b) , Bishop and Formby (1999) , Duclos (1997, 2000) , Linton, Maasoumi and Whang (2003) , Maasoumi (1997) , Tse and Zhang (2002) and references therein.
Although a large effort has clearly been directed towards sampling-theory hypothesis tests for comparing income distributions, there appears to be little or no work on
Bayesian methods for such comparisons. To appreciate the differences between the two approaches, suppose that we are comparing two income distributions for randomly drawn incomes X and Y, and that we are interested in whether X dominates Y in some sense ( ), or vice versa ( ). The results from a Bayesian analysis of this problem are reported as posterior probabilities for each possible outcome, namely, the probability that X dominates Y, , the probability that Y dominates X, , and the probability that neither dominates,
. Given that probabilities provide a natural framework for describing uncertain information, the reporting of dominance probabilities in this way would seem to be a useful way of summarizing the results of any income distribution comparison. The posterior probabilities will depend on (a) how the income distribution is modelled through the likelihood function, (b) the sample information included via the likelihood function, and (c) the prior information that is placed on unknown parameters. In contrast to the Bayesian approach, results reported from a sampling-theory, hypothesis-testing type of approach will depend on (a) the 
The objective of this paper is to illustrate how the Bayesian approach can be used to report probabilities related to income distribution dominance at different points in time. We consider two parametric income distributions, the so-called Singh-Maddala and Dagum distributions and apply them to Canadian income distributions for 1978 and 1986; these data were used by Donald (2003a, 2003b) to illustrate their sampling-theory tests. Adopting a parametric approach is less general than desirable, particularly in view of the fact that most sampling-theory tests are nonparametric and, as becomes evident, our results are sensitive to the assumed form of the income distribution. However, we view this paper as the first step towards a more comprehensive Bayesian approach, with later research employing nonparametric Bayesian methodology. Also, the sensitivity of the results to the nature of the assumed distribution is a finding in itself. In addition, it is worth pointing out that our analysis is not restricted to a within-family comparison of income distributions. Our procedures do not preclude comparing a Singh-Maddala distribution with a Dagum distribution or indeed any other distribution that might be considered. In any study where a large number of parametric distributions are considered, our methods could be used to compare best-fitting distributions from each time period or, alternatively, one could work with model-averaged distributions like those derived by Griffiths, Chotikapanich and Rao (2005) .
In Section 2 we begin by describing the three kinds of dominance considered in the paper: Lorenz dominance, generalized Lorenz dominance (second order stochastic dominance) and first order stochastic dominance. Although our analysis is confined to these dominance relations, it is straightforward to compare any other measures of interest such as poverty and inequality indices, as long as such indices can be expressed as (analytical or numerical) functions of the parameters of the income distributions. After describing the alternative forms of dominance in general terms, we describe the Singh-Maddala and Dagum income distributions and relate the dominance conditions to these distributions. In Section 3 we specify prior distributions for the mean, mode and Gini coefficient for the income distributions in each of the two time periods, transform those prior distributions to prior distributions on the parameters of the income distributions, specify the likelihood functions for both individual observations and grouped data, and give expressions for the posterior distributions for the income distribution parameters. The results from applying the methodology to a subset of the Canadian data used by Donald (2003a and 2003b) to illustrate their sampling-theory testing procedures are presented in Section 4. Before-tax income distributions in 1978 and 1986 are compared. Some concluding remarks appear in Section 5.
Income Distributions and Dominance Conditions
To introduce Lorenz, generalized Lorenz and first order stochastic dominance consider an income distribution that is described by density and distribution functions ( ) X f x and , respectively. Also, assume that mean income ( )
The Lorenz curve that gives the proportion of total income earned by the poorest proportion u of the population is given by
We say that an income distribution for X Lorenz dominates (LD) a distribution for Y (say), ,
While this definition is the typical one used in the economics literature (see, for example, Lambert (1993) and Barrett and Donald (2003b) ), the definition used in much of the statistics literature follows the opposite convention, with being the condition for 
Given the expression for the Lorenz curve in equation (1), the condition in (3) can also be expressed as
Writing the relation for generalized Lorenz dominance (GLD) in this way demonstrates its equivalence to second order stochastic dominance (SSD). See, for example, Maasoumi (1997) or Kleiber and Kotz (2003, p.25) .
A stronger condition for welfare improvement than SSD (GLD) is that of first-order stochastic dominance (FSD). The distribution for X first-order stochastically
In this case the level of income from distribution X is greater than the level of income from distribution Y for all population proportions . u
We now consider the implication of conditions (2), (3) and (5) (1 ) ( , )
(1 )
For the Singh-Maddala distribution these functions are given by (Kleiber and Kotz (2003, p.198) ( )
where 1 2 1 (1 ) q w = − − u . To assess generalized Lorenz dominance using the relation in (3) the means of each distribution are also required. They are given by When income distribution data are used to estimate the unknown parameters of the Dagum and/or Singh-Maddala distributions, these parameters are not known with certainty and any conclusion about whether one distribution dominates another cannot be made with any certainty. In Bayesian inference uncertainty about whether one distribution dominates another can be expressed in terms of a probability statement.
To obtain such a probability statement we begin by generating draws on the parameters from their respective posterior distributions. Computing , say, for a given and for every parameter draw, yields draws from the posterior density function for . Given draws from the posterior density functions for two inverse-distribution functions and , for a fine grid of values for u , an estimate of the probability that
is given by the proportion of times (or the proportion of parameter draws) for which for all u. Similar probability statements can be made for LD and GLD. 
are (Kleiber, 1996) and 
Dagum necessary condition:
Singh-Maddala sufficient condition:
Singh-Maddala necessary condition:
The posterior probabilities that these inequalities hold can be estimated using the proportion of posterior draws that satisfy the inequalities.
Although we focus on Lorenz dominance, generalized Lorenz dominance and first order stochastic dominance, there are many other welfare measures that have appeared in the literature and to which we could apply the methodology described in this paper. For some examples see Lambert (1993) , Maasoumi (1997) and Barrett and Donald (2000) . As long as these measures can be evaluated as functions of the parameters of the income distributions, we can estimate the probability that a welfare measure from one distribution exceeds its counterpart from another distribution. In addition to overall LD, GLD and FSD, in our example we consider probabilities for LD, GLD and FSD for the poorest 10% of the population and the poorest 20% of the population. Such measures are important when reduction in poverty is the major policy concern. Also, computing the probabilities for them illustrates the flexibility of our approach.
To implement our proposed methodology we must obtain draws of observations from the posterior density functions of the parameters of the distributions. These posterior density functions are derived from prior density and likelihood functions. Details of these steps are given in the next section.
Priors, Likelihood Functions and Posterior Density Functions
Posterior probability density functions for the parameters of the two income 
In this section we first describe the prior density ( ) p θ for parameters of both the Dagum and Singh-Maddala distributions, then the likelihood functions are given for both grouped and individual sample data.
The Prior Specification
Conceptualizing prior information on income distribution parameters is likely to be difficult because the parameters of the distributions do not have direct economic meanings. To overcome this problem we begin by considering instead priors for mean income, modal income and the Gini coefficient. It is far easier to elicit prior beliefs and information on quantities of interest such as these, than to find prior information on the parameters of the distribution of income. The additional advantage of specifying priors in this way is that the same prior information is used for both the Dagum and Singh-Maddala distributions. 
The Likelihood Functions
The likelihood function, depends on the form of the data. For individual observations it is defined as the density function of the income distribution. That is, if the income distribution follows a Dagum distribution, then is defined by equation (6) and for the Singh-Maddala distribution it is defined by equation (10). . The likelihood function is given by the multinomial distribution 1, 2, ,
is the cumulative distribution function for the income distribution. It is given by equations (7) and (11) for the Dagum and Singh-Maddala distributions, respectively. In our empirical example, we have individual observations and hence work with the Singh-Maddala and Dagum density functions.
(.) F
Application
The data used to illustrate the methodology are the pre-tax income data obtained from When viewed in relation to the histograms in Figure 1 and the sample means of 35.5
and 37.0, these probability intervals show that the priors have a relatively large spread and will not conflict with a range of prior views that might be more precise.
The parameter settings chosen for the prior beta distribution for the Gini coefficient were and . Two prior probability intervals from this choice are
Again, these intervals demonstrate the relatively noninformative nature of our prior.
The sample Gini coefficients for the two years were 0.336 and 0.356.
The techniques described in Sections 2 and 3 were applied, with 35,000 observations being drawn using a random-walk Metropolis-Hastings algorithm, and 5,000 of these being discarded as a burn-in. Plots of the observations were taken to confirm the convergence of the Markov chain. Posterior means and standard deviations for the parameters of the income distributions and the estimated mean incomes (in $1000), obtained using the expressions for D μ and S μ in Section 2, are presented in Table 1 , along with the corresponding maximum likelihood estimates and their standard errors.
The similarity of the Bayesian point estimates to those from maximum likelihood estimation confirms that the prior information has been relatively mild. The Bayesian posterior means for mean incomes obtained from both Dagum and Singh-Maddala are very close to the sample values.
The Singh-Maddala and Dagum income distributions obtained by setting the parameters equal to their posterior means are graphed against the histograms in Figure   1 . They appear to capture the essential characteristics of these distributions.
Our remaining results are obtained from relevant pairwise comparisons of the 30,000
draws from each of the four posterior density functions, Singh-Maddala and Dagum, for the years 1978 and 1986. In each case probabilities are estimated as the proportion of draws that satisfies an inequality or a dominance relation. We begin by considering the probabilities for the necessary, sufficient and necessary and sufficient conditions for first order stochastic dominance presented in Table 2 . They are obtained using equation (5) and equations (16) As expected, in each case the probability that the necessary condition is satisfied is greater than or equal to the probability that the necessary and sufficient condition is satisfied which in turn is greater than the probability of satisfying the sufficient condition. There is some probability that the income distribution in 1986 is preferred to that in 1978 in terms of FSD, and zero probability that the converse is true. In the case where two Dagum distributions are compared, looking only at the probability of the necessary condition gives a misleading picture of the actual probability of dominance.
A more comprehensive comparison involving not only a comparison of like functions, and not only FSD, is presented in Table 3 and Figures 2 and 3 . First, consider Figure   2 . The graphs in the FSD, LD and GLD columns were obtained by computing the proportion of draws satisfying, respectively, the dominance relations in equations (5), (2) and (3), for each of 999 values of u from 0.001 to 0.999. Thus, each graph gives the probability of the dominance inequality holding at each population proportion u.
Since dominance occurs only when an inequality is satisfied for all u, each dominance probability in Table 3 will be less than or equal to the corresponding minimum value of the "probability graphs" that appear in Figures . The probability of dominance, given by the proportion of parameter draws for which the relevant inequality is satisfied for all u (and given in Table 3 The following observations can be made from A final point worth noting is the possible sensitivity of results around zero, at least for Lorenz dominance. Using the inequalities in equations (14) and (15) 
However, in our calculations using a grid of u values from 0.001 to 0.999 these probabilities were 0.474 and 0.953, respectively. On further investigation, we discovered the discrepancy occurred because we did not (initially) consider values of u sufficiently close to zero. The sensitivity of the results to the minimum value of u is given in Table 4 for these two cases. The differences are dramatic. These results also
show that quite different Lorenz dominance probabilities can be obtained if one is prepared to ignore a small proportion of the population.
Concluding Remarks
The development of statistical inference for assessing whether income distributions have changed over time in a desirable way has attracted a great deal of attention within the sampling-theory framework. Because of its ability to express uncertainty about dominance in terms of probabilities, and the insights it provides about the population proportions that have the most influence on dominance probabilities, the Bayesian approach has considerable promise for analysing such problems. This paper represents a first step in this direction. 
