We propose and experimentally demonstrate a simple nonlinear equalizer based on functional-link neural network (FLNN). The nonlinear stochastic mapping enables FLNN to serve as a nonlinear network, so we construct an FLNN with the signals from the two polarizations and the mapped features as input to combat the fiber nonlinearity in coherent optical transmission systems. The FLNN can use the Moore-Penrose generalized inverse or the ridge regression to solve the weights, which can speed up the training process, and avoid the iterative and time-consuming training process that exist universally in most of the deep neural networks. We also extend the FLNN to the multi-channel transmissions. All of the received signals from different channels are stretched as the input and then we use a joint FLNN to extract features and equalize the nonlinear distortions. We conduct simulations and experiments to verify the proposed scheme. In the simulation and experiment, we transmit a 128 Gb/s polarization division multiplexed 16-QAM (PDM-16-QAM) signal over 1000-km and 600-km standard single mode fiber (SSMF), respectively. Both the simulation and experimental results show that the FLNN has similar performance as deep neural network (DNN), which can improve the transmission performance in the nonlinear region. Moreover, the FLNN can avoid the gradient dissipation and local minimum problems in DNN, which simplify the training process. We also extend the proposed scheme in a five-channel (5 × 160 Gb/s) multiplexed transmission system. In simulation, we use joint FLNN and joint DNN to compensate the nonlinear distortions, respectively. We find that the BERs of the five channels can be below 7% HD-FEC with nonlinear equalizer.
I. INTRODUCTION
Thanks to the rapid advances in modern digital signal processing (DSP), coherent optical communication has demonstrated its various advantages in long-haul transmissions [1] - [3] . Since the coherent detections preserve the phase information of the optical signal, we can equalize all linear transmission impairments, such as chromatic dispersion, laser phase noise due to the laser linewidth and polarization mode dispersion in the digital domain [4] . However, as the transmission capacity increases, higher-order modu-The associate editor coordinating the review of this manuscript and approving it for publication was Xi Peng . lation format is expected to improve the spectral efficiency. Then, the Kerr nonlinearity induced nonlinear phase noise due to the higher requirement of OSNR with high power has been the main limitation after the linear phase noise is compensated for coherent optical transmissions. The digital signal processing algorithms for nonlinearity compensation have spurred intense research efforts. Various methods have been proposed to combat the fiber nonlinearities, such as digital back-propagation (DBP) [5] , Volterra series filters (VSF) [6] and phase conjugated twin waves (PCTW) [7] , etc. Nevertheless, DBP based algorithms suffer from a large computational complexity since they inverse the received symbols according to the Nonlinear Schrödinger equation. Besides, the potential gain of DBP is reduced due to some random effects in real implementations [8] . While, the computational complexity of Volterra model is enormous because the scale of input matrix is very large even with the moderate memory length [9] , [10] . The PCTW can cancel the first order nonlinear distortion with a symmetric dispersion map after digital superposition but the spectral efficiency is halved [11] , [12] .
Inspired by the advances in machine learning (ML), neural network based nonlinear equalization has recently found its applications in optical transmissions [13] - [15] . The operating mechanism of most ML based equalizers can be divided into nonlinear classification and regression. Where, the nonlinear classification generates a nonlinear classification boundary or renew the constellation centers to combat the fiber nonlinearities through supervised or unsupervised training, e.g. the clustering [16] , deep neural network (DNN) [17] , statistical learning algorithm [18] and etc. Zhang et al. propose a non-data-aided k-nearest neighbors (KNN) algorithm to classify the constellations of QAM modulation by utilizing the noise-less data as the references to classify the noisy testing data [19] . E. Giacoumidis et al. propose to use clustering schemes to mitigate the nonlinearity in optical OFDM transmissions [20] . In general, the classification schemes for nonlinear distortions compensation need to calculate the Euclidean distance between received symbols and clusters centers, which will consume much time in training process for better classification accuracy. The regression scheme with ML by correcting the impaired signal to the original intact value or compensating the distortion can also be used to mitigate the fiber nonlinearities. In [21] , Mutsam A. Jarajreh et al. propose the use of the DNN to mitigate the fiber nonlinearities through regression scheme. In our previous work, we propose a complex neural network with regression to mitigate the remaining nonlinearities in a self-coherent SSB transmission [22] . Generally, the deep structure neural network can supply better mapping relationship between features and tags, which has been used for fiber nonlinearity mitigation. However, the deep structure neural networks and learnings suffer from time-consuming training process since a large number of hyper-parameters and neurons are involved [22] . The number of iterations of DNN may be huge and hence unacceptable in real implementations. A so-called flat network has been proposed to realize incremental training and speed up the training process [23] , [24] . The flat-net architecture, i.e. the functional-link neural network, has the ability of generalization capability in function approximation. However, the FLNN is actually a single layer linear neural network without deep structure. The nonlinear stochastic mapping enables FLNN to realize nonlinear regression without deep structure. The weights can be updated easily based on the inputs, which remove the drawback of an iterative training and can speed up the training process [25] .
In this paper, we propose a novel nonlinear equalizer based on functional-link neural network to combat the fiber nonlinearity in coherent optical transmission systems. As the growth of data in dimension in a polarization multiplexed coherent transmission, we construct an equivalent FLNN by taking mapped features or even connecting enhanced nodes from input data for nonlinear stochastic mapping and then enable FLNN to serve as a nonlinear network. It uses the ridge regression to solve the weights, which can avoid the local minimum problem that exists universally in most of the deep neural networks. We compare the proposed FLNN based nonlinear equalizer with conventional DNN nonlinear equalizer in a 128 Gb/s dual-polarization 16-QAM single carrier system. In simulation and experiment, the PDM-16-QAM signals transmit over 1000-km and 600-km SSMF, respectively. The simulation and experimental results show that the FLNN-based equalizer has a comparable performance as DNN. They both can mitigate the nonlinear distortions. We also extend the proposed scheme in a five-channel (5 × 160 Gb/s) transmission system. The simulation results show that the joint FLNN or joint DNN can be used for nonlinear distortions mitigation. The joint FLNN performs slightly better than joint DNN. Besides, the FLNN can save much time for training compared with DNN, which requires large data in size and dimension for training and iterations for convergence. The paper is organized as follows, wherein Section II discusses the concept of the FLNN based nonlinear equalization scheme. Sections III shows the simulation and experimental results for single-channel and multi-channel transmissions. Finally, conclusions are given.
II. PRINCIPLE OF FLNN BASED NONLINEAR DISTORTION COMPENSATION
Functional-link neural network has been originally proposed by Pao and Takefuji in [24] , it is employed for the approximation for functions with fast learning property and can fit functions with arbitrary precision theoretically. Figure 1 shows the mapping process of FLNN. It is obvious that the FLNN is different from a conventional DNN since FLNN is actually a single layer network. Nonlinear activation function in hidden layers endows DNN nonlinear modeling ability [26] , while nonlinear stochastic mapping enables FLNN from a linear network to a nonlinear network. In Fig. 1 , we first construct the expanded input matrix [X |Z ] FIGURE 1. Structure of functional-link neural network. VOLUME 7, 2019 of the input X as the newly extracted features of the input, where Z consists of a number of feature nodes. Each feature node is expressed as,
A. PRINCIPLE OF FLNN
where W Z i is the mapping weight matrix, β Z i is the bias, both of which are generated randomly, n is the number of feature nodes and ϕ(·) is a nonlinear activation function. In this paper, it is assumed that ϕ(·) is a sigmoidal activation function which can be written as,
where α is the attenuation coefficient that is related to the flatness of the sigmoidal function. The generated enhancement nodes are extra inputs to the network and the output of the network can be expressed as,
where W is weight matrix that need to be trained. Denoting by A the expanded input matrix [X |Z ], i.e. Y = AW , the issue is to rapidly find the weight matrix. Among all the feasible methods, the least-square solution to the equation is essential and considered as a concise way to solve this linear algebra. Thus, the training procedure to solve the weights of output layer of FLNN can be written as,
where the superscript + denotes Moore-Penrose pseudoinverse (M-P inverse). In order to overcome the generalization errors from the pseudoinverse in Eq. (4), it is better to take further constraints into consideration as, arg min
where λ represents the further constraints on the sum of the squared weights [23] . The training process of functionallink networks is actually the so-called ridge regression problem [27] . By deriving the minimum of cost function C, its exact minimizer can be written as,
where I is an identity matrix whose dimension is the same as the matrix A T A. Then, we have M-P inverse in this situation as,
The above problem is a solution of least mean square algorithm when λ is equal to zero. Note that a conventional deep neural network is vulnerable to gradient dissipation and local minimum, however, these limitations are not existing in a FLNN since FLNN is a single layer network and its weighs are easily to solve through linear algebra as in (6).
B. FLNN BASED NONLINEAR EQUALIZER
Since the coherent detections preserve the phase information of the optical signal, the received signal is a complex signal. A certain reconstruction of the FLNN is necessary to make it more compatible with coherent receiver. It has been demonstrated that jointly input in-phase and quadrature components of the complex signal into DNN is a kind of complex equivalent methods [22] . So, we first separate the real part and imaginary part of the received training sequences to construct the equivalent complex FLNN and handle the complex signal. Figure 2 shows the configuration of the FLNN based nonlinear equalizer. We first define the length of observation window as L. All of the received signals from two polarizations R x , R y T in the window are rearranged into a 1 × 2L complex vector, and then we separate their real and imaginary components to form a 1×4L real vector. For example, if we use a 7-symbol observation window, the dimension of input vector is 7 × 2 × 2 = 28 (dual polarization, real and imaginary parts per polarization) in an optical PDM-QAM coherent system. After that, the realigned data is used as the input of FLNN. Note that the input X in Fig. 2 seems like a vector, which is for ease of explanation, it is actually a matrix that is also related to the length of training samples. So, the input matrix X is with the rows of 4L and the column equaling the length of training samples. After we construct the input matrix, mapped features are generated from the input data as Eq. (1) to form the feature nodes (yellow nodes in Fig. 2) . To further concentrate the information in the mapping feature, m enhancement nodes (orange nodes in Fig. 2 ) are attached. Each enhancement node can be written as,
where, m is the number of enhancement nodes, W E i and β E i represent the enhancement weight matrix and bias of the m-th enhancement node that are randomly generated. Finally, we enter the expanded input matrix A = [X |Z |E] derived from the feature and enhancement nodes into the FLNN, and solve the weights of output layer via Eq. (6) to complete the training procedure. In Fig. 2 , the nodes can be adaptively adjusted, which can be considered as one kind of incremental learning [23] .
C. FLNN BASED NONLINEAR EQUALIZAER FOR MULTI-CHANNEL TRANSMISSIONS
We can also extend the FLNN into the multi-channel transmissions, where several channels co-propagate on the same fiber. The nonlinear phase noise due to the Kerr nonlinearity exists in multi-channel systems. We can use an independent neural network, e.g. DNN or FLNN, to mitigate the nonlinear distortions for each channel. However, it means that a plenty of neural networks are required for different channels. In [28] , a joint multi-user equalization using MIMO ANN is proposed to mitigate the intra-and inter-band modulation channels in A-RoF-based mobile front haul. Similarly, we can also use a joint FLNN to alleviate the nonlinear distortions. In a joint FLNN, all signals from different channels are stretched as the input and then we realize feature extraction from the raw training sequence. Moreover, we can adaptively increase the enhancement nodes for better nonlinear fitting ability. Figure 3 depicts the architecture of the FLNN for nonlinear compensation in multi-channel transmissions. The received signals of all channels are simultaneously input to the FLNN. 
III. SIMULATION AND EXPERIMENTAL VERIFICATION A. SYSTEM SETUP
We conduct simulations and experiments of a polarization multiplexed 16-QAM coherent optical transmission system to verify the proposed FLNN-based nonlinear equalizer. Figure 4 shows the system setup and DSP flow. At the transmitter side, a pseudo random binary sequence (PRBS) with 2 17 bits is used for 16-QAM modulation to prevent overestimation caused by the PRBS pattern [29] . Then it is up-sampled to 4 samples per symbol for Nyquist pulseshaping. The roll-off factor of the shaping filter is 0.1. Subsequently, the sequence is loaded to an arbitrary waveform generator (AWG), operating at 64 GS/s, to generate the 16-QAM electrical signal. Thus, the symbol rate is 16 GBaud, corresponding to the bit rate of 128 Gb/s. The generated signals are used to modulate the carrier of 1550 nm (linewidth∼100 kHz) by an optical in-phase/quadrature (IQ) modulator. Then, the modulated optical signal is split into two beams by polarization beam splitter (PBS), one of which is lagged by optical delay line to remove the relevance between two polarizations. These two beams are then multiplexed by a polarization beam combiner (PBC) to generate a dual-polarization signal. The fiber link is comprised of straight-line multi-span 100-km SSMF, an optical band-pass filter (OBPF) to filter out the out-of-band noise and an Erbium-doped optical fiber amplifier (EDFA) to compensate for the fiber loss. After fiber propagation, the received optical signal is detected by a coherent receiver and digitized by a digital processing oscilloscope (DPO) operating at 50 GS/s. After the coherent detection, digital signal processing is operated offline, e.g. chromatic dispersion compensation, polarization de-multiplexing, frequency offset and phase noise estimation. Then, we use the proposed FLNN and a DNN as the nonlinear equalizer to mitigate the fiber nonlinearities and recover the signals, respectively.
Since all mapping weights and biases are randomly generated, it is inevitable produce similar mapping nodes which will induce redundancy. So, too much mapping nodes will induce redundancy for FLNN, which inevitably reduce the efficiency of nonlinear equalizer. However, if the number of mapping nodes is too small, the nonlinear fitting capability of FLNN will be limited. Therefore, we firstly optimize the number of mapping nodes (number of columns in [Z |E]) as shown in Fig. 5 . Figure 5 shows the BER performance versus the number of nodes at the optical launch power of 0 dBm. It is clear to find that there exists a BER floor when the number of mapping nodes is larger than 30. However, it does not correspond to the optimum performance. If we continue increasing the number of mapping nodes, the BER will maintain a slowly decline pattern. To balance the complexity and BER performance, we set the number of mapping nodes to be 500 in the following processing. For the FLNN, the mapping nodes consists of 400 feature nodes and 100 enhancement nodes in the expanded input matrix [Z |E] and four output nodes representing the real and imaginary components of the two polarized signals. We randomly generate the mapping weights and biases from a Gaussian distribution. The attenuation coefficient of activation function in FLNN is set to be 0.2. For DNN, we optimize the input of DNN mode at first which is similarly as our previous work in [22] . Then, we optimize the number of layers and neurons of the DNN model. The DNN equalizer has four hidden layers and one output layer. In each hidden layer, there is a batch normalization [30] layer before the exponential linear unit activation function [31] to optimize the nonlinear mapping and thus relieve the gradient dissipation. The detailed parameters for both FLNN and DNN are shown in Tab. 1.
B. SIMULATION RESULTS
Firstly, we conduct a dual-polarization simulation to verify the performance with DNN and FLNN using the commercial software VPItransmissionMaker TM 9.1. The nonlinearity mainly includes SPM and cross polarization modulation (XpolM) in a polarization-multiplexed single channel transmission [32] . Figure 6 depicts the BER performance of X-polarization versus optical launch power after 1000-km SSFM transmission. In Fig. 6 , there is no performance improvement with FLNN or DNN when the launch power is lower, which is because the additive white Gaussian noise (AWGN) is dominate and the nonlinear equalizers have very limited contributions. As the launch power increases, the fiber nonlinearity degrades the transmission performance and the BER performance is improved by the nonlinear equalizers. The BERs without nonlinear equalization (w/o NLE), with DNN equalizer or FLNN equalizer are 1.8×10 −4 , 1.1×10 −4 and 8.0 × 10 −5 at the optimum launch power of 0 dBm, respectively.
C. EXPERIMENTAL RESULTS
We also conduct experiments to verify the proposed schemes. We use the DNN and FLNN as the nonlinear equalizer for comparison. The parameters for both DNN and FLNN are the same as the simulation as shown in Tab. 1. Figure 7 shows the BER performance after 600-km SSMF transmission at different optical launch powers. The experimental results are in accord with the simulation results. The transmission performance with DNN or FLNN almost has no improvement when the AWGN dominates. As the launch power increases, the transmission performance is improved by nonlinear equalizer. Similar as the simulation results, the FLNN performs slightly better than DNN. Moreover, the gradient dissipation and local minimum problems in DNN do not exist in FLNN and ridge regression can always find the optimal weights of output layer, which simplify the training process for FLNN. The insets show the constellations without and with nonlinear equalizer at the launch power of 4 dBm. It is clear to see that the constellations with nonlinear equalizer are more convergent.
IV. APPLICATION IN MULTI-CHANNEL TRANSMISSION
We also extend the proposed scheme in a five-channel transmission system. The simulation platform is shown in Fig. 8 . At the transmitter, we use optical frequency comb to generate the five optical carriers and the frequency interval between every two optical carriers is 50 GHz, which is similar as our previous work in [33] , [34] . Each carrier is modulated by a 40 GBaud 16-QAM signal through optical I/Q modulator. The modulated signals of five channels are multiplexed and co-propagated on 50-km SSMF. After that, an EDFA is used to compensate for the fiber loss. The optical signal-to-noise ratio is 25 dB. At the receiver side, we adopt joint FLNN schemes in Section II.C to combat the nonlinear distortions. We also use the joint DNN as a comparison. The joint DNN is similar as that in [28] . The parameters of joint DNN and FLNN are shown in the Table 2 . To balance the calculation complexity and nonlinear fitting ability, we adjust the hidden layer scale to be [250, 200, 150, 120] in joint DNN scheme. Similarly, the mapping nodes and enhancement nodes in joint FLNN are increased to be 1500 and 500, respectively. Actually, the number of mapping and enhancement nodes can also be estimated by the dimensionality reduction algorithm, such as principal component analysis (PCA) [35] . Figure 9 shows the BER performance of different channels at a launch power of 7dBm and a 50-km distance. In Fig. 9 , the middle channel has the highest BER among all channels because it suffers more from the cross-phase modulation (XPM). The BERs of the five channels can all be below 7% hard-decision forward error correction (HD-FEC) threshold (3.8 × 10 −3 ) with joint DNN or joint FLNN. Besides, we have calculated the training time of the two joint schemes, respectively. Based on the same testing environment and computer device, the training time for joint FLNN is 32.23s while the joint DNN is 137.99s, which means about 76.6 % of training time saving by joint FLNN. We can also equalize the nonlinear distortions channel by channel with the DNN or FLNN but it consumes much resource since every channel needs a training network. The joint DNN or FLNN only requires one neural work to equalize all channels. 
V. CONCLUSION
We have proposed a FLNN based nonlinear equalization scheme in optical coherent transmission systems. We construct an equivalent FLNN by taking mapped features of the input data from the optical coherent receiver for nonlinear stochastic mapping, and then enable FLNN to serve as a nonlinear network and combat the nonlinear distortions. With the Moore-Penrose generalized inverse or the ridge regression to solve the weights, the FLNN can avoid the iterative and timeconsuming training process in most of the deep neural networks and hence speed up the training process. We conduct simulations and experiments to verify the proposed schemes, respectively. The simulation and experimental results show that the BER performance can be improved when there are nonlinear distortions. We also extend the proposed scheme to a five-channel transmission. The simulation results show that the BERs of the five channels can be below 7% HD-FEC with nonlinear equalization.
