A Bayesian approach is proposed for coefficient estimation in Tobit quantile regression model. The proposed approach is based on placing a g-prior distribution depends on the quantile level on the regression coefficients. The prior is generalized by introducing a ridge parameter to address important challenges that may arise with censored data, such as multicollinearity and overfitting problems. Then, a stochastic search variable selection approach is proposed for Tobit quantile regression model based on g-prior. An expression for the hyperparameter g is proposed to calibrate the modified g-prior with a ridge parameter to the corresponding g-prior. Some possible extensions of the proposed approach are discussed, including the continuous and binary responses in quantile regression. The methods are illustrated using several simulation studies and a microarray study. The simulation studies and the microarray study indicate that the proposed approach performs well.
Introduction
Quantile regression (QReg) models have received much attention in the literature since the seminal work of Koenker and Bassett (1978) , and a variety of parametric, semiparametric and nonparametric estimation approaches have been proposed over the years. The Tobit QReg model provides an efficient way of coping with left-censored data, and can be viewed as a linear QReg model where only the data on the dependent variable is incompletely observed. A great body of work exists on Tobit QReg methods and we refer to Powell (1986) , Hahn (1995) , Buchinsky and Hahn (1998) , Bilias et al. (2000) , Yu and Stander (2007) and Wang and Fygenson (2009) for an overview.
Consider the model,
where y i is the observed outcome of interest, y * i is the corresponding latent unobserved outcome of subject i, y 0 is a known censoring point, x ′ i is a 1 × k vector denoting the ith row of the n × k matrix of predictors X, β is a vector of unknown parameters of interest evaluate at pth quantile, and ε i is the error term whose distribution is restricted to have the pth quantile equal to zero, that is, Following Powell (1986) , it can be shown that the regression coefficients vector β can be estimated by the solution to the following problem
where ρ p (·) is the usual check function of Koenker and Bassett (1978) , which is defined by ρ p (ε) = |ε| + (2p − 1)ε 2 . Yu and Stander (2007) observed that the posterior estimator of β obtained by assigning a likelihood function that is based on the asymmetric Laplace distribution at specific value of p, serves as the pth Tobit QRreg estimate. Here, the density function of the ALD is given by (Yu and Moyeed, 2001) f (ε) = τ −1 p(1 − p) exp{−τ −1 ρ p (ε)},
The authors assigned flat priors, independent of the value of p, for the Tobit QRreg coefficients vector and sampling β using the Metropolis-Hastings (MH) method. It is well known that flat priors could be useful for coefficient estimation in Tobit QRreg and other models but they cannot be used in subset selection techniques, owing to the fact that proper priors are needed to evaluate Bayes factors (Ibrahim and Chen, 2000) . Yu and Stander (2007) also suggested families of symmetric prior distributions on the Tobit QRreg coefficients vector, such as normal and Laplace priors. Although these priors may lead to proper posterior, they are independent of the values of quantiles. That is, the prior is the same for modelling different order of quantiles. This approach may result in inflexibility in quantile modelling.
Because the posterior distribution of β, the variance-covariance matrix of β and the marginal distribution of the data depend on the quantile level, extreme quantiles should have different parameter values from the median. In addition, a correct estimate of the prior distribution perhaps leads to support insufficiency of data (Agliari and Parisetti, 1988) . Thus, it is crucial to elicit a prior distribution for QRreg coefficients that is as informative as possible, and more crucially, that depends on the quantile level. For such situations and others, Alhamzawi and Yu (2013) proposed a modification of Zellner's g-prior (Zellner, 1986) to be a quantile dependent prior for quantile regression (QReg) models. This modification can be written as
where
n ) and g > 0 is a known scaling factor. Here, Exp(θ) denotes the density of an exponential distribution with rate parameter θ. In this paper, we use this prior to develop the Bayesian analysis of the Tobit QReg model. Then, we generalized the g-prior by introducing a ridge parameter to address some issues that may arise with censored data such as, multicollinearity and overfitting problems. We also developed an expression for the hyperparameter g to calibrate the modified g-prior with a ridge parameter to a corresponding g-prior. Furthermore, we discuss some possible extensions of our approach, including the continuous and binary responses in QReg.
The remainder of the paper is structured as follows. In Section 2, the structure of our hierarchical Bayesian Tobit QReg model is described in detail and an extension of the modified g-prior is suggested. A choice for the hyper-parameter g is presented and the Bayesian MCMC estimation procedure is outlined. An approach for model selection is presented in Section 3. Some possible extensions of the proposed approach to QReg with continuous and binary responses are discussed. Section 4 evaluates the methods using simulation examples, and Section 5 gives the microarray study. A brief discussion is introduced in Section 6.
Methods

Hierarchical Bayesian Modelling
At the pth quantile, we model conditional Tobit quantiles of the response by using the Asymmetric Laplace Distribution (ALD) for the errors. More specifically, the location-scale mixture representation of the ALD (Kozumi and Kobayashi, 2011; Kotz and Podgrski, 2001) is used to build an efficient Gibbs sampler. This representation can be written as
where ξ = (1 − 2p) and ζ = τ −1 p(1 − p); see Alhamzawi and Yu (2013) for some details.
Formula (6) has the advantage that there is no need to worry about the prior distribution of v i as it is extracted in the same formula. It is easy to show that the exact prior of v i in formula (6) is exponential with mean τ −1 p(1 − p) and variance (τ −2 p 2 (1 − p) 2 ) and strongly depends on the value of p. However, the mode of v i is 0 for any p. To complete the prior specification, we take a quantile dependent prior for β so that π(β|τ, V , X) = N(0, 2τ g(X ′ V X) −1 ). This choice for β has several attractive features. First, under this setting the prior distribution of β depends on the quantile level. Thus, we have different priors for different quantiles.
For example, a 95% QReg model should have different parameter values from the median quantile, and thus the priors used for modelling the quantiles should be different. Second, this prior is conditionally conjugate, a property that allows for a simple and efficient Gibbs sampling algorithm for fitting the model. Third, in the case of V = I n and 2τ = σ 2 , the proposed prior is reduced to the original g-prior, i.e. π(β|σ
Finally, as g −→ ∞, the proposed prior distribution of β converges to Jeffrey's prior of
, which is a popular noninformative prior for Bayesian analysis. To summarize, our hierarchical Bayesian modelling is given by
Since our target in the SSVS approach required computation of the marginal distribution of the data p(y * |τ, v) with v = (v 1 , · · · , v n ) ′ , the following lemma gives the closed-form of p(y * |τ, v) under the proposed prior.
Lemma 1. Under the quantile dependent prior (5), the conditional distribution of the data
The proof of Lemma 1 is straightforward and can be accomplished by integrating out the quantile coefficients vector β as in Smith and Kohn (1996) .
Introducing a ridge parameter
In the original g-prior, the matrix X ′ X suffers from singularity in case of multicollinearity or overfitting problems (k >> n). For this reason, proposed a modification of the original Zellner's g-prior, motivated by the ridge parameter λ which comes from ideas of ridge regression to deal with multicollinearity and overfitting problems.
The authors showed that their technique allows consistent subset selection and coefficient estimation for overfitting problems. Baragatti and Pommeret (2012) considered the influence of λ on the subset selection and suggested a technique to select the scaling factor. Similar to , in the case of singularity of the matrix X ′ V X, we modified our prior with the ridge parameter (λ > 0). More specifically, we propose the following prior for β:
where g λ > 0 is a known scaling factor characterised by the parameter λ and I k is the k × k identity matrix. In this paper, we assume g λ = g.
Clearly in order for the conditional distribution of the quantile coefficients vector β under the prior (5) and the conditional distribution of β under the prior (9) to have identical conditional distributions, we need g(
The following lemma characterises the relationship among the three parameters g, g λ and λ.
Lemma 2. The posterior distribution of the quantile coefficients vector β under the prior (5) and the posterior distribution of β under the prior (9) are identical distributions if and only if
This lemma provides a technique to elicit g λ and the proof of Lemma 2 is straightforward.
By taking the trace of left and right hand sides of (10), we are led tô
where the expectation in Equation (11) is taken with respect to the posterior distribution of V .
Choice of g and λ
Various values of g have been used in the context of variable selection and estimation.
For example, Kass and Wasserman (1995) proposed the general idea of the unit information prior, i.e. g = n. Smith and Kohn (1996) performed variable selection using splines and suggested that the value of g is in the range 10 ≤ g ≤ 1000. Following this suggestion, a number of authors set g = 100 (see for example, Lee et al., 2003; Chen et al., 2011, among others) . Although for linear regression models, placing an Inverse Gamma prior on g, g ∼ InvGa(1/2, n/2), leads to a multivariate Cauchy prior on β which is recommended as a robust prior for Bayesian variable selection in regression models (Clyde and George, 2004; Zellner and Siow, 1980) , the corresponding marginal likelihood f (y|γ) has no closed form, where γ is a latent k-vector with binary entries: γ j = 1 if the jth covariate is active in the regression and γ j = 0 otherwise. For this reason, Liang et al. (2008) suggested the idea of the hyper-g prior. Cui and George (2008) proposed an inverse-gamma prior distribution on (1 + g) (not g) and Celeux et al. (2012) suggested a Jeffrey prior on g. In this paper, we choose g = 100 and we choose λ = 1/k which has been suggested by Baragatti and Pommeret (2012) which lies between 0 and 1 as recommended for Bayesian robustness .
Posterior Computation
The hierarchical modelling (7) produces an efficient MCMC algorithm by updating the latent variables y * i and v i as well as the other parameters β and τ from their full conditional distributions.
• Updating y * i Let Υ(.) denotes to a degenerate distribution, then the latent variable y * i , i = 1, · · · , n, has a conditional distribution given by
• Updating β
The full conditional distribution of β is N k (µ, Σ), where
Here, y
• Updating τ τ |y
• Updating v i
Recall that if x ∼ GIG (ν, ̺ 1 , ̺ 2 ) then the probability density function of x is given by (Barndorff-Nielsen and Shephard, 2001)
where x > 0, −∞ < ν < ∞, ̺ 1 , ̺ 2 ≥ 0 and K ν (.) is so called "modified Bessel function of the third kind ". During MCMC iteration we update g λ using
where g = n and λ = 1/k. In the case of nonsingularity of the matrix X ′ V X, we set λ = 0 and g λ = g.
Stochastic Search Variable Selection (SSVS)
Priors specification and Bayesian sampler
The approach of Ji et al. (2012) allows for Bayesian variable selection in Tobit QReg; however, their approach had the disadvantages of relying on priors that are independent of the value of quantiles. This approach may result in inflexibility in quantile modelling. Our initial goal is to address this problem using the proposed prior in Section 2.
Given p ∈ (0, 1) and τ = 1, we consider the following prior distribution assumptions:
• The prior distribution of β γ is taken as
• The prior of γ is taken as p(γ|π) ∝ π kγ (1 − π) k−kγ McCulloch, 1993, 1997) , where π ∼ Beta(b 01 , b 02 ).
Under prior assumptions, we are able to use a MCMC based computation technique to update y * , β γ , V and π from the posterior:
Under γ, the full conditional distribution of y *
• Updating β γ
The full conditional distribution of β γ is N kγ (µ γ , Σ γ ), where
• Updating v
The full conditional distribution of each v i can be obtained from the full conditional distribution of v i in the subsection 2.4 by setting τ = 1 and replacing x ′ i and β everywhere with x ′ i,γ and β γ , respectively.
• Updating γ j Each γ j , j = 1, · · · , k, has a full conditional distribution given by
• Updating π
Model extensions 3.2.1. Subset selection in QReg
The proposed method in subsection 3.1 can be used, with some modifications, to find subset selection in QReg with continuous outcome variable. By ignoring the link function y i = max{y 0 , y * i } and replacing y * everywhere with y, our approach offers an alternative way for subset selection in QReg model with continuous outcome to deal with multicollinearity and overfitting problems.
Subset selection in Binary QReg
In this subsection, we show that our technique reported in subsection 3.1 can be extended to subset selection for binary QReg model. Binary QReg models have received considerable interest in the literature and we refer to Manski (1975 Manski ( , 1985 , Kordas (2006) and Benoit and Poel (2011) for an overview. Suppose y i is a binary outcome variable (e.g. normal and cancer), then the binary QReg takes the form of (Manski, 1985) y
Under the above model, the proposed method in subsection 3.1 can be used to find promising subset in binary QReg by using the link function y i ∼ 1(y * i ≥ 0) and sampling y * i , i = 1, · · · , n, as follows 
Numerical Illustrations
Inference
Example 1
In this example, we consider our Bayesian Tobit QReg approach using g prior (BTQRg) and Bayesian Tobit QReg approach (BTQ) using a symmetric prior distribution, β ∼ N k (0, 100I), as reported in Kozumi and Kobayashi (2011) . These approaches were compared with the standard Tobit QReg approach (crq) employing Powell's method (Koenker, 2011) . The simulation design follows the setting of Bilias et al. (2000) and Yu and Stander (2007) . Data are simulated from the model The simulation results for β 0 , β 1 and β 2 are summarized in Table (1) . Clearly, the biases due to three approaches are more or less the same. However, the proposed method (BTQRg) generally behaves much better than the other approaches (crq and BTQ) in terms of the absolute bias. Across the three error distributions, it can be noted that the absolute bias obtained from our proposed method is much smaller at extreme quantiles than the competing approaches. Most noticeably, when p = 0.95 the absolute bias generated by the proposed method for all parameters is much smaller than the absolute bias generated by the other approaches. In addition, the proposed method appears more efficient than the other methods.
For example, when the error is standard normal and estimating the median, the loss of efficiency of the standard Tobit QReg (crq), with respect to our model, was 107% for β 2 and larger for the other parameters. We can also see that the the loss of efficiency of the BTQ, with respect to our model, was 1.23% for β 2 and larger for the other parameters. It may suggest that the Bayesian approach using a quantile dependent prior distribution has an advantages for modelling the extreme quantiles, which is desirable situation when attention is focused on the extreme quantiles. For convergence diagnosis, across the three error distributions, we run our MCMC algorithm with 3 different sets of initial values each for 17,000 iterations discarding the first 2,000 gave values of the Gelman-Rubin (Gelman and Rubin, 1992) diagnostic of between 1.00 and 1.01. The posterior mean for each parameter was virtually identical for each chain, suggestting that the constructed chains are stationary and the mixing is quite good. The posterior histograms of parameters β 0 , β 1 and β 2 in Figure 1 also support this conclusion.
Model selection 4.2.1. Example 2 ( Subset selection for left-censored response with k < n)
In this example, we consider two simulation studies. We simulate 8 covariates from a multivariate normal with pairwise covariance between any two predictors x h and x l being ρ |h−l| , for ρ = 0.5. For both simulations, we generated 250 datasets each with n = 200 observations from the true censoring model
For the first simulation, we set β = ( 
where the median is taken over the 250 simulations.
The results of the MMADs and the standard deviations of the MMADs are listed in Table 3 . For the MMADs and the standard deviations (sd) criteria, the proposed method (BTQRg) generally performs better than BVST and crq for all the distributions under consideration. In addition, the average number of correct zero coefficients selected by our approach is greater than the average number of correct zero coefficients selected by BVST for all the distributions under consideration. It can be seen that as the quantiles become more extreme, the BVST approach yields a low average of correct zero coefficients compared with the proposed approach, suggesting a good performance of the proposed algorithm.
Instead of looking at the MMADs, the standard deviations and the average number of correct zero coefficients, we may also look at the top model picked out by the Bayesian methods. From Table 4 , we see that both methods pick the correct model. However, we can observe that our method tends to perform better in terms of posterior model probability for the correct model, than the BVST especially for the extreme quantile (p = 0.95). Hence our prior plays a crucial role to correctly identify the correct model with higher posterior model probability, even for the extreme quantiles.
Example 3 (k > n)
The setup in this example is the same as the Example 2, except we increase the number of variables to k = 250 and choose β such as β = (1, 3, 0, 0, 0, 0, 0, 3, 0, 0, 0, 0, 0, 3, 0, 0, ..., 0 236 ).
This allows us to investigate the performance in the case k > n.
From Table 5 , the performance of our method appears quite good compared to the BVST.
We observe that the median of mean absolute deviations (MMAD) produced using the BVST method is much higher than our method. We also see that our method tends to produce lower standard deviations than BVST.
Example 4 (k > n)
The setup in this example is the same as Example 3 but we ignore the link function (i.e., continuous response) and we set n = 50, k = 100 and β = (1, 3, 0, 0, 0, 0, 0, 3, 0, 0, 0, 0, 0, 3, 0, 0, ..., 0 86 ). This setup allows us to investigate the performance of the proposed method in the quantile regression model with the case k > n. In this example, one simulation dataset is used to compare our approach reported in subsection 3.2.1 with the stochastic search variable selection reported in Reed et al. (2009) 
using the
SSVSquantreg function in the R package MCMCpack (Martin et al., 2011) . The methods were compared using marginal inclusion probabilities (MIP). In this example, we considered two quantiles, these were 0.50 and 0.95. We ran both algorithms for 17,000 iterations, discarding the first 2,000 as burn in. The results of the marginal inclusion probabilities are summarized in Table 6 . Clearly, we can see that our approach tends to perform better in terms of the estimated marginal inclusion probabilities than SSVSquantreg, especially for p = 0.95. 
Leukemia data set
We illustrate the performance of the proposed model for simultaneous gene selection and estimation on the leukemia dataset reported in Golub et al. (1999) . The dataset describe the expression levels of 7129 human genes in 72 acute leukemia mRNA samples with either acute myeloid leukemia (AML, 25 cases) or acute lymphoblastic leukemia (ALL, 47 cases).
The data further splits into a training dataset and a testing dataset. The training dataset contains 38 samples of which 27 are ALL and the remaining 11 are AML, while testing dataset consists of 34 samples 20 are ALL and the remaining 14 are AML (Golub et al., 1999) . Golub et al. (1999) , Lee et al. (2003) and Yang and Song (2010) when p = 0.50 which corresponds to the center of the distribution. The leading gene is Zyxin. Zyxin is a protein that is in humans and is encoded by the ZYX gene (Maccalma, 1996) . This gene also one of the strong genes in Golub et al. (1999) , Lee et al. (2003) , Bae and Mallick (2004) , and Yang and Song (2010) , among others. well. In addition, since we use only five genes, our prediction results appear to improve predictions done by Golub et al. (1999) who used 50 genes and had 5 misclassifications and also our results give a more complete picture of the underlying distribution.
Discussion
This paper has introduced a new method for Bayesian model selection of Tobit QReg.
Our approach relies on a modification of Zellners informative g-prior in QReg reported in Alhamzawi and Yu (2013) to take into account different priors for different quantile levels.
The proposed prior is first developed for settings in which p < n, and then extended to deal with multicollinearity and over-fitting problems by defining a ridge parameter in the prior construction. We have also discussed some extensions of our method, including the continuous and binary responses in QReg. The analysis of simulation studies and microarray study shows strong support for the use of the proposed method to inference for quantile regression models. The proposed method generally behaves much better than the other approaches in terms of the absolute bias and relative efficiency. Clear advantages over an earlier approach proposed by Reed et al. (2009) and Ji et al. (2012) include quantile dependent priors and efficiency of posterior computation. The advantage of the method is that the prior distribution changes automatically when we change the quantile. Thus, we have different priors for different quantiles. In particular, the prior distribution and efficient Bayesian computation represent a useful alternative to methods that rely on symmetric priors for regression coefficients, which are reported by (Kozumi and Kobayashi, 2011; Reed et al., 2009; Ji et al., 2012, among others) . The work considered in this paper opens the door to new research directions for subset selection and coefficient estimation in QReg models by using the modified g-prior. For example, the approach can be extended to the Bayesian QReg models with right-censored or interval censored responses. There are, also, many other possible extensions such as using the modified g-prior in Bayesian single index QReg or Bayesian nonparametric QReg. 
