Generic sensor models (GSMs) 
Introduction
In recent years, there have been some major efforts in designing and launching high-resolution satellite sensors for mapping applications (e.g., Ikonos-2, EROS-A1, QuickBird 2 and SPOT 5). With the successful launch and deployment of these satellites, the era of commercial high-resolution earth observation satellites for digital mapping has been initiated. In addition, several other high resolution commercial and governments imaging satellites in different countries, such as the United States (OrbView-3), India (IRS-P5), and Russia (RESURS-DK) are expected to be launched in a near future. Therefore, the number of high-resolution satellite sensors for mapping applications is growing rapidly.
With regard to the geometric characteristics of satellite imagery, the existing and announced forthcoming highresolution imaging systems can be classified into three main groups: frame type, whiskbroom, and pushbroom imaging systems ( Figure 1 ). In Frame-type images, the image is formed over the whole area of the imaging frame simultaneously, using a projection lens to produce a perspective view of the object from a single exposure station (e.g., KFA-1000, TK-350) . Whiskbroom images are acquired by mechanical-
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Farhad Samadzadegan, Ali Azizi, and Ahmad Abootalebi optical sensors which produce a single continuous strip image by means of mirror oscillation or rotation, and forward motion of the platform. Pushbroom images are acquired by a consecutive digital collection of individual scan lines at a frequency corresponding to the scanning velocity. There are three types of pushbroom imaging systems: cross-track imaging devices acquire stereo images of the ground from two adjacent orbits using their off-nadir viewing capabilities (e.g., SPOT 1-4 and IRS 1C/1D), along-track stereo scanners record stereo images of the ground from a single orbital pass using backward and forward-looking arrays (e.g., MOMS-02, ASTER, SPOT 5) or mono images using nadir-looking arrays, and flexible pointing systems equipped with pointing devices providing the capability to acquire both cross-track, and along-track stereo images from single or multiple orbital passes (e.g. Ikonos). Successful exploitation of the high accuracy potential of these imageries depends on the ability of the mathematical formulations for the sensor modeling. In this direction, the requirement for the development of an efficient 2D or 3D comprehensive sensor model formulation for various satellite images is a real challenge. In the sections that follow, after a brief review of the main features of the existing models, our approach for automatic determination of a comprehensive geometric model of the satellite images will be presented.
Rigorous Versus Generic Sensors Models
Mathematical modeling approaches for orientation and restitution of different optical satellite images have been investigated by different research groups (Konecny et al., 1987; Deren and Jiayu, 1988; Gugan and Dowman, 1988; Kratky, 1988; El-Manadili and Novak, 1996; Tao and Hu, 2001 and 2002) . Mathematical formulations presented in these research works, may be divided into two main groups of rigorous sensor models (RSMs) and generic sensor models (GSMs).
RSMs reconstruct the spatial relations between remotely sensed imagery and the ground scene based on conventional collinearity equations. The method is highly suited to frame type sensors. Non-linear effects caused by lens distortion, film shrinkage, or atmospheric effects are dealt with either by additional parameters or by a priori refinement process. The RSM models have proved to be quite appropriate for the sensor modeling provided that the influential physical factors are available with the required accuracy (Konecny et al., 1987; Deren and Jiayu, 1988; Gugan and Dowman, 1988; Kratky, 1988) provide examples.
However, in practice, these models have several limitations and drawbacks (Dowman and Dolloff, 2000; Madani, 1999; Tao and Hu, 2001 ) such as:
• As RSMs are basically non-linear models, linearization therefore is inevitable. This also brings about the requirement for estimating the initial values of the unknowns.
• Most of the high-resolution satellite vendors (e.g., Space
Imaging, Inc.) do not intend to present their sensor models and precise ephemeris data. This means that a large number of parameters are unknown and cannot be determined with the required accuracy from the imagery alone.
• These models are basically sensor dependent, and for different sensors, the models must be modified.
• The rigorous model is usually complex, requiring specialized software.
• The real-time mathematical loops of digital photogrammetric and remote sensing workstations must be changed for each different imaging sensor. These loops are responsible for performing real-time transformation from object space to image space and subsequent real-time image translations.
GSMs are presented as a sophisticated solution for overcoming the RSMs limitations. Although GSMs have been adopted nearly a decade ago (Paderes et al., 1989; Greve et al., 1992) , the attempts to study both theoretical properties and experimental results have started to appear only recently and are still seldom reported. Tao and Hu (2001) proposed an iterative least squares solution method to a GSM. The numerical properties and important practical issues on these models, including: stability, accuracy of the solution and the required number and distribution of ground control points (GCPs) are investigated using various data sets, including simulated data, aerial photogrammetry data as well as SPOT and Ikonos data (Tao and Hu, 2001) .
GSMs use a set of general polynomials (or ratio of them) to establish the connection between image and object spaces. Formally, they equate x (row) and y (column) image coordinates to coefficients of some polynomials (often, first, second or third order) in X, Y, and Z object coordinates (typically latitude, longitude, and elevation):
( 1) where I (.) , J (.) , K (.) are maximum term orders of X, Y and Z components respectively, a, . . . ,d are the transformation parameters and x n , y n , X n , Y n and Z n are the normalized image and object coordinate given by the following equations:
(2) where x 0 and y 0 are the offset values for the image coordinates, x s , y s are scale values, X 0 , Y 0 and Z 0 are the offset values for the object coordinates, and X s , Y s and Z s are their corresponding scale values. A detailed description on this normalization process can be found in OGC, 2004. GSMs have the following advantages: (1) They can accommodate an extremely wide range of images without a need for the satellite ephemeris, (2) GSMs, in their rational form, have better extrapolation powers in comparison with the ordinary polynomials (NIST/SEMATECH, 2003), and (3) GSMs can often be used to model complicated structures with fairly low degree in both the numerator and denominator (NIST/SEMATECH, 2003; Dowman and Dolloff, 2000; Madani, 1999; Tao and Hu, 2001) .
However, GSMs have some disadvantages which practically have limited their applications as a stand-alone mathematical model. These disadvantages are: (1) The incorporated terms have no physical meaning, making their interpretation and importance difficult to establish; thus, a heuristic solution for the selection of the optimum terms is not feasible, and (2) If the full term polynomials are used in numerator and denominator of GSMs for those sensors that complete terms are not required (e.g., sensors with higher geometric stability), over parameterization will occur, and thus, additional terms will have correlation leading to unstable solution. As there is no physical interpretation for the order and terms of GSMs, it is difficult to manually determine which order and term of the GSM can provide the best result. In addition, the solution is numerically unstable; the function has a considerable amount of local optima, and the search for the global optimum solution by a manually conducted trial-and-error approach could get trapped in the nearest local optimal point. Therefore, this approach for the computation of GSMs coefficients is a time consuming and complicated process, and needs an expert operator to try different cases to determine the best GSM case or to find the best trade-off. The idea of having an automatic optimum GSM determination has been one of the main aspirations in mathematical modeling of different images (Madani, 1999; Tao and Hu, 2001) . Madani (1999) proposed the selection of significant coefficients for a particular sensor by a trial-and-error method. Tao and Hu (2001) apply a regular random selection bucketing technique, proposed by Zhang (Zhang et al., 1995) . Nevertheless, these automatic optimization theories depend on heavy programming and a priori statistical and mathematical knowledge. Moreover, in the generic sensor modeling approach in which a considerable amount of local optima in the search space exist, traditional optimization algorithms, similar to the trial-and-error method, frequently get trapped in some local optima instead of going towards the global optimum.
With respect to the fact that the genetic algorithm (GA) is a general-purpose stochastic optimization method for solving complex search problems (Goldberg, 1989; Michalewicz, 1994) , they can serve for the solution of the GSM's terms and orders optimization. GAs differ from ordinary search and optimization techniques (Haupt and Haupt, 1998; Lin and Lee, 1996; Zalzala and Fleming, 1997) . First, the algorithm works with a population of strings, searching many peaks in parallel. By employing genetic operators, it exchanges information between the peaks, thus lessening the possibility of ending at a local minima and missing the global minimum. Second, it can work with the coding of the parameters and not necessarily with the parameters themselves (Haupt and Haupt, 1998; Lin and Lee, 1996; Zalzala and Fleming, 1997) . Third, the algorithm needs to evaluate only the objective function to guide its search, and there is no requirement for derivatives or other auxiliary knowledge. Finally, the transition rules from the input (e.g., candidate solutions in search domain) to the output (e.g., global optima) are probabilistic rather than deterministic (Zalzala and Fleming, 1997) . Using the operators on chromosomes taken from the population, the algorithm efficiently explores parts of the search space where the probability of finding improved performance is high.
In this paper we propose a novel approach which can automatically determine the optimum GSM terms and degrees based on genetic algorithms.
Genetic Algorithms
GAs solve the problem of finding good chromosomes by manipulating the material in the chromosomes blindly without any knowledge about the type of problem they are solving. The only information they are given is an evaluation of each chromosome they produce. This evaluation is used to bias the selection of chromosomes so that those with the best evaluations tend to reproduce more often than those with bad evaluation (Goldberg, 1989) .
GAs maintain a population of P candidate solution encoded in the form of chromosome string of some alphabets, typically the binary symbols "0" and "1". The initial population can be selected heuristically or randomly. For each generation, a fitness function, representing the quality of each candidate solution, is evaluated. Best-fit candidates, those with fitness value higher than certain threshold, will be selected for the reproduction in the next generation. The selected candidates are combined using a genetic reproduction operation called crossover. The crossover operator exchanges portions of the chromosome to produce better candidates with higher fitness in the next generation. The mutation operator is then applied to perturb the string of the chromosome to guarantee that the probability of searching a particular subspace of the problem space is never zero (Goldberg, 1989) . The whole population is evaluated again in the next generation. The process continues until termination criteria are reached (e.g., finding an acceptable approximate solution, reaching a specific number of generations or convergence of the solution). In the sections that follow, the GA procedures as applied to our GSM optimization method are described.
Determination of Optimum GSM's Terms and Orders Based on GAs
The use of genetic algorithms for GSM optimization requires the determination of six fundamental issues: (1) Chromosome Representation (coding), (2) Initialization (the creation of the initial population), (3) Evaluation Function (fitness function), (4) Natural Selection (selection function), (5) Recombination (the genetic operators making up the reproduction function), and (6) Termination Criteria. The following sub-sections describe the characteristics of each of these issues as embodied in our proposed methodology ( Figure 2 ).
Chromosome Representation
Using a bit string encoding scheme for chromosome string, the validity of terms of GSM is encoded as shown in Plate 1. A 1-bit field is used to represent the possible situation of validity of an individual term in GSM. The aim of coding is to create a representation of existence (value 1) or extinction (value 0) of each one of GSM's terms. This allows any position of GSM to be modified, i.e., to cut at any position and to merge cut parts onto a new GSM.
Initialization
The proposed genetic algorithm starts with a large community of chromosomes as the initial population. This initial population has N ipop ϭ 300 chromosomes. This large initial population provides the genetic algorithm with a comprehensive sampling of the search space. The initial population Plate 1. Encoding of GSMs terms into a 78-bit chromosome string (in third GSM).
Evaluation Function
In our method, the evaluation function (i.e., fitness function) of the GA algorithm is the root mean squares of the residuals of the least squares estimation of unknown parameters of GSM. Thus, the fitness criteria, or the so-called objective function in our GSM optimization, is to minimize the root mean squares discrepancies between the true coordinates of the control (check points) and their least squares estimated values.
The least squares observation equations for the evaluation of the GSM parameters can be written as: (3) where Figure 2 . Workflow of the proposed method for GSM optimization based on GA. is a N ipop ϫ N bits matrix filled with random one and zeros generated from:
As the initial population is too large to undergo the journey through the iterative steps of the genetic algorithm, a large portion of the high cost chromosomes (i.e., those chromosomes with low fitness values) are discarded through natural selection or survival of the fittest. First, the N ipop costs and associated chromosomes are ranked from lowest cost to highest cost. Then, only the best members of the population, i.e., N pop Յ N ipop , are kept for each iteration of the genetic algorithm, while the others are discarded. The authors have found that letting N pop ϭ 100 provides a good initial sampling of the cost surface.
ipop ϭ round {random(N ipop ,N bits )} In Equation 4 x 1 , . . . , y n , X 1 , . . . , Z n are the image coordinates of n-points and their corresponding ground coordinates (NGA, 2000) . It should be noted that in the optimization process, only those terms of Equation 4 for which the validity is set to 1 in the chromosome string, are considered.
Through least squares estimation, by minimizing the root mean square of residuals (v), the estimated values of parameters are computed as follows:
where P is the weight matrix of observations. The condition number K(A) of the design matrix (A) of the GSM observation Equations, given by Equation 6, is a measure of the degree of sensitivity of a GSM to changes in its input values: (6) where | |и | | is the norm of the matrix. Matrix A is well conditioned if K(A) is close to 1 and is ill-conditioned when K(A) is significantly greater than 1. Regarding the large condition number of the design matrix (A) of GSM observation equations, this equation is inherently ill conditioned and consequently, the normal matrix (N ϭ A t и P и A), especially with high order polynomials, is almost rank-deficient and could get singular.
In order to improve the condition number of the design matrix, we applied the regularization technique in which a small positive value (e.g., h 2 ) is added to the diagonal elements of the normal equation (Neumaier, 1998) . With this modification, Equation 5 is regularized as follows:
where E is the identity matrix. The use of regularization techniques improves the conditions of the design matrix, will result in a much better accuracy, and makes the solutions converge. The solution of the parameters in this situation could be estimated using the Tikhonov Method (Neumaier, 1998) iteratively, i.e., . . . P(x (k) ) is computed by the method proposed by Tao and Hu (2001) . In our formulation: x (0) ϭ 0, P (0) ϭ P(x (0) ) ϭ E and h ϭ 0.001. By computation of unknowns and residuals in each iteration, the RMSE of control and check points simultaneously is used as the evaluation criteria for ranking the individuals (i.e., chromosomes) of each generation. The iteration is terminated when variation of the residuals sufficiently approach to zero. If iteration goes beyond 10, and termination criterion is not fulfilled, the process terminates.
Natural Selection
The selection of individuals to produce successive generations plays an important role in a genetic algorithm. A probabilistic selection is performed based on the individual's fitness such that the better individuals have an increased chance of being selected. There are several schemes for the selection process: roulette wheel selection and its extensions, scaling techniques, tournament, and ranking methods (Goldberg, 1989; Michalewicz, 1994) .
In our approach, we used the roulette wheel selection method which has been developed by Holland (1975) . This is done by assigning each string a wedge on a roulette wheel whose size is proportional to the string's fitness. In this way a fit string is more likely to be chosen than an unfit string. The probability, Pr i , for each individual is defined by:
where F i is inversely proportional to the fitness value of individual i. The fitness value in our GSM optimization is the root mean squares of the residuals of the control and check points.
Recombination
Genetic operators in recombination process provide the basic search mechanism of the GA. The operators are used to create new solutions based on the existing solution in the population. There are two basic types of operators: crossover and mutation. Crossover takes two individuals and produces two new individuals, while mutation alters one individual to produce a single new solution. The application of these two basic types of operators and their derivatives depends on the chromosome representation used and the characteristics of optimization problems.
The crossover and mutation operators applied in this research are described below:
• Crossover: After the selection of the two parental individuals, the next step is the crossover. Depending on a predefined probability value (Pr c ; 0 Յ Pr c Յ 1.0), the GSM parameter values of the parental individuals will be combined through a uniform crossover algorithm. Uniform crossover looks at each bit in the parents and randomly assigns the bit from one parent to one offspring, and the bit from the other parent to other offspring.
• Mutation: In our method, a one-point mutation algorithm is implemented. The mutation will be carried out depending on the mutation probability (Pr m ; 0 Յ Pr m Յ 1.0). To mutate
the value of a GSM parameter, the value of a randomly chosen position of the binary-coded GSM parameter is changed. This means that if the value at this position is 0 (i.e., lack of the term), it will be changed into 1 (signifying the presence of the term) and vice versa.
Termination Criteria
In our method, if the mean or standard deviation of the population's cost (RMSE) reaches a certain level, the optimization process is terminated. The iteration is terminated when variation of the residuals sufficiently approach to zero (e.g., 0.01 pixel). However, if the algorithm does not stop for the mentioned criterion, the process is set to terminate after 100 iterations.
Experimental Results
The potential of the proposed method for the optimization of the terms and the orders of the GSM parameters are evaluated through comprehensive experimental tests conducted on a wide variety of satellite imageries. The following sections report the results of the tests.
Description of the Test Data Sets
The tests are conducted on the following satellite imageries (see Table 1 ):
Ikonos Geo-panchromatic Ikonos image with ground resolution of about 1 meter which lies within the category of pushbroom type imagery with flexible structure. The test image was taken over the city of Hamadan, Iran on 10 October 2000. The relief variation in the area is from 1,700 m to 2,050 m above sea level (ASL). To match with the resolution and accuracy of the image, the ground control points (GCPs) and check points were extracted from 1:1000 scale maps. The expected GCPs accuracy is about Ϯ30 centimeters according to common mapping standards. The total number of the measured GCPs and check points in the area are 40 and 33, respectively. Plate 2 shows the Ikonos image, the distribution of the measured GCPs, the checkpoints, and a 3D view of the area generated from the corresponding digital map data set.
ASTER

ASTER image with ground resolution of about 15 meters.
It is a pushbroom type image with along-track stereo viewing. The test image is a nadir panchromatic band of an ASTER scene acquired on 11 July 2001 over the city of Saveh, Iran (Plate 3) with a relief range of 1,190 m to 2,400 m ASL. The GCPs and checkpoints for the ASTER image were extracted from 1:25 000 scale 3D digital map data. The expected GCPs accuracy is about Ϯ7 meters according to common mapping standards. The total number of the measured points in this area is 49 of which 9 points are taken as the check points (Plate 3). Plate 2. (a) Ikonos Geo-panchromatic image used for the evaluation of the proposed GSM optimization method, with the selected control (red) and checkpoints (blue), (b) the corresponding 3D view of the area.
IRS-1C
IRS-1C image with ground resolution of about 5.8 meters.
It is a pushbroom type image with cross-track stereo viewing. The test image is a panchromatic IRS-1C scene acquired on 08 October 2000. The image is taken over the city of Dezful, Iran (Plate 4) with a relief variation of 75 m to 1,300 m ASL. The GCPs and checkpoints were extracted from 1:25 000 scale 3D digital maps. The expected GCPs accuracy is about Ϯ7 meters according to common mapping standards. The extracted GCPs and checkpoints in this area are 40 and 11, respectively (Plate 4).
Landsat ETMϩ
Landsat ETMϩ with ground resolution of about 15 meters.
It belongs to the whiskbroom type imaging system. The image used for the evaluation is a panchromatic Landsat scene acquired on 20 November 2001 over the city of Ahvaz, Iran (Plate 5). The relief in the area varies from 0 m to 2,530 m ASL. The number of the extracted GCPs and check points are 40 and 13, respectively (Plate 5). The GCPs were extracted from 1:25 000 scale 3D digital map data. The expected accuracy of the extracted GCPs is Ϯ7 meters.
KFA1000
KFA1000 is a frame type image with ground resolution of about Ϯ3 meters.
The test image is a digitized panchromatic KFA-1000 scene acquired on 05 September 1999 over the city of Shiraz, Iran (Plate 6), with relief range between 1,450 m to 1,850 m ASL. The measured GCPs and checkpoints in this area is 40 and 11, respectively (Plate 6). The GCPs were extracted from 1:25 000 scale 3D digital map data. The expected accuracy of the extracted GCPs is Ϯ7 meters.
The map datum for all of the extracted GCPs and check points is WGS84 with a UTM map projection. All of the maps were produced by the National Cartographic Centre (NCC) of Iran. The selected GCPs and checkpoints were natural features such as road intersections, the corners of the buildings, and walls. The image coordinates of the GCPs and the check points were measured using the PCI EASI/PACE ® package. It should be mentioned that for all datasets used in our experiments, the GCP and checkpoints are determined according to the following criteria: (a) uniform distribution of points as much as possible, i.e., avoiding clusters which lessens the likelihood of trapping in local minima; (b) sufficient number of GCP and checkpoints in order to have more reliable evaluation of the term/order optimization, and also provide a higher chance for finding the global optimum; and (c) only those points that are well-defined are included to avoid possible mis-identification and inaccuracies in GCPs and checkpoints.
Evaluation Strategy
To evaluate the optimization capability of our proposed approach, the following strategy is adopted. 
PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING
In the initial stage, conventional geometric modeling of the satellite imagery, such as: rational functions, direct linear transformation (DLT), 2D projective, 2D and 3D polynomials, and 3D affine transformations were implemented; the transformation coefficients were calculated, using the already measured values of the GCPs, and incorporated into their respective mathematical models. The corresponding image coordinates of control and checkpoints were computed with back projection according to the mathematical models. The residual values between the measured image coordinates of the control and checkpoints and their respective computed values in image space were then determined. The complete formulations of the implemented conventional geometric transformations are given in a concise form in Table 2 .
In the next stage, the full GSM model (Equation 1) is employed. Using our GA-based strategy, the GSM orders and terms are optimized for the satellite datasets mentioned above. It should be noted that all possible combinations of the terms and orders are taken into account in the optimization process. In the final stage, the RMS values of the residual errors for the optimal GSM order and terms for each of the images were compared with the corresponding RMSE values achieved by the conventional geometric transformation models. In order to make the results obtained in both methods directly comparable, the results achieved by the GA-based GSM approach were compared with the best accuracies obtained in the conventional models.
For our datasets, the best range is found to be between 0.6 to 0.8 for crossover probability (Pr c ) and between 0.1 and 0.2 for mutation probability (Pr m ). Within these ranges no significant differences in the test results were observed. Therefore, for all of our datasets the fixed values of 0.7 and 0.15 for Pr c , Pr m were adopted, respectively.
Performance Evaluation Pushbroom Flexible Imagery (Ikonos)
As already mentioned, the accuracy evaluation is performed by calculating the discrepancies between the computed image coordinates and the measured image coordinates for the check and control points. The RMS values of the discrepancies for both the control and checkpoints in pixels for all conventional transformations are given in Figure 3a . As the figure indicates, the best result is obtained by the transformation type:
. The vector plot of the discrepancies achieved by this transformation is presented in Figure 3b .
For the same test image the general GSM model is used and optimized by GA approach. The GA convergence trend curve is given in Figure 4c . As the curve shows, in the first few iterations there is a rapid decrease of the fitness values. The curve also indicates that the process is converged. There is a little change in the fitness values after the tenth iteration. The individual optimized terms and orders for the numerator and the denominator of the GSM model after the final iteration are given in Figure 4a . As this figure shows, the RMSE values for the optimized GSM are 0.14 and 0.10 pixels in x and y components for the checkpoints, and 0.11 and 0.10 pixels in the x and y components for the control points. Comparing these accuracies with those obtained by the conventional transformations, it clearly reveals the success of our GA optimization approach. For a more detailed comparison, the vector plot of the discrepan- orders of the GSM model after the final iteration are given in Figure 6a . The vector plot of the discrepancies for all of the check and control points obtained by the GA optimization method is shown in Figure 6b .
Cross Track Imagery (IRS-1C)
The accuracy figures of the control and checkpoints in pixels for the conventional transformations for the IRS-1C image are given in Figure 7a . For this image, the transformation type: has given the best result (see Figure 7a ). The vector plot of the calculated discrepancies is shown in Figure 7b .
The GA convergence trend curve is shown in Figure 8c . The accuracy figures for the GA optimization method are given in Figure 8a cies for all of the check and control points obtained by the GA optimization method is presented in Figure 4b .
Along-Track Imagery (ASTER)
The RMS values of the discrepancies for both of the control and check points in pixels for all conventional transformations for the ASTER image are given in Figure 5a . The best results correspond to the transformation type: (see Figure 5a) . The vector plot of the discrepancies achieved by this transformation is presented in Figure 5b .
The GA convergence trend curve is presented in Figure 6c . ordinate of the check and control points, respectively. The individual optimized terms and orders of the GSM model after the final iteration are given in Figure 8a . The vector plot of the discrepancies for all of the check and control points obtained by the GA optimization method is presented in Figure 8b .
Whiskbroom Imagery (LandSat ETMϩ)
The RMS values of the discrepancies for the control and check points in pixels for conventional transformations (for the ETMϩ image) are given in Figure 9a . As the figure indicates the best result is achieved by the transformation type: . The vector plot of the discrepancies is presented in Figure 9b .
For the same test image the general GSM model is used and optimized by the GA approach. The GA convergence trend curve is given in Figure 10c . The individual optimized terms and orders for the numerator and the denominator of the GSM model after the final iteration are given in Figure 10a . The RMSE values for the optimized GSM in x and y image coordinates are 0.53, 0.45 and 0.30, 0.29 pixels for the check and control points, respectively. For a more detailed comparison, the vector plot of the discrepancies for the check and control points obtained by the GA optimization method is given in Figure 10b .
Frame Type Imagery (KFA-1000):
The RMS values of the discrepancies for both of the control and check points in pixels for all conventional transfor- 
Discussion
The reported performance of our GSM optimization method in the preceding sections indicates the following characteristics:
• The proposed approach for the optimization of the terms and orders does not need any manual intervention because it has intrinsic criteria for term/order selection for different images, and thus, no manual trial-and-error optimization is required.
• For the modeling of the geometric transformations for different image types and terrain morphology of the test datasets, different terms and orders are selected by the proposed GA optimization process. This means that the GSM optimization is quite flexible for the modeling of different geometric structures of the satellite imagery.
• The proposed optimization for all test sites generated a transformation formulation which was always different from that of the conventional models such as: DLT, projective, affine, and polynomial transformations. This means that by GA optimization criteria none of the conventional transformation models are optimum.
• For all of the datasets, the proposed optimization generated rational functions; this shows that, as far as GA criteria is concerned, rational models are superior to the non-rational transformations.
• For all of the test datasets the achieved accuracy is considerably better than the conventional models. This might be due to the fact that the GA optimization process is designed to find the global minimum and hence the chance of falling into the local minima is reduced. Whereas with the conventional models the possibility of trapping into the local optima exists. The superior geometric accuracy performance of the proposed optimization approach is also partly due to the fact that the optimization process satisfies the optimality condition simultaneously for the GCPs and the checkpoints.
Conclusion
The results of the tests conducted on a variety of satellite imagery reported in the preceding sections show that the genetic algorithm incorporated into a full term genericgeometric transformation model has high potential for the mations (for the KFA-1000 image) are given in Figure 11a . The best result is achieved by the transformation type: . The vector plot of the discrepancies is presented in Figure 11b .
For the same test image the general GSM model is used and optimized by GA approach. The GA convergence trend curve is presented in Figure 12c . The individual optimized terms and orders of the GSM model for the final iteration are given in Figure 12a . The RMSE values for x and y image coordinates are 0.46, 0.34 and 0.29, 0.18 for the check and control points, respectively. Comparing these accuracy figures with those obtained by conventional transformations, again clearly reveals the superiority of our GA optimization approach over the classical methods. The vector plot of the discrepancies for the check and control points obtained by the GA optimization method for KFA-1000 image is presented in Figure 12b .
(x,y) → f (X,Y,Z), P B P D optimization of the terms and orders of the transformation parameters. This is empirically demonstrated in all datasets used in this research work. With this approach the difficulties encountered during the manual trial-and-error optimization process can be efficiently tackled. Moreover, the reported experiments indicate that the proposed optimization method yields a superior performance in terms of optimum achievable accuracy. This is due to the fact that all possible term/order combinations are taken into account during the optimization process. The method also avoids trapping in local minima. With this approach, provided that welldistributed GCPs are used, the likelihood of trapping into local minima is reduced because all possible term/order combinations are taken into account for the entire image area. Moreover, the minimization of the fitness values in the GA approach is conducted by taking into account the fitness of both of the ground control and check points simultaneously. In other words, the algorithm must not only satisfy the best fit to the ground control points, but also simultaneously prove its flexibility and fitness for any arbitrary checkpoint in the dataset.
Finally, as discussed throughout the paper, our evaluation criterion is defined based on the RMS at the control and checkpoints. However, further investigation still may be carried out as regards the inclusion of other factors for the definition of the evaluation criterion, such as, the condition number of the design matrix as a measure of the stability of the solution.
