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Abstract
Multi-task clustering (MTC) has attracted a lot of research attentions in machine learn-
ing due to its ability in utilizing the relationship among different tasks. Despite the
success of traditional MTC models, they are either easy to stuck into local optima, or
sensitive to outliers and noisy data. To alleviate these problems, we propose a novel
self-paced multi-task clustering (SPMTC) paradigm. In detail, SPMTC progressively
selects data examples to train a series of MTCmodels with increasing complexity, thus
highly decreases the risk of trapping into poor local optima. Furthermore, to reduce the
negative influence of outliers and noisy data, we design a soft version of SPMTC to fur-
ther improve the clustering performance. The corresponding SPMTC framework can
be easily solved by an alternating optimization method. The proposed model is guar-
anteed to converge and experiments on real data sets have demonstrated its promising
results compared with state-of-the-art multi-task clustering methods.
Keywords: Multi-task clustering, self-paced learning, non-convexity, soft weighting
1. Introduction
Clustering is an unsupervised classification problem that groups samples into dif-
ferent clusters. Among different clusters, examples have no overlap, while they are
similar to each other in the same cluster [1, 2]. Clustering can not only be used to
find out the inner structure of data but also be used as the precursor of other machine
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learning tasks [3]. Over the past decades, many clustering approaches have been devel-
oped, such as partitional algorithms (e.g., k-means type clustering [4, 5]), hierarchical
clustering [1], density-based clustering [6, 7], distribution-based clustering (e.g., Gaus-
sian mixture model [8]), clustering based on non-negative matrix factorization (NMF)
[9, 10, 11], mean shift clustering [12, 13, 14], ensemble clustering [15, 16, 17], etc.
All of the abovementioned methods can only tackle single task and are considered as
single-task clustering.
Considering the relationship among similar tasks, multi-task learning is proposed
to learn the shared information among tasks [18] and it is proved to achieve great
performance in many applications such as medical diagnosis [19, 20] , web search
ranking [21], computer vision [22], and so on.
Tasks being closely related to each other is a common issue in real clustering prob-
lems. Consequently, multi-task clustering (MTC) that uses the information shared by
multiple related tasks is proposed [23]. Particularly, the resulting method is named
learning the shared subspace multi-task clustering (LSSMTC), which learns individual
k-means clustering models simultaneously and a common shared subspace for each
task. After that, many multi-task clustering methods have been proposed in the past
few years [24, 25, 26, 27]. The abovementioned work has shown that MTC outper-
forms traditional single-task clustering algorithms in general. However, the existing
MTC methods typically solve a non-convex problem and easily achieve a sub-optimal
performance [23].
In this paper, we adopt self-paced learning (SPL) paradigm to alleviate this problem
and propose self-paced multi-task clustering (SPMTC). Concretely, self-paced learn-
ing is an example sampling strategy that is inspired by human learning process [28].
Instead of treating all the examples equally, SPL starts with “easy” examples and then
gradually adds “hard” examples to train the model. Unlike curriculum learning [29],
SPL does not need prior knowledge to determine the training order of the examples.
The easiness of examples is defined by the off-the-shelf model itself [30]. It has been
shown that SPL can avoid bad local optimum and can achieve a better generalization
ability [30]. Traditional SPL model treats the selected samples equally. Recently, some
variations of SPL are designed to not only choose examples but also assign weights to
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them [31, 32, 33].
Furthermore, outliers and noisy data which can negatively affect the clustering per-
formance are generally common in multi-task clustering. To address this issue, a soft
weighting strategy is designed in SPMTC. By assigning relatively small weights to
noisy data or outliers, their negative influence will be significantly reduced. Overall,
the main contributions of this paper are stated as below:
• We make use of SPL to address the non-convexity issue of multi-task learning in
unsupervised setting. To the best of our knowledge, this is the first work to apply
self-paced learning to solve the multi-task clustering model.
• The reconstruction error is used to assess how difficult it is to clustering a set
of examples, with which a self-paced multi-task clustering (SPMTC) model is
proposed. SPMTC helps obtain a better optimum and thus achieves better multi-
task clustering performance.
• A soft weighting strategy of SPL is employed to estimate the weights of data
samples, according to which samples participate in training the MTC model. In
this way, the negative influence of noisy data and outliers can be reduced and the
clustering performance is further enhanced. An alternative strategy is developed
to solve the proposed model and the convergence analysis is also given.
2. Related Work
2.1. Multi-Task Clustering
It has been shown that learning multiple related tasks simultaneously can be ad-
vantageous relative to learning these tasks independently [34, 35]. Multi-task learning
(MTL) methods are firstly developed for classification problems and can be classi-
fied into two different types: regularization-based learning and joint feature learning.
Regularization-based MTL minimizes the regularized objective function [34], while
joint feature learning methods capture the task relatedness by constraining all the tasks
to a shared common feature set [36].
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To introduce multi-task learning in clustering, [37] proposed adaptive subspace it-
eration (ASI) that specifically identifies the subspace structure of multiple clusters, that
is, projects all the examples into a subspace defined by the linear combination of the
original feature space. Whereafter, [23] came up with the multi-task clustering method
which combines the traditional k-means clustering and the ASI method by a balancing
parameter, where the k-means clustering learns the individual clustering task and the
ASI model learns the shared subspace of the multiple tasks. [24] proposed learning
spectral kernel for multi-task clustering (LSKMTC) which learns a reproducing kernel
hilbert space (RKHS) by formulating a unified kernel learning framework. After that,
a number of multi-task clustering methods have been proposed [25, 27, 38, 39, 40, 41].
2.2. Self-Paced Learning
Curriculum learning (CL) is an instructor-driven model that organizes examples in
a meaningful order under the premise of prior knowledge [29]. Self-paced learning is a
student-driven model that learns examples’ easiness automatically [28]. Both CL and
SPL order the examples by a certain rule rather than learning the model with them ran-
domly. The difference between CL and SPL lies on the way they define the order of the
examples: CL defines the order in advance by the prior knowledge while SPL defines
the order by the loss computed by the model and updates the easiness according to the
updated model [30]. [31] designed the soft weighting strategy to weaken the negative
impact of noisy data. Due to its effectiveness, SPL has gainedmore and more attentions
in various fields, e.g., computer vision [31, 42, 43], feature corruption [44], boosting
learning [32], diagnosis of Alzheimer’s Disease [45], multi-class classification [33],
and so on.
Recently, self-paced multi-task learning (SPMTL) has been proposed for super-
vised problems. For instance, [46] proposed a self-paced task selection method for
multi-task learning, and [47] proposed a novel multi-task learning framework that
learns the tasks by simultaneously considering the order of both tasks and instances.
However, as we know, none of work has been done to enhance the multi-task clustering
performance with self-paced learning. This paper fills this gap and proposes self-paced
multi-task clustering in unsupervised setting. Soft weighting scenario for SPMTC is
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developed to further improve the clustering performance.
3. Preliminaries
Supposem clustering tasks are given, each associates with a set of data examples,
X (k) = {x
(k)
1 ,x
(k)
2 , . . . ,x
(k)
nk } ∈ R
d, k = 1, 2, . . . ,m, where d is the dimension
of feature vectors for all tasks and nk is the number of examples in the k-th task.
Let X(k) = [x
(k)
1 ,x
(k)
2 , . . . ,x
(k)
nk ] ∈ R
d×nk represent the k-th data set. Multi-task
clustering seeks to group data examples of each task X (k) into c(k) disjoint clusters.
We assume c(1) = c(2) = · · · = c(m) = c, which is generally assumed in the multi-task
learning literature [23]. Furthermore, we let the feature dimensionality d be the same
for all the tasks. In fact, we can use feature extraction or feature augmentation to make
the dimensionality of all tasks the same. For example, the bag-of-words representation
used in document analysis actually achieves this goal.
3.1. Multi-Task Clustering
Let us consider partitioning the k-th data set X (k) into c clusters by k-means, the
following objective should be minimized:
min
m
(k)
j
,1≤j≤c
c∑
j=1
∑
x
(k)
i
∈C
(k)
j
||x
(k)
i −m
(k)
j ||
2
2, (1)
wherem
(k)
j is the mean of clusterC
(k)
j ,C
(k)
j is the j-th cluster in the k-th task, and ‖·‖2
means the l2-norm of a vector. By letting M
(k) = [m
(k)
1 ,m
(k)
2 , . . . ,m
(k)
c ] ∈ Rd×c,
equation (1) can be rewritten as:
min
M(k),P(k)
||X(k) −M(k)P(k)T||2F (2)
s.t. P(k) ∈ {0, 1}nk×c.
‖ · ‖F denotes the Frobenius norm. P
(k) ∈ {0, 1}nk×c is a binary matrix that specifies
each example into different clusters. It has the following assignment rules:
P
(k)
ij =

 1, if x
(k)
i ∈ C
(k)
j ,
0, otherwise.
(3)
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Then, LSSMTC (learning the shared subspace multi-task clustering) defines the
objective of MTC as [23]:
min
M,M(k),P(k),W
λ
m∑
k=1
||X(k) −M(k)P(k)T||2F
+ (1− λ)
m∑
k=1
||WTX(k) −MP(k)T||2F (4)
s.t. WTW = I, P(k) ≥ 0, k = 1, . . . ,m,
whereW ∈ Rd×l is the orthonormal projection which learns a shared subspace across
all the related tasks, and M = [m1,m2, . . . ,mc] ∈ R
l×c with mj is the center of
cluster Cj of all tasks in the shared subspace. I is the identity matrix. The parameter
λ ∈ [0, 1] controls the balance of the two parts in equation (4). The constraint of P is
relaxed into non-negative continuous domain for optimization convenience.
3.2. Self-Paced Learning
The self-paced learning strategy [28] iteratively learns the model parameter θ and
the self-paced learning weight v:
min
θ,v
∑n
i=1 viL(xi, θ) + f(λ,v), (5)
where λ > 0, v ∈ [0, 1]n is the latent weighting variable, n is the number of ex-
amples, and L(xi, θ) is the corresponding loss function for example xi in traditional
classification or regression problems. f(λ,v) denotes the SPL regularizer. [28] defines
f(λ,v) = −λ
∑n
i=1 vi. When fix θ, the optimal values of v is calculated by:
vi =


1, if L(xi, θ) ≤ λ,
0, otherwise,
(6)
When λ is small, a small number of examples are selected. As λ grows gradually, more
and more examples will be chosen to train the model until all the samples are chosen.
4. Self-Paced Multi-Task Clustering
4.1. The Objective
In this work we propose self-paced multi-task clustering (SPMTC) to address the
non-convexity of multi-task clustering. By making use of self-paced learning paradigm
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which trains a model with examples from simplicity to complexity, SPMTC is able to
avoid bad local optimum and find better solutions. When designing the SPL regularizer,
SPMTC considers the easiness of examples not only from the example level, but also
from the task level. Moreover, we develop a soft weighting technique of SPL to reduce
the negative influence of noisy examples and outliers and to further enhance the multi-
task clustering performance. The common optimization model of SPMTC is defined
as:
min
M,M(k),P(k),W,V(k)
λ1
m∑
k=1
||(X(k) −M(k)P(k)T)V(k)||2F
+(1− λ1)
m∑
k=1
||(WTX(k) −MP(k)T)V(k)||2F (7)
−
m∑
k=1
f(λ
(k)
2 ,V
(k))
s.t. WTW = I, P(k) ≥ 0, k = 1, . . . ,m.
The first part of equation (7) containsm independent k-means clustering tasks and
is called within-task clustering, while the second part involves clustering data of all
tasks in the shared subspace and is referred as cross-task clustering. λ1 ∈ [0, 1] is the
trade-off parameter. The third part is the SPL regularizer. Matrix V(k) = diag(v(k))
where v(k) = [v
(k)
1 ,v
(k)
2 , . . . ,v
(k)
nk ] ∈ [0, 1]
nk denotes the weights of nk exam-
ples in the k-th task, λ
(k)
2 is the SPL controlling parameter for the k-th task, and
−f(λ
(k)
2 ,V
(k)) is the corresponding SPL regularization term.
Traditional SPL regularizer assigns weights and selects examples from the entire
data, which may suffer from a problem in multi-task setting. That is, if data from
some tasks inherently have small loss values and thus own large weights, then these
tasks will contribute more in the training process. By contract, those tasks whose data
generally obtain small weights (which correspond to large loss values) participate little
in the learning model. If this happens, the underlying relation among multiple tasks is
not adequately utilized. In extreme cases, none or limited number of examples from
these tasks are selected to train in the beginning of SPL. Different from the traditional
one, the developed SPL regularizer in this work is able to compute weights and choose
examples from each task independently. This ensures that all the tasks have equal
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opportunity to participate in multi-task clustering process, and thus the relation among
tasks can be sufficiently used.
4.2. Optimization
We firstly run LSSMTC a small number of iterations (which is set to 20 in the
experiments) to obtain an initialization of model parameters M,M(k),P(k),W. By
doing this, we can obtain an initialized estimation of reconstructing error for examples.
Then, an alternative optimization method is designed to solve equation (7) and the
optimization process mainly contains the following two steps.
Step 1: Fix model parameters, update V(k).. For fixed MTC model parameter values
(i.e.,M,M(k),P(k),W), minimizing equation (7) is equivalent to solve
min
v
(k)
i
λ1
m∑
k=1
nk∑
i=1
||x
(k)
i − [M
(k)
P
(k)T]
i||
2
2v
(k)
i
+ (1− λ1)
m∑
k=1
nk∑
i=1
||[WX(k) −MP(k)T]
i||
2
2v
(k)
i (8)
−
m∑
k=1
f(λ
(k)
2 ,V
(k)),
where [M(k)P(k)T]
i means the i-th column of matrix M
(k)
P
(k)T. Let L(x
(k)
i ) =
λ1||x
(k)
i − [M
(k)
P
(k)T]
i||
2
2+(1−λ1)||[WX
(k)−MP(k)T]
i||
2
2 be the reconstruction
error of example x
(k)
i , then equation (8) becomes:
min
v
(k)
i
m∑
k=1
nk∑
i=1
L(x
(k)
i )v
(k)
i −
m∑
k=1
f(λ
(k)
2 ,V
(k)). (9)
In classification tasks, the labels of examples can be used to evaluate the loss values
and assign weights. But, no supervised information is provided in clustering problems.
Thus, we use the reconstruction error of an example as its loss value. Intuitively, exam-
ples which are close to the centers in the original feature space and in the shared feature
space obtain small reconstruction error, while examples that are far away from centers
obtain large loss values and are considered as “hard” examples. To solve equation (9),
we design two functions of f(λ
(k)
2 ,V
(k)), which correspond to hard weighting and soft
weighting strategies, respectively.
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Hard weighting:
f(λ
(k)
2 ,V
(k)) = λ
(k)
2 tr(V
(k)) = λ
(k)
2 ||v
(k)||1, (10)
where tr(·) denotes the trace of a matrix and ‖ · ‖1 is the l1-norm of a vector. By
substituting equation (10) into equation (9), we can easily find the optimal value of
V
(k) given by:
v
(k)
i =


1, if L(x
(k)
i ) ≤ λ
(k)
2 ,
0, otherwise,
(11)
Soft weighting:
f(λ
(k)
2 ,V
(k)) =
nk∑
i=1
γ(k) ln(v
(k)
i + γ
(k)/λ
(k)
2 ). (12)
Equation (12) is referred as mixture soft weighting in [31, 33]. The SPL regularizer
designed in this work is actually a variation of mixture soft weighting in multi-task
setting. By substituting equation (12) into equation (9), setting the derivation w.r.t.
v
(k)
i , and noting that v
(k)
i ∈ [0, 1], the optimalV
(k) can be obtained by:
v
(k)
i =


1, if L(x
(k)
i ) ≤
γ(k)λ
(k)
2
γ(k)+λ
(k)
2
,
0, if L(x
(k)
i ) ≥ λ
(k)
2 ,
γ(k)/L(x
(k)
i )− γ
(k)/λ
(k)
2 , otherwise.
(13)
For simplicity, parameter γ(k) is always set to 12λ
(k)
2 .
Both hard and soft weighting assign weights and select examples from each task
independently. The difference is that hard weighting assign weight 1 to all the chosen
examples, while soft weighting not only selects examples but also assigns weights
(whose values range in [0, 1]) to them. Thus, in soft weighting scenario, those “hard”
examples (which are typically noisy data, outliers or overlapped data) generally obtain
small weights and their negative influence is reduced.
Step 2: Fix V(k), update model parameters.. For fixed V(k), k = 1, . . . ,m, the last
term of equation (7) is a constant value. Then, we update each of the four MTC model
parameters (i.e.,M,M(k),P(k), andW) when others are fixed.
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• Update rule of M: Optimizing (7) w.r.t. M while keeping W and P(k) fixed is
equivalent to minimizing:
J1 =
m∑
k=1
||(WTX(k) −MP(k)T)V(k)||2F . (14)
Representing X = [X(1),X(2), . . . ,X(m)], P = [P(1)T,P(2)T, . . . ,P(m)T]T
and
V =


v
(1)
1 · · · 0 · · · 0 · · · 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 · · · v
(1)
n1 · · · 0 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · v
(m)
1 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · 0 · · · v
(m)
nm


, where V(k) =


v
(k)
1 · · · 0
...
. . .
...
0 · · · v
(k)
nk

 , J1 can be written as:
J1 = ||(W
T
X−MPT)V||2F . (15)
Setting ∂J1
∂M
= 0, we have
M = WTXVVTP(PTVVTP)−1 (16)
• Update rule of M(k): When fix P(k), we can optimize equation (7) w.r.t. M(k)
by minimizing :
J2 = ||(X
(k) −M(k)P(k)T)V(k)||2F , (17)
setting ∂J2
∂M(k)
= 0, we can observe
M
(k) = X(k)V(k)V(k)TP(k)(P(k)TV(k)V(k)TP(k))−1. (18)
• Update rule of P(k): Solving (7) w.r.t. P(k) while keeping M(k),M, and W
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fixed is equivalent to optimizing the following equation:
J3 =λ1
m∑
k=1
||(X(k) −M(k)P(k)T)V(k)||2F
+ (1− λ1)
m∑
k=1
||(WTX(k) −MP(k)T)V(k)||2F (19)
s.t. P(k) ≥ 0, k = 1, . . . ,m.
By introducing the Lagrangian multiplier α ∈ Rnk×c, we obtain the Lagrangian
function:
L(P(k)) =λ1
m∑
k=1
||(X(k) −M(k)P(k)T)V(k)||2F
+ (1− λ1)
m∑
k=1
||(WTX(k) −MP(k)T)V(k)||2F (20)
− tr(αP(k)T).
Setting
∂L(P(k))
∂P(k)
= 0, we observe
α = −2A+ 2V(k)V(k)TP(k)B, (21)
where A = λ1V
(k)
V
(k)T
X
(k)T
M
(k) + (1 − λ1)V
(k)
V
(k)T
X
(k)
WM, B =
λ1M
(k)
M
(k)T+(1−λ1)M
T
M. According to [48], we can obtain the following
update rule:
P
(k)
ij ← P
(k)
ij
√
[A+ +V(k)V(k)TP(k)B−]ij
[A− +V(k)V(k)TP(k)B+]ij
. (22)
Here, A = A+ − A− and B = B+ − B−, where A+ij =
|Aij |+Aij
2 and
A
−
ij =
|Aij |−Aij
2 .
• Update rule ofW: Optimizing (7) w.r.t. W while keepingM,M(k),P(k) fixed
is equivalent to minimizing:
J4 =
m∑
k=1
||(WTX(k) −MP(k)T)V(k)||2F
=||(WTX−MPT)V||2F (23)
s.t.WTW = I.
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Algorithm 1 Self-Paced Multi-Task Clustering.
Input: Data sets X (k), k = 1, 2, . . . ,m;
Maximum number of iterations T .
Output: Partition matrices P(k), k = 1, 2, . . . ,m.
Initialize model parameters M,M(k),P(k),W.
Initialize SPL controlling parameters λ
(k)
2 , k = 1, 2, . . . ,m.
repeat
Step 1 FixM,W,M(k),P(k), update V(k) by equation (11) or equation (13).
Step 2 FixV(k), update M,W,M(k),P(k) as follows:
repeat
UpdateM by equation (16).
UpdateM(k) by equation (18).
Update P(k) by equation (22).
UdpateW by computing the eigenvectors of matrix (25).
until convergence or T is reached
Update λ
(k)
2 .
until all the examples are selected
return P(k), k = 1, 2, . . . ,m.
SubstitutingM = WTXVVTP(PTVVTP)−1 into J4, we have
J5 =tr(W
T
XV(I −VTP(PTVVTP)PTV)VTXTW),
s.t.WTW = I. (24)
Then, the optimal W is composed of the eigenvectors of the following matrix
corresponding to the l smallest eigenvalues:
XV(I −VTP(PTVVTP)PTV)VTXT. (25)
With fixed V(k), k = 1, . . . ,m, step 2 actually solves a weighted version of the
LSSMTC model [23], whose convergence property has been guaranteed. Step 2 stops
when converges or reaches the maximum number of iterations T , which is set to 50 in
our experiments.
SPMTC runs steps 1 and 2 iteratively. In the beginning, we initialize λ
(k)
2 (k =
1, . . . ,m) to let half of the data examples be chosen to train the model. Then, we
12
increase λ
(k)
2 to add 10% more examples from the k-th task in each of the following
iterations. SPMTC stops when all the data of all tasks are included. Then, the learned
M,M(k),P(k), andW are the final parameter values. In the k-th task, the example
x
(k)
i is assigned to the j
∗-th cluster if P
(k)
ij∗ > P
(k)
ij , ∀j 6= j
∗, j = 1, 2, . . . , c. In
summary, the pseudo code of SPMTC is described in Algorithm 1.
4.3. Algorithm Analysis
The proposed SPMTC has the following properties: First, SPMTC inherits the
advantage of avoiding bad local optima and thus can find better clustering solution.
Second, SPMTC with soft weighting assigns extremely small weight values to noises
and outliers. Thus, these data samples will have extremely small influence in the train-
ing process. This property is consistent with the loss-prior-embedding property of SPL
described in [49]. That is, outliers and noises typically show large loss values and are
associated with small weights, thus their negative affect can be significantly reduced.
Third, the convergence of the proposed SPMTC model is theoretically guaranteed and
the corresponding proof is given in Theorem 1.
Theorem 1. SPMTC is guaranteed to converge.
Proof. The proposed SPMTC iteratively updates model parameters
(M,M(k),P(k),W) and self-paced learning weight V(k). In each iteration,
when model parameters are updated, self-paced learning weightV(k) can be obtained
by a closed-form solution, i.e., equation (11) or equation (13). When V(k) is fixed,
solving model parameters of SPMTC is equivalent to solving a weighted version of the
LSSMTC model, which has been theoretically prone to converge [23]. Specifically,
solving model parameters of SPMTC can be divided into four subproblems, which
correspond to parameters M, M(k), P(k), and W, respectively. By alternatively
updating each parameter with the other three fixed, the value of objective function
(7) decreases correspondingly. Then, we obtain that the objective function value (7)
is monotonically decreasing and is obviously lower bounded when its third part is a
constant. Thus, SPMTC converges to a local minima whenV(k) is fixed.
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As lambda grows and more data instances are selected for training, the model pa-
rameters and self-paced learning weight are updated accordingly. In the last iteration of
SPMTC, when all the data instances are chosen,V(k) is calculated and SPMTC finally
converges.
5. Experiments
5.1. Experimental Setup
Data Sets. We select two popular data sets based on which we design several binary
clustering tasks since our focus is to verify the effectiveness of introducing self-paced
learning to multi-task clustering. The 20 Newsgroups1 data set is consisted of roughly
20,000 newsgroup documents, which are partitioned into 20 different newsgroups, each
corresponding to a different topic. Some of the newsgroups are very closely related to
each other, while others are highly unrelated. In this paper, we use a subset of 20 News-
group which is also used in [23], and it includes two different subsets: Comp vs Sci and
Rec vs Talk. Reuters-215782 is a famous data base for text analysis. Among its five
categories, orgs, people and places are the three biggest ones. We use three data sets
orgs vs people, orgs vs places and people vs places generated by [50]. The WebKB
dataset3 collects webpages of computer science departments from different universi-
ties. It can be classified into 7 different categories: student, faculty, staff, department,
course, project and other. The detailed information of data sets can be found in Table
1.
Comparing Methods. We compare the proposed SPMTC with the following single
clustering methods: k-means (KM) [4], spectral clustering (SC) [51], and adaptive
subspace iteration (ASI) [37]. We also use the above three methods to clustering all
the tasks’ data together and present the three methods: All KM, All SC, and All ASI,
1http://people.csail.mit.edu/jrennie/20Newsgroups/
2http://www.cse.ust.hk/TL/
3http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/
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Table 1: Data sets used in the experiments.
Data Set TaskID #Sample #Feature #Class
COMPvsSCI
Task 1 1875 2000 2
Task 2 1827 2000 2
RECvsTALK
Task 1 1844 2000 2
Task 2 1545 2000 2
ORGSvsPEOPLE
Task 1 1237 4771 2
Task 2 1208 4771 2
ORGSvsPLACES
Task 1 1016 4405 2
Task 2 1043 4405 2
PEOPLEvsPLACES
Task 1 1077 4562 2
Task 2 1077 4562 2
WebKB
Task 1 226 2500 6
Task 2 252 2500 6
Task 3 255 2500 6
Task 4 307 2500 6
respectively. The multi-task clustering method LSSMTC [23] is also tested in the ex-
periments. Our methods SPMTC-h and SPMTC-s denote SPMTC model with hard
weighting and soft weighting, respectively.
Parameter Setting. We always set the number of clusters equal to the true num-
ber of data labels. For LSSMTC, SPMTC-h and SPMTC-s, we tune l and λ1
in the same way and report the best results, where l ∈ {2, 4, 8, 16}, and λ1 ∈
{0.05, 0.1, 0.15, 0.2, . . . , 0.95}.
Evaluation Measures. The accuracy (ACC) and the normalized mutual information
metric (NMI) are adopted in this paper to evaluate the performance of comparingmeth-
ods. Larger values of ACC or NMI indicate better clustering performance. The average
results of 20 independent runs of each method are reported. t-test is used to assess the
statistical significance of the results at 5% significance level.
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Table 2: Results on COMPvsSCI.
Methods
Task1 Task2
ACC NMI ACC NMI
KM 69.50 26.21 58.22 7.30
SC 50.88 6.66 51.94 4.12
ASI 87.86 52.33 69.44 18.93
All KM 66.89 18.75 53.72 2.04
All SC 51.57 0.00 51.94 4.12
All ASI 87.76 52.09 84.21 37.48
LSSMTC 89.92 56.91 75.40 29.64
SPMTC-h 90.87 59.44 81.72 35.05
SPMTC-s 92.02 61.34 76.31 29.20
Table 3: Results on RECvsTALK.
Methods
Task1 Task2
ACC NMI ACC NMI
KM 63.72 12.57 58.33 3.92
SC 57.66 4.87 58.87 4.20
ASI 67.02 10.80 63.14 5.02
All KM 64.96 12.44 59.20 3.34
All SC 56.18 3.33 55.47 0.61
All ASI 67.29 12.29 64.23 8.69
LSSMTC 91.85 61.23 84.16 44.52
SPMTC-h 92.00 61.47 84.76 45.47
SPMTC-s 92.56 64.05 88.69 52.61
5.2. Results on Real Data Sets
The clustering results are shown in Tables 2-7. In each column, we highlight the
best and comparable results. First, we can observe from these tables that the multi-task
clustering methods (i.e., ASI, LSSMTC, SPMTC-h, and SPMTC-s) generally outper-
form the single-task clustering methods. Second, compared with LSSMTC, higher
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Table 4: Results on ORGSvsPEOPLE.
Methods
Task1 Task2
ACC NMI ACC NMI
KM 54.62 0.62 52.08 0.12
SC 63.86 11.34 52.81 1.48
ASI 61.35 4.52 59.67 3.56
All KM 54.66 0.49 52.67 0.19
All SC 52.06 0.73 52.15 0.33
All ASI 62.37 5.15 62.30 5.01
LSSMTC 71.45 14.05 60.26 4.08
SPMTC-h 73.27 16.18 62.12 5.14
SPMTC-s 73.67 17.31 68.62 12.33
Table 5: Results on ORGSvsPLACES.
Methods
Task1 Task2
ACC NMI ACC NMI
KM 55.17 0.73 58.39 1.79
SC 65.19 9.63 61.12 3.66
ASI 67.26 9.79 62.91 5.43
All KM 53.25 0.71 59.18 1.89
All SC 57.57 0.02 60.59 3.01
All ASI 66.71 9.08 64.56 6.91
LSSMTC 67.11 10.63 62.40 5.65
SPMTC-h 68.09 11.10 68.73 9.69
SPMTC-s 67.24 10.03 71.14 12.45
ACC and NMI values are achieved by SPMTC-h in most of time. This demonstrates
the advantage of applying SPL in the MTC model. Third, All ASI performs the best
for task 2 of COMPvsSCI and task 1 of WebKB, and SC outperforms other methods
for task 2 of PEOPLEvsPLACES. Besides, the proposed SPMTC-s always obtains the
best or comparable performance, indicating the usefulness of evaluating and utilizing
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Table 6: Results on PEOPLEvsPLACES.
Methods
Task1 Task2
ACC NMI ACC NMI
KM 58.18 0.17 61.69 3.09
SC 61.16 0.91 63.53 6.31
ASI 62.49 2.99 56.19 0.46
All KM 58.25 0.11 61.61 3.09
All SC 59.91 0.62 60.74 3.83
All ASI 62.76 3.28 61.10 2.67
LSSMTC 62.49 4.77 55.51 0.87
SPMTC-h 63.41 5.55 55.98 0.80
SPMTC-s 67.43 10.92 57.31 1.03
Table 7: Results on WebKB.
Methods
Task1 Task2 Task3 Task4
ACC NMI ACC NMI ACC NMI ACC NMI
KM 59.86 13.71 55.71 12.40 54.19 10.93 55.60 14.21
SC 44.95 20.34 50.11 16.17 46.43 24.53 54.03 29.23
ASI 63.53 26.27 63.65 26.75 58.43 23.88 62.86 30.55
All KM 61.15 14.75 61.42 12.40 51.29 5.51 57.85 12.48
All SC 61.76 23.92 53.01 19.50 60.31 18.81 66.12 37.97
All ASI 66.72 35.09 64.92 23.74 60.62 24.31 62.93 33.02
LSSMTC 63.09 24.82 60.00 25.61 61.09 21.31 58.89 26.47
SPMTC-h 64.34 23.80 64.29 26.00 57.18 17.61 65.60 29.24
SPMTC-m 64.07 28.84 66.19 27.79 62.20 26.99 69.51 39.64
weights of data instances in the model according to their loss values.
5.3. Sensitivity and Time Complexity Analysis
In real multi-task clustering applications, if the tasks are more related, the cross-
task clustering term should be considered more and λ should be set to a smaller value,
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Figure 1: Sensitivity analysis on PEOPLEvsPLACES.
and vice versa. In this section, we set λ = 0.5 and test the sensitivity of SPMTC
w.r.t. the feature dimension of the shared space l. Fig. 1 shows the results of LSSMTC,
SPMTC-h, and SPMTC-s on PEOPLEvsPLACES. We can see that different choices of
l do not significantly affect the performance of SPMTC.
SPMTC needs to solve a weighted version of LSSMTC several times (which is
much less than 10 in the experiments). But, SPL generally speeds the convergence
because each iteration of SPL takes the model parameter values trained by the previous
iteration as initializations. Thus, the time complexity of the proposed SPMTC is similar
with LSSMTC. For instance, the average running time of LSSMTC and SPMTC-h on
PEOPLEvsPLACES is 3.1 and 4.2 seconds, respectively.
6. Conclusion and Future Work
We have proposed self-paced multi-task clustering (SPMTC) to alleviate the non-
convexity issue of traditional multi-task clustering. Furthermore, we develop a soft
weighting scheme of self-paced learning for SPMTC model to further enhance its clus-
tering performance. The convergence analysis of SPMTC is given and its effectiveness
is demonstrated by experimental results on real data sets. We are interested in extend-
ing the framework proposed in this paper to more general situations in our future work,
e.g., the number of clusters or feature dimensionality is different among different tasks.
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