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erm of a general quadrature transform with
pplication to demodulation of an n-dimensional
ringe pattern
aniel Crespo, Juan Antonio Quiroga, and Jose Antonio Gomez-Pedrero
The spatial orientation of fringes has been demonstrated to be a key point in reliable phase demodulation
from a single n-dimensional fringe pattern, regardless of the frequency spectrum of the signal. Recent
publications have shown a general method for determination of the orientation factor by use of a
regularized phase-tracking RPT algorithm. We propose a generalization of a RPT algorithm for
estimation of the spatial orientation in a general n-dimensional case. The proposed algorithm makes
use of a simplified cost function that remains one dimensional regardless of the dimension of the problem.
This makes the calculation faster than with a standard RPT algorithm, with which it is necessary to
minimize an n  1-dimensional cost function for each point of the sample space. We have applied the
method to the three-dimensional demodulation of a time-evolving fringe pattern, with good results.
© 2004 Optical Society of America
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. Phase Demodulation with a Quadrature Operator and
he Relevance of the Orientation Term
he irradiance distribution of a fringe pattern can
e represented in a first approximation as an n-
imensional phase-modulated signal given by
Ir  br mrcos r, (1)
ere I is the irradiance, b is the background,m is the
odulation,  is the modulating phase, and r 
x1, . . . , xn denotes an n-dimensional position vec-
or.
In most practical cases we can assume that the
ackground is spatially smooth and that it can be
emoved with a high-pass filter. We denote by IHP
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2he high-pass filtered, background-suppressed ver-
ion of the irradiance distribution:
IHPr mrcos r. (2)
sually the modulating phase is associated with the
hysical magnitude to be measured and the back-
round and the modulation are associated with envi-
onmental conditions such as illumination setup and
bject reflectance. The process of phase demodula-
ion consists in extracting the relevant information,
r, from an observed irradiance distribution of the
orm given by Eq. 2.
Phase demodulation from a single fringe pattern is
n important task in areas such as the study of fast
ransient phenomena, in which only one fringe pat-
ern can be acquired two-dimensional 2D case or
n which a temporal set can be captured but with
nknown temporal behavior of the phase three-
imensional 3D case.
In the general case of fringe patterns with closed
ringes it is not possible to obtain good results with
rdinary algorithms such as Fourier-transform and
patial phase sampling methods.1
One of the methods for solving this problem that
as proposed recently is a general quadrature trans-
orm GQT.2 The GQT is a quadrature operator,
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6n 	, which means that it is an operator that trans-
orms a given fringe pattern into its quadrature term,
nIHPr	  
mrsin r. With this quadrature
ignal one can easily determine the modulo 2
rapped phase, Wr	, over the whole region of in-
erest by a simple arctangent calculation.
As was shown in Ref. 2, the GQT is given by
Qn IHPr  rr IHPrr  nr IHPrr . (3)
he first term of Eq. 3, nr  rr, is a
nit vector normal to the corresponding isophasics,
hich points in the direction of a fringe orientation
erm denominated r. The second term is an
sotropic n-dimensional generalization of the one-
imensional Hilbert transform, HnIHP	  IHP
.
The term HnIHP	 can be estimated as a linear op-
rator, regardless of the dimension of the problem.2
ut, for fringe patterns with closed fringes, the cal-
ulation of the orientation term n is a nonlinear
roblem.
To obtain the orientation term we have access only
o the fringe pattern irradiance and its gradient. If
odulation mr and background br are spatially
mooth, we can approximate I  
m sin , and
hen the unitary irradiance gradient can be written
s
n˜r 
I
I


sin 
sin 
r
r
 
signsin nr.
(4)
quation 4 states that we can compute orientation
erm n from the irradiance gradient if we can esti-
ate the fringe pattern quadrature sign QS, given
y
QSI	  
signsin . (5)
s is shown in Ref. 3, the calculation of the QS in a
eneral n-dimensional case is possible by unwrap-
ing of a generalization of the 2D fringe orientation
ngles. For the sake of clarity we include here a
rief description of this method. In effect, if we de-
ne the angles
k
 arctan
Ixk1Ixk  ,
k
2 arctan
xk1xk  ,
here k can take any value from 1 to the number of
imensions n, the relationship between cos k
 and
os k
2 is
cos k
 
signsin cos k
2 QSI	cos k
2.
(6)
rom Eq. 6 it follows that the problem of calculating
he QS can be reduced to the problem of calculating t
140 APPLIED OPTICS  Vol. 43, No. 33  20 November 2004k
2, which cannot be directly obtained from the
rradiance. k
, however, is a direct measurement
ut because of the sign flips of the irradiance gradient
s defined only modulo .4 However, as was shown
n Ref. 5, it is possible to recover k
2 by unwrapping
2k
	, whereW 	 denotes the wrapping operator.
o calculate the QS, one needs to perform this un-
rapping process only for one arbitrary choice of axis
, let us say k0. To ease the following discussion, we
efer to k0
 simply as .
So the problem of demodulating an n-dimensional
ringe pattern is reduced to the use of a linear oper-
torHnIHP	 plus the problem of unwrapping the dis-
ribution W2	, where  can be calculated directly
rom the gradients of the observed irradiance distri-
ution. Because  is an angular magnitude, for pat-
erns with closed fringes the distribution 2 will be
iecewise continuous, with discontinuities of 4 for
aths that enclose a fringe center and pairs of poles of
he same sign at the origin of the closed fringes.6 So,
n general, the process of unwrapping W2	 will be
ath dependent,5 and in consequence it will not be
ossible to use standard phase-unwrapping algo-
ithms.
. Unwrapping Based on a Regularized Phase-Tracking
rientation
he problem of unwrapping W2	 has been ad-
ressed by Quiroga et al. for the 2D case,5 where
here is only one possible choice of k let us say k 1
nd computation of the modulo 2 fringe orientation
ngle and the QS is equivalent. Following Ref. 5,
ne can unwrapW2	 by using a regularized phase-
racking RPT procedure,7 computing two signals in
uadrature given by
fCr  cosW2	,
fSr  sinW2	 (7)
nd demodulating the phase of these signals by min-
mizing at each point the cost function given by
Ur, x, y  
NL
 fC,   cos px, y, , 2
  fS,   sin px, y, , 2 · · ·
  W4, 
 px, y, , 	2m, , (8)
here
px, y, ,   x, y  xx, yx  
 yx, y y  , (9)
here L is the region with valid data and N is a
eighborhood region about point rwhere the phase is
eing calculated. Function m,  is an indicator
hat equals 1 if the point has already been estimated
nd equals 0 otherwise, and finally  is the so-called
egularization parameter.
The RPT process finds, for each successive point r,he values of , x, and y that minimize the cost
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R rve,unction. The value of  obtained at each point rwill
orrespond to the unwrapped value of 2.
The first two terms in Eq. 8 correspond to the
o-called fidelity term of the RPT; they try to adjust
he observations fC and fS to sinusoidal functions
odulated by a plane. They correspond to the as-
umptions that fC and fS are locally monochromatic
nd therefore that x and y can be interpreted as the
ocal frequencies of the recovered solution.
The last term in Eq. 8 is the so-called regulariza-
ion term, and it enforces smoothness and continuity
f the recovered solution. In this case we are un-
rapping distribution 2, which we know has to be
ontinuous modulo 4,1 aside from possible isolated
iscontinuities in the center of closed fringes. The
egularization term forces the continuity of the solu-
ion modulo 4, and this is denoted in Eq. 8 by the
erm with W4 	. This is the main difference be-
ween the normal RPT technique for phase demodu-
ation and the RPT applied to the calculation of
rientation terms.
The RPT algorithm is implemented as follows:
tarting at a given point r0, the cost function is
inimized for that point and initial values are ob-
ig. 1. a Simulated fringe pattern with four isolated circular
rapped orientation map obtained with the algorithm presented i
PT algorithm dashed curve, our optimized algorithm dotted cuained for , x, and y. The value of mr0 is up- t
2ated to 1, and then we proceed to do the same
alculation for the neighboring points of r0. From
ach point the algorithm moves to the next noncal-
ulated neighbor, until the whole region of interest
as been calculated.
The strategy for choosing the order of the neigh-
ors, and therefore the order in which the region of
nterest will be explored to yield the solution, is im-
ortant and is the determinant of the robustness of
he RPT method. For the demodulation of 2 an
sophasic scanning5 strategy is used, which means
hat the solution is obtained following the directions
long which the phase remains constant. This is the
rthogonal direction to   .
. Proposed Method
e show a generalization to the n-dimensional case
f the procedure shown above, and we introduce an
pproximation that will make the RPT calculation
aster, especially as the number of dimensions n in-
reases.
For the n-dimensional case it is straightforward
ns and random noise. b 1
 calculated from Eq. 6. c Un-
s paper. d Comparison of the results obtained with a standard
and the theoretical value for the orientation continuous curve.regio
n thihat one can use the same RPT method described
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6bove for the 2D case to unwrapW2k
	, where 1
 n. In this case Ur becomes just
Ur,   
NL
 fC  cos pr, 2  fS
 sin pr, 2 · · ·   W4
 pr, 	2m, (10)
here r, , and are n-dimensional vectors, pr,  
r  rr 
 , and Ur is an n  1-dimensional
unction that has to be minimized at each point of the
-dimensional region of interest. Typical minimiza-
ion algorithms are On2, so the time taken to cal-
ulate the global RPT process will be On  12M,
here M is the total number of points one minimi-
ation in n  1 dimensions for each point of the
-dimensional region of interest.
Using the RPT technique as described above, the
lgorithm will find the best locally monochromatic
unction that provides a smooth and continuous so-
ution for 2. In the process, the algorithm adjusts
t each point r the value of the local phase , and also
he value of the local spatial frequencies, the n com-
onents of the  vector.
But 2 is usually a smooth, slowly varying func-
ion, and we can assume that spatial frequencies 
hat are output from the RPT will not be much dif-
erent from the estimation ˆ that can be obtained
irectly from the observed W2	; that is, we can use
he next approximation:
r  ˆr  2r W{W2r	}. (11)
elation 11 will hold true for those points where 2
s continuous and is well sampled. The value of ˆ
iven relation 11 is also a good approximation for
hose points at which 2 presents a 4 discontinuity
ecause as follows fromEqs. 9 and 10, a jump in 2
f 4 does not modify the value of Ur.
So, using the approximation given by relation 11,
e can simplify the minimization: we have only to
ook for the value of  that minimizesUr at each point
. The cost function now becomes one dimensional,
egardless of the dimension n of the problem:
Ur  
NL
 fC  cos pˆr, 2  fS
 sin pˆr, 2 · · ·   W4
 pˆr, 	2m, (12)
here pˆr,   r  ˆrr 
 . This means that
he time consumed by the RPT algorithm now be-
omes proportional only to M and that for n  1 the
ime consumed should be significantly smaller than
n the original RPT technique.
With this proposed method we are requiring that
he local spatial frequencies of the unwrapped solu-
ion be those given by relation 11. This means that
he values of  are being calculated with only next
eighbors for each point taken into account. This g
142 APPLIED OPTICS  Vol. 43, No. 33  20 November 2004mplies that the size of neighborhood region N in Eq.
12must be kept small to produce consistent results
n theminimization process. In the new algorithm a
ypical size of N would be 3n. Indirectly, this size
esults in an extra time optimization, as the neigh-
orhood region for a typical RPT problem in which
oth  and  have to be estimated at each point is
sually larger, typically 7n–11n.
In conclusion, the proposed algorithm is faster
han the traditional RPT and scales better with the
imension of the problem while it retains the ad-
antages that make RPT so robust, such as adap-
ative bandpass filtering, adaptive masking,8 and
se of quality map-guided scanning and isophasic
canning.2,7
. Results
irst we show an example of the 2D case and com-
are the results obtained with the algorithm pre-
ented in this paper with those obtained with the
tandard RPT algorithm. Figure 1a shows a
56  256 computer-generated fringe pattern con-
aining four separate circular regions. Each re-
ig. 2. Consecutive snapshots, obtained with a polariscope, of the
sochromatics on a disk of a photoelastic material when an increase
f the mechanical load is progressively applied on its upper side.ion contains circular fringes with different spatial
f
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ve snrequencies. A random noise factor of 0.4 has been
dded to the figure. Figure 1b shows 1
 ob-
ained from Fig. 1a by use of Eq. 6. Figure 1c
hows the modulo 2 orientation map obtained with
he algorithm presented in this paper. Figure 1d
Fig. 3. 1
 for each of the consecutihows a comparison, along row 90 of the test image, a
2f the results obtained with a standard RPT algo-
ithm dashed curve, the new algorithm dotted
urve, and the theoretical value of the modulo 2
rientation continuous curve. For both calcula-
ions, by the standard RPT and by the optimized
apshots or planes along the t axis.lgorithm, we used values of   6 and a neighbor-
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Fig. 4. Orientation term, obtained from the unwrapping of W21
	, for each of the consecutive snapshots or planes along the t axis.
6ood of size 5 5. Cost functionUrwas minimized
y a conjugate gradient method. On a Pentium 4
.1-GHz word processor, the time taken for the
hole calculation was 35.6 s with the standard RPT
lgorithm and 21.4 s with the optimized algorithm
144 APPLIED OPTICS  Vol. 43, No. 33  20 November 2004roposed in this paper. As shown in Fig. 1d, the
alues obtained with the two algorithms are similar
ut the time consumed by the new algorithm is
ignificantly smaller.
To show an example of a real 3D application we
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bpplied our algorithm to a set of fringe patterns that
volves in time. Figure 2 shows the circular bright
eld isochromatic fringe patterns of a stress-frozen
iametrically compressed disk as a load on the upper
ide of the disk is increased. This case can be
reated as a 3D fringe pattern with r  x, y, t. In
ig. 5. a Final recovered values of the phase for each consecu-
ive snapshot, obtained with the GQT algorithm. bValues of the
hase shown in a that correspond to the region marked by the
lack rectangle. This is the region where the change in phase
etween successive snapshots is greatest.ig. 3 we show 1
  arctan
IyIx for each 5
2f the consecutive time instants or planes along the
axis. In Fig. 4 we show the results obtained for the
nwrapping of W21
	 by using the algorithm pre-
ented in this paper. On a Pentium 4 2.1-GHz word
rocessor the time taken for the whole calculation
as 92.6 s. The same calculation by a standard RPT
ethod extended to the 3D case took 310.4 s. As
as expected, the time difference between the two
ethods increased as the dimension of the problem
ncreased.
In Fig. 5a we show the final phase distribution
r that would be obtained by application of the GQT
iven by Eq. 3 by use of the 3D generalization of the
ne-dimensional Hilbert transform as shown in Ref. 5
nd of the orientation term obtained with the present
lgorithm. The values shown in Fig. 5a correspond
o the region outlined by the black rectangle in Fig.
b; this is the region where the changes between
napshots of the applied load are greater and there-
ore where the temporal evolution of the underlying
hase is seen more clearly.
. Conclusions
he general quadrature transform is a method that
as recently presented by Servin et al.2 and can be
sed for the demodulation of phase maps from a sin-
le n-dimensional fringe pattern. We have pre-
ented a new algorithm, based on a generalization to
dimensions of the RPT technique,3,5 for calculating
he orientation term of the GQT in a general
-dimensional case. The proposed algorithm intro-
uces an approximation, suitable for the calculation
f orientation terms, that makes the algorithm faster
han the standard RPT while it retains the advan-
ages adaptive bandpass filtering, use of quality
aps, isophasic scanning that make it so robust.
he proposed method can be used also as a phase-
nwrapping technique for a general phase map with-
ut the special characteristics of the orientation
elds.
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