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Abstract . This is an article on the so-called Finitizability Problem in Algebraic
Logic. We take a magical tour from the early works of Tarski on relation algebras in
the forties all the way to neat embeddings and recent resuts in algebraic logic using
Erdos probabilistic graphs. Several deep theorems proved for cylindric algebras are
surveyed refined and slightly generalized to other algebraisations of first order logic,
like polyadic algebras and diagonal free cylindric algebras. A hitherto unpublished
presentation of this problem in a categorial setting is presented. Techniques from
stability theory are applied to representation problems in algebraic logic. Philosoph-
ical implications are extensively discussed. 1
Algebraic logic starts from certain special logical considerations, abstracts
from them, places them in a general algebraic context and via this generaliza-
tion makes contact with other branches of mathematics (like set theory and
topology). It cannot be overemphasized that algebraic logic is more algebra
than logic, nor more logic than algebra; in this paper we argue that algebraic
logic, particularly the theory of cylindric algebras, has become sufficiently in-
teresting and deep to acquire a distinguished status among other subdisciplines
of mathematical logic.
The principal ideas of the theory of cylindric algebras which is the algebraic
setting of first order logic were elaborated by Tarski in cooperation with his
students L. H. Chin and F. B. Thompson during the period 1948 - 1952.
This was a natural outcome of Tarski’s formalization of the notion of truth
in set theory, for indeed the prime examples of cylindric algebras are those
algebras whose elements are sets of sequences (i.e., relations) satisfying first
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order formulas. Tarski envisaged that cylindric algebras to first order logic,
will be like Boolean algebras to sentential logic.
The idea of solving problems in logic by first translating them to algebra,
then using the powerful methodology of algebra for solving them, and then
translating the solution back to logic, goes back to Leibnitz and Pascal. Pa-
pers on the history of Logic (e.g., Anellis - Houser [2], Maddux [78]) allert us
to the fact that this method was fruitfully applied in the 19th century with
the work of Boole, De Morgan, Peirce, Schro¨der, etc., on classical logic, see
[2]. Employing the similarity between logical equivalence and equality, those
pioneers developed logical systems in which metalogical investigations take on
a plainly algebraic character. Boole’s work evolved into the modern theory of
Boolean algebras, and that of De Morgan, Peirce and Schro¨der led to but did
not end with the theory of relation algebras. From the beginning of the con-
temporary era of logic there were two approaches to the subject, one centered
on the notion of logical equivalence and the other, reinforced by Hilbert’s work
on metamathematics, centered on the notions of assertion and inference. It was
not until much later that logicians started to think about connections between
these two ways of looking at logic. Tarski [178] gave the precise connection be-
tween Boolean algebra and the classical propositional calculus. His approach
builds on Lindenbaum’s idea of viewing the set of formulas as an algebra with
operations induced by the logical connectives. Logical equivalence is a congru-
ence relation on the formula algebra. This is the so-called Lindenbaum-Tarski
method. When Tarski applied the this method to the predicate calculus, it led
him naturally to the concept of cylindric algebras.
Also, we can see that traditionally algebraic logic has focused on the al-
gebraic investigation of particular classes of algebras of logic, whether or not
they could be connected to some known assertional system by means of the
Lindenbaum- Tarski method. However, when such a connection could be es-
tablished, there was interest in investigating the relationship between various
metalogical properties of the logistic system and the algebraic properties of
the associated class of algebras (obtaining what are sometimes called ”bridge
theorems”). For example, it was discovered that there is a natural relation
between the interpolation theorems of classical, intuitionistic, intermediate
propositional calculi, and the amalgamation properties of varieties of Heyting
algebras. Similar connections were investigated between interpolation theo-
rems in the predicate calculus and amalgamation results in varieties of cylindric
and polyadic algebras.
Henkin began working with Tarski on the subject of cylindric algebras in
the fifties, and a report of their joint research appeared in 1961. By then Monk
had also made substantial contributions to the theory. The three planned to
write a comprehensive two-volume treatise on the theory of cylindric algebras.
The first volume treated cylindric algebras from a general algebraic point of
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view, while the second volume contained other topics, such as the representa-
tion theory, to which Andre´ka and Ne´meti contributed a lot, and connections
between cylindric algebras and logic. We can find that the theory of cylindric
algebras is explicated primarily in three substantial monographs : Henkin,
Monk and Tarski [36], [37], and Henkin, Monk, Tarski, Andreka and Nemeti
[38]. This covers the development of the subject till the mid eightees of the
last century. This paper surveys and refines later developments of the subject.
Highlighting the connections with graph theory, model theory, set theory, fi-
nite combinatorics, the paper presents topics of broad interest in a way that
is accessible to a large audience. The paper is not only purely expository, for
it contains, in addition, new ideas and results and also new approaches to old
ones. We hope that this paper also provides rapid dissemination of the latest
research in the field.
A cylindric algebra consists of a Boolean algebra endowed with an addi-
tional structure consisting of distinguished elements and operations, satisfying
a certain system of equational axioms. The introduction and study of these
algebras has its motivation in two parts of mathematics: the deductive systems
of first-order logic, and a portion of elementary set theory dealing with spaces
of various dimensions, better known as cylindric set algebras.
Cylindric set algebras are algebras whose elements are relations of a cer
tain pre-assigned arity, endowed with set-theoretic operations that utilize the
form of elements of the algebra as sets of sequences. Our notation is in con-
formity with the monograph [36], [37]. B(X) denotes the boolean set algebra
(℘(X),∪,∩,∼, ∅, X). Let U be a set and α an ordinal. α will be the dimen-
sion of the algebra. For s, t ∈ αU write s ≡i t if s(j) = t(j) for all j 6= i. For
X ⊆ αU and i, j < α, let
CiX = {s ∈
αU : ∃t ∈ X(t ≡i s)}
and
Dij = {s ∈
αU : si = sj}.
(B(αU),Ci,Dij)i,j<α is called the full cylindric set algebra of dimension
α with unit (or greatest element) αU . Examples of subalgebras of such set
algebras arise naturally from models of first order theories. Indeed if M is a
first order structure in a first order language L with α many variables, then
one manufactures a cylindric set algebra based on M as follows. Let
φM = {s ∈ αM : M |= φ[s]},
(here M |= φ[s] means that s satisfies φ in M), then the set {φM : φ ∈ FmL}
is a cylindric set algebra of dimension α. Indeed
φM ∩ ψM = (φ ∧ ψ)M,
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and
αM ∼ φM = (¬φ)M,
Ci(φ
M) = ∃viφ
M,
and finally
Dij = (xi = xj)
M.
Csα denotes the class of all subalgebras of full set algebras of dimension α.
CAα stands for the class of cylindric algebras of dimension α. This is obtained
from cylindric set algebras by a process of abstraction and is defned by a finite
schema of equations that hold of course in the more concrete set algebra.
Definition 0.1. By a cylindric algebra of dimension α, briefly a CAα, we
mean an algebra
A = (A,+, ·,−, 0, 1, ci, dij)κ,λ<α
where (A,+, ·,−, 0, 1) is a boolean algebra such that 0, 1, and dij are distin-
guished elements of A (for all j, i < α), − and ci are unary operations on A
(for all i < α), + and . are binary operations on A, and such that the following
postulates are satisfies for any x, y ∈ A and any i, j, µ < α:
(C1) ci0 = 0,
(C2) x ≤ cix (i.e., x+ cix = cix),
(C3) ci(x · ciy) = cix · ciy,
(C4) cicjx = cjcix,
(C5) dii = 1,
(C6) if i 6= j, µ, then djµ = ci(dji · diµ),
(C7) if i 6= j, then ci(dij · x) · ci(dij · −x) = 0.
A ∈ CAω is locally finite, if the dimension set of every element x ∈ A is
finite. The dimension set of x, or ∆x for short, is the set {i ∈ ω : cix 6= x}.
Tarski proved that every locally finite ω-dimensional cylindric algebra is rep-
resentable, i.e. isomorphic to a subdirect product of set algebra each of di-
mension ω. Let Lfω denote the class of locally finite cylindric algebras. Let
RCAω stand for the class of isomorphic copies of subdirect products of set al-
gebras each of dimension ω, or briefly, the class of ω dimensional representable
cylindric algebras. Then Tarski’s theorem reads Lfω ⊆ RCAω. This repre-
sentation theorem is non-trivial; in fact it is equivalent to Go¨del’s celebrated
Completeness Theorem [37, §4.3].
Soon in the development of the subject, it transpired that the class Lfω, the
algebraic counterpart of first order logic, had some serious defects when treated
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as the sole subject of research in an autonomous algebraic theory. In universal
algebra one prefers to deal with equational classes of algebras i.e. classes of
algebras characterized by systems of postulates, in which every postulate has
the form of an equation (an identity). Such classes are also referred to as
varieties.
Classes of algebras which are not varieties are often introduced in discus-
sions as specialized subclasses of varieties. One often treats fields as a special
case of rings. This is due to the tradition that in algebra, mainly the equa-
tional language and thus equational logic is used. Thus, finding an equational
form for an algebraic entity is always a value on its own right. Another reason
for this preference, is the fact that every variety is closed under certain general
closure operations frequently used to construct new algebras from given ones.
We mean here the operations of forming subalgebras, homomorphic images
and direct products. By a well known theorem of Garrett Birkhoff, varieties
are precisely those classes of algebras that have all three of these closure prop-
erties. Local finiteness does not have the form of an identity, nor can it be
equivalently replaced by any identity or system of identities, nor indeed any
set of first order axioms. This follows from the simple observation that the
ultraproduct of infinitely many algebras in Lfω is not, in general, locally finite,
and a first order axiomatizable class is necessarily closed under ultraproducts.
When Alfred Tarski introduced cylindric algebras, he introduced the class
of locally finite cylindric algebras and proved that Lfω ⊆ RCAω.
But some modifications in the definition of Tarski’s cylindric algebras
seemed desirable. The definition contains certain assumptions which consider-
ably restrict the scope of the definition and thus can be dispensed with. One
such assumption is the fixed dimension ω. The other is local finiteness. The
restrictive character of these two notions becomes obvious when we turn our
attention to cylindric set algebras. We find that there are algebras of all di-
mensions, and set algebras that are not locally finite are easily constructed.
For these reasons the original conception of a cylindric algebra was extended.
The restriction to dimension ω and local finiteness were removed, and the class
CAα, of cylindric algebras of dimension α, where α is any ordinal, finite or
tranfinite, was introduced.
Problem . A central and indeed still (very) active part of research in
algebraic logic is the vaguely posed frequently discussed problem concerning
improvements of Tarski’s representation Theorem.
This problem is referred to as The Finitizability Problem by the Budapest
group, specifically by Andre´ka, Ne´meti and Sain [101] while it is referred to as
the Representation Problem by the London group, specifically by Hodkinson
and Hirsch [48]. Here we need to clarify two points. First, strictly speak-
ing, the Finitizability Problem and the Representation Problem are not one
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and the same thing. The Finitizability Problem is more restrictive than the
Representation Problem. The Finitizability Problem is the Representation
Problem restricted to the case when in the search for axioms that enforce
representability, one requires that such axiomatizations are not only “simple,
elegant, transparent, decidable, etc.” but also strictly finite. In our subsequent
discussion, when we refer to the above problem we shall use both words relying
on context.
Second, the attribution of names to schools could be a little misleading.
For example, the early Jo´nsson-Tarski paper [59] was entitled “Representation
problems for relation algebras”. Their Representation Problem is the follow-
ing: We are given the equationally defined class of relation algebras and the
set-theoretically defined class of special relation algebras arising from binary
relations, with the concrete non-boolean operations being composition and
forming converses. Now, is every one of the former isomorphic to one of the
latter, i.e., is every relation algebra representable? The famous answer is “no”.
So one can say that the Representation Problem can be traced back to the work
of Tarski and his students on relation algebras back in the forties of the 20th
century. This, however, does not change the fact that Hirsch and Hodkinson
attribute the name “Representation Problem” to the problem above. In the
course of our discussion we will give more tangible and concrete forms of the
Finitizability Problem.
To start with, the Finitizability Problem asks for an equationally defined
class of algebras, with only finitely many finitary operations, such that this
class can be defined by finitely many equations. In addition, every algebra in
this class is representable (assuming that that notion has been suitably defined)
with the additional (rather vague) property that the equational theory of that
class can serve as an adequate algebraic version of first-order logic (with or
without equality). Sain [106] did this for logic without equality. It seems
that it is unlikely to be done for first order logic with equality and there are
results in the literature that support this pesimistic viewpoint. For attempts
to explain what this means, see the original formulations of Henkin, Monk,
and Tarski, for example, in paragraph 1, page 20, of [97], Problem 1 in [35]
and Section 3.5 of [179].
For recent extensive discussions of the Finitizability Problem, one can of
course look at Ne´meti [101], or the papers of Sain [106] and Simon [175].
Simon’s emphasis [175] is on what the Finitization oroblem is not. Here we
concentarte on what the Finitizability problem is. In what follows we give our
reading of the Finitizability Problem and, for that matter, the Representation
Problem. This problem has, and continues to, invoke extensive amount of
research. To get a grasp of how substantial the problem is, let us start “from
the beginning”.
We intend to find a representation theorem for cylindric algebras, which is
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similar to that for Boolean algebras, due to Stone. In the latter case, Stone
proved that every Boolean algebra is isomorphic to a Boolean set algebra. In
analogy with this, we would like to prove that every cylindric algebra is iso-
morphic to some “concrete cylindric set algebra”. We will explain why the
class RCAα of representable cylindric algebras is indeed a plausible “natu-
ral” candidate for this. It is easily seen that every cylindric set algebra of
given dimension α < ω is simple (has no proper congruences) and therefore
subdirectly (and directly) indecomposable in the sense of the general theory
of algebras [36]. Hence when discussing the problem as to which CAα’s are
isomorphic to cylindric set algebras, it is natural to restrict ourselves to sub-
directly indecomposable algebras. On the other hand, as a consequence of a
classical theorem of Birkhoff, every CAα is isomorphic to a subdirect prod-
uct of subdirectly indecomposable CAα’s. Therefore we are naturally led to
the problem of characterizing those CAα’s which are isomorphic to subdirect
products of set algebras. Henkin, Monk and Tarski declare that these are the
representable algebras, thus the notation RCAα.
RCAα plays a role in the theory of cylindric algebras analogous to the
role played by Boolean set algebras in the theory of Boolean algebra, rings
of matrices in ring theory and group of permutations in group theory. The
Representation Problem in Boolean algebras is completely resolved by Stone’s
Theorem. In ring theory we see for example the Wederburn-Artin Theorem
and Goldie’s Theorem, which gives nice intrinsic conditions for an abstract
ring to be isomorphic to a subdirect product of rings of matrices. As opposed
to boolean algebras, the Representation Problem for the CA case proves to
be much substantial; indeed it proves to be harder and richer.
The definition of representability, without any change in its formulation, is
extended to algebras of infinite dimension. In this case, however, an intuitive
justification is less clear since cylindric set algebras of infinite dimension are
not in general subdirectly indecomposable. In fact, for α ≥ ω no intrinsic prop-
erty is known which singles out the algebras isomorphic to set algebras among
all representable CAα’s, as opposed to the finite dimensional case where such
algebras can be intrinsically characterized by the property of being simple.
But in any case, members of RCAα can be still represented as algebras con-
sisting of genuine α-ary relations over a disjoint union of Cartesian squares,
the class consisting of all such algebras is denoted by Gsα, with Gs standing
for generalized set algebras.
Generalized set algebras thus differ from the ordinary cylindric set algebras
in one respect only: the unit of the algebra, i.e., the α-dimensional Cartesian
space αU , is replaced everywhere in their construction by any set that is a
disjoint union of arbitrarily many pairwise disjoint Cartesian spaces of the
same dimension. This broadening of the definition makes this class of concrete
algebras closed under products, a necessary condition to be a variety, which
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it is. At the same time, the class of generalized cylindric set algebras, just
as that of ordinary cylindric set algebras, has many features that make it
well qualified to represent CAα. The construction of the algebras in this
(bigger) class retains its concrete character, all the fundamental operations and
distinguished elements are unambiguously defined in set-theoretic terms, and
the definitions are uniform over the whole class; geometric intuition underlying
the construction gives us good insight into the structures of the algebras. Thus
there is (geometric) justification that RCAα consists of the standard models of
CA-theory. Its members consist of genuine α-ary relations, and the operations
are set-theoretically concretely defined utilizing the form of these relations as
sets of sequences.
But it soon transpired that the CA axioms (originating from the (com-
plete) axiomatization of locally finite algebras, do not exhaustively generate
all valid principles governing α-ary relations, when α > 1. More precisely, for
α > 1, RCAα is properly contained in CAα. CAα, for α > 1, is only an
approximation of RCAα. Tarski [36] proved that RCAα is a variety. Henkin
[37] proved that RCA2 is finitely axiomatizable. However for α > 2, the class
RCAα cannot be axiomatized by a finite schema of equations analogous to
that axiomatizing CAα, a classical result of Monk [96]. Furthermore, for any
α > 2, there is an unavoidable and inevitable degree of complexity to any
(potential) axiomatization of RCAα, as shown by Andre´ka [3]. For exam-
ple Andreka proved that if E is an equational axiomatization of RCAn for
2 < n < ω, there for any natural number k there is an equation in E con-
taining more than k distinct variables and all the operation symbols. We will
refine Andreka’s complexity results in the last section in treating the class of
representable quasipolyadic equality algebras, which is a cousin of cylindric
algebras.
The Finitizability Problem (and for that matter a form of the Representa-
tion Problem) is thus the attempt to circumvent or sidestep such complexity.
If we look at RCAα as the standard models to which the CAα’s aspire, the
Finitizability Problem can thus be rephrased as the attempt to capture the
essence of the standard models by thorough “finitary” means. Alternatively,
to find other broader comprehensible classes of “standard models” that are
sufficiently concrete and tangible. Most important of all these classes would
have to exhaust the class CAα, or in the worst case possibly a slightly smaller
class, i.e., a variety that is finitely axiomatizable (by equations) over CAα.
If the class of cylindric set algebras had turned out to be finitely axioma-
tizable, algebraic logic would have evolved along a significantly different path
than it did in the past 40 years. This would have undoubtfully marked the
end of the abstract class CAα as a separate subject of research; after all why
bother about abstract algebras, if a few nice extra axioms can lead us from
those to concrete algebras consisting of genuine relations, with set theoretic
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operations uniformy defined over these relations. However, due to Monk’s
non-finitizability result, together with its improvements by various algebraic
logicians (from Andre´ka to Venema) CAα was here to stay and its “infinite
distance’ from RCAα became an important research topic.
1 Solutions
1.1 Using Twisting
There has been work in representing cylindric algebras using quasigroups, cf.
[99], [37, p. 91–93], [20] or sheaves [19]. Groups were used to represent CA3’s
and relation algebras in [31]. A classical result of Resek [37, p. 01] that is
relevant in this connection shows that algebras satisfying the CA axioms plus
the so-called merry-go-round identities, or MGR for short, can be represented
as relativized set algebras, a primary advance in development of the theory
of CA’s, as indicated in the introduction of [37]. Resek’s result was polished
and “finitized” by Thompson. We refer in this connection to the Andre´ka
and Thompson’s paper [14]. The replacement of MGR by a finite scheme is
entirely due to Thompson and appears in his dissertation; see [37, 3.2.8]. The
proof in [14] is due to Andre´ka. It might be not be appropriate to use the word
“finitized” here, since, if α < ω, Resek’s result already produces a finite axiom
set, and if α ≥ ω, then Thompson’s simplification is still an infinite axiom
set. What is meant in this context, is that, in case α ≥ ω, there are originally
infinitely many MGR schemata, and that Thompson reduced this infinity to
2. Thompson actually proved much more than stated here— he weakened the
commutivity of cylindrifications and showed that atoms of the algebras are
represented as orbits of single sequences under groups of permutations of the
underlying set. A complete statement (with proofs) of Resek’s and Thomp-
son’s theorems can be found in [79]. We note that the first proof provided
for this theorem was more than 100 pages long. So the result is mentioned in
[37] without proof. Below we give a new sketch of proof of the Resek Thomp-
son theorem (due to Ferenczi) using neat embeddings. Recently, Simon [176]
proved that any abstract 3-dimensional cylindric algebra satisfying MGR can
be obtained from a Cs3 by the methods called twisting and dilation, studied
in [37, p. 86–91]. This adds to our understanding of the distance between the
abstract notion of cylindric algebra and its concrete one, at least in the case
of dimension 3. However, Simon had to broaden Henkin’s notion of twisting
to exhaust the class CA3. He also showed that Henkin’s more restrictive no-
tion of twisting does not fit the bill; there are abstract CA3’s satisfying the
MGR that cannot be obtained by the methods of relativization, dilation and
twisting, the latter understood in the sense of Henkin. Simon’s twisting is a
stronger “distortion” of the original algebra, and so its scope is wider, it can
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“reach” more algebras. The analogous problem for higher dimension is an in-
triguing open problem. (We heard however, that Thompson proved the result
for CA4).
Now we give an outline of Simon’s result. Now instead of asking “What is
missing from CA’s to be representable?”, Henkin turned around the question
and asked how much set algebras needed to be distorted to provide a represen-
tation of all CAα’s. And, strikingly, the anwser is “not very much”, at least
for the lowest value of α, for which Monk’s result and its improvements apply,
namely α = 3.
Definition 1.1. Let A ∈ CAα. Then s
j
ix = ci(dij · x) if i 6= j and s
i
ix = x.
ks(i, j)x = s
k
i s
i
js
j
kx.
For x ∈ A,
x˘ = 2s(0, 1)x.
Let k, l,m be distinct. Then MGRk is the equation
ks(l, m)ckx = ks(m, l)ckx.
The proof of the following can be destilled from [36] Theorem 1.5.15-1.5.17.
Theorem 1.2. Let A ∈ CA3 and {k, l,m} = 3. Then
(i) A |= MGRk iff A |= ks(l, m)ks(l, m)ckx = ckx
(ii) A |= MGRk iff A |= MGRl
Then, we may write MGR for any of the equations MGRk (k < 3). If
α > 3, then MGR consists of two schemas of equations
ks(l, m)ckx = ks(m, l)ckx when |{k, l,m}| = 3.
ks(l, m)ks(m,n)ckx = ks(n, l)ks(l, m)ckx when {k, l,m, n}| = 4.
In both dilation and twising one starts out with a complete and atomic CA,
adjoins new elements and /or changes the operations to get a new, complete
atomic CA with certain prescribed properties. In CA’s of this kind, and
actually in all complete and atomic Boolean algebras with operators where
the extra non Boolean operations distribute over arbitrary joins, the operators
are determined by their behaviour on the atoms. Then it is possible, and often
even desirable, to work with the atom structure of such an algebra instead
of the algebra itself. (However, a word of caution is in order; this does not
always work. It can be proved that there exists A andB having the same atom
structure; that is AtA = AtB, with B ⊆ A, while B is representable and A is
not. What is going on here is that A has more elements and these cannot be
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represented as true relations. Furthermore, A can be chosen to be the minimal
completion of B. More on that later on, theorems 2.29, 2.32, 4.27).
In th following definition, the composition {(x, y) : ∃z(xRz ∧ zSy)} of
binary relations R and S will be denoted by R|S. If R is an n+1-ary relation
and X0, X1 . . .Xn−1 are sets then R
∗(X0 . . .Xn−1) stands for the R−image
{y : (∃x0 ∈ X0) . . . (∃xn−1 ∈ Xn−1)R(x0 . . . xn−1y)} of X0 . . . Xn−1.
Definition 1.3. Let α be an ordinal. A structure
B = (B, Ti, Eij)i,j<α
with binary relation Ti and unary relations Eij is a cylindric atom structure
of dimension α if the following conditions hold for all i, j, k < α:
(i) Ti is an equivalence relation on B
(ii) Ti|Tj = Tj|Ti
(iii) Eii = B
(iv) Eij = Tk(Eik ∩ Ekj) if k /∈ {i, j}
(v) Tj ∩ (Eij × Eij) ⊆ Id if i 6= j.
Caα is the class of cylindric atom structures of dimension α. The complex
algebra CmB of an atom structure (B, Ti, Ei,j) is the algebra
(℘(B),∩,∪,∼, T ∗i , Eij)i,j<α
where for X ⊆ B,
T ∗i X = {y ∈ B : (∃x ∈ X)(xTiy)}
The proof of the following is tedious but routine.
Theorem 1.4. If B ∈ Caα iff CmB ∈ CAα
Proof. [36] Theorem 2.7.40.
The idea behind dilation may be expressed vaguely as follows. In a CA iff
it is not outright impossible to have an atom in a certain position, then insert
a new atom there.
Definition 1.5. Let B = (B, Ti, Eij)i,j<α ∈ Caα. Let Ψ ⊆ αB and suppose
that for all ψ ∈ Ψ
ψi /∈ Ejk if |{i, j, k}| = 3, (1)
11
ψiTi|Tjψj for all i, j < α (2)
Then the result of dilating B with Ψ is BΨ = (BΨ, TΨi , E
Ψ
ij ) where B
Ψ =
B ∪ {vΨ : ψ ∈ ψ}, EΨii = B
Ψ and EΨij = Eij if i 6= j. To define T
Ψ
i it is
convenient to introduce the following notation for a ∈ BΨ and i < α. |a|i = a
if a ∈ B and |a|i = ψi if a = vψ. Then we let
aTΨi b⇔ |a|iTi|b|i.
So the new atoms are all outside the diagonals, and each of the is “coor-
dinatized” by an α sequence of old atoms: the ith element of this sequence
determines how the new atom behaves with respect to Ti. We note that the
definition in [37] 3.2.69 allows only dilating with one sequence. So Simon’s
dilation is ”apparently” more general. However, this is not the case, for it is
not hard to show that dilating a Caα B with the set {ψβ : β < µ} (where µ) is
an ordinal can be simulated by taking the union of Bβ, where Bβ is B
ψδ
δ if β
is the succesor of δ, or
⋃
{Bδ : δ < β} if β is a limit ordinal. Now if B ∈ Ca3
and BΨ is the result of dilating B with ψ, then CmBΨ ∈ Caα; furthermore
if CmBΨ |= MGR provided CmB |= MGR. So dilation does not take us out
from CA’s and it also prerves the MGR identities. Now twisting, originally,
consists of starting from a complete atomic CAα A, selecting atoms a, b ∈ A
and an ordinal k < α and then redefining ck on a and b by interchanging the
action of ck on a and b, in part, “twisting”. Twisting is used to “’distort”
atom structures. It produces Caα’s from Caα’s, and it typically kills MGR.
(However, in some circumstances it reproduces MGR!). Henkin’s twisting is
defined as follows. Suppose we have a Caα B = (B, Ti, Eij)i,j<α, x, y ∈ B,
with not xTky and two partitions x/Tk = X0 ∪ X1, y/Tk = Y0 ∪ Y1, where
X0 ∩ X1 = ∅ = Y0 ∩ Y1 and the following condition hold; for brevity write
M = x/Tk ∪ y/Tk:
(1) (M ↾ Ti) ∼ Id ⊆ (X0 × Y0) ∪ (y0 × X0) ∪ (X1 × Y1) ∪ (Y1 × X1) for all
i ∈ α ∼ {k}
(2) If i ∈ α ∼ {k} and a ∈M , then there is a b ∈M ∼ {a} such that aTib.
(3) If i ∈ 2, and λ, µ ∈ α, then Xi ∩ Ekλ ∩ Ekµ 6= ∅ iff Yi ∩ Ekλ ∩ Ekµ 6= ∅.
Then define B′ = (B, Ti, Eij) as follows T
′
i = Ti if i 6= k while Tk’ is the
equivalence relation on B wuth equivalence classes k/Tk for k/Tk ∩M = ∅
along with X0 ∪ Y0 and X1 ∪ Y0. now Simon generalized Henkin’s twisting by
taking an arbitrary sequence of atoms, instead of just two. The two notion
coinicide when |I| = 2.
Definition 1.6. Let B = (B, Ti, Eij)i,j<α ∈ Caα, t ∈ α and ξ ∈ IB for some
set I, and suppose that
(ξi, ξj) ∈ Tt for all distinct i, j ∈ I (3)
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ξi /∈ Ejk for all i ∈ I and all distinct j, k < α such that t /∈ {j, k}. (4)
For i ∈ I, let Ξi denote the Tt-class of ξi, let π be a permutation of I, and for
all i ∈ I, let Ξi be partitioned into Ξ′i and Ξ
′′
i . Assume that for all i ∈ I and
j < α, j 6= t,
dom(Tj ∩ (Ξ
′
i × Ξ
′
pii)) ⊇ Ξ
′
i, ran(Tj ∩ (Ξ
′
i × Ξ
′
pii)) ⊇ Ξ
′
pii
dom(Tj ∩ (Ξ
′′
i × Ξ
′′
pii)) ⊇ Ξ
′′
i , ran(Tj ∩ (Ξ
′′
i × Ξ
′′
pii)) ⊇ Ξ
′′
pii
(5)
Then we form a new relational structure B′ = (B, T ′i , Eij)i,j<α by letting T
′
i
be the equivalence relation on B with equivalence classes x/Tt for x ∈ B ∼⋃
i∈I Ξi, together with the classes Ξ
′
i ∪Ξ
′′
pii(i ∈ I), and T
′
i = Ti if i 6= t. We say
that B′(CmB′) is a twisted version of B(CmB).
Let
TwK = {IK ∪ I{A : A is a twisted version of some C ∈ K}.
The final operation on CA’s we consider is that of relativization. Rela-
tivization of a CAα is defined in [36] 2.2.4. It is exactly like relativization in
Boolean algebras. That is if A ∈ CAα and a ∈ A, then RlaA = {x ∈ A : x ≤
a} and the operations are relativized to a. If K ⊆ CAα, let
RlK = {RlaA : a ∈ A,A ∈ K}.
But unlike twisting, dilation, and for that matter, relativization in Boolean
algebras, relativization can get us out of cylindric algebras. So let
RlcaK = CAα ∩RlK
and let
SrlcaK = CAα ∩ SRlK,
where the second S stands for the operation of forming subalgebras. Note that
the Resek Thompson result says that CA3 ∩Mod(MGR) ⊆ Srl
caCs3. Now
we are ready to recall Simon’s amazing theorem:
Theorem 1.7. CA3 ⊆ SRl
caTwSrlcaCs3. That is for every A ∈ CA3 there
are A1, A2, A3 ∈ CA3 and A4 ∈ Cs3 such that A3 ⊆ RlA4, A2 is a twisted
version of A3, A1 = RlA2 and A ⊆ A1
Sketch of proof. One starts with a CA3 A and checks if MGR holds in it. If
it does then by the Resek Thompson theorem, A is a subalgebra of a relativized
Cs3, and we are done. Otherwise A embeds into its canonical extension A
σ
(A1 in the formulation of the theorem) in order to be able to repair the failure
of MGR by twisting its atom structure. Note that A1 is complete and atomic,
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and is in CA3. Before the parameters in twisting is chosen, one has to apply
dilation first so that definition 1.6 applies. That is where Rlca in the theorem
comes. Aσ can be recovered by relativising the dilated algebra A2 with the
top element (i.e. the sum of atoms) of Aσ. The next step is to apply twisting
to the dilated algebra and get a CA3 A3 in which MGR holds, and then use
the Resek thompson result to represent the latter as an SrlcaCs3. So here
twising is used in a more constructive way; by twisting an algebra in which
MGR does not hold, we get one whereMGR holds. Since the effect of twisting
can always be undone by twisting the twisted algebra, the procedure we have
described show that A can be obtained from a subalgebra of a relativized Cs3
by applying twisting, relativization and the operation of forming subalgebras.
A different slant on the Representation Problem is: How can we abstract
away from the subject matter of specific concrete α-ary relations to arrive at
their essential forms? For unary relations the answer is given completely by
Stone’s Theorem: Every boolean algebra is isomorphic to a set algebra, i.e. is
representable. The significance of this is that the (finitely many) axioms of
boolean algebras exactly capture the true properties of unary relations: all and
only those properties that hold in every domain of individuals endowed with
unary relations are derivable from the axioms. This is a great achievement for
the algebraic viewpoint. The same situation holds for locally finite cylindric
algebras. The axiomatization provided by Tarski is sufficient for representabil-
ity of locally finite cylindric algebras. However, if we want to algebraize first
order logic, then we have to remove the (non-first order) restriction of local
finiteness, and keep only equations or at worst quasi-equations. According
to Blok and Pigozzi, [16] algebraizable logics are those logics whose algebraic
counterparts are quasi-varieties, i.e. classes of algebras axiomatized by quasi-
equations. But then infinity seems unavoidable, it backlashes in a strong sense:
Any first order universal axiomatization of the class RCAα for α > 2 is essen-
tially infinite, and has to be extremely complicated. A sample of Andreka’s
result for α ≥ ω, is that if Σ is a set of univeral formulas axiomatizing RCAα,
k ∈ ω and l < α, then Σ contains infinitely many formulas in which at least
one diagonal constant with index l, more than k cylindrifications, and more
than k variables occur.
The metalogical aspect of the Finitizability Problem asks for an algebraiz-
able expansion of first order logic that admits a finite complete and sound
Hilbert style axiomatization of the valid formula schemata, involving only valid
formula schemata. This is formulated as problem 4.16 in [37]. This form of
the Finitizability Problem, it seems, is not unrelated to Hilbert’s program of
finitizing metamathematics, and indeed it seems to add to our knowledge of
reasoning about reasoning.
On the other hand, the Representation Problem (in its algebraic form) is
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indeed non-trivial, as the following quotation from Henkin, Monk and Tarski in
[36] might suggest: “An outstanding open problem in cylindric algebra theory
is that of exhibiting a class of cylindric algebras which contains an isomorphic
image of every cylindric algebra and hence serves to represent the class of all
these algebras, and which at the same time is sufficiently concrete and simply
constructed to qualify for this purpose from an intuitive point of view. It is by
no means certain or even highly plausible that a satisfactory solution of this
problem will ever be found!” (our exclamation mark).
Fortunately today the situation seems to be not as drastic! However, it
still involves some open questions.
1.2 Without any twisting
Several different stratagems were evolved to get round the obstacle of the non-
finite axiomatizability of the class of representable algebras. One promulgated
by Tarski especially was to find elegant intrinsic conditions for representability.
For example, certain comprehensible subclasses of abstractly defined CAα’s
turn out to be representable. In this connection, examples include locally
finite, dimension complemented, semisimple, and diagonal algebras of infinite
dimension, cf. [37, Thm. 3.2.11]
Another sample of such results in this direction is the classical result of
Henkin and Tarski, formulated as Thm. 3.2.14 in [37], that states that any
atomic CAα whose atoms are rectangular is representable. This was strength-
ened by Andre´ka et al. [6], by looking at dense subsets consisting of rectangular
elements that are not necessarily atoms. Venema [181] extended this result to
the diagonal free case. Such a representation theorem allows the introduction
of non-orthodox complete axiomatization of Ln, when n ≥ 3, which is first
order logic restricted to the first n variables.
This approach of finding simple intrinsic sufficient conditions for repre-
sentability has continued to the present, and now forms an extensive field, cf.
[36], [37], [101].
Another strategy of attacking the Finitizability Problem is to define vari-
ants of RCAα, α > 2 that are finitely axiomatizable and are still adequate to
algebraize first order logic. Such an approach originates with Craig [21] and is
further pursued by Sain [106], [105], Simon [175] and the present author [116],
[119], [118], [123], [134], [124], [126], and [153].
The reasoning here is that maybe the negative results we already mentioned
are merely a historical accident resulting from the particular (far from unique)
choice of extra non-boolean operations, namely the cylindrifications and di-
agonal elements. This approach typically involves changing the signature of
CAα by either taking reducts or expansions. Else, perhaps even changing the
signature altogether but bearing in mind that cylindrifications and diagonal
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elements are term definable in the new signature, cf. [21] and [106]. This could
be accompanied by broadening the notion of representability, allowing repre-
sentation on arbitrary subsets of α-ary relations, rather than just (disjoint
unions of) Cartesian squares [87]. The approach of broadening the permis-
sible units is referred to in the literature as relativization or the non-square
approach. The term relativization is a term that is already old in logic, and
has been used in the theory of cylindric algebras from the very beginning, see
[36, §2.2]. It is based on Henkin’s ideas of changing the semantics to obtain a
completeness theorem for higher order logics.
The second term comes from the Amsterdam Group, in fact it is due to
Venema [182]. Relativization might involve adding new operations that become
no longer term definable after relativization, such as the difference operator
[182]. This approach is related to dynamic logic, cf. [5]. Modalizing set
algebras yields variants of the n-variable fragment of first order logic differing
from the classical Tarskian view, because the unit W of the set algebra in
question may not be of the form of a “square” nU , but merely a subset thereof.
These mutant logics (like the guarded fragments of first order logic) are under
intensive study at the present time and we cite [5] and [88] as sources.
We should mention, in this connection, that [106] provides a solution for
first order logic without equality. Indeed in [106] a stricty finite set of axioms
are given for a class of representable algebras that is an extension of the class
of representable quasi-polyadic algebras. This provides an algebraizable exten-
sion of first order logic without equality that admits a finite complete and sound
Hilbert style axiomatization of the valid formula schemata, involving only valid
formula schemata. This answers the equality free version of problem 4.16 in
[37]. Adding equality is problematic so far.
Another more adventurous approach is to “stay inside”, so to speak, the
“CA-RCA infinite discrepancy” and to try to capture the essence of (the
equations holding in) RCAα in as simple a manner as possible, inspite of
Andreka’s complexity results, and without resorting to any kind of “twisting”!
It is not hard to show that the set of equations holding in RCAα for any
countable α is recursively enumerable. And indeed, using a well-known trick of
Craig, several (recursive) axiomatizations of RCAα exist in the literature, the
first such axiomatization originating with Monk, building on work of McKenzie
[85], [37, p.112] and [96]. Robinson’s finite forcing in model theory proves
extremely useful here as shown by Hirsch and Hodkinson. The very powerful
recent approach of synthesizing axioms by games due to Hirsch and Hodkinson
[47], building on work of Lyndon [63], is a typical instance of giving an intrinsic
characterization of the class of representable algebras by providing an explicit
axiomatization of this class in a step-by-step fashion. This approach is of a
very wide scope; using Robinson’s finite forcing in the form of games, Hirsch
and Hodkinson [48] axiomatize, not only the variety of representable algebras,
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but almost all pseudo-elementary classes existing in the literature, an indeed
remarkable achievement.
It turns out, as pointed out by Hirsch and Hodkinson, that representations
of an algebra can be described in a first order 2-sorted language. The first sort
in a model of this defining theory is the algebra itself, while the second sort is a
representation of it. The defining theory specifies the relation between the two,
and its axioms depend on what kind of representation is considered. Thus the
representable algebras are those models of the first sort of the defining theory,
with the second sort providing the representation. This method has its roots
for relation algebras in McKenzie’s dissertation [85].
The class of all structures that arise as the first sort of a model of a two-
sorted first order theory is an old venerable notion in model theory introduced
by Maltsev in the forties of the 20th century. Ever since it was studied by
Makkai and others. It is known as a pseudo-elementary class. What is meant
here is a PC∆ class in the sense of [57] but expressed in a two sorted language.
The term pseudo-elementary class strictly means PC∆ when the second sort
is empty, but the two notions were proved to be equivalent by Makkai [65].
Any elementary class is pseudo-elementary, but the converse is not true;
the class of α-dimensional neat reducts of β-dimensional cylindric algebras for
1 < α < β is an example; see [119], [120], [121], [136] and [122]. Another
is the class of strongly representable atom structures and the completely rep-
resentable ones, as proved by Hirsch and Hodkinson in [46]. Extending the
latter result of Hirsch and Hodkinson on cylindric algebras, it is shown shown
that the class of strongly representable atom structures of many reducts of
polyadic algebras, including polyadic algebras, cylindric algebras and diagonal
free cylindric algebras is not first order axiomatizable [156]. The constructions
used for this purpose employs the probabalistic methods of of Erdo¨s in con-
structing finite graphs with arbitrarily large chromatic number and girth, see
theorems 2.20, 2.29.
Many classes in algebraic logic can be seen as pseudo-elementary classes.
The defining theory is usually finite, simple and essentially recursively enumer-
able. According to Hirsch and Hodkinson a fairly but not completely general
definition of the notion of representation is just the second sort of a model
of a two-stwo-sorted (more often than not recursively enumerable) first order
theory, where the first sort of the theory is the algebra.
Put in this form, Hirsch and Hodkinson apply model-theoretic finite forc-
ing to the Representation Problem. Model-theoretic forcing, as described in
Hodges [57], and indeed in the proof of the classical Completeness Theorem by
Henkin, and in his Neat Embedding Theorem to be recalled below, typically
involves constructing a model of a first order theory by a game.
The game builds the model step-by-step, elements of the model being pro-
duced by the second player called ∃, in his response to criticism by the first
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player, called ∀. The approach of Hirsch and Hodkinson is basically to combine
the forcing games with the pseudo-elementary approach mentioned above to
representations.
That is to build the second sort of a model of the defining theory whose
first sort is the algebra the representability of which is at issue. Taking the
defining theory of the pseudo-elementary class to be given, this defines the
notion of representation to be axiomatized.
We refer the reader to [40] and [48] for applications of this technique to
axiomatize the classes of representable relation and cylindric algebras. The
step-by-step technique in op.cit of building representations, especially when
viewed as a game, can be extremely potent and inspiring. Not only does it
allow the construction of axiomatizations of relation algebras and cylindric
algebras and other kinds of related algebras, but close examination of the way
that games can be played on given algebras, provides very fine and detailed
information about their structure, and makes one delve deep into the analysis.
1.3 Games in action, a case study
We next apply the game approach to obtain an explicit recursive axiomati-
zation of the class of representable polyadic equality algebras of dimension d,
where d is finite and d ≥ 2. (No such axiomatization exists in the literature
for d ≥ 3).
We recall the definition of quasi polyadic equality algebras of arbitrary
dimension from [108]. When the dimension is finite, quasipolyadic equality
algebras and polyadic equality algebras are practically the same; we refer to
both by polyadic equality algebras.
Definition 1.8. By a quasipolyadic equality algebra of dimension α, briefly a
QPEAα, we mean an algebra A = (A,+,−, ci, s
i
j , pij, dij)i,j<α where (A,+,−)
is a boolean algebra with + denoting the boolean join and − denoting com-
plementation, ci, s
i
j and pij are unary operations on A, dij is a constant (for
i, j < α) and the following postulates are satisfied for all i, j, k ∈ α
1. sii = pii = Id, and pij = pji
2. x ≤ cix (here a ≤ b abbreviates a+ b = b).
3. ci(x+ y) = cix+ ciy
4. sijcix = cix
5. cis
i
jx = s
i
jx if i 6= j
6. sijckx = cks
i
jx if k /∈ {i, j}
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7. sij and pij are boolean endomorphisms
2
8. pijpijx = x
9. pijpik = pjkpijx if |{i, j, k}| = 3
10. pijs
j
ix = s
i
jx
11. sijdij = 1
12. x · dij ≤ sijx
In what follows d is finite with d ≥ 2. In this case we write PEAd for
QPEAd and RPEAd for RQPEAd. A full polyadic set algebra of dimension
d is an algebra
(℘(dU),∩,∪,∼, ∅,d U,Ci,Dij,Pij)i,j<d,
where the Ci’s (cylindrifications) and Dij ’s (the diagonals) are defined like the
CA case and
PijX = {s ◦ [i, j] : s ∈ X}.
C is representable if it is isomorphic to to subdirect product of set algebras.
Let C be a polyadic algebra of finite dimension d ≥ 2. Let x¯, y¯ be d
tuples of elements of some set . We write xi for the ith element of x¯, so that
x¯ = (x0, . . . xd−1). For i, j < d, we write x¯ ≡i y¯ if xk = yk for all k < d k 6= i.
We write x¯ ≡ij y¯ if x¯ = y¯ ◦ [i, j].
Definition 1.9. Let C, d be as above.
(1) A C prenetwork N is a complete directed d dimensional hypergraph
with each hyperedge labelled by an element of C. Formally N consists
of a finite set of nodes, an a map assignining an element of C to each
d-tuple of nodes. We use the synbol N to denote the set of nodes, the
mapping, and the graph itself.
(2) A C network or simply a network is a C prenetwork N satisfying:
(i) for each i, j < d, and d tuple x¯ from nodes(N) (written, x¯ ∈ dN),
if xi = xj, then N(x¯) ≤ dij .
(ii) for any x¯, y¯ ∈ dN , and any i < d, if x¯ ≡i y¯, then N(x¯) · ciN(y¯) 6= 0
(iii) for any x¯, y¯ ∈ dN , and any i, j < d, if x¯ ≡ij y¯, then N(x¯) ·pijN(y¯) 6=
0
(iv) if x¯, y¯, z¯ ∈ dN , i, j, k < d x¯ ≡i y¯, xi = zj , yi = zk and N(z¯) ≤ djk,
then N(x¯) ·N(y¯) 6= 0.
2Homomorphisms from (A,+,−) to itself.
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(3) We write N ⊆ N ′ if the nodes of N ′ include those of N , and N ′(x¯) ≤
N(x¯) for all x¯ ∈ dN .
Definition 1.10. Let N be a prenetwork over the fixed polyadic algebra C,
and let n ≤ ω. The game Gn(N,C) is of length n, and N0 = N . A play
of Gn(N,C) is a sequence of C prenetworks N0 ⊆ . . . Nn if n is finite, and
N0 ⊆ N1 ⊆ . . . if n = ω.
In the tth round t < n, let the last pre-network played be Nt. For his move
in this round, ∀ has two kinds of moves:
(1) Cylindrifier move. ∀ picks i ≤ d, x¯ ∈ dNt and a ∈ C.
(i) i < d. In this case, ∃ must respond to ∀’s move with a prenetwork
Nt+1 ⊇ Nt given by:
reject Nt+1 is the same as Nt except that Nt+1(x¯) = Nt(x¯) · −cia
accept The nodes of Nt+1 are those of Nt plus a new node z. Let
z¯ be given by z¯ ≡i x¯, zi = z. The labels of d tuples of nodes are
given by
Nt+1(z¯) = a ·
∏
j,k<d,zj=zk
djk
Nt+1(x¯) = Nt(x¯) · cia
Nt+1(y¯) = Nt(y¯) for all y ∈ dNt ∼ {x¯}
Nt+1(y¯) =
∏
j,k<d,yj=yk
djk for all y ∈ dNt+1 ∼ ({z¯} ∪ dNt)
(ii) i = d, ∃ must respond to ∀’s move with a prenetwork Nt+1 ⊇ Nt
given by:
accept Nt+1(x¯) = Nt(x¯) · a or reject Nt+1(x¯) = Nt(x¯) · −a.
(2) polyadic move
In this case, ∀ picks i, j < d, x¯ ∈ dNt and a ∈ C.
∃ must respond to ∀’s move with a prenetwork Nt+1 ⊇ Nt given by:
reject Nt+1 is the same as Nt except that Nt+1(x¯) = Nt(x¯) · −pija
acceptThe nodes of Nt+1 are the same as Nt.The labels of d tuples of
nodes are given by
Nt+1(x¯) = Nt(x¯ ◦ [i, j]) · pija
Nt+1(y¯) = Nt(y¯) for all y ∈ dNt ∼ {x¯}
If each Nt t < n) is a C network, then ∃ has won. otherwise ∀ won.
A strategy for a player in a game of the form Gn(N,C) is a set of rules
telling the player what move to make in each situation. A strategy for ∀ will
tell him which tuple, which indices, and which algebra element to pick, and
one for ∃ will tell her whether to accept or reject. A strategy is said to be
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used by a player in a play of the game if that player uses it in every round, so
his or her moves always accord with what the strategy suggests. A strategy
in the game Gn(N,C) is said to be winning for its owner if the owner wins all
matches in which the strategy is used regardless of how the opposite player
decides to move. If a ∈ C ∼ {0}, let Ia be the C network with set of nodes d,
given by Ia(0, 1, . . . d − 1) = a and Ia(x¯) =
∏
xi=xj
dij for each other tuple x¯.
Now given a polyadic equality algebra, it is not always possible to construct
a reprsentation jusy be fixing defects one by one, and ∃ does not always have
a winnin strategy in Gω(N,A). If we were confined to thinking in terms of
step by step constructions of representations, we might easily say at this point
that they just don’t work in general, and give up. With games, however, it is
natural to shift the problem from showing that ∃ has a winning strategy, to
asking when she has a winning startegy. It will turn out that she has such a
strategy precisely when the given algebra is representable, and we can use this
to axiomatize RPEAd, as we illustrate in what follows.
Theorem 1.11. Let d ≥ 2 be finite. Let C be a d dimensional polyadic algebra.
C is representable if and only if ∃ has a winning strategy in the game Gn(Ia,C)
for each n < ω and each non zero a ∈ C.
Proof. One side is easy. If C is representable, then ∃ can use a representation
to give her a winning strategy in each of the games. Conversely suppose she
can win each game Gt(Ia,C) for every t < ω and every non zero element a.
Fix such an element a. We can suppose that C is countable, for RPEAd is a
variety. Consider a play of Gω(Ia,C) in which ∃ uses her winning strategy and
∀ picks every d tuple of nodes ever constructed, every i ≤ d, every i, j < d,
and every a ∈ C eventually during the game. LetM denote the set of all nodes
introduced during this game. Define D = (℘(dM),∪,∼ Ci,Dij ,Pij)i,j<d and a
map h∗ : C→ D bas follows. For r ∈ C, let
h∗(r) = {x¯ ∈ dM ; ∃t < ω(x¯ ∈ dNt ∧Nt(x¯) ≤ r}.
∀ moves of the second kind, when i = d, guarantee that for any d -tuple x¯ and
any a ∈ C for sufficiently large t we have either Nt(x¯) ≤ a or Nt(x¯) ≤ −a.
This ensures that h∗ preserves the Boolean operations. ∀ moves of the first
kind, when i < d ensure that the cylindrifications are respected by h∗, while
∀ moves in response to the polyadic moves guarantee that substitutions are
preserved. So h∗ is a homomorphism fro the diagonal free reduct of C into the
diagonal free reduct of D. Now define
x ∼ y ⇔ ∃z¯ ∈ dM, ∃k, l < d(zk = x ∧ zl = y ∧ z¯ ∈ h
∗(dkl)).
Then ∼ is an equivalence relation; further ∼ is an h∗ congruence on M , in the
sense that if x¯, y¯ ∈ dM and xi ∼ yi for all i < d, then x¯ ∈ h∗(r) iff y¯ ∈ h∗(r).
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Now let B =M/ ∼ and define
ha(r) = {(x0/ ∼, . . . xd−1/ ∼) : (x0 . . . xd−1) ∈ h
∗(r)}.
Then it can be checked that ha is the required representation.
Now we want to synthesis the above games to obtain a recursive axiomati-
zation of RPEAd. Write L
d
c for the signature {0, 1,+,−, ci, dij, pij : i, j < d}
of d dimensional polyadic algebras. A d dimensional term network is a pair
consisting of a finite non empty set N , or nodes(N) of nodes, and a map, also
written N , assigning an Ldc term N(x¯) to each d tuple x¯ of nodes.
(1) Given a term network N , an index i ≤ d, a d tuple x¯ ∈ dN and an
Ldc term τ , we define two term netwrorks Out = Out(N, i, x¯, τ) and
In = In(N, i, x¯, τ) corrsponding to the two ways ∃ can respond to the
cylindrifier move in the game.
(i) i < d We define In and Out as follows
• nodes(Out) = nodes(N), and nodes(In) = nodes(N) ∪ {z} for
some new node z
• For all y¯ ∈ dN ∼ {x¯}, In(y¯) = Out(y¯) = N(y¯)
• Out(x¯) = N(x¯) · −ciτ
• In(x¯) = N(x¯) · ciτ
• Let z¯ ≡i x¯ with zi = z. Then In(z¯) = τ ·
∏
j,k<d,xk=xj
djk
• For all other d tuples y¯ involving z¯, In(y¯) =
∏
j,k<d,yj=yk
djk
(ii) i = d. In this case, we define
• nodes(Out) = nodes(N) = nodes(In)
• In(x¯) = N(x¯) · τ
• Out(x¯) = N(x¯) · −τ
• For all y¯ ∈ dN ∼ {x¯}, In(y¯) = Out(y¯) = N(y¯)
(2) Given a term network N , an index i, j < d, a d tuple x¯ ∈ dN and an
Ldc term τ , we define two term networks Out = Out(N, i, j, x¯, τ) and
In = In(N, i, j, x¯, τ) corresponding to the two ways ∃ can respond to
the polyadic moves in the game. We define In and Out as follows
• nodes(Out) = nodes(N) = nodes(In)
• For all y¯ ∈ dN ∼ {x¯}, In(y¯) = Out(y¯) = N(y¯)
• Out(x¯) = N(x¯) · −pijτ
• In(x¯) = N(x¯ ◦ [i, j]) · pijτ.
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Definition 1.12. Let N be a d dimensional term network .
(1) We define the formula CNetd(N) to be the conjunction of the follow-
ing four formulas: ∧
x¯∈dN,i,j<d,xi=xj
N(x¯) ≤ dij
∧
x¯,y¯∈dN,i<d,x¯≡iy¯
N(x¯) · ciN(y¯) 6= 0
∧
x¯,y¯∈dN,i,j<d,x¯≡i,j y¯
N(x¯) · pijN(y¯) 6= 0
∧
x¯,y¯,z¯∈dN,i,j,k<n,x¯≡iy¯,xi=zj ,yi=zk
(N(z¯) ≤ djk)→ (N(x¯) ·N(y¯) 6= 0).
(2) Now we define inductively:
ψd0(N) = CNet
d(N)
ψdn+1(N) = ∀y[
∧
x¯∈dN,i≤d
ψdn(In(N, i, x¯, y)) ∨ ψ
d
n(out(N, i, x¯, y))
∧
x¯∈dN,i,j<d
ψdn(In(N, i, j, x¯, y)) ∨ ψ
d
n(out(N, i, j, x¯, y)).]
It can be shown by induction on n < ω, that for all assignments τ of he
variables in the terms of N into C, we have C, τ |= ψdn(N) if and only if ∃
has a winning strategy for Gn(N
τ ,C). Let x be any variable and define Jx
to be the graph with nodes d, with Jx(0, . . . d−) = x and Jx(y¯) =
∏
yi=yj
dij
for all y¯ ∈ dd ∼ {(0, 1, . . . , d − 1)}. Then C is representable, if and only if
C, τ |= ψdn(Jx) for all n < ω and all assignmentes τ : {x} → C ∼ {0}. Let φ
d
n
be the sentence ∀x(x 6= 0→ ψdn(Jx)).
Theorem 1.13. For any 3 ≤ d < ω, C is representable if and only if C |= φdn
for all n < ω.
Since PEAd is a variety with discriminator term c0c1 . . . cd−1x, then we can
convert these universal sentences into equations ǫdn that axiomatize RPEAD
withn PEAd
Theorem 1.14. For finite d ≥ 3, RPEAd is axiomatized by the equations
{ǫdn : n < ω} together wth the equations for PEAd.
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Call the set of equations in the above theorem Σ. Let l < d, k < d, k′ < ω
be natural numbers, then by a careful inspection, one can see that Σ contains
infinitely equations in which − occurs, one of + or · ocurs a diagonal or a
permutation with index l occurs, more than k cylindrifications and more than
k′ variables occur. We will show that this (degree of complexity) is true for any
axiomatization of RPEAd when d ≥ 3. There is a prevalent misconception
that cylindric algebras of dimension d are suitable for dealing with Ld (first
order logic restricte to the first d variables) with its semantical and syntactical
notions, whereas in fact, it is the class of polyadic algebras of dimension d,
that constitute the “real” algebraic counterpart of Ld. However, the theory of
(representable) cylindric algebras (RCAd) is far more developed than that of
polyadic equality algebras.
Since, by our above slogan, notions of Ld are reflected by RPEAd while
syntactical notions, like provability in Ld is reflected by the class PEAd, it is
natural and indeed useful to see what results on RCAd generalise to RPEAd
and which do not. This will be a recurrent theme in what follows.
In [153], [130], [137], [162], [141], [166] and [124] we use a disguised form
of Robinson’s finite forcing in model theory to prove interpolation and omit-
ting types for certain infinitary expansions of first order logic. This involves
building models in an essentially step-by-step manner, although we do not re-
sort to games. In treating omitting types for extensions of first order logic, a
Baire category approach is adopted, see theorems, 2.7, 4.1, and this is utterly
unsurprising for one can go from the Baire category approach to games via
the Banach Mazur Theorem [129], [130], [137], [132], [127], [143], [166]. But in
any case, the step-by-step approach, whether by games or otherwise, is widely
accepted and has been used by many authors.
The connection of games to Robinson’s finite forcing is well known. Indeed
the games we played above are called Forcing games. Forcing games are also
known to descriptive set theorists as Banach-Mazur games. Model theorists
use them as a way of building infinite structures with controlled properties. To
sketch the idea, we quote Hodges:“ imagine that a countably infinite team of
builders are constructing a house A. Each builder has his or her own task to
carry out and has infinitely many chances to enter the site and add some finite
amount of material to the house; these slots for the builders are interleaved
so that the whole process takes place in a sequence of steps enumerated by
the natural numbers. To show that the house can be built to order, we need
to show that each builder separately can carry out his or her appointed task,
regardless of what the other builders do. So we imagine each builder as player
∃ in a game where all the other players are lumped together as another player
∀, and we aim to prove that ∃ has a winning strategy for this game. When
we have proved this for each builder separately, we can imagine them going
to work, each with their own winning strategy. They all win their respective
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games and the result is one beautiful house. More technically, the elements of
the structure A are fixed in advance, but the properties of these elements have
to be settled by the play. Each player moves by throwing in a set of atomic or
negated atomic statements about the elements, subject only to the condition
that the set consisting of all the statements thrown in so far must be consistent
with a fixed set of axioms written down before the game. At the end of the
joint play, the set of atomic sentences thrown in has a canonical model, and
this is the structure A; there are ways of ensuring that it is a model of the
fixed set of axioms. A possible property P of A is said to be enforceable if a
builder who is given the task of making P true of A has a winning strategy.
A central point (due essentially to Ehrenfeucht) is that the conjunction of a
countably infinite set of enforceable properties is again enforceable.” We shall
use such ideas in connection to some stability theory in theorem 4.1.
The name forcing comes from an application of related ideas by Paul Co-
hen to construct models of set theory in the early 1960s. In the mathematical
discipline of set theory forcing is the technique invented by Paul Cohen for
proving consistency and independence results. It was first used, in 1962, to
prove the independence of the continuum hypothesis and the axiom of choice
from Zermelo-Fraenkel set theory. Forcing was considerably reworked and sim-
plified in the sixties, and has proven to be an extremely powerful technique
both within set theory and in other areas of mathematical logic such as de-
scriptive set theory and recursion theory. We shall use the technique of iterated
forcing in showing the independence of a purely algebraic statement involving
neat embeddings in theorem 4.31.
Abraham Robinson adapted the methods of forcing to make a general
method for building countable structures, and Martin Ziegler introduced the
game setting. The games played above, have infinite lengths, but are deter-
mined. In fact, all the games studied in this paper has the following topological
form. Take the Cantor set ω2. Now ω2, regarded as the product space of the set
2 with the discrete topology, is a Polish space, that is, a topological space that
is metrizable with a metric that is both separable and complete. A condition is
a map p : Y → {0, 1} where Y is a finite set of ω. Let Mp = {f ∈ ω2 : p ⊆ s}.
Then this is a base for the topology on ω2. Given a non empty closed set
F ⊆ω 2 and a set P ⊆ F , players ∀ ∃ play the following game of length ω.The
players choose between them an increasing chain p0 ⊆ p1 ⊆ . . . of conditions
so that F ∩M(pi) 6= ∅. Then, it can be shown that ∃ has a winning strategy
iff P is comeager. Player ∀ has a winning strategy if there exists a condition
p such that M(p) ∼ P is comegaer in M(p). if P is a Borel set, then the
game is determined, that is one of the players have a winning strategy. Using
the axiom of choice one can show that there is a (non-Borel) set P such that
G(F, P ) is not determined. However if one adopts the axiom of determinacy,
asserting that such games are determined one is led to an extension of ZF
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contradicting choice. Recent work of Woodin has revealed that such a theory
is equiconsistent with ZFC + the existence of infinitely many Woodin cardi-
nals. Not to digress any further, in the two player games we play, one of the
players has a winning strategy, i.e. the games we play are determined. When
∃ has a winning strategy in the ω round game over a given algebra, then this
implies that the algebra in question has a representation, and this game can
be truncated to finite ones, these in turn can be translated effectively into an
axiomatization of the class of representable algebras.
Another approach initiated by Van Benthem and Venema, consists of view-
ing cylindric set algebras as subalgebras of complex algebras of Kripke frames
that have the same signature as atom structures of cylindric algebras [182],
thus opening an avenue to techniques and methods coming from modal logic.
This typically involves introducing Gabbay-style rules on the logic side. These
extremely liberal Gabbay-style inference systems correspond to classes that
are inductive, i.e., axiomatized by ∀∃-formulas. An example of such a class is
the class of rectangularly dense cylindric algebras, [6], [181]. We should men-
tion that this approach is an instance, or rather, an application of the triple
duality, in the sense of Goldblatt [33], existing between abstract modal logic,
Kripke frames or relational structures, and boolean algebras with operators.
In this connection, we refer to the article by Venema in [88] for an explana-
tion and application of this duality to relation algebras and to [182], [86], and
[135] for further elaboration on this duality. More still can be acheived if we
allow relativization. Every weakly associative algebra has a relativized repre-
sentation; this is a classical result of Maddux [79] and is the RA analogue of
the Resek Thompson result for relativized CA’s. Weakly associative algebras
correspond to the so called arrow logic. Kurusz [60] considered arrow logic
augmented with various kinds of infinite counting modalities such as “much
more” and “many times”. Adding these modal operators to weakly associative
arrow logic result in finitely axiomatizable and decidable logics. Arrow logic
with projections is extremely expressive. Indeed Tarski and Givant [179] show
that the whole of set theory can be built in such a framework, which can be
seen as ‘finitizing’ set theory. Nemeti used such results to show that finite
variable fragments have Godel’s incompleteness theorem [134]. Adding pro-
jections [61] can even spoil the robust decidability of weakly associative arrow
logic: some of these are not even recursively enumerable using a reduction of
unsolvable Diophantine equations. This negative property was shown to be
an artifact of the underlying set theory - certain non well founded theories in-
terpret the meaning of projections as to allow for finite axiomatizability even
of full arrow logic with projections. The so called directed cylindric algebras
of Ne´meti form a related topic. Sagi [111] proves the representation of these
in the absence of the axiom of foundation, showing that positive solutions to
the Finitizability problem can be obtained when the underlying set theory is
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weakened.
There is also a purely categorial approach to the representation problem.
Instead of viewing the representation problem as a two-sorted first order theory,
one can present it in the context of a functor going from from one sort to the
other, or rather from one category to the other. We have two categories, the
category of abstract algebras and the category of concrete algebras and adjoint
functors between the two categories. Indeed, the representation problem can be
seen as a typical duality, be it between models and theories, or boolean algebras
with operators and modal logic [32], or quasi-varieties and algebraizable logics
[16]. Indeed it is argued in [80] that duality theories, representation theorems
and adjoint functors are different words for the same thing. At the end of
the article, we give another more sophisticated categorial formulation of the
Finitizability problem, where we look at inverses of the Neat reduct functor
going from one category to another in ω extra dimensions, and try to reflect
those in an adjoint situation. A solution to the finitizability problem is thereby
presented as an equivalence of two categories.
However, it is debatable whether any of the intrinsic existing characteriza-
tions of the class of the representable algebras are “good enough.” In particular,
axiomatizations of this class, existing in the literature, see, e.g., [37], [3], [182],
[48], seem not to be considered satisfactory from the algebraic point of view.
Maybe a better description of the present situation would be that none of these
axiomatizations are considered final.
This also applies to the modal approach initiated by Venema [183] [180],
[181]. A similar situation occurs in modal logic, when people say that Gabbay’s
irreflexitivity rule [30] introduces variables by the back door and is inimical to
the true nature of modal logic.
Quoting Hirsch and Hodkinson, cf. p.9 in [48] “The precise objections
are hard to pin down, but broadly, it seems that these axiomatizations are
regarded as unsatisfactory in some way: they are too complicated—or per-
haps too trivial, just paraphrasing the original problem without providing any
significant new ‘algebraic insight’.”
There are also some reservations to the approach initiated by Hirsch and
Hodkinson adopted in [40] [42], and [48]. It is sometimes argued that the use of
games is just a presentational matter. In any case the problem to find simpler
axiomatizations of representable algebras is still open.
2 Neat embeddings
A form of the Representation Problem is to describe properties of the class
RCAα and try to give a useful characterization of it in abstract terms. An
old result of Henkin which gives an abstract sufficient and necessary condition
for representability fits here. An algebra A is in RCAα if and only if for
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every β > α, it can be embedded as a neat subreduct in some cylindric algebra
of dimension β, or, equivalently, using ultraproducts, into an algebra with ω
extra dimensions.
This brings us to the central venerable notion in the representation theory
of cylindric algebras, namely the notion of neat reducts. The notion of neat
reducts, which we now recall, is also due to Henkin [36, p.401]. An old vener-
able notion in algebraic logic, the notion of neat reducts is now gaining some
momentum, [116], [117], [119], [162], [120], [123], [121], [136], [125], [138], [142],
[140], [141], [139], [163], and [164]. A neat reduct of a cylindric algebra A is
basically a new algebra of lesser dimension obtained from A by overlooking
some of its operations and discarding some of its elements. More precisely:
Definition 2.1. Let α < β be ordinals, and let A ∈ CAβ . Then the neat-
α reduct of A, in symbols NrαA, is the CAα whose domain is the set of all
α-dimensional elements of A defined by
NrαA = {a ∈ A : c
A
i a = a for all i ∈ β r α}.
The operations of NrαA are those of the α-dimensional reduct
RdαA = 〈A,−
A, .A , cAi , d
A
ij〉i,j∈α
of A, restricted to NrαA.
When no confusion is likely, we omit the superscript A. NrαA as easily
checked, is closed under the indicated operations and indeed is a CAα. NrαA
is thus a special subreduct of A, i.e., a special subalgebra of a reduct in the
universal algebraic sense.
For a class K, let SK denote the class of all algebras embedable into
members of K. Dcα denotes the class of dimension complemented cylindric
algebras of dimension α. A ∈ Dcα if ∆x 6= α for all x ∈ A. Dcα us a non-trivial
generalization of Lfα, when α is infinite, and most results for Lfα generalize to
Dcα, see e.g [36] Theorems 2.6.67-71-72, and [37] Thm 4.3.28. These theorems
does not depend on the fact that the dimension set ∆x is finite in locally finite
cylindric algebra, rather they depend on the fact that its complement, α ∼ ∆x,
is infinite, a property that holds for Dcα’s. If A ∈ Dcα and τ ∈
αα is a finite
transformation then sAτ denotes the substitution operation as defined in [37].
These makeDcα’s actually reducts of quasipolyadic equality algebras. The sτ ’s
are defined by composition of finitely many of the the operations sji ’s, where
s
j
ix = cj(x · dij). Neat reducts play a key role in the representation theory
of cylindric algebras as indeed illustrated in the next celebrated theorem of
Henkin, which is basically a completeness result. This overwhelming result
casts its shadow over the entire field.
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Theorem 2.2. For any ordinal α and any A ∈ CAα, the following two con-
ditions are equivalent:
(i) A ∈ RCAα
(ii) A ∈ SNrαCAα+ω.
Proof. One side is trivial. The difficult implication is (ii) → (i). So let
A ⊆ NrαB and B ∈ CAα+ω. Let a ∈ A be non-zero. Then we can fnd a
an ordinal β ≥ α + ω and B′ ∈ CAβ such that A ⊆ NrαB′ and |B′| = |β|.
We can further assume that B′ ∈ Dcβ. Abusing notation we write B for B′.
Then one finds a Boolean ultrafilter F ofB, such that a ∈ F , and F eliminates
quantifiers in the sense that ckx ∈ F , then skl x ∈ F for some l /∈ ∆x. Such
an ultrafilter, which we will encounter gain, will be called a Henkin ultrafilter.
Then one takes V = αβ(ω) = {s ∈ αβ : |{i ∈ α : si 6= i}| < ω} and finally one
defines f : A→ ℘(V ) by f(x) = {τ ∈ V : sB
′
τ¯ x ∈ F}, where τ¯ = τ∪Id ↾ β ∼ α.
Then f is a homomorphism into a weak set algebra with f(a) 6= 0. The
representation corresponding to F in this manner will be called the canonical
model of F .
Infinity manifests itself in (ii) above, and it does so essentially in the case
when α > 2, in the sense that if A neatly embeds into an algebra in finitely
many extra dimensions, then it might not be representable, as shown by Monk.
All ω extra dimensions are needed for representability. One cannot truncate
ω to any finite ordinal. The ω extra dimensions play the role of added con-
stants or witnesses in Henkin’s classical proof of the completeness theorem.
Therefore it is no coincidence that variations on theorem 3.17 lead to metalog-
ical results concerning interpolation and omitting types for the corresponding
logic. Such results can be proved by Henkin’s method of constructing models
out of constants. In this connection we refer to [124], [153], [137], [133], [166],
[140],[141], [163], [156], [129], [135], [149],[150] and [134]. Let us set out from
the known property of cylindric algebras that neat embedding property implies
representability, i.e.
A ∈ SNrαCAα+ε implies A ∈ IGsα (6)
where α, ε are infinite ordinals. Ferenczi analysed the property (6) for various
classes of algebras. He introduced some new classes of cylindric like algebras
(classesKαα+ε, M
α
α+ε, F
α
α+ε e.g.) and formulated a group of theorems connected
with the property (6). In [26] the following problem is investigated: Is it
possible to replace in (6) the class CA by a larger class so that the implicitation
in (6) is still true. In other words, can we loosen up the axioms when we get to
ω extra dimensions? The answer is affirmative. Let C1−C7 denote the cylindric
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axioms as defined in [36] 1.1.1. In [26] the following class Kαα+ε is introduced:
Suppose that Kαα+ε is the class for which K
α
α+ε  {C1, C2, C3, C5, C7, C4−, C6−}
where β denotes α + ε and C4− denotes the pair of the following weakenings
a) and b) of axiom C4 :
C4− a) cms
j
nx = s
j
ncmx
C4− b) cms
j
ncmx = s
j
ncmx
where j ∈ α and m,n ∈ β, m 6= n, and C6− denotes the following weaken-
ings a), b) and c) of axiom C6 :
C6− a) dmn = dnm
C6− b) dmn dnj = dmj
C6− c) cmdjn = djn m /∈ {j, n} .
Notice that C4− and C6− are restrictions of the β−dimensional axioms C4
and C6.
Theorem 2.3. Let A ∈ CAα. Then A ∈ SNrK
α
α+ε if and only if A ∈ IGsα
where α and ε are infinite fixed ordinals.
It can be proven that in a sense the class Kαα+ε is the optimal extension of
the class CAα such that (6) is still true. Considering the classical logical as-
pects of theorem 2.3 we can draw the conclusion that in Go¨del’s completeness
proof we use only a fragement of the complete calculus, i.e. it is possible to re-
strict the equality axioms, and to weaken the commutativity of the quantifiers
∃xi so that Go¨del’s theorem remains true. In [27], the generalization of (6),
from the class Gwsα to the class Crsα ∩ CAα (i.e., to the class included in
the Resek - Thompson representation Theorem) is investigated. The problem
is: Is there a class of cylindric like algebras instead of CAα such that (6)
is still true when the class Gsα is replaced by the class Crsα ∩ CAα? The
answer is again in the affirmative. A new class Mαα+ε of cylindric like algebras
is introduced in [27]. The character of this class is similar to that of Kαα+ε
i.e. this class satisfies all the cylindric axioms except for C4 and C6. Instead
of these axioms it satisfies some concrete weakenings of these axioms. The
following thorem is true for Mαα+ε : Suppose that A ∈ CAα
Theorem 2.4. A ∈ ICrsα ∩CAα if and only if A ∈ SNrM
α
α+ε where α and
ε are infinite fixed ordinals.
Resek and Thompson’s famous theorem says: A ∈ CAMα if and only if A ∈
ICrsα∩CAα where CA
M
α denotes the class of cylindric algebras satisfying the
merry-go-round properties. Theorem 2.4 allows us to give a new proof for this
classical theorem. Furthermore it shows that the NET does cast its shadows
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over the entire field. Theorem 2.4 also has remarkable consequences for logic.
In classical first order logic if the language is extended by new individual
variables then the deduction system obtained is a conservative extension of
the old one. This fails to be true for logics with infinitary predicates. But,
as a consequence of the theorem 2.4 it can be proven that restricting the
commutativity of quantifiers and the equality axioms in the expanded language
and supposing the merry-go-round properties in the original language, the
foregoing extension is already a conservative one (see [28]).
Coming back to Henkin’s Neat Embedding Theorem, we have the following.
On the one hand, the characterization established by Henkin is an abstract
characterization of the class RCAα, and it does help occasionally to prove that
certain subclasses consist exclusively of representable algebras. This occurs
when it is easier to prove that an algebra embeds neatly into another algebra
in ω extra dimensions, and applies, for example, in the cases of the classes of
the so-called diagonal cylindric algebras and the semisimple ones, [36, 2.6.50]
and [37, 3.2.11]. On the other hand, this characterization is not satisfactory
from the set-theoretic representation point of view, since it is not intrinsic
and refers to algebras outside the algebra considered, namely, algebras with ω
extra dimensions. 3
In [36] algebras in the class SNrαCAα+ω are said to have the neat em-
bedding property. Therefore, an algebra has the neat embedding property if
it neatly embeds into an algebra with ω extra dimensions, and according to
Henkin’s Neat Embedding Theorem the class RCAα coincides with the class
of cylindric algebras that have the neat embedding property. Since locally
finite algebras have the neat embedding property, Theorem 3.2 can be seen as
an indeed substantial generalization of Tarski’s representation Theorem push-
ing it to the limit. Quoting Henkin-Monk and Tarski [36] p.400 “The notion
of the neat embedding property appears to be more suitable for an abstract
algebraic treatment than that of representability. This is the main reason why
our discussion of neat reducts and their subalgebras in the present section will
be comprehensive and detailed.”
It is known (cf. [153] or [162] ) that the Neat Embedding Theorem, or the
NET for short, proved by Henkin in the fifties, is an algebraization of Henkin’s
celebrated proof of the completeness of first order logic, or rather an extension
thereof. Indeed it can be viewed as a typical instance of Robinson’s finite
forcing in model theory [40]. Referred to by Hirsch and Hodkinson [41] as one
3By an intrinsic property of an algebra A we understand, loosely speaking, a property
which can be expressed entirely in terms of symbols denoting the operations of A, and
variables ranging exclusively over elements of the universe of A, subsets of A, relations
between elements of A, sets of such subsets and relations, etc., and not, e.g., in case A is a
family of sets, in terms of variables ranging over ∪A. (Note that the notion of an intrinsic
property is of mathematical nature; to be made precise it must be relativized to a well
defined formal language).
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of the earliest examples of step-by-step building representations in algebraic
logic, variants of the NET have been successfully applied to (algebraically)
prove the completeness of several versions of quantifier logics, that are exten-
sions, variants, or reducts of first order logic. Examples include Keisler’s logics
investigated algebraically in [22], and various reducts thereof, like the logics
studied in [8] and much later in [106], under the name of typeless finitary log-
ics of infinitary relations, see also [37, §4.3] for a systematic treatment of such
logics. Other contexts to which the NET applies to prove completeness are
the higher order logics investigated by Sagi [111] and Sagi, and Sayed [113].
Variations on the NET gives results on amalgamation, which is the algebraic
equivalent of interpolation in the corresponding logic. Indeed this theme is
pursued in [153], [131],[119], [133], [138], [140],[141], [163], and [68].
2.1 Variations on the NET
Several other strenghthenings and incarnations of the NET has been inves-
tigated by the author for finite dimensions. For a class K let ScK = {A :
∃B ∈ K : A ⊆ B and for all X ⊆ A,
∑AX = 1, then ∑BX = 1}. We
write A ⊆c B, if A ∈ Sc{B}. Now we let n < ω. It is proved in [124] that
if A ∈ CAn then A is completely representable if and only if A ∈ ScNrnCAω
and A is atomic. While RCAn is a variety, it can be shown that the class
ScNrnCAω is a pseudo elementary class, that is not elementary; furthermore;
its elementary closure, UpUrScNrnCAω is not finitely axiomatizable. (In fact
any n ≥ 3 and any class K such that NrnCAω ⊆ K ⊆ ScNrnCAn+2, K is
not elementary.) In [161] the following question is investigated. When does
A ∈ ScNrnCAω posses a cylindric representation preserving a given set of
(infinite) meets carrying them to set theoretic intersection? If A has a repre-
sentation preserving arbitrary meets, then A is atomic. Conversely, when A
is countable and atomic then A has such a representation. Such a representa-
tion is called an atomic or complete representation. A complete representation
carries arbitrary joins to unions. That is if rep : A → ℘(nX) is a complete
representation, then rep(
∑
X) =
⋃
x∈X rep(x), whenever
∑
X exists. We
give two examples showing that countability is essential and we cannot replace
ScNrnCAω by NrnCAn+k ∩RCAn for any finite k.
Example 2.5. Here we define an atomic relation algebra A with uncount-
ably many atoms. This algebra will be used to construct cylindric algebras of
dimension n showing that countability is essential in the above characteriza-
tion. For undefined terminology the reader is referred to [48]. The atoms are
1′, ai0 : i < ω1 and aj : 1 ≤ j < ω, all symmetric. The forbidden triples of
atoms are all permutations of (1′, x, y) for x 6= y, (aj , aj, aj) for 1 ≤ j < ω and
(ai0, a
i′
0 , a
i∗
0 ) for i, i
′, i∗ < ω1. In other words, we forbid all the monochromatic
triangles. Write a0 for {ai0 : i < ω1} and a+ for {aj : 1 ≤ j < ω}. Call this
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atom structure α. Let A be the term algebra on this atom structure. A is a
dense subalgebra of the complex algebra Cmα. We claim that A has no com-
plete representation. Indeed, suppose A has a complete representation M . Let
x, y be points in the representation with M |= a1(x, y). For each i < ω1 there
is a point zi ∈ M such that M |= ai0(x, zi) ∧ a1(zi, y). Let Z = {zi : i < ω1}.
Within Z there can be no edges labelled by a0 so each edge is labelled by one of
the countable number of atoms in a+. Ramsay’s theorem forces the existence
of three points z1, z2, z3 ∈ Z such that M |= aj(a
1, z2) ∧ aj(z
2, z3) ∧ aj(z
3, z1),
for some single j < ω. This contradicts the definition of composition in A.
Let S be the set of all atomic A-networks N with nodes ω such that
{ai : 1 ≤ i < ω, ai is the label of an edge in N} is finite. Then it is straight-
forward to show S is an amalgamation class, that is for all M,N ∈ S if
M ≡ij N then there is L ∈ S with M ≡i L ≡j N. Hence the complex cylindric
algebra Ca(S) ∈ CAω. Now let X be the set of finite A-networks N with
nodes ⊂ ω such that
1. each edge of N is either (a) an atom of A or (b) a cofinite subset of
a+ = {aj : 1 ≤ j < ω} or (c) a cofinite subset of a0 = {ai0 : i < ω1} and
2. N is ‘triangle-closed’, i.e. for all l, m, n ∈ nodes(N) we have N(l, n) ≤
N(l, m);N(m,n). That means if an edge (l, m) is labelled by 1′ then
N(l, n) = N(m,n) and if N(l, m), N(m,n) ≤ a0 then N(l, n).a0 = 0 and
if N(l, m) = N(m,n) = aj (some 1 ≤ j < ω) then N(l, n).aj = 0.
For N ∈ X let N ′ ∈ Ca(S) be defined by
{L ∈ S : L(m,n) ≤ N(m,n) for m,n ∈ nodes(N)}
Then if N ∈ X, i < ω then ciN ′ = (N↾−i)′. The inclusion ciN ′ ⊆ (N↾−i)′
is clear. Conversely, let L ∈ (N↾−i)′. We seek M ≡i L with M ∈ N ′. This
will prove that L ∈ ciN ′, as required. Since L ∈ S the set X = {ai /∈ L} is
infinite. Let X be the disjoint union of two infinite sets Y ∪ Y ′, say. To define
the ω-network M we must define the labels of all edges involving the node i
(other labels are given by M ≡i L). We define these labels by enumerating
the edges and labelling them one at a time. So let j 6= i < ω. Suppose
j ∈ nodes(N). We must choose M(i, j) ≤ N(i, j). If N(i, j) is an atom then
of course M(i, j) = N(i, j). Since N is finite, this defines only finitely many
labels of M . If N(i, j) is a cofinite subset of a0 then we let M(i, j) be an
arbitrary atom in N(i, j). And if N(i, j) is a cofinite subset of a+ then let
M(i, j) be an element of N(i, j) ∩ Y which has not been used as the label of
any edge of M which has already been chosen (possible, since at each stage
only finitely many have been chosen so far). If j /∈ nodes(N) then we can let
M(i, j) = ak ∈ Y some 1 ≤ k < ω such that no edge of M has already been
labelled by ak. It is not hard to check that each triangle ofM is consistent (we
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have avoided all monochromatic triangles) and clearly M ∈ N ′ and M ≡i L.
The labelling avoided all but finitely many elements of Y ′, so M ∈ S. So
(N↾−i)
′ ⊆ ciN ′. Let X ′ = {N ′ : N ∈ X} ⊆ Ca(S). Then the subalgebra
of Ca(S) generated by X ′ is obtained from X ′ by closing under finite unions.
Clearly all these finite unions are generated by X ′. We must show that the set
of finite unions of X ′ is closed under all cylindric operations. Closure under
unions is given. For N ′ ∈ X we have −N ′ =
⋃
m,n∈nodes(N)N
′
mn where Nmn
is a network with nodes {m,n} and labelling Nmn(m,n) = −N(m,n). Nmn
may not belong to X but it is equivalent to a union of at most finitely many
members of X . The diagonal dij ∈ Ca(S) is equal to N ′ where N is a network
with nodes {i, j} and labelling N(i, j) = 1′. Closure under cylindrification is
given. Let C be the subalgebra of Ca(S) generated by X ′. Then A = Ra(C).
Each element of A is a union of a finite number of atoms and possibly a co-
finite subset of a0 and possibly a co-finite subset of a+. Clearly A ⊆ Ra(C).
Conversely, each element z ∈ Ra(C) is a finite union
⋃
N∈F N
′, for some finite
subset F of X , satisfying ciz = z, for i > 1. Let i0, . . . , ik be an enumeration
of all the nodes, other than 0 and 1, that occur as nodes of networks in F .
Then, ci0 . . . cikz =
⋃
N∈F ci0 . . . cikN
′ =
⋃
N∈F (N↾{0,1})
′ ∈ A. So Ra(C) ⊆ A.
A is relation algebra reduct of C ∈ CAω but has no complete representation.
Let n > 2. LetB = NrnC. ThenB ∈ NrnCAω, is atomic, but has no complete
representation.
Example 2.6. We use a simplified version of a construction in [11]. Ultimately
we will show that we cannot replace ScNrnCAω byNrnCAn+m∩RCAn for any
finitem in completely representing given countable atomic algebras. That is for
every m ≥ 0, there exists a countable atomic representable A ∈ NrnCAn+m,
that has no complete representation. Let k be a cardinal. Let Ek = Ek(2, 3)
denote the relation algebra which has k non-identity atoms, in which ai ≤ aj ; al
if |{i, j, l} ∈ {2, 3} for all non-identity atoms ai, aj, ak. Let k be finite, let
I be the set of non-identity atoms of Ek(2, 3) and let P0, P1 . . . Pk−1 be an
enumeration of the elements of I. Let l ∈ ω, l ≥ 2 and let Jl denote the set
of all subsets of I of cardinality l. Define the symmetric ternary relation on ω
by E(i, j, k) if and only if i, j, k are evenly distributed, that is
(∃p, q, r){p, q, r} = {i, j, k}, r − q = q − p.
Let m < n be given finite ordinals. We show that there exists C ∈ NrmCAn ∩
RCAm and X ⊆ C such that
∏
X = 0 but for any non-zero representation
f : C → D we have
⋂
x∈X f(x) 6= 0. Now assume that n > 2, l ≥ 2n − 1,
k ≥ (2n− 1)l, k ∈ ω. Let M = Ek(2, 3). Then
(∀V2 . . . , Vn,W2 . . .Wn ∈ Jl)(∃T ∈ Jl)(∀2 ≤ i ≤ n)
(∀a ∈ Vi)∀b ∈ Wi)(∀c ∈ Ti)(a ≤ b; c).
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That is (J4)n formulated in [11] p. 72 is satsified. Therefore, as proved in [11]
p. 77, Bn the set of all n by n basic matrices is a cylindric basis of dimension
n. But we also have
(∀P2, . . . , Pn, Q2 . . . Qn ∈ I)(∀W ∈ Jl)(W ∩ P2;Q2 ∩ . . . ∩ Pn : Qn 6= 0)
That is (J5)n formulated on p. 79 of [11] holds. According to definition 3.1
(ii) (J, E) is an n blur for M, and clearly E is definable in (ω,<). Let C be as
defined in lemma 4.3 in [11]. Then, by lemma 4.3, C is a subalgebra of CmBn,
hence it contains the term algebra TmBn. Denote C by Bbn(M, J, E). Then
by theorem 4.6 in [11] C is representable, and by theorem 4.4 in [11] for m <
n Bbm(M, J, E) = NrmBbn(M, J, E). However CmBn is not representable
hence C ∈ NrmCAn ∩ RCAn is atomic, countable, representable, but not
completely representable.
In [161] we also investigate the question of when representations preserve a
given (possibly infinite) set of meets. Here we are touching deep set theoretic
waters. We show that when the meets are ultrafilters then preservation of
< ω2 many meets is possible (in ZFC), while if they are not then we are led
to a statement that is independent of ZFC. In fact we prove the following
theorem:
Theorem 2.7. Let A ∈ ScNrnCAω be countable. Let covK be the least car-
dinal such that the real line can be covered by κ nowhere dense sets. Let
κ < covK. Let (Xi : i ∈ κ) be a family of subsets of A such that
∏
Xi = 0
for all i ∈ κ. Then for every a ∈ A a 6= 0, there exists a representation
f : A→ ℘(nX) such that f(a) 6= 0 and
⋂
x∈Xi
f(x) = ∅ for all i ∈ κ.
Proof. Assume that A is countable with A ∈ ScNrnCAω. Let a ∈ A be non-
zero. Then A = NrnD with D ∈ CAω. Let B = Sg
DA. Then B ⊆ D, B is
countable and B ∈ Lfω. Futhermore we have a ∈ B is non-zero and
∏
Xi = 0
in B. We have by [36, 1.11.6] that
(∀j < α)(∀x ∈ B)(cjx =
∑
i∈αr∆x
s
j
ix.) (7)
Here
∑
denotes supremum and for distinct i, j < β, sjix is defined by cj(x·dij).
siix is defined to be x. If x is a formula, then s
j
ix is the operation of replacing
the free occurrences of variable vj by vi such that the substitution is free. Now
let V be the weak space ωω(Id) = {s ∈ ωω : |{i ∈ ω : si 6= i}| < ω}. For each
τ ∈ V for each i ∈ κ, let
Xi,τ = {sτx : x ∈ Xi}.
Here sτ is the unary operation as defined in [36, 1.11.9]. sτ is the algebraic
counterpart of the metalogical operation of the simultaneous substitution of
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variables (indexed by the range of τ) for variables (indexed by its domain) [36,
1.11.8]. For each τ ∈ V, sτ is a complete boolean endomorphism on B by [36,
1.11.12(iii)]. It thus follows that
(∀τ ∈ V )(∀i ∈ κ)
∏
AXi,τ = 0 (8)
Let S be the Stone space of the boolean part of A, and for x ∈ A, let Nx denote
the clopen set consisting of all boolean ultrafilters that contain x. Then form
7, 8, it follows that for x ∈ A, j < β, i < κ and τ ∈ V , the sets
Gj,x = Ncjx \
⋃
i/∈∆x
N
s
j
ix
and Hi,τ =
⋂
x∈Xi
Nsτ¯x
are closed nowhere dense sets in S. Also eachHi,τ is closed and nowhere dense.
Let
G =
⋃
j∈β
⋃
x∈B
Gj,x and H =
⋃
i∈κ
⋃
τ∈V
Hi,τ.
By properties of covK, it can be shown H is a countable collection of nowhere
dense sets. By the Baire Category theorem for compact Hausdorff spaces, we
get that X = S ∼ H ∪G is dense in S. Accordingly let F be an ultrafilter
in Na ∩ X . By the very choice of F , it follows that a ∈ F and we have the
following
(∀j < β)(∀x ∈ B)(cjx ∈ F =⇒ (∃j /∈ ∆x)s
i
jx ∈ F.) (9)
and
(∀i < κ)(∀τ ∈ V )(∃x ∈ Xi)sτx /∈ F. (10)
Next we form the canonical representation corresponding to F in which satis-
faction coincides with genericity. To handle equality we define
E = {(i, j) ∈ 2α : dij ∈ F}.
E is an equivalence relation on α. E is reflexive because dii = 1 and symmetric
because dij = dji. E is transitive because F is a filter and for all k, l, u < α,
with l /∈ {k, u}, we have
dkl · dlu ≤ cl(dkl · dlu) = dku.
Let M = α/E and for i ∈ ω, let q(i) = i/E. Let W be the weak space αM (q).
For h ∈ W, we write h = τ¯ if τ ∈ V is such that τ(i)/E = h(i) for all i ∈ ω.
τ of course may not be unique. Define f from B to the full weak set algebra
with unit W as follows:
f(x) = {τ¯ ∈ W : sτx ∈ F}, for x ∈ A.
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Then it can be checked that f is a homomorphism such that f(a) 6= 0 and⋂
f(Xi) = ∅ for all i ∈ κ, hence the desired. The natural restriction of f to A
is as desired.
The above proof depended on the following topological property. If X is
a second countable compact Hausdorff space and (Ai : i < κ) is a family of
nowhere dense sets then X ∼
⋃
i<κAi is dense. The idea of proof is that the
(possibly uncountable union)
⋃
i<κAi can be written as a countable union of
nowhere dense sets and then a direct application of the Baire category theorem
for compact Hausdorff enables one to get the desired ultrafilter F . The question
arises as to what happen if we replace covK by ω2. (Recall that it is consistent
that they are not equal). In this case the theorem cannot be proved in ZFC.
We would need extra (independent) axioms. One possible axiom is Martin’s
axiom (MA). This follows from the fact that MA implies that if we have a
union of nowhere dense sets over an indexing set I with |I| < ω2 then it is
a countable union. But MA is two strong. For any ordinal α, let Pα be the
statement: Given a collection < 2ωα subsets of ωα such that the intersection
of any < ωα has cardinality ωα, then there is B ⊆ ωα of cardinality ωα such
that for each element A of the collection |B − A| < ωα. P0 is the statement :
Whenever A is a family of subsets of ω such that |A| < ω2 and A0∩A1∩ . . . An
is infinite, whenever A0, A1 . . . An ∈ A, then there is a subset I of ω such
that I ∼ A is finite for every A ∈ I which is essentially the combinatorial
part of MA. It can be shown that MA =⇒ P0 and that MA is strictly
stronger than P0 P0 is essentially the combinatorial part ofMA. Under P0 the
following can be proved: If X is a topological space with countable base, then
the family of nowheredense sets J has the property that whenever J1 ⊆ J and
|J1| < ω2, there is a countable J0 ⊆ J such that every member of J1 is included
in a member of J0 [29]. And thats all we need. P0 is equivalent to Martin’s
axiom restricted to the so called σ-centered partially ordered sets, so it is a
restricted form of Martin’s axiom [29]. But actually what we need is even, yet,
a weaker assumption, and that is Martin’s axiom restricted to it countable
partially ordered sets, called MA(countable). In passing we note that covK
is the largest cardinal such that MA(countable) is true, so that in some exact
sense the cardinal covK is the best possible. In short when we loosen the
statement κ < covK to κ < ω2 we are led to an independent statement in
set theory. In fact such a statement, is a consequence of MA, and like MA
it is independent from ZFC + ¬CH . The consistency of such a statement
is proved by showing that is a consequence of a combinatorial consequence of
Martin’s axiom, namely P0. The independence is proved using iterated forcing.
We note that if m denotes the least cardinal such that MA fails and p is the
least cardinal such that MA for σ centered partially ordered sets fails, then
clearly ω1 ≤ m ≤ p ≤ covK ≤ ω2. It is consistent that m is singular, it is
provable that both covK and p are regular, and it is provable covK cannot
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have countable cofinality. It is also consistent that m < p < covK. Using
Shelah’s techniques from stability theory, we also investigate preservation of
< λ2 many (maximal) meets, where λ is a regular uncountable cardinal, for
uncountable algebras in ScNrnCAω. This will be proved below.
Theorem 2.8. Let A ∈ ScNrnCAω be infinite such that |A| = λ, λ is a a
regular cardinal. Let κ < λ2. Let (Xi : i ∈ κ) be a family of non-principal
ultrafilters of A. Then there exists a representation f : A → ℘(nX) such that⋂
x∈Xi
f(x) = ∅ for all i ∈ κ.
Proof. see theorem 4.1
The above theorem, to the best of our knowlege is the first theorem that
uses techniques from stability theory in algebraic logic. Note that, in the
countable case, the condition of maximality of “types” considered shifts us
from an independent statement, to one that is provable in ZFC.
Conversely the NET conjoined with some form of Ramsey’s theorem has
been applied to show the essential incompleteness of Ln, the first order logic
restricted to the first n variables when ω > n > 2, see, e.g. [98], [53]. This
follows from the following classical algebraic result of Monk that established
the “infinite distance” between CA’s and RCA’s. Monk’s result marked a
turning point in the development of the subject, and is considered one of the
most, if not the most, important model-theoretic result concerning cylindric
algebras.
Theorem 2.9. Let ω > n > 2 and m ∈ ω. Then RCAn is properly contained
in SNrnCAn+m. Thus RCAn is not finitely axiomatizable.
Sketch of proof. Monk used Ramsey’s Theorem to construct for each m ∈ ω
and 2 < n < ω, an algebra Am ∈ NrnCAn+m that is not representable. The
ultraproduct of the Am’s constructed by Monk (relative to any non-principal
ultrafilter on ω) is in SNrnCAn+ω, hence by the NET , is representable. Using
elementary model theory, it follows thus that the class RCAn for ω > n > 2,
is not finitely axiomatizable.
The Am’s are referred to in the literature as Monk or Maddux algebras.
Both authors used them. The key idea of the construction of a Monk algebra
is not so hard. Such algebras are finite, hence atomic, more precisely their
boolean reduct is atomic. The atoms are given colors, and cylindrifications
and diagonals are defined by stipulating that monochromatic triangles are in-
consistent. If a Monk algebra has many more atoms than colors, it follows
from Ramsey’s Theorem that any representation of the algebra must contain a
monochromatic triangle, so the algebra is not representable. Andre´ka’s split-
ting as seen in [3] is a variation on the same theme, and indeed leads to a
refinement of Monk’s result (See below). Here, splitting refers to splitting an
atom into more atoms , that enforces non-representability, in which case the
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original atom before the process of splitting is no longer an atom after the
process of splitting. However, Andre´ka’s splitting does not appeal to any form
of Ramsey’s theorem. In [120] Andre´ka’s splitting is used to show that the
class of neat n reducts of β-dimensional cylindric algebras is not elementary
for 2 < n < β∩ω. (It will be also used below). We note that Monk established
a very interesting connection between finite combinatorics and algebraic logic
[99], a recurrent theme in algebraic logic. A recent use - establishing this link
- of Monk algebras with a powerful combinatorial result of Erdo¨s on proba-
bilistic graphs has shown that the class of the so-called strongly representable
atom structures of relation algebras and n-dimensional representable cylindric
algebras is not elementary [46]. Such counterexamples were used in [124] to
show that the omitting types theorem fails for the finite variable fragments
of first order logic, as long as the number of variables available is at least 3.
The omitting types theorem for variants of first order logic, be it reducts or
expansions was studied intensely in recent times [124], [126], [141], [137], [166],
[127], [132], [129], and [132], see also theorems 4.28, 4.29.
We should mention that Lyndon’s three papers [62], [63], and [64] on re-
lation algebras were very influential. [63] is the basis for Hirsch-Hodkinson’s
(step-by-step) approach to the representation problem. [64], on the other hand,
contains results of constructing non-representable relation algebras from pro-
jective geometries. This led to Monk’s famous result that the class of repre-
sentable relation algebras is not finitely axiomatizable [94]. Here Bruck-Ryser
theorem on non existence of projective planes of certain orders was used. The
second key paper in this context is [95] where Monk extended his result (of
non-finite axiomatizability) to 3 dimensional representable cylindric algebras.
In both of these papers, Monk uses projective geometries. In his 1964 pa-
per [94] the relation algebras used arise from Lyndon’s construction applied
to projective lines, and in the 1965 paper [95], the algebras dealt with are
3-dimensional cylindric algebras constructed from Lyndon’s relation algebras,
which are defined as follows.
Definition 2.10. Let U be a set with |U | ≥ 4 and let e be any element such
that e /∈ U . then the Lyndon algebra on U , is the RA type algebra defined to
be
L(U) = (℘(U ∪ {e}),∩,∼, ◦,˘ , id)
where id = {e}, for all X ⊆ U ∪ {e}, X˘ = X and ◦ is the completely additive
opeartion on ℘(U ∪ {e} defined between singletons of U ∪ {e} as follows. For
any u 6= v ∈ U :
{u} ◦ id = id ◦ {u} = {u}
{u} ◦ {u} = id ∪ {u} = {e, u}
{u} ◦ {v} = U ∼ {u, v}
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id ◦ id = id
Byy a Lyndon algebra we mean a Lyndon algebra on some set U
It is known that a Lyndon algebra on U is representable iff there exists a
projective plane whose lines are incident with exactly |U | points. Thus there
are infinitely many n ∈ ω such that the Lyndon algebras on n are representable,
and there are infinitely many n ∈ ω such tha the Lyndon algebra on n is not
reprresentable. Monk used this to show that the class RRA is not finitely
axiomatizable.
Monk extended his results to cylindric algebras of dimension larger than 3,
in his 1969 paper [96], using the algebras based on Ramsey’s Theorem.
Had it been otherwise, i.e., if for ω > n > 2, RCAn had turned out to
be axiomatizable by a finite set of equations Σ say, then this Σ would have
been probably taken as the standard axiomatization of CAn. Unfortunately
this turned out not to be the case. Quoting Hirsch and Hodkinson p.8 [48]
“As it seemed, the hopes of workers over a hundred years starting with De
Morgan and culminating in Tarski’s work to produce a (simple, elegant, or at
least finite) set of algebraic properties - or in modern terminology - equations
that captured exactly the true properties of n-ary relations for ω > n > 2
were shattered by Monk’s result.” This impasse is still provoking extensive re-
search until the present day, in essentially two conflicting (but complementary)
forms. To understand the “essence” of representable algebras, one often deals
with the non-representable ones, the “distorted images” so to speak. Simon’s
result in [176], of “representing” non-representable algebras, seems to point
out that this distortion is, after all, not completely chaotic. This is similar to
studying non-standard models of arithmetic, that do shed light on the stan-
dard model. One form, which we already discussed, is to try to circumvent
this negative non-finite axiomatizability result. The other form is to sharpen
it. Indeed, Monk’s negative result—as far as non-finite axiomatizability is
concerned—stated above, was refined and strengthened by many authors in
many directions, to mention a few, Andre´ka [3], Biro [15], Maddux [74], Sagi
[109], and Hirsch and Hodkinson [42].
Maddux [74] proved that Monk algebras can be generated by a single el-
ement. This is far from being trivial. Besides, this result implies essential
incompleteness for finite varaible fragments of Ln n ≥ 3 when we have only
one binary relation in the language. Making an algebra one-generated in-
volves increasing complexity on its automorphism group. The structure be-
comes rigid. Hirsch Hodkinson and Maddux [52] used Maddux’s algebras to-
gether with a combinatorial argument to show that for m ≥ 3 the incusions
CAm = SNrmCAm ⊃ SNrmCAm+1 . . . are strict and all but the first inclu-
sion is finitely axiomatized. This, too, has deep implications concerning the
proof theory of Ln [53]. Biro [15] proves that RCAn, ω > n > 2, remains
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non-finitely axiomatizable, if we add finitely many first order definable oper-
ations, a result that is already implicit in Monk’s and Maddux’s non-finite
axiomatizability results in [96] and [74]. The novelty occurring in Biro’s result
is making the notion “first order definable” explicit. Andre´ka [3], building on
work of Jonsson [58] for relation algebras, proves the same result in case we
add other “kinds” of operations, like for example modalities, i.e. operations
distributing over the boolean join, as long as the added operations are finitely
many. While Biro’s result excludes axiomatizations by a finite set of equations,
Andre´ka’s, on the other hand, exclude axiomatizations involving universal for-
mulas in which only finitely many variables occur. Sagi [109], building on work
of Lyndon [63], addresses the most general formulation of the problem show-
ing that the Finitizability Problem cannot be solved by adding finitely many
permutation invariant operations in the sense of Tarski-Givant [179], as long
as one hopes for particular (universal) axiomatizations involving only finitely
many variables, and he gives a sufficient condition for the refutation of such
a problem. We recall from [101] that a permutation invariant operation on
a set algebra with unit nU is one that is invariant under permutations of U .
Mada´rasz [67] addresses the case when the (finitely many) added operations
are binary and L3∞ω definable. One general form of the Finitizability Problem
for both cylindric algebras and relation algebras is to the best of our knowl-
edge still open. This more or less concrete form for cylindric algebras is the
following:
Open Problem (Tarski-Givant-Henkin-Monk-Maddux- Ne´meti) . Can
we expand the language of cylindric set algebras of dimension n, ω > n > 2,
by finitely many permutation invariant operations so that the interpretation
of these newly added operations in the resulting class of algebras is still of a
concrete set-theoretic nature, and the resulting class generates a finitely ax-
iomatizable variety or quasi-variety?
For further elaboration on this problem we refer to [109], [153], [101], [114],
[106], [105], [176] and [175]. We refer to the above problem as the permutation
invariant version of the Finitizability Problem. The requirement of permuta-
tion invariance here is crucial for it corresponds to the (meta-logical) fact that
isomorphic models satisfy the same formulas, a basic requirement in abstract
model theory. Without this requirement there are rather easy solutions to
the Finitizability Problem due to Biro [15], Maddux [74], [75], [82] and Simon
[176].
2.2 A reduction of the Finitizability Problem
An important result in [109] is reducing the Finitizability Problem for relation
algebras addressing (the infinitely many) permutation invariant expansions of
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relation algebras to working entirely inside the class of relation algebras. We
believe that this could be a breakthrough, and unfortunately, to the best of
our knowledge, this result was not published. It occurs in the first chapter in
Sagi’s dissertation. So here we give an outline of Sagi’s (important) reduction
Theorem. For an algebra A with Boolean reduct At(A) denotes the set of
atoms of A.
Definition 2.11. Let A be an atomic relation algebra and 2 ≤ k ∈ ω. 1′
denotes the identity relation and ◦ denotes composition. By a k dimensional
matrix of A we understand a function f : k×k → At(A) satisfying the following
conditions
(i) (∀i ∈ k)(f(i, i) ≤ 1′)
(ii) (∀i, j ∈ k)(f(i, j) = f(j, i))
(iii) (∀i, j, l ∈ k)(f(i, l) ≤ f(i, j) ◦ f(j, i))
The set of all k dimensional atom matrices of A is denoted by Mk(A). If
f ∈ Mk(A) and σ : k → k, then f ◦ σ : k × k → At(A) such that (∀i, j ∈
k)((f ◦ σ)(i, j) = f(σ(i), σ(j)). Let S ⊆MkA. Then S is a substitutional base
for A iff (∀a ∈ At(A))(∃f ∈ S)(a = f0,1) and (∀f ∈ S)(∀i, j ∈ k)(f ◦ [i|j] ∈ S).
Then one defines an algebra Sb(A) = (℘(S),∩,∪,∼, Sji ,Dij)i,j<k by Dij =
{f ∈ S : fi,j ≤ 1′} and S
j
iX = {f ∈ S : f ◦ [i|j] ∈ X}. Fix an an atomic
relation algebra A and let C be an atomic subalgebra of A. Then ≡C denotes
the relation on At(A) defined by
(∀a, b ∈ At(A))(a ≡C b iff (∀c ∈ At(C)(a ≤ c⇔ b ≤ c))
If S is a k dimensional substitutional basis of A then ≡C can be extended to
S, the obvious way, that is
f ≡C g iff (∀i, j ∈ k)(fij ≡C gij).
Let SC be the set of equivalence classes of ≡C and (SC)∗ = {
⋃
X : X ⊆ SC}.
Then it can be checked that the latter is a subalgebra of Sb(A). We let,
identifying algebras with their domains, ℘(2U) stand for full set relation algebra
with unit 2U . For k ≥ 2, we let ℘(kU) stand for the algebra (℘(kU),∪,∼
, Sji ,Di,j)i,j<k, where S
j
iX = {f ∈
αU : f ◦ [i|j] ∈ X} and Dij = {s ∈
kU :
si = sj}. When k = 2 we rely on context to see which algebra we intend.
Suppose that ρ : C→ ℘(2U) is a representation of C, that is, ρ is a one to one
homomorphism. Then ρ∗ : (SC)
∗ → ℘(kU) is defined by
ρ∗(X) = {q ∈ kU : (∃f ∈ X)(∀i, j ∈ X)(∀i, j ∈ k)((qi, qj) ∈ ρ(fi,j/ ≡C))}.
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Now ρ is said to be S rich iff
(∀s ∈ kU)(∃f ∈ S)(s ∈ ρ∗(f≡C )).
S is said to be homogeneous in C iff
(∀f ∈ S)(∀b ∈ At(A)(b ≡C f0,1 =⇒ ∃g ∈ S(g0,1 = b ∧ g ≡C f)).
We write B ⊆k A if B is a subalgebra of A generated by k elements.
Definition 2.12. Let A be a simple RA and let k, n ∈ ω. Then A satisfies
the k, n subalgebra condition iff
∀B ⊆k A)(∃C ⊆ A)(∃ a rep ρ
B : C→ ℘(2n)(B ⊆ C and C is atomic )
(ρB,B ⊆k A) will be called a system of representations
Theorem 2.13. Let k, n ∈ ω. If there exists a simple non representable finite
relation algebra which has n+ 2 dimensional substitutional basis S satisfying
(i) the k, n subalgebra condition with representations (ρC : C ⊆k Ak),
(ii) (∀C ⊆k Ak)(ρC is an S rich representation of its domain),
(iii) (∀C ⊆k Ak)S is homogeneous in the domain of ρC),
then there does not exist a permutation invariant extension of RRA axioma-
tizable by univverasl formulas containing k variables.
Sagi [109] actually solves a restricted version of this problem, namely the
case when the set of formulas are balanced. A universal formula φ in aignature
extending that of RA is balanced if for every subterm f(t1 . . . tn) of φ, where f
is not an RA operation symbol, every variable occuring in φ is one of the ti’s.
This notion has been investigated by Jonsson, McNulty, and others. intuitively
the balanced formulas are the simple ones, becuase the new operations can be
only used in a simple special way. The algebras used by Sagi are the Lyndon
algebras based on projective geometries.
Theorem 2.14. For each k ∈ ω − {0, 1} there exists a simple, finite non
representable relation algebra Ak satisfying the following conditions: there is
n ∈ ω such that Ak has an n+ 2 dimensional substitutional basis S such that
(i) Ak satisfies the k, n subalgebra condition with edge transitive represen-
tation 4 (ρC , C
subseteqkAk)
4This is a kind of rep introduced by Sagi
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(ii) (∀C ⊆k Ak)(ρC is an S rich representation of its domain),
(iii) (∀C ⊆k Ak)S is homogeneous in the domain of ρC),
Sketch of proof. Let k be give. Let U be a finite set such that |U | ≥
2k(2k+1)+1 and L(U) is not representable. Let Ak = L(U). Let n = 2
4k and
S = Mn+2(Ak). Then Ak is as required.
The analogous result for cylindric algebras is proved by the present au-
thor. In other words, it is enough to construct a specific countable sequence of
non-representable cylindric algebras to refute the permutation invariant ver-
sion of the Finitizability Problem. This of course does not settle the problem
completely, instead it transforms it to a hopefully simpler one. Furthermore,
using Monk’s algebras one can show that there does not exists a permutation
invariant extension of RCAn axiomatizable by universal balanced formulas
containing k variables.
The current “belief” is that the answer to the unrestricted (permutation
invariant) form of the problem is either negative, or perhaps even independent
of ZF (Zermelo-Fraenkel set theory). Indeed, in [102] and [107] it is proved
that several versions of the Finitizability Problem are independent from ZF
minus the axiom of foundation (and adopting other anti-foundation axioms).
Positive solution exists in non-well founded set theories, becuase one can gener-
ate extra infinitely dimensions, forcing a neat embedding theorem, by digging
“downwards”. This view comes across very much in the case of Nemeti’s di-
rected cylindric algebras, invesigated by Sagi [111]. The results of Hirsch and
Hodkinson, in [42], seem to be relevant to the permutation invariant form of
the Finitizability Problem. In [48] [ 17.4, p. 625] the problem of axiomatizing
the class of relation algebras with a set of first order sentences using finitely
many variables is reduced to a problem about (colorings of) certain graphs.
On the face of it, this seems to be bad news for graphs, rather than good news
for providing “simple’ axiomatizations (using only finitely many variables) for
representable relation algebras.
2.3 Canonicity and strongly representable atom struc-
tures, via Erdos graphs
To summarize, as we have seen the representation problem lies very much at
the heart of algebraic logic, and its history dates back to the early work of
Tarski on relation algebras and cylindric algebras. Algebraic logic arose as a
subdiscipline of algebra mirroring constructions and theorems of mathemati-
cal logic. It is similar in this respect to such fields as algebraic geometry and
algebraic topology, where the main constructions and theorems are algebraic
in nature, but the main intuitions underlying them are respectively geometric
and topological. The main intuitions underlying algebraic logic are, of course,
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those of formal logic. Investigations in algebraic logic can proceed in two con-
ceptually different, but often (and unexpectedly) closely related ways. First
one tries to investigate the algebraic essence of constructions and results in
logic, in the hope of gaining more insight that could add to his understand-
ing, thus his knowledge. Second, one can study certain “particular” algebraic
structures (or simply algebras) that arise in the course of his first kind of inves-
tigations as objects of interest in their own right and go on to discuss questions
which naturally arise independently of any connection with logic. But often
such purely algebraic results have impact on the logic side.
Examples are the undecidability of the representation problem for finite
relation algebras [44], [48] that led to deep results concerning undecidability of
product modal logics answering problems posed by Gabbay [51]. This results
also implies that the class of representable relation algebras cannot be finitely
axiomatized in nth order logic for any n. A similar situation occurs for RCA3,
so that this class cannot be finitely axiomatized in n order first order logic.
(The analogous result for CAn is unkown, for n ≥ 4). Another example is
the interconnection of the metalogical notion of Omitting types and algebraic
notions of atom canononcity and complete representations, first presented in
[134] and elaborated upon in [11], see also theorems 4.28 and 4.29 below. And
of course there are the various completeness theorems obtained for variants
or modifications of first order logic and multi modal logics when dealing with
(different forms) of the representability problem [41], [106], [182], [181]. Some-
times certain techniques used first in algebraic logic, prove useful for solving
problems in (modal) logic. An amazing manifestation of such a phenomena
is the use the probabalistic methods of of Erdo¨s in constructing finite graphs
with arbitrarily large chromatic number and girth. In his pioneering paper
of 1959, Erdos took a radically new approach to construct such graphs: for
each n he defined a probability space on the set of graphs with n vertices, and
showed that, for some carefuuly chosen probability measures, the probability
that an n vertex graph has these properties is positive for all large enough
n. This approach, now called the probabilistic method has since unfolded into
a sophisticated and versatile proof technique, in graph theory and in other
branches of discrete mathematics. This method was used in algebraic logic
to show that the class of strongly representable atom structures of cylindric
and relation algebras is not elementary and that varieties of representable re-
lation algebras are barely canonical. This result was generalized to the class
RCAn, for finite n ≥ 3, adding to the complexity of potential axiomatiza-
tions of RCAn, for it is proved by the author, that though the class RCAn
is canonical (i.e. closed under canonical extensions), any axiomatization of it
must contain infinitely many non canonical sentences. In what follows we give
an outline of proof that RCA3 is barely canonical and that the representation
problem is undecidable for finite CA3’s. We follow the notation and terminol-
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ogy of [54]. For a given Boolean algebra with operators A, (A+) denotes its
ultrafilter frame and Aσ = (A+)
+ denotes its canonical extension. A variety
V is canonical if it is closed under canonical extension. We show that the
class RCA3, though canonical, has no canonical axiomatization, and that it
is undecidable whether a finite CA3 has a representation. These results were
proved for relation algebras [54]. We use a construction of Monk that makes
the passage from RA to CA3. Let α be a relation algebra atom structure.
Let Fα be the set of consistent triples of atoms of α. Then define a cylindric
algebra atom structure F = (Fα,≡i, dij) as follows. For i < 3,
t ≡i s iff ti = si
and
dij = {t ∈ F : tk ≤ 1
′, k /∈ {i, j}}.
For an atomic algebra A, its atom structure will be denoted by AtA. For a
relation algebra atom structure α, Ca3(α) denotes the cylindric algebra (of
dimension 3) atom structure as defined above. It turns out, as proved by
Monk, that for a given finite relation algebra A, [Ca3AtA]
+ ∈ CA3. Another
way of obtaining cylindric algebras of finite dimension d ≥ 3 from relation
algebras, is due to Maddux [80]. If A ∈ RA posses a d dimensional cylindric
basis, then one can construct from this basis a cylindric algebra of dimension
d. For a relation algebra atom structure α, Md(α) denotes the set of all d
dimensional basic matrices over α. Next, given a graph G, and a positive
integer d ≥ 3, we define a relation algebra atom structure α(G) of the form
({1′} ∪ (G × d), R1′, R˘, R;). The only identity atom is 1′. All atoms are self
converse, so R˘ = {(a, a) : a an atom }. The colour of an atom (a, i) ∈ G× d is
i. The identity 1′ has no colour. A triple (a, b, c) of atoms in α(G) is consistent
if R; (a, b, c) holds. Then the consistent triples are (a, b, c) where
• one of a, b, c is 1′ and the other two are equal, or
• none of a, b, c is 1′ and they do not all have the same colour, or
• a = (a′, i), b = (b′, i) and c = (c′, i) for some i < d and a′, b′, c′ ∈ G, and
there exists at least one graph edge of G in {a′, b′, c′}.
Theorem 2.15. (1) α(G) is a relation atom structure.
(2) The set Md(α(G)) of d-dimensional basic matrices is an atom struc-
ture of a cylindric algebra of dimension d.
Proof. Note that α(G) is like the relation algebra atom structure defined in
[54], except that we allow d colors instead of just three. This guarantees that
(2) holds.
We assume that two-player games can be devised to charaterize the class
of representable algebras [48]. Let Lra denote the language of RA’s and Lca
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denote the language of CA3. Rddf denotes the diagonal free reduct. With a
slight abuse of notation we may write Ca3A for the cylindric algebra [Ca3AtA]
+.
So that when Ca3 is applied to an algebra it produces an algebra, while when
applied to an atom structure it produces an atom structure.
Theorem 2.16. There exists a set of first order formulas {σk : k ∈ ω} in the
language Lra and {τk : k ∈ ω} in the language LRA such that σk translates that
∃ has a winning strategy after k rounds in the relation algebra representation
game, and τk translates that ∃ has a winning strategy after k rounds in the
CA3 representation game, such that the following hold:
(i) If A ∈ RA then A is representable if and only if A |= σk for al k ∈ ω
(ii) if A ∈ CA3 then A is representable if and only if A |= τk for all
k ∈ ω.
(iii) if A is a finite simple relation algebras, then there exists k0 ∈ ω, such
that for all k ∈ ω, k ≥ k0
A |= σk ⇐⇒ Ca3A |= τk.
(iv) A is an atomic finite relation algebra, then A is representable iff Ca3A
is rep iff RddfCa3A is representable.
Proof. This can be done by suitable adjusting the games defined in [48]. (iv)
was proved by Monk and Johnson [36].
From now on Gn stands for fixed games after n rounds as specified above.
For relation algebras we follow the games defined in [54] while for cylindric
algebras we follow an easy modification of the games defined in [48] so that
the above Theorem holds. The following two definitions are taken from [54].
Definition 2.17. (1) We say that a partially ordered set (I,≤) is di-
rected if every finite subset of I has an upper bound in I.
(2) An inverse system of La structures is a triple
D = ((I,≤))(Si : i ∈ I), (πij : i, j ∈ I, i ≤ j)),
where (I,≤) is a directly partially ordered set, each Si is an La structure,
and for i ≤ j ∈ I, πji : Sj → Si is a surjective homomorphism, such that
whenever k ≥ j ≥ i in I then πii is the identity map and πki = πji ◦ πkj .
(3) We say that D in an inverse system of finite structures if each Sj is a
finite structure, and an inverse system of bounded morphisms if each πij
is a bounded morphism.
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(4) The inverse limit lim←D of D is the substructure of
∏
i∈I Si with
domain
{χ ∈
∏
i∈I
Si : πji(χj)) = χ(i) whenever j ≥ i in I}.
(5) For any i ∈ I, the projection πi : lim←D → Si is defined by πi(χ) =
χ(i)
Definition 2.18. Let D = ((I,≤))Si : i ∈ I), (πji : i, j ∈ I, i ≤ j) be an
inverse system of finite structure and bounded morphisms. Let I = lim←D.
For each i ∈ I define π+i : S
+
i → I
+ by π+i (X) = π
−1
i [X ], for X ⊆ Si.
Each π+i is an algebra embedding : S
+
i → I
+, and its range π+i (Si) is a
finite subalgebra of I+. It follows that AD =
⋃
i∈I π
+
i (S
+
i ) is a directed union
of finite subalgebras of I+, and we have
(AD)+ ∼= lim←D = I
The following theorem is proved in [54] by adapting techniques of Erdos in
constructing probabilistic graphs with arbitrary large chromatic number and
girth.
Theorem 2.19. Let k ≥ 2. There are finite graphs G0, G1 . . . and surjective
homomorphisms ρi : Gi+1 → Gi for i < ω such that for each i, ρi is a bounded
morphism and
(1) for each edge xy of Gi and each x
′ ∈ ρ−1i (x), there is a y
′ ∈ ρ−1i (y)
such that x′y′ is an edge of Gi+1,
(2) Gi has no odd cycles of length ≤ i
(3) χ(Gi) = k.
Proof. [54]
Fix integers k ≥ m ≥ 2, and let H0, H1 . . . and πi : Hi+1 → Hi be graphs
and homomorphisms as above. Now fix a complete graph Km with m nodes,
and for each i < ω, let Gi be the disjoiny union of Hi and Km. For each
i < j < ω define ρij to be the identity on Gi, and ρji : Gj → Gi be defined by
ρji(x) =
{
πi ◦ . . . πj−1, if x ∈ Hj
x, if x ∈ Km.
Let
Dkm = ((ω,≤), (Gi : i < ω), (ρji : i ≤ j < ω))
Then lim←D
k
m is a graph with chromatic number m. Now combining Theorem
2 and the techniques of [54] theorem 6.8, we are ready for:
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Theorem 2.20. RCA3 has no canonical axiomatization
Proof. Let Gn denote the games defined after n rounds. Assume that RCA3
has a canonical axiomatization. Then is an n0 such that for any n < ω, there
is n∗ < ω, such that for any CAn A if ∃ has a winning strategy in Gn∗(A)
and Gn0(A
σ) then she has a winning strategy in Gn(Aσ) [54] pop 5.4. Let
e : ω → ω be defined by e(n) = 2dn.4
n
. Then if G is a graph and χ(G) ≥ e(n)
for some n < ω, then ∃ has a winning strategy in Gn(α(G)+) [54] prop 6.4.
For n < ω, let n′ < ω be so large such that any colouring using dn colours ,
of the edges of a complete graph with n′ nodes has a monochromatic triangle.
Let u : ω → ω be defined ny u(n) = n′ − 2 + n′(n′ − 1)(dn + 1). Then if
G is a graph with χ(G) ≤ n < ∞ and |G| ≥ n′ − 1 then ∀ has a winning
strategy in Gu(n)(α(G)
+) [54] prop 6.6. Let m = e(n0) and n = u(m) . Since
the games played are determined, there is n∗ < ω, such that for any cylindric
algebra A, such that ∃ has a winning startegy in Gn0(A
σ), if ∀ has a winning
strategy in Gn(Aσ) then he has a winning strategy in Gn∗(A). Let k = e(n∗).
Let D = Dkm = ((ω,≤), (Gi : i < ω), (ρij : i ≤ j < ω)) be the inverse
system as defined above. We have G = lim←D and χ(Gi) = k for all i and
χ(G) = m. Let α(D) = ((ω,≤),Ca3((α(Gi)) : i < ω), (αρji : i ≤ j < ω)),
where ρji : Ca3(α(Gj)) → Ca3(α(Gi)) is defined by ((a, k), (b, k), (c, k)) 7→
((ρjia, k), (ρjib, k)(ρjic, k)). Then α(D) is an inverse system of cylindric algebra
atom structures and bounded morphisms. Each [Ca3(α(Gi))]
+ is a cylindric
algebra. Write A for the algebra Aα(D). Then [Ca3(α(Gi))]
+ ⊆ A for all i < ω
and A is the directed union
⋃
i<ω[Ca3(α(Gi)]
+. Then A is a cylindric algebra of
dimension 3. It can be checked that A is atomic and α(lim←D) ∼= lim←α(D),
hence Aσ ∼= [Ca3(α(G))]
+. Note that here Ca3 is applied to an infinite atom
structure. But it can be easily checked that the resulting atom structure is
that of a cylindric algebra of dimension 3. Now G has chromatic number m
and is infinite. Then ∃ has a winning strategy in Gn0(A
σ) while ∀ has a winning
strategy in Gn(Aσ). By choice of n∗, ∀ also has a winning strategy in Gn∗(A)
that only uses finitely many elements W ⊆ A. We may choose i < ω such
that W ⊆ α(Gi)+. Since the latter is a subalgebra of A, then this is a winning
strategy for ∀ in Gn∗ [Ca3(α(Gi))]+. But χ(Gi) = e(n∗), then ∃ has a winning
strategy in this same game. This is a contradiction that finishes the proof.
Monk’s construction was used in [50] together with the deep result of Hirsch
and Hodkinson of the undecidability of the representation problem for finite
relation algebras [45], to show that the modal logics K5×K5×K5 are unde-
cidable. Using the same technique we now show
Theorem 2.21. It is undecidable whether a finite simple CA3 is representable
Proof. If there is a decision procedure of deciding whether a finite CA3 is
representable, then this procedure can be implemented to decide that whether
a simple finite relation algebra is representable. For start by the relation
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algebra A. Form recursively Ca3A. Then A is representable if and only if
Ca3A is representable, and we can decide the latter, so we can decide the
former.
The results above adds somewhat to the complexity of axiomatizations of
RCA3. For example, Theorem 2.21, as pointed out by Ian Hodkinson, implies
that RCA3 has no finite axiomatization in nth order logic where n is any
number. Now we discuss our results in two respects. For other algebras, like
diagonal free cylindric algebras and Halmos polyadic algebras, and for higher
dimensions. For n = 3, our two main theorems generalise to diagonal free
cylindric algebras and polyadic algebras with and without equality and many
reducts in between. This follows from Theorem 2.16 and the fact that one
can expand CaA to polyadic equality algebras by swapping coordinates. An
important reduct is that of Pinter’s substitution algebras. Now for higher
dimensions, the proofs of theorems 2.16 and 2.21 go through for diagonal free
cylindric algebras. This is worthwhile formulating separately
Theorem 2.22. Let n ≥ 3 be finite. Then RDfn cannot be axiomatized by
canonical equations, and it is undecidable whether a finite Dfn is representable.
Proof. Given anRA A one defines a diagonal free cylindric algebra RddfCa3A
and the extra cylindrifications are defined as the identity (This is actually done
in [50]) . Then a complete analogue of Theorem 2.16 holds and we are done.
For cylindric algebras of higher dimensions, we show in [158] that there is
a recursive function g : ω → ω, such that g(k) ≥ k eventually, and if ∃ has a
winning strategy in Gn(A), then she has a winning strategy in Gg(n)(Md(AtA)).
That being said, on replacing Ca3α by Md(α) in the proof of theorem 2.20, and
undergoing the obvious modifications, would finish the proof. This will show
that RCAn for n ≥ 3 has no canonical axiomatization. So putting together
this result with the results of Andreka, we obtain the following “reasonable”
result conjectured (but not proved) recently by the author.
Theorem 2.23. Let n ≥ 3 be finite. Let Σ be a set of equations axiomatizing
RCAn. Let l < n k < n, k
′ < ω be natural numbers. Then Σ contains
infinitely many non-canonical equations in which − occurs, one of + or · ocurs
a diagonal with index l occurs, more than k cylindrifications and more than k′
variables occur.
On the one hand, such techniques deepens the connections between al-
gebraic logic and graph theory, and on the other sheds more light on the
complexity of axiomatizations of the class of representable algebras, showing
that the variety RCAn is really “wild”. Another result using Erdos graphs
is that the class of strongly representable atom structures is not elementary.
Here we extend this result to other algebas. From now on we follow closely
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[49]. In [49] definition 3.5, the authors define a cylindric atom structure based
on a graph Γ. We enrich this atom structure by the relations corresponding
to the polyadic operations:
Definition 2.24. We define an atom structure η(Γ) = (H,Dij,≡i, Pij) as
follows.
(1) H is the set of all pairs (K,∼) where K : n→ Γ× n is a partial map
and ∼ is an equivalence relation on n satisfying the followng conditions
(a) If |n/ ∼ | = n then dom(K) = n and rng(K) is not independent
subset of n.
(b) If |n/ ∼ | = n−1, then K is defined only on the unique ∼ class {i, j}
say of size 2 and K(i) = K(j)
(c) If |n/ ∼ | ≤ n− 2, then K is nowhere defined.
(2) Dij = {(K,∼) ∈ H : i ∼ j}
(3) (K,∼) ≡i (K ′,∼′) iff K(i) = K ′(i) and ∼↾ (n \ {i}) =∼′↾ (n \ {i})
(4) (K. ∼) ≡ij (K ′,∼′) iff K(i) = K ′(j) and K(j) = K ′(i), K ↾ n ∼
{i, j} = K ′ ↾ n ∼ {i, j} and if i ∼ j then ∼=∼′, if not, then ∼′ is related
to ∼ as follows For all k /∈ [i]∼ ∪ [j]∼ [k]∼′ = [k]∼ [i]∼′ = [j]∼ \ {j} ∪ {i}
and [j]∼′ = [i]∼ \ {i} ∪ {j}.
Definition 2.25. Let C(Γ) be the complex algebra of polyadic type of the
above atom structure. That is C(Γ) = (B(η(Γ)), ci, s
j
i , pij, dij)i,j<n with extra
non-Boolean operations defined by:
dij = Dij
ciX = {c : ∃a ∈ X, a ≡i c}.
pijX = {c : ∃a ∈ X, a ≡ij c}
and
s
j
ix = cj(x ∩ dij).
For A ∈ CAn and x ∈ A, recall that ∆x, the dimension set of x, is the set
{i ∈ n : cix 6= x}.
Theorem 2.26. For any graph Γ, C(Γ) is a simple PEAn, that is generated
by the set {x ∈ C : ∆x 6= n}.
Proof. RdcaC(Γ) is a simple CAn by [49] lemma 5.1, hence if we prove that
C(Γ) is a polyadic equality algebra, then as a polyadic equality algebra it will
be simple. This follows from the simple observation that any polyadic ideal in
C(Γ) is a cylindric ideal. Furthermore for any atom x = {(K,∼)} of C we have
x = c0x ∩ c1x . . . ∩ cnx. We need to check the polyadic axioms. Since RdcaA
is a CAn we need to show that the following hold for all i, j, k ∈ n:
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(1) pij’s are boolean endomorphisms
(2) pijpijx = x
(3) pijpik = pjkpijx if |{i, j, k}| = 3
(4) pijs
j
ix = s
i
jx
These properties, follow from the definitions, and are therefore left to the
reader.
Let Γ = (G,E) be a graph. Then A set X ⊆ G is independent if E ∩ (X ×
X) = ∅. The chromatic number χ(Γ) of Γ is the least k < ω such that G can
be partitioned into k independent sets, and ∞ if there is no such set.
Theorem 2.27. (i) Suppose that χ(Γ) =∞. Then C(Γ) is representable
as a polyadic equality algebra.
(ii) If Γ is infinite and χ(Γ) <∞ then RddfC(Γ) is not representable.
Proof. (i) We have RdcaC(Γ) is representable by [49] proposition 5.2. Let J =
{x ∈ C : ∆x 6= n}. Then C(Γ) is generated from J using infinite intersections
and complementation. Let f be an isomorphism of ofRdcaC(Γ) onto a cylindric
set algebra with base U . Since the pij ’s distribute over arbitrary (unions and)
intersections, it suffices to show that fpklx = pklfx for all x ∈ J . Let µ ∈
n \∆x. If k = µ or l = µ, say k = µ, then using the polyadic axioms we have
fpklx = fpklckx = fs
k
l x = s
k
l fx = s
k
l ckfx = pklfx.
If µ 6= k, l then again using the polyadic axioms we get
fpklx = fs
l
µs
k
l s
µ
kcµx = s
l
µs
k
l s
µ
kcµfx = pklf(x)
(ii) Note that RdcaC(Γ) is generated by {x ∈ C : ∆x 6= n} using infinite
intersections and complementation.
Recall that an atom structure is strongly representable if the complex al-
gebra over this atom structure is representable [49]. We now have:
Theorem 2.28. Let t be any signature between Dfn and PEAn. Then the
class of strongly representable atom structures of type t is not elementary.
Proof. [49] theorem 6.1. By a famous theorem of Erdos, for every k < ω,
there is a finite graph Gk with χ(Gk) > k and with no cycles of length < k. Let
Γk be the disjoint union of of the Gl for l > k. Then χ(Γk) =∞. Thus, by the
previous theorem C(Γk) ∈ RPEAn. In fact, being simple, C(Γk) is actually a
polyadic set algebra. Let Γ be a non principal ultraproduct
∏
D Γk. So Γ has
no cycles, and so χ(Γ) ≤ 2. It follows, again from the previous theorem, that
RddfC(Γ) is not representable. From
∏
D C(Γk)
∼= C(
∏
D Γk) we are done.
52
Corollary 2.29. Let K ∈ {CA,Df ,PA,PEA} and 2 < n < ω. Then the
following hold:
(1) There exist two atomic algebras in Kn with the same atom structure,
only one of which is representable.
(2) RKn is not closed under completions and is not atom-canonical.
(3) There exists a non-representable Kn with a dense representable sub-
algebra.
(4) RKn is not Sahlqvist axiomatizable.
(5) There exists an atomic representable Kn with no complete represen-
tation.
Proof. We prove it for PEA’s. The rest is the same. Let H be a weakly
representable atom structure that is not strongly representable. Let H be the
atom structure of A. Then we have:
(1) TmH and CmH have the same atom structure. TmH is representable
and CmH is not.
(2) CmH is the completion of TmH . Then Cm(AtRKn) is not contained in
RKn. Thus RKn is not atom-canonical.
(3) TmH is dense in CmH .
(4) RKn is a conjugated variety that is not closed under completions, hence
by [182] it is not Sahlqvist axiomatizable.
(5) TmH has no complete represention; else CmH would be representable.
(A complete representation [47] is one that preserves infinitary meets and
joins whenever defined).
Corollary 2.30. For each finite n ≥ 3, there exists a simple countable atomic
representable polyadic equality algebra of dimension n whose Df reduct is not
completely representable
Proof. Let A be a countable atomic representable polyadic algebra, that is
not necessarily simple, satisfying that its Df reduct is not completely rep-
resentable. Consider the elements {cna : a ∈ AtA
′}. Then every simple
component Sa of A can be obtained by relativizing to cna for an atom a. Then
one of the Sa’s should have no complete representation . Else for each atom
a Sa has a complete representation ha. From those one constructs a complete
53
representation for A. The domain of the representation will be the disjoint
union of the domains of ha, and now represent A by
h(α) =
⋃
a∈AtA
{h(α · cna)}.
Theorem 2.31. Let n ∈ ω. Let K be a signature between Dfn and QEAn.
Then the class of completely representable K algebras is elementary if and
only if n ≤ 2, in which case this class coincides with the (elementary) class of
atomic representable algebras.
Proof. [168]
Also we have:
Theorem 2.32. Let n ∈ ω. Let K be a signature between Dfn and QEAn.
Then the class of representable K algebras is closed under completions if and
only if n ≤ 2.
Proof. ForDf ,QPA, SC, the class of representable algebras of dimension ≤ 2
coincides with the class of algebras that is axiomatized by Sahlqvist equations.
For CA and QEA the class of representable algebras of dimension ≤ 2 is also
finitely axiomatizable by Sahlqvist equations. The case n > 2 follows from the
proof of corollary 22.
Some historical remarks are in order. It was proved by Stone in the 1930s
that every Boolean algebra B can be embedded into a complete and atomic
Boolean set algebra, namely the Boolean algebra of the class of all subsets of
the set of ultrafilters inB. This canonical extension ofB was characterized al-
gebraically by Jonsson and Tarski in 1951. They developed a theory of Boolean
algebras with operators (similar in spirit to the theory of groups with opera-
tors), proved that every Boolean algebra with operators B can be embedded
into a canonical complete and atomic Boolean algebra with operators A of the
same similarity type as B, and established a number of preservation theorems
concerning equations and universal Horn sentences that are preserved under
the passage fromB to A. They concluded that the canonical extension of every
abstract relation algebra is again a relation algebra, and similarly for cylin-
dric algebras and other related structures. They did not settle the question of
whether, e.g., the canonical extension of a representable relation algebra (a re-
lation algebra that is isomorphic to a concrete algebra of binary relations on a
set) is again representable, since the equations that characterize representable
relation algebras are in general not preserved under the passage to canonical
extensions. As sketched above any axiomatization of representable relation
and cylindric algebras, must involve infinitely many non -canonical sentences.
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However, this problem was settled in the affirmative sometime in the 1960s,
by Monk (unpublished). This implies that the class of representable relation
algebras is barely canonical. An analogous result for the class of representable
cylindric algebras hold. MacNeille and Tarski showed in the 1930s that every
Boolean algebra has another natural complete extension - and in fact it is
a minimal complete extension that is formed using Dedekind cuts. In 1970,
Monk developed the theory of minimal complete extensions of Boolean algebras
with complete operators in analogy with the Jonsson-Tarski theory of canon-
ical extensions of Boolean algebras with operators. In particular, he proved
an analogous preservation theorem, and concluded that the minimal complete
extension of every relation algebra is again a relation algebra, and similarly
for cylindric algebras and other related structures. He was unable to settle
the question of whether the minimal complete extension of a representable
relation algebra or a representable finite-dimensional cylindric algebra is rep-
resentable. This question was finally settled negatively for relation algebras
and finite-dimensional cylindric algebras of dimension > 2 by Hodkinson in
1997 [55]; his proof used a back-and-forth game-theoretic argument, and was
rather complicated. In theorem 4.27, we give a simpler proof of Hodkinson’s
theorem, and we extend Hodkinson’s negative results to other kinds of algebras
of logic, for instance to quasi-polyadic algebras with and without equality (de-
veloped by Halmos), to substitution algebras, and to diagonal-free cylindric
algebras. This simplified method of proof also uses a back-and-forth game-
theoretic argument based on structures defined from certain graphs. We will
basically show that there exists a weakly representable atom structure, that is
not strongly representable. Note that theorem 2.28 is a strengthening of this
result, because, unlike the class of strongly representable atom structures, the
class of weakly reprsentable atom structures is elementary.
2.4 Back to where we started; Monk’s result
We note that the technique in theorem 2.28 is a dual to Monk’s non finite
axiomatizability result. To further elaborate on this, becuase RCAn is a
variety, an atomic algebra A will be in RCAn iff all equations defining RCAn
holds in A. From the point of view of of AtA, each equation corresponds
to a certain universal monadic second-order statement, where the universal
quantifiers are restricted to ranging over the set of atoms that lie underneath
elements of A. Such a statement fails in A iff AtA be partitioned into finitely
many A-definable sets with certain ‘bad’ properties. Call this a bad partition.
A bad partition of a graph is a finite colouring: a partition of its sets of nodes
into finitely many independent sets. This idea can be used to reprove Monk’s
non finite axiomatizability result, that RCAn cannot be finitely axiomatized,
by finding a sequence of atom structures, each having some sets that form a bad
55
partition, but with minimal number of sets in a bad partition increasing as we
go along the sequence. This boils down, to finding graphs of finite chromatic
numbers Γi, having an ultraproduct Γ with infinite chromatic number. So the
above construction can be used to prove the famous non-finite axiomatizability
results of Monk and Johnson of RCAn, RPEAn and RDfn for 2 < n < ω.
Curiously the above problem is a reverse of this. An atom structure is strongly
representable iff it has no bad partition using any sets at all. So, here, we
want to find atom structures, with no bad partitions, with an ultraproduct
that does have a bad partition. From a graph we can create an atom structure
that is strongly rep iff the graph has no finite colouring. So the problem is to
find a sequence of graphs with no finite colouring, with an ultraproduct that
does have a finite colouring. We want graphs of infinite chromatic numbers,
having an ultraproduct with finite chromatic number. It is not obvious, a
priori, that such graphs actually exist. And here is where Erdos’ methods
offer solace. Indeed, graphs like this can be found using the probabilistis
methods of Erdos, for those methods render finite graphs of arbitrarily large
chormatic number and girth. By taking disjoint union we obtain graphs of
infinite chromatic number (no bad partitions) and arbitarly large girth. A
non principal ultraproduct of these has no cycles, so has chromatic number
2 (bad partition). Using these probabilistic techniques of Erdo¨s in [34] it
is also shown that there exist continuum-many canonical equational classes
of Boolean algebras with operators that are not generated by the complex
algebras of any first-order definable class of relational structures. And yet
again, using a variant of this construction the authors resolve the vexing long-
standing question of Fine that baffled logicians for some time, by exhibiting
a bimodal logic that is valid in its canonical frames, but is not sound and
complete for any first-order definable class of Kripke frames.
3 Stronger forms, connections with systems of
varieties
The class of representable cylindric algebras cannot be axiomatized by a set of
universal formulas containing finitely many variables [3], the class or (repre-
sentable) cylindric algebras fails to have the amalgamation property [104], and
the class of completely representable cylindric algebras is not elementary [41].
All of those results switch positive when we go to the polyadic paradighm.
There is a finite schema that axiomatizes the class of representable polyadic
algebras, this class has the superamalgamation property and indeed atomic
algebras are completely representable, as we proced to show. A similar result
is proved in [156]. But there the context was countable and therefore it was
possible to appeal to the Baire category theorem. In our next theorem, the
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proof is still topological, but we do something different:
Theorem 3.1. Let α be an infinite ordinal. Let A ∈ PAα be atomic. Then A
is completely representable. That is for all non-zero element a ∈ A there exists
a polyadic set algebra B and a homomorphism f : A→ B such that f(a) 6= 0
and f(
∑
X) =
⋃
x∈X f(x) whenever
∑
X exists in A. In particular, the class
of completely representable PAα’s is elementary.
Proof. Let a ∈ A be non-zero. Let m be the local degree of A, c its effective
cardinality and n be any cardinal such that n ≥ c and
∑
s<m n
s = n. Then by
[22] there exists B ∈ PAn such that A ⊆ NrαB and A generates B. Being
a minimal dilation of A, the local degree of B is the same as that of A, in
particular each x ∈ B admits a support of cardinality < m. We have for
all Y ⊆ A, SgAY = NrαSg
BY . Without loss of generality, we assume that
A = NrαB. Hence A is first order interpretable in B. In particular, any first
order sentence (e.g. the one expressing that A is atomic) of the language of
PAα translates effectively to a sentence σˆ of the language of PAβ such that
for all C ∈ PAβ , we have NrαC |= σ ←→ C |= σˆ. Since A = NrαB and A is
atomic, it follows that B is also atomic. Let Γ ⊆ α and p ∈ A. Then in B we
have
c(Γ)p =
∑
{sτ¯p : τ ∈
αn, τ ↾ α ∼ Γ = Id}. (11)
Let X be the set of atoms of A. Since A is atomic, then
∑AX = 1. Now
A = NrαB, then for all τ ∈ αn we have∑
sBτ¯ X = 1. (12)
Let X∗ be the set of principal ultrafilters of B. These are isolated points in
the Stone topology. So we have X∗ ∩ T = ∅ for every nowhere dense set T
(since principal ultrafilters lie outside nowhere dense sets). Now for all Γ ⊆ α
and all p ∈ A,
G(Γ,p) = Nc(Γ)p ∼
⋃
Nsτ¯p (13)
is nowhere dense, and so is
GX,τ = S ∼
⋃
x∈X
Nsτ¯x. (14)
for every τ ∈ αn. Let F be a principal ultrafilter of S containing a. This
is possible since B is atomic, so there is an atom x below a, just take the
ultrafilter generated by x. Then F ∈ X∗, so F /∈ GΓ,p, F /∈ GX,τ for every
Γ ⊆ α and p ∈ A and τ ∈ αn. Now define for c ∈ A
f(c) = {τ ∈ αn : sBτ¯ c ∈ F}.
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Then f is a homomorphism from A to the full set algebra C with unit αn such
that f(a) 6= 0 cf. [151]. Furthermore f is a complete representation. Indeed
we have
f(x) =
⋃
{f(b) : b is an atom ≤ x}.
Let X be a subset of A such that
∑
X exists. Then s ∈ f(
∑
X) iff s ∈ f(b)
for some atom b ≤
∑
X iff s ∈ f(b) for some atom b some x with b ≤ x ∈ X,
iff s ∈ f(x) iff s ∈
⋃
f(X).
However polyadic algebras are viewed as non satisfactory, in the recursive
sense, because they have uncountably many operations. A stronger form of the
Finitizability problem is to search for varieties that are not only well behaved
from the axiomatic point of view but also has other desirable properties like for
instance, the amalgamation property. In this section, we wish to analyze this
dichotomy between the cylindric paradigm and polyadic one and try to draw a
border line that separates the two paradigms. So one form of the Finitizability
problem, is to find a well behaved variety V of representable algebras that
enjoy the positive properties of both paradigms.
3.1 Cylindric paradighm
We start from the cylindric one. One form of capturing the essence of the
cylindric paradigm is that of systems of varieties definable by schemes. Such
systems provide a unifying framework for almost all cylindric-like algebraic
logics existing in the literature. The idea of a system of varieties definable by
schemes is simple, and indeed it transforms the work on universal (algebraic)
logic, to the realm of universal algebras. An example, and indeed the prime
source of such systems, is the system (CAα : α an infinite ordinal ) where
CAα is the variety of cylindric algebras of dimension α. A ∈ CAα if A =
(B, ci, dij)i,j∈α where B is a Boolean algebra and the ci’s are unary operations
of cylindrifications and dij ’s are diagonal elements. CAα is defined by a finite
schema of equation, one such schema is σ := cicjx = cjcix, i, j ∈ α, reflecting
the fact that cylindrifications commute. Now assume that η ∈ ωα is one to
one, and assume that i, j ∈ ω, then we define η(σ) = cη(i)cη(j)x = cη(j)cη(i).
Similarly if E is a set of equations then η(E) is defined as {η(σ) : σ ∈ E}.
Now consider the system of varieties (CAα : α ∈ Ord). Then this system is
definable by a finite schema of equations meaning the following. There is a set
E of equations in the language of CAω, and indeed a finite one, such that
CAα = Mod{η(E) : η ∈
ωα is one to one },
and the point is that the same E works for all α. The exact definition of
systems of varieties is given in [37] definition 5.6.12, by abstracting away from
CA’s:
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Definition 3.2. (i) A type schema is a quadruple t = (T, δ, ρ, c) such
that T is a set, δ maps T into ω, c ∈ T , and δc = ρc = 1.
(ii) A type schema as in (i) defines a similarity type tα for each α as
follows. The domain Tα of tα is
Tα = {(f, k0, . . . kδf−1) : f ∈ T, k ∈
δfα}.
For each (f, k0, . . . kδf−1) ∈ Tα we set tα(f, k0 . . . kδf−1) = ρf .
(iii) A system (Kα : α ≥ ω) of classes of algebras is of type schema t if
for each α ≥ ω Kα is a class of algebras of type tα.
Definition 3.3. Let t be type schema.
(i) With each α we associate a language Ltα of type tα: for each f ∈ T
and k ∈ δfα, we have a function symbol fk0,...k(δf−1) of rank ρf
(ii) Let η ∈ βα. We associate with each term τ of Ltβ a term η
+τ of Ltα.
For each κ, ω, η+vk = vk. if f ∈ T, k ∈ δfα, and σ1 . . . σρf−1 are terms of
Ltβ, then
η+fk(0),...k(δf−1)σ0 . . . σρf−1 = fη(k(0)),...η(k(δf−1))η
+σ0 . . . η
+σρf−1.
Then we associate with each equation σ = τ of Ltβ the equation η
+σ =
η+τ of Ltα.
(iii) Let E be a set of equations of Ltω. a system (Kα : α ≥ ω) of type
schema t is definable by E if for every α ≥ ω, we have
Kα =Mod{η
+e : e ∈ E : η ∈ ωα, η one to one }.
Examples of such systems include Pinter’s substitution algebras SC’s, and
quasi- PA’s (QPA) and quasi- PEA’s (QPEA). Such algebras are all defined
in [37]. For such systems, general notions like locally finite algebras, dimension
complemented algebras and neat reducts can be formulated.
Definition 3.4. Let (Kα : α ≥ ω) be a type of schema t. For A ∈ Kα, a ∈ A,
let ∆a = {i ∈ α : cia 6= a}.
(i) A ∈ Kα is locally finite if ∆x is finite for every x ∈ A. Kfα is the class
of locally finite A ∈ Kα.
(ii) A ∈ Kα is dimension complemented if for every finite X ⊆ A, α ∼⋃
x∈X ∆x is infinite. Kcα is the class of dimension complemented A ∈
Kα.
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(iii) We assume that for any f ∈ T , and x0, . . . xρf−1 ∈ A ∈ Kβ, if α ≤ β,
and ∆xi ≤ α and k ∈ δfα, we have ∆[fk0,...,k(δf−1)(x0 . . . xρf−1)] ⊆ α.
Now Suppose ω ≤ α ≤ β and A ∈ Kβ. Then NrαB is the subalge-
bra of RdαB with universe {x ∈ B : ∆x ⊆ α}. This is well defined.
NrαKα+ω = {NrnA : A ∈ Kα+ω} and Knα is the class obtained by
forming subalgebras of NrαKα+ω, in short Knα = SNrαKα+ω.
The class NrαKβ is the class of neat α reducts. The class of neat reducts
is important for other other algebraic logics, as well [134]. The following is
proved by Andre´ka and Ne´meti:
Theorem 3.5. Let (Kα : α ≥ ω) be definable by a schema, and let α ≥ ω.
Then Kfα ⊆ Kcα ⊆ Knα = SUpKnα.
Proof. [37] Thm 5.6.15
We note that in most algebraic logics the class Knα coincide with the class
of representable algebras and so cannot be axiomatized by a finite schema, and
indeed a certain complexity is inevitable in any such axiomatization, witness
the results of Andre´ka in [3]. Andreka’s results generalize to quasi-polyadic
equality algebras. We follow the notation of [108] in treating quasipolyadic
equality algebras. In particular, we view B ∈ QPEAα to be of the form
(A, pij)i,j<α, where A ∈ CAα and pij ’s are substitutions corresponding only to
transpositions. The class of neat reducts is defined in complete analogy to the
CA case. We mention two deep results proved recently by the author:
Theorem 3.6. Let n ≥ 3. Let l ≥ 2. Then the class SNrnQPEAn+l is
not finitely axiomatizable by a set of quantifier free formulas containing finitey
many variables.
Sketch of Proof. Let m > 2k m < ω and let (Ui : i < n) be a system of
disjoint sets each of cardinality m such that U0 = {0, . . .m− 1}. Let
U =
⋃
{Ui : i < n}.
q ∈ ×i<αUi = {s ∈
αU : si ∈ Ui for all i < α},
and let
R = {z ∈ ×i<αUi : |{i < α : zi 6= qi}| < α}.
Let
F = {s ∈ nU (q) : s0, s1 ∈ U0, s1 = s0 + 1(mod(m)}.
Let A′ be the polyadic equality algebra generated by R and F . Let A be the
algebra we obtain from A by splitting sτR into sτRj for j ≤ m and τ ∈ Per.
That is A is an algebra such that
(1) A′ ⊆ A, and the Boolean part of A is a Boolean algebra,
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(2) sτRj , are pairwise distinct atoms of A for each τ ∈ Tr and j ≤ m and
cisτRj = cisτR for all i < n and all τ ∈ Tr,
(3) each element of A is a join of element of A′ and of some sτRj ,’s
(4) ci distributes over joins,
(5) The sτ ’s are Boolean endomorphisms such that sτ sσa = sτ◦σa.
Then [3] p. 160-161RdcaAk is not representable
5, and by the technique in [157]
all k generated subalgebras are representable. The idea is that a representation
of even the CA reduct of A would force that |U0| ≥ m + 1, which is not the
case. Now let (em : m < ω) be the second set of equations in Remark 2 p.162
of [3]. Then by [3] p.163-166 SNrnQEAn+2 |= em. Finally it is not the case
that Ak |= em where Ak is the algebra for which |U0| = m. The conclusion now
follows by the argument of Andreka in [3] p.163.
It can be easily shown [159] extending results of Hirsch and Hodkinson to
the quasipolyadic case, that for 3 ≤ m < ω, each of the inclusions QEAm =
SNrmQEAm ⊃ SNrmQEAm+1 . . . is strict and all but the first inclusion is
not finitely axiomatized. Furthermore RQEAm is not finitely axiomatizable
over SNrmQEAm+k for all k ∈ ω. Indeed, following Hirsch and Hodkinson
[48], we define relation algebras A(n, r) having two parameters n and r with
3 ≤ n < ω and r < ω. Let Ψ satisfy n, r ≤ Ψ < ω. We specify the stom
structure of A(n, r).
• The atoms of A(n, r) are id and ak(i, j) for each i < n − 1, j < r and
k < ψ.
• All atoms are self converse.
• We can list te forbidden triples (a, b, c) of atoms of A(n, r)- those such
that a.(b; c) = 0. Those triples that are not forbidden are the consistent
ones. This defines composition: for x, y ∈ A(n, r) we have
x; y = {a ∈ At(A(n, r)); ∃b, c ∈ AtA : b ≤ x, c ≤ y, (a, b, c) is consistent }
Now all permutations of the triple (Id, s, t) will be inconsistent unless
t = s. Also, all permutations of the following triples are inconsistent:
(ak(i, j), ak
′
(i, j), ak
′′
(i, j′)),
if j ≤ j′ < r and i < n − 1 and k, k′, k′′ < Ψ. All other triples are
consistent.
5Strictly speaking, Andreka proves this only for the finite dimensional case, but the proof
works for the infinite dimensional case as well.
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Theorem 3.7. We have A(n, r) ∈ SRaPEAn.
Proof. The set Hn+1n (A(n, r),Λ) aff all (n + 1) wide n dimensional Λ hyper-
networks over A(n, r) is an n+1 wide n dimensional symmetric Λ hyperbasis.
H is symmetic, if whenever N ∈ H and σ : m → m, then N ◦ σ ∈ H .
Hence A(n, r) ∈ SRaPEAn. In [48] it is proved that A(n, r) ∈ SRaCAn, but
observing that Hn+1n (A(n, r),Λ) is symmetric gives our stronger result.
Next we define certain polyadic equality algebras based on the relation
algebras we defined: Let 3 ≤ m ≤ n,
Cr = Ca(H
n+1
m (A(n, r), ω)).
Note that Cr depends on n andm, but we omit reference to those not to clutter
notation. Since Hn+1m (A(n, r), ω)) is symmetric this defines a polyadic algebra
of dimension m. We can also prove that
Theorem 3.8. For any r and 3 ≤ m ≤ n < ω, we have Cr ∈ NrmPEAn.
Proof. Hn+1n (A(n, r), ω) is a wide n dimensional ω symmetric hyperbases, so
CaH ∈ PEAn. But Hn+1m (A(n, r), ω) = H|
n+1
m . Thus
Cr = Ca(H
n+1
m (A(n, r), ω)) = Ca(H|
n+1
m )
∼= NrmCaH
Theorem 3.9. RdcaCr /∈ SNrmCAn+1, and for any non principal ultrafilter
on ω, if 3 ≤ m < n < ω, we have
∏
Cr/F ∈ RPEAm.
Proof. The first part is like the CA case proved in Corollary 15.10 in [48].
The second part is identical to exercise 2 on p. 484 of [48]
We now have
Theorem 3.10. (1) Each of the inclusions SRaPEA3 ⊃ SRaPEA4 ⊃
. . . is strict
(2) All but the first inclusion above can be finitely axiomatized
(3) For 3 ≤ m < ω, each of the inclusions PEAm = SNrmPEAm ⊃
SNrmPEAm+1 . . . is strict
(4) All but the first inclusion is not finitely axiomatized
Now we prove a complexity result for RPEAn when n is finite n ≥ 3.
Theorem 3.11. Let n ≥ 3. Let Σ be a set of equations axiomatizing RPEAn.
Let l < n k < n, k′ < ω be natural numbers. Then Σ contains infinitely
equations in which − occurs, one of + or · ocurs a diagonal or a permutation
with index l occurs, more than k cylindrifications and more than k′ variables
occur
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Sketch of Proof. This is proved in [157]. Here we give an outline of the proof
that renders the gist of the techniques of Andreka in [3] but only for finite n.
We shall construct a non-representable algebra A, such that its k generated
subalgebras are representable, and
(1) The complementation free reduct A− of A is a homomorphic image of a
subalgebra C of the complemention free reduct of P− of a P in RPEAn.
In fact this P is a set algebra with infinite base.
(2) A− /∈ RPEA−n , the complementation free reduct of RPEAn.
(3) A can be represented as a polyadic set algebra such that every operation
except for ∪ and ∩ are the natural ones.
(4) There is an infinite set W , such that for all µ < n, there is an embed-
ding h : A → (B(nW ), ci, pij , dij)i,j<n such that h is a homomorphism
preserving all operations except for cµ.
(5) There is an infinite set W , such that there is an embedding h : A →
(B(nW ), ci, pij , dij)i,j<n such that h is a homomorphism preserving all
opeartions except for dij, pij , i 6= j, with l ∈ {i, j}.
This will prove the theorem as indicated in [3] p.195. Now we proceed with the
construction. Let 2k.n!+1 ≤ K(n− 1) and let m = K(n− 1). Let {Ui : i ≤ n}
be a system of disjoint sets such that |U0| = m and |Ui| ≥ ω for 0 < i ≤ n. Let
f : U0 → U0 be a bijection such that the orbits of f have cardinality K. Let
U =
⋃
{Ui : i ≤ n}
R =
∏
i<n
Ui
F = {s ∈ nU : s0, s1 ∈ U0 and s1 = f(s0)}.
Let A′ be the subalgebra of ℘(nU) generated by R and F , and let A be the
algebra obtained from A′ by splitting into m + 1 (distinct) atoms as defined
above. Now it turns out that RdcaA
′ is not representable, for again such a
representation would force that |U0| ≥ m + 1 which is not the case. To show
that various reducts of A′ are representable, we first transform U0 into a set
W0 such that |W0| = m + 1. In more detail, let u /∈ U , let (Wi : i ≤ n)
be such that W0 = U0 ∩ {u}, |U0| = m, Wi = Ui for 0 < i ≤ n and let
W =
⋃
{Wi : I ≤ n} = U ∪ {w}. Let R′ =
∏
i<nWi and let R
′
j , j ≤ m be a
partition of R′ such that cisτR
′
j = cisτR
′ for all i < n, j ≤ m. This partition,
now, exists by |Wi| ≥ m + 1 for all i ≤ n and [3] lemma 2. Let f : U0 → U0
be a bijection such that a all orbits of f have cardinality K. Such an f clearly
exists. Extend this permutation to a permutation of W such that f permutes
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W0, all orbits of f ↾ W0 are of size K, and f is the identity on W ∼ W0. We
denote this extension by f as well. Now we follow [3] p. 199. Let e be the
smallest equivalence relation containing f . Fix some u ∈ U0, w ∈ W ∼ U and
let w/e = {v : vew}, u/e = {v : veu}. Let δ : w/e → u/e be such that δ
preserve f and let
σ = δ ∪ Id ↾ U0, π = δ ∪ δ
−1 ∪ Id ↾ (U0 ∼ u/e).
Then σ :W0 → U0 and π : W0 →W0. Define s(w|u) = σ◦s. Let R′ =
∏
i<nWi
and let Rj : j ≤ n be a partition of R′ such that cisτR′j = cisτR
′ forall i < n
j ≤ m and τ ∈ Tr. Let G be the set of all permutations of U that leave R
and F fixed. Let
D = {s ∈ nW : u/e ∩Rng(s) 6= ∅, w/e ∩ Rng(s) 6= ∅}
B′ = {x ⊆ nW : x = πx, (x ∩ nU) = G(x ∩ nU) and (∀s ∈ x ∩D(s(w|u) ∈ x}
So far we are following [3] verbatim, with the sole exception of allowing sub-
stitutions in the splitting. Now, we allow substitutions also in B, we modify
the definition of B as follows
B = {
⋃
{sτR
′
j : τ ∈ H, j ∈ J} ∪ sσx : J ⊆ m+ 1, σ ∈ Tr,H ⊆ Tr, x ∈ B
′}.
It can be checked that (this modified) B is closed under the operations of
℘(nW ),∪,∩, ∅, nW, ci, pij , dij)i,j<n.
Let B = (B,∪,∩, ∅,nW, ci, pij, dij)i,j<n. Then B is a subalgebra of the com-
plementation free reduct P− of P = (℘(nW ), ci, pij, dij). Now we show that
the complementation free reduct A− of A is embeddable into a homomorphic
image of B. We first define an algebra C and a homomorphism of B into C.
Let
V = nW ∼ D
C = ℘(V ), cCi x = cix ∩ V, p
C
ijx = pijx ∩ V, d
C
ij = dij ∩ V.
C = (C,∪,∩, ∅, V, cCi , p
C
ij , d
C
ij)i,j<n.
Let g : B → C be defined by g(x) = x ∩ V . Then we need to check that g
is a homomorphsim. This is done by Andreka for all the operations except
substitutions, so we need to check those. Let i, j < n and x ∈ B. We want to
show that g(pBijx) = p
C
ijg(x), i.e. that (p
W
ij x) ∩ V = p
W
ij (x ∩ V ) ∩ V . But this
follows from definitions and from the fact that if s ∈ V , then s ◦ [i, j] ∈ V .
Let M = {x ∩ V : x ∈ B} and M = (M,∪,∩, ∅, V, cCi , p
C
ij, d
C
ij)i,j<n Then M is
a homomorphic image of B.
We now show that A− is embeddable into M. Now any element of A is
of the form
∑
{sτRj : τ ∈ H} + a where H ⊆ Tr, J ⊆ m + 1 a ∈ A′ and
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a ∩ sτR = ∅, because A is obtained from A′ by splittng R into m + 1 parts
Rj , j ≤ m. Call an element a ∈ A normal, if there is a single τ such that
a =
∑
{sτRj : j ∈ J ⊆ m + 1}. Then for any a ∈ A, we have a =
∑
ai for
some normal ai’s. Let π = [u, v]. We first define h on the normal a’s by
h(
∑
{sτRj : j ∈ J}+ a) =
⋃
{sτR
′
j : j ∈ J} ∪ a ∪ πa.
Now h is well defined, one to one and h(a) ∈ M for all normal a ∈ A by the
reasoning of Andreka[3]p.197. Then for any element a ∈ A, with a =
∑
ai
define h¯(a) =
∑
h(ai). Then h¯ is as required.
Now A− /∈ RPEA−n is the same as the proof of Andreka [3] p.199.
Now we represent the ∪ and ∩ free reduct of A. We define a mapping
h : A → ℘(nU). We first define f on the normal elements. Let a be normal,
a =
∑
{sτRi : i ∈ J} + a′. Let z ∈ sτR ∼ sτ (R′0 ∪ R
′
1) be fixed and let
η : {J ⊆ m + 1, 0 ∈ J} → {G : G ⊆ sτR ∼ (sτ (R0 ∪ R1) : z ∈ G} be an
arbitrary injection.
h(
∑
{sτRj : j ∈ J} = sτR
′
0 ∪ η(J), if 0 ∈ J, J 6= m+ 1
h(
∑
{sτRj : j ∈ J} = R ∼ (R
′
0 ∪ µ(m+ 1) ∼ J)), if 0 /∈ J, J 6= ∅
h(
∑
{sτRj : j ∈ J} = 0, if J = ∅
h(
∑
{sτRj : j ∈ J} = R, if J = m+ 1
Now define
h(a) = (a ∼ sτR) ∪ h(a ∩ sτR).
Then define h¯ by extending h as above. Then it is easy to check that h¯ is as
required.
Now we show that A becomes representable if we drop any of the cylin-
drifications. We shall use the following fact that is easy to check. Recall that
A was obtained from A′ by splitting into m + 1 atoms. Now assume that
h : A′ → (B(nU), ci, pij, dij)i,j<n is a Boolean embedding and h(R) =
∏
i<n Ui
such that (Ui : i < n) is a system of disjoint sets each having cardinality
≥ m + 1. Then h can be extended to h¯ : A → (B(nU), ci, pij, dij)i,j<n such
that h¯ preserves the same operations that h preserves.
Let µ < n. Let Ui,Wi : i < n be as above. Let f : U0 → U0 be a bijection
such that all orbits of f have cardinality K. Let U , R and F and A′ as above.
Recall that A is the algebra obtained from A′ by splitting R into m+ 1 parts.
Extend f permutation to a permutation of W such that f permutes W0, all
orbits of f ↾W0 are of size K, and f is the identity on W ∼W0. Let e denote
the equivalence relation on W0 with blocks the orbits of f . Let S be a binary
relation on the blocks of e such that S contains the identity relation and each
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block is in relation with exactly n − 1 blocks. Then S can be viewed as a
binary relation onW0 satisfying certain properties [3] p. 180. On p. 180 of [3],
an equivalence relation ≡ is defined on sequences of different lengths, so that
s ≡ z =⇒ (s ∈ x iff z ∈ x), x ∈ A′.
Proceeding like the proof of Andreka on p.180-181, [3], we define a function
g : nW → nU . Let s ∈ nW . Let Ω = {i < n : si ∈ W0}. Let I = n ∼ {µ}.
Assume that µ /∈ Ω, i.e Ω ⊆ I. let s′ ∈ ΩU0 such that s′ ≡ s ↾ Ω. Such s′ exists
by |Ω| < n. For function f, g, let
f [Ω|g] = f ↾ (Domf ∼ Ω) ∪ f ′ ↾ GΩ
Define
g(s) = s[Ω|s′].
Now assume that µ ∈ Ω. Let Ω′ = {i ∈ Ω : siSsµ} and Ω′′ = Ω ∼ Ω′. let
s′ ∈ Ω
′
U0 be such that s
′ ≡ s ↾ Ω′ and let s′′ ∈ Ω
′′
(Un ∼ Ranges) be such that
ker(s′) = ker(s ↾ Ω′′). Then set
g(s) = s[Ω′|s′][Ω′′|s′′].
Proved by Andreka to preserve all operations except for substitutions, we need
to check that
h(x) = {s ∈ nW : g(s) ∈ x}
defined on A′ preserves substitutions, too. But this follows from the simple
observation that
s[Ω|s′] ◦ [i, j] = s ◦ [i, j][Ω|s′]
and
s[Ω′|s′][Ω′′|s′′] ◦ [i, j] = s ◦ [i, j][Ω′|s′][Ω|s′′].
Since A is obtained by splitting A′ then h can be extended to A and h is as
desired.
Finally, we can assume that l = 0, see [3]p.176-177. We show that there is
an embedding h : A→ (B(nW ), ci, pij, dij)i,j<n such that h is a homomorphism
w.r.t all operations of A except d0i, di0, pi0, p0i. The proof is like that of Claim
6 in [3] p.176.
Let W and U as above. Define t, r : W → U as on p. 176. Define for
1 ≤ i ≤ n, t0 : W → U , by t0(x) = t(x) and for i > 0, ti(x) = r(x). Set
g(s)i = ti(si). Then define h for x ∈ A′ by
h(x) = {s ∈ nW : g(s) ∈ x}.
Then we leave it to the reader to check the required. Then h extends to a
mapping h¯ on A with the required properties. That is
h¯ : A→ (B(nW ), ci, pij , dij)i,j<n
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such that h is a homomorphism preserving all opeartions except for dij, pij ,
i 6= j, with 0 ∈ {i, j}.
The difficult part in this result, is to show that the k generated subalgebras
of A are representable. Let G be given such that |G| ≤ k. The idea is to use
G and define a “small” subalgebra of A that contains G and is representable.
Let T = {[i, j] : i < j < n}. Define Ri ≡ Rj iff
∀g ∈ G∀τ ∈ T (sτRi ≤ g ⇐⇒ sτRj ≤ g)
Then ≡ is an equivalence relation on {Rj : j ≤ m} which has ≤ 2k.n! blocks
by |G| ≤ k and |T | ≤ n!. Let p denote the number of blocks of ≡, that is
p = |Rj/ ≡: j ≤ m}| ≤ 2
k ≤ m. Let
B = {a ∈ Ak : (∀i, j ≤ m)(∀τ ∈ T )(Ri ≡ Rj and sτRi ≤ a =⇒ sτRj ≤ a}.
We show that B is closed under the operations of A. Let i < l < n Clearly B
is closed under the Boolean operations. dil ∈ B since sτRj  dil for all j ≤ m
and τ ∈ T . Also A′ ⊆ B since sτR is an atom of A′ and cia ∈ A′ for all a ∈ A.
Thus cib ∈ B for all b ∈ B. Assume that a ∈ B and let τ ∈ T . Suppose that
Ri ≡ Rj and sσRi ≤ sτa. Then sτ sσRi ≤ a, so sτ◦σRi ≤ a. Since a ∈ B we
get that sτ◦σRj = sτ sσRj ≤ a, and so sσRj ≤ sτa. Thus B is also closed under
substitutions. LetB ⊆ A be the subalgebra of A with universe B. SinceG ⊆ B
it suffices to show that B ∈ RQEAα Let (yj; j < p} = {
∑
(Rj/ ≡) : j ≤ m}.
Then {yj : j < p} is a partition of R in B, ciyj = ciR for all j < p and i < α
and every element of B is a join of some element of A′ and of finitely many of
sτyj’s. We now split R into m “real” atoms using Andre´ka’s method [3] lemma
2 p. 167. Let {R′′0 , . . .R
′′
m−1} be a partition of R such that ciR
′′
j = ciR for all
i < α. Let A′′ be the subalgebra of 〈B(αU), ci, dij, sτ 〉i,j<α,τ∈Per generated by
R′′0, . . . R
′′
m−1. Let
R = {sσR
′′
j : σ ∈ Per, j < m}.
Let
H = {a+
∑
X : a ∈ A′, X ⊆α R}.
Clearly H ⊆ A′′ and H is closed under the boolean operations. Also because
Tranformations considered are bijections we have
cisσRj = cisσR for all j < m and σ ∈ Per
Thus H is closed under ci. Also H is closed under substitutions Finally dij ∈
A′ ⊆ H. We have proved that H = A′′. This implies that every element of R
is an atom of A′′. We now show that B is embeddable in A′′, and hence will
be representable. Define for all j < p− 1,
R′j = R
′′
j ,
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and
R′p−1 =
⋃
{R′′j : p− 1 ≤ j < m}.
Then define h(a +
∑
sτyj) = a +
∑
{sτR′j : j < p} That is if b = a +
∑
sτyj
Then
h(b) = (b−
∑
sτyj) ∪
⋃
{sτR
′
j , j < p, sτyj ≤ b}
It is clear that h is one one, preseves the boolean operations and the diag-
onal elements and is the identity on A′. Now we check cylindrifications and
substitutions.
cih(b) = ci[(b−
∑
sτyj) ∪
⋃
{sτR
′
j, j < p, sτyj ≤ b}]
cih(b) = ci(b−
∑
sτyj) ∪
⋃
{cisτR
′
j , j < p, sτyj ≤ b}
cih(b) = ci(b−
∑
sτyj) ∪
⋃
{cisτyj, j < p, sτyj ≤ b}
= ci[(b−
∑
sτyj) ∪
⋃
{sτyj, j < p, sτyj ≤ b}] = cib
On the other hand
hci(b) = (cib−
∑
sτyj) ∪
⋃
{R′j : sτyj ≤ cib} = cib
Preservation of substitutions follows from the fact that the substitutions are
Boolean endomorphisms.
Now which of the above results generalize to algbras without diagonal ele-
ments like Pinter’s substitution algebras and Halmos polyadic algebras (with-
out equality). We follow [52]. We show that their construction proves more.
Let 4 ≤ n ≤ m < ω. Then a set with n+m elements Bmn , that will constitute
the set of atoms in the future relation algebra, is defined on p.201. In this
page, the forbidden triples are also specified and the relation algebar Amn is
defined as the complex algebra of the resulting atom structure. The set of
all n by n basic matrices is actually symmetric, and so they are a symmetric
hyperbases, and so A ∈ RaPEAn. However the identity free reduct of A is not
in SRaSCn+1. Indeed assume that A ⊆ RaC where C ∈ SCn+1 6 , then the
6Let A = (A,+, ·,−, 0, 1, ci, s
j
i )i,j<n be an SCm with m ≥ 3. then we define
RaA = (Nr2A,+, ·,−, 0, 1, ,˘; )
where Nr2A = {x ∈ A : cix = x for all i ≥ 2} and for any x, y ∈ Nr2A
x; y = c2(s
1
2x · s
0
2y)
x˘ = 2s(0, 1)x
Here ks(i, j)x = s
k
i s
i
js
j
kx. For K ⊆ SCm, RaK = {RaB : B ∈ K}. In the above definition
we mimicked the way how relation algebras are obtained from cylindric algebras [37] 5.3.7.
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proof of Theorem 8 in [52] goes through, for in the proof one can easily check
that the authors are using the equations collected in fact 9 pages 204-205, and
all these are valid in SCn+1. In other words, following the same proof we arrive
at the same contradition.
Now let K ∈ {CA,SC,PA,PEA}. Then the following Theorem holds:
Theorem 3.12. For any finite n ≥ 3, and any k ∈ ω, we have SNrnKn+k ⊃
SNrnKn+k+1
Proof. [52] Cor 2: Assume that SNrnKn+k = SNrnKn+k+1. Then
SRaKn+k = SRaNrnKn+k = SRaSNrnKn+k
= SRaSNrnKn+k+1 = SRaNrnKn+k+1 = SRaKn+k+1.
But this cannot happen because the appropriate reduct of the algebra Amn
distinguishes beween these two classes.
However, it is not known whether results concerning the complexity of
axiomatizations of RCAn and RPEAn, like theorem 3.11, extend to SC’s
and PA’s, and for that matter Df ’s.
We note that RPEA−n is a universal class that is not finitely axiomatizable;
this can be proved exactly like the CA case proved by Comer. Now let us go
deeper into the analysis of the problem of amalgamation. We will show that
the notions of axiomatizability and amalgamation are not entirely unrelated.
In fact, the purpose of this discussion is to stress that what distinguishes the
two paradigms are finite axiomatizability and amalgamation, for some reason,
they come together (in the polyadic paradigm) and they fail together (in the
cylindric paradigm, the syntactical part of which is reflected by systems of
varieties definable by schemas.) To analyse this we recall a recent result proved
by the author connecting neat embeddings to amalgamation in a very general
setting:
Definition 3.13. (i) LetK be a class of algebras having a boolean reduct.
A0 ∈ K is in the amalgamation base of K if for all A1,A2 ∈ K and
monomorphisms i1 : A0 → A1, i2 : A0 → A2 there exist D ∈ K
and monomorphisms m1 : A1 → D and m2 : A2 → D such that
m1 ◦ i1 = m2 ◦ i2.
(ii) If in addition, (∀x ∈ Aj)(∀y ∈ Ak)(mj(x) ≤ mk(y) =⇒ (∃z ∈
A0)(x ≤ ij(z) ∧ ik(z) ≤ y)) where {j, k} = {1, 2}, then we say that A0
lies in the super amalgamation base of K. Here ≤ is the boolean order.
K has the (super) amalgamation property ((SUP )AP ), if the (super)
amalgamation base of K coincides with K.
The super amalgamation property was introduced by Maksimova, and it
was recently studied in Algebraic logic by Sagi and Shelah [173]
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Definition 3.14. (i) Let A ∈ Knα. Then A has the UNEP (short for
unique neat embedding property) if for all A′ ∈ Kα, B, B′ ∈ Kα+ω,
isomorphism i : A → A′, embeddings eA : A → NrαB and eA′ : A′ →
NrαB
′ such that SgBeA(A) = B and Sg
B′eA′(A)
′ = B′, there exists an
isomorphism i¯ : B→ B′ such that i¯ ◦ eA = eA′ ◦ i.
(ii) Let A ∈ Knα. Then A has the strong neat embedding property
SNEP , if for all B ∈ Kα+ω if A ⊆ NrαB and A generates B then
A = NrαB.
The following is proved in [160]:
Theorem 3.15. Let K = (Kα : α ≥ ω) be a system of varieties. Let M =
{A ∈ Kα+ω : Sg
ANrαA = A}. Assume that M has SUPAP , and that for any
A,B ∈ M and isomorphism f : NrαA → NrαB there exists an isomorphism
f¯ : A→ B such that f ⊆ f¯ . Then the following hold for any C ∈ Knα.
(i) C has UNEP if and only if C ∈ APbase(Knα).
(ii) C has UNEP and SNEP if and only if C ∈ SUPAPbase(Knα).
Proof. Assume that C has UNEP . Let A,B ∈ Knα. Let f : C → A
and g : C → B be monomorphisms. Then there exist A+,B+,C+ ∈ Kα+ω,
eA : A→ NrαA
+ eB : B→ NrαB
+ and eC : C→ NrαC
+. We can assume that
SgA
+
eA(A) = A
+ and similarly for B+ and C+. Let f(C)+ = SgA
+
eA(f(C))
and g(C)+ = SgB
+
eB(g(C)). Since C has UNEP , there exist f¯ : C
+ → f(C)+
and g¯ : C+ → g(C)+ such that (eA ↾ f(C)) ◦ f = f¯ ◦ eC and (eB ↾ g(C)) ◦ g =
g¯ ◦ eC . Now M as SUPAP , hence there is a D+ in M and k : A+ → D+
and h : B+ → D+ such that k ◦ f¯ = h ◦ g¯. Then k ◦ eA : A → NrαD+ and
h ◦ eB : B→ NrαD
+ are one to one and k ◦ eA ◦ f = h ◦ eB ◦ g. Now for the
converse. It suffices to show that if A ∈ APbase(Knα), if i1 : A → NrαB1,
i2 : A → NrαB1 such that i1(A) generates B1 and i2(A) generates B2, then
there is an isomorphism f : B1 → B2 auch that f ◦ i1 = i2. By assumption,
there is a D ∈ Knα, m1 : NrαB1 → D, m2 : NrαB2 → D such that m1 ◦ i1 =
m2 ◦ i2. We can assume that m1 : NrαB → NrαD+ for some D+ ∈ M, and
similarly for m2. By hypothesis, Let m¯1 : B1 → D+ and m¯2 : B2 → D+
be isomorphisms extending m1 and m2. Then since i1A generates B1 and
i2A generates B2, then m¯1B1 = m¯2B2. It follows that f = m¯
−1
2 ◦ m¯1 is as
desired. Now we prove (ii). Assume that C has UNEP and SNEP . We
obtain (using the notation in the first part) D ∈ NrαKα+ω and m : A → D
n : B → D such that m ◦ f = n ◦ g. Here m = k ◦ eA and n = h ◦ eB.
Denote k by m+ and h by n+. Suppose that C has SNEP . We further want
to show that if m(a) ≤ n(b), for a ∈ A and b ∈ B, then there exists t ∈ C
such that a ≤ f(t) and g(t) ≤ b. So let a and b be as indicated. We have
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m+ ◦ eA(a) ≤ n+ ◦ eB(b), so m+(eA(a)) ≤ n+(eB(b)). Since M has SUPAP ,
there exist z ∈ C+ such that eA(a) ≤ f¯(z) and g¯(z) ≤ eB(b). Let Γ = ∆z ∼ α
and z′ = c(Γ)z. (Note that Γ is finite, by the generating condition.) So, we
obtain that eA(c(Γ)a) ≤ f¯(c(Γ)z) and g¯(c(Γ)z) ≤ eB(c(Γ)b). It follows that
eA(a) ≤ f¯(z′) and g¯(z′) ≤ eB(b). Now by hypothesis
z′ ∈ NrαC
+ = SgNrαC
+
(eC(C)) = eC(C).
So, there exists t ∈ C with z′ = eC(t). Then we get eA(a) ≤ f¯(eC(t)) and
g¯(eC(t)) ≤ eB(b). It follows that eA(a) ≤ eA ◦ f(t) and eB ◦ g(t) ≤ eB(b).
Hence, a ≤ f(t) and g(t) ≤ b. Now assume that A ∈ SUPAPbase(Knα).
Then A is in the APbase(Knα) and so by the first part A has UNEP . We
want to show that A has SNEP . If not, then A ⊆ NrαB, B ∈ K, A generates
B and A 6= NrαB. Then A embeds into NrαB via the incusion map i .
Let C = NrαB. Since A ∈ SUPAPbase, there is a D ∈ Knα and m1, m2
monomorphisms from C to D such that m1(C) ∩ m2(C) = m1 ◦ i(A). Let
y ∈ C ∼ A. Then m1(y) 6= m2(y) for else d = m1(y) = m2(y) will be in
m1(C)∩m2(C) but not in m1 ◦ i(A). Assume that D ⊆ NrαD
+ with D+ ∈ K.
There exist m¯1 : B → D+ and m¯2 : B → D+ extending m1 and m2. But A
generates B and so m¯1 = m¯2. Thus m1y = m2y which is a contradiction. Note
that the last part of the proof shows that if A ⊆ NrαB , A generates B and
A 6= NrαB, then the inclusion A ⊆ NrαB cannot be strongly amalgamated in
Knα.
The SAPbase(K) for a class K is defined to be those algebras that are in
the amalgamation base of K, and further the amalgam is strong.
Corollary 3.16. The following are equivalent for Knα and A ∈ Kα.
(i) A has UNEP and SNEP
(ii) A ∈ SUPAPbase(Knα)
(iii) A ∈ SAPbase(Knα)
Proof. One proves that (i) =⇒ (ii) like the previous proof , (ii) =⇒ (iii) is
obvious and (iii) =⇒ (i) is actually what we proved in the previous theorem.
Note that by the techiques of Sagi and Shelah in [173], it is not hard to
extend their result to RPEAn. For every finite n ≥ 3, there is a finitely ax-
iomatizable variety V ⊆ RPEAn that has SAP but not SUPAP. However,
if an algebra A strongly amalgamates with all representable algebras, then it
superly amalgamate with all such algebras as well. Using the above charater-
ization, we can go deeper into the analysis, it is easy to show that SAP fails
in the class of representable algebras. We do it for CA’s, the other cases are
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completely analogous. It It is enough to show that there exists a representable
algebra that is not in NrαCAα+ω. (This is equivalent to showing that the lat-
ter is not closed under forming subalgebras). For suppose that A is such. Then
A ⊆ NrαB and B ∈ CAα+ω. Let B′ = Sg
BA, then B′ ∈M as defined above,
furthemore the inclusion A ⊆ NrαB′ cannot be strongly amalgamated in the
class of representable algebras. Such examples exist in the literature [100].
Furthermore these algebras can be chosen to be diagonal cylindric algebras in
the sense of [104], so that this class does not have the amalgamation property
with respect to the class of representable algebras. This answers a question
of Pigozzi in [104]. (Different solutions of this and other open questions of
Pigozzi’s can be found in [70]. For other algebras, a similar construction can
be found in [162].) Finally it is shown in [70] that several distinguished classes
of cylindric algebras lie in the SUPAPbase(RCAα) like algebras of positive
characteristic and monadic generated algbras.
So this is the magic connection between amalgamation and representability,
the notion of neat embeddings. Algebras that have the neat embedding propery
are representable, algebras that have the unique neat embedding amalgamate
and algebras that have the unique neat embedding property and strong neat
embedding property superamalgamate. Recall, that in the finite dimensional
case, atomic algebras that have the complete neat embedding property are
those algebras that are completely representable.
3.2 The polyadic paradigm
Now let us go to the polyadic paradigm. There are other systems of vari-
eties that do not conform to the notion “definable by schemes” and these
are Halmos’ polyadic algebras PAα and their reducts studied by Sain [106],
in the context of finitizing first order logic. Surprisingly for PAα we have
PAα = NrαPAβ for all α < β and [151]
RPAα = PAα = APbase(PAα) = SUPAPbase(PAα).
Here RPAα stands for the class of representable PAα’s. The same can be said
about the classes of algebras studied by Sain [106]. However, these algebras
do not fit in the framework adapted herein, although they are a system of
varieties, they are not defined by a schema in the above sense.
An interesting question is whether there is a system of varieties definable
by schemes for which
Knα = Kα = APbase(Kα) = SUPAPbase(Kα).
This question is strongly related, to the finitizability problem, for in the known
algebraic logics existing in the literature, the distance between Knα and Kα
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is essentially infinite [3], and one form of the finitizability problem, though
admittedly never put in this form, is how to “finitize” this gap [134]. Note
that the above question has three essentially distinct statements:
(1) Kα = Knα
(2) Kα = APbase(Kα)
(3) Kα = SUPAPbase(Kα).
These are not entirely independent for clearly (3) implies (2).
In her solution to the Finitizability problem, Sain [106] introduced a system
of varieties in which this gap can be finitized, and it was further proved by the
present author [153] that this class has SUPAP . So another question arises:
Suppose that we can finitize this gap, that is suppose we can find a finite
schema equations that define Knα above Kα, does it follow then that Knα
has SUPAP ? Does it necessarily have AP ? In other words, how (un)related
are (1)(2) and (3) of the above item. We believe that these are difficult ques-
tions, that touch upon crucial issues in universal algebraic logic, and that they
definitely deserve to be dealt with in a general framework. Let us see what is
happening here. The Finitizability problem is crudely the attempt to capture
infinitely many extra dimensions in a finitary way. One way to do that is to
force a neat embedding theorem, as done by Sain [106]. But when we force a
neat embedding theorem, this in turn, forces UNEP and SNEP so AP and
SUPAP comes as well. We do not know of a framework in which this chain
is broken at some point. (See also the last paragraph of the article, where we
return to this point, in a slightly different context).
Now how to explore those two paradigms in one context?
3.3 A solution in the Form of equivalence of two cate-
gories
We can regard (Kα : α ≥ ω) as a system of concrete categories synchronized
by the the neat reduct functor. This view now encompasses the cases PAα
and Sain’s algebras SAα studied in [106] and [153], as well as the notion of
systems of varieties definable by schemas. That is, for β > α, we can regard
Nrα : Kβ → Kα as a functor with NrαA being the neat α reduct of A and for
a morphism f , Nrα(f) = f ↾ α. In particular Nrα : Kα+ω → Kα is a functor.
In several concrete case, it has been shown, that when the latter functor
has an inverse, that is there exists a functor F : Kα → Kα+ω such that
F ◦ Nrα is naturally isomorphic to the identity functor then Knα = Kα and
SUPAP follows. This has been shown to be the case for PAα [151] and SAα
[153]. Actually in these previous cases, it turns out that the category Kα is
equivalent to Kα+ω.
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The equivalence of these two categories, says that the gap can be finitized,
or rather in fact, it does not exist at all!
In fact both categories are equivalent to the category M = {A ∈ Kα+ω :
A = SgANrαA}. Surprisingly, even for the cylindric algebras the last category
is well behaved, for example it has SUPAP , but the point is, it is not equivalent
to Kα nor Kα+ω in this particular case. In fact for CA’s M ⊆ Dcα+ω and
a lot of properties of the latter class do not even generalize to the class of
representable algebras see theorem 3.19.
This viewpoint has not been studied much; it was only touched upon in
[135], where two techniques of proving the amalgamation property for various
classes of algebras are unified, and both presented as adjoint situations. One
is due to Pigozzi, and the other is due to Nemeti. The unification consists
of presenting both techniques as transforming a diagram of algebras to be
strongly amalgamated into certain saturated representations of these algebras
that can be strongly amalgamated, and then returning to the original diagram
using an inverse operator. Both can be described functorially by an adjoint
situation making the noton of inverse involved precise. In the case of Pigozzi
it is the neat reduct functor (an inverse to a neat embedding functor taking
an algebra into one in ω extra dimensions, i.e a clasical representation), while
in Nemeti’s case it is basically the operation of forming atom structures that
is an inverse of taking an algebra to its canonical extension (which can be seen
as a modal representation). This takes the representation problem expresses
by a two sorted defining theory a step further, asking that the second sort be
a saturated representation.
We conclude that finding a system of varieties definable by schemas for
which
Knα = Kα = APbase(Kα) = SUPAPbase(Kα).
and the algebras in Knα are representable, would provide a strong solution to
the Finitizability problem (asking for finite schema) in algebraic logic. Note
that usually algebras in Knα are representable, when Knα = SUpKfα, and
the class of locally finite algebras are representable. Note too, that the notion
of representability is not incuded in the definition of such systems, it comes
from “outside”, since it has to do with semantics and not with syntax.
Viewing a solution to the Finitizability problem as the existence of an
equivalence between two categories is a novel approach. The equivalence of
the categoriesKα andKα+ω toM says roughly that any algebra inKα contains
infinitely many hidden extra dimensions. These unfold to force a neat embed-
ding theorem. When an algebra can be neatly embedded in ω extra dimensions,
this (usually, but not always) force representability of the operations. The real
technical difficulty that come up here, is that when we expand our languages,
and add axioms to code extra dimensions somehow, in the hope of obtaining a
neat embedding theorem, then usually we succeed in representing the already
74
existing operations; the difficult problem is that the new operations turn out
representable as well! (This comes up across in the case of Sain’s algebras in
[106]).
In any case, we believe that the problem of finding simple (finite) axioma-
tizations for the class of representable algebras remains an open philosophical
question.
3.4 Neat embeddings, amalgamation and a problem of
Henkin Monk and Tarski
In this section we state another result that sets the two paradigms apart.
We start by quoting Henkin, Monk and Tarski in [36]:“It will be shown in
Part II that for each α, β such that β ≥ α ≥ ω there is a CAα A and a
CAβ B such that A is a generating subreduct of B different from NrαB; in
fact, both A and B can be taken to be representable. Thus Dcα cannot be
replaced by CAα in Theorem 2.6.67 (ii); it is known that this replacement also
cannot be made in certain consequences of 2.6.67, namely 2.6.71 and 2.6.72.”
And we quote Henkin and Monk in the introduction of [37]: “Throughout
Part I various “promises” were made about material which would be found in
Part II. These are located in this volume at the appropriate places, with the
following exceptions, which mainly concern results whose proofs could not be
reconstructed.” It turns out that these are 5 (unfulfilled) items, cf. [37]. Item
(5) in op.cit. reads:
“Cf. Part 1 page 426. We do not know whether, if ω ≤ α < β, there is a
CAα A and a CAβ B such that A is a generating subreduct of B different
from NrαB.”
To the best of our knowledge counterexamples to generalizations of 2.6.71-
72 in [36] are also unknown. We now show that in the above quoted theorems,
Dcα cannot be replaced by RCAα confirming what seems to have been a
conjecture of Tarski’s, the proof of which could not be reconstructed by his
co-authors Henkin and Monk. In what follows, we use the notation of the
monograph [36], often without warning, with the following exception. We
write f ↾ A instead of A ↾ f to denote the restriction of f to A.
Lemma 3.17. If α < β are any ordinals and L ⊆ CAα, then, in the sequence
of conditions (1) - (5) below, (1) - (4) implies the immediately following one:
(1) For any A ∈ L and B ∈ CAβ with A ⊆ NrαB, for all X ⊆ A we
have SgAX = NrαSg
BX.
(2) For any A ∈ L and B ∈ CAβ with A ⊆ NrαB, if Sg
BA = B, then
A = NrαB.
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(3) For any A ∈ L and B ∈ CAβ with A ⊆ NrαB, if Sg
BA = B, then
for any ideal I of B, IgB(A ∩ I) = I.
(4) If whenever A ∈ L, there exists x ∈ |A|A such that if ρ = 〈∆xi : i <
|A|〉, D = Frρ|A|CAβ and gξ = ξ/Cr
ρ
|A|CAβ, then Sg
RdαD{gξ : ξ < |A|} ∈
L, then the following hold: For A,A′ ∈ L, B,B′ ∈ CAβ with embeddings
eA : A → NrαB and eA′ : A′ → NrαB′ such that Sg
BeA(A) = B and
SgB
′
eA′(A) = B
′, whenever i : A −→ A′ is an isomorphism, then there
exists an isomorphism i¯ : B −→ B′such that i¯ ◦ eA = eA′ ◦ i.
(5) Assume that β = α+ω. Then L has the amalgamation property with
respect to RCAα. That is for all A0 ∈ L, A1 and A2 ∈ RCAα, and all
monomorphisms i1 and i2 of A0 into A1, A2, respectively, there exists
A ∈ RCAα, a monomorphism m1 from A1 into A and a monomorphism
m2 from A2 into A such that m1 ◦ i1 = m2 ◦ i2.
Proof. (1) implies (2) is trivial. Now we prove (2) implies (3). From the
premise that A is a generating subreduct ofBwe easily infer that |∆x ∼ α| < ω
for all x ∈ B. We now have A = NrαB. Now clearly Ig
B(I ∩ A) ⊆ I.
Conversely let x ∈ I. Then c(∆x∼α)x is in NrαB, hence in A. Therefore
c(∆x∼α)x ∈ A ∩ I. But x ≤ c(∆x∼α)x, hence the required. We now prove (3)
implies (4). Let A,A′ ∈ L, B,B′ ∈ CAβ and assume that eA, eA′ are embed-
dings from A,A′ into NrαB,NrαB
′, respectively, such that SgB(eA(A)) = B
and SgB
′
(eA′(A
′)) = B′, and let i : A −→ A′ be an isomorphism. We
need to “lift” i to β dimensions. Let µ = |A|. Let x be a bijection from
µ onto A that satisfies the premise of (4). Let y be a bijection from µ
onto A′, such that i(xj) = yj for all j < µ. Let ρ = 〈∆(A)xj : j < µ〉,
D = Fr(ρ)µ CAβ, gξ = ξ/Cr
(ρ)
µ CAβ for all ξ < µ and C = Sg
RdαD{gξ : ξ < µ}.
Then C ⊆ NrαD, C generates D and by hypothesis C ∈ L. There ex-
ist f ∈ Hom(D,B) and f ′ ∈ Hom(D,B′) such that f(gξ) = eA(xξ) and
f ′(gξ) = eA′(yξ) for all ξ < µ. Note that f and f
′ are both onto. We now have
eA ◦ i−1 ◦ e
−1
A′ ◦ (f
′ ↿ C) = f ↿ C. Therefore Kerf ′ ∩ C = Kerf ∩ C. Hence
by (3) Ig(Kerf ′ ∩ C) = Ig(Kerf ∩ C). So, Kerf ′ = Kerf. Let y ∈ B, then
there exists x ∈ D such that y = f(x). Define iˆ(y) = f ′(x). The map is well
defined and is as required. We now prove that (4) implies (5). Let C ∈ L. Let
A,B ∈ RCAα. Let f : C→ A and g : C→ B be monomorhisms. Then by the
Neat Embedding Theorem, there exist A+,B+,C+ ∈ CAα+ω and embeddings
eA : A→ NrαA
+ eB : B→ NrαB
+ and eC : C→ NrαC
+. We can assume that
SgA
+
eA(A) = A
+ and similarly for B+ and C+. Let f(C)+ = SgA
+
eA(f(C))
and g(C)+ = SgB
+
eB(g(C)). Then by (4) there exist f¯ : C
+ → f(C)+ and
g¯ : C+ → g(C)+ such that (eA ↾ f(C))◦f = f¯ ◦eC and (eB ↾ g(C))◦g = g¯ ◦eC .
Let K = {A ∈ CAα+ω : A = Sg
ANrαA}. Then A+, B+ and C+ are all in K.
Now by [104] 2.2.12 K has the amalgamation property, hence there is a D+ in
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K and monomorphisms k : A+ → D+ and h : B+ → D+ such that k◦f¯ = h◦g¯.
Let D = NrαD
+. Then k ◦ eA : A → NrαD and h ◦ eB : B→ NrαD are one
to one and k ◦ eA ◦ f = h ◦ eB ◦ g. By this the proof is complete.
Theorem 3.18. Let α > 1. Let β = α + ω. Then (1) - (5) in Lemma 1 are
false for L = RCAα.
Proof. Using lemma 3.17 upon noting that RCAα fails to have the amalga-
mation property [104] and that RCAα satisfies the premise of (4) in lemma
3.17 when β = α + ω.
We readily conclude:
We cannot replace Dcα in 2.6.67 (ii), 2.6.71-72 of [36] by RCAα
when α ≥ ω. In more detail we have
Theorem 3.19. For α ≥ ω, the following hold:
(i) There are non-isomorphic representable cylindric algebras of dimen-
sion α each of which is a generating subreduct of the same α+ω dimen-
sional cylindric algebra.
(ii) There exist A ∈ RCAα, a B ∈ CAα+ω and an ideal J ⊆ B, such
that A ⊆ NrαB, A generates B, but Ig
B(J ∩ A) 6= B.
(iii) There exist A,A′ ∈ RCAα, B,B′ ∈ CAα+ω with embeddings eA :
A → NrαB and eA′ : A′ → NrαB′ such that Sg
BeA(A) = B and
SgB
′
eA′(A) = B
′, and an isomorphism i : A −→ A′ for which there
exists no isomorphism i¯ : B −→ B′ such that i¯ ◦ eA = eA′ ◦ i.
Lemma 3.17 tells us where to find direct counterexamples, namely from
common subalgebras of algebras in RCAα that do not amalgamate. We note
that theorem 3.19 was generalized to SC’s QPA QPEA’s [152]; however it
does not hold for PA’s nor SA’s, emphasizing the dichotomy between those
two paradigms.
Let K ∈ {SC,QPEA,QPA,CA}. Let α be infinite. let A ∈ Kα. Then
recall that ∆x, the dimension set of x, is defined by {i ∈ α : cix 6= x}. Now
we set:
LfKα = {A ∈ Kα : ∆x is finite for all x ∈ A}
DcKα = {A ∈ Kα : α ∼ ∆x is infinite for all x ∈ A}
SsKα = SP{A : A is simple }
ReKα = {A ∈ Kα : (∀Γ ⊆ω α)(∀x 6= 0)(∃i, j ∈ α ∼ Γ)(i 6= j ∧ s
j
ix 6= 0)}.
Here, and elsewhere throughout the paper x ⊆ω y denotes that x is a finite
subset of y. It is known that LfKα ⊆ DcKα and DcKα ∪ SsKα ⊆ ReKα ⊆
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RKα We mention a recent result on neat embeddings very much related to
the amalgamation property. Consider the following class L ⊆ Kα. A ∈ L if
for every finite sequence ρ without repeating terms and with range included
in α, for every non-zero x ∈ A, there is a function h and k < α such that h is
an endomorphism of RdρA, k ∈ α r Rgρ, ck ◦ h = h and h(x) 6= 0. This L is
defined in [37] Theorem 2.6.50 (iii) for cylindric algebas, but it makes perfect
sense for all algebras considered herein . The fact that ReKα ⊆ L ⊆ RKα is
proved in [36] Theorem 2.6.50 for cylindric algebras. The proof adapts without
much difficulty to Kα. In fact, the latter follows from the neat embedding
Theorem, namely SNrαKα+ω = RKα, where NrαKα+ω denotes the class of
neat α reducts of algebras in Kα. Now ReKα ⊂ L properly. The following
example is taken from [36] and adapted to the cases considered herein. If we
take A to be the full set algebra in the space αα, then slk(Id ↾ α) = 0 for every
k, l < α. Suppose that ρ is a finite one to one sequence with Rgρ ⊆ α and
X ⊆ αα, X 6= 0. Let k ∈ α \ Rgρ and choose τ ∈ αα such that k /∈ Rgρ,
τ ↾ Rgρ ⊆ Id and τ is one to one. Let
h(Y ) = {φ ∈ αα : φ ◦ τ ∈ Y }.
Then h satisfies the conclusion in the definition of L. It is asked in [36] whether
L (in the CA case) coincides with the class of representable cylindric algebras.
It is proved in [159] that the class L has AP with respect to RKα. Since RKα
fails to have AP, it follows that L 6= RKα. In other words, all three inclusions
ReKα ⊂ L ⊂ RKα are proper. This answers a question of Henkin Monk and
Tarski [36] p.417, formulated as problem 2.13. The latter is one of the very
few questions that are open in [36], possibly the only one.
4 Technical innovations
4.1 Appendix: Some stability theory in connection to
neat embeddings
In the following theorem, when the condition of maximality is omitted, then
we are led to a statement that is independent of ZFC+¬CH , However, when
we consider ultrafilters, then we can prove, and indeed only in ZFC:
Theorem . Let A ∈ ScNrnCAω be countable. Let κ < ω2. Let (Xi : i ∈ κ) be
a family of non-principal ultrafilters of A. Then there exists a representation
f : A→ ℘(nX) such that
⋂
x∈Xi
f(x) = ∅ for all i ∈ κ.
Proof. Assume that A is countable with A ∈ ScNrnCAω. Then A ⊆ NrnD
with D ∈ CAω. Let B = Sg
DA. Then B ⊆ D, B is countable and B ∈ Lfω.
Futhermore we have
∏
Xi = 0 in B. We shall construct a representation of B
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preserving the given set of meets. Say that an ultrafilter F in A is realized in
the representation f : B → ℘(ωM) if
⋂
x∈F f(x) 6= ∅. We first construct two
representations of B such that if F is an ultrafilter in NrnB that is realized in
both representations, then F is necessarily principal, that is
∏
F is an atom
generating F . We construct two ultrafilter T and S of B such that
(∀k < α)(∀x ∈ A)(ckx ∈ T =⇒ (∃l /∈ ∆x)s
l
kx ∈ T )
(∀k < α)(∀x ∈ A)(ckx ∈ S =⇒ (∃l /∈ ∆x)s
l
kx ∈ S)
(15)
∀τ1, τ2 ∈
ωω(Id)(G1 = {a ∈ NrnB : sτ1a ∈ T}, G2 = {a ∈ NrnB : sτ1a ∈ S})
=⇒ G1 6= G2 or G1 is principal.
(16)
Note that G1 and G2 are indeed ultrafilters in NrnB. We construct S and T
as a union of a chain. We carry out various tasks as we build the chains. The
tasks are as in 15, 16, as well as (***) for all a ∈ A either a ∈ T or −a ∈ T ,
and same for S. We let S0 = T0 = {1}. There are countably many tasks.
Metaphorically we hire countably many experts and give them one task each.
We partition ω into infinitely many sets and we assign one of these tasks to
each expert. When Ti−1 and Si−1 have been chosen and i is in the set assigned
to some expert E, then E will construct Ti and Si. For consider the expert
who handles task (***). Let X be her subset of ω. Let her list as (ai : i ∈ X)
all elements of X . When Ti−1 has been chosen with i ∈ X , she should consider
whether Ti−1 ∪ {ai} is consistent. If it is she puts Ti = Ti−1 ∪ {ai}. If not she
puts Ti = Ti−1 ∪{−ai}. Same for Si. Next consider the expert who deals with
the tasks in 15. She waits until she is gets a set Ti−1 which contains cka. Every
time this happens she chooses l /∈ ∆a which is not used in Ti−1, and she puts
Ti = Ti−1 ∪ {slka}. Same for Si. Now finally consider the tasks in 16. Suppose
that X contains i , and Si−1 and Ti−1 have been chosen. Let e =
∧
Si−1 and
f =
∧
Ti−1. We have two cases. If e is an atom in NrnB then the ultrafilter F
containg e is principal so our expert can put Si = Si−1 and Ti = Ti−1. If not,
then let F1 , F2 be distinct ultrafilters containing e. Let G be an ultrafilter
containing f . Say F1 is different from G. Let θ be in F1 − G. Then put
Si = S−1∪{θ} and Ti = Ti−1∪{−θ}. It is not hard to check that the canonical
models corresponding to S and T are as required. In the above proof, each
expert has to make sure that the theories T and S have some property P . The
proof shows that the expert can make T and S have P , provided that she is
allowed to choose Ti, Si for infinitely many i. We can express this in terms of a
two player game, call it G(P,X), where X is any infinite countble subset of ω
whose complement is also infinite. The players have to pick the pairs (Ti, Si)
in turn, player ∃ makes the choice of Ti if and only if i ∈ X . Player ∃ wins if T
and S have the property P , otherwise ∀ wins. We say that P is enforceable if ∃
has a winninig strategy for this game. Using the terminology of Hodges: The
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property ’every maximal type which is realized in both M1 and M2 is isolated’
is enforceable. There is no difficulty in stretching the above idea to make the
experts build three, four or any finite number of models which overlap only at
principal types. With a pinch of diagonalisation we can extend the number
to ω. To push it still further to ω2 neeeds a new idea. This is one of those
many places in model theory where we get continuum many models for the
same price as two. Adopt, basically, the argument above, allowing the experts
to introduce a new chain of theories which is a duplicate copy of one of the
chains being constructed. In this case, the construction will take the form
of a tree. Each branch β will give rise to a chain T0 ⊆ T1 . . . of conditions,
write Tβ for the ultrfailter containing this chain. By splitting the tree often
enough, the experts can ensure that there are continuum many branches and
hence continuum many models in the end. There is one expert whose job is
to make sure that 16 is enforcable for each pair of branches. But she can do
this task, for at each step she has to act the number of branches is still finite.
Qouting Hodges again “Let R be an enforceable property of ordered pairs of
L structures. Let P be the property which an indexed famly (Bj : j ∈ J)
of L structures has iff for all j 6= k in J (Bj, Bk) has propery R. Then P is
enforceable.”
Before we embark on the details we fix some terminology. In what follows
we write ℘(αM) for the full cylindric set algebra (℘(αM),∪,∩,∼ ci, dij), i.e.,
set algebras are identified notationally with their universe. We shall need to
modify the definition of neat reducts. Let A ∈ CAα and I be a subset of α (not
necessarily an initial segment), then NrIA = {x ∈ A : cix = x for all i /∈ I}.
In this case NrIA is only a Boolean algebra. Let B ∈ Lfλ. In our present
case λ = ω, but we shall deal with a more general case when the algebra in
question need not be countable, so we denote the dimension by λ, which in
turn, might not be countable.. A model of B is a non-zero homomorphism
f : B→ ℘(λM).We write (f,M) for such a model. We need an exact algebraic
formulation of the notion of types. If (f,M) is a model of B and s ∈ λM and
I is a finite subset of λ, then typef,I(s) = {a ∈ NrIB : s ∈ f(a)}. Such a set
is called a type. A type is therefore a Boolean ultrafilter of NrIB. We may
write just typel(s) without reference to f for typef,l(s). Note that typef,l(s)
depends only on the values of s on I. That is, fixing f , if s1 ↾ I = s2 ↾ I
then typef,I(s1) = typef,I(s2). Accordingly if I is a finite subset of λ and s is
a finite sequence defined only on I, we define typef,l(s) to be typef,l(s¯) where
s¯ is any extension of s to λ. If a¯ is a finite sequence we may write, by an
abuse of notation, simply type(a¯) for typef,l(a¯) without specifyng the arity of
a¯ which will be clear from context. Also, everytime we do this I and f will
be clear from context, or else their specification is immaterial. For p, q ⊆ B,
we write p ⊢ q, if p |= x for all x ∈ q. That is for every model (f,M) of B,
and s ∈ λM, if s ∈
⋂
y∈p f(y) then s ∈ f(x). A set Γ ⊆ B is consistent, if
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it has the finite intersection property. This is equivalent (by the completeness
theorem for first order logic) to the fact that there exists a model (f,M) of B
and s ∈ λM such that s ∈
⋂
x∈Γ f(x). Now let A = NrnB. (*) We shall define
a family (fi,Mi) of models of B, with i <
λ2, such that |Mi| = λ, fi(d) 6= 0,
and such that if s1 ∈ λM1 and s2 ∈ λM2, M1 M2 are distinct, and I ⊆ n,
if typef1,I(s1) = typef2,I(s2), then there exists a q ⊆ typef2,I(s2) |q| < λ and
q ⊢ typef1,I(s1). That is if a type is realized in two distinct models, then it is
necessarily isolated.
From (*) the required will easily follow from the following reasoning: We
refer to (fi,Mi) simply by Mi. Let K = {Mi : i < λ2}. Recall that (fi,Mi)
realizes F ⊆ A if
⋂
x∈F fi(x) 6= ∅. We say thatMi omits F if the representation
(fi,Mi) does not realize F . Now, let {Fi : i < κ} be the given non-principal
ultrafilters. Recall that κ < λ2. Let K0 = {M ∈ K : M omits F0}. If F0
is realized in two distinct models then it would principal, so this does not
happen. Then |K0| = λ2. Let K1 = {M ∈ K0 : M omits F1}. Then, by the
same reasoning, |K1| = λ2. In this way, we can define, by induction, a chain
(Ki : i < κ) of decreasing sets of models such that each for all i < κ, |Ki| = λ2,
Ki omits Xi and Kj ⊆ Ki whenever i < j. That is, let Kδ =
⋂
i<δKi at limits
and at successors, setKi+1 = {M ∈ Ki :M omits Fi+1}. Note that at the limit
cases, since |δ| < κ, then |Kδ| = λ2. Since κ < λ2, then by the same token,
there is a model (representation) M in the intersection, i.e. in
⋂
j<κKj which
clearly satisfies the required. That is we obtain a set M having cardinality λ
and g : B→ ℘(λM) such that for all i ∈ κ, we have
⋂
x∈Fi
g(x) = ∅.
Define f : A → ℘(nM) by f(a) = {s ↾ n : s ∈ g(a)}. Then clearly f
is as required. Now, to implement (*) we distinguish between several cases.
Throughout the proof a boolean subalgebra ∆ of B such that A ⊆ ∆ is fixed.
In particular, |∆| = λ.
In constructing our desired representation, we will make use of the fol-
lowing fact that can be proved using the Tarsi Vaught test for elementary
substructures. Let A ∈ Lfα, α infinite. Assume that Γ ⊆ A is consistent and
satisfies that for all x ∈ A and k < α, whenever ckx ∈ A, then there is a
λ /∈ ∆x such that skλx ∈ Γ. Note that the ultrafilters constructed in Theo-
rem satisfied this property, which is a form of elimination of quantifiers. Let
f : A→ ℘αM be a representation that relizes Γ. Let s ∈
⋂
x∈Γ f(x). Then the
map g : A→ ℘αRanges defined by g(a) = f(a)∩αRanges is a homomorphism.
Now for the details. We assume that λ = ω. We have A = NrnB and B ∈
Lfω is countable because we can assume that A generates B. Let {ai : i < ω}
be a list of B such that ∆ai ⊆ 2i. The proof basically consists of defining by
induction on n < ω, a set
Jn = {Γη : η ∈
n2,Γη is a finite consistent set }.
By a consistent set, we understand a set Γ that has the finite intersection
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property. In forcing terminology, the elements of Jn are are called conditions.
We use two player games as above. For n = 0, let J0 = ∅. Assume that Jn
is defined. Then for ∀ splits the conditions, he picks each and every u ∈ n2
and l ∈ {0, 1}. Now ∃ has to respond with a set of conditions, namely the set
Jn+1. She has to define Γµ−l for every µ ∈ n2 and l = {0, 1}. She lists the set
{(ηii, η
i
2, z¯
i
1, z¯
i
2) : i < j} of quadruples (η1, η2, z¯1, z¯2) such that η1, η2 ∈
n2 are
distinct and z1 and z2 are finite sequences from 2n = {j : j < 2n}. Notice that
j < ω. Now she plays a side game: for all i ≤ j she chooses conditions Γiη,
η ∈ n2, such that for all i, for all x ∈ Γiη, ∆x ⊆ 2n, and for l < m ≤ j we have
Γlη ⊆ Γ
m
η . Let Γ
0
η = Γη. Now assume that she defined Γ
i
η for all η <
n2. She
distinguishes between two subcases:
(1) There is an element a ∈ ∆ such that
Γiη1 ∪ {a} and Γ
i
η2
∪ {¬a}
are consistent. Then, she lets
Γi+1η1 = Γ
i
η1 ∪ {a}
Γi+1η2 = Γ
i
η2
∪ {¬a}.
Γi+1η = Γ
i
η
for all other η ∈ n2.
(2) There is no such a, then she sets
Γi+1η = Γ
i
η
for all η ∈ n2. Now she has defined Γiη for all η <
n2 and all i ≤ j. At
these stages of the game she makes a finite number of succesive choices, but to
preserve the form of the game she will only mention the final choice to player
∀, and the rest she will keep secret. The final output she declares, given η ∈ n2
and l ∈ {0, 1}, is
Γη̂<l> = Γ
j
η ∪ {−ckan ∨ s
k
2nan : k < 2n} ∪ {¬dl,2n+1 : l < 2n}
(This is the spliting of the tree as defined in the above theorem).
For each µ ∈ λ2, let Γµ =
⋃
β<λ Γµ↾β . Then Γµ is consistent. Hence there
a model Mµ and an assignment s
µ = (sµi : i < λ) ∈
λMµ that satisfies it.
That is there exists fµ : A → ℘(
λMµ) such that (s
µ
i : i < λ) ∈
⋂
x∈Γµ
fµ(x).
Define gµ(x) = f(x) ∩ λRange(sµ). Then the the family of models gµ : B →
℘(λRange(sµ)), with µ ∈ λ2 is as desired.
Building models by games is easy when the context is countable. Models
of cardinality ω1 are not much harder, they can be reached as limits of chains
of countable models. For larger cardinals it can get very rough. To build them
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by (transfinite) games usually strong set theoretic assumptions are invoked,
and the combinatorics involved are quite challenging. In our next theorem,
we use transfinite induction to prove the existence of representations for un-
countable algebras. The techniques we use come from stability theory, they
are essentially due to Shelah. We will be constructing uncountable structures
by approximations of smaller size, and this involves climbing up to uncount-
able cardinals through the ordinals below them. Climbing up a limit ordinal
α means finding an unbounded subset of α, i.e. a set X ⊆ α such that for
every i < α, there is a j ∈ X such that i ≤ j. In what follows we collect useful
facts about unbounded sets. The cofinality of a limit ordinal α, cf(α), is the
least ordinal β such that α has an unbounded subset or order type β. Infinite
cardinal of the form cf(α) are called regular cardinals, in fact every regular
cardinal is its own cofinality. Infinite cradinals which are regular are called
singular. Successor cardinals are regular. Let λ be an uncountable regular
cardinal. If X is a subset of λ, a limit point of X below λ is a limit ordinal
δ < λ such that X ∩ δ is unbounded in λ. We call X closed if it contains all
its limit points below λ. Subsets of λ which are both closed and unbounded
are called clubs. A set X ⊆ λ is called fat if it contains a club. It is called
thin if λ ∼ X is fat. A subset S of λ is called stationery if it is not thin. S is
stationery if it intersect every club, hence it necessarily unbounded. All clubs
are stationery but the converse is false. In our next theorem we use techniques
of Shelah from stability theory [174].
Theorem . Let A ∈ ScNrnCAω be infinite such that |A| = λ, λ is a a
regular cardinal. Let κ < λ2. Let (Xi : i ∈ κ) be a family of non-principal
ultrafilters of A. Then there exists a representation f : A→ ℘(nX) such that⋂
x∈Xi
f(x) = ∅ for all i ∈ κ.
Proof. Assume that A ⊆c NrnD, D ∈ CAω. Let B = Sg
DA. Then B ∈ Lfω
and A ⊆ NrnB. We can assume that B ∈ Lfλ. For if λ > ω, then there is
a B′ ∈ Lfλ such B = NrωB′ and B generates B′. Hence A ⊆c NrnB′, so
simply replace B by B′. Throughout the proof a boolean subalgebra ∆ of B
such that A ⊆ ∆ is fixed. In particular, |∆| = λ.
Case 1
We assume that λ > ω and λ+ < χ. Now for all a ∈ B there is a successor
i < λ such that ∆a ⊆ 2i. Accordingly, let (ai : i a successor < λ) be an
enumeraton of B, where ∆ai ⊆ 2i. Let {z¯α : α < λ} be a list of all finite z¯ ⊆ λ
such that for such z¯, the set {α : z¯α = z} is stationary subset of λ. We can
assume that z¯α ⊆ 1+α. LetB =
⋃
α<λAα where |Aα| < λ and Aα is increasing
and continous. That is, at limits, Aδ =
⋃
i<δ Ai. We can assume, without loss
of generality, that for x ∈ Aα, we have ∆x ⊆ α. We shall define by induction
on α < λ, for each η ∈ α2 a consistent set Γη, such that ∆x ⊆ {i : i < 2α} for
all x ∈ Γµ, and |Γµ| < λ. We have several subcases:
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(1) α = 0, set Γ = ∅
(2) α is a limit ordinal. For each µ ∈ α2, set Γµ =
⋃
β<α Γµ↾β
In case α is a successor ordinal, we distinguish between three subcases:
(3) α = β + 1, β successor. We assume, inductively, that Γµ is defined for
all µ ∈ β2. Let (ai : i < i(0)) be a list of Aβ with ∆ai ⊆ {i : i < 2α}.
This is possible since α = β + 1, and ∆x ⊆ β for all x ∈ Aβ . For each
µ ∈ β2 we define by induction on i < i(0) θiµ such that Γµ ∪ {θ
j
µ : j ≤ i}
is consistent and θiµ ∈ ∆. Let i be given. Assume that everything is
defined for j < i.
If there is θ ∈ ∆, ∆θ ⊆ 2α, such that Γµ ∪ {θjµ : j < i} is consistent, and
ai ⊢ ¬θ, choose θiµ = θ.
If not, choose any θiµ ∈ ∆ such that ∆θ
i
µ ⊆ 2α and Γµ ∪ {θ
i
µ : j ≤ i} is
consistent. This is possible since i < i(0) < λ, |Γµ| < λ. and |∆| = λ.
Now let for µ ∈ β2,
Γ1µ = Γµ ∪ {θ
j
µ : j < i(0)} ∪ {−ckaβ ∨ s
k
2βaβ : k < 2β}.
For η ∈ β2 and l ∈ {0, 1},
Γη <̂l> = Γ
1
η ∪ {−dj,2β+1 : j < 2β}.
For β limit, we distinguish betwen two subcases:
(4) α = β + 1, β limit, and for no µ < β, z¯µ = z¯β. We assume inductively
that Γµ is defined for all µ ∈ β2. For µ ∈ β2, let
pµ = {c(Γ)
∧
X : X ⊆ω Γµ,Γ ∩ z¯β = ∅}.
If there is a finitary type q ⊆ NrIA, where I = Rangez¯β , |q| < λ, such
that pµ ∪ q is consistent, and for every θ ∈ ∆ , |∆θ| = |z¯β|, we have
pµ∪ q ⊢ szβθ or pµ∪ q ⊢ ¬szβθ, choose such qµ, and if there is no such qµ,
let qµ = ∅. For l = 0, 1, let
Γµ ̂ <l> = Γµ ∪ qµ.
(5) α = β + 1, β limit and for some µ < β z¯µ = z¯β. Assume that Γµ is
defined for all µ ∈ β2. For µ ∈ β2, define pµ as in the previous case.
Then |pµ| < λ. Let
Sβ = {µ ∈
β2 : ∃θ ∈ ∆ and both pµ ∪ {sz¯βθ}
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and pµ ∪ {−sz¯βθ} are consistent }.
By the previous case, as |pµ| < λ, for each q ⊆ NrIBwith I = Range(z¯β),
such that |q| < λ, µ ∈ Sβ, if pµ ∪ q is consistent, then for some θ ∈ ∆,
both pµ ∪ q ∪ {sz¯βθ} and pµ ∪ q ∪ {¬sz¯βθ} are consistent. For a ∈ B set
a0 = a and a1 = ¬a. Let µ ∈ Sβ. Then we can find θρµ ∈ ∆ such that for
every v ∈ β2, pµ ∪ {(sz¯βθ
v↾µ
µ )
v[µ] : µ < β} is consistent. We can assume
that if µ1, µ2 ∈ Sβ and for every θ ∈ ∆, pµ1 ⊢ sz¯βθ iff pµ2 ⊢ sz¯βθ, then for
every v ∈ <β2, θvµ1 = θ
v
µ2
. Now for µ ∈ Sβ, l = 0, 1, let
Γµ̂<l> = Γµ ∪ {(sz¯βθ
v↾µ
µ )
v[µ] : µ < β}.
For µ ∈ β2− Sβ, let Γµ̂<l> = Γu.
For each µ ∈ λ2 we have
Γµ =
⋃
α<λ
Γµ↾α
is consistent.
Hence there a model Mµ and an assignment sµ = (s
i
µ : i < λ) ∈
λMµ that
satisfies it. That is there exists fµ : A → ℘(λMµ) such that (siµ : i < λ) ∈⋂
x∈Γµ
fµ(x). Define gµ(x) = f(x) ∩ λRange(sµ). Then consider the family of
models gµ : B→ ℘(λRange(sµ)), with µ ∈ λ2.
Now suppose z¯ = (i(0), . . . i(k)), µ1 6= µ2 ∈ λ2, and let sl = (s
i(0)
µl , . . . s
i(k)
µl ).
Let I = {i(0), . . . , i(k)}. Suppose that I ⊆ n. Assume that type∆,I(s1) =
type∆,I(s2). Suppose for contradiction that there is no q ⊆ type∆,I(s1) with
q < λ and q ⊢ type∆,I(sl). Choose α0 such that µ1 ↾ α0 6= µ2 ↾ α0 and for
some i < α0, z¯i = z¯. Then if α0 < β < λ and β is a limit, and z¯β = z¯,
then z¯i = z¯β and so µ1 ↾ β and µ2 ↾ β ∈ Sβ. This is so, because there is
no q such that q ⊢ type∆(sl), so ∃θ ∈ ∆ and both pµl↾β ∪ {sz¯βθ} and pµl↾β ∪
{−sz¯βθ} are consistent . Now there is a club W ⊆ λ such that for β ∈ W ,
l = 1, 2, Γµl↾β ⊆ Aβ. Furthermore, we can assume that for a ∈ Aβ either
Γµl↾β ⊢ a or Γµl↾β ⊢ ¬a. We can also assume that for each β ∈ W , β is a
limit, β > α0. As {β : z¯β = z¯} is a stationary subset of λ, it intersects W ,
thus there is a β ∈ W such that z¯β = z¯. Now for every θ ∈ ∆, pµ1↾β ⊢ sz¯βθ iff
pµ2↾β ⊢ sz¯βθ. For if not, then by symmetry we can assume that pµ1↾β ⊢ sz¯βθ but
not pµ2↾β ⊢ sz¯βθ, then for some ψ ∈ pµ1↾β, ψ ⊢ sz¯βθ, pµ2↾β ∪ {¬ψ} is consistent.
For some i, α0 < i < β, ψ ∈ Ai, so by subcase (ii) for some θ1 ∈ ∆, ψ ⊢ θ1,
¬θ1 ∈ pµ1↾i+1 hence ¬θ ∈ pµ2↾β. But ψ ∈ pµ1↾b, we have θ ∈ pµ1↾β which is a
contradiction to type∆(s1) = type∆(s2). We have proved that for every θ ∈ ∆,
pµ1↾β ⊢ sz¯βθ iff pµ2↾β ⊢ sz¯βθ. So θ
v
µ1
= θvµ2 for every v ∈
<β2, and sz¯β [θ
µl↾v
µl
]µl(v)
∈ Γµl↾β+1 ⊆ Γµl where v = min{v : µ1(v) 6= µ2(v)}, which is a contradiction.
We have proved
(**) if type∆,I(s1) = type∆,I(s2), then there is q ⊆ type∆,I(s1) with |q| < λ
and q ⊢ type∆,I(sl)
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Now for each µ ∈ λ2, let g(µ) be the set v ∈ λ2 such that for some a¯ ∈Mv
b¯ ∈Mµ, type∆(a¯) = type∆(b¯) but for no q ⊆ type(a¯), |q| < λ does q ⊢ type∆(a¯).
Then by (**) we have |g(µ)| ≤ λ. Since 2λ > λ+, there is a U ⊆ λ2, |U | = 2λ
such that µ ∈ U implies µ /∈ g(v). Then {Mα : α ∈ U} is as required.
Case 3
Assume that λ is uncountable and λ+ = χ. We define the required repre-
sentations (fi,Mi) i < χ by induction on i. Assume we have defined (fj,Mj)
for all j < i. Let
Ψi = {type(a¯) : a¯ ∈Mj : j < i}.
We want a representation (fi,Mi) with |Mi| = λ and such that if type(a¯) ∈ Ψi
a¯ ∈ Mi, then for some q ⊆ type(a¯), |q| < λ and q ⊢ type(a¯). Assume that no
such representation exists. Then for every representation (f,M) of A, |M | = λ
there is a type p ∈ Ψi that is realized in M , but for which there is no such q.
Let {pj : j < λ} be the set of all such types. Let {yk : k < λ} be a list of all
finite sequences from λ, each sequence appearing λ times. Let (ai : i < λ) be
a list of B such that yi,∆ai ⊆ i for all i < λ. We define by induction on i < λ
a consistent set of formulas Γi, such that for all x ∈ Γi, we have ∆x ⊆ 2i,
|Γi| < |i|+ + ω. Let Γ0 = ∅ and at limits, Γδ =
⋃
i<δ Γi. Assume Γi is defined.
Let
Γ1i = Γi ∪ {−cka
i ∨ sk2iai : k < 2i} ∪ {¬d2i+1,j : j ≤ 2i}.
Let
Γ2i = {
∧
X : X ⊆ω Γ1}.
Let
ri = {c(Γ)a : ∆a = yi ∪ Γ : a ∈ Γ
2
i }
Then |ri| < λ, is an type in yi. Hence when |∆yi| = mj j < α, we have, by
assumption, not ri ⊢ pj . Suppose yi is the jth appearance of yi. If j ≥ α, or
|∆yi| 6= mj , let Γi+1 = Γ
2
i , otherwise for some θi ∈ pj , ri∪{¬θi} is consistent, so
let Γi+1 = Γ
2
i ∪ {¬θi}. Let Γλ =
⋃
i<λ Γi. Then Γλ is consistent. Let (f,M) be
a representation of B such that
⋂
x∈Γλ
f(x) is non-empty. Let s be an element
of this intersection. Define g(x) = f(x)∩ λRange(s). Note that |Ranges| = λ.
Then g : B→ ℘(λRange(s)), is a representation that omits all the pi’s which
is a contradiction.
4.2 Quasipolyadic equality algebras as opposed to cylin-
dric algebras
Quoting Henkin Monk and Tarski in [37] p. 266-267: “Quasi-polyadic alge-
bras: These are like polyadic algebras, except that sτ is allowed only for finite
transformations, and c(Γ) only for finite Γ. Their theory has not been much
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developed, but they form an interesting stage between cylindric and polyadic
algebras”
We have generalized a lot of deep results proven originally for CA’s to
QPEA’s. That might tempt us to jump to the conclusion that these two
classes are very close. Here we show that for α infinite RQEAα is essen-
tially different that RCAα. It is known that the class RCAα of representable
cylindric algebras for α > 2 is not axiomatizable by a set of universal formu-
las containing finitely many variables [3], same for RQEAα [108]. (A proof
of the latter result for the infinite dimensional case is only sketched in [108],
and it seems to us that there are some serious gaps in this sketch). A strik-
ing result of Andreka [3] is that for finite α > 2 the class RQEAα is not
finitely axiomatizable over RCAα. (To the best of our knowledge this result
does not appear in print) This already proves that for finite dimensions, the
operations of substitutions give a lot; they cannot be captured in a “finitary”
way. The analogous result for infinite ordinals is unknown. In this paper, we
address the infinite dimensional case. We do not recover Andreka’s result in
its strongest form, but we prove a necessary condition for the class RQEAω
to be non-finitely axiomatizable over RCAω. We will show that there is an
A ∈ QPEAω such that its cylindric reduct RdcaA is representable, while A
itself is not representable. This means that the finitely many polyadic axiom
schemas do not define RQPEAω over RCAω. (In principal, there could be
another finite schema that defines the quasi-polyadic operations). This result
is joint with Andre´ka and Ne´meti. Indeed our construction is based on an
unpublished construction of Andre´ka and Ne´meti [4] proving the same result
for finite α > 3. (Some parts are identical to parts in [4], but we include all the
details. One reason is for the conveniance of the reader. Second reason is that
[4] is not published. ) This latter result in [4] is surpassed by Andre´ka’s result
mentioned above. In our treatment of cylindric algebras and quasi-polyadic
equality algebras we follow [36], [37].
Theorem 4.1. There exists a A ∈ QPEAω such that RdcaA ∈ RCAω, but A
is not representable
Proving the analogous result for polyadic equality algebras is easy since for
any PEAω its cylindric reduct is representable and there are easy examples of
non representable PEAω’s. But for QPEAω the proof is much more intricate.
Our example will be constructed from a weak set algebra. A cylindric weak
set algebra is an algebra whose unit is a weak space, i.e. a set of the form
αU (p) = {s ∈ αU : |{i ∈ α : si 6= pi}| < ω} where p is a fixed sequence in αU .
The operations of a weak set algebra with unit V are the boolean operations
of union, intersection and complementation with respect to V , and cylindrifi-
cations and diagonal elements are defined like in set algebras but relativized to
V . We shall need to characterize abstractly (countable) quasipolyadic equal-
ity weak set algebras where we require that the algebra is also closed under
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finite substitutions. This was done for cylindric algebras by Andreka, Nemeti
and Thompson [10]. It turns out, that in the countable case, weak set al-
gebras coincide with the the class of weakly subdirect indecomposable alge-
bras for both CA’s and QPEA’s. This follows from the facts that subdirect
indecomposability and its weak version are defined for general algebras via
congruences, congruences correspond to ideals, and that for A ∈ QPEAα, I
is a quasi-polyadic ideal of A if and only if it is a cylindric ideal of RdcaA.
This ultimately makes the abstract characterization of weak set algebras for
countable quasi-polyadic algebras coincide with that of (countable) cylindric
algebras. Now let WQEAsα denote the class of quasipolyadic equality weak
set algebras. Then we have RQEAα = SPWQEAsα. Here SP denotes the
operation of forming subdirect products. This is proved exactly like the cylin-
dric case. Next, we give the definition of subdirect indecomposability and its
weak version relative to congruences in general algebras.
Definition 4.2. (i) An algebra A is weakly subdirectly indecomposable
if |A| ≥ 2 and if the formulas R, S ∈ CoA and R ∩ S = Id ↾ A always
imply that R = Id ↾ A or S = Id ↾ A.
(ii) An algebra A is subdirectly indecomposable if |A| ≥ 2 and if for every
system R of relations satisfying R ∈ ICoA and
⋂
i∈I Ri = Id ↾ A, there
is an i such that Ri coincides with the identity relation.
We shall need to specify ideals in quasipolyadic equality algebras. Ideals are
congruence classes containing the least element. From now on α will denote an
infinite ordinal and FTα denotes the set of finite transformations on α. x ⊆ω y
denotes that x is a finite subset of y and Sbωα denotes the set of all x such
that x ⊆ω α.
Definition 4.3. Let A ∈ QPEAα. A subset I of A in an ideal if the following
conditions are satisfied:
(i) 0 ∈ I,
(ii) If x, y ∈ I, then x+ y ∈ I,
(iii) If x ∈ I and y ≤ x then y ∈ I,
(iv) For all Γ ⊆ω α and τ ∈ FTα if x ∈ I then c(Γ)x and sτx ∈ I.
If X ⊆ A ∈ QPEAα, then Ig
AX is the ideal generated by X .
Lemma 4.4. Let A ∈ QPEAα and X ∈ A. Then Ig
AX = {y ∈ A : y ≤
c(Γ)(x0 + . . . xk−1)} : for some x ∈
kX, and Γ ⊆ω α}.
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Proof. Let H denote the set of elements on the right hand side. It is easy
to check H ⊆ IgAX . Conversely, assume that y ∈ H, Γ ⊆ ω. It is clear that
c(Γ)y ∈ H . H is closed under substitutions, since for any finite transformation
τ , any x ∈ A there exists finite Γ ⊆ ω such that sτx ≤ c(Γ)x. Now let z, y ∈ H .
Assume that z ≤ c(Γ)(x0 + . . . xk−1) and y ≤ c(∆)(y0 + . . . yl−1), then
z + y ≤ c(Γ∪∆)(x0 + . . . xk−1 + y0 . . .+ yl−1).
The Lemma is proved.
It follows from [37] 2.3.8 that if A ∈ QPEAα and I is a cylindric ideal of
RdcaA then I is an ideal of A. Therefore A is (weakly) subdirectly indecom-
posable if and only if RdcaA is (weakly) subdirectly indecomposable. Now we
prove the analogue of a result of Thompson for quasi-polyadic equality alge-
bras. The proof is the same as that given by Andre´ka, Ne´meti and Thompson
in [10] theorem 3, but for the sake of completeness (and because the proof is
short) we include the proof adapted to the quasi-polyadic equality (present)
case. IK denotes the set of all isomorphic images of algebras in K. We now
have:
Lemma 4.5. Let A ∈ RQPEAα be countable. Then (i) and (ii) are equivalent
(i) A ∈ IWQEAsα
(ii) A is weakly subdirectly indecomposable.
Proof. We shall only need that (ii) =⇒ (i). So assume that that A is weakly
subdirectly indecomposable quasipolyadic algebra of dimension α. Then by
[37] 2.4.46 which works for quasipolyadic algebras, we have that
(∗) (∀x, y ∈ A ∼ {0})(∃∆ ⊆ω α)x · c(∆)y 6= 0.
Let a : ω → A ∼ {0} be any enumeration of A ∼ {0}. We define Γ : (A ∼
{0})→ Sbωα step by step, so that
(∗∗) bn =
∏
{c(Γam)am : m < n} 6= 0 for all n ∈ ω, n 6= 0.
Let Γ(a0) = 0. Let n ∈ ω, n > 0, and assume that Γ(am) has been defined
for all m < n such that bn 6= 0 holds. By (∗), there is a ∆ ⊆ω α such that
bn · c(∆)an 6= 0. Set Γ(an) = ∆. Then clearly bn+1 = bn · c(∆)an 6= 0. Since
A ∼ {0} = {an : n ∈ ω}, the function Γ is defined. By (∗∗) Γ : A → Sbωα
satisfies
(∗ ∗ ∗) (∀A0 ⊆ω (A ∼ {0}))
∏
{c(Γa)a : a ∈ A0} 6= 0.
Then there is a maximal proper ideal of BlA such that m ⊇ {−c(Γa)a : a ∈ A}.
Let CmA be the canonical embedding algebra of A. CmA is defined like the CA
89
case [36] definition 2.7.3. In particular, it has domain ℘(M), which we denote
by EmA, where M is the set of maximal Boolean ideals of A. Substitutions
are defined on Em(A) as follows:
sτX =
⋃
I∈X
{J ∈M : J ⊆ sτI}.
Let z = {m}. Then z ∈ EmA and 0 6= z ≤ em(c(Γa)a) for all a ∈ A. Here
em is the map that embeds A into CmA; em(x) = {I ∈ M : x /∈ M}. Let
I = {y ∈ EmA : (∀Γ ⊆ω α)c(Γ)y · z = 0}. Then I is an ideal of CmA and
I∩em(A) = {0}. LetB = CmA/I. ThenB ∈ RQPEAα and A is embeddable
in B. Here we are using that if A ∈ RQPEAα, then so is CmA. The proof of
this is identical to the CA case. Also B is subdirectly indecomposable by [36]
2.4.44. By [37] 3.1.86 A is isomorphic to a weak set algebra. Though 2.4.44 in
[36] and 3.1.86 in [37] are formulated for CA’s they are true for QPEA’s.
The following corollary which we shall need is now immediate
Corollary 4.6. Let A ∈ RQEAα be countable such that RdcaA is weakly
subdirectly indecomposable (equivalently isomorphic to a cylindric weak set al-
gebra). Then A ∈ IWQEAsα.
Corollary 4.7. There exists a countable A ∈ QEAω that is weakly subdirectly
irreducible but not representable.
4.3 Proof of theorem 4.1
Let U = N. Let Z ∈ ω℘(N) be defined by Z0 = Z1 = 3 = {0, 1, 2} and
Zi = {2i − 1, 2i} for i > 1. Let p : ω → ω be defined by p(i) = 2i. Let
V = ωU (p) = {s ∈ ωU : |{i ∈ ω : si 6= 2i}| < ω}. We will work inside the weak
set algebra with universe ℘(V ) and cylindrifications and diagonal elements for
i, j < ω defined for X ⊆ V by:
ciX = {s ∈ V : ∃t ∈ X, t(j) = s(j) ∀j 6= i}
and
dij = {s ∈ V : si = sj}.
Let
PZ = {s ∈ V : (∀i ∈ ω)si ∈ Zi}.
Let
t = {s ∈ ω∼2U : |{i ∈ ω ∼ 2 : si 6= 2i}| < ω, (∀i > 2)si ∈ Zi}.
Let
X = {s ∈ t : |{i ∈ ω ∼ 2 : s(i) 6= 2i}| is even },
Y = {s ∈ t : |{i ∈ ω ∼ 2 : s(i) 6= 2i}| is odd },
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R = {(u, v) : u ∈ 3, v = u+ 1(mod3)},
B = {(u, v) : u ∈ 3, v = u+ 2(mod3)},
and
a = {s ∈ PZ : (s ↾ 2 ∈ R and s ↾ ω ∼ 2 ∈ X) or (s ↾ 2 ∈ B and s ↾ ω ∼ 2 ∈ Y }.
Let Eq(ω) be the set of all equivalence relations on ω. For E ∈ Eq(ω), let
e(E) = {s ∈ V : kers = E}. Note that e(E) may be empty. Let
d = PZ ∩ d01.
π(ω) = {τ ∈ FTω : τ is a bijection }. For τ ∈ FTω and X ⊆ V, recall that the
substitution (unary) operation Sτ is defined by
SτX = {s ∈ V : s ◦ τ ∈ X}.
Let
P ′ = {Sτa : τ ∈ π(ω)}, P = P
′ ∪ {Sδd : δ ∈ π(ω)}.
More concisely,
P = {Sτx : τ ∈ π(ω), x ∈ {a, d}}.
For W ∈ ωRgZ(Z), let
PW = {s ∈ V : (∀i ∈ ω)si ∈ Wi}.
Let
T = {PW · e(E) : W ∈ ωRgZ(Z), (∀δ ∈ π(ω))W 6= Z ◦ δ, E ∈ Eq(ω)},
At = P ∪ T,
and
A = {
⋃
X : X ⊆ At}.
Claim 1 . A is a subuniverse of the full cylindric weak set algebra
〈℘(V ),+, ·,−, ci, dij〉i,j∈ω.
Furthermore A is atomic and AtA = At ∼ {0}.
Notice that the boolean operations of the algebra are denoted by +, ·, −
standing for Boolean join (union), Boolean meet (intersection) and comple-
mentation, respectively.
Proof of Claim 1. Let b = PZ ∼ d01. Then
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(1) a · S[0,1]a = 0, a + S[0,1]a = b, (∀i ∈ ω)cia = ciS[0,1]a = cib.
It is not difficult to check that (1) holds. One can check first B = S[0,1]R,
B·R = 0, B+R = 23−d01, (∀i ∈ 2)ciR = ciB = ci23, X ·Y = 0, X∪Y = t,
and (∀i ∈ ω ∼ 2)ciX = ciY = cit. From (1) we immediately get
(2) PZ = a+ S[0,1]a+ d. For, PZ = PZ ∼ d01 + PZ · d01 = b+ d.
(3) SδPW = P(W ◦ δ−1) for every δ ∈ π(ω) and W ∈ ω(RgZ)(Z).
Indeed, we have s ∈ SδPW iff s ◦ δ ∈ PW iff s ◦ δi ∈ Wi ∀i ∈ ω iff
sj ∈ Wδ−1j ∀j ∈ ω iff s ∈ P(W ◦ δ
−1).
(4) PW ∈ A for every W ∈ ω(RgZ)(Z).
Assume W = Z ◦ δ−1 for some δ ∈ π(ω). Then PW = SδPZ = Sδa +
Sδ◦[0,1]a + Sδd ∈ A by (3) and (2). Assume W 6= Z ◦ δ, ∀δ ∈ π(ω).
Then by V =
∑
{e(E) : E ∈ Eq(ω)} we have PW =
∑
{PW · e(E) : E ∈
Eq(ω)} ∈ A.
(5) (∀x, y ∈ At)(x 6= y ⇒ x · y = 0) and V =
∑
At.
If E 6= E ′,E,E ′ ∈ Eq(ω) then e(E) ∩ e(E ′) = 0 and if W 6= W ′,
W,W ′ ∈ ωRgZ(Z) then PW ∩ PW ′ = 0. Thus the elements of T
are disjoint from each other and from the elements of P since (∀x ∈
P )(∃δ ∈ π(ω))x ⊆ SδPZ = P(Z ◦ δ−1) by (3). Let δ, δ′ ∈ π(ω). Clearly
Sδa · Sδ′d = 0 since S′δa ⊆
∏
{−dij : i < j < ω} while Sδ′d ⊆ dδ′0δ′1.
Let y ∈ {a, d} and assume δ′ 6= δ. If δ′ 6= δ ◦ [0, 1] then 7Z ◦ δ′−1 6=
Z ◦ δ−1 hence P(Z ◦ δ−1) ∩ P(Z ◦ δ′−1) = 0, thus Sδy · Sδ′y = 0 since
Sσy ⊆ SσPZ = P(Z ◦ σ−1) ∀σ ∈ π(ω) by (3). If δ′ = δ ◦ [0, 1] then
Sδa · Sδ′a = Sδ(a · S[0,1]a) = 0 by (1) and Sδd = SδS[0,1]d = Sδ′d. Thus all
the elements of At are disjoint from each other. By U =
⋃
RgZ we have
V =
∑
{PW : W ∈ ωRgZ(Z)} ⊆
∑
At by (4). Thus V =
∑
At.
(6) A is closed under the boolean operations.
For, (6) is an immediate corollary of (5) and the definition of A.
7For, we show δ 6= δ′ and Z ◦ δ−1 = Z ◦ δ′−1 imply δ = δ ◦ [0, 1]. Let k ∈ ω ∼ 2 and
j = δk. Then δ−1j = k /∈ 2, hence Zδ
−1
j + Zδ
′−1
j implies k = δ
−1
j = δ
′−1
j , i.e., δ, k = j. We
have seen δ ↾ ω ∼ 2 ⊆ δ′. By this and by δ 6= δ′ we have δ0 = δ′1 and δ1 = δ′0. Thus
δ = δ′ ◦ [0, 1].
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(7) LetM denote the minimal subalgebra of ℘(V ), i.e.,M = Sg(℘(V ))0. Then
M ⊆ A.
Let i < j < ω. Then dij =
∑
{e(E) : (i, j) ∈ E,E ∈ Eq(ω)} =∑
({PW · e(E) : W ∈ ωRgZ(Z), W 6= Z ◦ δ ∀δ ∈ π(ω), (i, j) ∈ E ∈
Eq(ω)}
⋃
{Sδd : δ ∈ π(ω), {δ0, δ1} = {i, j}}) ∈ A. Let k < ω. Then
c(k)d¯(k × k) ∈ {0, V } ⊆ A by (5). Thus by [36] [2.2.24], and (6) we have
M = Sg(℘(V )){dij : i < j < ω} ⊆ A.
(8) PW ∈ A for every W ∈ ω(RgZ ∪ {U})(Z).
Let ℑ = {i ∈ ω : Wi 6= U}. Then PW =
∑
{PW ′ : W ′ ∈ ωRgZ,W ′ ↾
ℑ ⊆W} by U =
⋃
RgZ. Thus PW ∈ A by (4).
(9) SτPW ∈ A for every W ∈ ωRgZ(Z).
For if SτPW = 0, then we are done. Assume that SτPW 6= 0. Let
z ∈ SτPW be arbitrary. Let η ∈ ωω such that zi ∈ Zη(i). Such an η exists
by U =
⋃
RgZ. Now we have
(∗) (∀i ∈ ω)Wi =Wητ(i).
since (∀i ∈ ω)zτ(i) ∈ Wi ∩Wητ(i) by z ∈ SτPW and by the definition of
η, hence Wi = Wητ(i) since the elements of RgZ are disjoint from each
other. Let supτ = {i ∈ ω : τ(i) 6= i}. Let W ′ ∈ αRgZ(Z) be defined by
(∀i ∈ ω ∼ supτ)W ′i =Wi and for all (∀i ∈ supτ)W
′
i =Wη(i). Then
SτPW = {s ∈ V : (∀i ∈ ω)sτ(i) ∈ Wi} = PW
′.
(10) Sτx ∈ A for every x ∈ A.
It is enough to show (10) for x ∈ At since Sτ is additive. If τ, δ ∈ π(ω)
then SτSδa = Sτ◦δa ∈ P ⊆ A since τ ◦ δ ∈ π(ω). If τ ∈ FTω ∼ π(ω)
then SτSδa = 0 ∈ A. Note that Sδd = P (Z ◦ δ−1) · dδ0,δ1. By (9) and
the above, to finish the proof (10), it is enough to show Sτg ∈ A for
all g of the form PW · e(E) since Sτ is a boolean homomorphism. Let
g = PW · e(E). Then by
e(E) =
∏
{dij : (i, j) ∈ E} ·
∏
{−dij : (i, j) /∈ E},
there exists a finite K ⊆ {dij : i < j < ω} ∪ {−dij : i < j < ω} such
that g = PW ·
∏
K. Here we are using that there exists n ∈ ω such that
PW ⊆ −dij for all n ≤ i < j since the elements of RgZ are disjoint from
each other and W ∈ ωRgZ(Z). The rest follows from (9), the fact that
Sτ is a Boolean homomorphism and that Sτdij = dτiτj ∈ A.
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(11) cix ∈ A for every x ∈ A and i ∈ ω.
It is enough to show (11) for x ∈ At since ci is additive. Now ciSδa =
Sδcδia. Indeed let j = δi. Then cja = cjb = PZ(j/U) · γ where γ = 1
if j ∈ 2 and γ = −d01 if j ∈ ω ∼ 2. Thus ciSδa ∈ A by (10), (8)
and (7). Let x ∈ At ∼ P ′. Then x = PW ·
∏
K for some W ∈
ω(RgZ ∪ {U})(Z) and K ⊆ω {dij : i < j < ω} ∪ {−dij : i < j < ω}.
Assume PW ·
∏
K 6= 0. We will show ci(PW ·
∏
K) = ciPW ·ci
∏
K. Let
Γ = {j ∈ ω : dij ∈ K} and Ω = {j ∈ ω : −dij ∈ K}. It is enough to show
ciPW · ci
∏
K ⊆ ci(PW ·
∏
K). Let s ∈ ciPW · ci
∏
K. Assume Γ 6= 0.
Let j ∈ Γ. Then s(i/sj) ∈ PW ·
∏
K since Wi = Wj by PW ·
∏
K 6= 0.
Assume Γ = 0. Let ∆ = {j ∈ Ω : Wj = Wi}. Then |∆| < |Wi| by
PW ·
∏
K 6= 0. Let u ∈ Wi ∼ {si : j ∈ ∆}. Then s(i/u) ∈ PW ·
∏
K.
Thus ci(PW ·
∏
K) = ciPW · ci
∏
K = PW (i/U) · ci
∏
K ∈ A by (8)
and (7).
By (6), (7) and (11) we have proved A ∈ Su℘(V ). (A is a subuniverse
of ℘(V )). By (5) then we have AtA = At ∼ {0}
The construction of B ∈ QPEAω:
Let τ, δ ∈ FTω. We say that “τ, δ transpose” iff (δ0− δ1).(τδ0− τδ1) is
negative.
Now we first define sσ : At→ A for every σ ∈ FTω.
sσ(Sδa) =
{
Sσ◦δ◦[0,1]a if “σ, δ transpose”
Sσ◦δa otherwise
sσ(x) = Sσx if x ∈ At ∼ P
′.
Then we set:
sσ(
∑
X) =
∑
{sσ(x) : x ∈ X} for X ⊆ At.
We shall first prove that sσ : A→ A.
(12) From the definition of sσ we immediately get sσSδa ∈ {Sσ◦δa, Sσ◦δ◦[0,1]a}
for δ ∈ π(ω).
(13) sσx = Sσx for σ ∈ FTω ∼ π(ω) and x ∈ At.
If τ ∈ FTω ∼ π(ω) then Sτa = 0, hence sσSδa = 0 = SσSδa by (12). For
x ∈ At ∼ P ′ we have sσx = Sσx by definition.
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(14) sσ : At→ At, is a bijection for σ ∈ π(ω)
By (12) we have sσ : P
′ → P ′. Assume δ 6= δ′, δ, δ′ ∈ π(ω). If
δ 6= δ′ ◦ [0, 1] then {σ ◦ δ, σ ◦ δ ◦ [0, 1]} ∩ {σ ◦ δ′, σ ◦ δ′ ◦ [0, 1]} = 0,
hence sσSδa 6= sσSδ′a. Assume δ = δ
′ ◦ [0, 1]. In this case “σ, δ transpose”
iff “σ, δ′ transpose”, hence sσSδa = Sσ◦δ◦[0,1]a 6= Sσ◦δ′◦[0,1]a = sσSδ′a, by 8
[τ 6= τ ′ ⇒ Sτa 6= Sτ ′a] ∀τ, τ ′ ∈ π(ω). We have seen that sσ : P ′ → P ′.
Let τ = σ−1 ◦ δ. Define τ ′ = τ ◦ [0, 1] if “σ, τ transpose”, τ ′ = τ other-
wise. Then “σ, τ transpose” iff “σ, τ ′ transpose”, hence sσSτ ′a = Sσ◦τa =
Sδa. Thus sσ : P
′ → P ′ is onto. By sσSδd = SσSδd then we have
sσ : (P ∼ P ′) → (P ∼ P ′). Next we show sσ : T → T is a bijection.
Let E ∈ Eq(ω). Define E(τ) = {(τi, τj) : (i, j) ∈ E} for any τ ∈ FTω.
Then it is not difficult to check that by σ ∈ π(ω) we have E(σ) ∈ Eq(ω)
and (ker(s ◦ σ) = E iff Kers = E(σ)). Thus Sσe(E) = e(E(σ)). Now
sσ(PW ·e(E)) = Sσ(PW ·e(E)) = SσPW ·Sσe(E) = P(W ◦σ−1)·e(E(σ)) ∈
T if W 6= Z ◦ δ for any δ ∈ π(ω). If W 6= W ′ or E 6= E ′ then
W ◦ σ−1 6= W ′ ◦ σ−1 or E(σ) 6= E ′(σ), thus sσ : T → T is one to
one. The fact that sσ(P(W ◦ σ
−1) · e(E(σ−1))) = PW · e(E) shows that
sσ : T → T is onto.
Now we have proved that sσ : A→ A. Define
B = 〈A,+, ·,−, 0, 1, ci, sτ , dij〉i,j∈ω,τ∈FTω .
Claim 2 . B ∈ QPEAω
We shall proceed via several steps.
(15) sτ is a boolean homomorphism on A, for any τ ∈ FTω.
If τ ∈ π(ω) then (15) follows from (14) and from the definition of sσ. If
τ ∈ FTω ∼ π(ω) then (15) follows from (13).
(16) sτ sσSδa = sτ◦σSδa for δ ∈ π(ω), τ, σ ∈ FTω.
Assume δ0 < δ1.
Case 1: τσδ0 < τσδ1. Then sτ◦σSδa = Sτ◦σ◦δa since “τ ◦ σ, δ do not
transpose ”. If σδ0 < σδ1 then “σ, δ do not transpose ” and “τ, σ ◦ δ
do not transpose ”, hence sσSδa = Sσ◦δa and sτSσ◦δa = Sτ◦σ◦δa and
we are done. Similarly, if σδ0 > σδ1 then sσSδa = Sσ◦δ◦[0,1]a and
8This follows from the proof of (5).
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sτSσ◦δ◦[0,1]a = Sτ◦(σ◦δ◦[0,1])◦[0,1]a = Sτ◦σ◦δa and we are done.
Case 2: τσδ0 > τσδ1. Then sτ◦σSδa = Sτ◦σ◦δ◦[0,1]a. If σδ0 < σδ1 then
sσSδa = Sσ◦δa and sτSσ◦δa = Sτ◦σ◦δ◦[0,1]a and we are done. If σδ0 > σδ1
then sσSδa = Sσ◦δ◦[0,1]a and sτSσ◦δ◦[0,1]a = Sτ◦σ◦δ◦[0,1]a.
The case δ0 > δ1 is completely analogous, hence we omit it.
(17) sσ(Sδa+ Sσ◦[0,1]a) = Sσ(Sδa + Sσ◦[0,1]a).
“σ, δ transpose ” iff “σ, δ ◦ [0, 1] transpose ”. Hence {sσSδa, sσSδ◦[0,1]a} =
{Sσ◦δa, Sσ◦δ◦[0,1]a} by the definition of sσ.
(18) sτ sσx = sτ◦σx for every τ, σ ∈ FTω and x ∈ A.
It is enough to show (18) for x ∈ At. For x ∈ P ′, (18) is true by (16).
Let x ∈ At ∼ P ′. Then sσx = Sσx by definition. Now Sσx = PW ·
∏
K
for some W ∈ ω(RgZ ∪{U})(Z) and K ⊆ω {dij : i < j < ω}∪{−dij : i <
j < ω}, by the proof of (10). Assume Sδa ⊆ Sσx for some δ ∈ π(ω). We
will show that then Sδ◦[0,1]a ⊆ Sσx, too. Sδa∪Sδ◦[0,1]a ⊆ PZ ◦δ
−1 ·e(Idω),
thus Sδa ≤ Sσx implies [PZ ◦ δ−1 · e(Idω)] ∩ PW ·
∏
K 6= 0. But then
PZ ◦ δ−1 · e(Idω) ⊆ PW ·
∏
K, thus Sδ◦[0,1]a ⊆ Sσx, too. Thus sτ sσx =
SτSσx = Sτ◦σx = sτ◦σx by (17) and by the definition of sτ , sσ, sτ◦σ.
(19) c(Γ)Sδa = c(Γ)(Sδa+ Sδ◦[0,1]a) if Γ ⊆ω ω, Γ 6= 0.
Let i ∈ ω be arbitrary. Then cia = ci(a + S[0,1]a) holds by (1). Thus
ciSδa = Sδcδia = Sδcδi(a + S[0,1]a) = ci(Sδa + Sδ◦[0,1]a).
(20) sσc(Γ)x = Sσc(Γ)x for every x ∈ A if Γ ⊆ω ω,Γ 6= 0.
Let x ∈ A be arbitrary. Then c(Γ)x =
∑
X for some X ⊆ At, by (11).
Assume Sδa ∈ X . Then c(Γ)Sδa ⊆ c(Γ)x, hence Sδ◦[0,1]a ⊆ c(Γ)x by (19).
Therefore Sδ◦[0,1]a ∈ X , too. Now sσc(Γ)x =
∑
{sσy : y ∈ X} and (17)
finish the proof of (20).
(21) σ ↾ (ω ∼ Γ) = τ ↾ (ω ∼ Γ) ⇒ sσc(Γ)x = sτc(Γ)x for every x ∈ A,
σ, τ ∈ FTω, and Γ ⊆ω ω.
(21) follows from (20).
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(22) c(Γ)sσx = c(Γ)Sσx, for every x ∈ A, σ ∈ FTω, if Γ ⊆ω ω,Γ 6= 0.
It is enough to check (22) for x ∈ P ′. Let δ ∈ π(ω). Then sσSδa ∈
{Sσ◦δa, Sσ◦δ◦[0,1]a} by definition of sσ and c(Γ)Sσ◦δ◦[0,1]a = c(Γ)Sσ◦δa =
c(Γ)SσSδa by (19).
(23) τ ↾ (τ−1Γ) is one - one then c(Γ)sτx = sτc(∆)x where ∆ = τ
−1Γ.
If Γ = 0 then ∆ = 0 and we are done. If Γ 6= 0 and ∆ = 0 then π /∈ π(ω)
hence we are done by (13). Assume Γ 6= 0,∆ 6= 0. Then we are done by
(22) and (20).
Now we are ready to show B ∈ QPEAω. We have to show that (1−15)
in definition of polyadic equlaity algebras in [37] are satisfied in B. (1−
6) + 13 are satisfied since RdcaB ∈ Wsω. 7 holds because “Idω, δ don’t
transpose” ∀δ ∈ FTω. 8, 11, 12 hold by (18), (22), (23) respectively. 9−10
are satisfied by (15). 14 holds by (13) and 15 holds since sτdij = Sτdij
by definition of sτ .
We finally show:
Claim 3 . B /∈ RQPEAω.
Proof. Assume B ∈ RQPEAω. Then by theorem 4.5 B is isomorphic
to some weak set algebra C since RdcaB is weakly subdirectly indecom-
posable. Let U ′ be the base of C. The unit of C is of the form αU ′(p) for
some sequence p. Let h : B։ C be an isomorphism. Let x = Z0 × U ×
U × U × Z5 × Z6 . . .. That is x = {s ∈ V : s0 ∈ Z0 : (∀i > 4)(si ∈ Zi)}.
Then x ∈ A by (8), and cix = x for i ∈ {1, 2, 3}. So cih(x) = h(x) for
i ∈ {1, 2, 3}, thus h(x) = Z ′ × U ′ × U ′ × U ′ × . . .. for some Z ′ ⊆ U ′.
Let x¯ =
∏
{s[0,i]x : i ∈ 4}. Then x¯ = Z0 × Z0 × Z0 × Z0 × Z5 × Z6 . . . .
For a relation R, recall that d¯(R) =
∏
(i,j)∈R∼Id−dij . Then we have
x¯ · d¯(3 × 3) 6= 0 and x¯ · d¯(4 × 4) = 0 imply the same for h(x), therefore
|Z ′| = 3.
Let b′ = h(b), a′ = h(a), g = S[0,1]a, g
′ = h(g). Then b ≤ x · s[0,1]x − d01
hence b′ ⊆ h(x) · S[0,1]h(x)− d01, thus
∀s ∈ b′ (s0, s1) ∈
2Z ′ ∼ d01 and |Z
′| = 3. (⋆)
In A we have a + g = b 6= 0, a · g = 0, s[0,1]a = a, s[0,1]g = g and cia =
cig = cib ∀i ∈ 2.
Therefore
(∗) a′ + g′ = b′ 6= 0, a′ · g′ = 0
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(∗∗) S[0,1]a
′ = a′, S[0,1]g
′ = g′ and
(∗ ∗ ∗) cia
′ = cig
′ = cib
′ ∀i ∈ 2
Let q ∈ b′ be arbitrary. q01uv is the function q
′ that agrees with q every-
where except that q′(0) = u and q′(1) = v. Define
a¯ = {(u, v) : q01uv ∈ a
′}
and
g¯ = {(u, v) : q01uv ∈ g
′}.
Then by (∗)− (⋆) we have
(∗)′ a¯+ g¯ = 2Z ′ ∼ d01, a¯ · g¯ = 0,
(∗∗)′ S[0,1]a¯ = a¯, S[0,1]g¯ = g¯ and
(∗ ∗ ∗)′ c0a¯ = c0g¯ = c0
2Z ′.
We show that (∗)′ − (∗ ∗ ∗)′ together with |Z ′| = 3 is impossible. By
(∗ ∗ ∗)′ we have Rga¯ = Rgg¯ = Z ′, hence |a¯| ≥ 3 and |g¯| ≥ 3. By (∗′) we
have then |a¯| = |g¯| = 3 by a¯ · g¯ = 0 and |2Z ′1 ∼ d01| = 6. But by (∗∗)
′
and a¯ ≤ −d01 we have |a¯| ≥ 4, contradiction.
Claims 1-3 prove Theorem 4.1.
With an axiomatization of the finite dimensional representable algebras
at hand, we can obtain a recursive axiomatization of the class RQPEAα for
infinite α, cf. [48] corollary 8.13.
Theorem 4.8. Let α ≥ ω be an ordinal. Then RQPEAα is axiomatized by
the set
Σ = QPEAα ∪ {(ǫ
d
n)
σ; d, n < ω, d ≥ 3, σ : d→ α is one to one }
where the ǫdn are as in theorem 1.14
4.4 Algebras not closed under Dedekind completions
In this section we construct an atomic representable polyadic algebra, such
that the diagonal free reduct of its completion is not representable. We have
obtained this result in theorem 2.29 above, but here we present a simpler
proof, that does not depend on the probabilistic graphs of Erdos. The proof
also substantialy simplifies Hodkinson’s proof in [55], although the technique
used is also model-theoretic. Also Hodkinson proves his result only for CA’s;
our proof covers more algebras like PA’s and Df ’s. The base of the algebra,
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we construct, will be a certain graphM that is constructed as a limit of certain
labelled graphs. This M is the heart and soul of our proof. From now on, n
is a finite ordinal > 2. Our notation is mostly standard. An ordinal is the set
of all smaller ordinals; so for n < ω, n = {0, 1, . . . n − 1}. Maps are regarded
formally as sets of ordered pairs. Thus, if θ is a map, we write |θ| for the
cardinality of the set that is θ. We write Dom(θ), Range(θ) for the domain
and range of θ respectively. We write IdX for the identity map on X . ℘(X)
denotes the power set of X .
We write a¯, x¯ for sequences. A sequence (or tuple) a¯ of elements of a set
X , of length n, is formally an element of the set nX . We write ai for the
ith element of this sequence, and Range(a¯) for {a0, . . . an−1}. We may write
a¯ as (a0, . . . an−1). If θ : X → Y is a map, we write θ(a¯) for the sequence
(θ(a0) . . . θ(an−1)} ∈
nY . If a¯, b¯ are n sequences, we write (a¯ 7→ b¯) for the map
{(ai, bi) : i < n}. For i < n, we write a¯ =i b¯ if aj = bj for all j < n with j 6= i.
Fix finite N ≥ n(n − 1)/2. Throughout G will denote the graph G = (N, E)
with nodes N and i, l is an edge i.e (i, l) ∈ E if 0 < |i− l| < N .
Definition 4.9. A labelled graph is an undirected graph Γ such that every
edge ( unordered pair of distinct nodes ) of Γ is labelled by a unique label from
(G∪{ρ})× n, where ρ /∈ G is a new element. The colour of (ρ, i) is defined to
be i. The colour of (a, i) for a ∈ G is i.
We will write Γ(x, y) for the label of an edge (x, y) in the labelled graph Γ.
Note that these may not always be defined: for example, Γ(x, x) is not.
If Γ is a labelled graph, and D ⊆ Γ, we write Γ ↾ D for the induced subgraph
of Γ on the set D (it inherits the edges and colours of Γ, on its domain D).
We write △ ⊆ Γ if △ is an induced subgraph of Γ in this sense.
Definition 4.10. Let Γ,△ be labelled graphs, and θ : Γ→△ be a map. θ is
said to be a labelled graph embedding, or simple an embedding, if it is injective
and preserves all edges, and all colours, where defined, in both directions. An
isomorphism is a bijective embedding.
Now we define a class G of certain labelled graphs.
Definition 4.11. The class G consists of all complete labelled graphs Γ (pos-
sibly the empty graph) such that for all distinct x, y, z ∈ Γ, writing (a, i) =
Γ(y, x), (b, j) = Γ(y, z), (c, l) = Γ(x, z), we have:
(1) |{i, j, l} > 1, or
(2) a, b, c ∈ G and {a, b, c} has at least one edge of G, or
(3) exactly one of a, b, c – say, a – is ρ, and bc is an edge of G, or
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(4) two or more of a, b, c are ρ.
Clearly, G is closed under isomorphism and under induced subgraphs.
Theorem 4.12. There is a countable labelled graph M ∈ G with the following
property:
• If △ ⊆ △′ ∈ G, |△′| ≤ n, and θ : △ → M is an embedding, then θ extends
to an embedding θ′ : △′ →M .
Proof. Two players, ∀ and ∃, play a game to build a labelled graph M . They
play by choosing a chain Γ0 ⊆ Γ1 ⊆ . . . of finite graphs in G; the union of the
chain will be the graph M. There are ω rounds. In each round, ∀ and ∃ do the
following. Let Γ ∈ G be the graph constructed up to this point in the game.
∀ chooses △ ∈ G of size < n, and an embedding θ : △ → Γ. He then chooses
an extension △ ⊆ △+ ∈ G, where |△+\△| ≤ 1. These choices, (△, θ,△+),
constitute his move. ∃ must respond with an extension Γ ⊆ Γ+ ∈ G such that
θ extends to an embedding θ+ : △+ → Γ+. Her response ends the round. The
starting graph Γ0 ∈ G is arbitrary but we will take it to be the empty graph in
G. We claim that ∃ never gets stuck – she can always find a suitable extension
Γ+ ∈ G. Let Γ ∈ G be the graph built at some stage, and let ∀ choose the
graphs △ ⊆ △+ ∈ G and the embedding θ : △ → Γ. Thus, his move is
(△, θ,△+). We now describe ∃’s response. If Γ is empty, she may simply
plays △+, and if △ = △+, she plays Γ. Otherwise, let F = rng(θ) ⊆ Γ. (So
|F | < n.) Since △ and Γ ↾ F are isomorphic labelled graphs (via θ), and G
is closed under isomorphism, we may assume with no loss of generality that ∀
actually played (Γ ↾ F, IdF ,△+), where Γ ↾ F ⊆ △+ ∈ G, △+\F = {δ}, and
δ /∈ Γ. We may view ∀’s move as building a labelled graph Γ∗ ⊇ Γ, whose nodes
are those of Γ together with δ, and whose edges are the edges of Γ together
with edges from δ to every node of F . The labelled graph structure on Γ∗ is
given by
• Γ is an induced subgraph of Γ∗ (i.e., Γ ⊆ Γ∗)
• Γ∗ ↾ (F ∪ {δ}) = △+. Now ∃ must extend Γ∗ to a complete graph on the
same node and complete the colouring yielding a graph Γ+ ∈ G. Thus, she
has to define the colour Γ+(β, δ) for all nodes β ∈ Γ\F , in such a way as to
meet the conditions of definition 1. She does this as follows. The set of colours
of the labels in {△+(δ, φ) : φ ∈ F} has cardinality at most n − 1. Let i < n
be a ”colour”not in this set. ∃ labels (δ, β) by (ρ, i) for every β ∈ Γ\F . This
completes the definition of Γ+.
It remains to check that this strategy works–that the conditions from the
definition of G are met. But this is not so hard.
Now there are only countably many finite graphs in G up to isomorphism,
and each of the graphs built during the game is finite. Hence ∀ may arrange
to play every possible (△, θ,△+) (up to isomorphism) at some round in the
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game. Suppose he does this, and let M be the union of the graphs played in
the game.
We want to view M as a classical structure, and for that we recall some
rather elementary notions from model theory. Recall the definition of the n-
variable infinitary language Ln∞ω. We use variables x0, . . . xn−1. The atomic
formulas are xi = xj for any i, j < n, and R(x¯) for any k-ary R ∈ L and any
k-tuple x¯ of variables taken form x0, . . . xn−1. If φ is an L
n
∞ω-formula then so
are ¬φ and ∃xiφ for i < n; and if Φ is a set of L
n
∞ω-formulas then
∧
Φ and∨
Φ are also Ln∞ω-formulas. Of course, we write
∧
{φ, ψ} as φ ∧ ψ, etc. The
logic Ln∞ω is given semantics in a model A in the usual way, defining A |= φ(a¯)
for an n-tuple a¯ of elements of A by induction on the formula φ.
Let Ln denote the first-order fragment of Ln∞ω
Definition 4.13. An n-back-and-forth system on A is a set Θ of one-to-one
partial maps : A→ A such that:
1. if θ ∈ Θ then |θ| ≤ n
2. if θ′ ⊆ θ ∈ Θ then θ′ ∈ Θ
3. if θ ∈ Θ, |θ| ≤ n, and a ∈ A, then there is θ′ ⊇ θ in Θ with a ∈ Dom(θ′)
(forth)
4. if θ ∈ Θ, |θ| ≤ n, and a ∈ A, then there is θ′ ⊇ θ in Θ with a ∈ Range(θ′)
(back).
Recall that a partial isomorphism of A is a partial map θ : A → A that
preserves all quantifier-free L-formulas.
Theorem 4.14. Let Θ be an n-back-and-forth system of partial isomorphism
on A, let a¯, b¯ ∈ nA, and suppose that θ = (a¯ 7→ b¯) is a map in Θ. Then
A |= φ(a¯) iff A |= φ(b¯), for any formula φ of Ln∞ω.
Proof. By induction on the structure of φ.
Suppose that W ⊆ nA is a given non-empty set. We can relativise quan-
tifiers to W , giving a new semantics |=W for Ln∞ω, which has been intensively
studied in recent times. (see,e.g. [5].) If a¯ ∈ W :
• for atomic φ, A |=W φ(a¯) iff A |= φ(a¯)
• the boolean clauses are as expected
• for i < n,A |=W ∃xiφ(a¯) iff A |=W φ(a¯′) for some a¯′ ∈ W with a¯′ ≡i a¯.
101
Theorem 4.15. If W is Ln∞ω definable, Θ is an n-back-and-forth system of
partial isomorphisms on A, a¯, b¯ ∈ W , and a¯ 7→ b¯ ∈ Θ, then A |= φ(a¯) iff
A |= φ(b¯) for any formula φ of Ln∞ω.
Proof. Assume that W is definable by the Ln∞ω formula ψ, so that W = {a¯ ∈
nA : A |= ψ(a)}. We may relativise the quantifiers of Ln∞ω-formulas to ψ. For
each Ln∞ω-formula φ we obtain a relativised one, φ
ψ, by induction, the main
clause in the definition being:
• (∃xiφ)ψ = ∃xi(ψ ∧ φψ).
Then clearly, A |=W φ(a¯) iff A |= φψ(a¯), for all a¯ ∈ W .
Definition 4.16. Let L+ be the signature consisting of the binary relation
symbols (a, i), for each a ∈ G ∪ {ρ} and i < n. Let L = L+ \ {(ρ, i) : i < n}.
From now on, the logics Ln, Ln∞ω are taken in this signature.
We may regard any non-empty labelled graph equally as an L+-structure,
in the obvious way. The n-homogeneity built intoM by its construction would
suggest that the set of all partial isomorphisms of M of cardinality at most n
forms an n-back-and-forth system. This is indeed true, but we can go further.
Definition 4.17. Let χ be a permutation of the set ω ∪ {ρ}. Let Γ,△ ∈ G
have the same size, and let θ : Γ → △ be a bijection. We say that θ is a
χ-isomorphism from Γ to △ if for each distinct x, y ∈ Γ,
• If Γ(x, y) = (a, j) with a ∈ N, then there exist unique l ∈ N and r with
0 ≤ r < N such that a = Nl + r.
△(θ(x), θ(y)) =
{
(Nχ(i) + r, j), if χ(i) 6= ρ
(ρ, j), otherwise.
• If Γ(x, y) = (ρ, j), then
△(θ(x), θ(y)) ∈
{
{(Nχ(ρ) + s, j) : 0 ≤ s < N}, if χ(ρ) 6= ρ
{(ρ, j)}, otherwise.
Definition 4.18. For any permutation χ of ω ∪ {ρ}, Θχ is the set of partial
one-to-one maps from M to M of size at most n that are χ-isomorphisms on
their domains. We write Θ for ΘIdω∪{ρ}.
Lemma 4.19. For any permutation χ of ω ∪ {ρ}, Θχ is an n-back-and-forth
system on M .
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Proof. Clearly, Θχ is closed under restrictions. We check the “forth” prop-
erty. Let θ ∈ Θχ have size t < n. Enumerate dom(θ), rng(θ) respectively
as {a0, . . . , at−1}, {b0, . . . bt−1}, with θ(ai) = bi for i < t. Let at ∈ M be ar-
bitrary, let bt /∈ M be a new element, and define a complete labelled graph
△ ⊇M ↾ {b0, . . . , bt−1} with nodes {b0, . . . , bt} as follows.
Choose distinct ”nodes”es < N for each s < t, such that no (es, j) labels
any edge in M ↾ {b0, . . . , bt−1}. This is possible because N ≥ n(n − 1)/2,
which bounds the number of edges in △. We can now define the colour of
edges (bs, bt) of △ for s = 0, . . . , t− 1.
• If M(as, at) = (Ni+ r, j), for some i ∈ N and 0 ≤ r < N , then
△(bs, bt) =
{
(Nχ(i) + r, j), if χ(i) 6= ρ
{(ρ, j)}, otherwise.
• If M(as, at) = (ρ, j), then assuming that es = Ni+ r, i ∈ N and 0 ≤ r <
N ,
△(bs, bt) =
{
(Nχ(ρ) + r, j), if χ(ρ) 6= ρ
{(ρ, j)}, otherwise.
This completes the definition of △. It is easy to check that △ ∈ G. Hence,
there is a graph embedding φ : △ → M extending the map Id{b0,...bt−1}. Note
that φ(bt) /∈ rng(θ). So the map θ+ = θ ∪ {(at, φ(bt))} is injective, and it is
easily seen to be a χ-isomorphism in Θχ and defined on at. The converse,“back”
property is similarly proved ( or by symmetry, using the fact that the inverse
of maps in Θ are χ−1-isomorphisms).
But we can also derive a connection between classical and relativised se-
mantics in M , over the following set W :
Definition 4.20. Let W = {a¯ ∈ nM :M |= (
∧
i<j<n,l<n¬(ρ, l)(xi, xj))(a¯)}.
W is simply the set of tuples a¯ in nM such that the edges between the
elements of a¯ don’t have a label involving ρ. Their labels are all of the form
(Ni + r, j). We can replace ρ-labels by suitable (a, j)-labels within an n-
back-and-forth system. Thus, we may arrange that the system maps a tuple
b¯ ∈ nM\W to a tuple c¯ ∈ W and this will preserve any formula containing no
relation symbols (a, j) that are “moved” by the system. The next proposition
uses this idea to show that the classical and W -relativised semantics agree.
Theorem 4.21. M |=W ϕ(a¯) iffM |= ϕ(a¯), for all a¯ ∈ W and all Ln-formulas
ϕ.
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Proof. The proof is by induction on ϕ. If ϕ is atomic, the result is clear; and
the boolean cases are simple. Let i < n and consider ∃xiϕ. If M |=W ∃xiϕ(a¯),
then there is b¯ ∈ W with b¯ =i a¯ and M |=W ϕ(b¯). Inductively, M |= ϕ(b¯),
so clearly, M |=W ∃xiϕ(a¯). For the (more interesting) converse, suppose that
M |=W ∃xiϕ(a¯). Then there is b¯ ∈ nM with b¯ =i a¯ and M |= ϕ(b¯). Take Lϕ,b¯
to be any finite subsignature of L containing all the symbols from L that occur
in ϕ or as a label in M ↾ rng(b¯). (Here we use the fact that ϕ is first-order.
The result may fail for infinitary formulas with infinite signature.) Choose a
permutation χ of ω ∪ {ρ} fixing any i′ such that some (i′N + r, j) occurs in
Lϕ,b¯ for some r < N , and moving ρ. Let θ = Id{am:m6=i}. Take any distinct
l, m ∈ n\{i}. IfM(al, am) = (i′N+r, j), thenM(bl, bm) = (i′N+r, j) because
a¯ =i b¯, so (i
′N + r, j) ∈ Lϕ,b¯ by definition of Lϕ,b¯. So, χ(i
′) = i′ by definition
of χ. Also, M(al, am) 6= (ρ, j)(any j) because a¯ ∈ W . It now follows that
θ is a χ-isomorphism on its domain, so that θ ∈ Θχ. Extend θ to θ′ ∈ Θχ
defined on bi, using the “forth” property of Θ
χ. Let c¯ = θ′(b¯). Now by choice
of of χ, no labels on edges of the subgraph of M with domain rng(c¯) involve ρ.
Hence, c¯ ∈ W . Moreover, each map in Θχ is evidently a partial isomorphism
of the reduct of M to the signature Lϕ,b¯. Now ϕ is an Lϕ,b¯-formula. Hence we
have M |= ϕ(a¯) iff M |= ϕ(c¯). So M |= ϕ(c¯). Inductively, M |=W ϕ(c¯). Since
c¯ =i a¯, we have M |=W ∃xiϕ(a¯) by definition of the relativised semantics. This
completes the induction.
We can now extract form the labelled graph M a relativised set algebra A,
which will turn out to be representable atomic polyadic algebra.
Definition 4.22. 1. For an Ln∞ω-formula ϕ, we define ϕ
W to be the set
{a¯ ∈ W :M |=W ϕ(a¯)}.
2. We define A to be the relativised set algebra with domain
{ϕW : ϕ a first-order Ln − formula}
and unit W , endowed with the algebraic operations dij , ci, ect., in the
standard way .
Note that A is indeed closed under the operations and so is a bona fide
relativised set algebra. For, reading off from the definitions of the standard
operations and the relativised semantics, we see that for all Ln-formulas ϕ, ψ,
• −A(ϕW ) = (¬ϕ)W
• ϕW ·A ψW = (ϕ ∧ ψ)W
• dAij = (xi = xj)
W for all i, j < n.
• cAi (ϕ
W ) = (∃xiϕ)W for all i < n.
For a formula φ and i, j < n , φ[xi, xj] stands for the formula obtained
from φ by interchanging the free occurences of xi and xj . Then we have:
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• pAij(ϕ
W ) = ϕ[xi, xj ]
W
Theorem 4.23. A is a representable (countable) atomic polyadic algebra
Proof. Let S be the polyadic set algebra with domain ℘(nM) and unit nM .
Then, the map h : A −→ S given by h : ϕW 7−→ {a¯ ∈ nM : M |= ϕ(a¯)} can
be checked to be well - defined and one-one. It clearly respects the polyadic
operations. So it is a representation of A. A formula α of Ln is said to beMCA
(’maximal conjunction of atomic formulas’) if (i) M |= ∃x0 . . . xn−1α and (ii)
α is of the form ∧
i 6=j<n
αij(xi, xj),
where for each i, j, αij is either xi = xi or R(xi, xj) for some binary relation
symbol R of L. The rough idea is that a formula α being MCA says that
the set it defines in nM is nonempty, and that if M |= α(a¯) then the graph
M ↾ rng(a¯) is determined up to isomorphism and has no edge whose label is of
the form (ρ, i). Hence, any two tuples satisfying α are isomorphic and one is
mapped to the other by the n-back-and-forth system Θ. By theorem 4.15, no
Ln∞ω- formula can distinguish them. So α defines an atom of A — it is literally
indivisible. Since the MCA - formulas clearly ‘cover’ W , the atoms defined
by them are dense in A. So A is atomic, as required. This, informally, is the
content of what follows. Let ϕ be any Ln∞ω-formula, and α anyMCA-formula.
If ϕW ∩ αW 6= ∅, then αW ⊆ ϕW . Indeed, take a¯ ∈ ϕW ∩ αW . Let a¯ ∈ αW be
arbitrary. Clearly, the map (a¯ 7→ b¯) is in Θ. Also, W is Ln∞ω-definable in M ,
since we have
W = {a¯ ∈ nM :M |= (
∧
i<j<n
(xi = xj ∨
∨
R∈L
R(xi, xj)))(a¯)}.
We haveM |=W ϕ(a¯) iffM |=W ϕ(b¯). SinceM |=W ϕ(a¯), we haveM |=W ϕ(b¯).
Since b¯ was arbitrary, we see that αW ⊆ ϕW . Let
F = {αW : α an MCA,Ln − formula} ⊆ A.
Evidently, W =
⋃
F . We claim that A is an atomic algebra, with F as its
set of atoms. First, we show that any non-empty element ϕW of A contains
an element of F . Take a¯ ∈ W with M |=W ϕ(a¯). Since a¯ ∈ W , there is
an MCA-formula α such that M |=W α(a¯). Then αW ⊆ ϕW . By definition,
if α is an MCA formula then αW is non-empty. If ϕ is an Ln-formula and
∅ 6= ϕW ⊆ αW , then ϕW = αW . It follows that each αW (for MCA α) is an
atom of A.
Define C to be the complex algebra over AtA, the atom structure of A.
Then C is the completion of A. The domain of C is ℘(AtA). The diagonal dij
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is interpreted as the set of all S ∈ AtA with ai = aj for some a¯ ∈ S. The cylin-
drification ci is interpreted by ciX = {S ∈ AtA : S ⊆ cAi (S
′) for some S ′ ∈ X},
for X ⊆ AtA. Finally pijX = {S ∈ AtA : S ⊆ pAij(S
′) for some S ′ ∈ X}. Let
D be the relativized set algebra with domain {φW : φ an Ln∞ω formula }, unit
W and operations defined like those of A.
Theorem 4.24. C ∼= D, via the map X 7→
⋃
X.
In the following, we assume familiarity with the definition of relation alge-
bra atom structures by listing the consistent triples. We also assume familiarity
with the notion of basic matrices over a relation algebra atom structure, and
that of n dimensional cylindric bases [80]. Though C can be represented as a
relativized set algebra, we have:
Theorem 4.25. RdcaC is not representable.
Proof. We define a relation algebra atom structure α(G) of the form ({1′} ∪
(G× n), R1′ , R˘, R;). The only identity atom is 1′. All atoms are self converse,
so R˘ = {(a, a) : a an atom }. The colour of an atom (a, i) ∈ G × n is i. The
identity 1′ has no colour. A triple (a, b, c) of atoms in α(G) is consistent if
R; (a, b, c) holds. Then the consistent triples are (a, b, c) where
• one of a, b, c is 1′ and the other two are equal, or
• none of a, b, c is 1′ and they do not all have the same colour, or
• a = (a′, i), b = (b′, i) and c = (c′, i) for some i < n and a′, b′, c′ ∈ G, and
there exists at least one graph edge of G in {a′, b′, c′}.
α(G) can be checked to be a relation atom structure. The atom structure
of RdcaA is isomorphic (as a cylindric algebra atom structure) to the atom
structure Mn of all n-dimensional basic matrices over the relation algebra
atom structure α(G). Indeed, for each m ∈ Mn, let αm =
∧
i,j<n αij . Here
αij is xi = xj ifmij = 1’ and R(xi, xj) otherwise, where R = mij ∈ L. Then the
map (m 7→ αWm )m∈Mn is a well - defined isomorphism of n-dimensional cylindric
algebra atom structures. We shall prove that Cmα(G) is not representable.
Hence the full complex cylindric algebra over the set of n by n basic matrices
- which is isomorphic to C is not representable either, for we have a relation
algebra embedding of Cmα(G) onto RaCmMn. Assume for contradiction that
g : Cmα(G) → B is an embedding into a proper relation set algebra B with
base set X . Each h(a) (a ∈ Cmα(G)) is a binary relation on X , and h respects
the relation algebra operations. For Y ⊆ N and s < n, set
[Y, s] = {(l, s) : l ∈ Y }.
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For r ∈ {0, . . .N − 1}, NN+ r denotes the set {Nq + r : q ∈ N}. Let
J = {1′, [NN+ r, s] : r < N, s < n}.
Then
∑
J = 1 in Cmα(G). As J is finite, we have for any x, y ∈ X there
is a P ∈ J with (x, y) ∈ h(P ). Since Cmα(G) is infinite then X is infinite.
By Ramsey’s Theorem, there are distinct xi ∈ X (i < ω) and P ∈ J such
that (xi, xj) ∈ h(P ) for all i < j < ω. Clearly P 6= 1′. Also (P ;P ) · P 6= 0.
This follows from that if x0, x1, x2 ∈ X , a, b, c ∈ Cmα(G), (x0, x1) ∈ h(a),
(x1, x2) ∈ h(b), and (x0, x2) ∈ h(c), then (a; b) · c 6= 0. A non -zero element a
of Cmα(G) is monochromatic, if a ≤ 1′, or a ≤ [N, s] for some s < n. Now P
is monochromatic, it follows from the definition of α that (P ;P ) ·P = 0. This
contradiction shows that Cmα(G) is not representable.
Theorem 4.26. RddfC is not representable.
Proof. Assume that RddfC is representable, via the isomorphism h, as a set
algebra D ⊆ P (
∏
Ui : i < n). We show that RdcaC is representable, which is
a contradiction. We can asume that U0 = . . . = Un−1 = U and d
U
ij ⊆ h(dij)
[37] 5.1.48. Define R on U as follows: Let i, j < n be distinct, then
R = {(u, v) ∈ U × U : s(i) = u and s(j) = v for some s ∈ h(dij)}
Then R is independent of the choice of i and j and is an equivalence relation
on U [37] 5.1.49 Let
E = {x ∈ C : (∀s, t ∈ nU)[(∀i < n)((s(i), t(i)) ∈ R
=⇒ (s ∈ h(x)←→ t ∈ h(x))]}.
Then {x ∈ C : ∆x 6= n} ⊆ E and E is a subset C that is closed under cylindri-
fications, complementation, intersections and contains the diagonal elements
[37] 5.1.50. Since E contains αW for all atomic formulas α as we have only
binary relation symbols, it follows that E = C. Then we can factor U by R so
that C can be embedded into (℘n(U/R), ci)i<n via the isomorphism f given by
f(x) = {(s(i)/R : i < n) ∈ n(U/R) : s ∈ h(x)}.
Moreover, as easily checked, diagonals are preserved, that is
f(dij) = {s ∈
n(U/R) : si = sj}.
Corollary 4.27. Let n ≥ 3. Then the classes {RCAn,RPEAn,RPAn,RDfn}
are not closed under completions
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Proof. Let K ∈ {CA,PA,PEA,Df}. Then RdKC is the completion of
RdKA. The latter is representable, while the former is not.
Taking the boolean reducts of A and C as given, their cylindric structure,
is determined by the way cylindrifications are defined on atoms, i.e by their
atom structure. Now they have the same atom structure. The difficulty in
finding representations for cylindric algebras arise from the cylindrifications
and diagonal elements. By Stone’s theorem, it is easy to represent the Boolean
part. So one might be tempted to think that these difficulties can be pinned
down to the atom structure in case of atomic algebras. That is representability
of an atomic algebra would depend on its atom structure, but this is not the
case. The underlying reason that A is representable while its completion is
not, is that C has more elements. This would have to be mirrored property
in a true representation of C. For certain algebras A deadlocks occur when
one tries to find suitable genuine relations for the extra elements of C. A has
few relations so a representation of it can sweep potential problems under the
carpet. Adding the new relations in C brings the problem to the surface.
RaCAn stands for the class of relation algebra reducts of CAn. The full
complex algebra of an atom structure S is denoted by CmS, and the term
algebra by TmS. S could be a relation atom structure or a cylindric atom
structure. In [168] it is proved that exists a cylindric atom structure H such
that TmH is representable while CmH /∈ SNr3CA6. Indeed, let S be a relation
atom structure such that TmS is representable while CmS /∈ RA6. Such
an atom structure exists [48] Lemmas 17.34-17.36. It follows that CmS /∈
SRaCA6. Let H be the set of 3 by 3 atomic networks over S. Then by it is
not so hard to show that TmH ∈ RCA3. We claim that CmH /∈ SNr3CA6.
For assume not, i.e. assume that CmH ∈ SNr3CA6. Then CmS is embeddable
in RaCmH. But then the latter is in SRaCA6 and so is CmS, which is not
the case.
We note that the proof adopted herein does not generalize to n > 3.
• For n = 4 the above proof fails as illustrated by the following example.
Let P be the pentagol relation algebra introduced in [80] p. 369. Then P
is a finite RA that is representable. Let H be the set of all 4 by 4 atomic
matrices. Then CmH = TmH is a finite CA4 that is not representable
as shown by Maddux [80] p. 389.
• If n > 4 and H is the set of all n by n atomic matrices over an RA, then
H may not be an n-dimensional cylindric basis in the first place. That
is TmH may not be a CAn, let alone being an RCAn.
However, this result is generalized to higher dimensions in [169]. That is it is
proved in [169] that for every n ≥ 3, and k ≥ 2, the class SNrnCAn+k is not
closed under completions.
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4.5 The Omitting Types Theorem fails in Ln
The ultimate purpose of algebraic logic is to solve problems in logic. Here
we give an application of results on completions, or rather the non-existence
thereof, to omitting types of finite variable fragments. We work in usual first
order logic (FOL). For a formula φ and a first order structure M in the
language of φ we write φM to denote the set of all assignments that satisfy φ
in M ., i.e
φM = {s ∈ ωM : M |= φ[s]}.
For example if M = (N, <) and φ is the formula x1 < x2 then a sequence
s ∈ ωN is in φM iff s1 < s2. Let Γ be a set of formulas (Γ may contain free
variables). We say that Γ is realized in M if
⋂
φ∈Γ φ
M 6= ∅. Let φ be a formula
and T be a theory. We say that φ ensures Γ in T if T |= φ→ µ for all µ ∈ Γ.
The classical Henkin-Orey omitting types theorem, OTT for short, states
that if T is a consistent theory in a countable language L and Γ(x1 . . . xn) ⊆ L
is realized in every model of T , then there is a formula φ ∈ L such that φ
ensures Γ in T . The formula φ is called a T -witness for Γ. Now the problem
of resourse sensitivity can be applied to OTT in the following sense. Can we
always guarantee that the witness uses the same number of variables as T
and Γ, or do we need extra variables? If we do need extra variables, is there
perhaps an upper bound on the number of extra variables needed? In other
words, let Ln denotes the set of formulas of L which are built up using only
n variables. The question is: If T ∪ Γ ⊆ Ln, is there any guarantee that the
witness stays in Ln, or do we occasionally have to step outside Ln?
Assume that T ⊆ Ln. We say that T is n complete iff for all sentences
φ ∈ Ln we have either T |= φ or T |= ¬φ. We say that T is n atomic iff for
all φ ∈ Ln, there is ψ ∈ Ln such that T |= ψ → φ and for all η ∈ Ln either
T |= ψ → η or T |= ψ → ¬η
Theorem 4.28. Assume that L is a countable first order language containing
a binary relation symbol. For n > 2 and k ≥ 0, there are a consistent n
complete and n atomic theory T using only n variables, and a set Γ(x1) using
only 3 varaibles (and only one free variable) such that Γ is realized in all models
of T but each T -witness for T uses more that n+ k variables
Theorem 4.28 is proved using algebraic logic in [11], where the following
refinement of the above construction in theorem 4.27 is proved.
Theorem 4.29. Suppose that n is a finite ordinal with n > 2 and k ≥ 0.
There is a countable symmetric integral representable relation algebra R such
(i) Its completion, i.e. the complex algebra of its atom structure is not
representable, so R is representable but not completely representable
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(ii) R is generated by a single element.
(iii) The (countable) set BnR of all n by n basic matrices over R con-
stitutes an n-dimensional cylindric basis. Thus BnR is a cylindric atom
structure and the full complex algebra Cm(BnR) with universe the power
set of BnR is an n-dimensional cylindric algebra
(iv) The term algebra over the atom structure BnR, which is the countable
subalgebra of Cm(BnR) generated by the countable set of n by n basic
matrices, Tm(BnR) for short, is a countable representable CAn, but
Cm(Bn) is not representable.
(v) Hence C is a simple, atomic representable but not completely repre-
sentable CAn
(vi) C is generated by a single 2 dimensional element g, the relation al-
gebraic reduct of C does not have a complete representation and is also
generated by g as a relation algebra, and C is a sub-neat reduct of some
simple rep D ∈ CAn+k such that the relation algebraic reducts of C and
D coincide.
Sketch of proof. [11]. In fact, the proof is like Theorem 2.6.
Now we give a proof of Theorem 4.28 modulo Theorem 4.29.
Proof of Theorem 4.28. let g,C and D be as in theorem 4.29 (vi). Then g
generates C and g is 2 dimensional in C. We can write up a theory T ⊆ Ln
such that for any model M we have
M = (M,G) |= T iff Cn(M) ∼= C and G corresponds to g via this isomorphism
now T ⊆ Ln, T is consistent and n complete and n atomic because C is
simple and atomic. We now specify Γ(x, y)/ For a ∈ At, let τa be a relation
algebraic term such that τa(g) = a in R, the relation algebra reduct of C. For
each τa there is a formula µa(x, y) such that τa(g) = µ
M
a . Define Γ(x, y) =
{¬µa : a ∈ At}. We will show that Γ is as required. First we show that Γ is
realized in every model of T . Let M |= T . Then Cn(M) ∼= C, hence M gives a
representation of R becuase R is the relation algebraic reduct of Cn(M). But
R has no complete representation, which means that X =
⋃
{µMa : a ∈ At} ⊂
M ×M , i.e proper subset, so let u, v) ∈ M ×M ∼ X . This means that Γ is
realized in (u, v) in M, We have seen that Γ is realized in each model of T .
assume that that φ ∈ Ln+k such that T |= ∃x¯φ. We may assume that φ has
only two free variables, say x, y. Take the representable D ∈ CAn+k from thm
2 (iv). recall that g ∈ C ⊆ D and D is simple. Let M = (M, g) where M
is the base set of D. then M |= T because C is a subreduct of D generated
by g. by T |= ∃x¯φ, we have φM 6= ∅. Also φM ∈ D and is 2 dimensional,
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hence φM ∈ R, since R is the relation algebraic reduct of D, as well. But R
is atomic hence φM ∩ µa 6= ∅ for some a ∈ At. this shows that it is not the
case that M |= φ→ ¬µa where ¬µa ∈ Γ, thus φ is not a T -witness for Γ. Now
we modify T , Γ so that Γ uses only one free variable. We use the technique of
so-called partial pairing functions. Let g,C,D be as in Theorem 4.29 (iv) with
D ∈ CA2n+2k. We may assume that g is disjoint from the identity 1′ because
1′ is an atom in the relation algebraic reduct of C. let U be the base set of C.
We may assume that U and U ×U are disjoint. Let M = U ∪ (U ×U), let G =
g∪{(u, (u, v)) : u, v ∈ U}∪{((u, v), v) : u, v ∈ U}∪{((u, v), (u, v)) : u, v ∈ U}
and let M = (M,G). from G we can define U × U as {x : G(x, x)} and from
U×U andGwe can define the projection functions between U×U and U , and g.
All these definitions use only 3 variables. Thus for all t ≥ 3 for all φ(x, y) ∈ Lt
there is a ψ(x) ∈ Lt such that ψ
M = {(u, v) ∈ U × U : φ(U,g)(u, v)}. For any
a ∈ At let ψa(x) be the formula corresponding to µa(x, y) this way. Conversely
for any ψ ∈ Lt there is a φ ∈ L2t such that the projection of ψM to U is φ(U,g).
Now define T as the Ln theory of M, and set Γ(x) = {¬ψa(x) : a ∈ At}. Then
it can be easily checked that Γ and T are as required.
4.6 Independence of OTT
In this final section, we use iterated forcing to prove independence of state-
ments involving existence of representations for algebras enjoying a complete
neat embedding property. By examples 2.5, 2.6, we have that the condition
of countability and being in ScNrnCAω cannot be dispensed with in theorem
4.31.
Definition 4.30. (i) Let κ be a cardinal. Let OTT (κ) be the following
statement. A ∈ ScNrnCAω is countable and for i ∈ κ, Xi ⊆ A are
such that
∏
Xi = 0, then for all a 6= 0, there exists a set algebra C
with countable base, f : A → C such that f(a) 6= 0 and for all i ∈ κ,⋂
x∈Xi
f(x) = 0.
(ii) Let OTT be the statement that
(∀k < ω2 =⇒ OTT (κ))
(iii) Let OTTm(κ) be the statement obtained from OTT (κ) by replacing
Xi with “nonprincipal ultrafilter Fi” and OTTm be the statement
(∀k < ω2 =⇒ OTTm(κ))
Theorem 4.31. (i) OTT is independent from ZFC +¬CH. In fact for
any regular cardinal κ > ω1, there is a model of ZFC in which κ = 2
ω
and OTT holds. Conversely, there is a model of ZFC in which ω3 = 2
ω
and OTT (ω2) is false.
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(ii) OTTm is provable in ZFC
Proof. We proved (ii) above. OTT is equivalent toMA restricted to countable
partially ordered sets. We first show that for any n > 1, there is a countable
transitive model of ZFC such that M |= OTT ∧ ω2 = ωn. Let M be a model
of ZFC with ω2 = ωn. It is not hard to show that, assuming ZFC consistent,
such models (violating CH) exist. We say that (A, J) ∈M is a counterexample
to OTT if A is a countable boolean algebra, J is a family of subsets of A such
that |J | ≤ ωMn−1, and
∑
X = 1 for all X ∈ J , but there is no ultrafilter F
of A such that F ∩ X 6= ∅ forall X ∈ J . We want to get a model, where
there is no counterexamples, so we are going to adjoin infinitely many generic
sets to kill potential counterexamples, using sophisticated iteration techniques
of Solovay. In such a model OTT holds for the following reasoning. For let
A ∈ ScNrnCAω and (Xi : i < ωn−1) be non-principal types. Then A = NrnB,
B ∈ Lfω is countable. To construct the desired representation, wo we are
searching for an ultrafilter F that preserves the following joins and meets:
(∀j < α)(∀x ∈ B)(cjx =
∑
i∈αr∆x
s
j
ix.)
(∀τ ∈ V )(∀i ∈ ωn−1)
∏
AXi,τ = 0
where
Xi,τ = {sτx : x ∈ Xi}.
Such joins and meets can be easily transformed to a an equivalent set of joins
(Xi : i < ωn−1) such that
∑
Xi = 1. An ultrafilter preserving the set of new
joins is one that preserves the original sets of meets and joins, meaning that
for all j < α if cjx ∈ F then s
j
ix ∈ F for some i /∈ ∆x, and for ll τ there exists
i such that Xi,τ is not included in F . We follow closely the treatment carried
out in [17] proving independence of MA. We also follow the notation adopted
therein, often without warning. Let P0 be any normalized ccc (satisifying
countable chain condition, i.e has no uncounable antichains) partially ordered
set with underlying set ω. We define an increasing sequence Pη η ≤ ωn of PO
sets each of cardinality ≤ ωn by transfinite induction. At successor ordinls we
use product forcing, and at limit ordinal we use direct limits. At the same time
we construct retractions hµη of Pµ to Pη for η < µ ≤ κ, such that h
ξ
η = h
µ
ηh
ξ
µ
to control the construction. Let a, b be functions with domain κ ∼ {0} and
for all η < κ a(η) < η, b(η) < κ. Assume, too, that for all α, β < κ, there
exists η < κ such that a(η) = α, b(η) = β. Suppose everything is constructed
up to and including µ. We continue the construction at µ + 1. Let α = a(µ),
β = b(µ). Let t(Pα) ⊆ Pα × κ× ω × ω, such that Pα forces t(Pα) is a function
with domain ωn and range the set of all relations of partially ordered sets with
underlying set ω. Let v be a Pα term such that Pα |=f v = u(β∗). Let R¯µ be a
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Pµ term such that Pµ |= v is ccc ∧ R¯µ = v or v is not ccc and R¯µ is the order
relation of P ∗0 . Let Pµ+1 be the forcing product Pµ⊗ R¯µ. Let h be the natural
restriction of Pµ+1 to Pµ. Let h
µ+1
η = h for η = µ and h
µ
ηh for η < µ. At a limit
η ≤ κ, let Pη be the union of of the Pξ for ξ < η, assuming that these have
been defined. For ξ < η, let hηξ be the union of the maps h
µ
ξ for ξ < µ < η.
Then, it can be checked that |Pη| ≤ ωn for all η ≤ ωn [17]. Now we have
constructed a P = Pk ∈ M such that M |=P is ccc. (The limit case follows
from [17] lemma 6.5 p.448.) Let G be M generic subset of P , and N = M [G].
Then N and M have the same cardinals, so that N |= ω2 = ωj2 = κ for all
0 < j < n. We show that N |= OTT . Let A ∈ ScNrnCAω and J be a family
of subsets of A such that |J | < ωNn and
∑
X = 1 for all X ∈ J and suppose
that (A, J) ∈ N . We want to find an ultrafilter F intersecting the elements in
J . Assume that |J | = ωn−1. The other cases are treated analogously. For each
η < κ, Gη = G ∩ |Pη| is an M generic subset of Pη. Let Mη = M [Gη]. Then
M ⊆Mη ⊆ N and all three models have the same cardinals. Now we show that
(A, J) ∈ Mα for some α. Take t ∈ ℘M(P × µ × µ) with IG(t) being the order
relation on A. If σ, τ < ωn−1 and σ ≤ τ , then there is a p ∈ G with (p, σ, τ) ∈ t.
Let f(σ, τ) be one such p. If it is not the case that σ ≤ τ , then there is a p ∈ G
such that for no q ≤ p it is the case that (q, σ, τ) ∈ t. Since κ > ωn−1 is
regular, all f(σ, τ) ∈ Gα for some α < κ. So the order relation of Q is equal to
IGα(t) ∈Mα for some α < κ. To handle F fix a surjection f ∈ N from ωn−1 to
J and apply a similar argument to E = {(σ, τ)) ∈ ωn−1× ωn−1 : σ ∈ f(τ)}, to
show that E hence J belongs to Mα. Finally fix α < κ such that (A, J) ∈Mα.
Now the order on A in Mα is a PO set with underlying set ω. If u = tn−1(Pα)
is the term such that IGα(u) is a surjection from κ onto the set of all order
relations of such PO sets, then the order relation of A is IGα(u)(β) for some
β < κ. Let v be the Pα term such that Pα |= v = u(β∗), so that IG(v) is the
order relation of A. Take µ < κ such that a(µ) = α, b(µ) = β. Now in the
construction of Pµ+1 given above R¯µ was a term so chosen such that for any
M generic subset H of Pµ we have IH(R¯µ) = IH(v) if the latter is ccc inside
M [H ]. Now we have IGµ(Rµ) = IG(v) = IGα(v) is the order relation on A.
Finally consider the M generic Gµ+1 of Pµ+1 = Pµ ⊗ R¯µ. Then
K = {IGµ(r) : ∃q ∈ Gµ((q, r) ∈ Gµ+1)} ∈Mµ+1 ⊆ N
is an Mµ generic subset of the PO set with order relation of IG(R¯), i.e of A.
K is F generic and K can be extended to the desired ultrafilter. One can
construct, using standard iteration techniques, a model of the stronger MA,
in fact in such a model 2ω = κ, where κ is any regular cardinal > ω1 and OTT
holds. We are done.9
9It is proved by Miller that covK has uncountable cofinality. So if we start with a ground
model that satisfies GCH , and we let P the notion of forcing that adds κ reals then we get
in M [G] 2ω = covK > ω1.
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Now we prove that the negation of OTT is also consistent. Let covK be
the least cardinal λ such that the real line can be covered by λ nowhere dense
sets. Then in theorem 2.7, it is proved that (∀λ < covK =⇒ OTT (κ)) is
provable in ZFC. 10 Let κ be a regular cardinal. The following notion of
forcing which we denote by C(κ) adjoins κ real numbers called Cohen reals.
C(κ) be the set of all functions p such that Dom(p) is a finite subset of κ× ω
and Range(p) ⊆ {0, 1}. Let I = κ × ω. Let Ψ = I{0, 1}. Let T be the set of
0, 1 functions with dom(t) ⊆ I. Let S be the σ-algebra generated by the sets
St, t ∈ T , where St = {f ∈ Ψ : t ⊆ f}. The product measure on S is the
unique σ-additive measure such that each St has measure 1/2
|t|. Let B = S/I
where I is the ideal of measure 0 sets. Let B(κ) be the measure algebra on
κ2 and C(κ) = {p : D → 2, D ⊆ω k}. The following models can be easily
destilled from the work of Miller [91]. The model for covK = ω2 and
ω2 = ω3
is M [G][H ] where G is B(ω3) generic over M and H is C(ω2) generic over
M [G]. It is easy to see that covK ≥ ω2. To see that covK ≤ ω2 notice that no
real is Cohen over M [H ] ∩ ω2. Now there is alo a model in which covK = ω1
and ω2 = ω3. This is M [H ][G] where H is C(ω3) generic over M and G is
BM [H](ω2) generic over M [H ]. (The above are two step iterations). There are
other known models which give the same results, that are scattered all over
the literature. A model of ZFC in which covK = ω1 and ω2 =
ω2 can be
defined by an ω1 iteration of random models over a model of 2
ω = ω2. Another
model is of ZFC for which covK = ω2 and
ω2 = ω3 is defined as follows. Start
with M |= 2ω = ω3 ∧ ∃D|D| = ω1 ∀f ∈ ωω∃g ∈ D∀nf(n) < g(n). (There
exists an ω1 scale). Let N be an iterated random real extension of M . Then
in N covK ≥ ω2 because the iteration has length ω2. Also the set of ω2 Cohen
reals added by the iteration is not meager, hence covK = ω2. Now we show
that OTT (covK) is false, by which we will be done. We go back to OTT for
FOL. We work in a countable language L where the variables available are
of order type ω. The variables are v0, v1, . . . vn . . .. For n ≤ ω, Fmn is the set
of all formulas with free variables in {vi : i < n}. An n type is a p ⊆ Fmn.
Fix a theory T in L. An n type p is principal if there exists ψ such that
T |= ψ =⇒ p. Otherwise it is non-principal. Recall that the classical Henkin-
10 Note that covK is the least cardinal such that the Baire category Theorem fails. It is
also the largest cardinal such that MA restricted to countable Boolean algebras holds. To
see this, we have the irrationals are homeomorphic to the space ωω. The topology on the
Baire space is generated by sets of the form Ns = {g ∈ ωω : s ⊆ g} for s ∈ <ωω. Dense
open subsets D of ωω correspond to dense subsets of ωω, i.e {s ∈<ω ω : Ns ⊆ D}. Therefore
MAcovK(
<ωω) holds. Let P be any countable partail order. If there is a condition p ∈ P
such that every two extensions of P are compatible, then {q ∈ P : q ≤ p or p ≤ q} is a P
filter meeting every dense subset of P . If there is no such P , then for every element of P
there exists an infinite, maximal set of incompatible extensions. Since P is countable, then
one can inductively define an order preserving embedding of <ωω onto a dense subset of P .
By a well known theorem we are done.
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Orey omitting types theorem says that countably many non-principal types
can be omitted. Sn(T ) is the set of complete types in the variables {vi : i < n}
which are consistent with T . Algebraically, these are the ultrafilters in the
algebra Bn = Fmn/T . Note that Bn ∈ NrnCAω. S
n(T ) is the stone space of
Bn. S
n(T ) is a Boolean space with a countable basis of open sets
[φ(x¯)] = {p ∈ SnT : φ(x¯) ∈ p}.
There is a correspondance between types in the variables {xi : i < n} and
closed sets in Sn(T ), the closed set associated with the type p is
⋂
φ∈p[φ(x¯)].
p(x) is non-principal iff
⋂
φ∈p[φ(x¯] is nowhere dense. Let n > 1. We adapt an
example in [166]. Fix n > 1. Let T be a theory such that if T ′ is a finite and
complete extension of T , then in Sn(T ′) the isolated points are not dense. It is
easy to construct such theories, for any fixed n. Let X be the space S0(T ) of
all complete 0 types which are consistent with T . For an ordinal α, let X(α) be
the α-iterated Cantor-Bendixon derivative of X . The language is countable,
there is some α < ω1 such that X
(α) = X(α+1) and X \ Xα is countable.
Xα is a perfect set and therefore it is homeomorphic to the Cantor space
ω2 or it is empty. Recall that covK is the least cardinal such that the real
line (equivalently any Polish space without isolated points) can be covered
by covK many closed nowhere dense sets. Then, clearly ω < covK ≤ ω2.
Martin’s axiom (by the above) implies that covK = ω2 but it is consistent
that covK < ω2, as also illustrated above. We associate a set P∞ of ≤ covK
many types with Xα. Assume that Xα is non-empty, since it is a closed set in
X , there is some extension T∞ of T such that in X
Xα =
⋂
σ∈T∞
[σ].
Hence the space S0(T∞) is homeomorphic to X
α and to ω2. Then there are
Yβ(β < covK) closed nowhere dense sets in S
0(T∞) such that
S0(T∞) =
⋃
β<covK
Yβ.
Let β < covK. Since Yβ is closed, there is a 0 type pβ such that in S
0(T∞)
Yβ =
⋂
σ∈pβ
[σ].
As Yβ is nowhere dense pβ is non principal in T∞. Assuming, without loss,
that T∞ ⊆ pβ we get that pβ is non principal in T . Set
P∞ = {pβ : β < covK}.
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Let us consider the 0 types inX\Xα. These are complete consistent extensions
of T . For every T ′ ∈ X \Xα we shall define a set PT ′ of ≤ covK many n types
that are not omitted in T ′. If T ′ is not a finite extension of T , set PT ′ = {T ′}.
Otherwise, in Sn(T ′) the isolated types are not dense. Hence there is some
non-empty Y ⊆ Sn(T ′) clopen and perfect. Now we can cover Y with a family
of covK many closed nowhere dense sets of n types. Since Y is clo-open in
Sn(T ′), these sets are closed nowhere dense sets in Sn(T ′), so we obtain a
family of covK many non principal n types that cannot be omitted. We may
assume that T ′ ⊆ p for every p ∈ P ′T and therefore every type in P
′
T is non
principal in T . Define
P = P∞ ∪
⋃
{PT ′ : T
′ ∈ X \Xα}.
Now P is a family of non-principal types |P | = covK that cannot be omitted.
Let A = Fm/T and for p ∈ P let Xp = {φ/T : φ ∈ p}. Then Xi ⊆ NrnA, and∏
Xi = 0. However for any 0 6= a, there is no set algebra C with countable
base M and g : A → C such that g(a) 6= 0 and
⋂
x∈Xi
f(x) = ∅. Now let
B = NrnA. Let a 6= 0. Assume, seeking a contradiction, that there exists
f : B → D′ such that f(a) 6= 0 and
⋂
x∈Xi
f(x) = ∅. We can assume that B
generates A and that D′ = NrnD where D ∈ Lfω. Let g = Sg
A×Df . We will
show that g is a one to one function with domain A that preserves the Xi’s
which is impossible (Note that by definition g is a homomorphism). We have
Domg = DomSgA×Df = SgADomf = SgANrnA = A.
By symmetry it is enough to show that g is a function. We first prove the
following (*)
If (a, b) ∈ g and ck(a, b) = (a, b) for all k ∈ ω ∼ n, then f(a) = b.
Indeed,
(a, b) ∈ NrnSg
A×Df = SgNrn(A×D)f = SgNrnA×NrnDf = f.
Here we are using that A × D ∈ Lfω, so that NrnSg
A×Df = SgNrn(A×D)f.
Now suppose that (x, y), (x, z) ∈ g. Let k ∈ ω ∼ n. Let ∆ denote symmetric
difference. Then
(0, ck(y∆z)) = (ck0, ck(y∆z)) = ck(0, y∆z) = ck((x, y)∆(x, z)) ∈ g.
Also,
ck(0, ck(y∆z)) = (0, ck(y∆z)).
Thus by (*) we have
f(0) = ck(y∆z) for any k ∈ ω ∼ n.
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Hence ck(y∆z) = 0 and so y = z. We conclude that there exists a countable
B ∈ NrnCAω and (Xi : i < covK) such that
∏
Xi = 0 but there is no
representation that preserves the Xi’s. In more detail. Give any a ∈ B, if
a is non zero, C is a set algebra with countable base and f : B → C is a
homomorphism such that f(a) 6= 0, then there exists i < covK, such that⋂
x∈Xi
f(x) 6= ∅. Therefore OTT is false in a model of ZFC + ¬CH . 11
Finally we point out that covK can be defined to be the least cardinal
such that the Baire category theorem for compact Hausdorff spaces fails or the
largest cardinal such that MA(countable) holds or the largest cardinal κ such
< κ many non principal types can be omitted.
4.7 Neat Embeddings, Monk’s result yet once again,
and games
The results in the previous section adressed the class ScNrnCAω of algebras
having a complete neat embedding property. Neat reducts have been a cen-
tral notion in algebraic logic since the beginnings. Indeed, the consecutive
problems 2.11, 2.12, 2.13 in the monograph [36] are on neat reducts. Prob-
lem 2.12 is solved by Hirsch Hodkinson and Maddux [52]. The authors of
[52] show that the sequence 〈SNrnCAn+k : k ∈ ω〉 is strictly decreasing for
ω > n > 2 with respect to inclusion. (Recall that we generalized this rsult to
quasipolyadic equality algebras). The infinite dimensional case is settled by
Pigozzi as reported in [36]. The main result in [52] strengthes Monk’s classical
result that for every finite n > 2 and any k ∈ ω,RCAn ⊂ SNrnCAn+k. Taking
Ak ∈ SNrnCAn+k ∼ RCAn, and forming the ultraproduct
∏
Ak/F relative
to a non-principal ultrafilter on ω, the resulting structure will be representable,
showing that RCAn, though, elementary (indeed a variety) is not finitely ax-
iomatizable. Problem 2.13 is solved above (see the paragraph after theorem
3.19). Problem 2.11 which is relevant to our later discussion asks: For which
pair of ordinals α < β is the class NrαCAβ closed under forming subalgebras
and homomorphic images? Ne´meti proves that for any 1 < α < β the class
NrαCAβ though closed under forming homomorphic images and products is
not a variety, i.e., it is not closed under forming subalgebras [100]. The next
natural question is whether this class is elementary, and in this particular case,
since the class of neat reducts is closed under ultraproducts, this amounts to
asking whether it is closed under elementary subalgebras? In [120] it is proved
that for any 1 < α < β, the class NrαCAβ is not elementary answering prob-
11Another model in which covK = ω2 and
ω2 = ω3 is due to Bukovski [91] who does
it by starting with a model of 2ω = ω3, and then doing an ω2 iteration. At each step of
the iteration he does an ω3 iteration making MA true. Alternatively we could start with a
model of 2ω = ω3 and then do an ω2 iteration with D where D = {(n, f) : n < ω, f ∈ ωω}
the order for forcing an eventually dominant real.
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lem 4.4 in [37]. In [153], it is shown that this class cannot be characterized by
any L∞ω sentence. In this section we will be concerned with the class NrnCAω
when n is finite. Note that NrnCAω ⊆ ScNrnCAω. We know that NrnCAω
is closed under products and homomorphic images, thus under ultraproducts.
However, for n > 1, it is not closed under elementary subalgebras, equiva-
lently, under ultraroots. (For n ≤ 1,NrnCAω = RCAn = CAn; so this is a
degenerate case which we ignore). For a class K, ELK denotes the elementary
closure of K, that is the least elementary class containing K. UpK denotes
the class of all ultraproducts of members of K and UrK denotes the class of
all ultraroots of members of K. Recall that, by the celebrated Shelah - Keisler
theorem, ElK = UpUrK.
Theorem 4.32. Let n > 1. Then the class NrnCAω is pseudo-elementary,
but is not elementary. Furthermore, ElNrnCAω ⊂ RCAn, ELNrnCAω is
recursively enumerable, and for n > 2 is not finitely axiomatizable.
Proof. The class NrnCAω is not elementary [120]. To show that it is pseudo-
elementary, we use a three sorted defining theory, with one sort for a cylindric
algebra of dimension n (c), the second sort for the Boolean reduct of a cylindric
algebra (b) and the thirs sort for a set of dimensions (δ). We use superscripts
n, b, δ for variables and functions to indicate that the variable, or the returned
value of the function, is of the sort of the cylindric algebra of dimension n, the
Boolean part of the cylindric algebra or the dimension set, respectively. The
signature includes dimension sort constants iδ for each i < ω to represent the
dimensions. The defining theory for NrnCAω incudes sentences demanding
that the consatnts iδ for i < ω are distinct and that the last two sorts define
a cylindric algenra of dimension ω. For example the sentence
∀xδ, yδ, zδ(db(xδ, yδ) = cb(zδ, db(xδ, zδ).db(zδ, yδ)))
represents the cylindric algebra axiom dij = ck(dik.dkj) for all i, j, k < ω. We
have have a function Ib from sort c to sort b and sentences requiring that Ib
be injective and to respect the n dimensional cylindric operations as follows:
for all xr
Ib(dij) = d
b(iδ, jδ)
Ib(cix
r) = cbi(I
b(x)).
Finally we require that Ib maps onto the set of n dimensional elements
∀yb((∀zδ(zδ 6= 0δ, . . . (n− 1)δ → cb(zδ, yb) = yb))↔ ∃xr(yb = Ib(xr))).
For A ∈ CAn, Rd3A denotes the CA3 obtained from A by discarding all
operations indexed by indices in n ∼ 3. Dfn denotes the class of diagonal
free cylindric algebras. RddfA denotes the Dfn obtained from A by deleting
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all diagonal elements. To prove the non-finite axiomatizability result we use
Monk’s algebras. For 3 ≤ n, i < ω, with n − 1 ≤ i,Cn,i denotes the CAn
associated with the cylindric atom structure as defined on p. 95 of [36]. Then
by [36, 3.2.79] for 3 ≤ n, and j < ω, Rd3Cn,n+j can be neatly embedded in
a CA3+j+1. (1) By [36, 3.2.84]) we have for every j ∈ ω, there is an 3 ≤ n
such that RddfRd3Cn,n+j is a non-representable Df 3. (2) Now suppose m ∈ ω.
By (2), choose j ∈ ω ∼ 3 so that RddfRd3Cj,j+m+n−4 is a non-representable
Df3. By (1) we have RddfRd3Cj,j+m+n−4 ⊆ Nr3Bm, for some B ∈ CAn+m.
Put Am = NrnBm. RddfAm is not representable, a friotri, Am /∈ RCAn, for
else its Df reduct would be representable. Therefore Am /∈ ELNrnCAω. Now
let Cm be an algebra similar to CAω’s such that Bm = Rdn+mCm. Then
Am = NrnCm. Let F be a non-principal ultrafilter on ω. Then∏
m∈ω
Am/F =
∏
m∈ω
(NrnCm)/F = Nrn(
∏
m∈ω
Cm/F )
But
∏
m∈ω Cm/F ∈ CAω. Hence CAn ∼ ElNrnCAω is not closed under
ultraproducts. It follows that the latter class is not finitely axiomatizable. In
[120] it is proved that for 1 < α < β, ElNrαCAβ ⊂ SNrαCAβ.
From the above proof it follows that
Corollary 4.33. Let K be any class such that NrnCAω ⊆ K ⊆ RCAn. Then
ELK is not finitely axiomatizable
For n > 2 the addition of finitely many first order definable operations does
not remedy the non-finite axiomatizability result forRCAn, as proved by Biro.
First order definable operations are those operations that can be defined using
spare dimensions, and hence the notion of neat reducts are appropriate for
handing them. A non-trivial question that relates to the Finitization problem,
and involves the class NrnCAω in an essential way, is whether we can expand
the signature of cylindric algebras by extra natural operations on n-ary rela-
tions so that if A ∈ Csn and is closed under these operations then this forces
A to be in the class NrnCAω. (For example, the polyadic operations are not
enough.) The class NrnCAω contains all first order definable operations, so
the question can be reformulated as to whether one can capture all first order
definable operations using a finite set of operations. Next we characterize the
class NrnCAω using games. Since games go deeper into the analysis, they
could shed light on the possible choice of such operations. For that, we need
some preparations. We use “cylindric algebra” games that are analogues to
certain “relation algebra” games used by Robin Hirsch in [39]. In [39] Robin
Hirsch studies quite extensively the class RaCAn of relation algebra reducts
of cylindric algebras of dimension n. This class was studied by many authors,
to mention a few, Maddux, Simon and Nemeti. References for their work can
be found in the most recent reference [39]. Our treatment in this part follows
very closely [39].
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Definition 4.34. Let n be an ordinal. An s word is a finite string of substi-
tutions (sji ), a c word is a finite string of cylindrifications (ck). An sc word is
a finite string of substitutions and cylindrifications Any sc word w induces a
partial map wˆ : n→ n by
• ǫˆ = Id
• ŵij = wˆ ◦ [i|j]
• ŵci = wˆ ↾ (n ∼ {i}
If a¯ ∈ <n−1n, we write sa¯, or more frequently sa0...ak−1 , where k = |a¯|, for an
an arbitary chosen sc word w such that wˆ = a¯. w exists and does not depend on
w by [48, definition 5.23 lemma 13.29]. We can, and will assume [48, Lemma
13.29] that w = scn−1cn. [In the notation of [48, definition 5.23, lemma 13.29],
ŝijk for example is the function n → n taking 0 to i, 1 to j and 2 to k, and
fixing all l ∈ n \ {i, j, k}.] Let δ be a map. Then δ[i→ d] is defined as follows.
δ[i→ d](x) = δ(x) if x 6= i and δ[i→ d](i) = d. We write δji for δ[i→ δj ].
Definition 4.35. From now on let 2 ≤ n < ω. Let C be an atomic CAn. An
atomic network over C is a map
N : n∆→ AtC
such that the following hold for each i, j < n, δ ∈ n∆ and d ∈ ∆:
• N(δij) ≤ dij
• N(δ[i→ d]) ≤ ciN(δ)
Note than N can be viewed as a hypergraph with set of nodes ∆ and each
hyperedge in µ∆ is labelled with an atom from C. We call such hyperedges
atomic hyperedges. We write nodes(N) for ∆. But it can happen let N stand
for the set of nodes as well as for the function and the network itself. Context
will help.
Define x ∼ y if there exists z¯ such that N(x, y, z¯) ≤ d01. Define an equiva-
lence relation ∼ over the set of all finite sequences over nodes(N) by x¯ ∼ y¯ iff
|x¯| = |y¯| and xi ∼ yi for all i < |x¯|.
(3) A hypernetwork N = (Na, Nh) over C consists of a network Na to-
gether with a labelling function for hyperlabels Nh : <ωnodes(N)→ Λ (some
arbitrary set of hyperlabels Λ) such that for x¯, y¯ ∈ <ωnodes(N)
IV. x¯ ∼ y¯ ⇒ Nh(x¯) = Nh(y¯).
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If |x¯| = k ∈ nats and Nh(x¯) = λ then we say that λ is a k-ary hyperlabel.
(x¯) is referred to a a k-ary hyperedge, or simply a hyperedge. (Note that we
have atomic hyperedges and hyperedges) When there is no risk of ambiguity
we may drop the superscripts a, h.
The following notation is defined for hypernetworks, but applies equally to
networks.
(4) If N is a hypernetwork and S is any set then N↾S is the n-dimensional
hypernetwork defined by restricting N to the set of nodes S ∩ nodes(N). For
hypernetworks M,N if there is a set S such that M = N↾S then we write
M ⊆ N . If N0 ⊆ N1 ⊆ . . . is a nested sequence of hypernetworks then
we let the limit N =
⋃
i<ωNi be the hypernetwork defined by nodes(N) =⋃
i<ω nodes(Ni), N
a(x0, . . . xn−1) = N
a
i (x0, . . . xn−1) if x0 . . . xµ−1 ∈ nodes(Ni),
and Nh(x¯) = Nhi (x¯) if rng(x¯) ⊆ nodes(Ni). This is well-defined since the
hypernetworks are nested and since hyperedges x¯ ∈ <ωnodes(N) are only
finitely long.
For hypernetworks M,N and any set S, we write M ≡S N if N↾S = M↾S.
For hypernetworks M,N , and any set S, we write M ≡S N if the symmetric
difference ∆(nodes(M), nodes(N)) ⊆ S and M ≡(nodes(M)∪nodes(N))\S N . We
write M ≡k N for M ≡{k} N .
Let N be a network and let θ be any function. The network Nθ is a
complete labelled graph with nodes θ−1(nodes(N)) = {x ∈ dom(θ) : θ(x) ∈
nodes(N)}, and labelling defined by (Nθ)(i0, . . . iµ−1) = N(θ(i0), θ(i1), θ(iµ−1)),
for i0, . . . iµ−1 ∈ θ−1(nodes(N)). Similarly, for a hypernetwork N = (Na, Nh),
we define Nθ to be the hypernetwork (Naθ,Nhθ) with hyperlabelling defined
by Nhθ(x0, x1, . . .) = N
h(θ(x0), θ(x1), . . .) for (x0, x1, . . .) ∈ <ωθ−1(nodes(N)).
Let M,N be hypernetworks. A partial isomorphism θ : M → N is a
partial map θ : nodes(M)→ nodes(N) such that for any ii . . . iµ−1 ∈ dom(θ) ⊆
nodes(M) we have Ma(i1, . . . iµ−1) = N
a(θ(i), . . . θ(iµ−1)) and for any finite
sequence x¯ ∈ <ωdom(θ) we have Mh(x¯) = Nhθ(x¯). If M = N we may call θ a
partial isomorphism of N .
Definition 4.36. Let 2 ≤ n < ω. For any CAn atom structure α, and
n ≤ m ≤ ω, we define two-player games Fmn (α), and Hn(α), each with ω
rounds, and for m < ω we define Hm,n(α) with n rounds.
• Let m ≤ ω. In a play of Fmn (α) the two players construct a sequence
of networks N0, N1, . . . where nodes(Ni) is a finite subset of m = {j :
j < m}, for each i. In the initial round of this game ∀ picks any atom
a ∈ α and ∃ must play a finite network N0 with nodes(N0) ⊆ n, such
that N0(d¯) = a for some d¯ ∈
µnodes(N0). In a subsequent round of a
play of Fmn (α) ∀ can pick a previously played network N an index l < n,
a “face” F = 〈f0, . . . fn−2〉 ∈ n−2nodes(N), k ∈ m \ {f0, . . . fn−2}, and
an atom b ∈ α such that b ≤ clN(f0, . . . fi, x, . . . fn−2). (the choice of
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x here is arbitrary, as the second part of the definition of an atomic
network together with the fact that ci(cix) = cix ensures that the right
hand side does not depend on x). This move is called a cylindrifier move
and is denoted (N, 〈f0, . . . fµ−2〉, k, b, l) or simply (N,F, k, b, l). In order
to make a legal response, ∃ must play a network M ⊇ N such that
M(f0, . . . fi−1, k, fi, . . . fn−2)) = b and nodes(M) = nodes(N) ∪ {k}.
∃ wins Fmn (α) if she responds with a legal move in each of the ω rounds.
If she fails to make a legal response in any round then ∀ wins.
• Fix some hyperlabel λ0. Hn(α) is a game the play of which consists
of a sequence of λ0-neat hypernetworks N0, N1, . . . where nodes(Ni) is a
finite subset of ω, for each i < ω. In the initial round ∀ picks a ∈ α
and ∃ must play a λ0-neat hypernetwork N0 with nodes contained in
µ and N0(d¯) = a for some nodes d¯ ∈
µN0. At a later stage ∀ can
make any cylindrifier move (N,F, k, b, l) by picking a previously played
hypernetwork N and F ∈ n−2nodes(N), l < n, k ∈ ω \ nodes(N) and
b ≤ clN(f0, fl−1, x, fn−2). [In Hn we require that ∀ chooses k as a ‘new
node’, i.e. not in nodes(N), whereas in Fmn for finite m it was necessary
to allow ∀ to ‘reuse old nodes’. This makes the game easior as far as ∀
is concerned.) For a legal response, ∃ must play a λ0-neat hypernetwork
M ≡k N where nodes(M) = nodes(N)∪{k} andM(f0, fi−1, k, fn−2) = b.
Alternatively, ∀ can play a transformation move by picking a previously
played hypernetwork N and a partial, finite surjection θ : ω → nodes(N),
this move is denoted (N, θ). ∃ must respond with Nθ. Finally, ∀ can
play an amalgamation move by picking previously played hypernetworks
M,N such that M ≡nodes(M)∩nodes(N) N and nodes(M) ∩ nodes(N) 6= ∅.
This move is denoted (M,N). To make a legal response, ∃must play a λ0-
neat hypernetwork L extendingM and N , where nodes(L) = nodes(M)∪
nodes(N).
Again, ∃ wins Hn(α) if she responds legally in each of the ω rounds,
otherwise ∀ wins.
• For m < ω the game Hm,n(α) is similar to Hn(α) but play ends after m
rounds, so a play of Hm,n(α) could be
N0, N1, . . . , Nm
If ∃ responds legally in each of these m rounds she wins, otherwise ∀
wins.
Definition 4.37. For m ≥ 5 and C ∈ CAm, if A ⊆ Nrn(C) is an atomic
cylindric algebra and N is an A-network then we define N̂ ∈ C by
N̂ =
∏
i0,...in−1∈nodes(N)
si0,...in−1N(i0 . . . in−1)
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N̂ ∈ C depends implicitly on C.
We write A ⊆c B if A ∈ Sc{B}.
Lemma 4.38. Let n < m and let A be an atomic CAn, A ⊆c NrnC for some
C ∈ CAm. For all x ∈ C \ {0} and all i0, . . . in−1 < m there is a ∈ At(A) such
that si0...in−1a . x 6= 0.
Proof. We can assume, see definition 4.34, that si0,...in−1 consists only of sub-
stitutions, since cm . . . cm−1 . . . cnx = x for every x ∈ A.We have sij is a com-
pletely additive operator (any i, j), hence si0,...iµ−1 is too (see definition 4.34).
So
∑
{si0...in−1a : a ∈ At(A)} = si0...in−1
∑
At(A) = si0...in−11 = 1, for any
i0, . . . in−1 < n. Let x ∈ C \ {0}. It is impossible that si0...in−1 . x = 0 for
all a ∈ At(A) because this would imply that 1 − x was an upper bound for
{si0...in−1a : a ∈ At(A)}, contradicting
∑
{si0...in−1a : a ∈ At(A)} = 1.
Lemma 4.39. Let n < m and let A ⊆c NrnC be an atomic CAn
1. For any x ∈ C \ {0} and any finite set I ⊆ m there is a network N such
that nodes(N) = I and x . N̂ 6= 0.
2. For any networks M,N if M̂ . N̂ 6= 0 then M ≡nodes(M)∩nodes(N) N .
Proof. The proof of the first part is based on repeated use of lemma 4.38. We
define the edge labelling of N one edge at a time. Initially no hyperedges are
labelled. Suppose E ⊆ nodes(N)×nodes(N) . . .×nodes(N) is the set of labelled
hyper edges of N (initially E = ∅) and x .
∏
c¯∈E sc¯N(c¯) 6= 0. Pick d¯ such that
d¯ 6∈ E. By lemma 4.38 there is a ∈ At(A) such that x .
∏
c¯∈E sc¯N(c¯) . sd¯a 6= 0.
Include the edge d¯ in E. Eventually, all edges will be labelled, so we obtain
a completely labelled graph N with N̂ 6= 0. it is easily checked that N is a
network. For the second part, if it is not true thatM ≡nodes(M)∩nodes(N) N then
there are is c¯ ∈n−1 nodes(M) ∩ nodes(N) such that M(c¯) 6= N(c¯). Since edges
are labelled by atoms we have M(c¯) ·N(c¯) = 0, so 0 = sc¯0 = sc¯M(c¯) . sc¯N(c¯) ≥
M̂ . N̂ .
Lemma 4.40. Let Let m > n. Let C ∈ CAm and let A ⊆ Nrn(C) be atomic.
Let N be a network over A and i, j < n.
1. If i 6∈ nodes(N) then ciN̂ = N̂ .
2. N̂Id−j ≥ N̂ .
3. If i 6∈ nodes(N) and j ∈ nodes(N) then N̂ 6= 0 → N̂ [i/j] 6= 0. where
N [i/j] = N ◦ [i|j]
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4. If θ is any partial, finite map n→ n and if nodes(N) is a proper subset
of n, then N̂ 6= 0→ N̂θ 6= 0.
Proof. The first part is easy. The second part is by definition of .̂ For the
third part suppose N̂ 6= 0. Since i 6∈ nodes(N), by part 1, we have ciN̂ = N̂ .
By cylindric algebra axioms it follows that N̂ . dij 6= 0. By lemma 4.39 there
is a network M where nodes(M) = nodes(N) ∪ {i} such that M̂ .N̂ . dij 6= 0.
By lemma 4.39 we have M ⊇ N and M(i, j) ≤ 1′. It follows that M = N [i/j].
Hence N̂ [i/j] 6= 0. For the final part (cf. [48, lemma 13.29]), since there is
k ∈ n \ nodes(N), θ can be expressed as a product σ0σ1 . . . σt of maps such
that, for s ≤ t, we have either σs = Id−i for some i < n or σs = [i/j] for some
i, j < n and where i 6∈ nodes(Nσ0 . . . σs−1). Now apply parts 2 and 3 of the
lemma.
We now prove two Theorems relating neat embeddings to the games we
defined:
Theorem 4.41. Let n < m, and let A be a CAm. If A ∈ ScNrnCAm, then ∃
has a winning strategy in Fm(AtA).
Proof. If A ⊆ NrnC for some C ∈ CAm then ∃ always plays hypernetworks
N with nodes(N) ⊆ n such that N̂ 6= 0. In more detail, in the initial
round , let ∀ play a ∈ AtA. ∃ play a network N with N(0, . . . n − 1) = a.
Then N̂ = a 6= 0. At a later stage suppose ∀ plays the cylindrifier move
(N, 〈f0, . . . fµ−2〉, k, b, l) by picking a previously played hypernetwork N and
fi ∈ nodes(N), l < µ, k /∈ {fi : i < n − 2}, and b ≤ clN(f0, . . . fi−1, x, fn−2).
Let a¯ = 〈f0 . . . fl−1, k . . . fn−2〉. Then ckN̂ · sa¯b 6= 0. By 4.38 there is a network
M such that M̂.ĉkN · sa¯b 6= 0. Hence M(f0, k, fn−2) = b.
Theorem 4.42. Let α be a countable CAn atom structure. If ∃ has a winning
strategy in Hn(α) then there is a representable cylindric algebra C of dimension
ω such that NrnC is atomic and AtNrnC ∼= α.
Proof. Suppose ∃ has a winning strategy in H(α). Fix some a ∈ α. We can
define a nested sequence N0 ⊆ N1 . . . of hypernetworks where N0 is ∃’s response
to the initial ∀-move a, requiring that
1. If Nr is in the sequence and and b ≤ clNr(〈f0, fn−2〉 . . . , x, fn−2). then
there is s ≥ r and d ∈ nodes(Ns) such that Ns(f0, fi−1, d, fn−2) = b.
2. If Nr is in the sequence and θ is any partial isomorphism of Nr then
there is s ≥ r and a partial isomorphism θ+ of Ns extending θ such that
rng(θ+) ⊇ nodes(Nr).
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Since α is countable there are countably many requirements to extend. Since
the sequence of networks is nested , these requirements to extend remain in all
subsequent rounds. So that we can schedule these requirements to extend so
that eventually, every requirement gets dealt with. If we are required to find
k and Nr+1 ⊃ Nr such that Nr+1(f0, k, fn−2) = b then let k ∈ ω \ nodes(Nr) be
least possible for definiteness, and let Nr+1 be ∃’s response using her winning
strategy, to the ∀move Nr, (f0, . . . fn−1), k, b, l). For an extension of type 2, let τ
be a partial isomorphism of Nr and let θ be any finite surjection onto a partial
isomorphism of Nr such that dom(θ)∩nodes(Nr) = domτ . ∃’s response to ∀’s
move (Nr, θ) is necessarily Nθ. Let Nr+1 be her response , using her wining
strategy, to the subsequent ∀move (Nr, Nrθ).
Now let Na be the limit of this sequence. This limit is well-defined since
the hypernetworks are nested. Note, for b ∈ α, that
(∃i0, . . . Iµ−1 ∈ nodes(Na), Na(i0 . . . , iµ−1) = b) ⇐⇒ b ∼ a (17)
Let θ be any finite partial isomorphism of Na and let X be any finite subset
of nodes(Na). Since θ,X are finite, there is i < ω such that nodes(Ni) ⊇
X ∪ dom(θ). There is a bijection θ+ ⊇ θ onto nodes(Ni) and j ≥ i such
that Nj ⊇ Ni, Niθ+. Then θ+ is a partial isomorphism of Nj and rng(θ+) =
nodes(Ni) ⊇ X . Hence, if θ is any finite partial isomorphism of Na and X is
any finite subset of nodes(Na) then
∃ a partial isomorphism θ+ ⊇ θ of Na where rng(θ+) ⊇ X (18)
and by considering its inverse we can extend a partial isomorphism so as to
include an arbitrary finite subset of nodes(Na) within its domain. Let L be
the signature with one µ -ary predicate symbol (b) for each b ∈ α, and one
k-ary predicate symbol (λ) for each k-ary hyperlabel λ. [Notational point: if
λ is k-ary and l-ary for k 6= l then make one k-ary predicate symbol λ and one
l-ary predicate symbol λ′, so that every predicate symbol has a unique arity.]
The set of variables for L-formulas is {xi : i < ω}. We also have equality. Pick
fa ∈ ωnodes(Na). Let Ua = {f ∈ ωnodes(Na) : {i < ω : g(i) 6= fa(i)} is finite}.
We can make Ua into the base of an L-structure Na and evaluate L-formulas
at f ∈ Ua as follow. For b ∈ α, l0, . . . lµ−1, i0 . . . , ik−1 < ω, k-ary hyperlabels
λ, and all L-formulas φ, ψ, let
Na, f |= b(xl0 . . . xn−1) ⇐⇒ Na(f(l0), . . . f(ln−1)) = b
Na, f |= λ(xi0 , . . . , xik−1) ⇐⇒ Na(f(i0), . . . , f(ik−1)) = λ
Na, f |= ¬φ ⇐⇒ Na, f 6|= φ
Na, f |= (φ ∨ ψ) ⇐⇒ Na, f |= φ or Na, f |= ψ
Na, f |= ∃xiφ ⇐⇒ Na, f [i/m] |= φ, some m ∈ nodes(Na)
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For any L-formula φ, write φNa for {f ∈ ωnodes(Na) : Na, f |= φ}. Let
FormNa = {φNa : φ is an L-formula} and define a cylindric algebra
Da = (Form
Na,∪,∼,Dij,Ci, i, j < ω)
where Dij = (xi = xj)
Na , Ci(φ
Na) = (∃xiφ)Na. Observe that ⊤Na = Ua, (φ ∨
ψ)Na = φNa ∪ ψNa, etc. Note also that D is a subalgebra of the ω-dimensional
cylindric set algebra on the base nodes(Na), hence D ∈ RCAω.
Let φ(xi0, xi1 , . . . , xik) be an arbitrary L-formula using only variables be-
longing to {xi0 , . . . , xik}. Let f, g ∈ Ua (some a ∈ α) and suppose is a partial
isomorphism of Na. We can prove by induction over the quantifier depth of φ
and using (18), that
Na, f |= φ ⇐⇒ Na, g |= φ (19)
Let C =
∏
a∈αDa. Then C ∈ RCAω. An element x of C has the form
(xa : a ∈ α), where xa ∈ Da. For b ∈ α let πb : C → Db be the projection
defined by πb(xa : a ∈ α) = xb. Conversely, let ιa : Da → C be the embedding
defined by ιa(y) = (xb : b ∈ α), where xa = y and xb = 0 for b 6= a. Evidently
πb(ιb(y)) = y for y ∈ Db and πb(ιa(y)) = 0 if a 6= b.
Suppose x ∈ NrµC \ {0}. Since x 6= 0, it must have a non-zero component
πa(x) ∈ Da, for some a ∈ α. Say ∅ 6= φ(xi0 , . . . , xik)
Da = πa(x) for some
L-formula φ(xi0 , . . . , xik). We have φ(xi0, . . . , xik)
Da ∈ NrµDa). Pick f ∈
φ(xi0 , . . . , xik)
Da and let b = Na(f(0), f(1), . . . fn−1) ∈ α. We will show that
b(x0, x1, . . . xn−1)
Da ⊆ φ(xi0, . . . , xik)
Da. Take any g ∈ b(x0, x1 . . . xn−1)Da , so
Na(g(0), g(1) . . . g(n − 1)) = b. The map {(f(0), g(0)), (f(1), g(1)) . . .(f(n −
1), g(n− 1))} is a partial isomorphism of Na. By (18) this extends to a finite
partial isomorphism θ of Na whose domain includes f(i0), . . . , f(ik). Let g
′ ∈
Ua be defined by
g′(i) =
{
θ(i) if i ∈ dom(θ)
g(i) otherwise
By (19), Na, g′ |= φ(xi0 , . . . , xik). Observe that g
′(0) = θ(0) = g(0) and
similarly g′(n − 1) = g(n − 1), so g is identical to g′ over µ and it differs
from g′ on only a finite set of coordinates. Since φ(xi0 , . . . , xik)
Da ∈ Nrµ(C)
we deduce Na, g |= φ(xi0 , . . . , xik), so g ∈ φ(xi0 , . . . , xik)
Da . This proves that
b(x0, x1 . . . xµ−1)
Da ⊆ φ(xi0 , . . . , xik)
Da = πa(x), and so ιa(b(x0, x1, . . . xn−1)
Da) ≤
ιa(φ(xi0 , . . . , xik)
Da) ≤ x ∈ C \{0}. Hence every non-zero element x of NrnC is
above a non-zero element ιa(b(x0, x1 . . . n1)
Da) (some a, b ∈ α) and these latter
elements are the atoms of NrnC. So NrnC is atomic and α ∼= AtNrnC — the
isomorphism is b 7→ (b(x0, x1, . . . xn−1)Da : a ∈ A).
In [154], we use such games to show that for n ≥ 3, there is a representable
A ∈ CAn with atom structure α such that ∀ can win the game F n+2(α).
However ∃ has a winning strategy in Hn(α), for any n < ω. It will follow
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that there a countable cylindric algebra A′ such that A′ ≡ A and ∃ has a
winning strategy in H(A′). So let K be any class such that NrnCAω ⊆ K ⊆
ScNrnCAn+2. A′ must belong to Nrn(RCAω), hence A′ ∈ K. But A 6∈ K
and A  A′. Thus K is not elementary. From this it easily follows that the
class of completely representable cylindric algebras is not elementary, and that
the class NrnCAn+k for any k ≥ 0 is not elementary either. Furthermore
the constructions works for many variants of cylindric algebras like Halmos’
polyadic equality algebras and Pinter’s substitution algebras.
Theorem 4.43. Let 3 ≤ n < ω. Then the following hold:
(i) Any K such that NrnCAω ⊆ K ⊆ ScNrnCAn+2 is not elementary.
(ii) The inclusions NrnCAω ⊆ ScNrnCAω ⊆ SNrnCAω are all proper
Proof. (i) is already mentioned. While for (ii), for the first inclusion [120],
and for the second [41].
Robin Hirsch prove the analagous result of theorem 4.43 (i) for relation
algebras (RA) [39]. For RA’s we do have a NET to the effect that RRA =
SRaCAω = SRaRCAω. If a representable relation algebra A generates at
most one RCAω then A ∈ APbase(RRA). This is another way of saying that
an RA has the UNEP . In particular, QRA ⊆ APbase(RRA). QRA de-
fined in e.g [179] p. 242 is the class of relation algebras with quasi-projections.
In fact, we have QRA ⊆ SUPAPbase(RRA). A recent reference dealing
with representability of QRA’s via a Neat Embedding Theorem for CA’s is
[177]. So for RA’s, QRA is a “natural” class such that each of its members
has SNEP and UNEP . QRA lies at the heart of ‘finitizing” set theory [179].
The CA analogue of this class is the class of directed cylindric algebras in-
vented by Ne´meti, and studied by Andras Simon and Gabor Sagi [171]. The
representability of such algebras, providing a solution to the finite dimensional
version of FP in certain non well founded set theories, can be also proved using
a NET . Furthermore for such algebras neat reducts commute with forming
subalgebras ( that is if X ⊆ NrnA, then Sg
NrnAX = NrnSg
AX), hence this
class has SUPAP . In [1] the NET of Henkin is likened to his completeness
proof; therefore it is not a coincidence that interpolation results and omitting
types for variants of first order logic turn out closely linked to appropriate
variations on the NET . Indeed one theme of this paper is to deepen and
highlight this connection. An algebra A is representable if it neatly embeds
into an algebra in ω extra dimensions, for a class of algebras to have the amal-
gamation property its members should embed neatly into ω extra dimensions
in a unique way, for a class of algebras to have super amalgamation its mem-
bers should embed uniquely and strongly into ω extra dimensions ; finally for
atomic countable algebras to be completely representable they should embed
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completely into algebras in ω extra dimensions. We end, this article, by re-
marking that for different solutions to the Finitizability problem, resorting to
a NET , like QRA, Nemeti’s directed CA’s Sain’s algebras, when an alge-
bra is forced to neatly embed into one in ω extra dimensions, then it does
so, strongly, uniquely and completely! This also happens for PA’s. In other
words, for such algebras the inclusions in theorem 4.43 (ii) are not proper.
Thats essentially why such classes have SUPAP and their atomic algebras
are completely representable. We do not think that this is a coincidence, but
further research is needed to clarify this point.
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