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Abstract
This paper considers the k-hyperexpansive Hilbert space operators T (those satisfying∑
0pn
( n
p
)
T ∗pT p  0, 1  n  k) and the k-expansive operators (those satisfying the above inequal-
ity merely for n = k). It is known that if T is k-hyperexpansive then so is any power of T ; we prove
the analogous result for T assumed merely k-expansive. Turning to weighted shift operators, we give a
characterization of k-expansive weighted shifts, and produce examples showing the k-expansive classes
are distinct. For a weighted shift W that is k-expansive for all k (that is, completely hyperexpansive) we
obtain results for k-hyperexpansivity of back step extensions of W . In addition, we discuss the completely
hyperexpansive completion problem which is parallel to Stampfli’s subnormal completion problem.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let H be a separable, infinite dimensional, complex Hilbert space, and denote the algebra of
all bounded linear operators on H by L(H). For T ∈ L(H) and k ∈ N, where N is the set of
natural numbers, we let
Ak(T ) :=
∑
0pk
(−1)p
(
k
p
)
T ∗pT p. (1.1)
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Definition 1.1. For T ∈ L(H) and k ∈ N,
(i) T is k-isometric if Ak(T ) = 0;
(ii) T is k-expansive if Ak(T ) 0;
(iii) T is k-hyperexpansive if An(T ) 0, for all n = 1, . . . , k;
(iv) T is completely hyperexpansive if An(T )  0, for all n ∈ N. In particular, we sometimes
refer to complete hyperexpansivity as ∞-hyperexpansivity.
In [1], J. Agler characterized subnormality with the positivity of Ak(T ) in (1.1) and also
extended his inequalities to the concept of n-isometry (cf. [2–4]). On the other hand, A. Athavale
considered completely hyperexpansive operators in [6]. In further studies, various authors have
studied k-hyperexpansivity (cf. [5–7,10,12]). It is well known that
2-isometric ⊂ completely hyperexpansive ⊂ · · · ⊂ (k + 1)-hyperexpansive
⊂ k-hyperexpansive ⊂ · · · ⊂ 1-hyperexpansive = expansive.
In past papers the study has been of k-hyperexpansivity, thus “bundling” together the condi-
tions n-expansive, 1 n k. We prove a result showing it is enlightening to pull them apart in
Section 2, where we show that if T is k-expansive then so is T j for any j = 1,2, . . . . In Section 3,
we establish a formula showing the classes of k-hyperexpansive operators are distinct one from
another. In [13], an arbitrary subnormal weighted shift whose weights are strictly increasing was
able to provide examples showing the classes of k-hyponormal operators are distinct. However
the k-hyperexpansive case needs an additional condition. In Section 4, we discuss the completely
hyperexpansive completion problem which is parallel to the subnormal completion in [14].
2. The k-expansivity of operator powers
It is known that if T is completely hyperexpansive then so is T j for any j = 1,2, . . . [6]. It
is also known that if T is k-hyperexpansive for some k, then so is T j for any j ; this is to be
found (even for unbounded operators) in [10, Theorem 2.3]. In the case of weighted shifts, for
which one may consider the moment sequence, it follows from Eq. (4) of [5]. Each of these latter
arguments uses, in an essential way, that T is k-hyperexpansive, rather than just k-expansive.
Our improvement concerning the k-expansivity version encourages us to study k-expansivity
separately from k-hyperexpansivity.
After some definitions and lemmas, we show that the right result holds assuming only T is
k-expansive. To aid certain calculations, we first define an operation “” on expressions of the
form T ∗mT m and T ∗kT k by T ∗mT m  T ∗kT k := T ∗m(T ∗kT k)T m, m, k ∈ N. As well, define
I  (T ∗kT k) := T ∗kT k and (T ∗kT k)  I := T ∗kT k . Extend by linearity to sums of such expres-
sions, so, for example,(
T ∗T + T ∗2T 2)  (I − T ∗T ) = T ∗(I − T ∗T )T + T ∗2(I − T ∗T )T 2.
Note in passing that
T ∗n
(
T ∗j T j
)
T n  (T ∗kT k)= T ∗n((T ∗j T j )  (T ∗kT k))T n.
It is an easy computation to check that “” is both commutative and associative.
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stemming essentially from “Pascal’s” triangle.
An(T ) = An−1(T ) − T ∗An−1(T )T = (I − T ∗T )  An−1(T ). (2.1)
Note also that A0(T ) = I .
Lemma 2.1. Let T be any operator. Then for any m, k, and j in N0 := N ∪ {0},(
T ∗jAk(T )T j
)  Am(T ) = T ∗jAk+m(T )T j .
Proof. We will induct on k; the result obviously holds for k = 0 and all m and j . And for any m
and j ,(
T ∗jAk+1(T )T j
)  Am(T ) = T ∗j (Ak(T ) − T ∗Ak(T )T )T j  Am(T )
= T ∗j (Ak(T ))T j  Am(T ) − T ∗j (T ∗Ak(T )T )T j  Am(T )
= T ∗j (Ak+m(T ))T j − T ∗j (T ∗Ak+m(T )T )T j
= T ∗j (Ak+m(T ) − T ∗Ak+m(T )T )T j
= T ∗jAk+1+m(T )T j ,
where we have used (2.1). 
Lemma 2.2. Let T be any operator. Then for any k  1 and n in N0,
Ak
(
T n
)= k∑
j=0
(
k
j
)(
T ∗(n−1)jAk−j
(
T n−1
)
T (n−1)j
)  Aj(T ).
Proof. We will induct on k. For any n, A0(T n) = I and A1(T n) = I − T ∗nT n. Then
1∑
j=0
(
1
j
)(
T ∗(n−1)jA1−j
(
T n−1
)
T (n−1)j
)  Aj(T )
= 1(T ∗(n−1)0A1(T n−1)T (n−1)0)  A0(T ) + 1(T ∗(n−1)1A0(T n−1)T (n−1)1)  A1(T )
= (I − T ∗(n−1)T n−1)+ T ∗(n−1)(I − T ∗T )T (n−1)
= I − T ∗nT n,
which is the assertion for k = 1. Suppose then the assertion holds for k, and for any n. Then, for
any n,
Ak+1
(
T n
)= Ak(T n)  A1(T n)
=
(
k∑
j=0
(
k
j
)(
T ∗(n−1)jAk−j
(
T n−1
)
T (n−1)j
)  Aj(T )
)

( 1∑(1
i
)(
T ∗(n−1)iA1−i
(
T n−1
)
T (n−1)i
)  Ai(T )
)i=0
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(
k∑
j=0
(
k
j
)(
T ∗(n−1)
j
Ak−j
(
T n−1
)
T (n−1)j
)  Aj(T )
)
 (A1(T n−1)  A0(T ) + (T ∗(n−1)1A0(T n−1)T (n−1)1)  A1(T ))
=
(
k∑
j=0
(
k
j
)(
T ∗(n−1)jAk−j
(
T n−1
)
T (n−1)j
)  Aj(T )
)
 (A1(T n−1)  A0(T ))
+
(
k∑
j=0
(
k
j
)(
T ∗(n−1)
j
Ak−j
(
T n−1
)
T (n−1)j
)  Aj(T )
)
 ((T ∗(n−1)A0(T n−1)T (n−1))  A1(T ))
=
(
k∑
j=0
(
k
j
)(
T ∗(n−1)jAk+1−j
(
T n−1
)
T (n−1)j
)  Aj(T )
)
+
(
k∑
j=0
(
k
j
)(
T ∗(n−1)
j+1
Ak−j
(
T n−1
)
T (n−1)j+1
)  Aj+1(T )
)
=
k+1∑
j=0
(
k + 1
j
)(
T ∗(n−1)
j
Ak+1−j
(
T n−1
)
T (n−1)j
)  Aj(T ),
where the last equality comes from telescoping the pair of sums slightly using Pascal’s identity,
and we have used the commutativity and associativity of  and Lemma 2.1 freely. 
We may now prove the theorem.
Theorem 2.3. Suppose T is k-expansive for some k. Then for any positive integer n, T n is
k-expansive.
Proof. We must evaluate Ak(T n). Using the expansion of Lemma 2.2, we may express it as a
sum with positive coefficients involving terms of the form
T ∗p
(
Ak−j
(
T n−1
)  Aj(T ))T p,
for some p. Now expand each such Ak−j (T n−1) using Lemma 2.2, and what results for Ak(T n)
is (a sum of) terms of the form
T ∗q
(
Ak−j−m
(
T n−2
)  Am(T )  Aj(T ))T q.
Continuing in this fashion, we may finally have Ak(T n) expressed as a sum of terms of the form
T ∗r
(
Ai1(T )  Ai2(T )  · · ·  Aij (T )
)
T r
where i1 + i2 + · · · + ij = k. Citing Lemma 2.1 repeatedly, this term is T ∗rAk(T )T r . But this
is obviously negative since T is k-expansive, and therefore Ak(T n) 0 as a sum of such terms
with positive coefficients, and T n is k-expansive. 
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We turn now to the study of k-expansivity and k-hyperexpansivity for weighted shift opera-
tors. Let {en}∞n=0 be an orthonormal basis for 2(N0), and Wα be the (unilateral) weighted shift
on 2(N0) with a weight sequence α. That is, Wαen = αnen+1, n ∈ N0, where α := {αn}∞n=0 is a
positive bounded sequence.
The following is fundamental but useful and its proof lies in [6].
Lemma 3.1. [6] Let Wα be a weighted shift. Then the following are equivalent:
(i) Wα is completely hyperexpansive;
(ii) n → γn is completely alternating on N0;
(iii) there exists a positive regular Borel measure μ on [0,1] such that
γn = 1 +
∫
[0,1]
(
1 + · · · + xn−1)dμ(x), n ∈ N,
where γ0 = 1, γ1 = α20 , and γn = α20α21 · · ·α2n−1.
For a weighted shift Wα , it is easy to see that it suffices to check An(Wα) only on the basis
vectors, which yields the following.
Lemma 3.2. Wα is k-expansive if and only if
Dαk,n := 1 +
k∑
p=1
(−1)p
(
k
p
)(
α2nα
2
n+1 · · ·α2n+p−1
)
 0,
for every n ∈ N0. Thus the inequalities Dαk,n  0 (n ∈ N0) characterize k-hyperexpansivity.
Proof. By direct computation, we have
Ak(Wα) =
∑
0pk
(−1)p
(
k
p
)
W ∗pα Wpα = Diag
{
Dαk,0,D
α
k,1,D
α
k,2, . . .
}
,
which proves the lemma. 
Corollary 3.3. Let Wα be a weighted shift. Then
(i) Wα is expansive if and only if αn  1 for all n 0,
(ii) Wα is 2-expansive if and only if α2n+1  2 − 1/α2n, and hence {αn}n∈N0 is nonincreasing.
Proof. (i) Use Dα1,n = 1 − α2n  0 (n 0).
(ii) Since Dα2,n = 1 − 2α2n + α2nα2n+1  0, obviously α2n+1  2 − 1/α2n, and hence
α2n
(
α2n − α2n+1
)
 α4n − α2n
(
2 − 1/α2n
)= (α2n − 1)2  0.
Thus αn  αn+1. 
The following easy example shows that k-hyperexpansivity is different from k-expansivity.
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we have
(i) Wα is k-expansive if and only if a = 1, if k is even, and
(ii) Wα is k-expansive if and only if a  1, if k is odd.
Lemma 3.5. Let Wα be a k-expansive weighted shift and let α : α0, α1, α2, . . . (  1). Then
Wα is also k-expansive.
Proof. Suppose that Wα is k-expansive and   1. By Lemma 3.2, Dαk,m  0, for m ∈ N0. To
show that Wα is k-expansive for any   1, it is sufficient to show
D
α
k,0 = 1 + 2
k∑
p=1
(−1)p
(
k
p
)(
α20 · · ·α2p−1
)
 0.
But Dαk,0 = 1 − 2 + 2Dαk,0  1 − 2  0, which yields the lemma. 
Let Wα be completely hyperexpansive and let α(x): x,α0, α1, . . . be an augmented weight
sequence (x > 0). Let
E
(
α(x), k
) := {x ∈ R+: Wα(x) is k-expansive},
and put λk = minE(α(x), k) if E(α(x), k) 	= ∅; if E(α(x), k) = ∅ put λk = ∞ for convenience.
Example 3.6. It is possible that E(α(x), k) = ∅. For an example, recall that the Dirichlet shift
has weight sequence α:
√
2,
√
3/2,
√
4/3, . . . and that D := Wα is completely hyperexpansive.
If α(x): x,
√
2,
√
3/2, . . . is the argumented weight sequence, Wα(x) is 2-expansive implies
〈A2(Wα(x))e−1, e−1〉 0. But 〈A2(Wα(x))e−1, e−1〉 = 1 − 2x2 + x2α20 = 1 > 0, so no back-step
extension may be 2-expansive.
However, we have the following.
Lemma 3.7. Let Wα be completely hyperexpansive. If for some k ∈ N, E(α(x), k) 	= ∅, then
(i) λk ∈ E(α(x), k);
(ii) E(α(x), j) 	= ∅, 1 j  k.
Proof. (i) Put α−1 = x for convenience. To show E(α(x)) nonempty, all that is required is some
solution of
D
α(x)
k,0 = 1 − kx2 + x2
(
k∑
p=2
(−1)p
(
k
p
)(
α20 · · ·α2p−2
))
 0.
Since there are some solutions, −k +∑kp=2(−1)p( kp )(α20 · · ·α2p−2) < 0, and then clearly λk is
the value of x making Dα(x)k,0 = 0, so λk ∈ E(α(x), k).
(ii) Let z ∈ E(α(x), k). If E(α(x), k − 1) = ∅, then 〈Ak−1(Wα(z))e−1, e−1〉 > 0, as this is the
only way (k − 1)-expansivity of Wα(z) can fail. But then
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Ak(Wα(z))e−1, e−1
〉= 〈Ak−1(Wα(z))e−1, e−1〉− z2〈Ak−1(Wα(z))e0, e0〉
= 〈Ak−1(Wα(z))e−1, e−1〉− z2〈Ak−1(Wα)e0, e0〉> 0,
since Wα is (k − 1)-expansive, a contradiction. So E(α(x), k − 1) 	= ∅, and repeating the argu-
ment the second result follows. 
Theorem 3.8. Let Wα be an arbitrary completely hyperexpansive weighted shift and let
HE
(
α(x), k
) := {x ∈ R+: Wα(x) is k-hyperexpansive}, 1 k ∞.
Then we have
(i) HE(α(x), k) = E(α(x), k) = [λk,∞), 1 k ∞;
(ii) if E(α(x), k + 1) 	= ∅, then 1/λ2k+1 − 1/λ2k = Dαk,0  0, and thus λ1  λ2  · · · and λ∞ =
limk→∞ λk ;
(iii) if λk = λk+1 for some k ∈ N, then λj = λk+1, j  k + 2, so [λk,∞) = [λ∞,∞).
Proof. (i) This is obvious from Lemmas 3.5 and 3.7.
(ii) Suppose E(α(x), k + 1) 	= ∅. Since
D
α(x)
k,0 = 1 − kx2 +
k∑
p=2
(−1)p
(
k
p
)(
x2α20 · · ·α2p−2
)
 0,
we have
1
λ2k
= k −
k∑
p=2
(−1)p
(
k
p
)(
α20 · · ·α2p−2
)
. (3.1)
Thus
1
λ2k+1
− 1
λ2k
= 1 +
k∑
p=2
(−1)p
(
k
p
)(
α20 · · ·α2p−2
)− k∑
p=2
(−1)p
(
k + 1
p
)(
α20 · · ·α2p−2
)
− (−1)k+1(α20 · · ·α2k−1)
= 1 −
k∑
p=2
(−1)p
[(
k + 1
p
)
−
(
k
p
)](
α20 · · ·α2p−2
)− (−1)k+1(α20 · · ·α2k−1)
= 1 +
k∑
p=2
(−1)p+1
(
k
p − 1
)(
α20 · · ·α2p−2
)+ (−1)k(α20 · · ·α2k−1)
= 1 +
k∑
p=1
(−1)p
(
k
p
)(
α20 · · ·α2p−1
)
= Dαk,0  0.
Since HE(α(x),∞) =⋂∞k=1 HE(α(x), k), obviously λ∞ = limk→∞ λk .
(iii) Assume λk = λk+1, for some k ∈ N. By (ii), we have Dαk,0 = 0, and it is sufficient to show
that λk+1 = λk+2. Observe that
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λ2k+2
− 1
λ2k+1
= 1 +
k+1∑
p=1
(−1)p
(
k + 1
p
)(
α20 · · ·α2p−1
)
= 1 +
k∑
p=1
(−1)p
[(
k
p
)
+
(
k
p − 1
)](
α20 · · ·α2p−1
)+ (−1)k+1(α20 · · ·α2k)
= 1 +
k∑
p=1
(−1)p
(
k
p
)(
α20 · · ·α2p−1
)+ k+1∑
p=1
(−1)p
(
k
p − 1
)(
α20 · · ·α2p−1
)
= 0 +
k∑
p=1
(−1)p
(
k
p − 1
)(
α20 · · ·α2p−1
)+ (−1)k+1(α20 · · ·α2k)
= −
k∑
p=0
(−1)p
(
k
p
)(
α20 · · ·α2p
)= −α20
[
1 +
k∑
p=1
(−1)p
(
k
p
)(
α21 · · ·α2p−1
)]
= −α20Dk,1  0.
Thus we have λk+1 = λk+2. 
Corollary 3.9. Let Wα be completely hyperexpansive and suppose for some k, λk = λk+1 < ∞
(so in particular, E(α(x), k + 1) 	= ∅ and λk = λk+1). Then Wα is a j -isometry for all j  k.
Proof. If λk+1 = λk , obviously Dαk,0 = 0. Recall that
Dαk+1,0 = Dαk,0 − α20Dαk,1 (3.2)
by the usual recursion. Since α20 > 0 and D
α
k,1  0, Dαk+1,0  0 forces Dαk,1 = 0. Continuing,
Dαk,m = 0 for all m ∈ N0. Thus Wα is a k-isometry. Returning to (3.2), we see by a similar
argument that Dαk+1,m = 0 for all m ∈ N0 and Wα is a (k + 1)-isometry. 
Corollary 3.10. Let Wα be arbitrary completely hyperexpansive such that Dαk,0 < 0 for all k ∈ N.
Then {HE(α(x), k)}k∈N is strictly decreasing; that is
HE
(
α(x),1
)
 HE
(
α(x),2
)
 HE
(
α(x),3
)
 · · · .
Remark 3.11. Suppose λk+1 = λk+2 for some k ∈ N, so Dαk+1,0 = 0. By a computation similar to
that in the proof of Theorem 3.8(iii), we have that 1/λ2k+2 −1/λ2k+1 = (1/λ2k+1 −1/λ2k)−α20Dk,1.
Hence 1/λ2k+1 − 1/λ2k = α20Dαk,1. In general, Dαk,1 < 0 is possible (use the Dirichlet shift with
k = 1).
Example 3.12. Let αn = pn/pn−1 (n 0), where pn = (1 + 12 (
∑
2jn+2 1/j))1/2 (n 0) and
p−1 = 1. Using Lemma 3.1 and a computation, the weighted shift Wα with a weight sequence
α = {αn} is completely hyperexpansive with associated measure dμ(t) = t2 dt . By (3.1), we have
that
λk =
(
k −
k∑
(−1)p
(
k
p
)[
1 + 1
2
(
1
2
+ · · · + 1
p
)])−1/2
=
√
2
1 − θk ,p=2
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4/3, λ3 = √3/2, λ4 = √8/5, λ5 = √5/3, . . . . And also, we have λ∞ = limk→∞ λk =
√
2.
Furthermore, by direct computation, we have Dαk,0 = −1/(2k(k+1)) < 0. Hence HE(α(x),1) 
HE(α(x),2)  HE(α(x),3)  · · ·  HE(α(x),∞).
The following is a nice tool to check for the possibility of a completely hyperexpansive k-step
backward extension of a weighted shift.
Proposition 3.13. [11, Theorem 4.2, 10] Let k  1 be an integer and W be a completely hyper-
expansive weighted shift with weight sequence {αn}∞n=0 and with associated measure μ. Then
W has a completely hyperexpansive k-step backward extension if and only if ∫[0,1]( 1x + · · · +
1
xk
) dμ(x) < 1.
According to Proposition 3.13, it is easy to check the weighted shift Wα in Example 3.12 can-
not have a completely hyperexpansive 2-step backward extension. To find the distinction regions
in the plane, we need a weighted shift which has a 2-step backward extension.
Example 3.14. Let αn = pn/pn−1 (n 0) where pn = (1 + 12 (
∑
3jn+3 1/j))1/2 (n 0) and
p−1 = 1. Using Lemma 3.1 and a computation, the weighted shift Wα with a weight sequence
α = {αn} is completely hyperexpansive with associated measure dμ(t) = t2/2dt . By Proposi-
tion 3.13, we know that Wα has a completely hyperexpansive 2-step backward extension. Let
α(x, y):
√
y,
√
x,α0, α1, . . . . Then it is easy to check that Wα(x,y) is k-hyperexpansive if and
only if Dα(x,y)n,0  0 and D
α(x,y)
n,1  0 for n = 1, . . . , k, where via some computations
D
α(x,y)
n,0 = 1 − ny +
n(n − 1)
2
xy + xy
n∑
p=3
(−1)p
(
n
p
)[
1 + 1
2
(
1
3
+ · · · + 1
p
)]
= 1 − ny + xy
(
3
4
n − 1
2n
− 1
4
)
,
D
α(x,y)
n,1 = 1 − nx + x
n∑
p=2
(−1)p
(
n
p
)[
1 + 1
2
(
1
3
+ · · · + 1
p + 1
)]
= 1 − x
(
3
4
+ 1
2n(n + 1)
)
.
Hence
HE
(
α(x, y), k
)= {(x, y): ϕ1(k) x < ϕ2(k), y ψ(k, x)},
where ϕ1(k) = {3/4 + 1/(2k(k + 1))}−1, ϕ2(k) = {3/4 − 1/(2k2) − 1/(4k)}−1, and ψ(k, x) =
{k − x((3/4)k − 1/(2k) − 1/4)}−1. In particular,
HE
(
α(x, y),∞)= {(x, y): x = 4/3, y  3}.
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J. Stampfli [14] proved that given any three numbers 0 < a < b < c, then the subnormal
completion (a, b, c)∧ exists. And so it is natural to ask the same question for completely hyper-
expansive weighted shifts.
Suppose Wα is completely hyperexpansive. Let Δi = γi+1 − γi , for i = 0,1,2, . . . . By
Lemma 3.1(iii), we have Δk =
∫
[0,1] x
k dμ(x), for k = 0,1,2, . . . . Let βi = (Δi+1/Δi)1/2 and
β = {βi}∞i=0. Then we know that Wα is completely hyperexpansive if and only if Wβ is sub-
normal. Thus from the Bram–Halmos characterization of subnormality for a unilateral weighted
shift operator, we have the following.
Proposition 4.1. Under the above notation, we have that Wα is completely hyperexpansive if and
only if two matrices (Δi+j )∞i,j=0 and (Δi+j+1)∞i,j=0 are positive.
Furthermore, the following comes immediately from the characterization of k-hyponormality
for unilateral weighted shift operators.
Proposition 4.2. [8, Theorem 4] Wβ is k-hyponormal if and only if the matrix (Δm+i+j )ki,j=0 is
positive for m = 0,1,2, . . . .
The following is an improvement of [6, Proposition 4].
Corollary 4.3. Let Wα be an arbitrary weighted shift and let βi = (Δi+1/Δi)1/2. Then Wβ is
hyponormal if and only if
α2m+1
(
α2m+2 − 1
)(
α2m − 1
)
 α2m
(
α2m+1 − 1
)2
, m ∈ N0. (4.1)
Hence if Wα is completely hyperexpansive, then (4.1) holds.
Proof. According to Proposition 4.2, Wβ is hyponormal if and only if(
Δm Δm+1
Δm+1 Δm+2
)
 0, for m = 0,1,2, . . . . (4.2)
By direct computation, we have∣∣∣∣ Δm Δm+1Δm+1 Δm+2
∣∣∣∣=
∣∣∣∣ γm+1 − γm γm+2 − γm+1γm+2 − γm+1 γm+3 − γm+2
∣∣∣∣
= (α20 · · ·α2m−1)
∣∣∣∣ α2m − 1 α2mα2m+1 − α2mα2mα2m+1 − α2m α2mα2m+1α2m+2 − α2mα2m+1
∣∣∣∣
= (α20 · · ·α2m)
∣∣∣∣ α2m − 1 α2m+1 − 1α2m(α2m+1 − 1) α2m+1(α2m+2 − 1)
∣∣∣∣
= (α20 · · ·α2m)[α2m+1(α2m − 1)(α2m+2 − 1)− α2m(α2m+1 − 1)2],
where | · | is the determinant of a matrix. Therefore the inequality of (4.2) is equivalent to that
of (4.1). 
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Let α: α0 with α0  1. Then the weight sequence αˆ: α0,1,1,1, . . . is an extension of α because
Dk,0 = 1 − α20  0 and Dk,m = 0 (m 1).
Proposition 4.4. Assume that α: α0, . . . , αm with α0  · · ·  αm  1. If either αn = αn+1 > 1
for some 0  n m − 1 or αn > αn+1 = 1 for some 1  n m − 1, then α has no completely
hyperexpansive completion.
Proof. Suppose that α has a completely hyperexpansive completion. First we assume αn =
αn+1 > 1. Since Dn,1 = 1 − 2α2n + α2nα2n+1 = (1 − α2n)2 > 0, we obtain the required contra-
diction. Next, we assume αn > αn+1 = 1; by Corollary 4.3, since
α2n−1
(
α2n − 1
)2  α2n(α2n+1 − 1)(α2n−1 − 1)= 0,
α cannot have a completely hyperexpansive completion. 
According to Proposition 4.4, we may assume that α0 > α1 > α2 > 1.
Theorem 4.5. Assume that α: α0, α1, α2 with α0 > α1 > α2 > 1. Then α has a completely hy-
perexpansive completion if and only if
(i) 1 − 2α20 + α20α21 < 0,
(ii) 1 − 2α21 + α21α22 < 0, and
(iii) α20(α21 − 1)2  (α20 − 1)α21(α22 − 1).
Proof. (⇒) Use the definition of complete hyperexpansivity and Corollary 4.3.
(⇐) We first consider the case in which
α20
(
α21 − 1
)2
<
(
α20 − 1
)
α21
(
α22 − 1
)
. (4.3)
Observe that γ1 − γ0 = α20 − 1 > 0, γ2 − γ1 = α20(α21 − 1) > 0, and γ3 − γ2 = α20α21(α22 − 1) > 0.
Also by (i) and (ii), respectively, we have
γ2 − γ1 < γ1 − γ0 and γ3 − γ2 < γ2 − γ1. (4.4)
Furthermore, via (4.3) we have (γ2 − γ1)2 < (γ3 − γ2)(γ1 − γ0), i.e.,
γ2 − γ1
γ1 − γ0 <
γ3 − γ2
γ2 − γ1 . (4.5)
Now we define
δ0 =
(
γ2 − γ1
γ1 − γ0
)1/2
and δ1 =
(
γ3 − γ2
γ2 − γ1
)1/2
.
From (4.5), we have δ0 < δ1 and from (4.4) we have δ0, δ1 < 1. So 0 < δ0 < δ1 < 1. Now
choose δˆ2 > 0 so that the subnormal completion of δ0, δ1, δˆ2 is a contraction. This yields weights
δˆ3, δˆ4, . . . satisfying δˆn < 1 (n 3). Now define γˆ4 by
δˆ22 =
(
γˆ4 − γ3)
. (4.6)γ3 − γ2
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γ δ3 =
(
γˆ4 − γ3
γ1 − γ0
)
,
where the elements γ δj are the moments for the δ-sequence. Equivalently again, we get γˆ4 =
γ3 + (γ1 − γ0)γ δ3 . Define γˆn recursively, n 5, by
γˆn = γˆn−1 + (γ1 − γ0)γ δn−1. (4.7)
Observe that γˆ4 > γ3 and γˆn > γˆn−1, n  5. Set γˆ0 = γ0, γˆ1 = γ1, γˆ2 = γ2, γˆ3 = γ3; and
hope γˆ0, γˆ1, γˆ2, γˆ3, γˆ4, γˆ5, . . . are the moments for a completely hyperexpansive completion of
α0, α1, α2. Note that γˆn > 1 (n 1) and they increase strictly. Define αˆn = (γˆn/γˆn−1)1/2 (n 3).
We must show this is a completely hyperexpansive completion. This is equivalent to
k∑
p=0
(−1)p
(
k
p
)
γˆm+p  0 (m 0, k  1).
For k = 1 the requirement is γˆm − γˆm+1  0, which follows from the above note. For k  2,
observe that
k−1∑
p=0
(−1)p
(
k − 1
p
)
γ δm+p  0
since the shift with weights δ0, δ1, δ2, . . . , δˆn, . . . is contractive subnormal and therefore (k − 1)-
contractive for all k  2. Recalling (4.7), and the initial definitions for γ δ0 , γ δ1 , γ δ2 , γ δ3 , this isjust
k−1∑
p=0
(−1)p
(
k − 1
p
)
γˆm+p+1 − γˆm+p
γˆ1 − γˆ0  0. (4.8)
Clearing the denominator from (4.8), a simple computation then shows that
k∑
p=0
(−1)p
(
k
p
)
γˆm+p  0 (m 0, k  1)
as desired. Next we consider the case α20(α
2
1 − 1)2 = (α20 − 1)α21(α22 − 1). Since
γ2 − γ1
γ1 − γ0 =
γ3 − γ2
γ2 − γ1 ,
0 < δ0 = δ1 in the above notation. If we define γˆ4 satisfying
δˆ2 := δ1 =
(
γˆ4 − γ3
γ3 − γ2
)1/2
, i.e., γˆ4 = γ3 +
(
γ3 − γ2
γ2 − γ1
)2
,
and repeating this process with γˆi = γi (i = 0,1,2,3) to obtain
γˆn = γˆn−1 +
(
γˆn−1 − γˆn−2
γˆn−2 − γˆn−3
)2
,
δ: δ0, δ1, δˆ2, δˆ3, . . . induces a subnormal contraction. Now repeating the above argument, we may
prove this case, too. 
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α: α0, α1 with α0 > α1 > 1 is contained in Theorem 4.5.
Remark 4.6. The reader may wonder why the conditions listed in Theorem 4.5 do not include
1 − 3α20 + 3α20α21 − α20α21α22  0, which is surely necessary since it would be D3,0  0 for any
successful extension. It turns out that this was assumed implicitly in (i)–(iii), and the argument to
show it illustrates the nice interplay between the k-hyponormal, n-contractive, and n-expansive
classes. If (i), (ii), and (iii) hold, by Corollary 4.3, Wβ is hyponormal. But in [9] it is shown that a
contractive k-hyponormal weighted shift is 2k-contractive. Thus we obtain from 2-contractivity
1 − 2Δ1/Δ0 + Δ2/Δ0  0, and as in the proof of the theorem this unravels to yield 1 − 3γ1 +
3γ2 − γ3  0, which is
1 − 3α20 + 3α20α21 − α20α21α22  0. (4.9)
The reader is encouraged to move directly from conditions (i)–(iii) to (4.9) for comparison.
Theorem 4.7. Assume that α: α0, α1, α2, a3 with α0 > α1 > α2 > a3 > 1. Assume that
α23 
α21(2α
2
2 − 1) + α20(1 − 2α21(1 + α22)) + α41(3 − 2α22 + α42)
α21α
2
2(1 + α20(α21 − 2))
. (4.10)
Then α has a completely hyperexpansive completion if and only if
(i) 1 − 2α2j + α2j α2j+1 < 0, j = 0,1,2;
(ii) α2j (α2j+1 − 1)2  (α2j − 1)α2j+1(α2j+2 − 1), j = 0,1.
Proof. (⇐) The method and notation are the same as in the proof of the previous theorem,
except that in this case we obtain δ0, δ1, and δ2 immediately. We first establish the follow-
ing intuitively reasonable result about subnormal completions: if 0 < a < b < c′ < c < 1, then
‖W(a,b,c′)∧‖  ‖W(a,b,c)∧‖. This is practically in [14]: the weights of the extension of (a, b, c)
are defined recursively by
a2n+1 = b2 + C
(
1
a2
− 1
a2n
)
, where C = ab(c − b)
b − a .
An induction then shows that if α′n and αn are the weights for the completion (a, b, c′)∧ and
(a, b, c)∧, respectively, then c′ < c implies α′n  αn for all n.
The right-hand side of (4.10) is the value of α23 yielding ‖W(δ0,δ1,δ2)∧‖ = 1, and smaller values
of α23 yield smaller δ2 and hence contractive subnormal extensions, and the proof of the previous
theorem goes through without change. (The (obviously necessary) conditions (i)-j for j = 0,1,2
and (ii)-j for j = 0,1 ensure as before that the δj are suitable for a contractive subnormal exten-
sion in the first place.)
(⇒) The conditions (i) and (ii) come from the definition of complete hyperexpansivity and
Corollary 4.3. 
Remark 4.8. In [14] there is a condition sufficient (and necessary) for δ0, δ1, δ2, δ3 to have a
subnormal completion; in [13] there is a condition sufficient for δ0, δ1, . . . , δ4 to have a subnor-
mal completion. We leave the resulting theorems on completely hyperexpansive extensions to
the interested reader.
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√
2, α1 = √13/10, and α2 = √6/5, conditions (i)-0, (i)-1, and (ii)-0 are
satisfied. Condition (i)-2 forces α3 
√
7/6 ≈ 1.08012, condition (ii)-1 forces α3 √103/90 ≈
1.06979, and condition (4.10) forces α3 
√
151/130 ≈ 1.07775. In particular, an extension
with α3 = √151/130 is possible. Also, no extension with α3 = √1165/1000 is possible, with
all conditions satisfied except (4.10).
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