A reinforced concrete, as well as a steel column, were subjected to typical blast loads. The ensuing 3-D compressible flowfields were computed with the same 3-D edge-based FEM-FCT solver using the body-fitted, embedded-mesh and immersed body approach. The resulting pressures and impulses were recorded at stations close to the columns and compared for the different approaches. The results indicate that: a) The body-fitted and embedded-mesh methods converge to the same results as the grid is refined; b) The 2nd order embedded-mesh method is comparable in accuracy to the body-fitted results for grids of similar size; c) In order to obtain results of comparable quality, the 1st order embedded-mesh method requires grids with element sizes on the boundary that are approximately half of those used for the body fitted and 2nd order embedded-mesh approaches; d) The immersed body approach exhibits much more numerical dissipation that the bodyfitted and embedded-mesh methods. Therefore, if the manual labour required to set up a body-fitted domain is excessive, or computing resources are plentiful, the embedded-mesh approach is a very attractive option.
I. INTRODUCTION
With the advent of robust, accurate flow solvers and automatic grid generators, the task of defining quickly a flow domain and the required boundary conditions has become a key bottleneck for numerical simulations. Presently, the widespread use of blast predictions based on 3-D Euler solvers is hindered by this key issue. For so-called body fitted grids, the surface definition must be water-tight, and any kind of geometrical singularity, as well as small angles, should be avoided in order to generate a mesh of high quality. This typically presents no problems if the definition of the structure emanates from a CAD package. However, in many cases first the CSD models (i.e. abstractions of the real geometry) are built, and the 'wetted surface' is exported, serving, in part, as the definition of the flow domain. This data may not be water-tight, may have small strips and geometrical singularities. Therefore, even with sophisticated software toolkits, manual cleanup in most cases takes several days for a complete building. An alternative is to use grids that are not body-conforming, and simply 'embed' the triangulations of the wetted surfaces of the structures in them. Techniques of this kind are also known as immersed, embedded, fictitious domain or Cartesian methods. The treatment of points in the vicinity of the embedded CSD triangulations or CSD bodies is modified in such a way that the required kinetic or kinematic boundary conditions are properly imposed 1, 8-11, 13, 15, 16, 25, 26, 28-33 .
An embedded technique of this type, combined with adaptive unstructured grids, has been pursued by the authors for a number of years for shock-structure interaction studies, where extremely 'dirty' CSD surfaces may be present 24 . The essential elements of this technique may be summarized as follows:
-The key modification of the original, body fitted edge-based solver was the removal of all geometryparameters (essentially the area normals) belonging to edges cut by embedded surface faces; -Higher-order boundary conditions are achieved by duplicating crossed edges and their endpoints, or by extrapolating values and gradients from inside the domains to the surface;
-Geometric resolution and solution accuracy may be enhanced by adaptive mesh refinement that is based on the proximity to or the curvature of the embedded CSD surfaces; and -In order to save work, user-defined or automatic deactivation for regions inside immersed solid bodies is employed.
Naturally, the question arises as to how accurate these embedded techniques are, and whether they could be used for those cases where manual labour is expected to be prohibitively high.
To this end, a typical reinforced concrete column, as well as a typical steel column, were subjected to a blast of 100 kg TNT equivalent. Both cases were analyzed with the same solver and code, exercizing the body-fitted, embedded-mesh and immersed-body options. Pressure and impulse obtained at several stations was compared. The remainder of the paper is organized as follows: Section 2 describes the overall methodology and algorithms used for blast-structure interaction calculations. Sections 3,4 detail the embedded-mesh and immersed-body techniques used. Section 5 shows the comparison of several relevant runs, and discusses the implications. Some conclusions and an outlook are given in Section 6.
II. METHODOLOGY
Any flow simulation proceeds through the following stages:
In the pre-processing phase, the data and boundary conditions are acquired and defined, the desired mesh size is specified and all run-time files are prepared. For the applications shown here, these tasks were carried out with FECAD 22 . For body-fitted grids the exact geometry is imported and/or built. For embedded grids or immersed bodies, the CSD data is acquired, and the mesh in the region of the structure is automatically specified to be small enough. An advantage of the present methodology is that the embedded, immersed and body-fitted approaches may be combined in a single run. Thus, steel frames/columns may be treated embedded, while reinforced concrete columns, which typically have cleaner, watertight connections, can be treated as body-fitted. The computational domain is then filled with tetrahedral elements of specified size by using FEGEN, which incorporates the advancing front technique 18, 21 . For the flow solver, the FEM-FCT scheme 17 as implemented in FEFLO 22, 23 is used. The flowfields are initialized from either user-specified tables or the output of 1-D, 2-D/axisymmetric or fine 3-D results. Post-processing is carried out using FEPOST 6, 19 as well as several x/y plotting tools such as gnuplot. All the pre-and post-processing, as well as any run requiring less than 4 Mtets elements are run on the PC, allowing for full integration under a single graphical user interface (GUI). The larger runs were carried out on a 64 processor SGI Altix system.
III. EMBEDDED MESH TECHNIQUES
In what follows, we denote by CSD faces the surface of the computational domain that is embedded. We implicitly assume that this information is given by a triangulation, which typically is obtained from a CAD package via STL files, but may also originate from remote sensing data, medical images or from a CSD code (hence the name) in coupled fluid-structure applications. For immersed methods we assume that the embedded object is given by a tetrahedral mesh. Embedded grids are treated by imposing appropriate kinematic boundary conditions for the fluid nodes close to the embedded surfaces. Depending on the required order of accuracy and simplicity, a first or second-order (higher-order) scheme may be chosen to apply the kinematic boundary conditions. Figure 1 illustrates the basic difference between these approaches. Note that in both cases the treatment of infinitely thin surfaces with fluid on both sides (e.g. fluid-structure interaction simulations with shell elements) is straightforward. -Forming boundary coefficients to achieve flux balance;
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-Applying boundary conditions for the end-points of the crossed edges based on the normals of the embedded surface.
A second-order scheme may be obtained by:
-Duplicating the edges crossing the embedded surface;
-Duplicating the end-points of crossed edges;
Note that in either case CFD edges crossed by CSD faces are modified/duplicated.
Determination of Crossed Edges
Given the CSD triangulation and the CFD mesh, the first step is to find the CFD edges cut by CSD faces. This is performed by building a fast spatial search data structure, such as an octree or a bin for the CSD faces. Without loss of generality, let us assume an octree for the CSD faces. Then, a (parallel) loop is performed over the edges. For each edge, the bounding box of the edge is built. From the octree, all the faces in the region of the bounding box are found. This is followed by an in-depth test to determine which faces cross the given edge. The crossing face closest to each of the edge end-nodes is stored. This allows to resolve cases of thin gaps or cusps. Once the faces crossing edges are found, the closest face to the end-points of crossed edges is also stored. This information is required to apply boundary conditions for the points close to the embedded surface. For cases where the embedded surfaces only cut a small portion the the CFD edges, a considerable speedup can be realized by removing from the list of edges tested all those that fall outside the global bounding box of the CSD faces. The resulting list of edges to be tested in depth may be reduced further by removing all edges whose bounding boxes do not fall into an octree or bin covering that spatial region. One typically finds that the list of edges to be tested in detail has been reduced by an order of magnitude.
First Order Treatment
The first order scheme is the simplest to implement. Given the CSD triangulation and the CFD mesh, the CFD edges cut by CSD faces are found and deactivated. Considering an arbitrary field point i, the time-advancement of the unknowns u i for an explicit edge-based time integration scheme is given by:
Here C, F, M denote, respectively, the edge-coefficients, fluxes and mass-matrix. For any edge ij crossed by a CSD face, the coefficients C ij are set to zero. This implies that for a uniform state u = const. the balance of fluxes for interior points with cut edges will not vanish. This is remedied by defining a new boundary point to impose total/normal velocities, as well as adding a 'boundary contribution', resulting in:
The point-coefficients C i Γ are obtained from the condition that ∆u = 0 for u = const. Given that gradients (e.g. for limiting) are also constructed using a loop of the form given by Eqn.(18.4) as:
it would be desirable to build the C i Γ coefficients in such a way that the constant gradient of a linear function u can be obtained exactly. However, this is not possible, as the number of coefficients is too small. Therefore, the gradients at the boundary are either set to zero or extrapolated from the interior of the domain. The mass-matrix M i of points surrounded by cut edges must be modified to reflect the reduced volume due to cut elements. The simplest possible modification of M i is given by the so-called 'cut edge fraction' method. In a pass over the edges, the smallest 'cut edge fraction' ξ for all the edges surrounding a point is found (see Figure 2 ). The modified mass-matrix is then given by:
Note that the value of the modified mass-matrix can never fall below half its original value, implying that timestep sizes will always be acceptable.
Boundary Conditions
For the new boundary points belonging to cut edges the proper PDE boundary conditions are required. In the case of flow solvers, these are either an imposed velocity or an imposed normal velocity. For limiting and higher-order schemes, one may also have to impose boundary conditions on the gradients. The required surface normal and boundary velocity are obtained directly from the closest CSD face to each of the new boundary points.
These low-order boundary conditions may be improved by extrapolating the velocity from the surface with field information. The location where the flow velocity is equal to the surface velocity is the surface itself, and not the closest boundary point. As shown in Figure 3 , for each boundary point the closest point on the CSD face is found. Then, two (three) neighbouring field (i.e., non-boundary) points are found and a triangular (tetrahedral) element that contains the boundary point is formed. The velocity imposed at the field point is then found by interpolation. In this way, the boundary velocity 'lags' the field velocities by one timestep. The normal gradients at the boundary points can be improved by considering the 'most aligned' field (i.e., non-boundary) point to the line formed by the boundary point and the closest point on the CSD face (see Figure 4 ).
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Higher Order Treatment
As stated before, a higher-order treatment of embedded surfaces may be achieved by using ghost points or mirrored points to compute the contribution of the crossed edges to the overall solution. This approach presents the advantage of not requiring the modification of the mass matrix as all edges (even the crossed ones) are taken into consideration. It also does not require an extensive modification of the various solvers. On the other hand, it requires more memory due to duplication of crossed edges and points, as well as (scalar) CPU time for renumbering/reordering arrays. Particularly for moving body problems, this may represent a considerable CPU burden.
Boundary Conditions
By duplicating the edges, the points are treated in the same way as in the original (non-embedded) case. The boundary conditions are imposed indirectly by mirroring and interpolating the unknowns as required. Figure 5 depicts the contribution due to the edges surrounding point i. A CSD boundary crosses the CFD domain. In this particular situation point j, which lies on the opposite side of the CSD face, will have to use the flow values of its mirror image j ′ based on the crossed CSD face. The flow values of the mirrored point are then interpolated from the element the point resides in using the following formulation:
where w csd is the average velocity of the crossed CSD face, ρ the density, v the flow velocity and p the pressure. Proper handling of the interpolation is also required as the element used for the interpolation might either be crossed (Figure 6a A more accurate formulation of the mirrored pressure and density can also be used taking into account the local radius of curvature of the CSD wetted surface 9 :
where R i is the radius of curvature and ∆ the distance between the point and its mirror image. This second formulation is more complex and requires the computation of the 2 radii (3D) of curvature at each CSD point. The radius of curvature plays an important role for large elements but this influence can be diminished by the use of automatic h-refinement.
IV. IMMERSED BODY TECHNIQUE
The presence of immersed bodies is imposed in the flowfield by adding suitable force-functions. If we consider a rigid, closed body, as sketched in Figure 7 , an obvious aim is to enforce, within the body, that the fluid velocity is the same as the body velocity, i.e. v = v b . This may be accomplished by applying a force term of the form:
for points that are inside of the body. This particular type of force function is known as the penalty force technique 2, 10, 12, 14, 27 . The penalty force technique used here follows the approach of Mohd-Yusof 27 . The usual right-hand side for the flow equations at immersed points (or cells) is evaluated first. Then, a force is added such that the velocity at the next timestep satisfies the kinematic boundary conditions. Writing the spatially discretized form of the momentum equations at each point (or cell) i as:
f i is obtained as:
Here w i denotes the velocity of the immersed body at the location of point (or cell) i, and n the timestep. For explicit timestepping schemes, this force function in effect imposes the (required) velocity of the immersed body at the new timestep. Schemes of this kind have been used repeatedly in conjunction with fractional step / projection methods for incompressible flow 2, 10-12, 14, 27, 30 , and, recently, also for compressible flows 7 . While simple to program and employ, the force-based enforcement is particularly useful if the 'body thickness' covers several CFD mesh elements. This is because the pressures obtained are continuous across the embedded surface/ immersed body. This implies that for thin embedded surfaces such as shells, where the pressure is different on both sides, this method will not yield satisfactory results.
Implementation Details
The search operations required for the imposition of kinetic boundary conditions are as follows:
-Given a set of CSD faces (triangulation): find the edges of the CFD mesh cut by CSD faces (and possibly 1-2 layers of neighbours);
-Given a set of CSD volumes (tetrahedrization): find the points of the CFD that fall into a CSD tetrahedron (and possibly 1-2 layers of neighbours).
The first of these is basically the same as required for embedded CSD methods, and has been dealt with extensively above. The second task may be solved in a number of ways:
Loop over the Immersed Body Elements -Detailed analysis to determine the shape function values.
In both cases, if the immersed body only covers a small portion of the CFD domain, one can reduce the list of points stored or points checked via the bounding box of all immersed body points. Note also that both approaches are easily parallelized on shared memory machines.
V. RESULTS
Shock on Reinforced Concrete Column:
The first case considered is shown in Figure 8a . 
embedded (BFF-EMBF-EMBF2), coarse mesh with body-fitted, 1st and 2nd order embedded (BF-EMB-EMB2) and fine mesh with body-fitted, 1st order embedded and immersed body methods (BFF-EMBF-IMMF). One can see that the body-fitted and embedded-mesh results
for the superfine mesh are very close, and are approaching a grid-independent solution. As expected, the superfine pressures and impulses are higher. Peak impulses are approximately 5-10% lower on the front wall, and 5-10% higher on the back wall. This simply reflects the fact that on the coarser mesh the achievable shock rise and expansion decay times are larger than on the finer mesh. The results obtained at the stations shown, as well as approximately 40 others that were placed on the column allow us to reach the following conclusions: a) The body-fitted and embedded-mesh methods of 1st and 2nd order converge to the same results as the grid is refined; b) The 2nd order embedded-mesh method is comparable in accuracy to the body-fitted results for grids of similar size; c) As expected, the 1st order embedded-mesh method exhibits more numerical dissipation than the 2nd order embedded-mesh method or the body-fitted approach; results of comparable accuracy require grids with element sizes on the boundary that are approximately half of those used for the other two approaches, unless a grid-independent result is already achieved; d) On grids of moderate size, while not as good as the body-fitted results, the 1st order embedded-mesh results provide impulses that are within 10% of the grid-converged results; given all other uncertainties in typical building response calculations (beam/girder connections, weldings, etc.), a 10% error is deemed acceptable for many cases; e) The immersed body approach exhibits much more numerical dissipation that the body-fitted and embeddedmesh methods. The second case considered is basically the same as the first case, except that the reinforced concrete column has been replaced by a steel column. The problem definition is shown in Figure 12a . Surface grids, which are indicative of the element size in the volume, are shown in Figure 12b ,c. The grid size distribution is almost identical to the one used for the first example (grid size: 1,4, 2.4, 21 Mtets). The initial pressure distribution, obtained via interpolation from a detailed axisymmetric solution, as well as the pressure distribution upon impact on the column at 1 msec are shown in Figures 12d,e. As this is a structure that is basically composed of thin shells, the immersed body approach was not attempted. a) The body-fitted and embedded-mesh methods of 1st and 2nd order converge to the same results as the grid is refined; b) The 2nd order embedded-mesh method is comparable in accuracy to the body-fitted results for grids of similar size; c) As expected, the 1st order embedded-mesh method exhibits more numerical dissipation than the 2nd order embedded-mesh method or the body-fitted approach; results of comparable accuracy require grids with element sizes on the boundary that are approximately half of those used for the other two approaches, unless a grid-independent result is already achieved; d) On grids of moderate size, while not as good as the body-fitted results, the 1st order embedded-mesh results provide impulse data that is within 10% of the grid-converged results; 
VI. CONCLUSIONS AND OUTLOOK
A reinforced concrete, as well as a steel column have been subjected to typical blast loads. The ensuing 3-D compressible flowfields have been computed with the same 3-D edge-based FEM-FCT solver using the body-fitted and embedded-mesh approach. The resulting pressures and impulses have been recorded at stations close to the columns and compared for both approaches. The results shown above, as well as others carried out over the years, lead us to the following conclusions:
a) The body-fitted and embedded-mesh methods converge to the same results as the grid is refined;
b) The body-fitted results exhibit faster convergence to the grid-independent (superfine mesh) result; therefore, if the manual labour required to set up a body-fitted domain is not excessive, and computing resources are scarce, this represents the recommended option; c) Conversely, if the manual labour required to set up a body-fitted domain is excessive, or computing resources are plentiful, the embedded-mesh approach is the recommended option; d) On grids of moderate size, while not as good as the body-fitted results, the embedded-mesh results are within 10% of the grid-converged results; given all other uncertainties in typical building response calculations (beam/girder connections, weldings, etc.), a 10% error is deemed acceptable for many cases;
e) The fact that the body-fitted results exhibit lower numerical dissipation and higher accuracy should motivate the development of highe r order boundary conditions for embedded-mesh methods. A considerable body of work exists in this regard [Lev99, Dad02, Mur03, Gil05]. However, some of these approaches become cumbersome and expensive when bodies or surfaces immersed in the flowfield start to move or break.
Given that computer performance and memory will continue to increase, the prospects for the embeddedmesh methods are very bright. Development of improved boundary condition treatment remains an active area of research, and should yield considerable improvements in the future. For blast-structure interaction problems, the embedded approach will undoubtedly gain favour as the treatment of complex beam connections, and the simultaneous treatment of 1-D (beams), 2-D (shells) and 3-D (solids) Finite Elements with breakup and spalation presents no further difficulties. This is in sharp contrast to body-fitted CFD approaches, where watertight surfaces need to be provided, something that is both difficult and error-prone.
