In this note we answer the question of J. P. Williams as to which Hubert space operators Thave the property that every similarity transformation W^TWis a finite operator: 7" has this property if and only if its image in the Calkin algebra satisfies a quadratic equation.
1. Introduction. Let Jif denote a complex Hubert space and \cAS£(3^) denote the algebra of all bounded linear operators on 3tiP. An operator T in áC(Jif) is a finite operator if 0 G W(TX -XT)~ (the closure of the numerical range of TX -XT) for each X g ^f(Jíf). The concept of a finite operator was introduced by J. P. Williams [25] , who studied criteria for finiteness and posed several questions in this context.
In the sequel, for the case when J(f is separable, we will answer the following question of J. P. Williams Williams proved that if T g Sf( Jif) satisfies a (nontrivial) quadratic equation, then T is finite. More generally, it is known that if f satisfies a polynomial p of degree < 2, then T is quasidiagonal [5, 9] , hence finite. In this case, each operator S similar to T clearly satisfies p( S) = 0, so we conclude that y (T) c &, where <f( T ) = { X'lTX: X g £C(Jíf) is invertible} is the similarity orbit of T. The converse of this observation is also true and thus provides the following answer to J. P. Williams' question. (ii)^(r)c(QD); (iii) T satisfies a polynomial of degree < 2.
In [9, Theorem 2.1] D. A. Herrero proved the equivalence of (ii) and (iii), and we have just seen that (iii) implies (i). To prove Theorem 1.1 it thus remains to show that (i) implies (iii), and this we will accomplish via a sequence of preliminary results in §2. §3 contains some observations about compact perturbations of finite operators and an update on the status of the other questions raised by J. P. Williams in [25] .
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2. Finite operators and similarity orbits. Let sé denote a complex Banach algebra with identity e. A state onsé is a functional/ G sé* such that/(e) = 1 = ||/||. For x G sé, let W0(x) = {f(x): f is a state on sé }, the numerical range of x [22, 25] . W0(x) is a compact convex set containing conha(jc), the convex hull of the spectrum of x [22, Theorem 11. For the case sé =£'(Jf?), if le^f/), then W0(T) = W(T)~, where W(T) = {(Th, hyh^JC, \\h\\ = 1} (the spacial numerical range of T). An element a is finite if 0 g W0(ax -xa) for each x g sé ; !W(sé) (or J^) denotes the set of all finite elements of sé. For x g sé, a(x) and r(x) denote, respectively, the spectrum and spectral radius of x. For operators, -and = will denote similarity and unitary equivalence, respectively. The basic criteria for finiteness are provided by the following result. This was proved in [25] for the operator case, but the results of [25] show that the proof carries over directly to the Banach algebra setting. (i) a is finite, i.e., 0 G W0(ax -xa) for every x G sé ; (ii) ||öx -xa -e\\ > 1 for every x G sé; (iii) there exists a state f on sé such that f (ax) = f(xa)for every x g sé. (Statement (iii) follows from the equivalence between (i) and (ii) in Theorem 2.1.) Recall from [8] that an operator T g y(34?) is quasidiagonal if there exists an increasing sequence of finite rank projections, {P"}ff=1, P" ~* 1 (convergence in the strong operator topology), such that \\APn -P"A\\ -* 0. F is block diagonal if, with {P"} as above, APn = PnA for each n. Let (BD) and (QD) denote the sets of all block diagonal and, respectively, quasidiagonal operators in ¿£(3tiP)\ thus (QD) = (BD) + jT(Jif) and (BD)" = (QD) [8] In [20] R. Smucker proved the exact analogue of Theorem 2.4 with "finite" replaced by "quasidiagonal", and R. Smucker's result plays a role in the proof of the equivalence of (ii) and (iii) of Theorem 1.1 (see [9, p. 202] ). For the moment, let A denote the unilateral shift; then A is finite [25, p. 133] but not quasitriangular [6] , Thus T(A) is finite and nonquasidiagonal; however, T(A) is nilpotent and is thus biquasitriangular [8] , i.e., T(A) g &n(BQT)\(QD).
Before presenting the next result we require some preliminaries concerning spectral sets. Recall from [16, 24] that a closed subset a of the complex plane is a spectral set of an operator F if a(T) C a and ||r(F)|| < sup{|/-(z)|: z G a) for each rational function r with poles off a; in this case r(a)~ is a spectral set for r(T) (see [24] ). We will employ the following facts about spectral sets:
(i) (von Neumann's Inequality [16] ) The unit disk is a spectral set for every contraction.
(ii) For F g <£( jf), W(Ty is contained in every convex spectral set of T (see [24, p. 308]). (1/(7 -8))(y -T) (see (i)), and it follows that the disk A = {A g C: |A -y\ < 7
-8} c R2+ is a spectral set for F.) For k > 1, let qk denote the Jordan nilpotent k-ce\\ acting on C*. For a Hubert space X, T S ££'(X) and a > 1, let Jf(a) denote the orthogonal direct sum of a copies of X and let T(a) g jS?( Jf(a) ) denote the orthogonal direct sum of a copies of T.
Lemma 2.5. qx © qi$cc) is similar to an operator that is not finite. Let gx = 0, let g3 be a unit vector in X, and let g2 = -Ag3; let /, = g3, f2 = -A*fx and/3 = 0. Then h = Tg= T*f is a unit vector and thus p = -(Rh,h)& W(-R) c R2+, a contradiction since Reju < 0. We conclude that with/and g as just described, o(MY -YM) c R2+, so the proof is complete. Corollary 2.6. q{cc) © q{3x) is similar to an operator that is not finite.
Proof. Let T = qx © q\co) and (using Lemma 2.5) let S be a similarity of T that is not finite. Now q^ © q(3x) = F(00) ~ Slx\ and it follows from Theorem 2.1(h) that S(0O) is not finite. Let ax = a2 = a3 = a.
(3) If ae(T) = {a, ß) (two distinct points), then F is similar to Ta © Tß, where ae(Ta) = {a}, oe(Tß) = {ß}, and the hypothesis implies that fa + a or fß + ß. In the first case, let ax = a2 = a and a3 = ß; in the second case, let ax = a2 = ß and a3 = a.
It follows from [4; 3, Theorem 9.2] that 5f(T)~ contains an operator unitarily equivalent to An.
Proof of Theorem 1.1. It remains to prove (i) => (iii). Let T<e¿?(X) and suppose that f does not satisfy a polynomial of degree < 2. Let ax, a2, a3 G ae(T) be points determined by Lemma 2.7, and for each n > 1, let An g J¡f(X(4)) denote the operator defined in Lemma 2.7. Thus, for n > 1, there exists an invertible operator Xn: X^ X(4) normal such that \\XJX~1 -A"\\ < X. Let R = q\ = /7<°°) 1\ (00) £C(X(,K)) and let F" = An -«Ä; thus ||F"|| = ||F||. Lemma 2.6 implies that there exists an invertible operator W <=£?(X(4)) such that WRW1 is not finite. For FG.r(Jf(4))wehave
Since disi\WRW-x, J^(X(4) )]> 0, it now follows that for all sufficiently large n, disi\WXnTX-lW-\^(X{4) )]> 0. If U: X^ Xw is a unitary operator, then U*WXnTX"-1W~lU g ¡f(T)\&; the proof is complete. We next present an analogue of Theorem 1.1 for elements of the Calkin algebra. For T g i£(X), y(f) denotes the similarity orbit of F with respect to the invertible elements of sé(X). In contrast to the preceding example, a finite operator F may satisfy F + Jí^( X) c Jf, and we next examine this case. Suppose that F is finite, and let / be the state of Theorem 2.1(iii). Since/ g £C(X)*, it admits a unique decomposition of the form/ = / + /, where/(A) = trace(A'C) for a suitable trace class operator C, / is a singular functional (that is, ker/s O X(X)), and ||/|| = ||/|| + ||/|| = 1 (see, e.g. [19, Chapter IV, p. 50]). In (i) T + X(X) <z &(X).
(ü) There exists K G X( X) such that T + K is a finite irreducible operator.
(iii) There exists C G X(X) such that T + C G &(X)\QJ™=x@n ).
(iv) t (=&(sé(X)).
Proof. We have already observed (in the proof of Corollary 2.8) that (iv) => (i). On the other hand, the implications (i) =» (ii) => (iii) follow immediately from the preceding remarks. Thus, in order to complete the proof, we only have to show that (iii) => (iv). But this also follows from the previous observations, because if T + C g &(X)\QJx_x@n ) the state/of Theorem 2.1 (iii) (for F + C) is necessarily singular.
Thus/: &(X) "* C induces a state <p:sé(X) -* C defined by <p(X) = f(X) (i.e.,/ can be factored through the Calkin algebra), and <p satisfies <p(XT)=f(XT) = f(TX) = <p(TX) for all Xinsé(X), whence we deduce that t g &(sé(X)).
It is not difficult to check that every operator F of the form (*) F= (A © B) + Key(X®X) (where A is an arbitrary operator, B g £C(X) is block diagonal, and K is compact) satisfies the (equivalent) conditions of Proposition 3.3. It was conjectured in [13] that these are the only operators in£f(X) that satisfy the conditions of Proposition 3.3. The class of operators satisfying ( * ) is rather large. In particular, it contains (QD), and also every operator M in ¡£(X) such that R(e"\M) # 0 for some n > 1 (see [17, 27] ). (Here R<-"\M) denotes the reducing n X n essential spectrum of M in the sense of C. Pearcy and N. Salinas [17] .) In the Banach algebra setting, it is known that if the norm and spectral radius of an element coincide, then the element is finite (see [25, p. 133] ). It is not difficult to show that if an element f of the Calkin algebra has this property and if A G ae(T) satisfies |A| = \\T\\, then A is a normal essential eigenvalue of F in the sense of N. Salinas [18] , and thus A g R^\T) and T satisfies (*).
