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1. General introduction.
One of the major problems in computer simulations of solvated macromolecules, like
rroteins in an aqueous environment, is the treatment of the solvent. The solvent influences the
;tructural, thermodynamical and dynamical properties of the macromolecule considerably [11.
I'he calculation of the interactions between the protein atoms and the atoms of the solvent (the
;o-called non-bonded interactions) are computationally very demanding, certainly if one
performs a dynamical simulation of the solvated macromolecule. If the solvent is polar (like
water or an electrolyte), the treatment of the solvent is even more diJficult due to the long range
nature of electrostatic interactions.
I-n fact, electrostatic interactions in solvated proteins (in general in all biological systems)
are of high importance [2]. Charged amino acids of an enzyme can play a role in the stabilization
of a transition state occurring during a reaction which is catalyzed by the enzyme [3].
Eleclrostatic interactions are generally believed to play an important role in the binding of a
substrate to some macromolecule [4]. Electrostatic interactions are among the most important
forces in determining the conformation of a macromolecule in solution [2]. Therefore, it is quite
clear that in any theoretical approach to describe the properties of solvated macromolecule (and
in particular proteins in a aqueous environment), the theoretical framework for the treatment of
electrostatic effects including solvent contributions must be established fust before one can do
meaningful calculations on solvated macromolecules.
To overcome the computational bottleneck mentioned in the beginning of this
introduction, one has generally two options [5]. Either one buys an even more powerful (and
probably more expensive) computer expecting that it is able to do all the calculations in an
efficient way or one simplifies the model in such a way that only the most important parts of
the system are properly described (a so-called reduced system boundary model). For the latter,
the effect of neglected atoms must be somehow included in the description of the central system.
Although the recent development of parallel computers has increased the speed of the
calculations considerably at relatively low costs [6], there is still a large interest in models of
biological systems which reduce the number of degrees of freedom as much as possible. This is
not only because boundary models are more efficient, but also since many conventional all-atom
boundary models (this refers mainly to periodic boundary conditions) do not include electrostatic
interactions in a proper way [51. Several simulations of biological systems do not include solvent
at all (vacuum simulations) [1] or try to model the solvent by distance dependent dielectric
constants [4], assuming that the screening of the electrostatic interactions in the protein is the
most important effect of the solvent. Also other errors are implicitly contained in certain
conventional boundary models. For instance to be able to include solvent in molecular dynamics
or Monte Carlo simulations of proteins one often assumes periodicity for a non-crystalline
system (like a solvated macromolecule) [5]. Another complication in all-atom boundary models
is the treatment of ionic strength. It is very difficult to achieve an equilibrium distribution of ions
around macromolecules by a dynamical simulation.
It is quite possible that a reduced system boundary model for solvated macromolecules
is superior to a conventional all-atom boundary model, because the effect of neglected atoms has
been described in a physically more consistent manner, although the gain in efficienry is not too
Iarge. In general, however, a combination of increased power of the computer (like the parallel
computers) and a consistent reduced system boundary model is to be preferred for future
computer simulations of solvated macromolecules.
2. Scope of the thesis.
It is the purpose of this thesis to focus on the problem of the description of the solvent
in solvated macromolecules. It will show the development of a new boundary model for
molecular dynamics simulations of solvated macromolecules. The boundary model belongs to
the class of boundary models which reduce the number of degrees of freedom as much as
possible, without disturbing the properties of the system under investigation. Therefore, the
central feature in this thesis is the modelling of mean forces arising from the solvent. The final
model is given figure 1. It consist of a simulation region separated from a continuum with
possibly non-zero ionic strength by a dynamic boundary described by special boundary atoms.
The boundary atoms are able to describe the short range part (like hydrogen bonds), while the
continuum (no atomic detail and extending to infiniiy) is able to describe the long range part
respectively of the solvent contribution to the free energy of the solvated macromolecule. The
main reason to make a distinction befween a short and long range term is to account for the fact
that in the immediate environment of a protein, one cannot a priori expect that solvent molecules
behave like bulk solvent (which is assumed if one uses a continuum description for the solvent)
[7]. AIso certain dy'namical effects like a damping effect on the motion of the side chain atoms
by the solvent [1] are not included in the continuum description. The boundary model developed
ir this thesjs is able to calculate electrostatic interactions in a physically consistent way. It can
be used in computer simulations other than molecular dynamics simulations also. With respect
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Figure 1.
The dynamic surface boundary conditions (DSBC) model for solvated macromolecules. Details are
given in the text.
to an all-atom description of the system, the time scale of a dynamical simulation can be
extended, since the number of degrees of freedom is reduced.
The flow-chart in figure 2 shows the material presented in this thesis. A great deal of the
work is spent on the development of an accurate (numerical) method for the calculation of
electrostatic interactions in solvated macromolecules. That method (the boundary element
method) uses macroscopic electrostatics to describe the dielectric properties of the system. That
is, the protein is considered to be a low dielectric medium, while the solvent (pure water or an
electrolyte) is considered to be a highly polarizable medium (the continuum in figure 1). To
calculate the elecfric potential at any point in space one has to solve a set of integral equations
on the dielectric boundary separating the protein from the solvent. This is the contents of
Chapter II. It contains also an application in which the pK,-shifts of histidines in the copper-
containing protein azurine on oxidizing the copper are calculated. Chapter III gives a more
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Overview of the material presented in this thesis.
between the boundary element method and finite difference method. The latter uses a thre€
dimensional grid to calculate electrostatic potentials. The main goal of this chapter is to explore
the practical problems in using the boundary element method in real cases. Chapter IV
introduces polarizabilities into the boundary element method: it merges the direct reaction fielc
approach [8], which uses polarizabilities to describe the immediate surroundings of a quantun
motif, and a continuum description of the surroundings. In fact, this chapter gives thr
framework for a physically more correct description of the protein as a set of charges anc
polarizabilities, instead of charges in a low dielectric medium (chapter II), in combiration witl
the continuum. Chapter V introduces the special boundary atoms located on a surfacr
surrounding the system under investigation. The most simple system without electrostati
interactions has been considered: molecular dynamics simulations of liquid argon. Chapter V
combines the boundary atoms and the continuum description of the solvent in molecula
dynamics simulations of bulk water. Finally chapter VII discusses the final model (caller
dy'namic surface boundary conditions (figure 1)). It gives an application of the boundary mode
to molecular dynamics simulations of the lac-repressor headpiece (a DNA binding protein) ir
/ater [9]. The word 'dynamical surface' is really appropriate: even the dielectric boundary is a
ynamic quantity in the model.
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