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Twisted cohomology pairings of knots I; diagrammatic computation
Takefumi Nosaka
Abstract
We provide a diagrammatic computation for the bilinear form, which is defined as the pairing between the
(relative) cup products with every local coefficients and every integral homology 2-class of every links in
the 3-sphere. As a corollary, we construct bilinear forms on the twisted Alexander modules of links.
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1 Introduction
The cup products and pairings of connected compact C∞-manifolds Y have a long history,
and possess powerful information in topology. As is classically known from algebraic surgery
theory, if Y is simply connected and closed with dim(Y ) ≥ 6, then the homeotype of Y is
almost characterized by cup products and some characteristic classes. Furthermore, there are
also some studies for non-simply connected cases, although the cases have many obstruction
and difficulties, such as the s-bordism theorem and L-theory and Blanchfield duality in high
dimensional topology (see [Bla, CS, M1, Hil]). Meanwhile, in low dimensional topology, it
is important to analyse quantitatively the fundamental group π1(Y ) (cf. the geometrization
conjecture). That being said, as in the interaction in [CS, COT], it is sensible to ask how
applicable the study of the cup products in high dimensional topology is to that in low one.
1
This paper focuses on twisted pairings arising from any group homomorphism π1(Y )→ G,
which are constructed in simple and general situations as follows: Take a relative homology
n-class µ ∈ Hn(Y, ∂Y ;Z), and a right G-module M and a G-invariant multilinear function
ψ : Mn → A for some ring A. Then, we can easily define the composite map
H1(Y, ∂Y ;M)⊗n
⌣−−−→ Hn(Y, ∂Y ;M⊗n) 〈•, µ〉−−−−−→ M⊗n 〈ψ, •〉−−−−−→ A. (1)
HereM is regarded as the local coefficient of Y via f , and the first map ⌣ is the cup product,
and the second (resp. third) is defined by the pairing with µ (resp. ψ).
However, in general, the linear form has a critical difficulty that the relative cup product
in H∗(Y, ∂Y ;M) seems speculative and uncomputable from definitions. Actually, even if Y is
a surface with orientation 2-class µ, the bilinear 2-form (1) is complicated and includes an im-
portant example: Precisely, if G is a semisimple Lie group with Killing form ψ and Lie algebra
g = M , the 2-form (1) yields a symplectic structure on the flat moduli space Hom(π1(Y ), G)/G
away from singular points, which is universally summarized as the Goldman Lie algebra [Go].
Furthermore, concerning 3-manifolds Y , similar difficulties appear in “the twisted Alexander
modules H1(Y ;M)” [W, Lin]; Precisely, whereas the study has provided some topological ap-
plications (see [FV, Hil]), few papers have addressed linear forms on H1(Y ;M). In addition,
in analysing some pairings of 3-dimensional links, some boundary conditions occur elaborate
difficulty appearing in relative (co)homology; see, e.g., [Bla, BE, COT], [Hil, Chapters 4–8].
In the series starting from this paper, we address 3-dimensional case where YL is the 3-
manifold which is obtained from the 3-sphere by removing an open tubular neighborhood of
a link L, i.e., YL = S
3 \ νL. Notice the relative homology groups
H3(YL, ∂YL;Z) ∼= Z, H2(YL, ∂YL;Z) ∼= Z#π0(∂YL),
which are generated by the fundamental 3-class [YL, ∂YL] and by some Seifert surfaces in
S3 \ νL, respectively. We should emphasize that it is not easy to directly describe the 3-class
and Seifert surfaces. This point often appears to be a difficulty in many studies (see [COT, Hil,
M1, Tro]), e.g., the A-polynomial, Milnor link-invariant, and Chern-Simons invariant [Zic].
Nevertheless, this paper focuses on the bilinear case with n = 2, and we succeed in describ-
ing a formulation of computing the twisted pairings (1) with respect to every representation
f : π1(S
3 \ νL)→ G of every link group (Theorem 2.2). Namely, the twisted pairing (1) turns
out to be computable from only a link diagram, with describing no Seifert surfaces. Actually,
we can calculate the bilinear forms with respect to some representations (e.g., see Sections
4.1–4.2 for the trefoil and figure eight knots), and observe some interesting phenomena. More-
over, the subsequent paper [N3] will show that the setting (1) recovers three classical pairings:
the Blanchfield pairing, twisted cup products of infinite cyclic covers, and the Casson-Gordon
local signature; hence, the main theorem enables us to compute the classical pairings. The
third paper [N4] will deal with trilinear cases of (1), i.e., n = 3. Furthermore, the computation
of the (m,m)-torus link in Propositions 4.6–4.7 will be used in the studies of 4-dimensional
Lefschetz fibrations; see [N2] for the detail. In summary, our viewpoint sheds some concrete
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light on the relative cup product not normally considered, with applications including some
classical topology.
Finally, we roughly explain the relation of relative cohomologies from diagrammatic view-
points. The key is the diagrammatic link-invariant obtained from “quandle cocycles” [CJKLS,
CKS, IIJO], where quandle is an algebraic system. In fact, the formulation of computing the
bilinear forms formulates a generalization of the invariants associated with a certain class of
quandles. The theorem 2.2 implies that the link-invariants exactly coincide with the bilinear
maps (1). In particular, our result gives a topological interpretation of some quandle cocycle
invariants, and stress a topological serviceability of quandle theory.
Moreover, we emphasize that this discussion in link cases (under a weak condition of
f) gives explicitly a homomorphism L from the homology H1(YL;M) to the cohomology
H1(YL, ∂YL;M). As in [FV, Hil, Lin], the former H1(YL;M) is defined from Fox derivation,
and seemingly to be a bilinear form. However, we show a commutative diagram which relates
the Fox derivation to the quandle condition (Lemma 3.1), and obtain the map L. The condi-
tion of f is compatible with linear representations π1(S
3 \L)→ GLn(R˜) of link groups, where
R˜ is a Noetherian UFD which factors through the abelianization of π1(YL); the associated
H1(YL;M) is called the twisted Alexander module, and has some studies [FV, Hil, W, Lin]. In
conclusion, by composing (1) with L, we succeed in introducing bilinear forms on the twisted
Alexander modules H1(Y ;M) of a link.
This paper is organized as follows. Section 2 formulates the twisted pairing by means
of the quandle cocycle invariants, and states the main theorems. Section 3 describes some
computation. In application, Section 4 introduces bilinear forms on twisted Alexander dual
modules. Section 5 proves the theorems, after reviewing the relative group cohomologies.
Notation. Every link L is smoothly embedded in the 3-sphere S3 with orientation. We
write YL for the 3-manifold which is obtained from S
3 by removing an open neighborhood of
L. Further, we denote by πL the fundamental group π1(YL), and denote by #L the number
of the link component, i.e., #L = |π0(∂YL)|. Furthermore, we fix a group homomorphism
f : πL → G, and by A we mean an abelian group.
2 Results; diagrammatic formulations of the bilinear forms
Our purpose in this section is to state the main results in §2.2. For this purpose, §2.1 starts
by reviewing quandles, and formulates some link-invariants of bilinear forms.
2.1 Preliminary; formulations of the bilinear maps
We will need some knowledge of quandles before proceeding. A quandle [Joy] is a set, X , with
a binary operation ⊳ : X ×X → X such that
(I) The identity a⊳a = a holds for any a ∈ X.
(II) The map (•⊳a) : X → X defined by x 7→ x⊳a is bijective for any a ∈ X .
3
(III) The identity (a⊳b)⊳c = (a⊳c)⊳(b⊳c) holds for any a, b, c ∈ X.
For example, every group G is made into a quandle with the operation g ⊳ h = h−1gh ∈ G.
Moreover, let us explain a broad class of quandles on which this paper focuses. Take a right
G-module M , that is, a right module of the group ring Z[G]. Let X = M × G, and define a
quandle operation on X by
⊳ : (M ×G)× (M ×G) −→M ×G, (a, g, b, h) 7−→ ( (a− b) · h + b, h−1gh ). (2)
This quandle was first introduced in [IIJO, Lemma 2.2].
Next, let us recallX-colorings, whereX is a quandle. LetD be an oriented link diagram of a
link L ⊂ S3. AnX-coloring ofD is a map C : {arcs of D} → X such that C(ατ )⊳C(βτ ) = C(γτ )
at each crossings of D illustrated as the figure below. Let ColX(D) denote the set of all X-
colorings of D. For example, for a group X = G with the conjugacy operation, the Wirtinger
presentation implies that the set ColX(D) is bijective to the set of group homomorphisms
πL → G. Namely
ColG(D)←→ Homgr(πL, G). (3)
ατ βτ
γτ βτατ
γτ
We will explain the subset (4) and a decomposition (5) below. By assumption, via (3),
we can regard the homomorphism f as a G-coloring of a link-diagram D. Take the quandle
X = M × G in (2) and the projection pG : X → G. Then, we define the set of lifts of f as
follows:
ColX(Df) := { C ∈ ColX(D) | pG ◦ C = f }. (4)
It is worth noticing that the set ColX(D) is regarded as a subset of the product X
#{arcs of D}.
Hence, the subset ColX(Df ) is made into an abelian subgroup ofM
#{arcs of D} according to the
linear operation (2). Further, we can easily see that the diagonal subset Mdiag ⊂M#{arcs of D}
is a subset of ColX(Df) as a direct summand in ColX(Df). Denoting another summand by
ColredX (Df), we have a direct decomposition
ColX(Df) ∼= ColredX (Df )⊕M. (5)
Furthermore, one introduces a bilinear form on the Z-module ColX(Df) as follows (Defi-
nition 2.1). Taking another G-module M ′, let ψ : M ×M ′ → A be a bilinear map over Z.
Moreover, we assume that this ψ is G-invariant. Namely,
ψ(x · g, y · g) = ψ(x, y) for any x ∈M, y ∈ M ′ and g ∈ G.
Considering the associated quandle X ′ = M ′×G, define the map ϕψ : X×X ′ → A by setting
ϕψ
(
(y1, g1), (y2, g2)
)
= ψ
(
y1, y2 · (1− g−12 )
)
, (6)
which is first introduced [N1, Corollary 4.7]. Furthermore, recall from (4) the set ColredZ (Df)
associated with Z = X or Z = X ′. Inspired this, we define
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Definition 2.1. Let X and X ′ be as above, let D = K1 ∪ · · · ∪K#L be a link diagram, where
K1, . . . , K#L are connected components. For 1 ≤ ℓ ≤ #L, we define a map Qψ,ℓ by
ColredX (Df )× ColredX′ (Df) −→ A; (C, C′) 7−→
∑
τ
ǫτψ
(
xτ − yτ , y′τ · (1− h−1τ )
)
,
where τ runs over all the crossings such that the under-arc is from the component Kℓ, and
ǫτ ∈ {±1} is the sign of τ according to the figure below. Furthermore, the symbols (x•τ , yτ ) ∈ X
and (y•τ , hτ ) ∈ X ′ are the colors around the crossing τ.
(xτ , gτ ) (yτ , hτ ) (x
′
τ , gτ) (y
′
τ , hτ )
C C ′τ τ
2.2 Statements of the main theorems
As mentioned in the introduction, we will show (Theorem 2.2) that the twisted cohomology
pairing (1) is described as the previous bilinear maps and states some corollaries. The proofs
of the theorems appear in §5.
Next, from the view of this theorem we will reformulate the bilinear form Qψ defined in
§2.1. As mentioned in the introduction, recall the isomorphism H2(YL, ∂YL;Z) ∼= Z#L with a
basis µ1, . . . , µ#L which correspond to the longitudes (or Seifert surfaces) in S
3 \ L.
Theorem 2.2. Let YL be a link complement in S
3 as in §1. Regard the G-modules M and
M ′as a local systems of YL via f : π1(YL)→ G.
Then, there are isomorphisms
ColX(Df) ∼= H1(YL, ∂YL;M)⊕M, ColredX (Df) ∼= H1(YL, ∂YL;M). (7)
such that the bilinear form Qψ,ℓ on ColredX(′)(Df) is equal to the following composite (cf. (1)):
H1(YL, ∂YL;M)⊗H1(YL, ∂YL;M ′) ⌣−−−→ H2(YL, ∂YL;M ⊗M ′) 〈•,µℓ〉−−−−→ M ⊗M ′ 〈ψ,•〉−−−−−→ A.
As a concluding remark, we should emphasize again that we can compute the cohomology
pairing of links from only a link diagram without describing longitudes (or Seifert surfaces) in
S3 \ L. Moreover, as seen in Definition ??, the pairing seems computable in an easy way (see
§4 for the examples).
In addition, we see that the bilinear form in Definition 2.1 formulates a generalization of
the quandle cocycle invariants [CJKLS, IIJO] with respect to quandles of the forms X =
X ′ = M × G. The link invariants [CJKLS, CKS], constructed from a quandle X and a map
Ψ : X2 → A which satisfies “the quandle cocycle condition”, were defined to be a certain map
IΨ : ColX(D) → A. Then, we can see that the map ϕψ in (6) which is a quandle 2-cocycle,
and verify the equality Iϕψ = Qψ ◦ △ by construction, where △ : ColX(D) → ColX(D)2 is
the diagonal map. To sum up, as a result of Theorem 2.2, we have succeeded in describing
entirely a topological meaning of the quandle cocycle invariants.
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Next, we mention two properties which are used in the papers [N3, N2]. We then discuss
a non-degeneracy or duality of Qψ,ℓ. However, we should mention the connecting map δ∗ :
H0(∂YL;M) → H1(YL, ∂YL;M). Actually, if M = M ′ and if x ∈ Im(δ∗), then the two
vanishings Qψ,ℓ(x,y) = Qψ,ℓ(y,x) = 0 hold for any y ∈ ColX(Df). (cf. Theorem 3.4 later).
Corollary 2.3 (See §5.2 for the proof.). Let YL be a link complement in S3 as in §1. For each
link component ℓ, fix a meridian mℓ ∈ π1(YL). If the maps idM − f(mℓ) : M → M are iso-
morphisms for any ℓ ≤ #L, then the inclusion (YL, ∅)→ (YL, ∂YL) induces the isomorphisms
H1(YL, ∂YL;M) ∼= H1(YL;M) and Im(δ∗) ∼= 0.
In particular, the decomposition in (7) is written as ColredX (Df )
∼= H1(YL;M).
On the other hand, the invariance with respect to conjugacy is immediately shown;
Corollary 2.4. Let φ be a G-bilinear map as above, and let f and f ′ be two homomorphisms
πL → G. If there is g ∈ G such that f(m) = g−1f ′(m)g ∈ G for any meridian m ∈ πL, then
the resulting bilinear maps Qψ,ℓ and Q′ψ,ℓ are equivalent.
Finally, we give a special corollary of Theorem 2.2, when G is the free abelian group Z#L
and f : πL → Z#L is the canonical abelianization. Writing t1, . . . , t#L for generators of Z#L, we
can consider the G-moduleM to be a module over the Laurent polynomial ring Z[t±11 , . . . , t
±1
#L].
Then, Theorem 2.2 immediately deduces a topological meaning on the set of colorings.
Corollary 2.5. Let L be a link, and f be its abelianization Ab : πL → G = Z#L. Take a
Z[t±11 , . . . , t
±1
#L]-module M . Then, we have a Z[t
±1
1 , . . . , t
±1
#L]-module isomorphism
ColX(Df) ∼= H1(YL, ∂YL;M)⊕M.
Remark 2.6. Let us compare Theorem 2.2 with the previous papers, and mention some
leap forwards. Concerning the set ColX(Df), many papers have dealt with only the case
G = Z (which is commonly called “the Alexander quandle X”; see [CJKLS]). However, as
seen in [Joy, §12] or [CDP] and references therein, while some papers discussed a connection
to Alexander polynomials in knot case, few papers analysed a relation between ColX(D) and
Alexander polynomials (or module) if #L > 1. Corollary 2.5 implies a conclusive remark that
the set ColX(D) is interpreted not only by usual (group) homologies, but by relative ones.
3 Bilinear forms on the twisted Alexander modules of links
The purpose of this section is to define bilinear forms on the twisted Alexander (dual) modules
(Definition 3.2). According to most papers on the twisted polynomial (see [FV, W, Lin]), we
mean by R a (commutative) a Noetherian unique factorization domain (henceforth UFD),
with involution¯: R→ R.
3.1 Preliminaries
For this purpose, we start by briefly reviewing the twisted Alexander module associated with
two group homomorphisms
fpre : πL → GLn(R), and ρ : πL → Zm
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for some m ∈ N. Identifying the group ring, R[Zm] , of Zm with the polynomial ring
R[t±11 , . . . , t
±1
m ], the map ρ is extended to a representation πL → EndR(R[t±11 , . . . , t±1m ]). Hence,
tensoring this ρ with fpre, we have a representation
ρ⊗ fpre : πL −→ GLn(R[t±11 , . . . , t±1m ]).
Thus, the associated first homology H1(YL;R[t
±1
1 , . . . , t
±1
m ]
n) is commonly called the twisted
Alexander module associated with fpre; see a survey [FV] on twisted Alexander polynomials.
This Alexander module can be described from the Fox derivative as follows. Take a diagram
D with αD = βD, where αD (resp. βD) is the number of the arcs (resp. crossings). Let us
denote this αD by α in short, and consider the Wirtinger presentation 〈x1, . . . , xα|r1, . . . , rα〉
of πL. Let Fm be the free group of rank m. Here, recall that there uniquely exists, for each
xj, a Fox derivative
∂
∂xj
: Fα → R[Zm][Fα] with the following two properties:
∂xi
∂xj
= δi,j,
∂(uv)
∂xj
=
∂u
∂xj
v +
∂v
∂xj
,
for all u, v ∈ Fα. Then, as is known (see, e.g., Exercise [Bro, §II.5]), we can describe a partial
resolution of πL over A(∂f) as
(R[Zm][πL])
α ∂2−−→ (R[Zm][πL])α ∂1−−→ R[Zm][πL] ǫ−→ R[Zm] −→ 0 (exact) (8)
such that the matrix of ∂2 is the (α× α)-Jacobian matrix ([ ∂ri∂xj ]), and the latter ∂1 is defined
by ∂1(γ) = 1−γ. Accordingly, after tensoring with a R[Zm]-module M , the common quotient
Ker(idM ⊗ ∂1)/ Im(idM ⊗ ∂2) is isomorphic to the first group homology H1(YL;M) with local
coefficients.
Next, we will set up a localized ring (10) below, and review the twisted Alexander polyno-
mial [W, Lin]. For this purpose, assume the non-vanishings
det(id− ρ⊗ fpre(m)) 6= 0 ∈ R[Zm] (9)
for every meridian m ∈ πL: A typical example is the case ρ(m) 6= 0 in Zm for every meridian
m, such as the abelianization πL → Z#L. Then, the assumption enables us to define the ring
A(∂f) obtained by inverting the determinants. Precisely, we set
A(∂f) := R[t
±1
1 , . . . , t
±1
m ,
∏
ℓ≤#L
det(id− ρ⊗ fpre(mℓ))−1(id− ρ⊗ fpre(mℓ))−1]. (10)
We remark that A(∂f) is also a Noetherian UFD, and that A(∂f) has the involution ¯ : A(∂f) →
A(∂f) defined by t¯i = t
−1
i . This localization (10) can be interpreted as a generalization of
“localized Blanchfield pairing” (see [Hil, §2.6]), let us set up Then, the twisted Alexander
polynomial, ∆f , is defined to be the n
2(α− 1)2 Jacobian of the Fox derivations (8) subject to
(9):
∆f := det
(
([
∂ri
∂xj
])⊗ idAn
(∂f)
)1≤i,j≤α−1
)
/det(id− fI(xα)) ∈ A(∂f).
It is shown [W] that the value is independent, up to units, of the choice of the arcs α.
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In addition, we mention a close relation to the colorings set. Recall that the subset
ColX(Df ) is a submodule of the product M
αD according to the linear operation (2). More
precisely, ColX(Df) can be regarded as the kernel of the homomorphism
ΓX,D :M
αD −→MβD (11)
obtained from (2). Furthermore, let us examine the cokernel Coker(ΓX,D):
Lemma 3.1. For any link L, choose a diagram D with αD = βD. Consider the quandle X of
the form M ×G, where M is the free module (A(∂f))n and G is GLn(A(∂f)).
Then, the cokernel has the following isomorphism
Coker(ΓX,D)
∼= H1(YL; (A(∂f))n)⊕ (A(∂f))n.
Here the second summand (A(∂f))
n corresponds to the diagonal subset Adiag of (A(∂f))
nβD .
Proof. From the definition of the ring A(∂f) in (10), every id − ρ ⊗ fpre(γi) is invertible in
M ; The map idM ⊗ ∂1 is a (diagonally) splitting surjection, which admits consequently a
decomposition
Coker(idM ⊗ ∂2 : MαD −→MβD) ∼= H1(πL;M)⊕M.
Here, regarding a crossing τ illustrated as in Figure ??, let us set up the bijection κτ :M →M
which takes m to m−m ·ρ⊗fpre(ατ ), and κ′τ :M →M which sends m to m−m ·ρ⊗fpre(γτ ).
Then, by the direct products with respect to crossings τ , we have the diagram
0 // ColX(Df )
// MαD
ΓX,D
//
∏
τ κτ

MαD //
∏
τ κ
′
τ

Coker(ΓX,D) // 0 (exact)
MαD
idM⊗∂2
// MαD // H1(YL;M)⊕M // 0 (exact).
Examining carefully the definitions of κ
(′)
τ , ∂2, and ΓX,D, the diagram is commutative. Hence,
the vertical maps give the desired decomposition Coker(ΓX,D)
∼= H1(YL;M)⊕M .
Finally, we briefly set up an extension of a bilinear form. For this, suppose a bilinear
function ψpre : R
n ×Rn → R satisfying the fpre-invariance
ψpre(x, y) = ψpre(x · fpre(m), y · fpre(m))
for any x, y ∈ Rn, and any meridian m ∈ πL. For an ideal I ⊂ A(∂f), we let I ⊂ A(∂f) be the
ideal consisting of x ∈ A(∂f) with x¯ ∈ I. Then, we can define the bilinear function
ψ : (Rn ⊗R A(∂f)/I)× (Rn ⊗R A(∂f)/I) −→ A(∂f)/I
by setting
ψ(x⊗ a1, y ⊗ a2) = ψpre(x, y)⊗ a1a2, (12)
for x, y ∈ Rn and a1, a2 ∈ A(∂f). This ψ is πL-invariant and sesquilinear over R[Zm].
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3.2 Definition
Inspired by Lemma 3.1, we will introduce map from the twisted Alexander module H1(YL;M)
to a certain relative cohomology. After that, by composing with the bilinear form Qψ, we
define a bilinear form on the module H1(YL;M).
For this, consider the principal ideal I generated by ∆f .
fI : πL −→ GLn(A(∂f)/I), (13)
by passage to I. Then, it is sensible to set up the local coefficients M = (A(∂f))n, M∆ :=
(A(∂f)/I)n and M∆ := (A(∂f)/I)n acted on by (13). Here, the reason why we here need the
ideal I is as follows. In many cases, the twisted Alexander modules are often torsion A(∂f)-
modules, which are annihilated by ∆f ; see, e.g., [FV, W]. Therefore, to get non-trivial linear
function from such modules, the coefficient ring shall be the quotient A(∂f)/(∆f).
Next, we will explain Definition 3.2 after introducing two homomorphisms Adj and L.
Considering the decomposition (A(∂f))
nαD = (A(∂f))
n(αD−1) ⊕Mdiag, we take the restriction
res(ΓX,D) : (A(∂f))
n(αD−1) → (A(∂f))n(αD−1).
of (11). Then, it follows from Theorem 2.2 and Lemma 3.1 above that the adjugate matrix of
res(ΓX,D) subject to (∆f ) yields a well-defined homomorphism
Adj : H1(YL; (A(∂f))
n) −→ ColredX (Df) ∼= H1(YL, ∂YL;M∆). (14)
whereX is (M∆)
m×G as the quotient ofX. Furthermore, notice that the localization R[Zm] →֒
A(∂f) gives rise to the homomorphism
L : H1(YL;R[Zm]n) −→ H1(YL; (A(∂f))n).
Definition 3.2. Let R be a Noetherian UFD, and A(∂f) and G be as above. Take I = (∆f ),
and M∆ = (A(∂f)/I)n. Let ψ : M∆ ×M∆ → A(∂f)/I be the bilinear form obtained from ψpre,
as in (12).
Then, we define the bilinear map from the twisted Alexander module associated with (fpre,
ψpre) to be the following composite
H1(YL;R[Z
m]n)⊗2
Adj⊗2◦L⊗2−−−−−−−→ H1(YL, ∂YL;M∆)⊗H1(YL, ∂YL;M∆)
Qψ−−−→ A(∂f)/I.
By definition and Theorem 2.2, we should emphasize that it is not hard to compute the
pairing from Qψ. For instance as in Example 4.3, the computation of Qψ implies the twisted
pairing equal to 2xx¯′.
Finally, we end this section by mentioning a duality. In general, such a duality always
do not holds; we should consider a restricted situation: Let m = 1, let R be a field F of
characteristic 0, and I be the principal ideal (∆f ). Then, we can easily show the following
lemma in linear algebra.
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Lemma 3.3. Assume that ∆f is non-zero and that det(t
−1 · idFn−fpre(m)) 6= 0 for a meridian
m ∈ πL is relatively prime to the polynomial ∆f . Then the adjugate matrix Adj in (14) is an
F[t±1]-isomorphism.
As seen in Examples 4.2 and 4.3, this pairing is often degenerate in many cases, and is
possible to be even zero, while the classical Blanchfield pairing is non-singular. However, the
subsequent paper [N3] will show a duality theorem on the twisted pairings, under assumptions:
Theorem 3.4 (A corollary of [N3, Theorem 2.4]). Let m = 1 and let R be a field of char-
acteristic 0, and I be the principal ideal (∆f). Further, assume that ∆f 6= 0, and ψpre is
nondegenerate. If det(idFn − t · fpre(m)) 6= 0 for a meridian m ∈ πL is relatively prime to ∆f
in F[t], then the twisted pairing in Definition 3.2 is non-degenerate.
Here, recall from the known fact of Milnor [M2] that all the (skew-)hermitian nondegenerate
bilinear forms with isometries t is completely characterised. In conclusion, if ψ is (skew-
)hermitian, we can obtain computable information from the twisted pairing.
4 Examples as diagrammatic computations
As a result of Theorem 2.2 on the twisted pairings, we will compute the bilinear forms Qψ
associated with some homomorphisms f : πL → G, where L is one among the trefoil knot, the
figure eight knot and the (m,m)-torus link Tm,m. The reader may skip this section.
4.1 The trefoil knot
α1
α2
α3
α2
α1
α4
α3
α1
αm
αi...
...
Figure 1: The trefoil knot, the figure eight knot and the Tm,m-torus link with labeled arcs.
As a simple example, we will focus on the the trefoil knot K. Let D be the diagram of K
as illustrated in Figure 1. Note the Wirtinger presentation πL ∼= 〈α1, α2 | α1α2α1 = α2α1α2〉.
Then we can easily see that a correspondence C : {α1, α2, α3} → X with C(αi) = (xi, zi) ∈
M ×G is an X-coloring C over f : πL → G, if and only if it satisfies the four equations
zi = f(αi), z1z2z1 = z2z1z2,
x3 = x1 · z2 + x2 · (1− z2), (15)
(x1 − x2) · (1− z1 + z2z1) = (x1 − x2) · (1− z2 + z1z2) = 0. (16)
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In particular, Theorem 2.2 concerning ColredX (Df) says the isomorphism
H1(YK , ∂YK ;M) ∼=
{
x ∈M ∣∣ x · (1− z1 + z2z1) = x · (1− z2 + z1z2) = 0 }.
Further, given a G-invariant linear form ψ, the bilinear form Qψ(C, C′) is expressed as
ψ
(
x1 − x2, x′2(1− z−12 )
)
+ ψ
(
x2 − x3, x′3(1− z−13 )
)
+ ψ
(
x3 − x1, x′1(1− z−11 )
) ∈ A,
by definition. Furthermore, by (15), the set ColX(Df ) is generated by the two elements x1, x2;
Accordingly, it can be seen from (16) that the form Qψ is reduced to
Qψ
(
(x1, x2), (x
′
1, x
′
2)
)
= ψ(x1 − x2, (x′1 − x′2) · (z1 − z−11 )) ∈ A, (17)
where (x
(′)
1 , x
(′)
2 ) ∈ ColX(′)(Df) ⊂ (M (
′))2. It is worth noting that, if ψ is symmetric, Qψ is
zero. Hence, we should discuss non-symmetric ψ’s.
From the above expressions, we will deal with three concrete representations:
Example 4.1 (cf. Blanchfield pairing). Let f : πL → G = Z = 〈t±1〉 be the abelianization.
Then, the equation (16) becomes (x1 − x2)(t2 − t + 1) = 0. Hence,
ColX(Df ) ∼= M ⊕ Ann(t2 − t+ 1).
We note that t2 − t + 1 is equal to the Alexander polynomial ∆K of K. For any elements x
and x′ in the annihilator submodule, the formula (17) implies
Qψ(x, x′) = ψ(x, x′ · (2t− 1)).
In order to discuss non-trivial cases, for instance, we let X and A be the PID Z[t]/(t2− t+1)
and ψ(y, z) = y¯z. Then, the bilinear form (1 − t)Qψ is summarized to (1 + t)x¯x′ that is the
(1 + t)-multiple of the Blanchfield pairing, x¯x′, as predicted in [N3, Theorem 2.1].
Example 4.2. Consider f : πL → GL1(F[t±1]) = (F[t±1])× that sends αi to 2t. Then, the
equation (16) becomes (x1 − x2)(1 − 2t + 4t2) = 0; hence we should consider M = A =
F[t]/(1 − 2t + 4t2), which is not reciprocal. Furthermore, we can easily see that there is a
non-trivial A-linear form ψ :M2 → A if and only if Char(F)=3. Further, while the associated
form ψ of Char(F)=3 is non-degenerate, (17) implies degeneracy of the bilinear form
Qψ(x1 − x2, x′1 − x′2) = (1− t)(x¯1 − x¯2)(x′1 − x′2).
In particular, we have (1 − t)Qψ = 0, which implies that the form Qψ is not always non-
degeneracy (cf. Theorem 3.4).
Example 4.3 (SL2-representations). Let Rpre be Z[s
±1, t±1] with t¯ = t−1 and s¯ = s. As
considered in the twisted Alexander polynomials, we will focus on a representation fpre :
πL → SL2(Rpre) defined by
fpre(α1) = t ·
(
s 1
0 s−1
)
, fpre(α2) = t ·
(
s 0
1− s2 − s−2 s−1
)
.
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Here we remark the known fact that the twisted Alexander module is Z[s±1, t±1]/(t2 + 1).
So, following §3, we shall define R to be Z[s±1, t±1]/(t2 + 1) and M = R2, and consider the
quotient representation f : πL → GL2(R). Then, as a solution of (17), it can be seen that
ColredX (Df)
∼= R with a basis in ColredX (Df) ⊂M2 ∼= R2 ⊕ R2 is represented as
~x =
(
(0, 0), ((1− s−1t+ st)x, stx)),
for some x, y, z ∈ R×. Further, we will compute the form Qψ, where an SL2(R)-invariant
bilinear form ψ : (R2)⊕2 → R is the determinant that sends ((a, b), (c, d)) to a¯d− b¯c. By (17),
we have
Qψ
(
~x, ~x′
)
= det
(
~¯x, ~x′
(
t
(
s 1
0 s−1
)
− t−1
(
s−1 −1
0 s
)))
= (s + s−1)t
∣∣∣∣ (1− s−1t−1 + st−1)x¯ (1− s−1t + st)x′st−1x¯ stx′
∣∣∣∣ = 2(s2 + 1)x¯x′.
In summary, the concluding point is that the degenerate value Qψ(~x, ~x′) depends on s, while
the twisted module Z[s±1, t±1]/(t2 + 1) does not.
Furthermore, we comment on the non-degeneracy from the viewpoint of Theorem 3.4.
Following from (10), we shall set up the localized ring A = Z[s±1, t±1][(t − s)(t − s−1)−1]/I
with ideal I = (t2 + 1) and take the resulting representation fI : πL → SL2(A). Then, since
we can replace x by (t− s)−1x, the form Qψ(~x, ~x′) becomes 2x¯x′. Hence, it is non-degenerate,
as indicated in Theorem 3.4.
4.2 The figure eight knot
Next, we will compute some Qψ’s of the figure eight knot. However, the computation can be
done in a similar way to the previous subsection. Thus, we only outline the computation.
Let D be the diagram with arcs as illustrated in Figure 1. Similarly, we can see that a
correspondence C : {α1, α2, α3, α4} → X with C(αi) = (xi, zi) ∈ M × G is an X-coloring C
over f : πL → G, if and only if it satisfies the following equations:
zi = f(αi), z
−1
2 z1z2 = z
−1
1 z
−1
2 z1z2z
−1
1 z2z1 ∈ G, (18)
x3 = (x1 − x2) · z2 + x2, x4 = (x2 − x1) · z1 + x1, (19)
(x1 − x2) · (z1 + z2 − 1) = (x1 − x2) · (1− z−12 )z1z2 = (x1 − x2) · (1− z−11 )z2z1 ∈M. (20)
Accordingly, it follows from (19) that the set ColX(Df ) is generated by x1, x2; Given a G-
invariant bilinear form ψ, it can be seen that the bilinear form Qψ is expressed as
Qψ
(
(x1, x2), (x
′
1, x
′
2)
)
= ψ
(
x1 − x2, (x′1 − x′2) · (1− z−11 − z−12 + z1z−12 + z2z−11 )
) ∈ A, (21)
where (x
(′)
1 , x
(′)
2 ) ∈ ColX(′)(Df) ⊂ (M (
′))2. We will examine concrete representations.
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Example 4.4 (Elliptic representations). Let us set up the situation. Fix a field F of charac-
teristic 0. Then, we will employ the elliptic representation f : π1(S
3 \K)→ SL2(F[t±1]) such
that
f(α1) = t ·
(
s 1
0 s−1
)
, f(α2) = t ·
(
s 0
u+ 1 s−1
)
,
for some s, u ∈ F× with s¯ = s and u¯ = u. We can easily check from (18) that s and u must
satisfy Ps,u = 0, where Ps,u := s
2 + s−2 + u + u−1 − 1. To state only simple results, we now
assume that u is a quadratic solution of Ps,u (if u 6∈F, we shall replace F by a field extension
by Ps,u). In addition, we will consider two cases.
(i) Assume s + s−1 6= ±1. Let us consider the canonical action of SL2(F) on F2. Then,
following [Lin, W], the twisted Alexander polynomial ∆f associated with f turns out to be
t2 − 2(s+ s−1)t+ 1. Then, similar to Example 4.3, let us define the ring A as F[t]/(∆f), and
define M = M ′ as A2 with action. Then, by the help of computer to solve (17), we can verify
ColredX (Df)
∼= A with a basis in ColredX (Df) ⊂ A ∼= A2 ⊕ A2 represented as
~x =
(
(0, 0), (x,
s2 − 2st+ t2 + stu
s− t− s2t x)
)
,
for some x, y, z ∈ A×. Further, we will compute the form Qψ, where ψ : (A2)⊕2 → A is the
determinant. By (21), one can check
Qψ(~x, ~x′) = 2(1 + s2)(1− s+ s2)(1 + s + s2)x¯x.
Hence, if s2 + 1 6= 0, this Qψ is non-degenerate (cf. the boundary condition in Theorem 3.4).
As an example, consider the case F = C and (s, u) = (1, (1 +
√−3)/2). In other ward, f
is exactly the holonomy representation arising from the hyperbolic structure of S3 \K; Then,
Qψ is expressed as 12x¯x.
(ii) On the other hand, we consider the remaining case s+ s−1 = ±1. Then, the associated
H1(πK ;F[t
±1]2) is annihilated by t±1. Hence, let us define the ring A as F[t]/(t±1), and define
M as A2 with action. Then we can see ColX(Df) = M
2 ∼= A2⊕A2 with basis (a, b, c, d) ∈ A4.
Moreover, we can read off from (21) that
Qψ
(
(a, b, c, d), (a′, b′, c′, d′)
)
= a¯a′ + b¯b′.
In addition, in spired by [Go], we discuss Qψ associated with adjoint representations. How-
ever, as seen in Example 4.4, we should carefully analyze singular points in the space of
representations f : πK → G. Thus, we shall focus on generic points such as (22).
Example 4.5 (Adjoint representations). Let G and f be as above. Consider the lie algebra
g = {B ∈ Mat2(F) | TrB = 0 } with adjoint action of SL2(F), and set M = M ′ := (g[t±1]/I)2
for some ideal I ⊂ F[t±1]. Put the Killing 2-form ψ : g2 → F which takes (X, Y ) to Tr(X¯Y ).
To state only the simplest result (23), let us suppose a generic assumption of the form
(u− 1)(u+ u−1 − 1)(2u+ 2u−1 − 1)(2u+ 2u−1 − 5)(u3 − u2 − 2u− 1) 6= 0. (22)
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Then, we can easily compute the twisted Alexander polynomial as
∆f = t
2 − (2s2 + 1 + 2s−2)t+ 1 = t2 + (2u+ 2u−1 − 3)t + 1.
Similarly define the ideal I to be (∆f). Then, as a solution of (17), we can show ColredX (Df) ∼=
A with a basis ~x in g⊗A:(
(1− t)(us2 + s4 + s6 + t + s2t+ us4t) s(1− 3t2 + 4ut2 + t4)
Ns,t,u (t− 1)(us2 + s4 + s6 + t+ s2t+ us4t)
)
,
where the left bottom element Ns,t,u is given by the formula
s2−2s4+(4s2−2)t−4s2t2+(2+5s2−6u2s2)t3−2t4+u(s2t4−4(1+3s2)t3+5s2t2+4(1−s2)t−s2).
Though the basis is complicated, the anti-hermitian 2-form Qψ in (21) can be reduced to
Qψ(~x, ~x′) = 2(t− t−1)(u+ u−1 − 1)(1− u)(u3 − u2 − 2u− 1)xx¯′. (23)
In contract to the previous examples, this Qψ is parameterized by only u, not by the trace
s+ s−1 of f .
4.3 The (m,m)-torus link Tm,m
As a example of computation, we will calculate the bilinear form Qψ concerning the (m,m)-
torus link, following from Definition 2.1. These calculations will be useful in the paper [N2],
which suggests invariants of “Hurewitz equivalence classes”.
Let L be the (m,m)-torus link Tm,m with m ≥ 2, and let α1, . . . , αm be the arcs depicted in
Figure 1. Furthermore, let us identity αi+m with αi of period m. By Wirtinger presentation,
we have a presentation of πL as
〈 a1, . . . , am | a1 · · · am = ama1a2 · · · am−1 = am−1ama1 · · · am−2 = · · · = a2 · · ·ama1 〉.
In particular, we have a projection P : πL → Fm−1 to the free group of rank m− 1 subject to
a1 · · · am = 1.
Given a homomorphism f : πL → G with f(αi) ∈ Z, let us discuss X-colorings C over f .
Then, concerning the relation on the ℓ-th link component, it satisfies the equation(· · · (C(αℓ)⊳ C(αℓ+1))⊳ · · · )⊳ C(αℓ+m−1) = C(αℓ), for any 1 ≤ ℓ ≤ m. (24)
With notation C(αi) := (xi, zi) ∈ X , this equation (24) reduces to a system of linear equations
(xℓ−1− xℓ) +
∑
ℓ≤j≤ℓ+m−2
(xj − xj+1) · zj+1zj+2 · · · zm+ℓ = 0 ∈M, for any 1 ≤ ℓ ≤ m. (25)
Conversely, we can easily verify that, if a map C : {arcs of D} → X satisfies the equation (25),
then C is an X-coloring. Denoting the left side in (25) by Γf,k(~x), consider a homomorphism
Γf : M
m −→Mm; (x1, . . . , xm) 7−→ (Γf,1(~x), . . . ,Γf,m(~x)).
To conclude, the set ColX(Df ) coincides with the kernel of Γf .
Next, we precisely formulate the resulting bilinear form in Definition 2.1.
14
Proposition 4.6. Let f : π1(S
3 \ Tm,m) → G be as above. Let ψ : M ⊗ M ′ → A be a
G-invariant bilinear function. For any ℓ ∈ Z>0 with 1 ≤ ℓ ≤ m, the bilinear form Qψ,ℓ :
Ker(Γf)⊗Ker(Γ′f) → A takes (x1, . . . , xm)⊗ (y′1, . . . , y′m) to
m−1∑
k=1
ψ
( k∑
j=1
(xj+ℓ−1 − xj+ℓ) · zj+ℓzj+ℓ+1 · · · zk+ℓ−1, y′k+ℓ · (1− z−1k+ℓ)
) ∈ A. (26)
The formulae are obtained by direct calculation and definitions.
Finally, under an assumption, we give a 2-dimensional interpretation of the bilinear form.
Proposition 4.7. Let W be the complementary space of S2 obtained by removing m disks.
Consider the action of π1(W ) on M induced from that of πL via the above projection P : πL →
Fm−1. With the notation above, we assume that z1 · · · zm are identities in M and M ′.
Then the diagonal map M → Ker(Γ
z
) is a splitting injection, and the cokernel is the relative
cohomology H1(W, ∂W ;M). Further, the bilinear form Qψ,ℓ coincides with the composite:
H1(W, ∂W ;M)⊗H1(W, ∂W ;M ′) ⌣−−−→ H2(W, ∂W ;M ⊗M ′) 〈ψ,•〉◦〈•,µℓ〉−−−−−−−−→ A.
Furthermore, elements of the image Im(δ∗) and Mtri explained in Corollary 2.3 are repre-
sented by (x1, . . . , xm) and (x, . . . , x) ∈Mn, respectively. Here x ∈M and xi ∈M(1− zi).
We will give the proof in the end of §5.3. Furthermore, similar to the previous section, for
a concrete representation πL → G, we can explicitly compute the bilinear forms. We refer the
reader to [N2] for concrete computation from Proposition 4.7.
5 Proofs of Theorems 2.2
We will work out the respective proofs of Theorem 2.2 in §5.2 and in §5.3. While the state-
ments were described in terms of ordinary cohomology, the proof will be done via the group
cohomology; In §5.1, we review the relative group (co)homology.
5.1 Preliminary; Review of relative group homology
The relative group homology is a useful method, e.g, for algebraic K-theory, secondary char-
acteristic classes and stability problems of group homologies. As in [BE, Tro, Zic], the relative
homology is defined from a projective resolution. However, we will spell out the relative group
(co)homology in non-homogeneous terms, as follows.
This subsection reviews the definition and properties. Throughout this subsection, we fix
a group Γ and a homomorphism f : Γ → G. Then, Γ acts on the right G-module M via f .
Let Cgrn (Γ;M) be M ⊗Z Z[Γn]. Define the boundary map ∂n(a ⊗ (g1, . . . , gn)) ∈ Cgrn−1(Γ;M)
by the formula
a⊗(g2, . . . , gn)+
∑
1≤i≤n−1
(−1)ia⊗(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn)+(−1)n(agn)⊗(g1, . . . , gn−1).
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Moreover, we set subgroups Kj and the inclusions ιj : Kj →֒ Γ, where the index j runs over
1 ≤ j ≤ m (possibly, Ks = Kt even if s 6= t). Then, we can define the complex of the mapping
cone of ιj ’s: More precisely, let us set up the module defined to be
Cn(Γ, KJ ;M) := C
gr
n (Γ;M)⊕
(⊕
j∈J
Cgrn−1(Kj;M)
)
and define the differential map on C∗(Γ, KJ ;M) by the formula
∂reln (a, b1, . . . , bm) :=
(∑
j∈J
ιj(bj)− ∂n(a), ∂n−1(b1), . . . , ∂n−1(bm)
) ∈ Cn−1(Γ, KJ ;M).
Since the square is zero, we can define the relative group homology Hn(Γ, KJ ;M).
Remark 5.1. It is shown [Tro, Propositions in §1] that, for any g ∈ Γ, the relative homology
H∗(Γ, KJ ;M) is invariant with respect to the change from all the subgroups Kj to g
−1Kjg.
Dually, we will discuss the relative cohomology. Let us set the cochain group of the form
Cn(Γ, KJ ;M) := Map(Γ
n,M)⊕ (⊕
j
Map((Kj)
n−1,M)
)
.
Furthermore, for (h, k1, . . . , km) ∈ Cn(Γ, KJ ;M), let us define ∂n(h, k1, . . . , km) in Cn+1(Γ, KJ ;M)
by the formula
∂n
(
h, k1, . . . , km
)
(a, b1, . . . , bm) =
(
h(∂n+1(a)), h(b1)− k1(∂n(b1)), . . . , h(bm)− km(∂n(bm))
)
,
where (a, b1, . . . , bm) ∈ Γn+1×(K1)n×· · ·×(Km)n. Then, we have a complex (C∗(Γ, KJ ;M), ∂∗),
and can define the cohomology.
As the simplest example, we now observe the submodule consisting of 1-cocycles. Let
Homf(Γ,M ⋊ G) be the set of group homomorphisms Γ → M ⋊ G over the homomorphism
f . Here the semi-product M ⋊G is defined by
(a, g) ⋆ (a′, g′) := (a · g′ + a′, gg′), for a, a′ ∈M, g, g′ ∈ G.
Then, as is well-known (see [Bro, §IV. 2]), if KJ is the empty set, the set Homf(Γ,M ⋊G) is
identified with the set of group 1-cocycles of Γ as follows:
Z1(Γ;M) ∼= Homf(Γ,M ⋊G); h 7−→ (γ 7→ (h(γ), f(γ))).
Further, concerning the relative cohomology, from the definition, we can easily characterize
the first cohomology as follows:
Lemma 5.2. The submodule of 1-cocycles, Z1(Γ, KJ ;M), is identified with the following:
{ (f˜ , y1, . . . , ym) ∈ Homf(Γ,M⋊G)⊕Mm | f˜(hj) = (yj−yj ·hj, fj(hj)), for any hj ∈ Kj. }
Moreover, the image of ∂1, i.e., B1(Γ, KJ ;M), is equal to the subset {(f˜a, a, . . . , a)}a∈M .
Here, for a ∈M, this f˜a : Γ→ M ⋊G is defined as a map which sends γ to (a− a · γ, f(γ)).
In particular, if KJ is not empty, B
1(Γ, KJ ;M) is a direct summand of Z
1(Γ, KJ ;M).
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Finally, we will formulate explicitly the cup product on Cp(Γ, KJ ;M) and the Kronecker
product. When KJ is the empty set, we define the product of u ∈ Cp(Γ;M) and v ∈ Cq(Γ;M ′)
to be the element u ⌣ v ∈ Cp+q(Γ;M ⊗M ′) given by
(u ⌣ v)(g1, . . . , gp+q) := (−1)pq
(
u(g1, . . . , gp)gp+1 · · · gp+q
)⊗ v(gp+1, . . . , gp+q).
Further, ifKJ is not empty, for two elements (f, k1, . . . , km) ∈ Cp(Γ, KJ ;M) and (f ′, k′1, . . . , k′m) ∈
Cq(Γ, KJ ;M
′), let us define the cup product to be the formula
(f ⌣ f ′, k1 ⌣ f
′, . . . , km ⌣ f
′) ∈ Cp+q(Γ, KJ ;M ⊗M ′).
We can easily see that this formula descends to a bilinear map, by passage to cohomology,
⌣: Hp(Γ, KJ ;M)⊗Hq(Γ, KJ ;M ′) −→ Hp+q(Γ, KJ ;M ⊗M ′).
Then the graded commutativity holds: for any u ∈ Hp(Γ, KJ ;M) and v ∈ Hq(Γ, KJ ;M ′), we
have u ⌣ v = (−1)pqτ(v ⌣ u), where τ : M ⊗M ′ → M ′ ⊗M is the canonical isomorphism.
Furthermore, for (a, b1, . . . , bm) ∈ Γn×Kn−11 × · · · ×Kn−1m , consider the evaluation defined by
〈(f, k1, . . . , km), (a, b1, . . . , bm)〉 := f(a) + k1(b1) + · · ·+ km(bm) ∈M.
Then it can be seen that the formula induces 〈, 〉 : Hn(Γ, KJ ;M)⊗Hn(Γ, KJ ;A)→ H0(Γ;M).
Here we can replace H0(Γ;M) by the coinvariant MΓ = M/{(a− a · g)}a∈M,g∈Γ.
Remark 5.3. We will give a topological description of the above definitions without proofs
(For the proof see [BE] or [Zic, §3]). Consider the Eilenberg-MacLane spaces of Γ and of Kj ,
and the map (ιj)∗ : K(Kj , 1)→ K(Γ, 1) induced by the inclusions. Then the relative homology
Hn(Γ, KJ ;M) is isomorphic to the homology of the mapping cone of ⊔jK(Kj , 1) → K(G, 1)
with local coefficients. Further, the cup product ⌣ and the Kronecker product 〈, 〉 above
coincide with those on the usual singular (co)homology groups (up to signs 1). In particular,
we mention the knot case #L = 1. Since the complementary space YL = S
3\L is an Eilenberg-
MacLane space, we have an isomorphism H∗(π1(YL), π1(∂YL);M) ∼= H∗(YL, ∂YL;M).
More generally, we comment on the case #L ≥ 1. We let Γ be π1(YL) and let Kℓ(∼= Z2)
be the abelian subgroup of π1(YL) arising from the ℓ-th boundary. Denote the family K :=
{Kℓ}ℓ≤#L by ∂π1(YL), and consider the inclusion pair
ιY :
(
YL, ∂YL
)→ (K(π1(YL), 1), K(∂π1(YL), 1))
obtained by attaching cells to kill the higher homotopy group. Then, we have a commutative
diagram:
H1(π1(YL), ∂π1(YL);M)
⊗n ⌣ //
∼= ι
∗
Y

Hn(π1(YL), ∂π1(YL);M
n)
〈•,(ιY )∗(µ)〉
//
ι∗Y

(M⊗n)π1(YL)
H1(YL, ∂YL;M)
⊗n ⌣ // Hn(YL, ∂YL;M
n)
(−1)n〈•,µ〉
// (M⊗n)π1(YL).
Here, the left ι∗Y is an isomorphism from the definition of ιY . In conclusion, as a result of
the diagram, to prove Theorem 2.2 on the bottom arrows, we may focus on only the group
(co)homologies on the upper one such as the next subsection, in what follows.
1See [BE, §§1-2 ] for details.
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5.2 Proof for the isomorphism (7).
This subsection gives the proof of the isomorphism (7) in Theorem 2.2, and Corollary 2.3. For
this, we now prepare terminology throughout this section: Let D be a diagram of a link L
and let Γ be πL. In addition, we fix an arc γℓ from each link component ℓ of L, and consider
the circular path Pℓ starting from γℓ (see Figure 2). Further, for j ≥ 2, we denote by αℓ,j the
j-th arc on Pℓ, and do by βℓ,j the arc that divides the arcs αℓ,j−1 and αℓ,j. Considering the
meridian m
ǫj
ℓ,j ∈ π1(S3 \ L) associated with the arc βℓ,j, we here define the longitude lℓ to be
lℓ := m
ǫ1
ℓ,1m
ǫ2
ℓ,2 · · ·m
ǫNℓ
ℓ,Nℓ
∈ π1(S3 \ L), (27)
where ǫi ∈ {±1} is the sign of the crossing between αℓ,i and βℓ,i with i > 1, and ǫ1 = +1.
Considering the subgroup ∂ℓπL ∼= Z2 generated by the meridian-longitude pair (mℓ, lℓ), the
union ∂1πL ⊔ · · · ⊔ ∂#LπL coincides with the family ∂πL mentioned in Remark 5.3.
βℓ,1
Pℓ
αℓ,2 αℓ,Nℓ· · ·
βℓ,2 βℓ,3 βℓ,Nℓ
· · ·
Figure 2: The longitude ℓj and arcs α’s and β’s in the diagram D. Here γℓ = αℓ,1 = βℓ,1.
Proof of the isomorphisms (7). First, we will construct a map in (29). Given a G-module M ,
set up a map
κ : M ×G −→M ⋊G; (m, g) 7−→ (m · g −m, g). (28)
Further, for an X-coloring C over f , consider a map f˜C : {arcs of D} → M ⋊ G which
takes γ to κ
(C(γ)). Then, we verify from Wirtinger presentation that this f˜C defines a group
homomorphism πL → M ⋊G over f . Hence, we obtain a map
Ω : ColX(Df) −→ Hom(πL,M ⋊G)× (X#L); C 7−→ (f˜C, C(γ1), . . . , C(γ#L)). (29)
We claim tha such an f˜C uniquely admits aℓ ∈M satisfying the two identities
f˜(mℓ) = (aℓ − aℓ · f(mℓ), f(mℓ)) f˜(lℓ) = (aℓ − aℓ · f(lℓ), f(lℓ)) ∈M ⋊G. (30)
with respect to 1 ≤ ℓ ≤ #L. Fix notation C(βℓ,j) = (yj, zj) ∈M ×G. The first one is obvious
from the definition of κ with aℓ = y1. We shall show the second: by the coloring condition
between αℓ.Nℓ and βℓ.Nℓ , we have two equations;
z1z
ǫ2
2 · · · z
ǫNℓ
Nℓ
= zǫ22 · · · z
ǫNℓ
Nℓ
z1, y1z
ǫ2
2 · · · z
ǫNℓ
Nℓ
+
Nℓ−1∑
k=2
yk(1−zǫk+1k+1 ) ·zǫk+2k+2 zǫk+3k+3 · · · z
ǫNℓ
Nℓ
= y1. (31)
By (28) and (27) that f˜(lℓ) is expressed as
∑Nℓ
k=1 yk(1 − zǫk+1k+1 ) · zǫk+2k+2 zǫk+3k+3 · · · z
ǫNℓ
Nℓ
. Hence,
comparing carefully it with (31) gives the second one in (30)
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Since (30) coincides with exactly the 1-cocycle condition by Lemma 5.2, the map Ω is
reduced to ColX(Df ) → Z1(πL, ∂πL;M). We will construct the inverse mapping as follows.
For this, notice the equality
κ(a · h+ b, h−1gh) = (b, h)−1 · κ(a, g) · (b, h) ∈M ⋊G
from the definitions, and notice that any meridian mℓ,j in πL is conjugate to the mℓj on the
ℓj-th component for some ℓj: In other ward, we can choose hj ∈ πL with mℓ,j = h−1j mℓjhj .
To summarize, given an f˜ in Z1(πL, ∂πL;M), we define a map Cf˜ : {arc of D} → X by
Cf˜(mℓ,j) = (aℓ · hj + bj , f(mℓ,j)) where bj ∈ M is defined from f˜(mℓ,j) = (bj , f(mℓ,j)). Then,
we can easily see that Cf˜ is an X-coloring, and this construction gives the desired inverse
mapping.
To summarize, we have the isomorphism ColX(Df) −→ Z1(πL, ∂πL;M) = H1(πL, ∂πL;M)⊕
M . Furthermore, Lemma 5.2 again says that the summand Xdiag ∩ ColX(Df ) ∼= M is exactly
B1(πL, ∂πL;M). Hence, by the definition of Col
red
X (Df) in (5), the map Ω ensures the desired
ColredX (Df)
∼= H1(YL, ∂YL;M).
Proof of Corollary 2.3. We will show the required isomorphism H1(πL, ∂πL;M) ∼= H1(πL;M)
from the bijective assumption of id− f(mℓ) : M → M . For this, it is enough to construct an
inverse mapping of the projection Z1(πL, ∂πL;M)→ Z1(πL;M). Let f˜ : πL → M ⋊G be any
homomorphism over f as being in Z1(πL;M). Choose some bℓ and cℓ ∈M with
f˜(mℓ) = (bℓ, f(mℓ)), f˜(lℓ) = (cℓ, f(lℓ)) ∈M ⋊G.
Since the pair (mℓ, lℓ) commutes in πL, we have f˜(mℓ)f˜(lℓ) = f˜(lℓ)f˜(mℓ), which reduces to(
cℓ − cℓf(mℓ)− bℓ + bℓf(lℓ
)
, f(lℓ)
−1f(mℓ)
−1f(lℓ)f(mℓ)
)
= (0, 1g) ∈M ⋊G.
Setting aℓ = bℓ(id− f(mℓ))−1 by assumption, the reduced equality implies cℓ = aℓ(id− f(lℓ)).
Hence, the correspondence f˜ 7→ (f˜ , a1, . . . , a#L) gives rise to the desired inverse mapping.
Incidentally, the vanishing Im(δ∗) is obtained from H1(∂πL;M) = 0.
5.3 Proofs of Theorem 2.2 and Proposition 4.7
We turn into proving Theorem 2.2 and Proposition 4.7. The proof can be outlined as concrete
computations of the bilinear form Qψ,ℓ and of the cup product in turn. The point here is to
describe explicitly the 2-cycle µℓ in Lemmas 5.5 and 5.7.
To accomplish the outline, one will compute Qψ,ℓ. Recall the arc βℓ,j explained in Figure
2. For two X-colorings C and C′, we further employ notation C(βℓ,j) = (yj, zj) ∈ M × G and
C′(βℓ,j) = (y′j, zj) ∈ M ′ × G. Then, one can easily verifies that the value Qψ,ℓ(C, C′) is, from
the definition, formulated as
Nℓ−1∑
k=1
ψ
(
y1z
ǫ2
2 · · · zǫkk − yk+1 +
k∑
j=2
yj(1− zǫjj )zǫj+1j+1 zǫj+2j+2 · · · zǫkk , y′k+1 · (1− z−ǫk+1k+1 )
)
, (32)
where the second sigma with k = 1 means zero (cf. (26) as the case that all ǫj = 1 and ℓ = 1).
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On the other hand, let us compute the cup products (Lemmas 5.4 and 5.6). To this
end, we now introduce a 2-cycle. Consider the abelian subgroup 〈mℓ,j〉 ∼= Z generated by
the meridian mℓ,j with respect to the arc βℓ,j. Then, we write Mℓ for the disjoint union
〈mℓ,1〉 ⊔ 〈mℓ,2〉 ⊔ · · · ⊔ 〈mℓ,Nℓ〉, and do Marc for the whole union ⊔γ〈mγ〉 running over every
arcs γ. Let us define an element µˆpreℓ in the relative complex C2(πL, ∂πL ⊔Mℓ;Z) with trivial
coefficients to be
((1, 1), lℓ) +
Nℓ−1∑
k=1
((mǫ1ℓ,1 · · ·mǫkℓ,k,mǫk+1ℓ,k+1), 1)−
Nℓ∑
k=1
((1, 1),mǫkℓ,k).
Here, the last term has only the non-trivial (k + #L + 1)-th component mǫkℓ,k. Then we can
easily see that µˆpreℓ is a 2-cycle. Moreover, it is easy to verify the following lemma:
Lemma 5.4. Take the inclusion pair ιY in Remark 5.3, and the relative composite map
rY :
(
K(π1(Y ), 1), K(∂π1(Y ), 1)
) −→ (K(π1(Y ), 1), K(∂π1(Y ) ⊔Mℓ, 1))
induced from the inclusions-pair (π1(Y ), ∂π1(Y ))→ (π1(Y ), ∂π1(Y )⊔Mℓ). Consider the ℓ-th
2-cycle µℓ ∈ H2(YL, ∂YL;Z) ∼= Z#L as before. Then (rY ◦ ιY )∗(µℓ) = µˆpreℓ .
Remark 5.5. In some case with #L > 1, the homology class µˆpreℓ vanishes. For example, if L
is the Hopf link, YL is homotopic to the one of the boundary tori S
1×S1. Hence, we can easily
verify that, for any local system M , the second homology H2(π1(Y ), ∂π1(Y );M) vanishes.
In comparison with Proposition 4.6, we claim that every bilinear form Qψ of the Hopf link
L is trivial. Actually, for the diagram D with two arcs α1 and α2, the formula (25) becomes
(x1 − x2)(1 − z1) = (x1 − x2)(1 − z2) = 0, and the formulation (26) on Qψ is reduced to
ψ(x1 − x2, x2(1− z−1ℓ )) = 0 by the G-invariance.
Next, for ℓ ≤ #L, we will set up a homomorphism between the sets of 1-cocycles
ζℓ : Z
1(πL, ∂πL;M) −→ Z1(πL, ∂πL ⊔Mℓ;M)
as follows. Recall the terminology bj ∈M in the proof in §5.2. By Lemma 5.2, every element of
Z1(πL, ∂πL;M) can be represented by a homomorphism f˜ with (a1, . . . , a#L) ∈M#L satisfying
f˜(mℓ,1) = κ(aℓ, f(mℓ,1)). Hence, the correspondence
(f˜ , a1, . . . , a#L) 7−→ (f˜ , a1, . . . , a#L, b1, . . . , bNℓ)
yields the desired homomorphism ζℓ. In addition, by iterating the process, we can similarly
obtain a homomorphism ζ : Z1(πL, ∂πL;M)→ Z1(πL, ∂πL ⊔Marc;M).
We will use these ζ and ζℓ to recover the bilinear form Qψ from some cup product:
Lemma 5.6. For any two colorings C and C′, consider the cup product of the form
KC,C′ :=
(
ζℓ ◦ Ω(C)
)
⌣
(
ζ ′ℓ ◦ Ω′(C′)
) ∈ Z2(πL, ∂πL ⊔Mℓ;M ⊗M ′).
Then, the pairing ψ(〈KC,C′, µˆpreℓ 〉) is equal to the value Qψ(C, C′).
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Proof. By Lemma 5.2, the composite ζ
(′)
ℓ ◦Ω(
′)(C(′)) forms (f˜ (′), a(′)1 , . . . , a(
′)
#L, b
(′)
1 , . . . , b
(′)
Nℓ
). Then
the cup product KC,C′ is, by definition, formulated as
(f˜ ⌣ f˜ ′, a1 ⊗ f˜ ′, . . . , a#L ⊗ f˜ ′, b1 ⊗ f˜ ′, . . . , bNℓ ⊗ f˜ ′).
Write µˆ(1), µˆ(2) and µˆ(3) for the first, second and third term in µˆ
pre
ℓ , respectively. We will
compute the pairings 〈KC,C′, µˆ(i)〉. Note from the definitions that the third term 〈KC,C′, µˆ(3)〉
is −∑Nℓk=1 bk ⊗ b′k(1− z−ǫkk ). Next, the first one 〈KC,C′, µˆ(1)〉 = b1 ⊗ f˜(lℓ) is written in
(
b1z
ǫ1
1 · · · z
ǫNℓ
Nℓ
)⊗ ( Nℓ∑
k=1
b′k(1− zǫkk )zǫk+1k+1 zǫk+2k+2 · · · z
ǫNℓ
Nℓ
)
= −
Nℓ∑
k=1
(
b1z
ǫ1
1 · · · zǫk−1k−1
)⊗ (b′k(1− z−ǫkk )).
Finally, we now compute the second term as
ψ〈KC,C′, µˆ(2)〉 =
Nℓ−1∑
k=1
ψ
( k∑
j=1
bj(1− zǫjj )zǫj+1j+1 · · · zǫk+1k+1 , b′k+1 · (1− zǫk+1k+1 )
)
=
Nℓ−1∑
k=1
ψ
(−b1zǫ11 · · · zǫNℓNℓ + b1zǫ22 · · · zǫNℓNℓ +
k∑
j=2
bj(1− zǫjj )zǫj+1j+1 · · · zǫkk , b′k+1 · (1− z−ǫk+1k+1 )
)
.
Here, notice that this first term equals ψ(b1⊗f˜(lℓ)+(b1, b′1−b′1z−ǫ11 )). To summarize, comparing
the sum 〈KC,C′, µˆ(1)+ µˆ(2)+ µˆ(3)〉 with the formula (32) of Qψ(C, C′) immediately accounts for
the desired equality.
As the next step, let us reduce the 2-cycle µˆpreℓ to a 2-cycle in C2(πL, ∂πL;Z):
Lemma 5.7. Take two arcs α and β from the same link component, and put the associated
meridians mα and mγ ∈ πL. Then there exists νpreα,γ ∈ C2(πL;Z) such that the 2-chain να,γ ∈
C2(πL, ∂πL ⊔Marc;Z) of the form
(νpreα,γ , 1)− ((1, 1),mα)− ((1, 1),mγ) (33)
is a 2-cycle and that the following pairing is zero:
〈(ζ ◦ Ω(C))⌣ (ζ ′ ◦ Ω′(C′)), να,γ〉 ∈ (M ⊗M ′)πL. (34)
Proof. Without loss of generality, we may assume that α is next to β and an arc β separates
α from γ (see Figure ??). Let us denote by ǫ the sign of the crossing, and define νpreα,γ to be
(mα,m
ǫ
β) + (m
−ǫ
β ,mαm
ǫ
β)− (mǫβ,m−ǫβ )− (1, 1) ∈ C2(πL;Z).
Since ∂2(ν
pre
α,γ) = (mα) + (m
−ǫ
β mαm
ǫ
β) = (mα) + (mγ), the 2-chain ν
pre
α,γ in (33) is a 2-cycle. In
addition, after a computation, we can verify that the pairing (34) is zero.
Using the above preparation, we now prove Theorem 2.2 and Proposition 4.7.
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Proof of Theorem 2.2. To start, we will formulate explicitly the 2-class µˆℓ in C2(πL, ∂πL;Z).
Since the arc βi has the same link-component to γℓi for some ℓi, we take the 2-cycle νℓi,βi
obtained in Lemma 5.7. Put a 2-cycle di of the form(
(mℓi,m
−1
ℓi
), 1)− ((1, 1),mℓi)− ((1, 1),mℓi),
where the second (resp. third) term has only a non-trivial element in the (i+1)-th (resp. βi-th)
component. Using the 2-cycle µˆpreℓ , let us set µˆℓ := µˆ
pre
ℓ +
∑Nℓ
i=2(νℓi,βi − di). By construction,
µˆℓ is also a 2-cycle and is presented by some elements of (πL, ∂πL); consequently, it lies in
C2(πL, ∂πL). Furthermore, from the definitions of ζℓ and ζ , we have the equality
〈(ζ ◦ Ω(C))⌣ (ζ ′ ◦ Ω′(C′)), µˆℓ〉 = 〈(ζℓ ◦ Ω(C))⌣ (ζ ′ℓ ◦ Ω′(C′)), µˆpreℓ 〉 ∈ (M ⊗M ′)πL.
Notice from Lemma 5.6 that the pairing with ψ is equal to Qψ(C, C′). Hence, the proof is
completed.
Proof of Proposition 4.7. SinceW is S2 with removed m open discs, W and ∂W are Eilenberg-
MacLane spaces, and we have the isomorphisms πL = π1(S
3 \Tm,m) ∼= Z×π1(W ) ∼= Z×Fm−1.
Here the summand Z is generated by a1 · · · am ∈ π1(S3 \ Tm,m). Hence, it follows from the
assumption z1 · · · zm = idM and Lemma 5.2 that the projection P : π1(S3 \ Tm,m) → π1(W )
induces an isomorphism P∗ : H1(W, ∂W ;M) → H1(πL, ∂πL;M). Hence, the required claims
immediately follow from Theorem 2.2, which completes the proof.
Acknowledgments
The author sincerely expresses his gratitude to Akio Kawauchi for many useful discussions
on the classical Blanchfield pairing. He also thanks Takahiro Kitayama and Masahico Saito
for valuable comments. The work is partially supported by JSPS KAKENHI Grant Number
00646903.
References
[Bla] R. Blanchfield, Intersection theory of manifolds with operators with applications to knot theory, Ann. of
Math. 65: (1957) 340–356
[Bro] K. S. Brown, Cohomology of Groups, Graduate Texts in Mathematics, 87, Springer-Verlag, New York,
1994.
[BE] R. Bieri, B. Eckmann, Relative homology and Poincare´ duality for group pairs, J. Pure Appl. Algebra
13 (1978) 277–319.
[CDP] L. Camacho, F. M. Dion´ısio, R. Picken,Colourings and the Alexander Polynomial, arXiv:1303.5019
[CJKLS] J. S. Carter, D. Jelsovsky, S. Kamada, L. Langford, M. Saito, Quandle cohomology and state-sum
invariants of knotted curves and surfaces, Trans. Amer. Math. Soc. 355 (2003), 3947–3989.
[CKS] J. S. Carter, S. Kamada, M. Saito, Geometric interpretations of quandle homology, J. Knot Theory
Ramifications 10 (2001), 345–386.
[COT] T. D. Cochran, K. Orr, P. Teichner, Knot concordance, whitney towers and L2-signatures, Ann. of
Math. 157 (2003) 433–519.
22
[FV] S. Friedl, S. Vidussi, A survey of twisted Alexander polynomials, The mathematics of knots, 45–94,
Contrib. Math. Compute. Sci., 1, Springer, Heidelberg, 2011.
[CS] S. Cappell, J. L. Shaneson ,The codimension two placement problem and homology equivalent manifolds,
Ann. of Math. 99 (1974), 227–348
[Go] W. Goldman , Invariant functions on Lie groups and Hamiltonian flows of surface group representations,
Invent. math. 85 (1986) 263–302.
[Hil] J. Hillman, Algebraic invariants of links, second edition, Series on Knots and everything. 32 World
Scientific (2002).
[IIJO] A. Ishii, M. Iwakiri, Y. Jang, K. Oshiro, A G-family of quandles and handlebody-knots, Illinois J. Math.
57 (2013), 817–838.
[Joy] D. Joyce, A classifying invariant of knots, the knot quandle, J. Pure Appl. Algebra 23 (1982), 37–65.
[Lin] X.S. Lin, Representations of knot groups and twisted Alexander polynomials, Acta Math. Sin. (Engl. Ser.)
17 (2001), 361–380.
[N1] T. Nosaka, Quandle cocycles from invariant theory, Advances in Mathematics, 245 (2013), 423–438.
[N2] , Bilinear-form invariants of Lefschetz fibrations over the 2-sphere, preprint.
[N3] , Twisted cohomology pairings of knots II; to classical invariants, preprint.
[N4] , Twisted cohomology pairings of knots III, in preparation.
[M1] J. W. Milnor, Infinite cyclic coverings, Conference on the Topology of Manifolds (Michigan State Univ.,
E. Lansing, Mich., 1967), Prindle, Weber & Schmidt, Boston, Mass., (1968) 115–133.
[M2] , On isometries of inner product spaces, Invent. Math. 8, (1969) 83–97.
[Tro] H. F. Trotter, Homology of group systems with applications to knot theory, Ann. of Math. 76 (1962),
464–498.
[W] M. Wada, Twisted Alexander polynomial for finitely presentable groups, Topology 33 (1994), 241–256.
[Zic] C. Zickert, The volume and Chern-Simons invariant of a representation, Duke Math. J. 150 (2009),
489–532.
Faculty of Mathematics, Kyushu University, 744, Motooka, Nishi-ku, Fukuoka, 819-0395, Japan
E-mail address: nosaka@math.kyushu-u.ac.jp
23
