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Abstract
In high head Francis turbines and pump-turbines in particular, Rotor Stator In-
teraction (RSI) is an unavoidable source of excitation that needs to be predicted
accurately. Precise knowledge of turbine dynamic characteristics, notably the
variation of the rotor natural frequencies with rotation speed and added mass
of the surrounding water, is essential to assess potential resonance and resulting
amplification of vibrations. In these machines, the disk-like structures of the
runner crown and band as well as the head cover and bottom ring give rise to
the emergence of diametrical modes and a mode split phenomenon for which
no efficient prediction method exists to date. Fully coupled Fluid-Structure In-
teraction (FSI) methods are too computationally expensive; hence, we seek a
simplified modelling tool for the design and the expected-life prediction of these
turbines.
We present the development of both an analytical modal analysis based on the
assumed mode approach and potential flow theory, and a modal force Compu-
tational Fluid Dynamics (CFD) approach for rotating disks in dense fluid. Both
methods accurately predict the natural frequency split as well as the natural fre-
quency drift within 7.9% of the values measured experimentally. The analytical
model explains how mode split and drift are respectively caused by linear and
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quadratic dependence of the added mass with relative circumferential velocity
between flexural waves and fluid rotation.
Keywords: Fluid-structure interaction, Rotating disk, Modal analysis, Linear
vibration, Mode split, High head hydraulic turbine
1. Introduction
The design of modern hydroelectric turbines aims at near perfect efficiency
while minimizing production costs. In this context, precise knowledge of the
turbine dynamical characteristics, notably the variation of the rotor natural
frequencies with rotation speed and added mass of the surrounding water, is5
essential to assess potential resonance and resulting amplification of vibrations.
Turbine design requires fast and numerically efficient frequency identification
methods taking into account these effects.
The manifold complexity of hydraulic turbines makes them subject to nu-
merous physical effects. Resonance of structures coupled to excitation sources10
can lead to severe fatigue damage, that can result in the loss of hydraulic runner
blades if it is not avoided (Coutu et al., 2004, 2008; Liu et al., 2016). Typically,
the extra stresses due to daily start-stop cycles that turbines now undergo can
initiate cracks in the blades (Huth, 2005; Trivedi & Cervantes, 2017). The in-
tricacy of hydraulic turbine design and the numerous possible vibration sources15
in these machines make the runner reliability a challenging and critical design
criteria (Do¨rfler et al., 2012; Presas et al., 2019). In particular in high head
Francis turbines and pump-turbines, Rotor-Stator Interaction (RSI) are an un-
avoidable source of excitation that needs to be predicted accurately (Ohashi,
1994; Do¨rfler et al., 2012; Walton & Tan, 2016) in order to ensure the designed20
geometry is suitable before its manufacturing.
Fully understanding the physics at stake is crucial in order to minimize the
difficulties and delays experienced during the design stage of these machines.
Critical rotation speeds of spinning structures trigger unstable regimes, such
as flutter (Adams, 1987; Renshaw, 1998; Kim et al., 2000). Each structural25
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mode can typically be stabilized by increasing the stiffness. The fluid filled
spaces between rotor and casing also modify this threshold (Huang & Mote,
1995), especially with narrow gaps, like in hydraulic turbines. Additionally, the
coupling between the acoustical and structural natural frequencies, the radial
gap, the geometrical asymmetries, and the fluid rotation are all parameters upon30
which rotating structure stability relies (Kang & Raman, 2006a,b). The natural
frequencies of runners are affected by equally numerous parameters including
their rotational velocity and the influence of surrounding water (Egusquiza et al.,
2016). Acoustical natural frequencies can decrease natural frequencies by up
to 25% if coupling occurs (Bossio et al., 2017). Such frequencies are usually35
higher than rotation speeds for high head turbines. This review demonstrates
the complexity of both runner physics and geometry. Hence, the untangling of
physical phenomenon and relevant parameters of influence on runner natural
frequencies requires a simplified approach.
If efficient frequency prediction methods exist for the dynamical response of40
low to medium head Francis runners (Coutu et al., 2008) and of Kaplan turbines
(Soltani Dehkharqani et al., 2017, 2019), this is not the case for high head tur-
bines and in particular pump-turbine runners. Vibration modeshapes of these
runners are different due to the disk-like structures of the runner crown and
band, which give rise to diametrical modes, as shown in Figure 1(a-b). Mode-45
shapes of eigenfrequencies typically below 450 Hz are disk-like modes (Egusquiza
et al., 2016), validating the disk representation of high head turbine runners for
a large range of rotation speeds. Hence, the present work studies an idealized
rotating plate in dense fluid. Beyond simplifying the rotor geometry to that of
a disk, we can further idealize the problem with the following assumptions:50
1. The rotation speed range considered for hydraulic turbine applications is
low enough to neglect centrifugal forces in the disk.
2. For the selected potential flow approach, the fluid surrounding the disk is
considered inviscid and adiabatic.
3. From the rotating disk reference frame, based on work from Poncet et al.55
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Figure 1: (a) A pump-turbine runner geometry. (b) High head Francis and pump-turbine
runners have disk-like modeshapes, characterized by their numbers n and s of nodal diameters
and nodal circles respectively (n = 3, s = 0 is presented). (c) Each disk mode is composed
of a co-rotating and a counter-rotating wave, with respect to the fluid rotation relative to the
disk. (d) Co- and counter-rotating wave frequencies evolve with the disk rotation speed in
dense fluid: the split between the two increases, while the average value decreases.
(2005), the fluid is entrained to a solid-body motion at a mean velocity
equal to a fraction of that of the disk.
4. The disk modes in water are the same as those of the disk in vacuum. This
was confirmed by Kwak & Kim (1991) with the Rayleigh-Ritz method.
5. We consider small amplitude deformations of the disk in order to remain60
in the frame of linear perturbation analysis.
These assumptions allow us to orient our literature review.
Leissa (1969) compiles analytical solutions for annular plate modes and var-
ious boundary condition sets, using previous work from Southwell (1922) and
Vogel & Skinner (1965) including geometries and conditions of particular inter-65
est for the present work.
Submerged structure resonance frequencies are shifted by the surrounding
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water effect (Liang et al., 2007; Østby et al., 2019). Part of the fluid vibrates
with the structure, adding mass to the system. The plate rotation in water
additionally triggers a particular resonance mechanism, first described by Kub-70
ota & Ohashi (1991): unlike in air, forward and backward travelling waves on
the disk surface trigger the so-called mode split, as a mode can be excited with
two different frequencies, as shown in Figure 1(c-d). However, there is little
information on the physical phenomenon itself. Presas et al. (2014, 2015, 2016)
along with Valent´ın et al. (2014) analytically and experimentally studied the75
natural frequencies of a submerged and confined rotating disk, as well as the
influence of the rotation speed and of the axial gap length. Their experimental
setup consists of a rotating disk excited with a piezoelectric patch, surrounded
by air or water in a fully-rigid casing. The disk response was measured with
accelerometers mounted on its surface, allowing the detection of the first struc-80
tural modeshapes and associated frequencies. They showed that reducing the
axial gap increases the mode split effect and decreases natural frequencies.
Various methods exist to study the vibrations of rotating structures. While
considering coupled structural eigenmodes may prove close to reality, it can also
be difficult to implement. Modal analysis only deals with independent modes,85
greatly simplifying the problem to solve. Ahn & Mote (1998) analytically stud-
ied the steady-state modal response of an excited rotating disk, and identified
the modes linked to forward and backward travelling waves, along with their
associated frequencies. Renshaw et al. (1994) identified the ratio of the fluid
and plate densities to be one of the main influencing parameters: mode split90
arises when the structure interacts with dense fluids such as water. Kwak &
Kim (1991) and Amabili & Kwak (1996) analytically analyzed stationary cir-
cular plates coupled with water. They used the assumed mode approximation
and worked with a potential flow. The assumed shape of the potential func-
tion must satisfy the boundary conditions; it provides spatial and temporal95
information on the velocity field. Then, assessing the Nondimensional Added
Virtual Mass Incremental (NAVMI) factor from the potential flow and imposed
modeshape, they linked the natural frequency in vacuum to that in dense fluid.
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This factor represents the ratio between reference kinetic energies of the disk
and fluid. Amabili et al. (1996) performed the same analysis on standing an-100
nular plates, proving its applicability to the disk considered in our work. The
model developed by Presas et al. (2016) includes the relative rotation between
the fluid and disk, which gives rise to mode split. It expresses the axial de-
formation at a characteristic radius r0, and assumes that natural frequencies
can be determined only from the disk dynamical information at r = r0. The105
axial gap dimensions are taken into account through the boundary conditions.
Unfortunately, all of these models still lack an exhaustive understanding of the
physical nature of mode split and present a non-negligible relative error on the
frequency predictions.
Analytical solutions cannot be established for hydraulic turbine complex110
geometries. Numerical Fluid-Structure Interactions (FSI) models using Finite
Element Analysis (FEA) are powerful tools for the structural design analysis
of these machines (Dompierre & Sabourin, 2010; Hu¨bner et al., 2016). This
method is applicable to natural frequency prediction of standing circular plates
(Hengstler, 2013), disk-fluid-disk systems, rotor-stator systems (Specker, 2016;115
Weder et al., 2016, 2019), and rotating disks in fluid (Weber & Seidel, 2015).
This shows that the application range of numerical FSI is extremely broad, and
widely used to deal with disk frequency prediction. However, these fully-coupled
simulations are computationally expensive (Hu¨bner et al., 2016; Nennemann
et al., 2016; Biner, 2017) and are not a convenient tool to evaluate runner natural120
frequencies in flow in the preliminary design stage (Weber & Seidel, 2015). They
also present stability issues when the fluid-to-structure density ratio increases
(Wong et al., 2013), typically when the fluid is water. Therefore, a simplified
approach to model high head Francis and pump-turbines would be a powerful
tool in the scope of our study. Several authors suggested using a faster approach125
than fully-coupled FSI, such as transient flow (Soltani Dehkharqani et al., 2017)
or structural-acoustical methods (Valent´ın et al., 2016; Escaler & De La Torre,
2018). But because of both its simplicity and efficiency for submerged and
confined rotating disks, the most promising alternative is a modal force approach
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(Nennemann et al., 2016; Presas et al., 2016; Biner, 2017), for which an arbitrary130
number of modes considered separately are imposed on the disk surface. A time
discretization of structural equations allows the computation of the displacement
according to the surrounding fluid parameters and pressure field obtained with
Computational Fluid Dynamics (CFD). In order to numerically capture the
mode split on rotating submerged disks, our work builds on the 1-degree of135
freedom (1DOF) oscillator modal force CFD model developed by Monette et al.
(2014) and Nennemann et al. (2016). This model was originally used to predict
added stiffness and damping of runner blades in flowing water.
Here we present the development of both an analytical modal analysis based
on the assumed mode approach and potential flow theory, and a modal force140
CFD approach for rotating disks in dense fluid. Both methods accurately predict
the natural frequency split and drift that are observed experimentally by Presas
et al. (2016). Insight into the physical origin of the mode split is also given.
Both models are validated by comparison with available experimental data.
2. Methodology145
In this section we detail the development of the structural and fluid equations
leading to the analytical modal analysis, and the modal force CFD approaches.
The disk material, geometry and rotation speed, as well as the fluid and casing
properties are taken into account. The radial gap is only considered in the
numerical model.150
The disk is a rotating annular plate of density ρD, outer radius a, inner
radius b, thickness h and angular speed ΩD in the stationary reference frame.
We use the cylindrical coordinates (r, θ, z) in the stationary reference frame,
and the origin is taken at the center of the disk. The rigid casing of height
Hup + Hdown is filled with a liquid of density ρF . The gap between the disk155
and the top of the casing is of length Hup, while the gap between the disk and
the bottom of the casing is of length Hdown. Figure 2 presents the modeled
geometry.
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Figure 2: Studied geometry in §2.1 and §2.2: the disk with angular speed ΩD, outer radius a,
inner radius b and thickness h is confined in a rigid casing of height Hup +Hdown, filled with
water. The disk is clamped to the shaft on its inner radius and free outside.
2.1. Structural model
Let us first establish the structural equations upon which rely both the
analytical and numerical methods. According to linear classical plate theory,
the vertical displacement w of an annular plate is given by Leissa (1969) as
D∇4w + ρDh∂
2w
∂t2
= P (r, θ, t) , (1)
where t is the elapsed time, P (r, θ, t) is the pressure field applied to the plate,
∇4 = ∇2∇2 with ∇2 the Laplacian operator, and
D =
Eh3
12(1− ν2) , (2)
is the disk flexural rigidity, where E is Young’s modulus and ν is Poisson’s ratio
of the disk material, most likely stainless steel for hydraulic turbine applications.
We assume Fourier components in θ, where n (respectively s) is the number of
nodal diameters (respectively nodal circles), and Wns is the associated mode-
shape in vacuum (P = 0). The vertical displacement in vacuum is composed
with all modeshapes:
w(r, θ, t) =
∞∑
n=0
∞∑
s=0
Wns(r, θ)e
iωvt , (3)
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where ωv is the natural angular frequency in vacuum. In order to determine the
shape of Wns, we introduce the parameter kns defined as
k4ns =
ρDhω
2
v
D
, (4)
which yields the information on ωv. For annular plates, Leissa (1969) provides
the modeshape for a single mode in the form
Wns(r, θ) = ψns(r) e
inθ , (5)
where
ψns(r) = AnJn(knsr) +BnYn(knsr) + CnIn(knsr) +DnKn(knsr) , (6)
where Jn, Yn, In,Kn are the Bessel functions of first and second kinds, and the
modified Bessel functions of first and second kinds respectively, and An, Bn, Cn,
Dn are coefficients determined with the boundary conditions within a multiply-
ing factor. It should be noted that the complex conjugate part is omitted in
order to lighten the equations. The boundary conditions for the free-clamped
annular plate are also given by Leissa (1969):
Wns(r, θ)
∣∣
r=b
= 0 ,
∂Wns(r, θ)
∂r
∣∣∣∣
r=b
= 0 , (7)
Vr(r, θ)
∣∣
r=a
= 0 , Mr(r, θ)
∣∣
r=a
= 0 , (8)
where Vr is the radial Kelvin-Kirchhoff edge reaction and Mr is the bending
moment:
Vr = −D
[
∂
∂r
(∇2Wns(r, θ)) + (1− ν)1
r
∂2
∂θ∂r
(
1
r
∂Wns(r, θ)
∂θ
)]
, (9)
Mr = −D
[
∂2Wns(r, θ)
∂r2
+ ν
(
1
r
∂Wns(r, θ)
∂r
+
1
r2
∂2Wns(r, θ)
∂θ2
)]
. (10)
Substituting Eqs. (5-6) in Eqs. (7-8) results in an eigenvalue problem of the
form:
M ·Xn =

ai · · · di
...
. . .
...
aiv · · · div
 ·

An
Bn
Cn
Dn
 = 0 , (11)
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where the matrix coefficients ai ... div are given by the developed boundary160
conditions. We then have det(M) = 0 as a necessary condition for the system
to be solved. Solving det(M) = 0 has an infinite number of solutions which
correspond to the values of kn for any number of nodal circles s. This cannot be
solved analytically, and kns must be evaluated numerically. After eliminating
the trivial solution kns = 0 and moving upward, the j
th solution that nullifies165
det(M) corresponds to s = j−1. Then, in order to close the system of equations,
we arbitrarily choose the value of An and then solve the system to get the
values of Bn, Cn, Dn, and hence the associated modeshape. These modeshapes
naturally form an orthogonal base, and we additionally choose An to make it
orthonormal.170
Let us apply the Galerkin method to the disk structure. The displacement
is approximated with a discrete sum:
w(r, θ, t) ≈ wN (r, θ, t) =
N∑
j
φj(r, θ)qj(t) , (12)
where N is the number of modes of different combinations of nodal diameters
and nodal circles ns considered, φj are test functions that satisfy the boundary
conditions and qj are the generalized coordinates. Here, the test functions
are chosen to correspond to the orthonormal modeshapes: φj(r, θ) = Wj(r, θ)
defined in Eq. (5). Calculation shows that this choice implies ∇4Wj = k4jWj .
Hence, substituting w with wN in Eq. (1) leads to
D∇4wN + ρDh∂
2wN
∂t2
− P (r, θ, t) = R , (13)
where R is the residual. Expanding the sum of Eq. (12):
N∑
j
[
ρDhq¨j(t) +Dk
4
j qj(t)
]
Wj(r, θ)− P (r, θ, t) = R , (14)
where q¨j = ∂
2qj/∂t
2. According to the Galerkin method:∫ a
r=b
∫ 2pi
θ=0
RWi(r, θ) rdrdθ = 0 ∀i ≤ N . (15)
Let us recall that because the modes form an orthonormal base,∫ a
r=b
∫ 2pi
θ=0
Wi(r, θ)Wj(r, θ)r drdθ = 2pi(a
2 − b2)δij , (16)
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where δij is the Kronecker symbol. Therefore, multiplying Eq. (14) by Wi and
integrating over the annular plate surface, we obtain
2pi(a2 − b2)
N∑
j
[
ρDhq¨j(t) +Dk
4
j qj(t)
]
δij = P˜i(t) , (17)
where
P˜i(t) =
∫ a
r=b
∫ 2pi
θ=0
P (r, θ, t)Wi(r, θ) rdrdθ . (18)
Let us recall that this is true for any number of considered modes N chosen ar-
bitrarily. Observing that the equations from the obtained system are decoupled,
we can then generalize by replacing j by any combination of nodal diameters
and nodal circles ns in Eq. (17):
2pi(a2 − b2)[ρDh ¨qns(t) +Dk4nsqns(t)] = P˜ns(t) . (19)
Hence, any point on the disk can be assimilated to a 1DOF mass-spring system
with vertical motion for any given mode. The vertical displacement w of this
point follows
Mw¨(t) +Knsw(t) = P˜ns(t) , (20)
where M = 2pi(a2−b2)ρDh and Kns = 2pi(a2−b2)Dk4ns are the modal structural
mass and stiffness respectively. It can be seen that the structural modal mass
only depends on the mass and geometry of the disk, regardless of the selected
mode; while the structural modal stiffness depends through kns on the number
of nodal diameters and circles of the mode. The disk natural angular frequency
in vacuum can be assessed with Eq. (20):
ωv =
√
Kns
M
= k2ns
√
D
ρDh
. (21)
2.2. FSI analytical model
In this section we develop an analytical model based on modal analysis, for
the prediction of rotating disk natural frequencies. Let us recall that mode-
shapes are considered identical in air and in water. The axial confinement of
the fluid is considered, and imposes the radial boundary conditions.175
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At this point, because kns is known, we have an expression for any annular
plate modeshape given by Eq. (5), and associated angular frequency in vacuum
given by Eq. (21). As we only consider a single mode with n nodal diameters,
Eq. (12) translates into
w(r, θ, t) = Wns(r, θ)g(t) , (22)
with
g(t) = eiωt , (23)
and ω is the actual angular frequency of the structure for the considered mode.
We consider the fluid velocity V in the surrounding fluid, the form of which
is assumed to be the sum of a mean flow component V0, associated with the
solid body rotation, and of an oscillatory component v, associated with the
transverse disk motion:
V(r, θ, z, t) = V0(r) + v(r, θ, z, t) . (24)
The solid body rotation is described by
V0 = {0, (1−K)rΩD, 0}T , (25)
in the cylindrical reference frame, where K is the average entrainment coef-
ficient, the value of which will be discussed in §3.2. This coefficient verifies
K = ΩF /ΩD, where ΩF is the fluid angular speed in the stationary reference
frame.180
We associate the oscillatory component v to the flow potential Φ:
v = ∇Φ , (26)
where we assume the shape of Φ to be
Φ(r, θ, z, t) = φ(r, z)einθ g˙(t) , (27)
where g˙ = dg/dt, g is defined in Eq. (23) and φ has to be determined. By
convention, n > 0 (respectively n < 0) characterizes co-rotating waves (respec-
tively counter-rotating waves) relative to the rotating disk. This flow obeys the
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Laplace equation, which implies
∇2Φ = ∂
2Φ
∂r2
+
1
r
∂Φ
∂r
+
1
r2
∂2Φ
∂θ2
+
∂2Φ
∂z2
= 0 . (28)
Substituting Φ for its expression in Eq. (27) yields the equation solved by φ:
∂2φ
∂r2
+
1
r
∂φ
∂r
− n
2
r2
φ+
∂2φ
∂z2
= 0 . (29)
The non-penetration boundary conditions on the top and bottom casing and
disk surfaces imply
∂φ
∂z
∣∣∣∣
z=Hup
= 0 ,
∂φ
∂z
∣∣∣∣
z=Hdown
= 0 , (30)
∂φ
∂z
∣∣∣∣
z=0
=
Dw
Dt
=
∂w
∂t
+
V0θ
r
∂w
∂θ
, (31)
where D/Dt is the material derivative, and V0θ is the tangential velocity in the
fluid reference frame. Then, replacing w in Eq. (31) by its expression given by
Eqs. (5, 22) yields
∂φ
∂z
∣∣∣∣
z=0
=
(
1 +
n
ω
V0θ
r
)
ψns(r) . (32)
Substituting the tangential velocity V0θ, given by Eq. (25), finally provides
∂φ
∂z
∣∣∣∣
z=0
=
(
1 +
nΩD/F
ω
)
ψns(r) , (33)
where ΩD/F = ΩD − ΩF = (1 −K)ΩD is the disk angular speed with respect
to the fluid.
Similarly to Amabili et al. (1996), we introduce the Hankel transform and
the inverse Hankel transform based on Bessel functions:
φ(ξ, z) =
∫ ∞
0
rφ(r, z)Jn(ξr) dr , (34)
φ(r, z) =
∫ ∞
0
ξφ(ξ, z)Jn(ξr) dξ . (35)
Multiplying Eq. (29) by rJn(ξr) and integrating over the radius leads to∫ ∞
0
r
∂2φ
∂z2
Jn(ξr) dr = −
∫ ∞
0
r
(∂2φ
∂r2
+
1
r
∂φ
∂r
− n
2
r2
φ
)
Jn(ξr) dr . (36)
Applying the Hankel transform to the Bessel differential equation results in
−
∫ ∞
0
r
(∂2φ
∂r2
+
1
r
∂φ
∂r
− n
2
r2
φ
)
Jn(ξr) dr = ξ
2
∫ ∞
0
rφ(r, z)Jn(ξr) dr . (37)
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Replacing in Eq. (36) and using the Hankel transform as described in Eq. (34),
we obtain the ordinary differential equation verified by φ:
d2φ/dz2 = ξ2φ . (38)
The solution is of the form:
φ(ξ, z) = B(aξ)e−ξz + C(aξ)eξz , (39)
where the functions B and C are to be determined with the boundary conditions.
Applying the inverse Hankel transform defined in Eq. (35) to this solution allows
writing the potential flow φ as
φ(r, z) =
∫ ∞
0
ξ[B(aξ)e−ξz + C(aξ)eξz]Jn(ξr) dξ . (40)
The condition on the top casing surface in Eq. (30) gives
B(aξ)e−ξHup − C(aξ)eξHup = 0 , (41)
Then isolating C(aξ) and substituting its expression in Eq. (33) yields∫ ∞
0
ξ
[
ξB(aξ)
(
1− e−2ξHup)]Jn(ξr) dξ = −(1 + nΩD/F
ω
)
ψn(r) . (42)
Upon using the Hankel transform properties, we obtain
ξB(aξ)
(
1− e−2ξHup) = −a(1 + nΩD/F
ω
)∫ a
b
r ψns(r)Jn(ξr) dr . (43)
This new integral can be evaluated numerically. Isolating ξB(aξ) also provides
ξC(aξ) according to Eq. (41). Ultimately adding these two terms leads to
ξ[B(aξ) + C(aξ)] = −a
(
1 +
nΩD/F
ω
)(1 + e−2ξHup
1− e−2ξHup
)∫ a
b
r ψns(r)Jn(ξr) dr .
(44)
And replacing this expression in Eq. (40) gives the expression of the potential
flow in the fluid volume:
φup(r, z) = −a2ω
(
1 +
nΩD/F
ω
)∫ ∞
0
H(aξ)Jn(ξr)
[
e−ξz + eξ(z−2Hup)
1− e−2ξHup
]
dξ ,
(45)
φdown(r, z) = −a2ω
(
1 +
nΩD/F
ω
)∫ ∞
0
H(aξ)Jn(ξr)
[
e−ξz + eξ(z−2Hdown)
1− e−2ξHdown
]
dξ ,
(46)
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where
H(aξ) =
∫ a
b
r ψns(r)Jn(ξr) dr . (47)
The perturbation fluid velocity magnitude depends on the rotation speed and
frequency of the considered mode; while the velocity field shape only depends on
the modeshape and geometrical properties of the domain. The radial form of the
flow potential is determined by the disk modeshape through the imposition of
the z = 0 boundary condition Eq. (33). Thus imposing the structural boundary
conditions (here clamped-free) also imposes the radial flow conditions. The
resulting flow potential Eqs. (45-46) verifies zero radial speed at the inner radius:
∂φ
∂r
∣∣∣∣
r=b
= 0 . (48)
However, the radial speed is not zero at the outer radius, and this condition
cannot be imposed with this shape of φ. All terms tend towards zero with
increasing r:
lim
r→∞
∂φ
∂r
= 0 . (49)
Thus no radial confinement is modelled for r > a.
Evaluating the flow potential Eqs. (45-46) at the disk surface z = 0+ yields
φup(r, 0) = −a2ω
(
1 +
nΩD/F
ω
)∫ ∞
0
H(aξ)Jn(ξr)Gup(aξ) dξ , (50)
φdown(r, 0) = −a2ω
(
1 +
nΩD/F
ω
)∫ ∞
0
H(aξ)Jn(ξr)Gdown(aξ) dξ , (51)
where
Gup(aξ) =
1 + e−2ξHup
1− e−2ξHup , Gdown(aξ) =
1 + e−2ξHdown
1− e−2ξHdown , (52)
so thatH only depends on the mode and on the disk dimensions, andGup, Gdown
only depend on the disk and casing dimensions.185
In order to assess the influence of the surrounding fluid on the natural
frequencies of the structure, we calculate the Added Virtual Mass Incremen-
tal (AVMI) factor β, which links natural frequencies in vacuum to natural fre-
quencies in the considered fluid (Kwak & Kim, 1991; Amabili et al., 1996):
ω
ωv
=
1√
1 + β
. (53)
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The AVMI factor is expressed as the ratio between the reference kinetic energy
of the surrounding fluid EF to the reference kinetic energy of the disk ED. On
the one hand, Lamb (1945) provides the expression for EF :
EF = −1
2
ρFa
∫ 2pi
0
∫ a
b
∂φ
∂z
(r, 0)φ(r, 0) r dr . (54)
Then substituting Eq. (33) and considering both the reference kinetic energies
of the above and below fluid:
EF = −1
2
ρFaψθ
(
1 +
nΩD/F
ω
)∫ a
b
[
φdown(r, 0) + φup(r, 0)
]
ψns(r)r dr , (55)
where ψθ = 2pi if n = 0 and ψθ = pi otherwise, as results from the integra-
tion over θ. Finally replacing the flow potentials by their known expressions
Eqs. (50-51):
EF =
1
2
ρFa
3ψθ
(
1 +
nΩD/F
ω
)2
×
∫ a
b
∫ ∞
0
H(aξ)Jn(ξr)
[
Gdown(aξ) +Gup(aξ)
]
dξ ψns(r)r dr . (56)
On the other hand, the reference kinetic energy of the disk is
ED =
1
2
ρDaψθh
∫ a
b
ψns(r)
2r dr . (57)
Therefore, the AVMI factor can be expressed as
β =
EF
ED
= ρFa
(
1 +
nΩD/F
ω
)2
×
∫ a
b
∫∞
0
aH(aξ)Jn(ξr)
[
Gdown(aξ) +Gup(aξ)
]
dξ ψns(r)r dr
ρDh
∫ a
b
ψns(r)2r dr
. (58)
At this point we can see that β depends on ω when the disk is rotating. Let us
call β0 the expression of the AVMI factor when there is no rotation:
β0 = β
∣∣
ΩD/F=0
. (59)
Hence,
β =
(
1 +
nΩD/F
ω
)2
β0 , (60)
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where β0 only depends on the fluid, casing and disk geometry and material
parameters, and the nΩD/F = n(1−K)ΩD term yields the influence of the disk
rotation. Both parts depend on the considered mode.
Manipulating the implicit expression given by Eq. (53) of the natural fre-
quency as a function of β, we can write the following explicit formulation for
the modal analytical prediction of rotating and submerged disk natural angular
frequencies:
ω =
√
(β0 + 1)ω2v − β0(nΩD/F )2 − nβ0ΩD/F
β0 + 1
. (61)
Some integral terms in the developed expression of β0 need to be determined
numerically. Matlab was chosen to implement the method developed in this190
section. Results for various sets of geometries and modes can be obtained in
only a few seconds.
2.3. FSI numerical model
In this section we develop a numerical model using results of modal analysis
and CFD, for the prediction of rotating disks natural frequencies. The model195
can be applied to arbitrarily complex structures, taking into account the radial
gap between the disk and the side walls for instance. The aim for this model
is purely to predict natural frequencies using solely Ansys CFX, without the
structure coupling module. Such approach is valuable when only a CFX licence
is available. Hydraulic turbine efficiency assessment is out of the scope of this200
study.
The oscillating disk in vacuum presents two repeated frequencies for each
mode, associated with a co- and counter-rotating wave (Ahn & Mote, 1998).
With respect to Eq. (12), we need to consider two mode in order to capture
both waves. If the disk is rotating in dense fluid, each wave has its own angu-
lar frequency, ω+ and ω− respectively. The pair of counter-phased modes Wc
and Ws that we consider is called companion modes
1 (an example is given in
1Ws(r, θ) = Wc(r, θ − pi/2n)
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Figure 3), where the subscripts c and s refer to the cosine and sine forms of the
mode respectively:
Wc(r, θ) = ψns(r) cos(nθ) , (62)
Ws(r, θ) = ψns(r) sin(nθ) . (63)
Replacing the solution of the previous section, the vertical displacement is now
given by
w(r, θ, t) = Wc(r, θ)qc(t) +Ws(r, θ)qs(t) , (64)
where qc and qs are the two unknowns to be determined by coupling CFD with
a mass-spring system, namely the two generalized coordinates of the 2DOF
problem. Because the mass-spring Eq. (20) solved by w is linear, it is equivalent
to the following system solved by qc and qs:
q¨c(t) + ω
2qc(t) =
Fc(t)
M
, where Fc(t) =
∫ a
r=b
∫ 2pi
θ=0
P (r, θ, t)Wc(r, θ) rdrdθ ,
(65)
q¨s(t) + ω
2qs(t) =
Fs(t)
M
, where Fs(t) =
∫ a
r=b
∫ 2pi
θ=0
P (r, θ, t)Ws(r, θ) rdrdθ .
(66)
The modal forces Fc and Fs are the projections of the pressure fields on the
respective modeshapes Wc and Ws. The angular frequency ω and the modal
mass M are unchanged because they only depend on the structural properties.
Water effects are taken into account through the modal force. Solving these205
equations with CFD provides time signals for qc(t) and qs(t), from which the
angular frequencies ω+ and ω− can be deduced.
The CFD method developed in this section was implemented with Ansys
CFX 18.2. The fluid equations are solved by Ansys CFX itself, while the disk
displacement according to the imposed modeshape is implemented with custom210
user CEL functions and Fortran routines (see Figure 4). Ansys CFX per-
forms Unsteady Reynolds-Averaged NavierStokes (URANS) calculations with a
second order backward Euler transient scheme. We use CFX High resolution
advection scheme, which means the code tries second order where possible and
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Figure 3: Companion modes n = 3, s = 0 for an annular plate
reduces to first order where convergence is compromised. More details on CFX215
model implementation can be found in Ansys CFX User’s Manual. For a
mode with n nodal diameters, only a fraction 1/n of the actual geometry is rep-
resented and periodic boundary conditions are applied consequently. The fluid
domain mesh (presented in Figure 5) is composed of approximately 104–105
cubic hexagonal elements, depending on the studied mode. As the fluid rotates220
with the disk, their are higher gradients for smaller axial gaps, hence the finer
mesh above the disk. This coarse mesh is sufficient for our simulations because
mode split is an inviscid fluid phenomenon, hence it is not influenced by vis-
cous effects in the boundary layer. Mesh convergence was ensured, calculating
a 1.96% frequency relative error with finer meshes (refinement factor of 2 in all225
three dimensions). The radial gap is considered in this model.
The model first requires input parameters. The cosine and sine form of the
modeshape are established using Eq. (5), and normalized according to Eq. (16).
The Bessel functions are approximated with polynomials. The modal mass
and rigidity of the structure are determined from our structural analysis in230
§2.1, using the disk material properties: M = ρDh and Kns = Dk4ns = Mω2v .
The surrounding dense fluid, typically water for hydraulic turbine applications,
is considered compressible to avoid numerical instability issues due to pressure
wave propagation, as indicated in the guidelines provided by Ansys. Turbulence
is represented with a k- model. The mesh respects Y + > 30 in in accordance235
with the turbulence model. The time step duration ∆t is paramount to achieve
numerical stability in this case of high fluid-solid density ratio (Wong et al.,
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Figure 4: Working scheme for the numerical model. Continuous boxes symbolize steps solved
within CFX, while dashed boxes represent steps solved with external user Fortran sub-
routines (Junction Box). The mesh update consists of solving Eq. (64). The maximum
Z-displacement step is achieved with the resolution of Eqs. (65-66) using an adapted Runge-
Kutta algorithm. Convergence is based on RMS criteria of conservative control volume fluid
equation residuals.
2013). Typically, for steel runners in water, ρF /ρD ≈ 0.1. Depending on the
studied geometry, the choice of ∆t may be critical to stabilize the calculation.
∆t ∼ 10−6 s in our work, and t0 =
√
ρDh/D = 8.17 · 10−2 s for the disk of the240
Presas et al. (2015) test rig. Hence, the dimensionless time ∆τ = ∆t/t0 ∼ 10−5
grants enough precision so that the fluid equations time discretization scheme
needs not be of high order. Moreover, the highest mesh displacement in one
time step is less than a hundred times the smallest cell size.
We then initialize the model in the rotating disk reference frame by setting245
the domain angular velocity to ΩD. The rotating parts in the stationary ref-
erence frame are therefore considered stationary in the rotating disk reference
frame. Casing walls are defined as counter-rotating. Centrifugal and Coriolis
forces are accounted for in the fluid. At first, performing a steady state compu-
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Figure 5: Fluid domain mesh of the Presas et al. (2015) experimental test rig in the (r, z)
plan for the CFD model. Elements are cubic hexagonal, regularly spaced in the θ direction
at intervals of 2◦. There are 118080/n elements in this mesh, where n is the number of nodal
diameters of the studied mode.
tation with w = 0 imposed allows the flow to stabilize in the rotating domain.250
Then enabling the mesh vertical motion and applying a sine pulse to the modal
force during the first steps induces movement. We then leave the system to
oscillate freely.
During the main calculation, we apply the following procedure to each time
step of the simulation, as shown in Figure 4:255
1. Pressure and velocity fields are computed in the fluid domain.
2. The pressure field is integrated on the disk, for each modeshape. The
second order Eq. (20) is converted to a first order system of equations and
then solved using the Runge-Kutta algorithm.
3. The new total mesh Z-displacement is calculated according to Eq. (64).260
The mesh is then updated.
A frequency analysis of the Z-displacement time signal provides the free oscil-
lation frequencies of the system for the chosen mode.
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3. Results and Discussion
3.1. Analytical model results265
In this section we analyse the modal analytical model for rotating and sub-
merged disk natural frequency prediction, given by Eq. (61). Table 1 summa-
rizes the parameters used to model the Presas et al. (2015) experimental test
rig. Table 2 and Figure 6 present frequencies of this structure’s natural fre-
quencies for modes n = 2, 3, 4 nodal diameters and s = 0 nodal circles, assessed270
with Eq. (61). Their test rig uses a rotating disk in water, confined in a rigid
casing, with small radial gap, which makes it particularly relevant with regards
to our analytical model hypotheses. For a given mode, the natural frequencies
of both co- and counter-rotating waves are identical when the disk is stationary.
The split between ω+ and ω− then increases with the rotation speed, while the275
average value slightly decreases. Overall, Figure 6 illustrates that the model
shows good accuracy with respect to Presas et al. (2015) experimental results.
Table 1: Parameter values for modeling the Presas et al. (2015) experimental test rig geometry.
The disk is made of stainless steel; the fluid is water.
E 200·109 Pa ν 0.27
ρD 7680 kg/m
3 ρF 997 kg/m
3
a 0.2 m b 0.025 m
Hup 0.01 m Hdown 0.097 m
h 0.008 m K 0.45
Our predictive analytical equation provides information on the two physi-
cal phenomena applying to disks rotating in a dense fluid. First, let us recall
that n > 0 and n < 0 respectively characterize co- and counter-rotating waves
relative to the rotating disk. Therefore, the −nβ0ΩD/F term in Eq. (61) is re-
sponsible for the mode split phenomenon: the natural frequency is increased by
the disk rotation for counter-rotating waves, while it is decreased for co-rotating
waves. The mode split magnitude is then given by
ω− − ω+ =
2nβ0ΩD/F
β0 + 1
. (67)
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Table 2: Natural frequencies of modes n = ± 2, 3, 4, s = 0 obtained with the analytical model
Eq. (61) and the Presas et al. (2015) experiments for different disk rotation speeds and the
corresponding test rig geometry, and relative error . f = |ω|/2pi.
[Hz] n = 2 n = 3 n = 4
fD 0 4 8 0 4 8 0 4 8
f+,exp 127.1 120.1 117.4 321.2 317.8 309.1 642.2 619 607.9
f+,ana 117.1 113.4 109.7 312.2 307.3 302.4 626.1 620.3 614.4
+ 7.9% 5.6% 6.6% 2.8% 3.3% 2.2% 2.5% 0.2% 1.1%
f−,exp 127.1 126.9 132.3 321.2 328.2 330.0 642.2 630.6 633.7
f−,ana 117.1 120.7 124.4 312.2 317.1 322.0 626.1 631.9 637.7
− 7.9% 7.7% 4.9% 2.8% 4.9% 2.4% 2.5% 0.2% 0.6%
Secondly, the −β0(nΩD/F )2 term inside the square root of Eq. (61) is responsible
for the frequency drift: it decreases the value of the frequency regardless of the
propagation direction of the wave. Both of these terms are proportional to the
relative rotation speed between the disk and the fluid multiplied by the number
of nodal diameters. However, the frequency drift magnitude is smaller than the
mode split magnitude for typical rotation speeds of high head runners. Another
way to interpret the analytical results is to rearrange Eq. (60) into
β − β0
β0
=
2nΩD/F
ω
+
n2Ω2D/F
ω2
= 2U˜ + U˜2 , (68)
where U˜ = nΩD/F /ω is the relative circumferential wave speed. The influence of
the rotation on the AVMI factor then depends linearly and quadratically on the
relative circumferential wave speed. The linear term causes the frequency split,280
whereas the quadratic term leads to the frequency drift. In conclusion, mode
split and drift respectively have their physical origin in linear and quadratic
dependence of the added mass with the relative wave speed.
The influence of the considered mode and of both the disk and casing geome-
tries on the structure natural frequencies is more difficult to interpret because
of the complexity of the β0 parameter. A parametric study shows that if the
axial gap is large enough (Hup, Hdown ≥ 0.2 a), β0 is in the order of magnitude
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Figure 6: Comparison of the disk natural frequencies for modes n = ± 2, 3, 4, s = 0 and the
Presas et al. (2015) test rig geometry; dotted data corresponds to their experimental results
and lines where obtained with the analytical model detailed in this section. f = |ω|/2pi.
of the density ratio multiplied by the aspect ratio of the disk, while it tends
towards infinity if this gap becomes null:
β0
∣∣∣
Hup,Hdown≥0.2 a
∝ ρF
ρD
a
h
, lim
H→0
β0 =∞ . (69)
Independently, it can be determined from Eq. (58) that β0 increases with shorter
axial gaps, and with larger and thinner disks. Additional numerical tests show285
that β0 decreases with the number of nodal diameters and circles. Figure 7
presents the influence of β0 on the natural frequencies predicted with our ana-
lytical model. The mode split magnitude increases with β0 towards the asymp-
totic value of 2nΩD/F , which is also apparent from Eq. (67). The frequency
drift magnitude presents a maximum for β0 = 1. For typical turbine runner290
dimensions, rotation speeds (ΩD/2pi ≤ 10 Hz) and water density, the drift rep-
resents less than 1% of the predicted frequency. In conclusion, the frequency
drift effect is negligible in terms of hydraulic turbine applications. This is not
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Figure 7: Disk analytical frequencies for mode n = ±3, s = 0 and a large range of disk rotat-
ing speeds. The system geometry is the same for all curves, but β0 varies from 0.2 to 5.
Black curves represent co- and counter-rotating mode frequencies, and the black dotted
line shows the deviation from the ΩD = 0 natural frequency. This deviation is largest for
β0 = 1, while the mode split magnitude increases with β0. Hydraulic turbines typically have
ΩD/2pi ≤ 10 Hz. f = |ω|/2pi.
true for the frequency split, which needs to be predicted accurately.
We now consider both positive and negative frequencies (hence n > 0). Fig-
ure 8 presents the evolution of these natural frequencies with the rotation speed
for several modes of the Presas et al. (2015) experimental test rig geometry.
The frequencies become complex values for ΩD/F above a critical value ΩC .
This happens when the term under the square root of Eq. (61) becomes nega-
tive, which triggers an unstable coupling between the disk movements and the
variation of pressure in the surrounding fluid (Kornecki, 1978; Kang & Raman,
2004). The associated instability is flutter (Huang & Mote, 1995; Kim et al.,
2000), representing a classical Hopf bifurcation, characterized by pairs of nat-
ural frequencies with a non-zero imaginary part for ΩD/F > ΩC (Pa¨ıdoussis,
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Figure 8: Real (top) and imaginary (bottom) parts of the Presas et al. (2015) disk natural
frequencies for modes n = 2, 3, 4, s = 0. The two real natural frequencies of a single rotating
mode eventually merge when the rotation speed reaches the critical speed. According to
Eq. (70), the corresponding critical speeds are ΩC,n=2/2pi = 157 Hz, ΩC,n=3/2pi = 238 Hz
and ΩC,n=4/2pi = 331 Hz.
1998). The critical disk to fluid rotation speed ΩC is given by
nΩC
ωv
=
√
1 +
1
β0
. (70)
Figure 9 shows the stability map for the non-dimensional critical speed as a
function of β0. Two asymptotic regimes emerge:
lim
β0→0
ΩC =∞ , lim
β0→∞
ΩC = ωv/n . (71)
This second part in Eq. (71) shows that critical speeds are beyond the hydraulic295
turbine applications range for any mode and typical geometries.
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Figure 9: Log-log stability map for the Presas et al. (2015) experimental test rig geometry.
For a given value of β0, any rotation speed corresponding to a point on the right of the line
is associated with coupled-mode flutter. The shape of the boundary is similar for any disk
geometry, and given by Eq. (70).
3.2. Numerical model results
In this section we validate the hypothesis made on the entrainment coefficient
K, and we analyze the modal numerical model results for stationary or rotating
disks in air or water. All geometrical and physical parameters remain as given in
Table 1, and the radial gap is 7 mm long. According to Poncet et al. (2005), the
average entrainment coefficient of the flow between a radially delimited rotating
and stationary frame satisfies
K ≈ 0.45 for 106 < Re = ΩDa2/ν < 4.5 · 106 , (72)
where Re is the Reynolds number and ν is the kinematic viscosity of the fluid.
Figure 10 presents the fluid rotation speed relative to the disk in the top axial
gap, computed with CFD. The fluid obeys the no-slip boundary condition and300
rotates with the disk on its surface (ΩD/F = 0 at z = 0), it is stationary on the
casing surface (ΩD/F = ΩD at z = Hup), and it rotates at ΩD/F ≈ 0.55 ΩD for
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Figure 10: Rotation speed of the disk relative to the fluid in the axial gap above the disk at
the middle radius r = (a+ b)/2. Results were obtained with CFD for the Presas et al. (2015)
experimental test rig geometry rotating at ΩD/2pi = 4 Hz; z = 0 corresponds to the rotor
surface, while z = Hup corresponds to the top part of the casing. The values agree with the
theoretical expression of ΩD/F /ΩD = 1−K and K = 0.45 (dashed line).
0.1 < z/Hup < 0.9. This verifies that K ≈ 0.45 for the tested geometry, and
validates the hypothesis made in the analytical model development.
We introduce the non-dimensional time τ = t/t0, where t0 =
√
ρDh/D is a305
reference time. Figure 11 presents the qc and qs signals from Eqs. (65-66) for a
disk in air. We matched the disk geometry with the Presas et al. (2015) exper-
imental test rig. The vertical displacement appears as periodic and harmonic,
with angular frequency ω+ = ω−. With low density fluids such as air at 25◦C,
the influence of the fluid and of the disk rotation on the natural frequencies is310
negligible, as Eq. (69) implies β0 ∼ 10−3  1 for geometries of interest. Hence,
the identical frequencies for both signals. The fluid damping is also very low.
Figure 12 presents the qc and qs signals for the same stationary disk, in water.
With no rotation, we still have ω+ = ω−. However, the signal amplitude now
decreases with time. Computed frequencies for several modes are compared,315
and agree, with the Presas et al. (2015) experimental results and with Eq. (61)
in Table 3. The presence of the radial gap and radial confinement in the CFD
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Figure 11: qc/a and qs/a as a function of the elapsed dimensionless time for mode n = 3,
s = 0 and the Presas et al. (2015) geometry. The simulation begins with an initial sine pulse,
followed by free oscillations of the standing disk in air. Both signals have identical frequencies
and the fluid damping is negligible. Structural damping is not taken into account in the CFD
analysis. Here ω/2pi = 616.2 Hz matches the structure natural frequency.
model is thought to be largely responsible for the small differences between
analytical and numerical results. With high density fluids such as water, the
fluid influence is no longer negligible, as Eq. (69) implies β0 ∼ 1 for geometries320
of interest. For non-rotating disks, the two main effects of the fluid are the
decrease of structural natural frequencies and the damping of the displacement
amplitude.
Figure 13 presents the qc and qs signals for the same disk, rotating in water.
The signal is still damped because of the dense fluid. Adding the rotation of the
disk in dense fluid triggers the mode split phenomenon, because of the fluid’s dif-
ferent interaction with the co- and counter-rotating waves, as shown in Eq. (61).
Both signals now show a beat envelope, due to the presence of two close frequen-
cies: ω+ and ω−. The high frequency can be interpreted as the natural angular
frequencies average (ω− + ω+)/2, which is usually close to the non-rotating
disk natural angular frequency in water. The beat frequency corresponds to
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Figure 12: qc/a and qs/a as a function of the elapsed dimensionless time for mode n = 3,
s = 0 and the Presas et al. (2015) geometry. The simulation begins with an initial sine
pulse, followed by free oscillations of the standing disk in water. Both signals have identical
frequencies and their amplitude is damped by the dense fluid. Here ω/2pi = 340.3 Hz agrees
with both the analytical model and the experimental data.
half the mode split magnitude given by Eq. (67). Table 4 compares mode split
magnitudes obtained with both analytical and numerical methods for several
modes; the agreeing results show how well the physics is captured. The physical
interpretation of this split is that the previously stationary mode now rotates
slowly at half of the mode split angular frequency magnitude (ω−−ω+)/2. The
combination of both measured frequencies (ω−+ω+)/2 and (ω−−ω+)/2 allows
determining the actual natural angular frequencies of the rotating disk in dense
fluid:
ω+ =
(ω− + ω+
2
)
−
(ω− − ω+
2
)
, (73)
ω− =
(ω− + ω+
2
)
+
(ω− − ω+
2
)
. (74)
After a certain simulated time that depends on geometrical and numerical325
parameters, interfering acoustic high frequency oscillations appear and prevent
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Table 3: Natural frequencies of modes n = 2, 3, 4, s = 0 obtained with the analytical model
Eq. (61), the numerical model Eq. (20), and experiments from Presas et al. (2015) for the
stationary disk in water, and relative error . f = |ω|/2pi.
[Hz] n = 2 n = 3 n = 4
fexp 127.1 321.2 642.2
fana 117.1 312.2 626.1
ana−exp 7.9% 2.8% 2.5%
fnum 130.1 340.3 641.2
num−exp 2.4% 5.9% 0.2%
Table 4: Split magnitude of modes n = ± 2, 3, 4, s = 0 obtained with the analytical model
Eq. (67) and the numerical model Eqs. (65-66) for the Presas et al. (2015) rotating disk at
ΩD/2pi = 40 Hz in water, and relative error . f = |ω|/2pi.
[Hz] n = 2 n = 3 n = 4
|f− − f+|,ana 73.2 98.1 116.6
|f− − f+|,num 73.8 95.9 115.2
ana−num 0.8% 2.2% 1.2%
the observation of the beating oscillation, and therefore of the split. However,
they can be avoided without modifying the disk natural frequencies by increasing
the fluid compressibility, as discussed in the Appendix.
4. Conclusion330
The analytical modal approach applied to disks gives information on the
potential flow in the fluid domain above and below the plate. This further
results in the determination of the AVMI factor β0, characterizing the fluid
effect on the structural vibrations. Eventually, we determined an analytical
expression for co- and counter-rotating wave angular frequencies:
ω =
√
(β0 + 1)ω2v − β0(nΩD/F )2 − nβ0ΩD/F
β0 + 1
.
We further determined that mode split and drift are respectively caused by
linear and quadratic dependence of the added mass with relative wave speed.
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Figure 13: qc/a and qs/a as a function of the elapsed dimensionless time for mode n = 3,
s = 0 and the Presas et al. (2015) geometry. The simulation begins with an initial sine pulse,
followed by free oscillations of the rotating disk in water (ΩD/2pi = 4 Hz). Both signals have
close but different frequencies, which results in a beating oscillation, characteristic of free
vibration under mode split. Here |ω− − ω+|/2pi = 95.9 Hz agrees with the analytical model.
This model uses three main assumptions, namely that the disk modeshapes
are unchanged by the dense fluid, that potential flow is a good approximation,
and that the empirical value for the entrainment coefficient to determine the
effective fluid rotation ΩD/F is correct. Accepting these assumptions, the model
is truly predictive, solvable in only a few seconds, and takes into account the
geometry (including axial gaps, but not the radial gap), the fluid and structure
characteristics, and the disk rotation. Both the frequency split and drift that
result from the disk motion in dense fluid are well captured. The split amplitude
asymptotic behavior is given by
lim
β0→∞
|ω− − ω+| = 2nΩD/F .
The modal approach applied to an arbitrary number of disk modes provides a
1DOF representation of single propagating waves. We extended this model to a
2DOF representation of companion mode pairs, namely co- and counter-rotating
32
waves of single modes. The temporal unknowns qc and qs verify equations given
by the Galerkin method resolution. We simulated freely vibrating rotating disks335
in dense fluid using Ansys CFX fluid solver coupled to the discretized equa-
tions with a Runge-Kutta method, while imposing specific modeshapes to the
structure. Fluid damping and mode split are well captured. Mode split trans-
lates into a stationary mode when observed from the reference frame rotating
at (ω− − ω+)/2. Both analytical and numerical approaches agree with experi-340
mental data from Presas et al. (2015), and provide a physical interpretation of
the mode split.
Although we studied the rotating disk alone, Valent´ın et al. (2015) showed
that the casing flexibility may induce coupling with the rotating disk, resulting
in the modification of its natural frequencies, especially if the gaps are small.345
Typically, in hydraulic turbines, this issue arises when the top part of the runner
vibrates with the top casing surface (Weder et al., 2019). This makes rotor-
stator coupling especially relevant for future work on the matter; possibly by
adapting our numerical model.
Our work improves knowledge of the dynamical characteristics of high head350
hydraulic turbines by providing means to assess the variation of rotor natural
frequencies with rotation speed and added mass of the surrounding water, which
facilitates potential resonance identification within a shorter time. Our para-
metric and stability studies additionally show that frequency drift and flutter
instability do not occur within hydraulic turbine operation range. Both models355
developed in this study provide fast tools for preliminary studies on high head
hydraulic turbine vibrations, and ways to explore parameters influencing mode
split.
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Appendix: Discussion on the high frequency oscillations
After a certain simulated time that depends on geometrical and numerical
parameters, interfering acoustic high frequency oscillations appear and prevent
the observation of the beating oscillation, and therefore of the split. Figure 14365
presents these oscillations parasitizing the qc/a signal for different fluid com-
pressibilities. Lowering the compressibility triggers the oscillations to appear
sooner in the simulation, while increasing it delays them. The signal remains
identical before the oscillations appear, regardless of the compressibility. Figure
15 shows the fast Fourier transform of these qc/a signals. The disk structural370
frequency does not depend on the compressibility, while the parasitic oscillations
frequency is proportional to
√
B.
Figure 14: qc/a as a function of the elapsed dimensionless time for mode n = 3, s = 0 and
the Presas et al. (2015) geometry. The compressibility is varied through the bulk modulus B.
Water corresponds to B = 2.2 GPa. Increasing B reduces the compressibility and triggers
the high frequency oscillations to appear sooner. Reducing B increases the compressibility
and delays the high frequency oscillations. Before these appear, the qc/a signals are identical,
regardless of B.
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Figure 15: Fast Fourier transform of the qc/a signals shown in Figure 14. The low frequency
corresponds to the disk structural frequency, and does not depend on the value of the bulk
modulus B. The high frequency corresponds to the parasitic oscillations, and is proportional
to
√
B.
The bulk modulus B is linked to the sound speed in the fluid domain c by
c =
√
B/ρF .
This proves that the high frequency oscillations are acoustic vibrations, a differ-
ent physics than for the mode split. Because the walls are perfectly reflective in
the numerical model, the acoustic vibrations add up and hide the studied signal375
when their orders of magnitude are similar. However, because the structural
frequency does not depend on B, choosing a low compressibility value delays
the parasitic oscillations and allows the study of the qc/a and qs/a signals over
sufficiently long periods of time. The black curve of Figure 14 is a good example
of how to avoid the acoustic parasitizing. Additionally using closely grouped380
monitor points on the disk surface also helps detect the beat in a shorter simu-
lated physical time.
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