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THE TWISTED INVERSE IMAGE PSEUDOFUNCTOR OVER
COMMUTATIVE DG RINGS AND PERFECT BASE CHANGE
LIRAN SHAUL
ABSTRACT. Let K be a Gorenstein noetherian ring of finite Krull dimension, and con-
sider the category of cohomologically noetherian commutative differential graded rings
A over K, such that H0(A) is essentially of finite type over K, and A has finite flat di-
mension over K. We extend Grothendieck’s twisted inverse image pseudofunctor to this
category by generalizing the theory of rigid dualizing complexes to this setup. We prove
functoriality results with respect to cohomologically finite and cohomologically essentially
smooth maps, and prove a perfect base change result for f ! in this setting. As application,
we deduce a perfect derived base change result for the twisted inverse image of a map
between ordinary commutative noetherian rings. Our results generalize and solve some
recent conjectures of Yekutieli.
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0. INTRODUCTION
0.1. Motivation: derived base change. At the center of Grothendieck’s coherent duality
theory lies the twisted inverse image pseudofunctor (−)!. One of the most important fea-
tures of (−)! is that it commutes with flat (and even tor-independent) base change. In the
affine noetherian situation that we work with in this paper, flat (or tor-independent) base
change says the following: given a diagram
A
f //
g

B
h

C
f ′ // B ⊗A C
The author acknowledges the support of the European Union for the ERC grant No 257004-HHNcdMir.
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of essentially finite type maps between noetherian rings, such that g is flat (or such that
TorAi (B,C) = 0 for all i 6= 0), there is an isomorphism
Lh∗f !(−) ∼= (f ′)!Lg∗(−).
of functors D+f (A) → D
+
f (B ⊗A C). It is then natural to ask if one may generalize this
result with respect to more general maps g. Unfortunately, within the usual framework of
noetherian rings and their derived categories, such a question is meaningless. The problem
is that if TorAi (B,C) 6= 0 for some i 6= 0, the formulaM 7→ M ⊗
L
A C does not define a
functor D(B)→ D(B ⊗A C).
The reason for the failure is that when TorAi (B,C) 6= 0, the ring B ⊗A C does not
represent the correct homological tensor product between B and C over A. Instead, one
needs to replace it with B ⊗LA C which is no longer a commutative ring. There are various
ways to represent the object B ⊗LA C (for instance, using simplicial commutative rings).
In this paper we will represent it using commutative differential graded rings (also known
as graded-commutative DG-algebras). Thus, we may resolve the map g : A → C as
A
g˜
−→ C˜
≃
−→ C, where g˜ is a flat DG-ring map, and themap C˜
c
−→ C is a quasi-isomorphism.
We now obtain a new commutative diagram
A
f //
g˜

B
h˜

C˜
f˜ ′ // B ⊗A C˜
in which g˜ and h˜ are flat, so we may consider the functor
Lh˜∗f !(−) : D+f (A)→ D(B ⊗A C˜),
and ask whether it is naturally isomorphic to
(f˜ ′)!Lg˜∗(−).
Of course, for this to make sense, one needs to define (f˜ ′)!. As C˜ and B ⊗A C˜ are both
DG-rings, to have such a result, it becomes necessary to extend the theory of the twisted
inverse image pseudofunctor to such context.
0.2. Rigid dualizing complexes. There are various approaches in the literature concern-
ing how to construct the twisted inverse image pseudofunctor. Grothendieck’s original
strategy, explained by Hartshorne in [10], used dualizing and residue complexes. Deligne
([10, Appendix]) proved the existence of f ! directly as a right adjoint of Rf∗. The most
general results1 in the area are due to Lipman [14] where such a pseudofunctor is con-
structed over non-noetherian schemes. (And also, as far as we know, this is the first place
where tor-independent base change was proved). The approach taken in this paper is using
rigid dualizing complexes.
First defined by Van den Bergh [22] in a noncommutative situation, the theory of rigid
dualizing complexes, while slightly less general then Grothendieck’s approach, has the
advantage that it can be developed entirely inside the derived category. In algebraic geom-
etry, this theory was developed by Yekutieli and Zhang [24, 25, 26, 27], and by Avramov,
Iyengar and Lipman [3, 4], building on their work with Nayak [5]. From the point of view
of this work, it is interesting to note that while these papers developed the theory of rigid
1See however the recent paper [18], where duality theory is generalized to the unbounded derived category,
at least over noetherian schemes
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dualizing complexes only over commutative rings, both of them had to make a substantial
use of DG-rings. This is because DG-rings appear already in the definition of rigid dual-
izing complexes. Underlying this definition, lies the following construction: given a base
commutative ring K, and a commutative noetherianK-algebraA, there is a functor
RHomA⊗L
K
A(A,− ⊗
L
K
−) : D(A)× D(A)→ D(A)
which we refer to as derived Hochschild cohomology. To define it, one replaces K → A
by a flat DG-ring resolution K → A˜
≃
−→ A, and then define
RHomA⊗L
K
A(A,−⊗
L
K
−) := RHomA˜⊗K A˜(A,−⊗
L
K
−).
It can be shown ([5, Theorem 3.2], [24, Theorem 6.15]) that this construction is indepen-
dent of the chosen resolution. Then, one defines a rigid dualizing complex over A relative
toK, to be a dualizing complexR overAwhich is of finite flat dimension overK, together
with an isomorphism
R
≃
−→ RHomA⊗L
K
A(A,R ⊗
L
K
R)
in D(A).
Under suitable assumptions onK, A, one can show that there exists a unique rigid dualizing
complex RA over A relative to K. Then, given an essentially finite type map f : A→ B,
one defines
f !(−) := RHomB(B ⊗
L
A RHomA(−, RA), RB).
0.3. Main results. Let us now describe the contents of this paper. In section 1 we recall
some basic definitions concerning DG-rings, their derived categories, and dualizing DG-
modules over them. We also define the notion of a rigid dualizing DG-module over a
commutative DG-ring, and describe the category of DG-rings that we will work with in
this paper, DGReftf /K , which consists of DG-rings which are essentially of finite type (in
a cohomological sense) and of finite flat dimension over a base noetherian ring K.
Section 2 is of technical nature, and in it we describe a framework which allows one
to transfer homological results between derived categories of quasi-isomorphic DG-rings.
We view the results of this section as a technical necessity, forced on us due to the lack of
a model structure on the category of commutative DG-rings.
In section 3 we study functoriality of rigid dualizing DG-modules with respect to co-
homologically finite maps. Such maps generalize finite ring maps. The main result of this
section, repeated as Corollary 3.10 below, is the following result.
Theorem 0.1. Let K be a Gorenstein noetherian ring of finite Krull dimension.
(1) For anyA ∈ DGReftf /K , there exists a rigid dualizing DG-module overA relative
to K.
(2) Given a cohomologically finite map f : A → B in DGReftf /K , and given a rigid
dualizing DG-module RA over A relative to K,
RB := RHomA(B,RA)
is a rigid dualizing DG-module over B relative to K.
In the short section 4 we discuss the box tensor product (that is, the external tensor
product) of dualizing DG-modules. We show in Theorem 4.4 that:
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Theorem 0.2. Let K be a Gorenstein noetherian ring of finite Krull dimension, let
A,B ∈ DGReftf /K ,
and let C be a DG K-ring that represents A ⊗L
K
B. Given a dualizing DG-module R
over A, and a dualizing DG-module S over B, the DG-module R ⊗L
K
S is a dualizing
DG-module over C.
In section 5 we make a more detailed study of the behavior of derived Hochschild co-
homology forA ∈ DGReftf /K . In Theorem 5.5, we generalize [5, Theorem 4.1], the main
result of that paper, to DGReftf /K , and give a formula for computing derived Hochschild
cohomology using homological operations overA, avoiding the passage toA⊗L
K
A. Using
that result, we deduce in Corollary 5.7 the following, which guarantees and explains the
uniqueness of rigid dualizing DG-modules
Theorem 0.3. Let K be a Gorenstein noetherian ring of finite Krull dimension. For any
A ∈ DGReftf /K , denote by DA the set of isomorphism classes of dualizing DG-modules
over A. Then the operation
RHomA⊗L
K
A(A,− ⊗
L
K
−)
defines a group structure on DA, and any rigid dualizing DG-module (RA, ρ) is a unit of
this group. In particular, the rigid dualizing DG-module is unique up to isomorphism.
Section 6 discusses functoriality of rigid dualizing DG-modules with respect to coho-
mologically essentially smooth maps. Such maps A → B generalizes the concept of an
essentially smooth map between noetherian rings. We associate to such a map a DG-
module ΩB/A, which, when A and B are rings, is given by a shift of a wedge product of
the module of Kahler differentials Ω1B/A. Then, we show:
Theorem 0.4. Let K be a Gorenstein noetherian ring of finite Krull dimension, let f :
A → B be a cohomologically essentially smooth map in DGReftf /K , and let RA be the
rigid dualizing DG-module over A relative to K. Then
RA ⊗
L
A ΩB/A
has the structure of a rigid dualizing DG-module over B relative to K.
This is repeated as Theorem 6.21 below. To prove this, we first prove thatRA⊗
L
AΩB/A
is a dualizing DG-module over B. This is equivalent to showing that a cohomologically
essentially smooth map is Gorenstein, and we prove this fact in Corollary 6.11. Theorems
0.1 and 0.4 solve a generalization of [23, Conjecture 9.8] in the case where all DG-rings
have bounded cohomology.
Finally, in section 7, we arrive to the twisted inverse image pseudofunctor. Denoting by
DerCatK the 2-category of K-linear triangulated categories, the next result is extracted
from Proposition 7.2, Theorem 7.3 and Theorem 7.5.
Theorem 0.5. Let K be a Gorenstein noetherian ring of finite Krull dimension. There
exists a pseudofunctor
(−)! : DGReftf /K → DerCatK
with the following properties:
(1) On the full subcategory of DGReftf /K made of essentially finite type K-algebras
which are of finite flat dimension over K, (−)! is naturally isomorphic to the clas-
sical twisted inverse image pseudofunctor.
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(2) Given a cohomologically finite map f : A → B in DGReftf /K , there is an iso-
morphism
f !(M) ∼= RHomA(B,M)
of functors D+f (A)→ D
+
f (B).
(3) Given a cohomologically essentially smooth map f : A→ B inDGReftf /K , there
is an isomorphism
f !(M) ∼=M ⊗LA ΩB/A
of functors D+f (A)→ D
+
f (B).
The final result of this paper fulfills the motivation of Section 0.1 by proving a derived
base change result with respect to perfect maps (i.e., maps of finite flat dimension). Thus,
in Theorem 7.6, we show:
Theorem 0.6. Let K be a Gorenstein noetherian ring of finite Krull dimension, let f :
A → B be an arbitrary map in DGReftf /K , and let g : A → C be a K-flat map in
DGReftf /K such thatC has finite flat dimension overA. Consider the induced base change
commutative diagram
A
f //
g

B
h

C
f ′ // B ⊗A C
Then there is an isomorphism
Lh∗ ◦ f !(−) ∼= (f ′)! ◦ Lg∗(−)
of functors
D
+
f (A)→ D
+
f (B ⊗A C).
0.4. Scope of this work. We now discuss the scope of this work, compared to related
papers on rigid dualizing complexes. It was shown in [3, Theorem 8.5.6] that over a
base Gorenstein ring of finite Krull dimension, an essentially of finite type algebra has
a rigid dualizing complex if and only if it has finite flat dimension over the base. Since
by Kawasaki’s solution to Sharp’s conjecture ([12, Corollary 1.4]), every noetherian ring
possessing a dualizing complex is a quotient of such Gorenstein ring, in some sense, this
is the strongest possible existence result. The approach to rigid dualizing complexes taken
in [25, 26, 27] is very different than the one of [3, 4]. The main difference is that the lat-
ter presupposes the existence of global Grothendieck duality theory, while the aim of the
former is to develop the theory of rigid dualizing complex, and use it as a self-contained
approach to Grothendieck duality theory.
The approach we take in this paper in some sense combines these two approaches. On
one hand, we work in DGReftf /K , the precise DG generalization of the scope of [3]. In
addition, we assume Grothendieck duality theory over ordinary commutative rings. On
the other hand, we cannot assume the existence of a twisted inverse image pseudofunctor
over the category of DG-rings, because as far as we know, no previous such work on this
pseudofunctor worked in such a great generality as done here. Thus, we will generalize
here the main results of [25, 26] to DGReftf /K , and this will allow us to construct the
twisted inverse image pseudofunctor on DGReftf /K .
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0.5. Related papers. We finish the introduction by discussing some related works con-
cerning duality theory and dualizing DG-modules in derived algebraic geometry. The first
paper we are aware of that defined dualizing DG-modules over DG-rings was [11], where
Hinich defined them over some specific DG-rings associated to a given local ring. In the
generality we work in this paper, dualizing DG-modules were first defined by Frankild,
Iyengar and Jorgensen in [8], where some basic properties of dualizing DG-modules were
established. The recent paper [23] by Yekutieli generalized the definition further, and made
a very detailed study of dualizing DG-modules in a very general commutative setting. We
will use [23] as our main reference for facts about dualizing DG-modules. Finally, dual-
izing DG-modules were generalized even further to E∞-rings in the recent work of Lurie
[15].
Regarding duality theory in derived algebraic geometry, we are aware of only one pa-
per that constructed the twisted inverse image pseudofunctor in such a setting, namely, the
recent paper [9] by Gaitsgory. In this paper, Gaitsgory extends duality theory to the cate-
gory of DG-schemes which are of finite type over a field of characteristic zero. To define
f !, Gaitsgory generalizes the approach of Deligne, defining f ! as a right adjoint. One the
one hand, his work is more general, as he works with global DG-schemes. On the other
hand, in the affine situation, we of course work in a much more general setting, allowing a
base Gorenstein ring, rather then a field, and also considering essentially finite type maps
instead of maps of finite type. It is our expectation that the greater generality of this paper
will be useful in arithmetic applications.
1. PRELIMINARIES
We shall assume classical Grothendieck duality theory, as developed in [7, 10, 14, 17]
and its extension to essentially finite type maps, explained in [16]. We will mostly follow
the notations of [23] concerning DG-rings and their derived categories. See [1, 6, 13] for
more background on commutative DG-rings. Below is a short summary of the notation we
use here.
A differential graded ring (abbrivated DG-ring), is a Z-graded ring
A =
∞⊕
n=−∞
An,
together with a degree+1 differential d : A→ A, such that
d(a · b) = d(a) · b+ (−1)i · a · d(b),
for any a ∈ Ai, b ∈ Aj . We say A is commutative if for any a ∈ Ai, b ∈ Aj , we have that
b · a = (−1)i·j · a · b, and a · a = 0 if i is odd. A DG-ringA is said non-positive if Ai = 0
for all i > 0.
In this paper we assume that all DG-rings are commutative and non-positive.
For such a DG-ring A, it is important to note that A0 is an ordinary commutative ring.
In addition, the cohomologyH(A) of a DG-ringA is a graded-ring, and moreover,H0(A)
is also a commutative ring, as it is a quotient of A0. We will set A¯ := H0(A). For any
DG-ring A, there are homomorphisms of DG-rings A0 → A and A→ A¯.
Given a DG-ring A, we denote by DGModA the category of DG-modules over it.
There is a forgetful functor M 7→ M ♮ which forgets the differential, and associates to
a DG-module the underlying graded module. The category DGModA is an abelian cate-
gory. By inverting quasi-isomorphisms in it, one obtains its derived category, which wewill
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denote byD(A). See [13] for details about this construction. We denote byD+(A),D−(A)
and Db(A) the full triangulated subcategories of D(A) composed of DG-modules whose
cohomologies are bounded below, bounded above or bounded. Given a DG-module M
and an integer n, Hn(M) has the structure of a A¯ := H0(A)-module. Assuming A¯ is
noetherian, we sayM has finitely generated cohomologies if for each n, Hn(M) is finitely
generated A¯-module. Again, under this noetherian assumption, we denote by Df(A) the
triangulated subcategory of D(A) made of DG-modules with finitely generated cohomol-
ogy. As usual, one may combine these two finiteness conditions, and write, for example,
D
−
f (A) for the triangulated subcategory made of DG-modules which are bounded above
and have finitely generated cohomology. For any map of DG-rings f : A → B, there is
an associated forgetful functor Forf : DGModB → DGModA. Since it is clearly exact,
it also induces a functor D(B) → D(A), which, by abuse of notation, we also denote by
Forf .
We say that a DG-ringA is cohomologically noetherian, if A¯ is a noetherian ring,H(A)
is bounded DG-module, and for each i < 0, Hi(A) is a finitely generated A¯-module. It is
clear that being cohomologically noetherian is preserved under quasi-isomorphisms.
Following [23, Section 2], we say that a DG-moduleM ∈ D(A) has finite flat dimen-
sion relative to D(A), if there are integers d1, d2, such that for any DG-module N with
infH(N) = e ≥ −∞, supH(N) = f ≤ ∞, we have that infH(M ⊗LA N) ≥ e − d1
and supH(M ⊗LAN) ≤ f +d2. One defines similarly the notion of finite injective dimen-
sion and finite projective dimension relative to D(A). Given a cohomologically noetherian
DG-ringA, a dualizing DG-module over it is a DG-moduleR ∈ Dbf (A)which has finite in-
jective dimension relative to D(A), and such that the canonical map A→ RHomA(R,R)
is an isomorphism in D(A). A tilting DG-module is a DG-module P ∈ D(A), such that
P ⊗LAQ
∼= A for someQ ∈ D(A). See [23, Section 6] for a discussion. Given two dualiz-
ing DG-modules R1, R2 over A, by [23, Theorem 7.10], there is some tilting DG-module
P , such that R1 ∼= R2 ⊗
L
A P .
Given a commutative ring K, and a K DG-ring A, there is a functor
RHomA⊗L
K
A(A,− ⊗
L
K
−) : D(A)× D(A)→ D(A)
which we refer to as derived Hochschild cohomology. Its existence is shown in [24, Theo-
rem 6.15] (in a much more general setting), where it was denoted by RectA/K(−,−). Our
notation follows [5, Section 3], where a similar result ([5, Theorem 3.2]) was shown in the
particular case where A = A0.
We now arrive to the main technical definition of this paper. It is an immediate general-
ization of [25, Definition 4.1].
Definition 1.1. LetK be a noetherian ring, and let A be a cohomologically noetherian DG
K-ring. A pair (R, ρ) is called a rigid DG-module over A relative to K, if R ∈ Dbf (A), R
has finite flat dimension overK, and ρ is an isomorphism
ρ : R
≃
−→ RHomA⊗L
K
A(A,R⊗
L
K
R)
in D(A). If in addition, R is a dualizing DG-module over A, then (R, ρ) is called a rigid
dualizing DG-module over A relative to K.
Let K be a noetherian ring, and let A be a DG-ring over K. We say that A is coho-
mologically essentially of finite type over K if A is cohomologically noetherian, and the
composedmapK → A→ A¯ is essentially of finite type. We denote byDGReftf /K the cat-
egory of DG-ringsA which are cohomologically essentially of finite type overK, and such
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that A has finite flat dimension over K. Maps in this category are K-linear maps of DG-
rings. Notice thatDGReftf /K is closed underK-linear quasi-isomorphisms. Moreover, the
flat dimension assumption is precisely what is needed for DGReftf /K being closed under
derived tensor product. That is, if A,B ∈ DGReftf /K , with one of them being K-flat over
K, then A⊗K B ∈ DGReftf /K .
In the rest of the paper, we will develop the theory of rigid dualizing DG-modules over
DG-rings in DGReftf /K , where K is a fixed Gorenstein noetherian ring of finite Krull
dimension.
2. HOMOLOGICAL EQUIVALENCES BETWEEN DG-RINGS
A major advantage when working with DG-rings compared to ordinary rings is the
existence of non-trivial quasi-isomorphisms. Thus, given a DG-ring A that we wish to
study, we may replace it by a quasi-isomorphic DG-ring B which might have a more
convenient structure. We then use the fact that the derived categories of DG-modules over
A and B are equivalent to transfer homological results from D(B) to D(A). To make the
transfer process, it is convenient to use the following notation: given a map f : A → B
between two DG-rings, we denote by Lf∗ and f∗ the functors
Lf∗(−) := −⊗LA B : D(A)→ D(B), f∗(−) := Forf (−) : D(B)→ D(A).
Proposition 2.1. Let f : A → B be a quasi-isomorphism between DG rings. Then there
are functorial isomorphisms
B ⊗LA Forf (−) = Lf
∗(f∗(−)) ∼= 1D(B),
Forf (B ⊗
L
A −) = f∗(Lf
∗(−)) ∼= 1D(A),
and
RHomA(B, f∗(−)) ∼= 1D(B).
Proof. This follows from [24, Proposition 2.6]. 
When constructing the derived category of a ring (or a DG-ring) as a localization at the
class of quasi-isomorphisms, a priori a morphism between two complexesM,N is given
by a zig-zag
C1 C3 . . . Cn
  ❆
❆❆
❆❆
❆❆
❆
M
>>⑥⑥⑥⑥⑥⑥⑥⑥
C2
``❇❇❇❇❇❇❇❇
>>⑤⑤⑤⑤⑤⑤⑤⑤
. . .
``❇❇❇❇❇❇❇❇❇
N
in which all maps except possibly Cn → N are quasi-isomorphisms. It is a basic fact in
the theory of derived categories, that one does not need to consider such a long chain, and
that any morphism can be represented as
C
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
  ❅
❅❅
❅❅
❅❅
❅
M N
whereC →M is a quasi-isomorphism. Unfortunately, we do not know if such a reduction
of zig-zags exists for maps of DG-rings, so in general, in a multiplicative situation, we will
work with long zig-zags. This motivates the next definitions.
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Definition 2.2.
(1) We say that two DG-rings A and B are homologically equivalent via a sequence
f = (f1, . . . , fn−1), if there is a finite sequence of DG-rings
A = C1, C2, . . . , Cn−1, Cn = B,
and for each 1 ≤ i ≤ n− 1, fi is either a quasi-isomorphism fi : Ci → Ci+1 or a
quasi-isomorphism fi : Ci+1 → Ci. In this case, we write
f : A
h.e
≃
−→ B.
(2) Moreover, given a ring K, if for each i, Ci is a DG-ring over K, and the maps
fi : Ci → Ci+1 (or fi : Ci+1 → Ci) are all K-linear, then we say that A and B
are homologically equivalent over K via f .
A bit more generally, we will sometimes want to resolve by zig-zags a map of DG-rings.
Definition 2.3. Let ϕ : A→ B be a map between two DG-rings, and let
f = (f1, . . . , fn−1) : A
h.e
≃
−→ A˜, g = (g1, . . . , gn−1) : B
h.e
≃
−→ B˜
be two homological equivalences of the same length, and such that for each i, the maps fi
and gi are in the same direction. Suppose we are given for 1 ≤ i ≤ n a map of DG-rings
ψi : Ci → Di, with ψ1 = ϕ, such that either there is a commutative diagram
Ci
fi //
ψi

Ci+1
ψi+1

Di
gi // Di+1
or there is a commutative diagram
Ci
ψi

Ci+1
fioo
ψi+1

Di Di+1
gioo
Then we say that ϕ : A → B and χ := ψn : A˜ → B˜ are homologically equivalent via
ψ = (ψ1, . . . , ψn), and write ψ : ϕ
h.e
≃
−→ χ.
It is clear from the definitions that ifA ∈ DGReftf /K , and ifA andB are homologically
equivalent over K, then B ∈ DGReftf /K .
Given a homological equivalence f : A
h.e
≃
−→ B over K, we define an equivalence of
categories
EQf : D(A)→ D(B)
as follows: first, if we are given a quasi-isomorphism fi : Ci → Ci+1, then we define
EQi := L(fi)
∗, while if we are given a quasi-isomorphism fi : Ci+1 → Ci, we define
EQi := (fi)∗. Now, we set
EQf := EQn−1 ◦EQn−2 ◦ · · · ◦ EQ2 ◦EQ1 : D(A)→ D(B).
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By Proposition 2.1, we see that for each i, EQi is a K-linear equivalence, so that EQf
is also a K-linear equivalence. It is clear from the definition of EQf that there is an
isomorphism
(2.4) EQf (A)
∼= B
in D(B).
Note also that if A and B are homologically equivalent via f overK, then B and A are
homologically equivalent via
f−1 := (fn−1, . . . , f1)
over K, and using Proposition 2.1 again, we see that EQf and EQf−1 are quasi-inverse
to each other. We now show that all the main constructions of this paper are essentially
invariant with respect to such homological equivalences.
Proposition 2.5. LetK be a ring, and let f : A
h.e
≃
−→ B be an homological equivalence over
K.
(1) There is an isomorphism
RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼= EQf−1(RHomB⊗L
K
B(B,EQf (M)⊗
L
K
EQf (N)))
of functors
D(A)× D(A)→ D(A).
(2) If A (and hence B) is cohomologically noetherian, and RA is a dualizing DG-
module over A, then EQf (RA) is a dualizing DG-module over B.
(3) IfRA has the structure of a rigid DG-module overA relative toK, then EQf (RA)
has the structure of a rigid DG-module over B relative to K.
(4) There is an isomorphism
RHomA(M,N) ∼= EQf−1(RHomB(EQf (M),EQf (N)))
of functors
D(A)× D(A)→ D(A).
Proof.
(1) Let M,N ∈ D(A). Step 1: Suppose first that f : A → B is a single quasi-
isomorphism. Let K → A˜
g
−→ A be a K-flat resolution of K → A. Then since f is
a quasi-isomorphism,
K → A˜
h
−→ B
is a K-flat resolution of K → B, where h = f ◦ g. Hence, by [24, Theorem 6.15],
there is a functorial isomorphism
EQf−1(RHomB⊗L
K
B(B,EQf (M)⊗
L
K
EQf (N))) =
f∗(RHomB⊗L
K
B(B,Lf
∗(M)⊗L
K
Lf∗(N))) ∼=
f∗(RHomA˜⊗K A˜(B, h∗(Lf
∗(M))⊗L
K
h∗(Lf
∗(N)))).
Note that h∗ = (f ◦ g)∗ ∼= g∗ ◦ f∗, so that h∗(Lf
∗(−)) ∼= g∗(−). Also, it is clear
that
f∗(RHomA˜⊗K A˜(B,−))
∼= RHomA˜⊗K A˜(A,−),
and using [24, Theorem 6.15] again, we see that
RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼= RHomA˜⊗K A˜(A, g∗(M)⊗
L
K
g∗(N)),
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so in this case we get the required functorial isomorphism.
Step 2: Assume now that that f : B → A is a single quasi-isomorphism in the
other direction. Let K → B˜
g
−→ B be a K-flat resolution of K → B. Then,
K → B˜
h
−→ A
is K-flat resolution of K → A, where h = f ◦ g. By [24, Theorem 6.15],
EQf−1(RHomB⊗L
K
B(B,EQf (M)⊗
L
K
EQf (N))) =
Lf∗(RHomB⊗L
K
B(B, f∗(M)⊗
L
K
f∗(N))) ∼=
Lf∗(RHomB˜⊗K B˜(B, g∗(f∗(M))⊗
L
K
g∗(f∗(N))) ∼=
Lf∗(RHomB˜⊗K B˜(B, h∗(M)⊗
L
K
h∗(N))),
On the other hand,
RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼=
RHomB˜⊗K B˜(A, h∗(M)⊗
L
K
h∗(N)) ∼=
Lf∗(f∗(RHomB˜⊗K B˜(A, h∗(M)⊗
L
K
h∗(N)))) ∼=
Lf∗(RHomB˜⊗K B˜(B, h∗(M)⊗
L
K
h∗(N))),
which proves the claim in this case.
Step 3: The general case is now easy to verify by induction, using steps 1,2, and
using the isomorphisms f∗Lf
∗ ∼= 1 and Lf∗f∗ ∼= 1.
(2) LetRA be a dualizing DG-module overA. It is clear thatEQf preserves bounded-
ness, finitely generated cohomology, and finite injective dimension. If f : B → A
is a single quasi-isomorphism, the fact that f∗(RA) is a dualizing DG-module is
shown in [23, Proposition 7.5(2)]. If f : A → B is a single quasi-isomorphism,
we have that
RHomB(Lf
∗(RA),Lf
∗(RA)) ∼=
Lf∗(f∗(RHomB(Lf
∗(RA),Lf
∗(RA)))) ∼=
Lf∗RHomA(RA, RA) ∼= Lf
∗A = B.
For a general homological equivalence f betweenA andB, the fact thatEQf (RA)
is a dualizing DG-module over B follows now by induction.
(3) Assume that RA has the structure of a rigid DG-module over A relative to K.
Set RB := EQf (RA). When considered as objects of D(K), RA and RB are
isomorphic, so RB has finite flat dimension over K. Since EQf and EQf−1 are
quasi-inverse to each other, we have that
RHomB⊗L
K
B(B,RB ⊗
L
K
RB) ∼=
EQf (EQf−1(RHomB⊗L
K
B(B,EQf (RA)⊗
L
K
EQf (RA)))),
and by part (1) of this proposition, this is naturally isomorphic to
EQf (RHomA⊗L
K
A(A,RA ⊗
L
K
RA)) ∼= EQf (RA) = RB,
where the last isomorphism follows from the rigidity of RA.
(4) Identical to the proof of (2) above.

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Proposition 2.6. Let ϕ : A → B and χ : A˜ → B˜ be maps of DG-rings, and let ψ :
ϕ
h.e
≃
−→ χ be an homological equivalence, and denote by f : A
h.e
≃
−→ A˜ and g : B
h.e
≃
−→ B˜ the
homological equivalences underlying it. Then there is an isomorphism
EQg−1(RHomA˜(B˜,EQf (−)))
∼= RHomA(B,−)
of functors
D(A)→ D(B).
Proof. Step 1: Assume first that f : A
≃
−→ A˜ and g : B
≃
−→ B˜ are single quasi-
isomorphisms. Unwrapping the definitions of EQ, we must show that there is a functorial
isomorphism
Forg(RHomA˜(B˜,−⊗
L
A A˜))
∼= RHomA(B,−).
By the last isomorphism of Proposition 2.1, givenM ∈ D(A), we have a natural isomor-
phism
M ⊗LA A˜
∼= RHomA(A˜,Forf (M ⊗
L
A A˜))
∼= RHomA(A˜,M)
in D(A˜). Hence, using adjunction,
Forg(RHomA˜(B˜,M ⊗
L
A A˜))
∼=
Forg(RHomA˜(B˜,RHomA(A˜,M)))
∼=
Forg(RHomA(B˜,M)) = RHomA(B,M).
Step 2: Assume now that f : A˜
≃
−→ A and g : B˜
≃
−→ B are single quasi-isomorphisms in
the other direction. We must show that
B ⊗L
B˜
RHomA˜(B˜,Forf (M))
∼= RHomA(B,M).
As in step 1, we have a functorial isomorphism
B ⊗L
B˜
RHomA˜(B˜,Forf (M))
∼=
RHomB˜(B,RHomA˜(B˜,Forf (M)))
∼=
RHomA˜(B,Forf (M)).
Taking K-injective resolutions Forf (M)
≃
−→ I˜ andM
≃
−→ I , it is thus enough to show that
there is a B-linear quasi-isomorphism
HomA(B, I)→ HomA˜(B, A˜),
but as I and I˜ are isomorphic inD(A˜), there is a quasi-isomorphism I → I˜ inD(A˜), so this
follows from [24, Proposition 2.6(2)]. Step 3: again, the general case follows immediately
by induction. 
Having established that the main constructions of this paper are preserved along homo-
logical equivalences, we now show that objects of DGReftf /K are homologically equiva-
lent to nice objects. More precisely:
Proposition 2.7. Let K be a noetherian ring, and let A ∈ DGReftf /K . Then there is a
DG-ring A˜ ∈ DGReftf /K which satisfies the following:
(1) The DG-rings A and A˜ are homologically equivalent over K.
(2) One has A˜0 = S−1(K[x1, . . . , xn]), for some n ∈ N, and for some multiplica-
tively closed set S ⊆ K[x1, . . . , xn].
(3) For each i < 0, the A˜0-module A˜i is finitely generated and free.
(4) In particular, A˜ is K-projective over K.
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Proof. In the proof of [23, Lemma 7.8], the author constructs DG-ringsAloc andAeft with
K-linear quasi-isomorphisms
A→ Aloc ← Aeft.
Setting A˜ := Aeft, we see that A is homologically equivalent to A˜ overK, and it is easy to
see that the DG-ring A˜ constructed there satisfies the above. 
We end this section with a couple of useful facts that use the above and will be useful in
the sequel. A map f : A→ B of DG-rings is called cohomologically finite if the induced
map f¯ : A¯→ B¯ is a finite ring map.
Proposition 2.8. Let K be a noetherian ring which has dualizing complexes, and let A ∈
DGReftf /K . Then A has dualizing DG-modules.
Proof. Let A˜ be the DG-ring which cohomologically equivalent to A over K, constructed
in Proposition 2.7. By Proposition 2.5, it is enough to show that A˜ has dualizing DG-
modules. The ring A˜0 is essentially of finite type over K, so it has dualizing complexes.
The map A˜0 → A˜ is cohomologically finite. Hence, the result follows from [23, Proposi-
tion 7.5(1)]. 
Proposition 2.9. Let K be a Gorenstein noetherian ring of finite Krull dimension, let
A ∈ DGReftf /K , and let R be a dualizing DG-module over A. Then R has finite flat
dimension over K.
Proof. Let A˜ be the DG-ringwhich is cohomologically equivalent toA overK, constructed
in Proposition 2.7. By Proposition 2.5, there is a dualizing DG-module S over A˜, which is
isomorphic to R in D(K), so it is enough to show that S has finite flat dimension over K.
Denote by f the structure map f : K → A˜, and let
ω := (f0)!(K),
where f0 : K → A˜0 is the zero component of f . Since K is a dualizing complex over
itself, ω is a dualizing complex over A˜0. Moreover, in the terminology of [5, Section 1], it
is the relative dualizing complex of f0. By our assumptions, A˜ has bounded cohomology,
and for each i,Hi(A˜) is finitely generated overH0(A˜), so a fortiori, it is finitely generated
over A˜0. Thus, A˜ ∈ Dbf (A˜
0). Further, we assumed that A˜ has finite flat dimension over
K. Hence, in the terminology of [5, Section 1], we have that A˜ ∈ P(f0). By [5, Theorem
1.2(1)], this implies that
S′ := RHomA˜0(A˜, ω) ∈ P(f
0),
and in particular S′ has finite flat dimension over K. The map A˜0 → A˜ is clearly coho-
mologically finite, so by [23, Proposition 7.5(1)], S′ is a dualizing DG-module over A˜.
Hence, by [23, Theorem 7.10(2)], there is some tilting DG-module P over A˜, such that
S ∼= S′ ⊗LA˜ P.
By [23, Theorem 6.5] and [23, Theorem 5.11(iii)], P has finite flat dimension over A˜, so
we get that S (and hence R) also has finite flat dimension over K. 
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3. RIGID DUALIZING DG-MODULES AND COHOMOLOGICALLY FINITE MAPS
Recall that a map f : A→ B between two DG-rings is called cohomologically finite if
the induced map f¯ : A¯→ B¯ is a finite ring map.
3.1. Splitting lemmas. Let K be a ring, let A,B be K-algebras, let P,M ∈ ModA, and
let Q,N ∈ModB. There is a map
HomA(P,M)⊗K HomB(Q,N)→ HomA⊗KB(P ⊗K Q,M ⊗K N),
given by
φ⊗K ψ 7→ ((p⊗K q) 7→ (φ(p)⊗K ψ(q)).
This map is clearly A ⊗K B-linear, and is functorial in P,M,Q,N . If we assume that P
andQ are finitely generated and projective, then it is easy to see that it is an isomorphism.
This short technical subsection is dedicated for studying derived versions of this natural
isomorphism. Such isomorphisms will play an important role in the sequel.
Now, assume that A and B are DG-rings over K (but K is still a ring!), that P,M ∈
DGModA, and that Q,N ∈ DGModB. Then it is clear that (up to signs) the same
formula defines a map
HomA(P,M)⊗K HomB(Q,N)→ HomA⊗KB(P ⊗K Q,M ⊗K N),
in DGModA ⊗K B, which again, is functorial in P,M,Q,N . If P
♮ ∼= (A♮)⊕r and
Q♮ ∼= (B♮)⊕s, where r, s ∈ N, then this map is an isomorphism.
Lemma 3.1. Let K be a ring, let A,B be cohomologically noetherian DG-rings over K,
and let P,M ∈ D(A) andQ,N ∈ D(B). Assume that the following holds:
(1) For each i ≤ 0, Ai is flat over K.
(2) We have that P ∈ D−f (A), Q ∈ D
−
f (B),M ∈ D
b(A), N ∈ Db(B).
(3) When considered as objects of D(K), the complexesM andRHomB(Q,N) have
finite flat dimension over K.
Then there is an isomorphism
RHomA(P,M)⊗
L
K
RHomB(Q,N) ∼= RHomA⊗KB(P ⊗
L
K
Q,M ⊗L
K
N)
in D(A⊗K B), functorial in P,M,Q,N .
Proof. SinceA andB are cohomologically noetherian, using [23, Proposition 1.18(2)], we
may replace P and Q by pseudo-finite semi-free resolutions Pf
≃
−→ P and Qf
≃
−→ Q. By
[23, Proposition 1.14(1)], we have that
P ♮f
∼=
i1⊕
i=−∞
A♮[−i]⊕ri , Q♮f
∼=
j1⊕
j=−∞
B♮[−j]⊕sj , ri, sj <∞.
This implies that Pf ⊗K Qf is also of this form, so using [23, Proposition 1.14(1)] again,
we see that it is a pseudo-finite semi-free resolution of P ⊗L
K
Q. In particular, Pf is K-
projective overA,Qf is K-projective overB, and Pf ⊗K Qf is K-projective overA⊗K B.
Next, replaceM by a semi-free resolutionM ′
≃
−→M overA. BecauseA is made of flat
K-modules,M ′ is a bounded above complex of flat modules, when considered as a com-
plex over K. By assumption,M ′ has finite flat dimension overK. Hence, by [2, Theorem
2.4.F, (i) =⇒ (vi)], for n small enough, the smart truncation map M ′ → smt≥n(M),
which is A-linear, is a quasi-isomorphism, and M ′′ := smt≥n(M) is a bounded DG-
module over A, made of flat K-modules.
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Because Pf andQf are pseudo-finite semi-free andM
′′ andN are bounded, we deduce
that the natural map
HomA(Pf ,M
′′)⊗K HomB(Qf , N)→(3.2)
HomA⊗KB(Pf ⊗K Qf ,M
′′ ⊗K N).
is an isomorphism.
Finally, notice that, when considered as complexes ofK-modules,HomA(Pf ,M
′′) is a
bounded below complex of flat K-modules, and by assumption HomB(Qf , N) has finite
flat dimension over K. Hence, by [25, Lemma 5.4], the natural map
HomA(Pf ,M
′′)⊗L
K
HomB(Qf , N)→(3.3)
HomA(Pf ,M
′′)⊗K HomB(Qf , N)
is a quasi-isomorphism. The result now follows from combining (3.2) and (3.3). 
We shall also need the following variation of the above.
Lemma 3.4. LetK be a coherent commutative ring (e.g, a noetherian ring), letA,B,C,D
be cohomologically noetherian DG-rings over K, and let M ∈ Db(A) and N ∈ Db(B).
Let ϕ : A → C and ψ : B → D be two DG K-ring homomorphisms. Assume that the
following holds:
(1) For each i ≤ 0, Ai is flat over K.
(2) The maps ϕ, ψ are semi-free and cohomologically finite.
(3) When considered as objects ofD(K), the complexesM andRHomB(D,N) have
finite flat dimension over K.
Then there is an isomorphism
RHomA(C,M) ⊗
L
K
RHomB(D,N) ∼= RHomA⊗KB(C ⊗K D,M ⊗
L
K
N)
in D(C ⊗K D), functorial inM,N .
Proof. Replace M by M ′′ as in the proof of Lemma 3.1. Note that since C is semi-free
overA, it is K-projective over A, so that
RHomA(C,M) ∼= HomA(C,M) ∼= HomA(C,M
′′).
Because C is semi-free over A, the complex of K-modules HomA(C,M
′′) is a bounded
below complex made of (possibly infinite) direct product of flat K-modules. Since K is
coherent, an arbitrary direct product of flats is flat, so HomA(C,M
′′) is a bounded below
complex of flat K-modules. Hence, as in the proof of Lemma 3.1, the canonical C ⊗K D-
linear map
RHomA(C,M
′′)⊗L
K
RHomB(D,N)→ RHomA(C,M
′′)⊗K RHomB(D,N)
is a quasi-isomorphism.
The cohomological finiteness assumptions on A → C and B → D and the fact that C
and D are cohomologically noetherian, imply that C ∈ D−f (A), and D ∈ D
−
f (B). Using
[23, Proposition 1.18(2)], let A→ P
≃
−→ C and B → Q
≃
−→ D be pseudo-finite semi-free
resolutions in D(A) and D(B) respectively.
Consider the following commutative diagram induced by these maps:
HomA(C,M
′′) ⊗L
K
HomB(D,N) //

HomA(C,M
′′) ⊗K HomB(D,N) //

HomA⊗KB
(C ⊗K D,M
′′
⊗K N)

HomA(P,M
′′) ⊗L
K
HomB(Q,N) // HomA(P,M′′) ⊗K HomB(Q,N) // HomA⊗KB(P ⊗K Q,M
′′
⊗K N)
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The leftmost vertical map is clearly a quasi-isomorphism. Also, we have seen that
the two leftmost horizontal maps are quasi-isomorphisms. Hence, the middle vertical
map is also a quasi-isomorphism. The rightmost vertical map is also clearly a quasi-
isomorphism, and because of finiteness of P and Q, the right lower horizontal map is also
a quasi-isomorphism. Hence, we deduce that the right upper horizontal map is a quasi-
isomorphism.
It follows that the two C ⊗K D-linear maps
HomA(C,M
′′)⊗L
K
HomB(D,N)→
HomA(C,M
′′)⊗K HomB(D,N)→
HomA⊗KB(C ⊗K D,M
′′ ⊗K N)
are quasi-isomorphisms. This proves the claim. 
Remark 3.5. Let K be a coherent ring, and let A,B,C,D be arbitrary cohomologically
noetherian DG-rings over K. Let A → C and B → D be any cohomologically finite DG
K-ring homomorphisms. Then one can always choose resolutions
K → A˜
≃
−→ A, A˜→ C˜
≃
−→ C, B → D˜
≃
−→ D,
such that A˜, B, C˜, D˜ satisfy the conditions of the above lemma. Hence, the lemma essen-
tially represents the fact that whenever A → C and B → D are cohomologically finite,
under modest finiteness assumptions onM,N , there is a natural isomorphism
RHomA(C,M) ⊗
L
K
RHomB(D,N) ∼= RHomA⊗L
K
B(C ⊗
L
K
D,M ⊗L
K
N)
as functors
D
b(A)× Db(B)→ D(C ⊗L
K
D).
It is an open problem to the author if given a cohomologically finite DGK-ring homomor-
phism A → C, it can be resolved as A → C˜
≃
−→ C, where C˜ is pseudo-finite semi-free
over A. This is known if C itself is a ring ([1, Proposition 2.2.8] when both A and C are
rings, and [25, Proposition 1.7(3)] when A is a DG-ring and C is a ring), but the proofs of
this fact fail when C 6= C0, thus we needed the workaround of the above lemma.
3.2. Cohomologically finite maps.
Definition 3.6. Given a cohomologically finite map f : A→ B between two cohomolog-
ically noetherian DG-rings, we denote by f ♭ the functor
f ♭(−) := RHomA(B,−) : D(A)→ D(B).
For our next result, we shall need a technical refinement of Proposition 2.7.
Lemma 3.7. Let K be a noetherian ring, and let A ∈ DGReftf /K . Let A→ B be a map
between DG K-rings, and consider the diagram
A→ Aloc ← Aeft = A˜
constructed in the proof of Proposition 2.7. Then there is a K-linear quasi-isomorphism
B → Bloc making the diagram
A //

Aloc

Aeftoo
B // Bloc
commutative.
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Proof. The DG-ring Aloc was defined in [23, Lemma 7.8] as follows: let piA : A → A¯
be the canonical surjection, and let S be the set of elements s in A0 such that piA(s) is
invertible in A¯. It is clear that S is multiplicatively closed, and one defines
Aloc := A⊗A0 S
−1A0.
It is then easy to see that the mapA→ Aloc induced by the localization mapA
0 → S−1A0
is a quasi-isomorphism, simply because S−1A0 ⊗A0 A¯ = A¯. The map A → B is a map
of DG-rings, so in particular, letting piB : B → B¯ be the canonical surjection, we obtain a
commutative diagram
A
πA //

A¯

B
πB // B¯
But this implies that S−1A0 ⊗A0 B¯ = B¯, so letting Bloc := B ⊗A0 S
−1A0, the map
B → Bloc induced by the localization map A
0 → S−1A0 is again a quasi-isomorphism,
and this proves the claim. 
Here is the main result of this section. It is a far reaching generalization of [25, Theorem
5.3].
Theorem 3.8. Let K be a noetherian ring, and let f : A→ B be a cohomologically finite
map in DGReftf /K . Let (RA, ρ) be a rigid DG-module over A relative to K, and assume
that
RB := f
♭(RA)
has finite flat dimension over K. Then RB has the structure of a rigid DG-module over B
relative to K. If moreover (RA, ρ) is a rigid dualizing DG-module over A relative to K,
then RB has the structure of a rigid dualizing DG-module over B relative to K.
Proof. Let A˜ be the DG-ring which is homologically equivalent toA constructed in Propo-
sition 2.7. By Lemma 3.7, there is a commutative diagram
(3.9) A //

Aloc

A˜oo
B // Bloc
such that all horizontal maps are quasi-isomorphisms, and for each i ≤ 0, A˜i is flat over
K. Denote by EQϕ the equivalence of categories
EQϕ : D(A)→ D(A˜)
induced by this homological equivalence. Then by Proposition 2.5,
RA˜ := EQϕ(RA)
has the structure of a rigid DG-module over A˜ relative to K. Let us complete the diagram
(3.9) to a commutative diagram
A //

Aloc

A˜oo

B // Bloc Blocoo
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where the right bottom map is the identity. Denoting by ψ the homological equivalence
ψ : B
h.e
≃
−→ Bloc, we see that ϕ and ψ are homological equivalent in the sense of Definition
2.3.
Notice that the map A˜ → Bloc in (3.9) is also cohomologically finite. Let A˜ → B˜
≃
−→
Bloc be a semi-free resolution of A˜ → Bloc. In particular, the map A˜ → B˜ is also
cohomologically finite. Hence, the conditions of Lemma 3.4 are satisfied, and there is a
natural isomorphism
RHomA˜(B˜, RA˜)⊗
L
K
RHomA˜(B˜, RA˜)
∼= RHomA˜⊗K A˜(B˜ ⊗K B˜, RA˜ ⊗
L
K
RA˜)
in D(B˜ ⊗K B˜).
Because A˜ is K-flat over K, and B˜ is K-projective over A˜, we see that the sequence of
maps K → B˜
≃
−→ Bloc is a K-flat resolution of K → Bloc.
Hence, using [24, Theorem 6.15], we may calculate:
RHomBloc⊗LKBloc(Bloc,RHomA˜(Bloc, RA˜)⊗
L
K
RHomA˜(Bloc, RA˜))
∼=
RHomB˜⊗K B˜(Bloc,RHomA˜(B˜, RA˜)⊗
L
K
RHomA˜(B˜, RA˜))
∼=
RHomB˜⊗K B˜(Bloc,RHomA˜⊗K A˜(B˜ ⊗K B˜, RA˜ ⊗
L
K
RA˜))
∼=
RHomA˜⊗K A˜(Bloc, RA˜ ⊗
L
K
RA˜)
∼= RHomA˜(Bloc,RHomA˜⊗K A˜(A˜, RA˜ ⊗
L
K
RA˜)),
where the last two maps are adjunctions. BecauseRA˜ is a rigid DG-module over A˜ relative
to K, there is an isomorphism
RHomA˜(Bloc,RHomA˜⊗K A˜(A˜, RA˜ ⊗
L
K
RA˜))
∼= RHomA˜(Bloc, RA˜),
and since
RB ∼= RHomA˜(Bloc, RA˜)
in D(K), so that the latter also has finite flat dimension over K, we deduce that
RHomA˜(Bloc, RA˜)
is a rigid DG-module over Bloc relative to K. Hence, by Proposition 2.5,
EQψ−1(RHomA˜(Bloc, RA˜))
is a rigid DG-module over B relative to K, and by Proposition 2.6
EQψ−1(RHomA˜(Bloc, RA˜))
∼= RHomA(B,RA),
which proves the result. Finally, if in addition RA is a dualizing DG-module over A, then
by [23, Proposition 7.5(1)], RB is a dualizing DG-module over B. This completes the
proof. 
Corollary 3.10. Let K be a Gorenstein noetherian ring of finite Krull dimension.
(1) For anyA ∈ DGReftf /K , there exists a rigid dualizing DG-module overA relative
to K.
(2) Given a cohomologically finite map f : A → B in DGReftf /K , and given a rigid
dualizing DG-module RA over A relative to K,
RB := f
♭(RA)
is a rigid dualizing DG-module over B relative to K.
Proof.
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(1) Let A → Aloc ← Aeft be the K-linear homological equivalence between A and
Aeft constructed in Proposition 2.7. By Proposition 2.5, it is enough to show that
there exists a rigid dualizing DG-module over Aeft relative to K. Note that
A0eft = S
−1(K[x1, . . . , xn]),
so in particular it is flat and essentially of finite type over K. Hence, by [3, Theo-
rem 8.5.6] (or by [26, Theorem 3.6] if K is regular), there exists a rigid dualizing
complexR over A0eft relative to K. Set
RA := RHomA0
eft
(Aeft, R).
Because A0eft → Aeft is cohomologically finite, RA is a dualizing DG-module
over Aeft, so by Proposition 2.9, it has finite flat dimension over K. Hence, we
may apply Theorem 3.8 to the map A0eft → Aeft, and deduce that RA is a rigid
dualizing DG-module over Aeft relative to K.
(2) Using Theorem 3.8, all we need to show is that RB has finite flat dimension over
K. But RB is dualizing over B, so this follows from Proposition 2.9.

4. TENSOR PRODUCT OF DUALIZING DG-MODULES
The aim of this section is to show that the property of being a dualizing DG-module is
preserved under the derived tensor product operation. In addition to being an interesting
result on its own, it will be cruical in the proof of Theorem 5.5 below. In accordance with
the general theme of this paper, we avoid making any flatness assumptions. Hence, for
the constructions to make sense, we shall need the following definition, which one might
view as the most general way to define the derived tensor product of two DG-rings over a
DG-ring.
Definition 4.1. Given a DG-ring K, and two DG K-rings A,B, we will say that a DG
K-ring C represents A ⊗L
K
B if C is homologically equivalent over K to a DG K-ring of
the form A˜⊗K B˜, whereK → A˜
≃
−→ A and K → B˜
≃
−→ B are DG-resolutions of K → A
and K → B respectively, and at least one of the maps K → A˜ or K → B˜ is K-flat.
Remark 4.2. Given a DG-ring K, two DG K-rings A,B, and a DG K-ring C that repre-
sents A⊗L
K
B, the functor
−⊗L
K
− : D(A)× D(B)→ D(C)
is well defined. It can be defined as follows. Assume C is homologically equivalent via
some f overK to A˜⊗K B˜, and without loss of generality suppose that A˜ is K-flat overK.
Denote by ϕ and ψ the quasi-isomorphisms A˜
ϕ
−→ A and B˜
ψ
−→ B. GivenM ∈ D(A) and
N ∈ D(B), let P
≃
−→ Forϕ(M) be a K-flat resolution in D(A˜), and define
D(C) ∋M ⊗L
K
N := EQf−1(P ⊗K Forψ(N)).
Here, EQf−1 is the equivalence of categoriesD(A˜⊗K B˜)→ D(C) that was defined in the
discussion preceding Proposition 2.5.
Lemma 4.3. Let A → B and A → C be homomorphisms of DG rings, with A → C
being K-flat. Given a tilting DG-module L overB, and a tilting DG-moduleN over C, the
DG-module L⊗LA N is a tilting DG-module over B ⊗A C.
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Proof. Letting L′ := RHomB(L,B), and let N
′ := RHomC(N,C). By [23, Corollary
6.6], there are isomorphisms
L⊗LB L
′ ∼= B
and
N ⊗LC N
′ ∼= C,
so the result follows from the isomorphism
(L⊗LA N)⊗
L
B⊗AC (L
′ ⊗LA N
′) ∼= (L ⊗LB L
′)⊗LA (N ⊗
L
C N
′).

Theorem 4.4. Let K be a Gorenstein noetherian ring of finite Krull dimension, let
A,B ∈ DGReftf /K ,
and let C be a DG K-ring that represents A ⊗L
K
B. Given a dualizing DG-module R
over A, and a dualizing DG-module S over B, the DG-module R ⊗L
K
S is a dualizing
DG-module over C.
Proof. Let K → A˜
≃
−→ A and K → B˜
≃
−→ B be resolutions as in Proposition 2.7. It is
clear that C is homologically equivalent overK to A˜⊗K B˜, so by Proposition 2.5, we may
as well assume that C = A˜⊗K B˜. In addition, by abuse of notation, we will replaceR and
S by their images in D(A˜) and D(B˜) under the corresponding forgetful functors.
Denote by f : K → A˜ and g : K → B˜ the structure maps, and set
R0 := (f0)!(K), S0 := (g0)!(K).
These are dualizing complexes over A˜0 and B˜0 respectively. Further, recalling that A˜0 and
B˜0 are localizations of polynomial rings over K, we see that R0 and S0 are concretely
given by some shifts of A˜0 and B˜0. The ring A˜0 ⊗K B˜
0 is also a localization of a poly-
nomial ring over K. Hence, R0 ⊗K S
0 is a dualizing complex over A˜0 ⊗K B˜
0. The maps
A˜0 → A˜ and B˜0 → B˜ are cohomologically finite, so by [23, Proposition 7.5(1)],
R′ := RHomA˜0(A˜, R
0), S′ := RHomB˜0(B˜, S
0)
are dualizing DG-modules over A˜ and B˜ respectively.
We now claim that by Lemma 3.4, there is a natural isomorphism
RHomA˜0(A˜, R
0)⊗L
K
RHomB˜0(B˜, S
0)→(4.5)
RHomA˜0⊗K B˜0(A˜⊗K B˜, R
0 ⊗L
K
S0)
in D(A˜ ⊗K B˜). One may easily see that all the conditions of this lemma are satisfied by
this datum. The only non-trivial thing to check is that S′ = RHomB˜0(B˜, S
0) has finite
flat dimension over K, and this follows from Proposition 2.9.
Thus, (4.5) is an isomorphism. But on its right hand side, because A˜0⊗K B˜
0 → A˜⊗K B˜
is cohomologically finite,
RHomA˜0⊗K B˜0(A˜⊗K B˜, R
0 ⊗L
K
S0)
is a dualizing DG-module over A˜⊗K B˜. Hence, R
′ ⊗L
K
S′ is also a dualizing DG-module
over A˜⊗K B˜.
By [23, Theorem7.10(2)], there is some tilting moduleL over A˜ such thatR ∼= R′⊗L
A˜
L.
Similarly, there is a tilting DG-moduleN over B˜, such that S ∼= S′⊗L
B˜
N inD(B˜). Hence,
R⊗L
K
S ∼= R′ ⊗LK S
′ ⊗L
A˜⊗K B˜
(L⊗L
K
N).
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Since by Lemma 4.3, L⊗L
K
N is a tilting DG-module over A˜⊗K B˜, we deduce from [23,
Theorem 7.10(1)] that R⊗L
K
S is a dualizing DG-module over A˜⊗K B˜. 
5. THE TWISTED TENSOR PRODUCT SYMMETRIC MONOIDAL OPERATION
Let K be a Gorenstein noetherian ring of finite Krull dimension. We have seen in
Corollary 3.10 that for any A ∈ DGReftf /K , there exists a rigid dualizing DG-module
overA relative toK. Later in this section we will show that the rigid dualizing DG-module
is unique, up to isomorphism, so given A ∈ DGReftf /K , let us denote by RA its rigid
dualizing DG-module relative to K, and byDA the associated dualizing functor
DA(−) := RHomA(−, RA).
In [5, Theorem 4.1], the main result of that paper, it is shown that if A = A0 is a ring,
under suitable finiteness conditions onM,N , there is a functorial isomorphism
(5.1) RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼= RHomA(RHomA(M,RA), N).
As we explained in [19], at least when K is Gorenstein of finite Krull dimension, as as-
sumed in this section, the correct way to view this isomorphism is as follows. As N is
assumed to have finitely generated cohomology, there is an isomorphism
N ∼= RHomA(RHomA(N,R), R),
and plugging this into (5.1), using adjunction, we may write its right hand side as
RHomA(RHomA(M,RA)⊗
L
A RHomA(N,RA), RA) =
DA(DA(M)⊗
L
A DA(N)).(5.2)
To understand this expression, we now generalize to the DG-case the following construc-
tion from [19]:
Let A,B ∈ DGReftf /K , and let
F : D(A)× D(A)× · · · × D(A)︸ ︷︷ ︸
n
→ D(B)
be some functor. We define the twist of F to be the functor
F ! : D(A) × D(A)× · · · × D(A)︸ ︷︷ ︸
n
→ D(B)
given by
F !(M1, . . . ,Mn) := DB(F (DA(M1), . . . , DA(Mn))).
With this construction in hand, it is clear that (5.2) is simply the twist of the derived tensor
product
−⊗LA − : D(A) × D(A)→ D(A)
Thus, we will denote it by − ⊗!A −, and refer to it as the twisted tensor product bifunctor.
Since −⊗LA − is a symmetric monoidal product on D
−
f (A), and since
DA : D
+
f (A)→ D
−
f (A)
is an equivalence, it follows that − ⊗!A − makes D
+
f (A) into a symmetric monoidal cat-
egory. We will show in this section that (5.1) generalizes to the DG-case. Our proof is
based on a non-trivial adaptation to the commutative DG-case of [20, Theorem 2.6] where
we proved an analogue result for noncommutative algebras over a field which are finite
over their center.
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We begin by recalling a classical result, which is in some sense dual to the main result
of this section.
Proposition 5.3. Let K be a commutative ring, and let A be K-flat DG-ring over K. For
anyM,N ∈ D(A). Then there is a natural isomorphism
A⊗LA⊗KA (M ⊗
L
K
N) ∼=M ⊗LA N
in D(A).
Proof. If A = A0 is a ring, this is a well known classical result, and the same proof works
in this more general situation. See [5, Remark 3.11]. 
Proposition 5.4. Let f : A→ B be a homomorphism of DG rings, with A being cohomo-
logically noetherian, and let R be a dualizing DG-module over A. Let M ∈ D(B), such
that Forf (M) ∈ Df(A), and let N ∈ Df(A). Then there is a natural isomorphism
RHomA(D(M), D(N)) ∼= RHomA(N,M)
in D(B), where D(−) := RHomA(−, R).
Proof. Let R
≃
−→ I be a K-injective resolution over A, and let P
≃
−→ N be a K-projective
resolution over A. Note that the DG-module HomA(P, I) is also K-injective. Hence, we
have that
RHomA(D(M), D(N)) ∼= HomA(HomA(M, I),HomA(P, I)).
Using adjunction twice, there are natural isomorphisms in D(B):
HomA(HomA(M, I),HomA(P, I)) ∼=
HomA(HomA(M, I)⊗A P, I) ∼=
HomA(P,HomA(HomA(M, I), I)).
By [23, Proposition 7.2(2)], the natural B-linear mapM → HomA(HomA(M, I), I) is a
quasi-isomorphism, so the result follows. 
Here is the main result of this section, a generalization of [5, Theorem 4.1] to the DG-
case.
Theorem 5.5. Let K be a Gorenstein noetherian ring of finite Krull dimension, let A ∈
DGReftf /K , and let (RA, ρ) be a rigid dualizing DG-module over A relative to K. Then
there is a functorial isomorphism
RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼=
RHomA(RHomA(M,RA)⊗
L
A RHomA(N,RA), RA)
for anyM ∈ Dbf (A) such that RHomA(M,RA) has finite flat dimension over K, and for
anyN ∈ D−f (A).
Proof. Step 1: Let f : A
h.e
≃
−→ A˜ be the homological equivalence constructed in Proposi-
tion 2.7, and let RA˜ := EQf (RA). By Proposition 2.5, RA˜ has the structure of a rigid
dualizing DG-module over A˜ relative to K. Also by Proposition 2.5, there are functorial
isomorphisms
RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼= EQf−1(RHomA˜⊗L
K
A˜(A˜,EQf (M)⊗
L
K
EQf (N)))
and
M ⊗!A N
∼= EQf−1(EQf (M)⊗
!
A˜
EQf (N)),
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(where the−⊗!− are defined with respect toRA andRA˜ respectively). Hence, it is enough
to prove the result for A = A˜.
Step 2: By step 1, we have that A is K-flat over K, so by [24, Theorem 6.15], we have
that
RHomA⊗L
K
A(A,M ⊗
L
K
N) ∼= RHomA⊗KA(A,M ⊗
L
K
N).
By Theorem 4.4, the DG-module
RA ⊗
L
K
RA
is a dualizing DG-module over A ⊗K A. It is clear that M ⊗
L
K
N and A both belong to
Df(A⊗K A), so by Proposition 5.4, there is a functorial isomorphism
RHomA⊗KA(A,M ⊗
L
K
N) ∼=
RHomA⊗KA(DA⊗KA(M ⊗
L
K
N), DA⊗KA(A)),(5.6)
in D(A), where we have set
DA⊗KA(−) := RHomA⊗KA(−, RA ⊗
L
K
RA).
By rigidity of RA, we know that there is an isomorphism
ρA : RA → DA⊗KA(A)
in D(A), and using this isomorphism, (5.6) is naturally isomorphic to
RHomA⊗KA(RHomA⊗KA(M ⊗
L
K
N,RA ⊗
L
K
RA), RA).
By Proposition 2.9, RA has finite flat dimension over K. Hence, by Lemma 3.1, there is a
natural isomorphism
RHomA(M,RA)⊗
L
K
RHomA(N,RA) ∼= RHomA⊗KA(M ⊗
L
K
N,RA ⊗
L
K
RA)
in D(A⊗K A). Hence, we have that
RHomA⊗KA(RHomA⊗KA(M ⊗
L
K
N,RA ⊗
L
K
RA), RA) ∼=
RHomA⊗KA(RHomA(M,RA)⊗
L
K
RHomA(N,RA), RA) ∼=
RHomA(A⊗
L
A⊗KA (RHomA(M,RA)⊗
L
K
RHomA(N,RA)), RA),
where the second isomorphism is adjunction. By Proposition 5.3, we get an isomorphism
of functors
RHomA(A⊗
L
A⊗KA (RHomA(M,RA)⊗
L
K
RHomA(N,RA)), RA) ∼=
RHomA(RHomA(M,RA)⊗
L
A RHomA(N,RA), RA),
and this completes the proof. 
Corollary 5.7. Let K be a Gorenstein noetherian ring of finite Krull dimension. For any
A ∈ DGReftf /K , denote by DA the set of isomorphism classes of dualizing DG-modules
over A. Then the operation
RHomA⊗L
K
A(A,− ⊗
L
K
−)
defines a group structure on DA, and any rigid dualizing DG-module (RA, ρ) is a unit of
this group. In particular, the rigid dualizing DG-module is unique up to isomorphism.
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Proof. Let (RA, ρ) be some rigid dualizing DG-module over A relative to K (such exists
by Corollary 3.10). Note that for any R ∈ DA, by [23, Theorem 7.10(2)]
P := RHomA(R,RA)
is a tilting DG-module over A. By [23, Theorem 6.5], this implies that P is a perfect DG-
module over A, and by [23, Theorem 5.11], this implies that P has finite flat dimension
relative to D(A), so that P has finite flat dimension over K. It follows that Theorem 5.5
applies to any pair R1, R2 ∈ DA, so it is enough to show that − ⊗
!
A − defines a group
structure on DA. But this follows immediately from the fact that the set of isomorphism
classes of tilting DG-modules form a group with respect to − ⊗LA −. Finally, it is clear
from Theorem 5.5 that RA is a unit of this group, so the fact that the rigid dualizing DG-
module is unique up to isomorphism follows from the uniqueness of the identity element
in a group. 
Remark 5.8. For a DG-ring A, we denote by DPic(A) its derived Picard group. Its ob-
jects are isomorphism classes of tilting DG-modules, and the group operation is given by
the derived tensor product − ⊗LA −. Then it is clear from the above proof that the map
RHomA(−, RA) defines a group isomorphism between DA, and DPic(A).
Notation 5.9. In the rest of the paper, given a Gorenstein noetherian ring K of finite Krull
dimension, and A ∈ DGReftf /K , we will denote by RA the unique rigid dualizing DG-
module over A relative to K.
Remark 5.10. We could have given an easier proof of the fact that the rigid dualizing DG-
module is unique, imitating [26, Theorem 3.3]. However, we find the above proof more
conceptual: the rigid dualizing DG-module is unique up to isomorphism, because it is the
identity element of a canonical group whose operation is the functor underlying derived
Hochschild cohomology. See also [23, Theorem 9.7] for a similar uniqueness result in the
DG-setting (but with slightly different finiteness assumptions).
We may now obtain a slight improvement of Theorem 5.5.
Proposition 5.11. Let K be a Gorenstein noetherian ring of finite Krull dimension. Given
M ∈ Dbf (A), ifM has finite flat dimension over K, then
RHomA(M,RA)
also has finite flat dimension over K. Hence, in Theorem 5.5, it is enough to assume that
M itself has finite flat dimension over K.
Proof. Using Proposition 2.5, it is clear that we may replaceA by the homologically equiv-
alent A˜ from Proposition 2.7, so we may assume that A0 ∈ DGReftf /K . But then, by
Corollary 3.10,
RHomA0(A,RA0)
has the structure of a rigid dualizing DG-module overA relative to K, so by uniqueness of
rigid dualizing DG-modules, we must have an isomorphism
RA ∼= RHomA0(A,RA0)
Now, using adjunction, there is an isomorphism
RHomA(M,RA) ∼= RHomA0(M,RA0),
so it is enough to show that the latter has finite flat dimension over K, and this follows
from [5, Theorem 1.2(1)]. 
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Remark 5.12. As−⊗!A−makes D
+
f (A) into a symmetric monoidal category, it is tempt-
ing to ask if one can extend the isomorphism of Theorem 5.5 to any M,N ∈ D+f (A).
Unfortunately, the answer to this is negative, for trivial reasons: Let K be a Gorenstein
noetherian ring of finite Krull dimension which is not a regular ring, and let A = K. Since
A has infinite global dimension, one may find finitely generated A-modules M,N , such
that
TorAn (M,N) 6= 0
for infinitely many n. It follows that
RHomA⊗L
K
A(A,M ⊗
L
K
N) =M ⊗L
K
N /∈ D+f (A),
so in particular
RHomA⊗L
K
A(A,M ⊗
L
K
N) ≇M ⊗!A N.
6. RIGID DUALIZING DG-MODULES AND COHOMOLOGICALLY ESSENTIALLY
SMOOTH MAPS
Recall that a map f : A→ B between two noetherian rings is called essentially smooth,
if f is formally smooth and essentially of finite type. This implies that f is flat, and that
Ω1B/A is a finitely generated projective module. Decomposing SpecB = ⊔
n
i=1 SpecBi to
its connected components, the inducedmapA→ Bi is also essentially smooth, andΩ
1
Bi/A
is a projective module of fixed rank ni. We set
(6.1) ΩB/A :=
n⊕
i=1
ΩniBi/A[ni].
This is a tilting complex over B, and there is an isomorphism
f !(−) ∼= ΩB/A ⊗A −
of functors D+f (A) → D
+
f (B). The goal of this section is to generalize these facts to
DG-rings.
An essentially smooth map A → B between noetherian rings is always flat, so that B
has flat dimension 0 as an object of D(A). Similarly, we define
Definition 6.2. Given a map A→ B of DG-rings, we say it has flat dimension 0 if B has
0 flat dimension relative to D(A). Explicitly, this means that given a DG A-module M ,
such that the diameter of H(M) is d, then the diameter of H(M ⊗LA B) is smaller or equal
to d.
Here is an important implication of this definition.
Lemma 6.3. Let A→ B be a DG-ring map of flat dimension 0. Then there is an isomor-
phism
A¯⊗LA B
∼= B¯.
Proof. Note that H0(A¯⊗LA B) 6= 0, so the flat dimension assumption implies that
A¯⊗LA B
∼= H0(A¯⊗LA B).
Since B is non-positive, the latter is isomorphic by the Kunneth trick to
A¯⊗A H
0(B) = B¯.

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With this definition in hand, we arrive to the following definition of smoothness. See
[9, 4.5.1] for an equivalent definition in the finite type case, and [21, Section 2.2.2] for a
detailed discussion.
Definition 6.4. Let f : A→ B be a DG-ring map between two cohomologically noether-
ian DG-rings. We say that f is cohomologically essentially smooth if it has flat dimension
0, and the induced map f¯ : A¯→ B¯ is essentially smooth.
Remark 6.5. To see why this is a good definition, note that if A → B is smooth in any
reasonable sense, it must remain so after applying base change with respect toA→ A¯, and
now the isomorphism of Lemma 6.3 which follows from the flat dimension 0 assumption,
implies that A¯→ B¯ is smooth.
One of the most important properties of essentially smooth maps between noetherian
rings is that they are Gorenstein. We will now define a notion of a Gorenstein map in the
DG-setting. See [9, Definition 7.3.2] for an equivalent definition.
Definition 6.6. Let f : A → B be a map between two cohomologically noetherian DG-
rings, and assume thatA has dualizing DG-modules. We say that f is Gorenstein if for any
dualizing DG-module R over A, the DG-module R ⊗LA B is a dualizing DG-module over
B.
The next proposition is a DG generalization of [10, Proposition II.5.14].
Proposition 6.7. Let A be a cohomologically noetherian DG-ring, and letM ∈ D−f (A),
N ∈ D+(A), and K ∈ Db(A), such that K has finite flat dimension relative to D(A).
Then there is an isomorphism
RHomA(M,N)⊗
L
A K
≃
−→ RHomA(M,N ⊗
L
A K)
in D(A), functorial inM,N,K .
Proof. FixingN,K as above, because of the boundedness assumptions on them, it is clear
that both of the functorsRHomA(−, N)⊗
L
AK and RHomA(−, N ⊗
L
AK) have bounded
above cohomological displacement, in the sense of [23, Definition 2.1(3)]. Denoting by
ηM the natural morphism
ηM : RHomA(M,N)⊗
L
A K → RHomA(M,N ⊗
L
A K)
in D(A), obtained by replacingM by a K-projective resolution, and K by a K-flat reso-
lution, it is clear that ηA is an isomorphism. Hence, the result follows from [23, Theorem
2.11(1)]. 
We shall need the next result which is due to Lurie.
Proposition 6.8. Let A be a cohomologically noetherian DG-ring, let R ∈ Dbf (A), and
assume that
RHomA(A¯, R)
is a dualizing complex over A¯. Then R is a dualizing DG-module over A.
Proof. This is a a particular case of [15, Proposition 4.3.8]. 
Here is the first main result of this section. See [9, Corollary 7.3.6] for a similar result
(with a very different proof).
Theorem 6.9. Let f : A → B be a map between cohomologically noetherian DG-rings
which is of flat dimension 0, and assume that A has dualizing DG-modules, and that the
induced map f¯ : A¯→ B¯ is Gorenstein. Then f is also Gorenstein.
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Proof. Let ϕ : B˜
≃
−→ B be a K-flat resolution of f . Since A¯ is a ring which is a finite
H(A)-algebra, it follows by [25, Proposition 1.7(3)], that there exists a (multiplicative!)
pseudo-finite semi-free resolution ψ : A˜
≃
−→ A¯ of the canonical map A → A¯. In terms of
these resolutions, the 0-flat dimension assumption on f implies by Lemma 6.3, that there
is a quasi-isomorphism χ : A˜⊗A B˜ ∼= B¯. Note further that A˜ is K-projective over A, and
A˜⊗A B˜ is K-projective over B˜.
Let R be a dualizing DG-module over A. Because of cohomological finiteness of A→
A¯,
RHomA(A¯, R)
is a dualizing complex over the ring A¯. Since
Forψ(RHomA(A¯, R)) = RHomA(A˜, R),
by Proposition 2.1, there is an isomorphism
(6.10) RHomA(A˜, R)⊗
L
A˜
A¯ ∼= RHomA(A¯, R).
The Gorenstein assumption on f¯ says that
RHomA(A¯, R)⊗
L
A¯ B¯
is a dualizing complex over B¯, and using (6.10), we see that
RHomA(A¯, R)⊗
L
A¯ B¯
∼= RHomA(A˜, R)⊗
L
A˜
B¯
so that the latter is also a dualizing complex over B¯. Hence,
Forχ(RHomA(A˜, R)⊗
L
A˜
B¯) ∼= HomA(A˜, R)⊗A B˜
is a dualizing DG-module over A˜⊗A B˜.
Because A˜ is pseudo-finite semi-free overA, and since by assumptionB (and hence B˜)
has finite flat dimension relative to D(A), by the proof of Proposition 6.7, the natural map
HomA(A˜, R)⊗A B˜ → HomA(A˜, R⊗A B˜)
which is A˜⊗A B˜-linear, is a quasi-isomorphism. By adjunction, there is an isomorphism
HomA(A˜, R⊗A B˜) ∼= HomB˜(A˜⊗A B˜, R⊗A B˜)
of DG A˜⊗A B˜-modules, so we deduce that
HomB˜(A˜⊗A B˜, R⊗A B˜)
is also a dualizing DG-module over A˜⊗A B˜. It follows by [23, Proposition 7.5(1)] that
RHomA˜⊗AB˜(B¯,RHomB˜(A˜⊗A B˜, R⊗A B˜))
∼= RHomB˜(B¯, R⊗A B˜)
is a dualizing complex over B¯.
Finally note that R⊗LA B˜ ∈ D
b
f (B˜), becauseB is assumed to have finite flat dimension
relative to D(A). Hence, by Proposition 6.8, R ⊗A B˜ is a dualizing DG-module over B˜,
so that R ⊗LA B is a dualizing DG-module over B. Hence f is Gorenstein. 
Recall that if A is any cohomologically noetherian DG-ring, then by [23, Theorem
6.11], the map − ⊗LA A¯ induces a bijection between isomorphism classes of tilting DG-
modules over A, and tilting complexes over A¯. Given a cohomologically essentially
smooth map f : A → B between cohomologically noetherian DG-rings, the tilting B¯-
complex ΩB¯/A¯ associated to the essentially smooth map f¯ : A¯ → B¯ was defined in
(6.1). For such a map f , we define ΩB/A to be the unique tilting DG B-module, such that
ΩB/A ⊗
L
B B¯
∼= ΩB¯/A¯.
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Corollary 6.11. Let A → B be a cohomologically essentially smooth map between co-
homologically noetherian DG-rings, and let R be a dualizing DG-module over A. Then
R⊗LA ΩB/A is a dualizing DG-module over B.
Proof. A cohomologically essentially smooth map satisfies the assumptions of Theorem
6.9, so it is Gorenstein. Hence,R⊗LAB is a dualizing DG-module overB, and since ΩB/A
is a tilting DG B-module, the result follows from [23, Theorem 7.10(1)]. 
Example 6.12. If f : A→ B is a quasi-isomorphismbetween cohomologically noetherian
DG-ring, then f is cohomologically essentially smooth. Since ΩB¯/A¯ = B¯, we have that
ΩB/A = B.
It is clear that the composition of two cohomologically essentially smooth maps is again
cohomologically essentially smooth. As for the differentials, we have, as in the classical
case:
Proposition 6.13. Let A → B and B → C be two cohomologically essentially smooth
maps between cohomologically noetherian DG-rings. Then the composed map A → C is
also cohomologically essentially smooth, and there is an isomorphism
ΩB/A ⊗
L
B ΩC/B
∼= ΩC/A
in D(C).
Proof. The fact that A → C is cohomologically essentially smooth is clear from the def-
initions. For the second claim, by the definition of Ω, it is enough to show that these are
isomorphic after applying−⊗LC C¯. We have that
(ΩB/A ⊗
L
B ΩC/B)⊗
L
C C¯
∼=
ΩB/A ⊗
L
B ΩC¯/B¯
∼=
ΩB/A ⊗
L
B B¯ ⊗
L
B¯ C¯ ⊗
L
C¯ ΩC¯/B¯
∼=
ΩB¯/A¯ ⊗
L
B¯ ΩC¯/B¯
∼= ΩC¯/A¯,
where the last isomorphism follows from [25, Proposition 3.4]. This proves the result. 
Corollary 6.14. Let A˜
≃
−→ A and B˜ → B be quasi-isomorphisms between cohomologi-
cally noetherian DG-rings, and let A→ B˜ be a cohomologically essentially smooth map.
Then are isomorphisms
ΩB/A ∼= ΩB/A˜
and
ΩB˜/A ⊗
L
B˜
B ∼= ΩB/A
in D(B)
Proof. Combine Example 6.12 with Proposition 6.13. 
Proposition 6.15. Let A → B be a cohomologically essentially smooth map between
cohomologically noetherian DG-rings, and let A→ C be a K-flat DG-ring map, such that
C andB⊗AC are also cohomologically noetherian. Then the induced map C → B⊗AC
is also cohomologically essentially smooth, and there is an isomorphism
ΩB/A ⊗A C ∼= ΩB⊗AC/C
in D(B ⊗A C).
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Proof. LetM ∈ D(C), and assume that the diameter of H(M) is d. Since
M ⊗LC (C ⊗A B)
∼=M ⊗LA B,
we see that the diameter ofH(M ⊗LC (C⊗AB)) is≤ d, so thatB⊗AC has flat dimension
0 over C. Using Lemma 6.3 twice, we have that
(6.16) H0(B ⊗A C) ∼= C¯ ⊗
L
C (B ⊗A C)
∼= C¯ ⊗LA B
∼= C¯ ⊗LA¯ A¯⊗
L
A B = C¯ ⊗A¯ B¯.
Since A¯ → B¯ is essentially smooth, by base change C¯ → C¯ ⊗A¯ B¯ is essentially smooth,
so we deduce that C → B ⊗A C is cohomologically essentially smooth. To show the
second claim, note first that by Lemma 4.3, ΩB/A ⊗A C is a tilting B ⊗A C DG-module.
Thus, in order to show that the two tilting DG-modules ΩB/A ⊗A C and ΩB⊗AC/C are
isomorphic, it is enough to show that
(6.17) (ΩB/A ⊗A C)⊗
L
B⊗AC H
0(B ⊗A C) ∼= ΩB⊗AC/C ⊗
L
B⊗AC H
0(B ⊗A C).
The right hand side of (6.17) satisfies, by definition of Ω and by its base change property
over commutative rings:
ΩB⊗AC/C ⊗
L
B⊗AC H
0(B ⊗A C) ∼= ΩH0(B⊗AC)/C¯
∼= ΩB¯⊗A¯C¯/C¯
∼= ΩB¯/A¯ ⊗A¯ C¯.
On the other hand, and using the sequence of isomorphisms (6.16), the left hand side of
(6.17) satisfies:
(ΩB/A ⊗A C)⊗
L
B⊗AC H
0(B ⊗A C) ∼=
(ΩB/A ⊗A C)⊗
L
B⊗AC (B ⊗
L
A C¯)
∼=
ΩB/A ⊗A C¯ ∼= ΩB/A ⊗
L
B B ⊗A C¯
∼=
ΩB/A ⊗
L
B (B¯ ⊗A¯ C¯)
∼= ΩB¯/A¯ ⊗A¯ C¯,
and this completes the proof. 
Lemma 6.18. Let K be a noetherian ring, and let f : A → B be a map in DGReftf /K .
Then there are homological equivalences ϕ : A
h.e
≃
−→ A˜ and ψ : B
h.e
≃
−→ B˜ over K, and a
map f˜ : A˜ → B˜ in DGReftf /K , such that f and f˜ are homologically equivalent in the
sense of Definition 2.3, and moreover, we have that A˜0, B˜0 ∈ DGReftf /K , and the map
f˜0 : A˜0 → B˜0 is a K-algebra map.
Proof. By Lemma 3.7, there is a commutative diagram
A //

Aloc

A˜oo
B // Bloc
in which all horizontal maps are quasi-isomorphisms, and A˜0 is a localization of a polyno-
mial ring over K. In particular, A˜0 ∈ DGReftf /K .
We will now make a process similiar to the construction in [23, Lemma 7.8], but in a
slightly more general setting. Let piBloc : Bloc → B¯ be the canonical map, and let T be the
set of elements t in B0loc such that piBloc(t) is invertible in B¯. Set
B′loc := Bloc ⊗B0loc T
−1B0loc.
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The map Bloc → B
′
loc induced by localization is clearly a quasi-isomorphism. Since
A˜0 → B¯ is essentially of finite type, there is a map
ϕ : A˜0[t1, . . . , tn]→ B¯
which is surjective after localization. Let U be the set of elements u in A˜0[t1, . . . , tn],
such that ϕ(u) is invertible in B¯. By construction, every preimage of a unit in B¯ is a unit
in (B′loc)
0. Hence, the map A˜→ B′loc obtained from composing
A˜→ Aloc → Bloc → B
′
loc
factors through
A˜→ A˜⊗A˜0 U
−1A˜0[t1, . . . , tn]→ B
′
loc,
and the composed map
A˜⊗A˜0 U
−1A˜0[t1, . . . , tn]→ B
′
loc → B¯
is surjective. Since Hn(B′loc) is a finitely generated (A˜⊗A˜0 U
−1A˜0[t1, . . . , tn])
0-module,
using [25, Proposition 1.7(2)], we may find a semi-free resolution
A˜⊗A˜0 U
−1A˜0[t1, . . . , tn]→ B˜
≃
−→ B′loc
such that B˜0 = (A˜ ⊗A˜0 U
−1A˜0[t1, . . . , tn])
0. Using all these constructions, we obtain a
commutative diagram
A //

Aloc

// Aloc

A˜oo

B // Bloc // B
′
loc B˜
oo
in which all horizontal maps are quasi-isomorphisms, and as B˜0 ∈ DGReftf /K , we are
done. 
Proposition 6.19. Let K be a Gorenstein noetherian ring of finite Krull dimension, let
f : A→ B be a map in DGReftf /K , and consider the commutative diagram
A
πA //
f

A¯
f¯

B
πB // B¯
Then there is an isomorphism
(f¯)!(RHomA(A¯, RA)) ∼= RHomB(B¯, RB)
in D(B¯), where (f¯)! is the twisted inverse image pseudofunctor from classical duality
theory.
Proof. If we knew that A¯, B¯ ∈ DGReftf /K , then this will follow immediately from
pseudo-functoriality of (−)! (a fact that will be shown in Proposition 7.2 below), as the
horizontal maps are clearly cohomologically finite. As we do not know if A¯, B¯ have finite
flat dimension over K, we take a different route to prove this. In the general case, let
ϕ : A
h.e
≃
−→ A˜, ψ : B
h.e
≃
−→ B˜
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be the homological equivalences constructed in Lemma 6.18. Let RA˜ := EQϕ(RA), and
RB˜ := EQψ(RB). Applying Proposition 2.6 to the diagrams
A //

Aloc

// Aloc

A˜oo

A¯ // A¯ // A¯ A¯oo
and
B //

Bloc

// B′loc

B˜oo

B¯ // B¯ // B¯ B¯oo
in which the arrows in the bottom rows are identity morphisms, we obtain isomorphisms
RHomA(A¯, RA) ∼= RHomA˜(A¯, RA˜), RHomB(B¯, RB)
∼= RHomB˜(B¯, RB˜)
in D(A¯) and D(B¯) respectively. Since clearly f¯ = H0(f˜), it follows that we may assume
without loss of generality that A = A˜, B = B˜ and f = f˜ .
Thus, A0, B0 ∈ DGReftf /K , so that A
0 and B0 have rigid dualizing complexes RA0
andRB0 . Moreover,A
0 → A andB0 → B are cohomologically finite maps inDGReftf /K ,
so by Corollary 3.10, and by uniqueness of rigid dualizing DG-modules, there are isomor-
phisms
RA ∼= RHomA0(A,RA0), RB ∼= RHomB0(B,RB0)
in D(A) and D(B) respectively. Now, consider the commutative diagram
A0 //
f0

A¯
f¯

B0 // B¯
obtained from composing the canonical maps A0 → A → A¯ and B0 → B → B¯. Since
the horizontal maps in this diagram are finite, and the vertical maps are essentially of finite
type, we deduce from classical duality theory that there is an isomorphism
(f¯)!(RHomA0(A¯,−) ∼= RHomB0(B¯, (f
0)!(−))
of functors D+f (A
0) → D+f (B¯). Applying this isomorphism to RA0 , and using the fact
that (f0)!(RA0) ∼= RB0 , we obtain an isomorphism
(6.20) (f¯)!(RHomA0(A¯, RA0) ∼= RHomB0(B¯, RB0)
in D(B¯). By adjunction,
RHomA0(A¯, RA0) ∼= RHomA(A¯,RHomA0(A,RA0)) ∼= RHomA(A¯, RA),
and similarly,
RHomB0(B¯, RB0) ∼= RHomB(B¯,RHomB0(B,RB0)) ∼= RHomB(B¯, RB).
Plugging these two isomorphisms into (6.20), we deduce that
(f¯)!(RHomA(A¯, RA)) ∼= RHomB(B¯, RB)
as claimed. 
Here is the second main result of this section.
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Theorem 6.21. Let K be a Gorenstein noetherian ring of finite Krull dimension, and let
f : A→ B be a cohomologically essentially smooth map in DGReftf /K . Then
RA ⊗
L
A ΩB/A
has the structure of a rigid dualizing DG-module over B relative to K.
Proof. As in the proof of Theorem 6.9, let ϕ : B˜
≃
−→ B be a K-flat resolution of f overA,
and let ψ : A˜
≃
−→ A¯ be a pseudo-finite semi-free resolution of the canonical map A → A¯
over A. Denote by χ the quasi-isomorphism χ : A˜ ⊗A B˜
≃
−→ B¯. Again, as in the proof
of Theorem 6.9, A˜ is K-projective over A, and A˜ ⊗A B˜ is K-projective over B˜. Using
Corollary 6.14, we have that
Forϕ(RA ⊗
L
A ΩB/A)
∼= RA ⊗
L
A ΩB˜/A,
so by Proposition 2.1, we have an isomorphism
RHomB˜(B,RA ⊗
L
A ΩB˜/A)
∼= RA ⊗
L
A ΩB/A.
in D(B). Since ϕ is cohomologically finite, it follows by Corollary 3.10 applied to ϕ, that
it is enough to show that there is an isomorphism
RA ⊗
L
A ΩB˜/A
∼= RB˜
inD(B˜). By Corollary 6.11,RA⊗
L
AΩB˜/A is a dualizingDG-module over B˜, and according
to [23, Corollary 7.12], the formula
R 7→ RHomB˜(B¯, R)
induces a bijection between isomorphism classes of dualizing DG-modules over B˜, and
isomorphism classes of dualizing complexes over B¯. Thus, it is enough to show that there
is an isomorphism
RHomB˜(B¯, RB˜)
∼= RHomB˜(B¯, RA ⊗
L
A ΩB˜/A)
in D(B¯). By Proposition 6.19, and using the fact that A¯→ B¯ is essentially smooth, there
is an isomorphism
RHomB˜(B¯, RB˜)
∼= RHomA(A¯, RA)⊗
L
A¯ ΩB¯/A¯
in D(B¯). Thus, we need to show that there is an isomorphism
RHomA(A¯, RA)⊗
L
A¯ ΩB¯/A¯
∼= RHomB˜(B¯, RA ⊗
L
A ΩB˜/A)
in D(B¯). As in the proof of Theorem 6.9, there is an isomorphism
RHomA(A¯, RA) ∼= RHomA(A˜, RA)⊗
L
A˜
A¯,
so using the fact that ΩB¯/A¯
∼= B¯ ⊗L
B˜
ΩB˜/A, we have an isomorphism
RHomA(A¯, RA)⊗
L
A¯ ΩB¯/A¯
∼= RHomA(A˜, RA)⊗
L
A˜
B¯ ⊗L
B˜
ΩB˜/A
in D(B¯). Hence,
Forχ(RHomA(A¯, RA)⊗
L
A¯ ΩB¯/A¯)
∼= RHomA(A˜, RA)⊗
L
A ΩB˜/A.
Let P
≃
−→ ΩB˜/A be a K-flat resolution over B˜. Then P is also K-flat over A. Moreover,
because it is tilting over B˜, by [23, Theorem 5.11] it has finite flat dimension relative to
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D(B˜). Since B˜ has 0 flat dimension relative to D(A), we conclude that P has finite flat
dimension relative to D(A). Hence, by Proposition 6.7, the canonical A˜⊗A B˜-linear map
RHomA(A˜, RA)⊗
L
A ΩB˜/A
∼= HomA(A˜, RA)⊗A P → HomA(A˜, RA ⊗A P )
is a quasi-isomorphism. Using adjunction, we have isomorphisms in D(A˜⊗A B˜):
HomA(A˜, RA)⊗A P → HomA(A˜, RA ⊗A P ) ∼=
HomB˜(A˜⊗A B˜, RA ⊗A P )
∼=
RHomB˜(A˜⊗A B˜, RA ⊗
L
A ΩB˜/A),
and since
Forχ(RHomB˜(B¯, RA ⊗
L
A ΩB˜/A))
∼= RHomB˜(A˜⊗A B˜, RA ⊗
L
A ΩB˜/A),
we deduce that there is an isomorphism
Forχ(RHomA(A¯, RA)⊗
L
A¯ ΩB¯/A¯)
∼= Forχ(RHomB˜(B¯, RA ⊗
L
A ΩB˜/A))
in D(A˜⊗A B˜). By Proposition 2.1, this lifts to an isomorphism
RHomA(A¯, RA)⊗
L
A¯ ΩB¯/A¯
∼= RHomB˜(B¯, RA ⊗
L
A ΩB˜/A)
in D(B¯), and as explained above, this implies that
RB˜
∼= RA ⊗
L
A ΩB˜/A
and this completes the proof. 
7. THE TWISTED INVERSE IMAGE PSEUDOFUNCTOR AND PERFECT BASE CHANGE
In this section we finally arrive to the main construction of this paper: the twisted inverse
image pseudofunctor. We continue to denote, for A ∈ DGReftf /K , its rigid dualizing DG-
module by RA, and the corresponding duality functor RHomA(−, RA) by DA. Let us
denote byDerCatK the 2-category of K-linear trinagulated categories.
Definition 7.1. Let K be a Gorenstein noetherian ring of finite Krull dimension. The
twisted inverse image pseudofunctor
(−)! : DGReftf /K → DerCatK
is defined as follows:
(1) Given A ∈ DGReftf /K , we associate to it the category D
+
f (A).
(2) Given a map f : A → B in DGReftf /K , if A = B and f = 1A, we let f
! be the
identity functor D+f (A)→ D
+
f (A). Otherwise, we set
f !(−) := DB(B ⊗
L
A DA(−)) : D
+
f (A)→ D
+
f (B).
(3) Given two maps f : A → B and g : B → C in DGReftf /K , we define an
isomorphism of functors φf,g : (g ◦ f)
! ≃−→ g! ◦ f !: if at least one of the maps f, g
is the identity, then φf,g is the identity natural transformation. Otherwise, we let
φf,g be the isomorphism
(g ◦ f)!(M) = DC(C ⊗
L
A DA(M))
≃
−→
DC(C ⊗
L
B B ⊗
L
A DA(M))
≃
−→
DC(C ⊗
L
B DB(DB(B ⊗
L
A DA(M)))) = g
!(f !(M))
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obtained from combining the natural isomorphismsC⊗LBB⊗
L
A−
∼= C⊗LA− and
−
≃
−→ DB(DB(−)).
Proposition 7.2. Let K be a Gorenstein noetherian ring of finite Krull dimension. Given
three maps f : A→ B, g : B → C and h : C → D in DGReftf /K , there is an equality
φg,h ◦ φf,h◦g = φf,g ◦ φg◦f,h,
so that (−)! : DGReftf /K → DerCatK is a pseudofunctor.
Proof. Identical to [26, Proposition 4.4]. 
Next, we study the behaivor of the twisted inverse image pseudofunctor with respect to
cohomologically finite and cohomologically essentially smooth maps.
Theorem 7.3. Let K be a Gorenstein noetherian ring of finite Krull dimension, and let
f : A→ B be a cohomologically finite map in DGReftf /K . Then there is an isomorphism
f !(M) ∼= RHomA(B,M)
of functors D+f (A)→ D
+
f (B).
Proof. GivenM ∈ D+f (A), we have by Corollary 3.10
f !(M) = RHomB(B ⊗
L
A RHomA(M,RA), RB)
∼=
RHomB(B ⊗
L
A RHomA(M,RA),RHomA(B,RA)).
By adjunction, we have isomorphisms
RHomB(B ⊗
L
A RHomA(M,RA),RHomA(B,RA))
∼=
RHomA(B ⊗
L
A RHomA(M,RA), RA)
∼=
RHomA(B,RHomA(RHomA(M,RA), RA),
so the result follows from the fact that RA is a dualizing DG-module. 
Corollary 7.4. Let K be a Gorenstein noetherian ring of finite Krull dimension, and let
f : A→ B be a quasi-isomorphism in DGReftf /K . Then there are isomorphisms
f !(M) ∼= RHomA(B,M) ∼= B ⊗
L
AM
of functors D
+
f (A)→ D
+
f (B).
Proof. The first isomorphism follows from Theorem 7.3, and the second one from Propo-
sition 2.1. 
Theorem 7.5. Let K be a Gorenstein noetherian ring of finite Krull dimension, and let
f : A→ B be a cohomologically essentially smooth map in DGReftf /K . Then there is an
isomorphism
f !(M) ∼=M ⊗LA ΩB/A
of functors D+f (A)→ D
+
f (B).
Proof. Let A
f˜
−→ B˜
≃
−→ B be a K-flat resolution of f , and denote the map B˜
≃
−→ B by b.
By pseudofunctoriality, we have that f ! = (b ◦ f˜)! ∼= b! ◦ f˜ !. By Corollary 7.4, we have
that
b! ◦ f˜ !(M) ∼= B ⊗LB˜ f˜
!(M),
and by Corollary 6.14, we have that
B ⊗L
B˜
ΩB˜/A
∼= ΩB/A,
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so we see that it is enough to prove the theorem in the case where B˜ = B is K-flat overA.
Using Theorem 6.21, we have a functorial isomorphism
f !(M) = RHomB(B ⊗
L
A RHomA(M,RA), RB)
∼=
RHomB(B ⊗
L
A RHomA(M,RA), RA ⊗
L
A ΩB/A)
∼=
RHomA(RHomA(M,RA), RA ⊗
L
A ΩB/A).
Let P
≃
−→ RHomA(M,RA) be a K-projective resolution overA, and letQ
≃
−→ ΩB/A be a
K-flat resolution overB. Since A→ B is K-flat, Q is also K-flat overA, and we have that
RHomA(RHomA(M,RA), RA ⊗
L
A ΩB/A)
∼= HomA(P,RA ⊗A Q).
Since Q is tilting over B, it has finite flat dimension relative to D(B), and since A → B
is cohomologically smooth, we deduce that Q has finite flat dimension relative to D(A).
Hence, by Proposition 6.7, the B-linear map
HomA(P,RA)⊗A Q→ HomA(P,RA ⊗A Q)
is a quasi-isomorphism. Thus, we deduce that
f !(M) ∼= RHomA(RHomA(M,RA), RA)⊗
L
A ΩB/A,
so the result follows from the fact that RA is a dualizing DG-module. 
Recall that for a map f : A → B of DG-rings, we denote by Lf∗(−) the functor
− ⊗LA B. We now arrive to the last main result of this paper: derived base change for
perfect maps.
Theorem 7.6. Let K be a Gorenstein noetherian ring of finite Krull dimension, let f :
A → B be an arbitrary map in DGReftf /K , and let g : A → C be a K-flat map in
DGReftf /K such that C has finite flat dimension relative to D(A). Consider the induced
base change commutative diagram
A
f //
g

B
h

C
f ′ // B ⊗A C
Then there is an isomorphism
Lh∗ ◦ f !(−) ∼= (f ′)! ◦ Lg∗(−)
of functors
D
+
f (A)→ D
+
f (B ⊗A C).
Proof. Step 1: assume first f is cohomologically essentially smooth. By Proposition 6.15,
f ′ is also cohomologically essentially smooth, and there is an isomorphism
ΩB⊗AC/C
∼= ΩB/A ⊗
L
A C.
GivenM ∈ D+f (A), by Theorem 7.5, we have functorial isomorphisms
Lh∗ ◦ f !(M) ∼= (B ⊗A C)⊗
L
B (M ⊗
L
A ΩB/A)
∼=
(M ⊗LA ΩB/A)⊗A C
∼=M ⊗LA ΩB⊗AC/C
∼=
(M ⊗LA C)⊗
L
C ΩB⊗AC/C = (f
′)!Lg∗(M).
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Step 2: now, let us assume that f is cohomologically finite, and assume in addition that f
is K-projective. Then f ′ is also K-projective and cohomologically finite. Combining the
K-projectivity assumptions with Theorem 7.3, we have that
Lh∗f !(M) ∼= (B ⊗A C)⊗
L
B RHomA(B,M)
∼= HomA(B,M)⊗A C ∼=
♦
HomA(B,M ⊗A C) ∼= HomC(B ⊗A C,M ⊗A C) ∼= (f
′)!Lg∗(M).
Here, the isomorphism♦ follows from Proposition 6.7.
Step 3: assume that f : A → B is a map in DGReftf /K that can be factored as A
ϕ
−→
D
ψ
−→ B where ϕ is cohomologically essentially smooth, and ψ is cohomologically finite.
Factor ψ as D
χ
−→ B˜
b
−→ B where b is a quasi-isomorphism and χ is K-projective. Then
χ is also cohomologically finite. These factorizations fit into a commutative diagram in
DGReftf /K :
A
ϕ //
g

D
χ //
g′

B˜
b //
g′′

B
h

C
ϕ′ // D ⊗A C
χ′ // B˜ ⊗A C
b′ // B ⊗A C
Notice that b, being a quasi-isomorphism, is cohomologically essentially smooth. Note
also that by base change, each of the morphisms ϕ′, χ′, b′ is of finite flat dimension. Thus,
step 1 and 2 apply to each of the squares in the diagram. Hence, using pseudofunctoriality
of (−)! and the previous steps, we have natural isomorphisms
Lh∗f !(M) = Lh∗(b ◦ χ ◦ ϕ)!(M) ∼= Lh∗b!χ!ϕ!(M) ∼=
(b′)!L(g′′)∗χ!ϕ!(M) ∼= (b′)!(χ′)!L(g′)∗ϕ!(M) ∼=
(b′)!(χ′)!(ϕ′)!Lg∗(M) ∼= (b′ ◦ χ′ ◦ ϕ′)!(Lg∗M) = (f ′)!Lg∗(M),
and this completes this step.
Step 4: finally, let f : A → B be an arbitrary map in DGReftf /K . Similarly to the proof
of Lemma 6.18, let U be the set of elements u in B0 such that piB(u) ∈ B¯ is a unit, and let
B˜ := U−1B0 ⊗B0 B. The induced map b : B → B˜ is a quasi-isomorphism. Consider the
map f˜ := b ◦ f : A → B˜. As the map A0 → B¯ is essentially of finite type, and because
every preimage of a unit in B¯ is a unit in B˜0, we see that f˜ may be factored as
A
ϕ
−→ V −1A0[t1, . . . , tn]⊗A0 A
ψ
−→ B˜,
where ϕ is cohomologically essentially smooth, and ψ is cohomologically finite. Thus,
step 3 applies to f˜ . Consider the commutative diagram
A
f //
g

B
b //
h

B˜
h˜

C
f ′ // B ⊗A C
b′ // B˜ ⊗A C
Set f˜ ′ := b′ ◦ f ′. Then we have shown that there is a functorial isomorphism
(7.7) Lh˜∗(f˜)!(M) ∼= (f˜ ′)!Lg∗(M)
inD(B˜⊗AC). Applying the forgetful functor Forb′ to the left hand side of (7.7), we obtain
Forb′(Lh˜
∗(f˜)!(M)) ∼= Forb′((f
!(M)⊗LB B˜)⊗A C)
∼= f !(M)⊗A C ∼= Lh
∗f !(M),
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while applying Forb′ to the right hand side of (7.7), we get
Forb′((f˜
′)!Lg∗(M)) ∼= Forb′((b
′)!(f ′)!Lg∗(M)) ∼= (f ′)!Lg∗(M).
Hence, we deduce that for any f : A→ B in DGReftf /K , and for anyM ∈ D
+
f (A), there
is a functorial isomorphism
Lh∗ ◦ f !(M) ∼= (f ′)! ◦ Lg∗(M).

Remark 7.8. While the results of this paper were developed only in an affine derived
setting, it is worth mentioning that at least over ordinary schemes, by [4, Theorem 3.2.9]
rigid dualizing complexes can be glued under the flat topology. We expect that a similar
gluing result will hold in the above derived setting, so that it would be possible to globalize
the results of this paper to derived schemes and derived stacks.
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