A watermark scheme is an important technique for copyright protection of digital images. Digital watermarking is the process of computer-aided information hiding in a carrier signal. The main interest of this paper is copyright protection, and it takes into consideration four important aspects: (i) Implementation the images watermarking by Least Significant Bit method (LSB) for JPEG gray images using invisible watermark, (ii) Evaluation the watermarking images using different statistical parameters, (iii) Identifying watermark images from noisy images by showing that the difference in results using open set identification, (iv) Proposing threshold equations that can be used to differentiate among noisy and watermarked images based on the used statistical parameters of the tested images. By comparing the image quality, obtained by the proposed method with the calculated statistical metrics like Variance, Standard Deviation, Kurtosis and Skewness. The results are promising and give us a great indication to differentiate between the images of watermarking and noisy images.
I. INTRODUCTION :
Fundamentally, watermarking can be described as a method for embedding information into another signal. In case of digital images, the embedded information can be either visible or invisible from the user.
Digital images are subject to a wide variety of distortions during acquisition, processing, compression, storage, transmission and reproduction, any of which may result in a degradation of visual quality. For applications in which images are ultimately to be viewed by human beings, the only "correct" method of quantifying visual image quality is through subjective evaluation. In practice, however, subjective evaluation is usually too inconvenient, time-consuming and expensive. The goal of research in objective image quality assessment is to develop quantitative measures that can automatically predict image quality [1] .
An objective image quality metric can play a variety of roles in image processing applications. Most existing approaches are known as full-reference, meaning that a complete reference image is assumed to be known. In many practical applications, however, the reference image is not available, and a no-reference or "blind" quality assessment approach is desirable [2, 3] .
The simplest and most widely used fullreference quality metric is the mean squared error (MSE), computed by averaging the squared intensity differences of the distorted and reference image pixels, along with the related quantity of Peak Signal-to-Noise Ratio (PSNR).
This method, as well as all the statistics based measures, is simple to calculate, have clear physical meanings, and are mathematically convenient in the context of optimization.
Identification codes for noisy channels were introduced by R. Ahlswede and G. Dueck for the situation in which the receiver needs to identify whether the coming message equals a specified one. If not, then they don't care what it are [4] . It turned out that this weaker requirement dramatically increases the sizes of message sets which could be handled: double exponential grown in the block lengths of codes.
Y. Steinberg and N. Merhav notice that in most cases people check watermarks in order to identify them (e.g. Copyright) rather than recognize them and so they introduced identification codes to watermarking models [5] . In their models the attack channels are single memoryless channels. That means the attacker's random strategy is known by information hider (encoder) and the decoder. They notice that the assumption is not robust and so suggested to study more robust models. As to the resources shared by encoders and decoders they consider two cases, the decoder either completely knows the covertext or he knows nothing about it. (In all cases the attacker must not know the covertext because otherwise there would be no safe watermarking).
In this paper, we will concentrate on invisible watermarks, and the aims of this paper are (i) implementation the image watermarking by Least Significant Bit method (LSB) for a JPEG grey image using invisible watermark, (ii) evaluates the watermarking image using statistical parameters, (iii) Identify watermark image from noisy image by showing that the difference in results using open set identification, (iv) proposing threshold equations that can be used to differentiate among noisy and watermarked images based on the used statistical parameters of the tested images.
In the next Section a brief description of watermarking implantation functions. In Section 3, the watermark identification and their types, is described. In Section 4, classifications of watermarking, like visible and invisible and their categories are presented. Section 5, fundamental steps of Least Significant Bit algorithm and its implementation in image watermark. In Section 6, hypothesis testing is proposed to provide the statistical certainty for the watermark identification. Finally, in Section 7, simulation experiments of particular algorithm are presented indicating its performance.
II. WATERMARKING IMPLEMENTATION FUNCTIONS:
A watermarking system is usually divided into three distinct steps, embedding, attack and detection. In embedding, an algorithm accepts the host and the data to be embedded and produces a watermarked signal. The watermarked signal is then transmitted or stored, usually transmitted to another person. If this person makes a modification, this is called an attack. There are many possible attacks [2] . Detection is an algorithm which is applied to the attacked signal to attempt to extract the watermark from it. If the signal was not modified during transmission, then the watermark is still present and it can be extracted.
If the signal is copied, then the information is also carried in the copy. The embedding takes place by manipulating the content of the digital data, which means the information is not embedded in the frame around the data, it is carried by the signal itself. Fig. 1 shows general digital watermark life-cycle phases with embedding, attacking, and detection and retrieval functions. The information to be embedded in a signal is called a digital watermark, although in some contexts the phrase digital watermark means the difference between the watermarked signal and the cover signal. The signal where the watermark is to be embedded is called the host signal. A watermarking system is usually divided into three distinct steps, embedding, attack, and detection. In embedding, an algorithm accepts the host and the data to be embedded, and produces a watermarked signal.
A. Embedding Function
The watermark embedding scheme can either embed the watermark directly into the host data or to a transformed version of the host data. Some common transform domain watermarking for image data can be in the frequency domain like Discrete Cosine Transform (DCT) based [6] , [7] , and references therein or wavelet based [8] or in spatial domain like Least Significant Bit method (LSB).
Some of the "watermarking techniques" described in the literatures are simple additive watermarking schemes expressed as:
Where S is the original host signal, X is the watermarked signal, and W is the watermark signal.
B. Attack Function
Digital watermarking is not as secure as date encryption. Therefore, digital watermarking is not immune to hacker attacks.
Watermarking attacks are broadly divided into the following categories:
1. Removal Attacks 2. Geometrical Attacks 3. Cryptographic Attack 4. Protocol Attacks In basic attack, the attacker takes advantage of the limitations in design of the embedding technique [9, 10, 11] .
C. Detection Function
Watermark detection is the most important part of the watermark algorithm. Detection or verification refers to the process of making a binary decision at the decoder-whether a specific watermark is or is not present in the received data [2] .
III. WATERMARK IDENTIFICATION:
Identification refers to the process of being able to decode one of N possible choices (messages) at the receiver. An application for this includes copyright protection where multiple copies of the same content get a unique label so that misuse of one of the copies can be traced back to its owner. Identification problems can be categorized as "open set" or "closed set." Open set identification refers to the possibility that one of N or no
watermark exists in the data. Closed set refers to problems where one of N possible watermarks is known to be in the received data and the detector has to pick the most likely one.
IV. CLASSIFICATIONS OF WATERMARKING:
Visible
The watermark is visible when a text or a logo used to identify the owner. Any text or logo to verify or hide content can be expressed as follows:
Where Fw is Watermarked Image, α is a constant; 0<=α<=1, IF α=0 No watermark, if α=1 watermark present, F is the original image and W is a watermark
Invisible
The watermark is embedded into the image in such a way that it cannot be perceived by the human eye. It is used to protect the image authentication and prevent it from being copied.
V. LEAST SIGNIFICANT BIT (LSB):
LSB coding is one of the earliest methods in watermarking and steganography. It can be applied to any form of watermarking. In this method the LSB of the carrier signal is substituted with the watermark. The bits are embedded in a sequence which acts as the key. In order to retrieve it back this sequence should be known. The watermark encoder first selects a subset of pixel values on which the watermark has to be embedded. It then embeds the information on the LSBs of the pixels from this subset. LSB coding is a very simple technique but the robustness of the watermark will be too low. With LSB is coding almost always the watermark cannot be retrieved without a noise component [5] .
VI. PERFORMANCE EVALUATION METRICS:
To measure the quality of the watermarked image statistical analysis is used.
A.
Pearson Correlation Coefficient Pearson's correlation coefficient, r, is widely used in statistical analysis, pattern recognition, and image processing [12] . Applications include comparing two images for the purposes of image registration, object recognition, and disparity measurement. For monochrome digital images, the Pearson correlation coefficient is defined as [13] :
Where x i is the intensity of the ith pixel in image 1, y i is the intensity of the ith pixel in image 2, x m is the mean intensity of image 1, and y m is the mean intensity of image 2.
The correlation coefficient has the value r =1 if the two images are absolutely identical, r = 0 if they are completely uncorrelated, and r = -1 if they are completely anti-correlated, for example, if one image is the negative of the other.
B. Mean
We can think of r × c matrix (image) as a set of c column vectors, each having r elements. Often, with matrices, we want to compute mean scores separately within columns, consistent with the equation below.
Where X c is the mean of a set of r scores from column c, Σ X ic is the sum of elements from column c.
Variance is a measure of the variability or spread in a set of data. Mathematically, it is the average squared deviation from the mean value. We use the following formula to compute variance.
Where N is the number of scores in a set of scores X is the mean of the N scores. X i is the ith raw score in the set of scores x i is the ith deviation score in the set of scores Var(X) is the variance of all the scores in the set
D. Standard Deviation
The standard deviation shows how much variation or "dispersion" exists for the average (mean, or expected value). A low standard deviation indicates that the data points tend to be very close to the mean, whereas high standard deviation indicates that the data points are spread out over a large range of values.
The standard deviation of any matrix can be expressed in the following way:
Where N is the total number of elements in a column of that matrix and x i are the matrix's elements in column i.
E. Kurtosis
The classical measure of nonGaussianity is Kurtosis or the fourth-order cumulant. The Kurtosis of y is classically defined by [14] :
Kurtosis can be either positive or negative. Random variables that have a negative Kurtosis are called subGaussian, and those with positive Kurtosis are called superGaussian, and zero for Gaussian.
F.
Skewness Skewness is a measure of the asymmetry of the probability distribution of a real-valued random variable. The skewness value can be positive or negative, or even undefined. Qualitatively, a negative skew indicates that the tail on the left side of the probability density function lies longer than the right side and the bulk of the values to the right of the mean. A positive skew indicates that the tail on the right side is longer than the left side and the bulk of the values lying to the left of the mean. A zero value indicates that the values are relatively evenly distributed on both sides of the mean, typically but not necessarily implying a symmetric distribution. Mathematically, skewness is calculated from [15] :
Where µ and σ are the mean and standard deviation of a random variable x, respectively and E [ ] is the mathematic expectancy.
VII. PROPOSED SYSTEM FOR

IDENTIFICATION OF IMAGES WATERMARKING:
The proposed system is implemented under Dell Laptop, with O.S. Windows 7, Processor Core 2 Duo and RAM 2.00 GB using the programming facilities of MATLAB. In this section we proposed an identification system using statistical evaluation parameters, Fig. 2 , represents the proposed system. The steps of the proposed system are: -1. Read grey Image JPG type 2. Embed copyright image using LSB algorithm 3. Compare between original, watermarked, and noisy image using statistical parameters 4. Identify between three images using open set
A. Proposed system in Detail
In step 1 is the input to the system by reading the image JPG type the result is the matrix of two dimensional that representation of the given image.
Step 2 represents the embedding function which embeds the copyright image represented by Fig. 4 using Least Significant Bit (LSB) algorithm, Least significant bit Watermarking) Steps are 1. A raw bitmap image 'A' will be selected from the set of standard test images. Let this be the base image on which the watermark will be added. 2. A raw bitmap image 'B' will be selected from the set of standard test images. This will be the watermark image which will be added to the base image. 3. The most significant bit henceforth will be mentioned as an MSB, of watermark image 'B' will be read and these will be written on the Least Significant Bit, henceforth will be mentioned as LSB, of the base image 'A'. Thus, 'A' will be watermarked with 'B' resulting in a combined image 'C'. 'C' therefore will now contain an image 'A' which has its LSBs replaced with the MSBs of 'B'. The technique used will be LSB technique which is a form of spatial domain technique. This technique is used to add invisible and visible watermarks in the image
Step 3, identification function that compares the original images with watermarked image which result from embedding function and noisy image using statistical parameters represented by correlation, Mean, Standard Deviation, Variances, Kurtosis and Skewness. Fig. 3 shows by plotting the differences between three images using Statistical Parameters. The results of the five measures (Mean, Standard Deviation, Variances, Kurtosis and Skewness) are used for the original, watermarked and noisy images as shown in Table I . Fig. 4 represents the watermark image size of (50 × 50). In other hand Fig.5 (a) show the original image size (128×128), Fig.5 
VIII. CONCLUSION:
We have presented in this work an objective quality metric based on statistical parameters, and tested its performances regarding five distinct quality assessment tasks. The testing aspect within the proposed system based on Mean, Standard Deviation, Variances, Kurtosis and Skewness. We notice that the correlation parameter is ineffective in the results therefore is not mentioned.
The experimental results showed good performances of the metrics Standard Deviation, Variances as identification parameters. We can conclude general formulas for these statistical parameters. From the used testing parameters we can summarize the followings:
1) The used mean value parameter is oscillating in its results from images to others. Hence we couldn't based on its behavior as one of the identification parameters set
2) The other four statistical parameters provided good results to identify the noise images from watermarked images, and we raced to the proposed equation for each parameter, as follows: For the standard deviation and throughout the calculation of the differences between the standard deviation of watermarked images and original images, and that corresponding to the difference between noisy images and originals, used for the all nine tested different images, we can give the following equations which can be considered as identification threshold equation to recognize if the image is noisy or it is a watermarked image (the number like 2 which is taken is try and error):
3) The same concepts were followed for the other parameters, and we reached to the following equations that can be considered as important threshold equations to enhance the decision making about the nature of testing images. 
