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In this paper, we propose a protocol for complete Bell-state analysis for two
superconducting-quantum-interference-device qubits. The Bell-state analysis could
be completed by using a sequence of microwave pulses designed by the transition-
less tracking algorithm, which is an useful method in the technique of shortcut to
adiabaticity. After the whole process, the information for distinguishing four Bell
states will be encoded on two auxiliary qubits, while the Bell states keep unchanged.
One can read out the information by detecting the auxiliary qubits. Thus the Bell-
state analysis is nondestructive. The numerical simulations show that the proto-
col possesses high success probability of distinguishing each Bell state with current
experimental technology even when decoherence is taken into account. Thus, the
protocol may have potential applications for the information readout in quantum
communications and quantum computations in superconducting quantum networks.
Keywords: Superconducting quantum interference device; Shortcut to adiabaticity; Bell-
state analysis
I. INTRODUCTION
Entanglement is a basic concept in quantum information science. It provides possibility
to test quantum nonlocality against local hidden theory [1–3], and also plays a key role in
∗ E-mail: xia-208@163.com
2various quantum information tasks [4–10]. Therefore, preparing [11, 12], transferring [13, 14]
and purifying [15, 16] all kinds of entangled states in different physical systems become hot
topics in quantum information processing (QIP). As Bell states of two qubits are easy to be
obtained and manipulated, they have been employed as the information carriers in quantum
communications and quantum computations [6, 8, 17]. Thus when using Bell states as infor-
mation carriers, reading out quantum information encoded on Bell states is an indispensable
task, which greatly motivated the researches on the Bell-state analysis. At the beginning,
researchers mainly paid their attentions on the Bell-state analysis for polarized photons with
liner optical elements [18, 19]. But unfortunately, it have been proven by protocols [20, 21]
that the Bell-state analysis with only linear optical element have optimal success probability
of 0.5. Besides, the Bell-state analysis usually destroys the entanglement which causes the
waste of physical resources. Therefore, to achieve complete and nondestructive Bell-state
analysis and to exploit the advantages of other physical systems, researchers have turned
their attentions on Bell states in various systems by applying many new techniques, such as
nonlinearities and hyperentanglement. Until now, complete and nondestructive Bell-state
analysis for photons [22–28], atoms [29], spins inside quantum dots [30, 31] and nitrogen-
vacancy centers [32] have been reported.
In recent years, the superconducting system has been developed a lot, and is now deemed
as a very promising candidate to implement quantum information tasks [33–57], as it pos-
sesses many advantages. Superconducting qubits, including phase qubits, change qubits,
flux qubits, etc., are outstanding with their relatively long decoherence time [46] and perfect
scalability [35, 36, 39]. Among all kinds of superconducting qubits, the superconducting-
quantum-interference-device (SQUID) qubits in cavity quantum electrodynamics (QED)
have many advantages:
(1) The positions of SQUID qubits in a cavity are fixed. That makes them holds supe-
riority compared with neutral atoms, which requires to be controlled the centers of mass
motion in a cavity. [37, 38].
(2) When placing SQUID qubits into a superconducting cavity, decoherence induced due
to the external environment can be greatly suppressed since the superconducting cavity
could be considered as the magnetic shield for SQUID qubits [38].
(3) The strong-coupling limit of the cavity QED can be easily realized for SQUID qubits
embedded in a cavity, while it is difficult to be realized with atoms [37].
3(4) The level structure of every individual SQUID qubit can be adjusted easily [37].
The great advantages of SQUID qubits make them attractive choices to implement quan-
tum information tasks. So far, SQUID qubits have been widely used in entanglement prepa-
rations [11, 37, 38, 58], information transfers [37, 38], logic gates [38]. However, Bell-state
analysis for SQUID qubits still has plenty room for researches.
On the other hand, when choosing superconducting system as the platform for QIP, an
ineluctable question is to design microwave pulses driving superconducting qubits to com-
plete various operations. Interestingly, a new technique called by shortcut to adiabaticity
(STA) [59–92] has been developing recently to control quantum evolutions. Rather than
confining quantum evolutions along one eigenstate or superpositions of several eigenstates
of the Hamiltonian under the adiabatic condition, STA provides a lot of evolution paths
by means of various methods including transitionless tracking algorithm [59–63], Lewis-
Riesenfeld invariants theory [63, 65], Lie algebra [69, 70], picture transformations [74–77],
fast-forward scales [81, 82], etc.. These protocols [59–92] have demonstrated that STA not
only inherits the robustness of the adiabatic passage, but also greatly accelerates adiabatic
processes. Moreover, constructing STA by using different methods produces excellent fea-
sibility to handle all kinds of quantum information tasks. Thus, it may be a good idea
applying STA in pulse design to manipulate superconducting systems.
In this paper, motivated by (1) the importance of Bell-state analysis in quantum in-
formation tasks, (2) the advantages of SQUID qubits, (3) the requirement of Bell-state
analysis from quantum communications and computations within superconducting quan-
tum networks, (4) the advantages of STA in designing pulses to control physical systems,
we proposed a protocol for complete and nondestructive Bell state analysis for two SQUID
qubits. By using transitionless tracking algorithm, a useful method of STA, a sequence
of microwave pulses are designed to complete the Bell-state analysis. The information for
distinguishing four Bell states would be encoded in two auxiliary SQUID qubits, and could
be read out with current technology [93, 94]. Therefore, the operations of the Bell-state
analysis are not difficult in real experiments. Besides, the protocol combines the robustness
of SQUID qubits and the speediness of STA. Thus, we can see in numerical simulation that
high success probability to distinguish each Bell state are still available when decoherence is
considered. By substituting experimentally realizable parameters, good performance of the
Bell-state analysis is shown.
4FIG. 1: The level configuration of a single SQUID qubit.
The article is organized as follows. In Sec. II, we briefly review the physical model of a
SQUID qubit. In Sec. III, we amply illuminate the procedures of the Bell-state analysis.
In Sec. IV, the transitionless tracking algorithm is utilized to design a microwave pulses
for realizing the Bell-state analysis. In Sec. V, numerical simulations are performed to
select suitable control parameters and demonstrate the robustness of the Bell-state analysis
against decoherence. Finally, conclusions are given in Sec. VI.
II. PHYSICAL MODEL OF A SQUID QUBIT
Considering a single SQUID qubit with junction capacitance C and loop inductance L,
its Hamiltonian reads [37, 38]
Hs(t) =
Q2
2C
+
(Φ− Φx)2
2L
− EJ cos(2π Φ
Φ0
), (1)
where, Q is the total charge on the capacitor; Φ is the magnetic flux threading the loop, and
Φx is the external flux applied to the ring; EJ = IcΦ0/2π is the Josephson energy with Ic and
Φ0 = h/2e being the critical current of the junction and the flux quantum. By quantizing
the Hamiltonian of the SQUID qubit, the SQUID qubit can be described by level diagram
with a serial of energy levels {|k〉} (k = 0, 1, 2, ...) shown in Fig. 1 [37, 38]. When a transition
between two different levels |k〉 and |k′〉 is driving by an classical microwave field, in the
frame of the rotating-wave approximation, the Rabi frequency of the driving field could be
written by [37, 38]
Ωkk′(t) =
1
2Lh¯
〈k|Φ|k′〉
∫
S
B˜µw(r, t) · dS, (2)
where, S is surface bounded by the loop of the SQUID qubit; Bµw(r, t) =
B˜µw(r, t) cos(2πνµwt) is the magnetic components of the classical microwave in the super-
5conducting loop of the SQUID qubit with frequency νµw. Considering that the SQUID qubit
is placed in a microwave cavity, when a transition between two different levels |k〉 and |k′〉 is
coupled to a quantized cavity field with frequency ωc, after the rotating-wave approximation,
the coupling constant reads [37, 38]
gkk′ =
1
L
√
ωc
2µ0h¯
〈k|Φ|k′〉
∫
S
Bc(r) · dS, (3)
where, Bc(r) is the magnetic components of the cavity mode in the superconducting loop of
the SQUID qubit.
III. COMPLETE BELL-STATE ANALYSIS
Consider a system that contains four SQUID qubits A1, A2, B1, B2 placing inside a
microwave cavity, which is shown in Fig. 2 (a). SQUID qubit Aj (j = 1, 2) is employed as
an auxiliary qubit, whose level diagram is shown in Fig. 2 (b). We consider the lowest five
levels |0〉Aj , |1〉Aj , |2〉Aj , |3〉Aj , and |4〉Aj of SQUID qubit Aj. The transition between |0〉Aj
and |3〉Aj (|4〉Aj) is resonantly driven by a classical microwave field with Rabi frequency
Ω03Aj (t) (Ω04Aj (t)). The transition between |1〉Aj and |3〉Aj (|4〉Aj) is resonantly driven by
a classical microwave field with Rabi frequency Ω13Aj (t) (Ω14Aj (t)). SQUID qubits B1 and
B2 are information carriers, whose level diagrams are shown in Fig. 2 (c). We consider the
lowest three levels |0〉Bj , |1〉Bj , |2〉Bj and among them, information is encoded on |0〉Bj and
|1〉Bj . Thus, the four Bell states to be distinguished can be described as
|Ψ±〉B1B2 =
1
2
(|0〉B1|0〉B2 ± |1〉B1 |1〉B2),
|Φ±〉B1B2 =
1
2
(|0〉B1|1〉B2 ± |1〉B1|0〉B2). (4)
A classical microwave field with Rabi frequency ΩBj (t) is applied on SQUID qubit Bj to drive
the transition between levels |0〉Bj and |1〉Bj . Assuming the microwave cavity is a double-
mode cavity, where two cavity fields a1 and a2 (denote by their annihilation operators) may
exist. The cavity field a1 (a2) could resonantly coupled with the transition between levels
|2〉Aj (j = 1, 2) and |3〉Aj (|2〉Aj and |4〉Aj) of SQUID qubit Aj with coupling constant g23Aj
(g24Aj ), and the transition between levels |0〉B1 and |2〉B1 (|0〉B2 and |2〉B2) with coupling
constant gB1 (gB2). Assuming the frequencies of cavity modes a1 and a2 are ω1 and ω2,
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FIG. 2: (a) The auxiliary qubits A1, A2 and the information carriers B1 and B2 placed in a
microwave cavity. (b) The level configuration of SQUID qubit Aj (j = 1, 2). (c) The level config-
urations of SQUID qubits B1 and B2.
respectively. The transition frequency between |0〉B1 and |2〉B1 (|0〉B2 and |2〉B2) of SQUID
qubit B1 (B2) should be equal to ω1 (ω2). According to Ref. [37], level structure of each
individual SQUID qubit can be adjusted by either design variations and/or changing local
bias field. Thus, coupling between microwave pulses (cavity fields) and any particular SQUID
qubits can be obtained selectively via frequency matching. When gB1, gB2 ≪ |ω1 − ω2|, the
interaction between SQUID qubit B1 and cavity mode a2 (SQUID qubit B2 and cavity mode
a1) could be discarded [38]. Therefore, in the interaction picture, the total Hamiltonian of
system for Bell-state analysis could be written as
HI(t) = HmA(t) +HmB +Hc,
HmA(t) =
∑
j=1,2
Ω03Aj (t)|0〉〈3|+ Ω04Aj (t)|0〉〈4|+ Ω13Aj (t)|1〉〈3|+ Ω14Aj (t)|1〉〈4|+H.c.,
HmB(t) =
∑
j=1,2
ΩBj (t)e
−iǫj |0〉〈1|+H.c.,
7Hc =
∑
j=1,2
g23Aj |3〉Aj〈2|a1 + g24Aj |4〉Aj〈2|a2 + gBj |2〉Bj〈0|aj +H.c., (5)
where, ǫj is the phase shift of ΩBj . Here, we take ǫj = π/2 for the convenience of calculations
and descriptions.
Now, let us describe the procedures for Bell-state analysis. The Bell-state can be divided
into six steps. We do not discuss the pulse design here, but leave it later in Sec. IV. Besides,
for the convenience of descriptions, we assume the operation time of each step is T .
Step 1: Assume SQUID qubit Aj is initially in state |0〉Aj , cavity field aj is initially in
vacuum state |0〉aj . We turn on Ω03A1(t) and Ω13A1(t), but turn off other classical microwave
fields. In this case, SQUID qubit A2 is decoupled to the system. Besides, cavity fields a2
keeps in vacuum state. Thus, whether SQUID qubit B2 is in state |0〉B2 or |1〉B2 , it does not
evolve as well. Without considering cavity field a2 and the decoupled SQUID qubits, the
system would evolve in a subspace spanned by
|ψ¯1〉 = |0〉A1|0〉B1|0〉a1, |ψ¯2〉 = |3〉A1|0〉B1|0〉a1 , |ψ¯3〉 = |2〉A1|0〉B1|1〉a1 ,
|ψ¯4〉 = |2〉A1|2〉B1|0〉a1, |ψ¯5〉 = |1〉A1|0〉B1|0〉a1 , |ψ¯6〉 = |0〉A1|1〉B1|0〉a1 ,
|ψ¯7〉 = |3〉A1|1〉B1|0〉a1, |ψ¯8〉 = |2〉A1|1〉B1|1〉a1 , |ψ¯9〉 = |1〉A1|1〉B1|0〉a1 , (6)
where |1〉a1 denotes the one-photon state of cavity field a1. Rewriting the Hamiltonian of
the system within the subspace, we obtain
Hstep1(t) = Hm1(t) +Hc1,
Hm1(t) = Ω03A1(t)(|ψ¯1〉〈ψ¯2|+ |ψ¯6〉〈ψ¯7|) + Ω13A1(t)(|ψ¯5〉〈ψ¯2|+ |ψ¯9〉〈ψ¯7|) +H.c.,
Hc1 = g23A1(|ψ¯2〉〈ψ¯3|+ |ψ¯7〉〈ψ¯8|) + gB1 |ψ¯4〉B1〈ψ¯3|+H.c.. (7)
The eigenstates of Hc1 are
|φ¯0〉 = 1√
g2
23A1
+ g2B1
(gB1 |ψ¯2〉 − g23A1 |ψ¯4〉),
|φ¯1〉 = 1√
2
(|ψ¯7〉+ |ψ¯8〉),
8|φ¯2〉 = 1√
2
(|ψ¯7〉 − |ψ¯8〉),
|φ¯3〉 = 1√
2(g2
23A1
+ g2B1)
(g23A1 |ψ¯2〉+
√
g2
23A1
+ g2B1 |ψ¯3〉+ gB1 |ψ¯4〉),
|φ¯4〉 = 1√
2(g2
23A1
+ g2B1)
(g23A1 |ψ¯2〉 −
√
g2
23A1
+ g2B1|ψ¯3〉+ gB1|ψ¯4〉), (8)
with corresponding eigenvalues 0, g23A1 , −g23A1 ,
√
g2
23A1
+ g2B1, −
√
g2
23A1
+ g2B1, respectively.
With the condition Ω03A1(t),Ω13A1(t) ≪ g23A1 , gB1, we can derive the effective Hamiltonian
of the system as
Heff1(t) =
gB1√
g2
23A1
+ g2B1
[Ω03A1(t)|ψ¯1〉〈φ¯0|+ Ω13A1(t)|ψ¯5〉〈φ¯0|] +H.c.. (9)
The details of the derivation of Heff1(t) are given in the appendix. To realize |ψ¯1〉 → |ψ¯5〉,
we should suitably design Ω03A1(t) and Ω13A1(t). The design of Ω03A1(t) and Ω13A1(t) is
amply discussed in Sec. IV. Thus, if SQUID qubit B1 is initially in state |0〉B1 , after Step 1,
its state keeps unchanged, while SQUID qubit A1 evolves from |0〉A1 to |1〉A1. But if qubit
B1 is initially in state |1〉B1, both SQUID qubits A1 and B1 keep in their initial states after
Step 1.
Step 2: In this step, we turn on Ω04A1(t) and Ω14A1(t), but turn off other classical
microwave fields. Similar to Step 1, SQUID qubit A2 is decoupled to the system, while
cavity fields a1 keeps in vacuum state. Thus, SQUID qubit B1 is decoupled to the system
in this step. The system would evolve in a subspace spanned by
|ψ˜1〉 = |0〉A1|0〉B2|0〉a2, |ψ˜2〉 = |4〉A1|0〉B2|0〉a2 , |ψ˜3〉 = |2〉A1|0〉B2|1〉a2 ,
|ψ˜4〉 = |2〉A1|2〉B2|0〉a2, |ψ˜5〉 = |1〉A1|0〉B2|0〉a2 , |ψ˜6〉 = |0〉A1|1〉B2|0〉a2 ,
|ψ˜7〉 = |4〉A1|1〉B2|0〉a2, |ψ˜8〉 = |2〉A1|1〉B2|1〉a2 , |ψ˜9〉 = |1〉A1|1〉B2|0〉a2 . (10)
Similar way, under the condition Ω04A1(t),Ω14A1(t) ≪ g24A1 , gB2, the effective Hamiltonian
of the system can be derived as
Heff2(t) =
gB2√
g2
24A1
+ g2B2
[Ω04A1(t)|ψ˜1〉〈φ˜0|+ Ω14A1(t)|ψ˜5〉〈φ˜0|] +H.c., (11)
9with |φ˜0〉 = 1√
g2
24A1
+g2
B2
(gB2 |ψ˜2〉−g24A1 |ψ˜4〉). The design of Ω04A1(t) and Ω14A1(t) for achieving
|ψ˜1〉 ↔ |ψ˜5〉 is also discussed in Sec. IV. Therefore, if SQUID qubit B2 is initially in
state |0〉B2, its state keeps unchanged, while the evolution of SQUID qubit A1 would be
|0〉A1 → |1〉A1 or |1〉A1 → |0〉A1, where the initial state of SQUID qubit A1 in this step is
decided by the result of Step 1. Otherwise, the initial state of SQUID qubit B2 is |1〉B2,
both SQUID qubits A1 and B2 stay in their initial states.
Step 1 and Step 2 can be summarized as Table I.
Table I. The evolution of A1 in Step 1 and Step 2.
The state of B1 and B2 Step 1 Step 2
|0〉B1 |0〉B2 |0〉A1 → |1〉A1 |1〉A1 → |0〉A1
|0〉B1 |1〉B2 |0〉A1 → |1〉A1 |1〉A1 → |1〉A1
|1〉B1 |0〉B2 |0〉A1 → |0〉A1 |0〉A1 → |1〉A1
|1〉B1 |1〉B2 |0〉A1 → |0〉A1 |0〉A1 → |0〉A1
Thus, after Step 1 and Step 2, information for distinguishing |Ψ±〉B1B2 from |Φ±〉B1B2 is
encoded on the SQUID qubit A1.
Step 3: In this step, we only turn on classical microwave fields ΩB1(t) and ΩB2(t) to
perform single-qubit operation on SQUID qubits B1 and B2. When∫
3T
2T
ΩBj (t
′)dt′ = π/4, (12)
the single-qubit operation on SQUID qubit Bj is
|0〉Bj →
1√
2
(|0〉Bj + |1〉Bj), |1〉Bj → −
1√
2
(|0〉Bj − |1〉Bj ). (13)
Therefore, the four Bell states change as follows
|Ψ+〉B1B2 → |Ψ+〉B1B2 , |Ψ−〉B1B2 → |Φ+〉B1B2 ,
|Φ+〉B1B2 → −|Ψ−〉B1B2 , |Φ−〉B1B2 → |Φ−〉B1B2 . (14)
Thus, we can transform the question of distinguishing |Ψ+〉B1B2 (|Φ+〉B1B2) from |Ψ−〉B1B2
(|Φ−〉B1B2) to the question of distinguishing |Ψ±〉B1B2 from |Φ±〉B1B2 .
Step 4: We turn on Ω03A2(t) and Ω13A2(t), but turn off other classical microwave fields.
In this step, SQUID qubit A2 takes the place of SQUID qubit A1 in the Step 1. Thus, by
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suitably designing Ω03A2(t) and Ω13A2(t), we can make SQUID qubit A2 evolve from |0〉A2 to
|1〉A2 when SQUID qubit B1 is in state |0〉B1, while keep in |0〉A2 when qubit B1 is in state
|1〉B1.
Step 5: We only turn on Ω04A2(t) and Ω14A2(t). In this step, SQUID qubit A2 takes the
place of SQUID qubit A1 in the Step 2. Therefore, with suitable Ω04A2(t) and Ω14A2(t), we
can also make SQUID qubit A2 evolves from |0〉A2 to |1〉A2 (|1〉A2 to |0〉A2) when SQUID
qubit B2 is in state |0〉B2, while keep in |0〉A2 when qubit B2 is in state |1〉B2. After, Step 4
and Step 5, the information for distinguishing |Ψ+〉B1B2 (|Φ+〉B1B2) from |Ψ−〉B1B2 (|Φ−〉B1B2)
is encoded on SQUID qubit A2.
Step 6: In this step, we only turn on classical microwave fields ΩB1(t) and ΩB2(t) to
perform inverse transformations of Step 3 on SQUID qubits B1 and B2. When
∫
6T
5T
ΩBj (t
′)dt′ = −π/4, (15)
the transformations for SQUID qubit Bj are
|0〉Bj →
1√
2
(|0〉Bj − |1〉Bj), |1〉Bj →
1√
2
(|0〉Bj + |1〉Bj). (16)
After that, the states of SQUID qubits B1 and B2 recover to their initial forms.
At the end of the Bell-state analysis, we detecting the states of SQUID qubits A1 and A2,
thus reading out the information for distinguishing the four Bell states of SQUID qubits B1
and B2. The measurement results of the states of SQUID qubits A1 and A2 with correspond-
ing Bell state of SQUID qubits B1 and B2 are shown in Table II. According to measurement
results of the states of SQUID qubits A1 and A2, a complete and nondestructive Bell-state
analysis can be realized.
Table II. Measurement results of the states of SQUID qubits A1 and A2 with
the corresponding Bell states of B1 and B2.
Measurement result Corresponding Bell state
|0〉A1 |0〉A2 |Ψ+〉B1B2
|0〉A1 |1〉A2 |Ψ−〉B1B2
|1〉A1 |0〉A2 |Φ+〉B1B2
|1〉A1 |1〉A2 |Φ−〉B1B2
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IV. PULSE DESIGN VIA STA
In this section, let us design the microwave pulse via STA. As we can see from Sec. III,
the effective Hamiltonians of Step 1, Step 2, Step 4 and Step 5 of the Bell-state analysis
have the form
H(t) = Ω1(t)|ψ1〉〈ψ2|+ Ω2(t)|ψ2〉〈ψ3|+H.c.. (17)
The required transformation is |ψ1〉 ↔ |ψ3〉. Here, to build up evolution paths, we consider
the transitionless tracking algorithm. As pointed out by Ref. [62] that, while utilizing
transitionless tracking algorithm, not only the eigenstates of the Hamiltonian but also a set
of orthonormalized time-dependent vectors, can be selected as the evolution paths. For the
current protocol, we select
|ξ1(t)〉 = (cos θ sinϕ cosϑ+ sin θ sinϑ)|ψ1〉+ i cosϕ cosϑ|ψ2〉+ (sin θ sinϕ cosϑ− cos θ sinϑ)|ψ3〉,
|ξ2(t)〉 = (cos θ sinϕ sinϑ− sin θ cos ϑ)|ψ1〉+ i cosϕ sinϑ|ψ2〉+ (sin θ sinϕ sinϑ+ cos θ cosϑ)|ψ3〉,
|ξ3(t)〉 = cos θ cosϕ|ψ1〉 − i sinϕ|ψ2〉+ sin θ cosϕ|ψ3〉, (18)
where, θ, ϕ and ϑ are three time-dependent parameters. According to transitionless tracking
algorithm, the evolution operator and the Hamiltonian for the evolution paths shown in
Eq. (18) could be derived by
U ′(t) =
3∑
n=1
|ξn(t)〉〈ξn(0)|, (19)
and
H ′(t) = i
3∑
n=1
|ξ˙n(t)〉〈ξn(t)|
= (ϕ˙ cos θ + ϑ˙ sin θ cosϕ)|ψ1〉〈ψ2|+ (ϕ˙ sin θ − ϑ˙ cos θ cosϕ)|ψ2〉〈ψ3|
+i(θ˙ − ϑ˙ sinϕ)|ψ3〉〈ψ1|+H.c.. (20)
To make H ′(t) = H(t), it requires
Ω1(t) = ϕ˙ cos θ + ϑ˙ sin θ cosϕ,
12
Ω2(t) = ϕ˙ sin θ − ϑ˙ cos θ cosϕ,
θ˙ = ϑ˙ sinϕ. (21)
Considering the time interval [0, T ] and the boundary condition ϕ(0) = −π/2, ϕ(T ) = π/2,
ϑ(0) + θ(0) = 0, ϑ(T ) − θ(T ) = π/2, we have U ′(0) = I (I is the identical operator)
and U ′(T ) = |ψ1〉〈ψ3| + |ψ3〉〈ψ1| + |ψ2〉〈ψ2|. Thus, we can complete the transformation
|ψ1〉 ↔ |ψ3〉. With the boundary condition and Eq. (21), parameters θ, ϑ and ϕ can be
selected to be
ϕ = −π
2
cos(
πt
T
), ϑ = π/4, θ = −π/4. (22)
Then, Ω1(t) and Ω2(t) could be derived as
Ω1(t) =
π2
2
√
2T
sin(πt/T ), Ω2(t) = − π
2
2
√
2T
sin(πt/T ). (23)
Therefore, if we set
Ω03A1(t) =
√
g2
23A1
+ g2B1
gB1
Ω1(t), Ω13A1(t) =
√
g2
23A1
+ g2B1
gB1
Ω2(t),
Ω04A1(t− T ) =
√
g2
24A1
+ g2B2
gB2
Ω1(t), Ω14A1(t− T ) =
√
g2
24A1
+ g2B2
gB2
Ω2(t),
Ω03A2(t− 3T ) =
√
g2
23A2
+ g2B1
gB1
Ω1(t), Ω13A2(t− 3T ) =
√
g2
23A2
+ g2B1
gB1
Ω2(t),
Ω04A2(t− 4T ) =
√
g2
24A2
+ g2B2
gB2
Ω1(t), Ω14A2(t− 4T ) =
√
g2
24A2
+ g2B2
gB2
Ω2(t), (24)
the microwave pulses could be used in the Bell-state analysis.
As for the ΩBj (t), which used to perform a single-qubit operation on SQUID qubit Bj in
Step 3, according to Eq. (12), it could be chosen as
ΩBj (t− 2T ) =
π2
8T
sin(πt/T ). (25)
Similarly, for ΩBj (t), which used to perform a single-qubit operation on SQUID qubit Bj in
Step 6, according to Eq. (15), it could be chosen as
ΩBj (t− 5T ) = −
π2
8T
sin(πt/T ). (26)
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FIG. 3: Microwave pulses for the Bell-state analysis.
For simplicity, we consider g23Aj = g24Aj = gBj = g. The microwave pulses for the
Bell-state analysis is shown in Fig. 3. The maximal value of the amplitudes of the pulses
Ωmax = π
2/2T ≃ 4.9348/T .
V. NUMERICAL SIMULATIONS
In this section, the robustness of the protocol is checked via numerical simulations. Before
the numerical simulations, we first define the success probability for distinguishing each Bell
state. Assume that the density operator of the system is ρ(t). According to Table. II, the
success probabilities could be defined as
P (Ψ+) = 〈00Ψ+|ρ(6T )|00Ψ+〉, P (Ψ−) = 〈01Ψ−|ρ(6T )|01Ψ−〉,
P (Φ+) = 〈10Φ+|ρ(6T )|10Φ+〉, P (Φ−) = 〈11Φ−|ρ(6T )|11Φ−〉, (27)
where,
|00Ψ+〉 = |0〉A1|0〉A2|Ψ+〉B1B2 , |01Ψ−〉 = |0〉A1|1〉A2|Ψ−〉B1B2 ,
|10Φ+〉 = |1〉A1|0〉A2|Φ+〉B1B2 , |11Φ−〉 = |1〉A1|1〉A2|Φ−〉B1B2. (28)
Firstly, as we perform the numerical simulation based on the original Hamiltonian shown
in Eq. (5), a suitable coupling constant g should be chosen. Thus, we plot P (Ψ+), P (Ψ−),
P (Φ+) and P (Φ−) versus g in Fig. 4. As shown in Fig. 4, the success probability are very
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FIG. 4: Suceess probabilities versus g. The solid-blue line: P (Ψ+); The dotted-green line:
P (Ψ−), P (Φ+); The dashed-red line P (Φ−).
low when g is small due to bit flip errors, while they are near 1 when g ≥ 30/T . According
to Fig. 4, we choose g = 66/T , which gives max{|1−P (Ψ+)|, |1−P (Ψ−)|, |1−P (Φ+)|, |1−
P (Φ−)|} ≤ 1.1847× 10−5.
Secondly, we investigate the robustness of the protocol against decoherence. The main
decoherent factors for the protocol are: (i) cavity dissipations for cavity fields a1 and a2 with
decay rates κ1 and κ2, respectively; (2) spontaneous emissions from |3〉Aj (|4〉Aj) to |0〉Aj ,
|1〉Aj and |2〉Aj with spontaneous emission rates γ30Aj (γ40Aj), γ31Aj (γ41Aj ) and γ32Aj (γ42Aj),
respectively; (3) spontaneous emissions from |2〉Bj to |0〉Bj and |1〉Bj with spontaneous emis-
sion rates γ20Bj and γ21Bj , respectively; (4) dephasings between |3〉Aj (|4〉Aj) and |0〉Aj , |1〉Aj ,
|2〉Aj with dephasing rates γφ30Aj (γφ40Aj), γφ31Aj (γφ41Aj ), γφ32Aj (γφ42Aj), respectively; (5)
dephasings between |2〉Bj and |0〉Bj , |1〉Bj with spontaneous emission rates γφ20Bj , γφ21Bj , re-
spectively. Here, we neglect the spontaneous emission and dephsing between |4〉Aj and |3〉Aj
and that between |2〉Aj and |0〉Aj (|1〉Aj), because they are much weaker than spontaneous
emissions and dephasings between other levels of SQUID qubit Aj. Thus, the evolution of
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the system could be described using a master equation
ρ˙(t) = i[ρ(t), H(t)] +
34∑
p=1
[LpρL
†
p −
1
2
(L†pLpρ+ ρL
†
pLp)], (29)
where, Lp (p = 1, 2, 3, ..., 34) is the Lindblad operator as
L1 =
√
γ30A1 |0〉A1〈3|, L2 =
√
γ31A1 |1〉A1〈3|, L3 =
√
γ32A1 |2〉A1〈3|,
L4 =
√
γ40A1 |0〉A1〈4|, L5 =
√
γ41A1 |1〉A1〈4|, L6 =
√
γ42A1 |2〉A1〈4|,
L7 =
√
γ30A2 |0〉A2〈3|, L8 =
√
γ31A2 |1〉A2〈3|, L9 =
√
γ32A2 |2〉A2〈3|,
L10 =
√
γ40A2 |0〉A2〈4|, L11 =
√
γ41A2 |1〉A2〈4|, L12 =
√
γ42A2 |2〉A2〈4|,
L13 =
√
γ20B1 |0〉B1〈2|, L14 =
√
γ21B1 |1〉B1〈2|, L15 =
√
γ20B2 |0〉B2〈2|,
L16 =
√
γ21B2 |1〉B2〈2|, L17 =
√
κ1a1, L18 =
√
κ2a2
L19 =
√
γφ30A1(|3〉A1〈3| − |0〉A1〈0|), L20 =
√
γφ31A1(|3〉A1〈3| − |1〉A1〈1|),
L21 =
√
γφ32A1(|3〉A1〈3| − |2〉A1〈2|), L22 =
√
γφ40A1(|4〉A1〈4| − |0〉A1〈0|),
L23 =
√
γφ41A1(|4〉A1〈4| − |1〉A1〈1|), L24 =
√
γφ42A1(|4〉A1〈4| − |2〉A1〈2|),
L25 =
√
γφ30A2(|3〉A2〈3| − |0〉A2〈0|), L26 =
√
γφ31A2(|3〉A2〈3| − |1〉A2〈1|),
L27 =
√
γφ32A2(|3〉A2〈3| − |2〉A2〈2|), L28 =
√
γφ40A2(|4〉A2〈4| − |0〉A2〈0|),
L29 =
√
γφ41A2(|4〉A2〈4| − |1〉A2〈1|), L30 =
√
γφ42A2(|4〉A2〈4| − |2〉A2〈2|),
L31 =
√
γφ20B1(|2〉B1〈2| − |0〉B1〈0|), L32 =
√
γφ21B1(|2〉B1〈2| − |1〉B1〈1|),
L33 =
√
γφ20B2(|2〉B2〈2| − |0〉B2〈0|), L34 =
√
γφ21B2(|2〉B2〈2| − |1〉B2〈1|). (30)
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FIG. 5: (a) P (Ψ+), (b) P (Ψ−), (c) P (Φ+) and (d) P (Φ−) versus κ/Ωmax (the solid-red line),
γ/Ωmax (the dashed-green line), 10γφ/Ωmax (the dotted-blue line).
For brief discussions, we assume γ30Aj = γ31Aj = γ32Aj = γ40Aj = γ41Aj = γ42Aj = γ20Bj =
γ21Bj = γ, γφ30Aj = γφ31Aj = γφ32Aj = γφ40Aj = γφ41Aj = γφ42Aj = γφ20Bj = γφ21Bj = γφ,
κ1 = κ2 = κ. P (Ψ+), P (Ψ−), P (Φ+) and P (Φ−) versus γ/Ωmax, 10γφ/Ωmax and κ/Ωmax
are plotted in Figs. 5 (a-d), respectively. As shown by Fig. 5, the Bell-state analysis is
quite robust against the cavity decays. The success probabilities of distinguishing each
Bell state are still higher than 0.9996 when κ/Ωmax = 0.01. We can also find that, the
Bell-state analysis is more sensitive to the spontaneous emissions of SQUID qubits. When
γ/Ωmax = 0.01, the success probabilities of distinguishing each Bell state are all a little less
than 0.97. As for the dephasings, they are the most troublesome decoherent factors. When
γφ/Ωmax = 0.001, the success probabilities of distinguishing each Bell state are all higher
than 0.96. We considered experimentally realizable parameters Ωmax = 2π × 6.37MHz,
g = 2π × 85.14MHz, κ = 1.32MHz, γ = 0.40MHz, γφ = 0.20MHz [37, 38, 55], we have
P (Ψ+) = 0.9555, P (Ψ−) = 0.9554, P (Φ+) = 0.9554 and P (Φ−) = 0.9554. Therefore, the
protocol possesses high success probability to distinguish each one of four Bell states.
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VI. CONCLUSION
In conclusion, we have proposed a protocol for complete Bell-state analysis for
superconducting-quantum-interference-device qubits. Although the Bell-state analysis is
composed of six steps, one just need to use a sequence of sinusoidal microwave pulses as
shown in Fig. (3), without any additional operations. Therefore, the operations are not dif-
ficult in experiments. After the six steps, the information for distinguishing four Bell states
are encoding on two auxiliary qubits A1 and A2. Thus, we can read out the information by
detecting the states of A1 and A2. The detections of SQUID qubits have been reported in
protocols [93, 94]. In this paper, we have not considered the detection efficiency, while for a
real experiment, they should be taken into account. Moreover, apart from the advantages
of SQUID qubits, the protocol holds some other advantages:
(1) The Bell-state analysis is complete and nondestructive. In other words, we can
completely distinguish four Bell states without destroying them. Thus the physical resource
could be saved.
(2) As shown by the numerical simulations, under the current experimental conditions,
the protocol still possess high success probability of distinguishing each Bell state when
decoherence is taken into account.
(3) Since STA is used in the pulse design, the operation speed of the protocol may be
faster than that using the adiabatic passages.
Thus, we hope the protocol could contribute to information readout for quantum com-
munications and quantum computations in superconducting quantum networks.
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Appendix: The derivation of the effective Hamiltonian
Here, we would like to amply described the derivation of the effective HamiltonianHeff1(t)
shown in Eq. (9) from Eqs. (7) and (8). According to the eigenstates ofHc1 shown in Eq. (8),
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we can rewrite Eq. (7) as
Hstep1(t) = Hm1(t) +Hc1,
Hm1(t) =
Ω03A1(t)√
2(g2
23A1
+ g2B1)
|ψ¯1〉(
√
2gB1〈φ¯0|+ g23A1〈φ¯3|+ g23A1〈φ¯4|)
+
Ω03A1(t)√
2
|ψ¯6〉(〈φ¯1|+ 〈φ¯2|) + Ω13A1(t)√
2
|ψ¯9〉(〈φ¯1|+ 〈φ¯2|)
+
Ω13A1(t)√
2(g2
23A1
+ g2B1)
|ψ¯5〉(
√
2gB1〈φ¯0|+ g23A1〈φ¯3|+ g23A1〈φ¯4|) +H.c.,
Hc1 = g23A1(|φ¯1〉〈φ¯1| − |φ¯2〉〈φ¯2|) +
√
g2
23A1
+ g2B1(|φ¯3〉〈φ¯3| − |φ¯4〉〈φ¯4|). (31)
Considering Hc1 as a free Hamiltonian, we perform the picture transformation U¯ = e
−iHc1t
on Eq. (31). The Hamiltonian after the transformation is
H ′step1(t) =
Ω03A1(t)√
2(g2
23A1
+ g2B1)
|ψ¯1〉(
√
2gB1〈φ¯0|+ g23A1〈φ¯3|e−i
√
g2
23A1
+g2
B1
t
+ g23A1〈φ¯4|ei
√
g2
23A1
+g2
B1
t
)
+
Ω13A1(t)√
2(g2
23A1
+ g2B1)
|ψ¯5〉(
√
2gB1〈φ¯0|+ g23A1〈φ¯3|e−i
√
g2
23A1
+g2
B1
t
+ g23A1〈φ¯4|ei
√
g2
23A1
+g2
B1
t
)
+
Ω03A1(t)√
2
|ψ¯6〉(〈φ¯1|e−ig23A1 t + 〈φ¯2|eig23A1 t) + Ω13A1(t)√
2
|ψ¯9〉(〈φ¯1|e−ig23A1 t + 〈φ¯2|eig23A1 t)
+H.c.. (32)
Under the condition Ω03A1(t),Ω13A1(t)≪ g23A1 , gB1 , we neglect the terms of high frequency
oscillations and obtain the effective Hamiltonian
Heff1(t) =
gB1√
g2
23A1
+ g2B1
[Ω03A1(t)|ψ¯1〉〈φ¯0|+ Ω13A1(t)|ψ¯5〉〈φ¯0|] +H.c.. (33)
In similar way, we can derive the effective Hamiltonian Heff2(t) shown in Eq. (11) from
Eqs. (9) and (10).
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