We show that the Renormalization Group formalism allows to compute with accuracy the zero temperature correlation functions and particle densities of quantum systems.
In [1] we showed that the Renormalization Group is an efficient tool to compute the ground state and first excited energy levels of a one quantum particle system. The method is the following: instead of computing directly the effective potential V 0 (x 0 ) defined as a path integral on the Fourier modes:
we compute recursively a running potential by integrating each modes after the other. Note that the Feynman path integral is considered here with a discretized time t n = nT N +1 = nε,
with N an arbitrary large number, and n = 0, . . . , N + 1. The Fourier decomposition of a periodic path x(t n ) contains only a finite number of Fourier modes
where ′ is from 1 to . The discrete action is:
In the Local Potential Approximation [1] , [2] , the potential at scale m-1 is given by the Wegner-Houghton equation:
In the present work we consider only the zero temperature case and neglect as a consequence terms of order 1 β 2 . Our experience tells us that the finite temperature case is more difficult to handle with this equation [4] and gives less good results than the Feynman-Kleinert variational method [3] . In order to use this method to get the correlation functions we have to compute the partition function in the presence of a source term:
Note that the expression is written in the continuum only for convenience. As in [1] , we define recursively the effective potential V 
+c.c 
The gaussian integration in (6) leads to:
or in terms of the Fourier transform of the source:
By neglecting the source term dependence in the right hand side of equation ( 7), we obtain the following approximate relation:
where now V m (x 0 ) is the running potential without source term defined in equation (4) . It will be shown below, when computing the particle density, that this approximation is quite good. Note that the double sum in the left hand side of (9) is of order β 2 so that the whole source contribution is of order β 0 .
After iteration, (9) leads to the effective potential V j 0 (x 0 ) in terms of the effective potential without source V 0 (x 0 ):
where for convenience we have replaced the double sum by integrals. It's then easy to compute the correlation functions using the following relation:
Since we consider only the zero temperature limit, the integral in (11) is dominated by the minimum of the effective potential V (x 0 ) so that:
As an example the two point correlation function is easily deduced:
In a similar manner we will now compute the particle density which is defined as:
In the limit β → ∞:
where ψ 0 (x a ) is the ground state wave function. In terms of the path integral the density is:
valuable for any value of τ. These expression can also be written:
Setting j (t) = −ikδ(t − τ ) allows to use the previous formula (10) to directly write:
where:
after integrating out k, we obtain:
So that in the limit β → ∞:
is a gaussian distribution. The procedure is now very simple. We just have to determine the flow of the second derivative of the effective potential. Note that the distribution (20) is the same as the variational Kleinert's one except that for him a
where Ω is the variational parameter [3] .
As an example consider the anharmonic oscillator. In [1] we showed that the running potential at scale m is best approximated by a polynomial of order six:
where the initial potential is chosen to be:
Since the minimum of the effective potential is located at x 0 = 0 it is then easy to see that
. From the properties of the correlation function we can also deduce that the first excited energy level is given by:
From [1] we have: An another problem with our approach is that a convex effective potential is incompatible with the two picks of the true particle density [3] (it's clear that the particle will spend most of his time around the two minima of the potential energy). In statistical mechanics language each spin fluctuates most of the time around two values (like Ising spin). In fact our approximation which relates the density to the effective potential breaks down in this case.
Nevertheless, the behavior of our RG density is quite correct near zero (ρ RG (0) ≈ ρ ex (0)) and for large values of x. Moreover it is much more better than the variational computation 
