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Abstract: Sine functions are used for approximation on a general arc F in the complex plane. It is proved that for 
certain functions analytic in a domain containing the arc F, the error of an N-term approximation converges to zero, 
in the Sobolev space H’(T), at the rate O(eeYN”‘), as N + cio. Special attention is given to the important case of 
F = (a, b), where a and b are finite real numbers. An application is also considered of the approximate result to the 
numerical solution of two-point boundary value problems. It is shown that the classical SincGalerkin method with N 
basis functions has O(eeYN”Z ) convergence rate in the Hi-norm. 
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1. Introduction and summary 
In [4] Lundin and Stenger used Sine functions to derive methods for approximating a function 
F and its derivatives over a general arc T in the complex plane. Assuming analyticity of F in 
some domain D containing T and appropriate decay of F at the endpoints of T, they showed 
that the error of an N-term approximation converges to zero, in the Sobolev space IVm.m(IJ, at 
the rate O(e--yN”L), as N -+ cc. 
In the first part of this paper we generalize results of [4] to the Sobolev space H”(r) = W”,2( r). 
For simplicity we restrict our considerations to the space H’(r). Making similar assumptions on 
F as above, we show that the methods of [4] also have the same O(eeyN’ ‘) convergence rate in 
the Hi-norm. 
In the second part of the paper we consider an application of Sine functions to the 
approximate solution of the linear two-point boundary value problem 
(LU)(X) = -U”(X) + C(X)U(X) -f(X) = 0, x E r, +Z)=u(b)=O, (1 .l) 
where r = (a, b), and where a, b are finite real numbers. We solve (1.1) approximately by the 
classical Galerkin method. First, using Sine functions, we define a finite dimensional subspace 
V, of HA(T). We then seek an element uN of V, that satisfies 
(LUN, uN) L2Cr) = 0 for all uN E V,, (1.2) 
where (e, .)L’Crj denotes the usual L2-inner product on T, i.e., 
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Making appropriate assumptions on the solution u, the coefficients c and f, and using results of 
the first part of the paper we show that 
11 u - uN 11 H~crj = O(epyN"') as N + co, (1.4) 
where a positive constant y is independent of N. 
The present method of solving (1.1) and its rate of convergence are to be compared with those 
in [3,5]. In [5], the equation (Lu, ulv) = 0, uN E V,, with appropriately chosen weighted inner 
product (. , .), was used to obtain an approximate solution to u. Unfortunately the procedure of 
[5] led to the system of linear equations with nonsymmetric matrix. In [3] symmetrization was 
achieved by selecting different weighted inner product. Both methods of [5] and [3] have the 
same O(eCyN”* ) convergence rates in the maximum norm. 
In comparison, the matrix of the system of linear equations resulting from (1.2) is always 
symmetric. Furthermore, under assumptions similar to those in [3], we obtain (1.4), from which 
the same rate of convergence in the maximum norm follows by Sobolev’s inequality. 
It should be emphasized that while N-point finite difference or finite element methods of 
solving (1.1) have polynomial rate of convergence with respect to N-i, the error of the method 
presented here approaches zero faster than any power of N-‘. Most importantly, (1.4) holds for 
the solution u of problem (1.1) although the derivatives of u of order two or higher may not be 
square integrable at either or both endpoints of r. In fact, this property of Sine functions which 
enables them to handle singularities with ease, has been widely used in developing efficient 
methods for solving many common problems of numerical analysis (see [6]). 
A characteristic feature of approximate methods based on Sine functions is that they usually 
lead to systems of linear equations with full matrices. However, the rapid rate of convergence of 
these methods (expressed in our case by (1.4)) allows one to solve much smaller systems for 
comparable accuracy. 
The paper has been organized as follows. First, in Section 2, we establish our notation and we 
recall some known results of the Sine functions theory. In Section 3 we give explicit formulas, 
based on Sine functions, for approximating a function P given on an arc r. We prove the 
exponential rate of convergence of the bounds on the Hi-norm error. In Section 4 we apply 
results of the previous sections to one special case, r = (a, b), where a and b are finite real 
numbers. In Section 5 we consider an application of Sine functions to the approximate solution 
of two-point boundary value problems. In Section 5.1 we establish the exponential rate of 
convergence of the classical Sine-Gale&in method in Hi-norm. In Section 5.2 we examine the 
system of linear equations arising from the approximate problem. In particular, we show how to 
compute the coefficients of the matrix and the components of the right-hand side vector so that 
the exponential decay of the error is preserved. In Section 5.3 we present results of numerical 
examples on which the method was tested. Finally, in Section 5.4, we make some comments 
about limitations and possible generalizations of the method. 
2. Notation and background 
Let us recall here several notations and definitions of Sine function theory. Let us also state 
some known results which are essential for this paper. 
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In what follows Z, R, and C will denote respectively the set of all integers, the set of real 
numbers and the set of complex numbers, i.e., Z = { k : k = 0, + 1,. . . }, R = ( - co, co), C = 
{z=x+iy: xER, yER}. 
Let h be a positive parameter and let k E B. The Sine function S( k, h) is defined for z E C 
by 
S(k 
3 
h)(z) = sin[a(z - kh)/hl 
q(z - kh)/h . 
(24 
Let I E Z. Then it follows from (2.1) that 
S(k, h)(lh)=(; i;;,;’ 
If x E 88, then it is also easy to verify the following identity: 
(2 4 
S(k, h)(x) = & 1:” eixf eCikhr dt. 
n/h 
(2.3) 
Let k, 1 E Z, and let (., .)L~CRj denote the usual L2-inner product on 04. Then it follows from 
(2.3) and Parseval’s identity that 
Definition 2.1 ([4]). Let d > 0, and let Dd denote the domain 
Dd= {zEC: (Im zl cd}. (2.6) 
Let p 2 1, and let B,( Dd) be the family of all functions f that are analytic in Dd, such that 
J 
d 
jf(x+iY)Idy+O asx+ &cc, 
-d 
(2.7) 
and such that N,( f, Dd) < co, where 
Np(f, Dd) = ,tT_ 1 f(x-iy) Ip dx . (2.8) 
The following representation formula will be useful. 
Theorem 2.1 ([4]). Let f E II, ( Dd). Then for each x E R , 
f(x) - c f(kh)S(k> h)(x) = sh(x)l(f> h)(x), 
ksE 
where 
sh(x) = 
sin( TX/h ) 
2qi ’ 
P-9) 
(2.10) 
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and where 
Qf> h)(x) = ii ( 
f(t-id-) 
t-id-x) sin[T(t-id)/h] 
f(t+id-) - 
(t+id-x) sin[T(t+id)/h] 
(2.11) 
The next result will play an important role in our considerations. 
Lemma 2.1 ([4]). Let f E B2( Dd), and let the function I( f, h) be defined for x E R by (2.11). Then 
for each nonnegative integer j, 
II I”‘(f, h) II L2CRI d 21rj!dPJ[sinh(Ird/h)] -lN,( f, 0,). (2.12) 
3. H ‘-norm approximations over an arbitrary arc 
In this section we present methods for approximating a function F given on an arc r in the 
complex plane. An approximation to F is defined by means of Sine functions and the error is 
estimated in the H’-norm. 
Let D be a simply connected domain in the complex plane C (see Fig. l), and let aD denote 
the boundary of D. Let a, b (a # b) be boundary points of D, and let $I be a conformal map of 
D onto Dd (see (2.6)) such that +(a) = - co, +(b) = 00. Let 4 denote the inverse map of 4, and 
let the smooth open arc r with endpoints a, b be given by 
r= {q(x): XER}. (34 
Definition 3.1 ([4]). Let B(D) denote the family of all functions F that are analytic in D, such 
that (for u real) 
J IF(z) dz] +O as U+ fee, (3.2) Ic(u+L) 
where 
L= {iy: -d<y<d}, (3.3) 
Fig. 1. The domains D and Dd. 
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and such that 
N(F, II) = /-/-I F(z) dz 1 < co. 
For h > 0 let us introduce discrete points xk on r, given by 
x,=I/qkh), kEZ. 
Let g be a function which is analytic in D and whose choice will 
For a function F defined on r and a positive integer N we shall 
functions: 
e(F, h)=F- c 
Fbk) 
pS(g, +, k, h), 
kEH g(x!J 
and 
q,,(F, h)=F- c F(x, > --S(g, 4, k, A), 
Ikl<N dxk) 
where 
S(g> $3 k> A) = g. [Sk h) 0 ~1, 
and where S(k, h) in (3.8) is defined by (2.1). 
Theorem 3.1. Let F2+‘/g2 E B(D). Then for each x E r, 
293 
(3.4) 
(3.5) 
become more apparent later. 
be considering the following 
(3.6) 
(3.7) 
(3.8) 
@ > h)(x) = dx) sin[T+(x)/hl J F(z)6(z)/dz) 2ai a~ [G(Z) - +>I sin[@(z)/hl dza (3.9) 
Proof. Let us consider the function f defined by f = (F/g) 0 #. The assumption F2+‘/g2 E B(D) 
implies that f E B2( Dd) (see Definition 2.1). Hence (3.9) follows from (2.9) on making change of 
variables and on multiplying (2.9) through by g(x). •I 
Let F be a function defined and analytic on r. Then the H’-norm 11 F 11 H~(rj of F is defined 
by 
II F II H’(r) = ( II F II&r) + II F’ ll&rj)1’2> (3.10) 
where II . II Lx(T) denotes the usual L2-norm on r. 
Our first goal is to obtain an H’-norm bound on C( F, h) (see (3.6)). 
Lemma 3.1. Let the functions S( g, +, k, h) be definedfor k E Z by (3.8). Assume that there exists 
a positive constant C, such that for all x E r, 
I g2(4 I =s CI I +‘b) I? (3.11) 
Iw)2b) I G CI I+‘(4 I) (3.12) 
l(g2@‘)c4 I G c,. (3.13) 
Then there exists a positive constant C,, independent of h and k, such that 
II Sk, +> k> h) II H’(r) G C2h-1’2. (3.14) 
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Proof. Let us set C = (C,) ‘I2 The inequality (3.11) change of variables and (2.4) yield the . 
following sequence of estimates: 
Ilk G? k, h) II L*(r) G C II Sk h) II Lqw) G C@‘2. (3.15) 
To estimate II S’(g, A k h) II L*(r) we first differentiate (3.8) and employ the triangle inequality 
to get 
IIf%, +> k, h)ILqi-,G+J2> (3.16) 
where 
Jr = II i&k h) o + II I*, Jz = II +‘gS’k h) o @II L*(r). (3.17) 
Using the inequalities (3.12), (3.13), change of variables and relations (2.4) (2.5) we find that 
J1 < Ch1/2, J2 < Cq(3h)-1’2. (3.18) 
Recalling that for any two positive numbers a and b, /a2 + b2 G a + b, the estimate (3.14) now 
follows from the definition (3.10) of H1-norm and the inequalities (3.15) (3.16), and (3.18). •I 
Theorem 3.2. Let F2+‘/g2 E B(D) and assume that the inequalities (3.11)-(3.13) are satisfied. 
Then there exists a positive constant C,, independent of h, such that 
II @Y h) II Hl(r) G C,h-’ e -nd’hN( F2+‘/g2, 0). (3.19) 
Proof. Let us set f = (F/g) 0 t,b. Making change of variables it is easy to verify that f E B2( Dd) 
and that N2( f, Dd) = N( F2+‘/g2, D). Recalling the notation of (2.10) and (2.11), and applying 
change of variables to the integral term in (3.9) we find that for each x E r, 
c(F> h)(x) = g(x)Sh(+(x))l(f, h)@(x)). (3.20) 
Let us set C=(C,) ‘I2 The inequality (3.11), another change of variables and the estimate (2.12) . 
with j = 0 then give 
IlcCF3 h, IILZ~i-j~ zT < %(f~ h)ll L~cwj 6 C[sinh(Td/h)] -lN( F2+‘/g2, D). (3.21) 
To estimate I] r’(F, h) )I LZcr) we first differentiate both sides of (3.20) with respect to x. The 
triangle inequality yields 
Ik’(C h)ILqr+J1+J2+Ju (3.22) 
where 
Jl= II +‘@h ’ +I’(f 3 h) ’ G II LZ(r), J2 = II S’S, ’ M(f, h) o @II L>(r), 
J3 = II +‘@,I o @I(f) h) o + II LZ(r). (3.23) 
We now estimate Jl, J2, and J3. It follows from the inequalities (3.12), (3.13), and (2.12) with 
j = 0, 1 that 
Jl, J2, J3< C[sinh(Td/h)]-1E(h)N(F2+‘/g2, D), (3.24) 
where E(h) equals respectively d-’ for J1, 1 for J2 and ah-’ for J3. Using the definition (3.10) 
of H’-norm and combining the inequalities (3.21), (3.22), and (3.24) we arrive at (3.19). Cl 
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We now use Theorem 3.2 to obtain a bound on EJ F, h) (see (3.7)). This, of course, will be of 
great importance for applications, since the infinite sum in e( F, h) is replaced with a finite one 
in eN(F, h). 
Theorem 3.3. Let the assumptions of Theorem 3.2 be satisfied, and let there exist positive constants 
C, and (Y such that for all x E T, 
1 F(x) ] G C, ] g(x) ] e-al@P(x)l. (3.25) 
Let N be a positive integer. Then, by taking h = [Td/(arN)]“2, we have 
]I E~( F, h) ]I no 4 C5N314 e-(qdaN)“2, (3.26) 
where C, is a positive constant which is independent of N. 
Proof. Equations (3.6) (3.7) and the triangle inequality give 
II dF> h) II HI(r) < II dF> h) II Hl(i-) + 
/I 
c FOS(g, +. k, h) 
Ikl>N g(xrf) II 
. (3.27) 
n’(r) 
The first term on the right-hand side of (3.27) has already been bounded in (3.19) above. We 
shall estimate the last term in (3.27). Recalling that +(xk) = kh, from (3.14), (3.25) and the 
inequality ah < eah - 1 for h > 0 we obtain 
/I 
c 
F(Xk) 
---Sk +, k, h) 
Ikj>N dxk) /I 
<2C4C2h-‘/2 E ePakh 
H’(r) k=N+l 
< 
2c4c2 h-3/2 e-aNh (3.28) 
Hence, on taking h = [ qd/( cy N)] lj2, the estimateT3.26) follows from (3.27), (3.19), and (3.28). 
0 
Let us observe that the bound in (3.26) has exponential rate of decay with respect to N1’2, i.e., 
there exists y > 0 such that 11 eN( F, h) I] H~(rj = O(ePyN”‘), as N - cc. Therefore, for N suffi- 
ciently large, the summation formula appearing in (3.7) is an extremely accurate H’-norm 
approximation to F. 
4. One special case of H ‘-norm approximation 
We apply the results of the previous section 
defined over an interval (a, b), where a and b 
to obtain H1-norm approximations to functions 
are finite real numbers. 
Let r = (a, b), and let the domain D (see Fig. 2) be defined by 
D=(z: Iarg(E)i cd), O<d<n. 
The maps C#I and $ are given by 
c+(z) = logon), J/(w) = “:,“,“_I 3 
(4.0 
(4.2) 
and so 
G’(z) = 
b-a 
(z - a)(b - z) ’ (4.3) 
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Fig. 2. The domain D. 
For g, we choose the function 
g(x) = [(X-Lz)(b-x)]“2. (4.4) 
Theorem 4.1. Let C#I and g be as in (4.2) and (4.4), respectively. Assume that F2cp’/g2 E B(D), 
where the domain D is defined by (4.1). Moreover, let there exist positive constants C and (Y such 
thatforallxE(a, b), 
1 F(x) 1 G C[(x - a)(b - x)]1’2+a. 
Let N be a positive integer, h = [Td/( aN)]l12 and 
(4.5) 
a + b ekh 
Xk = 
l+ekh ’ 
k=O, *l,.... P-6) 
Then for eN(F, h), defined by (3.7), the estimate (3.26) holds. 
Proof. It is easy to check that the inequalities (3.11)-(3.13) are satisfied. For each x E (a, b) we 
also have (cf. [4]) 
IWd(x) I G $b - 4 
1/2+2a e-‘yI+(x)l (4.7) 
Thus the theorem follows directly from Theorem 3.3. 0 
Results similar to that stated in Theorem 4.1 can also be obtained for other special cases of r, 
for example, r = (a, CO) or I’ = ( - co, cc). However, these results are not important for the 
remainder of the paper and therefore they will not be derived here. 
5. The classical Sine-Galerkin method for two-point boundary value problems 
In this section we consider an application of Sine functions to the numerical solution of a 
simple two-point boundary value problem. Our approach is based on the Gale&in scheme as 
described in [1,2]. We call the method of this section classical to distinguish it from the methods 
proposed in [5,3]. In [5,3] an integral formulation of the boundary value problem was used to 
obtain an approximate solution. However, unlike in the usual Gale&in procedure, the exact 
solution of a differential equation was not replaced in [5,3] by is finite dimensional approxima- 
tion. Using results of the previous sections we estimate the rate of convergence in the H’-norm 
of the classical Sine-Gale&in method. We also consider the system of linear equations arising 
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from the approximate problem. We present results of numerical tests and make a few final 
comments about limitations and possible generalizations of the method. 
5.1. The classical Sine-Galerkin method and its rate of convergence 
Consider the linear two-point boundary value problem 
--u” + c(x)u =f(x), x E r, u(a) = u(b) = 0, (54 
where r = (a, b), and where a, b are finite real numbers. For simplicity we assume that 
c(x) 2 0 on r. 
Let I’ be the Sobolev space H,‘(T) equipped with the norm 
II VII v= [(v, &2(r) + (v’, v’)L’(Tj]l’*> (5.2) 
where (., .),_z(~) denotes the usual L2-inner product on r. Assume that N is a positive integer 
and that h > 0. Let V, be a (2N + l)-dimensional subspace of I’ defined by 
v,= span{ S(g, $, k, h)}kN__N, (5.3) 
where the functions g, $, and S(g, +, k, h) are as in (4.4), (4.2) and (3.Q respectively. The 
classical Sine-Galerkin method of solving (5.1) consists of finding an element uN of V,, such 
that 
(Uiy, %2(r) + (CU,> ~)~z(~)= (f, ~)~‘(r) for all vE V,. (5.4) 
As is the case for the usual Galerkin method, we shall assume in what follows, that the problem 
of estimating the error I] u - uN ]I v can be reduced to a problem of evaluating the distance 
between u E V and a subspace V, c V (cf. Cea’s Lemma [l]). Specifically, we assume that there 
exists a positive constant K,, independent of N, such that 
Il~-~,Il,~K,~~~,lI~-~IIv. (5.5) h 
The inequality (5.5) is satisfied, for example, whenever the coefficient c of the problem (5.1) is an 
integrable function on r, since it can be shown, using Poincare’s and Sobolev’s inequalities (see, 
e.g., Theorems 1.2 and 1.4 in [2]), that for any v E V,, 
K, IIU-%&~& J rIC(X)Iw~-uNIIvII~-~llv~ (5.6) 
where K, and K, are positive constants which are independent of v and N. If Jr I c(x) I dx < cc), 
then the inequality (5.5) follows easily from (5.6). For future references we note that (5.5) holds 
in particular if there exist positive constants K, and /3 such that for all x E r, 
]c(x)] <K4[(x-a)(b-x)]-I+‘. (5 J) 
To this end, D will denote the domain defined by (4.1). First we have the following 
convergence result. 
Theorem 5.1. Assume that the solution u E V of the problem (5.1) is such that u*+‘/g* E B(D) (see 
Definition 3.1). Moreover, let there exist positive constants K, and cx such that for all x E r, 
I u(x) I d K,[(x - a)(b - x)]~‘*+~. (5 3) 
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For a positive integer N let h be selected by 
h = [ Td/( aN)] 1’2, (5.9) 
and let uN E V, be a solution of the approximate problem (5.4). Then there exists a positive constant 
K,, independent of N, such that 
)( u - uN )I v< K,N3’4 e-(rdaN)“2. (5.10) 
Proof. The proof follows directly from (5.5) and Theorem 4.1. q 
5.2. Linear system arising from the classical Sine-Galerkin method 
In what follows, we assume that all hypotheses of Theorem 5.1 are satisfied. To find a solution 
uN E V, of the approximate problem (5.4) we set 
uN(x) = E u,S(g, G, n, h)(x). (5.11) 
n= -N 
Substituting this expression for uN into (5.4) and taking v = S( g, C/J, m, h) for m = -N(l) N, we 
get the system of linear equations 
(A + C)u=f, (5.12) 
where the vector u = ( u_~, . . . , u~)~ is to be determined. The matrices A = (amn)z,n= _N, 
C = (c )N = _,,,, and the vector f = ( f_-N,. . . , fN)T are given respectively by mn m,n 
a I??” = (S’(g, cp, m, h), S’(g, +, n, h))Lqr), (5.13) 
C PTl” = (CS(g, +,, my h), S(g, +, n, h))Lm, (5.14) 
f, = (f, S(g, +, m, h))Lqr). (5.15) 
The coefficients am,, of the matrix A can be evaluated exactly. From (3.Q (4.2) and (4.4), on 
using the identities (2.4) and (2.5), we obtain 
(5.16) 
where 
(5.17) 
Bounds on the eigenvalues of the matrix AC2) = ( ac2) ” = _-N mn rn,” were derived in [5]. Denoting the 
eigenvalues of the matrix A by A,, k = - N( 1) N, and using results of [5] it is easy to show that 
K,N-3’2 < A, < KsN1’2, k= -N(l)N, (5.18) 
where positive constants K, and K, are independent of N. 
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The coefficients c,, of the matrix C and the components f, of the vector f have to be, in 
general, evaluated approximately. Assume that there exist positive constants K, and fi such that 
for all x E r, 
It(x) 1 ~K,[(x-a)(b-x)]~2+~. (5.19) 
Let us introduce 
(5.20) 
where [pl is the smallest integer >, p. The points xk and the numbers Jmnk, appearing in (5.20), 
are given respectively by 
a+b ekh 
Xk = 
1 +ekh ’ 
k=O, +1,..., 
and 
‘ah 
h 1 - ( -l),-k 
27r2 (m-/q2 
J mnk=( h l-(-l)“-” 
27r2 (m-n)2 
l- (-l)“-k + 
n-k 
(-lYk - 1 
Similarly we define 
m-k 
hfi fm= (b_a)3/2 f(x,)[(x, - a)(b - x,,)]3’2. 
(5.21) 
if m=n=k, 
if m=n, m+k, 
if m#n, m=k or n=k, 
if m#n, mfk, n#k. 
(5.22) 
(5.23) 
Justifications for the formulas occurring on the right-hand sides in (5.20) and (5.23) are given in 
the proofs of the following two lemmas. 
Lemma 5.1. Let c( z)( z - a)( b - z) E B(D) and assume that the inequality (5.19) is satisfied on r. 
Then there exists a positive constant K,,, independent of N, such that for all m, n = - N(1) N, 
1 c,, - Zm,, 1 G K,, ePCndaN)“‘. (5.24) 
Proof. Let us consider the integrals 
J mnk = 
J 
W, h) o +(x)S( m, h) 0 +(x>s(n, h) o +(x>+‘(x) dx. (5.25) 
r 
These integrals can be evaluated exactly by first making change of variables and next using (2.3), 
Parseval’s identity and the convolution theorem. Straightforward although cumbersome calcula- 
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tions show that the integrals defined by (5.25) are equal to the expressions in (5.22). Using this 
fact, we find from (5.14) and (5.20) that 
I c,, - Ln I G 
2 
(b-a)’ 
blb2 3 (5.26) 
where 
b, = ~z; c(x)[(.x - a)(b -ix)]’ 
and where 
b, = Js(m, h) o d+>S(n, h) 0 &+#+> d-x(. J (5.28) 
Proceeding similarly as in the proof of Theorem 4.3 in [6] we get the following bound on b,: 
b, < KN1/2 e&nd&‘*, (5.29) 
where K is a positive constant independent of N. To bound b, we first make change of variables 
in the integral (5.28). Next, using the Cauchy-Schwarz inequality and (2.4) we find that b, d h. 
This inequality together with (5.29) (5.26), and (5.9) yield (5.24). 0 
Lemma 5.2. Let f( z)[( z - a)( z - b)]lj2 E B( 0). Then there exists a positive constant K,,, indepen- 
dent of N, such that for all m = -N(l) N, 
1 f, _k 1 < K~JN-V~ ,-WW”‘. (5.30) 
Proof. We notice from (5.15) and (4.3) that 
fWl = &Lf (x)(x - a)(b - x)% 6 m, h)+‘(x) dx. (5.31) 
Hence (5.30) follows from (5.31) (5.23), and Theorem 6.4 in [4]. q 
Assume that conditions of Lemmas 5.1 and 5.2 are satisfied. Let us use (5.20) and (5.23) to 
approximate respectively the coefficients of the matrix C and the components of the vector f in 
the original system of linear equations (5.12) arising from the classical Sine-Galerkin method. 
Then in place of (5.12) we have 
(A + C)ii =f”, (5.32) 
where the matrix C = ( Fm,,)E,,= _N and the vector f”= ( flN,. . . , fi)T. Similarly (5.11) will be 
replaced with 
EN(x) = c &S(g, $, n. h)(x), (5.33) 
n= -N 
where ii=(ii_,,...,ii,) T is a solution of the system of linear equations (5.32). Note that the 
matrix A + c” in (5.32) is always symmetric. This follows from (5.16), (5.17) and (5.22). 
We have the following error estimate for the approximate solution fiN_ 
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Theorem 5.2. Assume that all hypotheses of Theorem 5.1 and Lemmas 5.1, 5.2 are satisfied. Let 
uN, given by (5.33), be an approximation to the exact solution u of the problem (5.1). Then 
11 u - ii, 11 V< K,, N 7’4 e-(ndaN)“Z, (5.34) 
where K,, is a positive constant which is independent of N. 
Proof. From (5.12), (5.32) and well known result of linear algebra on solving perturbed systems 
of linear equations (see, e.g., [7]) we have 
II u - c II 2 G 
II(A + Wll2 
I- Il(A+C)-111211C-~l12 
(llc-~II2lI4/*+ llf-.fll2)> (5.35) 
and 
II (A + c>b - 4 II 2~ II=-ll2llull2+ IL-_fll2+ IIC-~ll2ll~-~ll2~ (5.36) 
where I]. II 2 denotes the Euclidean vector norm for vectors and the spectral matrix norm 
for matrices. Note that ll(A + C)-’ II 2 G II A-’ II 2 since c(x) > 0 on F. Thus on estimating 
I] C - C I] 2 by the Euclidean matrix norm, we obtain from (5.35) (5.18), (5.24) and (5.30) 
I] u - ii I] 2 < K13N512 e-(ndaN)“2, (5.37) 
where K13 is a positive constant that is independent of N. Similarly, from (5.36) and (5.37) we 
get 
I] (A + C)( u - ti) II 2 d K,,N eP(qdaN)“2, (5.38) 
where a positive constant K,, does not depend on N. 
On the other hand, it follows from Poincare’s inequality, (5.13) (5.14), (5.11) and (5.33) that 
I] ‘N - &,II: < K,,((A + C>(u - I?>, u - 42, (5.39) 
where K,, is a positive constant which is independent of N, and where (. , -)2 is the usual scalar 
product in a finite-dimensional space. Thus by the Cauchy-Schwarz inequality, we find from 
(5.39), (5.37), and (5.38) that 
I] uN - iiN 11 v G (K,, K,, KJ/~ N 7/4 e-(ndaN)“2. (5.40) 
The estimate (5.34) now follows from the triangle inequality applied in the space V and the 
inequalities (5.10) (5.40). 0 
5.3. Numerical examples 
We illustrate the performance of the classical Sine-Galerkin method by presenting results of 
two numerical examples. 
Consider the following two-point boundary value problem 
-U”+C(X)U=f(X), XEr, u( -1) = u(1) = 0, 
where F = (- 1, l), and 
c(x) = (1 -x2>-‘. 
(5.41) 
(5.42) 
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Table 1 
The classical Sine-Gale&in method for (5.41), (5.42) 
N 4 8 
ll(u - k!?)’ II L2(T) 0.21 0.94x10-l 
Il(u - fi.K’)’ II L2(1-) 0.40x10-’ 0.78x10-* 
12 16 
0.49x10-’ 0.28 x 10-l 
0.22 x 10-2 0.71 x 10-3 
In the first example the function f was selected so that the problem (5.41) had the solution 
u(x) = zP(x) F (1 - x2)3’4, 
while in the second example, 
24(x) = d21(x) = (1 - x2)3’2 
(5.43) 
(5.44) 
was a solution of (5.41). Notice that both solutions u[l], ut2] E Hi(T), but neither one is in the 
space H2(r). Moreover, it is seen from (5.8) that corresponding values of (Y for uli] and ~1~’ are 
respectively equal to 0!’ = + and a[21 = 1. For different values of integer N the parameter h was 
selected according to the formula (5.9) with d = &r. The entries of the system of linear equations 
arising from the classical Sine-Gale&in method were computed by means of equations 
(5.16), (5.17), (5.20), (5.23) (5.21), and (5.22). In place of the norm (5.2), the equivalent norm 
in the space I/= HA(T), given by 11 v’ 11 L~(rj = (v’, v’)$~), was used to estimate the rate 
of convergence. For approximate solutions iii1 and fig], obtained by (5.33), the quantities 
II (u - @J’)’ II L*(r) and 1) (U - ii;‘)’ 1) =2(T) were evaluated approximately with high accuracy. The 
numerical results are summarized in Table 1. 
It should be noted that in our example the coefficient c given by (5.42) satisfies (5.19), but it 
does not satisfy (5.7) and therefore, it is not clear whether the inequality (5.5) holds. Neverthe- 
less, the entries of Table 1 seem to agree with the error estimates of (5.34). Notice, for example, 
that the convergence for the solution ut2] is faster than that for &I, as expected, since a[21 = 1 
and (~ti] = i. 
5.4. Comments 
Let us make a few comments about limitations as well as possible generalizations of the 
classical Sine-Galerkin method presented in this section. 
First we would like to point out discrepancy in the exponents appearing on the right-hand 
sides in (5.7) and (5.19). Recall that (5.7) provides a sufficient condition for (5.5) on which the 
convergence analysis was based. On the other hand, (5.19) allows for the approximate evaluation 
of the coefficients (5.14) of the matrix C. The problem of establishing either (5.5) or directly 
(5.10) under the assumption (5.19) appears to be of a considerable difficulty. However, 
numerical results of Section 5.3 suggest that the classical Sine-Gale&in method performs very 
well even if the coefficient c is not integrable. 
As to possible generalizations, let us note that the boundary value problem (5.1) with non-zero 
boundary conditions can be handled in the usual way, by subtracting from the solution u its 
linear part, equal to u at the points a and b. It is also possible to apply the method to the 
problem (5.1) in which boundary conditions involve values of the first derivative of the solution 
U. One could also consider extension to a two-point boundary value problem of the form 
-(cl(x)q’+C2(X)~=f(X), x E r, u(a)=u(b)=O. (5.45) 
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However, in this case, when setting up the arising system of linear equations, additional integrals 
J c,(x)S’(g, +> m, h)(x)S’(g, +, n, h)(x) dx r 
(5.46) 
would have to be evaluated approximately. The problem of computing the integrals (5.46) by 
means of an appropriate quadrature rule seems to be a more challenging task at this point. 
Finally, generalizations to higher dimensional Dirichlet problems on rectangular regions may 
be carried over. This can be accomplished, for instance, by considering tensor products of the 
one-dimensional spaces defined in (5.3). 
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