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BANNAI-ITO POLYNOMIALS AND DRESSING CHAINS
MAXIM DEREVYAGIN, SATOSHI TSUJIMOTO, LUC VINET, AND ALEXEI ZHEDANOV
Abstract. Schur-Delsarte-Genin (SDG) maps and Bannai-Ito polynomials
are studied. SDG maps are related to dressing chains determined by qua-
dratic algebras. The Bannai-Ito polynomials and their kernel polynomials –
the complementary Bannai-Ito polynomials – are shown to arise in the frame-
work of the SDG maps.
1. Introduction
It is well known that periodic dressing chains for Schro¨dinger operators can be
used to characterize finite-gap potentials [27]. There were also some attempts to
adapt the scheme for tridiagonal operators and orthogonal polynomials [15], [21], [20].
Naturally, this research leads to the following question: what families of orthogonal
polynomials can be described via periodic dressing chains for tridiagonal operators?
In this paper we pursue the exploration of this question and study the interplay
between dressing chains for tridiagonal matrices and known families of orthogonal
polynomials. More precisely, the goal of the present paper is twofold. First, we
propose a way to define Darboux transformations for bilinear pencils of the form
A− λB − xI,
whereA, B are tridiagonal semi-infinite matrices and I is the identity operator. One
shall see that these transformations lead to dressing chains related to quadratic al-
gebras. Remarkably, the pencils A−λB−xI appear in different contexts [3], [4], [13]
(see also [7], [23], and [26], where similar objects arise). Second, we construct as an
explicit example, the dressing chain related to the Bannai-Ito polynomials [2], [25].
Its presentation in an open form will require to set the Bannai-Ito polynomials in
the framework of Schur-Delsarte-Genin maps.
The paper is organized as follows. In Section 2 we define the generic Darboux
transformations for tridiagonal matrices and identify the relation between 1-periodic
dressing chains and quadratic algebras. Examples of dressing chains generated by
orthogonal polynomials on the unit circle are given in Section 3. The next section
is concerned with Schur-Delsarte-Genin maps, which are essentially the bridges
between dressing chains and orthogonal polynomials on the unit circle. The rest of
the paper deals with the Bannai-Ito polynomials as an explicit example. Namely, in
Section 5 we transform the complementary Bannai-Ito polynomials into polynomials
on the unit circle. These new polynomials turn out to be related to symmetrized
Racah-Wilson polynomials, as shown in Section 6. Finally, in Section 7, we discuss
the role of the Bannai-Ito polynomials in Schur-Delsarte-Genin maps.
Key words and phrases. Darboux transformations, dressing chains, orthogonal polynomials,
Schur-Delsarte-Genin map, Bannai-Ito polynomials, quadratic algebras. AMS classification: Pri-
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2. Generic Darboux transformations
In this section we give the definition of the generic Darboux transformations and
identify quadratic algebras of tridiagonal operators as dressing chains.
Before giving the general abstract idea, let us briefly recall the interconnection
between discrete Darboux transformations and dynamical systems. Consider a
finite dimensional case and let J be a finite Jacobi matrix, that is,
J =


a0 b0
b0 a1
. . .
. . .
. . . bN−1
bN−1 aN

 ,
where aj ∈ R and bj > 0. In addition, assume that J is positive definite. Then J
admits the Cholesky decomposition
J = LL∗,
where L is a lower triangular matrix and detL 6= 0. One can see that in this case
L is bidiagonal. Recall [5], [36] that the Darboux transformation of J is defined as
follows
J = LL∗ 7→ J˜ = L∗L.
Clearly, J˜ is also a Jacobi matrix and the spectrum σ(J˜) of J˜ coincides with the
spectrum σ(J) of J. Indeed, from the definition we get that
J˜L∗ = L∗J.
Thus (J˜ − λI)L∗ = L∗(J − λI), where λ is a complex number and I is the corre-
sponding identity operator. Hence, σ(J˜) = σ(J) since detL 6= 0. Furthermore, the
eigenvectors f˜j and fj of J˜ and J , respectively, are related as follows
f˜j = L
∗fj .
It follows that the iterates of the Darboux transformation applied to J are
isospectral and related to an isospectral flow [32].
Now we are in a position to give a more formal definition of the Darboux trans-
formation of tridagonal semi-infinite matrices
(2.1) J =


α0 β0
γ0 α1 β1
γ1 α2 β2
γ2
. . .


, |βj |+ |γj | 6= 0, j ∈ Z+,
which are the discrete analog of the Schro¨dinger operator and appear in the theory
of orthogonal polynomials and continued fractions [18], [22].
Definition 2.1. Let J be of the form (2.1) and let ψ be a column vector defined by
the condition
(2.2) Jψ = 0.
Also, let D be a semi-infinite nonzero matrix such that the product Dψ makes sense.
Introduce a new vector
(2.3) ψ˜ = Dψ.
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Now, suppose that there exist semi-infinite matrices K, J˜ that satisfy the intertwin-
ing relation
(2.4) J˜D = KJ.
Then the operator J˜ is called the Darboux transformation of J and it is easy to see
that
(2.5) J˜ ψ˜ = 0.
We will call this scheme the generic Darboux scheme and formula (2.3) describes
the Darboux transformation from the vector ψ to the vector ψ˜. Formula (2.4) is
an algebraic relation between the operators J and J˜ .
Obviously, the generic Darboux scheme gives a family of Darboux transforma-
tions depending on the choice of D. For example, for any two Jacobi matrices J
and J˜ one can trivially take D = cJ and K = cJ˜ , where c is a nonzero complex
number. Therefore, any Jacobi matrix J˜ can be considered as the generic Darboux
transformation of the given matrix J . Clearly, this is not too helpful and generally
leads to trivial results. However, there are many nontrivial explicit examples which
can be obtained by putting some requirements on D, K and by letting the matrices
J , J˜ depend on parameters. Let us consider the simplest such case:
(2.6) J(λ) = A− λI,
where λ is a parameter and A is a monic Jacobi matrix with real entries that do
not depend on λ. In this case, the entries of ψ are the corresponding orthogonal
polynomials evaluated at λ. Let us fix λ and suppose that J(λ) admits the LU -
decomposition, that is, J(λ) = LU , where L and U are lower and upper triangular
matrices. Then introducing J˜(λ) = A˜ − λI = UL we see that (2.4) is satisfied
for K = D = U . Besides, the entries of ψ˜ = Dψ are related to the orthogonal
polynomials corresponding to A˜ [5], [36] (see also [10] for some non-classical cases).
Another example can be obtained by considering the following form of the ma-
trices J and J˜ :
(2.7) J(λ) = A− λB, J˜(λ) = A˜− λB˜,
where A and B are some tridiagonal matrices. Assuming that the operators D
and K do not depend on λ we obtain that (2.4) is equivalent to the following
condition [34], [37]
(2.8) A˜D = KA, B˜D = KB.
Actually, this entails the generalized eigenvalue problem
(2.9) Aψ = λBψ.
Note that such problems appear in mechanics [14], in the theory of biorthogonal
rational functions [37], and in interpolation problems [12]. In this case, the Darboux
transformation (2.3) gives a new eigenvector ψ˜ of the new generalized eigenvalue
problem
(2.10) A˜ψ˜ = λB˜ψ˜.
Finally, we are ready to discuss the generalization that is of interest in this paper.
Namely, consider the following form of J :
(2.11) J(λ, x) = A− λB − xI,
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where the tridiagonal matrices A and B are independent of the real parameters λ
and x. We see that when one fixes λ the problem for J(λ, x) reduces to (2.6) and
J(λ, x) becomes (2.7) if x is fixed.
Note that the initial condition for ψ
(2.12) (A− λB − x)ψ = 0
is a typical 2-parameter problem [1], [19]. Our purpose is to describe 1-periodic
dressing chains [27] related to such problems. Before giving the precise definition,
let us specify the definition of the Darboux transformation of J of the form (2.11).
In this case, the Darboux transformation is obtained from the generic Darboux
scheme (see Definition 2.1), where we want the intertwining (Darboux) operators
D and K to have the following form
(2.13) D = r1A+ r2B + r0I, K = s1A+ s2B + s0I,
where ri, si are some real numbers. As always, this definition can lead to nontrivial
results if the matrix D is not proportional to J .
Definition 2.2. Let J be a tridiagonal matrix given by (2.11). We say that J
generates a 1-periodic dressing chain if the Darboux transformation (2.4) subject to
the Ansatz (2.13) gives a tridiagonal matrix of the form
(2.14) J˜ = J˜(λ, x) = A− λ˜B − x˜I,
where x˜, λ˜ are some numbers which can be considered as the transformation of x
and λ. Notice that J˜ generates a new 2-parameter problem
(2.15) (A− λ˜B − x˜)ψ˜ = 0
similar to (2.12) but with transformed parameters λ˜ and x˜.
In other words, it means that the Darboux transformation applied to J(λ, x)
belongs to the linear span generated by A, B, and I. The following statement gives
a description of the 1-periodic dressing chains related to J(λ, x).
Theorem 2.3. Let the matrix J be given by (2.11). If J generates a 1-periodic
dressing chain then the following quadratic relation
(2.16) ξ1A
2 + ξ2B
2 + ξ3AB + ξ4BA+ η1A+ η2B + ζI = 0,
has a solution in ξi, ηi, and ζ. This dressing chain is nontrivial if the condition
|ξ1|+ |ξ2|+ |ξ3|+ |ξ4|+ |η1|+ |η2|+ |ζ| 6= 0
is satisfied for the solution.
Proof. The proof is immediate by making the substitution (2.11), (2.14) and (2.13)
to (2.4). 
Remark 2.4. It should be mentioned that martingale orthogonal polynomials sat-
isfy (2.12) [3]. Furthermore, the quadratic algebraic relations (2.16) were consid-
ered in [3] and [4] in connection with quadratic harnesses and martingale orthogonal
polynomials. Actually, it was shown that the Jacobi matrices corresponding to the
Askey-Wilson polynomials satisfy (2.16). Moreover, the quadratic algebra (2.16) is
related to an exactly solvable box-and-ball kinetic model in physics [13].
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Note that the algebra (2.16) remains the same under the generic affine transfor-
mation A→ α1A+α2B+α0, B → β1A+β2B+β0. Using this observation we can
put the quadratic algebra (2.16) in canonical forms. In fact, such a program was
realized for self-adjoint operators in [17]. We are not going to do this in the present
paper. Here we shall give a particular example of the quadratic algebra (2.16) that
is related to Schur-Delsarte-Genin maps [11] and not covered in [3] and [4]. One
of the main goals of this paper is hence to show that the Jacobi matrices corre-
sponding to the big -1 Jacobi polynomials and the Bannai-Ito polynomials satisfy
the relation (2.16) thereby extending the class of polynomials related to quadratic
algebras.
3. Orthogonal polynomials on the unit circle and quadratic
algebras
In this section we introduce a 2-parameter pencil and show that it is related to
quadratic algebras and therefore to 1-periodic dressing chains.
Let us start by recalling that monic orthogonal polynomials Φn(z) = z
n +
O(zn−1) on the unit circle satisfy the recurrence relation
(3.1) Φn+1(z) = zΦn(z)− a¯nΦ∗n(z),
with the initial condition Φ0(z) = 1; here the polynomials Φ
∗
n(z) are defined as
follows
Φ∗n(z) = z
nΦn(1/z¯)
(see [18]). The recurrence coefficients an = −Φn+1(0) are called reflection parame-
ters (sometimes also referred to as the Schur, Geronimus, Verblunsky, ... parame-
ters). It follows that |an| < 1 for n = 0, 1, 2, . . . . Conversely (see [18]) polynomials
satisfying (3.1) with this condition on an are orthogonal.
In what follows we will consider only the case where the an are real.
For convenience, we always assume that
(3.2) a−1 = −1.
The dual recurrence relation is
(3.3) Φ∗n+1(z) = Φ
∗
n(z)− anzΦn(z).
It is standard to introduce the parameters
rn =
√
1− a2n
(in our case, the square root is assumed to be positive).
Let us introduce the block-diagonal matrices
(3.4) L =


a0 r0
r0 −a0
a2 r2
r2 −a2
a4 r4
r4 −a4
. . .


and
6 MAXIM DEREVYAGIN, SATOSHI TSUJIMOTO, LUC VINET, AND ALEXEI ZHEDANOV
(3.5) M =


1
a1 r1
r1 −a1
a3 r3
r3 −a3
a5 r5
r5 −a5
. . .


.
Both L and M are block-diagonal unitary matrices. Define also the 5-diagonal
unitary matrix U [33], [18]
(3.6) U = LM
(which is called the ”Zigzag matrix” in [33] and the ”CMV matrix” in [18]).
Next, consider a linear pencil of matrices
(3.7) K(λ) = L+ λM
with an arbitrary parameter λ. So, the matrix K(λ) is a nondegenerate symmetric
tri-diagonal matrix
K(λ) =


a0 + λ r0
r0 −a0 + λa1 λr1
λr1 a2 − λa1 r2
r2 −a2 + λa3 λr3
. . .


.
Here, nondegenerate means that all off-diagonal entries of the matrix K(λ) are
nonzero if λ 6= 0 and |ai| 6= 1.
Hence one can define a family of formal monic orthogonal polynomials Qn(x;λ)
depending on the argument x and an additional parameter λ. These polynomials
are uniquely defined through the 3-term recurrence relation
(3.8) Qn+1(x;λ) + bn(λ)Qn(x;λ) + un(λ)Qn−1(x;λ) = xQn(x;λ),
where
(3.9) bn(λ) =
{
an − λan−1 if n is even
λan − an−1 if n is odd ,
and
(3.10) un(λ) =
{
λ2(1− a2n−1) if n is even
1− a2n−1 if n is odd
.
Note that the eigenvalue problem for the orthogonal polynomials Qn(x;λ) can be
presented in algebraic form as
(3.11) (L+ λM − xI)~q = 0,
where ~q is a vector constructed from the (non-monic) polynomials Qn(x;λ). Equa-
tion (3.11) contains two parameters λ and x and belongs to the class of the so-called
multi-parameter eigenvalue problems [1], [19].
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Theorem 3.1. Let J = J(λ, x) = L + λM − xI. Then there exists a nontrivial
choice of parameters x˜ and λ˜ such that the Darboux transformation of J subject
to (2.13) is of the form
J˜ = J˜(λ, x) = L+ λ˜M − x˜I.
Thus, J gives an explicit example of nontrivial 1-periodic dressing chains.
Proof. For this special case, relation (2.16) reduces to the following
λ˜r1 = s2, r2 = λs1, λs0 − xs2 = λ˜r0 − xr2, r0 − x˜r1 = s0 − xs1,
r1 + λ˜r2 − x˜r0 = s1 + λs2 − xs0.
Putting s1 = r1 = 1 we arrive at
x˜2λ− x˜(xλ + xλ˜) + λx2 = 0,
which is solvable. Moreover, it has a nontrivial solution (i.e. it is different from the
trivial solution x˜ = x, λ˜ = λ). 
Remark 3.2. Notice that
(3.12) J(λ, 0)J(−λ, 0)− qJ(−λ, 0)J(λ, 0) = 2(1− |λ|2)I.
for q = −1. It is worth mentioning that some examples of the pencils of Jacobi
matrices verifying (3.12) for q ∈ (−1, 1) were given in [4] and [3].
Remark 3.3. Interestingly, (3.12) becomes an anti-commutation relation at the
same time as the spectrum of K(λ) = L+ λM becomes an interval (the spectrum
consists of two disjoint intervals for |λ| 6= 1) [11].
Taking into account Theorem 3.1, we see that the Jacobi matrices corresponding
to the little and big -1 Jacobi polynomials [29], [30], [31] give explicit examples
of dressing chains. The rest of the paper is devoted to constructing a realization
related to the Bannai-Ito polynomials.
Remark 3.4. The main property of J(λ, x) we used in the proof of Theorem 3.1
is the following one
L2 =M2 = I.
This property is based on the fact that |aj | ≤ 1. However, it is easy to see how
to modify the matrices L and M in order to preserve the above property for an
arbitrary real sequence aj . Indeed, let us introduce the block-diagonal matrix
L =


a0 r0
ǫ0r0 −a0
a2 r2
ǫ2r2 −a2
a4 r4
ǫ4r4 −a4
. . .


,
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and the block diagonal matrix
M =


1
a1 r1
ǫ1r1 −a1
a3 r3
ǫ3r3 −a3
a5 r5
ǫ5r5 −a5
. . .


,
where rj =
√
|1− a2j |, ǫj = −1 if |aj | > 1, and ǫj = 1 if |aj | ≤ 1. Obviously, these
new matrices L and M satisfy the main property : L2 = M2 = I. Furthermore,
formulas (3.8), (3.9), and (3.10) remain the same. However, in the general case, the
matrix K(λ) = L+λM is not symmetric in a Hilbert space but is rather symmetric
in a Krein space (for example, see [9], [10]).
Finally, note that the Szego˝ orthogonal polynomials (satisfying (3.1)) with the
condition |aj | > 1 were constructed in [28]. Thus, those polynomials are also related
to dressing chains.
4. Schur-Delsarte-Genin maps
In this section we give the precise definition of the Schur-Delsarte-Genin maps [11].
In order to make (3.8) more uniform, we will need the following special case of
the Christoffel formula (see [24]).
Lemma 4.1. Let Pn(x) be monic orthogonal polynomials satisfying the recurrence
relation
(4.1) Pn+1(x) + (θ −An − Cn)Pn(x) + CnAn−1Pn−1(x) = xPn(x),
with the standard initial conditions
(4.2) P0 = 1, P1(x) = x− θ +A0.
Assume that the real coefficients An, Cn are such that An−1 > 0, Cn > 0, n =
1, 2 . . . and that C0 = 0. In this case, for any real θ one has that Pn(θ) 6= 0 for
n = 1, 2, . . . . Therefore, one can define the new polynomials
(4.3) P˜n(x) =
Pn+1(x)−AnPn(x)
x− θ .
Then the monic polynomials P˜n(x) are orthogonal and satisfy the recurrence relation
(4.4) P˜n+1(x) + (θ −An − Cn+1)P˜n(x) + CnAnP˜n−1(x) = xP˜n(x).
The inverse transformation from the polynomials P˜n(x) to the polynomials Pn(x)
is given by the formula
(4.5) Pn(x) = P˜n(x)− CnP˜n−1(x).
To prove Lemma 4.1 it is sufficient to observe that relation (4.1) provides the
explicit LU -factorization of the monic Jacobi matrix J − θ corresponding to the
polynomials Pn(x). The rest is an obvious reformulation of the theory of spectral
(or Darboux) transformations [36], [5].
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Note also that
(4.6) An =
Pn+1(θ)
Pn(θ)
which can easily be verified directly from (4.1).
Remark 4.2. If the polynomials Pn(x) are orthogonal with respect to a weight
function w(x) then the polynomials P˜n(x) are orthogonal with respect to the weight
function (x− θ)w(x).
Now, let us apply Lemma 4.1 to Qn(x;λ) for θ = λ+ 1. Namely, we have that
(4.7)
An =
{
1− an if n is even
λ(1− an) if n is odd , Cn =
{
λ(1 + an−1) if n is even
1 + an−1 if n is odd
.
Then the transformed polynomials Q˜n(x;λ) satisfy the recurrence relation
(4.8) Q˜n+1(x;λ) + (−1)n(λ − 1)Q˜n(x;λ) + λu∗nQ˜n−1(x;λ) = xQ˜n(x;λ),
where u∗n = (1 + an−1)(1 − an) does not depend on λ.
It will sometimes be useful to renormalize the polynomials Q˜n(x;λ) as follows.
Lemma 4.3. Let the polynomials Q˜n(x;λ) satisfy (4.8) and be orthogonal with
respect to a weight function wλ(x) on the set Eλ for positive λ. Then the monic
polynomials defined via
(4.9) Sn(x;λ, λ0) = (
√
λ)−nQ˜n(
√
λx;λλ0)
are orthogonal with respect to the weight function wλ(
√
λx) on the set E∗λ = {x :√
λx ∈ Eλ} and satisfy
(4.10) Sn+1(x;λ, λ0) + (−1)nχSn(x;λ, λ0) + λ0u∗nSn−1(x;λ, λ0) = xSn(x;λ, λ0),
where χ = λ0
√
λ− 1√
λ
.
The converse is also true.
The proof is straightforward by making the substitutions λ→ λλ0 and x→
√
λx
in (4.8).
The above statement is the final step in the construction of the SDG map. The
map from the polynomials Φn orthogonal on the unit circle to the polynomials Sn
defined by (4.10) is called the Schur-Delsarte-Genin map. Note that this map
reduces to the Delsarte-Genin map [8] when λ = λ0 = 1 (see [11], [35] for more
details).
To complete this section, we provide a lemma which will be useful in the identi-
fication of polynomial systems with known families of orthogonal polynomials.
Lemma 4.4 ([6]). Let Pn(x) and P˜n(x) be two systems of orthogonal polynomials
defined as in the previous Lemma. Also, assume that the polynomials Pn(x) are
orthogonal with respect to a weight function w(x) on the finite interval [α, β] and
take any θ ∈ (−∞, α). Finally, define the following monic polynomials
(4.11) S2n(x) = Pn(x
2 + α− c2), S2n+1(x) = (x− χ)P˜n(x2 + α− c2),
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where c is a positive number such that
√
α− θ ≤ c and χ is a real number defined
by the relation θ = χ2 + α − c2. Then the polynomials Sn(x) are orthogonal with
respect to the weight function
(4.12) (sign(x))(x + χ)w(x2 + α− c2)
on the union of two intervals [−
√
β − α+ c2,−c]∪ [c,
√
β − α+ c2] and satisfy the
recurrence relation
(4.13) Sn+1 + (−1)nχSn(x) + vnSn−1(x) = xSn(x),
where vn are given by
(4.14) v2n = −Cn, v2n+1 = −An.
The converse statement is also true.
The orthogonality part of this lemma can be checked by straightforward compu-
tations. Substituting (4.11) into the corresponding three-term recurrence relations,
we arrive at (4.13) and (4.14). For more details, see [6].
5. Complementary Bannai-Ito polynomials
In this section we show that the complementary Bannai-Ito polynomials can be
obtained from the Schur-Delsarte-Genin transformation of some polynomials.
For the reader’s convenience we begin with the explicit formulas for the general
Bannai-Ito polynomials [2]:
(5.1) Pn+1(x) + (ρ1 −An − Cn)Pn(x) +An−1CnPn−1(x) = xPn(x),
where
(5.2) An =


(n+1+2 ρ1−2 r1)(n+1+2 ρ1−2 r2)
4(n+1−r1−r2+ρ1+ρ2) , n even
(n+1−2 r1−2 r2+2 ρ1+2 ρ2)(n+1+2 ρ1+2 ρ2)
4(n+1−r1−r2+ρ1+ρ2) , n odd
and
(5.3) Cn =


− n(n−2 r1−2 r2)4(n−r1−r2+ρ1+ρ2) , n even
− (n−2 r2+2 ρ2)(n−2 r1+2 ρ2)4(n−r1−r2+ρ1+ρ2) , n odd.
We see that the Bannai-Ito polynomials admit the representation (4.1) from
Lemma 4.1. So, it is possible to introduce their companion polynomials [25], which
we denote by Wn(x), as follows
(5.4) Wn(x) =
Pn+1(x)−AnPn(x)
x− ρ1
with An given by (5.2). The polynomials Wn(x) satisfy the recurrence relation
(4.4). In our special case, this relation reads
(5.5) Wn+1(x) + (−1)nρ2Wn(x) + vnWn−1(x) = xWn(x),
where the coefficients vn have the following explicit form
v2n = −n(n+ ρ1 − r1 + 1/2)(n+ ρ1 − r2 + 1/2)(n− r1 − r2)
(2n+ 1 + g)(2n+ g)
,
v2n+1 = − (n+ g + 1)(n+ ρ1 + ρ2 + 1)(n+ ρ2 − r1 + 1/2)(n+ ρ2 − r2 + 1/2)
(2n+ 1 + g)(2n+ g + 2)
,
(5.6)
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with g = ρ1 + ρ2 − r1 − r2.
One can observe that the companion polynomials Wn defined by (5.5) and the
polynomials Sn defined by (4.10) are, in fact, of the same nature. So, we can
therefore try to identify them. First, let us write the equality
(5.7) vn = λ0u
∗
n = λ0(1 + an−1)(1 − an),
for n = 0, 1, 2, . . . . From (5.7) we see that the parameters an can be determined as
follows
(5.8) an = 1− vn
λ0(1 + an−1)
,
and a0, λ0 are arbitrary parameters. Setting
a0 = 1− 2(ρ1 − r2 + 1/2)(−r1 − r2)
(−r2 − ρ2 − 1/2)(g + 1) , λ0 =
1
4
(−ρ2 − r2 − 1/2)(ρ2 − r2 − 1/2)
we arrive at
(5.9) an =


1− 2 (ρ1−r2+(n+1)/2)(−r1−r2+n/2)(−ρ2−r2−1/2)(n+g+1) , n even
1− 2 (g+(n+1)/2)(ρ2−r2+n/2)(ρ2−r2−1/2)(n+g+1) , n odd.
To complete the identification, it remains to take
(5.10) λ = λBI =
4
(−ρ2 − r2 − 1/2)2
to ensure that
λ0
√
λBI − 1√
λBI
= ρ2.
Remark 5.1. First, notice that
K2(λλ0) =(L+ λλ0M)(L+ λλ0M) = (1− λλ0)2I + λ(L +M)2
=
1
λ
[
(λ0
√
λ− 1√
λ
)2I + λ0(L+M)
2
]
=
1
λ
[
χ2I + λ0(L+M)
2
]
, λ 6= 0.
(5.11)
From (5.11) and the spectral mapping theorem we see that σ(K(·)) consists of
numbers that are the square root of a quadratic polynomial in λ. Since it is known
that the orthogonality measure for the Bannai-Ito polynomials (and, thus, for the
complementary Bannai-Ito polynomials) has a uniform grid of mass points [25], one
can conclude that, for the point λ = λ0λBI and the coefficients an defined in (5.9),
the quadratic polynomial χ2 + λ0µ
2
n, where µn is an eigenvalue of L+M , becomes
an exact square.
6. Racah-Wilson polynomials on the unit circle
We see from (5.11) that in order to characterize the spectrum of K(λ) we need
to know that spectrum precisely, at one point λ at least. In this section, we identify
such a determining point and show that this point is the preimage of the SDG map
corresponding to the symmetrized Racah-Wilson polynomials.
Recall [16] that the Wilson polynomials W˜n(x) are defined through the 3-term
recurrence relation
(6.1) W˜n+1(x) + (An + Cn − β21)W˜n(x) +An−1CnW˜n−1(x) = xW˜n(x)
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where σ = β1 + β2 + β3 + β4 and the coefficients An, Cn are as follows
(6.2) An =
(n+ σ − 1)(n+ β1 + β2)(n+ β1 + β3)(n+ β1 + β4)
(2n+ σ − 1)(2n+ σ) ,
(6.3) Cn =
n(n+ β2 + β3 − 1)(n+ β2 + β4 − 1)(n+ β3 + β4 − 1)
(2n+ σ − 1)(2n+ σ − 2) .
We shall refer to the above polynomials as the Racah-Wilson polynomials since
for the discrete measure case (which is essential in the study of the Bannai-Ito
polynomials), they represent the same type of polynomials.
Regarding the aim of this section, let us first note that it was already shown
in [25] that the complementary Bannai-Ito polynomials can be constructed from
the Racah-Wilson polynomials. Namely, the complementary Bannai-Ito polyno-
mials are obtained from the Racah-Wilson polynomials by applying the Chihara
construction (in other words, by using Lemma 4.4).
We can repeat this construction for our purpose but it is in fact enough to observe
that setting λ = 1/λ0 at the last stage of the identification in the previous section
leads to the following symmetric polynomials
(6.4) Sn+1(x;λ0) + vnSn−1(x;λ0) = xSn(x;λ0).
Clearly, the polynomials inSn(ix;λ0) are symmetrized Racah-Wilson polynomi-
als. More precisely, the polynomials inSn(ix;λ0) can be obtained from W˜n(x) using
Lemma 4.4 with χ = 0 as desired. Obviously, we have
β1 = ρ2, β2 = 1 + ρ1, β3 = −r1 + 1
2
, β4 = −r2 + 1
2
.
It should be stressed that the choice χ = 0 (that is λλ0 = 1 and the corresponding
Jacobi matrix being K(1) = L +M) corresponds to the classical Delsarte-Genin
map. Therefore, the orthogonal polynomials associated with the reflection param-
eters
(6.5) an =


1− 2 (β2+β4+n/2−1)(β3+β4+n/2−1)(β4−β1−1)(n+σ−1) , n even
1− 2 (σ+n/2−3/2)(β1+β4+n/2−1/2)(β1+β4−1)(n+σ−1) , n odd
are the preimages of the symmetrized Racah-Wilson polynomials under the Delsarte-
Genin map.
7. Bannai-Ito polynomials
In this section we show how the Bannai-Ito polynomials appear in the framework
of the Schur-Delsarte-Genin maps.
First, notice that the complementary Bannai-Ito polynomials are obtained from
the Bannai-Ito polynomials through a Christoffel transformation. Actually, the
same can be said about the polynomials Sn and Qn defined by (4.10) and (3.8), re-
spectively. Since we have already identified Sn with the complementary Bannai-Ito
polynomials, one could expect that there is a similar relation between the Bannai-Ito
polynomials and the polynomialsQn. However, it is easy to see from (4.7), (5.2), (5.3),
and (5.9) that the polynomials Qn cannot be identified with the Bannai-Ito poly-
nomials. Generally speaking, the reason is that they are related by a Uvarov trans-
formation and do not coincide. Nevertheless, the Uvarov transformation can be
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realized via the following substitution
(7.1) ρ1 7→ −r2 − 1
2
, ρ2 7→ ρ1, r1 7→ r1, r2 7→ −ρ2 − 1
2
.
Indeed, applying (7.1) to (5.9) gives
(7.2) an =


1− 2 (ρ1−r2+(n+1)/2)(ρ1−r1+(n+1)/2)(ρ1−ρ2)(n+g+1) , n even
1− 2 (g+(n+1)/2)(ρ1+ρ2+(n+1)/2)(ρ1+ρ2)(n+g+1) , n odd.
Next, setting
λ = λ0λBI =
ρ2 + ρ1
ρ2 − ρ1
the calculation of bn(λ) and un(λ) (see formulas (3.9) and (3.10)) for these new
coefficients an leads to the following equalities
(7.3) bn(λ) =
2
ρ2 − ρ1 (ρ1 −An − Cn), un(λ) =
4
(ρ2 − ρ1)2An−1Cn,
where An and Cn are defined by (5.2) and (5.3), respectively.
According to Lemma 4.3 and (7.3), we may see that the polynomials Qn(x;λ)
and the Bannai-Ito polynomials (5.1) coincide up to a renormalization.
Remark 7.1. To explain the choice of λ = λ0λBI , notice that the complementary
Bannai-Ito polynomials are the Christoffel transforms of the Bannai-Ito polynomials
and that this λ was picked for the SDG map to give the complementary Bannai-Ito
polynomials. Thus, if we want to get the Bannai-Ito polynomials as the polynomials
Qn, the same λ has to be taken under the transformation (7.1).
It is also natural from the point of view of the mass points of the orthogonality
measure. Indeed, the sets of mass points for the Bannai-Ito polynomials and the
complementary Bannai-Ito polynomials should be the same except possibly for one
point.
Finally, let us summarize the results on the Bannai-Ito polynomials.
Theorem 7.2. The following statements hold true:
(1) The complementary Bannai-Ito polynomials are the SDG images of the
Szego˝ polynomials corresponding to the parameters (5.9).
(2) The Bannai-Ito polynomials coincide with the polynomials Qn defined by (3.8)
and in this case the parameters aj are given by (7.2).
(3) The difference between (5.9) and (7.2) is the transformation (7.1).
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