Abstract-Binary codes for a multi-range-resolution radar are proposed. Inverse filters can be then used for a multi-range resolution radar and compress the proposed codes to different pulse widths. These binary codes are compressed to several subpulses, only if a matched filter is applied. We describe that the compressed pulses have very small pulse compression losses and side-lobe amplitudes, even though the binary codes are compressed to the pulse width smaller than the reciprocal of the bandwidth of the codes. This fact is confirmed by computer calculations.
INTRODUCTION
Many researchers have studied pulse compression codes for matched filters (MFs) and have found codes with small range side-lobes [1] [2] [3] . These MFs can maximize detectability in white Gaussian noise. However, this is not always true in the presence of range side-lobes, because these small side-lobes sometimes will mask weak targets in the vicinity of larger targets. To resolve the masking problem, a mismatched filter(MMF) was proposed by Key et al. [4] and furthermore has been studied by Rihaczek and Golden [5] .
Generally, radar range resolution is fixed regardless of detection range and is approximately given by the reciprocal of the frequency band width of the transmitting signal. We proposed a method for multi-range resolution that translates the high signal-to-noise ratio of a target at a closer distance to a better range resolution without sacrificing the maximum detection range [6] . Mismatched filters then could constitute a multi-range-resolution radar, because it can change the output pulse width. But, the filter would generate large losses for the signal-to-noise ratio, if the mismatched filter tried to compress conventional binary codes to the pulse width smaller than reciprocal of the bandwidth of the codes. M. Shinriki et al. [7] [8] have proposed another receiving system, in which plain binary codes were used. Unfortunately, the pulse-compression loss still needs the improvement.
In this paper, new binary codes for a multi-range-resolution radar are proposed. Inverse filters (IFs) can be then used for a multi-range resolution radar and compress these proposed codes to different pulse widths. These binary codes are compressed to several sub-pulses, only if a matched filter is applied. We describe that the compressed pulses have very small pulse compression losses and side-lobe amplitudes in comparison of conventional methods, even though the binary codes are compressed to the pulse width smaller than the reciprocal of the bandwidth of the codes. This fact is confirmed by computer calculations. In chapter 2, we describe the basic principle. The proposed binary codes are explained in chapter 3. Pulse compression characteristics are estimated and its calculation results are shown in chapter 4. Chapter 5 is discussion and chapter 6 is conclusions.
II. PRINCIPLE
The method of inverse filtering (IF) is applied for pulse compression and its basic receiving system is illustrated in the diagram shown in Fig.1 . The frequency response of the IF is given by
where S(f) is the Fourier transform of the transmitting signal s(t) and D(f) is the Fourier transform of desired output waveform d(t), which can be variable depending on the desired range resolution. Then, the following equation
indicates that the output signal component is equal to maximum value of the desired output waveform:
where m t is the time when ) (t d has a maximum value.
The output noise power is then as follows:
The output of the IF has to be passed through a low-pass filter as shown in Fig.1 , because the frequency response characteristics of the IF are not band-limited. For simplicity, assuming that the filter has constant amplitude and constant phase characteristics for the bandwidth between -BW and BW, the output waveform is then given by
Thus, the output SNR is then given by
where m t is the time when ) (t s oBW has a maximum value.
Here, we compare oBW SNR with the output SNR of general receiving system as shown in Fig.2 . The low-pass filter shown in Fig.2 is assumed to be the low-pass filter of the same type used in Fig.1 . If the inputs to the low-pass filters in Fig.2 and Fig.1 have the same pulse width, the output signal component in Fig.2 can be given by
The SNR of the output in Fig.2 is also given by
where t m is the time when
has a maximum value. We can define the improvement factor I F as the logarithm of the ratio of SNRr to SNRop, which is given as
Here, assuming that input pulse would be ideally compressed to the desired pulse width, we could define a maximum improvement factor as follows:
where P Win is the input pulse width and P Wout is the output pulse width. Then, we can define a loss for the pulse compression method:
( 1 1 )
III. THE CCSS CODES FOR MULTI-RANGE RESOLUTION RADARS

A. Codes compressed to several sub-pulses (CCSS)
We propose CCSS binary codes for multi-range resolution radars. Generally, expressing the binary code as ) , , , , (
where n is the length of the code, the auto-correlation function is then given by
where τ is number of the time shift and * is a complex conjugate. The autocorrelation function for the conventional binary codes satisfies the following condition:
ｓo(t)+no(t) Figure 1 . Receiving system with a IF. The spectrum has null points at the multiplication number of the reciprocal of the sub-pulse width. Then, the signal bandwidth is approximately given by the reciprocal of the subpulse width. On the other hand, the autocorrelation function for the CCSS binary codes satisfy the following condition:
where k is number of sub-pulses. The compressed main pulse is constituted by 2k+1 sub-pulses, as shown in Fig. 3 . The band width of such CCSS codes usually becomes narrower than the reciprocal of the sub-pulse width.
B. CCSS codes for small pulse compression loss
The inverse filter compresses the input signal, bringing the spectrum of the input signal close to that of the desired output. It is then essential for the codes with small pulse compression losses, whose spectrum has not deep valleys between zero and reciprocal of the sub-pulse width, because the inverse filter lets noise increase at the valleys of the Fourier transfer function of the filter's impulse response. We find better codes from many binary CCSS codes other than plain codes [7] . CCSS codes with relatively small peak-side-lobe level are chosen by computers and its spectrum distributions are checked, which have not deep valleys between zero and reciprocal of the subpulse width. A few examples are shown in table 1. The autocorrelation functions corresponding to the code in Table 1 are shown in Fig.4 . It is seen that the main-lobes are constructed by several sub-pulses. Such auto-correlation waveforms are formed slightly sharper than a triangle. The corresponding spectrums are also depicted as solid lines in Fig.5 , where dashed line indicates that of a sub-pulse and chained lines indicate the spectrum bandwidth narrower by 1/2 than that of a sub-pulse. We can find from Fig.5 that these spectrums with solid lines have not deep valleys between zero and reciprocal of the sub-pulse width, keeping bandwidth narrower than the reciprocal of the sub-pulse width.
IV. CALCULATION RESULTS
We calculate the improvement factor I F , the maximum improvement factor I max and the loss Ls for the no.1 code, no.2 code and no.3 code in Table 1 . As seen from (9), the improvement factor I F is decided by the bandwidth of the lowpass filter (B.W.) and the frequency response ) ( f H IF that depend on the spectrums of the desired output and the code. Figure 6 shows the spectrum S(f) for no.1 code, the spectrum D(f) for the output pulse width 1μs and
code then is set as the sub-pulse width= s μ 1 and the amplitude=1volt. Fig.7 shows the changes of I F , I max and Ls for no.1 code with the desired output pulse width. Then, I F is the value when B.W. is at the half of the output band width. The loss Ls lies in the range from -2.6dB to -0.5dB, in which the minimum loss is about -0.5 dB near the pulse width 2μs. In the same way as Fig.6 and Fig.7 , Fig.8 and Fig.10 , as shown in [7] , the spectrum D(f) for the output pulse width 1μs and ) ( f H IF =D(f)/S(f). The sub-pulse width and the amplitude of the code are same as Fig.6 . The dashed lines shown in Fig. 6 , Fig.8 and Fig.10 indicate the spectrum corresponding to width for two times as large as a sub-pulse width. Fig.13 shows I F , I max and Ls for the plain binary code. The loss Ls lies in the range from -6.5dB to -1.6dB, in which the minimum loss is about -1.6 dB near the pulse width 2μs. Fig.14 shows the comparison of the compression loss Ls for no.1 code, no.2 code, no.3 code and the plain code. We can see from these figures that the proposed codes improve pulse compression losses over the wide range of the output pulse width, compared with the conventional code. This would be caused by the better codes selected from many binary codes other than plain codes.
V. DISCUSSION
A least-squares error-shaping filter (LEF) can compress binary codes to the arbitrary pulse width, even though the spectrums of the binary codes have deep valleys between zero and reciprocal of the width [6] . In this section, when LEF was applied to the conventional binary code such as Barker code and the no.1 code in Table 1 , the compression losses are compared with the calculation results mentioned above. Fig.15 shows the frequency response of LEF, the spectrum S(f) for Barker13x2, which is presented by [1111111111-1-1-1-11111-1-111-1-111] and the spectrum D(f) of the desired signal. Fig.16 shows each characteristic for no.1 code in Table  1 in the same way as Fig.15. Fig.17 shows the comparison of the losses for no.1 code obtained by the inverse filter and the LEF and the loss for Barker 13x2 code obtained by the LEF. We can understand that the result of LEF is almost the same as the result of the inverse filter. But, it is indicated that the loss for Barker 13x2 grows larger, as the desired output pulse width becomes narrower. This is because the spectrum of Barker 13x2 code has deep valleys between zero and reciprocal of the width.
VI. CONCLUSION
We have proposed new binary CCSS codes for multi-range resolution radars. When these codes have been compressed by the inverse filter, the proposed binary codes improve pulse compression losses over the wide range of the desired output pulse width in comparison of conventional binary codes, keeping the range side-lobes levels low. This is confirmed by numerical calculations. 
