A new formulation for calculating the steady-state responses of multipledegree-of-freedom (MDOF) non-linear dynamic systems due to harmonic excitation is developed. This is aimed at solving multi-dimensional nonlinear systems using linear equations. Nonlinearity is parameterised by a set of 'nonlinear control parameters' such that the dynamic system is effectively linear for zero values of these parameters and nonlinearity increases with increasing values of these parameters. Two sets of linear equations which are formed from a first-order truncated Taylor series expansion are developed. The first set of linear equations provides the summation of sensitivities of linear system responses with respect to non-linear control parameters and the second set are recursive equations that use the previous responses to update the sensitivities.
Micro-Electro-Mechanical System (MEMS)
Introduction
Vibration analysis of structures containing nonlinearities is one of the important topics in structural engineering problems. There are many practical engineering components that are modeled as nonlinear oscillatory systems. In most cases, the nonlinear dynamics of these systems have been investigated 5 through numerical methods such as the Newmark method, the shooting method, the differential quadrature method and the Adomian decomposition method [1, 2, 3, 4] . Using these simulations to study the effect of different parameters on the dynamics of the system is always time consuming, particularly for multidimensional non-linear systems and the cases where the sensitivities of responses 10 are required. Therefore obtaining the steady state solution of multiple-degreeof-freedom non-linear dynamic systems is of great importance in this field. A comprehensive account of nonlinear structural dynamics and control is given by Wagg and Neild [5] .
In order to investigate the analytical solution of nonlinear structures, dif- 15 ferent techniques have been applied in the literature. The Max-min [6] , the parameter-expanding approach [7] , frequency-amplitude formulation [8] , the Variational Iteration [9] , perturbation techniques [10, 11, 12] , the iteration perturbation [13] , the Homotopy Analysis [14, 15] , the Energy Balance analysis [16] , the harmonic balance [17] , the equivalent linearization method (ELM) [18, 19] and 20 the Extended Lindstedt-Poincare approach [20] are some examples of these techniques. Each of these methods has some strong points and some weakness. The perturbation methods have been used for both weakly and strongly nonlinear problems (e.g. [21, 22] ) and they are expressed by a series of perturbation quantities. Based on these quantities, the original nonlinear equations are replaced 25 by linear equations (sometimes even nonlinear), which are specified by the original equation and also by the place where the perturbation quantities appear.
Methods such as Homotopy Analysis, Variational Iteration, Energy Balance and harmonic balance are also suitable for dealing with strong nonlinear problems.
Qian et al. [14] studied the oscillation of a MEMS microbeam with strong non-30 linearity by means of the Homotopy Analysis Method. They demonstrated that the method has good performance in investigating the nonlinear equation of the model studied in the paper. Fesanghary et al. [23] utlised a variational iterative method and proposed a new analytical approximation for the Duffingharmonic oscillator. Their solution was valid in the whole range of oscillation 35 amplitude variations; but it contained many harmonic terms. Younesian et al.
[8] investigated the generalized Duffing equation using a frequency-amplitude formulation and energy balance method. They obtained the general solution for any arbitrary type of nonlinearity and showed that these two techniques are quite reliable even in strongly nonlinear systems. Peng et al. [24] applied the 40 harmonic balance method to study the effects of cubic nonlinear damping on the performance of passive vibration isolators. Harmonic balance has been used to predict the steady-state solution of structures with different types of nonlinearity and also can be used for identification and health monitoring of nonlinear systems. There are several developments of the harmonic balance method such 45 as incremental harmonic balance [25, 26] , Newton harmonic balance [27] , adaptive harmonic balance [28] , residue harmonic balance [29] , and Global residue harmonic balance [30] . Although these methods have been successfully used to obtain analytical solutions of different non-linear problems, there are few applications to multi-degree of freedom non-linear dynamic problems. In these prob- 
Theory
Consider a damped structural dynamic system, defined on the domain D ∈ 
with the usual mixture of Cauchy and Neumann boundary conditions on ∂D. In this paper, it is assumed that the vector of nonlinear restoring force can be reasonably approximated by a limited number of terms of its Taylor series,
where In this case, the steady-state solution of the underlying dynamical system has the form
where φ n (r) (n = 1..N ) (replaced by φ n for simplicity) are linear normal mode shape functions that describe the spatial displacements and satisfy the boundary conditions, N is the number of shape functions that provide a good basis for prediction of the dynamic behaviour within the range of excitation frequency and q n0 are the amplitudes of steady-state responses. Substituting Eq. (3) into
, applying the standard Galerkin approach and solving for q 0 = {q n0 } ∈ R N (note that exp (iΩt) is cancelled out from both sides) yields
where
mass, damping and structural stiffness matrices of underlying linear system and 110 F = {F j } ∈ R N is the vector of force amplitudes and,
In this paper, space discretization is done by projecting the partial differential equation to the mode shapes of the underlying linear systems. This is not the only method for discretization and other methods such as finite element analysis can be also used. Now all of the normalised non-linear control 115 parameters are equally perturbed by δθ and therefore the steady state solution of Eq.(1) may be expressed as
If δθ is small enough, the higher order terms, O ( δθ 2 ) , can be ignored in Eq. (9) .
and substituting Eq. (9) and Eq.(2) into Eq. (1), ignoring the higher orders of δθ and cancelling out the linear equation from both 120 sides gives:
The choice of increments, i.e. equal increments, can be changed as there are many choices of paths through parameter space and this will be useful if the sensitivities of the responses in different paths are sought. In the following equations α 1h (θ) is replaced by α 1h for reasons of simplicity. The addition 125 of the subscript 1 to α h indicates its value at the first iteration. According to Eq.(10), the solution forẃ 1 includes primary and higher harmonics of the excitation frequency. Therefore one may assumé
Substituting Eqs. (11) and (3) into Eq. (10), expanding all of the terms in Taylor series, balancing the harmonics of interest and applying the standard
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Galerkin technique, results in a set of linear equations of the form
in which the vector of unknownsq 1 ∈ R N L includes the termsq nl1 where 
., p). This is the case in the 140
numerical example that is used to illustrate the method. In this case,
is the binomial coefficient, and • * indicates the complex conjugate of
Once the amplitudes of the sensitivitiesq 1 are obtained, the termẃ 1 in Eq. (9) can be determined from Eq.(11) and consequently the steady state solution of weakly non-linear system w 1 is achieved. In the following iterations of the method, the steady-state solution of the non-linear system is calculated through a recursive set of linear equations, as will be shown later in the paper.
At the first step it is assumed that an estimate w j+1 may be obtained from the previous solution w j as 
Subtracting the above equation from the governing equation of motion for w j and using Eq. (16) yields
can be calculated using Taylor's series
After some algebraic work, Eq.(18) becomes
Eq. (19) is a linear function inẃ j . Similar to the previous step, the following solution is assumed forẃ j
and the vector of sensitivities of steady-state
be obtained in a similar way by solving the following linear matrix equation
tion. For a system with odd non-linearity and assuming the primary harmonic responses only, we have
and the components of vector
The calculated values ofq nj are then inserted into Eq.(20) and the iteration 160 continues untilθ = 1. It should be noted that the vectorθ is normalised in a way that each component of vector θ is divided by its assigned value and thereforeθ = 1 provides the assigned values of the non-linear control parameters.
The proposed approach starts with the linear system and gradually adds nonlinearity. In the case that there are multiple solutions, it is expected that the method will most often end up at the low amplitude solution. However, there may be options for different parameters paths that can reach other solutions and including frequency as a parameter would be another option to overcome this issue (e.g. [25] ). Also it should be noted that the method applies sequential perturbations in which the error will build up in the solutions. The accumu-170 lated error can be substantial in some cases, resulting in an unstable numerical process. These issues will be investigated in future work.
The above procedure may be implemented in the following steps:
1. Identify nonlinear control parameters and nondimensionalize these parameters so that they all vary from zero to one, The beam may be modeled as an Euler-Bernoulli beam with the following governing equation
subject to:
where w (x, t) is the transverse deflection of the beam relative to its base at the position x and time t, c a is the damping coefficient, ϵ 0 is the permittivity of free 
) and θ i = V i /V 0i i = 1, 2 in which V 0i is the maximum assigned voltage to the ith electrode. In the following analysis, we assume the micro-beam shown in Figure 1 has the characteristics introduced in Table 1 . is the most significant non-linear term for the given amplitude of excitation and the voltages. By increasing the voltages the error will be greater as the system will become close to its unstable point. At a certain voltage, known as the pull-in voltage in the literature of MEMS devices, the system loses its stability.
In this paper, the applied DC voltages are lower than the pull-in voltage and 225 therefore the pull-out voltage (the voltage at which the micro-switch electrodes lose contact after pull-in occurs [31] ) is not considered. The errors in the parameters of the MEMS model shown in Figure 1 are neglected. This is because the main concern of this paper is on the application of the method to an example nonlinear dynamics problem. However, in many real applications of MEMS 230 [32, 33, 34] , parametric errors affect the pull in voltage and therefore should be taken into account. Three different cases are considered for calculating pull-in voltage as will be described in the followings. It should be noted that, hereafter, the effects of the 5th and higher order terms of electrostatic forces are ignored.
The method described in Section 2 is now illustrated in the above exam- analysis, hence N = 2. The mode shapes of a clamped-free beam having unit length are
where β 1 = 1.87510407 and β 2 = 4.69409113. Knowing that the system has only cubic non-linearity (H = 3) and assuming the primary harmonic responses 
Case 1
The validation of the proposed method is first investigated. Figure 3 shows the tip displacement frequency response for modes 1 and 2 at different voltages,
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and demonstrates that the results obtained by the proposed method agree well with those obtained by numerical integration. The results also showed that the proposed method is capable of predicting the frequency response of a nonlinear system with a strong but smooth non-linearity (high voltages). To calculate the pull-in voltage in this case, both V 1 and V 2 are gradually and 260 equally increased at different frequencies and the solution is sought using numerical integration. This is shown in Figure 4 One can use this effect to control the vibration responses of the MEMS device.
By applying the DC voltages, the natural frequencies of the beam are changed. The proposed method is capable of calculating the sensitivities of the responses with respect to voltages and therefore an inverse problem can be readily formulated to assign the desired natural frequencies of the MEMS. Table 2 shows the 275 nondimensional natural frequencies of the system at different voltages. As indicated in the table, the variation in the first resonance frequency is much more significant than mode 2. The results show that the first resonance frequency is decreased by 75% while the second resonance frequency only reduces by 3.6%.
This is expected as the second mode has higher dynamic stiffness and higher 280 voltages are required to change its resonance frequency, but this is limited to the pull-in voltages that affect the first mode simultaneously. It will be shown that by removing electrodes 1 and 2, case 3, a slightly higher decrease in the second resonance frequency can be achieved. Obtaining optimal locations of the electrodes and suitable gaps between the electrodes and the micro-beam 285 can help to improve the controllability of the second mode. However, this is beyond the scope of this paper and can be investigated in future work.
The summation of sensitivities of the beam-tip displacement in the frequency domain and its phase plot are shown in Figure 6 . Two sets of interesting results have emerged from this figure. First, it can be seen that the sensitivities are 290 increasing as the voltages rise and reach maximum at V 1 = V 2 = 12 V, i.e. near 
the instability. This has been reported in the literature for other applications (e.g. flutter instability [35] ). The second interesting feature in Figure 6 is the presence of anti-resonance points in the vicinity of the non-dimensionalised frequency ofΩ = 15. This provides the designer with valuable information with 295 which to improve the robustness with respect to uncertainties of the system.
Based on the information in Figure 5 , the optimal excitation frequency range, i.e. the region of frequency in which the vibration amplitude is minimal, is within Ω ∈ [5, 20] . However, the robust optimal frequency range can be considered in the range ofΩ = 14 toΩ = 16 where the sensitivities are minimal and 300 therefore any change in the voltages does not result in significant increase in the vibration amplitude. As mentioned earlier, the sensitivities can also be used in an inverse problem in order to change the dynamic characteristics of the system in a desirable way.
Case 2 305
In this case, electrodes 3 and 4 are disconnected from the system. Therefore, only the voltage source V 1 is active. In order to determine how much this voltage can be increased, the solution of the system is numerically found at different voltages and, as shown in Figure 7 , the beam becomes unstable at V 1 = 18.8 V.
Therefore, V 1 varies from 0 to 18 V in this case.
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The frequency and phase responses of the beam-tip displacement are plotted in Figure 8 . Similar to the previous case, the first and second natural frequencies of the system falls when the voltage increases. However, as indicated in Table 3 , the change in the second resonance frequency is almost negligible as it decreases by only 1.32%. The variation of the first natural frequency, when V 1 increases 315 from 0 V to 18 V, is more noticeable, that is 71.88%. This indicates that the dynamic characteristic of the first mode can be modified by only the presence of the tip electrodes. This is due to the fact that adding the middle electrodes provides slightly more capability to decrease the resonance frequency, i.e. from 71.88% (case 2) to 75% (case 1).
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As shown in Figure 9 , a similar behaviour for the sensitivity of the frequency response of the tip displacement with respect to V 1 is observed as the previous case. However, the range of robust optimal excitation frequency has been moved further up the frequency axis. From the figure, one may conclude that the robust optimal excitation frequency range is betweenΩ = 17 andΩ = 19. 
Case 3
Finally, electrodes 1 and 2 are removed from the beam and V 2 becomes the only active voltage source. As shown in Figure 10 , the pull-in voltage is 16.5 V and this is expected as the gap g 2 is half of g 1 (Table 1) . In this case, V 2 varies from 0 to 16 V and the beam tip displacement and its sensitivity with respect to 330 V 2 are plotted in the frequency domain and these results are shown in Figures 11 and 12. As can be see in Figure 10 and Table 4 , the change in natural frequencies are greater than the previous two cases, being decreases of 75.28% and 5.14%
respectively. This indicates that case 3 can be considered as the most effective case in changing the dynamic characteristics of the system, when compared to 335 cases 1 and 2. Only three test cases are considered in this paper to demonstrate the working of the proposed method. However, the optimal case can be obtained through an optimization problem, depending on the objectives that are desired. Figure 12 indicates the sensitivity of the beam tip displacement with respect to V 2 . The figure shows similar behaviour as those of the previous cases, i.e.
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cases 1 and 2. The only difference is the fact that the anti-resonance frequency is moved towards the left and the region of antiresonance frequencies is now from 12 Hz to 14 Hz. As already mentioned in the paper, the information in the frequency response of the sensitivities will be useful in obtaining the robust nonlinear dynamic systems and their sensitivities with respect to nonlinear control parameters by only solving linear equations.
• The method can be applied to multi-degree of freedom systems with any 370 order of smooth nonlinearity.
• The method is capable of determining the steady-state solution of higher order harmonies together with their sensitivities with respect to nonlinear control parameters.
The proposed method is demonstrated in numerical simulations of a MEMS 375 device with nonlinear electrostatic forces. The nonlinear control parameters are assumed to be the applied DC voltages that control the dynamics of the system. Some interesting features, such as a significant increase in the sensitivities of the MEMS responses in the vicinity of unstable points and the anti-resonance frequencies of the sensitivities, are observed and discussed. The method is validated using numerical integration.
Future work will involve including frequency as a parameter, investigating the effects of different parameter paths on the solution, the extension of the proposed method to nonlinear aeroelastic systems, and the application of the method to vibration control and robust design. 
