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Abstract: In this paper, we consider projection estimates for Le´vy densi-
ties in high-frequency setup. We give a unified treatment for different sets
of basis functions and focus on the asymptotic properties of the maximal
deviation distribution for these estimates. Our results are based on the idea
to reformulate the problems in terms of Gaussian processes of some special
type and to further analyze these Gaussian processes. In particular, we con-
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1. Introduction
Consider a one-dimensional Le´vy process Xt with Le´vy triplet (µ, σ, ν). Assume
that measure ν has density s(·), known as Le´vy density, that is,
ν(B) =
∫
B
s(u)du, ∀B ∈ B(IR),
Assuming that some discrete equidistant observations X0, X∆, ..., Xn∆ of the
process Xt are available, it is natural to ask how one can statistically infer on
the Le´vy density s(·), or more generally speaking, on the Le´vy measure ν. The
answer to this question highly depends on the type of the available data. The
first situation, known as high-frequency setup, is based on the assumption that
the time distance between the observations ∆ = ∆n depends on n and tends to
0 as n → ∞. Moreover, very often (and in this paper) it is also assumed that
the time horizon T = n∆n → ∞ as n → ∞. Non-parametric inference for this
case has been considered by Comte and Genon-Catalot (2013), Figueroa-Lo´pez
(2011), Figueroa-Lo´pez and Houdre´ (2006). The second situation, the so-called
low-frequency setup, in which ∆ is fixed, has been extensively studied by Nickl
and Reiss (2012), Gugushvili (2012), Belomestny (2011), Comte and Genon-
Catalot (2010b), Chen, Dalaigle and Hall (2010), Neumann and Reiss (2009),
van Es, Gugushvili and Spreij (2007). The essential idea in almost all papers
mentioned above is to express the Le´vy measure in terms of the characteristic
function of Xt and then replace this characteristic function by its natural non-
parametric estimator. For instance, applying the Le´vy-Khintchine formula for
the characteristic function φXt(u) = E [exp {iuXt}] ,
φXt(u) = exp
{
t
(
iµu− 1
2
σ2u2 +
∫
R\{0}
(
eiux − 1− iux · 1{|x|≤1}
)
ν(dx)
)}
to the compound Poisson process without a drift (that is, µ = σ = 0, and
Le´vy messure is finite,
∫
IR ν(du) <∞), we get that the Fourier transform of the
function x · s(x), is equal to
Fx·s(x)(u) =
∫
IR
eiuxxs(x)dx = −i φ
′
X∆
(u)
∆φX∆(u)
.
Substituting into the last formula natural estimator for the characteristic func-
tion φˆX∆(u) := n
−1∑n
k=1 exp
{
iu
(
Xk∆ −X(k−1)∆
)}
instead of φX∆(u), and
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avoiding the situation when φˆX∆(u) = 0 by multiplying the fraction by the in-
dicator function I{|φˆX∆(u)| > A} with some A, we finally get that the function
F̂x·s(x)(u) =
∑n
k=1
(
Xk∆ −X(k−1)∆
)
eiu(Xk∆−X(k−1)∆)
∆ ·∑nk=1 eiu(Xk∆−X(k−1)∆) I{|φˆX∆(u)| > A}
is a reasonable estimator for Fx·s(x)(u), and can be further used for statistical
inference on s(u). Similar ideas are widely used in papers on non-parametric
inference, but we focus on some other approaches in the current research.
It is a worth mentioning that in most papers on this topic, the quality of
proposed estimator for s(·) is measured in terms of quadratic risk. More pre-
cisely, for a fixed estimate sˆ◦n(x), a collection of Le´vy processes T and a window
D = [a, b] ⊂ IR/{0}, it is common to prove two statements, which present upper
and lower bounds for the difference between sˆ◦n(x) and the true density function
s(x). These two statements are usually formulated as follows:
sup
T
E (sˆ◦n(x)− s(x))2 . f(n), ∀x ∈ D,
inf
{sˆn(x)}
sup
T
E (sˆn(x)− s(x))2 & g(n), ∀x ∈ D,
where by {sˆn(x)} we denote the set of all estimates of the Le´vy density s(x),
and f(n), g(n) are two functions tending to 0 as n → ∞. If f(n) ≈ g(n), it is
usually claimed that the estimate sˆ◦n(x) posseses the optimality property.
In this research, we focus on another aim - we analyze the maximal deviation
distribution of the projection estimator sˆn(x) defined below by (7). More pre-
cisely, we are interested in the asymptotic properties of the distribution function
of
Dn := sup
x∈D
(
|sˆn(x)− s(x)|√
s(x)
)
. (1)
To the best of our knowledge, the unique research in this direction is provided
by Figueroa-Lo´pez (2011), who considered the maximal deviation distribution
for projection estimates to the space spanned by Legendre polynomials of orders
0 and 1. We emphasize the main differences between our paper and the paper by
Figueroa-Lo´pez (2011) later in Section 7. For the moment, let us only mention
that our setup covers more general classes of estimates - in particular, we provide
the proof for Legendre polynomials of any order, as well as for trigonometric
basis and wavelets.
One of the main sources of our inspiration is the paper by Konakov and
Piterbarg (1984), where the asymptotics of the maximal deviation distribution
is proven for the kernel estimates of regression functions. Konakov and Piterbarg
(1984) showed that the convergence to asymptotic distribution given in Bickel
and Rosenblatt (1973) is very slow (of logarithmic order) and this rate cannot
be improved. Moreover, in that paper, it is obtained a sequence on accompany-
ing laws with power rate of convergence. Nevertheless, the regression problem
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completely differs from the estimation of Le´vy density, and therefore we are not
able to apply even the techniques from that research.
The contribution of this paper is twofold. First, we derive the asymptotic
behaviour of the maximal deviation distribution for a broad class of projection
estimates of the Le´vy density. This result can be further applied for constructing
confidence intervals and statistical tests. Second, we show that the rates of
convergence given in Figueroa-Lo´pez (2011) are of logarithmic order and provide
the sequences of accompanying laws with power rates.
The paper is organized as follows. In the next section, we explain our setup
and our assumptions on the set of basis functions. Section 3 contains a collection
of our results. Later on, in Sections 4 - 6 we prove and discuss these results sepa-
rately for different choices of basis functions - trigonometric functions, Legendre
polynomials and wavelets. Some further discussions of our contribution to this
topic can be found in Section 7. Additional proofs are given in the Appendix.
2. Set-up
Collections of basis functions. In this paper, we follow the set-up from [9],
and study the estimation of the Le´vy density s(x) over a window D, based
on discrete observations of the process on an interval [0, T ]. We consider a
family of finite linear combinations of functions from orthonormal collection
{ϕr(x) : D → IR, r = 1..d}:
L =
{
d∑
r=1
βrϕr(x), ~β = (β1, ..., βd) ∈ IRd
}
, (2)
and later project the Le´vy density to the space L in L2 - metric. In this article,
we do not restrict our attention to a particular class of collections {ϕr(x)}, but
assume that for any m ∈ IN there exists a set of normalized bounded functions{
ψmj : D → IR
}J
j=0
supported on [a, a+ δ), where δ = (b− a)/m, such that{
ϕr(x), r = 1..d
}
=
{
ψmj (x− δ(p− 1)) I {x ∈ Ip} , j = 0..J, p = 1..m
}
,
where Ip := [a+ δ(p− 1), a+ δp).
In what follows, it is important how the basis functions ψmj (x) depend on m, or
in other words, how these functions depend on δ = (b− a)/m. Below we give an
intuition about the dependence. Note that in most examples, basis on [a, a+ δ)
is constructed from a basis {ψ˜j(x)}j=0..J on some “standard” interval [a˜, b˜] by
changing the variables:
ψmj (x) =
√
b˜− a˜
δ
· ψ˜j
(
(b˜− a˜)(x − a)
δ
+ a˜
)
, (3)
and therefore ψmj (x) = O(
√
m) as m → ∞. Some typical examples are listed
below.
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(i) Trigonometric basis on [a, a+ δ){
ψmj (x), j = 0..J
}
=
{
χ0(x) =
1√
δ
, χj(x) =
√
2
δ
cos (2jπ(x− a)/δ) ,
χ˜j(x) =
√
2
δ
sin (2jπ(x− a)/δ) , j = 1..(J/2)
}
.
with even J . In this case, it is natural to define the “standard” interval as
[a˜, b˜] = [0, 2π], and basis on this interval as{
ψ˜j(x)
}
=
{ 1√
2π
,
√
2 cos(jx),
√
2 sin(jx)
}
.
(ii) Legendre polynomials, that is
ψmj (x) =
√
2j + 1
δ
Pj
(
((x− a− δ) + (x− a)) /δ
)
,
where
Pj(x) =
1
j!2j
[(
x2 − 1)j](j) , j = 0..J
are Legendre polynomials on [−1, 1]. The set of orthonormal polynomials
on [a˜, b˜] = [−1, 1]{
ψ˜j(x)
}
=
{√
(2j + 1)/2 · Pj(x), j = 0..J
}
,
plays the role of standard basis.
(iii) Wavelets, for instance Haar wavelets
ψmj (x) =
{
1√
δ
,
1√
δ
(
I{x ∈ [a+ δ/2, a+ δ]} − I{x ∈ [a, a+ δ/2]}
)}
,
where δ is usually taken as 2−l for some l ∈ IN . This role of standard
interval is usually given to the interval [a˜, b˜] = [0, 1] supplied with two
functons {
ψ˜j(x)
}
=
{
1, I{x ∈ [1/2, 1]} − I{x ∈ [0, 1/2]
}
.
To sum up, basis functions typically depend on δ as it is given by (3), where
the function ψ˜j are bounded and supported on some compact [a˜, b˜]. For theo-
retical studies, we assume that the function
√
δψmj (x) and its total variation are
bounded by some absolute constants C1 and C2, that is, for all j,m,
√
δ · sup
x∈I1
|ψmj (x)| ≤ C1,
√
δ · V a+δa (ψmj ) ≤ C2, (4)
where by V a+δa (ψ
m
j ) we denote the total variation of the function ψ
m
j ,
V a+δa (ψ
m
j ) := sup
‖P‖→0
n∑
i=1
∣∣ψmj (xi)− ψmj (xi−1)∣∣ ,
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P ranges over the partitions a = x0 < x1 < ... < xn = a+ δ equipped with the
norm ‖P‖ = maxi |xi − xi−1|.
Projection estimates. Consider the L2-scalar product and L2-norm in the
space of functions {g : D → IR}, and introduce the estimator s˜(x) as the or-
thogonal projection of the funciton s(x) on L with respect to this norm:
s˜(x) :=
d∑
r=1
βrϕr(x), (5)
where
βr = β(ϕr) =
∫
D
ϕr(x)s(x)dx =
∫
D
ϕr(x)s˜(x)dx.
Returning to the statistical problem, that is, to the problem of statistical esti-
mation of s˜(x) by the equidistant observations X0, X∆, ..., Xn∆, we realize that
the main difficulty consists in estimation of β(ϕ) for different basis functions ϕ.
As it was explained earlier, there exists a crucial difference in the assumptions
on the design. It turns out, that in case of the low-frequency setup, this question
is not well-understood in the literature. As for the high-frequency setup, esti-
mation of β(ϕ) has been extensively studied in [8] and [28], where it is shown
that the coefficients of βr can be estimated by
βˆ(ϕr) =
1
n∆
n∑
k=1
ϕr
(
X
(k)
∆
)
, where X
(k)
∆ = Xk∆ −X(k−1)∆. (6)
Next, we can plug in the estimator βˆ(ϕr) in (5), and get that
sˆn(x) :=
d∑
r=1
βˆ(ϕr)ϕr(x) =
1
n∆
d∑
r=1
[
n∑
k=1
ϕr
(
X
(k)
∆
)]
ϕr(x), (7)
is a reasonable estimator for the Le´vy density s(x).
3. Main results
In this section, we present our results related to the projection estimator sˆ(x) of
the Le´vy density s(x). First note that by Corollary 8.9 from [25], we immediately
get that βˆ(ϕr) defined by (6) is a consistent estimator of β(ϕr). Nevertheless, for
establishing some theoretical facts, we have to introduce additional assumptions
on the rate of this convergence. As in [9], we assume that the following small-
time asymptotic property holds: there exists positive constants q and ∆0 such
that
sup
x∈D
∣∣∣∣ 1∆P {X∆ ≥ x} − ν ([x,+∞))
∣∣∣∣ < q∆, ∀ 0 < ∆ < ∆0. (8)
For instance, this property is fulfilled when s is Lipshitz in an open set containing
D and uniformly bounded on |x| > M for any positive M (see Proposition 2.1
from [9]).
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In this paper, we consider the case of high-frequency data with T → ∞ as
n→∞. Moreover, the parameter m, which indicates the number of intervals in
our construction of the set of basis functions, also tends to infinity with n. With
no doubt, the rates of growth m,n, T should be somehow coordinated. This
can be done in different ways. Mainly for technical reasons, we assume that
T = nκ with some κ > 0 . Since in high-frequency setup ∆ = T/n→ 0, we get
that κ < 1. The main advantage of such choice is that our further assumptions
reduce to only one more restriction on the speed of m, which is presented below
by (9).
We start the analysis of the distribution of Dn with a technical result related
the “bias” of Dn, which we denote below by Zn. This result allows to reformulate
the problem of finding the asymptotic behaviour of the distribution function of
Zn in terms of Gaussian processes.
Proposition 3.1. Assume that (8) holds. Denote
Zn := sup
x∈D
(
|sˆn(x)− Esˆn(x)|√
s(x)
)
, Fn(u) := P {Zn ≤ u} .
Let m tend to ∞ as n→∞, and moreover T = nκ for some κ ∈ (0, 1), and
Λn := m
√
logn
nκ/2
→ 0, as n→∞. (9)
Then there exist positive constants c1, c2, λ such that
Fn
(
u
)
≤
(
F˘
(√
T
b− a u+ c1Λn
))m
+ c2n
−λ, (10)
Fn
(
u
)
≥
(
F˘
(√
T
b− a u− c1Λn
))m
− c2n−λ, (11)
where by F˘ (·) we denote the distribution function of the random variable
ζ = ζJ,m := sup
x∈[a,a+δ)
∣∣ΥJ,m(x)∣∣ , Υ(x) = ΥJ,m(x) := J∑
j=0
Zjψ
m
j (x) (12)
with i.i.d. standard normal r.v.’s Zj, j = 0, ..., J .
Proof. Proof is given in Appendix A.1 from our preprint [16].
Proposition 3.1 allows to reduce the original problem to the problem of es-
timating the asymptotic distribution of the supremum of the absolute value of
the Gaussian process ΥJ,m(x) :=
∑J
j=0 Zjψ
m
j (x) on the interval [a, a+δ), where
x plays the role of time. The next step is to infer on the asymptotic behavior of
ζJ,m.
To the best of our knowledge, there exists no clear theory revealing the
asymptotic behaviour of the supremum of any Gaussian process (as well as the
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asymptotic behaviour of the supremum of absolute values). The comprehensive
overview of this topic is given in [1] and [23]. Let us mention one interesting
result in this direction, the theorem by Marcus and Shepp [18], which states that
if a centered Gaussian process Gt has bounded sample paths with probability
1, then the logarithmic asymptotics is given by
lim
u→∞
logP {supt∈K Gt ≥ u}
u2
= − 1
2σ2K
, (13)
whereK is a subset of IR and σ2K = supt∈K EG
2
t . It turns out that the supremum
ofGt behaves much like a single Gaussian variable ξ with zero-mean and variance
σ2 = σ2K , because the logarithmic asymptotics of ξ is the same, i.e.,
lim
u→∞
logP {ξ ≥ u}
u2
= − 1
2σ2
.
Nevertheless, the main term in the asymptotics of P{ξ ≥ u} is given by
P {ξ ≥ u} = σ
u
√
2π
exp
(
− u
2
2σ2
)(
1 + o(1)
)
, u→ +∞,
which do not necessary coincide with the asymptotics of P{supGt ≥ u}.
In the next sections, we closely consider the Gaussian processes ΥJ,m(x),
defined by (12), where {ψmj (x)} are the sets of basis functions listed in Section 2.
The next theorem demonstrates the asymptotic behavior of the distribution
function of the r.v.
ζ˜ = ζ˜J,m := sup
x∈[a,a+δ)
ΥJ,m(x).
Later on, we will derive from this theorem the asymptotic behavior of ζJ,m.
Theorem 3.2. Let u grow as δ → 0 so that
√
δu→∞. Then
P
{
ζ˜J,m ≥ u
}
=
g1(J)(√
δu
)k e−g2(J)·δu2 (1 + τ(√δu)) , (14)
where τ(x)→ 0 as x→∞. Moreover,
(i) in case of trigonometric basis,
k = 0, g1(J) =
2J−1 J/2∑
j=1
j2
1/2 , g2(J) = (2J)−1;
(ii) in case of Legendre polynomials,
k = 1, g1(J) =
√
2(J + 1)/
√
π, g2(J) = 2
−1 (J + 1)−2 ;
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(iii) in case of wavelets,
k = 1, g1(J) = 2/
√
π, g2(J) = 1/4.
Furthermore, for some cases the asymptotic behavior of the function τ(x) as
x→∞ is known. In particular, in case (i),
τ(x) =
√
J
(√
2πx · g1(J)
)−1
(1 + o(1)) ;
in case (iii), τ(x) = O(x−2).
Proof. As it was mentioned before, there is no unified approach to find the
asymptotics of the distribution of Gaussian process. Since the methodology cru-
cially depends on the properties of covariance function, we separately prove this
result for different basis functions, see Sections 4 - 6. In the case of trigono-
metric basis (Section 4), we efficiently use that the considered Gaussian process
is stationary, and apply the Pickands theorem ([19], [23]) and some further re-
sults on this topic. In the case of Legendre polynomials (Section 5), we take
into account that the variance of the process attains its maximum only in finite
number of points, and apply the double sum method described in [23]. Finally,
in case of wavelets (Section 6), we directly calculate the asymptotic behaviour
of P{ζ ≥ u}.
Remark 3.3. In what follows, we will use the following trivial corollary from (14).
Let u grow with m so that u/
√
m→∞. Then
P
{
ζ˜J,m ≥ u
}
=
h1 m
k/2
uk
exp
{−h2 u2/m} (1 + τ˘ (u/√m)) , (15)
where h1 = h1(J) := g1(J) · (b − a)−k/2, h2 = h2(J) := g2(J) · (b − a), and
τ˘(x) = τ
(√
b− a · x).
Using (14), we can derive similar result for the supremum of the absolute
value of the Gaussian process.
Corollary 3.4. In the assumptions and notations of the last remark,
P
{
ζJ,m ≥ u} = 2h1 mk/2
uk
exp
{−h2 u2/m} (1 + τ˘ (u/√m)) . (16)
Proof. The proof can be found in our preprint [16], Appendix A.2.
Proposition 3.1 and Theorem 3.2 yield the following theorem, which shows
the asymptotic distribution of the maximal deviation Zn.
Theorem 3.5. Let the assumptions on the relation between m,n and T intro-
duced in Proposition 3.1 be fulfilled. Denote for any y ∈ IR,
um :=
y
am
+
(
bm − cm
bm
)
, (17)
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where
am := 2h2bm, bm :=
√
1
h2
ln (h1m), cm :=
k
2h2
ln bm. (18)
Then for any y ∈ IR,
P
{√
T
m
Zn ≤ um
}
= e−2e
−y
(1 +R(m)) ,
where
R(m) := τ˘ (um)− k
4
√
h2
ln lnm√
lnm
(1 + o(1))→ 0, as m→∞. (19)
Proof. The proof is given in Appendix A.1.
In the next theorem, we get the asymptotic distribution of Dn given by (1)
from the asymptotic distribution of its “bias” Zn defined in Proposition 3.1 and
later analyzed in Theorem 3.5.
Theorem 3.6. In the assumptions and notations of Theorem 3.5,
P
{√
T
m
Zn ≤ um + c˘n3κ/2−1m1/2
}
= e−2e
−y
(1 +R(m))
with c˘ = qJC1(C1+ C2)/(b− a), where C1, C2 are defined by (4), and q is defined
in (8).
Proof. The proof is given in Appendix A.2.
Note that here we have the usual trade-off between the deviation (sˆn(x) −
Esˆn(x)) and the bias (Esˆn(x)− s(x)). In fact, while um (which is ‘”responsible”
for the deviation) decays with m, the second term c˘n3κ/2−1m1/2 (which is ‘”re-
sponsible” for the bias) grows. In this respect, the optimal choice of m is n2−3κ ,
which is possible under the assumption κ ∈ (4/7, 2/3).
According to Theorem 3.2, the function τ˘ (x) = τ
(√
b− a · x) is known for
some sets of basis functions. For instance, in case of trigonometric polynomials,
τ(um) = Cu
−1
m (1 + o(1)) = C
√
h2√
lnm
(1 + o(1)),
where the constant C can be explicitly computed from Theorem 3.2. Since k = 0,
we get
R(m) =
(
Jh2
2π(b − a)h21
)1/2
· 1√
lnm
(1 + o(1)), m→∞.
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In case of wavelets, τ(um) = O(u
−2
m ) = O(1/ lnm) and k = 1, and therefore
R(m) = − 1
4
√
h2
ln lnm√
lnm
(1 + o(1)) , m→∞.
Therefore, the rates of convergence are typically of logarithmic order. Neverthe-
less, at least in the case of trigonometric basis, we can also find a sequence of
accompanying laws, which approximate the distribution of Dn with polynomial
rate. The next theorem clarifies this point.
Theorem 3.7. Consider the case of trigonometric basis and let the assumptions
of Theorem 3.5 be fulfilled, and moreover J ≥ b − a. Define the sequence of
distribution functions
Am(y) :=

exp
{
−2 exp
{
−y − y24 ln(h1m)
}
− 2m
(
1− Φ
(
um
√
b−a
J
))}
,
if y ≥ −b3/2m ,
0, if y < −b3/2m ,
where um and bm are defined by (17)-(18), and Φ(·) is the distribution function
of the standard normal distribution. Denote
A−m(y) = Am
(
y − c¯n3κ/2−1m1/2bm
)
, A+m(y) = Am
(
y + c¯n3κ/2−1m1/2bm
)
,
where c¯ := 2h2c˘, and c˘ was defined in Theorem 3.6. Then for sufficiently large
m and for any y ∈ IR,
A−m(y)−
C
mβ
≤ P
{√
T
m
Zn ≤ um
}
≤ A+m(y) +
C
mβ
(20)
with some positive constants C and β.
Proof. Proof is given in Section 4.4.
Note that the statement of the theorem is formally true with any choice of
n,m satisfying the assumptions, but the main interest is drawn to the case
n3κ/2−1m1/2bm → 0, n,m→∞,
which occurs for instance when κ ∈ (0, 4/7), or when m = nα with 0 < α <
min(2 − 3κ,κ/2) and κ ∈ (0, 2/3). In the later situation, (20) can be refor-
mulated in terms of Le´vy distance, which is defined for any two distributions
functions G1 and G2 by
L(G1, G2) = inf
{
ε > 0 : G1(x− ε)− ε ≤ G2(x) ≤ G1(x+ ε) + ε, ∀x ∈ IR
}
.
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In fact, the Le´vy distance between Am(y) and the distribution function
Gm(y) := P
{
2h2bm
[√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
− bm
]
≤ y
}
= P
{√
T
m
sup
x∈D
(
|sˆn(x)− Esˆn(x)|√
s(x)
)
≤ um
}
,
is bounded for large m by
L (Am, Gm) ≤ C˜/mβ˜, C˜ > 0, β˜ = min
(
β,
(
1− 3κ + α
2
)
1
α
)
.
So, Theorem 3.6 yields that convergence to the Gumbel distribution is quite
slow, and therefore we cannot state that for some realistic m the maximal de-
viation distribution is close to its asymptotic distribution. Such situations are
typical for similar types of problems, see, e.g., [14] and [17]. Nevertheless, from
Theorem 3.7, we get that the distance between maximal deviation distribution
and the distribution function Am(y) converges to zero at polynomial rate.
Note that the rate of convergence formally becomes logarithmically slow if
we expand additionally the double exponent in the definition of Am(y), that is,
sup
y∈IR
∣∣∣∣∣P
{√
T
m
Zn ≤ um
}
− e−2e−y
∣∣∣∣∣ = C√lnm (1 + o(1)) (21)
for some positive constant C and m→∞. We clarify this point in Section 4.5.
In the next 3 sections, we separately consider different choices of basis func-
tions: trigonometric basis, Legendre polynomials and wavelets.
4. Stationary case
4.1. Trigonometric basis
Let us consider the case of trigonometric basis,{
ψmj (x), j = 0..J
}
=
{
χ0(x) =
1√
δ
, χj(x) =
√
2
δ
cos (2jπ(x− a)/δ) ,
χ˜j(x) =
√
2
δ
sin (2jπ(x− a)/δ) , j = 1..(J/2)
}
on the interval [a, a+ δ). Changing the variables in (12): x→ τ = (x− a)/δ, we
get
ζ˜ = max
τ∈[0,1]
Υ(τ),
Υ(τ) :=
Z0√
δ
+
√
2
δ
J/2∑
j=1
[
Zj cos (2πjτ) + Z˜j sin (2πjτ)
]
, τ ∈ [0, 1],
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where all Zj and Z˜j are i.i.d. standard normal r.v.’s. Note that Υ(τ) is a sta-
tionary Gaussian process with covariance function
r(τ) =
1
δ
+
2
δ
J/2∑
j=1
cos (2πjτ) .
It is a worth mentioning that the process Υ(τ) has the same mean (equal to
zero) and covariance function as the process
√
J/δ Υ˜ (2πτ), where
Υ˜(τ) :=
1√
J
Z0 +√2
J/2∑
j=1
[
Zj cos (jτ) + Z˜j sin (jτ)
] ,
and therefore the r.v. ζ˜ has the same distribution as
ζ˜
Law
=
√
J
δ
· sup
τ∈[0,2pi]
Υ˜(τ).
Note that the process Υ˜(τ) doesn’t depend on n.
4.2. The Pickands theorem
In this section, we prove Theorem 3.2 (i) by using the Pickands theorems. This
theorem stands that for any continuous stationary Gaussian process Xt, t ∈
[0,M ] with zero mean and covariance function satisfying the assumptions
r(t) = E [Xt+sXt] = 1− |t|α + o(|t|α), t→ 0,
r(t) < 1, ∀t > 0,
the asymptotic behaviour of the probability P
{
supt∈[0,M ]Xt > u
}
as u → ∞
is given by
P
{
sup
t∈[0,M ]
Xt > u
}
= HαMu
2/α (1− Φ(u)) (1 + o(1)) , u→∞.
The next result shows the asymptotics of the distribution function of ζ˜.
Lemma 4.1. Let u grow as δ → 0 so that √δu→∞. Then
P
{
ζ˜ ≥ u
}
= C
√
δ u
(
1− Φ
(
u
√
δ/
√
J
))
(1 + o(1)) , (22)
where the constant C is equal to
C :=
2
J
√√√√π J/2∑
j=1
j2.
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Remark 4.2. Since for u→∞,
1− Φ(u) = 1√
2πu
e−u
2/2
(
1− 1
u2
+ o
(
1
u2
))
(23)
(see, e.g., [19]), we get that (22) is equivalent to
P
{
ζ˜ ≥ u
}
=
C
√
J√
2π
exp{−u2δ/(2J)} (1 + o(1)) , u→∞,
and therefore Lemma 4.1 is equivalent to Theorem 3.2 (i).
Proof. To prove this result, we apply the Pickands theorem, see [19] or [23], to
the process
Υ˜c(τ) :=
1√
J
Z0 +√2
J/2∑
j=1
[
Zj cos
(
jτ/
√
c
)
+ Z˜j sin
(
jτ/
√
c
)] ,
where positive constant c will be defined later. Note that
ζ˜
Law
=
√
J
δ
· sup
τ∈[0,2pi√c]
Υ˜c(τ).
The process Υ˜c(τ) is a continuous stationary centered Gaussian process with
covariance function
r˜(τ) =
1
J
+
2
J
J/2∑
j=1
cos
(
jτ/
√
c
)
.
Choosing c = J−1
∑J/2
j=1 j
2, the covariance function r(τ) allows the following
decomposition near 0:
r(τ) = 1− τ2 + o(τ2), τ → 0.
It is worth mentioning that the last condition of the Pickands theorem, which
states that r(τ) < 1 for all τ > 0, doesn’t hold in our situation. To avoid this
difficulty, we apply the following approach, which was suggested by Vladimir
Piterbarg in private communication. The authors greatfully acknowledge his
help.
The proposed approach is based on the observation that the Pickands theorem
is applicable on any interval [0, t] where t is strictly smaller than 2π
√
c. In fact,
the covariance function of the process Υ˜(τ) can be bounded by
r˜(τ) ≤ 1
J
(
1 + 2J/2
)
= 1,
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and the last inequality is in fact an equality if and only if τ is proportional to
2π
√
c. With this idea in mind, we define for q ∈ [0, 2π]
M(q, u) := P
{
sup
τ∈[0,q√c]
Υ˜c(τ) > u
}
In this notation, we are interested in the asymptotics of M(2π, u) as u → ∞.
Fix some small ε > 0 and note that
M(2π − ε, u) ≤M(2π, u) ≤M(2π − ε, u) +M(ε, u).
Next, we divide both parts of both inequalities by M(2π − ε, u) and apply the
Pickands theorem,
lim
u→∞
M(ε, u)
M(2π − ε, u) =
ε
2π − ε < 0.2ε.
Since ε was chosen arbitrary, we get
M(2π, u) = H22π
√
cu(1− Φ(u))(1 + o(1)),
where H2 = 1/
√
π is the Pickands constant, see [7]. This observation completes
the proof.
Example. Consider the case J = 3. Let us analyze the distribution of the
random variable√
3
δ
· sup
τ∈[0,2pi]
Υ˜(τ) =
√
3√
δ
· sup
τ∈[0,2pi]
{
Z0√
3
+
√
2
3
[Z1 cos τ + Z2 sin τ ]
}
=
√
3√
δ
·
{
Z0√
3
+
√
2
3
sup
τ∈[0,2pi]
[Z1 cos τ + Z2 sin τ ]
}
.
Note that the expression under supremum can be interpreted as the projection
of the random vector ~Z := (Z1, Z2) on the direction (cos τ, sin τ). Since the
supremum is taken over all possible directions, we get that this supremum is
equal to the length of the vector ~Z, which is distributed as
√
ξ, where ξ has a
χ-squared distribution with 2 degrees of freedom. Therefore
P
{√
3
δ
· sup
τ∈[0,2pi]
Υ˜(τ) ≥ u
}
=
∫ ∞
u
√
δ/
√
3
p(x)dx, (24)
where p(u) is the convolution of the density of the r.v.
√
1/3Z0, which is equal
to
√
3/(2π) exp{−3x2/2}, and the denstiy of the r.v. √ξ, which is equal to
(3/2)x exp{−3x2/4}I{x > 0}. This density can be explicitly computed,
p(x) =
√
2
3
xe−x
2/2
(
1− Φ(−
√
2x)
)
+
1√
6π
e−3x
2/2.
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The main term in the asymptotics of the integral in (24) is given by√
2
3
∫ ∞
u
√
δ/
√
3
x exp{−x2/2}dx =
√
2
3
exp{−u2δ/6},
which in fact coincides with the representation from Remark 4.2.
4.3. Asymptotic behavior of τ(x) as x → ∞
To find the second term in the asymptotics of P
{
ζ˜ ≥ u
}
, we apply techniques
from [23], Section F, to the process Υ˜c(τ). These techniques are based on the
assumption that the following determinant is not equal to zero:
D :=
∣∣∣∣∣∣∣∣
1 0 〈S(0), S(t)〉 〈S(0), S′(t)〉
0 1 〈S′(0), S(t)〉 〈S′(0), S′(t)〉
〈S(0), S(t)〉 〈S(0), S′(t)〉 1 0
〈S′(0), S(t)〉 〈S′(0), S′(t)〉 0 1
∣∣∣∣∣∣∣∣ ,
where
S(t) =
√
2
J
(
1
2
, cos
(
t√
c
)
, sin
(
t√
c
)
, ..., cos
(
Nt√
c
)
, sin
(
Nt√
c
))
,
S(0) =
1√
J
(
1,
√
2, 0, ...,
√
2, 0
)
,
S′(t) =
√
2
Jc
(
0,− sin
(
t√
c
)
, cos
(
t√
c
)
, ...,−N sin
(
Nt√
c
)
, N cos
(
Nt√
c
))
,
S′(0) =
√
2
Jc
(0, 0, 1, 0, 2, ..., 0, N) ,
and N = J/2. Denote
B =
( 〈S(0), S(t)〉 〈S(0), S′(t)〉
〈S′(0), S(t)〉 〈S′(0), S′(t)〉
)
,
where
〈S(0), S(t)〉 = 1
J
(
1 + 2
N∑
k=1
cos
(
kt√
c
))
,
〈S(0), S′(t)〉 = − 2
J
√
c
N∑
k=1
k sin
(
kt√
c
)
,
〈S′(0), S(t)〉 = 2
J
√
c
N∑
k=1
k sin
(
kt√
c
)
= −〈S(0), S′(t)〉 ,
〈S′(0), S′(t)〉 = 2
Jc
N∑
k=1
k2 cos
(
kt√
c
)
.
V.Konakov and V.Panov/Convergence rates for Le´vy densities 17
Note that
− 2N − 1
2N + 1
=
1
J
(1− 2N) ≤ 〈S(0), S(t)〉 ≤ 1
J
(1 + 2N) = 1, (25)
− 1 = − 2
Jc
N∑
k=1
k2 ≤ 〈S′(0), S′(t)〉 ≤ 2
Jc
N∑
k=1
k2 = 1 (26)
The r.h.s. equality in (25) and (26) is attained only if t/
√
c = {0}, {2π} .The
determinant D has a block structure
D =
∣∣∣∣ I BB I
∣∣∣∣ ,
and therefore
D = |I| ·
∣∣I −BI−1B∣∣ = ∣∣I −B2∣∣ . (27)
Note that D 6= 0 if and only if the number one is not an eigenvalue of the matrix
B2. It is well known that the eigenvalues of B2 are equal (with multiplicity) to
the squares of the eigenvalues of the matrix B ([24], exercise 1077, p.145). Note
that the direct computation of the eigenvalues is not quite trivial because B
is not symmetric. So we prove that D 6= 0 if we show that ±1 cannot be the
eigenvalues of the matrix B. Suppose that λ1 = 1 is the eigenvalue of B and let
x = (a, b) be the corresponding eigenvector. Then we have( 〈S(0), S(t)〉 〈S(0), S′(t)〉
〈S′(0), S(t)〉 〈S′(0), S′(t)〉
)(
a
b
)
=
(
a
b
)
,
a · 〈S(0), S(t)〉+ b · 〈S(0), S′(t)〉 = a
a · 〈S′(0), S(t)〉+ b · 〈S′(0), S′(t)〉 = b
Suppose that a 6= 0 (the case b 6= 0 can be consided analogously). Denoting
d = b/a we obtain
〈S(0), S(t)〉+ d · 〈S(0), S′(t)〉 = 1 (28)
− 〈S(0), S′(t)〉+ d · 〈S′(0), S′(t)〉 = d (29)
Substituting 〈S(0), S′(t)〉 from (29) into (28), we obtain
〈S(0), S(t)〉+ d2 · (〈S′(0), S′(t)〉 − 1) = 1,
[〈S(0), S(t)〉 − 1] + d2 · [〈S′(0), S′(t)〉 − 1] = 0 (30)
It follows from (25) and (26) that both terms in square brackets in (30) are non
positive and, hence this equality is possible if and only if 〈S(0), S(t)〉 = 1 and
this is possible if and only if t/
√
c = {0}, {2π} . Therefore, D 6= 0 and we are
able to apply (F.3) from [23],
P
{
sup
τ∈[0,2pi√c]
Υ˜c(τ) > u
}
=
√
2ce−u
2/2 + (1− Φ(u)) + ρ(u), (31)
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where |ρ(u)| . e−u2(1+χ)/2, u→∞ for some χ > 0. Hence,
P
{
ζ˜ > u
}
= P
{√
J
δ
sup
τ∈[0,2pi√c]
Υ˜c(τ) > u
}
=
√
2ce−δu
2/2J +
(
1− Φ(u
√
δ/J)
)
+ ρ(u
√
δ/J). (32)
Note that the statement of the Theorem 3.2 (i) immediately follows from (32),
and therefore the last lines of reasoning can be viewed as another proof of this
theorem. Moreover, from (32) we get the exact form of the remainder term τ(x),
because by (23),
τ(x) :=
1− Φ(x/√J)√
2ce−x2/2J
≍
√
J
2
√
πcx
, x→∞.
This observation completes the proof.
4.4. Sequence of accompanying laws
Proof of Theorem 3.7.
The main idea of the proof is to show that the “bias” satisfies
sup
y∈IR
∣∣∣∣∣P
{√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
≤ um
}
−Am(y)
∣∣∣∣∣ ≤ Cm−β ,
(see steps 1 and 2) and afterwards to study the entire deviation Dn (step 3).
1. From the proof of Theorem 3.5 (see Appendix A.3), we get that
P
{√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
≤ bm + y
2h2bm
}
= eWmeo(Wm) + c2n
−λ,
where
Wm = −mP
{
ζJ,m ≥ √mum
}
, um := bm +
y
2h2bm
.
Using (32) and notations of Remark 3.3, we get
Wm = −2h1m exp
{−h2u2m}− 2m
(
1− Φ
(
um
√
b− a
J
))
+R,
where
|R| ≤ m · exp
{
− (1 + χ)
2
√
b− a
J
u2m
}
. (33)
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By the definition of um,
h1m exp
{−h2u2m} = exp{−y − y24 ln(h1m)
}
. (34)
Note that for y ≥ −b3/2m , for any ε > 0 and sufficiently large m
um = bm +
y
2h2bm
≥ bm − 1
2h2
√
bm ≥ (1− ε)bm. (35)
Hence, continuing the estimation of |R| in (33), we get that for sufficiently small
ε > 0 and sufficiently large m
|R| ≤ m exp
{
− (1 + χ)
2
√
b− a
J
(1− ε)2 b2m
}
. m exp
{
−(1 + χ) (1− ε)2
√
J
b− a ln(m)
}
≤ C1m−β, β > 0,
because b2m ≍ ln(m)/h2 = 2J ln(m)/(b − a) by the definition of bm, J > b − a
by our assumption, and ε can be chosen arbitrarly small. Therefore, we obtain
that
sup
y≥−b3/2m
∣∣∣∣∣P
{√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
≤ bm + y
2h2bm
}
−Am(y)
∣∣∣∣∣
= sup
y≥−b3/2m
|Am(y)| ·
∣∣eR − 1∣∣ ≍ |R| ≤ C1m−β .
2. For y < −b3/2m , we obtain
Wm = −mP
{
ζJ,m ≥ √m
(
bm +
y
2h2bm
)}
≤ −mP
{
ζJ,m >
√
m
(
bm − 1
2h2
√
bm
)}
= −2h1m exp
{
−h2b2m + b3/2m −
bm
4h2
}
. −2 exp
{
b3/2m
}
≍ −2 exp
{
(lnm)3/4
h
3/4
2
}
.
Therefore,
sup
y<−b3/2m
∣∣∣∣∣P
{√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
≤ bm + y
2h2bm
}
−Am(y)
∣∣∣∣∣
≤ exp
{
−2 exp
{
(lnm)3/4
h
3/4
2
}}
. m−K
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for any positive K.
3. By (71) and the first inequality in (72), we know that√
T
m
Dn ≤
√
T
m
Zn + c˘ · n(3κ/2)−1m1/2.
Similarly, we get that√
T
m
Dn ≥
√
T
m
Zn − c˘ · n(3κ/2)−1m1/2.
Therefore
P
{√
T
m
Dn ≤ um
}
≤ P
{√
T
m
Zn ≤ um + c˘ · n(3κ/2)−1m1/2
}
+
C
mβ
,
P
{√
T
m
Dn ≤ um
}
≥ P
{√
T
m
Zn ≤ um − c˘ · n(3κ/2)−1m1/2
}
− C
mβ
.
This observation completes the proof of Theorem 3.7.
4.5. Taylor expansions for accompanying laws
In this subsection, we explain why it is impossible to get power rate of conver-
gence (“fast convergence”) of the maximal deviation distribution to the Gumbel
distribution looking at Theorem 3.7. This result is very typical for such prob-
lems, see e.g. [17].
Note that A±m(y) for large m can be represented as
A±m(y) = g1
(
y ± c¯n3κ/2−1m1/2bm
)
· g2
(
y ± c¯n3κ/2−1m1/2bm
)
,
where
g1(y) := exp
{
−2e−y−y2λn
}
, g2(y) := e
−2m
(
1−Φ
(
um(y)
√
(b−a)/J
))
,
and λn := 1/ (4 ln(h1m)). Let us apply several times the Taylor theorem to the
function g1(·). First, taking into account that c¯n3κ/2−1m1/2bm → 0 as m→∞,
we expand g1(·) in the vicinity of y:
g±1 (y) := g1
(
y ± c¯n3κ/2−1m1/2bm
)
= g1(y) + 2g1(y)e
−y−y2λn (1− 2yλn) c¯n3κ/2−1m1/2bm (1 + o(1))
= g1(y) + c1m
−r(1 + o(1)) (36)
with some positive c1 and r. Next, applying the Taylor theorem to g1(·) near
zero, we get
g1(y) = exp
{−2e−y (1− y2λn(1 + o(1)))}
= e−2e
−y (
1 + 2λne
−yy2(1 + o(1))
)
= e−2e
−y
+
c2
lnm
(1 + o(1)). (37)
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Combining (36) with (37), we get that the difference between g±1 (y) and e
−2e−y
is of the order c2(lnm)
−1(1 + o(1)). As for the function g2(·), we note that
g±2 (y) := g2
(
y ± c¯n3κ/2−1m1/2bm
)
= g2(y)± cmg2(y) · p
(
u±m(y)
b− a
J
)
n3κ/2−1m1/2
2h2
(1 + o(1)),
where by p(·) we denote the density of the standard normal distribution, and
u±m(y) =
y ± c¯n3κ/2−1m1/2bm
2h2bm
+ bm.
It is a worth mentioning that
p
(
u±m(y)
b− a
J
)
=
1√
2π
e−(u
±
m(y))
2(b−a)/(2J) =
c
m
(1 + o(1)),
because in the trigonometric case b− a = 2Jh2. Therefore,
g2
(
y ± c¯n3κ/2−1m1/2bm
)
= g2(y) +
c
ms
(1 + o(1))
with some positive c and s. Finally, applying (23), we arrive at
g2(y) = exp
{
−m 1√
2πum
e−u
2
m(b−a)/(2J)
}
=
(
1 +
1√
lnm
)
(1 + o(1)),
because b− a = 2Jh2. Therefore,
A±m(y) = e
−2e−y +
c√
lnm
(1 + o(1)), m→∞,
and the desired result (21) follows.
5. Legendre polynomials
In this section, we consider the orthogonal Legendre polynomials Pn(x),−1 ≤
x ≤ 1, defined by the formula
Pn(x) =
1
n!2n
[(
x2 − 1)n](n) , n = 0, 1, 2, .... (38)
The orthonormal Legendre polynomials P̂n(x) are defined by
P̂n(x) =
√
2n+ 1
2
Pn(x), −1 ≤ x ≤ 1. (39)
Recall that we are interested in the asympotic behaviour of the probability of
the event
{
ζ˘ ≥ u c
√
δ/2
}
as u→ +∞, where
ζ˘ = ζ˘J,m , sup
x∈[−1,1]
Υ˘J,m(x), (40)
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and the Gaussian field Υ˘J,m(x) is defined by
Υ˘J,m(x) = Υ˘(x) , c
J∑
j=0
√
2j + 1
2
Pj(x)Zj = c
J∑
j=0
P̂j(x)Zj , x ∈ [−1, 1],
(41)
Zj are i.i.d. standard normal random variables, and c is a constant that will
be defined later. Note that here we slightly change the notation introduced in
Section 3.
This section is devoted to the proof of Theorem 3.2 (ii). The main idea of the
proof is to use Corollary 8.3 from [23]. Below we check the conditions of this
theorem, listed on pp.118-119 and 133 from [23].
5.1. Properties of Legendre polynomials
Below we list some important properties of the Legendre polynomials, as well
as some essential ideas of the proofs of these properties.
1. Many properties of Legendre polynomials may be derived from the gener-
ating function representations
F (x,w) ,
1√
1− 2xw + w2 =
∞∑
n=0
Pn(x)w
n,
F ′x(x,w) = w
(
1− 2xw + w2)−3/2 = ∞∑
n=0
P ′n(x)w
n,
see [26], formula (11). In particular,
Pn(1) = 1, Pn(−1) = (−1)n,
P ′n(1) =
n(n+ 1)
2
, P ′n(−1) = (−1)n+1
n(n+ 1)
2
. (42)
2. From the Laplace formula ([26], p. 128, formula (1))
Pn(x) =
1
π
∫ pi
0
(
x+ i
√
1− x2 cos θ
)n
dθ, |x| ≤ 1,
we derive that
|Pn(x)| ≤ 1
π
∫ pi
0
[x2 + (1 − x2) cos2 θ]n/2dθ ≤ 1, |x| ≤ 1, (43)
and
|Pn(x)| < 1 for |x| < 1. (44)
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3. Another important property is that max[−1,1]
∣∣P ′j(x)∣∣ = P ′j(1). In fact, by
8.915 (2) from [12],
P ′j(x) =
∑
{k: j−2k−1≥0}
(2j − 4k − 1)Pj−2k−1(x).
Clearly, ∣∣P ′j(x)∣∣ ≤ ∑
{k: j−2k−1≥0}
(2j − 4k − 1). (45)
Suppose that j = 2l. Then we obtain from (45)
|P ′2l(x)| ≤ (4l− 1) + (4l− 5) + ...+ (4l − 4(l − 1)− 1) = 4l2 −
l−1∑
k=0
(4k + 1)
= 4l2 − 2l(l− 1)− l = 2l2 + l = 2l(2l+ 1)
2
= P ′2l(1). (46)
If j = 2l− 1 we obtain again from (45)∣∣P ′2l−1(x)∣∣ ≤ (4l− 3) + (4l − 7) + ...+ (4l − 4(l− 1)− 3)
= 4l2 −
l−1∑
k=0
(4k + 3) = 4l2 − 2l(l− 1)− 3l =
= 2l2 − l = (2l − 1)2l
2
= P ′2l−1(1). (47)
Therefore, from (46) and (47) it follows that
max
[−1,1]
∣∣P ′j(x)∣∣ = P ′j(1) = j(j + 1)2 .
5.2. Covariance function of the process Υ(x)
The covariance function r(x, y) of the process Υ(x) is equal to
r(x, y) = c2
J∑
j=0
2j + 1
2
Pj(x)Pj(y),
while the correlation function ρ(x, y) is equal to
ρ(x, y) =
∑J
j=0 (2j + 1)Pj(x)Pj(y)(∑J
j=0 (2j + 1)P
2
j (x)
)1/2 (∑J
j=0 (2j + 1)P
2
j (y)
)1/2 ,
ρ(x, x) = 1, x ∈ [−1, 1]. (48)
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Denote by σ2(x) the variance of the process Υ(x), that is,
σ2(x) = r(x, x) = c2
J∑
j=0
2j + 1
2
P 2j (x). (49)
Let us check the condition (E1) on p. 118 from [23], which states that the
variance of the process Υ(x) can be represented as
σ(x) = 1− |Aj(x − xj)|βj (1 + o(1)) , j = 1, .., q, (50)
where x1, ..., xq are the points of maximum of σ
2(x), Aj 6= 0, βj ∈ IR, j = 1..q.
From (43) and (44), it follows that q = 2, x1 = 1 and x2 = −1, and
σ2(1) = σ2(−1) , σ2max = c2
J∑
j=0
2j + 1
2
=
c2
2
(J + 1)2. (51)
Since from (50) it follows that σmax = 1, we choose c =
√
2/(J + 1). Next, we
calculate the derivative of the variance,
σ′(x) =
c√
2
∑J
j=0 (2j + 1)P
2
j (x)
J∑
j=0
(2j + 1)Pj(x)P
′
j(x).
In the neighbourhood of x = 1 we have an expansion
σ(x) = σ(1)− σ′(1)(1− x) + o((1 − x)2), (52)
where
σ′(1) =
c
4
√
2
J(J + 1)(J + 2) = J(J + 2)/4.
Analogously, in the neighbourhood of x = −1 we have an expansion
σ(x) = σ(−1) + σ′(−1)(x+ 1) + o((x + 1)2), (53)
where
σ′(−1) = −J(J + 2)/4.
From (52) and (53), we finally conclude that (50) holds with β1 = β2 = 1 and
A1 = A2 = J(J + 2)/4.
5.3. Local homogeneity
The second condition (E2) on p.112 from [23] is about the local homogeneity of
the process. It states that for any j = 1..q,
ρ(x, y) = 1− Cj |x− y|αj (1 + o(1)) , as x→ xj , y → xj , (54)
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where Cj 6= 0, αj ∈ IR. Let us first check (54) for the point x1 = 1. Denote
Slk(x) = S
J
lk(x) :=
J∑
j=0
(2j + 1)P
(l)
j (x)P
(k)
j (x), k = 0, 1, 2, l = 0, 1.
Then we get from (48) with ∆ := y − x,
ρ(x, y) = ρ(x, x+∆)
=
∑J
j=0 (2j + 1)Pj(x)Pj(x+∆)[(∑J
j=0 (2j + 1)P
2
j (x)
)(∑J
j=0 (2j + 1)P
2
j (x +∆)
)]1/2
=
S00(x) + S01(x)∆ +
1
2S02(x)∆
2 + o(∆3)(
S¯(x)
)1/2 ,
where we use the notation
S¯(x) = [S00(x)]
2 + 2S00(x)S01(x)∆ + S00(x) [S11(x) + S02(x)] ∆
2 + o(∆3).
Continuing the line of reasoning,
ρ(x, y) =
1 + S01(x)S00(x)∆+
1
2
S02(x)
S00(x)
∆2 + o(∆3)(
1 + 2S01(x)S00(x)∆+
[S11(x)+S02(x)]
S00(x)
∆2 + o(∆3)
)1/2
=
1 + S01(x)S00(x)∆+
1
2
S02(x)
S00(x)
∆2 + o(∆3)
1 + S01(x)S00(x)∆+
1
2
{
[S11(x)+S02(x)]
S00(x)
−
(
S01(x)
S00(x)
)2}
∆2 + o(∆3)
=
1 + S01(x)S00(x)∆+
1
2
S02(x)
S00(x)
∆2
1 + S01(x)S00(x)∆+
1
2
{
[S11(x)+S02(x)]
S00(x)
−
(
S01(x)
S00(x)
)2}
∆2
(1 + o(∆3))
= 1− 1
2
(
S11(x)
S00(x)
−
(
S01(x)
S00(x)
)2)
(y − x)2 + o((y − x)2).
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We have from (42)
S00(1) =
J∑
j=0
(2j + 1)P 2j (1) = (J + 1)
2
,
S01(1) =
J∑
j=0
(2j + 1)Pj(1)P
′
j(1)
=
J∑
j=1
j3 +
3
2
J∑
j=1
j2 +
1
2
J∑
j=1
j =
J(J + 1)2(J + 2)
4
,
S11(1) =
J∑
j=0
(2j + 1)
(
P ′j(1)
)2
=
1
4
J∑
j=0
(2j + 1) j2(j + 1)2
=
1
2
J∑
j=1
j5 +
5
4
J∑
j=1
j4 +
J∑
j=1
j3 +
1
4
J∑
j=1
j2 =
J2(J + 1)2(J + 2)2
12
,
Therefore, we get
1
2
S11(1)
S00(1)
=
J2(J + 2)2
24
,
1
2
(
S01(t)
S00(t)
)2
=
J2(J + 2)2
32
,
1
2
(
S11(1)
S00(1)
−
(
S01(1)
S00(1)
)2)
=
J2(J + 2)2
24
− J
2(J + 2)2
32
=
J2(J + 2)2
96
.
Thus the condition (54) holds near the point x1 = 1 with α1 = 2 and C1 =
J2(J + 2)2/96. It follows from (42) that S00(−1) = S00(1), S01(−1) = −S01(1),
S11(−1) = S11(1) and, hence, the same expansion holds near point x = −1,
with α2 = α1 and C2 = C1.
5.4. Global Ho¨lder condition
We now check the condition (E3) on p. 118 from [23], which states there exist
some g > 0, G > 0, such that for all x, y,
E
(
Υ˘J,m(x)− Υ˘J,m(y)
)2
≤ G |x− y|g .
This condition immediately follows from
d2(x, y) = c2 · E
 J∑
j=0
√
2j + 1
2
(Pj(x)− Pj(y))Zj
2
= c2
J∑
j=0
2j + 1
2
(Pj(x)− Pj(y))2 ≤ CJ (x− y)2
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with some constant CJ depending only on J , because∣∣P ′j(x)∣∣ ≤ P ′j(1) = j(j + 1)/2.
5.5. Concluding remarks
Applying Corollary 8.3 from [23] (p. 134), we arrive at
P
{
sup
x∈[−1,1]
Υ˘J,m(x) > u
}
= 2 (1− Φ (u)) (1 + o(1)) , u→∞. (55)
Intuitively (55) means that for the large level u the considered probability
is approximately equal to the sum of two probabilities P{Υ˘J,m(1) ≥ u} and
P{Υ˘J,m(−1) ≥ u}. Taking into account (23), we get
P
{
sup
x∈[−1,1]
Υ˘J,m(x) > u
}
=
√
2√
πu
e−u
2/2 (1 + o(1)) , u→∞.
Finally, we conclude that
P
{
ζ˜ > u
}
= P
{
sup
x∈[−1,1]
Υ˘J,m(x) > uc
√
δ/2
}
=
2
(
√
πc) · (
√
δu)
e−c
2δu2/4 (1 + o(1)) , u→∞.
This observation completes the proof of Theorem 3.2 (ii).
6. Wavelets
In this section, we consider the case of Haar wavelets, that is,
ψj(x) =
{
1√
δ
,
1√
δ
(
I{x ∈ [a+ δ/2, a+ δ]} − I{x ∈ [a, a+ δ/2]}
)}
,
where δ = 2−l for some l ∈ IN . For this set of functions,
ζ˜ = 2l/2 (Z0 + |Z1|) .
Therefore ζ˜/2l/2 has distribution with density and cdf equal to
pZ0+|Z1|(x) =
1√
π
e−x
2/4Φ
(
x/
√
2
)
, FZ0+|Z1|(x) = 1− Φ2
(
x/
√
2
)
.
Next, we apply a Taylor expansion of the function 1 − Φ(x) for large x up to
the second order (23), and get that
1− Φ2(x/
√
2) =
2√
πx
e−x
2/2
(
1− 2
x2
+ o
(
1
x2
))
. (56)
This completes the proof of Theorem 3.2 (iii).
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7. Discussion
The main contributions of this paper are Theorems 3.6 and 3.7 , which give
the asymptotic behavior of the maximal deviation distribution for projection
estimates. Our research is motivated by the paper [9], which is to the best of
our knowledge the unique publication on this topic. Below we list the main
findings of our research:
1. first of all, we provide a unified treatment for different sets of basis func-
tions (Legendre polynomials, trigonometric basis, wavelets);
2. we derive the asymptotics of the maximal deviation distribution for any
Legendre polynomials, not only for piecewise constant and piecewise linear
basis functions, as it was known before;
3. we have found a sequence of accompanying laws, which leads to better
convergence rate (see Theorem 3.7).
The main ingredient of the proof of Theorem 3.6 is formulated in Theorem 3.2,
which reveals the essential difference in asymptotic behaviour of Gaussian pro-
cesses for different sets of basis functions. An open problem is to prove similar
facts for any basis under some mild conditions. The existing theory for Gaussian
processes doesn’t have a unified remedy for solving such problems, and therefore
this issue can be a good topic for further research.
Appendix A: Some proofs
A.1. Proof of Proposition 3.1
The proof follows the same lines as the proof of Theorem 4.1 in [9].
1. Preliminary remarks. For an empirical process G(·) and positive constant
κ, introduce the notation
L (κ, G, d;x) := κ
d∑
r=1
[∫
D
ϕr(u) dG(u)
]
ϕr(x).
When there is no risk of confusion, we will use the simplified notation L (κ, G).
Note that
sˆn(x) − Esˆn(x) = L
(√
n/T, Zn(F∆(·)), d;x
)
=: L1(x),
where Zn(·) is the standardized empirical process of a uniform random sample
F∆(X
(k)
∆ ), k = 1..n, that is
Zn(x) :=
√
n
(
1
n
n∑
k=1
I
{
F∆(X
(k)
∆ ) ≤ x
}
− P
{
F∆(X
(k)
∆ ) ≤ x
})
,
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and Ft(·) is the distribution function of Xt. In our notations, Zn(F∆(·)) is the
empirical process for X
(k)
∆ , k = 1..n,
Zn(F∆(x)) =
√
n
(
1
n
n∑
k=1
I
{
X
(k)
∆ ≤ x
}
− F∆(x)
)
.
2. Komlo´s-Major-Tusnady construction. Applying Theorem 3 in [15], we get
that there exists a version of Zn(x) (denoting below also as Zn(x) for simplifyng
the notation) such that for any y > 0 the probability of the event
Wn(y) :=
{
sup
x∈[0,1]
|Zn(x) −Bn(x)| ≤ C1 log(n)√
n
+ y
}
is larger than 1−Ke−λy
√
n, where Bn(x) =Wn(x)−xWn(1) is the corresponding
Brownian bridge constructed by Brownian motionWn(x) and C1,K, λ are some
positive absolute constants. As usual, we take y = y∗ = log(n)/
√
n, and get that
the set W∗n =Wn(y∗) defined by
W∗n :=
{
sup
x∈[0,1]
|Zn(x)−Bn(x)| ≤ C2 log(n)√
n
}
(57)
is of probability larger than 1−K/nλ.
3. L1(x) L2(x) := L
(√
n/T,Bn(F∆(·)), d;x
)
.
By the definition of the functional L ,
L1(x) −L2(x) = L
(√
n/T, Zn(F∆(·))−Bn(F∆(·))
)
(58)
It is a worth mentioning for any empirical process G,
sup
x∈D
∣∣∣L (κ, G, d;x)∣∣∣ ≤ C2 κ m w(G,D, δ), (59)
where C2 is a positive constant depending on (ϕr), and w is the modulus of
continuity, that is
w(G,D, δ) := sup
{
|G(u)−G(v)| : u, v ∈ D, |u− v| < δ
}
.
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In fact, using integration by parts we get that for x ∈ Ip,∣∣∣L (κ, G, d;x)∣∣∣ =
∣∣∣∣∣∣κ
J∑
j=0
[∫ a+δ
a
ψj(u) dG
(
u+ δ¯
)]
ψj(x− δ¯)
∣∣∣∣∣∣
=
∣∣∣∣∣∣κ
J∑
j=0
[
ψj(a+ δ)
(
G(a+ δ¯ + δ)−G(a+ δ¯)
)
−
∫ a+δ
a
(
G(u+ δ¯)−G(a+ δ¯)
)
dψj(u)
]
ψj(x − δ¯)
∣∣∣∣∣
≤ κ
J∑
j=0
(
sup
x∈I1
|ψj(x)|+ V a+δa (ψj)
)
sup
x∈I1
|ψj(x)| · w(G,D, δ)
≤ C2 κ m w(G,D, δ),
where δ¯ := δ(p − 1), C2 > 0, and we use a slightly simplified notation ψj(·) :=
ψmj (·) and the conditions (4). Combining (57), (58) and (59) we get that on the
set W∗n,
sup
x∈D
|L1(x) −L2(x)| ≤ C3m log(n)
T
, where C3 > 0.
4. L2(x) L3(x) := L
(√
n/T,Bn(1 − F∆(·)), d;x
)
.
Taking into account that Bn(x)
Law
= Bn(1− x) for any x ∈ [0, 1], we get
L2(x) = L
(√
n/T,Bn(F∆(·))
)
Law
= L
(√
n/T,Bn(1− F∆(·))
)
= L3(x).
5. L3(x) L4(x) := L
(√
n/T,Wn(1− F∆(·))
)
.
Obviously,
L4(x) −L3(x) = L
(√
n/T, (1− F∆(·))Wn(1)
)
Similarly to Step 3, we get
sup
x∈D
|L4(x) −L3(x)| ≤
√
nd
T
C2 w
(
1− F∆(·), D, δ
)
|Wn(1)|
≤
√
nd
T
(
C5∆
2 + C6δ∆
)
|Wn(1)|
≤ d√
n
(
C5∆+ C6δ
)
|Wn(1)| ,
where the second inequality holds due to an important sequence from (8): for
any u < v, u, v ∈ D,
|P {X∆ ≥ u} − P {X∆ ≥ v}| < q∆2 + ν ([u, v])∆
≤ q∆2 + max
x∈[u,v]
|s(x)| · (v − u)∆. (60)
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6. L4(x) L5(x) := L
(
1/
√
T ,Wn ((1− F∆(x)) /∆) , d;x
)
.
Applying properties of the Brownian motion, we get
L
(√
n/T,Wn(1− F∆(·))
)
Law
= L
(
1/
√
T ,Wn ((1− F∆(·)) /∆)
)
.
7. L5(x) L6(x) := L
(
1/
√
T ,Wn
(∫ +∞
· s(u)du
)
, d;x
)
.
Using the assumption (8), we get
sup
x∈D
|L5(x)−L6(x)| ≤ dm√
T
C7w(Wn, D, q∆)
d√
T
C2 w
(
Wn
(
(1− F∆(·)) /∆
)
−Wn
(∫ +∞
·
s(u)du
)
, D, δ
)
.
In the paper [11], it is proven that
E [w(Wn, D, q∆)] ≤ C˘
√
∆ ln
(
1
∆
)
,
and therefore due to Chebyshev inequality,
P
{
sup
x∈D
|L5(x) −L6(x)| > ε
}
≤ P
{
w(Wn, D, q∆) > ε
√
T
dmC7
}
≤ C7C˘ dm
ε
√
T
√
∆ ln
(
1
∆
)
.
8. L6(x) L7(x) := L
(
1/
√
T ,
∫ +∞
·
√
s(u)dWn(u), d;x
)
.
The functionals L6(x) and L7(x) have the same distributions, because
Wn
(∫ +∞
·
s(u)du
)
Law
=
∫ +∞
·
√
s(u)dWn(u).
Recall that
L
(
1/
√
T ,
∫ +∞
x
√
s(u)dWn(u)
)
=
1√
T
d∑
r=1
[∫
D
ϕr(u)
√
s(u) dWn(u)
]
ϕr(x)
9. L7(x) L8(x) := L
(√
(b− a)/T ,Wn(·), d;x
)
. Let us show that
sup
x∈D
∣∣∣∣∣L8(x)−
√
b− a
s(x)
L7(x)
∣∣∣∣∣ ≤ C8T−1/2 supx∈D |Wn(x)| . (61)
In fact, we can represent the difference in (61) as
L8(x)−
√
b− a
s(x)
L7(x) =
√
b− a
T
d∑
r=1
Gr(x)ϕr(x),
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where
Gr(x) :=
∫
D
ϕr(u)dWn(u)−
∫
D
ϕr(u)
√
s(u)
s(x)
dWn(u).
Using integration by parts, we get
Gr(x) = ϕr(b)
(
1−
√
s(b)
s(x)
)
Wn(b)− ϕr(a)
(
1−
√
s(a)
s(x)
)
Wn(a)
+
∫
IR
(
ϕ′r(u)
(
1−
√
s(u)
s(x)
)
− ϕr(u)s
′(u)
2
√
s(u)s(x)
)
Wn(u)du
Taking into account that s(u) as well as s′(u) are bounded on D, we get
sup
D
|Gr(x)| ≤ C9 sup
D
|Wn(u)|,
and the required result follows. Note that the distribution of the random variable
sup |Wn(x)| is given by
P
{
sup
x∈D
|Wn(x)| > u
}
≤ P
{
sup
x∈D
Wn(x) > u
}
+ P
{
inf
x∈D
Wn(x) < −u
}
≤ 2P
{
sup
x∈D
Wn(x) > u
}
≤ 2P
{
sup
x∈[0,b]
Wn(x) > u
}
≤ 4P {Wn(b) > u} ,
see Theorem 2.18 (p.50) from [20].
10. supx∈D L8(x) maximum of random variables.
Let us represent
L8(x) =
√
b− a
T
m∑
p=1
J∑
j=0
[∫
Ip
ψj(u−δ(p−1))dWn(u)
]
ψj(x−δ(p−1)), x ∈ Ip.
Note that Zj,p :=
∫
Ip
ψj(u − δ(p − 1))dWn(u) are the normal random variable
with zero means and variances equal to∫
Ip
ψ2j (u− δ(p− 1))du =
∫ a+δ
a
ψ2j (u)du = 1.
Therefore,
sup
x∈D
|L8(x)| =
√
b− a
T
max
p=1..m
sup
x∈I1
∣∣∣∣∣∣
J∑
j=0
Zj,pψj(x)
∣∣∣∣∣∣
 , (62)
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or, in other words, supx∈D |L8(x)| =
√
(b− a)/T ·max {ζ1, ..., ζm} ,where ζ1, ..ζm
are independent copies of the random variable
ζ = ζJ,m = sup
x∈I1
∣∣∣∣∣∣
J∑
j=0
Zjψj(x)
∣∣∣∣∣∣
with i.i.d. standard normal r.v.’s Zj , j = 0..J .
11. Last step.
To complete the proof, we need the following technical lemma.
Lemma A.1. Let η1, ..., ηk be random variables such that
P
{
|ηi+1 − ηi| ≤ δi
}
≥ 1− γi, i = 1..(k − 1),
for some positive δi, γi, i = 1..k. Denote by Fηk the distribution function of ηk.
Then
Fηk
x− k−1∑
j=1
δj
− k−1∑
j=1
γj ≤ Fη1(x) ≤ Fηk
x+ k−1∑
j=1
δj
+ k−1∑
j=1
γj . (63)
Proof. First note that
Fη1 (x) = P {η1 ≤ x}
= P {η1 ≤ x, η2 ≤ x+ δ1}+ P {η1 ≤ x, η2 > x+ δ1}
≤ P {η2 ≤ x+ δ1}+ P {|η2 − η1| > δ1}
≤ Fη2(x + δ1) + γ1.
Analogously,
Fη2(x) ≤ Fη3(x+ δ2) + γ2,
and therefore
Fη1(x) ≤ Fη3(x + δ1 + δ2) + γ1 + γ2.
Continuing in this way, we obtain the right hand side of (63). As for the left
side, we have
Fη2(x− δ1) = P {η2 ≤ x− δ1, η1 ≤ x} + P {η2 ≤ x− δ1, η1 > x}
≤ P {η1 ≤ x} + P {|η2 − η1| > δ1}
≤ Fη1(x) + γ1.
Hence,
Fη2(x− δ1)− γ1 ≤ Fη1(x).
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Next,
Fη3(x− δ1 − δ2) ≤ Fη2(x− δ1) + γ2
≤ Fη1(x) + γ1 + γ2,
and therefore
Fη3 (x− δ1 − δ2)− γ1 − γ2 ≤ Fη1(x).
Continuing in this way, we get the left hand side of (63).
Returning to the proof of Proposition 3.1, we apply Lemma A.1 with
ηk := sup
x∈D
{√
b− a
s(x)
|Lk(x)|
}
, k = 1..7,
η8 :=
√
b− a
T
max
p=1..m
ζp.
Note that for all k = 2, .., 7,
|ηk − ηk−1| ≤ sup
x∈D
∣∣∣∣∣
√
b− a
s(x)
|Lk(x)| −
√
b− a
s(x)
|Lk−1(x)|
∣∣∣∣∣
≤ sup
x∈D
{√
b − a
s(x)
·
∣∣∣Lk(x) −Lk−1(x)∣∣∣
}
≤ sup
x∈D
{√
b − a
s(x)
}
· sup
x∈D
∣∣∣Lk(x)−Lk−1(x)∣∣∣,
and
|η8 − η7| =
∣∣∣∣∣supx∈D
{√
b− a
s(x)
|L7(x)|
}
−
√
b− a
T
max
p=1..m
ζp
∣∣∣∣∣
=
∣∣∣∣∣supx∈D
{√
b− a
s(x)
|L7(x)|
}
− sup
x∈D
|L8(x)|
∣∣∣∣∣
≤
∣∣∣∣∣supx∈D
{√
b− a
s(x)
L7(x)
}
−L8(x)
∣∣∣∣∣ ,
where we apply (62) in the second equality. Using the results obtaining on
the previous steps of the proof (and changing for simplicity the indexes for
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constants), we get that
δ1 = C1
m logn
T
, γ1 = K/n
λ,
δ3 =
(
C2
Tm
n3/2
+
C3√
n
)
q(1)n , γ3 = 2(1− Φ(q(1)n )),
δ5 = C4
m√
T
√
log
(n
T
)
, γ5 = C5
√
T/n,
δ7 = C6
1√
T
q(2)n , γ7 = 4(1− Φ(q(2)n /
√
b)),
where the sequences q
(1)
n , q
(2)
n are tending to ∞ as n→∞ and will be chosen in
the sequel, and all other δ’s and γ’s are equal to 0. Since for all positive x,
1− Φ(x) ≤ 1
x
√
2π
e−x
2/2, (64)
see, e.g., p.2 in [19], we choose q
(1)
n =
√
2λ lnn, and q
(2)
n =
√
2λb lnn, and get
that
∑k−1
i=1 γi . n
−λ as n → ∞. Next, we set T = nκ . Note that the condition
κ < 1 guarantees that ∆ = T/n→ 0 as n→∞, and moreover
δ5 = C
m
nκ/2
√
logn,
δ1 =
m logn
nκ
·O(1) . δ5
δ3 =
m
√
logn
n3/2−κ
·O(1) +
√
logn
n1/2
· O(1) . δ5,
δ7 =
m
√
logn
nκ/2
·O(1) . δ5.
Applying Lemma A.1, we arrive at the desired result.
A.2. Proof of Corollary 3.4
1. For the cases of trigonometric basis and Legendre polynomials, we use the
following result, which is given in the Russian edition of the book [23] (1988,
Corollary 6.4, page 74):
Proposition A.2. Let X(t), t ∈ [0, T ]n, be Gaussian field in Rn with continu-
ous trajectories. Suppose that
(i) for some m,σ2 <∞
|EX(t)| ≤ m, V arX(t) ≤ σ2;
(ii) the global Ho¨lder condition holds, that is for some C, γ > 0,
d2X(t, s) = E(X(t)−X(s))2 ≤ C
n∑
i=1
|ti − si|γ , ∀t, s;
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(iii) the correlation function ρ(t, s) is separated from −1, that is
ρ(t, s) > −1 + δ
for some positive δ.
Then there exist ρ > 0 such that
sup
t∈[0,T ]
P {|X(t)| > u} = sup
t∈[0,T ]
P {X(t) > u}+ sup
t∈[0,T ]
P {−X(t) > u}
+O
(
exp
(
− (u−m)
2
2σ2
(1 + ρ)
))
, u→ +∞.
In particular, if additionally the process X(t), t ∈ [0, T ] has zero mean, then
sup
t∈[0,T ]
P {|X(t)| > u} = 2 · sup
t∈[0,T ]
P {X(t) > u}+O
(
exp
(
− u
2
2σ2
(1 + ρ)
))
.
2. The process
X(t) = Υ˜(t) =
1√
J
Z0 +√2
J−1
2∑
j=1
[
Zj cos(jt) + Z˜j sin(jt)
]
has zero mean and unit variance, therefore the condition (i) is fulfilled. Next,
we get that
E (X(t)−X(s))2
=
2
J
· E
∑
j
Zj (cos(js)− cos(jt)) +
∑
j
Z˜j (sin(js)− sin(jt))
2 ,
and therefore the global Ho¨lder condition (ii) holds because
E (X(t)−X(s))2 = 8
J
∑
j
(1− cos(j(t− s)))
2
=
32
J
∑
j
(
sin2
(
j(t− s)
2
))2
≤ 2
J
∑
j
j2
2 (t− s)4.
Finally, the covariance and the correlation functions are equal to
ρ(t) = r(t) =
1
J
1 + 2
J−1
2∑
j=1
cos(jt)
 . (65)
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Clearly,
ρ(t) ≥ 1
J
1 + 2
J−1
2∑
j=1
(−1)
 = 2J − 1 > −1 + 1J (66)
so the condition (iii) is also satisfied. Therefore, we can apply Proposition A.2
in the case of trigonometric basis.
3. Let us check the conditions (i) - (iii) for the case of Legendre polynomials,
that is, for the Gaussian process
Υ˘J,m(x) = Υ˘(x) , c
J∑
j=0
√
2j + 1
2
Pj(x)Zj x ∈ [−1, 1],
where by Pj we denote the orthogonal polynomials defined by (38). The condi-
tion (i) is trivial because the process Υ˘(x) has zero mean and bounded variance
given by (49). The condition (ii) was already checked in Section 5.4. To show
that the third condition holds, we consider the correlation function
ρ(x, y) =
∑J
j=0 (2j + 1)Pj(x)Pj(y)(∑J
j=0 (2j + 1)P
2
j (x)
)1/2 (∑J
j=0 (2j + 1)P
2
j (y)
)1/2 .
Applying the Cauchy-Schwarz inequality to the sequences
~a =
(
P0(x),
√
3P1(x),
√
5P1(x), ...
)
and ~b =
(
P0(y),
√
3P1(y),
√
5P1(y), ...
)
, we
immediately get that ρ(x, y) = −1 if and only if ~a = c~b for some negative c.
Since P0(x) = P0(y), we conclude that ρ(x, y) > −1 for any (x, y) from the
compact set [0, 1]2. Therefore, the condition (iii) is fulfilled with some δ.
4. In the case of wavelets, we are not able to use Theorem A.2, because the
trajectories of the process are discontinuous, but can arrive at desired result
using some straightforward calculations. In fact, similar to Section 6, we get
that
ζ = 2l/2 · (|Z0|+ |Z1|) .
Hence the density function of ζ/2l/2 is equal to
p|Z0|+|Z1|(x) =
1
π
e−x
2/4
∫ x
−x
e−u
2/4du,
we get that as u→∞,
P {ζ > u} ≍ 2√
π
∫ ∞
u
e−u
2/2du = 4
(
1− Φ(u/
√
2)
)
=
4√
πx
e−x
2/2
(
1− 2
x2
+ o
(
1
x2
))
,
where the last equality follows from (23). Comparing the last expression with
(56), we arrive at desired result.
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A.3. Proof of Theorem 3.5
From (10) we get that for any u,
P
{√
T
m
Zn ≤ u
}
≤
(
F˘
(√
m u+ c1Λn
))m
+ c2n
−λ.
From (16), it follows that for u→∞ as m→∞,
1− F˘ (√mu+ c1Λn) ≍ 2h1
uk
exp
{−h2 u2}→ 0, u→∞.
Therefore, substituting u = u˜m = um − c1Λnm−1/2,(
F˘
(√
m u˜m + c1Λn
))m
= em·ln(1−(1−F˘ (
√
mum)) = eWmeo(Wm), m→∞,
where Wm := −m · P
{
ζJ,m ≥ √mum
}
. Applying (16) once more, we conclude
Wm = −2h1 m
ukm
exp
{−h2u2m} (1 + τ˘ (um)) .
Since am →∞, bm/cm →∞ as m→∞, we get
Wm = −2h1 m
bkm
exp
{
−h2 ·
(
2y
bm
am
+ b2m − 2cm
)}
(1 +R(m)) ,
because(
1 +
y
ambm
− cm
b2m
)−k
exp
{
−h2
(
y2
a2m
− 2y cm
ambm
+
c2m
b2m
)}
=
(
1− k
2h2
ln bm
bm
)(
1− k
2
4h2
(
ln bm
bm
)2)(
1 + o(1)
)
= 1− k
4
√
h2
ln lnm√
lnm
(1 + o(1))
Finally, we get the following asympotics for Wm:
Wm = −2 exp
{
−2h2y bm
am
}
· h1 m
exp {h2b2m}
· exp {2h2cm}
bkm
(1 + R(m))
= −2e−y(1 +R(m)),
which leads to the conclusion that for any y ∈ IR,
P
{√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
≤ um − c1 Λn√
m
}
≤ e−2e−y (1 +R(m)) + c2n−λ. (67)
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Note that we use the notation R(m) for all functions which can be represented
in the form (19) with possibly different functions o(1). Hence um = um(y) can
be represented as um(y) = y(2h2bm)
−1 − cmb−1m + bm,we get that
um(y) + c1
Λn
n
= um
(
y + 2c1h2bm
Λn
n
)
.
Moreover,
2c1h2bm
Λn
n
= 2c1h2
√
Λ2n
n2
ln
(
Λnnκ/2
lnn
)
= 2c1h2
√
Λ2n ln Λn
n2
+
κΛ2n lnn
2n2
− Λ
2
n ln lnn
n2
= o
(√
lnn
n
)
.
Since (67) is fulfilled uniformly over the compact sets, we are able to apply this
inequality with y − 2c1h2bmΛn/n instead of y. Finally, we arrive at
P
{√
T
m
sup
x∈D
(
|sˆn(x)− Esˆn(x)|√
s(x)
)
≤ um
}
≤ e−2e−y (1 +R(m)) . (68)
Analogously to (67) and (68), we derive from (11) that
P
{√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
≤ um + c1 Λn√
m
}
≥ e−2e−y (1 +R(m))− c2n−λ, (69)
and
P
{√
T
m
sup
x∈D
(
|sˆn(x)− Esˆn(x)|√
s(x)
)
≤ um
}
≥ e−2e−y (1 +R(m)) . (70)
Joint consideration of (68) and (70) completes the proof.
A.4. Proof of Theorem 3.6
Consider the difference
Esˆn(x)− s(x) =
d∑
r=1
[
1
∆
E (ϕr(X∆))−
∫ b
a
ϕr(u)s(u)du
]
ϕr(x)
=
J∑
j=0
m∑
p=1
[
1
∆
E (ϕj,p(X∆))−
∫
Ip
ϕj,p(u)s(u)du
]
ϕj,p(x),
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where ϕj,p(x) = ψ
m
j (x− δ(p− 1)) I {x ∈ Ip} , j = 0..J, p = 1..m. Due to
Lemma B.1 from [9],∣∣∣∣∣ 1∆E (ϕj,p(X∆))−
∫
Ip
ϕj,p(u)s(u)du
∣∣∣∣∣
≤
(∣∣ψmj (a)∣∣+ ∫ a+δ
a
∣∣(ψmj )′(u)∣∣ du
)
M∆(Ip),
where
M∆(A) = sup
y∈A
∣∣∣∣ 1∆P {X∆ > y} − ν ([y,+∞))
∣∣∣∣ , A ⊂ IR.
Applying the small-time asymptotic result (2.2) from [9], which we also use in
this paper (see (8)), we conclude that M∆(Ip) ≤M∆([a, b]) ≤ q∆, and therefore
sup
x∈[a,b]
|Esˆn(x)− s(x)|
≤ qnκ−1 ·
J∑
j=0
(
|ψmj (a)|+
∫ a+δ
a
∣∣(ψmj )′(u)∣∣ du
)
sup
x∈[a,a+δ]
∣∣ψmj (x)∣∣ .
Next, using the conditions (4), we arrive at
sup
x∈[a,b]
|Esˆn(x) − s(x)| ≤ c˘nκ−1m. (71)
Since√
T
m
sup
x∈D
(
|sˆn(x)− s(x)|√
s(x)
)
≤
√
T
m
sup
x∈D
(
|sˆn(x) − Esˆn(x)|√
s(x)
)
+
√
T
m
sup
x∈D
(
|Esˆn(x)− s(x)|√
s(x)
)
≤ um + c˘ · n(3κ/2)−1m1/2, (72)
we arrive at the desired result.
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