In this paper, we address the evaluation of algorithms for partial shape retrieval using a large-scale simulated benchmark of partial views which are used as queries. Since the scanning of real objects is a time-consuming task, we create a simulation that generates a set of views from a target model and at different levels of complexity (amount of missing data). In total, our benchmark contains 7,200 partial views. Furthermore, we propose the use of weighted effectiveness measures based on the complexity of a query. With these characteristics, we aim at jointly evaluating the effectiveness, efficiency and robustness of existing algorithms. As a result of our evaluation, we found that a combination of methods provides the best effectiveness, mainly due to the 
Introduction
Three-dimensional data are attracting the attention of many research fields due to the potential applications in real scenarios. On one side, the availability of large repositories of shapes, such as Google 3D Warehouse and TurboSquid, open up new possibilities for the exploration of effective and efficient content-based search engines that provide support to further high-level applications in modeling, engineering, and so on. On the other side, the availability of consumer-level 3D scanning devices has promoted the massive use of 3D data for scene understanding and vision-related topics. Nevertheless, a non-trivial question remains open about how to take advantage of these two resources jointly. One possible scenario is the content-based retrieval when the query is a scanned object. The ability of querying a 3D shape repository using a scanned object can support high-level tasks such as recognition, modeling with examples, engineering processes, just to name a few.
In the shape retrieval community, this problem is called partial shape retrieval (or whole-from-part retrieval) and it is still an open and challenging problem. The problem can be stated as: given a partial view of an object as query, retrieve all the 3D models from a repository which are partially similar. By partial similarity, we mean objects that have some part which is similar to the query. In special for scanned objects, we would like to retrieve objects such that some part of its surface fits the geometry of the view. A problem that requires attention is the lack of a standard framework to evaluate algorithms in partial shape retrieval. In this paper, we aim at evaluating algorithms for partial shape retrieval using a large set of queries composed of views extracted from a 3D dataset. The manual creation of 3D view data for benchmarking is a time-consuming and expensive approach which is expected to be not scalable for the creation of large benchmarks. Therefore, our main idea is to simulate a large number of partial views from an existing 3D object benchmark by generating point clouds from a number of views of a model. Furthermore, we promote the evaluation of the following criteria: effectiveness, efficiency and robustness. To evaluate effectiveness, we rely on common methodologies borrowed from the information retrieval community. To evaluate the efficiency, we measure the query time. Finally, to evaluate the robustness, we propose the use of weighted effectiveness measures which can provide a better understanding about the robustness of the algorithms to the amount of missing data. To do so, each query has an associated factor derived from the amount of missing data it represents. In this way, an algorithm is more robust if challenging queries obtain a good effectiveness.
Previous datasets have been presented so far in past editions of shape retrieval contest (SHREC) [7, 8, 26] trying to evaluate partial retrieval algorithms. Nevertheless, the query sets are rather small, with dozens of query views provided. In contrast, in our benchmark, a query set composed of 7,200 3D views, obtained from 360 target models is provided. Compared to standard datasets in the 3D retrieval community, this query set can be considered a large-scale evaluation benchmark. Table 1 shows some characteristics of previous benchmarks compared to our proposed dataset. It is also worth noting that previous efforts have been made to build benchmarks with scanned objects in the context of object recognition [5, 11] . However, in those cases, the 3D object of the scanned object is often not available and therefore it is not possible to use algorithms based on the geometry of the target model. In contrast, our benchmark is designed to evaluate how well the algorithms assess the similarity between a partial view and a 3D object, which is probably stored in a shape repository. This paper is an extension of a SHREC track [24] , where we introduced the dataset and provided a preliminary evaluation of two methods. Compared to the previous paper, we now provide a comprehensive evaluation of five techniques. In addition, we present a detailed description of our method for generating the views to make easy the reproduction of our methodology in other contexts if required. Furthermore, additionally to the evaluation of each method, we show that the combination of methods exhibits better effectiveness due to the complementary characteristics in each method.
The contributions of our paper can be summarized as follows:
-We create a large set of partial views by simulating the acquisition process of 3D scanners. -We make a comprehensive evaluation of five algorithms for partial shape retrieval. Basically, the five algorithms fall into three common approaches for partial retrieval: view-based, partition-based and bag of features. -We define weighted effectiveness measures that incorporate the knowledge about partiality of a query. These measures are useful to evaluate the robustness of the algorithms against missing data.
The paper is organized as follows. Section 2 presents the dataset and how it was built. Section 3 introduces the evaluation methodology. Section 4 is devoted to describe the five evaluated approaches which were submitted for evaluation. Section 5 evaluates and discusses the obtained results. Finally, Sect. 6 draws our conclusions and lists several promising directions as the future work.
Construction of the benchmark based on simulated range views
The dataset 1 is divided into two parts: the target set and the query set. The target set is composed of a subset of the SHREC 2009 generic shape retrieval dataset [7] . This dataset provides a uniform distribution of class sizes, thereby avoiding class bias during the evaluation. We chose 360 shapes organized into 20 classes of 18 objects per class. Figure 1 shows one example for each class in the target set. On the other hand, to obtain the query set, we simulate the process of range scan acquisition based on the target set to obtain a set of partial views. The detailed steps to obtain the query set are listed below.
Fig. 1
Classes in the target set. The classes are listed in a row-based manner from left to right: bird, fish, insect, biped, quadruped, bottle, cup, mug, floor lamp, desk lamp, cellphone, deskphone, bed, chair, wheelchair, sofa, biplane, monoplane, car and bicycle -A target shape is enclosed in a regular icosahedron. Beforehand, the shape is translated to the origin of the coordinate system and scaled to fit into a unit cube. -Each triangular face of the icosahedron will be used as a projection plane. The intersecting points between the object and the rays leaving the projection plane generate a 3D point set. For more details about the point cloud construction, see Algorithm 1. -A 3D mesh is reconstructed from the obtained point set using the Point Cloud Library [21] using the Greedy Projection Triangulation method. In brief, this method works incrementally for each point. It selects a number of neighbors in the sphere of radius r = μ × d 0 centered at the analyzed point (d 0 is the distance to the nearest neighbor of the analyzed point). The neighborhood is projected into a tangential plane and a visibility analysis is done. Finally, the neighborhood is connected forming triangles with angle constraint. We set the nearest neighbor distance multiplier μ to be 2.5 and the number of nearest neighbors is set to 20. In addition, we applied a simple hole filling algorithm to discard small holes. More specifically, our algorithm creates a new face when three adjacent faces share a triangle hole.
This simulation process represents a simplified framework of a 3D data acquisition pipeline, including a moderate degree of postprocessing (mesh generation) which is often included in current 3D acquisition software. While more complex 
Create a local reference frame with vectors − → u , − → v and − → w . Let R be the rotation matrix defined as 11: modifications (in particular adding noises) could be considered, we believe this framework is a valid first step. Figure 2 shows the stages of our simulated acquisition. In total, our method generates 20 partial views for each target mesh, so the complete query set contains 7,200 queries.
At this point, we want to make an observation about the generated partial views. The size and quality of the partial views depend on both the object and the point of view. So it is possible that some views contain less information than others. Therefore, there is an important factor that we need to take into account: how partial is a view with respect to the original mesh? To deal with this aspect, we attach a partiality factor to each partial view which can be considered as a measure of difficulty. The partiality is defined as the surface area ratio between the partial view and the original shape. This factor will be used to weight the retrieval performance as we will show in Sect. 3. 
Methodology
The input of the evaluation is a distance matrix of 7,200×360 where each entry stores the distance between a query view and a target model. Note that each query object was used for measuring the individual performance and then final measures were obtained by averaging over the complete set of queries. For evaluation, we used measures based on precision and recall to analyze the effectiveness of the algorithms. For a given query, precision is the ratio of retrieved relevant objects with respect to the complete list of retrieved objects. Likewise, recall is the ratio of retrieved relevant objects with respect to the complete list of relevant objects.
We use four standard measures commonly used by the information retrieval community:
-Mean average precision (MAP) Given a query, its average precision is the average of all precision values computed on all relevant objects in the retrieved list. Given several queries, the mean average precision is the mean of average precision of each query. -Nearest neighbor (NN) Given a query, it is the precision on the first retrieved object in the ranked list. For a set of queries, NN is the average of nearest neighbor measures. -First tier (FT) Given a query, it is the precision when C objects have been retrieved, where C is the number of relevant objects in the 3D dataset. For a set of queries, FT is the average of first tier measures. -Second tier (ST) Given a query, it is the precision when 2 × C objects have been retrieved, where C is the number of relevant objects in the 3D dataset. For a set of queries, ST is the average of second tier measures.
Furthermore, we use a rank-based measure to evaluate the effectiveness of retrieving the exact target object corresponding to a given partial view query, -Mean query rank (MQR) Given a query, the query rank is the position (in the ranked list) of the object in the dataset which generated that query (partial view). Given several queries, the mean query rank is the mean of query ranks for each query.
The aforementioned measures do not consider the relative complexity of each query. In this case, the dataset provides the information about partiality which is a good indicator of complexity. Therefore, we use a weighted version of each effectiveness measure as follows. For the precision-based measures (MAP, NN, FT and ST) and a set of queries Q with their partiality information, the weighted version is
For the rank-based measure (MQR), we use the following weighted counterpart
Note that the weights contribute to enhance the measures when partialit y(i) gets smaller. For the precision-based measures, a small partialit y(i) improves the performance. Similarly, for the rank-based measure, a small partialit y(i) contributes to decrease the rank.
Methods
We evaluate five methods for partial shape retrieval. Following is a list of contributions and the authors.
-Range scan-based 3D model retrieval by incorporating 2D-3D alignment by Li et al. [14, 16] . This method is presented in Sect. 4.1 (for abbreviation, we refer this method as SBR-2D-3D). -Range scan-based 3D model retrieval by viewpoint entropy-based adaptive view clustering by Li et al. [15] . This method is presented in Sect. 4.2 (for abbreviation, we refer this method as SBR-VC). -Partial shape retrieval using data-aware partitioning by Sipiran et al. [23] . This method is presented in Sect. 4.3 (for abbreviation, we refer this method as data-aware). -Partial shape retrieval using Bag of Features by Sipiran et al. This method is presented in Sect. 4.4 (for abbreviation, we refer this method as BoF). -Partial shape retrieval with spin images and signature quadratic form distance by Sipiran and Bustos. This The evaluation of the methods is performed in two parts. First, each method is evaluated with different values for its involved parameters. These evaluations are presented right after the description of the method. Finally, the best configuration of each method is compared in Sect. 5.
Range scan-based 3D model retrieval by incorporating 2D-3D alignment
The retrieval algorithm is a modified version of the sketchbased 3D model retrieval algorithm proposed in [14] . The main steps are described in Fig. 3 . It comprises precomputation and online retrieval which contains two successive steps: scan-model alignment and scan-model matching. In detail, it first precomputes the view context [13] and relative shape context features (100 sample points) of a set of (e.g., 81 in the algorithm) densely sampled views for each model in the 3D dataset. For the query scan, we first generate its silhouette feature view and then similarly compute its view context and relative shape context features. Based on the view context of the silhouette feature view and the sample views of a 3D model, we perform a scan-model alignment by shortlisting several (8 or 16 in this case) candidate views of the model to correspond with the silhouette feature view and finally perform scan-model matching based on the shape context matching between the silhouette feature view of the query scan and the candidate sample views of the 3D model. To extract the relative shape context features and compute the view context feature for a range scan query, it is required to first generate its silhouette feature view. This is also the main difference between the modified retrieval algorithm for range scan queries and the original algorithm for sketch queries in [14, 16] . The details of the silhouette feature view generation for the range scan query are as follows. The operations applied to a query to obtain its silhouette feature view are summarized in Fig. 4 .
We summarize the range scan-based 3D model retrieval algorithm based on a similar 2D-3D alignment process [14] into the following six steps. Given a simulated query scan and the target 3D model dataset, we perform the retrieval as below.
(1) Feature views generation We generate both silhouette and outline feature views for the scan and each 3D model.
(2) 2D feature distance computation Two different feature distances are utilized hierarchically. To efficiently compute the view context shape descriptor, we use an integrated image descriptor ZFEC. It is composed of four components: Zernike Table 2 Performance measures of SBR-2D-3D (without partiality) Table 3 Performance measures of SBR-2D-3D (with partiality) computation We perform a parallel relative shape context matching between the outline feature view of the scan and every candidate outline feature view and the minimum relative shape context matching distance is deemed as the scan-model distance. Besides parallelization, we also optimize the relative shape context computation and these two improvements work help a lot to accelerate the retrieval process, compared to the initial algorithm proposed in [14] .
(6) Ranking and output All the scan-model distances are sorted ascendingly and the models are finally listed accordingly as the final retrieval result.
The three runs SBR-2D-3D (#CV = 16), SBR-2D-3D (#CV = 8), SBR-2D-3D (#CV = 4) are three variations with different number of candidate views. Table 2 shows the results of SBR-2D-3D method using the unweighted measures. Table 3 shows the results of SBR-2D-3D method using the weighted measures.
As can be seen in Another important criterion to take into account is the robustness to partiality. When the weighted measures are used, all the precision-based measures drop consistently (see Tables 2, 3 ). This means that there is a high probability that challenging queries are obtaining a low precision. We believe that highly partial queries are difficult to represent with their view context as they convey poor silhouette information. Also, the selection of candidate views based on alignment could be affected since the processing is more global and partial matching is not being considered.
Range scan-based 3D model retrieval by viewpoint entropy-based adaptive view clustering
This method is motivated by the finding that usually different numbers of sample views are needed to represent different 3D models because they differ in visual complexities. A 3D model visual complexity metric is proposed first by utilizing the viewpoint entropy distribution of 81 sample views of a model. Then, it is used to adaptively decide the number of the representative views of the 3D model to perform a Fuzzy C-means view clustering on its 81 sample views. Finally, during online retrieval it performs a more accurate and parallel relative shape context matching [2] (same implementation as that in Sect. 4.1) between a query sketch and the representative views for each target model. The modified range scan-based 3D model retrieval algorithm contains two stages: precomputation and online retrieval, as illustrated in Fig. 5 . The silhouette and outline feature view generation processes are the same as those in Sect. 4.1. Viewpoint entropybased adaptive view clustering is a most important part of the SBR-VC retrieval algorithm. It is composed of the following three steps.
(1) Viewpoint entropy distribution We sample a set of (e.g., 81 in the algorithm) viewpoints for each 3D model. Then, we compute entropy for each viewpoint based on the method in [25] . Fig. 6 demonstrates the viewpoint entropy distribu- tions of three models based on L 3 for view sampling. As can be seen, there is high correlation between the geometric complexity of a 3D model and the complexity of its entropy distribution pattern. For example, the two complex models Max Planck and armadillo have shown more complicated entropy distribution patterns than the relatively simpler model bird.
(2) Viewpoint entropy-based 3D visual complexity The original visual complexity metric proposed in [15] is based on a class-level entropy distribution analysis on a 3D dataset. Since the class information of the target 3D dataset is unavailable, we modified its definition by computing the visual complexity per model. We first compute the mean and standard deviation entropy values E m and E s among all the sample views of each 3D model. 3D visual complexity C is defined
, where E s and E m are the normalized E s and E m by their respective maximum and minimum over all the models. C ∈ [0, 1]. The metric reasonably reflects the semantic distances among different types of models.
(3) Viewpoint entropy-based adaptive views clustering Based on the 3D visual complexity value C of a 3D model, the number of its representative outline feature views N c is adaptively assigned: N c = α · C · N 0 , where α is a constant and N 0 is the total number of sample views and it is set to 81 in the algorithm. To speed up the retrieval process, α is set to different α values, while the number of sample points for the contour(s) of each sketch is set to 100. For more details about the SBR-VC retrieval algorithm, please refer to [15] . Table 4 shows the results of SBR-VC method using the unweighted measures. Table 5 shows the results of SBR-VC method using the weighted measures. As can be seen, SBR-VC achieves a comparable performance as SBR-2D-3D while their main difference is in the view selection strategy. Therefore, the view clustering approach used in SBR-VC achieves a similar effect as that of the scan-model alignment process in SBR-2D-3D. However, SBR-VC needs less computation, saving space and loading memory for the view selection process since it only precomputes, saves and loads the relative shape context features of the representative views for each model while SBR-2D-3D needs those features for all the sample views of each model. Thus, SBR-VC has better efficiency, especially when applied for large-scale retrieval applications.
Regarding the robustness to partiality, it is interesting to note that there is a slight improvement of the effectiveness measure when the partiality-based weights are used (see Tables 4, 5 ). As opposite to the SBR-2D-3D method, SBR-VC selects a more diverse set of representative views. Therefore, this set somehow helps to better discriminate difficult queries in comparison to the SBR-2D-3D method which is based on 2D views as well.
4.3 Partial shape retrieval using data-aware partitioning We proposed a shape retrieval method for generic shapes based on the detection of interest points. The idea is to represent a shape using a global shape descriptor and a set of part descriptions. That is, given two 3D objects O and Q, we represent them as follows:
where O has m partitions and Q has k partitions. The partitions are obtained by grouping Harris 3D keypoints [22] in the Euclidean space using an adaptive clustering algorithm [23] . Subsequently, we compute the minimum enclosing sphere of the keypoints to define the partition. Finally, the mesh part contained in the sphere is considered a partition. The representations S O and S Q contain the description of the global shape (s O and s Q ) and the descriptions of the partitions. In our experiments, we used the DESIRE descriptor proposed in [27] to describe the global shape and also the partitions.
To properly assess the similarity between two shapes, we need to define a distance d(S O , S Q ). This distance should measure the dissimilarity between two objects using their intermediate representations. We considered a linear combination between the global-to-global and the partition-based distance:
where 0 ≤ μ ≤ 1 weights the contribution of the involved terms. At this point, we focus on the definition of an appropriate distance between two sets of partitions d part (P O , P Q ). We proposed to formulate an objective matching function:
where x(.) is a boolean indicator variable that indicates if
The goal is to find the optimum x * which minimizes f (x). This can be formulated as an optimization problem to find the minimizer x * = argmin x f (x), subject to i x(i, j ) = 1 and j x(i , j) = 1 ∀i, j.
Finally, we define the distance function as
where the normalization is to deal with partition sets of different lengths.
In this method, we test several values of μ to evaluate its impact on the final measured distance. For details about the configuration setup, please refer to [23] . Table 6 shows the results of data-aware method using the unweighted measures. Table 7 shows the results of data-aware method using the weighted measures.
The improvement in the use of part-based distance to a global approach is moderate in presence of partial data. The best MAP value is obtained for μ = 0.9 which represents an improvement of 1.07 % with respect to the MAP obtained by only using a global descriptor (μ = 1.0). Nevertheless, this finding was already discussed in [23] in the context of generic shape retrieval. In the case of partial data, this behavior seems to be accentuated by the difficulty of the queries. Obviously, it is more difficult to find representative partitions in partial data and match them to partitions in the target models. However, we believe that our method is able to detect representative partitions in objects with well-defined structure (see Sect. 5 for a detailed class-by-class evaluation). With respect to the robustness to partiality, the results with the weighted performance measures present a slight drop. We believe that it was expected because our method strongly depends on global descriptors and partitions based on local features. Recall that partitions are determined by the distribution of keypoints on the mesh, so in presence of difficult queries, it is expected for these distributions to change considerably.
Partial shape retrieval using bag of features
The bag of features (BoF) approach resembles the organization of documents from a textual dictionary. In the multimedia literature, the idea is to find a feature dictionary. This dictionary is useful to find characteristic distributions of features which allow us to describe an object. In our framework, the BoF approach is applied in two steps. The first step consists of computing a dictionary of features using descriptors from the target set. Let D be the set of descriptors in R n and k be the number of clusters we want to find. To find the dictionary, we use the k-means algorithm over the set of descriptors.
The set of centroids represents the dictionary (hereafter denoted as M). The second step of BoF approach consists of combining the set M and the local descriptors to compute a descriptor per shape. Let P be the set of local descriptors for one shape. We need to compute the feature distribution for each descriptor in P as θ( where c( p j ) is a constant such that θ( p j ) 2 = 1, m i is the centroid of cluster C i and σ is constant. Each bin in θ( p j ) represents the probability that descriptor p j belongs to a cluster. Here we present the soft version of quantization as opposite to hard quantization where bins accounts for descriptors near to clusters. We use the soft version as it has shown to be effective in the shape retrieval domain [4] . The final descriptor for a shape represented by the set of descriptors P is computed as
and the matching between two objects can be performed using the L 1 distance between their quantized vectors. Nevertheless, in the context of whole-from-part retrieval, the Kullback-Leibler divergence has proven to be effective to compare quantized vectors in the BoF approach [17] . In all our experiments, we use the KL divergence as distance between a query and a target shape.
For our experiments, we compute the dictionary from descriptors of the target set. Subsequently, we use the dictionary to compute the descriptors for the target and the query set. In addition, in all our experiments, parameter σ was set to twice the median distance between centroids m i .
To test the BoF approach, we use four different descriptors available in the Point Cloud Library [21] . To properly use the provided implementations, we transform the input mesh into a 3D point cloud. For this purpose, we sample 50,000 points on the surface using the sampling method proposed by Osada et al. [18] . Following we detail the configuration used for each descriptor:
-Rectangular spin images (RSI) [10] the image width was set to 8 and the radius search was set to object_diagonal× 0.08. Each spin image has a dimension of 153. -Polar spin images (PSI) the configuration is the same as the rectangular spin images. -Shape contexts (SC) [9] the maximal radius was set to object_diagonal × 0.08 and the minimal radius was set to 0.125 times the maximal radius. The dimension of the shape contexts is 1980. [19, 20] the radius search was set to object_diagonal ×0.08. The dimension of the FPFH descriptor is 33.
We test several sizes for the vocabulary M. Nevertheless, due to the limited space, we only present the results with the best vocabulary sizes per descriptor type. Finally, for all experiments, we extract 300 Harris 3D keypoints [22] for each shape which are the input for the overall approach. Table 8 shows the results of BoF method using the unweighted measures. Table 9 shows the results of BoF method using the weighted measures.
In general in our evaluation, the BoF approach does not perform as well as previous approaches. In our opinion, quantization is not resilient to missing data, and therefore the distribution of local features in the queries is highly dissimilar to global shapes. However, it is worth noting that this method presents a moderate improvement with the evaluation of weighted measures (except for the shape context variation). In general, the use of local features is intended to provide robustness to missing data in some degree. Nevertheless, our dataset presents a difficult task even for approaches based on local features because the partial views do not exactly contain the same local geometry as the target models.
Partial shape retrieval with spin images and signature quadratic Form distance
This method involves the application of a flexible distance used to compare two shapes which are represented by feature sets. The signature quadratic form distance [1] is a contextfree distance that has proven to be effective in the image retrieval domain. In addition, in this algorithm, we build a feature set composed of normalized local descriptors. The idea is to compute an intermediate representation for each shape using a set of local descriptors which are calculated around a set of representative surface points. This algorithm is a modified version of the method evaluated in [3] . First, we compute interest points using Harris 3D [22] . We select 2 % of the number of vertices of a shape (with the highest Harris response) as keypoints. In our experiments, in average the percentage ranges between 200 and 800 keypoints. These interest points are used as base points around which the local descriptors will be computed. On the other hand, we use the complete set of vertices as accumulation points. If a shape has less than 50,000 vertices, our method samples points on the surface until reaching 50,000 points. The set of local descriptors of a shape forms the feature space of that shape. Next, a local clustering algorithm [12] is applied to obtain a set of representative descriptors. In brief, the clustering uses two thresholds to define the intercluster and intra-cluster properties of the space, so it does not depend on the number of clusters. Hence, the clustering only depends on the distribution of the descriptors in the feature space. Given a partitioning after the clustering, the intermediate representation S P of an object P is defined as a set of tuples as follows:
where c P i is the average local descriptor in the i-th cluster and w P i is the fraction of elements belonging to the i-th cluster. It is worth noting that the representation of an object depends on the clustering and two objects do not necessarily have the same number of clusters.
For the experiments, we test two runs with different descriptors. The setup is described following:
-Interest point detector We use adaptive neighborhood around a vertex to compute the local support. Two percent of the number of vertex with the highest Harris response is selected as keypoints. -Spin images computation Width of spin images W = 25, support angle A s = π and bin_si ze are set to the mesh resolution. These parameters allow us to compute spin images within a local support (a detailed description of these parameters can be found in [6] ). -Shape contexts computation We used the same configuration as presented in Sec. 4.4. -Clustering We use 0.1 and 0.2 as intra-cluster and intercluster thresholds, respectively. The minimum number of elements per cluster was 10.
(a) (b) Fig. 7 Precision-Recall plots for the best configuration setup per method -SQFD We use L 2 as ground distance and a Gaussian function with α = 0.9 for the similarity function. Tables 10 and 11 show the obtained results. From the results, we can note that spin images achieve a better performance than shape contexts. It is possible that the high dimensionality of shape contexts plays an important role in the local clustering for computing the signatures. The higher the dimensionality, the more difficult is to find the well-defined clusters in the distribution of local features in a shape. Therefore, this causes signatures to be flat in general and hence they are not so representative.
In contrast to the BoF approach, the SQFD method only depends on the local clustering of local features in a shape. We believe that the improvement achieved by SQFD over BoF reveals that the visual dictionary (which is based in the target models) do not represent the information of partial queries. In contrast, SQFD exploits the local distribution of features and therefore the signatures are more representative. As the final signature is found by averaging the local distributions, it is possible to obtain a more stable representation for both target models and partial queries (somehow dealing with outliers). It is also interesting to note that the use of local features allows to obtain an improvement when the weighted measures are used.
Evaluation and discussion
In this section, we make a comparison of the best runs of each presented method in Sect. 4. We chose the runs with the best MAP and compare them using the standard measures and the measures with partiality weights. Figure 7 ; Tables 12  and 13 show the comparison of the best runs.
There are two aspects to remark from these results. First, SBR-2D-3D approach obtains the best result to retrieve the most similar shape to a partial query. Note how the SBR- The higher performances for each evaluation measure are in bold The higher performances for each evaluation measure are in bold 2D-3D method obtains the best NN and the best MQR consistently in both kinds of evaluation (unweighted and weighted). More specifically, regarding the unweighted measures (Table 12 ) SBR-2D-3D obtained an improvement of 2.25% and 17% with respect to NN and MQR against the second best method in each measure, respectively. This means that SBR-2D-3D has the ability of retrieving a relevant object or the exact object for a partial query with a good chance. We believe that this behavior is due to the exploration of a dense set of views to perform the matching (81 in our experiments). It is likely that among the dense set of views, there is one which is very similar to the view obtained with the projection method from the icosahedron faces. This result is also (Table 12) : SBR-2D-3D obtained an improvement of 3.45 and 8 % in NN and MQR, respectively. The drop in the MQR improvement when considering the unweighted and weighted measures can be attributed to the same analysis provided in Sect. 4.1: SBR-2D-3D fails to retrieve similar models when the query is challenging. Second, the data-aware method obtains the best results when the evaluation is done over the complete list of retrieved objects. That is, this method is able to measure similarity between a partial view and target objects in the same class. This can be shown in the best FT, ST and MAP obtained (from Fig. 7 , note also how the precision-recall curve for this method outperforms the others for recall values >0.2). In addition, regarding the unweighted measures, data-aware obtained an improvement of 8.95, 15.45 and 15.51 % with respect to FT, ST and MAP against the second best method, respectively. A reason for these results is that the partitioning scheme is consistent in queries and target shapes in the same class, and therefore is a good representation to preserve the intra-class similarity. We also believe that the application of global descriptors is particularly useful in this context because there are views which are very similar to the target models when both are normalized in pose (the DESIRE method includes a pose normalization step prior to the description). In our opinion this is not a generalized rule, but when it occurs our method exploits the global similarity in conjunction with the partition-based matching to enhance the structure of the models. Again, the analysis is similar when the weighted measures are used. Data-aware obtained an improvement of 8.02, 14.69 and 14.42 % with respect to FT, ST and MAP against the second best method, respectively. It is also worth noting that there is a drop in the improvements of the measures when we use the weighted measures. This fact is in accordance with the analysis provided in Sect. 4.3 in that data-aware also fails to retrieve relevant models when the query is challenging. Nevertheless, it is also important to remark that the drop in improvement is slight.
We also performed a experiment to evaluate the behavior of each method with respect to each class. Note that all the measures we use so far are averaged over the complete set of queries. For this reasons, it is possible that those results are hiding some important information to have a clue about how each method works. Figure 8 shows the MAP averaged by class for each evaluated method. An important clue that can be extracted from this result is that view-based approaches are complementary to the data-aware method. There is a notable improvement of SBR-2D-3D against data-aware in classes such as Fish, Bottle and Sofa. Interestingly, objects from these classes shares a characteristic: they contain large smooth surfaces. Therefore, it is possible that partial queries coming from these classes contain a large portion of the real object. Apparently, this fact is being exploited by the view-based approaches, more specifically SBR-2D-3D.
Following the same logic, we identified the classes in which data-aware outperforms the other methods. A notable improvement can be observed in classes such as Insect, Quadruped, Floorlamp, Cellphone, Biplane and Monoplane. Interestingly, object from these classes also share a characteristic: they are composed by well-defined parts and small variation structure within the class. The small variation is being exploited by the global descriptor while the partitioning takes advantage of the structure.
As a result, we believe that the two representations (viewbased and partition-based) convey complementary information, and therefore we can exploit the best of both worlds to address the problem of partial shape retrieval. In this direction, we explored the impact of combining these two approaches in a naive way to further improve the results obtained so far independently for each method.
We performed an experiment which considers to combine the two best methods by means of a simple combination rule of the provided distance matrices. For the results presented in this section, we took the distance matrices of SBR-2D-3D and data-aware to produce new distance matrices associated to a combination weight ω. Let dist S B R be the distance matrix of the best run of SBR-2D-3D and dist Aware be the distance matrix of the best run of data-aware, we combine the distance matrices using combined Distance = ω·dist Aware+(1−ω)·dist S B R. Then, the new combined distances were evaluated as usual. The higher performances for each evaluation measure are in bold Tables 14 and 15 show the results of combinations. It is worth noting the improvement of all measures (without and with partiality weights) compared to isolated methods. Here, the best MAP achieved is 0.3316, which represents a notable increment (17 %) with respect to the best MAP obtained (0.2836) in the comparison of the previous section. Also, it is important to note the influence of both methods in the combination. For example, when the combination contains high contribution of SBR-2D-3D (ω = 0.2), we obtain the best NN and MQR. This is consistent with our observation that SBR-2D-3D is suitable to obtain the best target shape for a partial query. On the other hand, the best retrieval results occur with more balanced contributions of both methods (ω = 0.3 and ω = 0.4).
These results show the ability of each method to perform similarity search with partial 3D shapes. In addition, it is worth noting that different approaches contribute in different ways to the retrieval task. Therefore, it seems that the approaches compute complementary representations, which are able to get different aspects of partial queries. This is the reason why the combination of the two best methods performs better than the isolated methods.
Timing
An important aspect to evaluate is the efficiency of methods for partial shape retrieval. Table 16 shows the average time for each algorithm to perform a similarity search given a partial view as query. The platform used in SBR-2D-3D and SBR-VC was composed of a DELL Precision T7500 machine with an Intel Xeon CPU X5675 @3.70 GHz 3.06 GHz (2 processors, 12 cores), 20GB memory and Windows 7 64-bit OS. On the other hand, Data-Aware, BoF and SQFD were evaluated on a Intel Core i7-3537U processor @2.00GhZ (4 cores) with 8GB and Linux OS. Platforms are different because the evaluation was done separately by two different teams as part of a SHREC contest [24] . Still, we believe that the presented results are useful to compare the evaluated methods.
As we can see, the query time of the view-based methods depends on the number of views used for assessing the similarity. For example, reducing the number of views from 16 to 4 in SBR-2D-3D reduces the query time in almost a quarter. We can see a similar behavior in SBR-VC, but the improvement is less notorious, probably because the query time is dominated by the view clustering. It is important to recall that more views provided the best effectiveness results, therefore there is a trade-off between effectiveness and efficiency depending on the number of views used in the distance measure.
On the other hand, data-aware does not depend on the parameter for the combination of global and part description. This is because the query time is completely dominated by the optimization for the matching (computation of keypoints and partition took in average 0.4 s). Again, note that data-aware was the most effective method, so its application depends on either effectiveness which is most important to the expenses of computational time.
Interestingly, the BoF approach obtained the lower query times. Basically, these times include point sampling, description, quantization and query time. Nevertheless, it is worth noting that the BoF approach requires a off-line step to compute the vocabulary. In our experiments, this step took 5-10 h depending on the feature dimension and the number of cluster for the dictionary. Once we have computed the vocabulary, the query process is very fast.
Finally, SQFD presents a intermediate query time between Data-Aware and BoF. Most of the time in SQFD method is devoted to the computation of the SQFD distance which is expensive (computation of keypoints, description and local clustering took in average 0.21 s).
Conclusions and future work
In this paper, we evaluated five methods using a large-scale dataset with simulated partial views. The dataset is composed of a set of partial views generated based on a target set of shapes. To the best of our knowledge, this is the first attempt to evaluate partial shape retrieval algorithms in a large-scale scenario. In addition, we introduced a novel-weighted performance measure which involves the complexity and difficulty of the queries.
Our results show that the dataset was very challenging. Firstly, although the combination of methods showed to improve the results compared to the evaluation of the independent methods, the results still remain moderate. This is an indication that the problem is far from being solved. Moreover, in our opinion, the dataset represents a scenario for realworld applications because it was built by simulating the real scanning process. Therefore, it is important to realize this in to find out the real capabilities of existing algorithms. Secondly, the combination of approaches seems to be the direction to find new solutions to the whole-from-part retrieval problem. However, we believe that more sophisticated combinations of complementary descriptions need to be evaluated. We plan to go in this direction in the feature, trying to obtain complementary representations for shapes and partial queries. Thirdly, efficiency and robustness issues do matter. Obviously, for large-scale retrieval tasks, it is necessary to have fast algorithms which are able to deal with imperfections of meshes obtained from real devices. As a consequence, we identify robust partial shape retrieval algorithm scalable to large datasets as a promising future research direction. We identify additional interesting future work for the generation of even more realistic retrieval benchmarks. In particular, one may wish to control the level of resolution of the acquisition process, or introduce various kinds of data noises. In particular, varying lighting conditions and reflectance properties that influence the precision degrees of 3D acquisition, could be considered.
