In this paper, we proposed a local region structured noise reduction method for cortical optical imaging (OI). In our method, block-designed task paradigm was employed. Canonical correlation analysis (CCA) technique was used to extract the underlying structured sources voxel by voxel. The response signals were detected among structured sources by surrogate test based on the reduced autoregression model (ST-RARM) technique. The power of structured noise was eliminated from original time series and then the data were reconstructed. Monte-Carlo simulation was applied to demonstrate the validity of our method. The results showed that our method was more efficient in activated voxel detection compared to the generally used methods PCA, DCT. Further, by using our method the phase knowledge of response signals was well preserved in the reconstructed data and hence a more accurate estimate was obtained. The final activity mapping was generated by utilizing the knowledge of both response amplitude and phase. The vein artifacts were efficiently reduced. Six sets of true OI data collected from the hind-paw (HP) area of rat's cortex were processed and improved activity mappings were obtained.
Introduction
Intrinsic optical imaging (OI) first appeared in 1980s [11] and from then on the number of studies using it has been growing rapidly [5, 10, 13, 18] . Functional physiological changes, e.g. the blood volume changes, hemoglobin oxymetry changes, and light scattering changes, result in intrinsic tissue reflectance changes that are exploited in OI to map functional brain activity. The technique offers high spatio-temporal resolution which makes it a proper tool for imaging development and plasticity of neuron in a long duration [11] . This technique has also been becoming a tool of intraoperative functional mapping [13] .
One of the primary problems of OI which cumbers it from a wider application is that OI signal contains abundant and complicated noise sources and hence has a low signal to noise ratio (SNR). Without deliberate neuronal activity of the brain cortex, the OI signal is a stochastic sum of various physiological and artifact signal sources. These sources include intrinsic low frequency vasomotion signal (V-signal), respiration/ cardiac signal, subject movements, light source instability, shot noise and other complicated image artifact. The superposition of these noise sources on the neural response signals results in a power reduction of the techniques applied to identify a significant hemodynamic event [4, 7, 26] . In our work, noise was classified into two categories, namely structured noise, e.g. respiration, cardiac and head movement, and unstructured noise, e.g. shot noise. These two kinds of noise have different impacts on functional mapping. It has been demonstrated the structured noise is the dominative noise source and can greatly reduce the mapping accuracy [3, 15, 24] . While, unstructured noise is generally on a low level and only has a little effect on accuracy of mapping. In addition, in some statistic methods used to detect the activated voxels, e.g. general linear model (GLM), multi-taper method (MTM), residuals are needed to preserve the degrees of freedom for error variance estimation. For their different impact on mapping, the structured and unstructured noise should be dealt in different ways.
To date, much work has been done to reduce the contribution of structured noise to activity mapping. Some researchers have tried to eliminate or reduce the structured noise by properly designed spatial, temporal or frequency filters [2, 3] . This kind of methods is efficient for the noise sources whose power centralizes in a known narrow frequency range. Additionally, this narrow range should not locate in the range where most power of response signals locate. Some structured noise, e.g. 0.1 Hz V-signal, head movement, respiration and cardiac signals has comparable temporal scales with the response signals, neither high-pass nor bass-pass filters can separate them from response signals accurately in frequency domain. The major source of variability in the OI signal is the 0.1 Hz vasomotion [3, 18, 19] which is present both at parenchyma and blood vessel regions and its phase can be modulated by local neural activities. This signal is neither spatially nor temporally homogeneous [20, 21, 23, 25, 27] , and generally its spatial distribution overlaps with the activity [1, 6, 13, 27, 28] , such as temporal ICA (tICA), PCA, and GLM [8, 19] . tICA can find the underlying components efficiently, but there is also a significant risk of failure because distinct results may be obtained in different run on identical data set [7] . PCA is less effective compared to tICA [6] . Mayhew and Hu (1998) have applied the GLM technique to extract V-signals by putting the sine waves into the design matrix [20] . This method is valuable for the V-signals which have been well understood.
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In this paper, we proposed a novel method to reduce the structured noise of OI. The block-designed task paradigm was employed and the structured noise was reduced voxel by voxel. When dealing with some one voxel, canonical correlation analysis (CCA) was employed to extract the underlying sources among which structured ones were detected by WN criterion. The response signals were recognized among the structured components by surrogate test based on reduced autoregression model (ST-RARM) technique. The power of the original data in the structured noise subspace was then eliminated and the data were reconstructed. The final activity mapping was generated by utilizing the knowledge of both response amplitude and phase. The vein artifacts were efficiently reduced. The processing of simulated and true OI data sets demonstrated the effect of our method on improving the accuracy of identification of neural events.
Theory

CCA method
A significant characteristic of structured noise is its high degree of autocorrelation compared to unstructured one [4, 6, 7, 9, 13, 14, 17] . This knowledge can be utilized to estimate the underlying structured signals.
Let XðtÞ ¼ fx 1 ðtÞ; . . . ; x n ðtÞg t ¼ 1; . . . ; N refer to the original data matrix with n mixtures and T samples of each mixture. Denote Xðt À kÞ; t ¼ k þ 1; . . . ; N þ k as a temporal k-lag version of the X(t). 
where r k ðW 1 Þ is correlation between z 1 (t) and its k-lag version. r k ðW 1 Þ reaches its maximum when the vector W 1 satisfies the following equation:
It can be read out that r 2 k is the largest eigenvalue of matrix C X k , and W 1 is the corresponding eigenvector. The within-and between-set covariance matrices in Eq. (2) can be estimated bỹ
Xðt À kÞXðtÞ
Insert the estimated covariance matrices into Eq. (2) and solve it to find the eigenvector W 1 . Following the same way, the vector W i i ¼ 2; . . . ; n can be found that maximization of the Eq. (1) under the constraint that W i XðtÞ i ¼ 1; . . . ; n is uncorrelated with each other. The underlying sources s i (t) can be estimated bŷ
The above algorithm is called canonical correlation analysis (CCA). In real application, k is generally set to 1. Because there are much more mixtures than there are samples of each mixture, generally separating the underlying sources is an ill-posed problem. Singular value decomposition (SVD) is used to generate L-dimensional representation for the original data set. This representation is used as the input of CCA.
Local region CCA method
In this paper, it is demanded that the task paradigm is blockdesigned, namely the stimulus present periodically and this will lead to periodical response signals. This design can bring many virtues compared to the traditional design [12] . Unlike the fMRI, EEG data, etc., the periodical response signals for different voxels in OI may have quite different phases. When CCA was applied directly to the total regions collected, the estimated phase of response signals are only an average value. The phase information of the response signals will be completely lost. Actually, phase difference of response signals among the voxels contained many valuable and important knowledge of the functional architecture, the local blood circulation, oxygen metabolizability diffusion, etc., which can not be completely reflected by response amplitudes. What is more, the phases of V-signals, such as 0.1 Hz signal, respiration signal, heat beat signal, all vary by location. It was observed in our OI data that the 0.1 Hz signals among the parenchyma and vein regions may have a phase difference up to 601. Thus when CCA is applied to total voxels collected, the estimated underlying sources contain only the information of temporal architecture of response signal, while the phase information is lost.
Aiming to preserve the phase information of response signals, in this work, we proposed local region CCA (lrCCA) method. In this method, instead of applying CCA to all the voxels, we applied CCA to voxel one by one. For a given voxel, CCA is applied to the time series of itself and its eight adjacent neighbors. For a 3 Â 3 voxel region in our OI data covers only E600 mm 2 cortical area, thus it is reasonable to assume that the underlying structured signals with the same origin in this region have no significant difference in phase and can be accurately modeled by an identical set of components.
Detection and elimination of structured noise in local region
Lets i ðtÞ i ¼ 1; . . . ; 9 t ¼ 1; . . . ; T denote the components given by lrCCA when dealing with some one voxel. In general, not all the nine components are structured and so a criterion is required. In this paper, the WN criterion [6] was exploited to recognize the structured components. The WN criterion is met if the mean power across all the frequency bins of the power spectrum was greater than the standard deviation of the power across all those frequency bins. The components which didn't pass the WN criterion were considered to be structured and their number was denoted asL. For convenience of expression, the structured components were denoted ass i ðtÞ i ¼ 1; . . . ;L; t ¼ 1; . . . ; T.
For the response signals (not limited to one) are all structured, thus most power of them should locate in the structured subspace spanned by componentss i ðtÞ i ¼ 1; . . . ;L. In addition, the response signals should only distribute at directions of a few components that present significant periodic behavior with the same frequency as the task. We called these components as the taskrelated components.
In our work, the task-related components were detected by the surrogate test based on the reduced autoregression model (ST-RARM) technique. ST-RARM is more reliable than traditional techniques, e.g. Fourier spectral estimate and autocorrelation function, and is able to make clear identification of periodic behavior when traditional techniques do not. For reasonably long but extremely noisy data sets, ST-RARM still provides a decisive and accurate estimate of the period of periodic behavior present in the data and the results are not affected by the trends or nonstationarity [22] . ST-RARM consists of three primary steps: In the first step, the models i ðtÞ ¼ a 0 þ a 1si ðt À 1Þ þ a 2si ðt À PÞ þ e t is used to fit the components i ðtÞ, where P is the period of the task. If the structured component s i presents a P-periodic behavior, it should be well fitted by this model. The model's description length for this component is calculated and denoted as L 1 DL [22] . In the second step, the null hypothesis, no periodic behavior is present, is tested by numerical procedure of surrogate data analysis. Theiler's algorithm 0 [30] is employed to generate NÀ1 surrogate time series which have no temporal autocorrelation by simply permuting the members ofs i randomly. The surrogate time series are independent ofs i , but they have the same rank distribution. The model y t ¼ a 0 þ a 1 y tÀ1 þ a 2 y tÀP þ e t is used to fit the NÀ1 surrogate time series resulting in NÀ1 corresponding description lengths denoted as L . . . ; N. In this paper N ¼ 100 and the structured components that passed the surrogate test (99%) were considered to be task-related. For convenience, the task-related components were denoted as fs 1 ðtÞ; . . . ;s K ðtÞg. Structured components fs kþ1 ðtÞ; . . . ;s~LðtÞg were considered to be structured noise components.
The subspace spanned by the structured noise components is called as the structured noise subspace and the power of original data in this subspace is eliminated in the following way
where (M, N) is the image size and x m,n is the time series of voxel (m, n).
Some statistic methods used to detect the activated voxels, e.g. GLM and MTM, residuals are needed to preserve the degrees of freedom for error variance estimation. In addition, the autocorrelation of the unstructured noise can be used to estimate the decorrelating or whitening matrix prior to further analysis. Hence, instead of a complete elimination, the unstructured noise was preserved in reconstructed data.
Because x m;n contains no structured noise, a more accurate mapping can be generated by the general techniques usually applied to detect the neural events. The procedure of our method when applying to one voxel was illustrated in Fig. 1. 
Simulation
Monte-Carlo simulation
A Monte-Carlo simulation is done to test the validity of our method. To date, we still have not completely understood the signal sources of OI data, so in this experiment we employed true OI data as the background noise. A 250-frames OI image sequence was captured at 5 Hz from the cortex of a SD rat in absence of any form of stimuli. The image size was 512 Â 512 pixels. Further, a 60 Â 60 pixels window was applied to the data to pick out HP area. This ROI (region of interested) series was used as the background. Two periodic signals were generated as the simulated response signals. These two signals had the same task frequency (0.25 Hz) and p/2 phase difference (phase ¼ 0 and p/2, respectively). In each data set, 800 task-related voxels were randomly selected as long as they were not eight adjacent neighbors of each other. The first simulated response signal was embedded into the time series of first 400 activated voxels and the second simulated response signal was embedded into the time series of other 400 activated voxels. The SNR, which was defined as the ratio between standard deviation of the neural response signal to the voxels' mean standard deviation, varied from 0.8 to 1.6 by a step 0.4. For each SNR level, 200 data sets were generated, thus there were totally 1800 data sets. In our calculation, delay lag was set to k ¼ 1.
F-test based on MTM was used to detect the task-related voxels. The F-value threshold (significance level) is determined by F-field theory. Refer to appendix A for further information about F-field theory. The receiver operator characteristic (ROC) analysis was used to address the impact of structured noise on active voxels detection. One voxel-based noise reduction method, namely discrete cosine transformation (DCT), and one global noise reduction method, namely principle component analysis (PCA), were used as the comparison of our procedure. These two methods have been widely used in fMRI and PET to reduce the noise level [7] [8] [9] . Besides the noise-reduced data generated by three methods, the original data was also included in the ROC analysis. The ROC curves for 0.8, 1.2 and 1.6 SNR levels were calculated and shown in Fig. 2 . Results of ROC analysis showed that our method outperformed PCA and DCT in all SNR levels, and PCA was more effective than DCT in activated voxels detection. Fig. 1 . The illustration of our method when applied to some one voxel. CCA was applied to the time series of itself and its eight adjacent neighbors. WN criterion was used to detect the structured components among which the response signals were detected by ST-RARM method.
ARTICLE IN PRESS
These curves also demonstrated that the existence of the structured noise could greatly weaken the power of the detection methods.
The phases of activated voxels were estimated by using fast Fourier transformation (FFT) technique. The mean7std values of estimated phases were listed in Table 1 . It can be read from the table that on all three SNR levels, our method achieved the most accurate estimate, and the following were DCT and PCA, respectively. The estimated phases of the original data greatly distorted from the true values, this suggested that a direct estimate of phase from real OI data was not reliable. Although PCA had a higher activation detection power than DCT, while in phase estimate, DCT outperformed PCA. This is because when PCA is applied, the phase differences among different activated voxels were neglected and only an average response signal was extracted, this would directly lead to the phase distortion of estimated neuronal response signals. DCT is a voxel-based method and the phase differences among activated voxels can be fairly preserved. In our method, only local voxels were employed in each run and the phase differences among these voxels were generally small enough to be neglected. Together with a significant reduction of noise level, our method can achieve an accurate and satisfied estimate of phases for activated voxels.
The above results indicated that our method outperformed PCA and DCT both in detecting the activated voxel and in preserving the spatial phase distribution of response signals.
Simulation experiment for intuitionistic evaluation
Aiming to intuitionistically evaluate the effect of our method, additional set of simulated data set on 0.8 SNR level was generated. In this experiment, the task-related voxels were selected from two 20 Â 20 squares. The two simulated response signals were embedded into them, respectively. The F-value mappings associated with our method, PCA, DCT and the original ARTICLE IN PRESS Fig. 2 . The results of ROC analysis for PCA, DCT and our method, the original data is also included in analysis. Subfigures (a), (b) and (c) are corresponding to the data sets with 0.8, 1.2 and 1.6 SNR, respectively. In each list element, the first value is the phase estimate for the voxels with 0 phase, and the second value is the phase estimate for the voxels with p/2 phase. Fig. 3 . An illustration of effect of our method. A set of simulated data with a 0.8 SNR level was generated. The task-related voxels were detected by F-test based on MTM. Subfigure (a-d) were the F-value mappings for our method, PCA, DCT and the original data respectively. Subfigure (e-h) were the corresponding phase mappings generated by FFT. The true phase value of upper-left square is 0 and that of bottom-right square is 1.57 (Ep/2). data were given in Fig. 3a-d , respectively, and the corresponding phase mappings were given in Fig. 3e -h, respectively. As can be read from the four F-value mappings, the difference between the task-related and background voxels was greatly improved by using our method compared to the results associated with PCA, DCT methods and the original data. That is to say, the task-related voxels were easier to be detected by the application of our method. Further, it can be read from the four phase mappings that among three noise-reduction methods, our method gave the best estimate. The phase difference in the two squares, which was not well preserved in the original data set, came to be obvious in the phase mapping generated by our method. Consistent with the results of Monte-Carlo simulation, DCT also outperformed PCA in phase estimate.
Processing of OI data
Our method was applied to the OI data sets collected from six rat's HP areas with sciatic nerve stimulation.
Animal preparation and data collection
The rats weighing between 200 and 350 g were kept in a 12 h dark/light cycle environment at a temperature of 22 1C. The animals were anesthetized with urethane (1 g/kg) and atropine was also administered (0.24 mg/kg) to reduce mucous secretions. A dental drill was used to thin the skull over the interested cortical area uniformly until the arterioles and veins were visualized in the field of the view of the detector. Silicon oil was applied to the skull in order to improve the translucency of the skull in the duration of data collection.
The data collection system was illustrated in Fig. 4a and a vessel image illuminated by green light (546710 nm) was shown in Fig. 4b . Image series were collected by a slow-scan digital CCD working at 5 Hz. The CCD has a 12-bit analog-to-digital converter and a 60 dB SNR. The duration of collection was 40 s and altogether 200 frames of images were collected in each trial. The cortex was illuminated at 605710 nm using a stabilized light source. Electrical stimulus of median nerve at the HP was applied to rats in all trials. The scan field, which was about 8 Â 8 mm, covered both sides of HP areas. The task consisted 10 blocks and each block consisted of 1 s stimuli (5 Hz, 0.22-0.32 mA, 3 V, 5 ms) and 3 s control, namely, the stimuli frequency was 0.25 Hz.
Processing of OI data
Our method was applied to the six sets of true OI data sets. F-test based on MTM was employed to detect the task-related voxels. The activity mappings of one rat with and without the noise reduction were shown in Fig. 5a and b. The phase mapping of task-related voxels given by FFT from noise-reduced data set was shown in Fig. 5c . It can be read out from Fig. 5c that the response signal of the parenchyma regions leads that of vein region E0.65 s. For that the lag between the stimuli and neural activities is in several milliseconds, hence this 0.65 s lag between the response signals of parenchyma region and the vein region was not due to the augment of neural activities, but more likely to have a tight relation with the local blood circulation and oxygen metabolizability diffusion. This finding suggested that when judging one task-related voxel is activated or not, besides its response amplitude, the phase information should also be considered in analysis. In our processing, voxels with 475.65 (99%) F-value and 40.3 phase were considered as activated ones, as shown in Fig. 5d . At the present time, the phase threshold was denoted manually set by set by investigating the architecture of phase mapping. Some automatic threshold method will be studied in our further work.
Discussion
CCA is an efficient and robust technique for extracting the underlying structured sources. Followed by deletion of ARTICLE IN PRESS   Fig. 4 . The data collection system was illustrated in (a) and a vessel image illuminated by green light (546710 nm) was given in (b). undesirable components and the reconstruction of the data, CCA can be used to reduce the structured noise. In OI data, the physiological noise sources are the dominating factors [4, 6, 7, 26] which are all structured and can be extracted by CCA stably and robustly. As is known, PCA and tICA [16] are also valuable blind signal separation tool. In most cases, tICA and CCA can both outperform PCA [7] . tICA has a serious shortcoming which cumbers its application. When applied to the identical data set, tICA may give quite different result in different run, so a supervisor is required to evaluate the result. It is obvious that tICA is not a proper choice for an unsupervised noise reduction procedure. CCA always gives identical result in different run and needs much less computing time than tICA. Furthermore, CCA is less influenced by the high-frequency noise compared to tICA and the underlying sources are not demanded to be non-Gaussian. CCA is more robust than tICA with respect to the low sample size in the temporal analysis and the reason may be that measuring autocorrelation does not require as many samples as measuring non-Gaussianity [7] .
In CCA, the underlying sources are assumed to be uncorrelated to each other, so before we can draw any conclusion, how well the assumptions apply should be investigated. In our application, the assumption that time series of each voxels contains several uncorrelated underlying sources, e.g. V-signals, responses signals and drifts, can be accepted in OI. The assumption of uncorrelation may be violated because of the relatively little number of the samples, the correlation between two finite length observations of the independent sources may significantly differ from zero which will lead to false results, but this will have little possibility if the length of observations is long enough and the sample frequency is relatively high. In our application, the sample frequency is 5 Hz and the data length is 200 frames which are enough to make the risk that correlation between observations of two hypothetic independent sources differs significantly from zero.
Some papers [18] [19] [20] 24] have pointed that the 0.1 Hz V-signal is a leading noise source in the OI data. The amplitude of 0.1 Hz ''noise'' is at least an order of magnitude greater than the differential mapping signals used to reveal functional architecture [18] [19] [20] . The spectral power of 0.1 Hz signal and the response signals all centralize in low frequency range. What is more, in some situation 0.1 Hz signal would strongly modulate the response signals and make it difficult to detect [29] . Thus extraction and elimination of 0.1 Hz signal has a great meaning in improving the mapping accuracy. In our experiments, 0.1 Hz signals were extracted stably in all trials. For CCA extracts the underlying structured sources by using the knowledge of their high degree of autocorrelation, which is a significant characteristic of V-signal, hence CCA is also a valuable tool for investigation of V-signal in cortex.
Conclusion
The method proposed in this paper aims to extract and eliminate the structured noise in OI data. The method is reliable, robust and less time-consuming. Monte-Carlo simulation and the processing of true OI data demonstrated that our method can efficiently reduce the structured noise level and improving the mapping accuracy of OI technique. In addition, our method can preserve the phase knowledge of response signals in reconstructed data, and thus make the phase estimate more accurate. By involving the knowledge of both amplitude and phase of response signals in analysis, the vessel artifact can be efficiently reduced. With the application of our method, the general analysis methods applied to OI data, e.g. GLM, MTM, can obtain an improved accuracy. With a small modification, our method can also be applied to fMRI and EEG data. 
The marginal distribution of F(t) for fixed t is an F-distribution with n and m degrees of freedom. 
where l(C) is the Lebesgue measure of C, and GðÞ is the Gammafunction.
With the two-dimensional case N ¼ 2, and when n ¼ 2, m ¼ 2KÀ2, then the probability of getting at least one pixel with F-value of height F a or more. In the image, is the same as the probability that the largest F-value in the entire image (F max ) is greater than F a , where 
