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We present the results of simulated injections testing the first Bayesian search-pipeline capable
of investigating the angular-structure of a gravitational-wave (GW) background influencing pulsar
signals. A stochastic background of GWs from the incoherent superposition of many inspiraling
supermassive black hole binaries at nHz frequencies is likely to be the dominant GW signal detectable
by pulsar timing arrays (PTAs). Even though one might expect a background composed of a high-
redshift cosmological population of sources to be fairly isotropic, deviations from isotropy may be
indicative of local GW hotspots or some form of continuous anisotropy in the angular-distribution
of GW-power. A GWB induces time-of-arrival deviations in pulsar signals which are correlated
between separated pulsars. In an isotropic background this cross-correlation follows a distinctive
relationship, known as the Hellings and Downs curve, that depends only on the angular separation
of the pulsars. If the background is anisotropic, the cross-correlation is different, but predictable,
and also depends on the absolute position of the pulsars. By simulating datasets containing GWBs
with various anisotropic configurations, we have explored the prospects for constraining anisotropy
using near future data. We find that at moderate to high signal to noise ratio the assumption of
isotropy is no longer an appropriate description of the simulated background. Furthermore, we can
recover the nature of the injected anisotropy in a Bayesian parameter-estimation search, and propose
a prior on the anisotropy search-space motivated by the physicality of the implied distribution of
sources.
PACS numbers:
I. INTRODUCTION
The next several years should see the true beginnings of
observational gravitational-wave (GW) astronomy. The
ground-based interferometers, such as AdLIGO [1], Ad-
Virgo [2] and KAGRA [3], are expected to be operating
at full design sensitivity by the end of this decade, al-
though the first science runs may occur several years be-
fore that. These detectors will be sensitive to the chirping
signal of stellar mass compact-binary inspirals in the fre-
quency range ∼ 10 − 103 Hz. Additionally, it is hoped
that a space-based interferometer with arm-lengths of
∼ 109 m, such as eLISA/NGO [4, 5], will be operable
by the end of 2020s, and sensitive to GWs in the fre-
quency range ∼ 0.1 − 100 mHz generated by binaries of
massive black holes (MBHs) and the extreme-mass-ratio
inspirals of stellar mass compact objects into MBHs.
Gravitational waves can also be detected through their
effect on pulsar timing residuals. Several recent studies
have claimed that pulsar timing arrays (PTAs) [6] are on
the cusp of detecting a nHz stochastic GW-background
[7–9]. PTAs exploit the timing accuracy of millisecond
pulsars [10, 11] to measure the influence of a GW per-
turbing the space-time metric along each pulsar-Earth
line-of-sight [12–15]. The frequency range that a PTA is
sensitive to is set by the pulsar observational time-span
(flow ∼ 1/T ), and the regularity of pulsar observations
∗email: staylor@ast.cam.ac.uk
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(fhigh ∼ 1/(2∆T )). The pulsar array essentially forms a
kpc GW-detector which is complementary to other GW
experiments.
In practice we must disentangle the influence of a
GW on the time-of-arrival (TOA) of pulses from other
stochastic and deterministic influences. These include
the quadratic spindown of the pulsar itself, as its ro-
tational energy is extracted to power the EM outflow.
There are also a variety of noise sources, such as clock
noise, receiver noise and dispersion measure effects. The
deterministic parameters can be fit out of the raw TOAs
to leave the timing-residuals, which include all unmod-
elled phenomena, such as GWs.
The dominant GW signal expected in the PTA band
will result from the incoherent superposition of signals
from inspiraling SMBHBs, creating a stochastic back-
ground. Essentially many signals emit GWs up in the
same frequency bin such that, at low frequency at least,
no single source can be individually resolved. At nHz
frequencies this creates a characteristic strain-spectrum
that is approximately a power-law [16–19]. However, at
higher frequencies (10−8 − 10−7 Hz), the signal may be-
come dominated by several close, bright binaries, such
that the stochasticity of the signal breaks down [20] and
the shape of the spectrum will show a stronger depen-
dence on the particular MBH assembly scenario in our
Universe.
The characteristic strain-spectrum of a GWB is defined
in terms of the fractional contribution of the background
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2to the energy-density of the Universe,
ΩGW(f) =
1
ρc
dρGW(f)
d(ln f)
=
pi
4
f2hc(f)
2
ρc
, (1)
where f is the observed GW-frequency, ρc = 3H
2/8piG
is the energy-density required for a flat Universe, and
hc(f) is the characteristic strain of the GW-background
in a frequency interval centred at f .
The characteristic strain spectrum of a GW-
background resulting from inspiraling SMBHBs is ap-
proximately hc(f) ∝ f−2/3, and to a good approximation
the strain-spectrum of a background from other sources
can also be described by a power-law. Some measur-
able primordial background contributions may have a
power-law index of −1 [21, 22], while the background
from decaying cosmic strings [23–26] may have −7/6 [27].
For most models of interest, we can describe the strain-
spectrum of a stochastic GW-background by hc(f) =
A
(
f/yr−1
)α
[28]. This characteristic strain-spectrum is
related to the one-sided power spectral density of the
GWB-induced TOA-deviations by,
S(f) =
1
12pi2
1
f3
hc(f)
2 =
A2
12pi2
(
f
yr−1
)−γ
yr3, (2)
where γ ≡ 3− 2α.
If a GWB is produced by processes occurring in the
early Universe, or a superposition of high-redshift sig-
nals, then one would expect the resulting background to
be reasonably isotropic. However, if the background sig-
nal is dominated by close, bright sources over the entire
PTA-sensitivity band (as studied by Ravi et al. [29]), or
even just at high frequencies, the breakdown of stochas-
ticity and resulting deviation from isotropy motivates a
more general characterisation of the angular distribution
of GW-power on the sky.
Over the last several years constraints on the ampli-
tude of an isotropic GWB have been published by the
three major PTA collaborations [30–32], the European
Pulsar Timing Array (EPTA) [33], the North Amer-
ican Nanohertz Observatory for Gravitational Waves
(NANOGrav) [34], and the Parkes Pulsar Timing Ar-
ray (PPTA) [35]. The International Pulsar Timing Ar-
ray (IPTA) [36] consortium combines these three efforts.
The techniques used by these groups rely on the fact that
a GWB induces correlated TOA-deviations between sep-
arated pulsars, which provides leverage against the un-
desirable noise processes. In fact, for an isotropic GWB
this cross-correlation has a unique, distinctive angular
signature dependant only on the angular-separation of
the pulsars, and is commonly referred to as the Hellings
and Downs curve [37].
Recently, Cornish and Sesana [38] proposed a cross-
correlation statistic aimed at targeting the brightest
sources in each PTA frequency-band to account for
anisotropy in the signal power. This statistic modifies
the existing isotropic correlation techniques to account
for finiteness of the source population. Essentially, in-
stead of integrating the directional correlation function
over the sky to produce the Hellings and Downs curve,
this modified statistic sums the cross-correlation function
over the brightest sources to infer their sky-positions.
Alternatively, Mingarelli et al. [39] have generalised
the existing isotropic cross-correlation technique to ac-
count for arbitrary levels of anisotropy in a GWB. This is
achieved by decomposing the angular power distribution
in terms of spherical harmonics. Isotropy is represented
by the monopole solution. For higher multipoles, the
cross-correlation is no longer a simple function of pulsar
angular separation, but rather depends on the position
of each pulsar relative to orientation of the background
anisotropy. Thus the concept of a one-parameter rela-
tionship to describe correlations induced by a GWB is
no longer appropriate, and the relationship will instead
become PTA- and GWB-specific, depending on the ob-
served pulsars and the amount of anisotropy in the GWB.
In this paper we develop and test the first anisotropic
Bayesian search-pipeline for the characterisation of a
GWB using PTAs, employing the previously men-
tioned generalised spherical-harmonic decomposition of
the cross-correlation. We have developed a suite of new
plugins for the popular pulsar-timing analysis package
Tempo2 [40–42], which can be used to inject GWBs
with any user-defined anisotropy. For this first inves-
tigation of measuring the anisotropic-correlations, we in-
ject backgrounds composed of typically 104 sources, with
sources placed according to various tested angular dis-
tributions. As such, we are investigating continuous
anisotropy in the distribution of source-positions, rather
than anisotropy through finiteness of the background,
which we defer to future work.
This paper is organised as follows. In Section II we
perform some theoretical estimates of the expected level
of anisotropy in a background composed of a superpo-
sition of many GW-signals, where the anisotropy either
derives from varying source brightness or sparseness of
the source-population. In Section III we review the the-
ory of time- and angular-correlations of GWB-induced
timing-residuals in pulsar signals, and outline a gener-
alised correlation formalism for modelling correlations in
anisotropic backgrounds. The theory of Bayesian infer-
ence is briefly reviewed in Sec. IV, followed by a descrip-
tion of the data-analysis stages involved in the search
for a stochastic GWB in pulsar datasets. A pipeline
for producing simulated pulsar datasets containing an
anisotropic GWB signal is described in Sec. VI, fol-
lowed by the results of Bayesian parameter-estimation
and evidence-evaluation on these simulated datasets in
Sec. VII, with our conclusions in Sec. VIII.
II. THE EXPECTED LEVEL OF ANISOTROPY
We wish to motivate a Bayesian search-pipeline which
is generalised to arbitrary levels of anisotropy in the
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FIG. 1: Skymaps of GW source-populations generated by evolving a population of SMBHB systems. There are ∼ 2× 104 systems in
each catalogue, which are typically massive (107 − 1010M) and close (z < 2). The relative size and colour of points within each skymap
is indicative of the GW energy-flux from each system. The GW signal from the first dataset in (a) is clearly dominated by one very
bright source. In the second dataset (b) we have several bright sources, however no outliers as in the first dataset.
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FIG. 2: We perform a spherical-harmonic decomposition of the distribution of the GW energy density on the sky resulting from a
population of inspiraling SMBHB systems, and compute the angular power spectrum, Cl. In (a) the influence of one very bright source
in skymap-(a) of Fig. 1 clearly swamps all other influences, such that we almost trivially satisfy Unso¨ld’s theorem. If we remove the
brightest source, then the anisotropic power drops to less than 0.1 relative to the monopole (isotropic). Even this level of anisotropy is
most likely due to the second-brightest sources, since if we assume equal brightness sources the l 6= 0 power drops to ∼ 10−5. This is
expected for a large population of isotropically distributed source-positions. In (b) we analyse skymap-(b) of Fig. 1. The full dataset is
predominantly isotropic, however if we simulate source sparseness or intrinsic anisotropy by analysing sub-populations, then the level of
anisotropy can be quite high.
power distribution of the GW background. We take a
realistic population of SMBHBs, generated by grafting
baryonic physics onto the dark-matter haloes of a Millen-
nium Simulation realisation, and extract those systems
with observed GW frequencies which fall within PTA
observation-frequencies [9]. These are typically massive
and close systems (z < 2). A typical catalogue contains
∼ 2 × 104 sources, each with associated chirp masses,
M, observed GW-frequencies, f , and redshifts, z. Most
importantly, the source positions are distributed isotrop-
ically on the sky. Hence, with this many sources making
up our background we would expect any anisotropy to
derive from varying source brightnesses. The radiated
power in GWs of each binary in the source rest-frame is
estimated using the quadrupole formula,
dE
dt
=
32
5
[piMf(1 + z)]10/3 , (3)
where G = c = 1. The radiated energy flux in the ob-
server frame is then given by,
F = dE
dt
× 1
4piDL(z)2
, (4)
where DL is the source luminosity distance. The energy-
density in GWs, ρ, received from each source is then
4simply given by F/c.
We now perform a spherical-harmonic decomposition
of the energy density from a GW-population, for the pur-
poses of evaluating the angular power-spectrum. Thus,
ρ(Ωˆ) =
∞∑
l=0
l∑
m=−l
clmYlm(Ωˆ) (5)
from which we compute the anisotropy coefficients,
clm =
∫
S2
dΩˆ ρ(Ωˆ)Ylm(Ωˆ) (6)
We define the observed angular power-spectrum as Cl =∑
m |clm|2/(2l + 1). Since we are dealing with a popula-
tion of point sources, the energy-density distribution is
just a sequence of delta-functions at the source positions,
such that the spherical-harmonic decomposition becomes
clm =
N∑
i=1
ρiYlm(Ωˆi) (7)
which is just a summation over the spherical-harmonic
functions evaluated at the N source-positions, and
weighted by the GW energy-density of each source.
We analyse two catalogues, whose skymaps are shown
in Fig. 1. The relative size and colour of each source
is indicative of the GW energy-density, where larger and
redder denotes a brighter source. The first dataset clearly
includes a source which swamps the signal, while the sec-
ond dataset is dominated by several bright sources. Fig-
ure 2(a) shows the angular power-spectrum of the first
dataset, evaluated up to l = 50. We see that the sin-
gle brightest source swamps the power at all l, such that
we are almost trivially satisfying Unso¨ld’s Theorem by
having [Cl/C0] = 1 at each l. If we remove the brightest
source, then we get a power-spectrum in which the power
is predominantly in the monopole (isotropic), with typi-
cally less than 10% of the isotropic power in the other l
values. This small level of power in other l values most
likely derives from the few next-brightest sources, since
if we fix all source brightness to the same value we ob-
tain a power fraction of ∼ 10−5 in l 6= 0 values, which
is what we expect when analysing a large population of
equal-brightness sources which have been isotropically
distributed on the sky.
The second dataset has several very bright sources, but
no outliers like in the first dataset. When analysed, most
of the power lies in the monopole, with typically less than
10% of the isotropic power in modes with l 6= 0. However,
if we simulate source sparseness, or some form of intrinsic
anisotropy through source-clustering, then the potential
level of anisotropy is much higher. In Figure 2(b) the
dataset has been shuffled and split into sub-populations.
We compute the angular power-spectrum of each sub-
population, and display the 95% upper limit of the power
in each l derived from the ensemble of sub-populations.
With a very sparse population the power in the modes
with l 6= 0 could conceivably be . 80% of the isotropic
power. This anisotropic power fraction tends to the value
for the full dataset as we include more sources in the sub-
populations.
Thus, if we have several very bright sources dominat-
ing our background, or some form of intrinsic anisotropy
through source-clustering, then the level of anisotropy in
the sky-distribution of GW energy-density could conceiv-
ably be high. In the following, we simulate anisotropic
backgrounds through a continuous anisotropy in GW
source-positions, and test the robustness of a Bayesian
anisotropic search-pipeline.
III. CORRELATIONS INDUCED BY A GWB
In this section we provide a brief overview of the time-
and angular-correlations in the GW-induced deviations
to the TOA of pulsar signals. We reiterate some of the
formalism of Mingarelli et al. [39] for ease of reference.
A. Cross-correlating the timing-residuals
The redshift of a signal from a pulsar in the direction
of unit vector pˆ, induced by the passage of a GW propa-
gating in the direction of Ωˆ is [43, 44],
z(t, Ωˆ) =
1
2
pˆapˆb
1 + Ωˆ · pˆ∆hab(t, Ωˆ), (8)
where ∆hab ≡ hab(te, Ωˆ) − hab(tp, Ωˆ), is the difference
in the metric perturbation at the solar system barycen-
tre, hab(te, Ωˆ), and at the pulsar, hab(tp, Ωˆ). The vectors
(te, xˆe) and (tp, xˆp) give the spacetime coordinates of the
solar system barycentre and pulsar, respectively.
This frequency-shift is integrated over time to give
the induced timing residuals, which describe the pertur-
bation to the TOA of pulses from a given pulsar,
r(t) ≡
∫ t
0
z(t′)dt′. (9)
In the transverse-traceless (TT) gauge the perturba-
tion of the metric caused by a mass quadrupole-moment
can be described in terms of the linear superposition of
the amplitudes of the two GW-polarisations permitted in
GR. Hence, the GR metric perturbation can be written
as,
hab(t, Ωˆ) = h+(t, Ωˆ)e
+
ab(Ωˆ) + h×(t, Ωˆ)e
×
ab(Ωˆ) (10)
where e+,×ab (Ωˆ) are the polarisation tensors, defined in
terms of orthonormal basis vectors around Ωˆ,
e+ab(Ωˆ) = mˆamˆb − nˆanˆb
e×ab(Ωˆ) = mˆanˆb + nˆamˆb. (11)
5In a spherical-polar coordinate system, where
the direction of GW-propagation is Ωˆ =
[sin θ cosφ, sin θ sinφ, cos θ], the polarisation basis
vectors take the following form,
mˆ = [sinφ,− cosφ, 0]
nˆ = [cos θ cosφ, cos θ sinφ,− sin θ]. (12)
For the purposes of the following, we can also express
the GW metric perturbation at a position in our coordi-
nate system, ~x, in terms of a plane-wave expansion. In a
co-ordinate system centred at the solar system barycen-
tre, with the pulsar some distance L away (such that
tp = te − L = t − L, xˆe = 0, and xˆp = Lpˆ) this has the
form
hab(t, ~x) ≡
∑
A=+,×
∫ ∞
−∞
df
∫
S2
dΩˆ hA(f, Ωˆ)e
2piif(t−Ωˆ·~x)eAab(Ωˆ).
(13)
Using this, ∆hab(t, Ωˆ) in Eq. (8) becomes,
∆hab(t, Ωˆ) =
∑
A=+,×
∫ ∞
−∞
df
∫
S2
dΩˆ eAab(Ωˆ)hA(f, Ωˆ)e
2piift
×
[
1− e−2piifL(1+Ωˆ·pˆ)
]
(14)
where pˆ and L are the position and distance to the pul-
sar, respectively. The redshift of a signal induced by the
passage of a GW can now be written as,
z(t) =
∑
A=+,×
∫ ∞
−∞
df
∫
S2
dΩˆ FA(Ωˆ)hA(f, Ωˆ)e
2piift
×
[
1− e−2piifL(1+Ωˆ·pˆ)
]
(15)
where the antenna beam pattern for each polarisation in
the PTA formalism is,
FA(Ωˆ) ≡ 1
2
pˆapˆb
1 + Ωˆ · pˆ e
A
ab(Ωˆ). (16)
GW-detection pipelines used in PTAs search for corre-
lated perturbations induced by GWs affecting different
pulsars. This influence is manifested through the per-
turbation to the expected TOA of a given pulse caused
by the passage of the GWs, such that what we actually
measure are a set of TOA-residuals. These residuals en-
code information about all unmodelled phenomena, such
as detectors-noise, intrinsic pulsar spin-noise and pulse
phase-jitter. Crucially though, these sorts of influences
are uncorrelated between different pulsars. The residuals
induced by GWs in different pulsars will be correlated,
which provides us the leverage required to separate these
from noise processes. We will briefly discuss the details
of how raw TOAs are processed into TOA-residuals in
Section V.
Explicitly evaluating Eq. (9) we find,
r(t) =
i
2pi
∑
A=+,×
∫ ∞
−∞
df
∫
S2
dΩˆ FA(Ωˆ)
hA(f, Ωˆ)
f
×
[
1− e−2piifL(1+Ωˆ·pˆ)
] [
1− e2piift] (17)
To determine the correlation function between the resid-
ual at time t0 in pulsar a with residual at time (t0 + t) in
pulsar b, 〈r∗a(t0)rb(t0 + t)〉, we replace the statistical en-
semble average with a time average, where the maximum
time over which we can average is the light-travel time
to the pulsar. We remove the unobservable constant off-
set from r(t) [45]. Furthermore, if we have a background
of GWs composed of a superposition of individually un-
resolvable single-sources, and such a background is sta-
tionary, Gaussian and independently polarised, we have
[46, 47],
〈h∗A(f, Ωˆ)hA′(f ′, Ωˆ′)〉 = H(f)P (Ωˆ)δAA′δ(f−f ′)δ2(Ωˆ, Ωˆ′)
(18)
where H(f) describes the spectral content of the back-
ground, defined in terms of the characteristic strain-
spectrum as hc(f)
2/(16pif). Also, P (Ωˆ) is the angular
distribution of GW-power on the sky, which we interpret
here as the angular distribution of sources comprising the
background. Finally,
〈r∗a(t0)rb(t0 + t)〉 =
∫ ∞
0
df Γab(f)
H(f)
f2
e2piift (19)
where,
Γab(f) ≡
∫
S2
dΩˆ P (Ωˆ)κab(f, Ωˆ)
 ∑
A=+,×
FAa (Ωˆ)F
A
b (Ωˆ)

κab(f, Ωˆ) ≡
[
1− e2piifLa(1+Ωˆ·pˆa)
] [
1− e−2piifLb(1+Ωˆ·pˆb)
]
(20)
In this case Γab(f) takes on the role of the “overlap-
reduction function” (ORF) due to non-co-located, non-
aligned detectors, which is often seen in the LIGO/LISA
literature.
The one-sided power spectrum of the induced residuals
is related to the auto-correlation function via the Wiener-
Khinchin theorem,
S(f) =
∫ ∞
0
〈r∗a(t0)rb(t0 + t)〉e−2piiftdt. (21)
B. Angular-correlations induced by a GWB
We now shift attention to the cross-correlation Γab(f)
between pulsars a and b. If we have a GWB composed
of a superposition of individually unresolvable single-
sources, then we can express their angular distribution
on the sky as a decomposition in spherical harmonics.
6For the remainder of this analysis we decompose in terms
of the real spherical harmonics, which are a linear com-
bination of their complex analogues.
P (Ωˆ) ≡
∞∑
l=0
l∑
m=−l
clmYlm(Ωˆ) (22)
Examining the form of Γab(f) in Eq. (20), we see that
the overlap reduction function can also be decomposed
into a set of “correlation basis-functions”.
Γab(f) =
∞∑
l=0
l∑
m=−l
clmΓ
(ab)
lm (f) (23)
where,
Γ
(ab)
lm (f) ≡
∫
S2
dΩˆ Ylm(Ωˆ)κab(f, Ωˆ)
 ∑
A=+,×
FAa (Ωˆ)F
A
b (Ωˆ)

(24)
are the generalised ORFs, or “correlation basis-
functions”.
Using the formalism of Allen and Ottewill [48], we de-
fine a “cosmic-frame” and a “computational-frame”. In
the former, pulsars have their usual RA and DEC po-
sitions on the sky. The latter frame places one pulsar
along the z-axis of the coordinate system, and the other
pulsar in the (x − z) plane. This choice permits simple
analytic expressions for the Γ
(ab)
lm (f) to be determined,
but we must remember that each distinct pair of pulsars
defines a unique computational-frame, so we must rotate
the computed values of Γ
(ab)
lm (f) back into the common
cosmic-frame.
We now quote the computational-frame correlation
basis-functions from Mingarelli et al. [39], which have
been converted to their real-form. Unless otherwise
stated, we assume that La = Lb and we are in the large
fL limit, such that κab(f, Ωˆ) ∼ 1 + δab (where δab is the
Kronecker delta), and therefore Γab(f) is independent of
f . Let the angular-separation between pulsars a and b
be ζ, and α = (1 + cos ζ) and β = (1− cos ζ).
Γ00 = N
√
pi
2
[
1 +
cos ζ
3
+ 4(1− cos ζ) ln
(
sin
ζ
2
)]
κab
(25)
The monopole (l = m = 0) is the Hellings and Downs
solution, as expected. We choose the normalisation to be
N = 3/8pi such that a pure isotropic background with
c00 = 2
√
pi will have Γaa(f) = c00Γ
(aa)
00 (f) = 1.
In the following we refer to Γlm as Γl,m to easily dis-
tinguish negative m values. The dipole correlation basis-
functions have the following form,
Γ1,−1 = 0
Γ1,0 = −N 1
2
√
pi
3
[
α+ 3β
(
α+ 4 ln
(
sin
ζ
2
))]
κab
Γ1,1 = N
1
2
√
pi
3
sin ζ ln
[
1 + 3β
(
1 +
4
α
ln
(
sin
ζ
2
))]
κab
(26)
An alternative phrasing of the correlation induced by a
dipole anisotropy in the GWB was derived in Anholm
et al. [43], but as shown in Mingarelli et al. [39] it is
completely consistent with the formalism above.
Γab,dip =Npi(cos δa + cos δb)
(
cos ζ − 4
3
−4 tan2
(
ζ
2
)
ln
(
sin
ζ
2
))
κab (27)
where δa and δb are the angular separations between pul-
sars a, b and the direction of the dipole moment of the
GWB.
The quadrupole correlation basis-functions have the
following form in the computational frame
Γ2,−2 =0 = Γ2,−1
Γ2,0 = N
1
3
√
pi
5
[cos ζ+
15β
4
(
α(3 + cos ζ) + 8 ln
(
sin
ζ
2
))]
κab
Γ2,1 = N
1
2
√
pi
15
sin ζ
[
5 cos2 ζ + 15 cos ζ
−21− 60β
α
ln
(
sin
ζ
2
)]
κab
Γ2,2 =−N 1
4
√
5pi
3
β
α
[
α(cos2 ζ + 4 cos ζ − 9)
−24β ln
(
sin
ζ
2
)]
κab (28)
The reason why the negative-m Γlm values are zero can
be easily understood from the form of the negative-m real
spherical-harmonic functions. These are proportional to
sin(|m|φ), which is an odd function. Since the evaluation
of Γlm involves integrating over φ between 0 and pi, then
this will trivially yield zero.
We must rotate these computational-frame coefficients
back into the cosmic-frame by using the rotational trans-
formations of the real-form spherical harmonics. Finally,
for a prescribed array of pulsars with known positions, we
can completely pre-compute the cosmic-frame correlation
basis-functions. These can be read-in to a search pipeline
to be multiplied with model-dependent anisotropy coeffi-
cients, clm. The clm values will be the search parameters
in such a pipeline.
IV. BAYESIAN INFERENCE
Bayes’ theorem states that the posterior probability
density function (PDF), p(~µ|D,H), of the parameters ~µ
describing a hypothesis model H, and given data D is
p(~µ|D,H) = p(D|~µ,H)p(~µ|H)
p(D|H) , (29)
7TABLE I: An interpretation of the Bayes factor in determining
which model is favoured, as given by Jeffreys [49].
Bayes factor, K ln(K) Strength of evidence
< 1 : 1 < 0 Negative (supports H1)
1 : 1 to 3 : 1 0− 1.1 Barely worth mentioning
3 : 1 to 10 : 1 1.1− 2.3 Substantial
10 : 1 to 30 : 1 2.3− 3.4 Strong
30 : 1 to 100 : 1 3.4− 4.6 Very strong
> 100 : 1 > 4.6 Decisive
where,
p(D|~µ,H) ≡ L(~µ) = likelihood of data given parameters,
p(~µ|H) ≡ pi(~µ) = prior PDF of parameters,
p(D|H) = Z = Bayesian evidence. (30)
The Bayesian evidence, Z, is the probability of the
observed data given the model H
Z =
∫
L(~µ)pi(~µ)dNµ. (31)
For posterior inference within a model, Z plays the role of
a normalisation constant and can be ignored. However,
if we want to perform model selection then this evidence
value becomes key. In Bayesian model comparison we
compute the Bayes factor
p(H2| ~D)
p(H1| ~D)
=
p( ~D|H2)p(H2)
p( ~D|H1)p(H1)
=
Z2 × p(H2)
Z1 × p(H1) . (32)
where p(H2)/p(H1) is the prior probability ratio for the
two competing models. This can often be set to one, and
we will do so in the remainder of this analysis. The Bayes
factor is then just the evidence ratio. Since the evidence
is the average of the likelihood over the prior volume, it
automatically incorporates Occam’s razor, which states
that, all else being equal, a model with fewer parameters
is favoured. HypothesisH1 is chosen if the Bayes factor is
sufficiently large. Jeffreys [49] gave a scale interpretation
for the Bayes factor, which is shown in Table I.
V. PULSAR TIMING ANALYSIS
Repeated observation and study of a pulsar leads to a
catalogue of the arrival-times of its pulses. After the
actual radio-telescope observations are performed, the
data is processed into the form of pulsar parameter files
(“.par”) and timing files (“.tim”). The parameter file
contains first estimates of the pulsar timing-model pa-
rameters; these parameters describe deterministic con-
tributions to the arrival times. The vector of measured
arrival times will be composed of a deterministic and a
stochastic contribution (from time-correlated stochastic
signals which are modelled by a random Gaussian pro-
cess),
~tarr = ~tdet + δ~trgp. (33)
The stochastic process is characterised by its auto-
correlation,
Cij = 〈δtrgpi δtrgpj 〉, (34)
where the elements of the covariance matrix are
parametrised by a set of parameters, ~φ. Using the
Wiener-Khinchin theorem, we can then define the auto-
correlation as the Fourier transform of the power spectral
density,
C(τij) =
∫ ∞
0
S(f) cos(fτij)df, (35)
where τij = 2pi|ti − tj |, and S(f) is the power spectral
density of the time-series δ~trgp. An analytic expression
for the auto-correlation of a time-series influenced by
an underlying power-law PSD is given in van Haasteren
et al. [32], and is used in the following.
We describe the stages of pulsar-timing analysis as ei-
ther offline or online, depending on whether they are
performed before or during the sampling of parameter-
space via likelihood evaluations.
A. Processing raw arrival-times (offline)
The “.par” and “.tim” files are fed to the Tempo2
software package [40–42] which processes the raw arrival-
times. A vector of “pre-fit” timing-residuals are com-
puted using the first guesses, β0,i, of the “m” timing-
model parameters from the “.par” files. This first guess
is usually precise enough to allow a linear approximation
to be used in the TOA fitting procedure. The post-fit
timing residual are then given by
δ~t = δ~tprf +M~ξ, (36)
where δ~tprf are the pre-fit timing-residuals (length n),
~ξ is the vector of deviations from the pre-fit parameters
(length m) defined as ξa = βa−β0,a, and M is the (n×m)
“design-matrix”, describing how the residuals depend on
the timing-model parameters. Tempo2 does not take
into account the possible time-correlated stochastic sig-
nal in the TOAs, but performs a weighted least-squares
fit for the timing-model parameter values. Hence it is
possible that some of the time-correlated stochastic sig-
nal is removed by this fitting procedure, which is unde-
sirable.
The Tempo2 analysis provides output-residuals and
the design matrix, M . The design matrix describes the
dependence of the timing residuals on the timing-model
parameters. The output-residuals form the input data
vector for further study.
8B. The time-domain likelihood (online)
We now use the Tempo2 output-residuals to search
for the presence of any correlated stochastic signal af-
fecting the pulse arrival times. We assume that the part
of the stochastic signal removed by the fitting procedure
is small, so that the Tempo2 output-residuals are related
linearly to the stochastic contribution to the residuals [50]
δ~t = δ~trgp +M~ξ, (37)
where, in this case, δ~t refers to the output-residuals from
Tempo2. We note that the ~ξ appearing in this equation
is different from that appearing in Eq. (36).
The stochastic timing residuals, δ~trgp, arise from a
time-correlated stochastic process with covariance matrix
C (see Eq. (34)). This covariance matrix may contain
contributions from the GWB, white-noise from TOA-
errors, and possibly red-timing noise which is uncorre-
lated between different pulsars. The likelihood of mea-
suring post-fit residuals δ~t, given stochastic parameters ~φ,
and marginalising with flat-priors over all timing-model
parameters is [50],
L(δ~t|~φ) = 1√
(2pi)n−mdet(GTCG)
exp
(
−1
2
δ~tTG
(
GTCG
)−1
GT δ~t
)
, (38)
where G is the matrix constructed from the final (n−m)
columns of the matrix U in the SVD of the design matrix,
M = UΣV ∗. The matrix G can be pre-computed and
stored in memory for use in each likelihood calculation
(hence the computation of G is offline). Equation (38),
with appropriate priors on the stochastic parameters, not
only provides a robust, unbiased Bayesian framework for
the search for correlated signals in PTAs, but also incor-
porates a lossless data compression through the G-matrix
projection [51].
In the case of multiple pulsars, where we have pro-
cessed them independently with Tempo2, the total co-
variance matrix, total G matrix and total residual vector
are given by,
C =
C11 C12 . . .C21 C22 . . .
...
...
. . .
 , G =
G1 G2
. . .
 , δ~t =
δ~t1δ~t2
...
 ,
where Cab is the auto-covariance matrix between pul-
sars a and b, Ga are the individual pulsar timing-model
marginalisation-matrices and δ~ta are the individual pul-
sar residual vectors. We can split Cab into contributions
from various stochastic sources. In this paper we consider
only the stochastic influence due to a GWB (which has
correlation Γab between pulsar a and b), TOA error-bars
(white and uncorrelated between different pulsars), and
intrinsic pulsar red-noise (uncorrelated between different
pulsars). So, the covariance between the ith residual of
pulsar a and the jth residual of pulsar b is,
C(ai)(bj) = C
GW
(ai)(bj) + C
TOA
(ai)(bj) + C
RN
(ai)(bj), (39)
where CTOAab , C
RN
ab and C
GW
ab are diagonal, block-diagonal
and block-symmetric respectively.
The spectral-density of induced timing-residuals for
the intrinsic red-noise is taken to have the same form
as a GWB, with amplitude Ared and slope γred.
VI. SIMULATING AN ANISOTROPIC
BACKGROUND
To simulate anisotropy in a GWB we have developed
a suite of new Tempo2 plugins. These permit a user
to define not only the amplitude and spectral-index of
the underlying characteristic strain spectrum of the back-
ground, as in the GWbkgrd plugin, but also the angular
distribution of the sources comprising the background.
We can also define the polarisation of the sources com-
prising the background, which we have not limited to the
Einsteinian polarisation states.
To generate an anisotropic background we define a
probability density function for the placement of sources
on the sky,
P(θ ∈ [Θ,Θ + dθ], φ ∈ [Φ,Φ + dφ]) = P (Θ,Φ)dθdφ (40)
where we enforce P (Θ,Φ) ≥ 0.
The background structure is user-defined, and is set by
entering a multipolar decomposition of the sky-location
PDF, as well as the usual dimensionless background-
amplitude, A, and strain-spectrum slope, α. We now
give a brief description of the individual plugins, which
will be made freely available.
GWdipolebkgrd - Generates a background with a
dipolar angular distribution of the GW-power. The user
specifies the multipole coefficients, {c00, c1−1, c10, c11}, or
the direction of the dipole moment.
GWanisobkgrd - Generates a background with arbi-
trary angular distribution of the GW-power. The user
specifies the multipole coefficients, {clm}.
GWgeneralbkgrd - Generates an isotropic back-
ground composed of source-populations with different
GW-polarisations, i.e. TT (GR modes), ST (scalar trans-
verse, or breathing, mode), SL (scalar longitudinal) or VL
(vector longitudinal). User specifies A and α for each po-
larisation.
GWgeneralanisobkgrd - Same as GWgeneral-
bkgrd, but with an arbitrary angular distribution of
sources for each polarisation, specified by a set of mul-
tipole coefficients, {cAlm}, for each polarisation state A.
Figure 3 shows screen-shots displaying the distribution
of sources comprising several examples of user-specified
backgrounds.
9(a) (b)
FIG. 3: Screenshots from the Tempo2 plugins. In (a) the over- and underdensity of sources in the different regions of the sky indicate
the user-specified dipole direction using the GWdipolebkgrd plugin. Likewise, the density of sources in (b) follows the user-specified
multipolar structure of GW-power using the GWanisobkgrd plugin.
VII. RESULTS
We generated datasets similar to those used for Open
Dataset 1 of the first IPTA Mock Data Challenge [36].
They contained 36 pulsars distributed across the sky and
timed fortnightly for 5 years. The injected signal was a
GWB consistent with a background of inspiraling SMB-
HBs (i.e. γ = 13/3), and the pulsars were timed to 100
ns accuracy.
For a full dataset this amounts to 4680 timing-
residuals. Even with highly-tuned libraries and multi-
threading, the required matrix operations are very costly.
We employ a high-fidelity data-compression technique
developed by van Haasteren [51] for the purposes of
throwing away unwanted high-frequency information and
retaining as much information about the GWB as possi-
ble, which has a steep, red spectrum.
The data-compression is based on diagonalising the ex-
pected signal covariance-matrix, and determining which
basis vectors have the greatest contribution to the Fisher
information. A set of reduced basis vectors are then
found which capture as much information about the
signal-of-interest as possible. In the lexicon of [51], we
demand a minimum fidelity of 0.99. With A = 5×10−14,
σWN = 100 ns and 0.99 fidelity we can compress the num-
ber of residuals by approximately a factor of 5. Matrix
multiplications and inversions are O(n3) operations, such
that we achieve significant acceleration.
A. Dipole injections
The nature of a dipole anisotropy in a GW-source dis-
tribution can be seen in Fig. 3(a), where we see an over-
density of sources in a particular sky-location, as well as
a paucity of sources in the opposite sky-direction. Figure
4 shows the angular-correlations of pulsar-pairings with
non-zero angular-separation, Γab, for all pulsars in our
array. We also show the isotropic angular-correlation,
which is the familiar Hellings and Downs curve [37] and
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FIG. 4: Angular-correlations for all pulsar-pairings with
non-zero angular-separation in the IPTA Mock Data Challenge
array of 36 pulsars. The black points indicate the
angular-correlation when we have an isotropic distribution of
GW-sources, which follows the expected Hellings and Downs
curve. The red points show the angular-correlations when the
angular-distribution of sources is proportional to (1 + cos θ),
which corresponds to a dipole in the +z-direction. Crucially, the
scatter of these points is not noise-related, but rather encodes
information about the distribution of GW-sources with respect to
the pulsar positions.
only depends on the angular-separation of the pulsars.
However if we have a dipole anisotropy in the angular
distribution of GW-sources on the sky, then the resul-
tant pulsar angular-correlations depend not only on the
angular-separation between the pulsars, but also on the
absolute positions of the pulsars relative to the GW-
source anisotropy. Hence pulsar-pairs which may have
equal angular separations will not necessarily have equal
angular-correlations if there is anisotropy in the GW-
source population. Fig. 4 shows the angular-correlation
when the angular distribution of sources has the max-
imum dipole amplitude that satisfies Eq. (40) and the
dipole-direction is along the +z-axis. Such a maximal
10
dipole distribution is proportional to (1 + cos θ).
We see that a dipole anisotropy induces a small devi-
ation away from the isotropic Hellings and Downs curve,
which encodes information about the angular structure
of the GWB.
We generated datasets with dipole anisotropies in var-
ious different directions on the sky, and used the for-
malism of Sec. III B to constrain the properties of the
underlying GWB spectrum, as well as the direction of
the dipole. For the latter, the alternative phrasing of
dipole anisotropy of Anholm et al. [43] is useful, since
the dipole-correlation is simply expressed as a function of
the pulsar-pulsar separations and the pulsar-dipole sep-
arations.
The results of these injections is shown in Fig. 5 and
Fig. 18, where we show the recovered posterior prob-
ability distributions for the search-parameters. These
posterior probability distributions show the ability of a
Bayesian analysis to constrain the direction of a dipole
in the GW-source population. Figure 5 shows a search in
which the spectral index, γ, was included as a parameter,
whereas Fig. 18 fixes γ to the injected value of 13/3. Fix-
ing γ accelerates the analysis since we can pre-compute
various matrices and avoid some expensive matrix mul-
tiplications. As we can see from Fig. 5 there is negligible
correlation between γ and the dipole-direction, so fixing
γ does not bias the reconstruction.
The only inconsistency in the reconstructed direc-
tion was found when the dipole-direction was (RA=0.0,
DEC=90.0). This arose because we sample uniformly in
cos θ so there is little prior-weight at high declinations.
There is also the question of the significance of accounting
for the anisotropy. In other words, does the anisotropic
model provide a significantly better fit to the data than
standard isotropic search would? We answer this ques-
tion by inspecting the difference in ln(Z) between models
which account for anisotropy, and for models which as-
sume isotropy. The results are shown in Table II, where
we see that in all cases the true model is favoured, despite
it having two extra dimensions compared to the isotropic
model. However, we emphasise that the large Bayes’ fac-
tors are partially the result of our injections being in the
very strong-signal regime.
To test the robustness of the generalised anisotropy
formalism, we repeated the analysis of a maximal-dipole
dataset in the direction (RA= 0◦, DEC= 90◦), but
attempted a reconstruction of all the c1,m coefficients.
We sample the anisotropy coefficients uniformly over
the range ∈ [−5, 5]. Since this is a strong anisotropic
signal, and we expect to be likelihood-dominated, we
adopt this uniform sampling range as a prior over the
anisotropy coefficients here, and defer a proper discussion
of a physically-motivated prior required for the analysis
of real data until Sec. VII C.
We fix c0,0 to 2
√
pi, and absorb the variation of the
isotropic-power into the overall amplitude A. So, in
this sense, we are searching for deviations from isotropy,
rather than highly anisotropic backgrounds. Further-
TABLE II: Evidence differences between an anisotropic and
isotropic model when analysing datasets which have
dipole-anisotropies injected in various different directions. In each
case we favour the model which accounts for this anisotropy rather
than the isotropic model. This is true even when the direction of
the dipole is searched over, which adds an extra two dimensions
to the parameter space. The Bayes’ factor varies little when the
spectral-index γ ≡ 3− 2α is fixed to 13/3, which is the expected
value for a background composed of inspiraling SMBHBs.
Dipole direction / degrees ∆ ln(Z) = ln(Ztrue)− ln(Ziso)
γ = 13/3 γ varied
RA=0.0 DEC=90.0 7.0 7.2
RA=90.0 DEC=45.0 10.5 10.3
RA=270.0 DEC=45.0 4.4 4.4
RA=180.0 DEC=-45.0 7.3 7.5
more, by freely searching over c1,m we are removing our
assumption of the anisotropy being maximal dipole. The
results are shown in Fig. 9, where we see that the re-
covered dipole-coefficients are completely consistent with
the injected values of {c1,−1 = 0, c1,0 = 2
√
pi/3, c1,1 =
0}, which correspond to a maximal-dipole in the +z-
direction. The results of an analysis where we re-
lax the assumption of dipole anisotropy, and perform a
search over all anisotropy coefficients up to and including
quadrupole, are shown in Fig. 20. The results, as before,
are consistent with the injected anisotropy, however the
increased dimensionality widens the posteriors such that
we could conceivably be consistent with a large range of
anisotropic distributions.
We now investigate the degree to which an isotropic
search is sub-optimal by generating many dipole-
anisotropy datasets with different GWB amplitudes. The
white-noise level is fixed at 100 ns, such that we are ef-
fectively varying the signal-to-noise ratio (SNR) in the
datasets. We parametrise SNR in the following way,
SNR ∼ σGW
σWN
(41)
where,
σGW ∼ 1.37×
(
A
1× 10−15
)(
T
yr
)5/3
ns, if γ = 13/3
σWN = 100 ns (42)
and σGW is determined from an evaluation of the post-
fit covariance function for power-law spectral densities.
An estimate of this is obtained analytically by projecting
the pre-fit covariance function into a new basis, which
replicates the effect of fitting for quadratics. Given that
the quadratic-spindown fitting has the dominant effect on
the covariance matrix, Eq. (42) provides a good estimate
of σGW for given A (and vice versa) [50–52].
Varying the amplitude of the GWB between 5×10−16−
5 × 10−14, gives an effective SNR span of 0.1 − 10. At
each SNR in this range we generated 10 dataset reali-
sations and evaluated the difference in ln(Z) values for
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FIG. 5: Recovered posterior probability distributions for a Bayesian parameter-estimation of four different dipolar GWBs in simulated
PTA data. The anisotropy formalism is able to recover the direction of the injected dipole, as well as the properties of the underlying
GWB spectrum. The strain-spectrum is a power-law in all cases, with (A = 5× 10−14, γ = 13/3), and the injected dipole-direction is (a)
(RA= 0◦,DEC= 90◦), (b) (RA= 90◦,DEC= 45◦), (c) (RA= 270◦,DEC= 45◦), (d) (RA= 180◦,DEC= −45◦). There is negligible
correlation between the spectral-index γ and the dipole-direction, which indicates that we can fix γ to its injected value without biasing
the anisotropy constraints. Fixing γ affords the analysis large accelerations. We assume a maximal-dipole in the analysis of these
datasets, i.e., the relative amplitude of the isotropic and dipole components is fixed to 1 and not included as a model parameter.
an anisotropic and an isotropic model. This was done
with the GWB correlations fixed to those corresponding
to the injected level of anisotropy, which in this case was
the maximal-dipole in the +z-direction described earlier.
These results are shown in Fig. 6. We note that this fig-
ure does not show the true odds ratio for the anisotropic
versus isotropic model, since the degrees of freedom corre-
sponding to the dipole direction have not been included
in the parameter space for the anisotropic model. In-
stead, this figure indicates a best case scenario for when
the evidence would start to favour the anisotropic model.
Also, one should note that because the injected noise
is white-uncorrelated, and we have compressed to pre-
serve information about a steep red-noise process, even
at SNR = 0.1 the GWB is loud enough to be detected
with substantial evidence. At this SNR the largest noise-
versus-(isotropic-)GWB log-Bayes factor is 0.03, with a
mean and median of −6.30 and −2.62, respectively. So,
(in this parametrisation of SNR) at SNR = 0.1 we can
detect a GWB with angular-correlation of approximate
Hellings and Downs form, but the background is not yet
loud enough for anisotropy-induced deviations to be vis-
ible.
We see that in these idealised circumstances the
anisotropic model is marginally favoured for SNRs above
∼ 1 and decisively favoured for SNRs above ∼ 5. Includ-
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FIG. 6: Evidence for anisotropy versus isotropy as a function of
the amplitude of the GWB. We generate many datasets with
dipole-anisotropy such that the angular-distribution of
GW-sources is ∝ (1 + cos θ). We vary the SNR of the GWB by
fixing the white-noise level and changing the amplitude of the
characteristic strain-spectrum A, where for each SNR value we
generate 10 datasets. The SNR range 0.1− 10 corresponds to
varying A between 5× 10−16 − 5× 10−14. We fix γ to its fiducial
value of 13/3, and evaluate the Bayesian evidence for models
which assume the correct injected anisotropy (clm fixed) and
isotropy. The shaded region indicates the range of Bayes’ factors
for which we can not tell the difference between anisotropic and
isotropic models. Since the injected noise is white-uncorrelated,
and we compress to preserve low-frequency information, even at
SNR = 0.1 the GWB is loud enough to be detected with
substantial evidence (see text for details). The blue, dotted point
is a calibration-point for more general searches over {A, c1,m} at
SNR = 10, but offset on the x-axis for ease of viewing (see text
for details).
ing the dipole direction parameters (or searching over
c1,m) in the parameter space reduces the anisotropic evi-
dence by several and so in practice SNRs of ∼ 5–10 would
be required before the presence of anisotropy would be-
come clearly visible to an analysis of this type (see also
Fig. 8 below). We provide a calibration point at SNR
= 10, where we search over {A, c1,m} for the 10 dataset
realisations at this SNR. We see that the increased di-
mensionality of the search penalises the recovered Bayes
factors, however the average log-Bayes factor implies that
the presence of anisotropy may become clearly visible at
SNRs greater than 10.
The datasets described so far have contained only
white-noise. Now we generate datasets with an addi-
tional red-noise component uncorrelated between differ-
ent pulsars. The red-noise shares a common spectrum,
but with a different realisation for each pulsar. The
spectral-index was taken to match that of the IPTA
Open3 dataset, which was γred = 1.7. As before, we
include an uncorrelated white-noise component of 100 ns
in each pulsar. Following Eq. (42), we parametrise the
SNR as,
SNR ∼ σGW
σRED
∼ 0.422×
(
A
Ared
)
×
(
T
yr
)79/60
(43)
where the form of σRED follows from the more general
form of the rms-residual induced by a stochastic process
with power-law spectrum of arbitrary slope [50].
The analysis is more expensive than a GWB-only anal-
ysis, since we must also characterise and constrain the
red-noise properties. Furthermore, the red-noise has a
shallower spectrum, such that our residuals contain more
high-frequency noise, and we can not compress to the
same degree as in the case of a GWB-only dataset. Fig-
ure 7 shows the results of an SNR ∼ 4 analysis. We
see that at this SNR we can characterise the GWB,
red-noise and anisotropy properties. In fact, for this
dataset realisation, the value of ln(B) for anisotropy ver-
sus isotropy was ∼ 4.4, which is borderline decisive ev-
idence for anisotropy. Since the analysis is quite com-
putationally expensive, and we wish to perform a more
systematic study over many background realisations, we
repeat this analysis but fix γ and γred to the injected
values of 13/3 and 1.7, respectively. Fixing these spec-
tral indices accelerates the analysis, does not bias the
parameter reconstruction (see Fig. 19), and only raises
the value of ln(B) = ∆ ln(Z) by ∼ 0.8.
We perform a similar study to Fig. 6, generating 5
datasets per SNR, each with common GWB properties
(A = 5 × 10−14,γ = 13/3), γred = 1.7, but varying
the red-noise amplitude, Ared to simulate the different
SNRs. The injected anisotropy is maximal-dipole in the
(RA= 90◦, DEC= 45◦) direction in all cases. We search
over the parameters {A,Ared,RA,DEC}. The results are
shown in Fig. 8, where we see that the presence of un-
correlated red-noise in the datasets can be accounted for,
but its presence means that the SNR required to identify
the presence of anisotropy in the data appears somewhat
higher. However, in this case we include a search over
the dipole direction in the evaluation of the evidence, so
these results are much closer to what might be achiev-
able in practice (although fixing the slope of the red noise
spectrum in particular might not be a valid assumption).
Fig. 8 suggests that even in the presence of pulsar red
noise the evidence for anisotropy will become apparent
for SNRs around 3 and will become decisive for SNRs of
∼ 6.
For the remainder of this analysis we ignore red-noise
and inject only uncorrelated white-noise in the form of
TOA error-bars, but expect that the effect of red noise
will be to slightly increase the SNR (by a few) required
for a confident detection of anisotropy.
B. Quadrupole injections
The nature of a quadrupole-anisotropy in a GW-source
distribution, with the maximal quadrupole angular-
distribution allowed under the constraint (40), which is
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FIG. 7: An example of anisotropy reconstruction when uncorrelated red-noise is present in the dataset. The anisotropy is
maximal-dipole, with direction (RA= 90◦, DEC= 45◦). The injected GWB parameters are (A = 5× 10−14,γ = 13/3). The red-noise is
uncorrelated between different pulsars, but shares a common spectrum, with (Ared = 4.2× 10−14,γred = 1.7), such that we have an
effective SNR of ∼ 4.2. In this dataset, the ln(B) for anisotropic versus isotropic was ∼ 4.4, which is borderline decisive evidence for
anisotropy.
∝ 3 cos2 θ, can be seen in Fig. 11(a). Figure 10 shows
the distinct angular-correlations for all pulsars in the ar-
ray when there is a quadrupole anisotropy in the GW-
source population. We see that a quadrupole-anisotropy,
which in this case manifests itself through the angular-
distribution of sources being ∝ 1 + (3 cos2 θ− 1), induces
a larger deviation of the correlations from the Hellings
and Downs curve than the dipole. We might expect then
that the assumption of isotropy will bias our results to a
greater extent than in the dipole-anisotropy case.
We perform a similar analysis to Fig. 6, generating
many datasets with fixed uncorrelated white-noise lev-
els of 100 ns, but varying the amplitude of the GWB
to simulate different SNRs (see Eq. (42)). As in the
dipole case, we vary the amplitude of the GWB between
5 × 10−16 − 5 × 10−14, giving an effective SNR span of
0.1− 10 and at each SNR we generate 10 dataset realisa-
tions. The only parameter we search for in the analysis
of each dataset is the amplitude, A, of the background.
Hence, as before, this study represents a best case assess-
ment of when we will be able to identify the presence of a
quadrupole anisotropy (of the form P (θ, φ) = 3 cos2 θ) in
the data. In reality, we will not know the direction of the
quadrupole anisotropy in advance, which introduces ex-
tra dimensionality into the parameter space that must be
searched over. This will tend to reduce the log-evidence
value and so larger SNRs will be required to identify
quadrupole anisotropies in practice. As in the dipole
case, one should note that because the injected noise
is white-uncorrelated, and we have compressed to pre-
serve information about a steep red-noise process, even
at SNR= 0.1 the GWB is loud enough to be detected
with substantial evidence. At this SNR the largest noise-
versus-(isotropic-)GWB log-Bayes factor is 0.3, with a
mean and median of −9.3 and −5.8, respectively. As dis-
cussed previously, at SNR = 0.1 the GWB is loud enough
such that we can detect a background which has approx-
imate Hellings and Downs form, but not yet loud enough
to allow inference of anisotropy-induced deviations.
The results of this study can be seen in Fig. 13. These
results are quite similar to the dipole case – the presence
of anisotropy becomes identifiable at an SNR of about
1 and the evidence is decisive for an SNR of ∼ 5. We
provide a calibration point at SNR = 10, where we search
over {A, c2,m} for the 10 dataset realisations at this SNR.
As expected, we see that the increased dimensionality of
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FIG. 8: As Fig. 6, but now for datasets containing red noise.
We generate many datasets with dipole-anisotropy such that the
angular-distribution of GW-sources is ∝ 1 + cos θ. We vary the
SNR of the GWB by fixing the characteristic strain-spectrum
amplitude, A, at 5× 10−14 and changing the amplitude of the
red-noise level, where for each SNR value we generate 5 datasets.
The SNR range 0.1− 10 corresponds to varying Ared between
∼ 1.8× 10−12 − 1.8× 10−14. We fix the slopes of the power
spectral-density of the induced residuals due to a GWB and
uncorrelated red-noise to the injected values of 13/3 and 1.7,
respectively, and evaluate the Bayesian evidence for models which
assume a maximal-dipole anisotropy (direction searched over) and
isotropy. The shaded region indicates the range of Bayes’ factors
for which we can not tell the difference between anisotropic and
isotropic models.
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FIG. 9: Results of a search over all dipole anisotropy
coefficients, with the assumption relaxed that the relative
amplitude of the dipole and isotropic components is maximal.
The injected anisotropy was maximal-dipole with c0,0 = 2
√
pi and
c1,0 = 2
√
pi/3, corresponding to a dipole-direction of RA= 0.0◦,
DEC= 90◦. The anisotropic-search pipeline fully recovered all
details of the injected anisotropy, as well as the amplitude of the
GWB characteristic strain-spectrum, A.
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FIG. 10: Angular-correlations for all pulsar-pairings with
non-zero angular-separation in the IPTA Mock Data Challenge
array of 36 pulsars. The black points indicate the
angular-correlation when we have an isotropic distribution of
GW-sources, which follows the expected Hellings and Downs
curve. The red points show the angular-correlations when the
angular-distribution of sources follows ∝ 1 + (3 cos2 θ − 1), which
corresponds to a quadrupole anisotropy. The quadrupole clearly
induces a larger deviation from the Hellings and Downs curve
than the dipole-anisotropy in Fig. 4.
the search penalises the recovered Bayes factors, however
the average log-Bayes factor implies that the presence of
anisotropy may become visible with substantial evidence
at SNR = 10, but we will require SNR > 10 for it to be
clearly visible.
As in the dipole case, we test the robustness of the
generalised anisotropic formalism by generating datasets
with quadrupole anisotropies in a variety of configu-
rations. We begin with the power contained in one
quadrupole moment, then allow all the clm’s to be non-
zero. The GW-source distribution for each of the tested
configurations is shown in Figure 11. As can be seen
in Fig. 12, the generalised anisotropic-search pipeline re-
covers anisotropy coefficients which are consistent with
the injected values. However the dimensionality is signif-
icantly larger than an isotropic search, and even in these
high SNR datasets the posterior probability distributions
are consistent with a wide range of possible anisotropies.
This is partly due to the final three datasets having sub-
maximal quadrupole anisotropy.
Finally, we repeat the analysis of the maximal-
quadrupole dataset (with P (θ, φ) = 3 cos2 θ), but relax
the assumption of quadrupole-anisotropy in the analy-
sis. The results of this analysis are shown in Figure 21,
where we have accurately recovered the nature of the
injected anisotropy. However, as observed in the case
where we performed an arbitrary-anisotropy search on a
pure-dipole dataset, the increased dimensionality of the
arbitrary-anisotropy search widens the recovered poste-
rior distributions to be consistent with a wide range of
anisotropies.
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FIG. 11: Skymaps showing the quadrupolar angular-distribution of GW sources constituting various GWB realisations. The
anisotropy-coefficients for each dataset are (a) {c0,0 = 2√pi; c2,0 = 4
√
pi/5} (b) {c0,0 = 2√pi; c2,−2 = −0.9c0,0; c2,0 = −0.3c0,0} (c)
{c0,0 = 2√pi; c2,−1 = −0.8c0,0; c2,0 = 0.5c0,0; c2,2 = −0.3c0,0} (d)
{c0,0 = 2√pi; c2,−2 = 0.56c0,0; c2,−1 = 0.20c0,0; c2,0 = −0.32c0,0; c2,1 = 0.27c0,0; c2,2 = −0.40c0,0}.
C. Arbitrary anisotropy
1. Arbitrary anisotropy search, and a physical prior
We now test our search-pipeline on a dataset with an
arbitrary anisotropy spread between monopole, dipole
and quadrupole components. The anisotropy we have
chosen has a positive probability distribution for the
placement of GW-sources on the sky. The coefficients
characterising the anisotropy are {c0,0 = 2
√
pi; c1,−1 =
−0.4c0,0; c1,0 = 0.4c0,0; c2,0 = 0.20c0,0; c2,2 =
−0.45c0,0}, with all other anisotropy coefficients set to
zero. The sky-map for the distribution of GW-sources
on the sky corresponding to these anisotropy coefficients
is shown in Fig. 14(a).
Taking a wide flat prior on the anisotropy coefficients
as before, the results of a search are shown in Fig. 15. The
injected anisotropy coefficients all lie within the 2σ con-
tours of the posterior distributions for the recovered coef-
ficients. However, as commented on when the pure dipole
and quadrupole datasets were subjected to an arbitrary-
anisotropy search, the dimensionality degrades the pre-
cision with the coefficients can be recovered, so that the
posterior is consistent with a wide range of anisotropic
distributions.
We now address this with a more physically-motivated
prior choice. Until now we have assumed that all com-
binations of anisotropy-coefficients are a-priori equally
likely. However, when generating these anisotropic-
datasets we have had to take into account that some com-
binations do not represent physical anisotropies, since
they fail the condition, Eq. (40), that the PDF for the
distribution of GW-sources on the sky is positive at all
sky-locations,
P (Ωˆ) ∝ dN
dΩˆ
∝
∑
l,m
clmYlm(Ωˆ) ≥ 0, ∀ Ωˆ. (44)
Therefore, if we are to correctly perform parameter
estimation on anisotropic datasets, this condition is
the only physically meaningful prior on the anisotropy-
coefficients. We impose it by setting the likelihood of
any combination of cl,m which fails this condition to be
very low, so as to prevent sampling in these regions. In
practice this is achieved by pixelating the sky with a
20×20 grid in [cos θ, φ], and testing the condition in each
pixel. If the condition is not met in every pixel, then the
sample is rejected. The result of such an application of
this prior on the previously analysed arbitrary-anisotropy
dataset is shown in Fig. 16. For the most part, the re-
covered posterior distributions are consistent with the
injected anisotropy. The exception is for the c2,2 coeffi-
cient, where the injected amplitude lies in the tails of the
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FIG. 12: The results of constraining the quadrupole-anisotropy coefficients, c2,m in datasets containing quadrupole anisotropies with a
variety of configurations. The GW-source distributions corresponding to the injected anisotropies in each of these datasets are visualised
in Figure 11. The parameters of the injected anisotropies are (a) {c0,0 = 2√pi; c2,0 = 4
√
pi/5} (b)
{c0,0 = 2√pi; c2,−2 = −0.9c0,0; c2,0 = −0.3c0,0} (c) {c0,0 = 2√pi; c2,−1 = −0.8c0,0; c2,0 = 0.5c0,0; c2,2 = −0.3c0,0} (d)
{c0,0 = 2√pi; c2,−2 = 0.56c0,0; c2,−1 = 0.20c0,0; c2,0 = −0.32c0,0; c2,1 = 0.27c0,0; c2,2 = −0.40c0,0}.
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FIG. 13: As Fig. 6, but now for datasets containing a maximal
quadrupole-anisotropy such that the angular-distribution of
GW-sources is ∝ 1 + (3 cos2 θ− 1). We vary the SNR of the GWB
by fixing the white-noise level and changing the amplitude of the
characteristic strain-spectrum A, and for each SNR value we
generate 10 datasets. The SNR range 0.1− 10 corresponds to
varying A between 5× 10−16 − 5× 10−14. We fix γ to its fiducial
value of 13/3, and evaluate the Bayesian evidence difference
between a model that assumes the correct injected anisotropy
(clm fixed) and an isotropic model. The shaded region indicates
the range of Bayes’ factors for which we can not tell the difference
between anisotropic and isotropic models. Since the injected noise
is white-uncorrelated, and we compress to preserve low-frequency
information, even at SNR = 0.1 the GWB is loud enough to be
detected with substantial evidence (see text for details). The
blue, dotted point is a calibration-point for more general searches
over {A, c2,m} at SNR = 10, but offset on the x-axis for ease of
viewing (see text for details).
recovered posterior distribution. The reason for this ap-
parent inconsistency is actually quite straightforward. If
we attempt to generate a dataset with all anisotropy co-
efficients as before, except for c2,2, which we lower from
−0.45c0,0 to −0.47c0,0, then the GWanisobkgrd plugin
fails, since this PDF for the placement of GW-sources
on the sky is negative in some sky-locations. Thus the
reason that the injected c2,2 amplitude is in the tails of
the recovered posterior distribution is because this value
is a-priori disfavoured, and very close to the boundary of
non-physicality.
Despite the apparent inconsistency of the c2,2 coeffi-
cient, we are still able to accurately recover the distribu-
tion of GW-sources on the sky. In Figure 14 we compare
the sky-maps of GW-background realisations for the in-
jected anisotropy, maximum-a-posteriori anisotropy of an
analysis with the physical-prior imposed on the cl,m co-
efficients, and the maximum-likelihood anisotropy where
the relative power in l = 0 has been boosted to en-
sure physicality over the entire sky. As can be seen,
the anisotropic-search pipeline has correctly recovered
the features of this background. Even the maximum-
likelihood anisotropic configuration, despite being un-
physical, can have the relative power of its isotropic com-
ponent boosted to ensure physicality over the entire sky,
producing a GW source-distribution which is adequately
close to the injected distribution.
2. Anisotropy misfits
We now test the ability of the anisotropic-search
pipeline to recover the nature of the GW-background
anisotropy. Taking isolated SNR = 10 realisations of
isotropic, dipole, quadrupole and arbitrary anisotropy
datasets, we computed the evidence for isotropic, dipole,
quadrupole and arbitrary models. We also computed
the evidence for the true, injected anisotropy, search-
ing only over the amplitude of the background. The
results are shown in Table III, where all numbers in-
dicate log-Bayes’ factors relative to an isotropic model.
For these evidence calculations, we adopt the flat priors
on the anisotropy coefficients. Although in practice we
should be imposing the physicality conditions, we have
found that the physical-prior studied in the previous sub-
section is actually highly informative, and can truncate
regions of high-likelihood. The anisotropic configurations
we have studied are close to maximal, which means the
maximum-likelihood parameter regions will be close to
non-physicality. Taking the flat priors can therefore help
improve the anisotropic evidence, since the high likeli-
hood region stretches beyond the boundary imposed by
physicality. Thus, for these cases, the unphysical evi-
dence seems to be a better statistic to use to distinguish
models than the physical evidence. Further investiga-
tions will be required to determine if this is true more
generally, in particular for cases in which the anisotropy
is weak. Interpreting the unphysical distributions on the
coefficients is more difficult, since they give rise to nega-
tive probabilities for certain regions of the sky. However,
increasing the relative power of the isotropic l = 0 mode
can always be used to make the distribution physical, and
provide source distributions which are adequately close
to the injected distribution. The effect of the unphysical
anisotropic coefficients, clm, on our search is to allow the
GWB-correlations deviate by more from the Hellings and
Downs curve, allowing some of the noise to be absorbed
into these coefficients. This seems to help for the limited
number of cases we have considered but further work is
required to understand which prior works better in more
general situations.
Referring to Table III, the isotropic model is highly
favoured when describing the isotropic dataset. The
true dipole anisotropy is substantially favoured over
an isotropic model when describing the dipole-dataset,
and likewise the quadrupole anisotropy is substantially
favoured over an isotropic model when describing the
quadrupole-dataset. Finally, in the model-comparison of
the arbitrary anisotropy dataset, any form of anisotropy
is favoured over the isotropic model. However, an arbi-
trary anisotropic-search is favoured over both the dipole
and quadrupole searches, but in the latter case the degree
to which the arbitrary anisotropic-search is favoured is in-
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FIG. 14: In (a) we show the skymap for the distribution of GW sources implied by a GWB with anisotropy-coefficients
{c0,0 = 2√pi; c1,−1 = −0.4c0,0; c1,0 = 0.4c0,0; c2,0 = 0.20c0,0; c2,2 = −0.45c0,0}. In (b) we plot the skymap implied by the maximum
a-posteriori anisotropic configuration from an analysis with our Bayesian serch-pipeline, where we have imposed a hard physical-prior
(discussed in text). Finally, (c) shows the skymap implied by the maximum likelihood anisotropic configuration, where we see that,
despite not having the extra constraining influence of the physical-prior, we are still able to adequately recover the distribution of GW
sources.
TABLE III: Testing the ability of the anisotropic-search pipeline to identify the nature of the injected anisotropy. We subject datasets
with different anisotropies (isotropic, dipole, quadrupole, arbitrary) to isotropic, dipole, quadrupole and arbitrary searches. We are
interested in evidence values, and so we adopt wide flat priors on the anisotropy coefficients (cl,m ∈ [−5, 5]) since the physical-prior
discussed in the previous sub-section is actually very informative, truncating regions of high-likelihood. The details of the injected
arbitrary-anisotropy dataset are {c0,0 = 2√pi; c1,−1 = −0.4c0,0; c1,0 = 0.4c0,0; c2,0 = 0.20c0,0; c2,2 = −0.45c0,0}. We quote log-Bayes’
factors for the anisotropic models versus the isotropic model for each combination of injected anisotropy and model used to test for
anisotropy.
Injected anisotropy, {details}
l = 0 l = 0, 1 l = 0, 2 l = 0, 1, 2
{c0,0 = 2√pi} {c0,0 = 2√pi, c1,0 = 2
√
pi/3} {c0,0 = 2√pi, c2,0 = 4
√
pi/5} {details in caption}
Tested l = 0, {A} 0.0 0.0 0.0 0.0
anisotropy, l = 0, 1, {A, c1,m} -5.8 2.2 -2.7 5.8
{search l = 0, 2, {A, c2,m} -5.6 -4.4 2.8 8.9
parameters} l = 0, 1, 2, {A, cl,m} -10.4 -3.9 -2.3 9.7
True, {A} 0.0 8.2 7.7 17.6
conclusive. We suspect the reason for this can be under-
stood in terms of how the different anisotropies affect the
scatter of correlations around the isotropic Hellings and
Downs curve, particularly for pulsar angular-separations
where there are many pulsar-pairings. This is shown in
Fig. 17, where we see that in the region where there are
many distinct pulsar-pairings the quadrupole-anisotropy
induces a larger scatter and deviation from the isotropic
Hellings and Downs curve than the dipole-anisotropy.
Hence, in this case, a quadrupole-only model is almost
as good as an arbitrary-anisotropy model when describ-
ing the arbitrary-anisotropy dataset.
VIII. CONCLUSIONS
We have systematically investigated the robustness
and veracity of a Bayesian search-pipeline capable
of probing anisotropic gravitational-wave backgrounds
(GWBs) using pulsar-timing arrays (PTAs). If we have
some form of continuous anisotropy in the energy den-
sity of such a GWB, or anisotropy through sparseness
of sources comprising our background, then the assump-
tion of isotropy may no longer be an appropriate model
with which to perform searches. Recent work by Cornish
and Sesana [38], and Mingarelli et al. [39] has focused on
developing new formalisms and techniques with which
to generalise the current search methodologies, which all
fall within the categories of either stochastic isotropic
searches or single-source searches.
We employed the formalism of Mingarelli et al. [39],
which generalises the cross-correlation of GWB-induced
TOA-deviations between pulsars to anisotropic back-
grounds. In an isotropic GWB this cross-correlation
has a unique, distinctive signature, being a function
only of the angular separation between pulsars on the
sky. It is commonly referred to as the Hellings and
Downs curve [37]. In the more generalised formal-
ism, the distribution of GWB power is decomposed as
a function of spherical-harmonics, and a set of cor-
relation basis-functions uniquely defined for a particu-
lar PTA configuration, although the aforementioned au-
thors have identified useful analytic expressions for these
basis-functions up to quadrupole order. Unsurprisingly,
the monopole solution, describing the induced correla-
tion for the isotropic mode, is the usual Hellings and
Downs curve. Crucially, the correlation basis-functions
for dipole anisotropies and above are no longer indepen-
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FIG. 15: A full anisotropic-search on an arbitrary-anisotropy dataset. The details of the dataset are
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l,m clmYlm(Ωˆ) ≥ 0, ∀ Ωˆ.
dent of the absolute sky-location of the pulsar, being
strongly dependent on the placement of the pulsars rela-
tive to the distribution of GWB-power.
To thoroughly investigate this formalism, we have de-
veloped a suite of new plugins for the popular pulsar-
timing analysis software package, Tempo2. This permits
the user to have complete control over the generation of
realistic-format datasets, including specifying the array
of pulsars, the various noise processes affecting these pul-
sars, and the ability to inject a GWB signal into these
simulated datasets. We have generalised this to inject
continuous anisotropies into the GWB signals, and also
to permit the inclusion of non-Einsteinian polarisation
modes in the GW-signals.
By generalising the cross-correlation of pulsar-timing
residuals in a time-domain Bayesian search, we have
probed the level of anisotropy in the distribution of GW
source-populations making up many background realisa-
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FIG. 17: We show the angular correlations for pulsar-pairings
with non-zero angular-separation in an arbitrary-anisotropy
dataset, for the cases where we ignore the contribution from the
dipole anisotropy and when we ignore the quadrupole anisotropy.
In the region of pulsar angular-separation where there are many
distinct pulsar-pairings, the quadrupole-only anisotropy
dominates the deviation of correlations from the isotropic Hellings
and Downs curve. This may explain why a quadrupole-only
model is almost as good as an arbitrary-anisotropy model when
describing the arbitrary-anisotropy dataset. Note that zero
angular-separation pairings are not shown on the
angular-correlation sub-plot, but are included in the
pulsar-pairing histogram.
tions. In particular, we have found that our pipeline can
infer the direction of a strong dipole-anisotropy in a loud
GWB. Not only that, but by performing Bayesian evi-
dence evaluation using the MultiNest package, such a
strong dipole-anisotropy can be favoured over the stan-
dard isotropic search, where we see that the latter is no
longer an appropriate model to use. By evaluating the
evidence of datasets with the anisotropy fixed at the in-
jected levels, and subsequently comparing to the isotropic
evidence, we find that the best-case scenario for having
decisive evidence for a strong-dipole anisotropy occurs
when the induced rms-residual of the GWB is approx-
imately five times greater than the noise rms-residual.
When a more general search over the dipole anisotropy-
coefficients is performed, the log-Bayes factors are de-
graded, but substantial evidence for the anisotropic sig-
nal may become visible at SNRs ≥ 10. We performed
a similar analysis with uncorrelated red-noise affecting
the pulsars, finding a similar level of required GWB-
loudness in order to begin having convincing evidence
of anisotropy.
We extended our search to datasets with injected
GWBs containing quadrupole anisotropies in a variety of
different configurations. Again, we found that the search-
pipeline was able to recover posterior probability dis-
tributions for the anisotropic-decomposition coefficients,
finding agreement with injected values. We repeated our
analysis of the best-case scenario for when we could have
convincing evidence of anisotropy in the GWB, this time
for the quadrupole-anisotropy. As before, in this absolute
best-case scenario, where we fix the tested anisotropy to
the injected values, we still require the rms-residual in-
duced by the GWB to approximately five times greater
than the noise rms-residual. When a more general search
over the quadrupole anisotropy-coefficients is performed,
the log-Bayes factors are again degraded, but substan-
tial evidence for the anisotropic signal is possible at SNR
= 10, such that clear evidence would require SNRs ≥ 10.
Further work is needed here, in order systematically eval-
uate the Bayesian evidence at different GWB loudnesses
without suffering from the curse of high-dimensionality,
which can have a detrimental effect when comparing to
isotropic models.
Finally, we tested our search-pipeline on a dataset with
the distribution of GWB-power spread over monopole,
dipole and quadrupole. While the recovered maximum
likelihood anisotropy produces a distribution of GW
sources which adequately mimics the injected distribu-
tion, the recovered probability distribution of anisotropy-
coefficients is rather wide since we are now searching
over nine dimensions. Thus, we could conceivably be
consistent with a wide range of anisotropic configura-
tions. Hence we propose a hard prior on the anisotropy-
coefficients, corresponding to the physicality of the im-
plied probability distribution for the placement of sources
on the sky. If this PDF happens to be negative anywhere
on the sky for a proposed set of anisotropy-coefficients,
then this sample is discarded in the MCMC process. This
is actually quite an informative prior, such that if we
are studying a dataset with an anisotropy close to non-
physicality, then the prior may actually truncate regions
of high likelihood in parameter space. This could conceiv-
ably have a negative impact on evidence evaluation, how-
ever it is a very useful tool in parameter-estimation. The
maximum a-posteriori anisotropy when this physicality-
prior is imposed shows a greater match to the injected
anisotropy. We intend to study the effects of this prior
in future work.
The search for angular structure in the GWB will be
the obvious next step in GWB PTA-searches, permit-
ting us to investigate the clustering of sources or GW-
hotspots. This paper has robustly tested an anisotropic
stochastic search-pipeline on datasets with a continuous
anisotropy in the angular-distribution of sources consti-
tuting the injected background. We intend to follow
up this first study with a further investigation of the
consequences of imposing a hard physical-prior, as well
as applying this search-pipeline to datasets with GWBs
consisting of realistic populations of inspiraling SMB-
HBs. This latter investigation will allow us to understand
the effects of source-sparseness and background-finiteness
(which occur at higher GW frequencies as the stochastic-
ity of the strain signal breaks down) on the ability to con-
strain the properties of a GWB. The next several years
should see rapid advances in the field of PTA searches for
GWs, as we move beyond the standard paradigm of an
22
isotropic search, develop faster, more robust algorithms,
and perform the first combined search using the efforts
and resources from all three PTAs.
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FIG. 20: A search over all anisotropy coefficients, clm, up to, and including, quadrupole order. The injected anisotropy was
maximal-dipole with c0,0 = 2
√
pi and c1,0 = 2
√
pi/3, corresponding to a dipole-direction of RA= 0.0◦, DEC= 90◦. As can be seen, the
anisotropic-search pipeline fully recovered all details of the injected anisotropy, as well as the amplitude of the GWB characteristic
strain-spectrum, A.
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FIG. 21: A search over all anisotropy coefficients, clm, up to, and including, quadrupole order. The injected anisotropy was
maximal-quadrupole with c0,0 = 2
√
pi and c2,0 = 4
√
pi/5, and all other dipole/quadrupole coefficients equal to zero. As can be seen, the
anisotropic-search pipeline fully recovered all details of the injected anisotropy, as well as the amplitude of the GWB characteristic
strain-spectrum, A.
