New technologies for manipulating and recording the nervous system allow us to 1 perform unprecedented experiments. However, the influence of our experimental 2 manipulations on psychological processes must be inferred from their effects on 3 behavior. Today, quantifying behavior has become the bottleneck for large-scale, 4 high-throughput, experiments. The method presented here addresses this issue by using 5 deep learning algorithms for video-based animal tracking. Here we describe a reliable 6 automatic method for tracking head position and orientation from simple video 7 recordings of the common marmoset (Callithrix jacchus). This method for measuring 8 marmoset behavior allows for the estimation of gaze within foveal error, and can easily 9 be adapted to a wide variety of similar tasks in biomedical research. In particular, the 10 method has great potential for the simultaneous tracking of multiple marmosets to 11 quantify social behaviors. 12 Introduction 13 Recent technological developments allow us to record [10, 12, 61] and 14 manipulate [4, 42, 47] the nervous system with unprecedented precision and scale. Yet, 15 the psychological relevance of our sophisticated manipulations and large-scale recordings 16 can only be inferred from their effects on behavior. Today, properly quantifying 17 behavior has become the main bottleneck for high-throughput experiments [7, 56]. It is 18 common practice to apply standard tests designed to measure psychological constructs 19 such as anxiety and spatial memory, for example, by using the Elevated Plus Maze [41] 20 or the Morris Water Maze [35]. Such testing requires animals to be individually 21 handled, making data acquisition labor intensive, increasing costs and reducing 22 experimental throughput. Alternatively, various simple detectors (e.g. capacitance 23 sensors or photo-beams) can be arranged to automatically acquire data at specific sites 24 (e.g. drinking [17] and feeding [14] stations). This type of automation allows for high 25 throughput behavioral quantification, but fails to capture complex or subtle behaviors 26
computer vision and ideal for video-based tracking of behavior. 48 Most work on the automatic measurement of behavior has been done on fruit 49 flies [5, [51] [52] [53] , zebra fish [39, 40] and mice [36, 38] . However, despite the importance of 50 non-human primates as research models in several areas of life sciences the methods 51 development is lagging behind. In particular, the common marmoset (Callithrix jacchus) 52 is becoming an increasingly important primate model in biomedical [21, 37, 45, 54, 64] , 53 genetic [23, 25, 44] , and neuroscience [28, 49] research. The growing popularity of 54 marmosets stems from their similarity to humans regarding the disease susceptibility 55 profile [11, 55] , their relative ease of handling, high fecundity and fast development [43] , 56 and the recent development of key tools for genetic manipulations [44, 48] and 57 neuroscience experiments [37] . To the best of our knowledge, only one publication has 58 reported on a preliminary method for automated behavioral tracking of marmosets [6] . 59 In contrast to rodents, primates in general have to orient their gaze precisely which 60 makes gaze direction informative of what they pay attention to [33, 49] . Further, a 61 striking feature of the gaze behavior of small-headed primates such as marmosets is 62 their rapid head movements. When shifting their gaze, marmosets tend to move their 63 heads in quick jerks, similar to how bigger primates move their eyes when making 64 saccades. Although marmosets can and do make saccadic eye movements, they are ( Fig 1) . We annotated a subset of the video frames with head direction and trained a 83 CNN on this data. Head direction was explicitly predicted by the model, whereas head 84 position was indirectly estimated from the model's spatial activation pattern [65] . 85 
Fig 1. Experimental setup.
Video was recorded by a camera placed above the subject while it was taking part in a vocal learning experiment. The device to the right of the subject is the reward dispenser with spout (light tube) and recipient below (dark disc).
There were two sources of 86 uncertainty in the input data. First, humans 87 do not score the video frames in an entirely 88 consistent fashion, but will vary a bit from 89 frame to frame in their estimate of identical 90 head directions. Second, head direction 91 angles (0 to 360 • ) were binned into 28 classes 92 resulting in a loss of precision. To provide 93 an estimate of the first source of uncertainty, 94 two investigators annotated the same 95 1,361 frames and the differences between 96 the estimated directions and positions were 97 measured. Between the two investigators, 98 the mean difference was 9.2 • (median 7.2 • ) 99 for direction, and 10 pixels (median 9 pixels) 100 for position. We refer to these differences 101 as the inter-human disagreement. Beyond 102 measuring the uncertainty in the input data, 103 the inter-human disagreement also provides 104 a reference to which the model's performance 105 can be compared. We operationalized the 106 model error as the difference between a human scorer's estimate of head direction and 107 position, and that of the model.
108
In order to address the limits of the input data and to contain the effects of 109 over-fitting, we used model averaging [50, 51] . Unless otherwise noted, the results 110 presented below originate from the averaging of 30 models. Fig 2A shows an example 111 of predicted head direction and position in comparison with the human annotation in a 112 sequence of video frames. Note that although the manually marked position is shown, 113 this is only to evaluate the model's performance and no explicit position information 114 was used in training the model.
115
To systematically test tracking performance we annotated 2,000 video frames with 116 head direction and position. This allowed us to compare the model's predictions with 117 the inter-human disagreement. Randomly selecting the frames from the training set is 118 likely to overestimate performance since adjacent frames in these videos often are highly 119 correlated. Therefore, to test the model, we used labeled frames from five videos (400 120 frames from each video) that did not contribute to neither training nor validation data. 121 The five videos included all three subjects. Fig 2B shows the predicted head position 122 and orientation, as well as the associated errors, in one of the five videos. The 123 magnitude of the head direction error is reported degrees from 0 to 180 • and the 124 position error is reported in pixels (640 × 480-pixel video frames). As an upper limit for 125 the errors they can be compared to chance, which is 90 • for direction, and 277 pixels for 126 position. For the data in Fig 2B, position error is about 70% of the average head width. In comparison, the inter-human 156 disagreement was 10 pixels, that is, 22% of the average head width. Finally, in some 157 video frames the subjects looked out of the horizontal plane, or head was occluded. Such 158 frames were labeled as "angle-does-not-apply" and assigned a 29 th class when training 159 the model. An example of this can be seen in the lower panel of Fig 2B. During an 160 interval around frames 25 -50 the test data was labeled with angle-does-not-apply, and 161 except for a few frames right at the start and end of the interval predicted by the model 162 as such. Since this was a binary classification we report the error as the area under the 163 receiver operating characteristic curve (AUC). Perfect classification would result in an 164 AUC of 1, and chance classification would result in an AUC of 0.5. The AUC for 165 predicting angle-does-not-apply on the complete test set was 0.859.
166
The errors presented above were the results of averaging over the output of several 167 models. However, the gains made by this procedure were rather limited. The average dispenser less than a second after the reward is delivered ( Fig 4B) and soon after start 204 moving towards the dispenser. In order to visualize the pattern of movement associated with calls we aligned speed 222 data (i.e. the magnitude of change in direction and position) to the beginning and end 223 of calls. Since the call duration varies between calls, we re-sampled the data during the 224 calls to a common duration (2.67 s, which is the median call duration). This allowed us 225 to align call associated data across multiple calls. Here we provided a demonstration of how deep learning can be used to track marmoset 244 gaze behavior. We trained a CNN on video data to predict a marmoset's head direction 245 and position, giving an estimate of the marmoset's location and where it was looking.
246
The tracking performance was good, especially for head direction for which the 247 disagreement between the model and human was close to the inter-human disagreement 248 (Fig 2C) . For position, the disagreement between human and model was greater, but 249 still comparable to human performance. This level of performance was not unexpected 250 since deep learning algorithms applied to other complex tasks have been shown to 251 perform at [34] , or above human levels [19] .
252
Vision is the dominant sensory modality of diurnal primates such as marmosets, 253 making gaze tracking essential to the study of their behavior. Their high acuity and 254 forward facing eyes provides them with excellent binocular vision for fast and accurate 255 guidance in a complex three-dimensional environment [27] . However, measuring gaze 256 behavior is fraught with difficulties. Gaze tracking in non-human primates requires the 257 head to be immobilized, in order to leave eye movements as the sole contributor to gaze 258 shift. Head restraint is generally achieved with an implanted metal head post [33] , or in 259 a more recent and less invasive development for macaques, with thermo-plastic 260 helmets [13, 31] . Critically, due to the requirement of head restraint, these methods are 261 hard, if not impossible, to apply in several naturalistic settings where gaze tracking 262 would be desirable. In addition, head restraint might have adverse effects on the gaze 263 behavior of primates such as marmosets, where head movements make a big 264 contribution to the gaze shift. To our knowledge, the only alternative to head restrained 265 gaze tracking in non-human primates is to manually score video recordings to get a 266 coarse estimate of gaze direction [9, 15] . Beyond being time consuming and thus not 267 feasible to apply to hours of data, the method is very imprecise. In light of these 268 methodological limitations, we believe that the method presented here provides an 269 important tool for future studies of marmoset behavior. However, we would like to 270 reiterate that the method presented here relies on the great contribution of head 271 movements to the gaze shift of marmosets, and is thus not applicable to gaze tracking of 272 species where head-independent eye movements contribute more to the total gaze shift. 273 The method presented here is flexible and can easily be applied to similar tasks recordings of isolated marmosets, one would merely need to label a subset of the sdata 277 and train the model. We annotated a total of 20,127 frames which took around 20 278 hours. However, a subset of those (5,000 frames) was used to select model architecture 279 and to evaluate performance. Thus, 15,000 frames (15 hours of work) are sufficient to 280 train the model. Since annotating video is the main time-sink when applying the model 281 to new data, it is worth to consider how to further minimize this effort. One possibility 282 would be to selectively label the more informative frames. Video frames are often highly 283 correlated, meaning that many of them are redundant, and thus do not contribute much 284 when optimizing the model. Through the selective sampling of less correlated frames 285 the model could probably be successfully trained using less labeled data [51] . It is thus 286 likely that not more than 10 hours needs to be spent on data labeling in order to apply 287 the method presented here to a novel set of video recordings.
288
Although our experiments were performed with isolated individuals, we believe that 289 the general method can be extended to recordings of multiple animals. Such 290 simultaneous tracking of multiple animals would provide a way to quantify social 291 behaviors, which are in general, complex and difficult to measure, typically requiring 292 sophisticated analysis of high dimensional data such as video. In the past, social 293 behaviors could only be measured by manually scoring videos, making this type of 294 analysis low-throughput [46] , inconsistent, and subject to unconscious and/or conscious 295 bias [8] . However, deep learning based methods, such as the one presented here, hold 296 the promise of automating this task. Marmosets, like humans, look directly at regions of 297 social interest, particularly faces [33] . Thus, by tracking their gaze in a social 298 environment, we get a measure of their social interactions. Gaze and position tracking 299 would provide the time series data that could be used for automatic detection of such 300 behaviors as play and grooming. The method presented here provides a first step in 301 that direction.
302
The recordings were performed in a restricted environment that essentially only 303 enabled two-dimensional movement. The tracking was further constrained to only 304 concern directions and positions in the horizontal plane, thus decreasing the complexity 305 of our implementation. However, marmosets are not ground dwelling, and in most 306 naturalistic environments tracking in three dimensions is necessary for a meaningful 307 description of their activities. While three-dimensional tracking requires multiple 308 cameras synced by a common clock, the tracking algorithm would not require much 309 modification. The simplest way would be to train independent two dimensional models 310 on video from different cameras, and to reconstruct three-dimensional coordinates and 311 angles post hoc. Successful, multi-camera, three-dimensional tracking has been reported 312 for Drosophila [52, 53] . However, that method relies on background subtraction to 313 localize the target, and thus, requires a visually constant and unobstructed environment 314 which precludes extension to primate home-cage conditions. The utilization of deep 315 learning algorithms provides an alternative that is much more robust to the visually 316 messy environments of marmoset cages.
317
A model's performance is constrained by the quality of the input data, which in our 318 case was limited by the precision of the direction labels (i.e. the width of the direction 319 bins) and the accuracy of the human-scored training data. However, in spite of these We recorded video of marmosets taking part in a vocal learning experiment. During 350 an experimental session, an individual marmoset was kept acoustically isolated in a test 351 box measuring approximately 30 × 30 × 30 cm (Fig 1) for 15 minutes. The subjects 352 were trained to voluntarily leave their home-cage and enter the test box cage in return 353 for preferred food items. The subjects were rewarded for making contact phee calls [58] . 354 Sound was monitored online via a microphone streaming data to a computer running a 355 phee-detection program [59] . Two seconds after the end of a phee call, a dispenser 356 delivered a liquid reward (Yakult, Tokyo, Japan) via a spout to a reward recipient 357 placed below (Fig 1 and 2A) . We recorded 70, 15-min videos (total of 17 hours and 30 358 min) over a period of six months. A total of 4002 phee calls were recorded. For a subset 359 of the experimental sessions (12 videos from one subject), the recordings allowed for 360 precise alignment of the video frames and the behavioral events. Video was recorded at 361 15 frames per second with a C920 Logitech HD Pro Webcam (Logitech, Lausanne, Subsequent to the data collection, a subset of the video frames were annotated with 367 the marmosets' head position and orientation in the horizontal plane. In order to reduce 368 effort and improve consistency, we wrote software to aid the annotation process.
369
Annotation did not require any previous training since it only consisted of marking the 370 location of the marmoset's forehead followed by the base of the two tufts. From these 371 three points, the head direction and position in the horizontal plane was calculated.
372
However, in some instances, frames could not be assigned any meaningful head direction 373 in the horizontal plane. For example, sometimes the subject looked out of the horizontal 374 plane (i.e. up or down), or its head was obscured. Such frames were annotated with 375 angle-does-not-apply. We annotated 18,127 frames from 15 different videos (1208 ±413 376 frames per video). These frames were split into a training set (15,127 frames) and a 377 9/16 validation set (3,000 frames). The validation set was used to tune the model 378 architecture (e.g. to find the optimal number of classes, see below). Another 2,000 379 frames were annotated for the test data. Test data was taken from five videos, each 380 contributing 400 frames that were sampled in four randomly spaced batches of 100 381 consecutive frames. Since the temporal correlation between consecutive video frames is 382 high using randomly drawn frames from the same videos as used for training data would 383 probably overestimate the model's ability to generalize to new data. Thus, in order 384 fairly assess the model's performance, the videos used for test data were different from 385 those used for validation and training data. Our goal was to find a model able to predict both the head's direction and its position 395 in the horizontal plane. In order to achieve this, we took advantage of the fact that the 396 units of a CNN have spatially restricted receptive fields [63] , and thus, implicitly carry 397 information about the location of the source of their activation. That is, the units act as 398 object localizers despite not receiving any explicit information about the location of the 399 object in the image. However, most CNN architectures incorporate one or more layers 400 of fully-connected units in the final stages, thus losing the position information. Here, 401 we instead followed [65] and replaced the fully-connected layer with a global average 402 pooling layer, averaging over filter features while retaining spatial information [26, 65] . 403 This layer was, in turn, connected to a softmax classification layer. In order to find the 404 discriminative image regions, the softmax output was mapped back to the last 405 convolutional layer resulting in a class activity map (CAM) [65] that, for head 406 localization, was up-sampled from 1024 units to 160 × 120, that is, to the same shape as 407 the input.
408
Following this strategy we built a CNN with six convolutional layers and two max 409 pool layers. Filter sizes in the convolutional layers decreased from 11 × 11 to 3 × 3. The 410 global average pooling had a size of 1024 and connected to a softmax layer with the 411 number of units equal to the number of classes. We used cross-entropy loss regularized 412 by the Euclidean (L2) norm of the weights the regularization parameter set to 0.0001. 413 Weights were initialized with random values drawn from a normal distribution with zero 414 mean and a standard deviation set to 2/n w where n w is the number of weights in a 415 layer [19] . The model was optimized with the Adam algorithm [26] , and was trained for 416 80 epochs. Inputs to the model were video frames, whitened, down-sampled (from 417 640 × 480 to 160 × 120 pixels) and converted to gray-scale (averaged RGB color).
418
Over-fitting is a common problem for models built with a great number of tunable 419 parameters. We addressed this in two ways: through regularization (see above), and 420 model averaging [50, 51] .
421
Head direction measured in degree of head rotation in the horizontal plane was 422 binned in n − 1 classes and the frames labeled as angle-does-not-apply were assigned to 423 an n th class. In order to select the optimal number of classes, and thus, the size of 424 direction bins, we trained multiple models configured to predict from five to 33 classes 425 (steps of four), and evaluated their performance on the direction error on the validation 426 set. The error decreased with an increasing number of classes until n = 29, where it Fig 2A) . 432 We used Python 3.5 to implement the head tracking algorithms. The core model was 433 written using GPU-enabled TensorFlow 0.10.0 [1] , while NumPy, SciPy [ We evaluated the model's performance on both direction and position. The position 440 error was measured as the distance in pixels between the human-assigned position and 441 the coordinates of peak activity of the CAM, up-sampled to the same size as the 442 model's input. However, the direction error had to be treated in two separate parts.
443
First, for angle-does-not-apply (i.e. presence/absence of a discernible head direction in 444 the horizontal plane), we report the area under the ROC-curve (AUC). This metric was 445 chosen instead of standard accuracy since the angle-does-not-apply label only occurs in 446 approximately 12% of the frames (i.e. the classes were unbalanced). Second, we report 447 the error in predicted direction as the angular distance between the human-assigned 448 label and the model's prediction converted back from 28 classes to degrees of angle. 
452
To investigate the subjects' points of gazes during the experimental sessions, we 453 combined the head direction and position through extrapolating a ray beginning at the 454 estimated head position and having an angle given by the head direction. We computed 455 histograms of the end points of these "gaze-rays" along the perimeter of the test box 456 (see Fig 3A) . Position preference was estimated by computing two-dimensional 457 histograms representing the density of head positions in the horizontal plane of the test 458 box (see Fig 3A) . For visual clarity, the density map was smoothed with a Gaussian 459 kernel having a 10 × 10-pixel standard deviation.
460
Reward-associated behavior was analyzed by extracting data in an interval starting 461 four seconds before to five seconds after the rewards. We limited the analysis to the first 462 10 rewards delivered within an experimental sessions since the number of calls, and thus 463 rewards, varied between experimental sessions, and the subjects' interest in the rewards 464 tended to decrease during a session. From this reward-aligned data we calculated the 465 distance in pixels between the head position and reward dispenser, and the angular 466 distance between the gaze-ray dispenser (i.e. how many degrees the head would need to 467 be rotated in order to be directed towards the dispenser). The time points where the 468 model predicted angle-does-not-apply were interpolated from neighboring values. For 469 both measures, we smoothed the 10 traces with a Gaussian kernel (13 ms SD) and 470 computed averages and 95% confidence intervals (CI) (see Fig 4B and C) .
471
The movement speeds associated with the production of the contact phee calls were 472 analyzed similarly. We extracted the angular speed of head rotation (the magnitude of 473 change in head direction), as well as, the head speed (the magnitude of change in head 474 position) from five seconds before to 2.5 seconds after the calls. However, since the calls 475 varied in duration we re-sampled the data from the start to the end of the call to the 476 median call duration (2.67 s), allowing us to align the data across calls (see Fig 5) . 477 
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