The role of a distance metric in many supervised and semi-supervised learning applications is central in the success of clustering algorithms. Since existing metrics like Euclidean do not necessarily reflect the true structure (clusters or manifolds) in the data, it becomes imperative that an appropriate metric be somehow learned from training or labeled data. Metric learning has been a relatively new topic in data mining and machine learning, though most work that deals with this topic learns a suitable linear transformation of the original data. This transformation is usually learned using training data and has been shown to improve test data classification accuracy. In this paper we present a Markov random walk based semi-supervised method for metric learning. Our method differs from the aforementioned techniques in that we use minimal labeled data and we do not assume any Mahalanobis type metric structure on the data. We create a computationally efficient nearest neighbor graph representation of the data and pose a semidefinite program that learns the random walk on the associated graph. This is used to generate a distance measure between all unlabeled points and the performance is compared against other important metrics using the k-NN classification rule.
and then evaluating it on test data. While such approaches have shown reasonable improvements in classification accuracies, it seems to us that the linearity assumptions forced by the choice of such metrics is limiting for many applications which have intrinsic nonlinearities.
Intuitively, a more realistic, albeit difficult approach would require minimal training data and little or no linearity assumption to learn an appropriate metric. In this paper we describe an approach along these lines.
Consider a set of data points X ⊂ n where each data point x i belongs to one of the known number C ≥ 2 of classes and at least one labeled point per class. The problem we pose is, for a connected graph with adjacency matrix H that imposes a certain structure on the given data, to learn suitable Markovian transition probabilities on the edges based on the minimum absorption time criteria to be described later. Our experiments show that using edge weights derived from this scheme instead of just locally Euclidean distances results in superior classification accuracy.
The problem is inspired from the paradigm of semisupervised learning [4, 5, 6] , wherein the data points are assumed to lie on some underlying manifold or cluster. The key assumption that these algorithms make is that nearby points and also points in the same manifold are likely to have the same label. The process of classifying the unlabeled points involves taking the few labeled points and then spreading the labels on some approximation of the manifold, usually a nearest neighbor graph.
In this paper we use the concept of absorbing Markov random walks on a graph to firstly derive a simple semisupervised algorithm. We show how to learn an optimal transition probability matrix P by solving an optimization problem based on the ideas from the algorithm. These probabilities are used to construct a distance measure between all points. To the best of our knowledge the approach of learning a metric with no generic form (e.g. Mahalanobis) using semi-supervised learning has not been previously attempted in the literature.
We feel that the ideal testing algorithm for a distance measure is the k-NN rule [18] , since it often gives competitive results and its performance is a direct indicator of the quality of the distance measure used. In the experimental section we compare the performance of the k-NN classifier on our distance matrix against some other significant techniques and show superior results.
In the next section we present the basic intuition of the proposed technique by first describing a simple semisupervised binary classifier and constructing the necessary machinery for the optimization problem. Later we describe a method to pose a tractable solution to the problem and test the solution obtained on different types of datasets using comparisons with benchmark metrics.
Absorbing Markov Chains and Semi-supervised learning
Consider a set of n unlabeled points x 1 , ..., x n and m labeled points x n+1 , ..., x n+m . For simplicity and clarity, we assume two classes of points, the classes correspond to labels +1 and −1. The m labels contain labels from both classes. We now construct a K nearest neighbor graph for our n + m points, where each point is connected to only its K nearest neighbors. Let the adjacency matrix for the graph be W . The weight of each edge is the Euclidean distance between the corresponding nodes or points. To convert this into a probability transition matrix, first we compute the affinity matrix A, where the affinity between points x i and x j is inversely related to the distance between these points, similar to the approach in [6] , such that (2.1)
For a Markov random walk defined on this graph, where the nodes are the states, there is a corresponding transition probability matrix P = D −1 A. The diagonal matrix D corresponds to the normalizing factor so that P is a stochastic matrix i.e. D ii = j A ij , for all i.
A Markov process defined on our graph would be absorbing [7] if one or more nodes were absorbing. This implies that the probability of exiting absorbing nodes will be 0 and the probability of a self-loop would be 1. All the other nodes correspond to transient states. Mathematically, node i is absorbing if P ii = 1 and P ij = 0, for all j = i.
To transform this idea to a semi-supervised setting, we mark the labeled points as absorbing states. Now we have two sets of absorbing states, each corresponding to one class. We partition the matrix P with respect to these two sets of absorbing states as follows (2.2)
3)
Here R + and R − correspond to each of the blocks of the two sets of labeled points in the full transition matrix respectively. Similarly Q + and Q − correspond to the blocks of transient states. For simplicity of notation we assume equal number of labeled points for both classes. It is known [7] that the vector of expected number of steps before absorption of the n unlabeled points by the two different sets of absorbing states is given as
where e is the vector of all 1's. The expected number of steps provides us with an intuitive measure of discriminating between the two classes. For any given point, the lower the average number of steps before absorption, the higher should be the probability of it belonging to the respective class. It is also evident that if the number of labeled points increase the likelihood of absorption will also increase. Thus, we can get our simple classifier with hard assignments for an unlabeled point x i as (2.6)
Learning Transition Probabilities
It follows from the discussion in the previous section that the expected time of absorption may be used as an indicator of the classification label for an unlabeled point. Since intuitively, the time of absorption depends on the geometry of the underlying data graph, the random walk on the graph should be such that the absorption time is minimized for each unlabeled point. In a general multiclass scenario, we would like to minimize the absorption time across all classes. In particular, if P is the transition matrix for all data points (labeled and unlabeled) and Q is the corresponding substochastic sub-matrix of all the unlabeled or transient states, we have
The absorption time vector for all the unlabeled points is then T = (I − Q) −1 e and based on our heuristic the optimal choice for Q should correspond to the solution of the problem
Above we minimize the total absorption time subject to the constraints that Q is strictly sub-stochastic with non-negative entries and that it respects the given adjacency matrix H of the original graph. For computational efficiency we only consider nearest neighbor graphs and we do not require P and hence Q to be symmetric. It was noted in [15] that forcing symmetricity can obscure cluster structure.
From the optimization criterion, it is evident that the total absorption time depends on the entries of (I − Q) −1 . Since on the other hand (3.9)
from standard matrix norm inequalities [8, 9] , the above problem may be relaxed to minimizing (I−Q) −1
2 . Now, it can be shown that for a connected graph and an associated and strictly sub-stochastic matrix Q,
Thus a related optimization problem but perhaps more tractable than (3.8) is
But notice that only those rows of Q corresponding to points that have a labeled point as a nearest neighbor will be strictly sub-stochastic, all others will sum to one. Since we are assuming only very few or at least one labeled point per class (as compared to a large number of unlabeled points), those sub-stochastic rows will sum close to 1. We could therefore relax the above problem even further by forcing Q to be stochastic i.e. Qe = e. This leads us to the optimization problem
The above problem can be written as an instance of a semidefinite program (SDP) by introducing a scalar t to bound the norm of the objective function as follows min t (3.12)
Qe = e; Q ≥ 0;
The semidefinite constraint stems from a fact about Schur complements [12, 13] , that t ≥ Q 2 if and only if tI Q Q T tI 0.
In the standard SDP format we can write the inequalities in the above problem using a linear matrix inequality (LMI) as min t (3.13)
Since the above is a semidefinite program, it is also convex and therefore a global minimum can be computed efficiently.
It is worth to mention here that the optimal solutions to problems (3.10) and (3.11) may be different because in the former we require Q to be strictly sub-stochastic. This simplification is justified due to the small number of labeled points as compared with the unlabeled ones. Indeed, back to the original optimization problem (3.8), when Q is stochastic the inverse of the matrix (I − Q) does not exist and the upper bound that lead to (3.10) is infinite. A mathematical justification to go from problem (3.10) to (3.11) is that the expected time starting from state i that the random walk stays in the transient class after some finite but large number of steps M is given by the i-th entry of M k=1 Q k e. This allows us to not deal with the inverse matrix of (I − Q) directly i.e. M = +∞ yet retaining the intuition about the optimal choice for Q. Now the edge weights that denote the distance between neighboring nodes should be function of the probabilities of optimal transitions. The higher the probability of transition between nodes, the smaller should be the distance between them. In most spectral clustering type and semi-supervised algorithms the affinity matrix is usually obtained by taking the exponential of the normalized edge weights. So to determine the weights between neighboring nodes we compute (3.14)
To obtain the distance between all pairs of points we use the Dijkstra's shortest path algorithm [22] , which can be efficiently computed in O(|E| log |V |), where |E| and |V | are the number of edges and vertices respectively. Note that Dijkstra's algorithm assumes a connected graph. This can be guaranteed by choosing a K (for Nearest Neighbor graph) based on the cross validation procedure. (For a K resulting in a disconnected graph, some distances would be infinite.)
4 Experiments 4.1 Synthetic Data As a sanity check we test the distance matrix obtained on two generated examples, the two moon dataset (figure 1) and two circles as shown in figure 2 . The graph was obtained with K = 3 for two moons and K = 4 for the circles and the clustering was produced with the k-nn rule using the shortest path distance as described above. This example shows that the optimization problem is able to learn the intrinsic structure of the synthetic sets with two labeled points. In the next section we conduct tests on real world datasets.
Real Data
For all experiments a nearest neighbor graph was used for efficient computation. The value of K was manually tuned and the adjacency matrix H was obtained using standard Euclidean distances. We used the SDPT solver [21] for solving the semidefinite program. It is based on an interior point method and can handle around a few 1000 or so edges. This limits the size of the datasets we can test our approach on, providing an avenue for future where we intend to study scalable solutions for large datasets. Note however that the optimization problem doesn't depend directly on the dimensionality of the data and that the metric is not limited by its form, Mahalanobis etc. One ideal way of evaluating a metric is the classification accuracy using the k-NN classification algorithm as discussed before. We use this approach across all experiments. The value of k for classification was chosen using cross-validation and a different value is selected for different datasets for each comparison.
USPS Digits
We conduct tests on various sub samples of the 16x16 USPS digits dataset. We divide the training set into subsets of group of 4 digits according to the relativity difficulty of classification. Digits (1, 2, 3, 4) are easier to tell apart than (5, 6, 7, 8) . Thus naturally we use these two sets of size 104, with 26 digits in each class. The subsets used are USPS-1 (1,2,3,4) , USPS-2 (5, 6, 7, 8) , USPS-3 (3, 5, 8, 9) and USPS-4 (1, 3, 7, 8) . For our experiments this number basically set the limit for the SDP solver, since the number of constraints generated tend to be very high and these solvers do not scale well with the number of constraints. One digit each is randomly labeled to get the graph structure as described in the second section. For the remaining 100 digits, a 100x100 distance matrix is learned which is evaluated us- Table 1 : Sample test error rates for datasets using k-NN classifier.
ing the k-NN rule.
For the test accuracy, the results are averaged over 100 random 80/20 splits of the remaining 100 digits. The results are compared against standard Euclidean and the tangent distance [17] , which is an ideal comparison especially for the USPS data. A C implementation is available [23] . These results are then averaged over 10 randomly selected different subsets of the above mentioned digits. Table 1 shows the test classification accuracies. Our measure(absorption metric) clearly results in substantial improvement over Euclidean and the tangent distance. We don't show comparisons with the standard Mahalanobis distance [20] on the high dimensional datasets as they apparently don't do well if the number of points are less than the dimensionality of the data.
AT&T Faces
The AT&T face recognition dataset [24] contains 400 grayscale images of 40 persons in 10 different poses. The size of each image is 92x112. We used each image without down sampling. We selected a sub sample of 10 persons. Training and test images for each person were created by randomly choosing 7 images for training and 3 images for testing. The value for k was set to 3 for the test classification. The results were averaged over 100 iterations. This was then averaged various subsets of 10 people. Comparisons were made against standard Euclidean and Tangent distance. The results are shown in table 1. The results seem to indicate that the performance improvement is significant on data which can have some intrinsic manifold structure like digits and faces etc.
UCI Data
We also tested our metric on measure on the wine,iris and balance datasets from the UCI machine learning repository [25] . The iris(4 attributes) and wine (4 attributes) datasets were divided into 80 and 20 training and test points respectively belonging to 3 classes. A subset of the balance dataset with 4 attributes was split into 60 and 20 points belonging to 3 classes. The results were as usual averaged over 100, 70/30 splits of the subsets of the data, the error on each subset in turn being averaged 100 times. The value of k for the nearest neighbor classifier was obtained using cross validation. In these experiments we also compared against the standard Mahalanobis distance (Mahadist) using the inverse of the covariance matrix as a weighting [20] .
Analysis
Our experiments reveal that except for the balance and wine dataset, we consistently outperform the other important metrics. As discussed before we essentially minimize a measure on the geometry of the underlying graph. This could indicate that we tend to do better on relatively higher dimensional datasets where the metric probably learns some intrinsic manifold structure wherein most points lie. In lower dimensions like for wine and balance datasets, the structure is possibly close to being linear and little or no improvement can be expected using our technique.
Related Work
There is existing work on learning a metric that mostly deals with a Mahalanobis type metric learned using substantial training data. Various formulations have been proposed, some from a probabilistic point of view [19] , others more attuned towards mininmizing the error margin on test data e.g. [10, 11] . From a k-NN rule perspective and hence with similar goals as our technique, the recent large margin nearest neighbor technique [10] , trains the output Mahalanobis metric with the goal that the k nearest neighbors always belong to the same class and at the same time points from other classes remain separated by a large margin. From our preliminary tests it wasn't fair to compare this with our measure, since it seems to rely on larger training sets for significant improvement as is also evident from the experiments given in the paper.
As discussed before we are not aware of any technique that learns a generic metric from very few labeled points (based on some structural assumptions) and our research could lead to further improvements in this direction.
From a random walk perspective, related Markov methods have been employed for the purposes of classification. More specifically, [1] assumes a metric to arbitrarily convey a probability transition metric (proportional to weights) over the data to cluster it; [2] also assumes a metric from the beginning to arbitrarily claim a probability transition matrix based on the original metric which is then used to propagate labels using accumulated correlations; [3] also assumes a metric over the data to induce a probability transition metric over an M -NN graph (where labeled points are absorbing) which is used to produce a probability distribution over the labels of each unlabeled point. While our setting is similar to these three references, we only assume a metric to embed our data in a manifold (chosen but not necessarily restricted to be a k-NN graph) but then use a probabilistic argument and optimization procedure to learn a more reasonable metric over that manifold.
Conclusion and Future Work
In this paper we presented a novel semi-supervised framework for learning a metric on a graph described by a given adjacency matrix. The technique employs the methodology of absorbing Markov chains wherein the few labeled points are described as absorbing and the unlabeled points as transient states. A semidefinite optimization problem is posed that minimizes the total absorption time for the unlabeled points. This problem is posed with structural constraints corresponding to the given data graph and other probabilistic ones. In the true form it is deemed intractable and a relaxation is proposed that preserves the original intuition. The optimization returns a random walk described by a stochastic matrix Q * which is optimal in sense of the underlying geometry of the data. The suitability of our approach is then demonstrated by obtaining shortest path distances on real and synthetic datasets.
For future work we intend to fore mostly scale the optimization to large datasets. Some of our preliminary studies have indicated that sub-gradient methods [14] hold promise towards that direction. We also intend to clear some theoretical issues, like the effect of the number of labeled points on the learned random walk. There is also the need to study alternative relaxations of the problem that might lead to more efficient solutions.
