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Bayes factors and the geometry of discrete
hierarchical loglinear models.
Ge´rard Letac∗, He´le`ne Massam†
Abstract
A standard tool for model selection in a Bayesian framework is the Bayes
factor which compares the marginal likelihood of the data under two given
different models. In this paper, we consider the class of hierarchical loglinear
models for discrete data given under the form of a contingency table with
multinomial sampling. We assume that the Diaconis-Ylvisaker conjugate prior
is the prior distribution on the loglinear parameters and the uniform is the
prior distribution on the space of models. Under these conditions, the Bayes
factor between two models is a function of their prior and posterior normalizing
constants. These constants are functions of the hyperparameters (m,α) which
can be interpreted respectively as marginal counts and the total count of a
fictive contingency table.
We study the behaviour of the Bayes factor when α tends to zero. In this
study two mathematical objects play a most important role. They are, first, the
interior C of the convex hull C of the support of the multinomial distribution
for a given hierarchical loglinear model together with its faces and second, the
characteristic function JC of this convex set C. We show that, when α tends to
0, if the data lies on a face Fi of Ci, i = 1, 2 of dimension ki, the Bayes factor
behaves like αk1−k2 . This implies in particular that when the data is in C1
and in C2, i.e. when ki equals the dimension of model Ji, the sparser model is
favored, thus confirming the idea of Bayesian regularization.
In order to identify the faces of C, we need to know its facets. We give two
new results. First, we identify a category of facets common to all hierarchical
models for discrete variables, not necessarily binary. Second, we show that
these facets are the only facets of C when the model is graphical with respect
to a decomposable graph.
Keywords: discrete loglinear models, Bayes factor, convex polytope, faces,
effective degrees of freedom.
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1 Introduction
We consider data given under the form of a contingency table representing the classi-
fication of N individuals according to a finite set of criteria. We assume that the cell
counts in the contingency table follow a multinomial distribution. We also assume
that the cell probabilities are modeled according to a hierarchical loglinear model
(henceforth called hierarchical model). The multinomial distribution for the hierar-
chical model is a natural exponential family of the general form L(θ)−1 exp〈θ, t〉µ(dt)
where µ is the generating measure and L is its Laplace transform. The Diaconis-
Ylvisaker [7] conjugate prior has the general form
I(m,α)−1L(θ)−α exp(α〈θ,m〉)dθ (1)
where m and α are hyperparameters and I(m,α) is the normalization constant. Mas-
sam et al. [16] have identified and studied the Diaconis-Ylvisaker conjugate prior for
the so called baseline constrained loglinear parametrization of the multinomial for
hierarchical models. This prior is a generalization of the hyper Dirichlet defined by
Dawid and Lauritzen [6] for graphical models Markov with respect to decomposable
graphs. Since decomposable graphical models, and more generally graphical models,
form a subclass of the class of hierarchical models we will call this prior the general-
ized hyper Dirichlet. The hyper Dirichlet distribution is also used in discrete Bayesian
networks as a prior for the cell parameters of the multinomial distribution of counts
for the directed subgraphs formed by each discrete variable and its parents (see [12]).
For the generalized hyper Dirichlet or the hyper Dirichlet, α is a positive scalar while
m is a vector. The scalar α can be interpreted as the total sample size of a fictive
contingency table and m can be interpreted as the vector of various marginal counts
of the same table. It is therefore traditional to take α small relatively to the total data
count N . In this paper, we will use the loglinear parametrization for the hierarchical
model and the generalized hyper Dirichlet as the prior, as defined in [16].
In a Bayesian framework, the Bayes factor is one of the main tool for model
selection in the class of hierarchical models. The aim of this paper is to study the
behaviour of the Bayes factor for the comparison of two hierarchical models J1 and
J2 when α is very small, i.e., when α → 0. The motivation for this study is two-
fold. First, it has been observed that as α → 0, in general, the Bayes factor will
select the sparser model, that is the model with the parameter space of smallest
dimension or equivalently the model with the least number of interactions. This is
commonly called the phenomenon of regularization, Second, Steck and Jaakkola [20],
Proposition 1, have shown that, however, this is not always the case and that, in fact,
the behaviour of the Bayes factor between two Bayesian networks differing by one edge
only depends upon a quantity which they call dEDF , effective degrees of freedom,
and which depends solely on the data. Comparing two such Bayesian networks is
equivalent to comparing two graphical models on three variables, the saturated model
and the model Markov with respect to the graph A3, i.e., the two-link chain, with
one conditional independence. It is therefore natural to seek a generalization of the
results in [20] when two arbitrary hierarchical models are considered.
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Our aim is to formally explain when the sparser model is selected, when it is not
and why. We also want to develop tools to predict what the behaviour of the Bayes
factor will be, for two given models.
Since in the case of the Diaconis-Ylvisaker conjugate prior, the posterior prob-
ability of model J given the data is equal to the ratio of the posterior and prior
normalizing constants, we will be led to study the asymptotic behaviour, as α → 0,
of the normalizing constant I(m,α) in (1). In this study, two important mathemati-
cal objects will surface. The multinomial distribution for a given hierarchical model
J is a natural exponential family. We denote by C the interior of the convex hull
C of the support of the measure generating this multinomial distribution. The con-
vex polytope C, together with its faces, is the first important mathematical object.
The position of the data with respect to C, that is whether the data is in C or on
one of the faces of C, will determine the behaviour of the Bayes factor. The second
important mathematical object is the characteristic function JC of this polytope C;
JC(m) is defined in the literature as the volume of the polar set of C −m (see [3]).
It is through JC that we will be able to find the asymptotic behaviour of I(m,α).
Our central statistical result is that, as α → 0, the Bayes factor B1,2 between two
hierarchical models J1 and J2 behaves as follows:
B1,2 ∼ Dα
k1−k2 (2)
where D is a positive constant and ki, i = 1, 2 are, respectively, the dimension of the
face of Ci containing the data in its relative interior. When the data is in both the
open convex sets Ci, i = 1, 2, we have of course that
B1,2 ∼ Dα
|J1|−|J2|
and this explains that in general the Bayes factor favours the sparser model since, in
general for low-dimensional tables, the data is in the open polytope Ci. However with
modern genetic or sociological data, we often deal with very sparse high-dimensional
tables. In that case, the data may well be on a face of dimension ki < |Ji|. Then, as
shown in [20] for three-factor models, the sparser model is not necessarily favoured
by the Bayes factor. We do not consider, in this paper, the case α → +∞ since in
that case, the behaviour of I(m,α) is well-known (see for example [19] or [11]).
Here is a detailed description of the content of this paper. As mentioned above, we
assume a multinomial distribution for the counts and the generalized hyper Dirichlet
prior for the loglinear parameters, as given in [16]. However, in order to efficiently
describe the geometry of C, we simplify the notation in [16]. This new notation is
given in Section 2.1. In Section 2.2, we derive a characterization of the hierarchical
model which is close to that given in Proposition 3.1 of Darroch and Speed [4]. Though
not central to the derivation of our main result, this characterization strengthens our
understanding of the hierarchical model. In Section 2.3, we summarize §2 in [16] and
give a precise description of the measure µ generating the multinomial distribution,
of its support and of the interior C of the convex hull C of this support. In Section
3, we describe properties of JC(m) and I(m,α). Theorems 3.1, 3.2 and 3.3 give,
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respectively, the expression of JC(m) in terms of the affine forms defining the facets
of C, the behaviour of I(m,α) when m ∈ C and α→ 0, and the behaviour of JC(z) as
z tends to the boundary of C along a straight line. These results are used in Section
4 where we give our main statistical result, Theorem 4.1 which yields equation (2).
We thus have a precise description of the behaviour of the Bayes factor depending on
the position of the data on the convex polytope C i, i = 1, 2 of the two models being
compared. We show in Section 4.3 that our results comprise the results in [20] as a
particular case. In fact, we give a generalization of the concept of effective degrees
of freedom to allow for the comparison of two arbitrary decomposable models. In
Proposition 4.2 using the generalized effective degrees of freedom, we give a quick
and easy way to predict the behaviour of the Bayes factor. Since faces of C can
only be obtained through the facets of C, in Section 5, we return to the geometry
of C and its facets. This set of facets has already been studied in the literature for
certain binary hierarchical models (e.g. [5] or [13]). In Theorem 5.1, we describe a
category of facets common to all hierarchical models. This constitutes a new result.
For example, for the hierarchical model with four vertices {a, b, c, d} and all three-way
interactions (abc), (bcd), (cda), (dab), no facets of C were known. In Corollary 5.1, we
show that the special category of facets given in Theorem 5.1 actually gives all the
facets of C when the model is decomposable. We conjecture that this characterizes
decomposable graphical models. Finally in Section 5.3, for the convenience of the
reader, we present some known results about the facets of C for graphical models
Markov with respect to a cycle, using the notations of the present paper.
2 Preliminaries
2.1 The notation
While we keep the traditional notation as given in [6] for cells and cell counts of the
contingency table, we simplify the notation introduced in [16] for the set of nonzero
loglinear parameters.
Let V be a finite set of indices representing |V | criteria. We assume that the
criterion labelled by v ∈ V can take values in a finite set Iv. We consider N individuals
classified according to these |V | criteria. The resulting counts are gathered in a
contingency table such that
I =
∏
v∈V
Iv
is the set of cells i = (iv, v ∈ V ). If D ⊂ V and i ∈ I we write iD = (iv, v ∈ D)
for the D-marginal cell. We write RI for the space of real functions i 7→ x(i) defined
on I. The element x ∈ RI is seen sometimes as a vector, sometimes as the function
i 7→ x(i) on I.
Let D be a family of non empty subsets of V such that D ∈ D, D1 ⊂ D and
D1 6= ∅ implies D1 ∈ D. In order to avoid trivialities we assume ∪D∈DD = V. In the
literature such a family D is called a hypergraph (see [15]) or an abstract simplicial
complex (see [9]) or more simply the generating class (see [8]). Following the notation
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introduced in [4], we denote by ΩD the linear subspace of x ∈ RI such that there exist
functions λD ∈ RI for D ∈ D depending only on iD and such that x =
∑
D∈D λD,
that is
ΩD = {x ∈ R
I : ∃λD ∈ R
I , D ∈ D such that λD(i) = λD(iD) and x =
∑
D∈D
λD}
The hierarchical model generated by D is the set of probabilities p = (p(i))i∈I on I
such that p(i) > 0 for all i and such that log p ∈ ΩD. It is convenient to write for p in
ΩD
log p(i) = λ∅ +
∑
D∈D
λD(i) (3)
where λ∅ does not depend on i and is thus a constant. Needless to say the represen-
tation (3) is not unique.
We now introduce the notions we will need later to express the baseline constrained
loglinear parameters used in the present paper. We first select a special element in
each Iv. For convenience we denote it 0. By abuse of notation, we also denote 0 in I
the cell with all its components equal to 0. This special element in Iv is denoted rv in
[4] and i∗ in [16], but we find the notation 0 more convenient. Actually the choice of
the special element 0 in each Iv is arbitrary and does not affect our results. If i ∈ I
the support of i is the subset of V defined as
S(i) = {v ∈ V ; iv 6= 0}.
We write
J = {j ∈ I, S(j) ∈ D} (4)
and note that since D does not contain the empty set, J does not contain 0 ∈ I. This
set J ⊂ I is essential here and de facto defines the hierarchical model. We introduce
the important notation
j ⊳ i
for i ∈ I and j ∈ J to mean that S(j) is contained in S(i) and that jS(j) = iS(j). Note
that if j, j′ ∈ J and i ∈ I we have
j ⊳ j′ and j′ ⊳ i⇒ j ⊳ i. (5)
Thus ⊳ is in particular a partial ordering for J but we will never use the notation
i ⊳ i′ for i or i′ in I \ J . Let us illustrate the notation above with an example. Let
V = {a, b, c}, D = {a, b, c, ab, bc} and Ia = {0, 1, 2} = Ib and Ic = {0, 1}. Thus I has
3× 3× 2 = 18 elements and
J = {100, 200, 010, 020, 001, 110, 210, 120, 220, 011, 021}
with 11 elements with respective supports a, a, b, b, c, ab, ab, ab, ab, ac, ac. If i = 201 the
set of j in J such that j⊳i is {200, 001} and if i = 211 this set is {210, 200, 011, 001, 010}.
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2.2 The hierarchical model
We now introduce vectors which are fundamental for the description of the geometry of
our problem. Let (gi)i∈I and (ej)j∈J be the canonical basis of R
I and RJ respectively.
We endow these two spaces with their natural Euclidean structure. For all i ∈ I we
define fi ∈ RJ by
fi =
∑
j∈J, j⊳i
ej (6)
with in particular f0 = 0. Let H be the linear application H : R
I → RJ which sends
the vector x =
∑
i∈I x(i)gi of R
I into H(x) =
∑
i∈I x(i)fi of R
J . Then
H(x) =
∑
j∈J
ej
∑
j⊳i
x(i). (7)
The adjoint of H is the linear application H∗ : RJ → RI such that for all θ =∑
j∈J θjej ∈ R
J and all x ∈ RI one has
〈H(x), θ〉 = 〈
∑
j∈J
ej
∑
j⊳i
x(i),
∑
j∈J
θjej〉 =
∑
i∈I
x(i)
∑
j⊳i
θj = 〈x,H
∗(θ)〉.
As a consequence
H∗(θ) =
∑
i∈I
gi
∑
j∈J, j⊳i
θj . (8)
In other words the vector H∗(θ) of RI is the function i 7→
∑
j∈J, j⊳i θj . For instance
for j ∈ J one has
H∗(ej) =
∑
i∈I, j⊳i
gi.
Suppose that x ∈ RI is in the image of H∗. The expression of θ ∈ RJ for a given
x = H∗(θ) ∈ RI is given in the following lemma.
Lemma 2.1 The mapping H∗ : RJ 7→ RI defined above is injective. If x is in the
image im(H∗) of H∗ we have x = H∗(θ) if and only if for all j ∈ J
θj =
∑
j′∈J ; j′⊳j
(−1)|S(j)|−|S(j
′)|x(j′). (9)
In particular the vectors (H∗(ej))j∈J are a basis of im(H
∗).
Proof: Let us first show the expression (9) of θj , j ∈ J . It follows from (8) that
x(j′) =
∑
j⊳j′ θj and therefore (9) is equivalent to θj =
∑
j′⊳j(−1)
|S(j)|−|S(j′)|∑
j′′⊳j′ θj′′
which is equivalent to
θj =
∑
j′′⊳j
θj′′
∑
j′′⊳j′⊳j
(−1)|S(j)|−|S(j
′)|.
We therefore have to prove that for fixed j′′ and j in J such that j′′ ⊳ j′ ⊳ j,
∑
j′′⊳j′⊳j
(−1)|S(j)|−|S(j
′)| =
{
1 if j = j′′
0 if j 6= j′′.
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If j = j′′ the result is trivially true. If j 6= j′′ and j′′ ⊳ j′ ⊳ j with j fixed, then j′ is
entirely determined by its support S(j) since j′S(j′) = jS(j′). The principle of inclusion
exclusion says that for A ⊂ C where C 6= A we have
∑
A⊂B⊂C(−1)
|B| = 0. Applying
this to A = S(j′′) and C = S(j) gives the desired result and (9) is proved. Note that
(9) implies that H∗ is injective and that the vectors (H∗(ej))j∈J are independent. ✷
The following proposition characterizes D in terms of the linear application H and
its adjoint H∗. Its corollary describes the hierarchical model.
Proposition 2.1 The space ΩD defined in (3) is the direct sum of the 1-dimensional
space K of constants and the image of H∗ in RJ
ΩD = K ⊕ im(H
∗).
The dimension of ΩD is
dD = 1 + |J | with |J | =
∑
D∈D
∏
v∈D
(|Iv| − 1).
Proof: We now show K ⊕ im(H∗) = ΩD. To see this, let us consider for D ∈ D
the linear space ED of functions i 7→ λD(i) defined on I and depending only on iD.
This space is isomorphic to RID with the notation ID =
∏
v∈D Iv and therefore has
dimension |ID| =
∏
v∈D |Iv|.
We now prove that a basis of the linear space ED is given by a vector generating
the space K of constants and by the set of the |ID| − 1 vectors of R
I
{H∗(ej) j ∈ J, S(j) ⊂ D}.
To see this we observe that from the definition of H∗ the value of the function
i 7→ H∗(ej)(i) is equal to 1 if j⊳i and to 0 if not. If furthermore S(j) ⊂ D this function
H∗(ej) is an element of ED. This is checked by writing i = (iD, iDc) : we have to show
that H∗(ej)(i) does not depend on iDc . Consider the case H
∗(ej)(iD, iDc) = 1. This
is saying that j ⊳ (iD, iDc) which implies that S(j) ⊂ S(i) and jS(j) = iS(j). Recall our
hypothesis S(j) ⊂ D. Now consider i′ = (iD, i
′
Dc). Clearly j ⊳ (iD, iDc) if and only if
j ⊳ (iD, i
′
Dc), and this implies that H
∗(ej)(i) = H
∗(ej)(i
′). Thus H∗(ej) ∈ ED when
S(j) ⊂ D. Now we recall that the vectors {H∗(ej) j ∈ J, S(j) ⊂ D} are independent
and that K ∩ im(H∗) = {0}. Since the dimension of ED is (|ID| − 1) + 1 the claim is
proved.
To complete the proof we use the fact that ΩD =
∑
D∈D ED (not a direct sum).
Therefore ΩD = K ⊕ im(H∗). Note that im(H∗) can be seen as the subspace of the
x ∈ ΩD such that x(0) = 0. The basis if im(H∗) being the set of vectors {H∗(ej) S(j) =
D, D ∈ D} it then becomes clear that
|J | =
∑
D∈D
∏
v∈D
(Iv − 1).
The proposition is proved. ✷
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Corollary 2.1 The probability p = (p(i), i ∈ I) belongs the hierarchical model gen-
erated by D if and only if there exist θ =
∑
j∈J θjej ∈ R
J and a real number θ0 such
that
log p = θ0 +H
∗(θ) (10)
that is, for all i ∈ I,
log p(i) = θ0 +
∑
j∈J j⊳i
θj.
Moreover, θ ∈ RJ is uniquely defined by
θj =
∑
j′∈J ; j′⊳j
(−1)|S(j)|−|S(j
′)| log p(j′)
and θ0 is uniquely defined by e
−θ0 = L(θ), where
e−θ0 = L(θ) = 1 +
∑
i∈I\{0}
exp(
∑
j∈J j⊳i
θj). (11)
The discrete hierarchical model generated by D is a manifold of dimension |J |.
The results of the corollary above are not new of course. The characterization of the
hierarchical model is close to that given in Proposition 3.1 of [4] when one chooses
what is called in that paper the substitution weight function for the averaging oper-
ator.
2.3 The multinomial distribution as a natural exponential
family
We will now use the proposition above to express the density of the multinomial dis-
tribution for the hierarchical model generated by D. We consider a contingency table
with cells i = (iv, v ∈ V ) ∈ I and cell counts n = (n(i), i ∈ I) with
∑
i∈I n(i) = N
obtained from N i.i.d. observations of a multivariate Bernoulli variable with param-
eter (p(i), i ∈ I), i.e. with distribution
∑
i∈I p(i)δgi. For E ⊂ V we write iE ∈ IE and
n(iE) =
∑
i′∈I;iE=i′E
n(i′) for the E-marginal cell and E-marginal count respectively.
For the particular case E = S(j), j ∈ J we abbreviate n(jS(j)) as
t(j) = n(jS(j)). (12)
Then, using (10), (8) and (7) we have∑
i∈I
n(i) log p(i) = 〈log p, n〉RI = Nθ0 + 〈H
∗(θ), n〉RI = Nθ0 + 〈θ,H(n)〉RJ
= Nθ0 + 〈θ, t〉RJ = Nθ0 +
∑
j∈J
t(j)θj
which, using (11) we rewrite
∏
i∈I
p(i)n(i) =
1
L(θ)N
exp
∑
j∈J
t(j)θj
 = exp
∑
j∈J
t(j)θj +Nθ0
 . (13)
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The multinomial distribution for the model generated by D is therefore a natural
exponential family on RJ and is generated by a discrete measure on RJ whose Laplace
transform is L(θ)N . For fi as defined in (6), we have L(θ) =
∑
i∈I e
〈θ,fi〉 and therefore
L is the Laplace transform of the counting measure
µ =
∑
i∈I
δfi (14)
on the set of vectors (fi)i∈I . This exponential family is concentrated on a bounded
set of RJ and therefore the set of parameters θ for which L is finite is the whole space
RJ . Hence the family is regular in the sense of Barndorff- Nielsen [2] and Diaconis
and Ylvisaker [7]. Let C ⊂ RJ be the interior of the convex hull of the set (fi)i∈I . In
Corollary 2.2 below we show that the (fi)
′s are the extreme points of its closure C.
Proposition 2.2 Let (ej)j∈J be the canonical basis of R
J , let (Ji)i∈I be a family of
subsets of J such that ∪i∈IJi = J and let fi =
∑
j∈Ji ei, i ∈ I. The extreme points of
the convex hull C of the vectors (fi)i∈I are the vectors (fi)i∈I themselves.
Corollary 2.2 The extreme points of the convex hull of the support of the measure
µ as defined in (14) are the fi, i ∈ I as defined in (6).
The corollary is obtained by taking Ji = {j ∈ J ; j ⊳ i}. Let us prove Proposition
2.2.
Proof: Trivially any extreme point of C is an fi for some i. Conversely let us show
that for some given i0, fi0 is an extreme point of C. Suppose that there exist non
negative numbers (λi)i∈I such that
∑
i∈I λi = 1 and fi0 =
∑
i∈I λifi. We are going to
show that necessarily λi = 0 if i 6= i0. By the definition of the fi
fi0 =
∑
j∈Ji0
ej =
∑
i∈I
(λi
∑
j∈Ji
ej). (15)
We observe first that if λi > 0 then Ji ⊂ Ji0 . If not there exists a j0 ∈ Ji \ Ji0 and
therefore 〈fi0 , ej0〉 = 0. But (15) contradicts this since 〈fi0, ej0〉 ≥ λi > 0. Therefore,
writing
A(i0) = {i ∈ I; Ji ⊂ Ji0},
we must have λi = 0 if i 6∈ Ai0 and
∑
i∈A(i0) λi = 1. Then (15) becomes
0 = (
∑
i∈A(i0)
λi)(
∑
j∈Ji0
ej)−
∑
i∈A(i0)
(λi
∑
j∈Ji
ej)
=
∑
j∈Ji0
ej [(
∑
i∈A(i0)
λi)− (
∑
i∈A(i0), j∈Ji
λi)]
=
∑
j∈Ji0
ej(
∑
i∈A(i0), j 6∈Ji
λi)
Since the ej ’s are independent, it follows that
∑
i∈A(i0), j 6∈Ji λi = 0 and since the λ’s
are nonnegative, this will imply λi = 0 for each i 6= i0, i ∈ A(i0) if we can show that
there exists a j0 such that j0 ∈ Ji0 \ Ji. This clearly true and therefore we conclude
that λi = 0 if i 6= i0. This proves that fi0 is an extreme point. ✷
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2.4 The DY conjugate prior for the loglinear parameters
As seen in Corollary 2.1, the hierarchical model generated by D can also be character-
ized by the set J as defined in (4). Moreover, from (13), we see that the multinomial
distribution of n for the model J can be written in terms of the marginal counts
tJ = (t(j), j ∈ J). It is the natural exponential family with density, with respect to
µ⊗N , equal to
f(t|θ, J) = C(n)
exp〈tJ , θ〉
L(θ)N
(16)
where µ is as in (14) and C(n) is constant with respect to θ. Following [7], the DY
conjugate prior for θ indexed by α > 0 and by mJ ∈ C is defined as the probability
on RJ with density
π(θ|mJ , α, J) =
1
IJ(mJ , α)
×
eα〈θ,mJ 〉
L(θ)α
where IJ(m,α) is the normalizing constant. This family of priors is conjugate and
the posterior probability of θ given the data n = (n(i))i∈I in the contingency table is
π(θ|
αmJ + tJ
α +N
,α +N, J).
Let H denote the set of all hierarchical models on the given set of variables. If we
assume that the prior distribution on H is discrete, then the posterior distribution of
J given the data is
g(J |t) = C(n)
IJ(
αmJ+tJ
α+N
, α +N)
IJ(mJ , α)
/ ∑
L∈H
IL(
αmL+tL
α+N
, α+N)
IL(mL, α)
In classical Bayesian model selection, the most probable models are selected by means
of Bayes factors. More precisely, models are compared two by two by means of the
Bayes factor B1,2 between model J1 and model J2. In our framework
B1,2 =
I2(m2, α)
I1(m1, α)
×
I1(
αm1+t1
α+N
, α+N)
I2(
αm2+t2
α+N
, α+N)
(17)
where, for the sake of simplicity, m, t, I are indexed by i = 1, 2 rather than by J1, J2
and where m1 and m2 have been chosen in C1 and C2 respectively. The aim of the
present paper is to find the limit of B1,2 when α→ 0. If we assume that n(i) > 0 for
all i ∈ I, then tk/N is in the interior of Ck and under these circumstances the second
factor in the right-hand side of (17) has the finite limit I1(
t1
N
, N)/I2(
t2
N
, N). For the
first factor in (17), we will show that I(m,α) ∼α→0 JC(m)α
−|J | where JC(m) will be
studied in the next section. Thus when α→ 0 the Bayes factor is equivalent to
α|J1|−|J2|
JC2(m2)
JC1(m1)
×
I1(
t1
N
, N)
I2(
t2
N
, N)
.
If we do not assume that n(i) > 0 for all i ∈ I, then tk/N might be on the boundary
of Ck for at least one k = 1, 2 and we will have to further study the behaviour of
I(m,α) and JC(m). This is done in the following section.
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3 The limiting behavior of the prior normalizing
constant
We give three fundamental theoretical results in this section. We assume that m is
in the interior of C, the convex hull of the measure µ as defined in (14). Theorem 3.1
gives the general form of JC(m) in terms of the affine forms defining the facets of C.
Theorem 3.2 gives the limit of I(m,α) when α → 0 and Theorem 3.3 describes the
behaviour of JC((1− λ)y) when y is on the boundary of C and λ→ 0.
3.1 The characteristic function of a convex set
Given a finite dimensional real linear space E, let E∗ be its dual, that is, the space
of all linear forms θ on E. We write 〈θ, x〉 instead of θ(x) when (θ, x) ∈ E∗ × E.
We fix a Lebesgue measure dθ on E∗ and a Lebesgue measure dx on E which must
be compatible (this means that if e is a basis of E and e∗ is the corresponding dual
basis of E∗ the product of the respective volumes of the two cubes built on e and e∗
must be one). Needless to say when E = Rn and E∗ = E and 〈., .〉 is the usual inner
product and the Lebesgue measure is the usual one. It will be however important in
the sequel to distinguish between E and E∗ and we therefore keep this notation.
If C ⊂ E is an open non empty convex set not containing a line, its polar set is
Co = {θ ∈ E∗ ; 〈θ, x〉 ≤ 1 ∀x ∈ C},
its support function hC : E
∗ → (−∞,∞] is
hC(θ) = sup{〈θ, x〉 ; x ∈ C}
and its characteristic function is the function m 7→ JC(m) defined on C by
JC(m) =
∫
E∗
e〈θ,m〉−hC(θ)dθ. (18)
We note that if C contained a line, we would have hC(θ) =∞ almost everywhere and
JC ≡ 0. Faraut and Koranyi [10], p. 10 define JC when C is an open convex salient
cone. In that case, the polar set of C is the convex cone
Co = {θ ∈ E∗ ; 〈θ, x〉 ≤ 0 ∀x ∈ C} (19)
and we have
hC(θ) =
{
0 if θ ∈ Co
+∞ if θ 6∈ Co
Let us mention here that when C is a bounded set, hC(θ) is finite for all θ ∈ E∗. We
also have the following important property of JC(.).
Lemma 3.1 Let C be an open convex set not containing a line and let m ∈ C. Then
JC(m) is finite.
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Proof: We first give the proof for m = 0. Then, by assumption, 0 is an interior point
of C and hC is always a strictly positive function. Assume that E has a Euclidean
structure and let S(E) be its unit sphere. Recall that the function θ 7→ hC(θ) is a
continuous function. Thus, for u = θ/‖θ‖ ∈ S(E) we have the equality
hC(θ)/‖θ‖ = hC(u) = max{〈u, x〉 ; x ∈ C}.
Now the function u 7→ hC(u) is continuous on the compact set S(E): let K > 0 be
its minimum. The previous equality shows that
K‖θ‖ ≤ hC(θ).
Thus if n = dimE we have∫
E∗
e−hC(θ)dθ ≤
∫
E∗
e−K‖θ‖dθ = Cn
∫ ∞
0
e−Krrn−1dr <∞
where Cn = 2π
n/2/Γ(n/2) is the area of S(E). For the general case m 6= 0 we use the
fact that the support function of C −m satisfies hC−m(θ) = −〈θ,m〉+ hC(θ). ✷
One can prove that JC(m) = ∞ if m /∈ C. Another property of JC(m) is that
when C is an open convex set of Rn not containing a line, the following formulas hold
JC(m) = n!Vol(C −m)
o = n!
∫
Co
dθ
(1− 〈θ,m〉)n+1
(20)
For the first equality in (20), see [3] p. 207 and [1] p. 243. For the second one, make
the change of variable θ = θ′/(1 + 〈θ′, m〉) in the integral
∫
(C−m)o dθ
′.
Computing JC(m) when C is associated to an arbitrary hierarchical model is
usually difficult except as we shall see in Section 5.2, when the model is a graphical
decomposable model. Consider however the following simple example:
Example 1: the segment (0, 1). Let C = (0, 1) ⊆ R. In this case, hC(θ) = max(0, θ)
and for 0 < m < 1 we have
JC(m) =
∫ 0
−∞
eθmdθ +
∫ ∞
0
eθm−θdθ =
1
m
+
1
1−m
=
1
m(1−m)
. (21)
Two more examples of JC(m) will be given after Theorem 3.2 below.
We now give a theorem that states that JC(m) is the ratio of polynomials where
the denominator is equal to the product of the affine forms defining the facets of C.
This will be used in Section 5 to identify the facets of C for decomposable graphical
models. We first need the following lemma which computes the characteristic function
of a simplicial cone.
Lemma 3.2 Let (x1, . . . , xn) a basis of E and let (ξ1, . . . , ξn) be its dual basis in E
∗
(that is 〈ξj, xi〉 = δ
j
i ). Consider the simplicial cone A of E
∗ defined by
A = {θ = θ1ξ1 + · · ·+ θnξn ; θ1 > 0, . . . , θn > 0}
= {θ ∈ E∗ ; 〈θ, x1〉 > 0, . . . , 〈θ, xn〉 > 0}
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and denote by Vol(ξ1, . . . , ξn) the volume of the parallelotope
{θ = θ1ξ1 + · · ·+ θnξn ; 0 ≤ θ1 ≤ 1, . . . , 0 ≤ θn ≤ 1}.
Then for all x in −Ao ⊂ E, that is the opposite of the dual cone of A, we have∫
A
e−〈θ,x〉dθ =
Vol(ξ1, . . . , ξn)
〈ξ1, x〉 . . . 〈ξn, x〉
.
This lemma is elementary and is obtained by writing θ in the ξ basis and by making
the change of variable from the coordinates of θ in the canonical basis of Rn to the
coordinates in the ξ basis.
Recall that a facet of a polytope C ⊂ Rn with a non empty interior is a face of
dimension n− 1. More specifically a facet is the intersection of C with a supporting
hyperplane of C which contains n affinely independent points.
Theorem 3.1 Let C ⊂ E be the non empty interior of a bounded polytope C. Let
m ∈ C. Then we have
JC(m) =
N(m)
D(m)
where D(m) =
∏K
k=1 gk(m) is the product of affine forms gk(m) in m such that
gk(m) = 0, k = 1, . . . , K define the facets of C and where N(m) is a polynomial
of degree < K.
Proof: Let E be the set of extreme points of C. By Corollary 2.2, we know that C is
the convex hull of E . Therefore for each θ, there exists at least one f ∈ E such that
hC(θ) = 〈θ, f〉. Define the cone of influence of f ∈ E to be
A(f) = {θ ∈ E∗; 〈θ, x〉 ≤ 〈θ, f〉 ∀x ∈ C} = {θ ∈ E∗; hC(θ) = 〈θ, f〉}.
The cone of influence may be better visualized through its polar cone Ao(f) which is
contained in E and is generated by C − f . In other words, f + Ao(f) is the support
cone of C at its vertex f .
We now split E∗ into the union of A(f), f ∈ E whose interiors are disjoint and
intersections have measure zero. Indeed, for fi ∈ E , i = 1, 2,
A(f1) ∩ A(f2) = {θ : 〈θ, f1 − g〉 ≥ 0 and 〈θ, f2 − g〉 ≥ 0, ∀g ∈ E}
and therefore taking successively g = f1 and g = f2, we see that A(f1)∩A(f2) = {θ :
〈θ, f1 − f2〉 = 0} which is of measure 0. Therefore, if we write
If(m) =
∫
A(f)
e〈θ,m〉−hC(θ)dθ =
∫
A(f)
e〈θ,m−f〉dθ
we have
JC(m) =
∑
f∈E
If(m)
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In order to compute If(m), we now split A(f) into a union of closed simplicial
cones A1(f), . . . , ANf (f) with n generators each, with disjoint interiors such that
∪
Nf
k=1Aj(f) = A(f) and such that each generator of an Aj(f) is a generator of the
cone A(f). Each Aj(f) is the intersection of n half spaces given by
{θ ∈ E∗; 〈θ, x(j)i 〉 ≥ 0}, i = 1, . . . , n
for some vector x
(j)
i of E which is therefore an extreme generator of A(f). Since the
Aj(f) are proper cones of R
n, (x
(j)
1 , . . . , x
(j)
n ) defines a basis of E. The vector f −m
can be represented in this basis as
f −m =
n∑
i=1
(f
(j)
i −m
(j)
i )x
(j)
i .
From Lemma 3.2
If(m) =
Nf∑
j=1
∫
Aj(f)
e−〈θ,f−m〉dθ =
Nf∑
j=1
Vol(ξ
(j)
1 , . . . , ξ
(j)
n )∏n
i=1(f
(j)
i −m
(j)
i )
(22)
where (ξ
(j)
1 , . . . , ξ
(j)
n ) is the dual basis of (x
(j)
1 , . . . , x
(j)
n ) and
f
(j)
i −m
(j)
i = 〈ξ
(j)
i , f −m〉.
Reducing to the same denominator, we obtain that
If (m) =
Pf(m)∏M
i=1〈ζi, f −m〉
where the ζi ∈ E∗ are taken among the ξ
(j)
1 , . . . , ξ
(j)
n with j = 1, . . . , Nf and where Pf
is a polynomial in m with total degree < M ≤ nNf . Note that for fixed ζ ∈ E
∗ the
hyperplane of E defined by
H(f, ζ) = {m ∈ E; 〈ζ, f −m〉 = 0}
contains the extreme point f. If g is another extreme point of C and if 〈ζi, f〉 = 〈ζi, g〉
then H(f, ζ) = H(g, ζ). This means that several factors of the denominator of If (m)
can also occur in Ig(m) and therefore
JC(m) =
N(m)∏K
k=1 gk(m)
(23)
where m 7→ gk(m), k = 1, . . . , K are distinct affine forms taken in the list of the
gk(m) = 〈ζi, f − m〉 when i and the extreme point f vary, and where N(m) is a
polynomial in m. Since, as a Laplace transform, JC is analytic in C there is no point
m in C such that gk(m) = 0. Therefore all facets must be of the form C∩〈ζi, f−m〉 = 0
for some i ∈ {1, . . . , K}. Conversely every face C ∩ 〈ζi, f −m〉 = 0 is a facet: this is
proved in the following general lemma.
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Lemma 3.3 Let E be a n dimensional space and let ζ1, . . . , ζN generating the dual
space E∗, such that there exists u ∈ E with 〈ζj, u〉 > 0 for all j and such that R+ζj is
an extreme ray of the convex cone A =
∑N
k=1R+ζk for all j = 1, . . . , N. If B = A
o ⊂ E
is the dual cone of A then, for all j = 1, . . . , N,
B ∩ {x ∈ E ; 〈ζj, x〉 = 0}
is a facet of B.
Proof: Consider the hyperplane of E∗ defined by P = {ζ ; 〈ζ, u〉 = 1}. Without loss
of generality we assume ζj ∈ P for all j = 1, . . . , N. Thus ζ1, . . . , ζN are the extreme
points of the polytope S = A ∩ P. This polytope can be defined as the intersection
of a finite number of n − 1-dimensional half spaces Hk ∩ P, k = 1, . . . , K where
Hk = {ζ ∈ E∗ ; 〈ζ, xk〉 ≥ 0} is a half-space in E∗ determined by xk ∈ E. Moreover,
any particular extreme point ζj of S is a face of S of dimension 0 and is therefore the
intersection of Hk ∩ P, k ∈ I where I ⊆ {1, . . . , K} is of cardinality at least n − 1.
This is equivalent to saying that the linear system in n− 1 unknown variables
{ζ ∈ E∗ ∩ P ; 〈ζ, xk〉 = 0, k ∈ I}
has ζj as a unique solution and we can therefore find n − 1 vectors (xkj)
n−1
j=1 which
are independent. Since B is the intersection of the half planes {x : 〈x, ζj〉 ≥ 0}, j =
1, . . . , N and since any ζ ∈ A can be written as a convex combination of ζj, j =
1, . . . , N , the vectors (xkj)
n−1
j=1 are in B ∩ {x ∈ E ; 〈ζj, x〉 = 0} and therefore define a
facet of B. This completes the proof of Lemma 3.3. ✷ The proof of Theorem 3.1 is
also completed. ✷
3.2 The behaviour of I(m,α) as α→ 0
We have the following theorem.
Theorem 3.2 Let µ be a positive measure on the finite dimensional linear space E
such that the interior C of its closed convex support is not empty and is bounded.
Denote by L(θ) =
∫
E e
〈θ,x〉µ(dx) its Laplace transform. For m ∈ C and for α > 0
consider the Diaconis Ylvisaker integral
I(m,α) =
∫
E∗
eα〈θ,m〉
L(θ)α
dθ.
Then
lim
α→0
αnI(m,α) = JC(m) (24)
where n = dimE.
Let us note immediately that a remarkable feature of this result is that the limit
JC(m) of α
nI(m,α) depends on µ only through its convex support. For instance if
E = R, the uniform measure on (0, 1) and the sum µ = δ0+ δ1 of two Dirac measures
share the same C = (0, 1) and the same JC(m) = (m(1 −m))−1. We now need the
following lemma.
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Lemma 3.4 Let µ be a bounded measure on some measurable space Ω and let f be
a positive, bounded and measurable function on Ω. Then we have
1. ||f ||p →p→∞ ||f ||∞
2. The function p 7→ ||f ||p is either decreasing on (0,∞) or there exists p0 ≥ 0
such that it is decreasing on (0, p0] and increasing on [p0,+∞).
Proof: Part 1 is well-known. Let us prove Part 2. Let ν be the image measure of µ
by f 7→ log f , then
||f ||p =
( ∫ +∞
−∞
epxν(dx)
)1/p
=
( ∫ +∞
−∞
epxν1(dx)
)1/p
C1/p
= exp
(1
p
kν1(p) +
1
p
logC
)
where ν
C
= ν1 is a probability measure. Now we can easily verify through integration
by parts that kν1(p) =
∫ p
0 (p− t)k
′′
ν1(t)dt and therefore
1
p
kν1(p) =
∫ p
0
(1−
t
p
)k
′′
ν1
(t)dt
d
dp
(
1
p
kν1(p)) =
1
p
∫ p
0
tk
′′
ν1(t)dt
d
dp
(
1
p
kν1(p) +
1
p
logC) =
1
p2
(
∫ p
0
tk
′′
ν1
(t)dt− logC)
Now since k is strictly convex, the fonction p 7→ h(p) =
∫ p
0 tk
′′
ν1
(t)dt− logC is contin-
uous and increasing. Therefore either h is negative for all p or h is negative until its
unique zero p0 and then it is positive. This proves the lemma. ✷
Proof: (of Theorem 3.2.) In the integral αnI(m,α) we make the change of variable
y = αθ and we obtain
αnI(m,α) =
∫
E∗
e〈y,m〉
L(y/α)α
dy.
We now apply the last lemma to Ω = C, to the bounded measure µ, to the function
f(x) = e〈y,x〉 for some fixed y ∈ E∗ and to p = 1/α. Denote by S the support of µ.
One easily sees that the support function of C satisfies
hC(θ) = sup{〈θ, x〉 ; x ∈ C} = max{〈θ, x〉 ; x ∈ S}
since C is the interior of the convex hull of S. As a consequence the essential sup of
f is ehC(y) and we get
lim
α→0
L(y/α)α = ehC(y).
Furthermore, by Lemma 3.4, the function p 7→ ‖f‖p is monotonic for p big enough.
If p 7→ ||f ||p is increasing,
1
||f ||p||
is decreasing and then by the monotone convergence
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theorem
lim
α→0
∫
E∗
e〈y,m〉
L( y
α
)α
dy =
∫
E∗
e〈y,m〉
limα→0L(
y
α
)α
dy =
∫
E∗
e〈y,m〉
limp→∞ ||e〈y,m||p
dy
=
∫
E∗
e〈y,m〉
||e〈y,m||∞
dy
∫
E∗
e〈y,m〉−hC (y)dy = JC(m)
If p 7→ ||f ||p is decreasing, p 7→ 1/||f ||p is increasing. In order to show that we
can invert the order of limit and integration and to apply the monotone convergence
theorem as we did in the previous case, we need here insure that
∫
E∗ e
〈y,m〉−hC (y)dy is
finite: Lemma 3.1 shows that it is true. The proof is complete. ✷ We now give two
more examples of functions JC(m) which we compute using Theorem 3.2.
Example 2: C is the simplex. Let e0 = 0 and (e1, . . . , en) be the canonical basis of
Rn. Let C be the interior of the convex set generated by e0, . . . , en. Then C is the
set of m ∈ Rn such that m =
∑n
j=0 λjej for some unique positive λ0, . . . , λn satisfying
λ1 + · · ·+ λn < 1. In this case
JC(m) =
1
m1m2 . . .mn(1−m1 − · · · −mn)
.
This result can be obtained by computing I(m,α) for µ(x) in (14) equal to µ =
δe0 +
∑n
i=1 δei . Using elementary methods of integration, we find that
I(m,α) =
∫
Rn
eα〈θ,m〉
(1 +
∑n
i=1 e
θi)α
=
∫
Rn
∏n
i=1 e
αmiθi
(1 +
∑n
i=1 e
θi)α
n∏
i=1
dθi =
∏n
i=0 Γ(αmi)
Γ(
∑n
i=0 αmi)
where m0 = 1 −
∑n
i=1mi. Using zΓ(z) = Γ(1 + z) →z→0= 1 we immediately obtain
that
JC(m) = lim
α→0
αnI(m,α) =
1∏n
i=0mi
.
Example 3: C for the graphical model
a
• −
b
• −
c
•. For simplicity, we will assume that
the variables a, b, c are binary so that m = (mj , j ∈ J) where J is defined as in (5)
can be written m = (mD, D ∈ D) where D = {a, b, c, ab, bc}. We shall generalize this
example in Section 5. From formula (4.8) in [16], we know that
I(m,α) = Γ(α(1−ma −mb +mab))Γ(α(ma −mab))Γ(α(mb −mab))
×Γ(α(mab))Γ(α(1−mb −mc +mbc))Γ(α(mb −mbc))Γ(α(mc −mbc))Γ(α(mbc))
×
1
Γ(αmb)Γ(α(1−mb))
and therefore using zΓ(z) = Γ(1 + z)→z→0 1 again we obtain that
lim
α→0
α5I(m,α) = JC(m) =
mb(1−mb)
mabmbc
×
1
(1−ma −mb +mab)(ma −mab)(mb −mab)
×
1
(1−mb −mc +mbc)(mb −mbc)(mc −mbc)
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3.3 The behaviour of JC(λm + (1 − λ)y) when y ∈ C \ C and
λ→ 0
In practice the choice of the hyperparameters m and α is ours and for a given model
J , it is traditional to take m = (mj , j ∈ J) to be the vector of J-marginal counts
in a fictive contingency table with cell counts all equal and equal to 1
|I|
. In any case,
as long as all fictive cell counts are positive, m belongs to the open set C and the
behaviour of I(m,α) is given by Theorem 3.2.
When studying the Bayes factor, we will have to consider the case where the data
belongs to the boundary C \ C = ∂C of C, that is to a face of C. To do so, we will
need to describe the behaviour of JC(z) as z approaches the boundary of C along a
straight line. This is done in the following theorem. Without loss of generality, we
assume that m = 0 so that JC(λm+ (1− λ)y)=JC((1− λ)y).
Theorem 3.3 Let C be a polytope ⊂ E with dimE = n and such that 0 is in the
interior of C. Let y ∈ ∂C, let F be the face of C containing y in its relative interior
and let k be the dimension of F . Then when λ→ 0
lim
λ→0
λn−kJC((1− λ)y) = D,
where D is a positive constant.
Proof: From (20) we have
JC((1− λ)y)
n!
=
∫
Co
dθ
(1− (1− λ)〈θ, y〉)n+1
. (25)
In order to study the behaviour of this last integral when ǫ→ 0, we are going to build
a parametrization of Co which gives a special role to F̂ , the face of Co dual to the
face F of C containing y in its interior.
Let E the set of extreme points of C and I ⊂ E the set of extreme points of F. To
F we associate the dual face of Co defined by
F̂ = {θ ∈ Co | 〈θ, f〉 = 1 ∀f ∈ I}. (26)
It is a classical result (see [3]) that F̂ has dimension n − k − 1. Let us now observe
that we have an equivalent representation of F̂ in (26) as
F̂ = {θ ∈ Co | 〈θ, y〉 = 1}. (27)
Indeed, since y is in the relative interior of F we write
y =
∑
f∈I
λff
where λf > 0 and
∑
f∈I λf = 1. Here λf > 0 is important in the argument to follow.
Clearly F̂ ⊂ {θ ∈ Co ; 〈θ, y〉 = 1}. Conversely if 〈θ, y〉 = 1 then
∑
f∈I λf(1−〈θ, f〉) =
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0. If furthermore θ ∈ Co we have 1 − 〈θ, f〉 ≥ 0 and therefore 1 − 〈θ, f〉 = 0 which
shows F̂ ⊃ {θ ∈ Co ; 〈θ, y〉 = 1} and proves (27).
Next, for ǫ > 0 small, we consider the following approximation F̂ǫ of F̂
F̂ǫ = {θ ∈ Co ; 〈θ, y〉 = 1− ǫ}. (28)
which is a n− 1 dimensional convex subset of Co and we want to prove that
voln−1F̂ǫ ∼ cǫ
k
for some positive constant c. Using (27) and(26), we can rewrite (28) as
F̂ǫ = {θ ∈ Co ;
∑
f∈I
λf(1− 〈θ, f〉) = ǫ }. (29)
To show voln−1F̂ǫ ∼ cǫk we parametrize F̂ǫ as follows: let θ 7→ x = ϕ(θ) be the affine
map from E∗ to RI defined by
xf = λf(1− 〈θ, f〉), f ∈ I (30)
which is equivalent to 〈θ, f〉 = 1− xf
λf
. The set Sǫ = ϕ(F̂ǫ) is therefore the intersection
of the simplex
{x inRI ; xf ≥ 0 ∀f ∈ I,
∑
f∈I
xf = ǫ} (31)
and of the convex set ϕ(Co) which is contained in the affine manifold ϕ(E∗) ⊂ RI . If
x ∈ Sǫ then its preimage by ϕ is the set
ϕ−1(x) = {θ ∈ E∗ ; 〈θ, f〉 = 1−
xf
λf
∀f ∈ I}
which is an affine subspace of E∗ parallel to the linear space
H0 = {θ ∈ E
∗ ; 〈θ, f〉 = 0 ∀f ∈ I} (32)
which has dimension n− k − 1 since F has dimension k. As a result we can write F̂ǫ
as the following union of disjoint sets
F̂ǫ = ∪x∈Sǫ(ϕ
−1(x) ∩ Co) (33)
which is saying that F̂ǫ can be parametrized by (x, z) where x ∈ Sǫ, a convex set
of dimension k, and where z ∈ ϕ−1(x) ∩ Co, a convex set of dimension n − k − 1.
The bijection θ 7→ (x, z) is the restriction to F̂ǫ of the affine map ϕ and therefore its
Jacobian K such that dθ = Kdxdz is a constant.
voln−1F̂ǫ =
∫
F̂ǫ
dθ = K
∫
Sǫ
(∫
ϕ−1(x)∩Co
dz
)
dx
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If we fix ǫx0 in the simplex (31), then the behavior of
∫
ϕ−1(ǫx0)∩Co dz is easy to describe
since limǫ ϕ
−1(ǫx0) ∩ Co = F̂ in the sense of polytopes, which implies
lim
ǫ→0
∫
ϕ−1(ǫx0)∩Co
dz = lim
ǫ→0
voln−k−1(ϕ
−1(ǫx0) ∩ Co) = voln−k−1(F̂ ).
Let us now observe that 0 is an extreme point of ϕ(Co). If not there exist x = ϕ(θ)
and x′ = ϕ(θ′) with θ and θ′ ∈ Co such that x+ x′ = 0, that is, for all f ∈ I
1− λf 〈θ, f〉+ 1− λf〈θ
′, f〉 = 2− λf [〈θ, f〉+ 〈θ
′, f〉] = 0.
Since 0 ≤ λf ≤ 1, this in turn implies λf = 1 and 〈θ, f〉+ 〈θ′, f〉 = 2. Since 〈θ, f〉 and
〈θ′, f〉 are ≤ 1 this implies xf = x′f = 0 for all f ∈ I, a contradiction. Now we use the
fact that Co is a polytope and so is ϕ(Co) which has dimension k. For ǫ small enough
(say 0 < ǫ ≤ ǫ0) the intersection Sǫ of the simplex given in (31) with ϕ(Co) coincides
with the intersection of the simplex with the support cone of ϕ(Co) at its vertex 0.
Since a cone is invariant by dilations we can claim that there exists a number c1 > 0
such that for 0 < ǫ ≤ ǫ0 we have
volk(Sǫ) = c1ǫ
k.
Finally
voln−1F̂ǫ ∼ c1 K voln−k−1(F̂ )ǫ
k. (34)
The parametrization of θ in (25) is therefore (x, z, ǫ) where (x, z) is as given in (33)
and the range of ǫ is such that, for that range, Fǫ describes all of Co. We note that
the bounded function voln−1F̂ǫ = f(ǫ) is zero if ǫ is big enough since then F̂ǫ becomes
empty and, of course, voln−1F̂0 = voln−1F̂ . Let b be such that f(ǫ) = 0 when ǫ > b.
When ǫ varies from 0 to +∞, F̂ǫ generates all of Co. Then, following (34), equation
(25) becomes
∫
Co
dθ
(1− (1− λ)〈θ, y〉)n+1
=
∫ ∞
0
voln−1F̂ǫdǫ
(1− (1− λ)(1− ǫ))n+1
=
∫ ∞
0
f(ǫ)dǫ
(1− (1− λ)(1− ǫ))n+1
Using f(ǫ) ∼ c ǫk we will now show that
lim
λ→0
λn−k
∫ ∞
0
f(ǫ)dǫ
(1− (1− λ)(1− ǫ))n+1
= c B(k + 1, n− k), (35)
and this will conclude the proof. To derive (35), we first show that for 0 < a < b
(1) λn−k
∫ a
0
ǫkdǫ
(λ+ǫ−λǫ)n+1
→λ→0 B(k + 1, n− k)
(2) limλ→0 λ
n−k
∫ b
a
dǫ
(λ+ǫ−λǫ)n+1
= 0
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Statement (1) is shown by the change of variable ǫ = λt and the theorem of dominated
convergence. Indeed, for 0 < λ ≤ λ0 < 1, we have
λn−k
∫ a
0
ǫkdǫ
(λ+ ǫ− λǫ)n+1
=
∫ a/λ
0
tk
(1 + t− λt)n+1
≤
∫ a/λ
0
tk
(1 + t− λ0t)n+1
which tends to 1
(1−λ0)k+1
B(k+1, n−k) when λ→ 0. Since this is true for any λ0 > 0,
statement (1) follows.
Statement (2) is obvious since
∫ b
a
dǫ
(λ+ǫ−λǫ)n+1
<
∫ b
a
dǫ
ǫn+1
is finite. Next, fix δ > 0.
There exists a < b such that | f(ǫ)
ǫk
− c| ≤ δ if 0 < ǫ ≤ a. Writing this as −δǫk <
f(ǫ)− cǫk < δǫk, integrating and using (1) yields
lim sup
λ→0
∣∣∣∣∣ 1B(k + 1, n− k)
∫ a
0
f(ǫ)dǫ
(1− (1− λ)(1− ǫ))n+1
− c
∣∣∣∣∣ ≤ δ.
Since f is bounded (2) implies that
lim sup
λ→0
λn−k
∫ +∞
a
f(ǫ)dǫ
(1− (1− λ)(1− ǫ))n+1
= lim sup
λ→0
λn−k
∫ b
a
f(ǫ)dǫ
(1− (1− λ)(1− ǫ))n+1
= 0
Thus for all δ > 0 we have
lim sup
λ→0
∣∣∣∣∣ 1B(k + 1, n− k)
∫ ∞
0
f(ǫ)dǫ
(1− (1− λ)(1− ǫ))n+1
− c
∣∣∣∣∣ ≤ δ,
which implies (35). ✷
4 The limiting behaviour of the Bayes factor
Let us recall that, under the uniform distribution on the class of hierarchical models,
the Bayes factor between two models J1 and J2 is equal to
B1,2 =
I1(
αm1+t1
α+N
, α +N)I2(m2, α)
I2(
αm2+t2
α+N
, α +N)I1(m1, α)
.
where ti = tJi = (t(j), j ∈ Ji), i = 1, 2.
4.1 The case where the data is in the interior C of C
The data is of course given in the form of a contingency table with cell counts n =
(n(i), i ∈ I). In this subsection, we consider the case where the data, which appears
under the form ti in models Ji, belongs to Ci, i = 1, 2 so that Ii(
ti
N
, N), i = 1, 2
are finite and positive. In this case, as α → 0, from Theorem 3.2, we know that, as
α→ 0,
B1,2 ∼ α
|J1|−|J2|
I1(
t1
N
, N)JC2(m2)
I2(
t2
N
, N)JC1(m1)
. (36)
Since the numbers JCi(mi), i = 1, 2 are finite and positive, we have the following
corollary of Theorem 3.2.
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Corollary 4.1 When the data belong to the open polytope Ci, i = 1, 2, the Bayes
factor B1,2 is such that, when α→ 0,
B1,2 ∼ α
|J1|−|J2|.
This implies in particular that, when the data is in both Ci, i = 1, 2 the Bayes factor
always favours the sparser model.
The proof follows immediately from (36). Moreover, when α→ 0 and |J2| < |J1|,
B1,2 tends to 0. This result has been well-known, at least numerically, for the class
of decomposable models and in that case, it can be proved by expressing the Bayes
factor as in (4.8) of [16] and using the fact that Γ(α) ∼ α−1 as α→ 0 (see Example 3
of Section 3 and Section 5.2). It has also been observed to hold numerically, most of
the time, for hierarchical models. Computations illustrating the fact that the Bayes
factor tends to favour the sparser models in the class of all hierarchical models can
be found in [16], p. 3456. We have just shown that it actually always holds when
the data is in C1 and in C2. We will see in the next subsection that things are more
delicate when the data belongs to the boundary of at least one of C1 or C2.
4.2 The case where the data belongs to a face of Ci, i = 1, 2
In this case, when α→ 0, αmi+ti
α+N
converges to the boundary point ti
N
of Ci along the
segment
s(α) =
αmi + ti
α +N
=
α
α +N
mi + (1−
α
α+N
)
ti
N
. (37)
We need to study the limiting behaviour of B1,2 when α → 0. To do so, we will use
Theorem 3.3 to obtain the following result.
Theorem 4.1 Suppose that t
N
∈ C \C belongs to the relative interior of a face F of
dimension k. Then
lim
α→0
α(|J |−k)I(
αm+ t
α +N
,α +N) (38)
exists and is positive.
From Theorems 3.2 and 4.1, we immediately derive the following which is the object
of this paper.
Corollary 4.2 Consider two hierarchical models Ji, i = 1, 2 of dimension |Ji|. As-
sume that the data ti
N
belongs to the relative interior of a face Fi of Ci of dimension
ki. Then the asymptotic behaviour of the Bayes factor B1,2 when α→ 0 is given by
B1,2 ∼ Dα
k1−k2
where D is a finite positive constant. The Bayes factor favours the model which
contains the data in the relative interior of the face of Ci of smallest dimension.
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The proof is immediate. According to Theorems 3.2 and 4.1, we have
B1,2 =
I(m2, α)
I(m1, α)
I(αm1+t1
α+N
, α +N)
I(αm2+t2
α+N
, α +N)
∼ α|J1|−|J2|α(k1−|J1|)−(k2−|J2|) = αk1−k2 ,
which proves our result.
Remark 4.1 We note that, if ti
N
∈ Ci, i = 1, 2, since Ci is the face of Ci of dimension
Ji, then ki = |Ji| and Corollary 4.2 yields Corollary 4.1. For the same reason,
Corollary 4.2 also deals with the cases where ti
N
∈ Ci for only i = 1 or i = 2.
Proof:(of Theorem 4.1) For simplicity of notation, we will write n = |J | and
y = t/N where N > 0 is fixed. Similarly, to simplify the expression of (37) above, we
define
λ =
α
α +N
∈ (0, 1)
which implies α = Nλ
1−λ
and α+N = N
1−λ
. Our problem is then equivalent to showing
that if y belongs to the relative interior of F and if m ∈ C then
lim
λ→0
λn−kI(λm+ (1− λ)y,
N
1− λ
)
exists and is positive. The idea of the proof is to consider the difference
D(λ) = JC(λm+ (1− λ)y)− (
N
1− λ
)nI(λm+ (1− λ)y,
N
1− λ
)
so that
(
N
1− λ
)nI(λm+ (1− λ)y,
N
1− λ
) = JC(λm+ (1− λ)y)−D(λ) . (39)
Then, since from Theorem 3.3, limλ→0 λ
n−kJC(λm+ (1− λ)y) exists and is positive,
if we show that limλ→0 λ
n−kD(λ) exists and is positive, Theorem 4.1 will be proved.
We proceed to do so now.
After the change of variable θ ∈ Rn 7→ N
1−λ
θ ∈ Rn in I(λm+ (1− λ)y, N
1−λ
), D(λ)
can be written
D(λ) =
∫
R|J|
e〈θ,λm+(1−λ)y〉−hC (θ)
1− ehC(θ)
L((1− λ)θ/N)
N
1−λ
 dθ
where L(.) is defined in (11).
Consider the cone A(fk) = {θ ; hC(θ) = 〈θ, fk〉}. Let
Dk(λ) =
∫
A(fk)
e〈θ,λm+(1−λ)y−fk〉
[
1− e〈θ,fk〉(L((1− λ)θ/N)−
N
1−λ
]
dθ.
SinceD(λ) =
∑
k∈E Dk(λ) we need only show that for each k, limλ→0 λ
n−kDk(λ) exists.
Without loss of generality we can assume that fk = 0 (if not, we replace m and y
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by m− fk and y − fk). We want to prove that limλ→0 λn−kD0(λ) exists and is finite.
To do so, we split the cone A(0) into a union of closed simplicial cones (A(0)s)s∈S0
with disjoint interiors so that A(0) = ∪s∈S0A(0)s and we write D0(λ) =
∑
s∈S0 ∆s(λ)
where
∆s(λ) =
∫
A(0)s
e〈θ,λm+(1−λ)y〉
[
1− (L((1 − λ)θ/N)−
N
1−λ
]
dθ. (40)
We need to prove that limλ→0 λ
n−k∆s(λ) exists and is non negative. The simplicial
cone A(0)s is defined by n independent linear vectors gj in R
n as
A(0)s = {θ = λ1g1 + · · ·+ λngn ∈ R
n ; λ1, . . . , λn ≤ 0}.
Without loss of generality we assume | det[g1, . . . , gn]| = 1. For simplicity we write
mj(λ) = 〈gj, λm+ (1− λ)y〉.
We observe that mj(λ) ≥ 0 on A(0)os ⊃ A(0)
o. Thus by the change of variable
θ = λ1g1 + · · ·+ λngn 7→ (λ1, . . . , λn) (giving dθ = dλ1 . . . dλn ) we obtain∫
A(0)s
e〈θ,λm+(1−λ)y〉dθ =
1∏n
j=1mj(λ)
.
Now, in the integral
∫
A(0)s e
〈θ,λm+(1−λ)y〉(L((1 − λ)θ/N)−
N
1−λdθ in the right-hand side
of (40), we make the further change of variable
(λj , j = 1, . . . , n) 7→ (uj = e
(1−λ)λj/N , j = 1, . . . , n)
giving dλ1 . . . dλn = (
N
1−λ
)n du1...dun
u1...un
with uj ∈ (0, 1). Moreover, since L(θ) = 1 +∑
i 6=0,i∈I e
〈θ,fi〉, we have
L(
1− λ
N
θ) = L((log u1)g1 + · · ·+ (log un)gn) = 1 +
∑
i 6=0
n∏
j=1
u
aij
j
where aij = 〈gj, fi〉 = 〈gj, fj + fi − fj〉 ≥ 0 since 〈gj, fj − x〉 = 0 is a supporting
hyperplane of C at fj . To simplify notation, write
hλ(u1, . . . , un) = (1 +
∑
i 6=0
n∏
j=1
u
aij
j )
− N
1−λ .
Recalling that α +N = N
1−λ
we then have
∆s(λ) =
1∏n
j=1mj(λ)
[1−K(λ)] (41)
where
K(λ) = (α +N)n
n∏
j=1
mj(λ)×
∫ 1
0
. . .
∫ 1
0
u
(α+N)m1(λ)−1
1 . . . u
(α+N)mn(λ)−1
n hλ(u1, . . . , un)du1 . . . dun .
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Note that hλ < 1 and that K(λ) can be seen as the expectation of hλ(U1, . . . , Un)
where U1, . . . , Un are independent random variables with density f(uj) = (α+N)mj(λ)u
(α+N)mj(λ)−1
j
on (0, 1).
Now to determine the behaviour of ∆s(λ) when λ→ 0, we recall that since A(0)s
is simplicial, the supporting hyperplane of A(0)0s are the hyperplanes defined by
{x ∈ Rn; 〈gj, x〉 = 0}, j = 1, . . . , n. (42)
The data point y either belongs to a face of A(0)0s of dimension less than n or it
belongs to its interior. If it belongs to its interior, then for all j = 1, . . . , n,
mj(λ)→λ→0 〈gj, y〉
and standard reasoning shows that the limit of K(λ) exists and is equal to K =
E(hλ(u1, . . . , un)) where Uj, j = 1, . . . , n follow independent distributions with den-
sity fj(uj) = N〈gj, y〉u
N〈gj,y〉−1
j and therefore
limλ→0λ
n−k∆s(λ)→ 0.
If y belongs to a face F 0 of A(0)0s, the dimension k
0 of F 0 is greater than or equal
to k so that n− k0 ≤ n− k. Therefore F 0 is contained in the intersection of n− k0
hyperplanes of the type (42). Without loss of generality we can assume that these
supporting hyperplanes of A(0)os have been numbered so that the first n−k
0 are those
containing y, that is,
{x ∈ Rn; 〈gj, x〉 = 0}
for j = 1, . . . , n − k0. As a consequence we have that limλ→0mj(λ) = 0 for j =
1, . . . , n − k0 and limλ→0mj(λ) = 〈gj, y〉 > 0 if j = n − k0 + 1, . . . , n. Thus the
limiting distribution of Uj when λ→ 0 is the Dirac mass at 0 if j ≤ n− k
0 and is the
distribution with density N〈gj, y〉u
N〈gj,y〉−1
j on (0, 1) if n − k
0 < j ≤ n. It is easy to
show that
K = lim
λ→0
K(λ) (43)
exists and is
Nk
0
n∏
j=n−k0+1
〈gj, y〉
∫ 1
0
. . .
∫ 1
0
h0(0, . . . , 0, un−k0+1, . . . , un)
n∏
j=n−k0+1
u
N〈gj ,y〉−1
j duj.
Recall that for 1 ≤ j ≤ n− k0 we have mj(λ) = λ〈gj, m〉. We get from (41) that
lim
λ→0
λn−k
0
∆s(λ) =
1∏n−k0
j=1 〈gj, m〉
∏n
j=n−k0+1〈gj, y〉
(1−K).
Since h0 ≤ 1, this limit exists and is nonnegative and so does
limλ→0 λ
n−k∆s(λ). Moreover, since I(m,α) is always positive, we also have that
limα→0 α
n−kI(αm+t
α+N
, α +N) always exists and is nonnegative.
25
We now need to prove that the latter is actually positive. To do so, it is sufficient
to prove that K in (43) is strictly less than 1 for the K(λ) corresponding to at least
one of the simplicial cones A(f)s. To do so, let us first remark that if y coincides with
a vertex f of C, then limλ7→0mj(λ) = 0 for all j = 1, . . . , n so that, as λ tends to 0, all
densities (α + N)mj(λ)u
(α+N)mj (λ)−1
j 1(0,1)duj tend to the Dirac mass at 0 and K(λ)
tends to 1. So, for such an A(f)s, K = 1. Clearly there exists an fi0 such that y does
not coincide with fi0 and also such that k
0 = k (otherwise, F would not contain y in
its relative interior). In such a case, the number n− k of faces of A(fi0)
0
s containing
y is strictly less than n and for j = 1, . . . , n− k, 〈gj, fi0〉 = 0 and therefore
1 +
∑
i 6=0
n∏
j=1
u
aij
j ≥ 1 +
n∏
j=n−k+1
u
aioj
j > 1
and hλ(u1, . . . , un) < 1. Since the densities of uj, j = n−k+1, . . . , n are proper Beta
densities when λ→ 0, the limit K is strictly less than 1 and we have now proved that
limα→0 α
n−kI(αm+t
α+N
, α +N) is strictly positive. ✷
4.3 The results of Steck and Jaakola [20] as a particular case
In [20] Steck and Jaakola study the behaviour of the Bayes factor for two Bayesian
network models differing by one edge only, when α→ 0. They show it is equivalent to
the problem of comparing two Bayesian network models with three variables indexed
by {a, b, c}. The first model has directed edges (b, a), (b, c) and (a, c). The second
model has directed edges (b, a) and (b, c). These two Bayesian network models are
Markov equivalent to the two hierarchical (in fact graphical) models J1 and J2 with,
respectively, generating sets D1 = {abc} and D2 = {ab, bc}. Moreover on these two
models, the prior in [20] is equivalent to ours. We must then be able to compare their
result given in Proposition 1 of [20] and our result given in Corollary 4.2. To give
their results Steck and Jaakola [20] introduce the quantity
dEDF =
∑
i∈I
δ(n(i))−
∑
iab∈Iab
δ(n(iab))−
∑
ibc∈Ibc
δ(nibc) +
∑
ib∈Ib
δ(n(ib)) (44)
where δ(.) is an indicator function which is such that δ(x) = 0 if x = 0 and δ(x) = 1
otherwise. They state that the Bayes factor B1,2 behaves as follows
limα→0B1,2 =
{
0 if dEDF > 0
+∞ if dEDF < 0
This result coincides with our Corollaries 4.1 and 4.2 for three variable models. In
fact, we are going to show the following.
Proposition 4.1 Consider the two decomposable graphical models on three variables,
J1 and J2, as defined above. If the data belongs to faces of dimension k1 and k2 of,
respectively, C1 and C2, then we have
dEDF = k1 − k2.
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Proof: The Bayes factor is equal to
I(αm1+t1
α+N
, α+N)I(m2, α)
I(m1, α)I(
αm2+t2
α+N
, α +N)
where the form of the normalizing constants I(m,α) for decomposable models is well-
known (see for example equation (4.8) of [16]). When α→ 0, from Theorem 3.2, we
know that
I(m2, α)
I(m1, α)
∼ α|J1|−|J2|
Expressed in terms of cell counts for the full table, for the b-, ab- and bc- marginal
tables, we have
I(αm1+t1
α+N
, α +N)
I(αm2+t2
α+N
, α +N)
=
∏
i∈I Γ(αm(i) + n(i))
∏
ib∈Ib Γ(αm(ib) + n(ib))∏
iab∈Iab Γ(αm(iab) + n(iab))
∏
ibc∈Ibc Γ(αm(ibc) + n(ibc))
(45)
If for some D = ∅, ab, bc, b, the marginal cell count n(iD) is different from 0, when
α→ 0, Γ(αm(iD)+n(iD))→ Γ(n(iD)) which is finite. If n(iD) = 0, then Γ(αm(iD)+
n(iD)) ∼
1
αm(iD)
. It follows from (45) that, when α→ 0, B1,2 ∼ α
q where
q = [|J1| −
∑
i∈I
(1− δ(n(i)))]
−[|J2| −
∑
i∈Iab
(1− δ(n(iab)))−
∑
ibc∈Ibc
(1− δ(n(ibc))) +
∑
ib∈Ib
(1− δ(n(ib))].
Let Ci, i = 1, 2 be the interior of the convex hull corresponding to model Ji. Consider
model J1 first. It is immediate to see that, following the notation of (47) and (48) in
Section 5 below
n(000) = g0,C1
n(i) = gi,C1 , i ∈ I
and according to Theorem 5.1 n(000) = 0 and n(i) = 0 are the equations of the
facets of the polytope C1. Therefore the dimension of the space minus the number
of distinct facets the data belongs to, is equal to the dimension of the face of C1
containing the data, that is,
|J1| −
∑
i∈I
(1− δ(n(i))) =
∑
i∈I
δ(n(i)) = k1. (46)
Similarly, for model J2, according to Theorem 5.1, the equations of the facets of C2
are given by
n(iab) = 0, iab ∈ Iab and n(ibc) = 0, ibc ∈ Ibc.
The facets containing the data are therefore those defined by n(iab) = 0 or n(ibc) = 0.
This does not mean, however, that
|J2| − (1−
∑
iab∈Iab
δ(n(iab)))−
∑
ibc∈Ibc
(1− δ(n(ibc)))
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represents the dimension of the face containing the data. Indeed, if for some i0b ∈ Ib,
we have n(i0b) = 0, this means that n(iab) = 0 also whenever ib = i
0
b and also n(ibc) = 0
whenever ib = i
0
b . Then clearly, one of the equations n(iab) = 0 or n(ibc) = 0 is
redundant and we subtract 1 − δ(n(i0b)) for the count of facets defining the position
of the data. It is clear then that
|J2| −
∑
i∈Iab
(1− δ(n(iab))−
∑
ibc∈Ibc
(1− δ(n(ibc)) +
∑
ib∈Ib
(1− δ(n(ib)) = k2,
which, together with (46) proves the proposition. ✷
In fact Proposition 4.1 can be extended to the following general result. Let Ci
and Si the set of cliques and separators of the decomposable model Ji, i = 1, 2. We
define the effective degrees of freedom to be the following sum dEDF :
dEDF =
∑
C∈C1
∑
iC∈IC
δ(n(iC))−
∑
S∈S1
∑
iS∈IS
δ(n(iS))
−
( ∑
C∈C2
∑
iC∈IC
δ(n(iC))−
∑
S∈S2
∑
iS∈IS
δ(n(iS))
)
.
Proposition 4.2 Consider two arbitrary decomposable graphical models J1 and J2
such that the data belongs to faces of dimension k1 and k2 of C1 and C2 respectively.
Then, the following relation holds:
dEDF = k1 − k2.
The proof of this proposition follows parallel lines to the proof given above for the
two particular models given in [20]. We therefore have a quick and easy way to know
the behaviour of the Bayes factor between two decomposable models.
5 Facets of C for some hierarchical models
We now turn our attention to the identification of the facets of C. Knowing the
facets of C is crucial since faces are intersection of facets. Facets of C have been
much studied by geometers and in Section 5.3, we will recall some known results
on these facets when the model is binary and governed by a cycle of order n ≥ 3.
But before doing so, we give two new results on facets of polytopes associated to
our models. In Theorem 5.1, we identify a category of facets which is common to
all discrete hierarchical models. In Corollary 5.1, we show that for decomposable
graphical models, the only facets of C are given by the category of facets given in
Theorem 5.1.
5.1 Facets common to all hierarchical models
Let D the set of subsets of V defining the hierarchical model. Let A be the family of
maximal elements of D. For the subclass of graphical models Markov with respect to
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a graph G, A is the set of cliques of G. This set is traditionally denoted C but in this
particular subsection, to avoid confusion between a clique C ∈ C and the polytope
C, we use the notation A ∈ A.
For each D ∈ D and each j0 ∈ J such that S(j) ⊂ D define the affine forms
g0,D(m) = 1 +
∑
j;S(j)⊂D
(−1)|S(j)|mj (47)
gj0,D(m) =
∑
j;S(j)⊂D, j0⊳j
(−1)|S(j)|−|S(j0)|mj (48)
Of course, for j0 ∈ J the form gj0,D is not only affine, but is also linear. In this
subsection, we will use gj,A only for A ∈ A but as we shall see in Subsection 5.2, gj,S
when S is a minimal separator play an important role also even though S 6∈ A. In
the next theorem, we consider the following affine hyperplanes of RJ
H(j, A) = {m ∈ RJ ; gj,A(m) = 0}, j ∈ J ∪ {0}, A ∈ A
and we prove that
F (j, A) = H(j, A) ∩ C (49)
is a facet of the convex set C with extreme points fi =
∑
j⊳i ej . Recall that for T ⊂ V
the index set IT means
∏
v∈T Iv.
Theorem 5.1 Let A ∈ A be the set of maximal elements of D defining a general
hierarchical model. Let j0 ∈ J ∪{0} such that S(j0) ⊂ A and let i ∈ I. Then gj0,A(fi)
can only take values 0 or 1. More precisely, the following holds:
1. gj0,A(fi) = 1 if and only if j0 ⊳ i and S(i) ∩ A = S(j0);
2. there are exactly |I| − |IV \C | vectors fi’s such that gj0,A(fi) = 0;
3. the set F (j0, A) as defined in (49) is a facet of the polytope C.
Before giving the proof of this theorem, let us illustrate its results. We consider
a simple decomposable model and list the various faces and the fi’s that belong to
them.
Example: the A3 graph. Consider
a
• −
b
• −
c
• and assume that we are in the binary
case Ia = Ib = Ic = {0, 1}. For each F (j, A), we are going to list the fi’s that belong
to it. In this example, I is identified with the power set of V = {a, b, c} and J is
identified with the set of nonempty complete subsets D of A3, namely a, b, c, ab, bc.
In a five-dimensional space with basis ea, eb, ec, eab, ebc the eight vectors fT are
0, fa = ea, fb = eb, fc = ec,
fab = ea + eb + eab, fac = ea + ec, fbc = eb + ec + ebc, fabc = ea + eb + ec + eab + ebc.
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Since we have two cliques of size 2 the number of facets FD,C is 2
2+22 = 8. They are
described as follows (we adopt the following short notation : F ∗D,A is the set of T ’s
contained in V such that fT ∈ FD,A).
F ∗∅,ab = {a, b, ab, bc, ac, abc}, F
∗
a,ab = {∅, b, c, ab, bc, abc},
F ∗b,ab = {∅, a, c, ab, ac, abc}, F
∗
ab,ab = {∅, a, b, c, bc, ac},
F ∗∅,bc = {b, c, ab, bc, ac, abc}, F
∗
c,bc = {∅, a, b, ab, bc, abc},
F ∗b,bc = {∅, a, c, bc, ac, abc}, F
∗
bc,bc = {∅, a, b, c, ab, ac}.
Proof: of Theorem 5.1 The proof is long and we will only give it for j0 ∈ J. We
skip the case j0 = 0 since it is entirely analogous. We have
gj0,A(fi) =
∑
j0⊳j
S(j)⊂A
(−1)|S(j)|−|S(j0)|〈ej,
∑
j
′
⊳i
ej′ 〉
=
∑
j0⊳j⊳i
S(j)⊂A
(−1)|S(j)|−|S(j0)| .
From (5) the set of j ∈ J such that j0 ⊳ j ⊳ i is non empty if and only if j0 ⊳ i. Thus
gj0,A(fi) = 0 if j0 ⊳ i is false. Suppose now that j0 ⊳ i. Thus S(j0) ⊂ A ∩ S(i). If
S(i)∩A = S(j0), then the only j satisfying the conditions of the sum above is j = j0
and clearly gj0,A(fi) = 1. If S(i) ∩ A 6= S(j0), then any j such that j0 ⊳ j ⊳ i and
S(j) ⊂ S(i)∩A can be written j = (iS(j0), iS(j)\S(j0), 0). This implies that the number∑
j:j0⊳j⊳i
S(j)⊂A
(−1)|S(j)|−|S(j0)| can be computed by the principle of inclusion exclusion and
is equal to zero. We have just proved part 1. of the theorem, that is
gj0,A(fi) =
{
1 if j0 ⊳ i and S(i) ∩ A = S(j0)
0 otherwise .
(50)
From Part 1., the number of fi contained in H(j0, A) is equal to |I| minus the number
of fi such that gj0,A(fi) = 1. Since S(i) ∩A = S(j0) and j0 ⊳ i, such i’s are identified
by iV \A. Clearly their number is equal to |IV \A|. This proves Part 2.
Let us now prove Part 3. We know from Proposition 2.2 that the fi are the extreme
points of C. Therefore, since gj0,A(fi) ≥ 0 for all fi and gj0,A(fi) = 0 for some fi,
then H(j0, A) is a supporting hyperplane of C.
The more delicate part of the theorem is to show that F (j0, A) is a facet of C.
This is equivalent to saying that if j0 ∈ J and A ∈ A are such that S(j0) ⊂ A then
H(j0, A) contains enough points fi which affinely generate it. Since j0 ∈ J is not zero,
then f0 = 0 is in H(j0, A) which is therefore a linear space. To prove that F (j0, A) is
a facet of C, we want to prove that it linearly generates H(j0, A). This is equivalent
to proving the following statement.
Statement S: If h ∈ H(j0, A) is orthogonal to all elements fi ∈ H(j0, A) then
h = 0.
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We write h =
∑
j∈J hjej . We prove that hj = 0 for all j ∈ J in three steps.
Step 1. We prove that if hj 6= 0 then j0 ⊳ j. Let N = {j ∈ J ; hj 6= 0}. Let j1 be
a minimal element of N (we mean that hj1 6= 0 and that hj = 0 for all j ⊳ j1 with
j 6= j1). Therefore
〈fj1, h〉 =
∑
j⊳j1
hj = hj1 6= 0.
Since h is orthogonal to all fi ∈ H(j0, A) we get that fj1 is not in H(j0, A) and, as
we showed earlier in this proof, this implies that j0 ⊳ j1. Now let j such that hj 6= 0.
There exists necessarily a minimal element j1 of N such that j1 ⊳j. Therefore j0 ⊳j1 ⊳j
and Step 1 is proved.
Step 2. We prove that if j0 ⊳ j and S(j) ⊂ A we have hj = 0. Let ϕ(j) =
∑
j0⊳j′⊳j hj′.
If j 6= j0 we have the following equalities
ϕ(j) =
∑
j0⊳j′⊳j
hj′
(1)
=
∑
j′⊳j
hj′
(2)
= 〈fj, h〉
(3)
= 0.
Indeed, (1) is a consequence of Step 1, (2) is by definition of fj . For (3), we see
that since j 6= j0, S(j) ∩ A 6= S(j0) and therefore by (50)), fj ∈ H(j0, A). Since h is
orthogonal to any element ofH(j0, A), (3) follows. However if j = j0 then ϕ(j0) = hj0 .
The inclusion exclusion principle applied to ϕ(j) yields, for j0 ⊳ j and S(j) ⊂ A,
hj =
∑
j0⊳j′⊳j
(−1)|S(j)|−|S(j
′)|ϕ(j′) = (−1)|S(j)|−|S(j0)|hj0 . (51)
We now use the hypothesis h ∈ H(j0, A) that is
0 = 〈gj0,A, h〉 =
∑
j0⊳j, S(j)⊂A
(−1)|S(j)|−|S(j0)|hj = hj0
∑
j0⊳j, S(j)⊂A
1
As a consequence hj0 = 0 and (51) gives Step 2.
Step 3. We prove that if j0 ⊳ j and S(j) 6⊂ A we have hj = 0. Once we prove this,
Statement S will be shown and this will complete the proof of Theorem 5.1. We prove
Step 3 by induction on the size k of the set S(j) \ A.
For k = 0, it is Step 2. To understand the principle of the proof it is wise to give this
proof first for k = 1. Although throughout the paper the symbol i′ ⊳ i was used only
when i′ ∈ J it makes sense even if i′ and i are in I and we can write
〈fi, h〉 =
∑
i′⊳i
hi′
with the convention
hi′ = 0 for i
′ ∈ I \ J. (52)
We fix now i ∈ I such that j0 ⊳ i and that S(i) = A ∪ {v} where v ∈ V \ A. For
S1 ⊂ A \ S(j0) consider the unique i(S1) such that j0 ⊳ i(S1) ⊳ i and S(i(S1)) =
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S(j0) ∪ S1 ∪ {v}. Define now
ϕv(S1) = 〈fi(S1), h〉
(1)
=
∑
j0⊳i′⊳i(S1)
hi′
(2)
=
∑
S⊂S1
hiS(j0)∪S∪{v}.
In this equality, (1) follows from Step 1 and (52) while (2) follows from two remarks.
The first remark is that if j0 ⊳ i
′ ⊳ i(S1) then i
′ is entirely determined by its support
S(i′) since i′ ⊳ i. This support has two possible forms: either S(i′) = S(j0) ∪ S or
S(i′) = S(j0)∪S ∪{v}, with S ⊂ S1. The second remark is that if i′ has a support of
the form S(i′) = S(j0) ∪ S then hi′ = 0. This follows from Step 2 if i ∈ J and from
(52) if i 6∈ J . From (50), since j0 ⊳ i(S1) we have ϕv(S1) = 〈fi(S1), h〉 = 0 if and only if
S(i(S1)) ∩A 6= S(j0), that is if and only if S1 6= ∅. Moreover, ϕv(∅) = hjS(j0)∪{v} . The
inclusion exclusion principle applied to ϕv(S) therefore implies that
hjS(j0)∪S∪{v} = (−1)
|S|hjS(j0)∪{v}
for all S ⊂ A\S(j0). We now apply this last equality to S = A\S(j0) itself. Because
of the maximality of A ∈ A the set A∪{v} is not in D and therefore hjC∪{v} = 0 from
our convention. As a consequence hjS(j0)∪{v} = 0 and also hj = 0 for all j0 ⊳ j ⊳ i.
This settles the case where S(i) = A ∪ {v} where v ∈ V \ A. We now make the
following induction hypothesis on k: if i ∈ I is such that A ⊂ S(i) and such that
S(i) \A has k elements then hj = 0 for all j ∈ J such that j0 ⊳ j ⊳ i. We assume that
this induction hypothesis is true up to k − 1. We denote
S(i) = A ∪ {v1, . . . , vk}.
For S1 ⊂ A \ S(j0) consider i(S1) such that j0 ⊳ i(S1) ⊳ i and defined by S(i(S1)) =
S(j0) ∪ S1 ∪ {v1, . . . , vk}. We now fix a subset R of {v1, . . . , vk}. Define
ϕR(S1) =
∑
S⊂S1
hiS(j0)∪S∪R.
We have
〈fi(S1), h〉 =
∑
j0⊳i′⊳i(S1)
hi′ =
∑
R⊂{v1,...,vk}
ϕR(S1)
Now the induction hypothesis implies that ϕR(S1) = 0 if |R| < k. We get that
〈fi(S1), h〉 = ϕ{v1,...,vk}(S1). Since j0 ⊳ i(S1) we have ϕ{v1,...,vk}(S1) = 〈fi(S1), h〉 = 0
if and only S(i(S1)) ∩ A 6= S(j0), that is if and only if S1 6= ∅. Similarly to the
case k = 1 we have ϕ{v1,...,vk}(∅) = hjS(j0)∪{v1,...,vk} . The inclusion exclusion principle
therefore implies that
hjS(j0)∪S∪{v1,...,vk} = (−1)
|S|hjS(j0)∪{v1,...,vk}
for all S ⊂ A \ S(j0). Again hjA∪{v1,...,vk} = 0 since C ∪ {v, 1, . . . , vk} is not in D and
this leads to hj = 0 if j0 ⊳ j ⊳ i. The induction is extended and Statement S is proved
as well as Theorem 5.1. ✷
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5.2 Facets of C when G is decomposable
When the graph G is decomposable, the normalizing constant I(m,α) is the nor-
malizing constant of the hyper Dirichlet as defined in [6]. In the theorem below, we
restate, in our present notation, the expression of I(m,α) as given in [16], Formula
(4.8) and directly derive the form of JC(m) for decomposable models. A corollary
giving the facets of C when the model is decomposable follows immediately from the
theorem.
Theorem 5.2 Let (V, E) be a decomposable graph, let D be the family of the complete
subsets of V, let C be the family of its cliques, let S be the family of its minimal
separators and let ν(S) be the multiplicity of the minimal separator S. Then for m in
the interior C of the convex hull of the fi’s we have
I(m,α) =
∫
RJ
eα〈θ,m)L(θ)−αdθ
=
∏
C∈C Γ(αg0,C(m))
∏
{j∈J ;S(j)⊂C} Γ(αgj,C(m))
Γ(α)
∏
S∈S
[
Γ(αg0,S(m))
∏
{j∈J ;S(j)⊂S} Γ(αgj,S(m))
]ν(S) .(53)
and
lim
α→
α|J |I(m,α) = JC(m)
=
∏
S∈S
[
g0,S(m)
∏
{j∈J ;S(j)⊂S} gj,S(m)
]ν(S)
∏
C∈C g0,C(m)
∏
{j∈J ;S(j)⊂C} gj,C(m)
(54)
Corollary 5.1 In the case of a hierarchical model associated to a decomposable graph,
all the facets of C are of the type F (j0, C) described in Theorem 5.1, with j0 ∈ J, with
C in the set C of cliques and S(j0) ⊂ C.
Proof: We know from Theorem 5.1 that the affine forms in the denominator of JC(m)
in (54) define facets of C. From Theorem 3.1, we know that they are the only ones. ✷
In fact we conjecture, as mentioned in the introduction, that if a model is such that
the only facets of C are of the type given in Theorem 5.1, then it is a decomposable
graphical model.
Example. If V =
a
• −
b
• −
c
• and if I = {0, 1, 2} × {0, 1} × {0, 1} we have
g0,bc(m) = 1−m001 −m010 +m011
g001,bc(m) = m001 −m011
g010,bc(m) = m010 −m011
g011,bc(m) = m011
g0,ab(m) = 1−m100 −m200 −m010 +m110 +m210
g100,ab(m) = m100 −m110
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g200,ab(m) = m200 −m210
g010,ab(m) = m010 −m110 −m210
g110,ab(m) = m110
g210,ab(m) = m210
g0,b(m) = 1−m010
g010,b(m) = m010
In this case I(m,α) is a quotient: the numerator is the product of 10 gamma functions
and the denominator is Γ(α)Γ(α(1−m010))Γ(αm010). As a consequence JC(m) is
g0,b(m)g010,b(m)
g0,bc(m)g001,bc(m)g010,bc(m)g011,bc(m)g0,ab(m)g100,ab(m)g200,ab(m)g010,ab(m)g110,ab(m)g210,ab(m)
5.3 Facets of C when the model is binary and the model is
governed by a cycle
For the sake of completion and for the convenience of the reader, we recall some
known results giving the facets of the polytope C when the model is hierarchical,
binary and governed by a cycle G of order n ≥ 3. The reader is referred to [5]
and [13] and some references within for an explicit description of these facets. In this
subsection, we will simply translate the equation of the facets given in these papers in
our own coordinates. The results are given in the following theorem. The coordinates
of m ∈ RJ will be denoted mv if they are indexed by a vertex v ∈ V and by me if
they are indexed by an edge e ∈ E.
Theorem 5.3 Let G = (V,E) be a cycle of order n ≥ 3. Assume the hierarchical
model is binary and governed by G, that is D = {v ∈ V, e ∈ E}. Then the polytope
C is defined by the following equations and the facets are defined by the corresponding
equalities:
1. for any edge (a, b) ∈ E,
mab ≥ 0 (55)
ma −mab ≥ 0 (56)
mb −mab ≥ 0 (57)
1−ma −mb +mab ≥ 0 , (58)
(59)
2. for any subset F ⊆ E with odd cardinality |F |,
∑
(a,b)∈F
(ma +mb − 2mab)−
( ∑
v∈V
mv −
∑
e∈E
me
)
≤
|F | − 1
2
. (60)
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The total number of facets for the polytope C of the model governed by the cycle of
order n is Fn =
∑
k∈N,k odd,k≤n
(
n
k
)
.
We see that the facets given by the first four equations are those described in Theorem
5.1 corresponding to the cliques {(a, b) ∈ E} while the others are specific to models
governed by a cycle. We illustrate this theorem in the case of the cycles of order 3,4
and 5. We will not repeat the facets (55)-(58) common to all hierarchical models. We
will give the facets of type (60) only.
For n = 3, let V = {a, b, c} and E = {(a, b), (b, c), (c, a)}, the four facets of type (60)
are
1−ma −mb −mc +mab +mbc +mac ≥ 0
mab +mc −mbc −mac ≥ 0 (61)
and the other two facets obtained from (61) by permutations of the edges of G.
For n = 4, let V = {a, b, c, d} and E = {(a, b), (b, c), (c, d), (d, a)}, the eight facets of
type (60) are
1−ma −mb −mc −md +mab +mbc +mcd +mda ≥ 0
mc +md +mab −mbc −mcd −mda ≥ 0 (62)
and the other three facets obtained from (62) by permutations of the edges of G.
For n = 5, let V = {a, b, c, d, e} and E = {(a, b), (b, c), (c, d), (d, e), (e, a)}, sixteen
facets of type (60) are
mab +mc +md +me −mbc −mcd −mde −mda ≥ 0 (63)
1−ma −mb +mea +mab +mbc +md −mcd −med ≥ 0 (64)
1−md +mab +mcd +mde −mbc −mae ≥ 0 (65)
2−ma −mb −mc −md −me +mab +mbc +mcd +mde +mea ≥ 0
and the other three facets obtained from each of (63),(64) and (65) by permutations
of the edges of G.
6 Conclusion
The main contribution of this paper is the description of the behaviour of the Bayes
factor as α → 0. We have shown that, in this study, the important concept is the
dimension of the face to which the data belongs rather than the dimension of the
model. We have identified the role of the open convex polytope C and the function
JC(.) It is not surprising that C, the convex hull of the support of the generating
measure of the multinomial for the hierarchical model, plays an important role. The
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multinomial for a loglinear hierarchical model is a natural exponential family and the
role of C which is the domain of the mean is well-known. The set C is also of prime
importance in the study of the existence of the maximum likelihood estimate of the
parameter (see for example Eriksson et al. [9] or Geiger et al. [14] or Rinaldo [18]).
However, the role of the characteristic function JC(.) of C has only been uncovered
now in the study of the Bayes factor and we can add JC to the toolkit of exponential
families. We note that all the limit theorems in Section 3 are valid for any natural
exponential family such that the convex hull of the support of its generating measure
is a bounded convex polytope but are not be immediately applicable to a family of
distributions such as the Poisson where C is not bounded. This is the topic of further
work.
A secondary contribution of this paper is our results on the identification of the
facets of a polytope. We have two new results for polychotomous models (i.e. not
necessarily binary): the first giving a particular category of facets common to all
hierarchical models, the second giving the complete set of facets for decomposable
models.
We have also extended the results of [20] to the case of any two decomposable
models, thus allowing the practitioner to predict the behaviour of the Bayes factor
without using the concept of face or facets of a polytope.
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The abstract should summarize the contents of the paper. It
should be clear, descriptive, self-explanatory and not longer than 200
words. It should also be suitable for publication in abstracting ser-
vices. Please avoid using math formulas as much as possible.
This is a sample input file. Comparing it with the output it gen-
erates can show you how to produce a simple document of your own.
1. Ordinary text. The ends of words and sentences are marked by
spaces. It doesn’t matter how many spaces you type; one is as good as 100.
The end of a line counts as a space.
One or more blank lines denote the end of a paragraph.
Since any number of consecutive spaces are treated like a single one, the
formatting of the input file makes no difference to TEX, but it makes a
difference to you. When you use LATEX, making your input file as easy to
read as possible will be a great help as you write your document and when
you change it. This sample file shows how you can add comments to your
own input file.
Because printing is different from typewriting, there are a number of
things that you have to do differently when preparing an input file than
if you were just typing the document directly. Quotation marks like “this”
have to be handled specially, as do quotes within quotes: “ ‘this’ is what I
just wrote, not ‘that’ ”.
Dashes come in three sizes: an intra-word dash, a medium dash for number
ranges like 1–2, and a punctuation dash—like this.
A sentence-ending space should be larger than the space between words
within a sentence. You sometimes have to type special commands in con-
junction with punctuation characters to get this right, as in the following
sentence. Gnats, gnus, etc. all begin with G. You should check the spaces
after periods when reading your output to make sure you haven’t forgotten
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any special cases. Generating an ellipsis . . . with the right spacing around
the periods requires a special command.
TEX interprets some common characters as commands, so you must type
special commands to generate them. These characters include the following:
& % # { and }.
In printing, text is emphasized by using an italic type style.
A long segment of text can also be emphasized in this way. Text within
such a segment given additional emphasis with Roman type. Italic type loses
its ability to emphasize and become simply distracting when used excessively.
It is sometimes necessary to prevent TEX from breaking a line where it
might otherwise do so. This may be at a space, as between the “Mr.” and
“Jones” in “Mr. Jones”, or within a word—especially when the word is a
symbol like itemnum that makes little sense when hyphenated across lines.
TEX is good at typesetting mathematical formulas like x − 3y = 7 or
a1 > x
2n/y2n > x′. Remember that a letter like x is a formula when it
denotes a mathematical symbol, and should be treated as one.
2. Notes. Footnotes1 pose no problem2.
3. Displayed text. Text is displayed by indenting it from the left mar-
gin. Quotations are commonly displayed. There are short quotations
This is a short a quotation. It consists of a single paragraph of text. There is
no paragraph indentation.
and longer ones.
This is a longer quotation. It consists of two paragraphs of text. The beginning of
each paragraph is indicated by an extra indentation.
This is the second paragraph of the quotation. It is just as dull as the first paragraph.
Another frequently-displayed structure is a list. The following is an example
of an itemized list, four levels deep.
• This is the first item of an itemized list. Each item in the list is marked
with a “tick”. The document style determines what kind of tick mark
is used.
• This is the second item of the list. It contains another list nested inside
it. The three inner lists are an itemized list.
– This is the first item of an enumerated list that is nested within
the itemized list.
1This is an example of a footnote.
2And another one
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– This is the second item of the inner list. LATEX allows you to nest
lists deeper than you really should.
This is the rest of the second item of the outer list. It is no more
interesting than any other part of the item.
• This is the third item of the list.
The following is an example of an enumerated list, four levels deep.
1. This is the first item of an enumerated list. Each item in the list is
marked with a “tick”. The document style determines what kind of
tick mark is used.
2. This is the second item of the list. It contains another list nested inside
it. The three inner lists are an enumerated list.
(a) This is the first item of an enumerated list that is nested within
the enumerated list.
(b) This is the second item of the inner list. LATEX allows you to nest
lists deeper than you really should.
This is the rest of the second item of the outer list. It is no more
interesting than any other part of the item.
3. This is the third item of the list.
The following is an example of a description list.
Cow Highly intelligent animal that can produce milk out of grass.
Horse Less intelligent animal renowned for its legs.
Human being Not so intelligent animal that thinks that it can think.
You can even display poetry.
There is an environment for verse
Whose features some poets will curse.
For instead of making
Them do all line breaking,
It allows them to put too many words on a line when they’d
rather be forced to be terse.
Mathematical formulas may also be displayed. A displayed formula is
one-line long; multiline formulas require special formatting instructions.
x′ + y2 = z2i
Don’t start a paragraph with a displayed equation, nor make one a paragraph
by itself.
Example of a theorem:
4 F. AUTHOR ET AL.
Table 1
The spherical case (I1 = 0, I2 = 0).
Equil.
Points x y z C S
L1 −2.485252241 0.000000000 0.017100631 8.230711648 U
L2 0.000000000 0.000000000 3.068883732 0.000000000 S
L3 0.009869059 0.000000000 4.756386544 −0.000057922 U
L4 0.210589855 0.000000000 −0.007021459 9.440510897 U
L5 0.455926604 0.000000000 −0.212446624 7.586126667 U
L6 0.667031314 0.000000000 0.529879957 3.497660052 U
L7 2.164386674 0.000000000 −0.169308438 6.866562449 U
L8 0.560414471 0.421735658 −0.093667445 9.241525367 U
L9 0.560414471 −0.421735658 −0.093667445 9.241525367 U
L10 1.472523232 1.393484549 −0.083801333 6.733436505 U
L11 1.472523232 −1.393484549 −0.083801333 6.733436505 U
Theorem 3.1. All conjectures are interesting, but some conjectures are
more interesting than others.
Proof. Obvious.
4. Tables and figures. Cross reference to labelled table: As you can
see in Table 1 on page 4 and also in Table 2 on page 5.
A major point of difference lies in the value of the specific production rate
pi for large values of the specific growth rate µ. Already in the early publi-
cations [1–3] it appeared that high glucose concentrations in the production
phase are well correlated with a low penicillin yield (the ‘glucose effect’). It
has been confirmed recently [1–4] that high glucose concentrations inhibit
the synthesis of the enzymes of the penicillin pathway, but not the actual
penicillin biosynthesis. In other words, glucose represses (and not inhibits)
the penicillin biosynthesis.
These findings do not contradict the results of [1] and of [4] which were
obtained for continuous culture fermentations. Because for high values of
the specific growth rate µ it is most likely (as shall be discussed below)
that maintenance metabolism occurs, it can be shown that in steady state
continuous culture conditions, and with µ described by a Monod kinetics
(4.1) Cs = KM
µ/µx
1− µ/µx
Pirt & Rhigelato determined pi for µ between 0.023 and 0.086 h−1. They also
reported a value µx ≈ 0.095 h
−1, so that for their experiments µ/µx is in the
range of 0.24 to 0.9. Substituting KM in Eq. (4.1) by the value KM = 1 g/L
as used by [1], one finds with the above equation 0.3 < Cs < 9 g/L. This
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Table 2
Parameter sets used by Bajpai & Reuß
parameter Set 1 Set 2
µx [h
−1] 0.092 0.11
Kx [g/g DM] 0.15 0.006
µp [g/g DM h] 0.005 0.004
Kp [g/L] 0.0002 0.0001
Ki [g/L] 0.1 0.1
Yx/s [g DM/g] 0.45 0.47
Yp/s [g/g] 0.9 1.2
kh [h
−1] 0.04 0.01
ms [g/g DM h] 0.014 0.029
Fig 1. Pathway of the penicillin G biosynthesis.
agrees well with the work of [4], who reported that penicillin biosynthesis
repression only occurs at glucose concentrations from Cs = 10 g/L on. The
conclusion is that the glucose concentrations in the experiments of Pirt &
Rhigelato probably were too low for glucose repression to be detected. The
experimental data published by Ryu & Hospodka are not detailed sufficiently
to permit a similar analysis.
Bajpai & Reuß decided to disregard the differences between time con-
stants for the two regulation mechanisms (glucose repression or inhibition)
because of the relatively very long fermentation times, and therefore pro-
posed a Haldane expression for pi.
It is interesting that simulations with the [4] model for the initial condi-
tions given by these authors indicate that, when the remaining substrate is
fed at a constant rate, a considerable and unrealistic amount of penicillin
is produced when the glucose concentration is still very high [2–4] Simula-
tions with the Bajpai & Reuß model correctly predict almost no penicillin
production in similar conditions.
Sample of cross-reference to figure. Figure 1 shows that is not easy to get
something on paper.
5. Headings.
6 F. AUTHOR ET AL.
5.1. Subsection. Carr-Goldstein based their model on balancing methods
and biochemical knowledge. The original model (1980) contained an equa-
tion for the oxygen dynamics which has been omitted in a second paper
(1981). This simplified model shall be discussed here.
5.1.1. Subsubsection. Carr-Goldstein based their model on balancing meth-
ods and biochemical knowledge. The original model (1980) contained an
equation for the oxygen dynamics which has been omitted in a second pa-
per (1981). This simplified model shall be discussed here.
6. Equations and the like. Two equations:
(6.1) Cs = KM
µ/µx
1− µ/µx
and
(6.2) G =
Popt − Pref
Pref
100 (%)
Two equation arrays:
dS
dt
= −σX + sFF(6.3)
dX
dt
= µX(6.4)
dP
dt
= piX − khP(6.5)
dV
dt
= F(6.6)
and,
µsubstr = µx
Cs
KxCx + Cs
(6.7)
µ = µsubstr − Yx/s(1−H(Cs))(ms + pi/Yp/s)(6.8)
σ = µsubstr/Yx/s +H(Cs)(ms + pi/Yp/s)(6.9)
A SAMPLE DOCUMENT 7
APPENDIX A: APPENDIX SECTION
We consider a sequence of queueing systems indexed by n. It is assumed
that each system is composed of J stations, indexed by 1 through J , and K
customer classes, indexed by 1 through K. Each customer class has a fixed
route through the network of stations. Customers in class k, k = 1, . . . ,K,
arrive to the system according to a renewal process, independently of the
arrivals of the other customer classes. These customers move through the
network, never visiting a station more than once, until they eventually exit
the system.
A.1. Appendix subsection. However, different customer classes may
visit stations in different orders; the system is not necessarily “feed-forward.”
We define the path of class k customers in as the sequence of servers they
encounter along their way through the network and denote it by
(A.1) P =
(
jk,1, jk,2, . . . , jk,m(k)
)
.
Sample of cross-reference to the formula A.1 in Appendix A.
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