Abstract-Deep learning offers new tools to improve our understanding of many important scientific problems. Neutrinos are the most abundant particles in existence and are hypothesized to explain the matter-antimatter asymmetry that dominates our universe. Definitive tests of this conjecture require a detailed understanding of neutrino interactions with a variety of nuclei. Many measurements of interest depend on vertex reconstruction -finding the origin of a neutrino interaction using data from the detector, which can be represented as images. Traditionally, this has been accomplished by utilizing methods that identify the tracks coming from the interaction. However, these methods are not ideal for interactions where an abundance of tracks and cascades occlude the vertex region. Manual algorithm engineering to handle these challenges is complicated and error prone. Deep learning extracts rich, semantic features directly from raw data, making it a promising solution to this problem. In this work, deep learning models are presented that classify the vertex location in regions meaningful to the domain scientists improving their ability to explore more complex interactions.
INTRODUCTION
Neutrinos are elementary particles with little mass, no charge, and small interaction cross sections -about 100 trillion neutrinos pass through a human body per second without notice. Neutrinos are generated in stars and nuclear power plants via weak beta decay but are also produced through subatomic particle disintegration. It is hypothesized that high precision measurements of neutrino interactions will allow us to discover the physics responsible for our matter dominated universe [1] .
MINERvA (Main Injector Experiment for v-A) [2] is a neutrino scattering experiment at Fermi National Accelerator Laboratory (Fermilab). The detector, seen in Figure 1 , is exposed to the NuMI (Neutrinos at the Main Injector) neutrino beam [3] . Energy values collected from the detector may be mapped to pixel values in an image and subsequently analyzed. Example images are shown in Figure 2 .
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An important feature for many measurements is vertex reconstruction-identifying the point in space where the neutrino interaction occurred. Vertex reconstruction is the focus of this work because it is a well-studied problem with clear benchmarks for performance characterization. The current state of the art method [2] used as a baseline for this work leaves room for improvement. This baseline method relies on identifying the linear tracks emanating from the vertex and calculating their intersection point. For this study, millions of simulated neutrino-nucleus scattering events were created and represented as images. The core classification task is to classify the horizontal region (group of pixel columns) in each image where the interaction originated. The baseline method struggles to classify the vertex region when tracks are non-linear or the number of tracks is so great that individual tracks are difficult to identify. Deep learning (DL) can infer "deeper" underlying patterns from these images and demonstrate improved classification performance.
In addition to improving scientific results, this work showcases a novel application area of deep learning in particle physics and demonstrates a classification problem that is atypical for deep learning. Vertex reconstruction, the classification objective presented in this work, is unique in that it combines aspects of both region detection and object recognition. The core classification task is focused on region detection-finding the vertex origin horizontally in the image. However, vertex reconstruction also utilizes elements of traditional object recognition like CIFAR-10 [4] , because tracks in each region of the image will appear slightly different due to the varying composition of the MINERvA detector. Thus, successfully classifying the vertex depends on learning both the location and characteristics of the tracks.
This classification objective poses challenges that motivate our unique models. For instance, traditional methods are targeted specifically towards natural images where objects exist at different scales and translation invariance is desired. In our data, all examples are at the same scale and position within the image is important as each pixel corresponds to a physical location in the detector. We address the challenge of designing a CNN that can handle images of differing angles for the same observation by utilizing three independent columns of convolutional layers. This dataset combines object classification and localization in a way that does not occur in datasets that consist of photographic images.
The remainder of this paper will provide additional details of the dataset, methods that leverage the structure of the detectors used in the experiment, and the vertex reconstruction results. The significance of these results and future work will be discussed. An appendix is provided to give additional background on the MINERvA detector for those unfamiliar with its details. 
RELATED WORK
One area of deep learning [5] that has seen great success is supervised learning with convolutional neural networks (CNNs). The defining characteristics of CNNs are shared weights and pooling between neighboring pixels. These characteristics give CNNs powerful invariance to shifts of features within images. CNNs have achieved state of the art results in the domains of object recognition [6] using the ImageNet [7] dataset and facial recognition [8] using the Labeled Faces in the Wild (LFW) [9] dataset. These are long-standing, difficult computer vision problems that have seen dramatic improvement through utilizing deep learning.
The field of high-energy physics has seen recent work utilizing deep learning neural networks [10] , [11] , [12] , but much of this work has focused on smaller networks operating hand-engineered features. In contrast, this work utilizes CNNs that can extract features from the raw image data generated by the detector. NOvA [13] , another particle physics group at Fermilab, utilized detector data to develop models for more traditional object recognition problems.
DATASET
The dataset is comprised of 1, 701, 439 simulated events generated using the GENIE Neutrino Monte carlo Generator [14] . Each event is represented as three two-dimensional arrays of energy values, one for each view as shown in Figure 4 . The values in the images are normalized, such that the greatest energy response from the detector (i.e. brightest pixel) is set to a value of 1.0 for each image.
This dataset was split into 1, 396, 000 training images and 168, 200 testing images for each view. The X view images are 127×50 pixels, and the U and V images are 127×25 pixels. These images are truncated views of the full MINERvA detector extending slightly beyond the main target regions. The images are oriented, such that the left side of the image is the side the beam enters the detector. "Truth" data is provided for every image at multiple granularities: a segment ranging from 0 to 10 encoding the vertex region, as seen in Figure 3 and as a floating point Z value, ranging from 0 to 8000 corresponding to the precise vertex location. Therefore, the problem may be cast as both a segment classification task and a regression task.
In both cases, the core objective is to identify the vertex location horizontally in the image. In Figure 2 , the vertex region in all three images is on the far left, segment 0, but each image has very different levels of complexity, due to the number and variety of tracks emanating from the vertex. The primary motivation for deep learning in vertex reconstruction lies in the difficulty of applying the previous state of the art method to accurately locate the vertex in complex events such as the image on the far right in Figure 2 . Deep learning can infer more complex patterns which can lead to better overall classification accuracy.
Numerous challenges were evident within this dataset. One such challenge is due to the targets being more dense material than material in the other segments. As such, events are more likely to originate in these regions, which results in the class imbalance found in Table I . Backwards-tracks (i.e. tracks traveling in the opposite direction of the beam) are also difficult to handle. The largest residual challenge is when multiple neutrino interactions occur in a single image. This occurs when multiple interactions "pile up" inside MINERvA's timing resolution for resolving individual events. It is a problem because there is one event of interest tagged by a track in a subsequent detector, but it may be ambiguous which hits in the target region correspond to the labeled event when multiple events are present. 
METHOD
The deep learning networks used in this work are convolutional neural networks and are implemented using Caffe [15] . The best-performing network used for segment classification, as shown in Figure 5 , consists of three columns of convolutional and pooling layers, followed by two fully connected layers that combine the features from the 3 columns. The columnar structure is utilized since each view of the detector is from a different angle, resulting in images that cannot be combined into channels of a single image without losing spatial locality. The weights of the convolutional layers in each column are learned independently.
Additionally, the model in Figure 5 , utilizes convolutional layers with kernels ranging in size from 8×3 in the first convolutional layer, 7×3 in the second convolutional layer, and 6×3 in the third and fourth convolutional layers. Stride of 1 pixel and padding of 0 was chosen for convolutional layers, while stride of 2x1 pixels was chosen for max pooling layers.
The best-performing network, from Figure 5 , was trained using the Adagrad [16] solver with a mini-batch size of 500 for 200k iterations. Improvements in performance were found using the stochastic gradient descent (SGD) solver with a fixed learning rate of 0.0025 trained for 100k iterations and 0.00025 for another 100k iterations. At the end of 200k iterations, the test classification accuracy is reported.
This work also explores solving vertex reconstruction through regression. The final fully connected layer has a single output whose target is the true Z location with the loss function implemented using Caffe's euclidean loss layer. Two methods of encoding the Z location as a target value were explored: (1) naive encoding of the Z location as the position within the detector in millimeters and (2) removing sparse or empty regions from the data and normalizing the remaining regions between 0 and 1.
RESULTS
Using the network shown in Figure 5 , there were 9, 948 out of 168, 200 test images incorrectly classified. This corresponded to an overall 94.09% test classification accuracy. Table II shows the value of deep learning in vertex reconstruction as improvement in the test classification accuracy is found in all five target regions over the previous state of the art method. Minuscule improvements to slight decreases in accuracy are seen in the even-numbered segments not containing targets, which can be inferred from the class imbalance from Table I . However, as shown by the 95% binomial proportion confidence intervals, the decrease in performance is only statistically significant for segments 8 and 10. Table III illustrates the need for the three columnar network architecture in Figure 5 . Deep learning with only a single-view shows a significant decrease in performance from the baseline method. Utilizing all three views as a channel provides an improvement from the single x-view, but still fails to surpass the traditional method. Treating each view as a channel in a single column assumes a spatial locality that does not exist across the views. This lack of spatial locality is due to each view representing a different angle of the interaction, hence, a pixel location in one view does not correspond to that same pixel location in another view. The networks that utilized independently trained columns for each view were able to demonstrate an improvement in test classification accuracy over the baseline method. It also important to note that GoogleNet [17] , which does not treat the views independently, achieves comparable performance (93.9%). However, GoogleNet is much more computationally expensive to train. By exploiting our knowledge about the orientation of the views, we are able to drastically reduce the computation required to achieve these results. Using a Titan X Pascal GPU, the GoogleNet network required 74 hours to train to convergence on this dataset, while the more efficient three column network took only 10 hours to train to convergence. Choosing optimal deep learning solver parameters is nontrivial. The difference in training between Adagrad and SGD solvers is elucidated in Table IV . Another important factor in training was using 8-bit unsigned encoding. In order to reduce the size of our dataset on disk, we explored storing the images as 8-bit PNG images instead of 32-bit floating point (FP) arrays. This reduction in precision came with over a 2% increase in test classification accuracy with the SGD solver, likely by reducing the ability of the network to overfit to the training data. Additional exploration is needed to better understand the decrease in test classification accuracy from 32-bit floating point to 8-bit PNG encoding when using the Adagrad solver.
Different network architectures were explored in an attempt to boost performance, as seen in Table V . Three convolutional layer networks using kernel sizes of 6×3, 6×3, and 3×3 in the first, second, and third convolutional layers, respectively. This network is slightly worse performing than the four convolutional layer network. We also explored a five convolutional layer network using kernel sizes of 8×3, 7×3, 7×3, 3×3, 3×3, in the first through fifth convolutional layers, respectively. This network again showed slightly worse performance than the four convolutional layer network. Figure 6 represents the original naive regression model (R 2 = 0.55) which is biased by upstream events (segment 0) and the water target (segment 6). To address these biases, normalization techniques were applied, far upstream events were removed, and empty regions were collapsed. This resulted in well-sampled target space with an (R 2 = 0.95) found Figure 7 . Mapping this result back to the original space in Figure 8 results in an (R 2 = 0.96), but shows areas for improvement with right-skewed segments 0/1 and significant misses in segment 6 on either side of the water target.
DISCUSSION
There are three main categories of misclassification: boundaries (Figure 9 -left) , backwards-tracks (Figure 9 -right) , and multiple-event ( Figure 10 ). Boundary misclassifications, Figure 9 -left, are difficult to correct and may be limited by the resolution of the detector. A non-expert could easily make the same mistake the network is making in Figure 9 -right, as the trajectory is traced all the way back to the predicted red region. Additionally, Figure 10 shows how multiple-event pile-up affects classification. Again, a non-expert would not be able to determine the "correct" trajectory in each of the One idea to address backwards-track and multiple event misclassification is to leverage additional data as input to the network, such as timing information (i.e. when was each pixel activated) or the vertex location predicted by non-DL methods. Additionally, the work presented in this paper was based purely on simulation data, which will likely be the only source of large amounts of labeled data. Even though these simulations are extremely rigorous and are good representations of real data, applying these trained networks to real data will likely involve addressing any bias that exists in the simulation.
The regression results, while improved by normalizing the data and ignoring events from low probability regions, are still insufficient. Mapping these regression results back to the segment classification problem results in a segment classification accuracy of less than 30%. Alternate loss functions are likely needed to improve regression results. Attempting to classify the segments using this single output may also make it difficult to learn the features that are unique to each segment (i.e. target segment vs. non-target segment).
CONCLUSION
This work explored a novel application of deep learning to particle physics. Additionally, a unique classification problem was uncovered that combined aspects of both region detection and object recognition. The deep learning models presented in this work demonstrated state of the art performance accuracy for this dataset. This improvement in accuracy can offer physicists the ability reduce uncertainties in their calculations and to utilize data from more complex events that previously could not be reconstructed with confidence. Future work will involve investigating methods for applying these networks trained on simulation data to data collected from the physical detector while managing any bias that exists in the simulation data. APPENDIX A -MINERVA EXPERIMENT Neutrinos are produced by striking a graphite target with very high energy protons, focusing the spray of produced subatomic particles with magnetic horns, and allowing them to decay in a long beam pipe into neutrinos (other particles are filtered with hundreds of meters of rock).
The primary active elements in MINERvA are long scintillator strips that provide a linear response to charged particles. Strips are bundled into planes and stacked roughly perpendicular to the neutrino beam, as shown in Figure 1 . Figure  11 shows how the detector modules are arranged, with the strips in each plane oriented at one of three different angles (or views) to provide a stereoscopic event image. The number of X view planes is equal to the sum of the number of U and V view planes, so the image "density" is twice as high in X as it is in U or V. Additional details about the MINERvA detector can be found elsewhere [2] , [18] . The so-called "nuclear target region" near the front of the detector contains solid, passive planes of iron, lead, and carbon, as seen in Figure 12 The suite of targets allow for ratio measurements with reduced systematic uncertainties [19] . These targets are of particular interest to this work.
The geometry of the nuclear target region is complex and the passive targets themselves further interfere with event reconstruction using traditional clustering and tracking algorithms. However, accurate placement of the neutrino vertex is crucial for a physics program that measures nuclear A-dependent effects, thereby motivating this work.
