The model was built on a pretrained 121-layer DenseNet architecture. The DenseNet architecture is a convolutional neural network consisting of blocks of convolutional layers, such that each layer is directly connected to every other layer within a block. This facilitates the gradient flow through the network during training, making it easier to train deeper, more complicated networks. We replaced the final, fully-connected softmax layer with a sigmoid layer with a single output for our binary classification task.
Model Selection
Model selection consisted of three steps. First, 50 networks with randomly sampled hyperparameters were trained on the TCGA training dataset, and evaluated on the tuning set.
From these, the 10 best-performing networks were selected and evaluated on the internal validation set, to assess generalizability to unencountered data. The network with the highest accuracy on the internal validation set was used to create the assistant. The model selection process is summarized in Supplementary Figure 1 .
Assistant Web Application Architecture
The assistant's web architecture is comprised of an HTML5 front end and a Python back end.
The front end communicates with the back end via a JSON-based REST interface. The front end is responsible for authenticating the users and allowing them to upload patches, view the model's output probabilities and explanatory CAMs in real time, and provide feedback regarding the model's output.
Model Explanations
Class activation maps (CAMs) were used to highlight regions with the greatest influence on the model's decision (see Supplementary Figure 4 ). For a given patch, the CAM was computed for both classes (HCC and CC) by taking the weighted average across the final convolutional feature map, with weights determined by the linear layer. The CAM was then scaled according to the output probability, so that more confident predictions appeared brighter. Finally, the map was upsampled to the input image resolution, and overlaid onto the input image.
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Supplementary Figures
Supplementary Figure 1 . Model development and selection Fifty models were trained with randomly selected hyperparameters. The ten best-performing models on the tuning set were evaluated on the validation set to assess their generalizability. The model with the highest accuracy on the validation set was deployed in the assistant, and evaluated during the pathologist experiment on the independent test (Stanford) dataset.
Supplementary Figure 2. Data preprocessing
The model was trained on 512 x 512 pixel patches, which were randomly sampled from tumor regions segmented by the reference GI pathologist. The sample WSI depicts segmented tumor regions (red), with three randomly sampled patches (patches not drawn to scale). A total of 1,000 training patches were sampled from each WSI.
Supplementary Figure 3: Web Architecture
The assistant's web architecture is comprised of an HTML5 front end and a Python back end. The front end communicates with the back end via a JSON-based REST interface. The front end is responsible for authenticating the users and allowing them to upload patches, view the model's results and explanatory CAMs in real time, and provide feedback about the model's output. Tables   Supplementary Table 1 (96) 209 (87) 215 (90) 149 (93) 9 (4) 31 (13) 25 (10) 11 (7) 240 (100) 240 (100) 240 (100) 160 (100) 0.002*** 227 (95) 202 (84) 206 (86) 155 (97) 13 ( 5) 38 (16) 34 (14) 5 ( 3) 240 (100) 240 (100) 240 (100) 160 (100) 0.000***
Ground truth HCC CC
415 (94) 389 (88) 25 (6) 51 (12) 440 (100) 440 (100) 0.002** 409 (93) 381 (87) 31 (7) 59 (13) 440 (100) 440 (100) 0.002 ** Note: Total percentages may not add up to 100%, due to rounding error. The unit n corresponds to a single observation (e.g. one whole-slide image read). Pathologist diagnosis = final diagnosis entered on a given WSI by the pathologist during the experiment. Model error = whether the model's prediction was wrong (based on the patch(es) input by each pathologist
