Strings, boundary fermions and coincident D-branes by Wulff, Linus
ar
X
iv
:h
ep
-th
/0
70
11
29
v2
  1
6 
M
ar
 2
00
7
USITP-07-01
hep-th/0701129
March 2007
Strings, boundary fermions and
coincident D-branes
Linus Wulff
Department of Physics
Stockholm University
Thesis for the degree of Doctor of Philosophy in Theoretical Physics
Department of Physics, Stockholm University
Sweden
c© Linus Wulff, Stockholm 2007
ISBN 91-7155-371-1 pp 1-83
Printed in Sweden by Universitetsservice US-AB, Stockholm 2007
Abstract
The appearance in string theory of higher-dimensional objects known as D-
branes has been a source of much of the interesting developements in the
subject during the past ten years. A very interesting phenomenon occurs when
several of these D-branes are made to coincide: The abelian gauge theory liv-
ing on each brane is enhanced to a non-abelian gauge theory living on the stack
of coincident branes. This gives rise to interesting effects like the natural ap-
pearance of non-commutative geometry. The theory governing the dynamics
of these coincident branes is still poorly understood however and only hints
of the underlying structure have been seen.
This thesis focuses on an attempt to better this understanding by writing
down actions for coincident branes using so-called boundary fermions, orig-
inating in considerations of open strings, instead of matrices to describe the
non-abelian fields. It is shown that by gauge-fixing and by suitably quantiz-
ing these boundary fermions the non-abelian action that is known, the Myers
action, can be reproduced. Furthermore it is shown that under natural assump-
tions, unlike the Myers action, the action formulated using boundary fermions
also posseses kappa-symmetry, the criterion for being the correct supersym-
metric action for coincident D-branes.
Another aspect of string theory discussed in this thesis is that of tension-
less strings. These are of great interest for example because of their possible
relation to higher spin gauge theories via the AdS/CFT-correspondence. The
tensionless superstring in a plane wave background, arising as a particular
limit of the near-horizon geometry of a stack of D3-branes, is considered and
compared to the tensile case.
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1. Introduction
During the almost forty years that string theory has been around it has ex-
panded into a vast subject with branches connecting to various other parts of
physics and mathematics. Every month more than a hundred research papers
are written on the subject. Needless to say, giving a full account of string the-
ory will not be possible here. In this introductory chapter I will instead try to
give, in a non-technical way, a feeling for some of the important underlying
ideas and aspects of string theory that are relevant to the rest of the thesis.
For a thorough introduction to string theory I refer to the standard text books
on the subject, [1], [2] and [3]. There are also many good review articles for
example [4] and [5], just to mention two.
We start by giving some motivation for why string theory is studied. Next
we give a brief review of the historical development of string theory and then
discuss two important aspects in more detail: Supersymmetry and D-branes.
We end with a list of some open problems and an outline of the thesis.
1.1 Why string theory?
In the 20th century theories were developed that describe three of the four
known forces in nature, the electromagnetic force, the weak nuclear force and
the strong nuclear force, in a way that is consistent with the principles of spe-
cial relativity and quantum mechanics. These theories are known as quantum
field theories and the so-called standard model comprised of these three theo-
ries has been tremendously successful in accounting for all observed particle
physics phenomena so far. However, this picture can not be complete since
it doesn’t include the fourth force, gravity. In fact, trying to reconcile Ein-
stein’s theory of gravity, known as general relativity, with quantum mechanics
one encounters severe problems. Trying to formulate gravity as a quantum
field theory along the lines that were so successful for the other forces gives
a non-renormalizable theory, i.e. a theory that gives infinite answers as soon
as one tries to calculate something and where there is no way of removing the
infinities by redefining the constants appearing in the theory (so-called renor-
malization). An example of a process that gives a divergent answer is given in
figure 1.1.
What’s remarkable is that the seemingly naive idea of replacing the fun-
damental objects, point-like particles in quantum field theory, with extended
one-dimensional objects, strings, radically changes the situation. In string the-
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Figure 1.1: Example of a process that is divergent (non-renormalizable) in a quantum
field theory of gravity: Two electrons interacting gravitationally by exchanging four
gravitons, the quanta of gravity.
ory there are no longer any arbitrary choices of what features to include; there
is a single unique theory. Furthermore string theory automatically contains
gravity in a quantum mechanically consistent way, and not only that; it gives
a unified description of gravity together with the other kinds of forces that
we observe in nature. This means that string theory has the potential of being
the theory of nature. It is important to emphasize, however, that there is, as of
yet, no experimental evidence for string theory and it turns out to be extremely
hard to test, at least in any direct way, due to the strings being extremely small.
1.2 A brief history of string theory
String theory was born at the end of the 1960’s out of an attempt to describe
the strong nuclear force, the dominant force inside the nucleus of the atom. It
started with the observation by Veneziano that a particular mathematical func-
tion, known as the Euler beta function, could describe some of the properties
of meson scattering that had been observed [6]. Around 1970 it was realized
that these so-called dual resonance models could be thought of as describing
strings. The inclusion of fermions in 1971 led to the idea of supersymmetry
and the superstring [7, 8].
However, around 1973 the interest in string theory quickly faded with the
invention of quantum chromodynamics (QCD) and the realization that this
was the correct theory describing the strong interaction. String theory also had
various problems and undesirable features; it needed more than four dimen-
sions and predicted the existence of massless particles that were not observed
in hadron experiments.
In 1974 the subject was revived and string theory as we think of it today was
born. Among the massless particles predicted by string theory was a particle of
spin two and it was realized by Scherk and Schwarz [9] and independently by
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Yoneya [10] that this particle interacts like a graviton. This meant that string
theory includes general relativity and this led Scherk and Schwarz to propose
that it should be regarded instead as a unified theory of all interactions. As
a consequence of this the typical size of the strings should not be the size
of hadrons, around 10−15m, but rather the scale at which quantum gravity
becomes important, the so-called Planck length,
lP ≡
√
~G
c3
≈ 10−35m. (1.1)
Despite this important realization string theory remained outside of main-
stream theoretical physics. One problem was that there were various different
string theories but non of them resembled very closely the standard model of
particle physics.
Then in 1984-85 in what has become known as the ”first superstring revo-
lution” the situation changed due to a number of important developments and
string theory really became a legitimate part of theoretical physics. At low en-
ergy string theory is effectively described by supergravity, the supersymmetric
extension of Einstein’s theory of gravity. These theories were known to typ-
ically be plagued by quantum inconsistencies, or anomalies. But by 1985 it
had been shown by Green and Schwarz and others that, remarkably, for the
supergravity theories corresponding to five different superstring theories the
anomalies were absent [11, 12]. The picture that emerged was that there was
precisely five consistent superstring theories, all requiring ten dimensions and
supersymmetry. These theories are known as type I, type IIA, type IIB, het-
erotic SO(32) and heterotic E8 ×E8. The last one in particular received a lot
of interest as it could give rise to four-dimensional models, using an old idea
known as compactification, that resembled the standard model.
1.2.1 Compactification
String theory requires ten dimensions, nine of space and one time, but we
only observe four, three of space and one time, how can these two facts be
reconciled? The answer goes back to an old idea due to Kaluza which was later
elaborated on by Klein [13]. The idea, called Kaluza-Klein compactification,
is surprisingly simple: The six extra dimensions are taken to be ”rolled up” to
a size that is smaller than can be seen in present day accelerator experiments.
To illustrate the idea consider for simplicity a two-dimensional space in the
shape of a cylinder, as in figure 1.2. A creature living on this space can move in
two independent directions, around the cylinder or along it. But, if we let the
radius of the cylinder become very small the space becomes effectively one-
dimensional, the dimension around the cylinder becomes so small that it can
not be observed by a macroscopic observer. In string theory compactifications
the compact six-dimensional space typically has a much more complicated
structure but the basic idea remains the same.
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Figure 1.2: Illustration of the idea of compactification: As the radius of the cylinder
shrinks it becomes approximately one-dimensional.
1.2.2 The second superstring revolution
Around 1995 a new revolution in our understanding of string theory took
place. It was discovered that the five different string theories are actually re-
lated to one another by so-called ”dualities”, implying that they are in a sense
equivalent. A better way of saying it is that there is a unique underlying the-
ory and what we have been calling different string theories should rather be
thought of as perturbation expansions of the underlying theory about five dif-
ferent points in the space of consistent vacua. The discovery that there is in-
deed a unique underlying theory was reassuring, after all, why should there be
five different consistent theories of nature of which only one is realized? That
the theory is unique does not mean that it will uniquely predict our universe
however. Indeed it seems to be the case that there are very many consistent
vacuum solutions of the equations of motion for the theory, each correspond-
ing to a possible universe, some similar to ours and others completely differ-
ent.
Another important discovery was that this underlying theory, often
called M-theory (M could stand for Mother, Mystery, ...), also has an
eleven-dimensional limit! This clarified a puzzling fact that had been known
since the 1970’s. It was known that in ten-dimensions there are two possible
supergravity theories with maximal supersymmetry, called type IIA and
type IIB supergravity. These are the low-energy limits of type IIA and
type IIB superstring theory respectively. However, the highest possible
dimension in which a consistent supergravity theory can exist is actually
eleven dimensions and not ten. There is a single theory of eleven-dimensional
supergravity which was constructed in 1978 by Cremmer, Julia and Scherk
[14]. The existence of this theory remained mysterious until 1995 when it
was finally understood that this theory is also linked by dualities to the five
ten-dimensional string theories [15, 16]. The pattern that had emerged by the
end of the second superstring revolution is illustrated in figure 1.3.
A third discovery of profound importance was that of the role played by
higher-dimensional extended objects, called branes, in string theory. In partic-
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ular the class of these known as Dirichlet branes, or D-branes for short. We
will have more to say about these objects below and later in the thesis.
M-theory
Type IIB
Type IIA
Heterotic
E8 × E8
11d Supergravity
Heterotic
SO(32)
Type I
Figure 1.3: The five different string theories and eleven-dimensional supergravity as
different limits of a single underlying theory, M-theory.
1.3 Supersymmetry
Supersymmetry is an integral part of string theory, but the reasons for su-
persymmetry go beyond string theory. It has been known for some time that
supersymmetry could help resolve some of the outstanding problems of the
standard model and particle physics. In a supersymmetric theory bosons (par-
ticles usually associated to the transmission of forces) and fermions (matter
particles) come in pairs that are related to each other by supersymmetry. As
this is not true for the particles that we observe supersymmetry is not present in
our world. This doesn’t make the idea of supersymmetry useless however. The
point is that the reason why we don’t observe supersymmetry could be that it
is only present at higher energies, which are not available to us in present day
accelerator experiments. If this is the case we say that supersymmetry is bro-
ken. The breaking of a symmetry in some energy regime is a phenomenon that
occurs frequently in many areas of physics.
In fact there are good reasons, not specific to string theory, that supersym-
metry should be present down to fairly low energies, low in this case being
around the so-called electroweak scale, the scale above which electromag-
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netism and weak interactions are unified into a single electroweak force, or
in the range 100 GeV – 1 TeV. If this is true it will probably be observed by
the Large Hadron Collider (LHC) at CERN that will start operating in 2008.
The three major reasons to believe in supersymmetry broken around the elec-
troweak scale are:
• The hierarchy problem. There is one missing piece in the standard
model that has not yet been observed, the Higgs boson. It plays a
crucial role in the breaking of electroweak symmetry and is responsi-
ble for explaining the masses of other elementary particles. The mass
of the Higgs boson is not predicted by the standard model but if the
theory is to be consistent it must be below 1 TeV. The problem is
that it is unnatural for a scalar particle to be this light within the
standard model because it receives contributions to its mass from so-
called radiative corrections. These will typically push the mass up to
a very high scale. By the inclusion of (low-energy) supersymmetry in
the standard model this problem can be resolved, as supersymmetry
forbids these radiative corrections and so stabilizes the mass of the
Higgs.
• Grand unification. The strength of the three forces of the standard
model, the electromagnetic, weak and strong force, given by the value
of their corresponding coupling constants, varies with energy. If this
behavior is extrapolated to very high energies it can be seen that the
strength of all three forces almost coincide at around 1016 GeV but
not quite. However, if supersymmetry is included and the standard
model is extended to a (minimally) supersymmetric version it can be
seen that the strength of the three forces exactly converge at an energy
around 2 · 1016 GeV. If one believes that there is a unified descrip-
tion of the forces of the standard model at high energy their strengths
should converge at this energy and this therefore suggests the pres-
ence of supersymmetry (again the argument requires low-energy su-
persymmetry).
• Dark matter. From cosmological observations it is known that most
of the matter in the universe is made up of stuff that we can’t see
with our instruments. A likely candidate for this dark matter is the
heavy superpartners of ordinary particles that are present in a theory
with broken supersymmetry. The masses of these would be around
the scale of supersymmetry breaking. Specifically, the lightest super-
symmetric particle (LSP) is stable in many models with supersym-
metry and makes for an excellent dark matter candidate. Again, for
this to work the mass of the LSP can not be too high, which again
suggests supersymmetry broken around the weak scale.
If these arguments are correct supersymmetry is likely to be discovered in
the near future, and if it is not discovered radically new ideas may be needed.
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It should be stressed however that, although supersymmetry is a prediction
of string theory, low-energy supersymmetry is not and indeed string theory
could be correct without low-energy supersymmetry and low-energy super-
symmetry could be present even if string theory is incorrect. In spite of this
the discovery of low-energy supersymmetry would undoubtedly make us even
more convinced that there is something to string theory.
1.4 D-branes
A major part of this thesis is concerned with the important higher-dimensional
objects in string theory known as D-branes. To understand how they enter it
is important to realize that strings can be of two different types: Open, with
two ends, or closed, in the form of a small loop with no ends. D-branes can be
thought of as hypersurfaces on which the open strings can end. A Dp-brane
has p spatial dimensions and one time dimension and the possible values of p
depend on the theory; for type IIA p is even and for type IIB p is odd. A Dp-
brane carries charge and acts as a source for a (p+1)-form Ramond-Ramond
field present in the corresponding supergravity theory [17].
D-branes are actually dynamical objects and their quantum fluctuations are
given by open strings with their endpoints attached to the brane as shown in
figure 1.4. These low-energy fluctuations give rise to an abelian gauge field,
just like the electromagnetic field, which is confined to the surface, or world-
volume, of the brane. There are also fluctuations in the shape of the brane
which give rise to a number of scalar fields on the brane, as many as the num-
ber of dimensions transverse to the brane, i.e. 9−p, that encode the fluctuations
in shape in the transverse directions.
 
 
 
  
 
 
 
  
Figure 1.4: D-brane with open strings attached. The closed strings have no endpoints
and are free to move in the whole ten-dimensional space.
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D-branes have played, and continue to play, a crucial role in many
striking successes of string theory: Some very important applications
include the microscopic origin of black hole entropy, the so-called
AdS/CFT-correspondence between string theory and gauge theories and
the construction of so-called brane world scenarios as a possibility for the
universe we inhabit.
1.4.1 Coincident D-branes
A remarkable phenomenon occurs when parallel branes of the same dimen-
sion are brought together (this is possible because the force between the branes
is zero, their gravitational attraction is exactly cancelled by the repulsion due
to their charge) [18]. The phenomenon can be understood qualitatively in the
following way: When there are several branes present an open string can have
one endpoint attached to one brane and the other endpoint attached to another,
see figure 1.5.
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Figure 1.5: A stack of (almost) coincident D-branes with open strings stretching be-
tween them.
It turns out that such a string gives rise to fluctuations that look like particles
with a mass proportional to the separation of the two branes. When a number
of branes become coincident these strings therefore give rise to new massless
fluctuations. What actually happens is that the fields living on the branes mix
together and expand into a single non-abelian (i.e. matrix valued) field liv-
ing on the stack of coincident branes. This picture holds both for the gauge
field and the scalar fields describing the transverse fluctuations in shape of
the brane. The fact that these scalar fields become matrices and in general no
longer commute with each other means that their interpretation as fluctuations
in the coordinates transverse to the brane breaks down. This gives a string the-
8
ory realization of an interesting mathematical idea known as non-commutative
geometry, where one considers the geometry of ”spaces” in which the coordi-
nates do not commute with each other. This is a very interesting subject and
an active area of research in both mathematics and physics.
1.5 Open problems
We have tried to describe in this chapter some of the successes of string theory
so far and give a feeling for why it is viewed by many as a promising candidate
for a theory of everything. The subject is far from finished however and there
are still many important questions that remain to be answered and the ultimate
goal of a complete theory of nature still seems far away. We will end by listing
some of the important issues that string theory will need to address if it is to
reach this goal.
• What is the theory? Although much is known about the various string
theories the unique underlying theory that we have called M-theory
remains to a large extent mysterious. It is not known in terms of which
objects this theory is to be formulated, nor what the basic principles
of the theory should be. It is likely that understanding this will require
new mathematical tools and this is a question that is likely to be an
important part of theoretical physics in the years to come.
• How is supersymmetry broken? We believe that supersymmetry is
present at high energies and probably even down to energies acces-
sible to the next generation of particle accelerators but we still don’t
know how or why this symmetry is broken.
• Why is the cosmological constant so small? The energy density of the
vacuum, or cosmological constant, is observed to be comparable to
the energy density in the form of matter in the universe. In Planck
units this is a tiny number Λ ∼ 10−120. However, supersymmetry
broken at the TeV scale typically gives Λ ∼ 10−60, which is very far
off. Despite many attempts a satisfactory solution to this problem has
not yet been found.
• What principle selects the vacuum? String theory (or M-theory)
seems to admit a vast number of possible vacua, and therefore
different universes. It would be desireable to have a principle for
choosing among these. What that principle should be is still unclear
however.
1.6 Outline of the thesis
The thesis is organized as follows:
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Chapter 2
We give a summary of some of the mathematical machinery used in the thesis
and state our conventions as well as giving a brief description of supersym-
metry and superspace.
Chapter 3
This chapter presents some basic string theory and introduces the notion of
the tensionless limit of the string. The quantization of the superstring in a
plane wave background is described and then the corresponding thing for the
tensionless string. A short discussion of the differences is given.
Chapter 4
The superparticle is introduced and its coupling to a non-abelian gauge field
using extra fermionic degrees of freedom discussed. It is shown how the re-
quirement of kappa-symmetry forces the gauge field to be a solution of the
super Yang-Mills equations of motion.
Chapter 5
The considerations of chapter 4 are applied to the case of the open superstring.
This is coupled to the non-abelian gauge field on a stack of coincident D-
branes using boundary fermions in a geometrical way. A generalization of
the geometrical superembedding conditions is found and their consequences
worked out for the case of a stack of D9-branes.
Chapter 6
Actions for the bosonic fields describing the dynamics of D-branes are dis-
cussed. The action for a single D-brane and Myers’ generalization to the co-
incident case are reviewed. Then we present an action for the coincident case
inspired by our considerations of boundary fermions and demonstrate its co-
variance. The proof of covariance differs from that given in the paper and is
a bit more general and detailed. Finally the relation to Myers’ action is dis-
cussed.
Chapter 7
The boundary fermion inspired action presented in chapter 6 is shown to pos-
sess kappa-symmetry when formulated in (type IIB) superspace, at least if two
natural conditions are satisfied. A discussion of the implications of this as well
as possible directions for future work is given.
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2. Basic tools
In this chapter we briefly introduce some of the mathematical tools, in par-
ticular related to supersymmetry, that we will need in the rest of the thesis.
For more on supersymmetry we refer to the reviews [19, 20]. We also give the
conventions used in the rest of the thesis.
2.1 Gamma matrices
An extremely useful tool when dealing with spinors, as we will be doing a
lot in this thesis, are gamma matrices. They are defined in D-dimensional
spacetime as satisfying the Clifford algebra
ΓaΓb + ΓbΓa = 2ηab , (2.1)
where a, b = 0, 1, . . . ,D − 1 and we have introduced the Minkowski metric
η ≡

−1 0 . . . 0
0 1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 1
 . (2.2)
It is always possible to find 2[D/2]×2[D/2] matrices Γa that satisfy this relation
([·] denotes the integer part). Using these gamma matrices it is possible to
construct the generators of Lorentz transformations acting on spinors as
Σab ≡ −1
4
Γab . (2.3)
We have defined the anti-symmetrized products of gamma matrices
Γa1···an ≡ Γ[a1 · · ·Γan] , (2.4)
where brackets denote anti-symmetrization with unit weight, so that for exam-
ple Γ[aΓb] ≡ 12 [Γa,Γb] (symmetrization is denoted (· · · )). It can be shown that
these matrices form a basis of 2[D/2] × 2[D/2] matrices, so that in particular
any matrix can be written as a linear combination of the Fierz basis elements
{1,Γa,Γab, . . . ,Γa1···aD}.
When the dimension D is even the matrix
Γ(D) ≡ (i)D(D−1)/2+1Γ0Γ1 · · ·ΓD−1 (2.5)
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anti-commutes with all Γa, i.e.
{Γ(D),Γa} ≡ Γ(D)Γa + ΓaΓ(D) = 0 . (2.6)
It also has the property that it commutes with the generator of Lorentz trans-
formation and that it squares to one. This means that the 2D/2×2D/2 represen-
tation of the gamma matrices splits up into two irreducible 2D/2−1 × 2D/2−1
representations called Weyl representations.
In certain dimensions it is possible to impose the condition that the gamma
matrices be purely real (or imaginary) instead of complex, reducing their num-
ber of components by a factor of two. Such a representation of the gamma
matrices is called a Majorana representation.
2.1.1 D = 10
In this thesis we will be working in ten dimensions and we will need some
special properties of the ten-dimensional gamma matrices. Since the dimen-
sion is even we can impose a Weyl condition on our 25×25 = 32×32 gamma
matrices. It turns out that in addition to this it is also consistent to impose a
reality condition on the representation making it Majorana-Weyl. We can then
take our gamma matrices of the form
Γa →
(
0 (γa)αβ
γaαβ 0
)
, (2.7)
where γa with indices up (down) are chiral (anti-chiral) Weyl blocks. They
are real and symmetric 16× 16 matrices.
In this representation spinors split up accordingly as
Θ→
(
θα
χβ
)
, (2.8)
where θα (χβ) is a 16-component real chiral (anti-chiral) spinor1.
A very useful identity that the ten-dimensional gamma matrices satisfy is
γa(αβ(γa)γ)δ =
1
3
(γaαβ(γa)γδ + γ
a
βγ(γa)αδ + γ
a
γα(γa)βδ) = 0 . (2.9)
This can be proved by decomposing both sides in a Fierz basis.
2.2 Supersymmetry
Supersymmetry is an extension of the spacetime symmetries that we
observe in nature; Lorentz invariance and translational invariance in space
1Spinor indices will always be donted by greek letters and vector indices by lation ones.
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and time, the generators of which satisfy the so-called Poincaré algebra.
In the supersymmetric version, the super Poincaré algebra, generators of
supersymmetry Qα, sometimes called supercharges are added, which satisfy
the anti-commutation relation2
{Qα, Qβ} = γaαβPa , (2.10)
where the momentum, Pa is, as usual, the generator of translations. This sug-
gests that, loosely speaking, one can think of a supersymmetry transformation
as the ”square root” of a translation.
Because supersymmetry is an extension of the symmetries associated to
spacetime, which in turn are intimately connected to the very concept of a
spacetime, supersymmetry can naturally be thought of as extending spacetime
to what is know as a superspace.
2.2.1 Superspace
To define superspace one introduces in addition to the ordinary coordinates
of spacetime xm, where in our case m = 0, . . . , 9, additional coordinates
θµ, where in our case µ = 1, . . . , 16. θ forms a Majorana-Weyl spinor in
ten dimensions3. Because of the unusual property that the supercharges Q
anti-commute rather than commute these new coordinates are not ordinary
numbers but rather so-called Grassmann numbers that satisfy
θµθν = −θνθµ . (2.11)
This means that their interpretation as coordinates should not be taken too
literally. Superspace (with N = 1) is then parameterized by the coordinates
zM ≡ (xm, θµ) (2.12)
and fields on superspace, or superfields, become functions Φ(z) = Φ(x, θ). A
superfield can always be expanded in powers of θ and because of the Grass-
mann property of θ, which implies that (θµ)2 = 0 for any µ, this expansion
contains only a finite number of terms.
As for the bosonic coordinates, xm, we can define derivatives with respect
to θµ. We will call this derivative ∂µ. It acts as an ordinary derivative except
that it anti-commutes with θ and with itself. It is also possible to define inte-
grals over θ but we will not need the specific definition here.
2This is only the simplest possibility where one has a single supercharge.
3This is for the case of N = 1, i.e. one supersymmetry generator Qα, for N = 2 one introduces
two Majorana-Weyl spinors θµi for i = 1, 2 and so on.
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2.2.2 Differential geometry on superspace
Just as for an ordinary manifold we can define at each point of superspace a
tangent space. This space is spanned by the basis vectors
∂M = (∂m, ∂µ) , (2.13)
the derivatives with respect to the coordinates. As for an ordinary manifold
there is a dual space, called the cotangent space, spanned by the one-forms
dzM = (dxm, dθµ) . (2.14)
This coordinate basis of tangent space is inconvenient to use however, because
it is not invariant under supersymmetry transformations.
We will therefore define another basis of tangent space, invariant under su-
persymmetry transformations, given by dA = (da, dα) and related to the co-
ordinate basis as
dA = E
M
A ∂M , (2.15)
where the E MA are often referred to as (super)vielbeins. We will always, as
is standard practice, distinguish between between this ”preferred” supersym-
metric basis of tangent space and the coordinate basis by denoting the former
with indices from the beginning of the alphabet (e.g. A, β, c) and the latter
with indices from the middle of the alphabet (e.g. m,N, µ). There is also a
dual space spanned by the one-forms eA = (ea, eα) where
eA = dzME AM (2.16)
where E AM is the inverse of E MA .
For flat ten-dimensional N = 1 superspace the supersymmetric basis of
tangent space takes the form
dα = ∂α +
i
2
(γaθ)α∂a
da = ∂a (2.17)
and the dual (cotangent space) basis becomes
eα = dθα
ea = dxa − i
2
dθγaθ . (2.18)
From these the components of the supervielbein E MA are easily read off.
In contrast to the case in ordinary flat space the derivatives defined in (2.17)
do not (anti-)commute with each other. This property is encoded in the torsion
T aαβ = −i(γa)αβ , (2.19)
for flat N = 1 superspace. It is equal to minus the anti-commutator {dα, dβ}.
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In analogy to ordinary space one introduces differential forms by defining a
graded anti-symmetric wedge product, ∧, of the elements of cotangent space
(called one-forms). We have
dzM ∧ dzN = −(−1)MNdzN ∧ dzM , (2.20)
where in (−1)MN M and N are thought of as even/odd (e.g. 0/1) accord-
ing to whether they are ordinary/Grassmann (we will also refer to them as
bosonic/fermionic). Wedge products will always be implicit in any product of
forms.
One also introduces an exterior derivative d which satisfies d2 = 0 and is
taken to act from the right, e.g.
dea = d
(
dxa − i
2
dθγaθ
)
= − i
2
dθγadθ =
1
2
dθαdθβT aαβ . (2.21)
An n-form ω is written with indices contracted in a specific order which
simplifies keeping track of all the signs as
ω =
1
n!
dzMn · · · dzM1ωM1···Mn =
1
n!
eAn · · · eA1ωA1···An . (2.22)
With ω an n-form and ρ a k-form the exterior derivative satisfies
d(ωρ) = ωdρ+ (−1)kdωρ . (2.23)
2.3 Other conventions
When we consider the embedding of an object in a background superspace
indices corresponding to the background (sometimes called target space) will
be underlined to distinguish them from worldvolume indices of the embedded
object (a string or D-brane). Also indices i, j always take values 1, 2.
The Pauli matrices are defined as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
.
(2.24)
We will sometimes use the graded commutator [A,B} defined to be a
commutator unless both A and B are fermionic in which case it is an anti-
commutator.
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3. The tensionless string in a plane
wave background
Although this chapter lies somewhat outside of the main focus of this thesis,
which is the study of coincident D-branes it provides a good opportunity to in-
troduce some of the basic notions and techniques of string theory in a concrete
way.
We start by giving some motivation for studying tensionless strings. We
then review how to obtain the action for a massless particle from the ac-
tion for a massive one. The corresponding limit for the case of the bosonic
string is then considered and we obtain an action for the tensionless string in
Minkowski space. A brief description of the plane wave limit of AdS5×S5 is
given and we review the quantization of the superstring in this background. In
section 3.5 we consider the tensionless string in this background and compare
it to the tensile case. We end with some concluding remarks.
This chapter is based on [21].
3.1 Motivation
Tensionless string theory can be regarded as a high-energy limit of string the-
ory where the masses of string states, which come in multiples of (the square
root of) the string tension, are neglected. One motivation for studying ten-
sionless strings comes from the AdS/CFT correspondence. The most studied
case is the remarkable correspondence between string theory on the space
AdS5 × S5 and a conformal field theory in four dimensions, N = 4 super
Yang-Mills theory. Quantizing the string in AdS5 × S5 meets with difficul-
ties however but there is a particular limit in which the space becomes a plane
wave which is tractable. This limit ofAdS5×S5 gives rise to a correspondence
related to the AdS/CFT correspondence, the so-called BMN correspondence
between string theory on a plane wave background and a sector of N = 4
super Yang-Mills theory [22].
Since explicit quantization of the string is possible in this background this
opens up a possibility to study the field theory side from string theory (and
vice versa). A subject which has become particularly interesting in connection
with tensionless strings is that of massless higher spins and the relation to free
super Yang-Mills, see for example [23, 24].
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The study of tensionless strings could also shed light on the high-energy
symmetries of string theory which are thought to be broken at lower energies
giving rise to masses of the different string states. There is also an observation
that strings appear to be tensionless in the vicinity of space-time singularities.
For a discussion of these points see for example [25] and references therein.
3.2 The tensionless string
A tensionless string can be thought of as the string analog of a massless parti-
cle. In this section we will introduce the action for a bosonic tensionless string
in flat space using this analogy.
3.2.1 The massless limit of the particle
The equations of motion for a (scalar) particle of mass m can be derived by
requiring that the length of its worldline, i.e. the curve it sweeps out in space-
time, should be minimal (or extremal). The quantity that we should extremize
to find the equations of motion is called the action and denoted S. For a parti-
cle the action is then simply proportional to the length of its worldline,
S = −m
∫
ds , (3.1)
where we have introduced the constant of proportionality, m, which turns out
to be the mass of the particle, in order to make the action dimensionless (we
are working in so-called natural units in which ~ = c = 1 so that dimen-
sion of length is the same as inverse dimension of mass). If we parameterize
the worldline of the particle with a parameter τ , so that the worldline of the
particle is given as xm(τ) (see figure 3.1), then the action becomes
S = −m
∫
dτ
√
−dx
m
dτ
dxn
dτ
ηmn = −m
∫
dτ
√
−x˙2 , (3.2)
where we have put x˙m ≡ dxmdτ and x˙2 ≡ x˙mx˙nηmn is the square of the length
of the tangent vector to the worldline (in flat Minkowski space).
What about massless particles? Clearly the above action doesn’t make sense
when m = 0, as it then vanishes for any choice of worldline. Nevertheless we
can obtain an action for a massless particle from the action for a massive one
by a neat trick that we will now describe.
We start by computing the Hamiltonian corresponding to the Lagrangian of
(3.2),
L = −m
√
−x˙2 . (3.3)
The conjugate momentum to xm is defined as
pm ≡ ∂L
∂x˙m
= m
x˙m√−x˙2 . (3.4)
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✻Time
✻τ
Figure 3.1: The worldline of a particle parameterized by τ .
An important thing to note here is that the components of p are not all inde-
pendent, there is a constraint
φ ≡ p2 +m2 = m2 x˙
2
−x˙2 +m
2 = 0 . (3.5)
This is usually called the mass-shell condition. The reason for this constraint
is that the action we started from, (3.2), has an important symmetry: It is
invariant under reparametrizations of the worldline, i.e. choosing another pa-
rameter τ ′ = τ ′(τ) to parameterize the worldline of the particle doesn’t affect
the action because, from (3.3) we see that
L(τ)→ |∂τ ′/∂τ |L(τ ′) , (3.6)
while
dτ → |∂τ ′/∂τ |−1dτ ′ (3.7)
leaving S =
∫
dτ L invariant.
The canonical Hamiltonian is defined as
Hcan ≡ pmx˙m − L = m x˙
2
√−x˙2 +m
√
−x˙2 = 0 . (3.8)
The vanishing of the canonical Hamiltonian is typical of reparametrization
invariant systems. But because we have a constraint to take into account the
canonical Hamiltonian is only defined on the ”constraint surface”, i.e. when
p2+m2 = 0. The full Hamiltonian is the extension of the canonical Hamilto-
nian off the ”constraint surface” (as was show by Dirac [26]),
H = Hcan +
e
2
φ =
e
2
(p2 +m2) , (3.9)
where e is a Lagrange multiplier enforcing the constraint φ = 0. Notice that e
must have dimension [mass]−2.
19
Now that we have the Hamiltonian we can go back and write down the
so-called phase space Lagrangian
Lps ≡ pmx˙m −H = pmx˙m − e
2
(p2 +m2) . (3.10)
The Euler-Lagrange equations (or equations of motion) for pm read
0 =
∂Lps
∂pm
− d
dτ
∂Lps
∂p˙m
= x˙m − epm ⇒ pm = 1
e
x˙m . (3.11)
Using this in (3.10) the new action becomes
S′ =
∫
dτ Lps =
1
2
∫
dτ
(
1
e
x˙2 − em2
)
. (3.12)
This is not the same action as the one we started from so what has happened?
It turns out that, when m 6= 0, the action S′ is in fact equivalent to the action
we started with, (3.2). This follows if we use the Euler-Lagrange equation for
e to solve for e and plug the result back in the action
0 = − 1
e2
x˙2 −m2 ⇒ e = ± 1
m
√
−x˙2 . (3.13)
Choosing the plus sign for e minimizes the action S′ (the minus sign gives a
maximum). Using this in (3.12) we recover our original action, (3.2), which
demonstrates the equivalence.
The point of rewriting the action in this new form is that, while the original
action didn’t make sense for massless particles, the new action does. Taking
m = 0 in S′ we get an action for a massless particle
S′0 =
1
2
∫
dτ
1
e
x˙2 . (3.14)
So we have really gained something by introducing the extra variable e.
Why does introducing e and then taking m→ 0 work while taking m→ 0
in the action we started from didn’t work? First of all m is a dimensionful
parameter and taking a dimensionful parameter to zero is not well defined,
we can only say that compared to another quantity of the same dimension it
becomes small. This leads us to the conclusion that we should only take di-
mensionless combinations of quantities to zero. This is exactly what we did
above. We introduced a new dimensionful parameter e and took the dimen-
sionless combination em2 → 0. We will now repeat these considerations for
the case of a string.
3.2.2 The tensionless limit of the string
We can generalize the action for the massive particle in the last section, which
was just proportional to the length of the curve the particle sweeps out in
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spacetime, to higher-dimensional objects by taking the action to be propor-
tional to the corresponding ”volume” that the object sweeps out in spacetime.
For a string, which is one-dimensional, the action becomes proportional to the
”area” of the surface it sweeps out in spacetime, its worldsheet. This describes
the so-called bosonic string which contains much of the important aspects of
string theory even though we need to invoke supersymmetry in order to get
a completely consistent theory. We will confine ourselves to the case of the
bosonic string in this section. The superstring can be handled along the same
lines. The action proportional to the area of the worldsheet was first proposed
independently by Nambu in 1970, [27], and Goto in 1971, [28], and is there-
fore called the Nambu-Goto action. It reads
S =
∫
Σ
d2ξ L = −T
∫
Σ
d2ξ
√
− det
(
∂xm
∂ξi
∂xm
∂ξj
)
= −T
∫
Σ
d2ξ
√
−x˙2x′2 + (x˙mx′m)2 , (3.15)
where ξi = (τ, σ) parameterizes the worldsheet Σ (see figure 3.2), a dot de-
notes derivative with respect to τ and a prime derivative with respect to σ.
✻
Time
✻τ
✲
σ
∑
Figure 3.2: The worldsheet of an open string parameterized by σ and τ . The world-
sheet of a closed string takes the form of a cylinder.
The constant of proportionality, T , has dimension [mass]2 so as to make
the action dimensionless and can be (classically) interpreted as the tension of
the string1. In string theory the tension is often written in terms of another
parameter as T = 12piα′ , where α
′ is known as the Regge slope (for historical
reasons). As in the case of the particle this action doesn’t make sense for
a tensionless string. To find an action which makes sense when T = 0 we
follow the same procedure as in the particle case.
1This can be seen by looking at a classical solution and seeing that the energy per unit length of
the string is indeed T.
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First we need the Hamiltonian of the system. The conjugate momenta (or
rather momentum densities) are
pm ≡ ∂L
∂x˙m
= T
x˙mx
′2 − x′m(x˙mx′m)√
−x˙2x′2 + (x˙mx′m)2
. (3.16)
As was the case for the particle the conjugate momenta are not all independent.
We have the following two constraints
pmx
′m = 0 (3.17)
p2 + T 2x′2 = 0 (3.18)
and the canonical Hamiltonian (density),
Hcan ≡ pmx˙m − L , (3.19)
is again easily seen to vanish. This is a consequence of the fact that again the
system is invariant under reparametrizations, (τ, σ) → (τ ′, σ′) where τ ′ =
τ ′(τ, σ) and σ′ = σ′(τ, σ) are arbitrary functions of the original parameters.
The full Hamiltonian is
H = Hcan + λpmx′m + ρ
2
(p2 + T 2x′2) , (3.20)
where λ and ρ are Lagrange multipliers enforcing the two constraints. The
dimension of ρ is [mass]−2 while λ is dimensionless.
The phase space Lagrangian becomes
Lps = pmx˙m − λpmx′m − ρ
2
(p2 + T 2x′2) (3.21)
and the Euler-Lagrange equation for pm gives
pm =
1
ρ
x˙m − λ
ρ
x′m . (3.22)
Using this in the phase space Lagrangian we get the new action
S′ =
∫
Σ
d2ξ
( 1
2ρ
x˙2 − λ
ρ
x˙mx′m +
λ2 − T 2ρ2
2ρ
x′2
)
. (3.23)
When T 6= 0 this action is equivalent to the Nambu-Goto action that we started
with, (3.15). This can be easily seen by solving the Euler-Lagrange equations
for λ and ρ and plugging the solutions back into (3.23).
The action S′ in (3.23) is usually written in another way. If we introduce
the object
gij ≡
(
−1 λ
λ T 2ρ2 − λ2
)
(3.24)
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and define
g ≡ det((gij)−1) = 1
det(gij)
= − 1
T 2ρ2
(3.25)
we can write the action as
S′ = −T
2
∫
Σ
d2ξ
√−ggij∂ixm∂jxnηmn . (3.26)
This is the Brink-Di Vecchia-Howe-Deser-Zumino action, [29, 30], or, as it
is usually called, the Polyakov action [31, 32]. The reason for introducing gij
is that under the reparametrizations considered before, ξi → ξ′i(ξ), gij trans-
forms as a (contravariant) symmetric two-tensor. It (or rather gij ≡ (gij)−1)
thus has an interpretation as a metric on the worldsheet of the string. But wait
a minute, we started with two parameters, λ and ρ, and replaced them with a
symmetric 2×2 matrix gij which has three independent components, what has
happened? The answer is that the action (3.26) has an extra symmetry called
Weyl invariance, it is invariant under rescaling of the worldsheet metric,
gij(ξ)→ Λ(ξ)gij(ξ) , (3.27)
where Λ is an arbitrary positive definite function. This extra symmetry can be
used to remove the third component of gij .
When T = 0 (we take the dimensionless combination ρT → 0) the action
S′ in (3.23), which still makes sense, can no longer be written in the form
(3.26). In this case we can instead introduce another object
V i ≡ 1√
ρ
(
1
−λ
)
. (3.28)
The action for the tensionless bosonic string (in flat space) can then be written
S0 =
1
2
∫
Σ
d2ξ V iV j∂ix
m∂jx
nηmn . (3.29)
V i turns out to transform as a vector density under reparametrizations of the
worldsheet [33, 34]. The tensionless bosonic string, also called null-string,
was first considered by Schild in [35] and later in [36]. A discussion similar
to the one given here can be found in [37].
3.3 The AdS5 × S5 plane wave
The ten-dimensional space AdS5 × S5, the product of five-dimensional anti-
de Sitter space and a five-sphere, has turned out to be extremely important in
string theory. It is what is known as a maximally supersymmetric space al-
lowing 32 supersymmetries, the maximum possible in ten-dimensions. The
23
only other two maximally supersymmetric spaces are flat ten-dimensional
Minkowski space and the plane wave space we will discuss shortly. AdS5×S5
arises in string theory as a particular limit, zooming in on the near-horizon ge-
ometry, of a stack of N coincident D3-branes.
In 1997, motivated by a close analysis of this system, Maldacena formu-
lated his celebrated AdS/CFT conjecture, [38], which was later made precise
in the works of Witten [39] and Gubser, Klebanov and Polyakov [40]. This
conjecture says that string theory on five-dimensional anti-de Sitter space is
dual to, i.e. describes the same physics as, a four-dimensional (supersymmet-
ric and conformal) field theory known as N = 4 super Yang-Mills theory
which can be thought of as living on the stack of D3-branes. This remarkable
correspondence, and similar ones, relate a theory with gravity in d+1 dimen-
sions, in this case type IIB string theory in AdS5, to a gauge theory (without
gravity!) in d dimensions. The correspondence has been tested in many ways
by working out a quantity on one side of the correspondence and finding a
matching quantity on the other side, but a proof of the conjecture is still lack-
ing. AdS/CFT ideas can even been used to gain insights into QCD, the theory
describing the strong interaction, by computing things in string theory (or su-
pergravity)! This is a vast and fascinating subject but we will not have more
to say about it here.
Unfortunately describing the string on AdS5 × S5 is complicated so we
would like to find some way of simplifying the problem. One way of doing this
is to consider the so called pp-wave limit of this space instead. The idea goes
back to Penrose [41] who showed that any space-time has a limit in which
a neighborhood of a segment of null geodesic (the worldline of a massless
particle) becomes a special type of space-time called a plane-parallel wave,
or pp-wave. This idea was later extended by Güven in [42] to include super-
gravity backgrounds in ten and eleven dimensions. The limit can be roughly
thought of as zooming in on the geometry seen by a massless particle moving
in the space under consideration, in our case AdS5 × S5.
Taking this limit of AdS5 × S5 (along a particular null geodesic), as de-
scribed in [43], we get a new space with metric
ds2 = 2dx+dx− − µ2xIxI(dx+)2 + dxIdxI , (3.30)
where the ten coordinates, xm, split up into the light-cone directions x± ≡
1√
2
(x9 ± x0) and the transverse directions xI with I = 1, . . . , 8 and µ = 1R
where R is the original radius of curvature of AdS5 (which is the same as
the radius of curvature of the S5). Because the D3-branes carry a charge the
original space, AdS5 × S5, also carries some flux of the corresponding field
strength. For the case of D3-branes the field strength is a five-form field, F (5).
The surviving components of this field strength, after taking the plane wave
limit, are
F
(5)
+1234 = F
(5)
+5678 = 2µ . (3.31)
24
The point of the Penrose-Güven limit is that this space is then guaranteed
to also be a solution to the (type IIB) supergravity equations and, what is
more, it is guaranteed to also be maximally supersymmetric, i.e. having 32
supersymmetries, since the space of which it is a limit has this property.
This plane wave space was first obtained in another way however, in [44].
3.4 The superstring in this plane wave background
In this section we will show how to quantize the superstring in the plane wave
background discussed above.
3.4.1 The action
The plane wave background (3.30) and (3.31) is simple enough to quantize
the string in. The action for the superstring in this background was found by
Metsaev in [45] and the quantization was performed by Metsaev and Tseytlin
in [46].
The formulation of the superstring used is that due to Green and Schwarz
in which the superstring is described as a string in a background superspace2.
The (type IIB) superspace has the usual ten bosonic coordinates xm for m =
0, . . . , 9, but in addition to this it has two fermionic ”coordinates” θ1α and θ2α
for α = 1, . . . , 16 which are Majorana-Weyl spinors of SO(9, 1).
In the Green-Schwarz formulation of the superstring there is an important
fermionic symmetry related to supersymmetry known as kappa-symmetry (we
will have more to say about this symmetry in the coming chapters). This sym-
metry can be removed (or gauge-fixed) by making a specific choice of gauge
as follows
γ+θ1 = γ+θ2 = 0 , (3.32)
sometimes called fermionic light-cone gauge. With this choice of gauge the
action simplifies and it takes the form
S = −T
2
∫
Σ
d2ξ
(√−ggijhij − 2iεij∂ix+ (θ1γ−∂jθ1 − θ2γ−∂jθ2)) ,
(3.33)
where we have defined the induced metric on the worldsheet3
hij = 2∂(ix
+∂j)x
− − (µ2xIxI + 2µθ1γ−Πθ2) ∂ix+∂jx+
+ ∂(ix
+
(
θ1γ−∂j)θ1 + θ2γ−∂j)θ2
)
+ ∂ix
I∂jxI . (3.34)
We have defined the product of gamma matrices Π ≡ γ1234 which arises from
terms involving F (5)+µ1···µ4γ
µ1···µ4
.
2The other formulation, called the NSR-formulation, is problematic when the background has
non-trivial Ramond-Ramond fluxes, in our case of the five-form field strength F (5).
3Here we denote it by h to avoid confusion with the independent worldsheet metric g.
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3.4.2 The light-cone gauge
The action (3.33) is invariant under reparametrizations of the worldsheet,
ξi → ξ′i(ξ), and Weyl transformations, gij → Λgij , as discussed previously
for the bosonic string. These symmetries allow us to choose a specific form of
the worldsheet metric gij that allows us to quantize the theory. A convenient
gauge choice is to take
gij = ηij ≡
(
−1 0
0 1
)
. (3.35)
But we still have to satisfy the equations of motion (i.e. the Euler-Lagrange
equations) of the worldsheet metric gij which, after choosing this gauge, be-
come constraints that have to be imposed on the system. These are known
as the Virasoro constraints and amount to the vanishing of the worldsheet
energy-momentum tensor,
0 = Tij ≡ − 2
T
√−g
δS
δgij
= hij − 1
2
gijg
klhkl , (3.36)
where we have used the relation δg = −ggij δgij when varying gij in the
action (remember that g ≡ det gij).
Even after choosing gij = ηij it turns out that there is still some freedom
left in the choice of parametrization of the worldsheet. The reparametrizations
ξ+ → f(ξ+)
ξ− → h(ξ−) , (3.37)
where ξ± ≡ τ ± σ and f and h are arbitrary functions, combined with the
Weyl transformation
gij → f ′h′gij , (3.38)
where f ′ and h′ denotes the derivatives of f and h, leaves the form of gij = ηij
unchanged.
In order to write an action that contains only the physical degrees of free-
dom we should also fix this remaining gauge symmetry. It turns out that this
can be done by choosing the so-called light-cone gauge
x+ =
p+
T
τ . (3.39)
With this choice p+ becomes the momentum canonically conjugate to x−.
This gauge is very important because it lets us solve the Virasoro conditions,
(3.36), explicitly. In light-cone gauge they read
p+x−′ + ip+(θ1γ−θ1′ + θ2γ−θ2′) + T x˙Ix′I = 0 (3.40)
2p+x˙− + 2ip+(θ1γ−θ˙1 + θ2γ−θ˙2)− 4imp+θ1γ−Πθ2
−m2Tx2I + T x˙I x˙I + TxI′x′I = 0 , (3.41)
26
where we have introduced the dimensionless quantity m ≡ µp+/T . These
conditions can be solved for x− (up to an integration constant) in terms of the
xI and θi. We have now fixed the reparametrization invariance of the action
completely and in doing so we have eliminated x+ and x− and we are left
with an action for the transverse coordinates xI only4
Slc = −T
2
∫
Σ
d2ξ
(
∂ix
I∂ixI +m
2xIxI
− 2ip
+
T
(
θ1γ−∂+θ1 + θ2γ−∂−θ2
)
+ 4im
p+
T
θ1γ−Πθ2
)
,
(3.42)
where we have defined ∂± ≡ ∂/∂τ ± ∂/∂σ. This action is now quadratic in
the fields and can therefore be easily quantized as we will now describe.
3.4.3 Quantization and the spectrum
The equation of motion for xI simply becomes the Klein-Gordon equation(
− ∂
2
∂τ2
+
∂2
∂σ2
)
xI −m2xI = 0 . (3.43)
We will consider the case of a closed string. If we take σ ∈ [0, 1] the appro-
priate boundary condition is then
xI(τ, σ + 1) = xI(τ, σ) . (3.44)
The solution to the Klein-Gordon equation subject to this condition is
xI(τ, σ) = xI0 cos(mτ) +
pI0
mT
sin(mτ)
+ i
∑
n 6=0
1
ωn
e−iωnτ
(
α1In e
i2pinσ + α2In e
−i2pinσ) , (3.45)
where ωn ≡ sign(n)
√
(2πn)2 +m2. The momentum conjugate to xI is
pI ≡ ∂L
∂x˙I
= T x˙I . (3.46)
The canonical equal-time commutation relation,
[pI(τ, σ), x
J (τ, σ′)] = −iδJI δ(σ − σ′) , (3.47)
gives the commutation relations for the modes
[pI0, x
J
0 ] = −iδIJ , [αiIm, αjJn ] =
1
2
ωm
T
δn+m,0δ
IJδij , (3.48)
4The term p+x˙− has been omitted since it doesn’t contribute to the equations of motion, it is
however needed in checking the supersymmetry of the action.
27
for n,m = ±1,±2, . . ..
Now let’s consider the fermions. The equations of motion are
∂+θ
1 −mΠθ2 = 0 (3.49)
and
∂−θ2 +mΠθ1 = 0 . (3.50)
These are to be supplemented by the closed string boundary condition
θi(σ + 1, τ) = θi(σ, τ) . (3.51)
The solutions are
θ1(τ, σ) = θ10 cos(mτ) + Πθ
2
0 sin(mτ)
+ i
∑
n 6=0
cne
−iωnτ
(
θ1ne
i2pinσ + i
ωn − 2πn
m
Πθ2ne
−i2pinσ
)
(3.52)
and
θ2(τ, σ) = θ20 cos(mτ)−Πθ10 sin(mτ)
+ i
∑
n 6=0
cne
−iωnτ
(
θ2ne
i2pinσ − iωn − 2πn
m
Πθ1ne
−i2pinσ
)
,
(3.53)
where cn = 1/
√
1 + (ωn − 2πn)2/m2. The momenta conjugate to θ1α and
θ2α are
piα ≡
∂L
∂θ˙αi
= −ip+(θiγ−)α . (3.54)
The fact that the momenta depend only on the θi themselves and not on the θ˙i
means that this is a constraint. When there is a constraint we must use Poisson-
Dirac brackets, which take the constraint into account, and doing this we find
the anti-commutation relations for the modes
{θαim , θβjn } =
1
4p+
(γ+)αβδn+m,0δ
ij n,m = 0,±1,±2, . . . . (3.55)
The γ+ on the right is due to the fermionic light-cone condition γ+θi = 0.
We must not forget to also impose closed string boundary conditions on the
remaining coordinates x±. x+ doesn’t depend on σ so it is okay but for x−
we get, by using the first of the Virasoro conditions, (3.40), and the solutions
for xI and θi
0 = x−(τ, 1) − x−(τ, 0) =
∫ 1
0
dσx−′
= −
∫ 1
0
dσ
(
i(θ1γ−θ1′ + θ2γ−θ2′) +
T
p+
x˙Ix′I
)
=
∑
n 6=0
n
(
T
p+ωn
α1I−nα
1
In + θ
1
−nγ
−θ2n
)
− (1↔ 2) . (3.56)
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This extra condition can be written
N1 = N2 where N i =
∑
n 6=0
n
(
T
ωn
αiI−nα
i
In + p
+θi−nγ
−θin
)
.
(3.57)
(Note that there is no sum on i in the above expression). The light-cone Hamil-
tonian density is defined as
Hlc ≡ θ˙1αp1α + θ˙2αp2α + x˙IpI − Llc
=
1
2T
(pIpI + T
2xI′x′I +m
2T 2xIxI)
− ip+ (θ1γ−θ1′ − θ2γ−θ2′)+ 2imp+θ1γ−Πθ2 . (3.58)
Using the mode expansions for the fields the total light-cone Hamiltonian be-
comes
H ≡
∫ 1
0
dσHlc = 1
2T
p0Ip
I
0 +
1
2
m2TxI0x0I + 2imp
+θ10γ
−Πθ20
+ 2
∞∑
n=1
2∑
i=1
(
TαiI−nα
i
In + p
+ωnθ
i
−nγ
−θin
)
, (3.59)
where the expression has been put in normal-ordered form (there is no normal-
ordering ambiguity here since each term coming from reordering the α’s is
exactly cancelled by a corresponding one coming from reordering the θ’s).
We can introduce the following dimensionless creation and annihilation op-
erators
aI0 =
√
T
2m
(
pI0
T
− imxI0) , a†I0 =
√
T
2m
(
pI0
T
+ imxI0)
aiIn =
√
2T
ωn
αiIn , a
†iI
n =
√
2T
ωn
αiI−n n = 1, 2, . . .
η0 =
√
p+
2
(θ10 − iθ20) , η†0 =
√
p+
2
(θ10 + iθ
2
0)
ηin =
√
2p+θin , η
†i
n =
√
2p+θ¯i−n n = 1, 2, . . . (3.60)
in terms of which the commutation relations (3.48) and (3.55) become
[aI0, a
†J
0 ] = δ
IJ , [aiIm, a
†jJ
n ] = δmnδ
IJδij (3.61)
{ηα0 , η†β0 } =
1
4
(γ+)αβ , {ηiαm , η†jβn } =
1
2
(γ+)αβδmnδ
ij (3.62)
and the Hamiltonian becomes
H = 4m+ma†I0 a0I + 2mη
†
0γ
−Πη0
+
∞∑
n=1
√
(2πn)2 +m2
2∑
i=1
(
a†iIn a
i
In + η
†i
n γ
−ηin
)
. (3.63)
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The 4m comes from normal-ordering the bosonic zero-modes, the reorder-
ing of the fermionic zero-modes gives no contribution because of the relation
tr(γ+γ−Π) = 0. Recalling that m = µp+/T we see that the energies of the
states depend on two scales, the string tension T and the inverse radius of
curvature of the original AdS5 × S5 solution µ (the actual space-time energy
is given by T
p+
H). We can also see that the fermionic zero-modes break the
rotation symmetry down from SO(8) to SO(4)×SO(4)×Z2 because of the
appearance of Π. This is because, as is easily seen from (3.30) and (3.31), al-
though the metric of the plane wave has SO(8) symmetry the five-form field
strength F (5) does not.
The vacuum state is defined to be the state annihilated by all the annihilation
operators
aI0|0〉 = 0, aiIn |0〉 = 0, ηα0 |0〉 = 0, ηiαn |0〉 = 0 (n = 1, 2, . . .) .
(3.64)
The Fock space is then built up by acting on the vacuum state with a product
of the creation operators a†I0 , a
†iI
n , η
†α
0 and η
†iα
n . The subspace of physical
states is obtained by imposing the condition
(N1 −N2)|Φphys〉 = 0, where N i =
∞∑
n=1
n
(
a†iIn a
i
In + η
†i
n γ
−ηin
)
(3.65)
and we have again normal-ordered the classical expression (3.57). As for the
Hamiltonian there is no normal-ordering ambiguity. This condition means that
a general state in the Fock space
a†1I1n1 . . . a
†1IN
nN a
†2J1
m1 . . . a
†2JM
mM η
†1α1
p1 . . . η
†1αP
pP η
†2β1
q1 . . . η
†2βQ
qQ a
†
0 . . .︸ ︷︷ ︸
K
η†0 . . .︸ ︷︷ ︸
L
|0〉
(3.66)
is physical if and only if
N∑
i=1
ni +
P∑
i=1
pi =
M∑
i=1
mi +
Q∑
i=1
qi . (3.67)
This is known as the level-matching condition.
The (physical) states built up by acting on the vacuum state with the zero-
mode operators a†I0 and η
†α
0 have energies set by µ, the inverse curvature ra-
dius of the original space, and they can be shown to give the supergravity
spectrum in the AdS5 × S5 plane wave background, see [46]. There the gen-
erators of the super Poincaré group are also computed and it is shown that
they give a realization of the correct supersymmetry algebra. This is quite im-
portant to check because we fixed the light-cone gauge in the classical theory
and then quantized the system, but there is no guarantee that the gauge fixing
conditions can be maintained in the quantum theory in general. Any problems
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in a treatment where the super Poincaré symmetry is not explicitly maintained
should show up as an anomaly in the algebra of the generators of this group in
the quantum theory. For example this is how, in light-cone gauge quantization
of the superstring in flat space, one discovers the condition that space-time
must be ten-dimensional. Here there is no anomaly since we have already put
the string in a consistent supergravity background.
3.5 The tensionless superstring in the plane wave
In this section we show how to describe the tensionless superstring in the
AdS5×S5 plane wave background, a Penrose-Güven limit of the near-horizon
geometry of N D3-branes, described in section 3.3. This is done in [47].
3.5.1 The tensionless limit of the action
The action for the superstring in the AdS5×S5 plane wave background given
in (3.33) in the previous section is
S =
∫
d2ξ
(
−T
2
√−ggijhij + iT εij∂ix+
(
θ1γ−∂jθ1 − θ2γ−∂jθ2
))
,
(3.68)
where the induced metric hij is given in (3.34).
To be able to take the tensionless limit we must first write the action in
Nambu-Goto form by eliminating gij . Then we can follow the same steps as
in section 3.2 where we took the tensionless limit in flat Minkowski space.
The Euler-Lagrange equation for gij was given in (3.36) and it reads
1
2
gijg
klhkl = hij . (3.69)
Taking the square-root of minus the determinant of this equation we get
1
2
√−ggijhij =
√− deth , (3.70)
and if we plug this back in the action (3.68) we get the Nambu-Goto form of
the action
SNG = −T
∫
Σ
d2ξ
(√
− det h− iεij∂ix+
(
θ1γ−∂jθ1 − θ2γ−∂jθ2
) )
.
(3.71)
We can now take the tensionless limit of this action in an exactly analogous
way to the case of the bosonic string in flat space described in section 3.2. As
described there the idea is to construct the phase-space action and then take
T → 0 [33, 34] (this process is described in detail in [21]). Doing this we end
up with an action for the tensionless superstring on the AdS5×S5 plane wave
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background which takes the form
S0 =
1
2
∫
d2ξ V iV j
(
2∂ix
+
(
∂jx
− + i
(
θ1γ−∂jθ1 + θ2γ−∂jθ2
))
− (µ2xIxI + 4iµθ1γ−Πθ2) ∂ix+∂jx+ + ∂ixI∂jxI) .
(3.72)
3.5.2 Light-cone gauge
The action (3.72) is, just as in the tensile case, invariant under reparametriza-
tions of the worldsheet. Under these V i transforms as a vector density (see
[37])
δxm = ǫi∂ix
m
δθαi = ǫj∂jθ
αi
δV i = −V j∂jǫi + ǫj∂jV i + 1
2
∂jǫ
jV i . (3.73)
And in analogy to the tensile case one can show that this symmetry allows us
to fix the gauge V i = (v, 0) with v a constant of dimension [mass].
As in the tensile case there is still a residual symmetry left after fixing this
form of V i. It corresponds to the conformal symmetry considered earlier. The
symmetry transformations in this case are
τ → τ˜ = f ′(σ)τ + g(σ)
σ → σ˜ = f(σ) , (3.74)
with f and g arbitrary functions of σ.
This allows us to go to the light-cone gauge in much the same way as in the
tensile case and choose
x+ =
p+
v2
τ . (3.75)
The completely gauge-fixed action for the tensionless string in this plane wave
background then becomes
S0,lc =
∫
Σ
d2ξ
(v2
2
(x˙I x˙I −m20xIxI) + ip+
(
θ1γ−θ˙1 + θ2γ−θ˙2
)
− 2im0p+θ1γ−Πθ2
)
, (3.76)
where we have set m0 ≡ µp
+
v2
.
The above action differs from the corresponding one for a tensile string,
(3.42), in that it contains no σ-derivatives. This makes the σ-dependence of
the fields more or less arbitrary and makes the tensionless string quite different
from the tensile one. In a way it behaves more like a (continuous) collection
of massless particles [36].
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The analog of the Virasoro conditions, (3.40) and (3.41), coming from vary-
ing V i in (3.72), become
2p+x˙− + v2x˙I x˙I − v2m2xIxI
+ 2ip+
(
θ1γ−θ˙1 + θ2γ−θ˙2 − 2mθ1γ−Πθ2
)
= 0 (3.77)
p+x−′ + v2x′I x˙
I + ip+
(
θ1γ−θ1′ + θ2γ−θ2′
)
= 0 . (3.78)
3.5.3 Comparison to the tensile case
We could now follow the same route as in the tensile case and quantize the
tensionless string on this background, this procedure is described in [47]. Here
we will take a short-cut and observe that the tensionless case can be obtained
directly as a limit of the tensile one. The appropriate limit turns out to be
T → 0 with T
τ
= v2 = fixed . (3.79)
The need for rescaling τ comes from the fact that it is related to the space-
time coordinate x+ through the light-cone gauge condition (3.39). Indeed, it’s
not hard to see that taking this limit in (3.42), (3.40) and (3.41) produces the
corresponding equations for the tensionless case, (3.76), (3.77) and (3.78).
We can now obtain the Hamiltonian for the tensionless case directly by
taking this limit in (3.63) and remembering that the actual space-time energy,
which has to remain finite in this limit, is T/p+ times the Hamiltonian. The
Hamiltonian for the tensionless string then becomes
H0 = 4m0+m0a
†I
0 a0I+2m0η
†1
0 γ
−Πη20+m0
∞∑
n=1
2∑
i=1
(
a†iIn a
iI
n + η
†i
n γ
−ηin
)
.
(3.80)
Because there is no dependence on n in the oscillator sum there will be an
infinite degeneracy in the spectrum due to the a†iIn and ηαin contributing the
same energy irrespective of n. This is of course in sharp contrast to the tensile
case.
The states in the Fock space are built from the vacuum in the same way as
in the tensile case and the subspace of physical states is obtained by imposing
the condition
(N1 −N2)|Φphys〉 = 0, where N i =
∞∑
n=1
n
(
a†iIn a
i
In + η
†i
n γ
−ηin
)
.
(3.81)
This level-matching condition is exactly the same as in the tensile case. The
physical states will therefore be of exactly the same form, although the spectra
are quite different. An illustration of how the spectrum of the tensile case,
(3.63), degenerates in the tensionless limit, (3.80), is given in figure 3.3.
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Energy
m0
2m0
T = 0
Figure 3.3: Schematic picture showing how the energy levels become degenerate in
the tensionless limit.
Although we have not described it here the generators of the super Poincaré
group can also be constructed in this case and the algebra verified. They again
agree with the limit described above of the tensile ones.
3.6 Conclusions
In section 3.5 we obtained the quantized tensionless superstring in the AdS5×
S5 plane wave background as a limit of the quantized tensile string. As is
shown in [47] the same result is obtained if one instead quantizes the classical
action for the tensionless string directly. The fact that the two procedures give
the same result means that the following diagram commutes
q
q
q
q
❄ ❄
✲
✲
T→ 0
QuantizationClassical
tensile string
Quantized
tensionless string
This property, that taking the tensionless limit ”commutes” with quantiza-
tion, is not in general obvious. One important condition is that the background
should be a solution to all orders in α′ (∝ 1T ), otherwise the limit T → 0 is
in some sense uncontrollable. The plane wave background we’ve considered
here indeed fulfills this criterion and so does flat Minkowski space. There is
however an important difference between the tensionless limit in flat space
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and in the AdS5 × S5 plane wave background. In flat Minkowski space there
is no other energy scale than that set by the tension, whereas in the plane wave
there is another energy scale set by µ = 1R where R is the radius of curvature
of the original AdS5 ×S5 solution that arose as the near-horizon geometry of
N coincident D3-branes. Since µ and T appear in the combination m = µp
+
T
it seems that we can think of the tensionless limit instead as µ→∞ or equiv-
alently R → 0, the infinite curvature limit. This is a hint that there could be
a problem with taking the tensionless limit in flat space, since flat space is
recovered in the plane wave solution by taking µ → 0, in some sense the op-
posite to the tensionless limit. The tensionless limit in flat space indeed seems
less well-behaved than in the plane wave background. In [46] it is even sug-
gested that the parameter µ can be viewed as a ”regularization” introduced in
order to define a non-trivial tensionless limit of the superstring in flat space.
An important physical question is whether it is really sensible to actually
take the tension of a string to be zero since the tension is what holds the string
together in the first place. Taking the tension to zero might cause the string to
break up into smaller pieces so that the correct objects to study in this limit
are no longer strings. This is an interesting idea in view of the BMN-limit
which states that the operators in the super Yang-Mills theory correspond in
some sense to discretized strings that are built up of a finite number of partons.
This suggests looking at so-called string bit models which were first proposed
in the 1970’s as models of strings of partons. This picture seems also to be
connected to the study of massless higher spins and the correspondence to
free super Yang-Mills theory. In that setting there seems to be a critical string
tension of order 1/R2, which is small but non-zero, [48].
Despite all the important reasons to understand tensionless strings the sub-
ject is still not very well developed and some new ideas seem to be needed,
maybe the idea of massless higher spin theories can give us a better under-
standing of tensionless string theory, the two certainly seem to be related.
We will leave the subject of tensionless strings here and turn to other con-
siderations.
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4. The superparticle and super
Yang-Mills theory
As a warm-up before discussing the string case we will in this chapter consider
the simpler case of a superparticle coupled to a non-abelian gauge field in
order to introduce some of the ideas needed later. We give a description of the
superparticle (in flat superspace) and introduce the important notion of kappa-
symmetry. We then couple the superparticle to a non-abelian gauge field. The
coupling is achieved by introducing additional fermionic degrees of freedom,
called boundary fermions in the case of the string, that are associated to the
particle. The gauge field then becomes a function of these fermions instead of
a matrix which makes it easier to handle. It is shown how kappa-symmetry of
the superparticle forces the gauge field to be a solution to the super Yang-Mills
equations. In order to pass back from a description in terms of functions of the
boundary fermions to a description in terms of matrices the fermions must be
quantized. This is done in the standard way by replacing Poisson-brackets by
commutators.
4.1 The superparticle action
The action for an ordinary massless (scalar) particle in flat Minkowski space
was obtained in section 3.2.1 of the last chapter as a limit of the massive one.
It was shown to be given by
Sp =
1
2
∫
dτ e−1x˙2 , (4.1)
where a dot denotes the τ -derivative and x˙2 ≡ x˙mx˙nηmn. The equations of
motion, arrived at by varying x and e in the above action and setting the vari-
ation to zero, are
∂τ (e
−1x˙m) = 0 and x˙2 = 0 . (4.2)
The first equation says that the particle moves in a straight line and the second
that its velocity is light-like, as is appropriate for a massless particle.
We will now generalize this to an action for a massless superparticle in flat
ten-dimensional (N = 1) superspace described in sections 2.2.1 and 2.2.2.
The simplest generalization is to replace the tangent to the particle trajectory,
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x˙m, with the corresponding supersymmetric invariant,
E aτ ≡ z˙ME aM = x˙a −
i
2
θ˙γaθ , (4.3)
the pull-back of the vielbein to the worldline of the particle. The action for
this so-called Brink-Schwarz superparticle ([49]) is then
SBS =
1
2
∫
dτ e−1E2τ (4.4)
with E2τ ≡ E aτ E bτ ηab. This action is invariant under reparametrizations of
the worldline just as for the ordinary massless particle and since it’s written
in terms of a supersymmetric invariant it is also (manifestly) invariant under
supersymmetry transformations.
What is surprising is that, as noted by Siegel in [50], this action is also
invariant under another (local) symmetry, called kappa-symmetry, with
fermionic transformation parameter κα(τ). The transformations simplify if
we write them in terms of
δzA ≡ δzME AM . (4.5)
The distinguishing property of kappa-symmetry is then that δza = 0. The
fermionic superspace coordinates transform as
δzα = iE aτ (γaκ)
α (4.6)
and the transformation of e can be determined from the requirement of kappa-
invariance of the action as follows. The transformation of the pull-back of the
vielbein becomes
δE aτ =
d
dτ
δzME aM + z˙
MδE aM
= −δzM d
dτ
E aM + z˙
MδE aM = iδθγ
aθ˙ , (4.7)
so that
δE2τ = 2iE
a
τ δθγaθ˙ = −2E2τκθ˙ . (4.8)
Thus we see that the action (4.4) is invariant if we take
δe = −2eκθ˙ . (4.9)
Why is this extra symmetry present for the superparticle? We can get a clue
by looking at the equations of motion coming from the action (4.4), they are
E2τ = 0 , ∂τ
(
e−1E aτ
)
= 0 and E aτ (γaθ˙)α = 0 . (4.10)
Now consider the matrix E aτ γa which acts on θ˙. Because of the first equation
above we have
E aτ (γa)αβ E
b
τ γ
βγ
b = E
2
τ = 0 . (4.11)
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In particular this means that (γaE aτ )αβ commutes with (γaE aτ )αβ so that
they can be simultaneously diagonalized. The above equation says that their
product is zero which then implies that in general half the eigenvalues of
E aτ γa (with spinor indices up or down) are zero. Because this matrix mul-
tiplies θ in its equation of motion this means that half of the components of
θ are actually decoupled from the theory! The effect of kappa-symmetry is
to remove these components. This means that kappa-symmetry is related to
supersymmetry because a supersymmetric theory must have an equal num-
ber of fermionic and bosonic degrees of freedom and, as it turns out, kappa-
symmetry ensures this.
When we couple the superparticle, and, later on, the superstring, to back-
ground fields it will turn out that the requirement of kappa-symmetry of the
action will mean that the background fields have to satisfy their equations of
motion, i.e. they must be on-shell. This means that kappa-symmetry gives us a
way to determine the equations satisfied by the background fields, which can
be very useful in cases when they are not known.
There is a deeper geometrical reason for kappa-symmetry related to super-
symmetry. We will have more to say about this in the next chapter when we
consider the case of the superstring. Here it will be enough to take the naive
approach and not worry about the origin of this symmetry.
4.2 Interaction with a non-abelian gauge field
We now wish to see what happens when we let the particle carry a charge,
so that it can interact with a gauge field. Consider first the case of a scalar
particle interacting with an abelian (i.e. U(1)) gauge field, Am(x), as in elec-
trodynamics. It is easy to see that the correct equation of motion, the Lorentz
force law, is obtained if we add to the free particle action (4.1) the interaction
piece ∫
dτ x˙mAm =
∫
A , (4.12)
which is just the integral along the worldline of the particle of the component
of A tangent to the worldline. In the final step we’ve written it in a geometric
way as the integral of the pull-back of the gauge field one-formA = dxmAm.
It is now clear how to generalize this to the case of the superparticle. The
gauge (super)field is now A = dzMAM and the interaction is again given by
the integral of the pull-back of this to the worldline,∫
A =
∫
dτ z˙MAM =
∫
dτ E Aτ AA . (4.13)
The case of a non-abelian gauge field is more complicated, however. It
doesn’t make sense to replace A with a matrix in the above equations. It turns
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out that the correct thing to do is to introduce the interaction in the path-
integral for the particle in the following way
Z =
∫
Dx eiSpWC , (4.14)
where WC is known as the Wilson loop. It is given by the expression
WC ≡ trPei
R
C
A , (4.15)
where C , the worldline of the particle, is a closed loop and we have written
the gauge field one-form asA to emphasize that it is matrix valued,
Am = A
r
mT
r , (4.16)
where T r are the generators of the gauge group. (We will write matrices re-
lated to the gauge group in boldface throughout this chapter to avoid confu-
sion.) The symbol P denotes path-ordering, which is defined as
P(Am(τ)An(τ ′)) =
{
Am(τ)An(τ
′) τ > τ ′
An(τ
′)Am(τ) τ < τ ′
. (4.17)
The Wilson loop is very important because it is a gauge-invariant observable.
Indeed, under a gauge transformation
Am → gAmg−1 − i∂mgg−1 , (4.18)
with g an element of the gauge group, we have
Pei
R
C
A → gPei
R
C
Ag−1 (4.19)
and we see that because of the cyclicity of the trace the Wilson loop is invari-
ant. The generalization to the case of the superparticle is straightforward.
The problem with (4.14) is that the integrand is not of the form eiS , which
means that there is no classical action for the system. This complicates things
because it means that we have to work with the whole path-integral at once
and although this can be done it is a little bit awkward. Luckily there is a way
in which we can define an action for this system. The trick is to introduce some
extra degrees of freedom for the particle. This idea was proposed in 1986 for
the case of the open string, which we will consider in the next chapter, by
Marcus and Sagnotti in [51] although similar ideas had been used previously
in the case of particles, e.g. [52, 53, 54].
Consider introducing 2q additional fermionic degrees of freedom for the
particle with q an integer. We will call them ηbµ for µ̂ = 1, . . . , 2q and take
their free action to be
Sη =
∫
dτ
i
4
η˙bµηbνδbµbν . (4.20)
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Canonical quantization then gives the equal-time commutation relations1
{ηbµ, ηbν} = 2δbµbν . (4.21)
This means that as quantum mechanical operators these fermions represent
a Clifford algebra, i.e. they are just gamma-matrices in 2q dimensions, γbµ.
Since the Dirac representation has dimension 2D/2 in D dimensions (for even
D) these gamma-matrices are 2q × 2q matrices. In fact any 2q × 2q matrix can
be expanded in a basis of anti-symmetrized products of these gamma matrices.
We will consider only products of an even number of gamma matrices in the
expansion2. The Dirac representation then splits up into two 2q−1-dimensional
Weyl representations. A gauge fieldAm with gauge groupU(2q−1)×U(2q−1)
or a subgroup thereof can then be expanded as
Am = (Am)0 + (Am)bµbνγbµbν + (Am)bµbνbρbσγbµbνbρbσ + . . . . (4.22)
We can therefore, if we want, think of Am not as a matrix, but instead as the
quantum operator
Am(x, η) = (Am)0 + (Am)bµbνηbµηbν + (Am)bµbνbρbσηbµηbνηbρηbσ + . . . . (4.23)
This suggests taking
Sint =
∫
dτ x˙mAm(x, η) (4.24)
as the interaction. The path-integral for the particle extended with these
fermions then becomes ∫
DxDη ei(Sp+Sη+Sint) . (4.25)
To show that this is indeed correct we use the general relation between the
Hamiltonian and Lagrangian formulation (in one dimension)
trTe−i
R
dtH(φ,t) =
∫
Dφ eiS[φ] , (4.26)
where T stands for time-ordering, S[φ] =
∫
dtL(φ) and φ is some collection
of fields. Consider now this relation for the η field. Taking the Lagrangian to
be
L =
i
4
η˙bµηbνδbµbν + x˙mAm(x, η) (4.27)
the Hamiltonian is
H = −x˙mAm(x, η) . (4.28)
1Because of the constraint that the conjugate momentum to η is proportional to η itself we must
use the Dirac bracket when quantizing the system. This makes the commutator differ by a factor
of two from the naive case.
2Terms with an odd number of gamma matrices turn out to give the wrong statistics.
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Thus the general relation (4.26) for φ = η implies that3∫
Dη ei(Sη+Sint) = trPei
R
C
dτ x˙mAm(x) = WC , (4.29)
as time-ordering is the same as path-ordering in this case. Using this relation
to express the Wilson loop in (4.14) as a path-integral over the η variables we
see that we can define a classical action also in the non-abelian case which
now includes the additional fermionic degrees of freedom. It is given by the
sum of (4.1), (4.20) and (4.24),
S[x, η] = Sp + Sη + Sint . (4.30)
However, the η variables do not really have a good classical interpretation and
it is clear from our discussion above that to pass to the usual matrix description
we should quantize the ηs, i.e. replace them by gamma-matrices. Of course,
ideally we should quantize the whole system including also the coordinates
x, but this is of course much more difficult and we will not consider it in this
thesis.
It is now easy to extend all this to the superparticle case. The path-integral
becomes ∫
DxDθDη eiS , (4.31)
with
S = SBS + Sη +
∫
dτ E Aτ AA(z, η) . (4.32)
Varying this action we find the equations of motion
η˙bµ = −(−1)A2iE Aτ ∂bµAA
E2τ = 0
∂τ
(
e−1Eτa
)
= E Aτ (daAA − dAAa)− η˙bµ∂bµAa
iE aτ (γaθ˙)µ = ∂τ
(
e−1Eτa
)
E aµ − (−1)AE Aτ ∂µAA + E Aµ η˙bµ∂bµAA
+ E Aµ E
B
τ dBAA − i(γaθ˙)µAa , (4.33)
which, after simplification, become
η˙bµ = −(−1)A2iE Aτ ∂bµAA
E2τ = 0
∂τ
(
e−1Eτa
)
= −E Aτ FAa
iE aτ (γaθ˙)α = E
A
τ FAα . (4.34)
3This can also be shown in a direct way by making a perturbative expansion of the η path-
integral, using that the propagator is essentially a step function and noting that this produces the
path-ordering (see [51]).
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Here we have introduced the super field strength F with components
FAB = dAAB − (−1)ABdBAA − (−1)A2i∂bµAA∂bµAB + TCABAC , (4.35)
where the supersymmetric derivatives are defined in (2.17) and the torsion
of superspace is given in (2.19). When we quantize the ηs and replace them
by gamma matrices A becomes a gauge field with gauge group U(2q−1) ×
U(2q−1) as we have discussed, but what about the term with η-derivatives? In
fact, for two functions of η, f and g, the expression
(f, g) ≡ −2iδbµbνf←−∂ bµ∂bνg (4.36)
is simply the Poisson-Dirac bracket of f and g. Canonical quantization then
says that we should replace this by−i times the commutator of f and g which
become matrices when we take η → γ. Therefore, when we quantize the η
variables in this way we find that
FAB(η)→ FAB = dAAB−(−1)ABdBAA−i[AA,AB ]+TCABAC . (4.37)
FAB is indeed the non-abelian super field strength which transforms in a co-
variant manner
FAB → gFABg−1 (4.38)
under the non-abelian gauge transformation
AB → gABg−1 − idBgg−1 , (4.39)
with g ∈ U(2q−1)× U(2q−1) since we started with 2q fermions.
We can express F defined in (4.35) more succinctly in form language in
terms of the two-form F ≡ 12eBeAFAB as
F = dA− i∂bµA∂bµA , (4.40)
where we’ve used the fact that TA = deA. Here it is important that, since in
our conventions d acts from the right, we should also take i∂bµA∂bµ to act from
the right in order to be consistent.
4.2.1 Kappa-symmetry
Kappa-symmetry must be present also in the case when the superparticle is
coupled to a gauge field for the theory to be consistent. As we shall see this
imposes constraints on the gauge field A and in fact it has to be a solution of
the super Yang-Mills equations for the superparticle to be kappa-symmetric4.
First we have to find the kappa-transformations of the fields in our action. We
4Kappa-symmetry of the superparticle coupled to a gauge field using fermions is considered in
[55] for the case of an SO(2q) gauge group.
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will take the transformations of the superspace coordinates x and θ to be as
before, i.e.
δza = 0 and δzα = iE aτ (γaκ)
α , (4.41)
and the transformations of e and η to be determined from the condition of
kappa-symmetry.
The kappa-variation of the action (4.32) is then, making use of the expres-
sion for the variation of the vielbein (4.7) and (4.8),
δκS =
∫
dτ
(
− 1
2
e−2δκeE2τ − e−1E2τκθ˙ +
i
2
η˙bµδκηbµ + iδκθγaθ˙Aa
− δκθαA˙α +E Aτ δκAA
)
=
∫
dτ
(
− 1
2
e−2δκeE2τ − e−1E2τκθ˙ +
i
2
η˙bµδκηbµ + iδκθγaθ˙Aa
− δκθαη˙bµ∂bµAα − δκθαE Aτ dAAα + E Aτ δκηbµ∂bµAA
+ E Aτ δκθ
αdαAA
)
. (4.42)
If we now take
δκη
bµ = 2i∂bµAαδκθα (4.43)
we see that the two terms involving η˙ cancel and we are left with
δκS =
∫
dτ
(
−1
2
e−2δκeE2τ − e−1E2τκθ˙ +E Aτ δκθαFαA
)
. (4.44)
If we took e to transform as in (4.9) the first two terms would cancel and we
would be left with the condition
FAα = 0 . (4.45)
This condition turns out to be too strong however, as the Bianchi identities
would then imply that the entire super field strength vanishes, FAB = 0.
The solution is to modify the kappa-variation of e. If we look at the last
term in (4.44)
E Aτ δκθ
αFαA = iE
a
τ E
b
τ (κγb)
αFαa + iθ˙
βE bτ (κγb)
αFαβ , (4.46)
we see that the first term has a chance to be cancelled by a term coming from
the variation of e as it is quadratic in E aτ . Let’s therefore try to impose only
the condition
Fαβ(x, θ, η) = 0 (4.47)
and see where that leads us.
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Bianchi identities
We now have to consider the Bianchi identities for F . In the abelian case the
Bianchi identity is dF = 0, which is simply a consequence of the definition
F ≡ dA and the fact that the exterior derivative squares to zero, d2 = 0. In
our case we find instead, using the definition of our non-abelian field strength
(4.40), that
dF = 2i∂bµA∂bµdA = 2i∂bµA∂bµF − 4∂bνA∂bµA∂bµ∂bνA . (4.48)
The last term is zero because it is symmetric in µ̂ and ν̂ and we are left with
DF = 0 , (4.49)
where we have defined the covariant exterior derivative as
D ≡ d− 2i∂bµA∂bµ . (4.50)
The components of the covariant derivative are given by
DA ≡ dA − (−1)A2i∂bµAA∂bµ . (4.51)
This new exterior derivative obeys
D2 = −2i∂bµF∂bµ , (4.52)
or in components,
[DA,DB}+ TCABDC = −(−1)A+B2i∂bµFAB∂bµ . (4.53)
In components of the Bianchi identity DF = 0 reads
3!D(αFβγ) + 3!T
a
(αβF|a|γ) = 0 (4.54)
DaFαβ + 2D(αFβ)a + T
b
αβFba = 0 (4.55)
2D[aFb]α +DαFab = 0 (4.56)
3!D[aFbc] = 0 , (4.57)
where we’ve used the fact that the only non-zero component of the the torsion
in flat superspace is T aαβ . Imposing our constraint from kappa-symmetry of
the superparticle action, Fαβ = 0, the first equation becomes
0 = 3γa(αβF|a|γ) = γ
a
αβFaγ + γ
a
γαFaβ + γ
a
βγFaα . (4.58)
Contracting this equation with (γb)αβ gives
0 = 16Fbγ + 2(γ
aγb)
β
γ Faβ = 20Fbγ − 2(γb)γα(γa)αβFaβ . (4.59)
If we now define the spinor ψα ≡ − i10(γa)αβFaβ we get
Fbγ = i(γbψ)γ . (4.60)
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This is in fact also a solution to (4.58) by virtue of the identity
(γa)(αβ(γa)γ)δ = 0 (4.61)
which holds for gamma-matrices in ten dimensions.
Thus we get for the kappa-variation in (4.44)
δκS =
∫
dτ
(
−1
2
e−2δκeE2τ − e−1E2τκθ˙ + E aτ E bτ κγbγaψ
)
=
∫
dτE2τ
(
−1
2
e−2δκe− e−1κθ˙ + κψ
)
, (4.62)
so that if we take
δκe = −2eκα
(
θ˙α − eψα
)
(4.63)
the action for the superparticle coupled to a non-abelian gauge field is indeed
kappa-symmetric provided only that Fαβ = 0.
4.2.2 Super Yang-Mills theory
Let’s now look at the remaining Bianchi identities. Equation (4.55) tells us
that
2i(γaD(αψ)β) = −iγbαβFba . (4.64)
Expanding Dαψβ in a Fierz basis of anti-symmetric products of gamma-
matrices as
Dαψ
β = ψ0δ
β
α + ψab(γ
ab) βα , (4.65)
where higher terms in the expansion are excluded by the fact that the right-
hand-side of (4.64) is proportional to γ, we get
− iγbαβFba = i(γa)αβψ0 + 2iψbc(γbcγa)(αβ)
= i(γa)αβψ0 + 4i(γ
b)αβψba . (4.66)
Multiplying with γa we see that ψ0 = 0 and ψab = −14Fab, so that
Dαψ
β = −1
4
Fab(γ
ab) βα , (4.67)
which indeed solves (4.55).
The third Bianchi identity, (4.56), gives
2i(γ[aDb]ψ)α +DαFab = 0 . (4.68)
Multiplying with (γaγb) αβ we get
0 = i(γaγbγaDbψ)β − 10i(γaDaψ)β +DαFab(γab) αβ
= −18i(γaDaψ)β + 4DαDβψα (4.69)
46
where we have used (4.67), which also implies that Dαψα = 0. Using this
fact together with
{Dα,Dβ} = iγaαβDa − 2i∂bµFαβ∂bµ (4.70)
coming from (4.53), where the last term is zero, we get
iγaDaψ = 0 . (4.71)
This says that ψ satisfies the ten-dimensional Dirac equation.
Multiplying (4.68) with γa instead we get
0 = 10iDbψ
β − i(γaγbDaψ)β + (γa)βαDαFab
= 8iDbψ
β + (γa)βαDαFab . (4.72)
Acting with Dβ on this and using
[Dα,Db] = 2i∂
bµFαb∂bµ = 2(γb∂bµψ)α∂bµ , (4.73)
coming from (4.53), we obtain the equation
DaFab = −2∂bµψγb∂bµψ . (4.74)
Finally it is easy to check that the last Bianchi identity is already satisfied,
since by definition
Fab = ∂aAb − ∂bAa − 2i∂bµAa∂bµAb , (4.75)
which solves (4.57).
To summarize we have found that, after solving the Bianchi identities for
the super field strength F , subject to the condition Fαβ = 0 coming from the
requirement of kappa-symmetry, everything can be expressed in terms of the
superfields Aa and ψα obeying the equations
DaFab = −2∂bµψγb∂bµψ (4.76)
iγaDaψ = 0 (4.77)
DαFab = −2i(γ[aDb]ψ)α (4.78)
Dαψ
β = −1
4
Fab(γ
ab) βα . (4.79)
It is in fact not hard to see that it is enough to impose the first two equations
for the lowest component in the θ-expansion of Aa and ψα. This is because
the higher components in the expansion are then determined by the last two
equations in terms of lower ones.
Finally, making the transition to the matrix description by replacing the ηs
with gamma-matrices and replacing the Poisson-Dirac bracket with −i times
the (graded) commutator as we have suggested, which amounts to replacing
2f
←−
∂ bµ∂bµg −→ [f ,g} , (4.80)
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for any functions of η f and g, we get the equations
DaF ab = 2ψγbψ (4.81)
iγaDaψ = 0 , (4.82)
where we’ve used the fact that the right-hand-side of the first equation is
proportional to the anti-commutator. The Yang-Mills covariant derivative and
field strength are given by
Daψ = ∂aψ − i[Aa,ψ]
F ab = ∂aAb − ∂bAa − i[Aa,Ab] , (4.83)
as follows from (4.51) and (4.75). In the above Aa and ψ refer to the lowest
(θ = 0) components in the expansion of the corresponding superfields.
It’s not hard to see that the equations of motion for Aa and ψ, equations
(4.81) and (4.82), can be derived from the action5
S =
∫
d10x tr
(
1
4
F abF
ab − iψγaDaψ
)
. (4.84)
This is the action for N = 1 super Yang-Mills theory in ten dimensions [56].
N = 1 refers to the fact that it is invariant under one global supersymmetry
with parameter ǫ which is a 16 component spinor. The supersymmetry trans-
formations are given by
δAa = iǫγaψ
δψα =
1
4
F ab
(
γabǫ
)α
. (4.85)
This theory is very important, especially its reduction to four dimensions,
N = 4 super Yang-Mills theory. As we have mentioned before this theory is
conjectured, based on string theory considerations, to be dual to supergravity
(or string theory) in five dimensional anti-de Sitter space. Because the theory
is conformal and has a high degree of supersymmetry it is much easier to han-
dle than its non-supersymmetric and non-conformal cousin QCD, the theory
of the strong nuclear force. The AdS/CFT-correspondence opens up the pos-
sibility to learn things about QCD from a study of N = 4 super Yang-Mills
and its supergravity (or string) dual. This is currently a very active area of
research.
From these preliminary considerations of the superparticle coupled to a
Yang-Mills field we now turn to the analogous case of the open superstring
coupled to a non-abelian gauge field. Kappa-symmetry will in this case
turn out to require that the gauge field satisfy equations that are non-linear,
”stringy”, generalizations of the Yang-Mills equations of motion.
5Factors of the coupling constant etc are absorbed in the definition of the fields and therefore
don’t appear explicitly here.
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5. Generalization to the open string
In this chapter we will apply the technique of the previous chapter to de-
scribe an open string ending on a stack of coincident D-branes. We find that
kappa-symmetry gives rise to generalizations of the superembedding condi-
tions that are known to give the equations of motion in the abelian case. The
case of a stack of D9-branes is then considered in some detail and the non-
linear generalizations of the super Yang-Mills conditions on the super field
strength derived. This chapter describes the work in [57].
5.1 The open superstring action
Our starting point is the Green-Schwarz action for an open string in a general
supergravity background and ending on a stack of D-branes. The bulk part of
the action is the same as for a closed string, and is given by
Sbulk = −
∫
Σ
d2ξ (
√−g + 1
2
ǫijBij) . (5.1)
In this expression g ≡ det gij where gij is the induced metric on the string
worldsheet, Σ, given by
gij ≡ E ai E bj ηab , (5.2)
in terms of the pull-back of the vielbein
E
A
i ≡ ∂izME AM . (5.3)
Bij is the pull-back of the NS-NS 2-form potential, or Kalb-Ramond field,
also present in supergravity theories and is given by the expression
Bij ≡ E Nj E Mi BMN = E Bj E Ai BAB . (5.4)
The action has a geometrical interpretation: The first term is simply the area
of the worldsheet in spacetime and the second term is the natural coupling of
the string, described by the two-surface it sweeps out in spacetime, to a two-
form potential B, given by
∫
ΣB. For the closed string this would be the full
action, but for the open string the worldsheet has a boundary which lies in the
worldvolume of a D-brane and which can therefore couple to the gauge field
on the brane. The endpoints of the string are like point particles and so interact
with the gauge field on the brane like a particle would. For an abelian gauge
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field the interaction would be given simply by the integral of the pull-back of
the gauge field to the boundary of the string1,∫
∂Σ
A . (5.5)
In the non-abelian case the interaction is given by introducing the Wilson loop
into the path-integral for the string, but as we saw in the previous chapter
we can avoid working with the whole path-integral by introducing fermionic
degrees of freedom, ηbµ, in this case living on the two boundaries of the string,
and with action (see [51] or [58] for a recent application)2∫
∂Σ
dt
(
i
4
η˙bµηbνδbµbν + z˙MAM (z, η)
)
. (5.6)
These η are sometimes referred to as Chan-Paton degrees of freedom and can
be thought of roughly as keeping track of which of the coincident branes the
endpoint of the string is attached to.
Here we will generalize this to get a more geometrical formulation. Since
the worldvolume of the D-brane(s) is, in a sense, defined by the boundary
of the string we can think of the ηbµ as extra fermionic coordinates on the
stack of D-branes. We will call this new space M̂ . The coordinates of M̂ are
z
cM = (zM , ηbµ) and we can now generalize the boundary piece of the action
for the open string to
Sbdry =
∫
∂Σ
dt z˙
cMAcM =
∫
∂Σ
A . (5.7)
This now looks nice and geometrical and we see that if we choose a gauge so
that Abµ = i4ηbνδbνbµ we get back to our original expression, (5.6).
The action must be invariant under gauge transformations of the B-field,
B → B + dΛ , (5.8)
with Λ a one-form on the background space M . In the closed string case the
action is indeed invariant but in the open sting case δSbulk gives a boundary
contribution. This is cancelled by requiring that A also transforms as
A → A+ f̂∗Λ , (5.9)
where f̂∗ denotes the pull-back to M̂ . This ensures gauge invariance of the
open string action.
1We will consider only one of the boundaries corresponding to one of the endpoints of the
string.
2Note that the normalization of the η˙η-term differs from that in [57] by a factor of i
2
.
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5.2 Variation of the action
Let’s now take a general variation of the action for the open string and look at
the boundary contribution in particular. The variation of the boundary piece is
easy to evaluate and we get
δSbdry = −
∫
∂Σ
dt δz
cM z˙ bN (dA) bN cM . (5.10)
The variation of the bulk part of the action becomes
δSbulk =
∫
Σ
d2ξ
(
δza∂i
(√−ggijEja)+√−ggijδzAE Bi T cBAEjc
+
1
2
ǫijδzAE
B
i E
C
j HCBA
)
+
∫
∂Σ
dt δzM
(
−E aM E1a + z˙NBNM
)
,
(5.11)
with E1a the piece perpendicular to the boundary. We are only interested in
the boundary contribution coming from the variation of the bulk part of the
action which is given by the second integral in (5.11). Let us call this piece
δSbulk−bdry. Because the boundary of the string lies in the space M̂ we have
to take zM |∂Σ = zM (zcM ). Doing this the boundary contribution coming from
the bulk action becomes
δSbulk−bdry =
∫
∂Σ
dt δz
cM∂cMz
M
(
−E aM E1a + z˙
bN∂ bNz
NBNM
)
. (5.12)
The total boundary contribution from a variation of the action is then
δSbdry−total = −
∫
∂Σ
dt δz
bN
(
∂ bNz
ME
a
M E1a + z˙
cMKcM bN
)
, (5.13)
where we have defined
K ≡ dA− f̂∗B . (5.14)
We will requireKbµbν to be invertible, so that η˙ is determined by the η equations
of motion, and define
N bµbν ≡ (Kbµbν)−1 . (5.15)
We can then use N bµbν and Kbµbν to raise and lower µ̂-indices.
5.3 Kappa-symmetry
In analogy to the superparticle case of the previous chapter we now want to de-
mand kappa-symmetry for the open string coupled to the non-abelian gauge-
field on the brane. This gives us conditions on the background fields which
in the case of the superparticle was seen to amount to the fact that the gauge
field had to be a solution to the super Yang-Mills equations. The analog for the
string case will give super Yang-Mills plus higher order ”stringy” corrections.
51
5.3.1 Superembedding interpretation of kappa-symmetry
As was mentioned in the previous chapter kappa-symmetry has a deep geo-
metric interpretation, it is in fact a manifestation of supersymmetry. This can
be seen in the geometric approach known as the superembedding formalism
[59, 60]. The basic idea is to describe strings and branes as supersurfaces em-
bedded in a larger superspace. In embeddings of ordinary surfaces we are in-
terested in isometric embeddings, i.e. embeddings that preserve the lengths of
vectors. In the case of superembeddings the analog of an isometric embedding
is one that satisfies the so-called superembedding condition
E aα = 0 , (5.16)
where
E
B
A ≡ E MA ∂MzNE BN (5.17)
is the analog of the ordinary embedding matrix, ∂xm∂xn , in the case of ordinary
surface theory. In the superspace case we need the vielbeins E MA and E
M
A
to be able to write an object which is invariant under supersymmetry. The
superembedding condition, (5.16), says that at every point the odd tangent di-
rections of the worldvolume form a subspace of the odd tangent directions
of the embedding (target) space. A remarkable fact is that in many cases the
superembedding condition determines the full dynamics of branes, it gives
the field content and the equations of motion for the worldvolume theory as
well as requiring the background to be a supergravity solution [61, 62]. In
some cases an extra condition on the field strength on the brane is needed as
we will see explicitly when we consider the D9-brane. The Green-Schwarz
formulation of superbranes and superstrings, where the string/brane is de-
scribed as a bosonic surface embedded in a target superspace, can be related to
the superembedding approach and the kappa-symmetry present in the Green-
Schwarz formulation can then be seen to be simply (the leading component
of) the odd diffeomorphisms of the super worldvolume, i.e.
δκz
a = 0 , δκz
α = vα , (5.18)
where δzA ≡ δzME AM . For a nice review of the superembedding formalism
see [60].
5.3.2 Kappa-symmetry with boundary fermions
We now turn to the important question of kappa-invariance of the open string
coupled to a non-abelian gauge field. It is known that the bulk part of the
action, which is the same as that of the ordinary closed string, will be invari-
ant (up to a boundary term) provided that the background is a solution to the
supergravity equations. Assuming this to be the case we only have to worry
about the boundary contribution given in (5.13) for the special case that δz is
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a kappa-variation. Since the stack of coincident branes is now described us-
ing the extra fermionic η-coordinates we need to determine how these should
transform under kappa-symmetry. As in the superparticle case in the previous
chapter we shall choose this variation so that the terms containing η˙ cancel.
It’s easy to see using (5.18) that this determines the variation to be
δκη
bµ = −δκzMK bµM , (5.19)
where the µ̂ index on K has been raised with N bµbν . The conditions for kappa-
symmetry of the action then become
E aα = 0 (5.20)
and
FαB = 0 , (5.21)
where we have defined the generalized superembedding matrix
E BA ≡ E MA DMzNE BN , (5.22)
with the derivative defined as
DM ≡ ∂M −K bµM ∂bµ (5.23)
and
FMN ≡ KMN −KMbµN bµbνKbνN . (5.24)
We will refer to these conditions as the (generalized) superembedding condi-
tion and F constraint. Later we will analyse the content of these conditions
for the case of coincident D9-branes.
In the above derivation we did not treat the η-coordinates on equal footing
with the other coordinates zM = (xm, θµ). If we want to take our new geo-
metrical picture seriously this should be possible however. In fact, we could
write the variation of η in a more general form similar to the variation δza as
δκz
bα ≡ δκzcME bαcM = 0 , (5.25)
by introducing the vielbeinsE bAcM on M̂ . The requirement of kappa-symmetry
would then give the covariant conditions
E aα = 0 (5.26)
and
Kα bB = 0 , (5.27)
where E BbA ≡ E
cM
bA ∂cMz
ME
B
M . It is easily seen that the αβ̂-component
of the last condition gives E bαM = K bαM so that (5.25) is consistent with
what we had before. Using this condition in the remaining conditions they
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become of the same form as previously. The problem is that we have now
introduced a lot more degrees of freedom by introducing vielbeins with hatted
components and in general more conditions have to be imposed to constrain
the extra components. A discussion of how to do this and thereby obtain a fully
covariant approach is given in section 5 of [57]. We will not need this more
sophisticated approach here however and instead we refer the reader to that
paper. The conditions on E and F can be viewed as the covariant conditions
expressed in a particular basis on M̂ .
5.4 The standard gauge
The gauge field A transforms under U(1) gauge transformations with param-
eter a′ and diffeomorphisms of M̂ with parameter εcM as
δAcM = ∂cMa′ + ∂cMε
bNA bN + ε
bN∂ bNAcM
= ∂cM (a
′ + ε bNA bN ) + ε
bN (dA) bN cM
= ∂cMa+ ε
bN (dA) bN cM . (5.28)
Since (dA)bµbν is invertible by assumption we can use εbµ to bring the gauge
field to the standard form
Abµ = i
4
ηbνδbνbµ , AM ≡ AM . (5.29)
This gauge fixing removes the components of the gauge field in the
η-directions and leaves the usual (super) Yang-Mills gauge field, A, as
we will see. In this gauge the remaining U(1) gauge transformations
and diffeomorphisms (of M ) must be accompanied by a compensating
η-diffeomorphism with parameter
εbµ = 2iδbµbν
(
∂bνa− εNANbν
)
= 2i∂bµa− 2iεNA bµN , (5.30)
in order to stay in the gauge, with
A bµN ≡ (−1)Nδbµbν∂bνAN . (5.31)
Note that, as above, we will use δ to raise and lower µ̂-indices in this gauge.
The gauge transformation of AM is now
δAM = ∂Ma+ ε
bµ(dA)bµM = ∂Ma− 2iA bµM ∂bµa = DMa , (5.32)
where DM is the Yang-Mills covariant derivative that we met in the previ-
ous chapter in (4.51). As was found there the covariant derivative obeys the
relation
[DM ,DN} = −(−1)M+N2i∂bµFMN∂bµ , (5.33)
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where the field strength of A is
FMN = ∂MAN − (−1)MN∂NAM − 2iA bµM ∂bµAN . (5.34)
We can now relate F in the standard gauge to the Yang-Mills field strength
defined above. First of all we have in this gauge
Kbµbν =
i
2
δbµbν −Bbµbν . (5.35)
The mixed components of K then become
KMbµ = −AMbµ −BMbµ = 2iA bνM Kbνbµ + 2iA bνM Bbνbµ −BMbµ
= 2iA bνM Kbνbµ − B˜Mbµ , (5.36)
where we’ve defined the Yang-Mills covariant pull-back as
v˜M ≡ DMzMvM = vM − 2iA bµM vbµ , v˜bµ = vbµ (5.37)
for a vector v on M (as usual vcM ≡ ∂cMzNvN ). Using (5.36) the last term in
the definition of F , (5.24), becomes
KMbµN bµbνKbνN = 4A bµM Kbµbν∂
bνAN − 4iA bν[M B˜|bν|N} + B˜MbµN bµbνB˜bνN
= 2iA bµM δbµbν∂
bνAN − 4A bµM Bbµbν∂bνAN
− 4iA bν[M B˜|bν|N} + B˜MbµN bµbνB˜bνN . (5.38)
From the expression for F ,
FMN = (dA)MN −BMN −KMbµN bµbνKbνN , (5.39)
we see that the first term in (5.38) combines with dA to give the Yang-Mills
field strength FMN , while the second and third term in (5.38) combine with
BMN to give the covariant pull-back of B. We then get
FMN = FMN − B˜MN − B˜MbµN bµbνB˜bνN . (5.40)
This is, if you will, the non-abelian generalization of the modified field
strength of a single D-brane, F −B, in this classical approximation. Observe
that the B-gauge invariance, although still present, is no longer manifest in
the standard gauge.
5.5 Coincident D9-branes
We will illustrate the procedure of solving the generalized superembedding
condition for the case of a stack of D9-branes in a flat type IIB supergravity
background. We start by describing the background spaceM . The background
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is anN = 2 superspace with coordinates zM = (xm, θµ), where m = 0, . . . 9
and µ = 1, . . . 32. In the IIB case the fermionic directions split up into two
16-component spinors of the same chirality, θµ = θµi, with i = 1, 2 and
µ = 1, . . . , 16. The supersymmetric basis one-forms are given by
Eαi = dθαi
Ea = dxa − i
2
dθiγaθi . (5.41)
The non-zero components of the torsion are
T
c
αiβj = −iγcαβδij . (5.42)
There is also a non-trivial NS-NS three-form field strength, H ≡ dB, whose
non-zero components are
Hα1β2c = −i(γc)αβ . (5.43)
The worldvolume of the D9-brane has 9 + 1 = 10 bosonic dimensions, so
it fills out the whole (bosonic part of) target space. In fact it will be an N = 1
superspace as the presence of a D-brane breaks half of the supersymmetries,
but in addition it also has the η-directions that we have introduced. We take
the coordinates of the brane to be zcM = (xm, θµ, ηbµ).
Because of the diffeomorphism invariance of the brane it is always pos-
sible to choose a so-called static gauge, where we take the coordinates of
the brane worldvolume to coincide with some of the background coordinates,
the remaining background coordinates becoming scalar fields on the brane
worldvolume. We can therefore make the following choice of coordinates to
describe the brane
xm = xm
θ1α = θα
θ2α = Λα(x, θ, η) , (5.44)
where the target space coordinates have been underlined for clarity. We will
now examine the content of the generalized superembedding condition that
we derived by requiring kappa-symmetry of open strings attached to the stack
of branes.
5.5.1 The generalized superembedding condition
Without loss of generality we can take the basis one-forms of the N = 1
worldvolume superspace to be
Eα = eα
Ea = (eb − eβψ bβ )A ab (5.45)
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with the dual basis
Eα = dα + ψ
b
α ∂b
Ea = (A
−1) ba ∂b . (5.46)
Here (eα, ea) and (dα, da) denote the flat N = 1 basis given in (2.18) and
(2.17). The generalized superembedding condition, (5.20), then becomes
0 = E aα = E Mα DMzME aM = ψ aα −
i
2
E Mα DMΛγaΛ
= ψ bα
(
δab −
i
2
DbΛγaΛ
)
− i
2
DαΛγaΛ . (5.47)
This equation is easily solved for ψ and we obtain
ψ aα =
i
2
DαΛγbΛ
(
δba −
i
2
DaΛγbΛ
)−1
. (5.48)
Since there are no transverse (bosonic) directions we can choose the bosonic
part of the superembedding matrix to be simply
E ba = δba , (5.49)
which then gives
A ba = δ
b
a −
i
2
DaΛγbΛ . (5.50)
We now want to write the other condition coming from the requirement of
kappa-symmetry, the so-called F constraint, in a more transparent form by
expressing it as conditions on the components of the super Yang-Mills field
strength in a flat N = 1 basis on the brane.
5.5.2 The F constraint
First we fix the standard gauge
Abµ = i
4
ηbµ , AM ≡ AM , (5.51)
as described in section 5.4. The relation between F and the super Yang-Mills
field strength, F , is then given in (5.40), or in shorter notation
F = F − B˜ − B˜NB˜ . (5.52)
Recall that B˜ denotes the (Yang-Mills) covariant pull-back of B defined in
(5.37).
We now want to express this in a flat N = 1 basis on the brane, (eα, ea).
The F constraint, FαB = 0, implies, using (5.45), that
F = 1
2
EbEaFab = 1
2
eβeαψ aα ψ
b
β A
c
a A
d
b Fcd − ebeαψ aα A ca A db Fcd
+
1
2
ebeaA ca A
d
b Fcd . (5.53)
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Using this in (5.52) we get for the components of the super Yang-Mills field
strength in the flat basis defined as, F ≡ 12eBeAfAB,
fαβ = ψ
a
α ψ
b
β A
c
a A
d
b Fcd + b˜αβ + (b˜N b˜)αβ (5.54)
fαb = −ψ aα A ca A db Fcd + b˜αb + (b˜N b˜)αb (5.55)
fab = A
c
a A
d
b Fcd + b˜ab + (b˜N b˜)ab , (5.56)
where b˜ denotes the components of B˜ in the flat basis just as f denotes the
components of F in the flat basis. We can make these equations even more
explicit by choosing a gauge for the B-field.
Choosing a gauge for B
We will take the B-field to be given by
B = idθ1γaθ
2
(
Ea +
i
3
dθ2γaθ2
)
. (5.57)
To show that this is indeed a permissable choice of gauge we compute
dB = idθ1γaθ
2
(
dEa +
i
3
dθ2γadθ2
)
− idθ1γadθ2
(
Ea +
i
3
dθ2γaθ2
)
=
1
2
dθ1γaθ
2dθ1γadθ1 +
1
6
dθ1γaθ
2dθ2γadθ2 +
1
3
dθ1γadθ
2dθ2γaθ2
− idθ1γadθ2Ea . (5.58)
Because of our beloved gamma matrix identity
γaα(β(γa)γδ) = 0 (5.59)
and the symmetry in dθ1 the first term is zero. The second and third term
cancel using the same identity and we are left with
dB = −iEadθ2γadθ1 , (5.60)
which indeed agrees with the superspace constraint on H = dB given in
(5.43).
It is now a straight-forward exercise to read off the components of B from
(5.57) and then compute the covariant pull-back. Expressed in the flat basis
on the brane the non-zero components become
b˜αbµ =
1
6
∂bµΛγaΛ(γaΛ)α
b˜αβ =
1
3
D(αΛγ
aΛ(γaΛ)β)
b˜aβ = i(γaΛ)β +
1
6
DaΛγ
bΛ(γbΛ)β , (5.61)
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where the super Yang-Mills covariant derivative DA is defined in (4.51). With
this choice of B we get
N bµbν ≡
(
i
2
δbµbν −Bbµbν
)−1
= −2iδbµbν . (5.62)
And from the definition DM = ∂M −KMbµN bµbν∂bν we get
Da = Da − 2ib˜abµ∂bµ = Da (5.63)
Dα = Dα − 2ib˜αbµ∂bµ = Dα + i
3
(γaΛ)α Λγ
a∂bµΛ ∂bµ . (5.64)
Using this result we get from (5.50)
A ba = δ
b
a −
i
2
DaΛγ
bΛ (5.65)
and using (5.48)
ψ aα =
i
2
(
DαΛγ
bΛ +
i
3
(γaΛ)α Λγ
a∂bµΛ ∂bµΛγbΛ
)(
δba −
i
2
DaΛγ
bΛ
)−1
.
(5.66)
Finally we can express the content of the F constraint with this choice of
B. The last equation, (5.56), simply defines
fab = A
c
a A
d
b Fcd . (5.67)
And the content of the F constraint is then using (5.54) and (5.55)
fαβ =
1
3
D(αΛγ
aΛ(γaΛ)β) + ψ
a
α ψ
b
β fab
+
i
18
∂bµΛγaΛ ∂bµΛγbΛ (γaΛ)α(γbΛ)β (5.68)
faβ = i(γaΛ)β +
1
6
DaΛγ
cΛ(γcΛ)β + ψ
b
β fba . (5.69)
These two conditions give the non-linear extension appropriate to describing
the dynamics of the non-abelian gauge field on a stack of D9-branes of the
corresponding super Yang-Mills constraints, (4.47) and (4.60), derived in the
previous chapter by requiring kappa-symmetry for the superparticle
fαβ = 0 (5.70)
faβ = i(γaψ)β . (5.71)
We see that two lowest order the theory on the stack of D-branes is super
Yang-Mills theory with the transverse fermionic coordinate, Λ, playing the
role of the spinorial field strength ψ.
The equations (5.68) and (5.69) were first derived in a paper by Berkovits
and Pershin, [63], using the pure spinor formulation of the superstring and
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requiring classical BRST invariance although they use a different type of
boundary fermions and therefore only have terms with zero or two η. In the
case of a single D9-brane the equations, first given in [64], take the same
form except that the last term in (5.68) is missing (and covariant derivatives
get replaced by ordinary derivatives). This term is proportional to a com-
mutator of the transverse directions, something which is typical in the case
of coincident D-branes as we will see in the next chapter. Indeed, when we
quantize the η, i.e. replace them by gamma matrices, this term contains the
Poisson-bracket, −2iδbµbν∂bµ · ∂bν ·, which should then be replaced by −i times
the (anti-)commutator, so that
i
18
∂bµΛγaΛ ∂bµΛγbΛ (γaΛ)α(γbΛ)β
−→ i
36
{Λγ ,Λδ}(γaΛ)γ(γaΛ)α(γbΛ)δ(γbΛ)β . (5.72)
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6. Actions for coincident D-branes
In this chapter we want to consider the bosonic part of the action for a stack
of coincident D-branes. This action is known in a gauge fixed form only and
we give a proposal for a covariant version using the boundary fermions of
the superstring considered in the last chapter. We demonstrate that the action
suggested from these considerations is indeed gauge-invariant and diffeomor-
phism invariant on the new space with extra fermionic directions. It is related
to an action in terms of matrices by quantization of the fermions and we give
a short discussion of this. This chapter presents the results in [65]. The pre-
sentation given here differs a little bit from that in the paper in that the proof
of covariance is done in more detail and is a bit more general, and gauge in-
variance and the equivalence to Myers’ action follow instead essentially from
this proof.
We will begin, however, with a review of the action for a single D-brane
and then discuss its non-abelian extension.
6.1 The action for a single D-brane
In string theory a Dp-brane is a (p+ 1)-dimensional surface in space-time on
which open strings can end. The massless excitations of the open string give
rise to a supersymmetric U(1) gauge field, Am, together with scalar fields
Φm
′
, wherem = 0, . . . , p denotes the directions along the worldvolume of the
brane and m′ = p + 1, . . . , 9 denotes the directions transverse to the brane.
These fields also have their corresponding fermionic superpartners, which we
will ignore in this chapter. The gauge field and scalars are confined to the
brane worldvolume and to leading order their low-energy effective action is
given by the dimensional reduction to p + 1 dimensions of ten-dimensional
supersymmetric Maxwell theory (or, equivalently, super Yang-Mills theory,
(4.84), with gauge group U(1)). There are higher order ”stringy” corrections
to this action, however, in the parameter α′ = l2s , where ls is the string length
scale. It was shown by Leigh in 1989, [66], that including these corrections
the action takes the Dirac-Born-Infeld form1
SDBI = −Tp
∫
M
dp+1x e−φ
√
− det (gmn + Fmn −Bmn) , (6.1)
1The flat space version of this, i.e. φ = B = 0 and gmn = ηmn, called simply the Born-Infeld
action, was derived from string theory in 1985 by Fradkin and Tseytlin, [67]. For a review of
Born-Infeld theory in this context see [68].
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where φ is the dilaton, gmn ≡ ∂mxm∂nxnGmn is the induced metric on the
D-brane worldvolume, Bmn is the pull-back of the background Kalb-Ramond
field to the D-brane worldvolume and Fmn is the field strength of the gauge
field Am. The constant in front of the action has dimension [length]−p−1 and
is known as the tension of the brane. The α′ dependence resides in F and forF
to have the usual normalization and dimension we should take F → 2πα′F .
An action of this kind (in flat four-dimensional spacetime and without a B-
field) had been proposed already in 1934, long before the advent of string
theory, by Born and Infeld, [69], as a possible non-linear extension of elec-
trodynamics in order to render the self-energy of a point charge finite. This
effect is a consequence of the fact that for an action of the form (6.1) there is
a maximum value of the field strength, as can be seen in the analogy to the
relativistic particle action
∫
dt
√
1− v2/c2, where c, the speed of light, gives
the maximum value of the velocity of the particle. This analogy was in fact the
original motivation for their work. Later, in 1962, Dirac considered a similar
action for an extended object in his membrane theory of the electron, [70].
In the derivation of this low-energy effective action an important assump-
tion made is that the derivatives of the field strength are small compared to
F itself, so that they may be neglected. This means that this action can only
be expected to give a good description of the low-energy physics when F is
slowly varying and in general it must be supplemented with derivative cor-
rections in F . In fact it is known that the effective action contains not only
terms with derivatives of the field strength but also of the background fields
which are not included in this expression for the action. In this chapter we
will therefore assume that all fields are slowly varying so that we can safely
neglect these derivative corrections.
The D-brane also interacts with the massless Ramond-Ramond fields of the
supergravity background. This interaction is incorporated in a second part of
the action, the Wess-Zumino term, which can be written as ([71])
SWZ = Tp
∫
M
eF−B
∑
n
C(n) . (6.2)
Here C(n) is the pull-back of the n-form RR potential of the background and
the sum on n runs over odd or even values for a type IIA or type IIB su-
pergravity background respectively. It is understood that in the integrand the
(p + 1)-form terms in the expansion, which can be integrated over the world-
volume of the Dp-brane, are picked out. The expression for SWZ shows that a
Dp-brane is naturally charged under the (p+ 1)-form RR potential.
The fact that branes can support a flux of F − B means that they can also
act as charge sources for RR potentials of lower degree than p+ 1, [71]. This
has an interpretation as bound states of D-branes of different dimension.
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6.1.1 Symmetries of the action
The D-brane action
S = SDBI + SWZ (6.3)
is invariant under diffeomorphisms, i.e. reparametrizations of the worldvol-
ume,
xn → x˜n(x) , (6.4)
and also under gauge transformations of the form fields, A, B and C(n). The
diffeomorphism invariance is easy to see; the Wess-Zumino part is manifestly
invariant since it is written in terms of forms only, for the DBI part the inte-
grand transforms with the Jacobian of the transformation and this factor can-
cels the inverse factor of the Jacobian coming from the transformation of the
measure. The gauge transformations of the form fields take the following form
A → A+ dΛ(0) (6.5)
B → B + dΛ(1) and A→ A+ Λ(1) (6.6)
C(n) → C(n) + dΛ(n−1) − Λ(n−3)H , (6.7)
where the Λ are arbitrary forms of the indicated degree and H ≡ dB. The
invariance under gauge transformations of A is manifest since the action only
involves the field strength, F ≡ dA, and this is invariant. The invariance under
B gauge transformations follows from the fact that the action only involves B
in the combination F −B and under the transformation (6.6) we get
δ(F −B) = d(δA) − δB = dΛ− dΛ = 0 , (6.8)
with Λ a one-form. Finally, under gauge transformations of the RR fields,
(6.7), we have
δ
(
eF−B
∑
n
C(n)
)
= eF−B
∑
n
δC(n) = eF−B
∑
n
(
dΛ(n−1) − Λ(n−3)H
)
= d
(
eF−B
∑
n
Λ(n−1)
)
+ eF−B
∑
n
Λ(n−1)dB − eF−B
∑
n
Λ(n−3)H
= d
(
eF−B
∑
n
Λ(n−1)
)
, (6.9)
where we have used the fact that dF = d2A = 0 and that any form of degree
greater than p + 1 is zero. The action therefore changes by the integral of a
total derivative, which is zero (if we ignore the possibility of a boundary).
6.1.2 Static gauge
In order to exhibit the physical degrees of freedom of the system more clearly
we can fix a specific gauge. A gauge that is often used is the so-called static
gauge (or, more appropriately, Monge gauge) which we met in the case of
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the D9-brane in the last chapter. The idea is to use diffeomorphism invariance
to fix the p + 1 coordinates of the brane, xn, to coincide with p + 1 of the
spacetime coordinates, xn,
xn = xn n = 0, . . . , p . (6.10)
The remaining, transverse, coordinates of spacetime then become scalar fields
from the point of view of the brane (these are the scalars referred to in the
beginning of this section). They describe the position of the brane in the trans-
verse space. If we denote them by Φ and denote the directions transverse to
the brane by a prime we have
Φn
′
(x) = xn
′
n′ = p+ 1, . . . , 9 . (6.11)
The action, (6.1) and (6.2), look superficially the same but we can now
write the induced metric and the various pull-backs of the background fields
in a more explicit form. The induced metric becomes
gmn ≡ ∂mxm∂nxnGmn
= Gmn + ∂mΦ
m′Gm′n + ∂nΦ
m′Gm′m + ∂mΦ
m′∂nΦ
n′Gn′m′
(6.12)
and similarly for the gauge fields B and C(n), e.g.
C(1) = dxn∂nx
mCm = dx
n(Cn + ∂nΦ
m′Cm′) . (6.13)
6.2 Myers’ action for coincident D-branes
We know that when a number of D-branes become coincident the worldvol-
ume gauge field becomes non-abelian. In fact, when N D-branes are brought
together the U(1)N gauge group of the system of separated branes becomes
enhanced to a U(N) gauge group in the limit that the branes coincide. This
means that the D-brane action described in the previous section should be re-
placed by a non-abelian version. To lowest order the Dirac-Born-Infeld part
of the action, (6.1), reduces to Maxwell theory, or U(1) Yang-Mills, whose
non-abelian generalization is just U(N) Yang-Mills theory. But if we want to
include also the stringy α′ corrections and get a non-abelian generalization
of the whole non-linear DBI action things are more complicated. To under-
stand this generalization of the DBI action (and also the WZ term) has been
an important unsolved problem in string theory for a long time and although,
as we shall see, some progress has been made it still remains to a large extent
mysterious.
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6.2.1 The symmetrized trace
An important step towards a non-abelian version of the DBI action was taken
by Tseytlin in [72]. He argued that the assumption that we made in the abelian
case that derivatives of the field strength are small should be replaced, in
the non-abelian case, by the assumption that covariant derivatives of the field
strength, DF = ∂F − i[A,F ], and commutators, [F,F ] are small. The reason
for the assumption that also the commutators of field strengths are small is
that
[Dm,Dn]Fkl = −i[Fmn, Fkl] , (6.14)
so that the two statements are linked. He showed that under this assumption
the non-abelian BI action (the DBI action in flat space) in ten dimensions,
corresponding to a D9-brane, becomes∫
d10xSymTr
(√
− det (ηmn + Fmn)
)
, (6.15)
where SymTr denotes the symmetrized trace defined as
SymTr (T a1 · · ·T an) ≡ 1
n!
Tr (T a1 · · ·T an + permutations) , (6.16)
with T a generators of the gauge group and the non-abelian field strength is
Fmn ≡ ∂mAn − ∂nAm − i[Am, An] . (6.17)
Observe that the commutator in the definition of F is treated as one object in
the symmetrization.
In [73] this was extended by Myers to a non-abelian action for the D9-brane
in static gauge in a general background (similar results were also derived in
[74]). The DBI part of the action is2
− T9
∫
d10xSymTr
(
e−φ
√
− det (gmn −Bmn + Fmn)
)
(6.18)
and the WZ part
T9
∫
M10
SymTr
(
eF−B
∑
n
C(n)
)
. (6.19)
Because there are no transverse directions for the D9-brane and we are in
static gauge the pull-backs are trivial and the fields appearing in the action are
the same as the background ones.
It has been shown that this symmetrized trace prescription gives the correct
effective action up to F 4-terms but fails to capture all terms in the effective
action at order F 6, [75]. Nevertheless it is interesting to consider it as an ap-
proximation and worry about corrections later, which is the point of view we
will take here.
2Our commutators and B field differ by a sign to those of Myers.
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6.2.2 T-duality
Once we know the action for a Dp-brane for some value of p we can obtain the
action for Dp-branes for all other p by using an important symmetry in string
theory known as T-duality. T-duality acts on a Dp-brane in the following way:
If a coordinate transverse to the Dp-brane, e.g. y = xp+1 is T-dualized it
becomes a D(p + 1)-brane with y the extra worldvolume direction and the
transverse scalar corresponding to the y-direction, Φp+1, becomes the extra
component of the gauge field, Ap+1. If instead a worldvolume coordinate of
the Dp-brane, e.g. y = xp is T-dualized it becomes a D(p − 1)-brane with y
now an extra transverse direction and the component of the gauge field corre-
sponding to the y-direction,Ap becomes the extra transverse scalar,Φp. Figure
6.1 illustrates this for the case of T-duality along one of the worldvolume di-
rections of a D2-brane, giving rise to a D1-brane, and, in the other direction,
T-duality along a direction transverse to a D1-brane resulting in a D2-brane.
A1, A2
Φ3
D2-brane
A2
Φ1,Φ3
D1-brane
✲ x1
✻
x2
✚❂x
3
✲✛
T-duality along x1
Figure 6.1: T-duality along one of the worldvolume directions (x1) of a D2-brane turns
it into a D1-brane. Conversely, T-duality along a direction transverse to a D1-brane
turns it into a D2-brane. Under this duality the roles of the corresponding component
of the gauge field and transverse scalar exchange roles, A1 ↔ Φ1.
In a general supergravity background T-duality also affects the background
fields and mixes them in a somewhat complicated way. In order to simplify
the expression for the action we shall let E denote the combination of the
background metric and Kalb-Ramond field
Emn ≡ Gmn −Bmn . (6.20)
6.2.3 The action
Repeated T-duality of the D9-brane action then gives the action for a gen-
eral Dp-brane. As shown by Myers the Dirac-Born-Infeld part of the action
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becomes
SDBI = −Tp
∫
dp+1xSymTr
(
e−φ
√
detQ
×
√
− det
(
E˜mn + Fmn + E˜mp′ ((Q−1 − δ)E−1)p′q′ E˜q′n
))
,
(6.21)
where we have defined
Qm
′
n′ ≡ δm
′
n′ − i[Φm
′
,Φp
′
]Ep′n′ . (6.22)
A tilde denotes covariant pull-back, i.e. pull-back using the gauge-covariant
derivative on the D-brane instead of the ordinary derivative, e.g.
v˜n ≡ Dnxmvm = vn+DnΦm′vm′ = vn+∂nΦm′vm′−i[An,Φm′ ]vm′ (6.23)
for a one-form v. The Wess-Zumino term takes the form
SWZ = Tp
∫
SymTr
(
eF P˜
[
e−iiΦiΦe−B
∑
n
C(n)
])
, (6.24)
where P˜ [. . .] denotes covariant pull-back of the quantity inside square brack-
ets and iΦ denotes the inner product of a form with the (in this case matrix
valued) vector Φn′ . The inner product is defined as
iΦA
(n) =
1
(n− 1)!dx
m1 · · · dxmn−1Φn′An′mn−1···m1 (6.25)
for A(n) an n-form defined on the background. Because of anti-symmetry we
have
iΦiΦA
(n) =
1
2(n− 2)!dx
m1 · · · dxmn−2 [Φn′ ,Φm′ ]Am′n′mn−2···m1 , (6.26)
so that it vanishes if the componets of Φ commute.
The background fields become matrix valued through their dependence on
the transverse coordinates and they have to be defined by Taylor expansion in
these.
6.2.4 Physical consequences
The fact that, in the non-abelian case, two transverse indices on B or C(n)
can be contracted with the commutator of the transverse scalars, implying that
coincident Dp-branes can also couple to RR forms of higher degree than p+1
contrary to the abelian case, was shown by Myers to give rise to an interest-
ing new physical effect called the dielectric or Myers effect. The effect is an
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analog of the dielectric effect in ordinary electrodynamics, namely a stack of
D-branes can be polarized by a background field into a higher-dimensional
(non-commutative) configuration. A specific case is that of N coincident D0-
branes in a RR field strength corresponding to a D2-brane. This system can ex-
pand into a non-commutative two-sphere which can be interpreted as a bound
state of a spherical D2-brane and N D0-branes. This effect is related to many
interesting string theory phenomena, e.g. so-called giant gravitons and fuzzy
funnels (for a review of some of these aspects see [76]).
6.3 Boundary fermion inspired action
In spite of its usefulness the action of Myers has some shortcomings that we
would like to remedy. Firstly it is written in static gauge, which means that it
doesn’t possess diffeomorphism invariance. Second, the gauge invariance un-
der gauge transformations of the background fields (B and C(n)) is far from
obvious and very difficult to check because of the complexity of the expres-
sions. Third, we would like to have the full supersymmetric action that reduces
to Myers’ action when the fermionic fields are set to zero. All of these prob-
lems seem very hard to address starting from the action of Myers. On the
other hand, in the last chapter we developed a formalism based on the open
superstring interacting with the non-abelian gauge field on the brane through
boundary fermions. In this formalism supersymmetry is naturally built in and
some of the complexities of dealing with matrices can be avoided as these
simply become ordinary functions of the boundary fermions.
In [65] we write down an action for the non-abelian bosonic fields on a
stack of D-branes inspired by the ideas in [57] described in the previous chap-
ter. As we have seen from our considerations of the superstring with boundary
fermions we can think of the stack of D-branes as a space with extra fermionic
directions, arising from these boundary fermions, with a U(1) gauge field A
on this space instead of as an ordinary worldvolume with a non-abelian gauge
field. This picture is strictly speaking only valid in some classical approxima-
tion but it is interesting to try to use it to get some insight into the effective
action for coincident D-branes. To really derive the action in this setting we
should solve the generalized superembedding condition and the F constraint
derived from kappa-symmetry. This is however not very simple and usually
has to be done case by case, instead we will here follow the approach in [65]
and take a short-cut and simply guess what the action (for the bosonic fields)
should be. We then show that this action has all the symmetries that it should
have and that by gauge-fixing we can recover the action of Myers if we quan-
tize the fermions in the way suggested before.
As we will only consider the bosonic part of the action the background
space is simply ordinary ten-dimensional space with coordinates xm. The
stack of branes is then a ”superspace”, M̂ , with coordinates yM = (xm, ηµ)
68
with m = 0, . . . , p and µ = 1, . . . , 2q (since we are only considering the
bosonic fields there are no other fermions and we can drop the hats on the
indices). Since the object F − B plays an important role in the ordinary DBI
action it is natural that its generalization to M̂ should be important here. This
is simply what we called K in the previous chapter,
KMN = (dA)MN −BMN , (6.27)
where BMN is the pull-back of the backgroundB-field to M̂ . In fact, the sim-
plest possibility would be to just generalize the ordinary DBI part of the ac-
tion by writing the corresponding thing for the space M̂ . We replace the U(1)
gauge field Am by the U(1) gauge field on M̂ , AM , the integral becomes an
integral over x and η and the determinant must be replaced with a superde-
terminant to take into account the fact that some directions are fermionic. We
are thus led to consider the straight-forward generalization of the abelian DBI
action, (6.1), to M̂
SDBI = −Tp
∫
cM
d2qη dp+1x e−φ
√
−sdet (gMN +KMN ) . (6.28)
The definition of the superdeterminant is
sdetM ≡ det(Mmn −Mmµ(Mµν)−1Mνn) det(Mµν)−1 . (6.29)
For the same reasons as in the ordinary DBI action the action (6.28) is invari-
ant under diffeomorphisms of M̂ . We should of course make sure also that the
superdeterminant is well-defined and non-zero. This follows from the fact that
the induced metric for the bosonic directions, gmn, should be non-singular and
the fact that we had to assume that K in the fermionic directions, Kµν , was
also non-singular. In fact, we can already see that this has a chance of repro-
ducing Myers’ DBI action from the fact that the superdeterminant is a product
of two ordinary determinants, which is precisely the structure that appears in
(6.21).
The Wess-Zumino term can not be generalized is such a simple way, unfor-
tunately. It is clear however that it should involve the factor eK and the sum
of pull-backs of RR potentials. The observation that in Myers’ WZ term there
are contractions with commutators of the scalars suggests that some contrac-
tions should also be present in our case. We essentially only have one object
that we can use to contract indices of forms apart from the metric, namely
Nµν ≡ (Kµν)−1. This gives some motivation for the choice
SWZ = Tp
∫
d2qη
∫
M
√
detN
(
e−
1
2
iN eK−K0,2
∑
n
C(n)
)
p+1,0
. (6.30)
The subscript p + 1, 0 means that we should pick out the forms of bosonic
degree p + 1 and fermionic degree 0 (i.e. the forms that have p + 1 factors of
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dx and none of dη), which are then integrated over the (p + 1)-dimensional
bosonic part of the worldvolume, M . Similarly K0,2 is the part of the two-
form K of bosonic degree zero and fermionic degree two,
K0,2 ≡ 1
2
eνeµKµν (6.31)
in terms of a basis of one-forms {eM} on M̂ . Finally iN denotes the inner
product with N defined for a (k, l)-form
ω =
1
k!l!
eµl · · · eµ1emk · · · em1ωm1···mkµ1···µl (6.32)
as
iNω =
1
k!(l − 2)!e
µl · · · eµ3emk · · · em1Nµ2µ1ωm1···mkµ1···µl , (6.33)
for l ≥ 2 and zero otherwise.
6.3.1 Covariance of the WZ term
Apart from forms like K and C(n), which are, by definition, unaffected by a
change of basis of (co)tangent space our expression for the Wess-Zumino part
of the action, (6.30), contains objects likeN andK0,2 which in general depend
on which basis they are referred to. Remarkably, as we shall demonstrate in
this section, these objects transform in such a way that the expression for SWZ
remains invariant. The proof is long but basically straight-forward and will
provide us with useful relations that simplify the proof of gauge invariance.
We will divide the proof into three steps. The idea is to start with the ex-
pression for SWZ in a coordinate basis with basis one-forms dxm and dηµ and
then change the basis of (co)tangent space in three steps to arrive at a general
basis. The steps are as follows
• Step 1:
E′m = dxm
E′µ = dηµ + dxmφ µm . (6.34)
• Step 2:
E′′m = E′m + E′µχ mµ
E′′µ = E′µ. (6.35)
• Step 3:
E′′′m = E′′nψ mn
E′′′µ = E′′νE µν . (6.36)
70
The components of the vielbein at the end can then be related to φ, χ and ψ as
E µm = φ
ν
m E
µ
ν (6.37)
E mµ = χ
n
µ ψ
m
n (6.38)
E nm =
(
δkm + φ
µ
m χ
k
µ
)
ψ nk . (6.39)
It will be convenient to have a realization of the operator, call it Π0, that
projects on purely bosonic forms, i.e. for ω a (k, l)-form
Π0ω =
{
ω if l = 0
0 if l > 0
. (6.40)
Let {dM} be a basis of tangent space of M̂ with dual basis {eM}. To give an
explicit expression for this operator we define the inner product with the basis
vectors, IdM , such that for for k > 0
Idnω =
(−1)l
(k − 1)!l!e
µl · · · eµ1emk−1 · · · em1ωm1···mk−1nµ1···µl (6.41)
and zero otherwise, and for l > 0
Idνω =
1
k!(l − 1)!e
µl−1 · · · eµ1emk · · · em1ωm1···mkµ1···µl−1ν (6.42)
and zero otherwise. Note that this operation is taken to act from the left as this
will be more convenient for us. It is then easy to see that
eµIdµω = lω , (6.43)
and by repeating this we get
1
n!
eµn · · · eµ1Idµ1 · · · Idµnω =
{ (
l
n
)
ω if n ≤ l
0 if n > l
. (6.44)
Then defining
Π0 ≡ : e−eµIdµ :≡
∞∑
n=0
(−1)n
n!
eµn · · · eµ1Idµ1 · · · Idµn (6.45)
gives, using (6.44),
Π0ω =
l∑
n=0
(−1)n
(
l
n
)
ω =
{
ω if l = 0
0 if l > 0
. (6.46)
This is therefore the operator that projects on bosonic forms. From (6.30) we
see that the object of relevance to the WZ term is the (p + 1)-form piece of
the bosonic form
Ω ≡
√
detNΠ0e
− 1
2
iN eK−K0,2
∑
n
C(n) , (6.47)
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where it is understood that Π0 and iN act on everything to their right. It will
also be useful to write the inner product with N defined in (6.33) in terms of
the inner product with the basis vectors. Using (6.42) it’s easy to see that
iN = N
µνIdµIdν . (6.48)
We are now ready to see how the bosonic form Ω transforms under the
changes of basis in (6.34), (6.35) and (6.36).
Step 1
We start from the coordinate basis {dyM} and take as a new basis of cotangent
space the one-forms
E′m = dxm
E′µ = dηµ + dxmφ µm . (6.49)
The dual basis is then given by
D′m = ∂m − φ µm ∂µ
D′µ = ∂µ . (6.50)
We shall denote all objects expressed in this basis by a prime. It is easy to see
that K ′µν = Kµν and therefore we also have N ′
µν ≡ (K ′µν)−1 = Nµν and
(iN )
′ = i′N ′ = iN so we can omit the primes on these quantities without risk
of confusion. Expressing all quantities in this new basis we then have
Π0 = : e
−dηµI∂µ : = : e−E
′µID′µ
+E′mφ µm ID′µ : = Π′0e
E′mφ µm ID′µ , (6.51)
where we have removed the ordering symbol on the last factor since it is irrel-
evant, and
K0,2 =
1
2
dηνdηµKµν = K
′
0,2 − (φK)1,1 − (φKφT)2,0 , (6.52)
where we have defined
(φK)1,1 = E
′µE′mφ νm Kνµ and (φKφT)2,0 =
1
2
E′nE′mφ νm φ
µ
n Kνµ .
(6.53)
The expression for Ω, given in (6.47), therefore becomes
√
detNΠ′0e
E′mφ µm ID′µe−
1
2
iN eK−K
′
0,2+(φK)1,1+(φKφ
T)2,0
∑
n
C(n) . (6.54)
Consider first the part
e−
1
2
iN e(φK)1,1 · · · , (6.55)
72
where the dots denote the additional factors on which iN acts. Now split the
operation iN into three parts
iN = (iN )11 + (iN )12 + (iN )22 , (6.56)
where (iN )11 acts only on the factor eφK , (iN )22 acts only on the rest (· · · )
and for (iN )12 one Idµ (recall the expression iN = NµνIdµIdν ) acts on the
factor eφK and the other Idµ acts on the rest (denoted · · · above). Let’s first
consider the (iN )11-piece,
e−
1
2
(iN )11e(φK)1,1 =
∞∑
n=0
[n/2]∑
k=0
1
n!
1
k!
(
−1
2
iN
)k (
(φK)n1,1
)
=
∞∑
n=0
[n/2]∑
k=0
1
n!k!
n!
(n− 2k)! (φKφ
T)k2,0(φK)
n−2k
1,1 .
(6.57)
Changing summation variables from k and n to k and n′ = n − 2k this be-
comes
∞∑
n′=0
∞∑
k=0
1
k!
(φKφT)k2,0
1
n′!
(φK)n
′
1,1 = e
(φKφT)2,0e(φK)1,1 . (6.58)
Next let us compute
e−
1
2
(iN )12e(φK)1,1
=
∞∑
n=0
n∑
k=0
1
n!
1
k!
(−1)kNµkνkID′µk · · ·N
µ1ν1ID′µ1
(
(φK)n1,1
)
ID′ν1
· · · ID′νk
=
∞∑
n=0
n∑
k=0
(−1)k
k!(n − k)!(φK)
n−k
1,1 E
′mkφ νkmk · · ·E′m1φ ν1m1 ID′ν1 · · · ID′νk .
(6.59)
Changing the summations to run over k and n− k this becomes
e(φK)1,1e
−E′mφ νm ID′ν . (6.60)
From (6.58) and (6.60) we have
e−
1
2
iN e(φK)1,1 · · · = e− 12 ((iN )11+(iN )12+(iN )22)e(φK)1,1 · · ·
= e−
1
2
((iN )11+(iN )12)e(φK)1,1e−
1
2
iN · · ·
= e(φKφ
T)2,0e−
1
2
(iN )12e(φK)1,1e−
1
2
iN · · ·
= e(φKφ
T)2,0e(φK)1,1e−E
′mφ νm ID′ν e−
1
2
iN · · · (6.61)
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Thus our expression for Ω in (6.54) becomes
Ω =
√
detNe2(φKφ
T)2,0
·Π′0eE
′mφ µm ID′µe(φK)1,1e−E
′mφ νm ID′ν e−
1
2
iN eK−K
′
0,2
∑
n
C(n) .(6.62)
It’s now easy to see that because Π0 projects on bosonic forms
Π′0e
E′mφ µm ID′µe(φK)1,1 · · · = Π′0e−2(φKφ
T)2,0e
E′mφ µm ID′µ · · · , (6.63)
so that the corresponding factors in the equation above are cancelled and we
find
Ω =
√
detNΠ′0e
− 1
2
iN eK−K
′
0,2
∑
n
C(n) = Ω′ (6.64)
and the WZ term is thus left unchanged.
Step 2
As the next step we change the basis of cotangent space to
E′′m = E′m + E′νχ mν
E′′µ = E′µ . (6.65)
The dual basis becomes
D′′m = D
′
m
D′′µ = D
′
µ − χ mµ D′m . (6.66)
We will look at the transformation of Ω in two parts.
Step 2a
We start by looking at how the projection operator Π0 changes when we go
from the primed to the double-primed basis. We find using (6.65) and (6.66)
Π′0 = : e
−E′µID′µ : = : e−E
′′µID′′µ
−E′′µχ mµ ID′′m : = e−E
′′µχ mµ ID′′mΠ′′0 . (6.67)
A term in the expansion of the exponential is
1
n!
ID′′m1
· · · ID′′mnE′′µnχ mnµn · · ·E′′µ1χ m1µ1 . (6.68)
This will be acting on Π′′0 · · · , i.e. on a sum of (k, 0)-forms (in the double-
prime basis) with k ≤ p + 1 because of anti-symmetry. In the end the only
terms that contribute to the Wess-Zumino action will be the ones that have
precisely p+1 factors of dxm, so that they can be integrated over the (p+1)-
dimensional bosonic subspace of M̂ . This means that we can forget about
contributions to Ω of the form I∂m(· · · ) as they will always have less than
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p + 1 factors of dxm. The idea is then that we can remove the I∂m part from
ID′′m in the above expression. Using (6.66) and (6.50) we get
D′′m = D
′
m = ∂m − φ µm ∂µ . (6.69)
But we also find
∂µ = D
′
µ = D
′′
µ + χ
m
µ D
′
m = D
′′
µ + χ
m
µ ∂m − χ mµ φ νm ∂ν , (6.70)
which implies that
∂µ = P
ν
µ
(
D′′ν + χ
m
ν ∂m
) (6.71)
with
P νµ ≡ (δµν + χ mν φ µm )−1 . (6.72)
Thus we can write
D′′m = D
′
m = (δ
n
m − (φPχ) nm ) ∂n − (φP ) µm D′′µ . (6.73)
Up to terms in Ω of the form I∂m(· · · ) which are irrelevant, we can then re-
place ID′′m by −(φP ) µm ID′′µ in (6.68) and we get
(−1)n
n!
(φP ) ν1m1 ID′′ν1
· · · (φP ) νnmn ID′′νnE′′µnχ mnµn · · ·E′′µ1χ m1µ1 .
(6.74)
Since this whole expression is acting on a bosonic form in the double-prime
basis all the ID′′µ will have to act on the E
′′µ in the above expression, and we
get
(−1)n
n!
(φP ) µ1m1 · · · (φP ) µnmn n!χ mn(µn · · ·χ
m1
µ1)
= (−φPχ) [m1m1 · · · (−φPχ) mn]mn
= (−φPχ) n1m1 · · · (−φPχ) nnmn δ[m1n1 · · · δmn]nn . (6.75)
Now we use the fact that3
εm1···mnmn+1···mp+1εn1···nnmn+1···mp+1 = −n!(p+ 1− n)!δ[m1n1 · · · δmn]nn
(6.76)
to write this as
−ε
m1···mnmn+1···mp+1
n!(p+ 1− n)! (−φPχ)
n1
m1 · · · (−φPχ) nnmn εn1···nnmn+1···mp+1
= −
(
p+ 1
n
)
εm1···mp+1
(p+ 1)!
(−φPχ) n1m1 · · · (−φPχ) nnmn
×δnn+1mn+1 · · · δ
np+1
mp+1εn1···np+1 . (6.77)
3The extra minus sign is due to the Minkowski signature.
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This we recognize as a term in the expansion of det(δ − φPχ). But this can
be rewritten using the expression for P in (6.72) which gives
φPχ = φχ− φχφχ+ . . . = δ − (δ + φχ)−1 . (6.78)
Thus we have shown that
Π′0 ≃ det(δ − φPχ)Π′′0 = det(δ + φχ)−1Π′′0 , (6.79)
where ≃ means modulo terms of the form I∂m(· · · ) which don’t affect the
action. Now we move on to the rest of the expression for Ω.
Step 2b
We first want to show that, in any basis, shifting Kµν by a symmetric matrix
(δK)µν we have the relation√
det(K + δK)−1Π0
(
e
− 1
2
i(K+δK)−1ω0,2r
)
=
√
detN Π0
(
e−
1
2
iN e(δK)0,2ω0,2r
)
, (6.80)
where N ≡ K−1 as usual. This expression of course only holds as long as
both sides don’t diverge (e.g. taking ω = 1 and δK = aK for some number
a it is easy to see that e−
1
2
iN eaK0,2 diverges if |a| ≥ 1). The bosonic part
of the form ω doesn’t enter in the considerations and we’ve set it to zero for
simplicity.
Thinking of ω as a r-linear map of symmetric matrices and forgetting for
the moment about the determinant factors the left-hand-side can be written as(
−1
2
)r 1
r!
ω((K + δK)−1, . . . , (K + δK)−1)
=
(
−1
2
)r 1
r!
r∑
n=0
(
r
n
)
·ω((K + δK)−1 −N, . . . , (K + δK)−1 −N,N, . . . ,N︸ ︷︷ ︸
r−n
)
=
(
−1
2
)r r∑
n=0
1
n!(r − n)!
∞∑
l=0
(−1)l+n
·
∑
{li}ni=1
ω((NδK)l1+1N, . . . , (NδK)ln+1N,N, . . . ,N) .
(6.81)
The last sum runs over partitions of l into n parts, so that Σili = l with
0 ≤ li ≤ l. For example for l = 2 and n = 3 the sum would run over
{l1, l2, l3} = {2, 0, 0}, {1, 1, 0}, {1, 0, 1}, {0, 2, 0}, {0, 1, 1}, {0, 0, 2}.
(6.82)
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For the right-hand-side of (6.80) let’s start by looking at the part of e− 12 iN
which acts only on the factor e(δK)0,2 . This is
e−
1
2
(iN )11e(δK)0,2 =
∞∑
n=0
n∑
k=0
1
n!k!
(
−1
2
)k
ikN
(
(δK)n0,2
)
=
∞∑
n=0
n∑
k=0
(−1)k
k!n!
k∑
l=0
(
1
2
)k−l(k
l
)(
n
k − l
)
ik−lN
(
(δK)k−l0,2
)
l!(n − k + l)!
∑
{li}n−ki=1
1
d{li}
(
δK(NδK)l1
)
0,2
· · ·
(
δK(NδK)ln−k
)
0,2
,
(6.83)
where the degeneracy of a given partition is
d{li} =
l∏
j=0
dj ! , (6.84)
where dj is the number of li equal to j for a given partition. Changing sum-
mation variable in the n sum to n′ = n− k gives
∞∑
n′=0
∞∑
k=0
k∑
l=0
(
−1
2
)k−l 1
((k − l)!)2 i
k−l
N
(
(δK)k−l0,2
)
(−1)l
∑
{li}n′i=1
1
d{li}
(
δK(NδK)l1
)
0,2
· · ·
(
δK(NδK)ln′
)
0,2
= c
∞∑
n=0
∞∑
l=0
(−1)l
∑
{li}ni=1
1
d{li}
(
δK(NδK)l1
)
0,2
· · ·
(
δK(NδK)ln
)
0,2
(6.85)
where we’ve defined
c ≡
∞∑
k=0
(
−1
2
)k 1
(k!)2
ikN
(
(δK)k0,2
)
. (6.86)
Apart from an overall factor of c
√
detN the right-hand-side of (6.80) is
then given by (the zero-form part of) the rest of e− 12 iN acting on the above
expression times ω. It is not hard to show that this gives(
−1
2
)r r∑
n=0
∞∑
l=0
∑
{li}ni=1
(−1)l+n
n!(r − n)!
×ω((NδK)l1+1N, . . . , (NδK)ln+1N,N, . . . ,N) . (6.87)
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This exactly matches (6.81) so it only remains to show that
c
√
detN =
√
det(K + δK)−1 (6.88)
in order to prove (6.80).
Looking at the expression for c in (6.86) we see that it is the expansion of
e−(δK)0,2 with each term completely contracted with Ns in all possible (in-
equivalent) ways. This can be thought of as a finite-dimensional ”perturbative
expansion” in δK, and introducing 2q bosonic variables cµ we can write it in
analogy to the path-integral case as
c =
∫ ∏
µ dc
µ e−
1
2
cµKµνcν− 12 cµ(δK)µνcν∫ ∏
µ dc
µ e−
1
2
cµKµνcν
=
√
det(K + δK)−1√
detN
, (6.89)
where in the last step we have evaluated the gaussian integrals (and cancelled
common factors of π etc between numerator and denominator). This com-
pletes the proof of (6.80).
Now we wish to apply this general relation to the change of basis in (6.65).
Under this change of basis we get
K ′µν = K
′′
µν + 2χ
m
(µ K
′′
|m|ν) + χ
m
µ χ
n
ν K
′′
nm ≡ K ′′µν + (δK)µν . (6.90)
This means that
Ω′ =
√
detN ′Π′0e
− 1
2
i′
N′ eK−K
′
0,2
∑
n
C(n)
=
√
det(K ′′ + δK)−1Π′0e
− 1
2
i′
(K′′+δK)−1e−(δK)0,2eK−K
′′
0,2
∑
n
C(n)
=
√
detN ′′Π′0e
− 1
2
i′
N′′ eK−K
′′
0,2
∑
n
C(n), (6.91)
where we have made use of (6.80) in the second step. It remains to express Π′0
and i′N ′′ = (N ′′)µνID′ν ID′µ in terms of the double-prime basis. The result for
Π′0 we have already derived and using (6.79) we get
Ω′ ≃ det(δ + φχ)−1
√
detN ′′Π′′0e
− 1
2
i′
N′′ eK−K
′′
0,2
∑
n
C(n) . (6.92)
Finally
i′N ′′ = (N
′′)µνID′′ν ID′′µ+2(N
′′χ)µmID′′mID′′µ−(χTN ′′χ)mnID′′nID′′m . (6.93)
In any term containing ID′′m this operator can be moved to the very left. We can
then write it as the sum of an I∂m piece and an ID′′µ piece as we have shown
in the discussion of the transformation of Π0. The latter gives zero as it is
acting on a bosonic form (in the double-prime basis) because of the projection
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operator Π′′0 and the former we drop since it always gives rise to a form of
bosonic degree < p+ 1 that doesn’t contribute to the action. This means that
we can replace i′N ′′ by i′′N ′′ = (iN )′′ and we finally get
Ω′ ≃ det(δ + φχ)−1
√
detN ′′Π′′0e
− 1
2
(iN )
′′
eK−K
′′
0,2
∑
n
C(n)
= det(δ + φχ)−1Ω′′ . (6.94)
Step 3
The last step is to take the new basis one-forms
E′′′m = E′′nψ mn
E′′′µ = E′′νE µν . (6.95)
Then only
√
detN ′′ transforms and we get
√
detN ′′ = det(E µν )
−1√detN ′′′ . (6.96)
In going from a coordinate basis to the triple-primed basis we have thus
found that
Ω ≃ det(δ + φχ)−1 det(E µν )−1Ω′′′ (6.97)
where again ≃ means equality up to terms of bosonic degree < p+ 1.
The Hodge-dual of (the (p + 1)-form part of) both sides is a scalar, and,
using (6.39), this gives an extra factor of
det(E nm ) = det(δ + φχ) detψ (6.98)
on the right. The WZ action is just the integral of LWZ ≡ ∗(Ωp+1) over (x, η)-
superspace and we have shown that LWZ transforms as
LWZ = det(E nm ) det(δ + φχ)−1 det(E µν )−1L′′′WZ
= detψ det(E µν )
−1L′′′WZ
= det(ψ + φχψ − φχψ) det(E µν )−1L′′′WZ
= det(E nm −E µm (E µν )−1E nµ ) det(E µν )−1L′′′WZ
= sdetE L′′′WZ . (6.99)
This is precisely right to guarantee that the Wess-Zumino action is invariant
under diffeomorphisms of M̂ as the measure transforms with the inverse fac-
tor. The integral over the ηs should however not be taken literally as we have
argued that the ηs have to be treated as operators, being essentially gamma
matrices. This non(anti)commutative nature of these coordinates suggests re-
placing the integral over them with a trace when we interpret them as gamma
matrices.
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6.3.2 Gauge invariance
We now want to show that the action is also invariant under gauge transforma-
tions. We first observe that since the gauge field on the brane,A, and the back-
ground Kalb-Ramond field, B, only appear in the combination K the action
is manifestly invariant under gauge transformations of these fields. Therefore
we only have to show that the Wess-Zumino part of the action is invariant
under gauge transformations of the Ramond-Ramond fields, C(n). The gauge
transformation of these take the form4
δC(n) = dΛ(n−1) − Λ(n−3)H (6.100)
with H ≡ dB. Using the fact that
dK = d(dA−B) = −H (6.101)
we find that
δ(eK
∑
n
C(n)) = eK
∑
n
(dΛ(n−1) − Λ(n−3)H) = d(eK
∑
n
Λ(n)) ≡ dΛ .
(6.102)
This means that the transformation of the Wess-Zumino term is
δSWZ =
∫ √
detN Π0e
− 1
2
iN e−K0,2dΛ . (6.103)
The trick is to now observe that if we take (δK)µν = ǫM∂MKµν , with ǫ
infinitesimal, in the relation (6.80), it implies that
∂M
(√
detN Π0e
− 1
2
iN e−K0,2ω
)
=
√
detN Π0e
− 1
2
iN e−K0,2∂Mω , (6.104)
and since we can go to a coordinate basis, so that there is no torsion, we get
also
√
detN Π0e
− 1
2
iN e−K0,2dω = d0
(√
detN Π0e
− 1
2
iN e−K0,2ω
)
, (6.105)
where d0 is the bosonic part of d. So we see that the gauge transformation of
the RR fields change the Lagrangian by a total derivative, leaving the action
invariant.
6.3.3 Relation to Myers’ action
We will now show that Myers’ action that we described in section 6.2 is es-
sentially a gauge-fixed version of the boundary fermion inspired action. We
shall fix the gauge in the following way: First we choose the standard gauge
for A, where we take
Aµ = i
4
ηνδνµ . (6.106)
4Pull-backs of background forms such as B and H are implicit here.
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The remaining components of A will be denoted by Am. For the coordinates
on the Dp-brane we will choose the static gauge given by
xm = (xm, xm
′
(x, η)) m = 0, . . . , p , m′ = p+ 1, . . . , 9 . (6.107)
Finally we will write the components of the fields referred to the Yang-Mills
covariant basis of tangent space
Dm = ∂m − 2i∂µAm∂µ
Dµ = ∂µ . (6.108)
We will denote the components of a field in this basis by a tilde. We start by
looking at the Dirac-Born-Infeld part of the action.
The DBI term
This part of the action is the integral of
LDBI = −e−φ
√−sdetL , (6.109)
where we have defined
L ≡ g +K = dA+ E (6.110)
with E ≡ g − B. We now determine the components of L with the gauge-
fixing given above. We get
Lµν =
i
2
δµν + Eµν =
i
2
δµν + ∂µx
m′∂νx
n′Em′n′ . (6.111)
The superdeterminant, defined in (6.29), contains the inverse of the determi-
nant of this, which becomes
det(Lµν)
−1 = e−tr logLµν = (2i)2qetr log(δ
m′
n′
−2i∂µxm′∂µxp′Ep′n′)
= (2i)2q det
(
δm
′
n′ + (ME)
m′
n′
)
, (6.112)
with
Mm
′n′ ≡ −2i∂µxm′∂µxn′ . (6.113)
For the mixed components of L we get using (6.111)
Lmµ = (dA)mµ + Emµ = −∂µAm + ∂µxn′Emn′
= −2iLµν∂νAm + ∂µxn′E˜mn′ , (6.114)
so that the combination entering the definition of the superdeterminant be-
comes
Lmn − Lmµ(Lµν)−1Lνn = (dA)mn + Emn − 4Lµν∂νAm∂µAn
+ 4i∂µA[m∂
µxn
′
E˜|n′|n] − E˜mn′∂µxn
′
(Lµν)
−1∂νxp
′
E˜p′n .(6.115)
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The first four terms combine to give just
E˜mn + Fmn , (6.116)
whereas, when we expand (Lµν)−1, the last term becomes
2iE˜mn′
(
∂µx
n′∂µxp
′
+ 2i∂µx
n′∂µxm
′
Em′q′∂
νxq
′
∂νx
p′ − . . .
)
E˜p′n
= E˜mn′
((
δp
′
n′ + (ME)
p′
n′
)−1 − δn′p′) (Ep′q′)−1E˜q′n . (6.117)
Putting these results together we get that in this gauge
√
−sdetL =
√
− det (Lmn − Lmµ(Lµν)−1Lνn) det(Lµν)−1
= (2i)q
√
− det
(
E˜mn + Fmn + E˜mp′ ((Q−1 − δ)E−1)p′q′ E˜q′n
)
detQ
(6.118)
with
Qn
′
p′ ≡ δn
′
p′ + (ME)
n′
p′ . (6.119)
The WZ term
We start by expressing everything in the tilded basis given in (6.108). We then
have for the integrand of the WZ term
Ω =
√
det N˜ Π˜0e
− 1
2
i
N˜ eK˜−K˜0,2
∑
n
C˜(n) . (6.120)
Using the fact that K˜µν = i2δµν − B˜µν together with the relation (6.80) with
(δK)µν = −B˜µν we get√
det(
i
2
δ − B˜)−1 Π˜0e−
1
2
i
( i2 δ−B˜)
−1
eK˜2,0+K˜1,1
∑
n
C˜(n)
=
√
det(−2iδ) Π˜0e− 12 i−2iδeF−B˜2,0−B˜1,1−B˜0,2
∑
n
C˜(n)
= (2i)qeF Π˜0e
1
2
iM e−B˜
∑
n
C˜(n) . (6.121)
Quantizing η
The final step to get to Myers’ action is to pass from the formulation in terms
of the 2q fermions, ηµ, to a description in terms of matrices. We have seen
that when we quantize the fermions they become gamma matrices and all
fields depending on the fermions therefore also become matrices. Canonical
quantization suggests that we replace Poisson-brackets by −i times the com-
mutator,
− 2iδµν∂µX∂νY → −i[X,Y ] . (6.122)
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This means that Mm′n′ defined in (6.113) becomes −i[xm′ , xn′ ].
It is also natural that the integral over the phase-space of the fermions
should be replaced by a trace when they are quantized. Because we have ef-
fectively been treating the fermions as classical variables our fields, which are
expanded in even powers of the fermions, have been treated as commuting.
This means that in this approximation everything is naturally symmetrized
and we therefore take
iq
∫
d2qη · · · → SymTr(· · · ) . (6.123)
Using this prescription for quantizing the η-variables we see that we get pre-
cisely Myers’ action (times a factor of 2q, the number of coincident D-branes)
from the gauge-fixed version of the boundary fermion inspired action
S = −Tp
∫
d2qη dp+1x e−φ
√
−sdet (g +K)
+ Tp
∫
d2qη
∫
M
(√
detNe−
1
2
iN eK−K0,2
∑
n
C(n)
)
p+1,0
.
(6.124)
6.4 Discussion
We have shown in this chapter that there is an underlying covariant descrip-
tion from which Myers’ action can be obtained. This action is formulated on
an auxiliary superspace with the extra fermionic coordinates corresponding
to boundary fermions in the string picture. This means that the exact relation
between diffeomorphism invariance on this space and a possible matrix ver-
sion of diffeomorphism invariance in an ordinary formulation is somewhat
obscure. To try to sort this out would be an interesting program for the future.
In the next chapter we shall go on to show that the supersymmetric version
of the action we have presented here in fact takes the same form but is now
formulated in a background superspace. This is analogous to the abelian case.
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7. Proof of kappa-symmetry
The supersymmetric action for a Dp-brane was found in 1996 by three differ-
ent groups [77], [78] and [79]. The actions are written in the so-called Green-
Schwarz formulation where the brane is taken to be a (p + 1)-dimensional
bosonic space embedded in N = 2, D = 10 superspace. Supersymmetry is
guaranteed by the presence of kappa-symmetry which, as we learned in our
discussion of the superembedding formalism, can be thought of as the remnant
of worldvolume supersymmetry after solving the superembedding constraint.
In this chapter we will prove that the action formulated in the previous chap-
ter motivated by our considerations of boundary fermions is supersymmetric,
i.e. possesses kappa-symmetry when formulated on a background superspace.
We will restrict ourselves to proving it for a type IIB supergravity background
for definiteness, the type IIA case follows exactly the same lines. We will also
make a (well motivated) simplifying assumption for the components of the
induced metric and modified field strength K of the brane as described below.
7.1 The setup
The worldvolume of the brane will be the space M̂ with coordinates y bm =
(xm, ηbµ) where m = 0, . . . , p and µ̂ = 1, . . . , 2q. The background space will
be taken to be ten-dimensional type IIB superspace with coordinates zM =
(xm, θµ) where m = 0, . . . , 9 and the 32-component spinor index µ splits up
into two 16-component Majorana-Weyl spinors, µ = µi with i = 1, 2.
The embedding of the brane worldvolume into target superspace is given
by the generalized superembedding matrix
E
B
ba ≡ E bmba ∂ bmZME AM . (7.1)
In order to simplify the calculations we will make the natural assumption that
a basis can be chosen on the brane such that only the transverse coordinates
depend on the boundary fermions. This means that in particular we have
E
b
bα = h
c′bα u
b
c′ (7.2)
and
E ba = h
c
a u
b
c , (7.3)
where the transverse directions are denoted by a prime and u is an element
of the target space Lorentz group SO(9, 1). For the induced metric on the
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worldvolume,
gbabb ≡ E
c
ba E
d
bb ηcd , (7.4)
we get
g
abβ = 0 , (7.5)
so that the mixed components of g vanish. We shall also assume that the same
is true for
K ≡ dA−B (7.6)
in this basis, so that both g and K take a block-diagonal form. Both of these
conditions in fact hold in the covariant formulation described in section 5 of
[57].
We will denote the basis one-forms of the background and worldvolume by
EA = dzME
A
M and e
ba = dy bmE babm (7.7)
respectively. Bosonic worldvolume indices are raised (lowered) with gab (gab)
and fermionic ones with N bαbβ (Kbαbβ).
We now turn to the constraints on the background fields that are present in
the type IIB supergravity background.
7.1.1 The type IIB superspace constraints
We will follow [79] and take the type IIB superspace constraints to be1
T
a
αiβj = −i(γa)αβδij (7.8)
Hαiβjc = i(γc)αβσ
3
ij (7.9)
(F (n+2))a1···anα1β2 = ie
−φ(γa1···an)αβ (n odd). (7.10)
T is the torsion, H ≡ dB the NS-NS three-form field strength,
F (n) ≡ dC(n−1) − C(n−3)H (7.11)
the n-form Ramond-Ramond field strengths and φ is the dilaton. The other
components involving spinorial indices vanish in a bosonic background,
which is what we will be considering.
7.1.2 Kappa-symmetry
Defining δEA ≡ δzME AM the characteristic property of kappa-symmetry is
that
δκE
a = 0 . (7.12)
1Note that the constraint on H differs from that used before. This simply means that the θ1,2
used here are linear combinations of the ones used previously.
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On general grounds the kappa-transformation of the fermionic background
coordinates must take the form
δκE
α = (κ(1 − Γ))α , (7.13)
where 12(1 − Γ) is a projection matrix. This fact can easily be derived in the
superembedding formalism (see [60]) and Γ can be related to components of
the superembedding matrix.
We will also need the transformation of various form fields. A useful result
is that under a transformation of the coordinates δzM a background n-form
transforms as
δA(n) = d(iδzA
(n)) + iδz(dA)
(n+1) , (7.14)
where i denotes the inner product with a vector. We now turn to the computa-
tion of the kappa-variation of the action. We will start with the Wess-Zumino
term.
7.2 Kappa-variation of the WZ term
The Wess-Zumino part of the action was written down in (6.30) and we repeat
it here for convenience2
SWZ =
∫
d2qη
∫
M
√
detNΠ0e
− 1
2
iN eK−K0,2
∑
n
C(n) , (7.15)
where it is understood that the (bosonic) (p + 1)-form piece is picked. In the
same way as when proving the gauge-invariance of the bosonic action in the
last chapter we can show that the kappa-variation simply ”passes through” the
first part,
√
detNΠ0e
− 1
2
iN e−K0,2 , and we get
δκSWZ =
∫
d2qη
∫
M
√
detNΠ0e
− 1
2
iN e−K0,2δκ
(
eK
∑
n
C(n)
)
. (7.16)
Using (7.14) and the fact that d(eK∑n C(n)) = eK∑n F (n+1) we get
δκ
(
eK
∑
n
C(n)
)
= iδκzd
(
eK
∑
n
C(n)
)
+ d(· · · )
= eK
∑
n
1
(n− 1)!E
An · · ·EA2δκEA1F (n)A1A2···An + d(· · · ) , (7.17)
where the total derivative gives no contribution to the action (see section
6.3.2). Using the superspace constraint (7.10) the term that contributes to the
variation of the action becomes
−ie−φeK
9∑
n odd
1
n!
(
δκE
1eban · · · eba1γba1···banE2 − E1eban · · · eba1γba1···banδκE2
)
.
(7.18)
2We set Tp = 1 in this chapter.
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These two terms give two contributions to the variation of the action that we
will call (δκSWZ)1 and (δκSWZ)2 respectively. In the above equation we have
defined the pull-backs of the D = 10 gamma matrices
γba ≡ E bba γb , (7.19)
which satisfy the relations
γaγb + γbγa = 2gab , γaγbβ + γbβγa = 0 , γbαγbβ − γbβγbα = 2gbαbβ . (7.20)
The second of these follows from our assumption that g have no mixed com-
ponents. We will focus on the term proportional to δκE1 in (7.18). We can
extend the sum on n to infinity since the terms with n > 9 vanish by anti-
symmetry. This term then becomes
ie−φeK
∞∑
n odd
1
n!
δκE
1eban+1eban · · · eba1γba1···banE 2ban+1
= ie−φeK
∞∑
l=1
1
(2l − 1)!
l∑
k=0
ebα2l · · · ebα2k+1ea2k · · · ea1
×
((
2l − 1
2l − 2k
)
δκE
1γa1···a2k−1γbα2k+1···bα2lE
2
a2k
+
(
2l − 1
2k
)
δκE
1γa1···a2kγbα2k+1···bα2l−1E
2
bα2l
)
, (7.21)
where we have used the fact that the mixed components of g vanish by as-
sumption and ignored terms with an odd number of ebα as they don’t contribute
to the action because of our assuption that the mixed components of K vanish.
We will consider the two terms in parenthesis separately. The first term in the
above equation can be written
i
2
e−φeK
∞∑
l=1
l∑
k=0
ebα2l · · · ebα2k+1ea2k · · · ea1
× 1
(2l − 2k)!(2k)! δκE
1[γa1···a2kγbα2k+1···bα2l , γ
b]E 2b .
Changing summation variable to l′ = l − k in the sum on l this becomes
i
2
e−φeK
∞∑
l′=0
∞∑
k=0
1
(2l′)!
ebα2l′ · · · ebα1 1
(2k)!
ea2k · · · ea1
×δκE1[γa1···a2kγbα1···bα2l′ , γb]E 2b . (7.22)
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This term therefore gives the following contribution to the kappa-variation of
the action,
(δκSWZ)11 =
i
2
∫
d2qη
∫
M
√
det
(
Kbαbβ + gbαbβ
)−1
e−φeK2,0
×
∞∑
k=0
1
(2k)!
ea2k · · · ea1δκE1[γa1···a2k ĥ⊥, γb]E 2b ,
(7.23)
where we have defined
ĥ⊥ ≡
√
det
(
δ
bβ
bα + g
bβ
bα
)
Π0e
− 1
2
iN
∞∑
l=0
1
(2l)!
ebα2l · · · ebα1γbα1···bα2l
=
√
det
(
δ
bβ
bα + g
bβ
bα
) ∞∑
l=0
(−1)l
2ll!
N bα1 bβ1 · · ·N bαl bβlγbα1 bβ1···bαl bβl .
(7.24)
The integral over M , the bosonic part of M̂ , in (7.23) picks out the
(bosonic) (p+ 1)-form piece. We have(
eK2,0
∞∑
k=0
1
(2k)!
ea2k · · · ea1γa1···a2k
)
p+1
=
(p+1)/2∑
k=0
(K2,0)
k
k!(p+ 1− 2k)!e
ap+1 · · · ea2k+1γa2k+1···ap+1
=
(p+1)/2∑
k=0
(−1)kKa1a2 · · ·Ka2k−1a2k
2kk!(p + 1− 2k)! e
ap+1 · · · ea1γa2k+1···ap+1 .
(7.25)
Using the relations
eap+1 · · · ea1 = dp+1x εap+1···a1 (7.26)
and
1
(2k)!
εap+1···a1γa1···a2k =
√
− det gabγ(p+1)γap+1···a2k+1 , (7.27)
where we have defined
γ(p+1) ≡ 1√− det gab
1
(p+ 1)!
εap+1···a1γa1···ap+1 , (7.28)
which is easily seen to obey the relations
γ(p+1)γba = −(−1)baγbaγ(p+1) and (γ(p+1))2 = (−1)(p+1)/2 , (7.29)
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we get(
eK2,0
∞∑
k=0
1
(2k)!
ea2k · · · ea1γa1···a2k
)
p+1
= dp+1x
√
− det gab
(p+1)/2∑
k=0
(−1)k
2kk!
Kakbk · · ·Ka1b1γakbk···a1b1γ(p+1)
= dp+1x
√
− det(gab +Kab) ĥ‖γ(p+1) , (7.30)
where we have defined
ĥ‖ ≡
1√
det (δba +K
b
a )
(p+1)/2∑
k=0
(−1)k
2kk!
Ka1b1 · · ·Kakbkγa1b1···akbk . (7.31)
Using (7.30) in (7.23) we get
(δκSWZ)11 = − i
2
∫
d2qη dp+1xLDBIδκE1[ĥ‖γ(p+1)ĥ⊥, γb]E 2b
= − i
2
∫
d2qη dp+1xLDBIδκE1γ(p+1){ĥ, γb}E 2b , (7.32)
where we have put ĥ ≡ ĥ‖ĥ⊥ and
LDBI ≡ −e−φ
√
−sdet(g +K)
= −e−φ
√
− det(gab +Kab)
√
det
(
Kbαbβ + gbαbβ
)−1
. (7.33)
Now we return to the second term in (7.21). Changing summation variable
as for the first term and using (7.30) this term gives a contribution
(δκSWZ)12 = −i
∫
d2qη dp+1xLDBI
√
det
(
δ
bβ
bα + g
bβ
bα
)
Π0e
− 1
2
iN
×
∞∑
l=1
ebα2l · · · ebα1 1
(2l − 1)!δκE
1ĥ‖γ(p+1)γbα1···bα2l−1E
2
bα2l
= −i
∫
d2qη dp+1xLDBI
√
det
(
δ
bβ
bα + g
bβ
bα
) ∞∑
l=1
2l
(−1)l
2ll!
×N bα2lbα2l−1 · · ·N bα2bα1δκE1ĥ‖γ(p+1)γbα1···bα2l−1E 2bα2l
=
i
2
∫
d2qηdp+1xLDBI
√
det
(
δ
bβ
bα + g
bβ
bα
) ∞∑
l=1
(−1)l−1
2l−1(l − 1)!
×N bα2l−2bα2l−3 · · ·N bα2bα1δκE1{ĥ‖γ(p+1)γbα1···bα2l−2 , γ
bβ}E 2bβ .(7.34)
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Shifting the summation variable to l′ = l − 1 and using the definition of ĥ⊥
in (7.24) we get
(δκSWZ)12 =
i
2
∫
d2qη dp+1xLDBIδκE1{ĥ‖γ(p+1)ĥ⊥, γ bβ}E 2bβ
=
i
2
∫
d2qη dp+1xLDBIδκE1γ(p+1){ĥ, γ bβ}E 2bβ . (7.35)
Adding this contribution to the first one, (7.32), we get
(δκSWZ)1 = − i
2
∫
d2qη dp+1xLDBIδκE1(−1)bbγ(p+1){ĥ, γbb}E 2bb . (7.36)
It is not hard to see that the term proportional to δκE2 in (7.18) gives a
contribution related to the one above by transposition and an extra factor of
(−1)bb and the full kappa-variation of the WZ term becomes
δκSWZ = − i
2
∫
d2qη dp+1xLDBI
(
δκE
1(−1)bbγ(p+1){ĥ, γbb}E 2bb
+ (−1)(p+1)/2δκE2γ(p+1){ĥT, γbb}E 1bb
)
.
(7.37)
7.2.1 The significance of ĥ‖ and ĥ⊥
The two expressions ĥ‖ and ĥ⊥ have a special physical meaning as Lorentz
transformations in spinor representation. To show this let Amn be an anti-
symmetric 10 × 10 matrix. We can use A to parameterize a Lorentz transfor-
mation as follows. Define
Λ(A) ≡ δ −A
δ +A
. (7.38)
It is easy to see that indeed Λ(A) ∈ SO(9, 1). This gives the Lorentz transfor-
mation in so-called Cayley parametrization. What is the corresponding trans-
formation acting on a spinor? The answer is (see [80])
M(A) =
1√
det(δ +A)
Æ(−1
2
Amnγ
mn) , (7.39)
where the ”anti-symmetrized exponential” Æ is defined as
Æ(Xmnγmn) ≡
5∑
k=0
1
n!
Xm1n1 · · ·Xmknkγm1n1···mknk . (7.40)
By definition M(A) then obeys the relation
M(A)−1γmM(A) = Λ(A) nm γn . (7.41)
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One can also show that M(A)−1 = M(−A) = M(A)T.
Looking at the definition of ĥ‖ in (7.31) we see that it is exactly of the form
(7.39) with A = K. This means that it satisfies
ĥT‖ γaĥ‖ = Λ
b
a γb , (7.42)
where
Λ ba ≡
(
δ −K
δ +K
) b
a
. (7.43)
This is a Lorentz transformation of the worldvolume directions of the brane
and ĥ‖ is its spinor representation.
What about ĥ⊥? Using the fact that
N bαbβγbαbβ = N
bαbβh a′bα h
b′
bβ γa′b′ ≡M
a′b′γa′b′ (7.44)
and
det
(
δ
bβ
bα + g
bβ
bα
)
= det
(
δ
bβ
bα + h
a′bα h
b′
bγ N
bγbβηa′b′
)
= det
(
δb
′
a′ +M
b′
a′
)−1
, (7.45)
which is easy to show using det(·) = etr log(·), we see from (7.24) that ĥ⊥
is of the form M(A) with Aa′b′ = Ma′b′ . Thus we see that ĥ⊥ is the spinor
representation of the Lorentz transformation
Λ b
′
a′ ≡
(
δ −M
δ +M
) b′
a′
(7.46)
of the coordinates transverse to the brane. In fact it is not hard to show that
ĥT⊥γbαĥ⊥ = Λ
bβ
bα γbβ , (7.47)
where
Λ
bβ
bα ≡
(
δ − g
δ + g
) bβ
bα
. (7.48)
7.3 Kappa-variation of the DBI term
The Dirac-Born-Infeld part of the action is
SDBI =
∫
d2qη dp+1xLDBI , (7.49)
where the Lagrangian is (in this case) given in (7.33). Using the fact that
δ(sdetM) = str(M−1δM) the kappa-variation becomes
δκLDBI = −1
2
LDBI str
(
(g +K)−1(δκg + δκK)
)
= −1
2
LDBI(−1)bb
(
(g +K)−1
)bbba
(δκgbabb + δκKbabb) . (7.50)
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We now need to determine the kappa-transformations of K and g. This can be
done in analogy to the abelian case described in [79] or, perhaps better, by us-
ing the superembedding interpretation of kappa-symmetry as a worldvolume
θ-diffeomorphism. Either way gives
δκK = −ECEBδκEAHABC = (−1)baiebaδκEiγbaEjσ3ij , (7.51)
from which we can read off
δκKbabb = −(−1)ba+
bb2iδκEiγ[baE
j
bb] σ
3
ij . (7.52)
Since gbabb = E
a
ba E
b
bb ηab we need the kappa-transformation of the (general-
ized) superembedding matrix. Again this can be determined by either route
and we get
δκE
a
ba = −(−1)baBδκEBE Aba T aAB = (−1)baiδκEiγaE jba δij , (7.53)
which gives
δκgbabb = 2δκE
a
ba E
b
bb ηab = (−1)
ba+bb2iδκEiγ(baE
j
bb) δij . (7.54)
Using these transformations in (7.50) we get
δκLDBI = −iLDBIδκEi
(
(−1)bb((g +K)−1)bbbaγba(P−)ij
+ (−1)ba((g −K)−1)bbbaγba(P+)ij
)
E jbb , (7.55)
where P± ≡ 12(1± σ3). This gives two pieces
δκLDBI = −iLDBIδκE1
(
((δ −K)−1)baγa + ((δ − g)−1)
bβ
bαγ
bα
)
E 1bβ
− iLDBIδκE2
(
((δ +K)−1)baγ
a − ((δ + g)−1)bβbαγbα
)
E 2b .
(7.56)
From (7.42) and (7.43) we get the relation
((δ+K)−1)baγ
a =
1
2
(
δba + Λ
b
a
)
γa =
1
2
(γb+ ĥT‖ γ
bĥ‖) =
1
2
(γb+ ĥTγbĥ) ,
(7.57)
where we have used the fact that ĥ⊥ commutes with γa. Similarly we get
((δ −K)−1)baγa =
1
2
(γb + ĥγbĥT) . (7.58)
The corresponding relations with hatted indices are
((δ + g)−1)
bβ
bαγ
bα = 1
2
(γ
bβ + ĥTγ bβĥ) (7.59)
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and
((δ − g)−1)bβbαγbα =
1
2
(γ
bβ + ĥγ bβĥT) . (7.60)
Using these relations the kappa-variation of the DBI Lagrangian becomes
δκLDBI = − i
2
LDBIδκE1
(
(γ
bb + ĥγbbĥT)
)
E 1bb
− i
2
LDBIδκE2
(
(−1)bb(γbb + ĥTγbbĥ)
)
E 2bb . (7.61)
7.4 The kappa-symmetry projection operator
The final step in the proof of kappa-symmetry is to introduce the 32 × 32
matrix
Γ ≡
(
0 ĥ
(−1)(p+1)/2ĥT 0
)
γ(p+1) . (7.62)
It is easy to see that it is symmetric, traceless, and satisfies Γ2 = 1. From this
we can construct projection operators 12(1±Γ). In fact, consider the following
product,
(1 + Γ)γba(σ3)ba(1− Γ)
=
(
γba + ĥγbaĥT (−1)baγ(p+1){γba, ĥ}
(−1)(p+1)/2γ(p+1){ĥT, γba} (−1)ba(γba + ĥTγbaĥ)
)
.
(7.63)
Comparing this to (7.37) and (7.61) we see that the variation of the total action,
S = SDBI + SWZ, can be written
δκS = − i
2
∫
d2qη dp+1xLDBIδκET(1 + Γ)γba(σ3)ba(1− Γ)Eba , (7.64)
where we have suppressed the i, j-indices of the blocks so that for example
δκE = (δκE
1, δκE
2). Taking the kappa-transformation of the background
fermions to be
δκE = κ(1− Γ) (7.65)
this gives zero and the kappa-symmetry is thus established.
7.5 Discussion
In this chapter we have shown that, under reasonable assumptions about the
geometry, the action with boundary fermions is kappa-symmetric and there-
fore a candidate for a supersymmetric action for coincident D-branes (in the
symmetrized trace approximation). In order to have a matrix interpretation we
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have seen that we should fix the standard gauge, Abµ ∼ ηbµ, and quantize ηbµ
by replacing it by γbµ so that functions of η become matrices. We have also
argued that Poisson-brackets should be replaced by−i times commutators, as
is standard practice in canonical quantization, and that the η-integral should
be replaced by a symmetrized trace.
What kind of action this gives rise to and to what extent it possesses some
kind of matrix-valued diffeomorphism invariance (see e.g. [81]) is an inter-
esting problem that deserves further study. It would also be very interesting
to see how this proposal compares to other attempts in the literature to write
down kappa-symmetric coincident D-brane actions, e.g. [82, 83]. The process
of going from the picture with fermions to a matrix description needs to be
understood better and also what happens when one goes beyond the approxi-
mation of treating the fermions classically. Perhaps new insights can be gained
by using the pure spinor formulation of the superstring in which one can also
address the issue of quantum corrections to this action in a covariant way. Fur-
thermore it should be possible to give a clearer picture of the kappa-symmetry
of the action along the lines of the unified description in [84]. These and other
interesting questions we hope to be able to address in the near future.
We will end here with an intriguing observation on the non-abelian nature
of the geometry suggested by our considerations in this chapter. In section
7.2.1 we showed that the expressions ĥ‖ and ĥ⊥ that naturally appeared have
geometrical interpretations as (spinor representations of) Lorentz transforma-
tions in the directions parallel to the D-brane and transverse to it respectively.
The Lorentz transformation of the worldvolume directions play a role also in
the abelian case but the transformation in the transverse directions is a non-
abelian phenomenon present only for coincident D-branes. In the ordinary
(vector) representation this Lorentz transformation was
Λ b
′
a′ ≡
(
δ −M
δ +M
) b′
a′
with Ma′b′ ≡ N bαbβh a′bα h b
′
bβ . (7.66)
Now h a′bα is essentially a covariant α̂-derivative of the transverse coordi-
nate za
′
. Since M is two of these contracted with N it is essentially just the
Poisson-bracket of two transverse directions. When we pass to the matrix de-
scription we therefore get roughly
Ma
′b′
 −i[za′ , zb′ ] (7.67)
and
Λ b
′
a′  Sym
((
δc
′
a′ + i[za′ , z
c′ ]
)(
δc
′
b′ − i[zb′ , zc
′
]
)−1)
, (7.68)
where the ordering is (naturally) symmetrized in the factors of [z, z]. This is a
matrix valued Lorentz transformation, using the symmetrized product, in the
sense that
Sym
(
Λ c
′
a′ Λ
d′
b′ ηc′d′
)
= ηa′b′ . (7.69)
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This is no-longer true if we don’t take the symmetrized product however, since
we then pick up additional commutator terms.
This gives an interesting hint of non-commutative geometry and under-
standing what it means and how to make these ideas precise is a very in-
teresting problem for the future.
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Errata
• General: Paper [III] has been accepted by JHEP.
Chapter 2
• Page 14 footnote: "...by lation ones." −→ "...by latin ones.".
Chapter 3
• Page 35 eq. (3.80): η†10 −→ η†0 and η20 −→ η0.
Chapter 5
• Page 61 below eq. (5.71): "We see that two..." −→ "We see that to...".
Chapter 6
• Page 80 below eq. (6.91): "...in the second step."−→ "...in the third step.".
Chapter 7
• Page 89 eq. (7.18): − −→ + for the sign in front of the second term.
• Page 91 second eq. in (7.29): (−1)(p+1)/2 −→ (−1)(p−1)/2.
• Page 93 eq. (7.37): (−1)(p+1)/2 −→ (−1)(p−1)/2.
• Page 96 eq. (7.62): (−1)(p+1)/2 −→ (−1)(p−1)/2.
• Page 96 below eq. (7.62):”...that it is symmetric...” −→ ”...that it is anti-
symmetric...”.
• Page 96 eq. (7.63): (−1)(p+1)/2 −→ (−1)(p−1)/2.
• General: In the proof of kappa-symmetry in this chapter an argument,
due to [79], is used to drop terms proportional to a spinorial derivative
of the dilaton, φ. The argument is that these are proportional to the dilatino
which vanishes in a bosonic background. This argument is wrong for the
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following reason3: φ is in fact a superfield and though the lowest compo-
nent of Dαφ is proportional to the dilatino the higher components in the
θ-expansion are not and in fact the odd components in the expansion are
proportional to bosonic fields and are in general non-zero even in a bosonic
background. This means that the terms proportional to a spinor derivative
of φ must also be taken into account in the proof of kappa-symmetry as we
will now describe.
The superspace constraints, (7.8) – (7.10), should be amended with the
constraint
(F (n+1))α1a1···an = e
−φ(γa1···anχ
2)α
(F (n+1))α2a1···an = −(−1)n/2e−φ(γa1···anχ1)α (n even) , (E.1)
where we have defined χiα ≡ Dαiφ. This gives an extra contribution to the
kappa-variation of the WZ term, (7.15), and using (7.17) and the constraint
(E.1) the term in δκ
(
eK
∑
nC
(n)
)
that contributes to the variation of the
action becomes
e−φeK
10∑
n even
1
n!
(
δκE
1eban · · · eba1γba1···banχ2
− (−1)n/2δκE2eban · · · eba1γba1···banχ1
)
. (E.2)
The calculation follows the same steps as the calculation in the thesis. The
first term gives instead of (7.21)
e−φeK
∞∑
l=0
1
(2l)!
l∑
k=0
ebα2l · · · ebα2k+1ea2k · · · ea1
×
(
2l
2k
)
δκE
1γa1···a2kγbα2k+1···bα2lχ
2 . (E.3)
Shifting the sum on l by k and using the definitions of ĥ⊥ and ĥ‖, (7.24)
and (7.31), together with the relation (7.30) and the expression for the DBI
Lagrangian (7.33) the contribution to the variation of the WZ term becomes
−
∫
d2qη dp+1xLDBIδκE1ĥγ(p+1)χ2 , (E.4)
where ĥ ≡ ĥ‖ĥ⊥. Going through the same steps for the second term in
(E.2) and keeping track of the sign the extra terms missing in the variation
of the WZ term in (7.37) are
δκS
′
WZ = −
∫
d2qη dp+1xLDBI
(
δκE
1ĥγ(p+1)χ2
+ (−1)(p−1)/2δκE2ĥTγ(p+1)χ1
)
. (E.5)
3I would like to thank Dmitri Sorokin for pointing this out to me.
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The missing piece in the variation of the DBI term comes from varying the
dilaton factor e−φ and using the expression for the DBI Lagrangian (7.33)
we get
δκL′DBI = −LDBIδκφ = −LDBIδκEiχjδij . (E.6)
This is the term missing in (7.61). The extra term missing in the variation
of the total action, S = SDBI + SWZ, (7.64) is then
δκS
′ = −
∫
d2qη dp+1xLDBIδκET(1 + Γ)χ , (E.7)
where we have used the expression for Γ in (7.62) (corrected as above).
This term also vanishes using the expression for δκE in (7.65) and the
proof of kappa-symmetry is complete.
Linus Wulff 2007-02-09
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