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Abstract
In this paper, the control of Hopf bifurcation in an Internet congestion model with a single link accessed
by a single source is presented. By choosing the gain parameter as a bifurcation parameter, it is found that
the system without control cannot guarantee a stationary sending rate. Furthermore, Hopf bifurcation occurs
when the positive gain parameter of the system exceeds a critical value. For Internet congestion model,
a control model based on delayed feedback is proposed and analyzed for delaying the onset of undesirable
Hopf bifurcation. Numerical simulations are given to justify the validity of delayed feedback controller in
bifurcation control.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
There has recently been increasing interest in the potential applications of delay differential
equations representing physical models arising from different areas. For example, Hutchinson [1]
proposed the Hutchinson–Wright equation with delays to describe the growth of single species.
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the delay differential equations, see [2]. Furthermore, control theory also contains delay since
any control action takes effect only after a certain delay. An important issue is how delays affect
the dynamics of the controlled system, see [3].
Starting with the work of Kelly et al. in [4], congestion control mechanisms and active queue
management schemes (AQM) for the Internet have been developed in the past few years. In this
paper, we will consider the Internet congestion control model with a single route and single
source (see [12,13]), which can be formulated as delay differential equations in the following
form
dx(t)
dt
= k[w − x(t − D)p(x(t − D))], (1)
where x(t) is the sending rate of the source at time t , k is a positive gain parameter. In the Internet,
the communication delay is comprised of propagation delay and queuing delay. As the router
hardware and network capacity continue to be improved rapidly, the queuing delay becomes
smaller compared to the propagation delay. D is the sum of the forward and returning delays,
that is, the time during which the packet makes a round trip from a sender to a receiver, and back
to the sender. As a result, the sum of the forward and returning delays is fixed for resources on
a given route. w is a target (set-point), and p(·) is the congestion indication function. When a
resource within the network becomes overloaded, one or more packets are lost, and the loss of a
packet is taken as an indication of congestion. The congestion indication function is assumed to
be increasing, non-negative, and non-zero, see [14].
Bifurcation control has been studied by Andronov et al. as early as in the 60s of last century.
Abed et al. have developed the related theory. Since then, the research in this field was rapidly
activated. In a bifurcation control system, all the equilibria are generally required to remain un-
changed when the control actions are applied. Therefore it is not easy to design a common linear
controller for this purpose. In recent years, various methods have been used to control chaos and
bifurcations, see [5,7–11]. Particularly, delayed feedback control has also been widely used in
controlling chaos, see [9–11]. However, it has been noted that the application of delayed feed-
back in controlling bifurcations is not so popular, especially for controlling bifurcations arising
from time-delayed systems.
Bifurcation control generally refers to the design of a controller that is capable of modifying
the bifurcation characteristics of a bifurcating nonlinear system, thereby achieving some specific
dynamical behaviors, see [5,6]. Typical objectives of bifurcation control include delaying the on-
set of an inherent bifurcation, stabilizing an unstable bifurcated solution or branch, and changing
the critical points of an existing bifurcation, etc., see [5].
In the past few years, system (1) has attracted an increasing attention. Stability of such model
with delay has been extensively studied, see [12,15]. In order to get a deep and clear understand-
ing for the dynamics of model (1), Li et al., in [13], studied how the positive gain parameter, k,
affect the bifurcation. In detail, Hopf bifurcation may occur as k passes through a critical point.
Thus, the stationary sending rate is not guaranteed, which is not desirable. In this paper, our ob-
jective here is to design a delayed feedback controller to introduce a new Hopf bifurcation with
regard to k as well as make the Hopf bifurcation to have certain characteristics. We will delay
the onset of Hopf bifurcation by adding time delayed feedback control to the model (1). We will
show, with a Hopf bifurcation controller, that one can increase the critical value of positive gain
parameter k, thereby, guarantee a stationary sending rate for large parameter values, which ben-
efits congestion controls. It should be noted that, although Chen and Yu, in [19], also dealt with
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our paper is more general than the controller in [19] on the preservation of equilibrium points.
The purpose of this paper is the analytical and numerical study of Hopf bifurcation control
for the Internet congestion model specified by Eq. (1). The paper is organized as follows. In
the next section, we recall the main results for the Hopf bifurcation of the Internet congestion
model obtained in [13]. Section 3 deals with Hopf bifurcation control for the Internet congestion
model under delayed feedback control. To verify the theoretical analysis, numerical simulations
are carried out for an example in Section 4. The paper is finished by conclusions presented in
Section 5.
2. Stability analysis and Hopf bifurcation of model (1) without control
In this section, we first consider the stability of the Internet congestion model (1). For conve-
nience, we restate a result due to Hale [21].
Lemma 2.1. (Hale [21]) All roots of the characteristic equation λ+ c+be−λ = 0, where c and b
are real, have negative real parts if and only if (1) c > −1, (2) c + b > 0 and (3) b <√c2 + ξ2,
where ξ is the root of ξ = −c tan ξ , 0 < ξ < π , if c = 0 and ξ = π/2 if c = 0.
Notice that the equilibrium of system (1) is x∗, which satisfies x∗p(x∗) = w. Let y(t) =
x(t) − x∗ and u(t) = y(Dt), the linearized equation of (1) is
u˙(t) = −kD[p(x∗) + x∗p′(x∗)]u(t − 1),
the characteristic equation is
λ + kD[p(x∗) + x∗p′(x∗)]e−λ = 0.
Using Lemma 2.1, we have the following results about the stability of the equilibrium x∗ of
system (1).
Theorem 2.2. For system (1), the equilibrium x∗ is locally stable if k < π2D[p(x∗)+x∗p′(x∗)] , and
unstable if k > π2D[p(x∗)+x∗p′(x∗)] , where x∗ satisfies x∗p(x∗) = w.
Proof. A direct application of Lemma 2.1 to the characteristic equation with c = 0, b =
kD[p(x∗) + x∗p′(x∗)] proves the claim. This completes the proof. 
From the conclusion of Theorem 2.2, the bifurcation diagram is drawn in the parameter plane
as in Fig. 1.
Next, we formulate the results of Hopf bifurcation in the Internet congestion model (1), ob-
tained in [13].
Theorem 2.3. For system (1), a Hopf bifurcation occurs from its equilibrium, x∗, when the
positive gain parameter, k, passes through the critical value, k∗ = π2D[p(x∗)+x∗p′(x∗)] , where x∗
satisfies x∗p(x∗) = w.
Theorem 2.4. The Hopf bifurcation in the Internet congestion model (1) is determined by the
parameters μ2, β2, τ2, where μ2 determines the direction of the Hopf bifurcation: if μ2 > 0
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(μ2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic so-
lutions exist for k > k∗ (k < k∗); β2 determines the stability of the bifurcating periodic solutions:
the bifurcating periodic solutions are stable (unstable) if β2 < 0 (β2 > 0); and τ2 determines the
period of the bifurcating periodic solutions: the period increases (decreases) if τ2 > 0 (τ2 < 0).
The parameters μ2, β2, τ2 are given by
μ2 = −Re{C1(0)}Re{λ′(0)} ,
β2 = 2 Re{C1(0)},
τ2 = − Im{C1(0)} + μ2 Im{λ
′(0)}
ω0
, (2)
where
Re
{
λ′(0)
}= −b∗1D[p(x∗) + x∗p′(x∗)]
1 + (b∗1D)2
,
Im
{
λ′(0)
}= p(x∗) + x∗p′(x∗)
1 + (b∗1D)2
,
C1(0) = i2ω0
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
, (3)
in which
ω0 = π2D,
g20 = g02 = −g11 = −2b
∗
2
1 + b∗De−iω0D ,1
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[2(2b∗2 − g11 − g¯11)b∗2
b∗1
+ (g20 − g¯02 + 2b
∗
2)b
∗
2
b∗1 − 2iω0
− 3b∗3
]
,
b∗1 = −k∗
[
p(x∗) + x∗p′(x∗)],
b∗2 = −
k∗
2
[
2p′(x∗) + x∗p′′(x∗)],
b∗3 = −
k∗
6
[
3p′′(x∗) + x∗p′′′(x∗)]. (4)
The detailed derivation of the above formulas can be found in [13].
3. Stability analysis and Hopf bifurcation in controlled model (1)
We now turn to design a time-delayed feedback controller in order to control the Hopf bi-
furcation arising from the Internet congestion model (1). Following the ideal of Pyragas [16],
we add a time-delayed force α(x(t) − x(t − D)) to the model (1), that is the following delayed
feedback control system:
dx(t)
dt
= k[w − x(t − D)p(x(t − D))]+ α(x(t) − x(t − D)), (5)
where the feedback gain α is negative real number for the stability of the control system (5). It
is easy to see that this time-delayed feedback controller preserves the equilibrium point of the
original Internet congestion model (1). The goal of the control is to change the Hopf bifurcation
to achieve desirable behaviors, such as delaying the onset of a Hopf bifurcation.
Remark 3.1. In [19], the authors proposed the following controller:
α1
(
x(t − D) − x∗)+ α2(x(t − D) − x∗)2 + α3(x(t − D) − x∗)3,
to control the Hopf bifurcation of model (1). However, for some systems, the natural equilibriums
may change when bifurcation parameter varies. Therefore, conventional feedback α1(x(t)− x∗)
and the controller in [19] are unable to be added to this kind of system since x∗ is not fixed when
bifurcation parameter fluctuates. So our controller is more general in bifurcation control.
Using Taylor expansion, we can expand the right-hand side of Eq. (5) around x∗, resulting in
the following linearized equation:
x˙(t) = α(x(t) − x∗)+ b1(x(t − D) − x∗), (6)
where b1 = −α − k(p(x∗) + x∗p′(x∗)). Let u(t) = x(t) − x∗, then Eq. (6) becomes
u˙(t) = αu(t) + b1u(t − D), (7)
which has the characteristic equation:
λ − α − b1e−λD = 0. (8)
In what follows, we regard k as the bifurcation parameter to investigate the distribution of the
roots to Eq. (8).
Lemma 3.1. If α < 0, we have
(i) when 0 < k − 2α∗ ∗ ′ ∗ , all the roots of Eq. (8) have negative real parts;(p(x )+x p (x ))
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(p(x∗)+x∗p′(x∗)) , there exists D0 such that all the roots of Eq. (8) have negative
real parts when D ∈ [0,D0), and Eq. (8) has at least one root with positive real part when
D > D0, where
D0 = 1√
b21 − α2
arccos
(
− α
b1
)
;
(iii) when k < 0, there exists a root in Eq. (8) which has positive real part;
(iv) when k = 0, zero is a root of Eq. (8) and all the roots other than zero have negative real
parts.
Proof. (i) When b1 = 0, λ = α < 0, let iω (i is the unit of imaginary part, ω > 0) be a root of
Eq. (8), it is straightforward to obtain that
b1 cos(ωD) + α = 0, ω + b1 sin(ωD) = 0, (9)
yielding ω2 = b21 − α2, which dose not hold when |b1| < −α. When b1 = α, for Eq. (8), there
is no pure imaginary root, and λ = 0 is not its root. These imply that there is no root appearing
on the imaginary axis when b1 ∈ [α,−α). Thus, all the roots of Eq. (8) have negative real parts
when b1 ∈ [α,−α).
Since p(·) is assumed to be increasing, non-negative, and not equal to zero, we have
p(x∗) + x∗p′(x∗) > 0. So 0 < k  − 2α
(p(x∗)+x∗p′(x∗)) is equivalent to b1 ∈ [α,−α). Therefore,
the conclusion (i) follows.
(ii) If k > − 2α
(p(x∗)+x∗p′(x∗)) holds, we have b1 < α. From the definition of D0, we know that
(D0,
√
b21 − α2 ) is a solution of Eq. (9), i.e., ±i
√
b21 − α2 is a pair of pure imaginary roots of
Eq. (8) with D = D0.
Clearly, D0 is the first value of D > 0 such that Eq. (8) has root appearing on the imaginary
axis. Therefore, all the roots of Eq. (8) have negative real parts when D ∈ [0,D0).
Let λ(D) = ρ(D) + iω(D) be the root of Eq. (8) satisfying ρ(D0) = 0 and ω(D0) =√
b21 − α2. We can obtain
dλ
dD
= − b1λe
−λD
1 + b1De−λD ,
then
ρ′(D0) = Re
(
dλ
dD
∣∣∣∣
D=D0
)
= ω
2
(1 − αD0)2 + (ωD0)2 > 0.
Thus, Eq. (8) has at least one root with positive real part when D > D0. The conclusion (ii)
follows.
(iii) If k < 0 is satisfied, we have b1 > −α. Denote the left-hand side of Eq. (8) as Δ(λ) =
λ − α − b1e−λD , we have
Δ(0) = −α − b1 < 0, lim
λ→+∞Δ(λ) = +∞,
so there exists a λ∗ ∈ (0,+∞) such that Δ(λ∗) = 0, i.e., Eq. (8) has at least one positive real
root.
(iv) If k = 0 is satisfied, we have b1 = −α. It is easy to check that λ = 0 is a root of Eq. (8), and
(8) has no pure imaginary root. For a contradiction, assuming that (8) has a root with positive real
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and close to −α. This contradicts to (i). Then the proof is completed. 
From Lemma 3.1, we easily obtain the following results about the stability of the equilib-
rium x∗ of system (5).
Theorem 3.2. Let α < 0, we have
(i) if 0 < k − 2α
(p(x∗)+x∗p′(x∗)) , then the equilibrium x
∗ of system (5) is asymptotically stable
for all D  0;
(ii) if k > − 2α
(p(x∗)+x∗p′(x∗)) , then the x
∗ is asymptotically stable when D ∈ [0,D0) and unstable
when D > D0;
(iii) if k < 0, then the x∗ is unstable for all D  0.
Proof. It is well known that the solution is locally asymptotically stable if all the roots of the
characteristic equation have negative real parts and unstable if at least one root has positive real
part. Therefore, conclusions (i)–(iii) are straightforward from Lemma 3.1. This completes the
proof. 
According to the conclusion of Theorem 3.2, we can draw the bifurcation diagram in the
parameter plane as in Fig. 2.
Lemma 3.3. For the controlled system (5), there exists a minimum positive number k+0 such that
Eq. (8) has a pair of purely imaginary roots ±iω+0 at k = k+0 .
Fig. 2. The curves k = − 2α
(p(x∗)+x∗p′(x∗)) and k = 0 divide the left (α, k)-plane into three regions, read D1, D2 and D3.
D2 is an absolutely stable region; D1 is a conditionally stable region, and there is a stability switch for the parameter
being located in the region D1; D3 is an unstable region for all D  0.
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Proof. If λ = iω is a pure imaginary solution of (8), then it must satisfy (9). Then, we have the
following equation
tan(ωD) = ω
α
. (10)
Let v = ωD, then we have tan(v) = v/(αD). Solutions of this equation are the horizontal coor-
dinates of the intersecting points between the curve y = tan(v) and the line y = v/(αD). There
are infinite number of intersecting points for these two curves that are graphically illustrated in
Fig. 3.
Without loss of generality, we only consider the intersecting points with positive horizontal
coordinates vi , i = 1,2, . . . . It is clear that iπ −π/2 < vi < iπ , i = 1,2, . . . , and iπ − vi → π/2
monotonically when i → ∞. For these vi , form Eq. (9), we can choose bi1 = −α/ cos(vi), then
we have |bi | → +∞ and b11, b31, b51, . . . < 0, b21, b41, b61, . . . > 0. Then, from b1 = −α−k(p(x∗)+
x∗p′(x∗)), we have
ki = − b
i
1 + α
p(x∗) + x∗p′(x∗) . (11)
Since |bi1| > −α and p(x∗) + x∗p′(x∗) > 0, we obtain the following ordering
· · · < k6 < k4 < k2 < 0 < k1 < k3 < k5 < · · · .
Thus, we can choose k+0 = k1 = −(b11 + α)/(p(x∗) + x∗p′(x∗)). Clearly, Eq. (8) has a pair of
purely imaginary roots ±iω+0 at k = k+0 . 
Remark 3.2. It should be noted that in the proof of Lemma 3.3, the ordering of k is indeed
independent of α.
We will only discuss the case of k = k+0 = k1. In this case, ω = ω+0 , b1 = b11 and v1 = ω+0 D.
Then, we have the following results about Hopf bifurcation.
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equilibrium x∗, when the positive gain parameter, k, passes through the critical value, k∗ = k+0 ,
where the equilibrium point x∗ is kept unchanged, satisfying x∗p(x∗) = w.
Proof. The last condition for the occurrence of a Hopf bifurcation at k+0 is
d
dk
[Reλ]k+0 = 0. (12)
Letting λ = ρ + iω, and then substituting λ into the characteristic Eq. (8) yields
(ρ + iω) − α − b1e−ρD
[
cos(ωD) − i sin(ωD)]= 0,
from which one can easily obtain
dρ
dk
+ (p(x∗) + x∗p′(x∗))e−ρD cos(ωD)
− [α + k(p(x∗) + x∗p′(x∗))]De−ρD cos(ωD)dρ
dk
− [α + k(p(x∗) + x∗p′(x∗))]De−ρD sin(ωD)dω
dk
= 0,
dω
dk
− (p(x∗) + x∗p′(x∗))e−ρD sin(ωD)
+ [α + k(p(x∗) + x∗p′(x∗))]De−ρD sin(ωD)dρ
dk
− [α + k(p(x∗) + x∗p′(x∗))]De−ρD cos(ωD)dω
dk
= 0.
This implies that
dρ
dk
∣∣∣∣
k=k+0
= −(p(x
∗) + x∗p′(x∗)) cos(ω+0 D) − (p(x∗) + x∗p′(x∗))b11D
[1 + b11D cos(ω+0 D)]2 + [b11D sin(ω+0 D)]2
= −(p(x
∗) + x∗p′(x∗))[cos(v1) + b11D]
[1 + b11D cos(v1)]2 + [b11D sin(v1)]2
,
dω
dk
∣∣∣∣
k=k+0
= (p(x
∗) + x∗p′(x∗)) sin(ω+0 D)
[1 + b11D cos(ω+0 D)]2 + [b11D sin(ω+0 D)]2
= (p(x
∗) + x∗p′(x∗)) sin(v1)
[1 + b11D cos(v1)]2 + [b11D sin(v1)]2
. (13)
From the proof of Lemma 3.3, since π/2 < v1 < π , we can obtain cos(v1) < 0, b11 =−α/ cos(v1) < 0. Therefore, we have
dρ
dk
∣∣∣∣
k=k+0
> 0.
Thus, the transversality condition (12) for Hopf bifurcation is satisfied. Applying Lemma 3.3
and Hopf bifurcation theorems for functional differential equations in [17], we obtain that Hopf
bifurcation occurs at k∗ = k+0 for the controlled system (5). This completes the proof. 
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without changing the original equilibrium points by choosing an appropriate value of α.
Next, we will use the center manifold and normal form theories introduced in [1] to study
the direction of Hopf bifurcation and stability of the bifurcating periodic solutions on the center
manifold in the controlled system (5).
For notation convenience, let k = k∗ + μ. Then, μ = 0 is the Hopf bifurcation value for
system (5). We assume that the function p ∈ C3(R). Applying Taylor expansion to the right-
hand side of system (5) at the equilibrium point, x∗, we have
u˙(t) = αu(t) + b1u(t − D) + b2u2(t − D) + b3u3(t − D) + o
(|u|4), (14)
where
b1 = −α − k
(
p(x∗) + x∗p′(x∗)),
b2 = −k2
(
2p′(x∗) + x∗p′′(x∗)),
b3 = −k6
(
3p′′(x∗) + x∗p′′′(x∗)). (15)
For initial condition φ = φ(s,μ), s ∈ [−D,0] with φ ∈ C([−D,0],R), we set
Lμφ = αφ(0) + b1φ(−D),
and
F(μ,φ) = b2φ2(−D) + b3φ3(−D) + o
(|φ|4).
By the Riesz representation theorem, there exists a function η(θ,μ) of bounded variation for
θ ∈ [−D,0], such that
Lμφ =
0∫
−D
dη(θ,μ)φ(θ) for φ ∈ C,
which can be satisfied by choosing
η(θ,μ) = αδ(θ) + b1δ(θ + D),
where δ is the Dirac delta function.
For φ ∈ C1([−D,0],R), define
A(μ)φ =
{ dφ(θ)
dθ , θ ∈ [−D,0),∫ 0
−D dη(μ, s)φ(s), θ = 0,
and
R(μ)φ =
{
0, θ ∈ [−D,0),
F (μ,φ), θ = 0.
Then, system (14) is equivalent to
u˙t = A(μ)ut + R(μ)ut , (16)
where ut (θ) = u(t + θ) for θ ∈ [−D,0].
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A∗ψ(s) =
{− dψ(s)ds , s ∈ (0,D],∫ 0
−D ψ(−t)dη(t,0), s = 0,
and a bilinear inner product
〈
ψ(s),φ(θ)
〉= ψ¯(0)φ(0) −
0∫
θ=−D
θ∫
ξ=0
ψ¯(ξ − θ)dη(θ)φ(ξ)dξ, (17)
where η(θ) = η(θ,0). Then, A(0) and A∗ are adjoint operators.
In order to determine the Poincaré normal form of the operator A(0), we need to calculate
the eigenvector q of A(0) corresponding to the eigenvalue iω+0 and the eigenvector q∗ of A∗
corresponding to the eigenvalue −iω+0 . One can easily verify that
q(θ) = exp(iω+0 θ), θ ∈ [−D,0),
is the eigenvector of A(0) corresponding to the eigenvalue iω+0 , and
q∗(s) = B exp(iω+0 s), s ∈ [0,D),
is the eigenvector of A∗ corresponding to −iω+0 .
From (17), we have
〈
q∗(s), q(θ)
〉= B¯ −
0∫
θ=−D
θ∫
ξ=0
B¯e−iω
+
0 (ξ−θ) dη(θ) eiω
+
0 ξ dξ = B¯ − B¯
0∫
θ=−D
θeiω
+
0 θ dη(θ)
= B¯(1 + b1De−iω+0 D).
Thus, we can choose
B = 1
1 + b1Deiω+0 D
,
such that 〈q∗(s), q(θ)〉 = 1.
Following the algorithms given in [1] and using a computation process similar to that in [18],
one can obtain the coefficients which will be used in determining the important quantities:
g20 = 2B¯b2e−2iω+0 D,
g11 = 2B¯b2,
g02 = 2B¯b2e2iω+0 D,
g21 = 2B¯
[
2b2e−iω
+
0 DW11(−D) + b2eiω+0 DW20(−D) + 3b3e−iω+0 D
]
, (18)
where
W20(θ) = ig20
ω+0
eiω
+
0 θ + ig¯02
3ω+0
e−iω
+
0 θ + E1e2iω+0 θ ,
W11(θ) = − ig11
ω+
eiω
+
0 θ + ig¯11
ω+
e−iω
+
0 θ + E2, (19)0 0
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E1 = 2b2e
−2iω+0 D
2iω+0 − α − b1e−2iω
+
0 D
, E2 = − 2b2
α + b1 . (20)
Therefore, each gij in (18) has been expressed in terms of the parameters and the delay given in
system (5). Furthermore, we can compute the following quantities:
C1(0) = i2ω+0
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
,
μ2 = −Re{C1(0)}Re{λ′(0)} ,
β2 = 2 Re
{
C1(0)
}
,
τ2 = − Im{C1(0)} + μ2 Im{λ
′(0)}
ω+0
. (21)
Now, the main results of this section are summarized as follows.
Theorem 3.5. The Hopf bifurcation exhibited by the controlled Internet congestion model (5) is
determined by the parameters μ2, β2, τ2, where μ2 determines the direction of the Hopf bifur-
cation: if μ2 > 0 (μ2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the bifur-
cating periodic solutions exist for k > k∗ (k < k∗); β2 determines the stability of the bifurcating
periodic solutions: the bifurcating periodic solutions are stable (unstable) if β2 < 0 (β2 > 0); and
τ2 determines the period of the bifurcating periodic solutions: the period increases (decreases)
if τ2 > 0 (τ2 < 0).
4. Numerical simulations
In this section, some numerical examples are given to verify the results obtained in the pre-
vious section, applying the time-delayed feedback controller to control the Hopf bifurcation of
Internet congestion model (1).
For comparison, the same model (1), used in [13], is discussed, with w = 1, D = 1 and
p(x) = x/(20 − 3x). For the uncontrolled model, it follows from Theorems 2.3 and 2.4 that
x∗ = 3.2170, k∗ = 1.7231, ω0 = 1.5708,
and
μ2 = 0.4484, τ2 = 0.0769, β2 = −0.4579.
The dynamical behavior of this uncontrolled Internet congestion model (1) is illustrated in
Figs. 4–6. From Theorem 2.2, it is shown that when k < k∗, trajectories converge to the equi-
librium point (see Fig. 4), while as k is increased to pass k∗, x∗ loses its stability and a Hopf
bifurcation occurs (see Figs. 5 and 6). Note that the periodic orbits are stable since β2 < 0, the
bifurcating periodic solutions exist at least for the value k slightly larger than the critical value
k∗ since μ2 > 0 and the period of the periodic solutions increases as k increases due to τ2 > 0.
Now we choose appropriate value of α to control the Hopf bifurcation. It is easy to see from
Theorem 3.4 that for an appropriate value of α, we can delay the onset of the Hopf bifurcation.
For example, by choosing
α = −0.6,
1022 M. Xiao, J. Cao / J. Math. Anal. Appl. 332 (2007) 1010–1027Fig. 4. Waveform plot and phase portrait of model (1) with k = 1.65.
Fig. 5. Waveform plot and phase portrait of model (1) with k = 1.75.
Fig. 6. Waveform plot and phase portrait of model (1) with k = 2.
we can apply Theorem 3.4 and (21) in Section 3 to obtain
x∗ = 3.2170, k∗ = k+0 = 2.8225, ω+0 = 1.8798,
and
μ2 = 1.0009, τ2 = 0.0660, β2 = −0.6820.
M. Xiao, J. Cao / J. Math. Anal. Appl. 332 (2007) 1010–1027 1023Fig. 7. Waveform plot and phase portrait of model (5) with k = 2 and α = −0.6.
Fig. 8. Waveform plot and phase portrait of model (5) with k = 2.9 and α = −0.6.
Note that the controlled Internet congestion model (5) has the same equilibrium point as that
of the original Internet congestion model (1), but the critical value k∗ increases from 1.7231 to
2.8225, implying that the onset of the Hopf bifurcation is delayed.
We choose k = 2, α = −0.6 ((k,α) ∈ D1, the same value k used in Fig. 6). With these para-
meters, D0 = 1.9551 is obtained from Lemma 3.1. Hence, by Theorem 3.2, instead of having a
Hopf bifurcation, the controlled Internet congestion model (5) converges to the equilibrium point
x∗ when D = 1 ∈ [0,D0), as shown in Fig. 7.
We choose k = 2.9, α = −0.6 ((k,α) ∈ D1). With these parameters, D0 = 0.9567 is obtained
from Lemma 3.1. Hence, by Theorem 3.2, the equilibrium point x∗ is unstable when D = 1 ∈
(D0,∞), as shown in Fig. 8. Moreover, when k = 3.1, α = −0.6 ((k,α) ∈ D1), we can derive
D0 = 0.8602 from Lemma 3.1. Therefore, by Theorem 3.2, the equilibrium point x∗ is also
unstable when D = 1 ∈ (D0,∞), as shown in Fig. 9.
It is shown that when k passes the critical value k∗ = 2.8225, a Hopf bifurcation occurs (see
Figs. 8 and 9). The periodic orbits are stable since β2 < 0. Since μ2 > 0, the bifurcating periodic
solutions exist at least for the value k slightly larger than the critical value k∗. Since τ2 > 0, the
period of the periodic solutions increases as k increases.
It can be shown that if we choose a smaller value of α, the Internet congestion model may
not have a Hopf bifurcation even for larger values of k (see Fig. 11). This indicates that the time-
delayed feedback controller can delay the onset of Hopf bifurcation, thus guarantee a stationary
sending rate for larger values of k. For example, when choosing α = −2, the controlled Inter-
net congestion model (5) converges to the equilibrium point x∗ if k < k∗ = 5.5284. In detail,
1024 M. Xiao, J. Cao / J. Math. Anal. Appl. 332 (2007) 1010–1027Fig. 9. Waveform plot and phase portrait of model (5) with k = 3.1 and α = −0.6.
Fig. 10. Waveform plot and phase portrait of model (5) with k = 4 and α = −2.
Fig. 11. The fluctuation of k∗ depending on α.
we choose k = 4, α = −2 ((k,α) ∈ D2). By Theorem 3.2, the controlled Internet congestion
model (5) converges to the equilibrium point x∗ when D ∈ [0,∞), as shown in Fig. 10.
Finally, the bifurcation figure is obtained (see Fig. 12).
M. Xiao, J. Cao / J. Math. Anal. Appl. 332 (2007) 1010–1027 1025Fig. 12. Bifurcation diagram of model (1) without and with control.
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In this paper, the bifurcation control problems have been considered for an Internet conges-
tion control system with single link and single source. For the system (1), the corresponding
control model (5) based on delayed feedback controller has been displayed. It has been shown
that the control actions are effective as it meets the purpose of retarding the occurrence of bifur-
cation (i.e. delaying the onset of a Hopf bifurcation), and thus a stationary sending rate for large
positive gain parameter is guaranteed. It should be pointed out that, although Chen and Yu, in
[19], also have dealt with bifurcation control for Internet congestion model (1), the time delayed
feedback control used in our paper is more general than the controller in [19] on the preservation
of equilibrium points. Simulation results have demonstrated the correctness of our theoretical
analysis.
On the other hand, the application of delayed feedback in controlling bifurcations is not so
popular. Besides the controller used in this paper, bifurcation control can also be accomplished by
other more general delayed feedback controller, such as α(x(t) − x(t − τ)), τ = D and delayed
feedback with latency time [20], α(x(t −δ)−x(t −τ −δ)), where latency time δ can be included
as an additional time delay in the control force. Bifurcation control based on these controllers
will be studied in our future works.
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