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Twentieth-Century Mormon Eloquence:
A Stylistic Analysis of Two Sermons by Neal A. Maxwell

Gideon Burton
Brigham Young University

Public address and oratory in Mormon culture
constitute a long and rich tradition that has been
largely neglected by ethnographers, rhetoricians, and
linguists. While oral discourse among Mormons has
received some attention by folklorists,' so far very few
and limited studies of Mormon sermons or preaching
have been published,' and little study has been done of
the general conferences of The Church of Jesus Christ
of Latter-day Saints, those semiannual gatherings in
which the faithful worldwide spend a weekend listening attentively to ten or more hours of formal sermons.'
It has been by way of these general conferences that
so many individual orators have become part of the
texture of Mormon history, faith, and discourse. From
the stentorian cadences of Bruce R. McConkie to the
evangelical rhapsodies of LeGrand Richards; from
the memorable homilies of Thomas S. Monson to the
doctrinal explications of former justice Dallin Oaks,
a rich diversity of approaches to the sermon characterizes the general conference address.
Regrettably, few of these orators have received any
significant appraisal of their preaching methods. I hope,
in small measure, to begin rectifying this lapse in the
appreciation of Mormon sermons by speaking today
on the sermon style of Neal A. Maxwell, an Apostle
whose speeches are consistently compelling and popular.· My purpose is to characterize Maxwell's sermons linguistically and rhetorically, and to answer the
question, "What is it that makes Maxwell's sermons

the object of such rapt attention?" I draw for my examples upon two of his addresses, "Willing to Submit,"
delivered in April 19X5, and "According to the Desire
of [Our] Heart," delivered October 1996,5
There is a characteristically intellectual quality to
Maxwell's style, reflecting his background as an educator and as a person well read in both literature and contemporary culture. Thus, at times he articulates heady
abstractions of a philosophical nature, such as when he
describes Christ's suffering in Gethsemane as "enormity multiplied by infinity" (XS:48). At other times, he
draws upon registers of diction more commonplace and
general, such as when he echoes the mundanely comprehensible realm of automobile insurance by referring
to the "no fault" philosophy of our day (96:8). Maxwell
mixes his idioms, suggesting that although he contemplates life from the transcendent heights of faith and
theology, he also lives life with the rest of us in the
trenches. Consider the following passage, which he introduces by acknowledging that at times God causes or
permits some of our suffering:
This sobering reality calls for deep submissiveness,
especially when God does not remove the cup from
us. In such circumstances, when reminded about
the premortal shouting for joy as this life's plan
was unfolded (see Job 38:7), we can perhaps be
pardoned if, in some moments. we wonder what all
the shouting was about. (XS:38)
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Maxwell here blends somber reflection and
biblical allusion with a gentle irony achieved
through the pleasant juxtaposition of scriptural
idiom with the everyday. The net effect of this
blend is that Maxwell communicates as much empathy as doctrine. His use of the first person plural
buttresses his empathetic ethos. for in using it he
joins his audience in wondering, at times, what all
the shouting is about.
Maxwell's mix of educated and everyday
diction is also evident in the many comparisons,
analogies, metaphors, and similies that he employs.
Maxwell's prose is unusually rich in such figurative language, and this means of expression, in
addition to his penchant for alliteration. has become
a signature element of his sermons. His analogies
and metaphors simultaneously challenge the mind
and appeal to the commonplace, making them particularly memorable and rhetorically effective.
For example, in accounting for the necessarily
difficult nature of mortal existence, Maxwell warns
us not to embrace too superficial a view of life
lest we mistakenly speak of this mortal experience only as coming here to get a body, as
if we were merely picking up a suit at the
cleaners. Or, lest we casually recite how we
have come here to be proved, as if a few brisk
push-ups and deep knee bends would do.
(85: II)
Once again, his metaphors are effective because they appeal to the commonplace, yet also
communicate his idea with concision and force. As
one imagines the little effort required to go to the
cleaners or to do some half-hearted calisthenics,
the contrast that Maxwell intended comes clear.
This example also illustrates Maxwell's characteristic use of hypothetical comparisons. In
another instance, he aligns a series of three hypothetical comparisons to illustrate the folly of holding back one's complete submission to God's will:
This holding back is like leaving Egypt without journeying all the way to the Holy Land,
or waiting in Nauvoo for the railroad to come
through, or staying permanently at Winter
Quarters. (85:3)
Unlike the previous example, rather than employing a comparison that appeals to contemporary experience, his analogies appeal to the cultural and religious memory of his audience. What
if the freed Israelites escaped Egypt never to cross

into Canaan? It is a question anyone from the
Judeo-Christian tradition could imagine with
discomforted concern. Latter-day Saints would
recognize the foolishness of anyone who would
stay in Nauvoo, a place of all too temporary security before it was overrun by anti-Mormon mobs.
Likewise, knowing what would await the early
Mormons in the Salt Lake Valley, Latter-day
Saints would cringe at the foolishness of remaining in the makeshift camp of Winter Quarters.
In each of these three hypothetical situations,
Maxwell allows his audience to exercise a simple
kind of hindsight: of course any of these choices
would be foolish, given what we know God has
planned for his children. Suddenly, the abstraction
"holding back one's submission to God" takes on
a concrete form to which Maxwell's audience will
relate by imaginatively placing themselves among
those who would not make the foolish choices
Maxwell hypothesizes. The comparison does not
simply relate the idea more memorably; rather, it
causes the audience to actively participate in imagining themselves to be the sort of person to
make a better choice.
Indeed, Maxwell's comparisons and figurative language constitute different means towards
this same end, involving the audience imaginatively, engaging his hearers and listeners, not just
informing them. One method for so doing is the
use of what in poetry is called a "conceit," or an
analogy that is developed with respect to several
different attributes, a metaphor writ large (but not
so large that it becomes allegorical).
Examples of these sentence- or paragraphlevel comparisons abound in Maxwell"s sermons.
For example, Maxwell opens his November 1996
address with a simple metaphor, which he then
amplifies:
Brothers and Sisters, the scriptures offer us so
many doctrinal diamonds. And when the light
of the Spirit plays upon their several facets,
they sparkle with celestial sense and illuminate the path we are to follow. (96: I)
Doctrine can be dull indeed, but this metaphor piques our interest because Maxwell plays it
out. almost teasingly. On the one hand, we understand his point that dull doctrines grow bright in
the light of the Holy Ghost; on the other, we don't
yet know which doctrine he means to discuss.
Like people at a jewelry store, we are dazzled at
what has met our senses, perhaps enough to make
a further investment.
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His 1985 address opened similarly with an extended metaphor, another comparison to something
in the natural world, something that would not reveal his theme. but would incite the listener or
reader to proceed in order to learn. Referring to an
unnamed quality, Maxwell claimed "the lack of it
keeps so many of us straggling in the foothills and
off the peaks in the adventure of full discipleship."
His comparison is appealing, for it takes a concept of ten associated with privation or disciplinediscipleship-and does all but name Indiana Jones
in making discipleship sound like a journey of excitement. We are compelled to wonder, what is
this quality that could so enliven one's religious
life? The balance of his speech becomes the answer
to the question that he has caused us to pose to
ourselves.
Maxwell's extended metaphors, or conceits,
prove interesting in their variety. From the positive connotations of nature scenes he can tum to
the darker domains of urban life to make his point.
In his 1996 speech on the topic of "desire," he asserts the importance of properly understanding the
doctrines pertaining to desire
because of the spreading effluent oozing out
of so many unjustified excuses by so many.
This is like a sludge which is sweeping society along toward "the gulf of misery and endless wo." (96:8)
Here. the act of self-rationalization is graphically compared to pollution or sewage. Perhaps
Maxwell was editorializing indirectly on his impatience with those unwilling to accept responsibility for themselves, but in any case. Maxwell
makes the business of excuse-making a very dirty
one indeed.
Interestingly, for a man whose delivery is
characterized by a meek and moderate demeanor,
Maxwell uses metaphors that sometimes prove incongruous with his peaceful approach. War and
battle are repeated metaphors upon which
Maxwell draws. "Righteous desires need to be relentless," he affirms. then quotes Brigham Young.
who said that seekers of the celestial kingdom
must "battle every day." "Therefore," Maxwell
concludes, "true Christian soldiers are more than
weekend warriors" (96:14). Once again, he mixes
registers of diction, evoking smiles by combining
the seasoned comparison of Christians to soldiers
with the term "weekend warriors," a phrase that
has come into American parlance only this past
decade. A "weekend warrior" is one of those

would-be athletes that can devote their off days
only to pursuing sports. It is a catchy shorthand to
describe the amateur or dilettante. Obviously
Maxwell, echoing Brigham Young. believes
Christians must be career soldiers. He continues
the metaphor later in the same speech. claiming
that "only by educating and training our desires
can they become our allies instead of our enemies" (96:22). The political realm thus becomes a
lens for the personal. Describing that part of ourselves over which. in contrast to genetics and
environment, we have control, Maxwell says,
There remains an inner zone in which we are
sovereign, unless we abdicate. In this zone
lies the essence of our individuality and our
personal accountability. (96:3)
In another passage, Maxwell draws upon the
realm of physics to make his comparison.
Each assertion of a righteous desire. each act
of service, and each act of worship, however
small and incremental, adds to our spiritual
momentum. Like Newton's Second Law.
there is a transmitting of acceleration.
associated with even the small acts of
goodness. (96:21)
The variety of linguistic and cultural domains
upon which Maxwell draws reflects more than his
wide reading. His incessant and shifting metaphors
are rhetorically significant in terms of the audiences he addresses, the themes he chooses, and the
unconventional pattern of arrangement he employs.
Although Maxwell's audience can be assumed to be Latter-day Saints, this group becomes
less homogenous with time and now comprises
people of starkly different educational, cultural,
economic, and geographical character. As one
sixteenth-century critic said in defending the use
of figurative language in poetry, through these
means one is able to "feed diverse tastes."" The
experience of individuals will differ widely.
The more domains of experience upon which the
speaker draws in making comparisons, the more
likely he will be to reach more people.
Another reason why Maxwell uses such variety in his metaphors and comparisons has to do
with the subject matter he is attempting to animate. Nothing is more hackneyed or dull than the
themes of religion that preachers have rehearsed
for centuries. It is a daunting task to address an
audience of millions with nothing new to say. The
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task, it appears, is not so much to inform as it is to
inspire, to prick the hearts of listeners to act upon
what their heads already knew before hearing the
sermon. Maxwell seems to be conscious of this
very dilemma when he describes the process that
Christ underwent as he began to take upon him his
expiatory burden in the Garden.
When the unimaginable burden began to
weigh upon Christ, it confirmed His long-held
and intellectually clear understanding as to
what He must now do .... Jesus knew cognitively what He must do. but not experientially.
(85:42,44)
Maxwell's metaphors and comparisons thrust
us into the Garden, as it were, to experience the
reality of the doctrines in terms that are viable,
alive to us, steeped in the human dramas that we
relate to better than the best-intentioned maxims
on morality. As when we read his own description
of Jesus' experience, we are at times astonished
and awestruck as we take upon ourselves the curious burden of Max well's prose.
It may seem strange to refer to his prose as a
burden, but anyone who has listened to or read
Maxwell will agree that listening to him requires
work. simply to follow what he is saying. Once
we abandon the transmitter model of communication and recognize that the goal is not to transfer
knowledge but to incite action, we can better realize the virtue of prose that requires more for us to
comprehend.
In an age that favors the plain speech of
business communication or the no-nonsense
approach of scientitic writing, it may be difficult
to appreciate ancient Greek and Roman literary
standards that considered prose to be defective if
not properly adorned with tigurative speech. The
Romans called this vice aschematismus, or lack of
ornament. The Greeks had a term as well. skotison,
a verb which meant "to darken." For communication as serious as religion, what was needed was
sufficient ornament to engage the listener. If the
matter were stated too clearly, too baldly, it would
not have a motivating effect upon the listener.
Today, "ornamentation" suggests something
that is superfluous to the substance. However,
until the purifications of prose that occurred in the
wake of the Enlightenment, the ornamented nature of language was considered essential, as
the terms aschernatismus or skotizol1 suggest. The
word "ornamentation" comes from the Latin verb
ornare, which means "to equip." Ornament was

not so many entertaining frills-it was the verbal
equipment necessary to get the job done.
Thus, we can appreciate Maxwell's prose as
being highly ornamented; that is, his rich figurative language is the equipment to accomplish his
purpose of engaging, interesting, and motivating
an audience to do what it already knows it should.
The ornamentation that characterizes Maxwell's
sermons is found not only in his diction and comparisons, but in the sound qualities and patterns of
repetition he employs. His prose appeals not only
to our heads, but also to our ears.
This appeal is most evident in Maxwell's use
of alliteration, the repetition of initial consonants
in nearby words. This is so prominent a feature in
Maxwell's prose that at times he seems to fall into
the vice known as paroemion (overall iteration) or
cacemphaton (unpleasant sound). However, this
ornament of sound more often drives his purpose
home and renders his sermons more memorable.
Sometimes his alliteration simply underscores related terms, such as when he explains that giving
of ourselves involves "giving time. talent, and
treasure" (85: 18). The ideas are more likely to
be remembered together because they are linked
cohesively through the t sound.
At other times. Maxwell's alliteration serves
to place ideas into a closer relation with one another. For example, when he says "spiritual submissiveness means ... community and communion" (85: 16), the proximity in sound of these last
two words suggests a proximity in what they represent: as we draw closer to our neighbors, we
draw closer to God.
Maxwell often employs alliteration to appeal
through pathos. either evoking humor or indicating
vehemence. An example of the tirst is when he
claims Christ was not merely a "Palestinian
Plato"; of the latter. when he speaks of God trying
us by stripping away the "malignant mole of
materialism" (85:35). Alliteration is not simply
some catchy ear candy-it can carry strong connotations to buoy up the semantic content. For example, Maxwell capitalizes upon the suggestively
sinister nature of sibilants when referring in a
mildly sardonic way to one having "a statusful
place in the secular synagogue" (85:4), or in labeling the "solitary cell of seltishness" (85: 15), or
those having "a sad unsettlement of soul" (96:23).
If such sound qualities can be a bit unsettling,
suggesting by their aural qualities the dangers their
words denote or their metaphors connote, Maxwell
employs other uses of repetition and sound for the
opposite effect. Listen to the following passage.
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not for its alliteration, but for the use of repeated
endings in the two clauses of the second sentence:
Spiritual submissiveness means, instead. community and communion as the mind and the
heart become settled. We then spend much
less time deciding. and much more time serving; otherwise, the more hesitation, the less
inspiration. (85: 16)
This illustrates two different figures of speech
common to Maxwell's prose: homoioteleuton and
antithesis; and two methods of arrangement: balance and contrast. Homoiotdeuton, a Greek word
meaning "having the same ending," provides a
way for aligning ideas in the process of aligning
their position and sound. Homoioteleuton occurs
in all rhymes. but it can also occur in prose, as it
does in this passage, by placing in parallel position
words of the same grammatical form or carrying
the same etymological suftix. In this case, "deciding" and "serving" are parallel participles. coming
at the end of successive phrases: "hesitation" and
"inspiration" are nouns placed in parallel position
that share the same latinate noun-ending, "-tion."
In the same sentence occurs antithesis, the use of
opposing terms: "much less time" is opposed to
"much more time"; "the more hesitation" is contrasted with "the less inspiration." The two clauses
themselves are opposed, as signaled by the transitional word "otherwise": the tirst clause indicates
the positive results of submissiveness; the second,
the negative results. All of these opposites and
contrasts are couched in neatly parallel phrases
and clauses that occur in pairs. By employing such
symmetry, Maxwell produces a balanced effect
that connotes having thought things through. The
evenness of such coupled thoughts suggests stability and balance.
When symmetry and balance work with antithesis, the effect is to give clarity to contrasts.
Consider the following:
The tilt of our souls in first moments is so
vital. Will what follows be viewed with disdain or as having some design? Which will
we do most, murmur or ponder? (85:37)
"Disdain" is aligned with an opposing attitude, "having some design." while "murmur" is
made parallel to a contrasting action. "ponder."
Thus. employing parallelism. homoioteleuton and
antithesis, Maxwell heightens our sense of choice
in the matter of directing our souls' attitudes.

This same combination of balance and opposition works well to communicate the paradoxes of
submission that are a common theme in Maxwell:
"subjection to God is really emancipation"
(85:37). The irony of this statement is lessened,
the paradox proven more true. by the very sound
of the words. "Subjection" is, in the ending and in
the end, much like "emancipation." Maxwell applies this method of underscoring paradox to his
description of Christ: "Jesus knew cognitively
what He must do. but not experientially." This returns us to the justification for Maxwell's highly
figurative, ornamented prose-he intends for us
not simply cognition, but experience, not just
knowledge, but action. His rhetoric tailors itself to
our understanding, but by engaging our ears and
moving our hearts, he does more than simply
teach; aurally, imaginatively. and cognitively, we
are by his language brought into an engagement
with the principles that is closer to experience than
to naked cognition.
Finally, I would like to make some observations on Maxwell's general patterns of arrangement across the entirety of his speeches. While listeners and readers confess having to work in order
to appreciate Maxwell, this is not because his
themes are complex, but because his organization
is unconventional. Rather than following a linear
pattern of development in outline form, as others
at the same pulpit so often do. Maxwell follows a
circular pattern. He identifies a theme early in his
speech. such as "submissiveness" or "desire," and
then presents observations on these qualities that
follow no necessary order; rather, they all follow
the simple order of referring back to the original
theme. This can be jarring, for in the flow of listening or reading our expectations are that paragraphs will be linked cohesively to one another,
like a chain. But Maxwell's addresses follow a
pattern more akin to a hub with spokes. The net
effect is that listeners or readers can rarely trace
back in their minds how they arrive at any given
point in his sermons. but they never forget what
the overall message concerns. It is as though
Maxwell makes only one claim, which is then
very fulsomely supported as he ranges across
scripture and invents effective analogies. His
ornamentation is complex, but his arrangement
is simple.
Had I more time. I would point out the ways
in which this method of arrangement is consistent with medieval methods of preaching that
were founded upon the principle of dilation. 7 By
this. a scriptural theme was chosen and amplified
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according to eight standard modes that included,
among others, the word plays and metaphors
I have identified today in Maxwell's sennons. s
Given this affinity with medieval sennons, it
is ironic that many believe Maxwell's sermons
more fit to be read than heard. His reliance upon
the sound qualities of language, his vivid comparisons, and his circular pattern of composition are
more redolent of oral discourse than written, and
Maxwell thus continues a long tradition in which
sermons were to live on-not in printed reports
stored on a shelf, but in the memories of the
listeners.
Maxwell's sermons make demands on his
audiences, whether listeners or readers. Rather
than resist his unconventional richness, we would
do better to relish Neal A. Maxwell's figurative language, for in the unraveling, his words
both require and reward our most attentive
thought.

Notes
1. See, for example, William A. Wilson. "In
Praise of Ourselves: Stories to Tell," BYU Studies 30.1
(1990): 5-24.
2. However, there are nearly 20 unpublished Master's theses and Ph.D. dissertations that have analyzed
individual speakers and their rheteric. See James B.
Allen, Ronald W. Walker, and David J. Whittaker, eds,
Studies in Mormon History 1830-/997: An Indexed
Bih/iography (Urbana: University of Illinois Press,
2000), 890-91). Eugene England, who has puhlished
analyses of the speaking styles of Brigham Young and
Spencer W. Kimball. has called for attention to this
genre in his hibliographic work. See his "Mormon Literature: Progress and Prospects," in Mormon Americana: A Bihliographical Guide to Printed Material in
the British Library Relating to The Church of Jesus

Christ of Latter-day Saints, ed. David J. Whittaker
(Eccles Centre for American Studies, 1(94).
3. See Joseph Boyer Jarvis, "Preaching in the
General Conferences of the Mormon Church, 18701900," (Ph.D. disseratation, Northwestern University,
1958), for a useful. if dated introduction. No study has
yet been published regarding the phenomenon of the
general conference as a shaping force in Mormon culture, nor has there been any assessment of how these
formal sermons have varied with the advent of electronic media.
4. In 1983, the Association for Mormon Letters
presented its Special Commendation for Sustained Excellence in the Mormon Sermon to Neal A. Maxwell,
the only award given for the sermon by this body in its
history. The text of the awards citation can be found
at the Association' website, http://www.aml-online.org/
awards/a/A 198314.html.
5. Neal A. Maxwell, "Willing to Submit," Ensign
(May 1985): 70-73: ... According to the Desire of [Our[
Hearts,'" Ensign (November 1996): 21-23. These are
cited hereafter by year and paragraph: (85: 12) = 1985,
paragraph 12.
6. John Harrington, "A Preface or Rather a Brief
Apology of Poetry and of the Author and Translator
Prefixed to Orlando Furioso [1591 j," in The Renaissance in England: Non-Dramatic Prose and Verse
the Sixteenth Century, ed. Hyder E. Rollins and Herschel Baker, 649.
7. George J. Engelhardt, "Medireval Vestiges in
the Rhetoric of Erasmus," PMLA 63 (1948): 739-44.
8. These included (I) "notiticando" (definition, description): (2) "dividendo" (division); (3) "collatio"
(comparison); (4) "per auctoritates" (authorities);
(5) "ex conjugatione" (notation and conjugates);
(6) "expondendo metaphoras" (explaining metaphors);
(7) "thema diversimode exponere" (explaining diverse
themes); and (8) "per causas et clTectus" (cause and effect). Number 6, of course, comes closest to Maxwell's
method.
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A Middle English Reconstruction
of the Present-Day English Hymn
"There Is a Green Hill Far Away"
Jennifer W. Dennis
Megan Crossley
Brigham Young University

There is a Green Hill Far A way

3)

I)

Yer nas na nother guid inoh
There was no other good enough

I>;er es a grene hylle fer aweye.
There is a green hill far away.
wyth-owtyn a cittes weall.
without a city wall.
quer Y' derre Lord wes crucyfiede.
where the dear Lord was crucified.
wha dide sauen aile vs.
who died to save us all.

paY3en synnes pris.
to pay the price for sin.
lie anli couthe vnlok hewyne3 3ate
He only could unlock the gate
ond lett us yn.
(of heav'n) and let us in.

4)

o derli. derely He hath ylouen!
2)

Wee mowen-nat know we kunne telle.
We may not know we cannot tell.
pat peynes lie adde for to boren.
what pains lIe had to bear.
but wee beleve hit wes for hus
but we believe it was for us
I Ie heengeth ond soffrede peer.
I Ie hung and suffered there.

Oh dearly. dearly has He loved!
and wee moste love Ilim to-too.
and we must love Him too.
ond truste I inl /lis raymende blood.
and trust in His redeeming blood.
and trye for to doo His werkys.
and try His works to do.
(written by Cecil Frances Alexander)
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Introduction:
As a religious people, we are encouraged to
memorize and become familiar with our favorite
hymns. Words, the basic building blocks of our
language, attempt to convey the meaning which
hymns promulgate. Because the shift in connotations and denotations of words interests us, we
have chosen as our project to diachronically analyze a Present-Day English (POE) text. We have
chosen as our text Cecil Frances Alexander's
hymn "There is a Green Hill Far Away." By dissecting and reconstructing the words of this hymn,
we hope to become more familiar with the English
language and more specifically the Middle English period.
In the course of our study we have concentrated on the differences between the Present-Day
lexicon of this hymn and that of our reconstructed
Middle English version. We have specifically created our version by using words from approximately A.D. 1400. Where possible, we have noted
phonetic, morphological, and syntactical features.
NB: To avoid redundancy, multiple variants
will be listed only once. Also, variants are not necessarily in the same tense. We do not aim for historical accuracy; we base our critique on the idea
that the prevailing sentiment during ME is VARIATION of features.
Verse One:
( I) I>:er es (2) a grene hy lie (3) fer aweye,
(4) wyth-owtyn (5) a cittes weall,
(6) quer (7) y derre Lord (8) wes crucyfiede,
(9) wha dide (10) sauen aile vs.
I. "There" as a demonstrative adverb is used
unemphatically to introduce a sentence or clause
in which, for emphasis' sake, verb comes before
subject (especially with the verb "to be"). According to dialect the vowel could be represented by
<:e>, <e>, <ee>, <0>, and <a>.
The singular present indicative verb "is" from
the OE verb "wesan" prevails over the older plural
present indicative "sind(on)," which is lost entirely. It is shown with varied spellings: "es," "is,"
and "ys."
2. The indefinite articles "a" and "an" come
from the OE for "one." It is inflected as an adjective. The "a" before consonants, and the "an" before vowel rule was followed in ME but not as
consistently as in POE. One alternate version is
"anre."

"Green" is used in this instance as an adjective signifying "to be covered with a growth of
herbage or foliage; verdant."
"Hill" carries the POE denotation of a rise
in the landscape. Its variants are "hyll" and
"hille."
3. "Far" means at a great distance: a long way
off. It is often used with the adverbs "away,"
"off," and "out." The alternate form "ferrer" is
often used, although this may be the comparative.
"Away" comes from the IE idiom "on one's
way," originally used in OE as "on-we3" and later
evolved into "a-we3 " and "a-weie."
4. The archaic literary preposition "without"
means outside of an inclosing boundary (as opposed to "within"). There are many variants
including "wid-vten," "wil>-utan" (OE), "withoute," and "wid-uten."
5. (See 2. for "alan") In English, "City,"
a borrowing from French, is found early in the
thirteenth century and applied to particularly ancient cities. In OE the term is "burg." Variations
are "cite," and "cytee."
In ME the possessive is formed with '''s''
more than in POE. We chose to use this form because it is a particular wall belonging to a certain
city.
"Wall" a Saxon and Anglo-Frisian adoption
of the Latin word "valium." It is a fortifying structure surrounding a city used for military defense.
Variants are "weall," "walle," "wallis" (pi),
"walles" (pi), and "walleys" (pi).
6. "Where," the simple relative of the antecedent place, introduces a defining or restrictive
clause and completes the sense of "in" or "at
which." Alternate versions are "quhar," "quhair,"
"wher," and "whor." The <qu> is a northern representation of 1MI.
7. "The" as a definite article has reached its
POE usage, only varying in <I» and <th>.
ME used the <y> to represent 10/ after the advent of the printing press (as the thorn was a difficult typeface to create.)
"Dear" means regarded with personal feelings
of high affection, held in deep esteem. The earlier
sense of "valued" had such a gradual change
into "loved" that it is not marked as a separate category. Variations are only between the single and
double <r>.
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"Lord" is absent from other Teutonic languages. Its original meaning is "bread-keeper"
(Hlaforde, or Lauerd); the /v/ is dropped in the
fourteenth century and by the fifteenth century it
carries the POE spelling.
8. "Was" is the past tense of the verb
"wesan." Its variations are "watz," "was," and
"wys." It is used here as a verb phrase to show
tense, a practice which begins in ME.
"Crucified," borrowed from Old French in the
twelfth century, denotes any ignominious death.
This definition has since narrowed to mean only
death by crucifiction. The OE word for "cross" is
"rood."

9. "Who" is a simple relative pronoun introducing a clause or a restricting antecedent, thus
completing the sense. Another version is "quha."
We are assuming that /a/, in this instance, is a
dialectal pronunciation.
The verb "to die" was not known in OE; they
used the verbs "steorfan" and "sweltan," which
have narrowed in POE to denote only a certain
manner of death. "To die" was readopted from
Old Norse in the fourteenth(?) century. Another
variant is "deghit'· (past).
10. "To save" means to deliver a soul from sin
and its consequences or to admit to eternal bliss.
The infinitives in ME often end with the <en>,
which is why we added this ending to the versions
we found: "saue" and "sauyd" (past).
In the nominative, "all" was formerly often
prefixed, i.e.: "all we" vs. "all of us." "All" is
common to all Teutonic languages. By this time
in ME pronouns have generally settled into their
POE usage. "Us" has the variations of "vs" and
"hus" (probably a dialectal difference).
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"Ne" is the common negating adverb during
OE, but during ME "not" begins to appear.
"Know" is a common Teutonic and Aryan
verb now used only in English. It originally had
two senses: to gain truth with the senses and to
gain it with the intellect. Eventually these two
senses collapse together and lose distinction.
2. "Kunne" stems from the verb "can" (able
to know) plus the negative affix "ne." Scribes in
ME liked to contract words, especially negatives,
i.e., nas, kunne, nit, etc. Variants include "cannot," and "can [subject] non ... "
"Telle" means to mention or name a series of
things one after another in order; to enumerate.
Past tense= tel de.

3. "I>at" in this sense is used as "that [subject]
which/who ... "
"Peynes" connotes penalty or punishment.
Variant: payne.
4. "Adde for to ... " signifies "to possess as a
duty or thing to be done," with object and dative
infinitive expressing what is to be done by subject.
Variants: hadde, hauynge ... for to ...
We chose to represent "bear" as "boren"
because it is being used as the infinitive, which in
ME is represented by <en>. The vowel change
shows that it is a strong verb. Variant: bere.

5. "But" is used as a conjunction with a
clause; "to hold it as true that ... "; "to be of the
opinion ... "; "to think." It later gains the meaning
of "nevertheless," as opposed to "contrary to ... "
"Beleve" gains a learned spelling in POE to
match "relieve."
6. "Hit" is the common ME neuter pronoun.

Verse Two:
(I) Wee mowen-nat know (2) we kunne telle,
(3) I>at peynes (4) He adde for to boren,
(5) but wee beleve (6) hit wes (7) for hus
(8) He heengeth (9) ond soffrede (10) I>eer.
I. The <ee> in "wee" shows the use of doubling to show length of vowel. Vowel length was
also shown by <ij>, <ow>, <<e>.
"May" belongs to the Teutonic class of
preterite-presents which were originally thematic
present tense words with weak root-vowels. By
analogy they become present participles.
"Mowen" is the case used to show plurality of
subject.

7. "For" is a preposition signifying "in place
of," "in stead of' (i.e., "in order to save one's
life.")
"Hus" is the first person plural dative pronoun,
in this case used as an object of a preposition.

8. "Heengeth" = third person singular past
tense of "to hang," which means in ME "to fasten
up or suspend on a cross: to crucify." Variants:
hangiden (pI), henge, heengen (pi).
9. "Ond," a dialectal version of a positive
conjunction, is used the same way in POE. Variant: and.
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"Soffrede," third person singular past tense
verb, is a borrowing from Old French. Variants:
sufferith, soffre, suffred, suffrand, souered.
10. The demonstrative adverb, "l>eer," means
in or at that place, in the place referred to and
away from the speaker (opposite "here"). Variants: er, ere.

= prix). Latin = "pretium." ME "pris" has all the
OF senses of price, value, honor, prize, and praise.
The /i:/ of ME "pris" is variously represented by
<ii>, <ij>, <iy>, <yi>, <y>, and <ie> and is later
indicated by the final <e> (i.e., price). To avoid
the voiced alveolar fricative /z/ between two
vowels, "prise" is changed to "price," which is a
learned spelling as in "dice" and "twice." Variants: pryys, priys.

Verse Three:
(1) Yer nas (2) na nother (3) guid inoh
(4) paY3en (5) synnes pris
(6) He anli (7) couthe vnlok (8) hewyne3

3ate
(9) ond lett us yn.

I. "Yer" (see vs. I "Y''').
"Nas" is a contracted negative form of the
past tense "to be" = PDE wasn't.

2. "Na nother" is commonly used with singular subject qualified by "an," "any," "some," "no,"
or preceded by a negative expressed or implied.
"Na" is a northern dialectal pronunciation (i.e.,
Scots). ME also divides "a nother": so "na nother"
the negative = none other, or no other. Variants:
oother, othir.
3. '"Guid," a northern pronunciation = "good."
"Inoh," a gradable qualifier, means sufficient
in quantity or degree to fulfill a purpose. Variants:
enow, enoh, 3en03t (ON), gnogt.
4. "PaY3en" is the ME infinitive "to pay."
(Again we see the <en> inflective ending.) Borrowed from OF "paie" and the Latin ·'pacare." The
OF meaning is to appease, satisfy, or please; Latin
= to appease, satisfy, or reduce to peace. In PDE it
is a transitive verb meaning to give to (a person)
what is due in discharge of a debt. Variants: pai3e,
payede, payit, paize, i-payde (p. ppl.), payne.
5. We chose this syntax '"synnes pris" because
in ME the genitive is more commonly formed
with the <'s> than with a prepositional phrase.
"Synne" is borrowed from ON (Icelandic,
Norwegian, Swedish, and Danish) = '"synd" (the
Finnish = "syntiii"). The stem is possibly related
to the Latin "sons." The meaning gives a general
sense of "offense, wrong-doing, or misdeed"; an
act which is regarded as a transgression of the
Divine law and an offense against God; a violation (esp. wilfull or deliberate) of some religious
or moral principle. Variant: synnus.
"Pris" is borrowed from OF. (Modern French

6. "Anli" is an adjective meaning one of
which there exist no more, or no others of the kind
(exclusively). Usually preceded by "the" or a possessive pronoun or case. Variants: anly, aneli,
anely, oonli, oonly, onlie, ounly, ondly, ondely,
wonly, and wonlych.
7. "Couthe" is a preterite-present verb auxiliary of tense, mood or predication. (The PDE <I> is
a learned spelling to match "should" and "would.")
"Vnlok" is a transitive verb meaning to make
open to all (chiefly figurative). Variants: vnlockt,
vnlokked (both past).

8. We chose '"hewyne3 3ate" for the same
reason as (vs. 3 #5)--it follows the same genitive
form.
"Hewyne" means the celestial abode of immortal beings; the habitation of God and His
angels, and of beatified spirits, usually placed in
the realms beyond the sky; the state of the blessed
hereafter. Variants: hevene (southern dialect),
heven (northern), hefen, hefon, and heofon.
"3ate," borrowed from ON '"gat," is a means
of reaching (something) by way of access. Etymologically obscure, possibly related to the verb
"get" (into a receptacle or cavity). Variant: yates.
9. "Lett," borrowed from MHG "Iazen" and
ON "lata," means to allow to pass or go, to admit
to or into a place (in this instance into the gate).
Variant: lete.
"Yn," from OE "into," carries its same PDE
meaning. '"Into" carries the proper sense of
'"in! s']" meaning.
Verse Four:
(I) 0 derli, derely (2) He hath ylouen!
(3) and wee moste love (4) Him to-too,
(5) ond truste (6) His raymende blood,
(7) and trye (8) His werkys (9) for to doo.
I. '"0," an interjection, is used as an intensifier.
"Derli" (repeated twice for emphasis) is an
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adverb meaning as one who is held dear, with
feelings of tender affection: affectionately or
fondly. (At this time "derli" is used only with the
verb "love" or its equivalents.)

2. We chose the syntax "He hath ylouen" because we did not want to split the verb phrase.
"Hath" is the third person singular pluperfect
auxiliary verb.
"Ylouen" is possibly borrowed from MOu
"Iiev" or the feminine "love" or the MHG
"Iieben," which means endear. Religious use, applied in an eminent sense to the paternal benevolence and affection of God toward His children or
to the affectionate devotion due to God from His
creatures, and to the affection of one created being
to another so far as it is prompted by the sense of
their common relationship to God. The <y> prefix
in ME is the past participle marker. Variants: loue,
love.
3. "Moste love" in the sense of "mote" (a
verb expressing necessity or obligation), past
indicative = had to, was obliged to, it was necessary that (I) should ... This is a speculated incidence of metathesis where "motes" -> "moste."
Variant: most.
4. "To-too" signifies the inclusive/also. It is
not spelled "too" until the sixteenth century. ME
apocopated northern forms "ta" and "tan," for
"take" and "taken," with the rounded /a/ in north
midland speech, or transliterated by midland or
southern writers to "to" and "ton"; in the past
tense. "to" was apocopated from the original
"toc" an Anglicized Scottish /a/ to /0/. (Every instance before A.D. 1500 which we found for this
particular meaning was written in the "to-too"
form.)

5. "Truste" (used here in the infinitive) is
borrowed from ON "traust" and means a confidence in or reliance on some quality or attribute
of a person or thing, or of the truth of a statement:
very commonly used with "in," "of," "on,"
"upon." "to," or "unto." (Out of literary license,
we left "in" out of this verse.) Variants: trost,
troste.
6. "His" is the third person masculine genitive
pronoun. By now it has a fixed spelling. The capital <H> is used to show respect for deity.
"Raymende" comes from Latin "redimere,"
which means to buy back, and from OF "raembre." which is represented in ME by the transitive
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verb "raim," which is the stem of "raimbre" or
"reimbre." "Raim" means to put to ransom or to
exact ransom from. We chose the "-mende" suffix
because in ME it is used to show the derivational
and progressive; i.e., He continues to redeem (progressive tense of redeeming), and His blood is
redemptive (derivational adjective redeeming).
Variant: rayme.
"Blood" is used in the Bible and theological
language for blood shed in sacrifice (especially the
atoning sacrifice of Christ). By this time it has
a fixed spelling.
7. "Trye" means to test one's ability to deal
with (something). To attempt to do (perform), or
to accomplish (an action); to venture upon.

8. "Werkys" is borrowed from ON "verk." It
means something that is or was done: what a
person does or did; an act. deed, proceeding, or
business. It also means actions or doings (often
collectively). Variants: werke, werk.
9. The "for" in "for to doo" shows obligation.
"To doo" is the dative infinitive verb. Variants: to donne, to done. to don. to donde, and to
doinde.
Conclusion
By dissecting and analyzing the words of this
hymn. we have thoroughly familiarized ourselves
with "There Is a Green Hill Far Away." This
hymn has been internalized, ingested. and slumbered upon, never to be seen in the same way
again.
We found this exercise to be an eye-opening
and inspiring experience, an exquisite pedagogical
tool. This type of research broadens the students'
level of language usage, not exclusively that of a
religious register. but that of a literary and historical registers as well. Through studying the histories of these words, we have become more aware
of the meanings of all words. This in turn will
open the passages of our communication and make
us better people.
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Dictionary Use and Learning French Vocabulary
While Reading: A Comparison of On-line
and Traditional Print Dictionaries
Melanie Free
Brigham Young University

Technological developments now allow readers of
foreign texts to quickly look up words in online dictionaries instead of having to reach for the traditional
printed dictionary on the shelf. But can this advancement help students increase their vocabularies? Will
there be a significant difference in students' vocabulary acquisition if educators start replacing their standard books with on-line texts and dictionary options?
As a high school sophomore studying French. I
could count on hearing my teacher say, "What do
I look like? A dictionary?" whenever I looked up from
my reading to ask what a word meant. Her goal was to
get us to search for an answer ourselves because she
believed that if we took the time to look up a word, we
would learn more vocabulary than if she just quickly
told us what we wanted to know.
Years later, I gained a better understanding of her
phi losophy when I learned that research verifies that
students using dictionaries consistently learn more vocabulary in the short term than students who have only
a text in front of them (Knight 288; Luppescu & Day
282; Summers 112). And in preparing to become a
French teacher myself, I could see why she did not
want students asking her every single time they
wanted to know what a word meant, but I still hated
interrupting my reading to look up an unknown word.
Any student learning a second language can complain
of the inconvenience involved in building up his or her
vocabulary by this method. and many students try
whenever possible to avoid reaching for a dictionary.

It seems to take forever to find a word when all you
want to do is get on with the work.
Fortunately, the world has changed rapidly since
my high school days, and there is now a way for
students to quickly discover the meaning of a word
without constantly pestering their teachers with questions or wasting their time searching through pages of
definitions. Dictionaries no longer come in just hardback or paperback editions. Foreign language educators can now offer students the option of referring to
an on-line dictionary right alongside the text they are
reading on their computer monitor, making the hassle
of fumbling with an additional book a thing of the
past. But does using an on-line dictionary instead of
the traditional printed version have an effect on the
amount of vocabulary students acquire from reading?
While researchers have studied several of the advantages and disadvantages of computer-mediated reading, to my knowledge no one has examined whether
the development of enhanced vocabulary by using
a dictionary while reading applies equally to on-line
dictionaries.
Students gain vocabulary from reading. regardless
of whether they use a dictionary (Krashen 7). Research
has shown that. at least in the short term, those students using a dictionary gain more vocabulary than
students having only the text in front of them. Unfortunately, students using a dictionary typically take twice
as long to read a passage, and thus they end up reading
less text in a limited period of time than if they were to

14

MELANIE FREE

read without a dictionary (Summers 112; Luppescu & Day 282; Knight 291 ).
Hulstijn, Hollander and Greidanus conducted
a study in which they showed, just as previous research had, that students with dictionary access
score higher on a post-reading test designed to
measure short-term vocabulary gains than students
who were simply given a text (330). What was
particularly interesting about their study is that
they addressed the question, "If students with dictionary access look up a term while reading the
passage, do they get that item right on the postreading test?" They concluded that students who
looked up a term nearly always got the corresponding post-test item right. At the same time,
they found that the students in the dictionary
group tried to avoid using the dictionary as much
as possible. It appeared that if students spent the
time and effort to look up terms, they were rewarded with a solid short-term memory of the
words, but students did not want to take the time
to do so (337). Perhaps making a dictionary
quicker and easier to use would encourage students to reference one more often.
An online dictionary is one possible tool that
can help students reference a dictionary. While
reading a passage on a computer screen, students
can click on any word in the passage and a standard dictionary entry of that word appears somewhere else on the screen. Students can find a
dictionary entry much quicker by this approach instead of having to pick up a book and search
through it.
Most of the research concerning online dictionaries and other computer-mediated reading options have dealt with the question "how do these
tools affect reading comprehension?" In both the
areas of native language and second language
reading, researchers have come up with a variety
of answers that often contradict each other. Some
studies have claimed that computer-mediated
options improve comprehension significantly
(Knight 297; Summers 122; Reinking & Schreiner
548), while others have concluded that these technological options have no influence on reading
comprehension (Nesi & Meara 639; Bensoussan,
Sim, & Weiss 272: Feldman & Fish 33). Many researchers' conclusions lie between these two
claims in stating that there is a possibility that
computer applications can improve students' reading comprehension (Reinking 495).
In this study, I chose to focus on short-term
vocabulary gains that occur during reading with
dictionary use. I approached with the hypothesis

that students using an online dictionary would
gain more vocabulary in the short term than those
using a traditional print dictionary. Based on what
previous research had shown (Aust, Kelley, &
Roby 69), I predicted that they would look up
more words than would their peers. Even more
importantly, not only would these students using
the online dictionary have contact with more definitions, but they would also be able to stay closer
to the reading passage while viewing them.
Students learn vocabulary from reading primarily because the learning is contextualized
(Hadley 125). They see a word used in a passage
and tend to remember it based on how they saw it
used. One of the advantages of using a computer is
that it allows students to focus on what they are
learning instead of devoting their attention to mechanical aspects of certain tasks (Collins & Brown
12). In the case of an online dictionary, students are
able to focus on the meaning of a word, rather than
concentrating on finding a word in its alphabetical
placement in the dictionary. At the same time, students can see the dictionary entry right alongside
the reading passage and do not have to go back and
forth between the passage and a paperback dictionary. While both online and traditional dictionary
users in this study could look up a definition of a
word as well as see the word used in context in the
story, those students using the technological option
should be better able to place the meaning of the
word in the context of the story and thus more
effectively acquire the meaning of the word.
This study was conducted at Brigham Young
University during its Fall 1996 Semester with
French 201, or third semester French, students. I
selected this level of French study since these students had adequate French abilities and experience to allow them to complete the two main tasks
of this activity: reading a short passage and using
a bilingual dictionary. Six sections of the course
were offered at that time, and all students in any
section were required to participate. Students'
post-test scores had no influence on their class
grade, and they were simply given credit for participating in the study.
A total of 129 students completed the actual
experiment, and they were randomly divided into
two groups. The traditional dictionary group read
a passage on a computer screen and was given a
copy of a paperback dictionary to use while reading. The online dictionary group read the same
passage on a computer screen and could click on
any word to see the exact same dictionary entry
that the traditional group had in the printed book.

COMPARISON OF ON-LINE AND TRADITIONAL PRINT DICTIONARIES

To determine if greater short-term vocabulary
gains occurred in either group, students took a
vocabulary test immediately after reading the passage. This test consisted of 30 multiple-choice
items in which students read an excerpt of a dialogue between two people in English. They had to
fill in a blank in the dialogue by choosing one of
four French items that would make sense if translated and placed in the blank. All test choices
came from the reading passage, and each correct
choice was placed in a context similar to the one
in which it was used in the passage.
In developing the experiment, I decided to not
give students a pre-test for fear of biasing them in
their approach to reading the passage. Some of
them would have probably decided that those
words which they had seen on the pre-test were
key items in this study and would have specifically looked them up while reading the passage.
To evaluate equivalency between the two groups
as well as to identify any outlying students in
terms of French knowledge, I considered two different measures of students' French abilities. First,
I collected students' scores on a placement exam
taken at the beginning of the semester. Second, I
calculated a course score for each individual by
summing his or her first three French 20 I unit
exams of the semester. All students, regardless of
which section of French 20 I in which they are
enrolled. take the same unit exams prepared by the
course co-ordinator.
Both groups read a 1,000 word passage taken
from a French magazine. L' Express International,
that examined how French children were watching less television and were watching it with a
more critical eye than previous generations had
(Saranga). I picked this article because I thought
that its subject would be interesting to students
and also because the text contained a sufficient
number of new terms for French 201 students to
encounter.
A bilingual dictionary (Steiner) was used in
this experiment since students had the background
dictionary experience needed to use this tool. Research has shown that students struggle with using
any type of dictionary without prior instruction
(Jacobs 12) and. therefore. I felt that a bilingual
dictionary was the best choice for this group. In
creating the online dictionary, I scanned dictionary entries from the paperback book that the traditional group would use. allowing both groups
access to the exact same entries.
Students completed the experiment in the Humanities PC Computer Lab over the course of a

week and a half at the end of September 1996. A
test proctor was present during each of the sessions to answer any computer-related questions.
Both groups were given a short "advance organizer" introduction that informed them that they
would be reading about chi Idren' s television
viewing habits in France. The online group was
informed how it could access its dictionary and
during the reading phase of the experiment, the
computer kept track of which words students
requested and of how long they spent reading the
passage. The traditional group was requested to
click on any word it looked up in the paperback
dictionary so that the word would appear in a
box below the text on the computer screen. A test
proctor was circulating around the room to ensure that students actually provided this information, and the computer recorded both this list of
words and the reading time of traditional group
participants. Both groups had unlimited time and
unlimited access to its dictionary option during
the reading phase of the experiment.
The traditional dictionary users had to tum in
their book and have the test proctor enter a password before going onto the post-test. Both groups
took the exact same post-test and had unlimited
time to complete it in. The computer scored participants' responses and timed them while they
were taking the test. Students were not given their
post-test score and, at the end of the test, they read
a message reminding them that their scores had no
impact on their class grade and that they should
not discuss this activity with their friends who
had not completed it yet. The purpose of this conclusion message was to discourage students from
biasing their classmates who would complete the
project later.
In analyzing the data afterwards, the first
question I addressed was that of equivalency between the two groups. In the area of placement
exam scores, there was a significant difference between the two groups. with the traditional dictionary group having higher scores. Interestingly, in
terms of course scores, there was no such significant difference. In examining the two groups individually. placement exam and course scores were
significantly correlated with each other. which
makes the difference in these factors compared
between the two groups all the more unclear.
There is the possibility that the traditional dictionary group may have approached the activity with
a stronger background knowledge of French. In
any case. I could not completely establish nor
refute equivalency between the two groups.
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Despite the lack of clarity in the area of
equivalency, I went on to make other comparisons
between the two groups. In examining post-test
scores, both groups' means were approximately
17, with no significant difference between the two
groups. This result does allow the possibility that
the online dictionary may help students more. The
overall mean score of a placement exam measuring previous French knowledge was significantly
higher for the group of students using a paperback
dictionary. Yet students in the computerized dictionary group scored just as well on the post-test
as did their peers in the traditional dictionary
group who may have approached the activity with
greater previous French knowledge.
The next question I considered was if any of
the other variables predict how students will score
on the post-test. The two variables that turned out
to be the most closely correlated to post-test
scores were placement exam and course scores.
This fact suggests, as most people would predict,
that students who have been successful in learning
French in the past will learn more vocabulary and
achieve higher scores on the post-reading test.
The key difference between the two groups
was the number of words that students looked up.
Previous research had shown that subjects using
an online dictionary will look up more words than
subjects using a traditional dictionary, and this
study verified this finding with the online group's
mean of number of words looked up being 65
words and the traditional group's mean being 11.
Both groups had a large range and standard deviation in this category, indicating that there was a
great deal of variety in how each individual student approached the activity.
After I established that the online group had
looked up more words than the traditional group,
my next question was if there were a difference in
reading times. Interestingly, there was no significant difference in this area. It appears that students
varied the number of words that they looked up,
with the online group referring to the dictionary
more often. but also in a quicker manner, so that
the two groups ended up with the same reading
time mean.
The greatest thing that the data analysis
showed was just how varied individuals are in
their approach to reading with a dictionary. Students in this study were simply instructed to read
the passage and be prepared for a quiz regarding it
afterwards. They were not biased to read the passage with a goal of learning as much vocabulary as
possible. As I examined the data, I kept searching

for a pattern in how individuals referred to the
dictionary, but instead I found that there was a
large variety in both groups that did not support
any type of generalization. Some individuals
looked up a large number of words in a very short
time. Others chose to not even touch their dictionary and to spend a rather long period of time
with the passage. One student who looked up
6 words got the exact same post-test score as another individual who looked up over 150. In comparing the two groups, it appeared that the type of
dictionary available was not a key determining
factor in this area.
Due to the lack of equivalency between the
two groups. I could not accept nor reject my research hypothesis. The data does not support any
conclusion on whether the online dictionary option is better or worse than its traditional predecessor in terms of its impact on vocabulary acquisition. It does appear to be a viable option for
educators to use in facilitating learning, and future
research should be done concerning its use.
Some limitations must be kept in mind in
considering the results of this experiment and
in planning future research. First, students did not
take a pre-reading test to verify that they had
not previously learned the vocabulary items
tested. While this step avoided biasing students'
approach to reading the passage, it also unfortunately means that there are no guarantees that students actually learned the vocabulary items from
reading the passage. It is possible that some students may have learned some of the words prior to
the study. Future research should include a control
group of non-readers to rule out this possibility.
A second consideration is that the role of
reading comprehension was not addressed in this
study. In evaluating the development of the completed experiment, I realized that reading comprehension potentially has some impact on the acquisition of vocabulary in this study, since students
were encountering new words through the
medium of reading and being tested on them in a
context similar to the reading passage. Future
studies should also consider the relationship between understanding the content of a reading passage and learning new vocabulary items from it.
Also, it must be remembered that this study dealt
only with short-term vocabulary gains. and additional research is necessary before any conclusions can be made regarding long-term impact.
Finally, this study only included one of many
possible computer applications that can be brought
to reading with dictionary use. Technological
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developments allow educators to include sound,
still images, and video along with the standard text
dictionary entry. Additional research which includes these and other options will allow instructional developers to better utilize the many applications computers can bring to education. This
study along with other research shows that simply
placing computers in the classroom does not guarantee educational improvements. But studying
different ways of implementing technology will
allow educators to wisely use these new tools, and
future research should be continued in this area of
computer applications.
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Cognitive Metaphor and Literary Theory:
Towards the New Philology

Donald C. Freeman
University of Massachusetts. Amherst

Thanks to a growing body of unanswered criticism, a scandal over "science studies" involving one of
the most influential journals of "cultural studies" and
"theory," and a stunning recantation by one of its most
renowned practitioners, the ascendancy of so-called
literary "theory" may be coming to an end. Lest we
lapse unwittingly into one of "theory's" laziest intellectual habits. however, we must remember that in any
argument for paradigmatic change, mere critique of the
status quo, skepticism tout court, is only half the job.
"Just say no" is just too easy. For the other half of the
job-a start at repairing the damage that "theory" has
wrought literary criticism and scholarship--we need to
develop and institutionalize a new and serious program
for literary study.
After a brief account of the present state of affairs,
I will suggest such a program: what I call the New
Philology-a term encompassing such fields of study
as stylistic~, discourse structure, narratology, contemporary metrics, the European poetics descended from
the Prague School and Russian Fonnalism, the new and
growing body of research in cognitive metaphor,
and enough nonspecialist knowledge of contemporary
linguistics to do work in these fields. With the New
Philology as a basis. scholars and critics of literature
and the language of literature can begin restoring
literary study to the standing it once enjoyed as a
serious academic discipline.
In its contemporary form, "theory" began when a
French import solidified its presence on these shores.

That import was not a car. a cheese. or a perfume. It
was a product of French intellectual jouissance called
deconstruction. which became coupled to the distinctly
IJ(mjouissant Anglo-American lit-crit machine.
Deconstruction has eluded all efforts at succinct
definition, but we might characterize it as an effort to
interrogate existing paradigms of knowledge by dissecting the unstated assumptions, implicit metaphors.
etc., of the language in which these paradigms are expressed. Deconstruction marked the genesis of the new
"interdisciplinarity," a variety of scholarship in which
the researcher no longer needs to know much about the
"inter" discipline. In the case of this Ur-theorydeconstruction-the "inter" discipline was linguistics.
However, by declining to acquire at least the rudiments of modern linguistics. Jacques Derrida and his
disciples ignored the vast volume of contemporary linguistic research and theory. Instead, they "recuperated" a programmatic book representing the work of
the Swiss linguist Ferdinand de Saussure, who conveniently wrote in French, but inconveniently died
in 1913.
Now even if Derrida et al. had gotten right the
version of Saussure's work upon which they purport to
rely (and there is substantial unrebutted evidence that
they got it wrong), I have always found it passing
strange that for a philosophical and literary theory based
upon language. Derrida turned to a work, Saussure's
Course in General Linguistics, that predates by fifty
years the theoretical revolution that has created modern
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linguistics. This work, moreover, was not written
by the scholar whose name is on the title page, but
was produced by two of his colleagues and fonner
students relying entirely on their notes and those
taken by still other students on Saussure's lectures
in his introductory course in general linguistics,
which was unsurprisingly entitled "Course in General Linguistics."
It is rather as though we at this conference developed a revolutionary new theory of physics,
qualified as we are to theorize about physics, based
on the notes of three students in Mathematics 101
as it was taught by Albert Einstein at the Bundesinstitut fUr Technik in ZUrich at about the same
time. Most of us have suffered the damage to our
self-esteem consequent upon our reading in student exams and term papers their versions of our
lecture notes. But even if Charles Bally and Albert
Sechehaye, the two compilers of Course in General Linguistics had themselves gotten Saussure's
thought right (a matter that is not free from
doubt), that book is not the source of Saussure' s
standing among practicing linguists. Just as
Einstein was first a physicist and only secondarily
a mathematician, so was Saussure first an IndoEuropeanist, a very good one, and secondarily a
general linguist. Saussure's standing in linguistics derives chiefly from his brilliant hypothesis
about Indo-European laryngeals. developed in a
series of complex, technically detailed scholarly
papers that most of you doubtless know better
than I do--scholarly papers that are not, shall we
say, nightstand reading.
My purpose in this diatribe is not to beat up
on Saussure or the compilers of Course in General Linguistics-far from it. Rather, I mean
to argue that insofar as deconstruction is basic to
"theory" and "interdisciplinarity," and I believe
that it is both; and insofar as deconstruction as a
theory in and of itself is founded upon a conception of language, the House of Theory is like
unto a house built upon the sand, with the consequence, as this audience doubtless will recall,
that in the Gospel according to St. Matthew,
chapter X, verse 27, "the rain descended, and the
floods came, and the winds blew, and beat upon
that house; and it fell: and great was the fall of it."
Perhaps the theory crowd hasn't yet gotten to
the Sennon on the Mount. But the winds, at least.
have been blowing for a long time. The scope of
interdisciplinary "theory" has broadened from the
base of deconstruction into the New Historicism
and, most recently, into what has become known
as "cultural studies." In "cultural studies," more or
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less all knowledge has become the province of,
not sociology and anthropology professors, but
literature professors and their students. We have
seen books by English professors on pedophilia
and cross-dressing; dissertations by English Ph.D.
students on birthing and Los Angeles thrift shops.
The Miltonist Stanley Fish has published a book
on literary theory and the law'-not legal themes
in literature, but essays claiming to show how
"theory" can deconstruct court decisions, legal
principles, and the like. In an earlier essay that
became the title piece of his controversial book
There's No Such Thing as Free Speech, and
It's a Good Thing, Too," Fish ventured into Constitutional law, proposing that the United States
abandon Constitutional guarantees of free speech
that have been elaborated in more than two centuries of jurisprudence and are the envy of an
apparently unenlightened world. Instead, Fish
would assign authority over what speech shall be
permitted to whatever group currently holds political power. All of this work has made bold and
explicit claims for being "interdisciplinary" or
"multidisciplinary."
Most recently-and fatefully-"theory" has
ventured into what its practitioners call "science
studies." Philosophers and some social scientists
also are involved in this effort, but I will limit
myself to literature professors. The aim of this
work is to interrogate-to put in question, to
problematize-the scientific method, ideas of
empirical evidence, scientific objectivity, scientific "laws," and so forth. The flavor of this work
is perhaps best captured in a comment attributed
to (and not denied by) an editor of the leading
journal of this brand of cultural studies. Social
Text. Said he, "I won't deny that there is a law of
gravity. I would nevertheless argue that there are
no laws in nature, there are only laws in society.
Laws are things that men and women make, and
that they can change.'"
Imagine yourself to be someone who stands
outside this work, who has professional training,
perhaps primary professional training, in the discipline that is the "inter-discipline." the discipline
that is being joined to "theory." Further imagine,
if you will. that you believe that the "interdisciplinary" "theorist" who is writing about your field
of expertise knows little or nothing about it. What
do you do'? You can ignore it. That is what linguists did with deconstruction, for I do not know a
single linguist who believes in it. Nor am I aware
of any published critiques of the deconstructionist
enterprise by academics whose primary field of
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scholarly endeavor is theoretical linguistics.
Although linguists have taken up-indeed, have
revolutionized-many literary topics such as
metrics, narrative, poetic form, and metaphor, I
do not recall more than a half-dozen conference
papers or published articles on deconstruction
at meetings of the Linguistic Society of America
or in that body's journal, Language. Very few
critiques have been published of the New Historicism or cultural studies (with one significant
exception, to which I shall shortly turn); at the
same time, professional historians of my acquaintance have been bemused by what they see
as New Historicism's impossibly na'ive view of
historiography.
If you can't ignore "theory," you can take up
arms against it. John Ellis, who has published
extensively in both literature and linguistics, wrote
an annihilating critique, Against Decollstruction:
that sank virtually without trace. I have not seen a
single significant replyS to that short book from
any of the scholars whose line of work Ellis's
book absolutely demolishes.
In a sense, these unhappy developments are
not surprising. The problem with trying to refute a
body of work in the humanities, particularly in
literature, is that the concepts are very slippery,
and literary study has little if any tradition of
building upon a previous generation's work. As a
result. there is almost no philosophy of knowledge
about literary study.
Science, however. has a strong tradition of
building upon existing foundations. and an entire
discipline, the philosophy of science, devoted to
what should count as a scientific fact, scientific
argumentation, scientific method, and so on
(notice, by the way, that there is no such thing as
the humanistic method). So two scientists who believed scholars of "science studies" were ludicrously (one might say "Iudically") ignorant of
basic science attacked "science studies," in a book
called Higher Superstitioll." This critique drew
some attention in the academic world, but virtually
none outside it.
In the spring of 1996, however, this situation
changed dramatically. A physicist named Alan
Sokal wrote an article, "Transgressing the
Boundaries: Toward a Transformative Hermeneutics of Quantum Gravity,'" that appeared to be
a practicing physicist's conversion to the cause of
"science studies." Among the bolder claims in
Sokal's essay is his assertion that the famous
constant of Euclidean plane geometry, Jt, is a historically contingent variable.

Sokal submitted this farrago to the editors of
Social Text, who published it without demur, and,
significantly, without seeking the advice of a real
scientist, as opposed to a practitioner of "science
studies." Sokal's essay appeared in Social Text
as a regular article, part of a special issue on the
so-called "science wars."
Alas, simultaneously, and without telling the
editors of Social Text, Sokal published in the
gadfly journal Lingua Franca an essay' exposing
his "Transgressing the Boundaries" article as a
complete hoax. He adopted this strategy, Sokal
wrote, to show that "a leading North American
journal of cultural studies ... [would] publish an
article liberally salted with nonsense if (a) it
sounded good and (b) it flattered the editors' ideological preconceptions."" His Social Text article
was. Sokal wrote, a parody of "science studies"
that was, in his own words, "a melange of truths,
half-truths, quarter-truths. falsehoods, nonsequiturs, and syntactically correct sentences that
have no meaning whatsoever."10 This tempest
burst forth from the academic teapot into a story
carried on the front page of the New York Times
one Saturday morning. A torrent of defenses,
counterattacks, and counter-defenses ensued, culminating (for the moment, at least) in a brilliant
essay in the New York Review o.{ Books eviscerating "science studies," written by Steven Weinberg, a physicist who holds the Nobel Prize. II
Dismayingly, Social Text's editorial standards
in the Sokal Affair attracted many staunch
and prominent defenders. In an essay on the
Op-Ed page of the New York Times, the ubiquitous
Fish assailed Sokal's demonstration as an ethical
lapse and sought to defend "science studies" by
comparing the rules of physics to the rules of baseball.'2 More sweeping defenses could be heard in
private academic corridor chat. A common theme
was that Sokal's action had "damaged interdisciplinary research." What the Sokal affair has damaged, of course, is had interdisciplinary research.
Equally disturbing has been the rhetorical success
of Social Text's defenders in damage control, limiting the scope of Sokal' s critique to "science studies" in an effort to obscure the larger issue of slipshod interdisciplinary humanistic research in
general. The thread of "interdisciplinarity" connects "science studies" to virtually all of the
remaining "theoretical" enterprises: the faux linguistics of deconstruction; what I am reliably
informed is the faux history of the New Historicism; the fau.t law of "legal studies," and the faux
anthropology and sociology of "cultural studies."
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The Sokal Affair has demonstrated with appalling
clarity that the "theory" undertaking has been
intellectually flawed from the start: circular, selfserving, and belligerently ignorant.
I believe that these events constitute a cautionary narrative. Its moral is: Bad things happen
when a bunch of mutually validating smart people
think that they are above the rules. For us as
academics, I think these rules include at least the
following obligations: to make our work and its
premises clear to our nonspecialist peers and
to the public; to answer serious critiques of our
work in serious and nondismissive ways; to be
willing in principle to modify or abandon positions when we cannot answer these critiques;
to protect the right of our intellectual adversaries to teach and publish their views. especially
when they oppose our own; to pronounce as
experts only where we possess expertise; and,
most importantly, to police our own disciplines by
calling to account the half-baked and the
meretricious.
My firm belief that literary study can be saved
from its current leadership may be, as Dr. Johnson
wrote of second marriages, the triumph of hope
over experience. Still. there is room for guarded
optimism. Some of the best and most ardent practitioners of "theory" are beginning to question
assumptions in which their careers are heavily invested. Frank Lentricchia, the quondam "Dirty
HarryLl of literary theory," has, without explicitly
admitting it, retracted most of his own "theoretical" work. Lentricchia writes:
If the authority of a contemporary literary

critic lies in his theory of x, then wherein lies
the authority of the theory itself? In disciplines
in which he has little experience and less
training, the typical literary critic who wields
a theory is not himself a sociologist, historian,
or economist, as well as a student of literature.
A scandal of professional impersonation? No,
because the impersonators speak only into the
mirror of other impersonators and rarely to
those in a position to test their theories for
fraudulence. An advanced literature department is the place where you can write a dissertation on Wittgenstein and never have to
face an examiner from the philosophy department. An advanced literature department is
the place where you may speak endlessly
about gender and never have to face the
scrutiny of a biologist, because gender is just a
social construction, and nature doesn't exist. I•
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Exactly. Even Fish, a brilliant critic, the best
of my generation, who nevertheless must bear
a large share of responsibility for the present
quandary of literary scholarship, has recently confessed that he "like! s I savouring the physical
'taste' of [literary I language at the same time that
[heJ workfs] to lay bare its physics.""
The convergence of these developments and
the Sokal Affair suggests that the time is now ripe
for a regeneration of literary scholarship using
analytical methods, some of which are new and
many of which have been around for a while
but virtually ignored by mainstream literary research.It> This body of work makes it possible to
develop what I am pleased to call "real theory":
accounts of literary works, oeuvres, genres, periods, etc., that are in principle predictive, explanatory. and falsifiable. Real theory is crucial to what
I want to call the New Philology; at the end of
this talk I will elaborate what I see as its crucial
aspects.
I focus here on one such methodology, cognitive metaphor. Cognitivists argue that metaphor is
a primary mode of thinking that is prior to and
not restricted to language. On this argument,
metaphor is constructed as schematized embodied
and enculturated experience-spatial stories, on
the latest account-that is projected into abstractions. Consider. for example. the many ways in we
think about the abstraction we call "life." One important way is to think of life as a journey along
a path. Cognitivists say that we project or map a
skeletalized mental representation, a schema, of
the elements and structure of our physical experience of journeys into the abstraction "life." Those
elements are a beginning, an end, a route or path
for the journey, something that moves (called a
"trajector"), and a vector of progress. The structure would include the fact that the path has margins and that the normal progress along the path is
forward from beginning to end. I7
Evidence for this analysis is found in idioms
like "he's reached the end of the road" (meaning
"he has died"), notions of our lives "getting sidetracked," that we're "getting on in years," the
idea of "career paths" or, more crucially for this
audience, "tenure tracks," and so on. But there
is literary evidence, too, in abundance: the first
line of the Divine Comedy ("Midway in the journey of our life"), Robert Frost's "The Road Not
Taken," Emily Dickinson's "Because I could not
stop for Death," and so on. The claim is that one
of the terms in which we think of life is that of
a journey.
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Or consider the many different abstractions
that we conceptualize in terms of our schematized,
embodied experience of containers. Containers
consist of a bounded periphery with an inside and
an outside. We often think of moods and states of
affairs as containers: we are "in a bad mood" or
"get into [and out ofl trouble." There is no a priori
reason why we should think of moods or states of
affairs in terms of containers. Yet we find ourselves "struggling to get out of bad relationships,"
we go "into" and "out of" debt, etc. Debts and bad
relationships inhibit our ability to act freely. In
cognitive terms, they constrain our freedom of
movement; we find it difficult to get from the inside to the outside of their containing periphery.
Cognitivists claim that our understanding of
these abstractions is not arbitrary, but consistent
with the independently motivated idea of metaphorical projection from our schematized, embodied experience of restriction and containment into
our frustrated desire to escape what limits our
freedom of movement. We map this physical experience into an otherwise unstructured, abstract
idea of the emotional state called a mood."
I want to demonstrate how these ideas become a program for "real" literary theory by committing a venial sin: reexamining part of an essay
I recently published ''! on one of the most analyzed
speeches in literature, the "Tomorrow and tomorrow and tomorrow" speech in Machcth:
To-morrow, and to-morrow, and to-morrow,
Creeps in this petty pace from day to day,
To the last syllable of recorded time;
And all our yesterdays have lighted fools
The way to dusty death.
Out, out, brief candle!
Life's but a walking shadow; a poor player,
That struts and frets his hour upon the stage,
And then is heard no more: it is a tale
Told by an idiot, full of sound and fury,
Signifying nothing.
Machcth, V.v.19-2S.'"
By this point in Machcth the metaphorical
projection LIFE IS A JOURNEY, part of the PATH
schema, is well established in the play's dramatic
language. In Act I, when Duncan anoints Malcolm
as his successor, Macbeth remarks:
The Prince of Cumberland!-That is a step
On which I must fall down, or else o'erleap,
For in my way it lies.
Liv.4S-50.

In the depths of his despair in Act IV, the protagonist observes:
[M)y way of life
Is faWn into the sere, the yellow leaf;
And that which should accompany old age,
As honour, love, obedience, troops of friends,
I must not look to have ....
V.iii.22-26.
Here Shakespeare-typically, I suggestblends four metaphorical projections, BAD IS DOWN
(the opposite of GOOD IS UP, part of the VERTICALITY schema), LIFE IS A YEAR, LIFE IS A PLANT, and
LIFE IS A JOURNEY. This last metaphorical projection Shakespeare-again, typically-manages to
evoke a second time with one word, "troops,"
where old age is seen as a kind of triumphal
parade with troops of friends passing in reviewalong a path.
The CONTAINER schema is likewise well established by Act V. Lady Macbeth has remarked of
her husband in Act I that he is "too full 0 'the milk
of human kindness / To catch the nearest way"
(I.v.14-16). She understands Macbeth's body as a
container full of the wrong liquid. She would also
change the liquid that fills the container of her
own body and seal it:
Come, you Spirits
That tend on mortal thoughts, unsex me here,
And fill me, from the crown to the toe,
top-full
Of direst cruelty! make thick my blood;
Stop up th'access and passage to remorse;
That no compunctious visitings of Nature
Shake my fell purpose, nor keep peace
between
Th'effect and it!
I.v.40-47.
Both the PATH and CONTAINER schemas are
crucial in the "To-morrow" speech. There, the
path along which time once traveled so freely for
Macbeth has become contained within a "petty
pace." Shakespeare projects the schematized, embodied experience of containers onto the abstraction of depressed frustration. Macbeth is inside
the container of his crimes and their consequences, futilely seeking to escape to the outside.
These consequences are in the future, and it is
that future that constrains Macbeth to the "petty
pace" of those "tomorrows." Time and Macbeth
march in measured steps along each point. each
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day, of the "way to dusty death," which is as
inevitable an end to that path and that journey
as the pen of a civil servant recording a legal
document, left to right, syllable by syllable, until
the end of time.
Two vague measures of time now become
pluralized and reified in another iteration of the
LIFE IS A JOURNEY metaphor. As they "light fools
the way to dusty death," our yesterdays (the
source point in the PATH schema) illuminate a path
forward that is now constrained by the clearly
visible terminal point of "dusty death." As the
"fools" of humankind inevitably march toward
that unmoving terminus, their-and Macbeth'spath becomes a shrinking container, as the
metaphors LIFE IS LIGHT and LIFE IS A JOURNEY
become fused, as is represented in Figure I.
Once we understand this passage as cognitive
metaphor enables us to understand it, as the projection from a complex of very simple, ordinary,
embodied experiences of JOURNEY, PATH, CONTAINER, and LIGHT, Shakespeare's sheer genius
unfolds. He lays out a precise horizontal spatial

tableau of human mortality (the "fools"), life itself
(the lamp held by "all our yesterdays"), the trajectory of our lives ("'the way"), and our lives' containment by the inevitable terminal point of "dusty
death." This horizontal spatial tableau now-in
four words, "Out, out, brief candle!"-is rotated
ninety degrees to the vertical, with those entities
and relationships intact. The path now has its
source point not in the illuminating lamp of "all our
yesterdays" but in the flame of the candle. That
flame of life-for LIFE IS LIGHT-is the trajector, the
moving entity, like the "fools" of 1.22. The flame
now moves vertically, down the brief path from its
present location in the candle's wick to its extinction at the unmoving terminal point of the candle's
base, just as the "fools" inevitably move horizontally toward the unmoving terminal point of "dusty
death." Life is still a journey, but that journey now
is down the candle-and BAD IS DOWN. The candle.
like the cone of light thrown by the illuminating
lamp of "all our yesterdays," is a bounded object.
When the candle goes out, darkness will fall, and
if LIFE IS LIGHT then DEATH IS DARKNESS.

Figure 1
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But that is not the end of this story. As candles
burn down, they cast flickering shadows. The steps
of that shadow are, like the "to-morrows" of the
speech's beginning, constrained to the very short
distance that an actor can "strut" (itself a short and
constrained step) upon a stage, which is a constrained locus, and for a very short time, much less
than the one-day minimum implied by "tomorrow"
and "our yesterdays."
Finally, Shakespeare's Macheth invokes the
common metaphor LIFE IS A STORY, describing life
as a "tale," one of the simplest prose literary
forms, prototypically a straightforward narrative
line without flashbacks or subplots. But the tale of
Macbeth's life is a "tale told by an idiot," and
tales told by idiots lack a coherent time schemethey are journeys without coherent beginnings and
ends. Macbeth' s mature career is, tinally, a narrative that is not a straight line but a meaninglessly
contorted and convoluted path, in which what
should have come at the end Chonor, love, obedience, troops of friends" [V .iii.25]) came at the
beginning, at a time when we think the natural
movement is upward from where we are.
Taken together, the CONTAINER and PATH
schemas interact in this speech to create a fourdimensional cognitive model of Macbeth's downfall: the path of his career becomes a container
that constrains him in height (he can only "creep"
and "strut"; he can no longer "o'erIeap," as he
does earlier in the play), that constrains him in
width ( the "syllables" of time are recorded-and
limited-horizontally; the actor-trajector in life's
drama can "strut" over no wider an area than
a theatrical stage), that constrains him in depth
(the "dusty death" of his end is now clearly lit and
visible), and that constrains him in time (Macbeth's "yesterdays" impel him toward a now enumerable and tinite set of "tomorrows"). There is a
reason why this speech is one of the most quoted
and analyzed passages in the literature of the
world-and I believe that a cognitive-metaphoric
analysis provides a perspicuous account of that
reason.
This kind of intense microanalysis is by no
means all that cognitive metaphor can tell us
about this play. I have come to regard Macheth as
a kind of Gesamtkunstwerk, one of those untranslatable German nominal compounds meaning
roughly "total or totalizing work of art." I tirst encountered that term in reading about the operas
of Richard Wagner, which some musicologist
(whose name I have long since forgotten) characterized as Gesamtkunstwerke. All of the great

variety of elements that make up the prototypical
Wagnerian opera fit together: Teutonic myth,
symphonic (rather than operatic) orchestral accompaniment, massive choral singing, powerful
theatrical staging of a richness and complexity
previously associated only with plays. Wagner
scored for orchestras and choruses that were
twice the customary size employed in operatic
productions. He even designed an instrument
called the Wagner tuba to get just the right brass
sound, the distinctive voice that we hear, for example, in the Siegfried's Funeral section of Die
Goetterdaemmerung. Wagner even wrote his own
libretti and then composed the music that tit them.
He designed and built a special opera house, the
Festspielhaus in Bayreuth, that would give maximum effect to his totalizing (often terrifyingly
totalizing) operatic vision. In Wagner's greatest
opera'>, everything tits.
I think Macheth is like that. Everything tits. It
is the shortest of Shakespeare's plays; I don't
think Macheth contains one extra word. And I
believe that cognitive metaphor as one basis for
"real" literary theory can demonstrate this claim
more persuasively than any other theory I know.
For once we accept that metaphor is not a matter
of language but a matter of thought prior to language-that, in Mark Turner's felicitous phrase,
metaphor is part of the literary mind"-we can
see that the interaction of the PATH and CONTAINER
schemas I have described captures not only the
language of the passages I have analyzed, but
many other elements of the play. Indeed, even the
critical language written about Macheth over
the last two centuries is dominated by PATH and
CONTAINER metaphors.
For example, by the time the play gets to the
"Tomorrow" speech, we have already seen Macbeth's career conventionally metaphorized as a
journey along a path. But the beginning of Macbeth's final downfall also invokes the PATH
schema. Birnam Wood travels a path toward its
terminal point of Dunsinane. Lady Macbeth sleepwalks-like that "tale told by an idiot," the path of
her journey is deranged: it has no coherent beginning or end. Shakespeare portrays Duncan's
deathbed as being in a room contained in a castle
contained within a wall, strongly foregrounding
each of these elements. Macbeth himself remarks
at dusk that "light thickens," as though it had been
boiled down in the container of the witches' cauldron whose contents are simmered, as they put it,
to a "gruel thick and slab." And Macduff as the
embodiment of retribution brings the CONTAINER
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and PATH schemas full circle. He finally forces
Macbeth literally to reverse direction on the path
of his life ("Turn, Hell-hound, turn" [V.viii.3]). In
his birth by Cesarean section, Macduff leaves
the container of his mother's womb "[u]ntimely
ripp'd" (V.viii.16) from the conventional childbearing path (metaphorized in English as "the
birth canal") when he begins the journey of his
life. Macheth is a Gesamtkunstwerk.
Now this analysis doubtless could be improved. But I do not know of any close-grained
study of this speech's language that connects
as much of that language as does this analysis to
the play's larger issues and other dramaturgical
elements: its plot, the structure of particular
events, and so on. I believe that these virtues arise
from the theory of language upon which it is
based, which in tum undergirds the program of literary research and scholarship that I propound
here.
Cognitive metaphor is an important part of
what I propose to call the New Philology. The
New Philology would assert for the present work
that literary criticism of dramatic poetry begins
with a rigorous analysis of its core metaphorical
projections, along the lines of the foregoing
claims for PATH and CONTAINER metaphors as
crucial to a reading of Macheth, part of which
I have articulated here; in Othello, the KNOWING
IS SEEING metaphorical projection and its progeny;
in KinK Lear,22 BALANCE metaphors; and, in
Antony and Cleopatra, metaphors of CONTAINER,
LINKS, and PATH. 21 This methodology most highly
values those analyses that give the deepest and
broadest account of those projections and their
operation in both the play's language and in its
plot, characterization, stage business, stage properties, etc.
I call this work the New Philology to make it
clear that I am not advocating a return to the Good
Old Philology that I was driven through: Gothic,
i-mutation in Old Norse, and Hartmann von Aue's
Middle High German courtly epic, Der Anne Heinrich. Memories. memories. That stuff sure was old,
but most of it really wasn't very good. Rather. I denominate this work The New Philology in the hope
that this approach to English studies will come to
be seen as the truly interdisciplinary venture in linguistics and literature that it is. At the same time. as
I have suggested, the rubric of the New Philology
would encompass other contemporary interdisciplinary research in the language of literature.
I do wish to acknowledge one link of the New
Philology to the past. There was a time when
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advanced students in literature-English literature, at any rate-studied English lanKuaKe and
literature, and were obliged as a part of their professional training to have firsthand acquaintance
with English and Germanic philology and the
then-contemporary analytical tools, knowledge,
and theoretical insights available for their study.
Justifications for that requirement have not weakened; on the contrary, the Chomskian and postChomskian theoretical revolutions in linguistics
and the huge expansion of our knowledge about the
human faculty of language greatly strengthen
the case for requiring that advanced literature
students study English language in its contemporary theoretical paradigms-for its substance, to
be sure, but just as important, for the intellectual
style of modern linguistics. Linguistics has traditions of frank and spirited debate; of fundamental
discussion of what constitutes a theory and how
a theory can be supported or falsified; of deep respect for facts and for evidence; and, despite the
strongly left-wing political orientation of many
prominent linguists (a commitment demonstrated
not only in words, but in deeds), a traditional reluctance to equate particular scholarly approaches
with personal politics. Contemporary doctoral
students in literature should have a more than
nodding acquaintance with contemporary theories
of language: syntax, phonology, semantics, pragmatics, discourse.
I believe that the decline to virtually zero of
philology-the broad range of linguistic fact and
theory that was crucial in the training of literature
scholars-has occurred pari passu with the ascendancy of "theory." I am convinced that at least
in the English-speaking world, the professional
training and now the paradigms of research and
publication in literary study have fallen prey
to an intellectual Gresham's Law: Bad ideas
have largely driven out good. Ideas that can be
parodied so successfully that the parody fools selfproclaimed experts are bad ideas. Ideas whose
proponents will not answer serious critiques are
bad ideas. Ideas expressed in deliberately and defiantly, even proudly, obscurantist language~.j are
bad ideas. Ideas that have been shown to be
founded on fundamental errors in the disciplines
of which their proponents profess knowledge are
bad ideas. Ideas whose defenders routinely engage
in ad hominem etfeminam attacks, guilt by association, and self-serving claims of personal and
political virtue are bad ideas. As I remarked to an
audience in Budapest three months ago, scholars in
that part of the world will perhaps have had more
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first-hand acquaintance than have my colleagues in
this country with the lethal combination of intellectual correctness and political correctness.
But it does not suffice, as I suggested at the
outset, to bemoan these developments, even though
the Sokal Affair has demonstrated that growing
academic and public concern about the decline of
the humanities is well founded. We must present a
constructive and serious alternative program to the
bad ideas of "theory." I believe that the New
Philology is such a program, one that can help redirect literary scholarship toward insights that are
rigorous. falsifiable, and humanized.
If we would but hear it, the Sokal Affair is a
wakeup call. Thanks to twenty and more years of
"theory," the serious study of literature has suffered enormous damage, the full consequences of
which are only beginning to be realized. 25 I believe that the New Philology offers us a promising
basis upon which to reconstruct the study of literature as an academic discipline: literary analysis
and criticism whose merits do not depend on its
author's politics; literary analysis and criticism
that is open, explicit. and arguable; literary analysis and criticism that is, in the best sense, real
literary theory. I belive that the New Philology is
such a program, one that can help redirect literary
scholarship toward insights that are rigorous, falsifiable, and humanized.
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A Woman as Burgemeester ?
A Close Analysis of Politically Correct Dutch
and the Influence of World English
Heidi Gassman
BriKham YmmK University

Introduction
English, linguistically, is an ambiguous language
as far as gender is concerned. When we see the word
teacher, we do not know whether the teacher is male
or female. Dutch, however, is not so ambiguous in
terms of gender. For instance, in Dutch there are two
different terms for teacher, depending on the sex
of the speaker: leraar (male) and lerarin (female);
hence, the reader or listener knows exactly what the
gender of the speaker is. But is this unambiguity
changing in the Dutch language? Are there certain
terms that are becoming ambiguous in Dutch because
of socio-political factors and not linguistic factors?
Most importantly, is one of these factors the widespread use of English?
With all the controversy going on about politically
correct language in English (a world language), it
seems that similar controversies would be occurring in
other languages. even ones so strictly gender-based as
Dutch. And in fact there is an ongoing debate in the
Netherlands about politically correct language. Pierre
Brachin notes about Dutch:
The language reflects the development of social
relationships. Arheidcr (worker), which itself had
been something of a step up compared to wel"kman is gradually giving way to wcr/.:nemer (employee), which is free of any emotive connotations. In the same way, dienstmeisjc (maid) had

been replaced by hulp in de huishoudinK (domestic help). (43)
Thus, the Dutch are becoming more and more
socially aware of the effects of their gender-based
language. Since Dutch is one of the closest relatives
to English, and since English is such a widely used
language in the Netherlands, it seems possible that
English is having an effect on the way the Dutch view
their language. Also, it only stands to reason that if
English is influencing the ambiguity of Dutch. it would
also have an influence on the political correctness of
Dutch since the more ambiguous a word gets, the less
likely it is to offend.

Method
Selection of Data
Brachin states, "The Second World War represented a major turning-point for the Netherlands ....
The expansion of telephone communication, the mass
media, and the tape recorder gave the spoken language
a dominant position which is felt even in politics,
education and literature" (43). Since the mass media
reaches a large audience and is most likely quite politically correct because of that audience, I decided to analyze one aspect of the media-radio. Since I receive a
transcribed text of the Dutch radio news (Radio
Nederland Wereldomroep) every day bye-mail,
I decided to print up the news from November 25 to
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December 8, 1996 (9 days). Each day of text contained about ten different stories dealing with both
international and local topics and averaged about
five single-spaced, printed pages, for a total of
seventy-four pages of printed text. Because many
of the stories dealt with international topics (including stories involving English-speaking countries, i.e., United States and England) and because
many international stories deal with world politics,
I anticipated finding terms that were internationally
political in nature (i.e., president, minister, leader).
Process of Analysis
The chosen process of analysis may be a little
primitive-ocular scanning. In other words, I read
through the entire text looking for the defined
features (all nouns): politicaIly correct terms
(werknemer [employee] instead of werkman
[workman]); pi ural terms, which are usually in
masculine form (l'crteKenwoordigcrs [representatives (the feminine singular form is l'crtegenwoordister)]); feminine terms (leidster [female
leader]); non-politically correct terms (manschappen [men (military term)]); and masculine terms
(Ieidcr [male leader]). Each feature was marked
with its own color as is shown helow:
politically correct terms (light blue)
plural terms (dark blue)
feminine terms (red)
nonpolitically correct terms (black)
masculine terms (green)
Since the majority of Dutch nouns are masculine (there are also neuter nouns-the feminine
began to drop out in the Middle Dutch period
[ 1100-1500]) (Donaldson 162). I chose to find
most of those and then compare the other terms to
them.
Results
After marking up the text, I came up with the
following results:
plural masculine terms = 123
masculine terms = 119
politically correct terms = 43
nonpolitically correct terms = 3
feminine terms = 2
As I had anticipated, the majority of the
words were masculine in nature. This is to be
expected since the feminine no longer exists (in

theory) and since many plurals are in the form of
the masculine. Also, since many of the words were
political in nature and since the majority of the
world's leaders are male. it is again not surprising
that the majority of the words are masculine. However, except for two cases (leidster and prim'es
[princess]), whenever a female was referred to as
a mayor, minister. leader, ambassador, or other
political position, the masculine term was still
used. For instance, in one story a woman in Iran
had been named as a mayor of one of the suburbs
of Teheran. She was referred to as hurKemeestcr
-a definite masculine term (compare to the English word master). In another story, Madeleine
Albright (former United Nations ambassador) was
named as the American Minister of Foreign Affairs. She was referred to as minister-again a
definite masculine word (notice the same spelling
in English). There were also two cases where feminine possessive pronouns were used in conjunction with a masculine noun (oppositie [opposition]
... haar [her] and reKerinK [government I ... haar
[her]). Most likely, these uses are leftovers from
the feminine.
Conclusions
Implications
From these results, it would appear that Dutch
is adopting and adapting many English terms
(internationally political ones especially) without
regard to gender. It has already been established
that Dutch borrows a lot from English. De Vries,
Willemyns, and Burger note:
In the second half of the nineteenth century,
and especially in the twentieth, many words
were borrowed from English because of the
political. economical and cultural supremacy
of the English-speaking world-beginning
with Great Britain, and after the First World
War, the United States. English was, in this
period, the most-used world language. Because
of the media, especially the radio and the television, this language became known. in a relatively short time, as a worldwide language.
The borrowing of words from English is in full
swing in almost all the languages of the world.
including Dutch. (250)
Thus it is only logical that because English
has become such a widely used language, Dutch
would borrow from its vocabulary. But it would
also seem logical. given the strict gender-based
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nature of Dutch, that it would accommodate these
words according to gender. Of course, many of
these words may just be cognates of one another
as English and Dutch belong to the same branch
of the Indo-European language family. In any
case, that is not the issue here. What is at issue is
whether one of the reasons Dutch is losing its
unambiguous linguistic nature is because of the
influence of English.
From the results above. it would seem that the
answer is "yes." One need only to look at words
that are used frequently in an international forum
(i.e., political terms such as minister, premier,
president, leader, advisor, ambassador, general,
judge, lawyer, mayor) to realize that they (the
words) are dominated by English. Of course,
many countries probably adapt or modify these
words to fit their language (pronunciation,
spelling). It appears as if Dutch has done that, too,
only the rules regarding gender have seemed to
diminish. From reading the text of the Dutch radio
news, one may not be able to tell (without context) whether a minister is referring to a male or
female or whether an amhassadeur is referring to
a male or female. In other words, it appears that
Dutch is not as unambiguous as it once was.
Of course, one must not forget that we are
also dealing with politically correct language here.
There were at least forty-three instances where
a blatant politically correct noun was used (i.e.,
wcrknemer instead of werkman). This, however,
does not seem to be the most important factor.
Masculine nouns that are used in a political and
international setting and that are becoming more
ambiguous seem to be of more importance. These
are words that should (if they do not already) have
feminine counterparts. Yet the feminine counterparts are not frequently being used in international
settings; instead the masculine fonn is used. Thus,
we have ambiguity because we do not know (out
of context) whether we are dealing with a man or
woman. Yet in the case of political correctness,
this kind of ambiguity might be considered a good
thing because the more ambiguous a tenn, the less
likely it is to offend someone. Perhaps the Dutch
realize this as they become, like most of us, aware
of the influence of a language on a society; the
fact that there were only three blatant nonpolitically correct terms backs this up. Perhaps the
Dutch are merely simplifying their language. In
any case, it would appear very possible the political Dutch-speaking world is following the giant
political English-speaking world in creating ambiguity for the sake of political correctness.

Summary and Suggestions
It's obvious that English speaks for itself in
an international setting; English is continually becoming more and more widely known and used
and is having an influence on other languages
worldwide. This influence is becoming more and
more apparent in the Dutch language. Marijke van
der Wal, professor of historical linguistics at the
University of Leiden in the Netherlands agrees:
Next to Dutch, English is spoken as a directing language in university teaching in the
Netherlands: the Dutch students learn to
use English-the language of international
science-better, and the Dutch universities
can become more appealing to students from
foreign lands. English has already found an
important place in business .... Further, it
must be pointed out that the many Englishspeaking television programs and the pop
music with mostly English lyrics, have an influence, especially on the younger generation.
(376)

The question is, "What kind of influence?"
From this study it seems as if the ambiguity of the
English language (at least with regards to gender)
is rubbing off onto Dutch. Words in Dutch that
would normally have an indication of gender
seem to be diminishing, especially words that are
used in an international forum. This ambiguity
could very well become engulfed in the already
ongoing political correctness debate in the Netherlands. If Dutch is becoming more ambiguous in its
gender-specific words, then points have been
scored for political correctness.
In studying this topic, there are a few things
I would have probably done differently had I
known the outcome. This is, after all, merely a
preliminary study. The first is my method of
analysis; ocular scanning is just not as efficient as
computer scanning would be (especially late at
night). Because I did use my own eyes to scan,
the margin of error is probably higher. Also, my
sampling could have been larger-a month's
worth of news would have given me more stories
and subjects to examine. Another factor to consider
is that this text was oral (at least I am assuming so
since it is radio news); an analysis of a written text
may produce different results. A good suggestion
for further study would be to analyze both and
compare. Also, one must take into account that
some of these words never had the need of a
female counterpart until this century. Last, my
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knowledge of Dutch is definitely not comprehensive; there may be words for which I do not know
the exact meanings and usages.
In addition, there is still one aspect that needs
to be studied further: the plural. Both males and
females are referred to using the masculine form.
For instance, instead of using vertef?,enwoordif?,ers
and vertf?,enwoordisters (masculine and feminine
forms of representatives), only vertef?,cnwoordigers
is used. This, from my experience in Dutch, is
completely acceptable and not so ambiguous;
most Dutch-speakers realize that the masculine
plural is used to include both genders. However,
when the feminine plural form (a marked form) is
used, it includes only females. Further study could
be done to find out how the Dutch are now reacting
to this usage. Is it changing? Will the marked,
feminine plural eventually drop out because it's
used so rarely and because it discriminates? Most
important. will the ambiguity of English continue
to exert its influence regarding this usage? With
more research into Dutch sociolinguistics, these
questions could be answered.
It is interesting to note that I started out with a
totally different goal in mind. I was originally
looking for blatantly politically correct words (i.e.,
werknemer instead of werkman), but as I began

reading, I noticed that there were not very many.
That is when I started noticing that there was not
much variation in the masculine terms. Needless
to say, my goal changed. As I read and analyzed, I
realized that political correctness and ambiguity
go hand in hand-a phenomenon that has happened
in English and is now, thanks to the influence of
English and to other social changes, happening in
Dutch.
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What Does Nonreciprocal Term Exchange Index?
Examining Chinese Business
Telephone Conversation Closings
Hao Sun
Brigham Young University

This article reports part of the findings of a current
research project which is still in progress on comparisons between Chinese and English telephone conversations. The study shows that the nonreciprocal terminal
exchanges in Chinese business telephone conversation
closings reveal the social reality and index the unequal
relationship between the two parties involved in the
interaction: the customers as the callers and the sales/
service people as the recipients.
This investigation is inspired by (I) studies in
cross-cultural conversational interaction. (2) the theoretical construct of interactional versus transactional
talk. and (3) studies in second language acquisition.
particularly the interplay between first language and
second language.
Studies in anthropology and sociolinguistics have
continued to provide evidence in the past several
decades that what is assumed to be the norm of interaction or the appropriate way of communication may
not be shared by different speech communities. On the
other hand, scholars working in the tradition of Conversation analysis contend that there are universal
principles at work in human interaction across cultures
and languages, as has been illustrated in some studies
of telephone conversations. How people talk in different cultures and languages and to what extent different
languages and cultures share similarities in communication has been of increasing interest and significance
for both communication theory building and intercultural communication.

Studies in Sino-American encounter often report
that the Chinese are perceived as "inscrutable" due to
differences between the Chinese communication style
and that of Americans. But the Western perception of
the Chinese communication style results from a Eurocentric perspective. Furthermore. researchers studying
conversational behavior of native speakers of Chinese
have mostly focused on their discourse in English as
a second language. In order to provide a valid and
objective account of the features of Chinese ways of
talking. we need to conduct studies of natural Chinese
conversation by native speakers of Chinese. natural
English conversation by native speakers of Chinese.
and natural English conversation by native speakers of
English. As is pointed out by Saville-Troike and Johnson (1994), an ethnographic approach to comparative
studies will greatly enhance the validity of the analysis
and interpretation.
A second dimension of contrast which is of interest to me is the functional axis of "interactional" vs.
"transactional" talk proposed by Brown and Yule
(1983). While interactional talk focuses on social
interaction as the main goal. transactional talk is for
business transactions. However. there has been little
empirical investigation so far, into natural discourse
in any particular language to examine whether such
distinction between these two types of talk is valid
and if so, how they differ within and across languages. This is one of the parameters in my study for
exploration.
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In addition, I am very interested in the interplay between first language and second language in
conversational interaction. Studies have suggested
that transfer from one's native language occurs not
only in areas such as syntax and lexicon, but also
at the pragmatic level. Takahashi and Beebe
(1987) advance the hypothesis that L2 proficiency
is positively correlated with pragmatic transfer because more developed proficiency will allow
advanced learners to draw on the pragmatic knowledge of their L I. (Although their own study did
not support the hypothesis, some other research
findings have provided evidence supporting the
hypothesis) (e.g., Blum-Kulka & Olshtain, 1986).
If there are differences between telephone conversations in Chinese and in English, are they manifested in the calls in English made by Chinese
bilinguals? And if so, how? What aspects of calls
made by Chinese "bilinguals" show similarities
with or differences from those calls made by
monolingual speakers of Chinese and by native
speakers of English respectively? This is the third
aspect of my research goal-to examine the interplay of first and second language in natural telephone conversation interaction.
The data for the research project is based on
natural telephone conversations recorded by
eighteen collaborators, twelve of them Chinese,
and six of them Americans. All of them are
women, aged between thirty and fifty. For this
article, I will only focus on the closing of the
transactional telephone calls recorded in China.
This set of data is based on fifteen recorded telephone calls made to businesses or services from
individual households in China. I am aware that
the corpus upon which my analysis is based is
not a substantial amount but there are some
salient patterns that I have observed which deserve our attention. (Here I should mention that
in China the use of telephone for business purposes by individuals is still limited. It is mostly
to request information.)
Telephone conversation closings, as we all
know from our experience, is accomplished usually with terminal exchange such as "Good-bye."
This has been observed by Schegloff and Sacks
(1973). Discussing how people accomplish closings in phone calls, Schegloff and Sacks propose
that the exchange of "good-bye" as an "adjacency
pair" works to solve the problem of coordination.
There are five features of adjacency pair, they assert: (I) two utterance length, (2) adjacent positioning of component utterances, (3) different
speakers producing each utterance, (4) relative

ordering of parts, and (5) discriminative relations. The rule of the operation is that on hearing the first part of pair produced by the first
speaker. the next speaker, the authors argue,
should start and produce a second pair part from
the pair type of which the first is recognizably a
member. In the case of phone calls, the second
pair part of the terminal exchange represents the
agreement by the second speaker to the closing
of the talk. It is probably safe to assume that
most people will readily accept and agree with
the observation about the adjacency pair phenomenon in terminal exchanges as everyone participates in such an activity on a daily basis.
However, what I will share with you next will
show a different picture.

Summary of Patterns for Terminal Exchanges
in Chinese Transactional Telephone Calls
C stands for callers (customers); A stands for
recipients of' calls (sales person/receptionist/
operator)
C: Thank you.
A:

(8 calls)

Thank you.
A: No problem.
C: Bye.
A:

(4 calls)

(III)C:

Thank you.
A: No problem. Bye.
C: Bye.

(I call)

(lY)C: Thank you.
A: Vh hum.

(2 calls)

Total

(15 calls)

(I)

(II) C:

There are several observations that can be
made based on the summary of the closing exchange. As we can see, first, ten out of fifteen calls
ended with "thank you" instead of "good-bye"
(type I & IY in the summary). It is very different
from calls in Chinese made by the same people
to friends or acquaintances. For calls between
acquaintances, "good-bye" is always present. Secondly, for those ten calls ternlinated with "thank
you," eight of them (type I in the summary) ended
with "thank you" without a reciprocal expression in
retum. In other words, the second pair part of the
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"adjacency pair" is missing. Thirdly. there are five
calls with tenninal exchange (type II & III in the
summary) and four of them (type II) are initiated
by the callers. For those four calls, the "Goodbye"
exchanges were all initiated by the callers but the
recipients did not respond to the tenninal exchange,
thus again the second part of the "adjacency pair"
is missing. The fourth point is that there is one
case wherein the recipient initiated the "goodbye"
(type III in the summary). In this case, the caller
clearly responded to the tenninal exchange.
The last observation I would like to make
concerns type IV of the exchange in the summary
for closings. Here, it seems that there is no adjacency pair problem; in both cases, the recipients
responded to callers' "thank you" appropriately
and the exchanges seems balanced. Further examination, however, renders' questions about the relations as reflected in the exchange. The response
fonn from the recipients here is not the prototype
for response to expressions such as "Thank you,"
I would argue. In other words, it seems to be a less
enthusiastic response compared with "It doesn't
matter" or other expressions. It should be mentioned that the actual word in Chinese is an "en,"
which is very similar to "uh hum" in English. In
Chinese context. this "en" is often a response fonn
used by parents in their talks to their sons or
daughters, or by superiors or seniors to subordinates or juniors. but is not used the other way
around usually. (I have observed this in other parts
of my data for this study.) Therefore. I would
argue that the use of "uh hum" in reply to the
callers' "thank you" in these two calls still shares
similarity with my previous analyses about the
other twelve calls in that different social status is
indexed through the response form although the
adjacency pair principle seems to be operative in
these two closings.
To summarize the observations. we can see a
clear pattern: In twelve calls (type I & II in the
summary) out of the fifteen (80%), the second pair
part of the adjacency pair is absent. Moreover, it is
missing only from the slots which belong to the
recipients. To put it another way, in all those
cases, it is the recipients who did not provide responses to the "Good-bye" exchange. None of the
callers, on the other hand, failed to provide such a
response.
Let us now go back to Schegloffs definition of
adjacency pair brietly before we resume our analysis. According to Schegloff's definition, we now
encounter some problems if we attempt to account
for the Chinese data. that is, ( I ) The adjacency pair

for the terminal exchange is not two utterance
length. (2) It is not adjacent positioning: the second
pair part is simply absent. (3) There is only one
speaker, not two. Now, what is the problem? Is it
because adjacency pair is not applicable to Chinese
tenninal exchange for conversation in general or is
it because these closings are "marked" cases which
call for the absence of the second pair part of the
adjacency pair for tenninal exchange?
The answer to these questions is negative.
First, it needs to be established that in Chinese,
people do say "goodbye" to each other when they
close telephone conversations. Actually, very
often, Chinese people say goodbye more than
once when they do leave-taking, but this is not the
topic for discussion here. Secondly, not responding to one's conversation partner when being
"thanked" or when leave-taking is uncommon
and rude. Then how do we account for this nonreciprocal tenninal exchange in the transactional
calls? Is this idiosyncratic phenomenon or are
there some underlying causes for such patterned
behavior?
It will be helpful, at this point, to draw on
other data in the corpus for comparison so as to
provide us with some basis for analysis. First, in
the forty or more calls made by my Chinese participants to acquaintances, friends or relatives, tenninal
exchange "good-bye" is never absent and there is
not even one case of nonreciprocal closing exchange. Therefore, we know that reciprocal tenninal exchange is still the prototypical behavior, or
the nonn, for closings in Chinese telephone conversations. Similarly, if we look at the recorded
phone calls made by native speakers of American
English in my data, reciprocal tenninal exchange
is the nonn. Examining business telephone calls in
English made by native speakers, whether the
terminal exchange is initiated by the caller or
the recipient, I found that 60%-70% of the cal1s
ended with reciprocal terminal exchanges while
only 30%-40% ended with one party's terminal
exchange. Furthermore, it is often the callers in
my English data, as opposed to the recipients
in the Chinese cases, who failed to respond to the
terminal exchange.
My interpretation and argument for the absence of the second pair part of the adjacency pair
in Chinese transactional calls is that the almost
across-the-board nonreciprocal terminal exchange
reflects the unequal relationship between the
customers and the sales persons (or operators/
receptionists). The absence of the second pair part
of the adjacency pair. be it in the case of "thank
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you" or in the case of "Bye," is not incidental, neither is it idiosyncrasy due to personal preference
of the recipients. It mirrors the social status of the
participants vis-a-vis each other in the given
context: the callers are the less powerful party
whereas the recipients are the ones with relative
power. The recipients have more power over the
callers because it is the callers who are making requests for information. The recipients are the
ones, as has been reflected by their language use,
who have control over the response or help they
provide for the callers.
Here, I would like to mention an ethnographic
comparative study by Tsuda (1984) which is of
significance to my study. Tsuda describes and
analyzes sales and salespersons' talk in the American and Japanese communities. Her research shows
certain overall patterns of sales transactions are
typical of both speech communities. However,
there are differences between the two. One of the
major differences is that sales transactions within
the American speech community are typically
egalitarian. On the other hand, the Japanese transaction reflects a relationship of relative power as
manifested in sales persons' frequent use of honorifics, humble forms and polite expressions as
well as in the nonreciprocal address terms.
It seems that the findings in my study share
some similarity with Tsuda's study in that there is
also some difference between the Chinese data and
English data for closing. However, while Tsuda
reports that the Japanese customers feature a more
powerful social status vis-a-vis the sales person, in
my Chinese data, it is the opposite. It is the sales
persons who seem to possess more power in the
given context, and their use of language in the
interaction reflects the lack of courtesy, warmth,
and enthusiasm for their customers; it reflects a
relative power relationship with the sales persons
being the more powerful over the customers.
Why is this the case then? To find an answer,
we need to examine the larger social context in
which the interaction is embedded. In China, especially in the past several decades. the relationship
between the customer and business/service people
was the opposite of that in the U.S. or other Western countries. Until quite recently, with regard to
the relation between sales person and the customers, it was always the sales persons or service
people who were more powerful as they could
exercise some power, no matter how much that
might be. vis-a-vis the customers. This perceived
power derived from a combination of factors
such as public ownership of the business/service,

the nonexistence of competition among service/
businesses, the limited supply of commodities, and
the lack of incentive for sales persons to do more
business. Although the whole situation has
changed quite significantly in the last two decades
or so since the reform, in the case of transactional
telephone calls, it is still the sales persons who
consider themselves more powerful and appear to
be so.
To conclude, the absence of the second pair
part of the adjacency pair in the terminal exchange
for Chinese transactional telephone calls points to
a sociolinguistic phenomenon in the Chinese society, namely, an unequal relationship between
the customers and the sales person which is the
opposite of that in the U.S., at least, for now.
Laver (1981) maintains that "linguistic routines of
greeting and parting, far from being relatively
meaningless and mechanical social behavior, can
thus be understood as extremely important strategies for the negotiation and control of social
identity and social relationship between participants
in conversation" (304). As has been illustrated by
research in sociolinguistics repeatedly, language
use reflects. and consolidates in tum. the social
status of the participants in interaction, and this is
just another case in point.
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Technical Shibboleths

John S. Harris
BriRham Youllg Unil'crsity

One function of language is to communicate substantive infonnation, but that is not its only functionsometimes not even its primary function. The criminal
and drug class adopt an argot unintelligible to lawabiding citizens, and that cipher function is one of the
purposes of that language. Teenagers of any era adopt
a vocabulary that shows that they are hip or hep or with
it or cool. Such languages are often rich in metaphor
and at their root poetic. It fascinating to investigate
these elusive and protean sublanguages, because they
demonstrate with modern instances how language has
evolved and how it continues to evolve. Our present
focus, with technical sublanguages reveals sociological
functions of language that transcend mere transfer of
substantive infonnation.
Technical language would seem to be at the opposite pole from criminals' argot or teenagers' cool
slang. We might expect it to exhibit that so-called
purer function of transferring infonnation, little affected
by sociological factors. Nonetheless. we find one
sociological feature. the shibboleth. acting widely
throughout technical fields. This is our current topic.
According to biblical account. fugitive Ephraimites attempting to pass themselves off as Gileadites
were made to pronounce the word shihho/cth. the
Hebrew word for stream. The Ephraimites pronounced
the word sihho/crh and in consequence were slain. In
many technical professions and activities particular
terms are insisted upon. These include tenns avoided
as well as those spoken. The usual justifications are

accuracy and precision. But upon closer examination
such usages are seen to function as shibboleths to separate the insiders from the outsiders.
The military is quite a closed society. Entrance to
the society requires enlistment-voluntary or otherwise. It requires passing through the ritual acculturation
of basic training. The lessons learned there are constantly reinforced by additional training and rituals of
drills and ceremonies. Part of belonging to this society
is speaking the language of the soldier, sailor, marine.
or ainnan.
Some of this language is a jargon about things that
are uniquely military or naval. Obviously these things
will have their names and produce a kind of martial
shoptalk. Here as in other technical professions, the
use of proper terms is required and defended as a need
for technical accuracy. Nonetheless, many terms
plainly function as shibboleths.
In the days of the brown shoe army, before 1955,
that is. the army basic trainee was taught to refer to
his individual weapon as a rifle-never as a gun. If he
should slip and say gun, he was made to run around
the formation yelling a degrading and risque couplet.
This probably does not happen in today's more sensitive
coed army.
A marine recruit learns to call a floor a deck, a
wall is a bulkhead, a stairway is a ladder. a ceiling is
an overhead. and a restroom, a head (any army man
knows it is a latrine). Calling a door a hatch is less
universal in the corps. All these terms are meant to
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inculcate into the recruit the naval or marine traditions of the corps.
The sailor must learn that a rope is a line
and that vessels are ships not boats-except for
launches, submarines, and landing craft. He must
also say topside rather than upstairs, below, rather
than downstairs, aft rather than backward, and so
on. All these things are tradition, and using the
right word reinforces membership in the group.
I must here make a parenthetical point about
which I have written at length separately. The ingroup language tradition is likely to be strongest
in subsocieties that require severe formal or informal qualification tests or rituals. Those qualification rituals, which may be tests of courage as well
as of knowledge and performance, show whether
the candidate can be trusted to perform under conditions of great stress, when the safety of others is
dependent upon him. Repeating ritual terminology, disguised as technical jargon, is a kind of
oath to the group.
Now let us look at some other kinds of
groups.
Among shooters, failure to use the right terminology quickly marks someone as an outsider
and thus unworthy of acceptance or respect. When
a TV newscaster says that an unfired bullet was
found at the crime scene, the shooter winces and
dismisses the credibility of the report. The proper
word would be cartridge or round-which denotes an assembly of casing, bullet, primer and
powder. Or in a recent newspaper report, a boy removed the cartridge from the semiautomatic pistol
and failed to realize that there was a bullet left in
the chamber. A shooter would say, he removed the
magazine from the pistol but left a cartridge in
the chamber. In both of these instances, the use
of the technically correct term marks the speaker as
knowledgeable, Failure to use the right term still
communicates the information-sort of-but
marks the speaker as an unknowledgeable outsider. Those with military background will usually-even in informal conversation-carefully
make the further nice distinction between a magazine and a clip. A correction would probably result in the lazy-minded reply: whatever.
A short rifle is called a carbine, which Westerners usually pronounce Cllrhiyn and the military
pronounces carheen. The Westerner who has been
in the military, may have to say that a thirty-thirty
saddle carhiyn is about the same length as an M I
cll/·heen. Just as he may say that the railroad
deepoh is at the edge of the army depoh. One additional usage from this subject, is that many
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shooters-at least those in the West-simply do
not say handgun. That is a term perceived as being
used by the anti-gunners. Instead a shooter will
say pistol, revolver, piece, or sidearm.
Pilots too have their proper terminology.
Someone who says he has flown a Cessna One
Hundred and Fifty is dismissed as a rank beginner.
That common training aircraft is always called
a One Fifty. Or if someone asks, "Is that your
two-winger"-or worse "bi-winger"-instead of
biplane, he is dismissed as one who knows little
about vintage airplanes. When the reporter says:
The jet with the hijackers still aboard is on the tarmac at Tunis. We know the reporter does not fly
except as a commercial passenger. The use of the
word tarmac is a dead giveaway. That word deserves some explanation.
A nineteenth-century Scottish engineer
named MacAdam conceived the idea that a road
needed to be built like a roof to shed rainwater.
Thus, he designed roads with a raised crown in the
center, and they were covered with crushed rock.
Such roads were called macadamized roads or
macadam roads. Later, when asphalt was added to
such roads, they were called Tarmac roads (it was
a British trade name). During WWI aircraft flew
out of fields in France. They were literally farmers'
fields and had no runways. The planes simply
took off into the wind, whichever way it was
blowing. However, the area where the planes were
maintained, would become muddy and so was
paved with Tarmac. The word came into the language through WWI fiction in such pulp magazines
as G8 and His Battle Aces. There you could read
such sentences as: "The SPAD, its Hisso engine
muttering, stood ready on the tarmac." The only
problem is that pilots never say tarmac. They say
gate, line, ramp or apron, but tarmac is used only
by reporters. And reporters, compounding their
error, extended the term to mean runway, and they
do it often enough for that meaning to be listed in
some dictionaries. It may be countenanced by dictionaries, but pilots still laugh at it. Similarly, a
pilot may refer to his plane as a bird, but in doing
so he must speak very carefully, since groundlings
may pick up the usage, and they sound just plain
phoney in doing it.
Parenthetically, we need to insert here some
discussion on word origins in cowboy lingo and
then return to airplanes-the reasons for this excursion will eventually become clear.
When Americans adopted the horse-andcattle culture of the Southwest, the technology
was already fully developed by the preceding
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Mexican cattlemen. Americans adopted the techniques and adopted with them the existing Mexican terminology for cowboy gear and activities.
Even today, a cowboy uses the right Mexicanderived term (often corrupted) to distinguish
himself from a greenhorn or a dude. Latigo is pure
Spanish. Chaps, cinch, and hackamore are corrupted Spanish, or Mexican.
Now, when we entered WWI, even though
Americans had invented the airplane, we had no
combat-ready aircraft. We had to obtain our aircraft
from the French, In a language process that exactly
followed the assimilation of Mexican vocabulary
into Western American, we borrowed French
terminology along with the French aircraft. Thus,
such terms as aileron, nacelle, echelon, empennage, longeron, and other terms come straight
from French. Most of these terms are not high
technology-after all, they are 1917 level-but
using them marks one as a speaker of the proper
aircraft language. Nonetheless, there are variations. The term nacelle has fallen into disuse,
having been replaced by engine housing or cowling. Empennage has been replaced by tail group
-except that among the small society of homebuilders of aircraft, you may hear "last week I finished the tailfeathers on my bird." Tailfearhers is
an unconscious translation of empennage. But,
should a nonbuilder pick up the usage, he would
be regarded as using the word unworthily.
Now let us return to cowboying, because
similar things happen there. The Mexican name
for a rope was riata. With the article it was la
riara, which was smoothed into lariat. To make a
loop was dar un lasso; that of course became
lasso. These two terms have the same denotation,
but the protocol of their use is very complicated.
Most commonly, the thing is called simply a
rope-one syllable instead of two or three, unless
the cowboy is making the distinction between a
lariat and an ordinary rope. (A lariat is only about
half an inch in diameter, is twisted very tight and
is much heavier and stiffer than an ordinary rope
of the same size. It is also tristed with four strands
rather than three.) Lasso is used mainly as a verb,
though rope as a verb is probably more common
today. But I have heard some old cowboys use
lasso as a verb and lassoo as a noun. Among
rodeo people-always pronounced ROdeeo
(RoDEo is a street in Beverly Hills}-the term is
usually rope or loop. Sometimes there is a distinction. as in: "I dropped my loop over his horns, and
he flipped when he hit the end of the rope." Rodeo
ropers rarely use the terms lariat and lasso, except

when stringing dudes along. Cowboys like other
members of colorful or prestigious professions
may be consciously or unconsciously guilty of
playing to the greenhorns, cheekcharos, and
wannabees. And it is perhaps in these colorful or
prestigious professions or activities-the ones that
attract wannabees-that that the cognoscenti most
insulate themselves with shihholeths.
In all of these cowboy usages, we must, admit
local variations from South Texas to Montana.
Academic pronouncements are less useful than a
good ear.
Now let us look at a couple of other professions. Railroaders say a train derailed, but never
say the train jumped the track-for them, jumped
the track is as false as tarmac. Outdoor firefighters
say grass fire, brush fire and forest fire, never
wildfire-that is another one of those media
words. But then the media used to make the distinctions about what kind a fire it was until the big
Yellowstone Fire of several years ago. Wildfire
sounds more dramatic so the use by the media of
that inflammatory term.
The medical profession has its own language.
It even has several levels, which are social levels
as well as technical levels. A gastroenterologist or
surgeon will refer to the intestines as the gut-a
usage that educated lay people may think sounds
vulgar, or at least uneducated. A physician will
call an irregular heart beat an arrhythmia. but a
cardiologist will more carefully refer to it as a
dysrhythmia. (An arrhythmia after all, means no
rhythm, and that would be fataL) Usages may also
affect pronunciation. In the past. though less commonly in the present, some physicians affected the
Frenchified pronunciation sontimeter. It is about
as accurate French as paper mache.
Editors hang on to some interesting technical
terminology that no longer accurately defines
current practice. but it marks them as professionals.
U.S. usage requires upper case and lower case
(rather than the British great b and small b) though
the metal type does not come from a high box or a
low box. And the spacing between the lines is still
called leading-after lead strips that were formerly inserted between lines of type. The right
hand page is called recto and the left hand page is
called verso. You had better use all of these terms
right, or Miss Thistlebottom will relegate you to
the lowest level of copy proofreading.
If you look at the workings of an elevator.
you may think that the car is held up by cables,
but the elevator technicians will insist that they
are ropes. To the steel rigger. they remain cables.
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In all these examples, the words are functioning at least partially sociologically. They may
be defended as technically correct, but they are
more than mere jargon-they are passwords that
denote belonging to some subsociety. To enter
those societies, you have to do more than walk the
walk-you have to talk the talk.
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"Integrating the WWW in a TESL Methodology Course:
Challenges, Reactions, Outcomes"

Lynn E. Henrichsen
Brigham Young University

In addition to being proficient in employing
effective instructional methods and materials. teachers
who want to be fully prepared to succeed in today's
world must also have technology skills. One of the
most rapidly developing areas of technology is the use
of the Internet and World Wide Web (WWW) as teaching tools. communication channels, and information
resources.
Recognizing these trends (also noted by Long.
Dennison, & Reehm, 1996, p. 717; Browne. Kent,
Hosticka. & Clark, 1996. p. 793; and Murphy &
Cifuentes, 1996, p. 784), I concluded that it was important for the preservice teachers in my "Introduction to
ESL [English as a Second Language [ Methodology"
course to gain experience with the Internet and World
Wide Web early in their academic careers. This essay
recounts my experiences as an ESL educator integrating these telecommunications tools in my methodology
course and. concurrently. convincing and teaching my
students to use them. It also reports on my students'
changing attitudes and developing skills regarding their
use of these technological tools. In this way, it helps
answer the research question, "What does it take to get
practicing and prospective teachers to start using the
Internet and World Wide Web?"

Previous Studies along Similar Lines
Other teacher educators have conducted research
to answer the question of what steps they must take to

tum their students into literate and enthusiastic users
of the Internet and WWW. For example, at last
year's Conference of the Society for Information
Technology and Teacher Education (SITE), Michael
Land related his experiences integrating Internet and
WWW resources into a secondary education curriculum course. Likewise, Slough and McGrew-Zoubi.
who worked with "technology-reluctant preservice
teachers," investigated the question "What is required
for teachers to take advantage of their Internet connections?" At SITE '96. Andris also presented his curriculum for teaching preservice teachers how computer
skills can be integrated into the curriculum. and Smith
and Davenport related their "continuing saga of implementing a technology segment in the social studies
course of the teacher preparation program" at their
university.
All of the previously mentioned researchers
worked with preservice teachers. but they used different approaches. Modules in Andris's course taught
eight computer competencies directly, and a segment
of Smith and Davenport's course focused on technology. In contrast, the others integrated the use of the
WWW into courses whose major foci were on something else (e.g., curriculum or science teaching methods). I employed this latter type of teaching approach
(used by Land, and Slough & McGrew-Zoubi), but the
subjects in my research differed from theirs inasmuch
as mine were graduate students. In addition. the subjects I worked with. who were preparing to teach
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English as a second/foreign language, were from
not only the United States but also a variety of
other countries.

Method
Subjects
The subjects in my study were 18 graduate
students (16 females, 2 males) and 2 auditors
(1 female, I male) enrolled in Linguistics 577,
Introduction to ESL Methodology, at Brigham
Young University. One-third of these students were
native to countries other than the United StatesAustralia, Indonesia, Italy, Japan, Taiwan, and
Tonga. In addition, most of the United States citizen students had previously experienced living
abroad-in Australia. China, Germany, Israel,
Japan, Korea, Taiwan, Russia, etc. For the most
part they were preservice teachers in their first
semester of a TESL teacher preparation program.
Most of them were in their early twenties, but a few
were in their thirties and forties.
A computer use and skills survey conducted
at the start of the semester revealed that over half
the course members had access to a computer
either where they lived (60%) or where they
worked (50%). For those without such access,
campus computer labs provided a means whereby
they could access the Internet. Fifty percent of the
subjects ordinarily used an IBM-compatible PC,
25% used a Macintosh, and the remainder did not
know what type of computer they used or did
not respond to this item.
Virtually all the students claimed to have
basic computer skills, but they used them almost
exclusively in "traditional" ways. For instance,
85% reported normally using computers for word
processing. In contrast, only 20% had used
spreadsheets, and the same percentage had experience using e-mail. Only 15% had "surfed" the
Internet. When asked if they considered themselves "computer literate," 45% replied, "Yes,"
40% indicated they were somewhat or semiliterate, and 15% said, "No."
As noted previously, few of the subjects
( 15%) had any experience with the Internet, and
only two of them considered themselves "Internet
literate." A few others said they were marginally
Internet literate. but the great majority (70%) reported they were not Internet literate at all. When
asked what they knew about the WWW, 20% responded that it was "useful" and/or "enormous,"
but only 15% had actually experimented with
it, and 65% wrote, "Very little," "Not much," or
simply left this item blank.

HENRICHSEN

When asked about their feelings toward learning to use the Internet and WWW, some subjects
were initially enthusiastic about using computers
in these new ways, some were "technology reluctant," and a few bordered on being technophobic,
How their feelings changed in the course of the
semester will be reported in greater detail.

Treatment
An experiential learning approach was employed to involve the subjects in using computers
and the Internet and to develop their technologyusing skills. Aside from a few quick in-class
demonstrations, very little direct instruction on how
to use the Internet and WWW was provided. Instead, the students were almost immediately immersed in technology-dependent activities. These
activities involved instruction as well as information gathering/sharing and included

•

•
•
•
•

Accessing the course syllabus (objectives,
requirements, calendar, descriptions of major
learning activities, etc.) on the WWW.
Following links from the syllabus to various
other WWW sites, including many ESL teaching and employment resources.
Learning the evaluation criteria for major
assignments via the course WWW site.
Viewing sample "model" assignments on the
same site.
Contacting the instructor via e-mail.
Subscribing to TESL-oriented listservs and
electronic journals.
Using e-mail for communicating announcements
and conducting other course-related business.
Using e-mail for interstudent communication.
Submitting assignments (journal article reports,
lesson plans, etc.) electronically.
Finding the answers to in-class quizzes on the
WWW.

• Accessing electronic reserve readings from our
university library.
This experiential approach was chosen for
two reasons. First, the course calendar was already
packed full; there was no additional time for
teaching computer and Internet skills. In addition,
following the overall experiential learning philosophy of the course, I felt that the most efficient
and effective way for my students to learn about
technology would be for them to actually use it.

Data Collection Procedures
Subjects' feelings toward computers and technology in general. as well as the Internet and the
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WWW, were surveyed at the outset of the course
and at approximately one-month intervals thereafter. With the exception of the initial background
survey (which, as reported above, went into considerable depth concerning their experience, skills,
access, and attitudes regarding computers, the
Internet, and the WWW), these periodic surveys
were rather informal. Typically, they consisted of
just two questions. Subjects' responses were analyzed qualitatively and grouped longitudinally.

were able to access the 577 WWW site to get information on ESL publishers, observation report
criteria, and ESL periodicals).

Findings
The results of this study are organized into two
main sections. The first looks at the advantages
as well as the problems of using the Internet and
World Wide Web (hereafter l/WWW) from the perspective of the teacher. The second presents
the reactions of the subjects to using the l/WWW.

• Links to a multitude of other ESL-related
resources on the WWW (e.g., publishers' sites,
Kitao's home page, and "Dave's ESL Cafe").

The Teacher's Perspective:
Advantages and Difficulties
In my view, implementing the use of the
IjWWW into my existing, introductory ESL
methodology course produced a number of definite
advantages, including the following:
• Quick and easy updating of syllabus materials
(e.g., the English Language Center class schedule,
which was not yet set when the paper syllabus
was finalized, and certainly not weeks earlier when
the paper packet originals had to be submitted
to the bookstore, was easily added to the Web syllabus as soon as it became available. The same
was true of the addresses, phone numbers, and
contact names at various off-campus observation
sites and the names and addresses of periodical
review editors).
• The ability to add new materials as the semester
progressed (e.g., a "Burnout" quiz that I forgot to
include in the paper packet).
• "Paperless" electronic reserve readings, study
questions. and even quizzes.
• A significant reduction in the number of pages
in the printed packet (down to 80 pages, compared
to 144 in the previous semester).
• A corresponding reduction in the cost of the
packet.
• Access to useful material for students enrolled
in my other courses (e.g., students in Ling. 572

• Student access to syllabus materials and guidelines at any time of the day. any day of the week,
any week of the year (even late at night, on
weekends, and during vacations, when most students would-and should-hesitate to call me
with their questions).

• Connections with several on-line ESL-related
journals (convenient for students who couldn't
make it to the library).
• Students' becoming computer and I/WWW literate early in their academic program, instead of
complaining in my materials development course
during their final semester, "We should have
learned about this stuff earlier!"
• Students' sharing their lesson plans and journal
article reviews in a way that is not only "paperless" but also considerably simplified (no longer
do students need to travel to the reserve library,
thumb through a binder, and then photocopy their
selections) and greatly extended (student submissions will remain available in a database for many
years to come and can be accessed via the WWW
from anyplace in the world).
• Connections with various Web sites and Internet
listservs where students can learn about ESL jobs
almost as soon as openings occur.
• Direct connections with professional organizations dealing with the teaching of English as a
second or foreign language (e.g., TESOL and
lATEFL) so students can learn for themselves about
membership, conventions, resources, and other services offered by these organizations. Previously
students got this information primarily by word
of mouth (from professors or fellow students) or
photocopied fact sheets.
• Improved coordination of students' "practicum"
teaching assignments. For this purpose, the immediacy of e-mail was a distinct advantage. The old
approach to coordination and communication
involved slips of paper that sometimes took three
or four days to reach their addressees.
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• Saving of class time previously devoted to
announcements and business (now conducted via
e-mail).
• Immediate distribution of urgent e-mail messages (such as job announcements) which used to
be postponed until the next class period.
• Distribution of messages (announcements of
jobs, grants, and competitions) in their entirety,
with all relevant details, instead of a quick, oral
in-class summary. If students are interested in
them, they can read these announcements at their
leisure and retain all the key information (instead
of contacting the teacher for it). If not interested,
they can quickly delete them (instead of having to
listen to them anyway).
• The assurance that e-mail announcements reach
all students in the course-not just those who are
in the classroom at the time an oral announcement
is given.
• More efficient teacher-student communication
via e-mail. When I needed to communicate with
a student, I found it much easier (and less threatening) to send him/her a quick e-mail message
than to remember in the next class period to ask
that student to stay after class and talk to me.
Some students used the same procedure with
me when. for instance. they had to miss class or
when they wanted to ask me a question about an
assignment.
• Increased inter-student communication (ranging
from academic discussions to informal conversations) out of class via e-mail, which built a greater
sense of community in the class. Interestingly.
other teacher educators (.Juanie Noland, personal
communication. March 21. 1996) notes additional
advantages to class listserv discussions. such as the
fact that shy and insecure students cannot be interrupted before they have made their points.
On the other hand, technology is certainly
not an unmixed blessing. Even with some of
the new software tools. converting my syllabus
and packet materials into Web pages was time
consuming. Fortunately, I had a graduate assistant
who helped with this task. but, in order to accomplish it. we both had to learn the basics of
IITML.

Some students had difficulty setting up their
e-mail accounts and Web browsers---especially on
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their home computers. Fortunately. friends and
family usually came to the rescue. Then. when
they finally got everything working. the College
server would go down, giving students a new
excuse for not doing their homework.

The Students' Perspective:
Reactions to Using the I1WWW
After being introduced to the course and its
l/WWW-based assignments, the subjects were
surveyed on four different occasions (in September. October, November, and December) throughout the remainder of the semester regarding their
feelings about the I/WWW generally and the course
materials they accessed on it.

Survey One
Administered only a few days after the
I/WWW had been explained to the class, this
survey consisted of only one question: "What one
word best describes your feelings about the use of
the Internet and WWW for this course?" The subjects' positive and negative responses were fairly
evenly balanced, with a few students remaining
cautiously neutral. The positive responses used
words like exciting. dand.v. comlortahle. fine.
col0/1ill. resourcefill. and convenient. Those in the
middle employed terms such as necessary. curious.
possihi/ities. and progressing. One respondent ignored the instructions and wrote, "It has been both
encouraging andf;'ustrating" [emphasis hersj. Two
students indicated that the IjWWW was "challenging." The rest used more negative descriptors:
frustrating (two respondents), unfamiliar. and
undone-although whether it was the work or the
student that was "undone" remains unclear.
Some students expressed their feelings through
other channels. For example, a couple of weeks
into the course. one student sent me an e-mail
message. In it she explained that she was excited
to begin sending and receiving e-mail to and from
her family. former colleagues. and friends back
home in Asia. In contrast. another student complained. "This is all new to me! I'm too old to
learn these new tricks!"
Survey Two
A month later, students had had more experience with the I/WWW and more to say. At this
point. they were asked two questions: "So far.
what course-related activities or purposes have
you used the Internet or World Wide Web for?"
and "What one word best describes your current
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feelings toward the Internet and World Wide
Web?" Seventeen students responded. Once again,
the reactions were mixed, but this time they were
much more positive.
In response to the first question, at least two
subjects indicated considerable use. One wrote, "I
do at least half of my work (homework, study, research, communication, etc.) via the Internet and
World Wide Web. I have found it extremely
valuable with the limited time I have. It offers
vast resources at home that would require much
more time otherwise." Another reported, "I use
the Internet extensively in searching for information and materials for my classes." The other students had not yet mastered the technology so
thoroughly, but they were not far behind. They
had used the I/WWW for the five main purposes
listed below. The percentage of respondents who
mentioned each purpose is indicated after the
category title, and the categories are arranged in
descending order.
• Course syllabus (assignment information, instructions, and criteria; course calendar; answers
to quiz questions) (71 %). Consulting the syllabus
for course information was the most frequently
mentioned use. Many respondents wrote, "1 look
certain things up on the syllabus (the links are
very helpful)" or words to that effect. One also
noted, "I printed out a few pages I lost from the
syllabus. "
• TESL-related resources-ideas for lesson plans
and teaching materials (35%). Only half as many
respondents mentioned this category, but this use
was still substantial. Responses included: 'Tve
searched for ideas for my materials file. I wanted
to check on songs, CNN News, and materials for
the ESL classroom." and ''I've used it for looking
up things that would help me with my teaching.
I've found some fun locations such as cartoons,
songs, etc."
• TESL-L and ESL-oriented e-mail communication
(35%). An equally large number of subjects reported using e-mail to communicate with classmates, professors, and friends/family. A few also
mentioned HE-mail with listserv with some lively
and pertinent discussions."
• Information about TESL jobs (12%). Even
though 577 is an introductory course, a couple of
students were already combing the WWW for
information on "ESL teaching opportunities."

One reported enthusiastically, ''I've also found
places where I can look up TESL jobs, etc."
• More general WWW surfing and searching
(12%). Two of the respondents also reported
"surfing" or conducting more formal "Net
searches" regularly.
At this stage, students also demonstrated more
enthusiasm and less apprehension about using the
I/WWW. Ten (59%) of the responses were decidedly positive: "Invaluable," "Impressed," "Feeling better and better," "Fascinating & scary,"
"Great!," "Interesting," "Comfortable," "Worldwide," "Useful," and "Excited neophyte." Even the
less enthusiastic responses tended toward the positive: "Learning," ''I'm getting there," "Progression," and "Getting used to it!" Two responses
were realistically balanced: "Amazing (but
sometimes it's confusing)" and "Fun, but takes
a lot of time to find what one wants." Only one
was still decidedly negative, using the word

frustration.

Survey Three
After another month had passed, the subjects
were surveyed again. This time, subjects were
even more comfortable with, and enthusiastic
about, the Web. An even greater percentage of
them reported uses of the I/WWW in four of the
five main categories used in Survey Two. In addition, a new category of use emerged.
• TESt-related resources-Ideas for lesson plans
and teaching materials (88%). As the course
moved into the phase where students started doing
more actual teaching, their interests naturally
turned to the resources needed to support that
teaching. Nearly 90% of the subjects reported
searching for and "finding things for teachingpoems, songs, etc.," as well as "pictures, stories,
games, etc." In other words, "hunting for materials" and "looking for lesson plan ideas" on the
WWW became extremely common activities.
• E-mail communication (56%). In comparison
with the results of the previous survey, an even
greater number of subjects now mentioned using
e-mail to communicate with colleagues, professors,
and friends. In addition, more sophisticated e-mail
uses were reported. For instance, more students
reported subscribing to TESL-L and other online
forums to "read up on current (T)ESL topics." One
class member had even become actively involved
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in several specialized sublists, such as one for ESt
materials writers.
• Course syllabus (25%). Consulting the online
course syllabus and ancillary materials was the
most frequently mentioned (71 %) use in Survey
Two. Apparently, with the passage of time, students became familiar enough with the course
requirements and activities that they no longer
needed to consult the WWW syllabus so often. In
Survey Three, only a fourth of the respondents
mentioned looking at it.

HENRICHSEN

Survey Number Four
In December, as the semester was drawing
to a close, a final survey, with the same two questions, was conducted. This time, as before, the
TESL-related resources category received
the greatest number of mentioned uses. Other
categories remained at about the same level as
in Survey Three, but two new categories
emerged.

• Information about TESL jobs (19%). In contrast,
the number of mentions of ESt "job-hunting" increased in Survey Three. At least one student had
even started using specialized TESt employment
Iistservs.

• TESL-related resources-Ideas for lesson plans
and teaching materials (93%). As the deadline for
their materials files and final teaching demonstrations drew nigh, the students turned to the Web
for teaching materials and ideas. A new high,
93% (all but one of the subjects), reported searching for and finding things like pictures and lesson
plans .

• More general WWW surfing and searching
(13%). The number of respondents who mentioned
"surfing" or "just browsing and seeing what's
there" remained the same as in Survey Two,
although an additional student wished she had
"more time to search."

• E-mail communication (50%). A slightly lower
but similar number of respondents as before
mentioned using e-mail to communicate with
colleagues, professors, and friends. In addition,
one student reported reading news from her
homeland on the Internet.

• Research (new category) (13%). With no specific urging or guidance from the teacher, at least
two students apparently started using the Web
for an additional purpose. In this survey, they
mentioned doing "research" ("on topics such as
English only and English plus, humor, grammar,
etc.").

• Course syllabus (29%). Consulting
Web syllabus and ancillary materials
ently leveled off by this point. As
Three, about a fourth of the students
looking at it.

All but two of the responses to the "one-word"
reaction item were favorable. Expressions subjects
used to describe their current feelings toward the
I/WWW were comlortahle (by three respondents),
exciting. resourcetul. acceptance .. fine, necessary,
interested, great, fascinated, and interesting/tim! A
few could not confine themselves to just one word.
One gushed, "My skills are improving!" Another,
who had experienced considerable frustration
with the Internet earlier in the semester, wrote,
"Finally sent a message. Just needed time." An enthusiast who called the I/WWW necessary wrote,
"With my schedule, I heavily rely on the Internet
to survive." Taking a more balanced view, one
realist commented, "I like it, but it takes a lot of
time," and a laggard lamented, "Not much time
left to get into it!" Possibly the most rewarding
comment of all, however, written by a student
who had earlier shown some resistance to "learning new tricks," was a simple "Thank you!"

the course
had apparin Survey
mentioned

• Other classes/work (new category) (21 %). An
apparent "spillover effect" occun'ed towards the
end of the semester, after the students had become
acquainted with the I/WWW. Several of them
reported using it for work or other courses. This
information was encouraging inasmuch as it indicated that the subjects were applying the knowledge and skills gained in my 577 course to other
contexts. That being the case. the likelihood that
they will continue to use the Internet in the
future seems strong.
• Information about TESL jobs (14%). ESL "jobhunting" on the Internet was another fairly stable
category.
• More general WWW surfing and searching
(7%). The number of respondents who mentioned
Web "surfing" or exploring actually went down
in this survey. Perhaps that drop was due to the
end-of-semester "crunch," which typically leaves
students with little free time for anything.
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• Research (7%). In this survey, another student
mentioned using the Internet for research purposes.
No particulars were provided.
• Contacting ESL publishers (new category) (7%).
Another previously unreported type of use, contacting ESL publishers, was mentioned by one
respondent in this final survey. Like the other
independent explorations and diversifications
mentioned earlier, this contact with commercial
publishing houses over the WWW was also
encouraging.
In this final survey, virtually all of the oneword descriptions were positive. The terms that
subjects chose (often accentuated with an exclamation point) to describe their feelings toward the
I/WWW were comfortahle (three respondents),
fahulous. great, fascinating and interesting, interesting. exciting, essential, favorahle. cool, amazing, and improved. Not one response could be
categorized as negative. One, however, was honestly balanced (and probably reflects the feelings of
many WWW users)--fun. hut time consuming.
Some additional, unsolicited comments were
also revealing and rewarding. One subject wrote,
"It's nice to have the addresses so I don't have to
do as much searching," indicating that I/WWW use
becomes easier and more efficient with the passage of time and accumulation of experience. One
final comment, made by one student who had previously resisted the assignment to use the I/WWW,
was especially encouraging: "It has been worth it.
I'm glad you forced us into this!"

Conclusions
Changing from a paper-based course to one
which relies heavily on the I/WWW is not a simple
task. Such a step should not be undertaken on a
whim, without support. Nevertheless, it offers
many rewards, such as seeing students overcome
their fears and learn to use a technological tool
that will be of great use to them in the future.
The most obvious pattern in the data is the
steadily increasing confidence, competence.
and enthusiasm on the part of the students. For
instance, the number of categories of use increased with almost every survey. Likewise, the
percentage of positive one-word responses rose
from 39% in the first survey to R2% in the second,
RR% in the third, and 93% in the fourth. Over the
same time period, the percentage of negative responses dropped from 22% down to zero.

A

TESL METHODOLOGY COURSE
Another interesting pattern which appeared
in the data was the rise and fall over time of certain categories of use (i.e .. consulting the course
syllabus) .
More important than any general pattern that
might be deduced, however, is the realization that
people react to new technology in different waysbased on their personalities, talents, or previous experiences. When introduced to the advantages of
technology, many people will almost immediately
put them into practice, quickly mastering the
technology and becoming enthusiastic "opinion
leaders." Not all students, however, follow this
path. Some continue to resist new technology and
have difficulty mastering it. For example, toward
the end of the semester, at least one of my students
still spoke of "going to do battle with the computer" when she needed to submit assignments
electronically.
Nevertheless, in the end, the great majority of
students who are made aware of the benefits of the
Internet and WWW and who are given freedom to
explore, experiment with, and experience them
will eventually, overwhelmingly overcome any
obstacles in their path. At least, that was my experience in my 577 course last semester. In fact,
the experience was so successful that I plan to
continue and expand the use of the Internet and
Web in my 577 course next fall.
Of course, the amount of confidence that
these findings merit is limited. The sample was
small, the length of the study was limited, and the
data-gathering methods were rough. The "oneword" responses on the monthly surveys were not
sufficient to capture the complexity of students'
true feelings about the I/WWW. Also, there was a
potential for a "halo effect" in the responses, as
subjects might have tried to make a good impression on their teacher. Additional experience in
future semesters, with additional subjects and
in other research settings, will be needed before
any solid conclusions can be drawn.
An important question, which this study only
raises, is whether the subjects will continue to
use the new technology once the course is
finished. While the answer to that question lies
beyond the limits of this study, the data did
provide some encouraging signs. For example,
in Survey Three, one formerly reluctant user
commented, "I plan to continue using it as a
resource." And in the fourth survey, three respondents indicated that they had already started using
the I/WWW in other contexts, even though such
use was not required.
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In conclusion, if you have not already done
so, I invite you to conduct a similar experiment in
your classes and see if you get results similar to
those I have reponed here. I

Notes
I. Those interested in seeing the actual Linguistics 577
course syllabus and related materials used in this
research can find them at the following URL:
http://h umani tie s. byu. ed u/I ing u i s tic s/Henri ch sen/
577Syllabus/577frame.html
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Although Mary Ellen Brown didn't expect communication problems when she came to Salt Lake's
Westminster College from Colorado, she was amazed
to find how different neighboring Utah could be. She
explained: "I remember chatting with a newcomer at
a party one night, asking him what his major was. He
said 'cells.' I responded that biology was a difficult
major to complete, and he said, 'I'm in /s_lz/ (sales),
you know, a business degree?'"
Why did Mary Ellen understand the Utah native's
"sales" as "cells?" More generally, why did two people
of similar background and educational status misunderstand each other? The Dialect Study of Utah
answers these questions.

Linguistic Geography in the United States
The purpose of my research is to identify, locate,
and analyze dialects of American English in Utah.
Carroll Reed defines dialect as a "special variety of
usage within the range of a given linguistic system, according to the social or geographical disposition of its
speakers" (2). In other words, a dialect is a variety of a
language used within a particular speech community.
Traditionally, dialectologists have studied regional
dialects by creating linguistic atlases from data collected
during regional dialect surveys. These maps show the
distribution of dialect features across a region and
provide a picture of actual dialect variation. They "contribute to the description and history of a particular

language" (Walters 119) and provide a base for further
research in linguistics and other fields.
In 1928, the Linguistic Society of America and the
Present Day English section of MLA proposed a study
of North American dialect geography to match work
completed in Europe (Kurath 42). The project, under
the direction of Hans Kurath, aimed to collect primary
dialect data from the English-speaking United States
and Canada and compile it into regional linguistic
atlases. It won the approval of the American Council
of Learned Societies in 1930, and Kurath began work
in New England (Kurath 42). However, resource difficulties brought on by economic depressions and World
War II restricted the project's scope. By 1937, Kurath
realized that a comprehensive continent-wide survey
was beyond his personal capacity and suggested that
everything west of the Appalachian mountains should
be completed by autonomous research (McDavid
1983,48).
Since that time, work has been completed in the
Middle and South Atlantic States, the North Central
States, the Upper Midwest, California, Nevada, Washington, Oklahoma, the Gulf States, Texas, Missouri,
Kansas, Hawaii, Colorado, Wyoming, the Maritimes,
Ottawa Valley, and British Columbia (Brown 6-7).

Dialect Research in Utah
Utah was originally designated part of the Rocky
Mountain States project, but the fieldwork was never
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completed. In fact, very little scholarly research
on Utah language has been published. In 1977,
Carrol Reed summarized the current opinions
when he said: "Utah generally shows a preference
for Northern tenns, although the southern part of
the state sometimes participates in Midland usage"
(56). Other publications have focused on specific
aspects of language in the region. For example, in
1969 Stanley Cook wrote a doctoral dissertation
on an emerging urban dialect in the Salt Lake
Valley, based on two phonological characteristics. In 1970 Val Helquist studied" one phonological variable in urban and rural Utah" for his
master's thesis. A decade later, Karl Krahnke
reviewed the northern Utah vowel system and suggested possible areas of study. Other researchers
have focused on Mormon language, usually with
an emphasis on vocabulary (Baker; Wolsey;
Bookstaber; Sorenson; Wallace; Conrad and
Weiner). During this decade only Marianna Di
Paolo of the University of Utah has focused on
Utah English, analyzing specific phonological
structures as used in Salt Lake City (1990; 1992;
1993). This sadly short review of literature
shows that no one has undertaken a comprehensive study of Utah dialects.
However, the "exceedingly complex ...
geographical distribution of dialect features in
Utah" (Reed 56) deserves as much attention as
the dialects of other regions. Raven McDavid
(1965) points out that the "speech of any American community has long been recognized as
being as good as that of any other" (255) and
therefore deserves attention. Utah's planned,
and relatively recent, settlement makes it an
ideal location for historical linguistic research.
Much of the state was settled in a carefully
planned pattern. Records listing the original
settlers, as well as their national origins, are
available for many areas of the state. Some of
these regions have remained fairly stable in their
composition, with descendants of the original
settlers still making up the majority of the population. In these areas, geographical isolation and
the close-knit oral community have slowed dialect leveling with outside regions. However, the
current urbanization trend in Utah means that
these speakers are associating with outside language influences. The linguistic data available in
these areas needs to be gathered before it disappears. Also, rapidly expanding cities such as
Salt Lake City would benefit from the types of
sociolinguistic studies performed in other urban
areas. However, this work cannot be performed

without some initial infonnation on the regional
dialects.
My research provides baseline regional dialect data on Utah English. The purpose of my
project is to provide an overview of Utah in a context of linguistic geography. I have investigated
the following research questions:
• What assumptions do Utahns have about
their language?
• Are these assumptions correct?
I will also answer the following questions:
• Is there an American English dialect characteristic of Utah? Are there multiple Utah dialects'?
• Where are the boundaries of a Utah dialect
or dialects'?
• What are the characteristic features which
differentiate Utah dialect(s) from other American
English dialects?
The data presented in this essay will reflect on the
first two questions: What assumptions do Utahns
have about their language and are these assumptions correct?

Methods
Caroll Reed explains how to conduct linguistic
geography research (6-8). First a survey must be
designed to test for significant phonetic, lexical,
and syntactic characteristics of a region. Next the
linguist needs to select infonnants and administer
the survey. The data collected from infornlants is
plotted on a map, which is then marked to show
where specific characteristics were found. Where
isoglosses match on the map, a dialect boundary is
assumed along the line of their convergence. More
recently, dialectologists have combined linguistic
mapping with computer derived statistical analysis
to produce more accurate predictions of actual
dialect geography and features (Guy 1993). The
Dialect Survey of Utah incorporates two field instruments, an oral survey and an internet questionnaire. I will use statistical analysis software and
mapping software in the final analysis.
During the initial stage of my research, I
identified phonetic, lexical, and syntactic characteristics of the Utah region by asking both nonUtahns and natives of Utah to identify Utah
speech markers. From these responses I designed
a survey, modeled on similar instruments developed in Texas and Indiana, to test for dialectal

51

"UTAH ENGLISH"

characteristics in Utah. This method allows collection of data from a wide pool of respondents. My
survey gathers biographical information about
each informant, including age, education. occupation, religion, linguistic genealogy, and a history
of places lived. The questions prompt informants
to respond with specific words or phrases. which
are then recorded by a field researcher. Last semester 190 undergraduate linguistics students
from Brigham Young University, Southern Utah
University, and Westminster College conducted
approximately 400 surveys. This semester, approximately 250 linguistics students will conduct
approximately 750 surveys.
So far, I have analyzed 200 completed surveys.
Table I shows the demographic breakdown of the
surveys analyzed so far. All the informants have
lived in Utah for the majority of their lives (allowing for missions, military service, and education). With these statistics in mind, I will proceed to
give you an overview of the data analyzed so far
as it relates to my first two research questions:
What assumptions do Utahns have about their language and are those assumptions valid?
Table 1. Informant Demographics
Gender

male

84

Ethnicity Caucasian 119

female 114

Age

Asian

2

18+

94

31+

54

Religion Other

13

55+

49

None

15

LOS

172

Counties
SL: 72 Utah: 60 Davis: 13 Weber: II Uintah: 6
Carbon, Cache: 4
Iron. Millard, Sanpete. Sevier: 3
Kane. Ouch .. Morgan. Tooele, Wasatch, Wash.: 2
Wayne, Beaver. Summit. Grand, Juab: I
Data Collected
Assumptions
The most common assumptions are summarized in Table 2. Many native Utahns feel that
Utah has no distinguishing language markers.
Another large group commented on the dialect
of other regions of Utah (generally north vs.
south) or pointed out that there is a rural/urban difference, although they couldn't explain what the

difference is. Some respondents claimed that
Utahns "don't speak proper English" or are sloppy
in their speech. Again, when asked for clarification, most respondents couldn't provide specific
examples.
Others were more specific in their comments.
For example, many natives of Utah recognize the
tendency to use euphemisms rather than swear
words (non-Utahns were even more likely to identify this habit). Also, many pointed out that
Utahns often confuse the /0/ and /a/ phonemes,
especially before /r/. Others noticed that vowels
have a tendency to "shift" or "blend." Although
these last comments were ambiguous, the words
used as examples (/kr_k/ for "creek." /s_1I for
"sale," /_or/ for "sure," etc.) show that they are
describing a laxing of tense vowels.
However, after completing actual surveys,
one field worker commented, "While Utahns are
quick to point out the state's distinct speech
characteristics, none of the people I interviewed
actually spoke the way they claimed Utahns did."
Analysis of the data collected during the survey
shows that, overall, this statement is correct. The
majority of Utahns do not predict their own
speech habits accurately. Their assumptions are
based on the most distinct language patterns rather
than on common usage.
Table 2. Expectations (I =most common)
General
Phonetic
I. No distinguishing
I. /0/ becomes /a/ (and
reverse)
characteristics
2. North/South variation 2. Laxing of tense
(unsure what it is)
vowels
3. Urban/rural variation 3. Heavy or extra /r/
("warsh)
(unsure what it is)
4. Sloppy speech
Lexical
I. Made up swear words
2. Mormonese

Barn in a Born (/0/Ja/)
One of the most stereotypical phonetic characteristics in Utah speech is the "variable behavior
of the /0/ and /a/ phonemes before /r/. The stereotype is that these have switched, resulting in pronunciations something like /form/ [for" farm" [
and /farm/ [for" form"[" (Krahnke 8). This
characteristic was first noted in 1935 by T. Earle
Pardoe of Brigham Young University. He believed the tendency was centered in Sanpete
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County but very common all over Utah. In contrast, Krahnke argued in 1979 that there was no
evidence that the sounds had actually switched.
Rather, he claimed that the 101 phoneme had a
wide range of realization that sometimes included
la/. Today, Marianna Di Paolo agrees that the
switch doesn't actually occur but that the phonological variations of the two phonemes nearly
overlap for certain social groups. The tendency
occurs in words such as Ifarkl (fork), Ibarnl
(born), and Iwarl (war).
The lor/-/arl switching tendency is not as
common as the assumptions would lead us to
believe, as shown in Table 3. The data I have
collected indicate that it is dying out among
younger speakers, especially in urban areas.
Of the informants who have responded so far,
only 3% of those in the 18-30 age category realize
lorl as larl (saying Iwarl for "war," for example),
compared to 45% of those over 55. Only four
informants (all born before 1940) responded with
the reverse realization (/boml for" bam"). Table 4
shows the overall frequency of the lorl to larl
switch according to age.

The Still Mill
In 1988, Michele Petersen researched the
perception of the tensellax distinction in Utah
speech. She found that the "difficulty in perception
of the tensellax tonality features" in the environment preceding 11/ exists both for speakers from
Utah and from other parts of the country. In other
words, she found that the Utahns were actually
merging the tensellax vowels into the lax categories. Krahnke commented that this feature was
"not usually raised to the level of linguistic consciousness (and therefore stigmatized)" in 1979
(9). Today, however, the laxing tendency is one of
the defining characteristics of Utah speech. Nonnatives frequently point it out when asked to identify "Utahisms." My research so far indicates that
the tendency is growing in strength.
Overall, 37% of the informants responded
with the laxed front vowel when given the opportunity (see Table 5). Again, comparison of age
groups shows a steady change over time (see
Table 6). Data collected from these informants
indicate general laxing of all tense front vowels
preceding III. "Steel" becomes IsUI and "sale"

Table 3. Barn, Born, War (Total Percentage)

/bam/95.5%
"'bam"

/bom/2%

/bom/95.5%
"born"

other 2.5%

Iwor/78.84%

/bam/4%

"war"

other 0.5%

Iwar/15.8%
other 5.29%

Table 4. Barn, Born, War (By Age)

"bam"

"born"

"war"

18+

30+

55+

/baml

99%

95%

90%

/boml

0%

5%

9%

other

1%

0%

1%

/boml

99%

98%

89%

/baml

1%

2%

11%

Iworl

90%

87%

49%

Iwarl

2%

11%

45%

other

8%

2%

6%

Table 5. Heel and Sail (Total Percentage)
/hil/ 65.5%
Isel/ 56%
"sail"

Is*1/ 42.5%
other 1.5%

"heel"

/hll/ 31.5%
/h*1/ 1.5%
other 1.5%
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Table 6. Heel (By Age)
"heel"

18+

30+

55+

/hi 1/

61%

69%

72%

/hIli

38%

27%

22%

/h*11

1%

Oak,

4%

other

0%

4%

2%

Table 7. Pillow, Milk, Hill (Total Percentage)
/hll/ 85%
Imllk/81.37%
"pillow"

Ipllol 83.5%
/p*lol 16.5%

"milk"

"hill"

/h*1/ 9%

Im*lk/18.14%

/hil/ 3%

other

other 3%

becomes Is_l/. This vowel shift results in common
Utahisms such as "the still mill is runnin' today,"
and "there's a sell at ZCMI this weekend."
I have observed this vowel shift in the unmonitored speech of many young, educated Utah
natives. For example, a BYU student recently exclaimed "It's going to hell!" as sleet-filled clouds
gathered. I overheard another Utah native tell his
friend about a company's $6 million annual sells.
Similarly, a newspaper classified section recently
advertised a telemarketing position that required
"No sells" (Daily Universe). The employee who
took the information for the ad explained that she
simply wrote down what she heard over the phone
and thus transcribed "sells" rather than "sales."
Young speakers seem to be taking this vowel
shift a step further, reducing the front vowels almost entirely to 1.-1 before 11/. For example, when
asked to identify body parts, one child pointed to
the lower back part of her foot and said "/h_I/."
The informants who responded Ih_1/ to Question
#7 (see Table 7) show this tendency. The vowel
reduction occurs with some frequency in words
such as "pillow" (becomes Ip_lol - Question #4),
and "milk" (becomes Im_lkl - Question #6), as
shown in Table 7.
Similar shifting has been observed in vowels
preceding Ir/. For example, "miracle" becomes
Im_r_kl/ and "sure" become I_or/. Table 8, showing the pronunciation of "tour:' indicates that the
trend has become a dialectal characteristic for
nearly half the speakers surveyed.

I'm Going to Warsh My Face
No prior research has been done on the Ir/adding tendency in Utah. Although many people

included "warsh" in their list of Utah speech
characteristics, I have found little evidence to support it. Only six informants responded with Iwar.-1
when given the opportunity (see Table 9). Again,
age seems to be the conditioning factor, with all six
born before 1936. Data collected in the future may
show that the tendency to include unnecessary r's
is actually more widespread. Several informants
commented that they "used to say" warsh, but
someone (often a teacher) trained them not to do it.

Table 8. Tour (Total Percentage)

Iturl 51 %
"tour"

Itor/48%
other 1%

Table 9. Wash (Total Percentage)
Iwa@/95%

"wash"

Iwar@/3%

other 2%

Oh My Heck!
A majority of informants pointed out "madeup swear words" as a characteristic of Utah
speech. The most common examples include "oh
my heck," "good gosh," "fetch," "frig." "frag,"
and "frick." Several informants postulated that the
nonexpletive tendency might derive from Mormon
influence. Survey data show that only 15% of the
informants responded with creative euphemisms
when given the chance (see Table 10). Approximately 20% of LOS respondents used expletives
when given the opportunity (see Table II). In
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this case, it appears that although the assumption
isn't entirely valid, the explanation behind it
might be.

Table 10. Euphemisms (Total Percentage)
Expletives

25.63%

Common Euphemisms

55.78%

Creative Euphemisms

15.08%

Other

3.52%

Table 11. Euphemisms (By Religion)
LDS

non-LDS

Expletives

20%

63%

Common Euphemisms

55%

33%

Creative Euphemisms

16%

4%

9%

0%

Other

Conclusion
These figures show that, overall, Utahns do
not predict their language accurately. Each of the
assumptions mentioned exists in only a minority
of the speakers surveyed. Utah demographics are
changing rapidly. As families move from their
traditional homes in small mountain towns to the
bigger cities, leveling reduces the state's rich
dialect diversity. Outside influences are also
affecting Utah dialects. For example, Salt Lake
City has received an influx from California in the
last few years. In the south, St. George now hosts
almost as many newcomers as natives. The 2002
Olympics are already drawing out-of-state companies. and as the event nears more people will
move in. These ongoing changes make it more
urgent than ever to conduct comprehensive dialect
research in Utah.
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Supposition Error: A Novel: Minute Linguistic Structure
Magnified through the Literary Looking Glass

Alan Manning
Brigham Young University

Ketner ( 1(95) proposes that the novel be conceived
as "a large sign, a triadic relational pattern on a large
scale, that can be a tool in diagrammatic thought ...
used to model, by mental diagrams, some other relations
that are not as well understood" (p. 279). Following
the work of the late Walker Percy, Ketner argues that
using the novel as analytic model may prove the salvation of the human and social sciences, where dualistic
cause--effect models from the hard sciences have largely
failed to illuminate human motivations and behaviors.
I wrote Supposition Error: A novel partly out of
my desire to illustrate the dynamics of Peircean semiotics in a student-friendly format and partly from the
need to test a theoretical prediction about the differential
acquisition of writing genres. In this essay, I will review these theoretical underpinnings and report on
(very) preliminary results of these two aspects of the
ongoing Suppositio/1 Error experiment: First, as evidence for a genre-sensitive theory of writing acquisition
and second, my classroom use of the book as a primer
in Peircean theory.

A Test of a Writing-Acquisition Theory
I begin with a brief summary of my early findings
in writing acquisition research (Manning, 1(94),
which I would first put to the test in writing SuppositiO/1 Error. Timothy Crusius (1989) had noted that an
adequate discourse theory should predict/explain
a learning sequence among different types of writing

(p. 110). Construction of such a theory is the main
object of Britton et al.'s influential Development of
Writing Ahilities, a mainly empirical study of writing
samples from students age II to 18. Britton (following
Moffet) uses a variation on Kinneavy's speaker/hearer/
referent triangle to explain the findings, but the "triangle" turns out not sophisticated enough to describe
several aspects of Britton's empirical findings, let
alone explain them.

SPEAKER"

AUDIENCE

REFERENT-OBJECT
Figure 1
Britton's model (83) suggests that acquisition of
mature writing skills consists of gradual replacement
of expressive speech-based forms (e.g., instructor as
audience, concrete topics, heavily context dependent),
with forms unique to writing (e.g., generalized audience, abstract topics, independent of immediate context). Development should simultaneously proceed
from consistently expressive writing towards hoth
mature poetic (literary) and mature transactional
(persuasive and referential) writing. However, actual
empirical findings of Britton's study (in samples of
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English curriculum writing) are summarized as
follows:
... the first three age levels of the sample
[are] characterized by ... moderate use of expressive and extensive use of poetic writing.
However, there is some increase in trans
actional writing in the fifth year, and a sharp
change in the seventh marked by an increase
in analogic [technical] writing and a decisive
entry of writing at a theoretical (speculative/
tautologic) level; also in the seventh year,
poetic writing diminishes radically. (169)
In short, writing skills appear to evolve NOT
from the expressive, but from the poetic (literary)
through the transactional (i.e., first business,
then technical writing), with "theoretical" (i.e.,
scientific/academic) writing developing last. This
developmental sequence in student writing surely
has its parallel in the professional writing market;
the greatest volume is in quite readable literary
prose fiction (thousands of new novels and TV/film
scripts every year). The next, most commonly
encountered form is persuasion-oriented business
writing, much of it reaching us in the form of sales
letters (junk-mail), which are also quite readable
but somewhat irritating for their specific and
dubious claims (You MUST buy ... ). Most of us
encounter true technical writing less often, usually
in the form of instructions, in which competence
is more rare, their generally low readability
proverbial. Rarest of all are those truly competent,
readable pieces of academic/scientific prose
making some specific and convincing claim based
on carefully evaluated evidence (as opposed to the
"easy" narrative and emotional appeals typical in
business writing).
These observations are NOT accommodated by
the Kinneavy-Moffett-Britton discourse triangle.
which has its roots in a behaviorist-positivist
misreading (by Charles Morris) of C. S. Peirce's
original three-part semiotic theory. Ironically
enough, Peirce's original theory explains fully the
entire sequence that Britton discovered empirically
but couldn't explain with his corrupted model.
C. S. Peirce's original system, wherein Peirce's
fundamental categories are named according to
the order in which they develop perceptually:
FIRSTS (qualities and indefinite reference),
SECONDS (indexical claims about specific objects), and THIRDS (interpretive synthesis). The
style/organization parameters which define literary
writing (QUALITATIVE & DIVERSE CLAIM) are

iconic, and thus Peircean FIRSTS; the parameters
which define academic writing (EVALUATIVE &
FOCUSED CLAIM) are the first and second degrees
of Peircean THiRDNESS. The developmental
sequence of writing types falls out when these
parameters develop in Peirce's logical sequence:

Literary: Qualitative and Diverse Claim (I st, 1st)
Business: Qualitative-Indexical Claim (lst, 2nd)
Technical: Diverse Claim and Evaluative (1st.
1st of 3rd)
Academic: Evaluative-Indexical Claim (1st of 3rd,
2nd of3rd)
Figure 2
EVALUATION

Syn th eSlS
.
Icon
(1st) M ( 3 r d )
(I sl of 3rd)

\

'
\

Index-claim

EV ALUATIVE
CLAIM
(2nd of 3rd)

(2nd)
Thus, in classical linguistic terms. academic/
scientific writing is the most-marked member in
the hierarchy (2nd of 3rd) and is the latest, rarest
competence to develop (if it ever does). Literary
writing is the least-marked member in the hierarchy
(I st and I st) and is the earliest, most common
competence to develop (if it ever does). By
analogy, across languages and in language acquisition, the vowel sounds /e/ and /0/ are more
marked than the vowel sound /a/. Any languages
and/or children learning a language that make
productive use of /e/ and /0/ sounds always have
an /a/ sound within their linguistic competence.
The prediction follows, again by classical
markedness theory, that anyone with a genuine
competence in academic or technical writing
should implicitly possess some significant literary
competence, even if they have never written anything particularly literary. Note that the converse is
not true: just as the use of /a/ in a language does not
imply that /e/ or /0/ sounds have phonemic value in
that language, likewise a person's well-developed
literary skills do not imply that he or she could
write coherent and readable technical instructions,
or make a compelling academic argument.
Once I'd formulated this Peircean analysis of
writing-skills development, I felt committed to the
project of testing this most obvious empirical
prediction. As of 1993 (when I first developed this
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analysis) I had 12 refereed articles in various academic journals. On the other hand. since my eighthgrade English class I'd never written anything
"creative" or had any creative writing instruction.
This made me the perfect candidate: according to
any standard writing theory, I should not demonstrate any significant literary skill at all. And so.
with only my own leisure-time reading of fiction
as guide, I sat down and in a couple of weeks
wrote a short story called "Imprint"; I then showed
it to one of my creative-writing colleagues in the
English department at Idaho State. His response
was that, although he found my basic narrative
style sound and the story's premise interesting, his
impression was that I had outgrown (!) the shortstory format: I had introduced too many characters and a plotline too complex to be handled in
anything less than a novel-length treatment. Taking that as a promising sign, I then began the novel
that became Supposition Error.
By the end of 1993 I'd written the first four
chapters. Then I (finally!) began to wonder if my
whole theory of writing acquisition might be
wrong .... Not wanting this multiyear project to
be a total waste of time, I decided then to hedge
my bets a little and to work out a second purpose
for the book, if it turned out to be not such a great
piece of literature. For some years I'd been trying
to teach my students about Peirce's semiotic theories, but not with great success. Peirce's own
philosophical writing is not particularly easy to
follow and most writers commenting on his work
are even less clear than Peirce himself. One thing
I was sure of, most students would prefer reading
even a poorly written novel to reading another
poorly written academic text on Peirce. (Many
students seem to prefer having a leg broken to
reading academic texts of ANY kind.) It occurred
to me then that I might work up some concrete
illustrations of Peirce's theories of meaning in the
novel itself, making it into a kind of "primer" for
Peirce's theories. Since it was Peirce's fault that
I was writing this book at all, this seemed appropriate and poetic justice.
A Primer in Peircean Linguistics
To adequately illustrate what I accomplish
with Supposition Error as a literary treatment of
Peirce, I must now subject readers to a (mercifully
brief) academic discussion of part of his semiotics. I make considerable use of Peirce's tenpart division of sign-types (2: 254-263) in my
"Language, Mind and World" class at Brigham

Young University (Linguistics 230). His system
gets emphasis precisely because Peirce's classification makes clear the essential differences between human language and animal communication on one hand, and the relationship between
language and the basic organization of the human
brain on the other. In brief, animals and humans
both may make use of sign-types I-VII, but the
types VIII, IX, X represent the three key aspects
of that uniquely human communication mode
called language.

Peirce's Ten Classes of Signs

'"
'fDE~sLTIVE'M
f

SENSATION DIAGRAM

TERM

lll~ 113

112

133

/ \
123

~AGE\

122

EXPLETIVE

REASONING

233

P7)SmON
223

'71
\Vj

SOCIAL
SIGNAL

222
PHYSICAL
EFFECf

Figure 3
In Peirce' s diagram, the top left subtriangle
(I. II, V) is just that group of signs designated as
ICONIC; the top right subtriangle, (VIII, IX, X) is
just that group of signs called SYMBOLIC; finally,

the bottom subtriangle plus demonstratives (III, IV,
VI, VII) is that group of signs called INDEXICAL.
Scholars are generally aware of the distinction
between icon, index. and symbol, but generally
ignorant of the important subdivisions within
these three supercategories of sign. There are
volumes to be spoken about Peirce's Ten Classes
of Sign, but I will restrict myself to points that
I have emphasized in my introductory linguistics
course and reinforced with literary scenes from
Supposition Error. It turns out that Peirce' s Tenclass diagram is a fair representation of the neurological distribution of signal-interpretation in
people with "normal" brain function, that is to say,
"normal" left-hemisphere and right-hemisphere
specialization and "normal" frontal-posterior
lobe specialization.

60

ALAN MANNING

Peirce's Ten Classes as Map
of General Brain Function
LIMBIC SYSTEM

MOTOR
SYSTEM

..

¥

Figure 4
Thus, an anatomical interpretation of Peirce's
categories neatly explains how brain-damaged
persons may suffer significant damage to some
"core" linguistic functions, but not others. For example, people with "Wernicke's Aphasia" lose the
ability to correctly interpret or articulate lexical
items (TERMS-VIII), but they can still formulate
grammatical (though nonsensical) sentences. Persons with "Broca's Aphasia" lose ability to correctly interpret or articulate syntactic structures
(PROPOSITIONS-IX) but still are able to are able
to understand TERMS or use some language pragmatically (VII) as a system of SOCIAL SIGNALS
(Smith. 1990: 167-177).
Most patients with left-hemispheric damage,
furthermore. are still able to curse eloquently (i.e.,
utter EXPLETIVES-type III in the Peircean system). Even in the absence of specific lexical and
syntactic analysis. the patient with Broca's or
Wernicke's aphasia may still have sufficient
frontal-lobe capacity to draw reasonable inferences (X) and direct appropriate social actions
(VI. IV). Conversely, the Peircean model predicts/explains how patients with right-hemispheric
damage may retain basic linguistic competence
but loose all sense of pragmatically appropriate
language, as well as the image-based metaphorical
nuances (II. V) of lexical interpretation (Parker &
Riley, 1994: 285).
Let's consider now how the preceding academic discussion gets translated into a literary treatment. The basic premise of Supposition Error is
this: Paul Bolton. a cynical postmodernist literature

professor finds himself (apparently) kidnapped by
aliens along with his least-favorite graduate student. Dana Cooper. These two find themselves
abandoned on a distant planet 278 years in the
future. Here they have to learn to survive by using
their wits, plus the few odd bits of future technology they manage to borrow or steal from a "shore
facility," the twenty-third-century equivalent of
a highway rest area. These odd bits include one artifically intelligent, artificially feminine computer
named Voice. Voice proves indispensable to Paul's
and Dana's survival, but a faulty programming instruction from Paul causes her system to crash.
Then Paul and Dana have to figure out how to repair her. We now join their conversation, "already
in progress""Didn't Voice once say there was a another
shore facility, a branch office or something on a
beach somewhere?" Dana asked. "Was it north or
south of us?"
"North," I said. "About a thousand klicks,
maybe an hour away if we take the airlaunch, less
if we go full throttle. I was planning to go one of
these days. but I assumed the facilities would be
dead there too."
"Not dead-just an inactive backup," Dana
said, and she sat down again at another screen and
began moving through entry indices. After two
months of practice she worked more quickly than
I could follow. Soon she had retrieved a map of
our main facility, a triangle of seven buildings.
PLJ\'Il~AtI
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and this she set next to another map showing a
shoreline and a reduced triangle of four buildings,
domes smaller than ours on each corner, but a
large pyramid like ours at the center. Between
these two images, she superimposed a third neuralnet diagram, this one mapping the architecture of
a human brain.

Senior Starship Officers
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Figure 6
.. , She had two teeth in the middle of her
mouth, '" Dana quoted, '''one pointed North and
the other pointed South.' Put them together, like
the two halves of a human brain, and I think Voice
will speak again."
"What makes you so sure?" I had to ask.
"Well, when Voice first started to fail, she
started cursing like a sailor, remember? When
she woke up, she could communicate only by
singing. Those are what linguists call 'right hemisphere' language: the right side of the brain handles
profanity in most people. Saintly old women
who'd faint at so much as a tinker's 'dam' end up
cursing a blue streak if they're having strokes
in the left side of their brain. the part that handles
the grammatical, analytic part of language. In
those women though. the right side of their brain
still works: their artistic sense. humor. profanity
and music. don't you see? It's what they'll use to
communicate if that's all they have" (Supposition
Error. 131-132).
On the heels of this conversation, the skeptical postmodernist Paul Bolton discovers. much to
his dismay, that in the past 278 years the Truthdriven Realist philosophy of C.S. Peirce has
been made the cornerstone of human civilization.
penetrating all aspects of human culture. up to
and including architecture, computer-circuit design. not to mention military psychologists' ideas
about proper command structure in a starship
crew:

In such a setting. instructive situations like
that shown above multiply, giving me several opportunities to illustrate Peircean principles and
systematically dismantle Paul's various misguided
postmodernisms in the process.
This question remains, however: To what degree does Supposition Error actually succeed in
the tasks I've laid out for it here'? We will now
consider the preliminary results .

Preliminary Findings: A Primer in
Peircean Linguistics
My impression is that my 230 students
understand Peirce better this semester than they
ever have in the past, but then again I've also significantly altered lectures and testing material this
semester. Thus, it's not possible (yet) to objectively compare current student's performance with
student performance from past semesters with my
Peircean material. Given the low-information density of popular literature generally, with this novel
I can only hope, in any case, to teach just a few
basic points. On the other hand, I have accumulated some independent evidence that the novel
accomplishes at least one goal: that of generating
intaC'sf in Peirce. It is thus a "primer" in the most
basic sense: pouring a little water into pump so
that you can extract far more water from the well
beneath. After reading the novel, people seem
more loosened up, "primed," and motivated now
to confront the daunting task of reading and thinking about Peirce and his commentators in an academic context. Thus. Tom Anderson (a publichealth policy analyst from Massachusetts whom
I've never met) posted the following comment to
the internet discussion list on Peirce:
I was reading Alan Manning's novel, suppoSITION ERROR-I recommend it. but won't
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comment until I've finished it. Anyway, he
makes a lot of use of Peirce's semiosis there in
ways that really got me thinking about this
topic, a topic I find very difficult. I was also
on the alert for definitions and explanations
of "symbol" as someone-I can't recall who
now-posted a definition of "symbol" about
a week ago that stressed the "arbitrary and
conventional" (not a real quote-my memory
of the remark) nature of symbols in contrast
with icons and indices.
BYU colleagues and students outside the 230
course have also read Supposition Error. Whether
they read it for infonnation or entertainment (or to
make sure that I'm not corrupting my students'
morals), they consistently ask me where they can
read more about Peirce. This I count as success.

Preliminary Findings: A Test
of a Writing-Acquisition Theory
After my Linguistics 230 classes had read
Supposition Error, but prior to my explaining
anything about the novel, I submitted to all students
anonymous, voluntary-participation surveys (in
keeping with humans-subjects research guidelines).
The survey asked students to rate the book by
checking the assessment that most closely matched
their personal response to the book as story. Out
of 57 students, 43 returned survey fonns, with the
following results:
Assessment

Number of
students agreeing

One of the best novels I've read.
Better than many I've read.
Better than some I've read.
Worse than many I've read.
One of the worst I've read.

2
8
28
4

Class response to the novel as story seems to
be overwhelmingly NEUTRAL, but the average
tends significantly to the positive side (2 to I for
those expressing a non-neutral opinion). All in all,
such results tend to confinn my hypothesis that
literary genres of writing are significantly lessmarked than academic writing. Remember that
Supposition Error represents my first significant
attempt at literature, with lukewarm reviews, but
my first attempts at academic writing (as is usually
the case with new graduate students) received

overwhelmingly NEGATIVE reviews from my
mentoring professors.
This contrast in responses to my beginning
efforts in each genre suggest that, in all my distinctly painful struggles in graduate school, to
gradually improve my academic writing, I was actually also necessarily (but unconsciously) working over and across the foundational elements of
narrative literature. For example, through the practice of narrative, writers develop skill in showing
events unfold with concrete narrative detail (as in
the modern novel), rather than merely telling a
story as a sequence of events, rather than telling it
as a list of general interpretive statements (as in a
child's fairy tale). In later fonns of writing, this
skill likely translates into a relatively rare but valuable habit of using concrete examples to illustrate
each and all general explanatory and persuasive
statements.
Through the practice of story plotting, writers
develop skill in looking past their writing as a
linear series of sentences, to see beyond a flat list
of separate events to a larger unity in what they
write, the overall plot frame. In later forms of
writing this framing skill likely translates into an
equally rare and crucial ability to see explanations
and arguments as unified, larger claims that can be
revised and improved at the level of overall organization, not just tinkered with at the sentence by
sentence level.

Conclusion
In conclusion, I should now comment on the
covergence of the results of both aspects of
the Supposition Error project, as literary primer
in an academic subject, and as guide to a better
vision of composition instruction. This analysis
suggests that, although training in literary modes,
both reading and writing, will NOT guarantee success with academic reading and writing, the right
kind of training in literatary reading and writing
may nevertheless make the transition to academic
discourse far easier than currently accepted methods of academic instruction and composition
teaching.
Students from the beginning are confronted
with deceptively complex forms of academic writing in their reading assigments, and even when
they are assigned literature to read they will also
likely be assigned a "simple book report." Teachers expecting focused evaluation and criticism of
a book are invariably disappointed: the report invariably turns out to be little more than a plot
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summary of the book, if it is a story, and sporadic paraphrases of unrelated information if the
book is an academic text. In other words, the student retells the story and not usually very well, or
analyzes some academic argument not well at all,
full of the same kinds of unsupported generalization and lack of organizational focus that will
likely haunt their writing throughout their academic
careers.
My revisionary advice to academics generally
and to writing teachers particularly would be to
stop fighting this natural result, to work instead
to improve student's basic impulse to tell stories,
full of concrete detail and carefully constructed
plot organization. Do this and THEN ask them to
evaluate a story by someone else. Do this and
THEN ask them to evaluate an evaluative argument by someone else. Do this and THEN ask
them to write an original evaluative argument of
their own (i.e., the traditional research paper).
First things should come first.
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Tone Acquisition in Beginning Mandarin Learners
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Abstract
One of the largest concerns of Mandarin Chinese
students and teachers is the formidable task of acquiring tones. The task may be broken down into three distinct parts: Understanding!Memory, Perception, and
Production. It is our purpose to determine which aspect of tone acquisition is most difficult for beginning
students and to study the causes of tonal confusion.
Three separate tests were conducted with missionaries
learning Mandarin at the Missionary Training Center
in Provo, Utah.
After conducting a background survey, we observed the subjects speaking and noted errors
in tone production for 20 words. Next, these same
20 words were written in Yale romanization and given
to the missionaries, who then marked which tone
should accompany each syllable. All 20 words had
been taught to them four to seven weeks earlier. The
final test involved listening to a recording of a native
speaker reciting 20 sentences at a normal discourse
speed. The subjects were given a list of 20 new words,
only one of which had been taught to them before, that
occurred in the 20 sentences and were asked to identify the correct tone while listening to the sentence
three times.
Results indicate that missionaries produced the
correct tone for the 20 words with 76% accuracy and
remembered the correct tone for those same words
with 89% accuracy. They correctly identified tones for

the 20 new words with only 47% accuracy. Tone confusion was not uniform across the three tests, indicating the need to divide learning along the same lines.
1. Introduction
One of the greatest concerns of learners of Mandarin is the recognition and production of tones. Many
students are turned off at an early stage of learning by
the difficulty of such a foreign concept in speech. The
question is often asked, what makes learning tones so
difficult? We theorized that an answer to this question
could be found by studying three separate aspects of
tone acquisition: Understanding/Memory, Perception,
and Production. Three separate tests, as well as a background survey, were conducted with three Mandarin
classes at the Missionary Training Center in Provo.
Utah.
From the data of these three tests, we should be
able to determine the critical areas of learning and the
most difficult tone combinations for non-native speakers. We hypothesized that on a relative scale, missionaries would produce and remember tones far more accurately than they could recognize them in native
speech. Typically, the most tone confusion will occur
between second and third tones. Zhang reports that
these two tones are the last to be acquired (Zhang
1988: 17). The results of these tests should help in analyzing whether or not the current language learning
frameworks in use at the Missionary Training Center
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are effecti ve in teaching tones and, specifically, in
what areas improvement needs to be made.
Carolyn M. White, regarding the difficulty of
learning Mandarin tones, states: "The cause of the
difficulty is not only linguistic, but psychological
and sociological as well" (White 1981: 53-54).
On the strictly linguistic side, Mandarin has
a much wider pitch range than English, almost
1.5 times wider (52). (The tone system is explained in the Appendix.)
Another difference between English and Mandarin Chinese is the mode in which stress is made.
English employs a raised pitch, similar to a Chinese first tone, to indicate stress, the opposite being
a weaker sound similar to the third tone. In many
cases, this mode of stress is carried over into Mandarin by beginning students to result in incorrect
tone production as well as misinterpreted modality
when listening to native speech (52-53). Similar to
this is the habit of intonation transfer, where English sentence intonation is carried over and superimposed onto its equivalent sentence in Mandarin,
also resulting in incorrect tone production (53-54).
Chao (1933) indicates that too much emphasis
has been placed on the fixed word-tones in Chinese, neglecting the expressive intonation that still
exists: 'There still remains a good deal of pitch
movement in Chinese speech which expresses
moods and attitudes of the speaker in addition to
the modulation of pitch due to the etymological
word-tones and the more or less regular forms of
neutral speech intonation when tones are joined together" (Chao 1933: 130). But sentence intonation
cannot replace word-intonation. He points out that
forms of intonation which accompany tones simultaneously are "(a) General raised level of pitch,
(b) General lowered level of pitch, (c) Widening of
range, (d) Narrowing of range" (132). Intonation
can also be added to the end of the tone: "the fall
and rise will not be added simultaneously to the
last syllable, but will be joined on successively,
after the word-tones are completed, thus: (41 + 12)?
(213+31)!" (Chao 1933: 131).
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of undergraduate studies. When we conducted our
test, these missionaries had been at the MTC for
seven weeks, with only one week left before leaving for their mission destinations. Missionaries at
this training center were given classroom instruction in the language an average of six hours per
day, with instructions to speak their target language
at all times. Mandarin learning at the time of this
study utilized the Yale romanization system.

2.2 Language Background
The background questionnaire provides a data
base describing the relative learning level of the
27 missionaries tested. Information gathered includes educational background, experience with
Mandarin or other foreign languages, and general
attitude towards learning Mandarin. From this
questionnaire, we discovered that 21 of the
27 missionaries did not have any previous language experience in Mandarin Chinese. The other
6 missionaries took Mandarin courses in high
school and college. Only one missionary spoke
Mandarin in his home. However, 25 of the missionaries studied another foreign language besides
Mandarin for one or more year in high school.
Because most of the missionaries did not have
any prior experience speaking Mandarin, they
were excellent subjects to be analyzed for tone
acquisition.
2.3 Purpose
Our purposes for conducting tone tests with
missionaries were (I) to find out how well missionaries recognize and produce tones after seven
weeks of training at the MTC, and (2) if mistakes
in recognition and production are made, to determine what type of mistakes they are. A common
mistake with new learners of Mandarin is tone
confusion. We intended to discover patterns in
tone confusion with missionaries, also identifying
if language background makes any difference in
tone acquisition. Lastly, we hoped to analyze how
well the teachers teach tones to the missionaries
and suggest improvements in tone instruction.

2. Methodology
2.1 Subjects
Permission was granted to use 27 missionaries
at the Missionary Training Center (MTC) in
Provo, Utah, as our subjects for testing tonal production and recognition. The missionaries were
split into three groups (districts) of 8,9, and 10
missionaries respectively to facilitate easier data
collection. The average age of these subjects was
20, with 63% having completed one to two years

2.4 Data Collection
2.4.1 Tone Production in Monologue: The
tone production test was conducted first. By our
giving this test first, the students were not aware
that we were focusing on tone production and they
spoke as they normally would. We instructed the
teachers of each of the three groups of missionaries
to conduct a testimony meeting in the language. In
such an activity, members of the group share their
feelings and convictions regarding specific aspects
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of their beliefs. After only seven weeks of training,
the resulting monologue is generally composed of
phrases they have been taught, as well as direct
translations from English word order thought patterns to English word order Chinese sentences.
(Reporting on grammatical mistakes would require
more time than we have in this study.) The teachers explained that the missionaries should center
their testimonies on the gospel, their families, their
companions, and their teachers. In this context, we
were able to listen for 20 familiar vocabulary
words (see Appendix) that we anticipated each
missionary would use in natural speech. These 20
words included words like She'n (God), .ii'aohu'i
(church), to'ngba'n (companion), and .ii-ati'ng
(family), which the missionaries learned beginning
in their first week at the MTC.
From an observation room, we unobtrusively
tape recorded each group of missionaries as they
bore their testimonies in Mandarin. The missionaries knew they were being observed, but they did
not know the purpose. It was important for us to
obtain impromptu speech from the missionaries in
order to evaluate their tone acquisition progress
while at the MTC. We knew that each missionary
would not use all 20 words, but we still felt this
would be useful in our analysis. The first group of
8 missionaries used 35 minutes to bear their testimonies, the second group of t) used 60 minutes,
and the third group of lOused 45 minutes. Some
testimonies were longer than others, but almost
every missionary used at least 5 of the vocabulary
words we were testing.
The tapes were listened to individually. rather
than in committee, by the two authors, both nonnative Mandarin speakers. An attempt to have
a native speaker listen to the tapes demonstrated
the psychoacoustic principle that native speakers
will tend to superimpose the correct tone over a
word when they hear an incorrect tone if there are
sufficient lexical clues to determine syntax (see
Stagray & Downs I t)t)3). Occurrences of the 20
selected words were transcribed on summary code
sheets for each missionary. From these transcriptions it was determined which words were
pronounced with the correct tone(s) and which
were not. It is important to note that most of the
words analyzed consisted of two syllables, which
required looking at the tone for each individual
syllable in the Chinese word. For those syllables
pronounced incorrectly, the tone spoken by the
subject was recorded. This data has allowed us to
discover tone confusion in natural speech and
ascertain patterns of difficulty in pronouncing certain tone combinations.

2.4.2 Tone Recognition from Memory: The
second method of data collection was to administer
a tone recognition test. The same 20 vocabulary
words used in the tone production test were used in
this written test (see Appendix). We purposely
used the same words to facilitate comparisons between missionary production and recognition of
the same words. The missionaries were given 10
minutes to complete this portion of the written test.
They were instructed to place the correct tone (one
through five) over the Mandarin word. An English
translation was provided for each word as well.
Because these 20 words were familiar to the missionaries, the intention was to see if they could recognize the tones from memory. All the data were
transferred to code sheets, from which the tones of
each syllable were analyzed.
2.4.3 Tone Recognition from Running Speech:
The last method of data collection was a tone
recognition test of unfamiliar words. In contrast
to the second method. we purposely used words
unfamiliar to the missionaries to test true recognition of tones (see Appendix). A female native
Mandarin speaker from Taiwan'recorded 20
sentences at a normal speaking speed. Each sentence was repeated three times, with a 10 second
pause between sentence groups. For each of the
20 questions on this test on their page, the subjects saw a romanized Mandarin word (target
word) without tone mark(s). The missionaries
were instructed to listen to each sentence, recognize the target word, and then mark the correct
tone(s) above the word. The sentences were repeated three times to ensure that the missionaries
were able to pick out the target word and mark
the tone. For words with more than one syllable,
each tone was evaluated separately and equally.
2.5 Data Analysis
To better point out the patterns of correct and
incorrect tone production and recognition, three
statistical tests were conducted with the help of
Research and Development at the MTC. Research
and Development also helped us do statistical language background tests, which allowed us to
know the language backgrounds of our 27 missionary subjects. These test results can be found in
the Appendix.
2.5.1 Scoring: We scored the missionaries'
tests as follows: one point for each correct tone
mark over a Mandarin syllable. A two-syllable
word was worth two points. The same logic
applies to words with three or more tones. With
the raw scores collected from this scoring system,
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we assigned percentages to each syllable to relate
accuracy in tone recognition and production.

2.5.2 Problems CollectinR Data: We encountered a few problems while collecting data for this
project. First, when tape recording in the observation room, some of the missionaries spoke softly,
which made it difficult to transcribe accurately
correct/incorrect tones. Because the four microphones in the room where the missionaries held
their testimony meetings were located in the four
comers of the ceiling and not in direct voice range
of the missionaries, it was sometimes difficult to
differentiate among tones.
As anticipated, the missionaries did not use
all of the designated 20 vocabulary words in the
tape recorded test, so the results of the test were
incomplete in that regard. In addition, some of
the missionaries were nervous in an observation
room, and this may have affected the accuracy of
their tones.
3. Results

3.1 Tone Production in Monologue
Individual tone production for each of the
27 subjects are combined into Table 4 (Appendix)
and reported by syllable. Due to the fact that
not every missionary used all of the selected
words in his monologue, it was necessary to base
percentages of various tone production on the
number of subjects who used the particular token;
therefore, it must not be assumed that all figures
represent actual tone production ability of all subjects. For example, the reported percentage of correct tone production for wa 'nqu 'an (perfect) of
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0.0% must be weighed according to the percentage of subjects who actually used this token: only
7.4%. On the other hand, She'n (God) was spoken
correctly 50% of the time with 74.1 % of the subjects using the token in their monologues. Significant data can be derived from tokens which were
used at least 70% among subjects.
A second approach was to total the number of
occurrences of each token by tone category and add
up the different tones produced with that token.
The results are presented in Table I.

3.2 Tone Recognitionfrom Memory
Results of this test are reported by token in
Table 5 (Appendix). Correct tone usage was significantly higher in this section for several reasons, which will be discussed with other theories
in the next section of this essay. The subjects
expressed confidence after taking this portion of
the test, indicating again their familiarity with the
chosen words. Tone confusion per tone category
is reported in Table 2.
3.3 Tone Recognition from Running Speech
Again, responses are recorded according to
token in Table 6 (Appendix). Subjects scored lowest on this test, and many expressed discouragement afterwards. Total responses per tone category
are reported in Table 3.
3.4 Language and Educational Background
Preliminary studies were conducted to
compare the educational backgrounds and the
levels of language learning among the subjects.
These results are reported in rough tables in the

Table 1. Tone Production Confusion in Speech
1st Tone
%

2nd Tone
%

3rd Tone
%

4th Tone
%

5th Tone
%

First Tone

87.8

0.0

6.1

3.0

2.6

0.4

Second Tone

10.8

57.6

13.7

13.7

3.6

0.7

Third Tone

13.7

0.0

74.0

2.7

9.6

0.0

Fourth Tone

5.3

1.5

11.5

72.5

6.9

2.3

Fifth Tone

0.0

0.0

11.6

0.0

88.4

0.0

Tone Produced
Prescri bed Tone

Other
%'
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Table 2. Tone Confusion from Memory
Tone Rememberd
Prescribed Tone

5th Tone

3rd Tone

4th Tone

%

%

91.8

2nd Tone
o/c
2.6

2.6

2.9

0.0

Second Tone

4.6

82.3

9.7

3.4

0.0

Third Tone

1.9

5.6

90.7

1.9

0.0

Fourth Tone

1.4

6.5

6.5

91.7

0.5

Fifth Tone

0.0

0.0

0.0

0.0

lOtto

5th Tone

1st Tone
%

First Tone

%

Table 3. Tone Confusion in Listening to Running Speech
Tone Heard
Prescribed Tone

1st Tone

2nd Tone

3rd Tone

4th Tone

%

%

%

%

%

First Tone

49.2

12.2

10.6

25.7

2.4

Second Tone

18.1

34.7

34.7

10.2

2.3

6.9

14.4

34.7

43.5

0.5

21.1

8.9

9.3

60.4

0.4

0.0

0.0

0.0

17.4

85.2

Third Tone
Fourth Tone
Fifth Tone

Appendix. From this survey, subjects were
assigned a language experience number on a
scale of 0 to 6, based on their experience with
Mandarin Chinese and other languages, weighted
in favor of longer exposure to Mandarin Chinese.
These results are found in tables 7 through lOin
the Appendix.

4. Discussion
4.1 Stages o.fTone Acquisition
By dividing this study into three sections. it
was possible to see the varying degrees of competency at different levels of tone acquisition. Data
from this study seem to indicate that the order of
acquisition begins with learning and memorization, followed by ability to reproduce, and lastly
followed by the ability to perceive tones in
unfamiliar context. Subjects had relatively few
problems in correctly identifying tones for words
they had been taught: only xu 'exi , (to learn) seems
to be out of the norm. The differences in accuracy
between this test and the observed monologues

may be accounted for in two ways: (I) When the
subjects were observed speaking, they were
unaware that their tones were being recorded;
English intonation overrode many of the tones.
Once the subjects were given the second tests they
began a conscientious effort to remember accurate
tones. (2) Simply learning what tone accompanies
a particular word does not necessarily indicate that
the tone will be produced accurately or even
that the speaker will remember that the tone is an
integral part of the syllable.
The third test offers interesting results. A
study conducted by Massaro, Cohen, and Tseng in
speech perception proposes a "fuzzy logic model
of speech perception" in three steps: "feature evaluation, prototype matching. and pattern classification" (Massaro, Cohen, & Tseng 1985: 269). The
first step involves determining the degree to which
each part of the sound is present; next. these features are matched to "prototypes of speech sounds
stored in long-term memory ... provid[ ing I a
goodness value indicating the degree to which
each prototype matches the speech sound" (270).
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The third step. pattern classification, is based on
these goodness values. They conclude that "the
probability of identifying a stimulus as a particular
speech sound is equal to its goodness value relative to the sum of the goodness values for all
prototypes under consideration" (270). The prototypes that beginning students have to compare
with are limited in number. Having fewer prototypes for comparison reduces the probability of
correct identification even if the token sound was
heard correctly. Data from this third test indicates
that students at the MTC are lacking in examples
to which they can compare new words.
Li and Thompson (1977) discovered different
stages of tone acquisition for children growing up
in a native Chinese environment. For children,
they concluded that "( I) tone acquisition is accomplished within a relatively short period of
time; (2) mastery of tones occurs well in advance
of mastery of segmentals; (3) the Mandarin highlevel and falling tones are acquired before the rising and dipping tones; (4) the rising and dipping
tones are substituted for each other throughout the
tone acquisition process" (Li & Thompson 185).
The child's process of tone acquisition was then
divided into these four stages:
Stage 1. The child's vocabulary is small.
High and falling tones predominate irrespective of the tone of the adult form.
Stage 2. The child is still at the one-word
stage, but he has a larger vocabulary. The correct 4-way adult tone contrast has appeared,
but sometimes there is confusion between rising and dipping tone words.
Stage 3. The child is at the 2/3-word stage.
Some rising and dipping tone errors remain.
Tone sandhi is beginning to be acquired.
Stage 4. Longer sentences are being produced. Rising and dipping tone errors are
practically non-existent. (Li & Thompson
1977: 189)
Adding to the difficulty of the third test is a
change observed by Shen Xiao-nan in tone contours. The report concludes that "intonation-tone
interaction in Mandarin Chinese involves a pitch
change in both the shape and scale of a given
tonal pattern. Nevertheless, the basic feature of
tones remain intact. Tone and intonation are distinguished phonologically, they are mutually dependent but do not exclude one another" (X. Shen,
1989: 66). Running speech places narrower scales
and smaller shapes on the tonal pattern.

4.2 Tone Confusion
In discourse production it was observed that
subjects confused third tones for first tones, and
second tones for either third tones or fourth tones
an equal number of times (13.7%). In the memory
tests, confusion occurred most by changing a second tone to a third tone (9.7%). Studies performed
by Bourgerie indicate "that errors in perception do
not necessarily mirror errors in production for the
group or for the individual student" (Bourgerie
1995: 1). We also found this to be true: tone perception confusion was greatest for third tones
being changed to fourth tones (43.5%), followed
by the shifting of second tones to third tones
(34.7%). Li and Thompson (1977) conclude that
tones are learned in a specific order: I-high,
2-falling, and 3-rising and dipping.
Beginning students are not the only ones to
confuse tones. Stagray and Downs assert that
"Mandarin speakers may have had poorer differential sensitivity because they had learned to categorize sounds of similar frequency together to enhance their perception of tone phonemes" (Stagray
& Downs 1993: 143). However, this does lead to
greater perceptual confusion among natives if the
tones are produced with similar frequencies (155).
For a study on how far tones can be changed until
they are no longer recognizable, see Bruce A.
Connell, John T. Hogan, and Anton J. Rozsypal
(1983).
Tone perception confusion ranked highest in
this study. Fox and Unkefer have demonstrated
"that the perception of tone, a suprasegmental, can
be affected by lexical status variation" (Fox &
Unkefer 1985: 86). The other two tests involved
words the subjects had already learned; this last
test had only one familiar word: xi-ongdi'
(brother). Lack of lexical influence thus decreased
the possibility of correct perception.
4.3 Language and Educational Background
There was no direct correlation between
background and tone production and perception.
Such findings correlate with earlier studies. Subjects with relatively intermediate levels of language background performed less accurately than
subjects with little or no language background.
This is possibly due to the general attitude of subjects who had been exposed to Mandarin Chinese
before entering the MTC, feeling that they had
already mastered tone acquisition and had no need
to improve in this area. However, further study
would need to be conducted in order to validate
this hypothesis.

TONE ACQUISITION IN BEGINNING MANDARIN LEARNERS

5. Conclusions

performance" (Massaro, Cohen, & Tseng 1985:
2X6). Mandarin, unlike Cantonese and other tonal

The purpose of this study was (I) to determine areas of difficulty for beginning Mandarin
learners in learning, recognizing, and producing
tones by specifically focusing on tone confusion;
(2) to identify which aspect of tone acquisition is
most difficult; and (3) to determine if language
background affects tone acquisition. Comparisons
of the results from the three tests conducted clearly
indicate that students are strongest in remembering
what the correct tone should be for words they
have been taught and that the most difficult aspect
of tone acquisition is identifying correct tones
in speech. Correlation data of language background and tone performance shows no relationship between these factors. Only subjects with significantly greater periods of time spent in learning
Mandarin Chinese would provide direct correlations to tone performance and language background.
The first step in correcting tone performance
is recognition of common errors. Teachers and
students must be aware of the causes of the mistakes. Upon completing a study of pitch patterns
and intonation transferring, Yao Shen concludes:
Students are not aware of the cause of mistakes nor of their nature .... It is generally
accepted that students bring their native
habits into their foreign language. and these
are the major cause of mistakes. In the situation here, the nature of the errors Iare] due to
the pitch pattern in the students' native language. When students are aware of the cause
of the error, they can consciously refrain from
making it. When the teachers know the nature
of the errors, they can effectively cooperate
with the students to attain the desired production. (Y. Shen 1963: X4)
To remedy some of the problems in tone production, Chen offers the conclusion that "nontonal language speakerls] should widen Itheir]
normal pitch range at least 1.5 times if Ithey I want
to successfully learn to speak Chinese" (Chen
1974: 170).
Instruction on tones at the Missionary Training Center follows a standard approach, focusing
on the pitch contour of the different tones. Massaro. Cohen, and Tseng discovered that "accurate
recognition required information about both Fo
(pitch) height and Fo contour; one dimension
alone was not sufficient for accurate recognition

languages, does not have true register tones."' This
places a greater emphasis on both tone pitch
height4 and tone contour,' an emphasis which
teachers must make when introducing the tones as
well.
We conclude that there are three stages in
tone acquisition. The first stage is a memorization
activity in which prototypes are placed in longterm memory. Beginning students place most of
their focus on this stage and isolate it from the
other two. The second stage is tone production,
which is based on repetition of listening and
speaking. The student knows what the tone should
be and relies on examples provided to match the
tone he produces to the prescribed tone. The third
stage is tone perception, where the student is able
to accurately distinguish tones in running speech.
A greater ability to perceive tones leads to a better
ability to produce them, leading us to propose that
these three stages are cyclical. Accurate speech
can be achieved only when these three stages are
not isolated from each other; therefore, instructional frameworks must address all three stages
from the beginning.
The three different tests indicate that tone confusion differs in these three stages of tone acquisition. This leads us to propose that instruction place
greater focus on tone perception and production,
where most confusion occurs. While current language acquisition frameworks encourage such an
approach. it has been observed that missionaries
tend to put the greatest focus on memorization. Because of the lack of instruction on tone perception,
the missionaries lack the needed long-term memory base of tone prototypes and therefore are unable to progress in this cyclical learning.
The current study finds the instructional material and language acquisition frameworks at the
MTC adequate in teaching the missionaries which
tones accompany the words they are taught, but
lacking in its ability to ensure correct tone production and completely inadequate in increasing tone
perception ability. It is recommended that computerized tone tutorials and diagnostic tests be made
available to the missionaries throughout their stay
at the MTC. Updates and modifications of the diagnostics currently used at Brigham Young University as well as recently developed tone tutorials
would fulfill this need." Throughout their two-year
service. the missionaries should be given a booklet and practice tapes of tone pernlUtations to review regularly.
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Notes
lThe reason for using a female to make the recording of unfamiliar sentences was the clarity of her voice.
After the recording was made and the test administered,
it was discovered that two of the words selected had
tone discrepancies when compared to Beijing definition:
daifil (doctor) is spoken with a fourth-Ilrst tone combination in Taiwan, compared to the fourth-fifth combination in Beijing (two of the missionaries had possibly
learned this pronunciation in first-year Mandarin
classes); holi (glass) is spoken with a Ilrst-second tone
combination in Taiwan and a Ilrst-Ilfth combination in
Beijing. Several dictionaries were consulted from both
Taiwan and the mainland, and a debate broke out between the Taiwanese native, a native from Shanghai.
and the author.
'Some leeway was given in determining which
tone was being produced, yet there were still tones produced which could not possibly fit into one of the Ilve
categories. Nor could they be described in the Cantonese tonal system. One such example was an inverted
third tone used for ha'n in to'ngha'n (companion).
Stricter grading would yield even more tonal patterns in
this category.
'Register tones arc level pitches which divide the
tonal range into levels. Cantonese, for example, has
three register tones which divide the range into high,
medium, and low levels; the remaining four tones in
Cantonese arc separated into these levels.
'Pitch height refers to the frequency level of a particular tone. Tone pitches arc not dellned by exact frequencies, but are defined relative to one another within
an individual's voice range. Pitch height also refers to
the endpoints of the sound, specifying at what frequency a tone should begin and end on.
'Tone contour, also referred to as time-pitch,
is most clearly described by the scale developed by
Y. R. Chao which utilizes tone letters to describe the
change in pitch within the pitch range throughout
the voicing of the syllable (Li & Thompson 1981: 6).
Tone contour is simply the change of pitch throughout
the length of the tone.

6Brigham Young University is currently using
computerized tone diagnostic tests developed at the
University of Ohio. Upgrades and modifications are
currently in production.
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ApPENDIX

Table 4. Tone Production in Monologue
Tone Produced
Chinese Syllable 1st Tone
%

(2)
(I)
(4)
(4)
(2)
(2)
(2)

(1)
(\)

(I)
(2)

(4)
(4)
(2)
(5)
(2)
(2)
(I)

(I)
(4)
(I)
(I)
(I)

(I)
(2)
(2)
(3)
(5)
(4)
(3)
(5)
(I)
(2)
(2)
(4)
(3)
(4)
(3)
(l)

( I)
(2)
(2)
(I)
(1)

God
to know

5.0
84.0
8.0
Holy Ghost 16.7
16.7
perfect
0.0
0.0
prophet
100.0
100.0
true
94.1
11.8
church
6.3
0.0
living
22.2
0.0
Book of
36.4
Mormon
9.1
63.6
Heavenly
85.7
Father
14.3
Jesus Christ 96.3
96.3
96.3
81.5
to learn
14.3
0.0
we. us
0.0
0.0
is, to be
4.8
you (plural) 0.0
0.0
family
66.7
0.0
companion 14.3
4.8
to thank
42.1
0.0
teacher
10.0
85.0
Gordon B. 100.0
Hinckley
0.0
0.0
100.0
100.0

2nd Tone
%
50.0
0.0
0.0
0.0
50.0
0.0
0.0
0.0
0.0
0.0
70.6
0.0
0.0
55.6
0.0
63.6
27.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
71.4
80.0
0.0
0.0
0.0
0.0
0.0
0.0
79.2
38.1
9.5
0.0

o.n
0.0
0.0

o.n
100.0
10()'0
0.0
0.0

3rd Tone
%
10.0
8.0
4.0
0.0
16.7
50.0
50.0
0.0
0.0
5.9
0.0
OJ)

0.0
11.1
0.0
0.0
36.4
0.0
0.0
0.0
0.0
0.0
0.0
7.4
14.3
0.0
88.0
12.0
0.0
77.8
22.2
25.0
4.2
33.3
23.8
47.4
47.4
85.0
10.0
0.0
0.0
0.0
0.0
0.0

4th Tone
%
25.0
0.0
76.0
66.7
16.7
50.0
50.0
0.0
0.0
0.0
17.6
87.5
93.8
11.1
0.0
0.0
0.0
18.2
14.3
85.7
3.7
3.7
3.7
3.7
0.0
20.0
0.0
0.0
95.2
0.0
0.0
8.3
12.5
14.3
38.1
10.5
47.4
0.0
0.0
0.0
0.0
0.0
0.0
0.0

5th Tone
%
5.0
8.0
8.0
16.7
0.0
0.0
0.0
0.0
0.0
0.0
0.0
6.3
6.3
0.0
100.0
0.0
27.3
9.1
0.0
0.0
0.0
0.0
0.0
7.4
0.0
0.0
12.0
88.0
0.0
22.2
77.8

n.o
4.2
0.0
14.3
0.0
5.3
5.0
5.0
0.0
0.0
0.0
0.0
0.0

Other
%
5.0
0.0
4.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
9.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
OJ)

0.0
0.0
0.0
0.0
0.0
0.0
9.5
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

Frequency
ofUse*
%
74.1
92.6
92.6
22.2
22.2
7.4
7.4
22.2
22.2
63.0
63.0
59.3
59.3
33.3
33.3
40.7
40.7
40.7
25.9
25.9
100.0
100.0
100.0
100.0
25.9
18.5
92.6
92.6
77.8
33.3
33.3
88.9
88.9
77.8
77.8
70.4
70.4
74.1
74.1
7.4
7.4
7.4
7.4
7.4

"'The greatest limitation of this test was the inability to ensure that each subject would use the words we had selected
in their monologue. Because these are the same words used in the written tone memory test. no changes were made to the
list in order to facilitate a better comparison between tests. The last column indicates the frequency of use for each particular syllahle among the 27 subjects. The percentages of tone choice were taken from the total numher of monologues employing the particular word. rather than a percentage of thc entire 27.
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Mandarin Tone Test
Name:
Date:

Directions: This test contains two parts which take a total of about 25 minutes to complete. You will have
10 minutes to complete Part I and 15 minutes to complete Part 2.
Part 1: Tone Recognition (familiar words).
For each question in this part. mark the correct tone above the word given in Mandarin. The English
translation is written next to the Mandarin word to assist you in your selection. Remember the five tone
choices are as follows: and (fifth is left blank).
You have 10 minutes to complete all 20 questions in this part.

Example: sya-ngsyin to believe
1. Shen

God

II. YesuJidu

Jesus Christ

2. jrdau

to know

12. sywesyi

toleam

3. Shengling

Holy Ghost

13. women

we, us

4. wanchwan

perfect

14. shr

is, to be

5. syanjr

prophet

15. nimen

you (plural)

6. jenshr

true

16. jyating

family

7. jyauhwei

church

17. tungban

companion

8. hwoje

living

18. gansye

to thank

9. Mwomenjing

Book of Mormon

19. laushr

teacher

10. Tyanfu

Heavenly Father

20. SyinggeJai Gedeng Gordon B. Hinckley
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Table 5. Tone Recognition from Memory
Tone Remembered
Chinese Syllable

1st Tone
%

(2)
(I)
(4)
(4)
(2)
(2)
(2)
(I)

God
to know

0.0
0.0

100.0
92.6

7.4
7.4
Il.l

0.0
0.0

0.0
0.0

0.0

100.0
96.3
92.6

0.0
0.0
0.0

0.0
0.0
0.0
3.7

77.8
3.7
3.7
74.1

0.0

0.0

3.7

96.3
100.0

church
living
Book of
Mormon

(2) to learn
(2)
(3) we, us
(5)

(4) is.tohe
(3) you (plural)
(5)

family
companion
to thank

0.0
100.0
100.0

0.0

teacher

( I) Gordon B.
(2) Hinckley
(2)

0.0
0.0
0.0
0.0
0.0
0.0
0.0

100.0
100.0
100.0
100.0
7.4
14.8

63.0
40.7

0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0

81.5
14.8
3.7
7.4
3.7

7.4
85.2
81.5
7.4
7.4
7.4
14.8

0.0

(I)

(I)

0.0

0.0
0.0
0.0

(I)

(I)

3.7

Il.l

perfect

(I)

I

0.0

0.0
0.0
3.7
92.6
92.6
85.2

(I) Heavenly
(4) Father
(I) Jesus
(I) Christ
(I)

(I)
(2)
(2)
(4)
(3)
(4)
(3)

96.3

3.4

(I) true

4th Tone
%

0.0
0.0

prophet

3rd Tone
%

88.9

Holy Ghost

(I)

(2)
(4)
(4)
(2)
(5)
(2)
(2)

2nd Tone
%

3.7
74.1
81.5
7.4
3.7
81.5
88.9

0.0
3.7
77.8
92.6
14.8
I 1.1

3.7
7.4
3.7

0.0
18.5

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
22.2
33.3
100.0

0.0
3.7
100.0

0.0
0.0
0.0
ILl

0.0
81.5
18.5
81.5
14.8
7.4
7.4

0.0
0.0
0.0

3.7
3.7
3.7
14.8
92.6
96.2
3.7

0.0
0.0
0.0
0.0
0.0
100.0

0.0
0.0
0.0
0.0
7.4
11.1

0.0
0.0
96.3

0.0
0.0
I 1.1

0.0
3.7
81.5
7.4
74.1

0.0
Il.l
7.4
7.4
3.7
3.7

0.0

5th Tone
%

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
6.3
6.3

0.0
100.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
100.0

0.0
0.0
100.0

0.0
0.0
0.0
3.7

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
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Name:
Date:
Part 2: Tone Recognition (unfamiliar words)

Part 2: Tone Perception Script

For this section you will listen to recorded
sentences containing the following twenty words.
Each sentence will be repeated three times. Mark
the tones above each syllable listed as either, , , ,
or.

Each sentence is to be recorded by a native
Mandarin speaker three times at normal speaking
speed. Adequate time (10 seconds) is to be allowed between each sentence in order to allow the
missionaries to respond.

I. dai fu

Doctor Wang is my good friend.

2. jye gou

Chinese structure is very simple.

3. ying yang

We need to eat nutritiously.

4. syau shwo

The Book of Mormon is not a novel.

5. bo Ii

The glass (is) wiped very clean.

6. Gwo min dang

The Nationalist Party is Taiwan's majority
party.

7. gung yung
They are in the communal bathroom.
8. gwang bo
9. jye mu

The prophet's words will be broadcasted for
the members to hear.

10. fu syou

That program is really good to watch.

II. syung di

What is your minor?

12. sying

How many brothers and sisters do you have?

13. bai hwo gung sz

(Is it) all right to go to Taiwan?

14. Gwan yin

The department store closes at nine.

15. jywan

Many Chinese people worship Guanyin.

16. kou dz

Everyone please turn towards the back.

17. Jl'Jyau

My button fell off.

18. bin gwan

Criticism and advice (are) welcome.

19. lu shr

Mr. Hong is the manager of the guesthouse.

20. Rujya

America has too many lawyers.
Confucius is the representative of
Confucianism.
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Table 6. Tone Perception from Running Speech
Tone Remembered
Chinese Syllable

(4) doctor
(I)

(2) structure
(4)
(2) nutrition
(3)

(3) novel
(I)

( I)
(2)
(2)
(2)
(3)
(I)
(4)
(3)
(I)
(2)
(4)
(4)

glass
nationalist party

communal
broadcast
program
minor

(I)

(I) brother
(4)
(2) okay
(3) department store
(4)
(I)
(I)
(I) Guanyin (goddess)
(I)

(3)
(4)
(5)
(3)
(4)
( I)
(3)
(4)

turn
button
advice
guesthouse
lawyer

(I)

(2) Confucianism
(I)

1st Tone

2nd Tone

3rd Tone

%

%

%

51.9
11.1
0.0
14.8
3.7
0.0
0.0
63.0
63.0
33.3
1 1.1
48.1
Il.l
11.1
59.3
14.8
37.0
Il.l
14.8
37.0
40.7
92.6
0.0
33.3
14.8
4R.I
70.4
22.2
40.7
70.4
22.2

22.2
7.4
51.9
0.0
37.0
3.7
7.4
18.5
11.1
18.5
44.4
25.9
3.7
3.7
3.7
22.2
14.8
40.7
Il.l
7.4
3.7
3.7
0.0
29.6
25.9
Il.l
7.4
7.4
14.7
18.5
Il.l
I 1.1

n.o

o.n

7.4
0.0
63.0
7.4
7.4
14.8
3.7
40.7

25.9
0.0
18.5
14.8
22.2
33.3
29.6
7.4

n.o

3.7
7.4
37.0
14.8
59.3
7.4
59.3
18.5
11.1
22.2
25.9
18.5
3.7
3.7

n.o
48.1
18.5
33.3
33.3
3.7
4.1
3.7
0.0
25.9
7.4
7.4
0.0
18.5
25.9
7.4
63.0
3.7
0.0
59.3
0.0
3.7
29.6
25.9
18.5
55.6
3.7

4th Tone
%

22.2
74.1
11.1
70.4
0.0
88.9
33.3
0.0
14.8
11.1
18.5
7.4
81.5
81.5
37.0
14.8
25.9
14.8
37.0
51.9
44.4
0.0
100.0
Il.l
5l.9
33.3
22.2
25.9
18.5
3.7
25.9
63.0
14.8
3.7
100.0
14.8
48.1
44.4
29.6
7.4
48.1

5th Tone
%

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

o.n
14.8

n.o
n.o
0.0
0.0
0.0
0.0
3.7
0.0
3.7
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
25.9
0.0
0.0

o.n
0.0
85.2
3.7
0.0
0.0
0.0
0.0
3.7
3.7
0.0
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Missionary Language Background Questionnaire
The Missionary Training Center is doing research to find better ways to help missionaries learn foreign
languages. To assist us in this effort, please answer the following questions as accurately and completely as
you can.

1. What is your name?

2. Please check the box representing the highest level of school you have attended.
D
D
D
D
D

high school
less than I year of college
1-2 years of college
3 or more years of college
college graduate

3. How much experience with foreign language(s) did you have before your mission?
Check one or more boxes in each column.
D With Mandarin
D none
D 1-2 years in jr/sr high school
Dover 2 years in jr/sr high school
D one or more college classes
D lived in foreign country
D spoke the language at home
4.

How good would you say you are at school work? Check one box.
D
D
D
D
D
D

5.

D With other languages
D none
D 1-2 years in jr/sr high school
Dover 2 years in jr/sr high school
D one or more college classes
D lived in foreign country
D spoke the language at home

poor
fair
average
good
very good
exceptional

How challenging is it for you to learn Mandarin? Circle one number.

very
challenging

2

3

4

5

6

7

very
easy
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Table 7. Tone Production
CORRELATION WITII BACKGROUND VARIABLES

Language
Background
Midpoint *

0.0
1.2
2.4
3.6
4.8
6.0

Frequency

Production Score

9
11
2
3
0
2

JIll JJ 1l11111l11111111111lll1111ll1111111llJlJ11]]] IlllllllllllllJ 11I1I
Illlllllll Jllll JJl]]) ]]]llllllllllllllllllllllllllllll]]]llllllllllllll II]]]]]] Illll
III IIJIJ III I Illllll JJJlllllIIJllIlllI111111111l11J 111111111
I J] IlllllIl Ill]]]ll]]]llllllllll Illllllllllllllllllllll]]]]]]]]]llllll
111111 I JIllllllllllllIlIIllllllllllllllllllll II Illllll II I Illllllllllllllll III IJllllllll

o

Mean
%

71.4
84.0
59.4
70.9
0.0
87.9

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

*The scale of 0 to 6 is hased on the amount of time spent learning Chinese and other languages or living in the
language environment prior to entering the MTC. Time spent with Chinese is weighted heavier than other languages.

Table 8. Tone Recognition from Memory
CORRELATION WITH BACKGROUND VARIABLES

Language
Background
Midpoint

0.0
1.2
2.4
3.6
4.8
6.0

Memory/Recognition Score

Frequency

9
11
2
3
0
lllllIJIIIIIIIIII111111llllllI1IllI JII JJIIIllIIIJIII JIIllllllI111IlJ JI JJIJllIlllllll JI JJIIlllllll 2
o 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

I1I1I1 ]]]1111]]]1111111111 JJlllllllIIIIII111IlllllllIIIllI111 Illlllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllJ II IIlllllllllllllllll IlllllllllllllllllllllllllllllJl
1IIIlllIlIlIIJl I 11111 I Illlll IIlIIJl III IllllllllllII IIlllllllllllllJlJllll IlllIlI1I
IJJJII JIIlIIII1IIIIIIllll1111IllIlllllllIIII II II 1111 mlllllllllllllllllllll I IlllJllIl

Mean
%

89.0
90.3
80.2
86.8
0.0
98.8

Table 9. Tone Perception
CORRELATION WITII BACKGROUND VARIABLES

1

I

Language
Background
Midpoint

Perception Score

Mean
%

Frequency

I

r

I

0.0
1.2
2.4
3.6
4.8
6.0

J111111 JJJ1I1111111l11llll11 Jlllllll lllllllJ 11111
llllllllllllllllllllllllllllllllllllllllllllll JJJ
1IIIIIIIIIlllllIIIIIllIIIIIIllllllI
JIllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllll JllllIllIlIlllllllllll

o

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

9
II

2
3
0
2

49.3
49.3
35.4
35.8
0.0
57.3
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Correlation Analysis

Pearson Correlation Coefficients / Prob > IRI under Ho: Rho / N = 27
Test Scores

Language Background
Coefficient
0.13642
0.4974
0.01350
0.9467
0.13951
0.4877

Tone Production
Tone Recognition from Memory
Tone Perception

I

I

Li and Thompson's reference manual (Mandarin Chinese, 7-9) offers an indepth description of the
Chinese tonal system, referencing various forms of diacritic markings as well as the tone sandhi phenomena,
a subject not covered in the current study. Each of the four citation tones can be represented to describe the
range they cover within the pitch range on a time-pitch graph developed by Y. R. Chao, with five being
the highest and one the lowest. A vertical line represents the complete pitch range. These are as follows:

I

First tone=

55

Second tone=

35

/l

Third tone=

214

~

Fourth tone=

51

'\J
2nd Tone: 3-5

1st Tone:5-5
.5
4

5
4
3_
2

~
')

3rd Tone: 2-1-4
5

~

.....

~

~

~

5
4

3
2
I

-

~Jone:5-1

~
~

~

Weak or unstressed syllables are described as having a fifth, or neutral tone. The pitch of a fifth tone is
relative to the tone proceeding it:
.1 half-low after first tone:

J middle after second tone:
·1 half-high after third tone:
1low after fourth tone:
(Li & Thompson 9)

English Verbs: Proof of Language Drift

Karami Millington
BriRham YOUIlR University

Anyone who has looked closely at a language,
either by trying to learn a second language or merely
by studying his or her own language in depth, finds
that most languages are marked by many irregularities. These irregularities may be syntactic, semantic,
phonetic, or morphological just to name a few. Most of
these irregularities can be traced to sound changes at
some point in the history of the language. Linguists
have traced these changes in an attempt to discover
some link between them. Edward Sapir believes that
there is indeed a connection between these changes.
"Language moves down time in a current of its own
making. It has drift" (1921, p. 160). April McMahon
explains Sapir's theory: "Sapir argues that ... drift in a
language is directional. and operates by the unconscious selection of variants which change the language in a particular, cumulative way" (1994, p. 138).
Therefore, according to Sapir, the link between the
changes of a language is that they constitute a one-way
movement toward consistency, or uniformity. A language that achieves total uniformity is called a consistent language.
There are those who disagree with the idea of consistent languages. Niel Smith (1981) tells us that "it
appears that no language is totally consistent." Peter
Matthews (1982) also disagrees with the theory of consistent languages. In fact, he even disagrees with the
idea that language change in inconsistent languages
moves in one direction. He said that we should "think
of a language in transition as like a drunk moving

unsteadily between two lamp-posts" (p. 9). Therefore,
language change would be nothing more than random
variation by its speakers. And yes, we can see much
variation in language as we look from speaker to
speaker. This does not mean. however, that each person's accent is part of linguistic drift. Sapir defines drift
as "the unconscious selection on the part of its speakers
of those individual variations that are cumulative in
some special direction" (1921, p. 166). If we look at
every individual variation of a language, the language
may indeed resemble a drunk staggering between lampposts. However, Sapir is not trying to account for every
slight alteration in a language. Language drift deals
with those variations in language that bring about a systematic change over time. In this presentation, I propose
to give proof of language drift by showing how English
verbs have moved toward regularity according to the
laws of analogy.
Old English Verbs
In Old English, there were two types of verbs.
A. C. Baugh and T. Cable (1993) tell us that "a peculiar feature of the Germanic languages (of which English is a part) was the division of the verb into two
great classes, the weak and the strong, often known in
Modern English as regular and irregular" (p. 58). A
pattern unique to Indo-European languages is the internal vowel change, ablaut, of strong (irregular) verbs.
An example of this can be seen in the verb "to sing,"
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conjugated "sing, sang, sung" (Williams, 1986,
p. 260). In the weak (regular) verb, the far more
numerous class, the tense change is made by the
addition of the dental morpheme. The verb "to
walk" is an example of a weak conjugation:
"walk, walked" (Baugh & Cable, 1993, p. 58).
Analogical Extension
As the English language was spoken, a
change occurred which greatly affected the Old
English verbal system. We refer to this change as
analogical extension, or "the generalisation of a
morpheme or relation which already exists in the
language into new situations or forms" (McMahon, 1994, p. 71). I will give a brief example
by way of explanation. Nonnally, in English we
make a noun plural by adding the morpheme lsi:
house, houses; book, books. Therefore, it is not a
mystery to us when we hear children say "foots."
We assume that they come up with this form by
way of analogy. Kurylowicz, a Polish linguist
who traced language change to analogy, explains
the existence of analogical extension in morphological areas. "Those forms that are basic tend to
influence others ... " (as cited in Lehmann, 1992,
p. 230). This idea is found in Kurylowicz's second law of analogy: "analogical development
should proceed from a basic or simple fonn to a
derived fonn" (as cited in McMahon, 1994, p. 77).
Let's look at analogical extension in the
context of this presentation on English verbs.
"Kurylowicz calls the present [tense] the founding
form; a derived form like the present passive
[and I might add here the preterite I he calls
founded. A founded form might then be modified

in accordance with the founding fonn" (as cited in
Lehmann, 1992, p. 230).
Therefore, according to Sapir's idea of language drift-that all language change moves in a
cumulative way-we would expect analogical
extension to standardize the English verbs to one
form. And according to Kurylowicz's second
law-that language favors moving from a basic
to a derived form-we would expect that standardized form to be the weak or regular verb, in
which conjugation there is an addition to the present tense in the fonn of a dental morpheme. Let's
see what really happened.
From Strong to Weak Conjugation
Thanks to the research of Marcin Krygier,
we have a list of 367 known strong verbs in Old
English (A.D. 449-1100). Krygier traces their
existence through the end of Middle English
(A.D. 1100-15(0). At that point, only 208 remain
in the English language. In 1774, only 161 of
those 208 strong verbs remained, according to the
book Grammatical Institutes written by John Ash.
Today, only 96 verbs retain the strong, or irregular, conjugation. John Algeo and Thomas Pyles
(1993) explain the disintegration of strong verbs
in this way: "Throughout the history of English,
the strong verbs-always a minority-have
fought a losing battle, having either joined the
ranks of the weak verbs or been lost altogether"
(p. 194). Further research is needed to find exactly how many strong verbs changed to weak
verbs and how many dropped out of the language.
But J. M. Williams (1986) tells us that at least
"80 originally strong OE irregular ablaut verbs

Table 1. Old English Strong Verbs to Middle English Weak Verbs
Middle English
Weak Conjugation

Old English
Strong Conjugation
Present

Preterite

Preterite

gripan (gripe)

grap

gegrippde

hebban (heave)

hof

hefde

icgan (consume)

ean

ygde

steppan (step)

stop

gesteped

breotan (bruise)

breat

abreotte
-------
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Table 2. Middle English Strong Verbs to Early Modern English Weak (Regular) Verbs
Middle English
Strong Conjugation

Early Modern English
Weak Conjugation

Present

Preterite

Present

Preterite

scufan

sceaf

shove

shoved

sheran

shaer

shear

sheared

mawan

meow

mow

mowed

meltan

mealt

melt

melted

hlichhan

hlog

laugh

laughed

Table 3. Early Modern English Strong (Irregular) Verbs to Modern English Weak (Regular)
Middle English
Strong Conjugation

Modern English
Regular Conjugation

Present

Preterite

Present

Preterite

spell

spelt

spell

spelled

help

healp

help

helped

work

wrought

work

worked

crow

crew

crow

crowed

thrive

throve

thrive

thrived

have become weak" (p. 260). We will look at
some examples of strong verbs changing to weak
fonns. While looking at the following tables, it is
important to remember that a strong conjugation
is one with only an internal vowel change. A weak
conjugation. though it may contain a change
in the vowel, is marked at the end by a dental
morpheme.
Table I lists a few of the 61 Old English
strong verbs that changed to weak verbs during
Middle English. It is important to note that these
changes came about by analogical extension. For
example. in Old English. the weak verb "habban" had the preterite form "haefde." The verb
"hebban" in Table I followed "habban" by analogy
and adopted the preterite form "hefde" in Middle
English. We also find similarities between the

strong verb "icgan" and the weak verb "hycgan."
After analogical extension in Middle English.
"icgan" formed the preterite "ygde" to match the
preterite of "hycgan": "hogde."
Table 2 presents a few examples of strong
verbs that remained strong through Old and
Middle English. but changed during Early Modem
English. I wish to provide some examples of analogical extension in these verbs. The strong verb
"sheran" is similar to the weak verb ·'Iaeran." The
latter verb has the preterite conjugation "Iaerde." It
can be supposed that analogy was used to create
the preterite form of "sheran." We know the
preterite fonn of this verb, "sheared." Another example is in the verb "scufan." The Modem English
fonn of the verb is "shove." The verb "love" fonns
a minimal pair with "shove." Therefore, it can be
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assumed that the weak preterite form of "shove"
came from analogy to "love."
Table 3 is easier to read than the others, because we recognize all the words in it. These are
not all the verbs that changed from Early Modem
English to Modem English, but these are representations of the many verbs that underwent this
shift. There is an interesting example of analogy
in this table. The verb "crow" retained a strong
conjugation throughout Old, Middle, and Early
Modem English. However, in Modem English it
finally changed to a weak, or regular, verb. In
Table I we see part of the weak verb paradigm
that influenced it. The Old English verb "mawan"
(Table 2) became the Modern English verb
"mow." This verb changed to a weak verb because
of its analogy to the verb "vow." Although they
are pronounced differently, their similar spelling
produced the analogy. Other originally strong
verbs that became weak because of analogy to
"vow" are "bow"-pronounced with the same
vowel as "vow"-and "sow," which has a pronunciation simHar to "mow." In Table 3, the verb
"crow" fits into this data set. Through this verb we
can see that sometimes analogical extension is
a slow process.

Present-Day Change
We can accept the previous data as proof that
many English verbs have indeed changed from
strong to weak conjugations. However, many
people doubt that the present-day irregular verbs
will continue to drift in that direction. I would
direct these people to the following quote by Sapir
(1921):

As we look about us and observe current
usage, it is not likely to occur to us that our
language has a "slope," that the changes of
the next few centuries are in a sense prefigured in certain obscure tendencies of the present and that these changes, when consummated, will be seen to be but continuations of
changes that have already been effected. We
feel rather that our language is practically
a fixed system and that what slight changes
are destined to take place in it are as likely
to move in one direction as another. The feeling is fallacious. Our very uncertainty as
to the impending details of change makes the
eventual consistency of drift all the more
impressive. (P. 166)

This means that English, even as it is written in
this paper, is in a state of transition. We survey the
English language of the past and find patterns of
change that have led to the current use of our
language. And future generations will analyze the
English of our day to chart the changes that will
have led to its usage in their day.
The individual variation that exists today
gives us an example of the "slope" that Sapir talked
about. For example, it is not uncommon to hear a
child say: "I drawed a picture" or "My sister gived
me a piece of candy." Similar errors are made by
non-native English speakers. And yes, native,
adult speakers too make these errors. At the Miss
American Fork pageant, the reigning Miss Utah
presented a scholarship to the contestant who
"selled the most tickets." These people are simply
using the laws of analogy in their everyday speech.
This slight alteration in the "correct" English gives
us the individual variation from which we can
make "unconscious selection" to move language in
a cumulative direction (Sapir, 1921, p. 166).

Conclusion: Future Analogical
Extension in English Verbs
Although it is hard to observe change as it
happens around us, by observing the past, we can
predict certain changes for the future. Let's apply
this to the English verbs. We find in the Old,
Middle, and Early Modem English the change of
strong to weak verbs according to Kurylowicz's
second law of analogy. Because this change has
been going on over such a long period of time
(almost 1500 years), we can assume that this
process will not simply stop. I predict that the
English irregular verbs will keep moving towards
the regular conjugation, further proving the existence of language drift as proposed by Sapir.
I would like to propose two possibilities of
verbs that will be affected by such analogical extension. Let's start with the irregular verb "to
drive." This verb forms a minimal pair with both
"strive" and "thrive." The preterite tense of the
latter verbs is formed by adding the dental morpheme. This is a typical regular form. My research
has lead me to believe that analogical extension
will one day yield the preterite fornl "drived" for
the verb "drive."
Another minimal pair that provides us with
an example of possible analogical extension in the
future is "know" and "sow." Similar verbs are
the verbs "mow" and "crow" that have already
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been mentioned. Just as it took time for "crow" to
accept the change to a weak verb, it may take
much more time for the same change to occur
in "know." It would not be surprising to me
if the analogical extension already begun in this
set of words continues until we hear the word
"knowed." These proposed changes may seem
farfetched and may sound incorrect to the welleducated ear. However, Sapir tell us that "in the
long run, any new feature of the drift becomes
part and parcel of the common, accepted speech,
but for a long time may exist as a mere tendency
in the speech of a few, perhaps a despised few"
( 1921, p. 166). This may be the case with English
verbs. Regular conjugations to irregular verbs may,
at first, be seen as an illustration of an uneducated
or "despised" person.
I can predict that English irregular verbs will
continue to drift towards regularity, and a more inflexible speaker may predict that our language will
remain in a fixed state as far as verbs are concerned. However, the linguist must be patient
and slow to judge, because what the future holds
for English verbs, only time will tell.
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A Diachronic History of
Spanish Second Person Pronoun Vos

George Myers
Brigham Young University

During my second semester midterms at Brigham
Young University I sat nervously in a small cubical
waiting for my Spanish conversation instructor to
arrive. I hoped to survive my first oral examination.
Even though I had studied Spanish for nearly seven
years, this interview seemed like an overwhelming
situation. The instructor arrived, and before I knew it
the exam was over. I had not only passed the examination, but something happened that changed my life.
My instructor's parting question has remained
with me for many years. He asked me where I had
learned to speak in \'0.1'. I didn't know. I didn't even
know that I had spoken in vos, and I hardly knew how
Foseo forms differed from the "standard." Ever since
that day, I have paid closer attention to the languages
and dialects I have encountered.
I do not want to bore you with my personal interactions with vos; however, I do feel that \'OS merits our
linguistic consideration. Unfortunately, "the FOSCO
phenomenon, the use of vos as the second person singular familiar address," according to Anne Pinkerton
of Cornell College, "has received only the most cursory treatment by many grammarians" (690). Stanley
Whitley, among others, states that many grammarians
and linguists have followed Andres Bello's example in
condemning 1'0.1' as a corruption and in teaching the
"standard" flj (172).
In contrast to Bello, I do not see I'OS as a corruption of the standard, but as a grammatical form that has
persisted in certain areas despite suppressive pressures

of a narrow-minded few. I also feel vos can playa
significant role in understanding how paradigmatic
relations relate to semantic change. In this essay, I will
provide vos's diachronic history from Latin to modemday usages. Along the way I will point out how unclear distinctions within a paradigm permit semantic
shift. which in tum allows for the introduction of new
elements into the paradigm.

200 R.C.
Resulting from a dispute over the control of Sicily
in 264 B.C.. the Carthaginians and Romans fought a
series of wars, known as the Punic Wars. Although the
Carthaginian army under Hannibal's command nearly
defeated Rome. by 202 B.C. the Romans had forced
the Carthaginians to surrender, enabling the Roman
Empire to firmly entrench in the Iberian peninsula. Despite a few subsequent rebellions, Rome dominated
the peninsula for nearly six hundred years, profoundly
influencing the small developing country of Spain
(Poulter 16).
With Roman soldiers and administrators settling
in and controlling the region, Spain's people quickly
adapted to the expanding Roman civilization. One of
the most significant marks the Romans left on Spain
remains today in the form of language. Absorbing a
few minor influences from indigenous tongues, Latin
took root in Castile and flourished into modem Spanish (Poulter 17). Among the borrowed Latin words. we
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find the personal pronouns. In A History of the
Spanish Language, Ralph Penny indicates that
"Latin had specific person pronouns only for the
first and second grammatical persons; for the third
person, Latin used any of the demonstratives (IS.
HIe. ISTLE, ILLE), although ILLE came to be preferred in this new role ... of third person" (119).
I have included a chart with Latin first and second
person pronouns in a paradigm (see Figure I).
Each element in the paradigm possesses two
aspects/contrasts. For example, ego signifies both
first person and singular, while vas indicates second person and plural.

Figure 1
singular
I st per.I
2nd per

plural

ego

nos

tli

vos

300 H.C.
With only two contrasts (singular vs. plural,
first person vs. second person) the paradigm remained stable with only four elements; however,
in A.D. 300 the paradigm acquired a new contrast
that caused the distinctions to blur. This new contrast appeared when Roman royalty began using
the second person plural form, vos, when referring
to the emperor, a single individual (see Figure 2).
Yolanda Sale presents two possible reasons for
this use of vas. First the emperor represents a political plurality or, in other words, an entire nation,
therefore meriting the use of a plural form. Sole's
second explanation proposes that the majestic
vos indicated a division of authority that deserved
respect (168-69).
As more royalty used vos when referring to a
single person, I'OS began to lose its central meaning of "plural" and to gain a marginal meaning of
"respect." Bloomfield defines such a shift from
a central to a marginal meaning by a particular
group as his first condition preparatory to semantic change. His second condition for semantic
change states that language (including pronouns)
transmits discontinuously, suggesting that subsequent generations will learn an imperfect form of
their parents' language (qtd. in McMahon 176).
With the plural and singular uses of 1'0.1' beginning
to overlap, the chances of a child learning an imperfect form of their parents' language increase
dramatically. According to Bloomfield's conditions, 1'0.1' appeared ready for semantic change.

With perfect hindsight, we have predicted
correctly, Originally only royalty used vas, but by
process of identification, vos extended to include
nobility and others of high status. These speakers
delegated the use of {Ii to lower social classes.
Below in Figure 2, a dashed line between the second person singular and plural pronouns indicates
that this distinction had become increasingly
blurred as the group using the singular vas increased in size.

Figure 2
singular
I st per.

yo

plural
nos

2nd per. {Ii
vas
(respect)IL...._ _........._ _---I

A.D. 900-1400

As generations passed, more and more speakers, including the general public, begin to use vos
to refer to other indivduals of their same social
class and to use tli when speaking to someone of
inferior rank. Sale points out that in the famous
novel Cantar de Mio Cid, the Cid always uses 1'0.1'
when speaking to nobility as well as to most of his
relatives. On the other hand, he uses tli to refer
to all of his younger kinsman and to anyone of
a lower social class (169). Appearance in such
a popular novel of the time indicates I'OS had completely shifted semantically from plural to singular,
even among the common classes (see Figure 3).
This shift left a gap in the paradigm's plural
section. To compensate for the gap, speakers
tended to add the word on'os, which means
"others" or "all," to vos (1'0.1' + otros) when communicating with a group. This tendency compares
to the modem English plural variations of y' all
(you-all), you-guys, and youse (Whitley 171-72).
As vos + otros appeared more often, the two separate words reduced to a single word, vosotros,
which remains as the present-day form of "standard" Spanish. Speakers no longer used vos alone
in a plural sense. Nos also changed to Ilosotros by
analogy (see Figure 3).

Figure 3
singular
1st per
2nd per

plural

yo

l1osotros

vos

I'osotros

tl4
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However, before vosotros could reduce
and settle in the paradigm for all of Spain, the
Spaniards began their conquest of the New World.
Because as many as 60 percent of the conquistadores came from Spain's southern regions, we
know that these men alternated vos and tu in their
daily speech as their second person singular pronoun. In addition, the adventurers still identified
vos + ofros as two separate words; hence vosotros
did not travel to the Americas with the first Spaniards. For the first time in history, two geographically separate groups of Spanish speakers existed,
one in Spain and the other spreading out over
the Americas. Geographic separation played a
significant role in explaining the second person
pronoun's modem usage.
A.I>.

1400-1600

Not only has \'0.1' shifted semantically away
from the plural side of the paradigm, but it also
has widen its reference range to include many
common social relationships. This widening
caused another semantic shift in the paradigm.
Meillet proposes that one of the main causes of
semantic change involves a social factor, stating
that "a word tends to acquire new meaning due to
its use by a particular social group, or a word used
in a specific sense comes into common currency
with an extended meaning" (qtd. in McMahon
180). For example, in the preceding pages we
noted that because at first only Roman royalty
and then nobility used vos in a singular sense,
the public assigned \'os an improved value of respect. which exemplifies the semantic change of
amelioration.
Using Meillet's social cause of semantic
change, we can explain another semantic shift.
Because l'OS became common usage by less than
"noble" people and was no longer reserved for the
upper class. it lost its aspect of respect through pejoration due to social prejudice from above (179).
By the end of the seventeenth century, to address
someone in vos was considered an insult, especially in the noble circles. Yos virtually dropped
from speech throughout the peninsula and in those
parts of America (Peru and Mexico) that maintained closest cultural contact with Spain. Without
l'OS to compete within those areas, tu gained jurisdiction of the second person singUlar.
Although fU won the second person singular
position in the paradigm, it cannot indicate when
the speaker intends to show respect or not. The
paradigm needed another form to show respect.
From among the several new forms that arose to

fill the gap in the paradigm, \'uestra merced
("Your Grace' or "Your Honor") was chosen to
indicate "respect"' or "formality." Shortly after appearing, vuestra merced reduced to listed, which
then contracted to Vd. or Ud.; the plural, Vliestras
mercedes, also reduced in similar manner to the
contracted form, lids. (The written words listed or
listedes rarely appear today in their noncontracted
form.)
Now contrasting with the new formal Ud., fU
appears only in familiar company (see Figure 4).
In modem Spanish, Spain, Mexico, and Peru still
have essentially this same pronoun paradigm and
the paradigm probably will not change because it
has reached a state of homeostasis, where each
contrast has exactly two forms. (Remember that
vosofros did not arrive in the Americas with the
conquistadores; therefore speakers in Mexico and
Peru use Uds. instead.)

Figure 4 Spain/(Mexico/Peru)

1st per
2nd fam
2nd forma I

Singular plural
nosotros
yo
ni

Uds.

I'osofros
(Uds.)
Uds.

A.n. 1600-Present
As previously stated, Spanish colonies (i.e ..
Mexico and Peru) that had frequent cultural contact with Spain experienced similar changes as did
Spain, but other more distant colonies did not
(e.g., Argentina and Guatemala). Unfortunately,
few in-depth studies evaluate the personal pronoun usage of these "nonstandard pronoun" countries. In this section, I will share what I have
learned about Argentina's vos after living there
for two years and while speaking with natives
of Argentina. In addition, I will include some of
Pinkerton's observations she made while living in
Guatemala. Due to the "nonstandardness" of these
countries' pronouns, a proper evaluation of their
dialects requires personal experience within the
region.
During the colonial period, Argentina was
one of the most geographically distant Spanishspeaking countries from Spain. As a consequence
it also differed greatly in culture and other aspects
of life, as seen by its pronoun system. For example,
the vosotros form never arrived in Argentina from
Spain in any form other than the Bible; hence in
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Argentina, Uds. rather than vosolros occupies second person plural place in the paradigm.
Some grammarians feel that fu has completely dropped from usage in Argentina, being
replaced by 1'0.1'. This is not true. The fU form appears in religious contexts, for example, when
speaking directly with God. Also, when foreigners
are involved in a formal conservation, most
Argentines will speak in fu, adjusting to the "standardized" form. Nonetheless, everyone in the
Spanish speech community knows that Argentina
favors the use of I'DS.
Because of its preferred status, vos has taken
on a traditional sense, a sense of belonging to
Argentina. Even though teachers do not teach vas
in school, most do not discourage it and may even
refer to students in vos. Rather than the Argentine
vos being a deviation from today's norm, it seems
to me that the last time the "standard" form shifted
in Spain, Argentines simply remained on course
where references for fU were diminishing and vos
increasing. I have represented the resulting paradigm of the Argentine pronouns in Figure 5.
Figure 5
Argentina
Singular
1st per

Plural

yo

110sotros

vos

Uds.

2nd fam
(God

(fl.t)

2nd forma

Ud.

Uds.

Now let's shift to Pinkerton's observations in
the use of tu, vos, and usted in Guatemala. Pinkerton notes that the choice of pronouns in Guatemala seems to depend on two factors: race and
gender. She states the use of vos and the absence
of tu and often usted in the Spanish of the Indian
population does not surprise her due to the fact
that the Indians' native tongues would cause negative transfer or interference. Another factor that
might account for this selection of pronouns is
that the Indians rarely receive formal schooling;
hence they most often learn Spanish through the
oral speech of the community they live in (691).
Later in her essay, Pinkerton says that the use
of the second person pronouns among Guatemalan
Ladinos intrigued and perplexed her but nevertheless she quickly learned that the use of voseo was
predominately reserved for the show of solidarity

among males (691) (see Figure 6). "Real" men use
vas among their friends.
On the other hand, Pinkerton's report states
that females rarely used vaseo because of its vulgar connotations. The few women who did use vos
were viewed as less feminine by both genders,
especially when those women used vas in public
(695). Very few women openly admitted to using
vos; the few women who admitted to occasionally
using 1'0.1' were usually college age. It would be
interesting to see if these women will continue to
use VDS as they grow older or if they will submit
to the public view of 1'0.1'.
Figure 6
Guatemala
Singular

Plural

1st per

yo

l1(}sofros

2nd fam
(males
2nd forma

fU

Uds.

Ud.

Uds.

------------

Conclusion
I feel that the preceding diachronic history
demonstrates the linguistic value and beauty of the
Spanish second person pronoun vas. This essay
has also demonstrated that the voseo is not a deviation or corruption that should be thrown out as
Bello and others of the "standard" forms might
prefer. In fact, without vos Spanish as a language
would lose some of its identity and beauty.
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Romanian Onomastics

Sydney Minnette Parent
Brigham Young University

"What's the use of their having names," the Gnat said,
"if they won 'I answer 10 them'?"
"No usc to them," said Alice; "but it's useful to the
people that name them, I suppose, If not, why do things have
names at all?"
-Lewis Carroll
Through the Looking-Glass (1871)

What's in a name? Or maybe we should ask,what
is a name? Most people in Western civilization think
of a name as being a word or a phrase, spelled with a
capital letter, that denotes a "special individual representative of a larger group or sub-group" (Room,
1993, p, iii), This is fairly accurate when we consider
the dictionary detinition:
I: a word constituting the distinctive designation
of a person or thing. 2: a designating expression.
... 4: family, clan . . . . 6: spiritual nature or
essence <praise his holy name>. (Wehster's, 1965,
p. 561)
Sometimes the named object is singular in the
world, for example, Mount Everest. This is the only
mountain that has this name. Yet ofttimes the named
object, animate or inanimate, shares the same name
with many others. For instance, there are hundreds of
men named "John" and even more women named
"Mary," but each of them is an individual and has been
given a "label" to denote his or her individuality,

So, what if you are one of the thousands of Marys
or Johns'? Are these names really distinctive and individulaized? Maybe you feel a little cheated out of
an identity, or maybe you love your history-laden
moniker. Do we take names for granted? Just how
important are they? Once again we tum to Wehster's
Dictionary for help. The meaning of "name-less" is as
follows:
I: undistinguished; obscure ... , 2: not known by
name; anonymous. 3: having no legal right to
a name; illegitimate. 4: not having been given a
name. unnamed. 5: not marked with a name
<a nameless grave>. (Wehster's, 1965, p. 561)
The images evoked by these descriptions are anything but positive. Imagine being a nameless person,
being a nameless grave, maybe being forgotten over
the centuries. A haunting feeling, isn't it? Adrian
Room (1993) states that "the function of declaring an
object's intrinsic individuality is thus the most important function that a name has, even when the same
name is borne by others" (p. iii).
Names are rudimentary to every scholarly endeavor or life situation, What would modern linguistics
be if the word Chomsky meant nothing? What if we
could not refer to our favorite poet by name'? Language
would become much more tedious if we had to detail every referent in a round-about way. Therefore.
onomastics-the science or study of the origins and
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forms of proper names of persons or places-was
founded. The seldom-expected origins of names
only adds to their special status and enhances
people's interest in them (Room, 1993, p. iv). Who
really knows what history lies behind words like
Jared, Jemima, or Geraldine: or is it even significant? Some believe that a person's name can have
a great impact on his or her life (Rosenkrantz &
Satran, 1994, p. xvi). Certain names can evoke
strong images within a person. We may attach certain attitudes and values to the names of influential
people in our lives (be it a playground bully or a
dear, lifelong friend). It is also natural for us to
name the things in our lives. "A small child will
give names to even his tiniest toys or his wellchewed blanket, and the difference between
'Blankie' and 'the blanket' is an entire personality" (Wallace, 1992, p. xi).
Naming systems vary in different parts of the
world and at different periods of history. so that
the types or numbers of names that an individual
has today may well be different than his or her ancestestors '. Personal names are generally one of
two types: Christian (or first names) and surnames.
Each signifies a particular individual, although
surnames by definition run in families so that
they indicate people who are known to be related.
Many people, in many countries, also bear
"middle" or extra names. These are used mainly
on formal occasions, such as the identification of a
particular individual or the signature on an official
document (or as in some families they are used so
children will know that they are in big trouble).
As a general rule, one name per person was originally enough. Why have more? This was the common practice for the ancient Greeks. A child
received a name at birth, and if or when a girl
married she kept this original name. The names
were meaningful and were frequently theophoric;
that is, they incorporated the name of a god, for
example, Diogenes, "born of Zeus." The first son
in a family was usually named after his grandfather, and the first daughter after her grandmother
(Room, 1993, p. vi). Though Greek names were
typically singular, it was possible to add a
patronymic -ide suffix to the father's name. This is
seen frequently in the Homeric poems, for example, Odiseus LaC/·tide (Constantinescu, 1963,
p. xxii).
The Romans also started out with just one
name, which is why "Romulus" and "Remus" had
no others names. Soon, however, under Etruscan
influence, the Romans developed a well-defined
system in which each person had first two, then

three names, for example, Marcus Tullis Cicero.
The first was the "praenomen," which was a personal name, or what we would call a given name.
The second name was the "nomen," which was
the name of person's "gens" or "clan." This
was not necessarily a family name, but rather a
group of families that had descended through the
male line from a single ancestor. "Nomina" can
often be recognized by the ending -ius. Roman
women tended to abandon the "praenomen" and
instead used the "nomen" alone with a feminine
ending, for example, Antonia instead of Antonius.
The final name was the "cognomen" or nickname.
In fact, this was often a hereditary name, similar
to a "nomen," but originating from a meaningful
nickname given to an ancestor, for example,
Cicero, meaning "bean," or Flavius, meaning
"yellow" (probably referring to hair color). The
"cognomen" would basically be the equivalent
of the modern surname (Constantinescu, 1963,
p. xxii). Sometimes a Roman would have a fourth
name, or "agnomen," which identified with some
idiosyncratic accomplishment, for example, Publius Cornelius Scipio Aji-icanus, whose agnomen
referred to his successful battles in Africa (Room,
1993, p, vii).
Later, this tidy system broke down, and people
went back to having a single name. The triplename system at least formed the basis for that
found in many Western countries today. Most
Americans still have a first name, middle name,
and surname, and for Russians the three names are
almost unwaveringly a personal name, patronymic,
and surname. People bearing only two names, a
first name and surname, have likewise received
the original Roman naming formula (Room, 1993,
p. vii).
Although Greek and Roman onomastics have
had a lasting effect on Western names, most of the
best-known names, male and female, are not so
much classical as biblical (Constantinescu, 1963.
p. xliv). The Bible has provided many popular
names. Familiar names of Old Testament origin,
with variations in different languages, include
Abraham, Benjamin. Hannah, and Samuel. Some
of the most common first names of all are among
those found in the New Testament: Andrew. Elizabeth, James, John, Luke, Mark, Mary, Matthew,
Paul, Peter, Stephen, Thomas, Timothy. Most Old
Testament names are Hebrew in origin and can
be interpreted literally. Their original sense usually expresses a religious sentiment and may include the word for, or name of, God, respectively
el and yah. So Daniel means "God is my judge,"
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Nathaniel means "gift of God," and Jeremiah
means "appointed by Yah," in others words, by
Jehovah. New Testament names, on the other
hand. may be classical in origin. such as Andrew,
from the Greek for "man" or Mark from Roman
"Marcus," which is probably related to "Mars."
John and Marv, two of the most common names of
all time, are both Hebrew in origin, respectively
meaning "God is gracious" and "fertile" (maybe),
while Barnahas is Aramaic in origin (Room, 1993,
p. vii). "Early Christian saints and martyrs have
also given popular first names. These include
Adrian, Anthony, Barbara. Catherine, George.
Helen, Nicholas, and Ursula. The fact that some
of the saints may not have even existed, such as
Barbara and Catherine, has not affected in the least
the popularity of their names.
Up to this point we have reviewed the basics
of onomastic study, discussed naming systems.
and evaluated a few name sources. This essay will
now narrow in scope to focus on the history of
the Romance language of Romanian, categories
of Romanian names, and the major source languages for this modern Indo-European descendant.
We will see that though Romanian is a Latin-based
Romance language, the preponderance of traditional Romanian names are Greek derivatives,
with Latin coming in a close second, and Slavic
and Hebrew running a far third and fourth.
Romanian is a Romance language that evolved
from the Latin spoken in the lower Danube area
almost two thousand years ago. The people who
inhabited this area were named Dacians. Scholars
believe that they spoke a Thracian language,
which is Indo-European based (Wehster's). The
Dacian people were conquered successively
by the Greeks, Persians, and Macedonians.
The Romans overpowered Dacia in battles from
A.D. 105 to 107. This Balkan area wa~ colonized
with settlers from all over the Roman Empire.
who intermarried with the Dacians. causing the
Dacians to become romanized and Christian
(Niculescu. 1981. p. 173). The Romans forsook
their faraway colony in A.D. 271, and the region
became a battleground and gateway to the south
for barbarian raiders.
The encroachment of Slavic peoples during
the sixth and seventh centuries eventually cut
Dacia off from the rest of the Romance-speaking
world. After this point, it is very hard to find
any reference to the former Dacian people. "Two
seventh-century chroniclers, writing Greek
and both using the same original text, mention a
soldier in the Byzantine army who spoke these

words in his native language: Torna, torna,fratre.
This phrase, connected with an event during a
campaign in Thrace in A.D. 587, is believed to be
the earliest written evidence of Balkan Romance"
(Deletant, 1983, p. I). Romanian grammar is almost completely Latin; however, the isolation
resulted in a number of distinctions between it and
the other Romance languages. The vocabulary is
mainly of Latin origin, but it has also been the recipient of Greek. Slavic, and Turkish influences.
The Romanians' adoption of the Orthodox
Church rites gave them access to Byzantine
culture and Greek and Slavic languages. After
A.D. 1185 the Church imposed Greco-Slavic onomastic conformity (Constantinescu, 1963, p. xliv).
Throughout the rest of the century the Romanians
borrowed names from neighboring peoples (Serbs,
Bulgarians, Greeks, Albanians. Russians. Hungarians, and Saxons who live in Transylvania (Deletant, 1993, p. 35). At the end of the eighteenth
century a Latinist movement in Translyvania
adopted the use of the Roman alphabet in place of
the Cyrillic letters in which most of early Romanian literature is recorded. At the same time they
tried to "re-Latinize" the language. It was not until
the mid-1800s that the other Romanian principalities-Wallachia and Moldavia-gave up the usage
of the Cyrillic alphabet in their writings. Throughout the nineteenth century, French int1uence began to be felt in all apects of culture, and French
became, and remains, the Romanians' favorite
source of new words (Deletant, 1983. p. 2). There
was also a return to historical names, both Roman
and Romanian. Western media and influence during the last few decades have resulted in a wave of
seemingly "exotic" names such as Kimberly and
Pamela (Constantinescu, 1963, p. xi).
After understanding the history of Romanian
naming styles, I began to organize and analyze
actual data gathered from Constantinescu's Dictional' onomastic ROl7linesc. He maintained that
this was the most complete book on the subject
when he wrote it in 1963 (p. xi). Many of the entries are complete and appear to be accurate when
compared with other onomastic dictionaries. Unfortunately, often it is impossible to track down
the exact origins of a name, so then we must make
educated guesses based on analogy. Each entry
lists the main name, a source language with the
name in that language, and a definition or translation of the word's meaning. For example,
DAN. ebr. "jude" si DANIEL, ebr. Danihel
"judecator-domnul. .,
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[DAN, hebrew "county lord; prince" and
DANIEL, hebrew Danihel "The lord-judge."].
(Constantinescu, 1963. p. 39)
The remainder of the entry lists attested forms of
the name, regions where they can be found and
occasionally a date or time period for the name. I
listed 244 names, chosen by selecting the names
of every tenth page. If the meaning of the name
was not clear, I compared it to Latin, English, and
Italian, usually being able to decipher the source
one way or another.
Constantinescu sets up parameters with which
to categorize the different types of names, basically a breakdown between religious names and
secular names. In order to get a more clear vision
of what types of names were in which category, I
broke his two categories down into smaller, more
digestible sections. The religion category has four
separate sections: (1) names associated with ancient celebrations, be they for a holy day, a popular or a pagan holiday: Duminica "Sunday" or
Stavru "Cross"; (2) biblical names that include
those contained in both the Old and New Testaments, such as Veniamin "Son of the right hand"
or Barahas "the Son of the Father"; (3) Christian/
saint names, or names that evoke sacred feelings
for deity, such as Marana "Come, 0 Lord" or
Peon "the Healer"; and virtue names, such as
Elpis "hope" and Grigorie "watchful, vigilant";
and finally (4) names related to the "cult" or organization of the church, such as Diaconu "clerk" or
Sachelar "a priest with rank."
The second category consists of nonreligious
names. The "animal" category involves names that

refer to an animal, such as Biher "Beaver" and
Iulita "a fish." Defamatory names are those that
refer to the signified in a negative way, for example, Bang "simpleton." Ethnic names refer to a
country of origin, for example, Chiprie "from
Cypress." This category of family relations is interesting because it chronicles kinship ties, such as
Geaman "twin" and Dead "grandfather." Names
referring to land or water formations are geographic in nature, for example, Bugeac "steppe
with dry valley." Latinized names correspond to
the last century when it was popular to latinize, for
example, Emilian "a clan name." Literary references are mainly mythological figures or authors
such as Esop "Aesop." Military names are linked to
a soldier's rank or duty in the military, for example, Chirin "Wielder of spear, warlike one." The
object category deals with inanimate objects, such
as metal, jewels, food or drink, for example,
Hagem "onion" and BOI'dun "a type of grapes."
Personal names refer to a person's moral character/
bearing, for example, Palal'u "stormy, violent" or
Glicheria "sweet." The physical aspect of a person
is often ascribed by way of a nicknames, for example, Bos "barefoot" or Rufu "red, ruddy reddish." Occasionally people are named after plants,
for example, .Ielohin "pubescent oak" and Alior
"milkweed." It is rather common for a person to be
named for his profession, for example, Chiric
"town crier' or Osman "thief." The final category is
that of a title borne by a named person: Chirana
"Lady Ana" and despot "despot/ master."
The total number of words I analyzed was
244. Following are two tables of the percentages
that I discovered in the data. The first is according

Table I
Source Language
Greek
Latin
Slavic
Hebrew
Hungarian
Romanian
Turkish
German
Persian
Thracian
Albanian
Italian
Assyrian
Chaldean
Egyptian
French
Iranian

% of Total Names
27%
23%
12%
11%
6%
6%
5%
4%
1.6%
1.2%
.8%
.8%
.4%
.4%
.4%
.4%
.4%

Examples
Andrei, Elena
lustin. Victoria
Dobru, Cozi
Pavel. Salomia
Hagen. Arva
Bujor, Ciuc
Bicaz, Caraba
Didrih, Berha
Bulat, Balava
Beuc, Bara
Deag
Ventura
Vavila
Baltasar
Faraon
Bordun
Bema
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to source languages, starting at the top with the
language most borrowed into Romanian (Table I).
I use Constantinescu's data on the origin and
meaning of the names. Further research would
most likely show some of this data to be slightly
erroneous. It is significant that 27 percent of
Romanian names in my study are based in Greek. I
think this is because the Orthodox Church has
been so strong for so long in this country. The
church's own ties are in Greece and Russia. It
would appear that Latin names came into the
Romanian language by way of secular means,

without many strong religious ties. A surprise for
me is that Hebrew content is so close to the Slavic
percentages This is undoubedly directly linked to
the use of biblical names among Romanians. Also
of note are the language families represented in
Romanian onomastis. The majority of the source
languages are from the lndo- European language
group. Representing the Semitic family we see
Hebrew, Assyrian, and Chaldean. Hungarian is a
Uralic language, while Egyptian most likely shows
the Afro-Asiatic family, though it may be representing only Arabic.

Table 2
Category
Biblical
Christian
Physical
Object
Celebrations
Personal
Animal
Geography
Ethnic
Title
Family Relations
Professional]latinized
Cult
Plants
Defamatory
Literary
Military

Main Source Language
Hebrew
Greek
Latin
Latin
Gred
Slavic
LatinlRomanian/Slavic
Turkish
Latin
Greek
Slavic
Hungarian/Slavic
Latin
Greek
Latin
Slavic
Gred
Italian/Slavic/
LatinlTurkish

Table 2 show the comparison between the
most highly used category of name. The influence
of religion rises clearly to the top. Notice that the
top two categories are religion oriented. Also
interesting is the "physical" category before" personal" characteristics. Physical traits are easier to
perceive and identify than personal qualities
or character flaws. Indeed, if a name is not sufficient to identify an individual, physical characteristics are sure to follow. The fact that someone
is loving, fierce, or shy will most likely not be
enough to distinguish one person from another in a
crowd.
The Romanian people are currently searching
for this identity as a nation and also on an individual level. Knowing the history and meaning of
their own names could help them immensely.
Names are a link to the past and a legacy for the

% of Total Names
13%
12%
9%
9%

8%
8%
6%
6%
5%
5%
4%

3%
3%
3%
2%
1%
1%
1%

Examples
David "beloved"
Elpis "hope"
Barba "bearded"
Dinte "tooth"
Anatasie "resurrection"
Bui "cruel/violent?"
Leu "lion"
Bos "gap/desert"
Ilirie (from lIIyria)
Despina "despot's wife"
Gag (brother-in-law)
Borus "v inter"
Emilian (clan name)
Episcop "bishop"
Alior "milkweed"
Loza "simpleton"
Eraclie "Hercules"
Boris "warrior"

future. The study of Romanian onomastics
could provide unique linguistic information
regarding name borrowing. It could provide
phonetic, lexical, and semantic change across
language families and throughout history as
well. Providing this data would be a wonderful gift to offer to a beautiful, yet struggling
country.
Romanian onomastics is a fascinating
field of study. The languages and history capture you in their web and it can be hard to
leave them alone. Sadly, I feel that my study
was rather limited in scope and depth. This
was due to the time constraints of a summer
term and the fact that there is not much information available about Romanian onomastics.
In my research I became aware of Slavic onomastic groups and many other language group
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onomastics studies, yet my sentiment is that
if one were given more time and access to printed
materials, the Romanian onomastic field could be
very fruitfuL Constantinescu's Dictionar is an invaluable resource, yet as it is in Romanian it is not
accessible to most linguists, A worthwhile project
would be to translate the introduction of this book.
It has a wonderfully detailed narration of the history of Romanian onomastic use.
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African American Artistry:
"Old-time" Homiletical Tasks
as Contemporary Speech Acts in Media
Melissa Posey
BriRham YOUI1R Ul1iversity

Prominent sociologist Dr. W. E. B. DuBois has
stated: "The preacher is the most unique personality
developed by the Negro on American soil. A leader, a
politician, an orator, a 'boss', an intriguer, an idealist-all these he is, and ever. too, the center of a group
of Ipeople], now twenty, now a thousand in number"
(qtd. in Pipes 3). Today's usage of African American
Vernacular English illustrates this influence and points
to the essential nature of study of speech act theory in
regards to African American Vernacular English.
William H. Pipes predicted in the mid-1950s the death
of "old-time Negro preaching" due to "education and
enlightenment" (157). Ironically. however. it appears
that one of the major developments of the technological age-television-has been the actual perpetuator
of the tradition: commentators and talk show hosts
continue to replace Standard English features with
African American Vernacular English (AAVE) at crucial points in their dialogues, to achieve a certain rapport with guests and audiences. Such employment of
stylistic features expresses what James Baldwin defines as "the significance of black experience ... concealed within codes" (qtd. in Smith 117). Though
these efforts may be recourses to humor or emotion, an
effect unparalleled by Standard English speech acts is
achieved when this code-switching occurs, and audiences are often stirred to action due to this "distinctive
ethos of artistic sensibility and cultural creativity that
is crucial for communicating Afro-American experience, and also for criticizing the depth and authenticity
of such communication" (Smith 117).

It is important to note, before further discussion,
that television continues to perpetuate common stereotypes that not only socially damage native speakers of
this dialect but also linguistically damage the dialect
itself. Specifically, television. with its international
influence, does little to affect the prestige factor of
AA VE. Many television shows incorporate AA VE
(sometimes called "jazz speak") in their dialogues for
comic effect and consequently often satirize African
Americans. As Kuchman affirms: "By and large, members of minority groups must still confront a public
view that sees their distinctive racial, cultural, and linguistic features as a source of public embarrassment"
(qtd. in Harper 5).
Oprah Winfrey. an internationally acclaimed
award-winning television hostess, confronts these barriers and continues to incorporate AA VE into her
conversations with audiences and guests on her show.
Moreover, Oprah has transcended many stereotypes in
the eyes of fans and critics alike; the key to understanding this transcendence lies in recognizing how
she employs AA VE as a sort of modem-day preacher
to achieve certain effects with those to whom she
is speaking. Although the frequency of her use of
AA VE does appear to increase with guests whose
speech is dominated by AA VE, something else occurs
as well that is unrelated to guests' ethnicity or dialect.
Hymes has said that "content enters analysis first of all
perhaps as a question of topic, and change of topic"
(qtd. in Coulthard 46). A closer look has proven this
statement to be true.
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Analysis of both the illocutionary and perlocutionary speech acts of Oprah's AA VE has
shown that her code-switching between Standard
English and AA VE achieves topic mitigation, creates an invitation to addressee, and emphasizes
emotions and situational experience that are characteristic of "Grand style" African American folk
preaching. Due to her particular dialect, examined
markers will include elements of grammar and
phonology, and most directly, homiletical tasks
characteristic of "old-time Negro" preaching.

Review of Literature
"The methods of persuasion of ... preaching
demonstrate that emotional appeal remains dominant" (Pipes 157). Oprah Winfrey's vernacularstylistically similar to African American folk
preaching-relies heavily on emotional appeal to
achieve its purposes. Pipes further defines the reasoning behind pathetic, or emotional, appeal.
People listen attentively to a speaker if they
feel that his message vitally concerns them.
Are the speaker's ideas worthy of their sincere consideration? If they are, the speaker
may be assured of their interest and good
will. The emotions and the basic beliefsfriendship, duty, honor, fear, shame, emulation, patriotism, compassion, etc.-are the
stuff of which pathetic appeal is made. (110)
Coupled with her dialect, a dialect steeped
in folk preaching metaphor, Oprah Winfrey's
genderlect is also a variable to consider. Wolfram
notes that studies on the speech of women show
that women focus more on "self, feelings, [and)
affiliation with others" (qtd. in Piper 127).
In any case, homiletical tasks are the means
to Oprah's ends, so to speak. They are specific
"illocutionary acts." or acts that are "being
performed in uttering a sentence by virtue of the
illocutionary force associated with the sentence"
(Ng 90). Cheryl J. Sanders defines these tasks in
relation to folk preaching.
Homiletics is the art of preaching as a subject
of theological study. Etymologically speaking, the term homiletics translates from the
Greek as the "art of conversing" or "a conversation with the crowd." Thus the expression
"homiletical tasks," as used here. connotes
the particular functions and objectives the
preacher undertakes in the course of carrying

on a conversation with the crowd. The homiletical tasks represent what the sermon has
been designed to accomplish. which is perhaps the single most critical dimension of
preaching. (376)
There are seventeen tasks, according to
Sanders; however, for the purposes of this paper
we will only consider four: affirming, invitation,
story-telling, and testifying.
(I) Affirming. Affirming is the task of speaking in positive, encouraging terms to an individual
or group, usually with reference to a declaration of
belief or commitment in solidarity with others
(377).
(2) InvitfationJ. The task of invitation differs
from exhortation in its sense of urgency; it is an
exhortation to immediate response and action
(380).
(3) Story-Telling. In many sermons, and especially in the sermons that follow the narrative
form, stories from the Bible or from human experience are told to make the sermon's message
"come alive" (383).
(4) Test(fying. The task of testifying offers a
personal word of witness ... usually with reference to conversion. Here testifying is distinguished from story-telling in that it is based
strictly upon personal experience (385).
As a note, Oprah Winfrey's television shows
do not always center around religion. Thus, although she sometimes makes religious references,
her speech does not usually refer to religious
subjects. However, the patterns that dominate her
dialogue do still coincide with the homiletical
tasks, as this paper will illustrate.
To complete the study of Winfrey's usage of
AA VE, I have examined the perlocutionary acts
of her speech as well. According to Sik Hung Ng,
"the perlocUfionary act, the third act, is the act of
producing effects on the audience by uttering the
sentence" (90). It is important to note that "perlocutionary effects are specific to the particular
situation and are not achieved invariably by the
same utterance or just by making an utterance"
(90).

Research Methodology
To analyze the speech act of code-switching
between Standard English and AA VE. I viewed
eight episodes of Oprah. The range of guests on
the show included white men and women who
used no AA VE to African American men and
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women who used little to a great deal of AA YE.
The prestige of the guests offered a wide variety
too, with guests ranging from an "average"
citizen simply telling a story to high-profile artists
like Barbara Streisand, Toni Morrison, and Prince.
With each episode, I analyzed the use of the
AA YE with which Oprah directly addressed
or responded to her guests. I also noted the audiences' and guests' reactions. These I have noted
for the sake of brief comment but not for in-depth
analysis.

Case Studies
The following charts and pie graph display
collected data. The operative definitions for the
gray shaded boxes in the chart entitled "Oprah's
Use of African American Vernacular English" are
the same as those mentioned in the "Review of
Literature" section of this paper. The pie graph
illustrates the linguistic nature of the guests with
whom Oprah speaks and the frequency with which
she employs AAYE.

Oprah's Use of African American Vernacular English
Guest(s)

Topic of
Discussion

Barbara
Streisand

Sex

Barbara
Streisand

Clothes

Tom Cruise

Manners

X

X

X

Kenneth
"Baby Face" Music
Gordon

X

X

Dog Trainers

Dogs

X

(good job
of trainers)

Toni
Morrison

X

Toni
Morrison

X

agreement.

X

guests
she speaks
laugh; they
agree & relive
the
.

X

interview
The
artist's
new name

X

artIst appears
shy, but readily
responds after
Oprah's
comment.
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Guest(s)

~~~~~~~on II."! !1!III~t!111111111 111!1!1!111I'tl !I! !'!I I! !IIJltlill!l!

The Artist
The artist's
Fonnally Known
mUSIC.
as Prince
The Artist
The artist's
Fonnally Known relationship
w/his wife.
as Prince
The Artist
The artist's
Fonnally Known relationship
w/his wife.
as Prince
The Artist
Common
Fonnally Known perceptions
of the artist.
as Prince
The Artist
The artist's
Fonnally Known
clothes.
as Prince
The Artist
A former
Fonnally Known comment by
the artist.
as Prince
The Artist
rrhe artist's
Fonnally Known
Islave Phase.
as Prince
The Artist
Fonnally Known Freedom.
as Prince
The Artist
Fonnally Known Music.
as Prince

X

X
X

X

audience
giggles.
X

audience
claps.

X ("Y'all
rememba
dat!")

audience claps
and yells.

X

video clipno audience.

X

audience yells
and screams.
Stewart
responds with
an affirmation.
audience yells
and screams.

X ("\era

X (of
news
reports)

Sylvester
Stallone

His new
film.

X

Sylvester
Stallone

His new
film.

X

Oprah's
Audience

World Cup.

audience yells
and screams.

irItare;tin' !)

News
reports.

Oprah's
Audience

audience
giggles.
Prince's wife
responds.

X

Rod Stewart

The
audience's
perception
of Oprah.

Effect on
Audience
audience
claps.

X
(audience
member
says she
looks
good)

X

X

X

taped-no
audience.
audience
laughs.

audience
member
responds with
"Thats right!"
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Oprah's AAVE Use with Guests
Minimal A1\ VE

Note: The labels indicate the amount of A1\ VE used by the gueSL

Discussion
Of the ten episodes of Oprah that I viewed,
only seven of those incorporated AA VE. The
shows that did not include the dialect dealt with
life-threatening incidents on public transportation
and in schools. with amnesia, and with Sarah Ferguson. Duchess of York. These were, obviously,
more serious in nature. When Oprah did employ
1\1\ VE, she was speaking only of personal, emotionally meaningful experiences, widely recognized taboo issues (for family television) such as
sex and trivial subjects like clothes or music.
Oprah's use of AAVE ultimately achieved
emotional appeal: the audience either laughed,
yelled, or screamed after each incident that was
perfomled in front of a live audience. Likewise, in
each prerecorded incident, the guest usually
responded to Oprah's use of vernacular.
The surprising amount of story-telling that
was conveyed with A1\ VE proved to dominate the
homiletical tasks. Sanders writes that the "stories
... from human experience are told to make the
sermon's message 'come alive'" (383). Oprah's
use of her dialect in these instances truly did
make the incidents come alive, as she used her
speech acts as a contrasting device to set certain
incidents apart from the rest. The lengthiest narratives reflected-not surprisingly-emotional incidents. In fact, as she spoke of her dinner with
Toni Morrison, Oprah began by repeatedly saying

what a meaningful experience it was for her and
how it impacted her life. Then she transitioned to
1\A VE as she described in detail the emotions she
and her other dinner guests experienced that
evening.
Body weight has always been an emotional
subject for Oprah. In past seasons she has done
week-long segments on physical fitness and
weight loss. Not surprisingly, when an audience
member made a comment about how good Oprah
looked, the hostess again transitioned to AA VE,
and recounted other audience members' perceptions of her.
Affirmation was the second most frequent
homiletical task used by Oprah. I initially thought
that invitation was more prevalent, but after viewing the shows I realized that what appeared to be
invitation was actually an affirmation that extended an invitation. An excellent example of this
occurred during her interview with Barbara
Streisand. At the beginning of the show, Oprah
exclaimed in Standard English that she did not
want any "fawning" in this interview; she told
Barbara right up front that she admired her and
that was all she was going to say. (Barbara hadn't
done a live interview in over thirty years, so
she was a bit apprehensive about this interview.)
So, when talking about Barabara's latest movie,
The Mirror Has Two Faces (which Oprah liked
a lot), Oprah used AA VE to affirm what Streisand
had done as producer and lead actress. I suspected
this was a type of invitation, but minutes later,
when Barbara responded in AA VE, I realized that
the use of 1\1\ VE to affirm laid the groundwork
for a successful invitation for Streisand to participate. A similar exchange occurred repeatedly
with Prince, an extremely timid guest. Yet Oprah
responded to the shy guest-who spoke predominately in 1\1\ VE-by using her style of A1\ VE to
affirm his responses. The interview turned out
to be quite engaging for Prince, and once more
Oprah's manipulation of 1\1\ VE proved to be
useful.
The variety of 1\1\ VE used by Oprah was
dominated by grammatical features such as zero
copula, the invariant "be," omission of the forms
of "have," and negation as described by Daniel
Ray Harper (25-29). In addition, I found certain
phonological features present in her variety,
including substitutions of alveolar stops, consonant cluster reduction, nasal replacement. absence
of postvocalic Ir], and elision of unstressed words'
initial syllables.

101

102

MELISSA POSEY

Conclusion
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Contiguity and Similarity of Form and Meaning:
A Paradigm of Grammatical Gender Change
in Romance Languages
Eve Ross
Brigham Young University

Recent scholarly inquiries into the relationship between biological gender and gender used in speech
have highlighted the importance of this area of linguistic research. One interesting but hardly explored topic
in this domain is how words receive grammatical gender. There appear to be two separate methods of
assigning grammatical gender-one for words with
animate referents and another for words with inanimate referents. Where living things are concerned, the
biological gender of the signified matches the grammatical gender of the signifier; for example, the words
for mother, sister, and daughter are always feminine
in any language with a masculine/feminine distinction.
Thus semantics alone logically and consistently determines grammatical gender of words with animate
referents.
However, it is more difficult to explain how inanimate (neuter) objects are assigned masculine or
feminine grammatical gender. Traditional grammar
posits that the assignment of grammatical gender to
words for inanimate objects depends solely on the
fornl of the word and has nothing to do with semantics. In Romance languages, inflections are the typical
forms used to classify nouns by gender, but it is important to note the specific inflections that correspond to
a given grammatical gender vary depending on the
framework of the particular language. For example, in
Spanish, feminine nouns commonly end in a written a,
whereas the usual indicator of a French feminine noun

is the final e. Admittedly, there are many exceptions
to these rules, such as French orage, m. 'storm '. Traditional grammar accommodates them merely by adding
their particular endings (in this case. age) to lists of exceptional inflections.
Since the forms of words in Romance languages
descended from Latin according to discernible patterns,
it seems only logical that the grammatical gender of
those words should have done the same. In other
words, it should be possible to identify an overall pattern of grammatical gender change in addition to the
known patterns of morphological change. However,
according to the assumptions of traditional grammar,
any question of how a language's particular framework
of rules and exceptions came about is unanswerable.
The exceptions to the rules regarding inflection
and grammatical gender illustrate another deficiency
of the traditional grammar theory, which is that it entirely neglects the role of semantics in assigning grammatical gender to words with inanimate referents; for
example, if a word has a close historical relationship to
the natural (or semantic) gender, even if that tie is later
lost or obscured, the grammatical gender of the word
is unlikely to change. Latin dies m. 'day' is connected
with Iuppiter, a male god or deus m. Spanish dia, a reflex of Latin dies, remains masculine because the
original semantic tie to an animate masculine referent
is stronger than the formal similarity to feminine Spanish words that end in a.
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Table 1
day

Monday

Tuesday

Wednesday Thursday

Friday

Saturday

Sunday

Latin

dies m.

Italian

giorno m.

IUlledi m.

martedim.

mercoledi m. gioved! m.

venerdi m.

sahato m.

dies
domenica m.
domellica f.

Spanish

dia m.

IUlles m.

martes m.

miereoles m. jueves m.

vierlle.l'm.

sdhado m.

domingo m.

French

jour m.

lundi m.

mardi m.

mercredi m.

velldrcdi m.

samcdi m.

dimallehc m.

jeudi

ITI.

I

Table 2
month

January

February

April

May

Latin

June

mellsi.~m.

lalluarius m.

Fehruarius m. Martius m.

Aprilis m.

Maius m.

lunius

Italian

mcscm.

GCllnaio m.

Fehhraio m.

Marzo m.

Aprilc

Spanish

mcs

ellcrom.

fehrero m.

marzo m.

ahrilm.

French

mois m.

janvier m.

evrier m.

mars m.

ITL

March

ITL

ITI.

Maggiom.

Giugllo m.

mayo m.

jUllio m.

avril m.

maim.

juin m.

July

August

September

October

Latin

lulius m.

Augustus m.

Septemher m.

Octoher m.

November
NOl'cmber m.

Decemherm.

Italian

Luglio m.

A/Josto m.

Sctfemhre m.

Ottohrc m.

NOl'emhrcm.

Dicemhrc m.

Spanish

julio m.

a/Josto m.

setiemhrc m.

octuhre m.

Ilol'iemhre m.

diciemhre m.

French

juillet m.

aoat m.

septcmln'e m.

octolJre m.

Ilol'emhre m.

deccmhre m.

December

.....J

---

J

Table 3
season

spring

summer

fall

harvest

winter

Latin

tempus m.

verm.

aestas f.

autumllus m.

messis f.

hiems f.

Italian

stagiom' 1".

primavera 1".

estatc f.

alttunno m.

nu'ssc f.

il1\'el'110 m.

Spanish

cstacil5n f.

primavera f.

l'eranom.

OtOllo m.

cosccila f.

inl'icrnom.

French

saison f.

printemps m.

etc m.

automnc m.

moisson
-'----

r.

hiver

---

ITL

-

Table 4
fruit

tree

Latin

fi'ln f.

ar!}(}r

Italian

fi'utta f.
a!hero m.
fi'tlffo m. llig.

mcla f.
pomom.
Ipomo m. IIig.

Spanish

fi'uta f.
arhol m.
fi'tlto m. Itig.
fi'uil m.
arhrem.

manzana f.
pommc f.

r.

apple

apple tree

pear

pear tree

plum

plum tree

malum m.

malus f.

pirum m.

pirum f.

Iprullum m.

prwlUs

pcra f.

I'ero m.

prugna

r.

prugno m.

mallzano m.

{)Cl'll f.

peral

cirue/a

r.

ciruelo m.

pommicrm.

I)oire

r.
I
I

French

r.

ITL

poirier Ill.

prune

I
I

I

r.

prullicrm.
I

-

-

---

--

L--- _ _ _ _ _ _ _ _ _ _

'----

----- -

---

----

-

---

Table 5

Latin
Italian
Spanish
French

room

bedroom

attic

dining room

conclal'c m,
cel/a f.
sala f.

Cl/hiculum m.

cCllaculum m.

ccnalio

cuarto m.
hahitacil51l
sal/e r.

camel'll da Ictto
dorm ito rio m.

r.
cham!,rc

r.

r.

so/fitta

r.

r.

sala da pl'llnzo

storeroom

guest room

r.

hospitium m.

ccl/a

r.

dispell.l'{[ f.

deswin m.

comedOI'm.

despema f.

grcllicrm.

sallc iJ manger L

rescrvc

r.

camcra dcgli
ospiti r.
cuarto dc
huhpedc.l'm.
eltam!)rc £I' am is

r.

PARADIGM OF GRAMMATICAL GENDER CHAN(iE IN ROMANCE LANGUAGES

Due to the inadequacy of the traditional grammar theory, only a new paradigm can both account
for the role of semantics in assigning grammatical
gender to words with inanimate referents and explain a pattern of diachronic grammatical gender
change. Concepts from Stephen Ullmann's studies
of semantic change-namely, contiguity and similarity of form and meaning-help to delineate this
pattern. (l will redefine these terms somewhat to
suit the context of grammatical gender change.)
Specifically, similarity of form and meaning coincide with diachronic gender similarity, whereas
continuity of form and meaning occur in the presence of diachronic changes in grammatical gender.
The Italic branch of the Indo-European language family is a logical place to begin research
on this topic. All of the languages in this branch
have retained grammatical gender, and historical
change can be traced from Latin to its daughter
languages using attested rather than reconstructed
forms. The preceding tables list the forms and
genders of selected words in Latin, Italian, Spanish, and French. They form the database from
which many of the examples and conclusions in
this essay are drawn.

Similarity of Form
The simplest type of grammatical gender
change is no change at aIL but retention of the
gender of the morphological form from which a
given word derives. It is the most basic diachronic
tendency of grammatical gender: if no other influences intervene, gender remains the same. This
phenomenon is illustrated in the Latin cella f.
'room'; evidence not only of its morphological
structure, but also of its grammatical gender is
present in the Italian sala f. 'room' and French
salle f. 'room'. A negative example is Spanish
cuarto m. 'room', which is not derived from the
Latin root cella f. and shares neither its form nor
its gender.
It therefore seems that the more similar the
form of a word is to that of it derivation, the more
likely it is that the gender will be the same as well.
The names of the months provide strong support
for this conclusion. In Latin, the months of the
year are adjectives modifying mcnsis m. 'month'.
In order for the gender to agree, all of the months
have grammatically masculine inflections. This
synchronic close similarity of form results over
time in remarkably similar forms in Spanish,
French. and Italian and thus partially explains the
consistent gender among the months of the year.

Similarity of Meaning
Words that can have the same referent are
similar in meaning. For example, Spanish cuarto
m. and hahitacion f. can both be translated
'room '; thus their meanings are similar. One way
in which they are distinguished from each other
is by a difference in grammatical gender: one is
masculine, the other feminine.
Such gender distinctions must be retained
diachronically in order to prevent intolerable synonymy between words. A cross-linguistic example
is found in the terms for 'autumn' and 'harvest'.
Historically, the two are semantically related; in
fact, they are synonymous in some contexts. 'Harvest' meaning "the time of the harvest" is
almost indistinguishable from 'autumn' because,
at least in Europe, those two seasons always
coincide. In order to prevent excessive similarity,
the genders of the two words had to remain different; reflexes of Latin autumn us m. 'autumn' and
messis f. 'harvest' have maintained their respective genders in Italian, Spanish, and French.
One might argue that the retention of the gender distinction in this example is due to similarity
of form, not necessarily of meaning. Similarity of
form and meaning do coincide in the Italian and
French reflexes, so that it is difficult to say which
is responsible for the retention of the original gender. However, Spanish cosecha f. 'harvest' is not
morphologically related to the Latin messis. Similarity of form is therefore not involved in this example. Nonetheless, the same difference in grammatical gender that differentiates the Latin words
for 'autumn' and 'harvest' appears in Spanish in
order to make a similar distinction between Ot0/10
m. 'autumn' (which apparently did derive from
the Latin autumn us m. 'autumn') and cosecha f.
'harvest' .
Another example of similarity of meaning in
the absence of similarity of form is Latin cella f.
'room' or 'storeroom'. The words for 'room' in
French and Italian are reflexes of cella that have
kept the feminine gender. The terms for 'storeroom' in these languages-reserve f. and dispcnsa
f., respectively-are not related to the Latin cella f.
'storeroom'. Their meanings, however, are the
same. Therefore, this similarity of meaning causes
the gender of Italian dispcnsa f. 'storeroom' and
French rhcrl'e f. 'storeroom' to be the same as
that of Latin ('ella f. . storeroom '.
An interesting pair of words is Latin cenaculum m. 'attic' and cellafio f. 'dining room'. Both
terms contain the free morpheme cena f.. which
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refers to the Romans' principal meal. Since meals
were usually eaten on the upper floor of a Roman
house, 'dining room' and 'attic' would have been
very similar semantically, possibly referring to the
same room. It is interesting to note that cenatio f.
'dining room', which is semantically more similar
to the morpheme cena f., retained the gender of
that root.
In the cultures in which Romance languages
are spoken today, meals are no longer necessarily
eaten on the upper floor of a house. Thus the semantic similarity between 'dining' room and
'attic' has been lost. Because there is no longer a
need to retain the gender distinction between these
words, their genders in French, Spanish, and Italian are varied.

Ross
either). The morpheme room or -room is present
in all of the examples except 'attic' given in
the table.
Anomalies may exist in the paradigm outlined
in this essay but perhaps cannot be discovered with
such a narrow database. Future research should
therefore first include a wider semantic range of
terms in more Italic languages. Later, the hypotheses outlined here could be tested in other Indo-European and non-Indo-European languages with
grammatical gender. If the paradigm is sound, it
may eventually provide the basis for reconstructing
grammatical gender in proto languages.
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Fossils in Technical Terminology

Marion K. Smith
Brigham Young University

People who sense a need to find and preserve
basic truths of existence for the benefit of themselves
and future generations often find comfort in assuming
that language stability can be found in abundance
among people who do place a premium on precision
and accuracy and that the areas of science and technology in particular will be well fortified against attacks
on stability. We are reminded frequently that Latin is
used in the professions of law and medicine because,
being a relatively dead language and limited primarily
to those two professions, it is not subject to the winds
of change that can rain down neologisms or bring in
murky overcasts to obscure the language of John Q.
Public or Jane Q. Private. Certainly, the language of
science and technology does demonstrate more stability than is encountered in common speech. but it
would be a mistake to assume that these areas of
human endeavor are somehow insulated from the
forces that influence language in general. No segment
of our society has succeeded in creating whole vocabularies that are clear, precise. accurate, and permanent.
Regardless of whether a new term is being coined
or an old word is being modified to convey new meanings. a common practice in science and technology is
to aim at economy and clarity by some metaphorical
comparison to something previously known. Thus we
have planets. mountain ranges, and aerospace vehicles
(as well as parts of our anatomy) named after Greek
and Roman gods. As we look at the common bases of
naming new things and actions (by shape, by function,

by use, by trade, by material, by inventor, by user, or by
location of the invention or use), we see words that
have become permanently married to their meanings,
words that have either become divorced from their
original meanings or are in the process of separation,
and words that have dropped out of use because they
have been unable to form connections to new meanings. Some words seem destined to disappear (sometimes quite rapidly), and others seem likely to remain
even though their original meanings do not. For the
present purpose, we will use a metaphor drawn from
the world of science and refer to those remaining
words as fossils.
To a paleobiologist. a fossil is not the remains of
an original life-form, it is the pattern of that original
life-form preserved as a result of some other material
gradually moving in to replace the original organism.
When we find a fossil of a trilobite, for example, we
do not find the original substances the trilobite was
composed of. What we find is limestone or some other
mineral that has gradually replaced the original body
parts so that the size and shape (often even the texture)
of the original are duplicated. Although these aspects of
the original have been preserved to a limited extent.
many other aspects (such as material, coloration. temperature, etc.) may be determined only by cautious
inference, or they may be completely beyond hope of
reliable reconstruction. Thus the debate continues as to
whether the dinosaurs were warm-blooded or coldblooded creatures and whether their color was as drab
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as an elephant's skin or as brilliantly varied as the
bands of a coral snake.
Fossils, as used in the present context, are
words that have clearly defined forms and convey
clear meanings that exist after the original referents have vanished from common understanding.
By acquiring new meanings. they continue to be
legal tender in many disciplines long after the
vaults containing the original gold backing have
vanished. UFO is a classic example. Originally it
was an acronym for Unidentified Flying Object,
and I suspect that just about everyone has seen
something flying through the air without being
able to identify it with certainty. Now, however, it
is a mark of gullibility or mental aberration to have
seen a UFO because the meaning now is that a
UFO must be some sort of extraterrestrial spacecraft filled with alien creatures (usually from Mars
or some other nearby planet) who are obsessed
with the desire to be taken to our leader, to conduct
psychological or physiological studies on some abducted humans, or to wreak total destruction on the
entire human civilization.
Technical terms that are subject to fossilization can be classified in various ways: by the degree to which fossilization has occurred, by the
speed at which it has occurred, whether the process
is ongoing or has terminated, whether the process is reversible, etc. Classifying them according
to degree of fossilization yields three basic categories-those in which the process has gone to
completion. those in which the process is still operative, and those in which the process has not
yet begun but seems likely to occur. Thus we
could have complete fossils, developing fossils,
and potential fossils.
The existence of the complete fossils can only
be theorized, of course, since the offering of any
examples would be sufficient evidence that the
original meaning has not been entirely lost. Perhaps the closest we can come to finding a complete fossil is to note the term we use for the
marking substance of wooden or mechanical
pencils. It is not lead at all. It is powdered graphite
mixed with clay to provide rigidity. Many people
would insist on the presence of lead, however. and
might cite instances of school children experiencing actual lead poisoning that could be traced to the
nervous habit of chewing on their pencils. Chemical analysis has revealed that the kids really did
ingest lead as a consequence of that habit, but the
lead was found to be an additive to the traditional
yellow paint that covered the pencil. To a lesser
degree, we have terms that designate days of the
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week, months of the year, and even the calendar
itself. Most of us have been taught the origins of
these terms but have found little need to remember them outside the schoolroom.
The logic of taxonomy also indicates a need to
allow for potential fossils Uust as astronomers
long allowed for the existence of planets around
other stars even though no actual proof of their
existence could be offered). I am no more able to
cite a specific example of a potential fossil than an
accident insurance company can identify the kind
and date of an accident that is to happen to that
individual, but, as we shall see later, there are
high- and low-risk categories that words can be put
in according to general probability. This leaves us
with the middle category of developing fossils as
the primary category to be developed in this paper.
If we were to classify developing fossils according to type, we might group them in just three
categories: fixed fossils, sequential fossils, and
partial fossils.
The category of fixed fossils includes those
words that have become immunized against subsequent change after having undergone a single
transformation. A good example of a fixed fossil
is "manufacture." Drawn from manus, the Latin
word for "hand," the term originally meant to
make something by hand (as a means of differentiating the action from some natural process). As
modern machinery became available, the term
came so clearly to mean the action of making
something by machine (and only by machine) that
new terms ("handmade," "handcrafted," etc.) had
to be introduced to carry the original meaning.
Sequential fossilization occurs when the
replacement material is replaced in turn by some
subsequent material. Although it would be extremely difficult for this to occur in paleobiology.
it is possible for sequential fossilization to occur
in language-the fossil material itself being gradually replaced by other material that had no contact at all with the original. A classic example
occurs in the Periodic Table of Elements that is
widely used by chemists and physicists. After
using a variety of ways for naming the basic elements found in nature, scientists found themselves in need of a name for a newly discovered
element-one that had an atomic weight of 92.
Because astronomers had recently discovered a
new planet and had named it Uranus (in keeping
with the practice of naming planets after ancient
gods), element 92 was named Uranium. Following the planetary sequence, the following two
elements (93 and 94) were named Neptunium and
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Plutonium. (Having run out of planets at that point,
the scientists went back to rather random naming
for subsequently discovered elements. hence Californium and Einsteinium for elements 9X and 99.)
A more common example of a sequential
fossil can be found at most breakfast tables.
About half a century ago, the butter that was
spread on toasted bread began to be replaced by
oleomargarine. Some people would refer to the
replacement as "oleo," "margarine," or "oleomargarine," but in asking someone to pass it along
the table, most people found it more convenient to
say, "Please pass the butter." I have not checked
the content to be sure, but it now appears that
oleomargarine is now in the process of being replaced by something labeled as "spread," but
I have yet to hear anyone ask for it by that name at
the breakfast table. We still "butter" our toast.
The category of partial fossils includes those
words having multiple meanings, at least one of
which has either died or continued the original
meaning with no appreciable change while one or
more of the others has taken on such divergent
meanings as to lose almost all connection to the
original. Our telephone books, for example, continue to instruct us on how to "dial" a telephone.
All sorts of dials can be found in our present
world, but they have vanished almost completely
from modern communication hardware. In the
event that voice-operated telephones actually do
become common, it is quite likely that we will
continue to receive instructions on how to "dial" a
number on them (even though, as a possible relief
to some of us, the automated answering machines
may have to abandon the use of "Press .. :. as a
means of either routing our calls to the appropriate
individual or of subtly keeping us effectively exiled to a "hold" position).
Further examples of partial fossils include
"trunk" and "joystick." Although the old
"steamer" trunks are rare, trunks of various sizes
and shapes can still be purchased along with suitcases for the purpose of storing and transporting
clothing. but they are no longer roped or strapped
to the back of automobiles. Over the past century.
automobile design has evolved to the point that
the trunk has gradually been assimilated and
has become an integral part of the vehicle. "Joystick" acquired an initial burst of popularity as the
main device for controlling the pitch and roll of
early aircraft, especially those used in World War I
when aircraft were relatively primitive as weapons
of war. As military aircraft developed in size,
power, and sophistication, the stick acquired

additional functions and activated electrical and
hydraulic systems. rather than control surfaces
directly. The same was true for civilian aircraft. but
for small civilian aircraft and for all muItiengined
aircraft the shape of the basic control was modified
sufficiently to be redesignated as a "yoke." Even
though a pilot may acquire thousands of flying
hours behind a yoke, those hours of experience are
still frequently referred to as "stick time" rather
than "yoke time." When one encounters "joystick,"
however. it is most likely to bring to mind the external control that youngsters use in managing a
computer game. The external computer control
more frequently used by adults is the "mouse."
Since real mice are less likely to change or to become extinct, "mouse" is more likely than "joystick" to resist subsequent fossilization.
Terms subject to fossilization can also be
classified according to their longevity-some are
quite fragile. surviving only briefly after their
models have vanished, but others are quite durable
and seem destined to survive well beyond the time
when any accomplished linguist can claim to have
identified the nature of the original. "Airship" survived only briefly after large dirigibles (such as
the Hindenburg) went out of favor and made comparison of airborne vehicles to seaborne vehicles
less practical, but pilots of all kinds of aerospace
vehicles continue to "navigate" their machines
through many layers of atmosphere and even the
vacuum of outer space without much regard for
the lack of water. Very few crew members of seagoing vessels have had any actual experience with
sails as a means of locomotion, but it is easy for
us to recall the days when wind power was the
motive force, so "sailor" and "sailing" survive. A
nautical term that has undergone either virtually
complete fossilization or only apparent fossilization in one of its fornls is "nautical" itself, the root
word for a measurement of speed that seagoing
people are more prone to refer to as "knots." Now
it does seem well established that "knots" was derived from the act of throwing a knotted rope
overboard to measure the speed of a moving ship,
but the similarity of the sounds and the proximity
of the meanings allows for very easy melding of
the two terms. By comparison, "seaman" is a word
destined for extinction rather than fossilization as
we search for a more inclusive term that does not
exclude sea-women.
Let us move now to classifying technical terminology in the order of decreasing resistance to
fossilization. At the top of the list are those terms
that are drawn from some observable aspect of the
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physical universe. Terms that take their meaning
from the shapes, sizes, textures, temperatures,
colors, and behavior of natural objects, organisms,
or phenomena that were familiar to our distant
ancestors and can be expected to be familiar to our
distant descendants are unlikely ever to become
fossilized, at least not in our lifetime. As long as
we have fires, floods, oceans, seashores, mountains, plains, valleys, tides, landslides, earthquakes, clouds, rain, hail, snow, wind, and celestial
bodies, we can expect the original terms to survive
with little change, even when we employ them in
such diverse senses as "starfish" and "star drill."
We have two huge reservoirs to draw from
here-the physical and the biological. If we accept the view (one held by scientists and theologians alike) that life began after the world was
created and that it might be ended by some divine
fiat or by the application of blind forces of nature
(such as collision with some other celestial body
or some gradual or sudden alteration of the
environment), we realize that the biological world
is the more transitory of the two. It is, however,
of such inclusive duration (and of such great variation) as to be available for multitudes of linguistic references that are quite resistant to the forces
of fossilization.
References to human, animal, bird, insect,
and plant bodies, or parts of bodies, are extremely
numerous. Thus we can speak of the "eye" of
a hurricane, the "eye" of a needle, the "mouth"
of a river, a pipe "elbow," the "hip" of a roof, a
"wishbone" drive, a steering "knuckle," "male and
female" pipe fittings, a "dogleg" in a roadway, a
"pig-tail" splice, a "tear" drop, and the "tail" of
a kite. Because these referents are so enduring,
terms based on them are unlikely to undergo any
significant degree of fossilization even when they
result in metaphors such as "planetary" gears,
"wormholes" in outer space, and the "feathering"
of a thin piece of wood or of an airplane propeller.
Words are drawn abundantly from human and animal anatomy: "dovetail," "wingnut" (a double
formation), "tail" of an airplane, "belly" of a ship,
"throat" of a carburetor, "crowbar" (a tool originally named because of its resemblance to the
foot of a crow, but which rarely is found now with
the original forked tip), "acorn" squash, "cat's
whisker" (a device used in a simple crystal radio),
"hair" springs, wagon "tongues," etc. Borrowing
names from the animal world (as we did just a
few years ago to find marketable names for automobiles-Jaguar, Bobcat, Cougar, Barracuda,
Mustang, Pinto, etc.) or from the world of ancient
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mythology (as we did for our early spacecraftAgena, Atlas, Thor, Saturn, Jupiter, etc.) provides
only transitory meaning in the new application,
however. When the actual artifact goes, the specialized meaning of the word evaporates very
quickly.
Words based on concepts of geometric forms,
mathematical relationships, and chemical compositions that seem to transcend time, place, and culture follow very closely behind in their ability to
resist fossilization. Even though geometric figures
(circle, square, cylinder, sphere, cone, spiral, etc.)
are of human construction and though different
cultures will naturally assign different terms to
each of these, these terms will be durable within
the culture as long as the culture endures. Mathematical relationships (fractions and multiples such
as half, three-quarters, and double) will endure
with their original meanings.
Words having alphanumeric origins fall a bit
lower on the scale of resistance. We have little
difficulty thinking of a construction worker using
an "A-frame," a carpenter using a "C-clamp,"
a canoeist making a "J-stroke," a plumber using a
"P-trap," a mechanic using a "U-bolt," or a draftsman using a "T-square." These obviously derive
their names from the shapes of uppercase letters in
our alphabet, and a person quite unfamiliar with
the intended meaning could quite easily sketch the
shape of the things referred to simply by supposing
they had the shapes of familiar letters. ("Uppercase," of course, is a typical example of a nearly
fossilized term. Nonstudents of language rarely
have any notion of the original meaning of "case,"
so "upper" and "lower" are as likely to bring to
mind the position of the keys of a manual typewriter.) When a term relies on more than a single
similarity (such as shape or size) or its connection,
it seems doubly "grounded." In military terms, a
U-boat may be thought of as one that travels in the
shape of an uppercase "U" (down, across, and up
to the initial leveL but also one that draws its
meaning from the abbreviation of the German designation (Untersea boot), which has little to do
with the shape of any letter. Because of the great
standardization of printing in our day, we can expect to see small changes in shape among letters of
the alphabet. but most of us are still conscious
of early American documents in which the "s"
came out looking like "f."
Unlike letters, numbers are used for the
values they represent rather than for the shapes
they resemble. With the possible exception of 8 (as
in a knot or in reference to an aerial maneuver),
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numbers are much less likely to be used according
to their shapes. They depend on their values:
"a ten-speed" for a bike, "five-by-five" for loud
and clear radio reception, etc. And they are subject
to cultural variation. When my Korean houseboy
used to tell me that I was number ten, he was registering a distinctly lower value than when Dudley
Moore referred to Bo Derek by that number in a
movie entitled }O. Numbers are frequently used as
primary designators. They may be used alone
(as they are in designating firearms: a .22, a .38.
a .45, a .30-30, a .30-(6), or they may be used in
combination with letters or complete words (as
they are in designating military and civilian aircraft: an A-6, a B-52, an F-16, a KC- \35, a Boeing
747, a Lockheed 1011). In neither case do they
lend themselves to fossilization. When the last referent dies, the term ceases to have currency except
in historical references. "Davis" for automobile no
longer has currency. "Sinclair" may well bring to
mind an oil company but hardly the innovative
computer by that name.
When the referents are less stable than natural
phenomena, geometric concepts, or the letters of
our alphabet, the opportunity for words to become
fossi Is greatly increases. Technical terms that
focus directly on humans and human creations are
the least likely to resist fossilization, but even
within this large group we can find varying degrees of resistance. The terms most likely to retain
fixed meaning are those that refer to fixed places,
principles, or phenomena named after their
discoverers or inventors: the Hertzsprung-Russell
diagram of stars (after Ejnar Hertzsprung and
Henry N. Russell), the Bernoulli effect (after
Daniel Bernoulli), the Bessemer converter
(after Sir Henry Bessemer), the Braille Alphabet (after Louis Braille), Morse Code (after
Samuel Morse), and Brinell hardness (after Johan
A. Brinell). Nevertheless an electronic technician
could spend a productive career without knowing
that "kilohertz" and "megahertz" replaced "kilocycle" and "megacycle" as a means of honoring
Heinrich Hertz or that we are indebted to Andre
Marie Ampere for "ampere" and to George Simon
Ohm for "ohm." A lab technician working with
radioactive materials might be unaware that the
remotely controlled hands known as "waldoes"
were first used in fiction by a character created by
Robert A. Heinlein.
Some of these terms (particularly in the area
of manufacturing) may get a new lease on life
while undergoing partial fossilization by being
used to identify the organizations that make

or distribute a given product. "John Deere," for
example, may refer to a man, to a company, or to
a tractor made by that company. Marked shifts in
meaning may occur when a different company
takes over the manufacture or distribution of the
product or when the same company changes
the nature of its product (as occurred when
"Studebaker" came to refer to an automobile
rather than to the horse-drawn wagon that preceded it and when "BSA" came to mean a motorcycle rather than war material produced by British
Small Arms). Less stability occurs when the
human is less directly involved. We are not likely
to see "Lou Gehrig's Disease" come to mean anything else, but we have seen what popularity and
political status have done to such place names as
Hoover Dam (temporarily renamed Boulder Dam)
and Cape Canaveral (renamed Cape Kennedy
briefly until "Kennedy" was reassigned to the
spacecraft launching facility there).
The area of technical terminology most likely
to face either extinction or fossilization is that in
which human artifacts and procedures draw their
names from previous artifacts and procedures,
since change can occur at both ends of such
linguistic equations. Thus we have automobile
"hoods," plumbing "bonnets," "street" elbows,
"caisson" disease, "briefcase," "attache case,"
"needle" bearings, "pillow" blocks, "rack and
pinion" gears, "pill boxes," "keyhole" saws,
"satin" finish, "tin" snips, "pie" charts, and aerospace vehicles known as "shuttles." Some members
of this category are reasonably secure ("oxbow"
for lakes formed in river channels and "cape" for a
projection of land into the sea), but the category as
a whole must be considered high risk. The instability of this group can be suggested by "clockwise," a term that seemed destined for major
change when digital clocks and watches threatened to become the standard but survived comfortably when large numbers of people found they
preferred to see hands rather than numbers when
checking the time of day.
Scattered along the spectrum of developing
and potential fossils, we find a multitude of terms
differing in degrees of resistance: those drawn
from location of origin (India ink, Brazil nut,
Shetland pony); location of use (alpenstock,
western saddle); prominent user (Nehru jacket,
McClellan saddle); distinguishing feature
(slip-joint pliers); original or common material
(marbles, fiberglass); and method of formation
(telegraph, photosynthesis, smog). These differ so
greatly in their bases of classification and can
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slide so easily from subcategory to subcategory
that it is dangerous to attempt generalizations. (A
steel tape, for example, is made of steel, but a
wood screw is not made of wood. A metal screw
is made of metal but is not so named because of
its material. A manhole is unlikely to be used by a
fox, but a foxhole is very likely to be used by
a man.)
A final category deserves brief mention-the
category of arbitrary designations. This category
includes a remarkable range of language-all the
way from "color," "flavor," and "charm" used by
physicists to identify subatomic particles known as
"quarks" down to "doohickey," "gadget,"
"thingamabob," and "hootenanny" used by people
of no particular education to refer to things that
either have no definite name or that do not seem to
warrant the effort needed to learn it. Our chemists
have given us "rayon," "nylon," "orion," "tefton,"
and "Bucky balls" along with a host of other names
that are likely to remain constant, in contrast to
such trade names as "Kleenex," "Macintosh,"
"Jeep," etc. (which can be broadened into generic
terms or come to refer to an evolving product quite
unlike that which initially was designated). Probably the most familiar example in modem language
of an arbitrary trade name is the coining of
"Kodak" by George Eastman for his roll-film camera. The term quickly obtained recognition, and
more than one generation of people spoke easily of
buying, borrowing, using, or losing a Kodak. But
this is also a familiar example of a term that has
undergone continual fossilization. With the
plethora of cameras presently on the market, and
the majority of them coming from Japan, and varying so greatly in purpose, price, and features,
"Kodak" is very rarely used now to refer to an actual camera, and when it does, it may not refer to a
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roll-film camera. The term has moved, becoming
an adjective (Kodak film) or a noun for the organization that specialized in the manufacture and sale
of products having that trade name.
In summary, we have several classes of technical terms, arranged in order of decreasing resistance to fossilization (which is generally a direct
correlation to the resistance of the initial referent
to undergo change):

I. Terms drawn from naturally occurring
objects and forces
2. Terms drawn from plant and animal life
(including humans and the whole range of
microorganisms)
3. Terms based on geometric configuration
and alphanumeric similarities and relationships
4. Terms that refer directly to inventors, discoverers, practitioners, or just persons to be
honored in some fashion
5. Terms that refer to human creations or behavior. The more durable the artifact, the
more likely the term is to survive with its
original meaning
Whether a term will undergo fossilization and
continue to exist with a new meaning or whether it
will just disappear once it gets detached from its
original meaning is subject to many factors. The
more common pattern is to fade away and enter
the realm of antique terminology, a pattern that
John S. Harris discusses in a paper at this symposium proceedings. But when need, convenience in
spelling, and ease in pronouncing and remembering
combine to provide a proper environment, the
form will continue to exist despite extensive and
successive alterations in meaning.

The Effects of Dialogue Journals in Enhancing
ESL Students' Writing

Mark Tanner
Laura Clement
BriRham YounR University

Several methods and techniques have been advocated in recent years to help students become better
writers. Advocates of the communicative approach
stress that communication is a central and important
goal of writing, and thus students are being taught to
consider their audience and their purpose for writing
(Raimes, 1983, pp. 8-9). The Language Experience
Approach, evidence of how schema research has affected the way we look at student writing, encourages
students to use familiar experiences and known language to create texts (Gunderson. 1991, pp. 64-65).
The Whole Language Approach has influenced teachers to integrate writing along with reading, listening,
and speaking in the classroom (Gunderson, 199 I.
p. 16). Many ESL researchers and teachers see the writing process as more important than the product and
thus students are encouraged to explore topics. to
gather ideas from their own experience, and to use
drafts and revision in their writing (Reid, 1993,
pp. 31-33). Recent methods advocated in teaching
writing seem to focus on getting students to be aware
of their audience and purpose for writing, to write on
meaningful topics. to write greater quantities for increased practice in using the language, to benefit from
integrated activities in the classroom. and to use writing
to be creative and explore their writing topics in depth.
A technique employed by many ESL teachers in
recent years which focuses on factors mentioned above
is the technique of dialogue journals. Davis (1983)
provides a description of dialogue journals, explaining

that they are a modified extension of traditional journal
writing. Instead of evaluating or grading the students'
entries, teachers simply provide feedback to each entry
in the form of a written response. In turn, students
reply to the teacher after reading the teacher's response
(p. 112).
Dialogue journals, according to the in-depth definition offered by Kreeft Peyton (I (187), incorporate in
the following ways the goals and foci of teaching writing mentioned earlier. First, dialogue journals use an
integrated approach in that the students write their
entries. read the response offered by their teacher. and
engage in a written conversation. Secondly, the ongoing written conversation maintained between the students and the teacher ensures a real audience for
the students' writing and a purpose of real communication with the teacher. Thirdly, the students are able to
choose their own topics for their dialogue journal entries, ensuring that they will be culturally familiar with
and interested in the content of their writing. Fourthly,
since the entries are not graded, the student~ can feel
free to focus on the exploration and discovery process
of writing and are less threatened if they make mistakes during their experimentation with the language.
Kreeft Peyton (I (187) also suggests that using
journals in ESL writing classes can be especially helpful because all students can participate in the activity
and they can write at their own individual level.
Dialogue journals give students the chance to daily
practice writing skills that lead to fluency. Also. Kreeft
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Peyton (1987) claims that "communication, on a
one-to-one basis, is crucial-not only to help [the
students] adjust, but to help the teacher understand
them and address their special needs" (p. 3).
Given that the use of dialogue journals is a
technique which has been identified as enhancing
students' writing abilities, what effects have been
identified in the use of dialogue journals with ESL
students? When asking this question, we can look
at the four previously mentioned goals that are incorporated in the use of dialogue journals to create
five inquiries into the results of studies involving
dialogue journals. For instance, how does what
students write in dialogue journals compare with
what they write in more formal writing assignments in which the audience is not as real or is not
defined? Does being able to choose a topic on
which to write affect student writing? Do students
write more or less in dialogue journals compared
to more formal assignments? How does the
ongoing conversation. an integrated aspect of
dialogue journals. enhance student writing? What
effect does the freedom provided in dialogue
journals have on student writing and what opportunities does that freedom afford students? The
previously mentioned inquiries can be addressed
by a review of literature related to writing and the
use of dialogue journals in the ESL classroom.

Literature Review
A review of literature of research involving
dialogue journals reveals that there are many benefits for ESL teachers' and students' use of dialogue
journals. Five primary benefits can be identified
from the research:
I. Dialogue journals provide a real audience.
2. Dialogue journals help students focus on
meaningful topics.
3. Dialogue journals affect the quantity of
writing.
4. Dialogue journals provide conversation
practice.
5. Dialogue journals allow students freedom
to explore and discover.

Dialogue Journals Provide a Real Audience
In a study involving dialogue journals, Kreeft
Peyton, Staton. Richardson. and Wolfram (1993)
found that having a real audience affected student
writing. The subjects of their study were a group
of 12 LEP students from a sixth grade class of
27 LEP students in Los Angeles. The group of 12
students chosen for the study was composed of

students with an equal distribution by sex, ethnicity. and English language proficiency. The study
also made a "more in-depth analysis of three of the
students, selected as representatives of the three
proficiency groups [which were high. middle. and
low]" (20 I).
Kreeft Peyton et al. (1993) found that the
writing directed to a familiar audience (which included dialogue journals and an assigned letter to
a friend) had qualities that the other assigned writing (a social studies essay and a thank you letter
to a stranger) lacked. The social studies essay.
about a subject they had talked about for weeks,
was less complex and elaborate. In contrast. "the
dialogue journal entries and letter to a friend
elicited the more frequent use of features that are
useful in all types of writing" (p. 217). These useful features included "greater clause complexity, a
greater variety of clause connectors, lower relative
frequency of one of the most basic connectors,
and a lower relative frequency of repetition as a
cohesive tie" (p. 216). It seems that the difference
in either having or lacking a familiar audience may
have attributed to the differences in the characteristics of the students' writing.
Divine (1995). in a study comparing dialogue
journals with traditional journals, came to a similar
conclusion in finding that significant advantages
ensue from using dialogue journals compared to
traditional personal journals. Divine studied a class
of junior high German students using both types of
journals. She found a significant increase in writing fluency with the use of dialogue journals compared to the use of traditional journals. Divine
attributed the increase in writing fluency to the
interaction that occurred between students and
their teacher. It appears that once again, a familiar.
real audience was a factor in increasing writing
fluency.

Dialogue Journals Help Students Focus on
Meaningful Topics
Reyes (1991) conducted a study of students'
ability to construct meaning in dialogue journals.
Reyes studied sixth grade Hispanic bilingual students' use of dialogue journals in contrast to their
use of literature logs. When writing in their dialogue journals, the students were able to choose
their own writing topics. On the other hand. the
literature logs required the children to write personal responses to the literature that they were
reading as a class assignment. and the teachers did
not respond to every literature log. While the
dialogue journal assignment placed no restrictions
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on whether they could write in Spanish or English, teachers expected the literature logs to be
written in English only.
Reyes, upon analyzing the data, found that
dialogue journals, in comparison to the literature logs, provided students a more successful setting in which to communicate their ideas. Reyes
attributed this success in the students' writing experience to a specific feature of the dialogue journals. She claimed that students performed better
because they were able to select their own topics.
In the dialogue journals, the topics selected by the
students were culturally relevant, familiar, and
important to the students; the literature log entries,
on the other hand, contained little substance.
Reyes believed that since the students were interested in the topics chosen for the dialogue
journals, they were able to capitalize on their expertise regarding their own lives and situations.
This factor in turn seemed to provide the students
with better control over the construction of meaning in their writing.
What effect does the students' control over
topic selection in dialogue journals have on the
students' success in writing? Johnson (1989)
found that when students were allowed to choose
their own topic in dialogue journals, some ESL
students were given the chance to initiate communication interaction in English when they otherwise would not. Johnson (1989), citing Urzua
(1987), pointed out that when ESL students were
able to choose their own topics that their own
voices came through in the writing and they were
more effective writers.
Dialogue Journals Affect Quantity of Writing
One obvious way of getting students to improve their writing is to get them to write more
often. Kreeft Peyton et al. (1993), as indicated before, conducted a study looking at sixth grade LEP
students' writing development through dialogue
journals as compared to more formal assigned
writing. The four writing assignments examined
by Kreeft Peyton et al. (1993) were dialogue
journal writing, a letter to a friend, a letter to a
teacher, and a social studies essay (pp. 203-2(4).
The dialogue journal assignment (of which a
week's worth was examined) required the students
to write at least three sentences daily and allowed
them to decide what. when, and how much to
write. The teacher responded to each dialogue
journal entry, but in order to keep the focus of
the dialogue journals on communication, no grade
was ever given. The letter to a friend required the

students to write to a personal friend about their
favorite television program. The letter to a friend
was used as a one-time evaluation, scored, and returned to students without further discussion. The
letter to a teacher required the students to write
one letter to a teacher who had given the class a
set of encyclopedias to use. The social studies
essay required students to compare and contrast
deserts and grasslands, a subject they had been
studying for several weeks. There was no specified audience for the essay other than the teacher
as an evaluator who corrected and graded the
essay before returning it to the student.
Kreeft Peyton et al. (1993) chose to look at
the features of quantity, complexity, focus, and
cohesive quality in the students' four writing assignments. They found that the dialogue journals
shared characteristics of the students' more formal
writing in complexity, focus on one topic, and
cohesive qualities. In addition to the shared qualities, the dialogue journals had qualities that the
assigned writing lacked, which included generating a significantly greater quantity of writing as a
weekly total. Kreeft Peyton et al. (1993) attributed
the larger quantity of writing as one reason for the
students' use of more variety of linguistic structures important for written text production. Besides allowing the students to produce a greater
quantity of writing, the dialogue journals also
"elicited the more frequent use of features that
are useful in all types of writing" (217), as did the
letter to a friend (see discussion above concerning Kreeft Peyton et al. [1993] under the section
"Dialogue Journals Provide a Real Audience").
Thus, besides producing a greater quantity of
writing, dialogue journals generated more useful writing features compared with the more formal writing assignments.
Dialogue Journals Provide Conversation
Practice
Dolly (1990) studied the conversational
aspects of dialogue journals. This study involved
dialogue journals written between 12 adult ESL
students enrolled in an intensive English program
and their teacher. Dolly saw the dialogue journals
as very similar to oral conversation except for the
fact that in dialogue journal conversation each
entry that is responded to consists of several conversation '"moves." In addition, the responder does
not have to answer every question or acknowledge
every comment. Dolly described that each move
in the dialogue journals either advanced or repaired
the conversation. An advancing move introduces

115

116

MARK TANNER AND LAURA CLEMENT

a new topic or continues a previous topic, while a
repairing move corrects or prevents a communication breakdown. Dolly measured these moves of
conversation management with an analytic system
of coding procedures "based on work in the structure of oral conversation by Wells (1981), Long
(1983), and others" (p. 318).
Classifying the results, Dolly (1990) found that
though the degree and style of participation varied
greatly among the students, the students did more
to initiate the topics while the instructors did
more to extend the topics. According to Dolly, the
instructors did more of extending the topics
through asking questions about previously initiated
topics, which, according to Dolly, reflected the
teacher's "role as maintainer [of topics in the conversationl rather than initiator" (p. 319). Dolly's
statement about the teacher's role as maintainer of
a dialogue joumal conversation refers to a point she
quotes from Kreeft, Shuy, Staton, Reed, & Morroy
(1984) about the characteristic of dialogue journals that encourages "students ... to assume substantial responsibility for topic initiation rather
than merely responding or reacting to teacher
input" (p. 319).
Dolly (1990) also found that repairs were initiated more by teachers, but that there were fewer
repairs overall in the dialogue joumal conversations compared to the amount of repairs in oral
conversation. Dolly attributed this to the fact that
being understood is less critical in dialogue joumal
conversation than in oral conversation. In dialogue
joumal conversation students have more time to
ponder the written response before replying and
they aren't required to respond to everything that
the other person has mentioned or asked in the
previous entry (p. 320). These characteristics of
dialogue joumals provide students with a longer
response time as well as more flexibility in responding compared to the shorter response time
and pressure to respond that is characteristic of a
typical oral conversation.
Other studies have also found a correlation
between oral speech and the language used in dialogue joumals. Mangelsdorf (1989), in referring to
dialogue journals, indicated that the increased
awareness of the reader in the use of dialogue
joumals caused students to use the kinds of interaction they use in speech. She explained that having a conversational setting in dialogue joumals is
important because classroom language can become too artificial. The feature of having real
dialogue is no doubt critical for the ESL student
since a sufficient amount of authentic dialogue

and conversation opportunities may not be offered
in the classroom.
Sagers (1993) also found links between
oral and written dialogues. Sagers studied the
written and oral dialogue journals of 12 Chilean
students. From the results of her study, she concluded that with the ESL students in her study
there is little difference between oral and written
dialogue. Sagers's findings reveal the need to
teach ESL students the differences between oral
and written communication in English. Sagers's
findings also help to highlight the important role
that dialogue joumals playas a means of developing oral language proficiency as well as writing
skills with ESL students.

Dialogue Journals Allow Students Freedom
to Explore and Discover
One study found a result identified with
dialogue journals which was not expected by the
researchers. Davis (1983) conducted a dialogue
joumal project with junior and senior high school
migrant students. The two main goals of the project were to check the students' personal occupational and career plans and to give the students
opportunities to write and improve their fluency.
The students were given a choice of topics to write
on for 20 to 30 minutes at each session with their
counselor. The counselors would respond to the
student's entry between sessions (the frequency of
the sessions was not specified in the article).
Davis saw success in the program in that it
enabled the students to practice writing skills leading to fluency. This writing practice was seen as
"a first stage in writing development" (p. 113) and
as an activity that "extends the writer's conceptual
understanding" (p. 113). Besides giving students
the opportunity to practice expressing themselves
clearly, the dialogue joumal project also provided
other advantages not foreseen. Close personal
ties were created between the counselors and students, and the students could complain or ask any
question in private to which they were assured a
response.
Dialogue journals, as shown in the study by
Davis (\ 983), can provide a non-threatening environment for the students to truly express themselves and an opportunity to clearly communicate
using English. Johnson (1989) came to similar
conclusion about the freedom offered to students
from dialogue joumal writing. 10hnson observed
that when students are very limited in their English
proficiency, dialogue journals can be helpful
in getting them to experiment with the language.
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Dialogue journals allow beginning students a private place to voice their opinions and concerns
with-out worrying about ridicule from other students or peers.
Dialogue journals provide ESL students not
only with freedom to express themselves, but also
with the freedom of flexibility offered when dialogue journals fill a need in a writing program.
One need that can be tilled by dialogue journals is
that of a prewriting activity to prepare students for
more structured assignments. Freeman and Freeman (1989) found that dialogue journals "can help
students discover ideas they wish to write about in
more fonnal contexts" (p. 189). Kreeft Peyton and
other advocates of dialogue journals feel even
more strongly about dialogue journals' power of
preparation.
Given that the majority of research involving
the use of dialogue journals has been carried out
with first language populations and only a few
studies have inquired regarding their use with second language learners, this study was carried out
in order to further investigate the use of dialogue
journals in adult intensive English program writing classes. Particular attention was given to adult
ESL writing teachers' use of dialogue journals in
the classroom.
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English Language Center (ELC). All the teachers
had been teaching writing for at least one term
and were teaching intennediate to advanced level
students.

Instrument
Data was gathered using a questionnaire (see
Appendix) which was designed to survey teachers' use of dialogue journals in their intensive
writing courses. The questions asked were openended so as to allow the teachers the opportunity
to explain factors influencing the use of this writing technique in their classes.
Procedure
The questionnaires were distributed to 13
intennediate and advanced level writing teachers
at the ELC. Teachers were given ten days to
respond to the questionnaire and then return it
to the researchers. At the conclusion of the ten
days, 12 of the 13 teachers had responded to the
questionnaire for a total response rate of 92.3%.
Responses from the survey were then grouped and
tabulated by the researchers. The results of the
data analysis are presented in the findings section.
Findings

Research Design

Of the 12 questionnaires returned, only 5
(38.46%) of the teachers identified that they had
used or were currently using dialogue journals in
their writing classes. For the 5 teachers who had or
were currently using dialogue journals, 3 of these
teachers (60%) indicated that they used dialogue
journals four times a week. The other 2 teachers
(40%) indicated that dialogue journals were used
two to three times a week. When asked about
the benefits they have experienced in the use of

In order to probe factors influencing teachers'
use of dialogue journals, a study was conducted
with ESL writing teachers teaching intennediate
to advanced level writing classes.

Subject"
Subjects for this study consisted of 13 ESL
writing teachers at Brigham Young University's

Table 1: Benefits of Using Dialogue Journals with Adult ESL Students
Numher o{Teachers Percentage o{Te(lchResponding
ers Responding

Comment
Students are able to write more freely without being overly
concerned about mistakes.

4

80%

The journal allows students to show personal feelings;
develops student-teacher relationship.

3

60%

Students feel more comfortable expressing their ideas.

3

60%

3

60%

Dialogue journals help students get their ideas down
the journals facilitate the writing process.

011

paper;
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dialogue journals with ESL students, the 5 teachers using dialogue journals responded by identifying several benefits. The most frequent responses
given are listed in Table 1. These responses from
the teachers clearly identified their perception that
dialogue journals had a positive effect on their
students' writing ability. These effects included
the opportunity for students to express themselves
better, to share personal feelings. and to assist in
their development in the writing process by getting their ideas down in print.
Teachers were also asked to describe the type
of feedback they provided as they responded to
their students writing in dialogue journals. Responses from the 5 teachers using dialogue journals
are given in Table 2. Similar responses were
grouped by the researchers and the frequency of responses totaling 40% or more are listed.
Data from Table 2 shows that all of these
adult ESL teachers felt it important to respond to
the questions expressed by students in their writing. The subsequent responses and comments
were identified by the teachers as important in
helping facilitate the writing process. Of the
teachers 40 percent also felt it important to ask
questions regarding their students' written work,
to provide little feedback, if any, on errors students made in their writing and, finally, to share
their own experiences.

Summary
Many of the responses given by the ESL writing teachers surveyed in this study were found to
be similar to the benefits discovered in previous
research; namely. dialogue journals provide a real
audience, offer students conversation practice,
allow students freedom to explore and discover,
and permit teachers to monitor students and form
close ties with them.

Implications of Research
for ESL Writing Teachers
The research on dialogue journals indicates
that teachers should use dialogue journals because
of the advantages and benefits offered to students
who use them. For teachers who would like to
begin using dialogue journals there are many implications from the research that will help them in
tailoring the use of dialogue journals to fit their
teaching needs. For example, there are many possible variations of using the standard dialogue journal to aid teachers in making dialogue journals
more accessible to all types of students. Kreeft
Peyton (1987) recommends that when using dialogue journals with illiterate students. the students
can start off by drawing pictures in their dialogue
journals and the teacher can respond with pictures
and a few words. In this way the students can begin
to use letters and words when they feel comfortable. Kreeft Peyton also suggests that instead of
restricting dialogue journals to the target language,
the students (of teachers who are fluent in the students' native language) can write in their native
language and make the transition as their target language proficiency improves. By making dialogue
journals accessible to every individual student,
teachers can ensure that all will participate.
Besides varying dialogue journals to meet the
needs of the individual student. teachers can also
modify their use of dialogue journals to fit their
classroom situation. Teachers can create modifications based on the technology that their class has
access to or the subject that they are teaching. For
teachers who have access to computers, Mangelsdorf (1989) suggests that a computer network can
be used to write, store, and exchange dialogue
journals. Utilizing computers for a dialogue journal assignment could add the benefit of better

Table 2: Types of Feedback Provided by ESL Writing Teachers to Students' Dialogue Journals
Comment

Numher ofTeachcrs Percentage o/TeachResponding
ers Responding

Answer students' questions and provide brief comments.

5

100%

Ask questions of the students.

2

40%

Provide little feedback on student errors.

2

40%

Share own experiences.

2

40%
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familiarizing students with the use of computers
for writing assignments, as well as facilitating the
exchange of dialogue journal entries between students and teachers.
In addition, dialogue journals are not limited
to use in the second language writing class. Dialogue journals can also be used in a reading,
listening, or speaking second language class to
provide a way for teachers to get feedback from the
students about their individual classroom experiences, concerns, and suggestions. Teachers can
use dialogue journals for content writing as well
(Kreeft Peyton, 1989). Imagine the benefit of having a student write their feelings in their own
voice regarding a science project, a social studies
lesson, or a piece of art that they created or
viewed. Dialogue journals are flexible tools for any
type of classroom.

Conclusion
Dialogue journals are a worthwhile addition
to any classroom, especially for ESL students.
ESL students need more help on an individual
basis because of their unique situation which involves not only learning a new language, but
learning a new culture. Dialogue journals provide
a caring audience. give the students a chance to
choose their own topic. supply students with conversation practice. allow students to write freely
without being evaluated. and permit students
to write at their own level of proficiency. Because
of these features, dialogue journals provide an
ideal, non-threatening environment for the students to explore and experiment with the English
language.
With encouragement and the aid of dialogue
journals, teachers can open a way for their students to explore and discover ideas and topics in
the world of writing. Students are encouraged to
write clearly when they know that someone will
be reading their entry and responding to what they
write. Dialogue journals also give shy students the
opportunity to take a private spotlight in voicing
their opinion to a caring audience. An added benefit
of dialogue journals lies in the close ties that can
be formed between student and teacher (Davis.
1983. p. 116). In addition, the students can develop
a sense of ownership of the entry because the dialogue journal entries are entirely of the students'
creation. Dialogue journals also provide teachers
with the chance to monitor individual progress on
a daily basis.

Limitations and Suggestions
for Future Research
It is important to note that while there appear
to be many benefits to using dialogue journals in
the ESL classroom, there are also limitations to
their use. In this study, 7 of the 12 teachers surveyed had not or were not using dialogue journals
in their writing classes. Although these teachers
did not express their reasons for not using journals
in their classes, the literature has addressed several
important reasons why teachers may not use dialogue journals. These reasons include that there is a
large time factor involved in having students write
on a daily basis with the expectation that teachers
will respond to this massive amount of written
work (Kroll, 1990), that dialogue journals do not
provide the structured writing practice students
need who are academically oriented (Jones, 1988;
Kreeft Peyton, 1993), and that teachers' feedback
on dialogue journals provides little correction of
students' errors and may in turn reinforce poor
writing skills.
Conclusions regarding the use of dialogue
journals in adult ESL writing classes clearly require additional research. More writing teachers in
other programs need to be surveyed in order to see
if the benefits expressed in this study and the
research will be confirmed. Teachers need to be
probed more thoroughly regarding the use or lack
of use of dialogue journals in the ESL classroom
in order to identify those factors influencing the
decision-making process of writing teachers.
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Appendix

ELC Writing Teacher Questionnaire
I. Have you ever used dialogue journals in any
of your ESL writing classes? If no, please explain
your reason and skip to #5. (The term dialogue
journal refers to a journal in which the student
and teacher carryon a dialogue about any subject
of the student's choice. If the dialogue journals
that you have used vary from this definition,
please explain.)

2. How often did the students write in the dialogue
journals?

3. What did your feedback to the students' dialogue journals entries consist of?

4. In which ways do you think dialogue journals
have benefitted your students?

5. What type(s) of feedback do you give in regard
to students' other writing assignments?

The Translation of Faust

Emily Warner
BriRham YounR University

The legend of Dr. Faustus is the story of a man
who sells his soul to the devil in exchange for all the
experiences life has to offer. Johann Goethe uses this
legend to tell a deeper story-the story of a man who
strives to comprehend the supernatural while on earth.
His Faust searches for the answers to the questions
"Who is God?" and "Who am I in relation to God?"
Having already acquired such knowledge as the universities of the world had to offer, the learned Faust turns
to the language of the scriptures, ancient Greek, to
translate into his native German the truths the prophets
knew. Faust assumes that in finding the words to express the nature of divinity, he will find a way to realize
that divinity in himself. As his concept of words in the
scriptures changes, his perception of the nature of God
and his own nature evolves correspondingly.
Faust begins his translation of The Gospel According to St. John on the most literal and earth-bound
level and progresses from there:
It is written: In the beginning was the Word.
Here I am stuck at once. Who will help me on?
I am unable to grant the Word such merit,
I must translate it differently
If I am truly illumined by the spirit.
It is written: In the beginning was the Mind.
But why should my pen scour
So quickly ahead? Consider that first line well.
Is it the Mind that effects and creates all things?
It should read: In the beginning was the Power.

Yet, even as I am changing what I have writ,
Something warns me not to abide by it.
The spirit prompts me, I see in a flash what I need,
And write: In the beginning was the Deed!
(Latham, 1925,403)
In this passage, Faust first interprets logos as Wort.
With such denotations as 'word', 'vocable', 'expression', 'saying', 'promise', and 'pledge', Wort symbolizes Faust's level of wisdom (Betteridge, 1984). It
represents not only his mortal knowledge, gained
through the words and sayings of the time, but also his
methods for gaining knowledge. To Faust, Christ, or
'the Word', is merely the promise of salvation, which
the ambitious doctor cannot accept without firsthand
knowledge. Faust needs to learn a higher language, a
language of experience not transferable in the commerce of mortal words.
In using Wort, Faust defines two entities. First, in
personifying the word Wort by equating the Word with
a person and not just a name, he allows for the personification of all words and thus paves the way for further
lexical manipulations. Words are a tool for defining the
self and the supernatural. Wort specifically becomes a
tool for understanding Christ and Faust's relationship
to Christ by providing a metaphor of Faust's understanding of and relationship with the expressions and
words of his age. Wort was in the beginning with God;
Wort is God. Hitherto Faust's god had been the stasis
of human knowledge-the Wort of his textbooks and
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writings had been the beginning and end of his
knowledge, as well as his only method for acquiring knowledge, Wort forms the boundaries of his
world. Now, with the word Wort equating to
Christ, not just identifying him, Faust can reevaluate the importance of traditional mortal education
and its likelihood of effecting his salvation.
Secondly, Faust redefines Christ with the
fluidity of an ever-changing language by making
Christ a word, and the Word. Faust gives Christ
a definition, a part of speech, and an etymology.
Christ embodies the Word of God; Christ is himself the saying in the beginning that was good;
Christ is the promise of salvation. In all of these,
Wort is an identifiable and definable noun, a
physical manifestation of the abstract, and a part
of existential reality. Christ is a divinity existing
on a level of human expression, submitted to the
arbitrary bartering of human words. a god at
the mercy of men. In defining Christ, Faust submits him to the confines of a developing language,
with etymologies and genealogies reaching backwards in time and with implications, associations,
and progeny reaching forward.
With Christ lexified, Faust gives full sway to
his ambition. He is a master of words-even a
doctor of words. With Christ reduced to the level of
human language, manipulated by Faust in a sort
of lexical game, Faust easily projects himself as
a word also, a noun with a phonetic reality and
untested limits of expression. The limitations of
his first translation of logos are soon apparent as
Faust realizes that with his mortal education he
has not reached godhood; therefore, he cannot
accept that "the Word was God." It is not enough
for Christ to be the word, or even the promise of
salvation. It is not possible to call on the name
of God vocally to receive the holistic knowledge
that Faust desires, for his cry to God goes seemingly unheeded.
When Faust realizes that Wort does not transcend mortal life and that 'the word dies ere the
pen record it' (Latham, 1925, 51), he knows he
must alter his translation. This is the point in his
life when he rejects the confines of accepted
knowledge and makes his Wort, or pledge, with
Mephistopheles. His hypothesis that the mortal
Wort cannot leap the boundari.es of the human
paradigm is confirmed when he learns that his
word of honor is not sacred to Mephistopheles. He
asks, "Is't not enough my spoken word alone
sway my life, until the crack o'doom is'?"
(Latham, 1925, 51). He then pledges his disavowal of the sacred icons of mortality clustered

around the physical expression of human thought.
Faust rejects Christ as an unreachable authority
when he rejects the language of worship. He correspondingly sets himself on a Babel-like climb to
godhood by assuming the authority to define
Christ as he defines himself.
The next gloss Faust chooses for logos is Sinn,
which carries denotations as varied as 'sense',
'feeling', 'intellect', 'thought', 'consciousness',
'plan', and 'understanding' (Betteridge, 1984). Just
as Sinn clings to the denotation of logos as a secondary definition, Faust still clings to the concept
of the intellect of God, reading that Sinn was 'in
the beginning with God' (Interlinear, 1982). Faust
decides that knowing what God knows cannot be
accomplished in the university because comprehension is greater than expression. To be Christ is
to comprehend all; it is through an understanding
of him and his plan that man can be saved, not
by his name alone. Christ is now Sinn, the plan
that dictates the wanderings of human effort.
These denotations for Sinn all indicate a more
abstract noun, less grounded in existential reality
and more in a psychological reality. For this context, the idea of Christ moves from its physical manifestation in the Bible, and specifically in
St. John's Gospel, and becomes an encompassing,
transcending concept achievable by the thoughtful
members of humanity. Words such as 'intellect',
'thought', and 'understanding' trigger a plurality
absent in Wort, yet inviting in a representation of
Christ. The personal and inclusive associations
of sense and understanding encourage Faust in his
aspirations towards the comprehension of divinity.
In becoming the word Sinn, Christ takes on a more
emotional and sensory nature. Christ is a feeling
or experience. Salvation is, therefore, not an expression or a promise anymore; it is something
achieved through a deliberate consciousness.
Thought has all power now, because it is the instrument of salvation. Faust, to become the Sinn. or
the Comprehender, must follow the steps that
Christ himself followed in his life to learn to understand humanity and the world.
Faust's personal denotation must, therefore,
change as he effects the change in the denotation
of Christ. He realizes that to gain the intellect of
Christ, he must gain knowledge not contained in
books and not trapped in mortal language. He
must gain the knowledge that is bestowed only by
becoming immortal. He bargains with Mephistopheles for a lifetime of these experiences, Wort
for Sinn, a bird's-eye tour of the world, a glimpse
through God's eyes. "Think, and more clearly
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wilt thou grasp it, seeing life in the many-hued,
reflected splendour," calls Faust as he leaves the
world behind on a quest to understand (Latham,
1925, IX2). He visits taverns, feasts royally,
crosses the world, and seduces a young girl. His
experiences begin to lead him farther and farther
from good, and seemingly farther from God and
godhood.
The next sentence of Faust's translation
of John I: I implies a stronger concept than Sinll, or
thought: "All things through him came into being,
and without him came into being not even one
which has come into being" (Interlinear, 1982). As
Faust's life progresses, he realizes that his experiences have still left him on the outside and that
having the vision of God is still not being God. His
next gloss hints of this knowledge to come, for it
has no denotative connection to logos, but is a
creation of his own-Kr(~ft, or 'power', 'strength',
'force', 'vigour', 'energy', 'efficacy', and 'validity'
(Betteridge, 19X4). The comprehension of the infinite is of no use without the power to create the
infinite and to be the infinite. Christ himself, who
created the world, is the power of creation and the
energy behind every living creature. Christ gives
validity, Kraft, to an otherwise empty and wandering life, such as the one Faust is living, in
search of the divinity.
The varied denotations of Krajt allow its interpretation to be found yet one step further from
existential reality. 'Power', 'strength', and 'validity' are abstract nouns that serve to modify and
define objects and concepts. They are corollaries
of the physical reality, instigators and enablers of
action, and adjectives of both existence and coming
into existence. The words connote both creation
and the ability to create. These are concepts lacking
in Faust's attempt to understand through observation the world that has already been created by
God. Faust realizes that salvation is not a concept
but an ability or a force that he can approximate
by his personal power of translation.
With Christ now defined as Kraft, he takes on
a more active connotation, a noun with the strength
of a verb. Vigorous action is now the agent of
salvation instead of transcending thought. As
Christ did, Faust must create his own salvation and
empower his own translation. In defining Christ,
and consequently himself, as Kraft, Faust finds
the power to translate retroactively. Faust must
be a Creator with Christ as the Validator of his
creation.
The power of God is the power to love. This
is an ability to transcend the phenomenal world

through the power of procreation. Faust's knowledge becomes dynamic when it creates through
his love for Gretchen and their union. For Faust,
Christ is more than a word or a thought-he is a
condition of salvation, and he is empowerment.
a power that Faust is eager to assume. Faust is
invigorated by the Krajt in him, feeling height and
closeness to God, when he tells Gretchen, "Fill
thou therefrom thine heart, and when in the feeling wholly blest thou art, call it then what thou
wilt!" (Latham, 1925, 11X). His lust for the power
of God transfers into lust for Gretchen, the
strength of which augments his procreative and
thus godlike power. Mephistopheles has led him
to fornication and murder, but the act of fornication brings him the power of God, which allows
him to murder all mortal constraints on his
growth. Christ is strength; Christ gives validity.
Abruptly, Faust's mortality arrests his upward
flight, as he finds himself powerless to save
Gretchen or their baby. He cannot even save the
love-energy of their union, as Gretchen glimpses
his core of egotism and gasps, "Heinrich! I shudder at thee!" (Latham, 1925, 162). The last step in
Faust's translation corresponds with this stage
in his life, the realization that even the knowledge
and the power of God are not enough to be Godhe must perform the saving deeds of God. Now
that Faust has learned to create and destroy, he
must learn to save.
Instead of just giving and taking life, Faust
desires to fulfill the next part of the scripture: "In
him life was, and life was the light of men" (Interlinear, 1982). His final gloss for logos is Tat,
which is as unfounded denotatively as Kraft, and
denotes 'deed', 'act', 'action', 'fact', 'feat', or
'achievement' (Betteridge, 19X4). Christ becomes
the act of salvation, the deed that redeemed
humankind. Salvation, also, is an act, not an
expression or a thought or an ability. Instead of
Christ just effecting salvation, Faust's new definition declares that Christ in and of himself is
salvation.
Tat returns to existential reality, but in a metaphysical way-its denotations indicate actions
upon the objects that make up physical space.
They are substantized verbs, the results of actions
of verbs. The nature of this nominative progression
thus illustrates Faust's attempt to divorce himself
from mortaL physical reality and become paI1 of
the dynamics of eternity.
In taking the definition Tat, Christ immediately becomes a much more physical entity whose
strength has been translated into action. His final
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cause centers upon one act, one achievement of
salvation for all of humanity, one feat achievable
only in a physical world. Finally, Christ has become the Savior; Tat literally embodied. Faust
aspires himself to be a savior but in the end can
achieve no higher than to be an actor in a world
already saved, in a play already written.
Recognizing his failure to save Gretchen and
fearing that he may not even save himself, Faust
chooses to become a savior of men as the next
logical step towards godhood by building a city of
achievement and freedom. Faust's city would be
"the light [that] shineth in darkness; and the darkness comprehendeth it not" (Interlinear, 1982).
This is the light for which he strives throughout
the play-the light of the transcendence of phenomenal knowledge, the light of God, the light of
a pure act of redemption. Faust rejoices in this
last translation, claiming, "Deed is all, not glory!"
(Goethe, 1936, 328). He knows that he has given
up the respect of his feIlow humans and the love
of Gretchen, as well as the comforting authority
of words, the filling passivity of thought, and the
exhilaration of power. These sacrifices serve to
intensify and sanctify his last sacrifice that brings
him back to the God against whom he initially
rebelled.
By performing the acts of God. Faust sees
that he can receive the forbidden noumenon, the
comprehension of all that leads to the power to act
as a god. Christ. as his definition proves, is nothing
more than the sum of his actions, actions imbued
with the power of salvation. Christ is his redeeming
sacrifice; he is the only fact. To achieve this validity, Faust must act as well, performing the one
deed that can sanctify his earthly efforts and
achievements. He must redeem to be redeemed.
Once he does, his journey, his translation, and his
life are complete.
Faust's instructions to his workers encapsulate
his translation progression:
The night seems pressing in more thickly,
thickly,
Yet in my inmost heart a light shines clear,
What I have planned, I must complete it
quickly;
Only the master's word is weighty here.
Up and to work, my men! Each man of you!
And bring my bold conception to full view.
Take up your tools and toil with pick and
spade!
What has been outlined must at once be made.
(Latham, 1925, p. 403)

In this speech. Goethe gives yet another microcosm of the spiritual and physical metamorphosis
of Faust. It must begin with Wort. or "the master's
word." The word leads to Sinn, or a "bold conception", that gives me,ming to the word. This in tum
depends on Kratt, or the ability to actualize the conception, to "toil with pick and spade." Finally, the
culmination is Tat, the outward and physical realization of the word: "What has been outlined must
at once be made."
Even at the end, Faust never learns that mortal
language cannot contain the noumenon, the transcending knowledge of Christ. This knowledge,
he assumes, was known by St. John and thus
could be known by any mortal with the desire to
truly understand. If John understood, and in fact
adequately expressed, the truth of the nature of
Christ, then that expression should be comprehensible to a doctor of words, a student of humanity.
a professor of theology. Faust was all of these,
yet could not understand that the nature of Christ
cannot be totally expressed through static words.
Goethe uses this parable of human greed, a
man trying to buy his way to heaven, as a way to
express metaphorically the inexpressible. Written
over the course of sixty years of Goethe's life,
Faust is its own story. It contains the struggle of
writing about God and speaking about the salvation
that is translation to a higher existence. At its core
is the true example of transcendence: St. John,
receiving his understanding through revelation
and struggling to find the words to express this
truth. His quest was to use language as elastically
as possible. The word he finds for Christ, IORos, is
the most encompassing word his language had to
express the most encompassing truth there could
be. Faust's attempts to reascend John's transmission are by nature impossible.
Goethe's commentary is not designed to define
Christ or to reach godhood, but to understand and
accept the limitations of mortal language. He does
not answer the questions "Who is God?" and
"Who am I in relation to God?" Instead. Goethe
uses language to illustrate the impossibility of
understanding these truths through language. Just
as St. John must circle the truth, finding metaphors for transcendent reality, Goethe uses Faust
as a metaphor for every man searching for truth as
Faust's life circles around this translation of fOROS.
The language of Faust can only be a metaphor for
the truth for which it strives to describe.

TRANSLATION OF FAUST
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Power and Prestige: Language Attitudes
as Reflected in Male/Female Roles and
Speech in Japanese Television Commercials
J. Paul Warnick
Brigham Young University

Introduction
In the Japanese culture, social factors playa prominent role in language use. What is considered to be
appropriate language use varies depending on the social
relationship between interlocutors as well as the relationship between the interlocutors and any third party
being discussed. One factor which may affect language
use is gender. Saville-Troike (1982) notes that within
a speech community, attitudes may vary concerning
what constitutes "'speaking well" for males versus
females and that some type of sexual differentiation
in speech patterns is likely wherever there is social
differentiation between male and female roles (see also
Wardhaugh, 1992 & Fasold, 1990). She notes that
Japanese is a complex speech community which clearly
illustrates that language choice can vary based on role
relationships. Differences between male speech and
female speech are well documented (see Table I)
and in fact have a long history in Japanese. This genderlanguage relationship is one of the more extensively
studied areas in Japanese sociolinguistics (Loveday,
1986).
Given the sharp distinctions in social role in Japan
and the noted differences between men's and women's
speech, this essay is a preliminary attempt to examine
attitudes toward gender role and language as seen in a
sampling of Japanese television commercials. Since advertising is intended to have a pervasive influence in
persuading consumers. television commercials provide

a valuable source of infonuation regarding perceptions
of prestige.
In the next section, characterizations of male and
female speech in Japanese will be reviewed, followed
by a discussion of studies examining language use and
gender roles in television commercials. These studies
will provide the framework for describing and discussing the results of the current study.

Japanese and Gender
In discussing differences between male and female speech in Japanese, it should be noted at the outset that the differences involved are best thought of as
representing a continuum. Loveday (1986) points out
that, in most cases, the fonus themselves are neither
masculine nor feminine (grammatically), nor are they
used exclusively by men or by women (some personal
pronouns being an exception). The consistent tendency
of one group to use them over the other has led to the
association with gender. Depending on the given
social situation. men may well use "'female" forms,
while women may well use what are considered to be
"male" fonus.
Table I shows some of the differences noted in the
literature between male and female speech in Japanese.
The range of differences includes prosodic. lexical, and
syntactic features. Again, these features have been noted
primarily as trends in men's and women's speech in
Japanese, not as the exclusive province of one or the
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other. See the following for discussion of examples
in Table 1 and related issues: Shibamoto (1981,
1982, 1985); Smith (\ 992); Shibatani (1990); Jorden & Noda (1987); Loveday (1981, 1986); Ide
(1990); Hinds (1975,1982); Kurokawa (1972);

Peng & Kagiyama (1973); Peng (1982); Miller,
Reynolds, & Cambra (1987); McGloin (1990).
As a general characterization, Japanese women
speak more fonnally, more politely, and at a much
higher pitch than Japanese men. Phonologically,

Table 1
Characteristics of Female Speech in Japanese (noted trends)
Phonological
Segmental:
[I] deletion:
Ara, iya da wa. -> Ara, ya da wa.
Oh, [I] don't like [thatl.
[r] assimilation:
Wakaranai.
Wakannai.
[II don't understand.
Vowel lengthening:
Sugoku kawaii. -> Sugooku kawaii.
[Itl's very cute.
Consonant lengthening: Totemo tanosikatta. -Tottemo tanosikatta. [It I was lots of fun.
Suprasegmental: High pitch, greater pitch range, more extensive use of contrastive pitch-stress patterns,
larger proportion of sentences with rising intonation.
Lexical
Female fonns:
onaka vs. hara (stomach)
taberu vs. kuu (eat)
Male speakers often use "female" fonns, while female speakers are less able to use "male" forms.
Avoidance of kanRo (tenns borrowed from Chinese, which generally are more specialized and have a
"harder" sound):
kinoo vs. sakuzitu (yesterday)
kotoba vs. gengo (language)
Addition of honorific prefixes (e.g. 0-, go-):
obentoo vs. bentoo (box lunch)
okane vs. kane (money)
Pronominal fonns:
1st person
common-watakusi, watasi
female-atasi, atai
male-boku, ore
2nd person
common-anata, omae, kimi
Also, connotations associated with these tenns differ depending on whether the
speaker is male or female. Males rarely use anata in reference to other men, and
when it is used, it suggests formality or distance, while women use anata to
suggest intimacy.
Address tenns:
Husband addressing wife: First name, kimi / omae, okaasan, mama
Wife addressing husband: First name+san, otoosan, papa, anata

Morphosyntactic
Men tend to use more adverbs, more verb predicates; women tend to use more adjective predicates.
Women tend to elide subjects and case particles more often and use more inverted or scrambled sentences.
Women tend to use more distal and polite speech.
Direct
Distal
Plain
iku
ikimasu
(go)
Polite (Honorific)
irassyaru
irassyaimasu
(Humble)
mairu
malflmasu
Sentence-final particles (which qualify the meaning of the utterance)
common ne. yo
female wa, no, -te (continuative fonn)
(used to create rapport)
male ze. ZOo na
(used for emphasis)
The intonation of yo differs between males and females, however. In male speech. it generally has falling
intonation; in female speech. it often has slightly rising intonation.
Female
Male
Ii wa yo.
Ii yo.
IThat f' stine.
Hontoo yo.
Hontoo da yo.
Iltl's true.
Iku wa yo.
Iku yo.
11/,/1/ going.

MALE/FEMALE ROLES AND SPEECH IN JAPANESE TELEVISION COMMERCIALS

Japanese women's speech shows a greater tendency
toward Ii] deletion, Ir] assimilation, and vowel and
consonant lengthening.
Women tend to use fewer words borrowed
from Chinese and add honorific prefixes more
often. Women tend to use more polite and distal
style forms and also tend to use personal pronominal forms and sentence particles differently.
Inasmuch as these features, which have been
identified as characteristic of women's speech, retlect tendencies, to fully understand their use one
must look at the contexts in which they appear (Jorden 1990); other social factors, such as the gender
of the addressee, the setting, the topic, age differences between interlocutors, etc., also playa role.

Language Attitudes and
Television Commercials
The portrayal of gender role and language in
television commercials has been studied in Australia, Switzerland, and the United States. Researchers have examined commercials in terms
of separate components, identifying the actor
component, including the movement and action
involving the product; the comment component,
which generally occurs near the end of the commercial and provides an evaluation of the product
or discusses the relevance of the product to the
audience (and usually made by an off-screen narrator); the chorus or song component; the background music or sound effects component; and the
type of product.
Sussex (1989) examines the Americanization
of Australian English in a study of linguistic variety
and images of prestige. He notes that North American English (NAE) is increasingly occupying
prestige roles formerly occupied by the British
RP, especially in the song or chorus component.
NAE was found to be very common in the songs
and choruses, due in part, at least, to the influence
of pop music from North America. In the comment section, however, very few commercials
used NAE, while NAE was more common in the
actor segment. Sussex found that the comment
portion, especially if done via voice-over, usually
used an "educated Australian voice" which was
generally male. Male voices outnumbered female
voices two to one in his data.
He concludes that the comment portion in a
commercial calls for a linguistic image projecting
trust, reliability, authority. as well as familiarity.
This is the segment where the educated Australian
male voice was most common.

Lee (1984) looks at the social meaning associated with language use in Australian television
commercials. He identifies variation in Australian
English ranging from "Cultivated Australian"
(CA), which is more formal and whose speakers
tend to be women, to "Broad Australian" (BA),
which is more informal and whose speakers tend
to be men. He finds a correlation between the
type of product or service and the language variety used, with CA (including British features)
being used to suggest a more conservative image
with reliability and respectability, and BA (including NAE features) being used for commercials
considered to be more hard-sell. Lee notes that
there are not clear regional variations in Australia
so BA has national connotations, and that, since
men have a traditionally prestigious position in
Australian society, the masculine associations of
BA seem to carry prestige.
Lee (1992) reports his earlier study (original
source unavailable) of the relationship between
language varieties in Switzerland as seen in television commercials. It was found that a majority of
commercials with a comment segment used High
German, and usually it was a male voice. Lee
finds that the comment segment of commercials
generally suggests authority and expertise, while
the action segment suggests informal interaction,
although other issues can come into play, including
product image and audience.
Studies conducted in the United States seem
to focus more on gender portrayal than on specific
issues related to language use. Trauth and Huffman (1980), for example, examine 116 television
commercials from the United States to gauge the
stereotyping of women in the advertisements.
They compare the images of women in the commercials with the results of similar studies conducted in 1971 and 1974 and also with data from
the Census Bureau and the Labor Department.
They find that in the time since the previous studies were conducted, the frequency of female images had not increased and that the image presented was generally quite limited. Most women
shown were young women in the home in the role
of homemaker and/or parent, with few in white
collar roles.
Verna (1975), in looking specifically at the
portrayal of females in children's TV ads, categorizes commercials in terms of orientationthose oriented to females, to males, and those that
were neutral. She finds that there were no female
commentators with male-oriented ads nor for
neutral ads. Even with female-oriented ads, most
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commentators were male. She concludes that the
female voice is considered unauthoritative.
Craig (1992) finds a strong correlation between
product type and stereotyped roles. He examines
gender portrayal in commercials for over-thecounter medications and finds that advertisers
seem to exploit the stereotype of women as nurturers and caregivers. Women appear more frequently and are commonly portrayed as experts.
Bretl and Cantor (1988) examine gender portraya in commercials and compare their findings
with other studies conducted during the previous
fifteen years. They find that a previously observed
gap in the frequency with which men and women
appear in commercials seems to be narrowing,
with men and women appearing equally often as
central characters in prime-time commercials. According to their data, women are still more likely
to be seen as users of the product. more likely to
be seen in domestic settings, and more likely to be
seen advertising products in the home. The most
striking gap is in the comment portion of commercials-approximately 90% were found to be male.
They also found that female primary characters
were three times as likely to have a male commentator than male primary characters were to have a
female commentator (12%-4%).
These studies show that while women are
appearing more frequently in U.S. television
commercials, roles are still somewhat restricted
and that the predominant choice in selecting the
commentator is to use a man's voice. It would
seem that advertisers feel the male voice is
somehow more authoritative, reliable, or prestigious, or at least that advertisers seem to think
consumers regard the male voice that way. Additionally, in the studies of Swiss and Australian
commercials. the data seem to suggest that the
image and the prestige that commercials seek to
represent are in part accomplished by language
factors.
Given the characterization of Japanese women's speech and the framework provided by
these studies dealing with television commercials.
the current study examines Japanese television
commercials in a preliminary attempt to characterize the nature of these commercials in terms of
language and social attitudes. Both roles and language use for men and women are examined. The
issue here is not a difference in varieties such as
High German vs. Swiss German, or Cultivated
Australian vs. Broad Australian, rather, so-called
female speech vs. male speech is the main variable
examined. concentrating on when and how male

speech is used and when and how female speech is
used and what the social implications of this may
be. It is hypothesized that male voices will be used
more in the comment portion of commercials and
that when women voices are used they will speak
more politely and more formally than men.
Data and Discussion
A total of 135 Japanese television commercials provide the data for this study. The analysis
consists of two parts; first, an examination of the
roles men and women play in the commercials in
an effort to ascertain attitudes toward each gender
in advertising situations and. second, an examination of language use to examine how it relates to
attitudes about role.
For each commercial, the product or service
was identified, along with the company name and
category of the product. The actor component
and the comment component were identified in
terms of the gender of the actor( s) and the gender
of the commentator(s). The chorus or song was
identified by the gender of the performer(s) as
well. Japanese commercials often have a tune
associated with the company name, and the name
of the company is sung as that name appears on
screen at the end of the commercial. This is referred to here as the "logo." The gender of the
logo performer(s) was also identified.
The 135 commercials represent 90 companies
or organizations. The number of commercials for
each company is shown in Table 2. As seen in the
table, most of the companies (81 %) were represented by only one commercial each.
Table 2
Number of Commercials by Company

# Qf Commercials
I
2
3
4
5
6
7

8
9

10

Coml2anies
73
X
3
2

Percent
XI.I
X.9
3.3
2.2

1.1
1.1
0

1.1
-

0

I
Total 90

1.1

The commercials are grouped by category in
Table 3. The "Food" category includes condiments,
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candy, and other snacks. "Medical" includes health
products and medications. "Personal" includes
skin, hair, teeth, and feminine hygiene products.
"Household" includes furniture and appliances.
"Drink" includes juice, milk, soda pop, coffee, etc.
"Alcohol" includes beer and other alcoholic beverages. "Miscellaneous" includes advertisements for
movies. magazines, hotels, real estate companies,
freight delivery, video games, clothes, automobiles,
jewelry. etc. These have been grouped together due
to the small number of tokens of these various
items.
Table 3
Number of Commercials by Category
Number
Categorx
33
Food
20
Medical
20
Personal
II
Household
10
Drink
7
Alcohol
34
Miscellaneous
Total 135

Percent
24.4
14.8
14.8
8.1
7.4
5.2
25.2

Table 5
Correlation between Logo
Performer and Commentator
Commentator
Logo Performer Male Female MF None Total
21
8
4
0
33
Female
\0
0
1
0
11
Male
MF
~
Q
Q
1
~
Totals
31
8
5
2
46
There were 120 of the 135 commercials
which had an accompanying background chorus
or song. Table 6 shows the number of songs
which were instrumental only (1), those performed
by women, those performed by men, those performed by both (Combined), and those in which
the song was part of the action or comment portion (Fused). Note that most of the songs were
instrumental only, and although there were more
female songs. there is not a great difference between the number performed by women and those
performed by men.

Table 6
Song Performers by Gender

The data in Table 4 indicate that there is a
tendency to use female voices for the company
logo; 46 of the 135 commercials had a chorus
singing the logo, and over 70 percent of these
used female voices.

Table 4
Logo Performers by Gender
Number
Performer
33
Female Voicers)
II
Male Voice(s)
2
Combined
Total 46

133

Percent
71.7
23.9
4.3

Table 5 shows the correlation between
the gender of the logo performer and that of the
commentator. "Male" indicates a male commentator. "Female" indicates a female commentator,
and "MF" indicates the comment was performed
by both male and female performers. In the two
cases in which the logo was sung by a combined
chorus of men and women, there was no comment
segment in the commercial.
Of the cases with female logo performers, 21
of the 33 (63.6°/c,) occurred when the comment
portion was conducted by a man, while in none of
the cases with male logo performers was the comment performed by a woman.

Number Percent
Performer
60.8
73
Instrumental
16.7
20
Female
14.2
17
Male
5.8
7
Combined (MF)
2.5
Fused (with action/comment)
---.2
Total 120
Table 7 shows the correlation between the
gender of the performer and that of the commentator. "None" indicates there was no comment segment in the commercial. It is interesting to note
that while there was not a great difference in the
number of male songs as opposed to female songs
(17 vs. 20), women were used in songs for commercials where males were the commentator 12 of
the 20 times (60%), while males were used to sing
in commercials in which there was a female commentator only 3 of the 17 times (17.6%). It seems
that when men are used as singers, they are more
likely to appear in commercials with a male commentator ( 14 of 17 cases, or 82.3%).
These data show that females are used more
often to sing the logo and the song and that when
they are it is likely the comment is perfonned by a
man, although it is highly unlikely that men will
be used to sing the song or the logo with a woman
commentator.
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Table 7
Correlation between Song
Performer and Commentator
Commentator
Male Female MF None Total
Song Performer
Female
12
6
20
Male
14
3
0
0
17
Combined
4
2
0
7
...Q.
Fused
Q .2
1
2:
Totals
30
12
3
2
47

A majority of all commercials have male
commentators, and with a separate comment section and a single commentator, men are over four
times as likely as women to be the commentator
(83 cases compared to 20). When the action and
comment segments are fused, women are more
likely to be the actor/commentator. When the action and comment segments are fused and have an
additional comment, there were only cases where
a man added comment to what a woman had said,
and not the reverse.

Table 8 shows the distribution of actors in
the commercials. "Animated/Female" indicates
that women appeared with animated characters,
and "Animated/M/F" indicates that both men and
women appeared with animated characters in the
commercial. "Other" indicates that there were
no humans in the commercial. Note that women
appear alone twice as often as men, and men and
women appear together 60% more often than men
alone. Women seem to be used much more frequently as actors as well.

Table 9
Distribution of Commentators

Table 8
Distribution of Actors
Actor
Number
Female
50
Male
25
40
Combined
Animated
6
I
Animated/Female
Animated/M/F
2
_1_1
Other
Total 135

Percent
37.0
18.5
29.6
4.4
0.7
1.5
8.1

Table 9 shows the distribution of commentators. "Fused" indicates that the actor segment is
fused with the comment segment. The actor
makes the comment in the course of the commercial, without a separate voice-over and without a
separate person appearing to make the comment.
"Fused (F)" indicates the actor for the actor segment and the comment segment was female. Similarly for "Fused (M)" and "Fused (M/F)." "Fused
(F) + M" indicates that part of the comment was
performed by the actor (female in this case) with an
additional comment made by a male narrator. Similarly for the following three categories. "None" indicates that there was no comment segment; the
action was carried out without any evaluative
comment made by either the actor or a separate
commentator.

Commentator
Number
Male
83
Female
20
Combined
5
Fused (F)
II
Fused (M)
2
Fused (MF)
I
Fused (F) + M
3
Fused (F) + F
0
Fused (M) + M
0
Fused (M) + F
0
None
JQ
Total 135

Percent
61.5
14.8
3.7
8.1
1.5
0.7
2.2

7.4

Table 10 indicates the correlation between the
gender of the actor and the gender of the commentator in the commercials. It is interesting to
note that with male actors. there are no independent
female commentators and just one case where a
man and a woman both participated in the comment. This was in a commercial for stomach
medication. In contrast, of the 50 cases with female
actors, 21 of these (42%) had male commentators,
4 had men and women combined, and 3 had a
male commentator in addition to the fused female
actor/commentator. In other words, male commentators were involved in 28 of the 50 (56%)
commercials which had only female actors,
whereas only I of the 25 (4%) commercials with
only male actors involved any comment by a
female. In cases where both male and female actors
appeared, the majority of the comments were
made by men (26 of 40. or 65%).
It is also interesting to note that male commentators were commonly used in commercials
which (in Japan, at least) seem particularly targeted
to a female audience, such as hair care for women.
laundry detergent, dish soap. and feminine hygiene
products. Under the assumption that the comment
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Table 10
Correlation between Actor and Commentator

Male
Actor
Male
Female
Male/Female
Animated
Animated/F
Animated/MIF
Other
Totals

Female

22
21
26
4
0
2

0
10
7
0

-.Ji

-2

83

20

MF

4
0

0
0
0
Q
5

()

0

segment is intended to provide an image of reliability and respectability to encourage sales, it
seems that men are judged to be more authoritative
for the comment section of the commercials. The
trends seen in these data suggest that men enjoy a
prestige status to a greater degree than women in
terms of advertising influence.
Discussion will now turn to features of the
language used in the commercials. First, the language style of each of the comment sections was
examined in light of the assumption that the comment is meant to be authoritative or convincing.
There are various aspects to the notion of style in
Japanese. For the purposes of this study, a broad
categorization of three variations was employed:
distal style, direct style. and fragments (see Jorden
& Noda 1987). Distal style reflects a certain level
of formality or social distance between interlocutors through the occurrence of politeness markers
on the predicate. Direct style. on the other hand,
has no politeness markers on the predicate and is
used to suggest familiarity rather than formality.
The fragments category includes speech characterized by the absence of a predicate. The use of
fragments is characteristic of more casual speech.
Table II shows the distribution of style based
on the gender of the commentator.
For those commercials in which both men
and women participated in the comment, the style
of each is noted separately. The men were divided

Fused

Commentator
Fused+M
0
3
0
0

2
11
1
0
0
0

None

Total

0

6
2

25
50
40
6

0

2

.J!

Jl

\0

135

()

0
Q
3

.J!
14

I

fairly equally between distal and direct style, with
the use of fragments being the most popular style.
For the women, however, distal style was used in
a majority of the cases. Direct style was relatively
rare. Females used direct style in advertisements
for toothpaste, medication (2), laundry detergent,
and an English school. There is not necessarily a
correlation with product type, however, since
there were other cases in which women used distal
style or fragments in advertisements for the same
kinds of products.
It is interesting to note that in the toothpaste
commercia!. the actor/comment portion was fused,
that is, the woman was the actor and the commentator. and there was additional comment made by
a man. He used distal style whereas she used direct
style. In one of the medical ads, the comment was
combined with a male comment. and both used
direct style. In the laundry detergent commercial,
the actor/comment portions were fused.
When men and women appeared together in
the comment section, there were 2 cases in which
both used fragments. I in which both used distal,
I in which both used direct, 3 in which the men
used fragments and the women used distal, and
perhaps most interesting, the case in which the
woman used direct and the man distal (the toothpaste ad noted), and I case in which the woman
used fragments and the man distal (in an ad for
feminine hygiene products). In the latter case, the

Table 11
Style by Commentator
Commentator
Distal
Male
28
Female
22
Totals 50

%
29.R
55.0

Direct
26

2
31

%

27.7
12.5

Fragments
40
13
53

%
42.5
32.5

Total
94
3.Q
134

136
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actor and comment segments were fused, with the
additional comment by the man. In the woman's
portion, she discussed the product using fragments. Given the nature of the product, it makes
sense to use a style which would suggest perhaps
more intimacy or familiarity. Similarly, it makes
sense that the man would use a style suggesting
more distance.
The results shown in Table 11 would seem to
indicate that men have more options available in
speech styles in the context of television commercials. Women are seldom seen or heard using direct
style in commercials and use distal style more
than fragments.
In language use beyond just the comment
segment, there were relatively few of the 135
commercials in which the language used in the
commercials directly related to male/female differences noted in Table I. There were 23 commercials involving 40 instances of features related
to the differences previously noted; 12 of the 23
involved male speakers, while II involved female
speakers. These are summarized in Table 12, together with the kind of commercial in which each
appeared.
There was I case in which a female speaker
used the sentence particle yo, an emphatic particle,
with rising intonation, while in the case in which a
man used this particle, it was used with falling
intonation. There were 5 cases in which female
speakers used either an honorific prefix or an
honorific variant of a word. There were no cases
in which a male speaker used such forms.
There was 1 occurrence each in which a female speaker and a male speaker used a first person personal pronoun. However, the woman used
the more formal watasi, while the man used the
rougher haku. There were no instances in which
a female speaker used second person pronouns.
Male speakers used the most formal pronoun
anara 3 times, and the familiar kimi 2 times. One
occurrence of kimi was in an advertisement for a
video game and the other in an advertisement for
a financial planning service.
In terms of sentence particles, male speakers
used the emphatic yo and :0 particles. and female
speakers used yo and wa, the latter being used to
suggest rapport. As previously noted, when the
female speaker used yo, it was used with rising intonation, which serves to diminish the emphatic
function of the particle.
There was I occurrence of a direct style
desiderative form on the part of the female speakers and 5 on the part of the male speakers. It is

interesting to note, however, that the female
speaker used the desiderative form in a humble
expression. In the cases noted in the male speaker
data, 2 of the 3 occurrences are somewhat abrupt
(-te hosii). These 2 appeared in an ice cream advertisement, in which the speaker said he wanted
the audience to know and remember the name of
the product.
There were 10 occurrences of honorific or
humble verb forms in the female speaker data and
3 in the male speaker data. Of those 3, there were
2 that appeared in the same commercial, which
was a beer ad. Female speakers used donatory
forms 3 times, with no occurrences of these forms
found in the male data. Female speakers used the
honorific. humble, and donatory forms in advertisements for rice, soap, a delivery service, a doll
fair, soy sauce, and bedding.
While the number of occurrences of the features specifically related to differences between
female and male speech were rather limited, an
examination of these commercials shows different
trends in the type of language used by females and
that used by males. In an effort to provide a persuasive influence, advertisers are more likely to
have women use more formal or more polite
forms. Men are more likely to be seen using a
more casual, more direct style.

Conclusion
This study has examined differences between
female and male speech in Japanese and gender
roles in television commercials in an attempt to
determine attitudes toward language use as reflected in advertising. If it can be assumed that
commercials try to appeal to the audience and persuade them to buy the product by presenting the
most positive, reliable image they can, it is interesting to note how men and women are portrayed
and they kind of language they use. Women are
commonly used as actors or as singers, but men
are much more likely to provide the comment portion of the commercial. This is consistent with the
findings related to commercials in the U.S .. Australia, and Switzerland (previously noted). Men
are seemingly viewed as being more authoritative.
In terms of general language style, as well as
specific markers associated with male/female
speech, these data show that women tend to use
more honorific, respectful speech even in situations
in which they are portrayed as authoritative (the
comment segment), while the men are much more
likely to use a casual style, including fragments.
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Table 12
Features of Male and Female Speech in the Data

Phonological
Intonation

sentence particle yo. rising
(Household)

Honorific prefix
Honorific forms

odenwa hangoo (Food)
goriyoo (Miscellaneous-Doll fair)
katagata (Household)
minasama (Food)
okosama (Doll fair)

Pronominal forms:
1st person
2nd person

watasi

falling (Medical)

Lexical

hoku (Food)
anata (Drink [2], Misc.
Real estate)
kimi (Video game.
financial planning)

(Personal)

Morphosyntactic
Sentence particles

Oesideratives (direct)

Honorific forms
Humble forms

Oonatory forms

(New Year's cards)
-wa
Year's cards)
(New
-koto yo
(Food)
-wa yo
o-stem-sitai (Household)

de go:ail11(Jsu (Delivery)
goran (Food)
o-stem simasu (Household [2]).
Food. magazine)
o-stem itasimasu (Food [2)).
delivery)
itasimasu (Doll fair)
-te kuremasu (Household)
itadaku (Food [2])

Further research will examine more closely the
role and language of the actors in relation to the setting portrayed in the commercials and to the intended audience. Also, in the next stage of the
research, actual responses of native Japanese speakers to the commercials will be evaluated. including
an analysis of their response to the commercials
themselves, to the way the products are portrayed,

-:0

(Food)

hakohitai (Delivery)
misetai (Real estate)
sitai (Store sale)
ohoete hosii (Food)
sifte hosii (Food)
gozon:i (Personal)
o-stem suru (Alcohol)
mairimasu (Alcohol)

to male/female roles, and to the manner in which
language is used by males and females.
Having a clearer picture of social attitudes
toward aspects of female speech and of the way
language is used by men and women enables educators to provide better direction to students of
Japanese in terms of how various fonTIs are used
and how they are perceived.

138

J.

PAUL WARNICK

References
Bretl, Daniell., and Joanne Cantor. 1988. The portrayal
of men and women in U.S. television commercials:
A recent content analysis and trends over 15 years.
Sex Roles, 18(9/10): 595-609.
Craig. R. Stephen. 1992. Women as home caregivers:
Gender portrayal in OTC drug commercials. Journal ofDrug Education, 22(4): 303-312.
Fasold. Ralph. 1990. The sociolinguistics of language.
Oxford: Blackwell Publishers.
Hinds. John. 1975. Third person pronouns in Japanese. In
Fred C. C. Pengo (Ed.), Language in Japanese society, 129-157. Tokyo: University of Tokyo Press.
Hinds. John. 1982. Ellipsis in Japanese. Carbondale
and Edmonton. IL: Linguistic Research.
Ide, Sachiko. 1990. How and why do women speak
more politely in Japanese? In Sachiko Ide and
Naomi Hanaoka McGloin (Eds.), Aspects oj'
Japanese women's language, 63-79. Tokyo:
Kuroshio.
Jorden, Eleanor Harz. 1990. Overview. In Sachiko Ide
and Naomi Hanaoka McGloin (Eds.), Aspects of
Japanese women's language, 1-4. Tokyo:
Kuroshio.
Jorden, Eleanor Harz, and Mari Noda. 1987. Japanese:
The spoken language, Part I. New Haven: Yale
University Press.
Kurokawa, Show. 1972. Japanese terms of address:
Some usages of the first and second person
pronouns. Papers in Japanese Linguistics I, 2:
228-238.
Lee, David A. 1984. Image and speech style in the
Australian television commercial. Journal oj'
rhc Australasian Universities Language and Literature Association. 64: 52-68.
Lee. David A. 1992. Competing discourses: Perspectivc
and ideology in language. London: Longman.
Loveday. Leo. 1981. Pitch, politeness and sexual role:
An exploratory investigation into the pitch correlates of English and Japanese politeness formulae.
Language and Speech. 24( I): 71-89.
Loveday. Leo. 1986. Explorations in Japanese sociolinguistics. Amsterdam and Philadelphia: John
Benjamins.

McGloin, Naomi Hanaoka. 1990. Scx differences and
sentence-final particles. In Sachiko Ide and Naomi
Hanaoka McGloin (Eds.). Aspects ()j'Japanese
women's language, 23-41. Tokyo: Kuroshio.
Miller, Michael D., Rodney A. Reynolds, and Ronald E.
Cambra. 1987. The influence of gender and culture
on language intensity. Communication Monographs, 54: IOI-104.
Peng, Fred C. C. 1982. Sex-differentiation in language
variation: A sociolinguistic contribution to the
language sciences. Language Sciences, 4(2):
131-154.
Peng, Fred C. Coo and Junko Kagiyama. 1973. La
parole of Japanese pronouns. Language Sciences.
25: 36-39.
Saville-Troike, Muriel. 1982. The ethnography oj' communication. Baltimore: University Park Press.
Shibamoto, Janet. 1981. Sex-related variation in the
production of predicate types in Japanese. Language Sciences, 3(2): 257-282.
Shibamoto, Janet. 1982. Contributions of sociolinguistics to the language sciences: Language and sex.
Language Sciences, 4(2): 115-129.
Shibamoto. Janet. 1985. Japanese women's language.
Orlando, FL: Academic Press.
Shibatani, Masayoshi. 1990. The languages oj'Japan.
Cambridge: Cambridge University Press.
Smith, Janet S. 1992. Women in charge: Politeness and
directives in the speech of Japanese women. Language and Society, 21 ( I): 59-82.
Sussex, Roland. 1989. The Americanisation of Australian English: Prestige models in the media. In
Peter Collins and David Blair (Eds.). Australian
English: The language ofa new society, 158-168.
Queensland: University of Queensland Press.
Trauth. Denise M. and John L. Huffman. 1980. Stereotyping in advertising: Applying a scale for sexism.
In Cynthia L. Berryman and Virginia A. Eman
(I~ds.), Communication, language and sex, 51-58.
Rowley, MA: Newbury House.
Verna, Mary Ellen. 1975. The female image in children's TV commercials. Journal ()j' Broadcasting,
19(3): 301-309.
Wardhaugh. Ronald. 1992. An introduction to sociolinguistics. 2nd ed. Oxford: Blackwell Publishers.

On Nasal Variation in Dialectal Spanish

Kirk A. Widdison
Illinois State University & Brigham Young University

(3) e[mlvase

sir lfonia
"container" "symphony"

Introduction
Spanish has three nasal phonemes-bilabial /m/,
alveolar /n/, and palatal /f\/-that yield a high rate of
contrastive oppositions in word-internal, syllable-initial
position as illustrated in (I).
(I) cama

"bed"

cana
"grey hair"

cafia
"reed"

At the beginning of words, the palatal nasal is quite
rare, being limited to a handful of loanwords of rather
low frequency. Spanish maintains no phonological
distinctions on nasal sounds when they appear in the
syllabic rhyme and their exact realization is highly
variable according to the allophonic rule stated in (2).
(2)

IN/ -+ [N) place(il / _C place(i)

The rule is a rather natural one of contact assimilation in
which the nasal acquires the point of articulation of the
following consonant, whether the conditioning consonant appears word-medially or across word boundaries.
The naturalness derives from the observation that
nasality is crucially determined by the lowered velum.
while the tongue is relatively unconstrained and free
to anticipate the position of the following gesture.
Application of this rule yields the examples illustrated
in (3).

u[nllfo
"a mess "

col ] yeso
"with a cast"

die[ lte
"tooth"
moUxa
Hnun'~

The nasal variation 1 wish to discuss in this essay
concerns speakers who forego rule (2) and instead produce the syllable-final nasal as a velar sound [_lor
efface it altogether with a concomitant nasalization of
the preceding vowel [VI. Nasal velarization and effacement have been documented throughout extensive
regions of the Spanish-speaking community, including
Southern and Atlantic Spain. coastal South America,
the Caribbean, Central America, and among hispanics
in the United States (Canfield 1981). Quantitative studies indicate that such nasal variation appears variably
throughout the areas mentioned, approaching the status
of speech norm in the Caribbean dialects (Hammond
1979; Terrell 1982), and is not stigmatized as a marker
of subordinate speech groups as other dialectal pronunciation features often are (Lopez Morales 1980). Examples of this phenomenon from Panamanian Spanish
(Cedergren & Sankoff 1975: 68-69) are given in (4).
(4) allf estaU

uU hijo
coU fuego
cal_Iso
iUhumano

allf est[al
U hijo
clal fuego
clalso
1_lumano

'there they are
~a

son'

'with fire'
'I tire
'inhuman'
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The incidence of nasal velarization in different phonetic positions suggests that the original
conditioning context was word-final, prepausal
position. Researchers agree that the process is in
a stage of generalization in which the velar nasal
has spread first to word-final prevocalic position
and only recently is beginning to occur before
consonants, both across word boundaries and
word-internally (Cedergren & Sankoff 1975: 72).
Also affected are forms derived through prefixation with stem final nasals. The proposed path of
positional spread of this phenomenon is summarized as follows:
(5) VN -- Vn I J# II -- # V -- + V -- # C ~ $ C)

Presumably, nasal velarization occurs before
the general rule of spoken Spanish that links together words in an utterance, erasing word boundaries and reconstituting syllable divisions. Thus,
prevocalic forms such as ul 1 hijo and i[_lumano
show velar nasals even though they end up in syllable initial position in the speech chain, while
nasals originally occurring in the syllabic onset
are never affected, e.g., se[nlado 'senate' and
never *se[_lado. Nasal velarization reaches preconsonantal position only as a final stage of development because this environment triggers the pervasive contact assimilation rule formulated in
(2) which presents a type of barrier that disfavors
velarization. This barrier was bridged in wordfinal position where speakers generalized from
prevocalic to preconsonantal position to reduce
allomorphy.
Wherever nasal velarization is heard, nasal
effacement also occurs but always to a much
lesser degree (Lipski 1986: 148). It is thus presumed that the variation observed in the vel arization and elimination of syllable-final nasals in
Spanish is the synchronic manifestation of a
sound change in progress, commonly stated as
movement along a phonological weakening chain
as seen in (6).
(6) VN > V_> V

There are two serious problems with the
analysis thus far presented, one theoretical and
one methodological. First, the positional spread of
nasal effacement is nearly the opposite of what
has been shown to be the case for nasal velarization in (5). That is, nasal loss is much more
frequent before consonants, particularly fricatives,
than before vowels or a pause in speaking. It

seems curious that nasal velarization and effacement would respond to different constraints if one
succeeded the other as a developmental step towards a common goal. Perhaps even more disturbing is a sense of indeterminacy that field workers
have felt in the tabulation of spoken materials
(Bjarkman 1987; Lipski 1986; Guitart 1982(a);
Lopez Morales 1980). The distinction between a
velarized nasal and a purely nasalized vowel is not
an easy one to make (some have described the
task as "impossible" and "pure guesswork"), yet
rarely have researchers backed up their intuitions
with instrumental analysis. Questionable data do
not inspire confidence in the theoretical claims
that result from them.
Not surprisingly, attempts to explain how and
why this sound change began have not yielded
satisfactory results. The most common explanations posit that nasal velarization reflects a production tendency in Spanish to weaken all consonants at the end of syllables, since it occurs in the
same regions where other syllable-final processes,
such as s-aspiration and liquid leveling, are also
common. For example, Guitart suggests a universal tendency to retract all syllable-final sounds to
the back of the mouth in these speech varieties
(I982(b): 141). Bjarkman disagrees and asserts
that the real goal of speakers is to reduce syllable
structure by eliminating nonessential phonic material in coda position through assimilation to the
preceding vowel (1986: 4). Both explanations appeal to the teological notion of articulatory ease, a
concept that is poorly understood and difficult to
support in any empirical way. These solutions are
also inconsistent with the observation that velar
[_1. unlike s- aspiration. began before pauses and
vowels. contexts where articulation is usually
strengthened. and only later spread to preconsonantal position.
One strategy for making sense of phonological phenomena that apparently don't fit well with
general phonetic principles is to override these
with higher-order mechanisms. For example.
Goldsmith claims that nasal velarization and effacement result from manipulation of autosegmental features in facilitating the orchestration of
articulatory events needed to produce an efficient
output (Goldsmith 1981: 7). Harris motivates
velar [_I through psychological constraints on syllabic structure and language organization (1983:
46). In spite of their appeal, these abstractions
only divert our attention from the more natural
causal forces to be found in the phonetic domain if
we will but dig a little deeper. I propose that a
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closer look at the physical details surrounding the
production and perception of nasal sounds will
clarify the research questions raised above and
reformulated in (7).
(7) a. Why does VN > V_primarily before

pauses and vowels?
b. Why is there a tenuous relationship between V_ and V?
c. Why should nasal effacement be more
common before fricatives?

2. Phonetic antecedents of nasals, velars, and
fricatives
A satisfactory analysis of the phonetic parameters governing speech phenomena must consider the way spoken language gets encoded and
subsequently decoded. Too frequently, all eyes
(and ears) are focused on the speaker with little or
no regard for the role the listener plays in communication. Through careful inspection, it is not difficult for the linguist to detect a wide range of
speaker variation for any given phonological sequence. This is natural and to be expected. However, many linguists make the implicit assumption that the listener passively takes in what the
speaker says and is therefore a silent spectator in
the game of sound change. This is not natural and
quite contrary to what we know about how speakers and listeners interact while communicating.
According to prevailing views in speech perception (Liberman et al. 1967; Liberman & Mattingly 1985), listeners essentially unravel the
highly variable input signal that speakers offer
them. They do this through a process of normalization in which they apply reconstructive rules to
weed out low-level distortions to arrive at the linguistic intent of speakers. What may seem like a
demanding task becomes automated for native listeners with many years of experience (Werker
1989). Their successful efforts make listeners key
players in effectively circumventing what might
otherwise result in a change in pronunciation. Listeners of course are not infallible, and when this
cognitive process breaks down, the potential for
change exists if a faulty perception subsequently
goes uncorrected in their own speech.
The perceptual indeterminacy that researchers
profess to suffer in classifying taped material as a
velar nasal or a nasalized vowel suggests that this
phenomenon has, at least in part. an auditory
basis. Before considering why listeners might misperceive the nasal patterns given in (7), we must
first review the pertinent articulatory facts involv-

ing nasals, velars, and fricatives. The claim that
these production features lay the foundation for
potential misparsing errors under normal listening
conditions implies that these nasal patterns should
not be restricted to Spanish, since the physical
forces that induce them equally constrain speakers
and listeners of all language systems. The prediction is that similar nasal variation may be manifested cross-linguistically, but only in terms of an
increased probability of occurrence and not as
an obligatory feature of any given language. Data
from sound change records, phonological typology, and language acquisition (Ohala 1975;
Greenlee & Ohala 1980) support this prediction
and will be cited where appropriate.
Nasal consonants are produced by lowering
the velum while an occlusion of the oral tract
forces the sound wave produced by the vibrating
vocal cords to resonate out the nasal cavity. The
primary acoustic cue of nasals is a strong nasal
murmur, similar to vocalic formants, at the lower
frequencies. The velar movement is not fully synchronized with the corresponding oral closure and
thus gives rise to nasalization effects leading into
and lagging out of adjacent vowels by about 100
ms (Pickett 1980: 125). Partially nasalized vowels
show a slightly higher F I and an overall broadening of the bandwidth and reduction in intensity of
the other vocalic harmonics. The auditory characteristics of primary nasalization and secondary
effects on neighboring vowels offer stable and
salient cues to the perception of these sounds as
a class.
Velar sounds require the slow moving tongue
back to be raised and retracted towards the soft
palate. The sluggishness of the articulator makes
transitions into and out of neighboring sounds particularly protracted. The principal acoustic cue for
the velar place of articulation is the rather lengthy
vocalic transitions that these sounds exhibit at the
margins vis-a-vis consonants produced at other
points of articulation. In particular, F2 and F3 of
the preceding vowel tend to converge in a dramatic fashion (Ladefoged 1993: 200).
Fricatives are produced through a fairly precise movement of articulators in order to create a
narrowing of the oral tract such that the outflowing current of air becomes excited. thus causing
the turbulent, aperiodic noise typical of these
sounds. The frication is usually sustained and occurs at a frequency range inversely proportionate
to the size of the oral chamber forward of the constriction that effectively serves as a noise filter.
High airflow requirements for fricatives result in
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glottal widening usually anticipatory of the pending oral constriction. The acoustic effect on vowel
margins adjacent to fricatives is a dampening and
broadening of formants not unlike the consequences of nasalization.

3. Phonetic motivation for nasal variation in
Spanish
This very brief overview of the production
characteristics of nasals, velars, and fricatives
offers a glimpse into the types of coarticulatory
effects that might lead to the nasal variation
seen in Spanish. Additional details will be given
as we consider individually the patterns given
in (7).
3.1. Nasal velarization before pause and
lengthy vowels
Research into the effects of speaking rate on
the quality of information we produce indicates a
general pattern near the end of utterances when
articulation becomes particularly clear. This effect, known as prepausal wind down, is a type of
discourse strategy that tells the listener that our
tum is coming to an end and that it will soon become acceptable for some other speaker to step in.
Towards the end of an utterance. as with many
forms of physical exertion, we slow down our
movements and effectively lengthen our production routine. The articulatory gestures are less
compressed and the speech signal more clear as
we dedicate more time to each segment.
When nasals are in prepausal position the vocalic transitions that lead into the final nasal will
naturally be quite protracted. The lengthy margins
preceding the nasal may approximate those characteristic of velar sounds, even though this represents an unintentional effect. Of course. listeners
are aware of context sensitive adjustments in
speech and will normally discount such embellishments of the signal and hear the sound in its
proper form. However, if listeners fail to associate
the automatic transitional lengthening with a
speaker's articulatory wind down, the modified
nasal may be interpreted at face value as a velar
sound.
When nasals are word-final, but followed by
another vowel sound rather than a pause, the intervocalic nasal may still be somewhat lengthened
because the corresponding occlusion bridges adjacent opening gestures that require precise gestural
coordination. This effect may be more obvious
when compared to cases in which the nasal abbuts
a following consonant and the adjacent obstruction

tends to abbreviate the nasal articulation. The
intervocalic nasal will show especially lengthy
vocalic transitions when the preceding syllable
center contains a palatal glide or palatal vowel
with extensive tongue displacement as illustrated
by the items in (8).
(8) bieU

'well'

nacioU
'nation'

iUutil
'useless'

There are two corresponding patterns that I
believe support the claim that nasals with lengthy
transitions sound like velars. The items in (9) reflect a relationship between oral velar stops and
glides. while the pattern in (10) represents a similar alternation between nasal velars and palatal
vowels.
(9) (Latin) SEX> seis (Spanish) 'six'
(Latin) NOCTE > noite (lbero Romance)
'night'
(St. Span.) afectar > afeitar (Non-St. Span.)
'affect'
(lO)St. English
smiliU
raciU

Non-St. English
>
smililnJ
raci[nJ

The arguments motivating perceptual misapprehension of lengthy vowel transitions for velars
are identical to those presented above. but the
process resulting in the patterns seen in (9) and
(10) is basically the reverse of that proposed for
the case of velar nasals in Spanish. Whereas listeners' failure to correct for context-dependent
distortions motivates nasal velarization in Spanish. the patterns in (9) and (10) likely result from
listeners' overextending their knowledge of coarticulatory effects. For example, listeners hear
the lengthy vocalic transitions that accompany a
well-articulated velar sound and presume this is
not an intended effect. but rather a consequence of
the lingual displacement of the preceding vowel.
They therefore over generalize and falsely attribute the cues for velarization as conditioned
rather than independent and develarize what was
originally a velar by design.

3.2. Auditory uncertainty between velar nasals
and nasalized vowels
While nasals are auditorily quite prominent as
a class of sounds, the distinction between different
nasal members is less salient. The production
feature that signals nasal place of articulation is
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the sealed oral resonating chamber that represents
a kind of acoustic backwash that muffles the primary nasal murmur according to the geometry of
this secondary tube. The frequencies of the attenuated nasal noise as determined by anti-resonances
created in the dead-end oral airway dampen the
nasal harmonics and are inversely related to
the length of the chamber. This is the primary cue
for place of articulation for nasals.
The frequency effects are quite evident on bilabial Iml and alveolar Inl because they are manifested in the lower auditory range that we normally attune to when listening for nasal cues. In
the case of the velar nasal [_I, the chamber that
produces anti-resonance is so short that the dampening effect occurs at much higher frequencies,
well outside of the range where the nasal munnur
is realized. Given the negligible effect the tiny
secondary chamber exherts on the velar nasal, the
auditory impression is that of a sound wave enhanced by a single resonating cavity, much like
that of a vowel. In other words, a sequence of a
vowel. automatically nasalized at the margins, followed by the velar nasal [_I sounds quite like a
simple nasalized vowel. This observation certainly
corresponds with researchers' impression that 1_],
and not any other nasal, is rather difficult to discern from a nasalized vowel.
That the velar nasal is less consonant-like and
more vowel-like is evident in the relative infrequency of this sound in phonological inventories
and a recurrence of the pattern seen in Spanish in
many other language systems. For example, an alternation similar to the Spanish one has been
found in Mandarin, French, Japanese, and in some
African and North American indigenous languages (Greenlee & Ohala 1980: 288). The proposed motivation for this nasal variation is fairly
commonplace since auditory indistinctness between two phonetic forms is a natural consequence of the many-to-one relationship that exists
between articulation and acoustic signal (Fowler
1984).

3.3. Nasal effacement before fricatives
The final question to be addressed is why
there should be a higher incidence of nasal effacement before fricative sounds. Forms often cited
in reference to nasal loss include those seen in
(I I) which routinely involve preceding fricative
sounds.
(II)

'then'

'in agreement'

narliilxa
'orange'

This synchronic pattern corresponds to a historical tendency in the evolution of Latin to elide
/n/ much more frequently before /s/ than in the
context of other, nonfricative obstruents where
the nasal is actually strengthened as shown in the
examples offered in (12) and (13).
(12) Latin
SPONSAE
MENSA
PENSARE

Spanish
esposa
mesa
pesar

Gloss
'spouse
'table'
'weigh'

(13) (Latin) PALUMBA >paloma (Spanish)
'dove'
(Latin) DEMANDARE > demanar (Catalan)
'demand'
(Latin) FONTE> fuente (Spanish)
'fountain'
As previously mentioned. the primary
acoustic properties of nasals and fricatives are
quite dissimilar-low frequency vowel-like murmur on the one hand, high frequency random
noise on the other. However, the secondary effects
imposed on adjacent vowel margins are very
much the same for both types of sounds-lowering of F I, broadening of harmonic bandwidth, and
attenuation of noise amplitude. In other words, the
unique quality associated with nasalized vowels
may result in the context of fricatives, particularly
lsi, as well as /n/. Perhaps this explains the appearance of spontaneous nasals where listeners insert
an /n/ as a hypercorrect restitution to account for
the nasal-like timbre of vowels preceding fricatives (Ohala & Busa 1995: 132). This phenomenon is illustrated in (14) and supported by percepual studies testing the degree of nasality heard
on vowels in different consonantal environments.
mucho > mu(n)cho
(14) (St. Span.)
(Non-St. Span.)
'a lot'
(French loan) rosse> roun"et
(Modem Breton)
'horse'
(English)
half> hi ce If
(Spanish) casado> ca(n)sado (slip of the
tongue) 'married'
The reverse pattern under question, where
nasal effacement occurs more frequently in the
context of fricatives, represents a peculiar type
of phonetic dissimilation. Listeners understand
that the secondary nasalized quality of adjacent
vowels is predictable in the environment of both
/n/ and lsi. The robust fricative may be taken as
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the primary motivating condition for the nasalized
vowel and may even camouflage the adjacent
nasal murmur. In a sense, the nasal consonant becomes auditorily superfluous in our processing of
sequences involving vowels, nasals, and fricatives
and therefore expendible.

4. Conclusion
There is little doubt that the phenomenon of
nasal velarization and effacement in Spanish has a
phonetic basis that may be understood if one looks
beyond the usual cover terms of "weakening" and
"articulatory ease". In particular, the origin of these
patterns derives naturally from the give and take
that is characteristic of spoken communication
(Kingston & Diehl 1992). I have focused on the
role the listener plays in deciphering common coarticulatory effects that complicate the acoustic signal. To be sure, the speaker initiates the task, but
the listener is the ultimate moderator in determining

whether novel speech habits gain entry into the
marketplace of sound variation and change.
I have attempted to provide sufficient argumentation for at least entertaining the idea that
nasal velarization and effacement is a consquence
of how language users process speech. By introducing occasional references to similar variation
in other language varieties I am suggesting that
the phenomenon is not unique to Spanish and
therefore need not be considered an outgrowth of
language internal mechanisms or a consequence
of the particular socio-historical conditions of this
system. If this type of nasal variation does indeed
represent a general phonetic tendency, then acceptance of the proposed explanations need not rely
on persuasion and logic alone, but may be supported by empirical research into the hypotheses
underlying this model. Some experimental work
has already been done, and these ideas are intended to pave the way for further investigation.

J

ON NASAL VARIATION IN DIALECfAL SPANISH

Spanish and Luso-Brazilian linguistics. Washing-

References
Bjarkman. P. 1986. Velar nasals and explanatory
phonological accounts of Carihhean Spanish. In
S. Choi et al. (Eds.). ESCOL 85: Proceedin~s of

the second Eastem States con(erence

011

Spanish.

Columbus: Ohio State University. 1-16.
Canfield, D. 1981. Spanish pronunciation in the Americas. Chicago: University of Chicago Press.
Cedergren. II.. & D. Sankoff. 1975. Nasals: A sociolinguistic study of change in progress. In C. ferguson et al. (I~ds.), Nasalt£'sl: Papers from a svmposium on nasals and nasalization. Palo Alto. CA:
Stanford University Press. 67-lw'
Fowler. C. 1984. Segmentation of cllarticulated speech
in perception. Perception and Psychophysics. 36:
359-368.
Goldsmith. J. 1981. Suhsegmentals in Spanish phonology: An autosegmental approach. In W. Cressey
& D. Napoli (I~ds.). Lin~uistic symposium on
Romance lan~ua~es: 9. Washington. D.C: Georgetown University Press. 1-16.
Greenlee. M .. & .I. Ohala. 1980. Phonetically motivated
parallels hetween child phonology and historical
sound changc. Language Sciences. 2: 283-308.
Guitar!. J. 1982(a). On Carihbean Spanish phonology
and the motivation for language change. In J. Lantolf & G. Stone (I~ds.). Currellt research in Romance languages. Bloomington: Indiana University Linguistics Cluh. 63-70.
Guitar!..I. 1982(h). Sohre la posteriorizacion de las consonantes posnuclcares en el espanlll antillano: Reexamen teorico-descriptivo. In O. Alha (Ed.).

EI EspGll01 del Carihe. Ponencias del VI Simposio
de Dialectolog(a. Santiago. D.R.: Universidad
Catolica Madre y Macstra. 133-142.
Ilammond. R. 1979. The velar nasal in rapid Cuhan
speech. In J. Lantolf et al. (Eds.). Colloquium on

f

f

f

145

ton, D.C.: Georgetown University Press. 19-36.
Harris. J. 1983. Syllable structure and stress in Spanish:
A nonlinear analysis. Linguistic Inquiry Monographs 8. Cambridge. MA: MIT Press.
Kingston. J., & R. Diehl. 1994. Phonetic knowledge.

Language. 70: 419-454.
Ladefoged, P. 1993. A course in phonetics (3rd ed.).
Orlando. FL: I larcourt Brace Jovanovich.
Lathrop. T. 1995. Curso de gramatica historica espanola
(2nd ed.). Barcelona: Ariel.
Liberman. A .. F. Cooper. D. Shankweiler. & M.
Studdert-Kennedy. 1967. Perception of the speech
code. Psychological Review. 74: 431-461.
Liherman. A .. & I. Mattingly. 1985. The motor theory
of speech perception revised. Cognition. 21: 1-36.
Lipski. J. 1986. Reduction of Spanish word-final /s/ and
Int. Canadian .loumal o(Linguistics. 31: 139-156.
Lopez Morales. H. 1980. Velarizacion de /n/ en
el espanol de Puerto Rico. Linguistica Espanola
Actual. 2: 203-217.
Ohala. J. 1975. Phonetic explanations for nasal sound
patterns. In C. Ferguson et al. (Eds.). Nasa((est:

Papers from a symposium on nasals and nasalization. Palo Alto, CA: Stanford University Press.
289-316.
Ohala. L & G. Busa. 1995. Nasal loss before voiceless
fricatives: A perceptually based sound change.
Rivista di Linguistica. 7: 125-144.
Pickett. J. 1980. The sounds of'speech communication.
Austin. TX: Pro-cd.
Terrell. T. 1982. Current trends in the investigation of
Cuban and Puerto Rican phonology. In J. Amastae
& L. Elias-Olivares (Eds.). Spanish in the United
States: Sociolinguistic aspects. New York: Cambridge University Press. 47-70.
Werker. J. 1989. Becoming a native listener. American

Scielltist. 77: 54-59.

