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Abstract
In this paper we give the strong converse inequality of type B for Meyer–König and Zeller operators.
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1. Introduction
The operators
Mn(f,x) =
∞∑
k=0
f
(
k
n + k
)
mn,k(x), 0 x < 1, (1.1)
Mn(f,1) = f (1), mn,k(x) =
(
n+k
k
)
xk(1 − x)n+1, are known as Meyer–König and Zeller operators and these were
the object of several approximation theoretical investigations (cf. [3,10,11]). Many direct and converse results were
proved. In recent years there are many results of strong converse inequalities for various operators (cf. [4,5,7–9,12]).
Since the expressions of the moments of operators Mn(f ) are complex (cf. [1,2]) we have not seen the result of strong
converse inequality for operators Mn(f ).
In this note we will give a strong converse inequality of type B in the terminology of [5] for Mn(f ). To state our
result we give some notations:
ω2ϕ(f, δ) = sup
0<hδ
∥∥Δ2hϕf (x)∥∥C[0,1], ϕ2(x) = x(1 − x)2, (1.2)
here
Δ2hϕf (x) =
{
f (x + hϕ(x)) − 2f (x) + f (x − hϕ(x)), x ± hϕ(x) ∈ [0,1],
0, otherwise.
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(
f, δ2
)= inf
g∈D
{∥∥f (x) − g(x)∥∥
C[0,1] + δ2
∥∥ϕ2(x)g′′(x)∥∥
L∞[0,1]
}
, (1.3)
where
D = {g ∈ C[0,1] ∣∣ g′ ∈ A.C.loc, ∥∥ϕ2(x)g′′(x)∥∥L∞[0,1] < ∞}.
It is known that (cf. [6])
K2ϕ
(
f, δ2
)∼ ω2ϕ(f, δ), (1.4)
where a ∼ b means that there exists C > 0 such that C−1b a  Cb.
The main result of this paper can be stated as follows.
Theorem 1.1. For f ∈ C[0,1], ϕ(x) = √x(1 − x), n 5 there exists a constant R > 1 such that, for l > Rn
ω2ϕ
(
f,
1√
n
)
 C l
n
(∥∥Mn(f,x) − f (x)∥∥C[0,1] + ∥∥Ml(f, x) − f (x)∥∥C[0,1]). (1.5)
Throughout this paper, ‖ · ‖ denotes ‖ · ‖C[0,1] and ‖ · ‖∞ denotes ‖ · ‖L∞[0,1]. C denotes a constant independent
of n, x and functions f and g, but it is not necessarily the same in different cases.
2. Lemmas and proof of the main result
For the fourth moment of Mn we have the following result.
Lemma 2.1. For n 5, ϕ(x) = √x(1 − x) we have
Mn
(
(t − x)4, x)
⎧⎨
⎩
C
ϕ4(x)
n2
, for x  1
n+1 ,
C(
ϕ4(x)
n2
+ ϕ2(x)
n3
), for x < 1
n+1 .
(2.1)
Proof. First we write
Mn
(
(t − x)4, x) = ∞∑
k=0
(
k
n + k − x
)4
mn,k(x)
= x4mn,0(x) +
∞∑
k=1
k
n + k
(
k
n + k − x
)3
mn,k(x) −
∞∑
k=1
x
(
k
n + k − x
)3
mn,k(x)
= x4(1 − x)n+1 +
∞∑
k=1
x
(
k
n + k − x
)3
mn,k−1(x) −
∞∑
k=1
x
(
k
n + k − x
)3
mn,k(x)
= x4(1 − x)n+1 + x
(
1
n + 1 − x
)3
(1 − x)n+1
+
∞∑
k=1
x
[(
k + 1
n + k + 1 − x
)3
−
(
k
n + k − x
)3]
mn,k(x)
=: I1 + I2 + I3. (2.2)
We estimate I1, I2 and I3, respectively.
Since maxx∈[0,1] x2(1 − x)n−3 = ( 2n−1 )2(1 − 2n−1 )n−3, then
I1 = ϕ4(x)x2(1 − x)n−3  16ϕ
4(x)
n2
. (2.3)
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n+1 , I2  0, so we only need to consider the case for x <
1
n+1 . For x <
1
n+1 we have
I2 
x
n3
(1 − x)n+1  ϕ
2(x)
n3
. (2.4)
Now we estimate I3. It is easy to verify that
I3  2x
∞∑
k=1
(
k + 1
n + k + 1 −
k
n + k
)[(
k + 1
n + k + 1 − x
)2
+
(
k
n + k − x
)2]
mn,k(x).
As
n
(n + k)(n + k + 1)mn,k(x) = (1 − x)
2 n + k − 1
(n − 1)(n + k + 1)mn−2,k(x)
2(1 − x)2
n
mn−2,k(x),
we have
I3 
4x(1 − x)2
n
[ ∞∑
k=1
(
k + 1
n + k + 1 − x
)2
mn−2,k(x) +
∞∑
k=1
(
k
n + k − x
)2
mn−2,k(x)
]
=: 4x(1 − x)
2
n
[I31 + I32].
Using [3, (2.4)]
ϕ2(x)
n + 1 Mn
(
(t − x)2, x) 2ϕ2(x)
n + 1 ,
one has
I31  2
[ ∞∑
k=1
(
k
n + k − 2 − x
)2
mn−2,k(x) +
∞∑
k=1
(
k
n + k − 2 −
k + 1
n + k + 1
)2
mn−2,k(x)
]
 4ϕ
2(x)
n − 1 + 2
∞∑
k=1
(n − 2 − 2k)2
(n + k + 1)2(n + k − 2)2 x
n + k − 2
k
mn−2,k−1(x)
 8ϕ
2(x)
n
+ 2
∞∑
k=1
x(1 − x)2 (n − 2 − 2k)
2(n + k − 3)(n + k − 4)
k(n − 2)(n − 3)(n + k + 1)2(n + k − 2)mn−4,k−1(x)
 104ϕ
2(x)
n
.
Similarly we have
I32  C
ϕ2(x)
n
.
Hence we obtain that
I3  C
ϕ4(x)
n2
. (2.5)
From (2.2)–(2.5) proof of (2.1) is complete. 
Lemma 2.2. For ϕ(x) = √x(1 − x), f ∈ D, n 3, we have∥∥ϕ3(x)M ′′′n (f, x)∥∥∞  C√n∥∥ϕ2(x)f ′′(x)∥∥∞. (2.6)
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M ′′n (f, x) = (1 − x)−2
∞∑
k=0
Δn,k(f )mn,k(x), x ∈ [0,1),
where
Δn,k(f ) = (n + k + 1)
[
(n + k + 2)f
(
k + 2
n + k + 2
)
− 2(n + k + 1)f
(
k + 1
n + k + 1
)
+ (n + k)f
(
k
n + k
)]
.
Using for x ∈ (0,1), n 3,
1
(1 − x)2 mn,k(x) =
(n + k)(n + k − 1)
n(n − 1) mn−2,k(x),
m′n−2,k(x) =
n − 1
ϕ2(x)
(
k
n + k − 1 − x
)
mn−1,k(x),
which follow by direct computations, we obtain
∣∣ϕ3(x)M ′′′n (f, x)∣∣
∞∑
k=0
∣∣Δn,k(f )∣∣ϕ(x)(n + k)(n + k − 1)
n
∣∣∣∣ kn + k − 1 − x
∣∣∣∣mn−1,k(x).
Let xi = k+in+k+i , i = 0,1,2, then (cf. [3, p. 199])
∣∣Δn,k(f )∣∣= (n + k + 1)
∣∣∣∣∣(n + k + 2)
x2∫
x1
s∫
x1
f ′′(u) duds + (n + k)
x1∫
x0
x1∫
s
f ′′(u) duds
∣∣∣∣∣

∥∥ϕ2(x)f ′′(x)∥∥∞
{
(n + k + 1)
[
(n + k + 2)
x2∫
x1
s∫
x1
ϕ−2(u) duds + (n + k)
x1∫
x0
x1∫
s
ϕ−2(u) duds
]}
.
By direct computations we have
x2∫
x1
s∫
x1
ϕ−2(u) duds  (x2 − x1)
2
x1(1 − x2)2 =
1
(k + 1)(n + k + 1) ,
and
x1∫
x0
x1∫
s
ϕ−2(u) duds 
⎧⎨
⎩
(x1−x0)2
x0(1−x1)2 =
1
k(n+k) , for k  1,
3
n+1 , for k = 0.
Hence∣∣Δn,k(f )∣∣ ∥∥ϕ2(x)f ′′(x)∥∥∞
{
4(n+k+1)
k
, for k  1,
5n, for k = 0.
Therefore we have∣∣ϕ3(x)M ′′′n (f, x)∣∣

∥∥ϕ2(x)f ′′(x)∥∥∞
×
[
5nϕ(x)(n − 1)x(1 − x)n +
∞∑
k=1
4ϕ(x)
n + k + 1
k
(n + k)(n + k − 1)
n
∣∣∣∣ kn + k − 1 − x
∣∣∣∣mn−1,k(x)
]
=: ∥∥ϕ2(x)f ′′(x)∥∥∞[J1 + J2]. (2.7)
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max
x∈[0,1]
ϕ(x)x(1 − x)n =
(
3
2n + 5
) 3
2
(
1 − 3
2n + 5
)n+1
 n− 32 ,
so we have
J1  5
√
n. (2.8)
Next we note that for k  1
n + k + 1
k
(n + k)(n + k − 1)
n
mn−1,k(x)
4n
x(1 − x)2 mn+1,k+1(x),
then we get
J2 
∞∑
k=1
16n√
x(1 − x)
∣∣∣∣ kn + k − 1 − x
∣∣∣∣mn+1,k+1(x)
 16n
ϕ(x)
( ∞∑
k=1
∣∣∣∣ k + 1n + k + 2 − x
∣∣∣∣mn+1,k+1(x) +
∞∑
k=1
∣∣∣∣ kn + k − 1 − k + 1n + k + 2
∣∣∣∣mn+1,k+1(x)
)
=: 16n
ϕ(x)
(J21 + J22).
By [3, (2.4)], Mn((t − x)2, x) 2ϕ2(x)n we have
J21 
2ϕ(x)√
n
.
For k  1 an easy computation gives(
k
n + k − 1 −
k + 1
n + k + 2
)2
mn+1,k+1(x) = x(1 − x)2 (n − 1 − 2k)
2(n + k + 1)(n + k)
n(n + 1)(k + 1)(n + k − 1)2(n + k + 2)mn−1,k(x)
 8x(1 − x)
2
n
.
So we get
J22 
3ϕ(x)√
n
.
Therefore
J2  80
√
n. (2.9)
From (2.7)–(2.9) we obtain∥∥ϕ3(x)M ′′′n (f, x)∥∥∞  C√n∥∥ϕ2(x)f ′′(x)∥∥∞.
This is assertion. 
Lemma 2.3. For g ∈ Z = {f | f ′, f ′′ ∈ A.C.loc,‖ϕ3(x)f ′′′(x)‖∞ < ∞}, n 4, ϕ(x) = √x(1 − x) we have∣∣∣∣∣Mn
( t∫
x
(t − u)2g′′′(u) du, x
)∣∣∣∣∣ Cn− 32 ∥∥ϕ3(x)g′′′(x)∥∥∞. (2.10)
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∣∣∣∣∣Mn
( t∫
x
(t − u)2g′′′(u) du, x
)∣∣∣∣∣  ∥∥ϕ3(x)g′′′(x)∥∥∞
∞∑
k=0
∣∣∣∣∣
k
n+k∫
x
(
k
n + k − u
)2
ϕ−3(u) du
∣∣∣∣∣mn,k(x)
=: ∥∥ϕ3(x)g′′′(x)∥∥∞An(x), (2.11)
and (see [6, (9.6.1)])
∣∣∣∣∣
k
n+k∫
x
(
k
n + k − u
)2
ϕ−3(u) du
∣∣∣∣∣ (
k
n+k − x)2
(x(1 − x))3/2
∣∣∣∣∣
k
n+k∫
x
(1 − u)− 32 du
∣∣∣∣∣

∣∣∣∣ kn + k − x
∣∣∣∣
3(
ϕ−3(x) + (x(1 − x))− 32(1 − k
n + k
)− 32)
. (2.12)
For x  1
n+1 using Lemma 2.1 we know
Mn
(
(t − x)4, x) Cϕ4(x)
n2
,
and
An(x)
∞∑
k=0
| k
n+k − x|3
ϕ3(x)
mn,k(x) +
∞∑
k=0
| k
n+k − x|3
(x(1 − x))3/2
(
n
n + k
)− 32
mn,k(x) =: L1 + L2.
It is easy to get
L1  ϕ−3(x)
( ∞∑
k=0
(
k
n + k − x
)4
mn,k(x)
) 1
2
( ∞∑
k=0
(
k
n + k − x
)2
mn,k(x)
) 1
2
Cn− 32 ,
and
L2 
(
x(1 − x))− 32
( ∞∑
k=0
(
k
n + k − x
)4
mn,k(x)
) 1
2
( ∞∑
k=0
(
k
n + k − x
)2(
n + k
n
)3
mn,k(x)
) 1
2
 C
(
x(1 − x))− 32 ϕ2(x)
n
( ∞∑
k=0
(
k
n + k − x
)2(
n + k
n
)3 1
(1 − x)3
(n + k)!(n + 3)!k!
n!k!(n + k + 3)! mn+3,k(x)
) 1
2
 C 1
nϕ(x)
[ ∞∑
k=0
((
k
n + k + 3 − x
)2
+
(
k
n + k −
1
n + k + 3
)2)
mn+3,k(x)
] 1
2
.
An easy computation gives
∞∑
k=0
(
k
n + k −
1
n + k + 3
)2
mn+3,k(x)
=
∞∑
k=1
9k2
(n + k)2(n + k + 3)2 x(1 − x)
2 (n + k + 3)!(n + 1)!(k − 1)!
(n + 3)!k!(n + k)! mn+1,k−1(x)
 18ϕ
2(x)
n2
.
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L2 C
1
nϕ(x)
[
ϕ2(x)
n
+ ϕ
2(x)
n2
] 1
2
Cn− 32 .
Therefore we have for x  1
n+1
An(x)Cn−
3
2 . (2.13)
For x < 1
n+1 we estimate the sum in (2.11) separately for k = 0, k = 1, k = 2 and
∑∞
k=3. For k = 0, k = 1 and k = 2
we have
x∫
0
u2ϕ−3(u) dumn,0(x) =
x∫
0
√
u
(1 − u)3 du (1 − x)
n+1  x 32 (1 − x)n−2  n− 32 ,
mn,1(x)
1
n+1∫
x
(
1
n + 1 − u
)2
ϕ−3(u) du (n + 1)x(1 − x)n+1
1
n+1∫
x
1
(n + 1)2 u
− 32
(
1 − 1
n + 1
)−3
du
 2x
n
1
n+1∫
x
u−
3
2 du = 4x
n
(
x−
1
2 −
(
1
n + 1
)− 12)
 4
n
x
1
2  4n− 32
and
mn,2(x)
2
n+2∫
x
(
2
n + 2 − u
)2
ϕ−3(u) du (n + 1)(n + 2)
2
x2(1 − x)n+1
2
n+2∫
x
(
2
n + 2
)2
u−
3
2
(
1 − 2
n + 2
)−3
du
 4x 32  4n− 32 .
To estimate
∑∞
k=3, using (2.12) we have
∞∑
k=3
| k
n+k − x|3
ϕ3(x)
mn,k(x) ϕ−3(x)x3
∞∑
k=3
(
k
n + k
)3
(n + k)(n + k − 1)(n + k − 2)
k(k − 1)(k − 2) mn,k−3(x)
 6 x
3
2
(1 − x)3  18n
− 32 ,
and
∞∑
k=3
| k
n+k − x|3
(x(1 − x))3/2
(
n + k
n
) 3
2
mn,k(x)

(
x(1 − x))− 32 x3(1 − x)−2 ∞∑
k=3
(
k
n + k
)3(
n + k
n
) 3
2 (n + k)!(n + 2)!(k − 3)!
n!k!(n + k − 1)! mn+2,k−3(x)
 x
3
2
(1 − 1
n+1 )4
∞∑
k=3
(
1
n + k
) 1
2 k2(n + 1)(n + 2)
(k − 1)(k − 2)n3/2 mn+2,k−3(x)
 90n− 32 .
Hence for x < 1
n+1 we have
An(x)Cn−
3
2 . (2.14)
From (2.13) and (2.14) we obtain
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3
2 ,
which and (2.11) imply (2.10).
The proof is complete. 
Lemma 2.4. (See [3, (2.15)].) For f ∈ C[0,1] one has∥∥ϕ2(x)M ′′n (f, x)∥∥ 4(n + 1)∥∥f (x)∥∥. (2.15)
After all these preparation, now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Taylor’s formula for g ∈ Z we have
∥∥∥∥Mn(g, x) − g(x) − 12Mn
(
(t − x)2, x)g′′(x)∥∥∥∥=
∥∥∥∥∥12Mn
( t∫
x
(t − u)2g′′′(u) du, x
)∥∥∥∥∥
 Cn− 32
∥∥ϕ3(x)g′′′(x)∥∥∞.
Then
1
2
∥∥Mn((t − x)2, x)g′′(x)∥∥ ∥∥Mn(g, x) − g(x)∥∥+ Cn− 32 ∥∥ϕ3(x)g′′′(x)∥∥∞.
Note that (cf. [3, (2.4)])
ϕ2(x)
n + 1 Mn
(
(t − x)2, x) 2ϕ2(x)
n + 1 ,
we have
1
4n
∥∥ϕ2(x)g′′(x)∥∥ ∥∥Mn(g, x) − g(x)∥∥+ Cn− 32 ∥∥ϕ3(x)g′′′(x)∥∥∞.
The following steps are quite similar to [5, Theorem 3.1], [4, p. 104] and [8, p. 24]. Using Lemmas 2.2–2.4 we can
obtain (1.5) and here we omit the details. 
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