This paper considers analysis of methods for estimating the parameters of narrowband signals arriving at an array of sensors. This problem has important applications in, for instance, radar direction nding and underwater source localization. The so-called deterministic and stochastic maximum likelihood (ML) methods are the main focus of this paper. A performance analysis is carried out assuming a nite number of samples and that the array is composed of a su ciently large number of sensors. Several hundreds of antennas are not uncommon in, e.g., radar applications. Strong consistency of the parameter estimates is proved and the asymptotic covariance matrix of the estimation error is derived. Unlike the previously studied large sample case, the present analysis shows that the accuracy is the same for the two ML methods. The covariance matrix of the estimation error attains the Cram er-Rao bound. Under a certain assumption, the ML methods can be implemented by means of conventional beamforming for su ciently large m. Surprisingly, this is shown to be possible also in the presence of perfectly correlated emitters.
Introduction
Sensor array signal processing has been an active research area for more than three decades. The generic problem is to determine unknown signal parameters from simultaneous measurements of spatially distributed sensors. Several important applications have been reported, for example, interference rejection in radar and radio communication systems and source localization using underwater sonar arrays.
A vast number of methods have been proposed for solving the estimation problem, see e.g. 1, 2, 3] . Asymptotic results for several estimators have recently appeared in the literature, assuming the number of time samples (snapshots), N, to be large, 4, 5, 6, 7] . In particular, it has been shown that the maximum likelihood method based on a stochastic, Gaussian model of the signal waveforms is asymptotically (for large N) e cient, i.e., the estimation error covariance attains the corresponding Cram er-Rao bound (CRB). On the other hand, the ML estimator based on a deterministic model of the signal waveforms is not e cient. This is due to the fact that the number of estimated parameters in the deterministic model increases with increasing sample size, whereas the number of parameters in the stochastic model remains xed.
In many real-time applications the large sample results are of little use, due to a limited data collection time. To obtain accurate parameter estimates in these cases, it is generally necessary to employ an array with a large number, m, of sensors. Arrays of several hundred antennas are not uncommon in, for example, radar systems. An analysis of the various estimators in this case is di erent from the previously studied \large N" case. It has been shown earlier that the ML methods are asymptotically equivalent when both N and m are large, see 6] . Herein, the equivalence is veri ed for arbitrary N, and the covariance matrix of the estimation error is shown to attain the (deterministic) CRB.
Since the computational requirements of the ML techniques increase signi cantly with increasing m, computationally more e cient alternatives are of great interest. Under certain assumptions on the array geometry, the Fisher information matrix (FIM) is asymptotically diagonal and it is shown that the ML estimators can be implemented by means of the conventional beamforming method without impairing the asymptotic e ciency. Surprisingly, this is possible even in the presence of coherent signal waveforms.
Estimation Problem
This section formulates the DOA estimation problem and brie y describes the methods under consideration.
Problem Formulation
Consider an array of m sensors, having arbitrary positions and response characteristics. Impinging on the array are the waveforms of d far-eld point sources, where d < m.
Under the narrowband assumption, the array output x(t) is modeled by the following equation x(t) = A( )s(t) + n(t) : (1) The columns of the m d matrix A are the array propagation vectors, a( i ); i = 1; : : : ; d.
These vectors are functions of the DOAs and they model the array response to a unit waveform from the direction i . The signal parameters are collected in the parameter vector T = 1 ; : : :; d ]. The d-vector s(t) is composed of the complex emitter waveforms, received at time t, and the m-vector n(t) accounts for additive measurement noise as well as modeling errors. The array output is sampled at N distinct time instants, and the data matrix is formed X N = A( )S N + N N ; (2) where X N = x(1);:::;x(N)]; S N = s(1);:::;s(N)], and N N = n(1);:::;n(N)].
Based on these measurements, the problem of interest is to determine the DOAs of all emitters. The number of signals, d, is assumed to be known.
The main interest herein is to ascertain the accuracy of the maximum likelihood (ML) estimates of . Two ML approaches have been studied in the literature. In the socalled deterministic model, no restrictions are put on the signal waveforms, i.e., they are modeled as arbitrary sequences, 3, 8] . An alternative is the stochastic model, where the signals are assumed to be stationary Gaussian random processes. In both models, the noise term, fn(t)g is assumed to be Gaussian. The noise has zero mean and is spatially and temporally white, i.e., E n(t)n (s)] = 2 I t?s ; (3) where (t) is the Kronecker delta and ( ) is complex conjugate transpose. Both methods are of course applicable regardless of the actual distribution of the signal waveforms. We will study their performance under the deterministic model.
A crucial assumption for most DOA estimation methods is that the functional form of a( ) is available to the user. For simplicity, it will be assumed that the sensors are omnidirectional and scaled so that ja( )j = p m. If 
The matrix inequality X Y means that X ? Y is positive semide nite.
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For d = 1, the above has a simple interpretation. It means that the sidelobes of the array must remain lower than the mainlobe by a xed amount.
The following assumption on the array response vectors will be used when analyzing the beamforming method. As an example, this assumption is known to be satis ed for uniform linear arrays. Note that Assumption A.2 implies Assumption A.1.
Remark 1 A few comments on the validity of the data model are in order. Express the original received signals as modulated carriers. The narrowband assumption then requires that the baseband signals, after removing the carrier, remain approximately constant during propagation across the array. The maximum allowed physical size of the array is thus limited by the signal bandwidths. Furthermore, since the array propagation vectors have length ja( )j = p m, where m is increased in the analysis, the total received signal energy is in principle unbounded. It is understood that the presented results are applicable only to cases where a xed, but \large enough", number of sensors are available, subject to the above mentioned constraint on the size. 
Estimation Methods
A systematic approach to many parameter estimation problems is the maximum likelihood (ML) method. This technique requires a probabilistic setup for the measurements. If the emitter signals are modeled as unknown deterministic quantities, the observation process is distributed as x(t) 2 N(As(t); The so-called DML estimate of is obtained as, 3, 8] , DML = arg min TrfP ? A ( )Rg ; (8) where Trf g denotes the trace and whereR is the sample covariance matrix
A di erent ML estimate is obtained by instead modeling the emitter signals as stationary, temporally white Gaussian random processes with covariance S. The observation process is now distributed as x(t) 
where j j denotes the determinant.
The exact ML criteria presented above, both su er from the requirement of a nonlinear multidimensional optimization in order to calculate the estimates. This is particularly prominent when m is large, since the computational cost is at least proportional to m 2 , 9]. In general the ML criteria have several local minima and thus convergence to the global minimum cannot be guaranteed. To overcome this di culty, several suboptimal techniques have been proposed. Perhaps the most natural of these is the traditional \delay-and-sum" beamforming method. This technique can be derived from (8) 
It is easy to show that (13) is in fact also identical to (10) for d = 1.
3 Convergence analysis The analysis of the described methods for large m is di erent from the large N case in some important respects. A complication results from the fact that the steering vectors are often orthogonal for m tending to in nity. This causes a discontinuity in the limiting criterion function. Consider, for example, the beamforming method under Assumption A. Since the limiting criterion function is discontinuous, the convergence of the sequence of cost functions cannot be uniform in . This makes it di cult to establish consistency of the estimates, since these do not necessarily converge to the minimizing arguments of the limiting criteria. To overcome this, we shall use a convergence result that will be useful for proving consistency despite the lack of uniform convergence. 
and subtract the parameter-independent term Trf^ g=m from the DML criterion function 
The last sum is readily seen to converge to zero w. 
We can then rewrite (29) In the last expression,Ŝ 11 = l 1 l 1 denotes the upper left element ofŜ which is nonzero by assumption, and in the rst inequality we have used Assumption A.1. Now, the inequality (34) holds for all m (su ciently large), which shows that condition ii) of Lemma 1 is satis ed with = 0 . The assertion of the Theorem follows. 
Stochastic ML
It is di cult to analyze the stochastic ML method in the form (10), due to the increasing dimension of the parametrized covariance matrix. We will make use of the determinant identity jI + ABj = jI + BAj to rewrite the criterion function in a form which is easier to analyze, and which in fact also simpli es numerical evaluation of the criterion: log AŜ( )A +^ 
Thus,^ can converge to any of the true DOAs but not to any other value which concludes the proof.
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Note that we have not assumed that the emitter covariance matrix is full rank. Thus, under the assumptions above, the beamforming method provides consistent parameter estimates even in the presence of coherent signals. Recall the well-known fact that the peaks of the periodogram give consistent estimates of the frequencies of superimposed sinusoids in noise. This problem corresponds to the one studied herein with N = 1 and a uniform linear array. Clearly, the issue of signal correlation is irrelevant when N = 1.
4 Asymptotic E ciency
The ML methods
It is well-known that if an ML estimator provides consistent estimates (of all its unknown parameters), it is also asymptotically e cient, i.e., the asymptotic covariance of the parameter estimates coincides with the Cram er-Rao Bound. In the deterministic signal model, the unknown parameters are ; S N and 
Given the form (36) and the fact that the second term converges to zero uniformly in , it is tempting to guess that the SML and DML methods are asymptotically identical. However, a standard Taylor series expansion (see e.g. 7]) shows that this reasoning is correct only if it is also veri ed the rst derivative of the \noise" term (38) is negligible compared to the derivative of the rst term for large m.
Theorem 5 Let the assumptions of Theorem 2 hold, and assume in addition that the signals are non-coherent so thatŜ > 0 w.p. 
The derivative of the rst term of (38) 
Beamforming
The beamforming technique requires asymptotically orthogonal array propagation vectors to yield consistent estimates. However, this is not quite enough to guarantee e cient parameter estimates. Since beamforming is identical to the DML method for d = 1, one expects the beamforming estimates to be e cient only when the CRB matrix is diagonal. By (47), this is true essentially only if the matrices (appropriately normalized) A A ; A D ; D D (62) are all diagonal for large m. We present a somewhat simpli ed proof of this claim below.
Theorem 6 Assume that the array geometry is such that the matrices in (62) are asymptotically diagonal. Then the beamforming estimates are asymptotically e cient.
Proof The beamforming estimates are the local minima of the following criterion 
This is readily seen to coincide with the CRB (47) whenever the matrices in (62) are diagonal.
5 Conclusions
The behavior of the deterministic and stochastic maximum likelihood methods as the number of sensors tends to in nity is studied. An \identi ability" condition is introduced, which essentially says that the sidelobes of the array must not approach the level of the main lobe for increasing m. It is shown that both ML methods give consistent estimates of the DOAs under this condition. The asymptotic e ciency of the DML method follows from the fact the all parameters are consistently estimated (unlike the case for large N). The same is not true for the stochastic ML method, since the signal covariance matrix cannot be consistently estimated. However, the DML and SML estimates are found to be asymptotically equivalent thus implying asymptotic e ciency also for the SML method.
It is shown that the traditional beamforming method gives consistent estimates if steering vectors corresponding to di erent DOAs are asymptotically orthogonal independent of signal correlation. Since this technique coincides with the DML method for one signal, the beamforming estimates are asymptotically e cient if the CRB is asymptotically diagonal.
Interesting questions that deserve further study include a more precise classi cation of the set of array con gurations that satisfy Assumption A.1 and also those for which the matrices in (62) (appropriately normalized) are diagonal. A well-known case is the uniform linear array, see 5] Appendix G for details. It is also of interest to investigate to what extent the assumptions on the noise made herein (complex Gaussian distribution, temporal and spatial whiteness) can be relaxed.
