Cherno 's bound decreases fastest as a function of n.
B Connection with the ANOVA test for one controlled factor
We show that the coe cient that we introduce in section 3 to take into account writer diversity appears in the Analysis of Variance test (ANOVA) which is a standard statistic test of the equality of the expected values of m random variables. We consider one \controlled factor" (e.g. change in writer, change in recording conditions). From now on, we talk about writers, for simplicity. Therefore, we consider m writers, i = 1; :::; m. We assume that we have n i examples from writer i.
We call X ij the random variables the realizations of which are the indicators x ij (x ij = 0 or 1) of the errors made by a given recognizer on examples j obtained from writer i. We introduce further the notation X i : for the writer mean, a realization of which isp i and X:: for the global mean, a realization of which isp.
The hypothesis H 0 tested by the ANOVA test is the equality of the expected values p i of the error rates of a given recognizer on data from writers i, i = 1; :::n.
We call 2 t the total variance (the variance of X ij ), which is the expected value of: 1 P i (n i 
If all the writers have the same number of examples n i = n w , one has P i n i = mn w and therefore:^ 
A. 
in error rate is signi cant, the test set size must exceed n = 10p= p 2 i.i.d. examples. For a di erence p = 0:3%, approximately n = 10; 000 examples are needed if this rule is followed. If data or errors are not i.i.d., corrections can be performed with multiplicative coe cients taking into account correlations, as explained above.
These guidelines should provide some insight for benchmark organizers. Of course, this simpli ed framework might not be strictly applicable in all situations. For instance, the number of examples per writer might vary substantially from writer to writer in a given database. In such a case, a speci c data splitting algorithm must be derived, keeping in mind the general principle: (1) maximize data diversity in the test set, with respect to data source, shape categories and linguistic material; (2) in a writer/speaker independent task, forbid data from the same writer/speaker to be both in the training and test sets; (3) impose a minimum number of 100 writers/speakers; (4) reach the minimum number of examples prescribed. Finally, we should emphasize that nowhere did we make the hypothesis that our test set sizes were for writer/speaker independent tasks only. They apply as well to writer/speaker dependent tasks, in which data from the same writer is both in the training and the test set.
In this appendix, we summarize a number of bounds of interest that are used in the text.
We consider a random variable X distributed according to the Binomial law and takes value 1 with probability p and 0 with probability (1 ? p). We consider n trials.p is the frequency of success (X = 1) in these n trials. We call the standard deviation of X.
All bounds are valid with probability (1 ? 
Conclusion
The number of examples in a test set should be inversely proportional to the error rate of the best recognizer. For errors independently and identically distributed (i.i.d), a rule of thumb is to use n = 100=p, where n is the test set size and p is the error rate of the best recognizer, as estimated, for instance, by the human error rate. This ensures that with 95% con dence the probability of error is not worse than 1:25p. For instance, for p = 1% character error rate, n = 10; 000 characters are needed; for p = 3% word error rate, n = 3000 words are needed. In reality, errors are not i.i.d. because large chunks of data come from the same data collection device or from the same writer and because recognizers might make correlated errors, in particular if they use contextual information to perform recognition (e.g., language models). We examined particularly the case of correlations introduced by data coming from the same writer. If the between-writer variance is the same as the error rate p, using 100 writers ensures that with 95% con dence the true error rate is no more than 1:25p, wherê p is the empirical error rate, calculated on the test set. The number of examples per writer can be determined if the ratio w of the between-writer variance to the within-writer variance is known. The size of the test set is then given by n 0 = w n, where n is the test set size determined with the assumption that the errors are i.i.d. If N ' factors of correlations must be taken into account, the size of the test set increases to n 0 = max ' (1 + ln N ' )n examples. Typical values are 1 max ' 10 and 1 N ' 4. We examined the number of examples needed to be able to discriminate between two recognizers with very close error rates. To ensure that with 95% con dence a di erence p corresponding to the shape category and the l corresponding to linguistic constraints are both smaller than w . Therefore, the corrective coe cient is: w (1 + ln N ' ) = 4:5(1 + ln 3) ' 9. We predict that only n 0 = 90; 000 examples would be needed for this test. This is smaller than, but of the same order of magnitude as the NIST test set.
Hypothesis testing
In this section, we summarize a number of hypothesis tests described in the literature. These tests can be used, after the benchmark, to verify the statistical signi cance of the results.
Precision of the error rate
In this section we assume that errors are i. 
Generalization to multiple factors of correlation
Similarly as in section 3.3, one can generalize to the case of multiple factors or correlation. Let us call max ' = max ' ' and N ' the total number of factors of error correlation, one has: n 0 = max ' (1 + ln N ' )n : (72) 5 Summary and discussion
Test set size determination
In Table 6 we summarize the various steps of our method. In practice, it is relatively easy to obtain values for p, A , B , n ' , N ' and , but the values of ' might be hard to guess. We can consider our method as a bootstrap method: as more results of benchmarks are available, it becomes easier to obtain a reasonable estimates of ' and the calculation of the size of the test set for future benchmarks becomes more accurate.
If nothing is known about ' , one can assume ' ' p and use ' ' max(1; n ' p).
It is important to remember when designing a writer-independent test that if data from one writer is present in the test set, no data from that same writer should go into the training set. The same applies to other correlation factors ' when designing an '-independent test.
In our numerical examples, we found that, if errors are i.i.d., for an error rate of p = 0:01 (a typical character error rate), n = 10; 000 examples su ce, and for an error rate of p = 0:03 (a typical word error rate), n = 3; 000 examples su ce. At the 95% con dence level ( = 0:05), this corresponds to a relative di erence A = 0:2. The expected value of the error rate should not exceed 1=(1? A )p = 1:25p, wherep is the error rate on the test set. This also corresponds to a relative error B = 0:3. A di erence in error rate between two recognizers of p = 0:3p is statistically signi cant.
To account for correlations between errors, we estimated that w ('=writer) is of the order of 10. If we assume that max ' ' w and that N ' ' 4, then, the corrected number of examples needed is: n 0 = max ' (1 + ln N ' )n ' 10(1 + ln 4)10; 000 ' 200; 000.
Literature overview
We investigated in various papers and technical reports the test set sizes that are used by pattern recognition researchers and are believed to be reasonable:
In reference 5], the US National Institute of Standards and Technology (NIST) organized a benchmark for Optical Character Recognition (OCR) of isolated handwritten characters. Three test sets were used, each one having 500 writers. The \digit" test set (10 classes or shape categories) had a total of 60; 000 characters, the \uppercase letter" test set (26 classes) had 12; 000 characters and the \lowercase letter" test set (26 classes) had also 12; 000 characters. Therefore, the two letter test sets had approximately 1 letter/writer/class whereas the digit test set had 12 digits/writer/class. The authors mention that the rst 10; 000 digits were typical of the full digit test set, suggesting that this one was oversized. These gures are related to our predictions in the following way: which guarantees that, if the error rate of recognizer 2 is larger than the error rate of recognizer 1 by a certain margin, we can assert with a certain probability that recognizer 1 is better than recognizer 2. Our hypothesis H 0 that we wish to reject is again that p 1 = p 2 = p.
The derivation follows steps that are similar to those in Section 3. (67) we can reject H 0 and assert that recognizer 1 is better than recognizer 2.
Therefore, the number of segments that guarantees the statistical signi cance of p = p 2 ?p 1 with probability of being wrong, is:
Introducing the parameter = p=p, we have:
It is interesting to compare this formula with (36). 
Number of examples per segment
The total number of examples is then given by: n 0 = mn s = n (71) where n is given by equation (62) n ' 10; 000 characters (64) guarantees the statistical signi cance of a di erence of 0:3% character error ( p = 0:003), with 95% con dence ( = 0:05). This corresponds to a relative di erence = 0:3.
Correlated errors
When errors are correlated, it is possible to proceed like in section 3 and introduce factors. The corresponding hypothesis test is called a \matched-pair" test 9]. Matched-pair tests were derived for the particular case when the correlation factor is \linguistic material": the average di erence in error rates between the two recognizers are calculated on each \segment" individually, where a \segment" is typically a sentence. But the test can be generalized to other correlation factors, where a \segment" can represent all the data from one writer.
Number of \segments"
The test data is divided into m \segments" which are homogeneous with respect to a particular correlation factor (e.g. m writers or m sentences). We are seeking the minimum value of m 4.1 The case of i.i.d. errors
Using similar notation as in previous sections, we call X 1 and X 2 the random variables indicating failure or success of recognition for recognizer 1 or 2 on randomly drawn examples. We callp 1 andp 2 their empirical error rates calculated on a test set of size n, and p 1 and p 2 the expected values of the error rates. We assume that the number of errors of both recognizers are distributed according the the Binomial law, which we approximate by the Normal law.
The variances of X 1 and X 2 are var(X i ) = p i (1 ? p i )=n, i 2 f1; 2g.
Our goal is to nd the smallest number of test examples n needed to assert, with a certain con dence, that recognizer 1 is better than recognizer 2, for a given di erence in their error ratesp 2 ?p 1 > 0. This can be formalized as determining the smallest number of examples n such that, with risk of being wrong, we can reject the hypothesis H 0 that p 1 = p 2 for a given value ofp 2 ?p 1 > 0. The alternative hypothesis H 1 that p 2 > p 1 is then accepted, with risk of being wrong.
If the two random variable X 1 and X 2 are independent, var(X 2 ?X 1 ) = var(X 2 )+var(X 1 ). 
where z can be determined from tables of the Normal law (see Table 1 ). Thus, if p 2 ?p 1 z q 2p=n ; (60) we will reject H 0 , with risk of being wrong, and declare that recognizer 1 is signi cantly better than recognizer 2. Conversely, if we impose a given relative di erence:
where p = (p 1 + p 2 )=2, then to determine whether recognizer 1 is signi cantly better than recognizer 2, we need a minimum number of test examples of:
It is interesting to compare this formula to (24) for which is a bound on (p ?p)=p.
From the value of n given by (24) with z = p ? ln and noticing that, for small values of ( < 0:3), ? ln( =N ' ) ?(1 + ln N ' ) ln , we obtain that with risk of being wrong, n 0 = max ' (1 + ln N ' )n (55) training examples guarantee that the expected value of the error rate p is not worse than p=(1 ? ). Consequently, having multiple factors of error correlation increases the number of examples only with the logarithm of the number of factors, according to Equation (55). We do not have at this point experimental data that allows us to justify our simplifying assumptions and validate this formula. 4 Test set sizes which allow comparing the performance of two recognizers
In this section, we address the problem of determining which test set size ensures that a given di erence between the error rates of two recognizers is statistically signi cant. We rst revert to the assumption that errors are i.i.d. The method used is very simple. We do not need the sophistication of McNemar's test 9] nor that of the method proposed in 10]. These two methods require counting the number of common errors of the two recognizers which are not known prior to testing. We will, however, introduce these methods in section 6 to do a posteriori hypothesis testing.
We then address the problem of correlation between errors which is treated in a similar way as in the previous section. 100 50 20 10 5 2 1 n w 10,000 5,000 2,000 1,000 500 200 100 Table 4 : Number of examples per writer: It is assumed that the best recognizer will not have an average character error rate p lower than 1% and will have a \between-writer" standard deviation also around 1%. is the ratio between the \between-writer" variance and the \within-writer" variance.
Generalization to multiple factors of correlation between errors
Variations in writers is only one of many possible factors of error correlation. Other factors ' may include variations in recording conditions, variations in linguistic material, etc. (see Figure 5 ). Various coe cients ' may be calculated to take these various factors into account.
From (33) and (34) 
Let us call N ' the total number of factors. In principle, a problem of N ' factors of correlation between errors is a N ' dimensional problem. We rst assume that all the factors are independent. We further simplify the problem to N ' one-dimensional problems and require that the conditions (51) 
The number of examples per writer as a function of is given by:
From (36) and (45), the total number of examples given by n 0 = mn w is: n 0 = n (46) where n is the number of examples calculated for i.i.d. errors (Equation (24)). Notice that the case = 1 corresponds to having all writers identical. Testing whether is signi cantly di erent from 1 is the basis of the ANOVA test (see Appendix B).
Numerical application
In Table 4 we give the values of the number of examples per writer n when varies, for p = = 0:01. For = 1 we nd again the number of characters per writer which assumes all writers are identical (see section 3.2.2). For = 100, we get approximately the number of characters per writer which ensures that, with risk = 0:05, the error rate of each writer p i is no more than 1:25p i , which corresponds to = 0:2. (see section 3.2.1). Experts in character recognition suggest to take a number of characters per writer around: n w = 1; 000 characters=writer (47) which corresponds to = 10. For 100 writers, a test set size of n 0 = mn w = 100; 000 characters would be obtained. Note that, with such a value of and with risk = 0:05, the error rate p i of each writer individually has a larger error bar ( = 0:5). In practice, the number of examples per writer n w may be given. In this case, the number n of examples using the i.i.d. assumption is rst determined. From n w and estimates of p and , is calculated. The total number of examples is then calculated from equation (46). From the experimental data shown in Figure 4 , if is unknown, can be approximated by:
' n w p : (48) Since cannot be smaller than 1, by de nition, we will use: ' max(1; n w p) (49) 
Number of examples per writer
We examine now the problem of determining the number of examples per writer. In the numerical examples, we x the values of and to = 0:05 and = 0:2, the number of writers to m ' 100 and the error rate of the best recognizer to p = 0:01. In each subsection below, we make a di erent assumption and derive a di erent requirement.
Each writer error rate is statistically signi cant
The most stringent criterion is to ask for the error rate for each writer to be individually statistically signi cant. For instance, if we use = 0:05, = 0:2 and p = 0:01, we obtain from (27) a number of characters per writer of approximately: n w ' 10; 000 characters=writer (40) and the total number of characters comes to n 0 = mn w = 100 10; 000 = 1; 000; 000. With this calculation, n 0 n (41) where n is calculated according to (27), using i.i.d. hypotheses (n = 10,000). Note that, unless the goal is to estimate individual writer error rates accurately, n 0 is an overestimate of the number of characters needed.
All writers are identical
The other extreme is to ignore the correlations between examples of the same writer and make the assumption that all writers are identical. This means that the expected value of the error rate of a given recognizer has the same value p for all writers. Let us further assume that the test set is composed of identical size subsets of n w examples per writer. We callp i the empirical error rate of a given recognizer for writer i. The di erences betweenp 1 ;p 2 ; ::: are only due to the fact that they are estimated on a limited data set of size n. These di erences are re ected by the \within-writer" variance p(1 ? p)=n w . As explained in Appendix B, when all the writers are identical, the expected values of the \within-writer" variance and the \between-writer" variance are equal. By replacing 2 = p(1 ? p)=n w in (36), we obtain m = n=n w , where n is given by (24). Consequently, the total number of examples is the same as the one calculated for i.i.d. errors: n 0 = n (42) For = 0:05, = 0:2, and p = 0:01, the number of characters of 10; 000 obtained from (27) is the total size of the test set n 0 = n = mn w . The number of characters per writer is only n w = n=m = 10; 000 100: n w = 100 characters/writer (43) 3.2.3 Balance between \within-writer" and \between-writer" variance
We make now the more realistic assumption that the empirical writer error rates are random variables X i :, normally distributed with mean p and variance 2 . In our notation, p is the 
Numerical application
We remind the reader that is a function of the number of examples per writer n w . However, for large values of n w , it is largely independent of n w .
In Table 3 , we calculated estimates of the number of writers needed for various values of and and the ratio =p. In Figure 4 , we show a plot of^ versusp for data obtained from the NIST benchmark of OCR for isolated handwritten characters 5]. The \between-writer" standard deviation of those data^ lies roughly between 0:5p andp. In reference 8] the authors also report a \between-writer" standard deviation which is of the order of the mean. Therefore, we adopted the value: ' p (37) in our calculations.
We know that q p=n w is a lower bound of . Therefore, with the value ' p, our hypothesis that is largely independent of n w will be veri ed when n w 1=p. It is unclear whether the ratio =p is a ected by changes in the classes of interest (e.g., words instead of characters) and whether this result applies to speech as well. We hope that new benchmark results will allow us to re ne that value in the future.
Assuming ' p, we obtain the simpli ed formula:
With = p, for 68 writers, with 95% con dence ( = 0:05), the expected value of the error rate is not worse than 1:25 times the error rate of the best recognizer ( = 0:2). One needs to double the number of writers to get 99% con dence ( = 0:01) and to multiply it by 4 to decrease the margin of error to 0:1 ( = 0:1). In the following, we adopt: m ' 100 writers (39) We call 2 the variance of the X i :'s, also called the \between-writer" variance. It is the expected value of (X i : ? p) 2 over writers drawn according to their underlying distributions, for test sets of n w examples per writer, also drawn according to their underlying distribution. An estimate of this quantity is given by
It is important for the discussion that will follow to notice that is not the expected value of (p i ? p) 2 . When all writers are identical (p i p), this last quantity is null, whereas what we call the \between-writer" variance 2 tends to p(1?p)=n w (the variance of the mean error of a given writer, that we call \within-writer" variance).
Since X:: is the mean over m writers of X i :, its variance is 2 =m. Under the assumption that the writer error rates are Normally distributed, the random variable:
obeys the standardized Normal law (with mean 0 and variance 1).
With a risk of being wrong, we have:
wherep is a realization of X::, and z a threshold obtained from table of the Normal distribution (see Table 1 ). This provides us with a guaranteed estimator of the average error rate per writer:
with:
"(m; ) = z p m :
Assume that we want to x "(m; ) to a given fraction of p:
From (34) and (35), we can assert, with risk of being wrong, that a number of writers:
is su cient to guarantee that the expected value of the average error rate across writers is not worse thanp=(1 ? ), where p is the expected error rate, 2 is the \between-writer" variance and z can be taken from Table 1 for given risks of under-estimating m. As before, z can be conveniently approximated by z ' p ? ln .
to that problem when designing a test set is to vary as much as possible these parameters to re ect \all" the situations which could arise in the \real" world. In practice, we have little or no handle over most parameters. The solution which was adopted for the UNIPEN project 2] is to gather data collected by a large number of institutions and therefore obtain a variety of writers, conditions of data collection, and choices of test material. There is enough data that we can consider splitting it into several test sets and a training set. Our strategy is to use data from every institution to maximize the variety of conditions of data collection and choices of test material. The problem reduces to nding how many writers and how many examples per writer should go into each set, knowing that data are valuable for training and that we want to keep the test sets as small as possible.
In this section, we assume that the data are drawn from a double random process: rst a writer i is picked at random from an unknown probability distribution P(writer i ). Then, an example is drawn at random according to another unknown probability distribution P i (pattern). P i (error) = P(errorjwriter i ) is then fully determined from P i (pattern), P(classjpattern), and the recognizer (Figure 3) . The overall error distribution is given by P(error) = P i P(writer i )P i (error).
3
We will assume that P i (error) still follows a Bernoulli process, with probability p i that the recognizer makes an error and (1 ? p i ) that it recognizes correctly. We will assume that P(writer i ) providing the probability of error p i is distributed according to the Normal law of mean p and variance .
4
The direct solution to this problem would be to compute guaranteed estimators of the error rate for the distribution P(error) = P i P(writer i )P i (error). We simplify the problem by calculating rst the number of writers needed to guarantee a good estimate of the mean, neglecting the uncertainty on the writer means. We then estimate the minimum number of examples per writer needed. The considerations developed in this section have strong connections with the Analysis of Variance statistical test (ANOVA) which we develop in Appendix B.
Number of writers
We call X ij the random variables the realizations of which are the indicators x ij (x ij = 0 or 1) of the errors made by a given recognizer on examples j obtained from writers i.
We introduce further the notation X i : = P nw j=1 X ij for the writer mean over n w examples 
Numerical application
From equation (27), for small values of p, n is inversely proportional to p. Therefore, the choice of n (the number of test samples needed) is determined by the smallest error rate which is provided by the best recognizer.
A survey of the handwriting recognition literature and of the results of recent benchmarks 5, 6, 7] indicates that the best recognizers of isolated handwritten characters will probably not have a character error rate lower than 1% (p = 0:01).
For p = 0:01, we obtain:
n ' 10; 000 characters (28) Performance of word recognizers using lexicons vary a lot depending on the size of the lexicon. For a task of intermediate di culty, such as the recognition of handprinted characters with a 25; 000 word vocabulary, the best recognizers will probably not have a word error rate lower than 3% (p = 0:03).
For p = 0:03, we obtain: n ' 3; 000 words (29) It is important to note that the above derivation and results do not depend on the number of classes being recognized. In fact, to get statistically meaningful results, it may not even be necessary to have samples of all the classes in the test. For example, in the word recognition example given above, the number of test words that is recommended is only 3000 words, even if the vocabulary is 25; 000 words. However, the 3000 words must be obtained randomly from a variety of writers.
The suggested test sizes given above assume that the data/errors are i.i.d., which they are not in practice. In a realistic test, where the data/errors are correlated, the required number of test examples increases somewhat, as we will see in the next section.
3 Test set size needed when the writer diversity is limited 
where z is a threshold under which we nd all realizations of Z, with probability (1 ? ). Therefore, from (19) we can assert with probability (1 ? ) that: p ?p < "(n; );
with "(n; ) = z s p(1 ? p) n :
Assume that we want to x "(n; ) to a given fraction of p: "(n; ) = p : (22) From (20), (21) and (22), we can assert, with risk of being wrong that a number of examples: n = z
is su cient to guarantee that the expected value of the error rate p is not worse thanp=(1? ).
To use this formula, p needs to be estimated from the results of previous benchmarks and z can be taken from Table 1 or conveniently approximated by z ' p ? ln .
For small values of p, we will use the simpli ed formula:
The validity of the approximation of the Binomial law by the Normal law in the tail of the distribution is questionable, even for large values of the product np. However, a bound due to Cherno (see Appendix A) asserts that with probability (1 ? ):
Following a similar derivation as above, the number of examples needed to satisfy this more pessimistic bound is:
By comparing (24) and (26), we see that, at worst, the approximation of the Binomial law by the Normal law suggests the use of a test set which is 2 times too small. For practical purposes, we will use a simpli ed formula, which lies between the Normal law and the pessimistic bound, obtained for typical values of and ( = 0:05 and = 0:2): n ' 100 p (27) of mean np and variance np(1 ? p). source, recognizerg is a random binary source which produces 1 with probability p and 0 with probability (1 ? p), where p is the expected value of the error rate of the recognizer.
For a test set size of n examples, the following is an estimate of p:
where k is the number of errors. The expected value of the error rate is p andp is the empirical value of the error rate estimated on the test set. We are seeking a guaranteed estimator which provides the guarantee that, with probability
(1 ? ), p is not larger thanp plus a certain error "(n; ):
Prob (p p + "(n; )) = X np?k "n n;p (k) ;
If we express "(n; ) as a small fraction of p, then, (16) becomes: X
We are interested in solving this equation for n but, unfortunately, there is no analytical solution. Furthermore, a numerical solution is tedious. To simplify matters, we approximate the Binomial law by the Normal law (probability function (9) 
Number of test examples needed
Before the benchmark, guaranteed estimators (inequality (4)) are used to determine the number of test examples needed to guarantee a certain margin of error "(n; ) (e.g. "(n; ) = z = p n for the Normal law).
In this paper, we x "(n; ) to be a given fraction of p: "(n; ) = p (13) and we solve equation (13) for n to obtain the desired number of test examples.
The values of p and which are necessary to determine n are generally unknown. Thus our estimate of n will depend on the hypotheses we make for p and . These hypotheses are based on the results of other similar benchmarks and/or on human performance. After the benchmark, actual values ofp and^ are computed and guaranteed estimators can be used again to verify the statistical signi cance of the results (Hypothesis testing, see Section 6).
2 Test set size needed for i.i.d. errors
Recognition errors as Bernoulli trials
In many benchmarks, the errors on the test examples are not independently and identically distributed (i.i.d). In particular, for speech and handwriting recognition, speaker/writerindependent tasks are usually tested with data containing long sequences of examples from each of a number of speakers/writers (see Section 3). There may be also error correlations introduced by the recognizer itself if, for instance, use is made of a language model. In the present section, we consider the simple case of i.i.d. errors, an illustration of which could be a speaker/writer-dependent isolated word recognition task, using a speci c vocabulary distribution and speci c recording conditions. Consider a source of i.i.d. data which are drawn according to a certain probability distribution P(pattern; class) = P(pattern)P(classjpattern) and a recognizer which recognizes those data independently of each other with a probability of error p. The ensemble fdata source, recognizerg is a source of binary events: 1 for error and 0 for no error, with probability p of drawing a 1 and (1 ? p) of drawing a 0 (Figure 2) . Such a random process is known under various names, including \random walk" and \Bernoulli trials". The random variable K counting the number of errors in n trials is distributed according to the Binomial distribution:
Better bounds are obtained if more is known about the probability distribution. In particular, assume that X i is distributed according to the Normal law (Gaussian distribution) of mean = p and variance 2 , and with probability function:
; (x) = 1 p 2 e ? 1 2 (
) 2 :
The random variable X = P n i=1 X i is distributed according to the Normal law of mean np and of variance the sum of the variances: n 2 (assuming the X i are independent). Thus the random variable X = (1=n) P n i=1 X i is distributed according to the Normal law of mean p and of variance The distribution of this law is tabulated, which allows us to determine the threshold z under which we nd all realizations of Z with probability (1 ? ) ( gure 1). The bound of interest, then, is:
Prob p ?p z p n ! ;
wherep is a realization of X. (12) where ln is the Neperian logarithm. This approximation is convenient since it provides us with a functional relation between and z which will prove to be useful in our calculations.
is a punctual estimator of the mean, the expected value of which is p. The average error ratêdo not test the statistical signi cance of the result of an actual experiment. Rather, we seek bounds on the minimum number of test examples that guarantee our future benchmark to provide: 1) a good estimate of the state-of-the-art error rate on the target task, and 2) good con dence that one system is better than another, for a relatively small di erence in their error rates.
The outline of the paper is as follows: 1. We introduce the principle of our method and the notion of guaranteed estimators. 2. We estimate test set sizes, assuming that the errors are independently and identically distributed. 3. We introduce the problem of \correlations" between errors due, for instance, to having many consecutive examples provided by the same writer. We generalize the results to the case of multiple factors of correlation, including: recording conditions and linguistic material. 4. We treat the problem of the statistical signi cance of the di erence in performance of two recognizers. 5. We summarize the practical aspects for determining the number of examples necessary to obtain statistical signi cance and analyze examples. 6. We suggest some statistical tests to be performed after the benchmark to verify the quality of the results. The reader only interested in practical aspects of the results can go directly to Section 5.
1 Principle of the method: Guaranteed estimators
Punctual estimators and guaranteed estimators
The problem addressed in a pattern recognition benchmark is to calculate and compare error rates of various recognizers. The error rate p of a given recognizer is estimated by computing the average errorp over a nite number n of test examples or patterns. Let x i , i = 1; :::; n, represent the recognition results for the test patterns, i.e., x i = 1 if there is a recognition error for pattern i, and x i = 0 otherwise. The average error rate, then, is computed aŝ p = 1 n n X i x i :
Patterns are assumed to be drawn randomly and independently from a source of patterns. For a particular recognizer, the failure or success of recognition of the i th pattern is the realization x i of a random variable X i . The random variable
Introduction
The problem often arises when organizing benchmarks in pattern recognition to determine what size test set will give statistically signi cant results. This is a chicken and egg problem since before getting the recognizer performance, it is not possible to determine the statistical signi cance. Nevertheless, since approximate values of the error rates of particular recognizers on similar tasks are known, it is possible to estimate what reasonable size a test set should have. In this paper, we use fairly straightforward statistical arguments 1] to address that problem. The method has been designed to help in preparing the data for the rst UNIPEN benchmark 2], but the results are fairly general and a broader applicability is expected. We tackle the problem from the point of view of the benchmark organizer. Thus, our approach di ers from the classical \hypothesis testing" framework (see e.g. 1]) in that we
