I.. INTRODUCTION {#s1}
================

Ultrafast structural dynamics is a new and rapidly growing research field, driven by both the desire to witness atomic motions in real-time and the emergence of technology with this capability. One of the most promising of such technologies is ultrafast electron diffraction (UED), a table-top pump-probe technique that exploits the sub-angstrom wavelength of accelerated electron pulses to obtain the temporal and spatial resolution required to measure transient structural dynamics.[@c1] Since the seminal work of Siwick *et al*. in 2003 (Ref. [@c4]), performed using 30 keV electron bunches produced in a "compact" electron gun assembly, instrumental development has primarily been focused on the fabrication of UED setups with higher acceleration voltages. Most modern machines fall into two categories, either being table-top setups with energies in the 30--200 keV range,[@c4] or 5--7 MeV radio-frequency driven linear accelerator sources.[@c12]

The reason for the push into the high-energy regime is that the energy of the probe electrons ultimately determines what thickness of material the setup will be capable of studying. In general, higher energy gives UED access to thicker samples, since the mean free path of electrons increases significantly with energy.[@c19] In fact, this has been the guiding principle behind the recent development of high-energy UED sources: toward the ultimate goal of studying dynamics in relatively thick (100 nm--1 *μ*m) protein crystals.[@c20]

At the other extreme, low-energy electrons scatter more efficiently from thinner samples,[@c21] a fact which is of particular interest to the materials science community. The rise of two-dimensional materials, such as graphene[@c22] and the plethora of others,[@c23] has revived interest in the study of monolayers and thin films. In fact, such materials are touted as having the potential to revolutionize the future of many applied fields, such as electronics, energy storage, and optics. Although the number of known materials possessing interesting natural or synthetic low-dimensionality properties is perpetually growing,[@c23] the development of techniques used to investigate the structure of these materials is fairly stagnant; in fact, the standard techniques have hardly changed in the last couple of decades, with the latest advancement being the development of scanning probe microscopies such as scanning tunneling microscopy (STM)[@c28] and atomic force microscopy (AFM)[@c29] in the 1980s.

With this in mind, we advocate that the field of thin films would certainly be enriched by the availability of an ultrafast structural probe. It is to this end that we designed and built an ultrafast electron diffractometer, which is specifically optimized for studying free-standing thin films and monolayers. As will be discussed below, this optimization comes from choosing to work in the "medium" energy range of 1--10 kV. Such acceleration energies have been used in previous UED machines,[@c30] although exclusively in reflection mode. While this provides sensitivity to the surfaces of bulk samples, it is not practical to study free-standing thin films. Several setups have pushed into the true low-energy regime (\<500 eV) and have had success using tip-based sources to measure static[@c32] and time-resolved diffraction[@c33] from free-standing thin films. While this is a similar approach to what we present here, our work distinguishes itself by the simplicity of the instrumental design, which is achieved by employing a planar photocathode and a lensless system.

II.. DESIGN PRINCIPLES {#s2}
======================

There is a well-known[@c34] and inherent challenge to working with short electron pulses: because electrons are negatively charged, dense bunches of them tend to expand due to space-charge effects. This significantly degrades the temporal resolution of the experiment. This effect is particularly pronounced when working in the low/medium energy regime, because both longitudinal and transverse beam growth due to space-charge effects scales as ${(1 - \beta)}^{- 3/2}$ (Ref. [@c36]), where *β* is the ratio of the electrons\' speed to the speed of light. Since *β* is proportional to the square root of the acceleration voltage, lower energy electrons suffer significantly from unwanted space-charge effects. Because of this, adapting the UED technique for low/medium energy electrons to study thin films requires some particular design considerations that are absent in current state-of-the-art setups.

While space-charge effects are typically managed by scaling-up the compact electron gun design concept and including electron optics to compress the pulses,[@c37] this paper takes the exact opposite approach: by scaling-down the electron gun and removing all electron optics. The remainder of the article will demonstrate a compact, lensless, medium-energy setup with sub-picosecond temporal resolution and sensitivity to films with thicknesses \<10 nm.

The first choice when designing a UED setup is the acceleration voltage of the electron gun, as this will dictate all subsequent design choices. As stated in the introduction, in order to be sensitive to thin films and monolayers the machine presented here must use electrons with energy at the lower end of the spectrum. This is also the motivation behind the surface sensitive technique low-energy electron diffraction (LEED). However, the low energies used in LEED (\<500 eV) are not optimum for performing transmission UED experiments on samples other than single monolayers. To see this, consider the following: in general, the electron energy should be chosen such that the mean free path $\Lambda(E)$ satisfies $\Lambda(E) \geq d$, where *d* is the sample thickness. This ensures that each electron undergoes at most one elastic scattering event as it traverses the sample (on average). However, if the energy is too large, most electrons do not scatter at all, which dramatically reduces the efficiency of the experiment. As such, it is preferable to choose the energy such that $\Lambda(E) \approx d$ so that most electrons scatter elastically once. To quantify the acceptable energy range, Fig. [1](#f1){ref-type="fig"} plots the elastic and inelastic mean free paths for several common materials. In reference to these data, to study films of 1--10 nm in transmission mode, this reasoning implies that the preferable energy should be in the range of 1--10 kV.

Having decided on the energy range which is most appropriate for studying thin films and monolayers, we can proceed with the presentation of the design of the UED setup, which is illustrated in Fig. [2](#f2){ref-type="fig"}: the photocathode was chosen to be a planar metallic film illuminated from the back by ultraviolet light. While this is known to produce slightly inferior beam properties compared to front-illuminated photocathodes[@c42] or tip-emitters,[@c43] the small cathode-anode spacing of the electron gun design (presented in the following paragraphs) inhibits front- or side-illumination. The photocathode consisted of a 20 nm thick gold film, which had been thermally evaporated on a quartz plate coated with a 3 nm thick chromium layer.

The photocathode assembly was mounted on a movable pedestal to allow for a variable cathode-anode distance. This unique feature was used during the conditioning of the gun to maximize the accelerating electric field while avoiding arcing. To minimize temporal broadening of the electron pulses, all dimensions were kept at the smallest mechanically feasible values. In a typical measurement, the cathode-anode separation distance was 1 mm, and the sample and anode plate were brought into direct contact. The sample-to-anode distance was therefore only limited by the anode thickness (≈0.5 mm).

Significant distortions in the electron beam shape were observed when using a traditional anode, which is simply a flat metallic plate with a small aperture in it. The inhomogeneous penetration of the accelerating electric field into the aperture is known to cause a defocusing effect,[@c48] which accounts for the observed distortions. To mitigate this, the densest available mesh (2000 lines/in., Ted Pella) was mounted over a 40 *μ*m diameter aperture, resulting in the effective removal of the observed distortions. This results from the fact that the defocusing effect of each hole in the mesh is significantly less than that of a larger aperture due to the reduction in the penetration of the electric field. This observation can be quantified by appealing to an analogy with geometric optics: for a negative lens with a focal length of *f*, the induced divergence is $\theta = y/\left| f \right|$, where *y* is the aperture of the lens. From this equation, we see that from going from an aperture anode to a mesh anode the beam divergence reduces by a factor of $$\frac{\theta_{\text{aperture}}}{\theta_{\text{mesh}}} = \frac{y_{\text{aperture}}}{\left| f_{\text{aperture}} \right|} \times \frac{\left| f_{\text{mesh}} \right|}{y_{\text{mesh}}}.$$Here, we note that, even though the mesh has many holes, $\theta_{\text{mesh}}$ represents the angle of the maximally divergent ray. The focal length of the weak negative lens formed by the penetration of the accelerating electric field is approximately independent of the aperture size,[@c49] and so this expression simplifies to $\theta_{\text{aperture}}/\theta_{\text{mesh}} = y_{\text{aperture}}/y_{\text{mesh}}$. Using the experimental parameters for our experimental setup, this reveals that the divergence is reduced by a factor of 5 when going from an aperture to a mesh anode. The induced divergence of ≈0.05° due to the mesh anode is negligible relative to the broadening due to space-change effects. It is worth noting that our setup\'s ability to optimize the cathode-anode separation distance for any given electron energy reduces the defocusing effect for the energy-scale considered here relative to high-energy electrons.

A distinguishing feature of the instrument described here is the absence of active collimating and focusing elements such as electrostatic or electromagnetic lenses (either before and or after sample). These are components that are staples in traditional UED setups. The lensless construction is a consequence of many design choices: since the planar gold cathode emits electrons with minimal divergence and using a mesh anode further minimizes defocusing, the electron beam reaches the sample with nearly parallel momentum. The omission of all lenses dramatically reduces the electron gun-to-sample electron flight path and therefore significantly combats the degradation of the temporal resolution of the experiment due to longitudinal space-charge broadening. It is worth noting that omitting a lens between the cathode and the sample to reduce space-charge is not novel (see, for example, Refs. [@c9]). However, most UED machines compensate for this by using a lens after the sample to focus the electrons onto the detector. The UED setup presented here is unique in its completely lensless design.

III.. SIMULATED AND EXPERIMENTAL PERFORMANCE {#s3}
============================================

Using graphene as a prototypical thin film, Fig. [3](#f3){ref-type="fig"} demonstrates the capabilities of the UED setup for measuring structural dynamics in thin films and monolayers. Fig. [3(b)](#f3){ref-type="fig"} shows a typical diffraction pattern from graphene mounted on a copper mesh coated with lacey carbon (Ted Pella) measured with the UED setup with an acceleration voltage of 6 kV with the experimental parameters listed in Table [I](#t1){ref-type="table"}. To provide a point of reference on the quality of the diffraction, Fig. [3(a)](#f3){ref-type="fig"} shows a diffraction pattern from the same sample measured with a Philips CM12 transmission electron microscope (TEM) operating at 80 kV and illuminating an area of a few hundred nanometers. From visual inspection, it is evident that there is a qualitative agreement in the quality of the diffraction pattern taken with the UED setup and the TEM. To quantify this, Fig. [3(c)](#f3){ref-type="fig"} shows the line profiles taken from the indicated regions in the diffraction images. These data have been normalized to the intensity of the first order peak. It is clear that the TEM has superior signal-to-background. Additionally, the TEM exhibits significantly more narrow peaks, which is indicative of a higher degree of coherence (see the discussion on coherence below). However, the quality of the UED diffraction is ample for the intended experiments. For graphene, diffraction past the fourth order was observed.

It should be noted that, with a thickness of \<1 nm, graphene is thinner than the ideal sample for the UED setup presented here. Although it would be more optimally studied at lower energies for higher diffraction efficiency, graphene serves to demonstrate the capabilities of the UED setup to measure adequate signals from true monolayers.

We proceeded by performing several measurements to quantify the quality of the UED setup. First, the width of the electron pulses at the sample was measured using a knife-edge technique to be ≈70 *μ*m full-width at half-maximum (FWHM). It is important to note that this is somewhat smaller than what is typical for UED experiments;[@c1] however, since thin films and monolayers are more susceptible to surface roughness and rippling than their bulk counterparts,[@c53] such a narrow beam is required for acceptable quality diffraction.

Although there are many characteristics that are imperative for a successful UED experiment, one of the most prominent is the transverse coherence length of the electron pulses. This parameter can be estimated from the diffraction pattern of a sample with a known structure.[@c56] This analysis was performed on a typical diffraction pattern from graphene using the two peaks shown in the highlighted rectangle in Fig. [3(b)](#f3){ref-type="fig"}. Calculating the widths of the peaks in the line profile (Fig. [3(c)](#f3){ref-type="fig"}) results in a coherence length of ≈2.9 nm. This value is comparable to state-of-the-art UED machines,[@c1] and, since it spans several unit cells for most inorganic solids, is sufficient for UED experiments. It should be emphasized that this estimate is a lower limit of the transverse coherence length.

The other important parameter in a UED experiment is the temporal resolution of the system, which is typically limited by the pulse duration of the electron bunches. While several experimental techniques have demonstrated the ability to measure the pulse duration,[@c57] unfortunately the extremely compact design of the medium-energy electron gun presented here precludes such measurements. Therefore, we turned to detailed particle tracing simulations using ASTRA.[@c64] ASTRA is a sophisticated software suite that performs fully relativistic to non-relativistic, non-quantum simulations of particle propagation through external fields, while accounting for space-charge effects and other complex phenomena such as secondary electron emission and mirror charges at the cathode.[@c64] While such simulation tools are limited in the physical effects that they model, they have become an established tool in the UED community for estimating transient electron pulse characteristics. That being said, it is important to keep in mind that the simulated results are the best estimations under the confines of ASTRA.

The input to the ASTRA simulation was the initial distribution of the electron bunch at the cathode, which was estimated from the measured properties of the probe laser beam. Spatially, the initial electron bunch was taken to be an uncorrelated, two-dimensional normal distribution with a FWHM of 27 *μ*m, identically matching the measured spatial profile of the probe laser. The initial momentum distribution was characterized by the three-step model for photoemission,[@c65] which accounts for the Fermi-Dirac distribution of states in the cathode. The inputs to this calculation were the probe photon energy and the effective work function of the cathode (accounting for any lowering due to the Schottky effect). This results in a calculated initial energy spread of roughly 90 meV. Temporally, the emission of the electrons from the cathode was taken to match the pulse profile of the probe laser, and so was taken to be Gaussian with a 165 fs FWHM. This value accounts for pulse broadening in the third-harmonic generation crystals and was determined through simulations using the SNLO software.[@c66] Simulations were performed for various numbers of electrons in the bunch, ranging from 10^3^ to 10^5^, and also with acceleration voltages in the range of 1--10 kV. A summary of the parameters used in the simulations can be found in Table [I](#t1){ref-type="table"}. These parameters were chosen to match the corresponding experimental values.

The simulated FWHM pulse duration at the sample is shown in Fig. [4](#f4){ref-type="fig"}. It should be noted that these calculations are for a fixed acceleration gap between the cathode and the anode, with the highest realistic extraction field of 10^5 ^V/cm corresponding to the 10 kV electron curve. In our design, it is possible to adjust the gap to keep the field constant in which case the expected pulse duration is in the 300--400 fs regime at the maximum extraction field for all electron energies for electron bunches up to 10^4^ electrons. In this energy range, the quantum efficiency of conventional, low cost, microchannel plates (MCPs) is close to unity such that 10^4^ electrons is sufficient for single shot structure determination. This source brightness is essential to get reasonable signal-to-noise ratios (SNR) at the low repetition rates needed to avoid thermal artifacts. This concept is in contrast with proposals to use single electrons to avoid space-charge effects[@c68] for which these extremely low brightness sources require more than ×10^5^ longer acquisition times (taking only into account the statistics for ensuring operation in the single electron limit) to achieve the same SNR. These simulations show that you do not need to go to the single electron limit to avoid space charge broadening and still retain sufficient spatial/temporal resolution to observe atomic motions on the primary time scales of structural transitions. These results reveal that it is possible to obtain sub-picosecond durations for low acceleration voltages for reasonably high electron bunch density. This is a promising result and suggests the UED setup introduced here can achieve femtosecond temporal resolution with acceleration voltages of a few kilovolts (\>1 kV) in the single shot limit for small (a few nanometers) unit cell systems.

To demonstrate the ability of the medium-energy UED system to measure temporal dynamics, we measured the deflection of the electron pulses after passing through the transient electric fields produced by the plasma emitted from a laser-irradiated metal surface. This is a well-studied phenomenon[@c69] and has become popular in the UED community for identifying the temporal overlap of the pump and probe.[@c76] The results of these experiments are presented in Fig. [5](#f5){ref-type="fig"}, which shows the deflection angle of a 6 kV electron beam passing through a 300 lines/in. copper mesh irradiated by an 800 nm pump at a fluence of 4 mJ/cm^2^. The geometry of the experiment was the same as listed in Table [I](#t1){ref-type="table"}, resulting in an extraction field of 6 × 10^4 ^V/cm. The measured time-scale, on the order of tens of picoseconds, is in agreement with similar measurements of transient deflection due to plasma formation.[@c69]

The temporal overlap was determined by finding the intersection of two linear fits to the transient data: one before laser excitation (i.e., that background, representing zero deflection) and one for the rising edge of the electron beam deflection (see Fig. [5](#f5){ref-type="fig"}). Using this approach, we were able to determine the temporal overlap with approximately 1 ps accuracy, which is calculated by the propagation of the uncertainty in the linear fits.[@c77]

This measurement serves to both identify the temporal overlap between the pump and the probe and demonstrate the UED setup\'s potential for measuring transient dynamics in thin films.

IV.. CONCLUSIONS AND OUTLOOK {#s4}
============================

The experimental system presented here extends the technique of ultrafast electron diffraction to the medium-energy regime and introduces several design principles to optimize the sensitivity to free-standing thin films and monolayers. The measured and simulated characteristics of the experimental system presented here suggest it possesses sub-picosecond resolution, while demonstrating the ability to produce adequate quality diffraction patterns from atomically thin samples. These are the ingredients required to perform ultrafast electron diffraction of thin films and monolayers.

The challenge now is to develop samples that exhibit various aspects of surface reaction dynamics, catalysis, and novel two-dimensional confined structural dynamics. This class of samples will be particularly prone to thermal effects and will require relatively low repetition rates or large surface areas to enable equilibration between laser excitation events. This electron source concept will provide the needed space-time resolution and brightness for the two-dimensional exploration of structural dynamics.
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![Comparison of the energy dependence of the elastic (solid lines) and inelastic (dashed lines) mean free path of several materials. The shaded area indicates the operating region for ultrafast electron diffraction of free-standing thin films and monolayers. The mean free paths were calculated using elastic scattering cross sections from Ref. [@c79], inelastic scattering cross sections from Ref. [@c80], and number densities from Ref. [@c81].](SDTYAE-000003-034302_1-g001){#f1}

![Simplified exploded drawing of the ultrafast electron gun.](SDTYAE-000003-034302_1-g002){#f2}

![Comparison of the diffraction pattern of graphene on a copper mesh coated with a lacey carbon film measured with (a) a transmission electron microscope (TEM) at 80 kV and (b) the ultrafast electron diffraction (UED) setup at 6 kV. The line profiles in (c) correspond to the highlighted regions in the diffraction patterns in (a) and (b). These data have been normalized to the intensity of the first order peak. The widths and locations of neighbouring Bragg peaks were used to estimate the transverse coherence length of the UED setup.](SDTYAE-000003-034302_1-g003){#f3}

![Full-width at half-maximum pulse duration of electron bunches at the sample location simulated with ASTRA. The input parameters to the simulation are listed in Table [I](#t1){ref-type="table"}.](SDTYAE-000003-034302_1-g004){#f4}

![Method for finding the temporal overlap in an ultrafast electron diffraction experiment: observation of the transient deflection of the direct electron beam as a result of ultrafast plasma formation generated by irradiating a copper mesh with an intense 800 nm femtosecond laser at 4 mJ/cm^2^. The temporal overlap was identified as the crossing of two linear fits, one before laser excitation and the other for the rising edge of the plasma formation. The inset images show the electron beam before and after the arrival of the excitation laser. The centroid of each spot has been identified to highlight the deflection of the beam.](SDTYAE-000003-034302_1-g005){#f5}

###### 

Parameters for the simulation of the ultrafast electron diffractometer using ASTRA. These values correspond to typical operating conditions for ultrafast electron diffraction experiments.

  Parameter                                   Value
  --------------------------------------- --------------
  Laser pulse duration (FWHM)                 165 fs
  Laser spot size on the cathode (FWHM)      27 *μ*m
  Photon energy                              4.65 eV
  Cathode effective work function[@c67]      4.26 eV
  Initial energy spread                      ≈90 meV
  Cathode-anode distance                       1 mm
  Anode thickness                            0.25 mm
  Anode-sample distance                       0.5 mm
  Anode aperture radius                      20 *μ*m
  Electrons per pulse                      10^3^--10^5^
  Charge per pulse                          0.1--10 fC
  Acceleration voltage                       1--10 kV
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