Abstract
Introduction
Visual tracking has been widely applied in real-world application such as automatic surveillance, human computer interaction, intelligent transportation etc. Although many tracking algorithms have been proposed and tested over the past few decades, many challenges still remain. Occlusion, illumination variation, poses change, background clutter are the main challenges for visual tracking.
Current tracking algorithms can be categorized into methods based on filters [1] , classifiers [2] , statistics features [3] , sparse representation [4] [5] [6] [7] [8] and so on. Ever since the first time sparse representation was introduced into visual tracking by Mei [8] , various efficient and effective trackers have been proposed. The main ideas of these trackers are similar which use a series of object and trivial templates to represent the tracked objects. The object templates are used to describe the valid part of the object and trivial templates are adopted to handle with outliers (e.g., occlusion). In [4] , Xiao et al. proposed a robust and fast tracking algorithm, in which object tracking is performed by solving L2-regularized least square problems in a Bayesian inference framework. Besides, the appearance of the tracked target is modeled with several PCA (Principal Components Analysis) basis vectors and square templates. The tracker not only utilizes the strength of subspace representation but also take partial occlusion into consideration. Exploiting multiple views of various types of image features can significantly improve tracking performance because of their complementary characteristics. To this end, Hong et al. [5] proposed to use four types of complementary features, i.e. intensity, color histogram, HOG (Histogram of Oriented Gradient) and LBP (Local Binary Patterns) in the appearance representation, and then cast tracking as a multi-task multi-view sparse learning problem.
In this paper, we propose a robust and fast tracking method based on joint collaborative representation which works well in handling high computational complexity, partial
Motivation of This Work

Sparse Representation or Collaborative Representation
Over the past few decades, the sparse representation methods have been widely applied in pattern recognition and computer vision. In [9] , Wright et al. used sparse representation for robust face recognition for the first time. According to it, Mei and Ling [8] presented a L1-tracker which aims at determining the most likely patch with a sparse coding of object templates and modeling partial occlusion by trivial templates.
For a set of M training templates
where d is the dimension of the training templates. A candidate in the current frame (2) where  is the regularization parameter to balance the relationship between the reconstruction term and the L1-norm constraint.
In [7] and [11] , the working mechanism of sparse representation was challenged and a very simple and effective FR scheme, namely collaborative representation, that is L2-regularized least square method. There is as a projection matrix. Once a query sample y comes, we can simply project y onto P . Experiments on face recognition and visual tracking showed that methods based on collaborative representation have very competitive recognition or tracking accuracy but with significantly lower complexity.
Object Templates or PCA Basis Vectors
Templates in Eq. (2) and (3) collected by random sampling are highly correlated, so they are not enough to represent appearance variations of the tracked target. Several tracking methods in [10, 11] have demonstrated that PCA subspace representation with online update is effective in dealing with appearance variations such as rotation, scale, illumination variation and pose change. So we have:
y Ua e  (6) where y indicates the observation vector, a denotes the corresponding coefficient,
is a matrix of PCA basis vectors ( k is the number of PCA basis), e is the error term.
However, it has also been shown that the PCA subspace representation based methods are sensitive to occlusion. To exploit the strength of both PCA basis vectors and trivial templates, we construct the representation model by 
Compare with Eq. (6), e is the error term that contains partial occlusion. Compare with Eq.
(1), a needn't to be sparse. So, we present the objective function by combining sparse representation and PCA subspace learning. 
The computational complexity of which is (dk dn)
( n is the number of trivial templates) [7] while the computational complexity of L1 tracker is (m(dk d ))
O 
( m is the number of iterations to achieve convergence which ranges from dozens to hundreds). Consequently, this improved method is much quicker than L1 tracker.
Joint Collaborative Representation Model
In [12] , Wang et al. proposed that the tracked object can be sparsely represented by both the object templates and candidate samples in the current frame.
In practice, we randomly sample particles from a diagonalized Gaussian distribution indicates the objects state in the t-th frame, and build a candidate dictionary
To construct a robust tracker, we present a novel objective function to improve our method.
(y , , ) ( y ) ( y ) 
Eq. (11) can be obtained by solving the extremum problems. The optimization can be solved efficiently by repeating step a and b until the difference of objective function (i.e., Figure 1 shows the basic idea of our tracking algorithm. We now provide the algorithm for optimizing the joint collaborative representation below: 
Update Framework
To handle appearance change of a target object for visual tracking, we proposed a novel update mechanism. As we know, t a represents the importance of different PCA basis vectors, error term t e reflects the possibility of partial occlusion or misalignment. When a new optimal candidate is obtained, we can obtain the occlusion ratio t  (
, it means that this sample is reasonable and we directly update the model with this sample; If t   , it means that a significant part of the target object is occluded and we discard it. Then we update the observation model by recalculate the PCA basis vectors.
Experiments
In this section, we present extensive experimental results to validate the effectiveness and efficiency of our proposed tracker. We evaluate our proposed method on six sequences. In this paper, each tracked object patch is resized to 32×32 pixels. The number of PCA basis vectors is 10. Square templates are used as trivial templates [4] . In each frame, the number of particles is 300 and the radium is 4. We set = = .
12 0 001

, =1  , and compare the proposed algorithms with four state-of-the-art trackers: Visual Tracking Decomposition (VTD) tracker [13] , incremental visual tracking (IVT) [14] , L1 tracker [8] , Multiple Instance Learning (MIL) [15] .
To evaluate the aforementioned trackers, we use their average center errors as the criterion for accuracy measure in this paper. Fig. 2 presents the tracking results on different video sequences with illumination variation, pose change and background clutter. These improvements benefit from the application of trivial templates and update framework in our tracking method.
Illumination variation: Figure 2 (b) shows tracking results from different video sequences to evaluate whether our tracker is able to tackle drastic illumination variation. The IVT tracking method and the proposed tracker perform well because the PCA subspace is robust to illumination change. The MIL tracker gets lost in tracking process in this case whereas VTD and L1 algorithms perform slightly better.
Rotation and pose variation: Figure 2 (c) presents the tracking results where the objects suffer rotation and pose variation. The VTD tracking method gets lost when the tracked target rotates, while our tracker performs well throughout this sequence.
The average center location errors are shown in Table 1 , which demonstrates that our tracker achieves better performance than other state-of-the-art trackers. This improvement attributes to the complementary of PCA subspace representation model and candidate representation model. In addition, the update scheme in our tracking method uses the latest tracking result to update the PCA basis vectors, which improve the robustness to appearance variation. Our tracker is slower than the IVT and MIL trackers and generally more stable and accurate. Besides, our tracker is more effective and much faster than the L1 tracker.
Conclusions
In this paper, we proposed a novel robust and fast tracking method based on joint collaborative representation. The tracked object can not only be collaboratively represented by a series of PCA basis vectors, but also can be collaboratively represented
