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Role of enviromental dynamic polarizability in static excited state properties of
embedded molecular systems: Application to disordered fluorographene systems
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Ke Karlovu 5, 121 16 Prague 2, Czech Republic,
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We present an extension of the standard polarizable quantum mechanic/molecular mechanics
(QM/MM) approach for treating environmental effects on excited state properties of embedded
systems. A quantum polarizable atom model is derived from a full quantum description of the
environment using perturbation theory for the system-environment coupling. Our model provides a
more general description of the environment, including frequency dependent atomic polarizabilities,
without loss of computational simplicity of the QM/MM approach. The classical polarizable atom
description used in polarizable QM/MM approach can be obtained as a limiting case of the present
model. This enables us to pinpoint approximations and assumptions about the system inherent to
classical polarizable atom description of the environment. We apply our method to fluorographene
(FG) based systems to investigate effects of the FG sheet on excited state properties of impurities
on the FG surface. Comparison to full quantum chemistry calculations and to the standard polar-
izable QM/MM approach on disordered fluorograhene clusters reveals the importance of frequency
dependence of atomic polarizabilities for the proper treatment of the effects of the environment on
both the transition energy shifts and the interaction energies.
I. INTRODUCTION
The effects of environment play a crucial role in photo-
chemistry and photophysics of embedded molecular sys-
tems. In complex systems with many chromophores,
environment influences excited state properties and dy-
namics in variety of ways. For instance, different envi-
ronments of different sides of otherwise symmetric chro-
mophore structures lead to an asymmetric electron trans-
fer [1]. Changes in environmental conformations lead to
switching between different excitation energy pathways,
creation of traps or even quenching of the excitation [2].
The environment usually accomplishes the feat by modu-
lating the chromophore site energies and interaction ener-
gies between individual chromophores. Correct descrip-
tion of environmental effects on the chromophore excited
state properties is crucial for understanding the function
of many photochemical systems.
In the past years, substantial effort has been devoted
to development and improvement of models that account
for the effects of environment in excited state quan-
tum chemical calculations. These methods can be di-
vided into quantum subsystem approaches (QM/QM),
combined quantum mechanical and molecular mechani-
cal methods (QM/MM) and polarizable continuum mod-
els (PCM). In QM/QM methods the whole system is di-
vided into subsystems which are described with quan-
tum chemistry methods [3, 4]. Within this approach,
the heterogenity of the environment is well described,
however, computational cost limits the number of sub-
systems which could be feasibly considered. In the PCM
models [5] on the other hand, the solvent is represented
∗
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as a polarizable continuum medium characterized by its
macroscopic dielectric properties, whereas the solute, lo-
cated in a molecular-shaped cavity inside the dielectric,
is described at a full QM level. The PCM models are
very popular nowadays due to their efficiency and ac-
curacy in describing homogeneous environments, where
no strong specific solvent-solute interactions are present.
This, however, makes these methods unsuitable for many
biological systems, where chromophores are embedded in
protein environment, the heterogeneity of which is cru-
cial for the system’s function [6]. Hybrid QM/MM ap-
proach presents a good alternative way. In QM/MM
methods, the system of interest is described quantum
mechanically, whereas the environment is described by
a classical force field. This reduces the computational
cost considerably, compared to QM/QM methods, while
keeping the atomic description of the environment. In
the past decades, these methods were successfully ap-
plied to various biological systems. In order to account
for the non-equilibrium polarizability of the environment,
the polarizable MM forcefields were developed in form of
the QM/MMpol [7] type of methods. Mutual polariza-
tion of the chromophore system and the environment is
in these methods solved until self consistency is reached.
The description of the environment is classical here, as-
signing every atom a static (i.e. frequency independent)
polarizability. Polarizable QM/MM approach was suc-
cessfully applied to investigation of excited state prop-
erties of many biological systems such as LH2 [8], FMO
[9] or small organic molecules in water solution [10, 11].
An example of a system where this approximation fails
and the frequency dependent polarizabilities are required
for a correct description of environmental effects is dis-
ordered fluorographene, which we study in this work.
Fluorographene (FG) was recently introduced as a
promising medium for artificial light harvesting systems
2[12]. It was proposed that graphene-like impurities, re-
sulting from removal of fluorine atoms from the perfectly
fluorinated FG, could serve as centers, quantum dots, for
the excitation energy transfer. It was shown by quan-
tum chemical calculations on small FG clusters that π-
conjugated impurities exhibit transitions inside the FG
energy gap with corresponding transition densities local-
ized in the area of the impurity. This makes them treat-
able as individual molecules embedded in pure FG envi-
ronment. FG based systems also enjoy many important
properties of good artificial light harvester, such as pho-
tochemical and thermal stability and the possibility to
tune the sensitivity to a broad range of wavelengths in
solar spectrum. To further study the prospects of impu-
rities in FG could as efficient light harvesters, structure
based calculations are needed. Two important interac-
tions that need to be described are impurity-impurity and
impurity-environment coupling. Treatment of large FG
systems with many impurities and investigation of effects
of different impurities and their mutual configurations on
efficiency of excitation energy transfer is not in reach of
the full QC treatment of the system. Therefore a sim-
pler but reliable approximate structure-based method is
needed. Substantial covalent bonding between impurity
and the FG and close distance between FG atoms makes
the QM/MM treatment complicated and unsuitable for
the FG based systems.
In this article we present a general QM/QM approach
inspired by Ref. [13] for the description of the en-
vironment effects on chromophore systems. We start
from the properties of isolated chromophores in vac-
uum, which can be obtained using standard QC meth-
ods. Our method is based on perturbation treatment of
the system-environment interaction resulting in quantum
polarizable atom description of the environment. The
quantum polarizable atom model provides a generaliza-
tion of the standard classical polarizable atom model.
The standard approximation of the environment atoms
as harmonic oscillators, resulting in classical polarizable
atom model, can be obtained as a limiting case of the pre-
sented approach. This makes it possible to pinpoint the
approximations and assumptions about the system inher-
ent to the classical polarizable atom model. The quan-
tum polarizable atom model derived here, is then applied
to calculation of environment induced site energy and
transition dipole shifts and interaction energies between
excited states of impurities in FG. Results from quan-
tum polarizable atom approach are compared with full
quantum chemical (QC) calculation, with PoisonTrEsp
method which uses polarizable continuum description of
the environment and with the classical polarizable atom
model of the environment, on set of small FG clusters.
Quantum polarizable atom model represents a general
description of embedded systems and an improvement
of the classical polarizable atom model. When applied
to disordered fluorographene systems, it provides com-
putationally very efficient and reliable alternative to full
quantum chemical (QC) approach.
The paper is organized as follows: in Section II, we
outline perturbation theory of the environmental effects
on transition energies and transition dipole moments of
system embedded in a quantum polarizable medium. We
develop a theory of environmental effects on the reso-
nance coupling between two such systems and discuss
classical polarizable atom model as a limit of the quan-
tum model we develop here. In Section III, we discuss
calculations of excited state properties of impurities in
FG, which serve as validity demonstration of the quan-
tum polarizable atom model. We sum up our conclusions
in Section IV.
II. THEORY
Let us start with considering a pair of chromophores,
denoted A and B, interacting with certain environmental
building blocks n. There is a considerable freedom in the
choice of the individual environmental building blocks.
One may choose single atoms or small groups of atoms
(like the present case of FG) or whole molecules (like
amino-acids in the case of proteins), depending on the
level of coarse graining that the material allows. In both
the cases we mention, the environmental blocks have σ-
bond structures, resulting in their higher excitation en-
ergies then those of the π-conjugated chromophores of
the impurities in FG or pigments in photosynthetic com-
plexes. The large energy gap between the system tran-
sitions and those of its environment makes the quantum
perturbation approach suitable to account for the envi-
ronmental effects on chromophore excited state proper-
ties in these systems.
Let us denote the localized states of individual parts of
the system as |aA〉 , |bB〉 and |ηn〉 for the states where the
chromophore A is in the state a, chromophore B in the
state b and nth environment building block in the state η,
respectively. The respective energies are denoted as ε
(A)
a ,
ε
(B)
b and F
(n)
η . The individual parts of the system are in-
teracting through Coulomb interaction. The total Hamil-
tonian can be written as H = HA + HB +
∑
nHn + V
where Hi, (i = A,B, n) are the Hamiltonian opera-
tors of non-interacting system parts and V is an inter-
action operator. The interaction operator can be sepa-
rated into V = VAB +
∑
n VAn +
∑
n VBn +
1
2
∑
nn′ Vnn′
where VAn and VBn correspond to Coulomb interaction
of the chromophore with environment building block n
and Vnn′ to mutual interaction between environment
building blocks n and n′. We assume no molecular or-
bital overlaps between individual parts of the system.
In the absence of electron exchange between individ-
ual parts, we can use the basis functions in form of
Hartree product |ab,η〉 = |aA〉 |bB〉
∏
n |ηn〉 to investi-
gate the effects of the environment-chromophore inter-
action on the chromophore properties. The multiindex
η = (η1, η2, . . . ηn, . . . ) is introduced to abbreviate the
notation for electronic states of the environment. For
representation purposes we assume only two level chro-
3mophores, with ground and excited electronic states,
however, the approach is general and can be applied to
chromophores with many excited states.
A. Transition energy
For investigating the effects of the environment on
the transition energy we will assume only single chro-
mophore interacting with its environment. Site energy
shift ∆Ea = Ea − ε
(A)
a , corresponds to the change from
the transition energy ε
(A)
a of the chromophore in vaccum
to the transition energy Ea of the chromophore embed-
ded in the environment. The zero and the first order
contributions of the perturbation expansion to the chro-
mophore energy shift ∆Ea, can be written as
∆E(0+1)a =
∑
n
〈a,0|VAn |a,0〉+
1
2
∑
n,n′
〈a,0|Vnn′ |a,0〉 −
∑
b
∑
η
|〈a,0|V |b,η〉|
2
F
(n)
0η + ε
(A)
ab
=
∑
n
〈aA| 〈0n|VAn |0n〉 |aA〉+
1
2
∑
n,n′
〈0n| 〈0n′ |Vnn′ |0n′〉 |0n〉 −
∑
n,η
∑
n′ 6=n,η′
|〈0n| 〈0n′ |Vnn′ |ηn〉 |η
′
n′〉|
2
(
F
(n)
0η + F
(n′)
0η′
)
−
∑
n,η
∑
n′
|〈0n′ | 〈0n|Vnn′ |ηn〉 |0n′〉|
2
F
(n)
0η
−
∑
n |〈aA| 〈0n|VAn |0n〉 |bA〉|
2
ε
(A)
ab
−
∑
n,η
|〈aA| 〈0n|VAn |ηn〉 |aA〉|
2
F
(n)
0η
−
∑
n,η
|〈aA| 〈0n|V |ηn〉 |bA〉|
2
F
(n)
0η + ε
(A)
ab
− 2
∑
n,η
∑
n′
〈aA| 〈0n|VAn |ηn〉 |aA〉 〈0n′ | 〈ηn|Vnn′ |0n〉 |0n′〉
F
(n)
0η
,
(1)
where F
(n)
0η = F
(n)
η − F
(n)
0 and ε
(A)
ab = ε
(A)
b − ε
(A)
a corre-
spond to the excitation energy of an isolated environmen-
tal building block n and the chromophoreA, respectively.
The first term in Eq. (1) corresponds to Coulomb inter-
action between the chromophore state a charge density
and the environmental ground state charges. This can
be approximated by Coulomb coupling between atomic
partial charges [14]. The electrostatic interaction energy
reads as
Eeleaa =
∑
n
〈aA| 〈0n|VAn |0n〉 |aA〉
=
∑
n
∑
J∈n
φ(A)a (RJ ) q
(n)
J (0, 0)
=
∑
n
∑
J∈n
∑
I∈A
q
(A)
I (a, a)
|RJ −RI |
q
(n)
J (0, 0) ,
(2)
where φ
(A)
a (RJ ) is the electrostatic potential generated
by chromophore charge density at electronic state a
and q
(n)
J (0, 0) is atomic charge on atom J at position
RJ . The total electrostatic potential of the chromophore
at the state a is approximated by the potential of a
set of point atomic charges q
(A)
I (a, a) as φ
(A)
a (R) =∑
I∈A q
(A)
I (a, a)/ |R−RI |. The second, third and fourth
terms in Eq. (2) correspond to interaction between envi-
ronmental building blocks. This interaction is indepen-
dent of the chromophore state and therefore it does not
contribute to the transition energy shift.
The term
∑
n |〈aA| 〈0n|VAn |0n〉 |bA〉|
2
in Eq. (1) corre-
sponds to Coulomb interaction of the chromophore tran-
sition density (charges) with the environmental ground
state charges
Eeleab =
∑
n
〈aA| 〈0n|VAn |0n〉 |bA〉
=
∑
n
∑
J∈n
∑
I∈A
q
(A)
I (a, b)
|RJ −RI |
q
(n)
J (0, 0) .
(3)
Applying multipole expansion to the Coulomb interac-
tion, we find that the term 〈aA| 〈0n|VAn |ηn〉 |aA〉, of Eq.
(1), can be interpreted as a chromophore charge density
interaction with the transition dipole µ
(n)
η of the envi-
ronmental building block n. We obtain
〈Aa| 〈0n|VAn |ηn〉 |Aa〉 = −E
(A)
aa (Rn)µ
(n)
η
= −
∑
I∈A
q
(A)
I (a, a) (Rn −RI)
|Rn −RI |
3 ~µ
(n)
η ,
(4)
where E(A)aa (Rn) is the electric field generated by the
chromophore state a charge density at the position of
the center of the environmental building block Rn. In-
serting Eq. (4) back into the perturbation expansion, Eq.
(1), yields a contribution to the energy shift, which can
be expressed in terms of the environment building block
4polarizations as
Epol,1aa,aa (α (0)) = −2
∑
n,η
|〈aA| 〈0n|VAn |ηn〉 |aA〉|
2
F
(n)
0η
=
∑
I∈A
∑
J∈A
∑
n
q
(A)
I (a, a)q
(A)
J (a, a)
×
(RI −Rn)
←→α (n) (0) (Rn −RJ )
|Rn −RI |
3
|Rn −RJ |
3 .
(5)
Here, the polarizability tensor ←→α (n) of the nth environ-
ment building block has been introduced. For the el-
ements of the polarizability tensor α
(n)
ij , we generalized
the standard definition, found e.g. in Ref. [15], to include
dependency on transition energy E as
α
(n)
ij (E) = 2
∑
η
(
µ
(n)
η
)
i
(
µ
(n)
η
)
j
F
(n)
0η − E
. (6)
The polarizability at zero frequency, ←→α (n) (0), cor-
responds to the static polarizability of the en-
vironment building block, and ←→α
(n)
dynamic (E) =
1
2
(←→α (n) (E) +←→α (n) (−E)) corresponds to the dynamic
polarizability. Elements of ←→α
(n)
dynamic (E) are given as
[15]
(
←→α
(n)
dynamic (E)
)
ij
= 2
∑
η
F
(n)
0η
(
µ
(n)
η
)
i
(
µ
(n)
η
)
j(
F
(n)
0η
)2
− E2
. (7)
The interpretation of Eq. (5) is such that the chro-
mophore A excited (ground) state charges q
(A)
I (a, a) pro-
duce an electric field E(A)aa (Rn) at the location of en-
vironmental building block n. This field induces a
dipole moment µ
(n)ind,1
aa (α (E)) =
←→α (n) (E)E(A)aa (Rn)
which then interacts back with the charges on the same
chromophore. The same interpretation is true also for
the term
∑
n,η |〈aA| 〈0n|V |ηn〉 |bA〉|
2
/
(
F
(n)
0η +
(
ε
(A)
ab
))
,
however, this time the dipole is induced by the elec-
tric field from the transition density (charges) assum-
ing atomic polarizability ←→α (n)
(
−ε
(A)
ab
)
. The last term,
denoted as Eenv−pol1aa (α (0)), in the first order energy
perturbation expansion, Eq. (1), corresponds to inter-
action of the chromophore state a charge distribution
with dipoles on the environmental blocks, induced by
the ground state charges of the rest of the environment.
This interaction can also be included into the total elec-
trostatic interaction of the chromophore with its environ-
ment, which would then involve interaction of the chro-
mophore with the static charges of the environmnet and
with the dipoles induced by the environment itself.
For the purpose of this paper, we define
µ
(n)ind,i
ab (α (E)) as the dipole on the environmental
building blocks n induced by the induced dipoles
µ
(n′)ind,i−1
ab (α (E)) residing on all other environ-
mental building blocks. The first dipole in the
recurrent relation is induced by the chromophore
charge density µ
(n)ind,1
ab (α (E)) =
←→α (n) (E)E
(A)
ab (Rn).
We also define the energy Epol,iab,cd (α (E)) =
−
∑
n
~E
(A)
ab (Rn) ~µ
(n)ind,i
ab (α (E)) of the interaction
between the induced dipole µ
(n)ind,i
cd (α (E)) and the
chromophore atomic charges q
(A)
I (a, b).
Using the definitions above, the first order transition
energy shift ∆E
(1)
g→e = ∆E
(1)
e −∆E
(1)
g can be written as
∆E(1)g→e =
(
Eeleee − E
ele
gg
)
+
[
Eenv−pol1ee (α (0))− E
env−pol1
gg (α (0))
]
+
2
(
Eeleab
)2
ε
(A)
ge
+
1
2
[
Epol,1ee,ee (α (0))− E
pol,1
gg,gg (α (0))
]
+
1
2
[
Epol,1ge,ge
(
α
(
ε(A)ge
))
− Epol,1ge,ge
(
α
(
−ε(A)ge
))]
.
(8)
The first two terms in Eq. (8) correspond to a dif-
ference in electrostatic interaction between the chro-
mophore and its environment for the chromophore in the
excited and ground states. The third term represents
the scaled electrostatic interaction of the transition den-
sity of the chromophore with its environment. The term[
Epol,1ee,ee (α (0))− E
pol,1
gg,gg (α (0))
]
, in Eq. (8), can be in-
terpreted as a solvation energy difference for the chro-
mophore in the excited- and the ground states. The
last term of Eq. (8) corresponds to the difference of sol-
vation energies for chromophore transition density with
two different environmental polarizabilities α (εab) and
α (−εab). The second order contribution to the chro-
mophore excitation energy shift is obtained from the sec-
ond order perturbation expansion following the same ap-
proach as for the first order. For the defects with large
excitation energies compared to the electrostatic interac-
tion of the defect with its environment, the second order
correction to the transition energy shift reads as
5∆E(2)g→e ≈
1
2
[
Epol,2ee,ee (α (0))− E
pol,2
gg,gg (α (0))
]
+
[
Eenv−pol,2ee (α (0))− E
env−pol,2
gg (α (0))
]
+
1
4
[
Epol,2ge,ge
(
α
(
ε(A)ge
))
+ Epol2ge,ge
(
α (0) , α
(
ε(A)ge
))]
−
1
4
[
Epol,2ge,ge
(
α
(
−ε(A)ge
))
+ Epol2ge,ge
(
α (0) , α
(
−ε(A)ge
))]
, (9)
where Epol2ge,ge
(
α (0) , α
(
ε
(A)
ge
))
corresponds to the energy
of interaction between the chromophore and the first or-
der induced dipoles assuming the frequency dependent
atomic polarizability α
(
ε
(A)
ge
)
, and between the chro-
mophore and the second order induced dipoles assuming
the static atomic polarizability α (0). This contribution
originates from interaction of the chromophore electronic
state a with states, where chromophore remains in the
state a but two environmental building blocks are ex-
cited:
Epol2ge,ge
(
α (0) , α
(
−ε
(A)
ab
))
≈ 8
∑
n,η
∑
n′ 6=n,η′
〈b, ηn|V |a,0〉
×
〈a,0|V |a, ηnη
′
n′〉 〈a, ηnη
′
n′ |V |b, ηn〉(
F
(n)
0η + F
(n′)
0η′
)(
F
(n)
0η + ε
(A)
ab
) . (10)
Approximations required to obtain Eq. (9) are described
in Supporting information (SI), together with the full
formula for the second order correction to the transition
energy shift.
B. Transition dipole
Transition dipole between the ground and the excited
states of a chromophore embedded in its environment
can be defined as µGE = −e 〈G| r |E〉, where |G〉 and
|E〉 are the ground and excited state of the whole sys-
tem (chromophore+environment), and r are electronic
coordinates of all electrons (chromophore+environment).
The ground- and the excited state wavefunctions can be
obtained by applying the same approach as for the tran-
sition energy shifts, i.e. perturbation expansion of the
interaction operator. The first and the second order cor-
rections to the transition dipole ∆µGE = µGE − µ
(A)
ge ,
where µ
(A)
ge is vacuum transition dipole, are obtained us-
ing Eq. (7) and the same approximations as for the ex-
citation energy shift:
∆µ
(1+2)
GE ≈
∑
n
µ(n)ind,1ge
(
←→α dynamic
(
ε(A)ge
))
+
∑
n
µ(n)ind,2ge
(
←→α dynamic
(
ε(A)ge
))
.
(11)
Here, µ
(n)ind,1
ge (
←→α ) is the dipole on environmental build-
ing block n induced by transition charges (density) of
the chromophore. The difference between the transition
dipole of the chromophore embedded in environment and
the chromophore in vacuum, corresponds to the dipole in-
duced on the environmental building blocks by the chro-
mophore (vacuum) transition density, assuming dynamic
polarizability at chromophore excitation energy. The full
formula for the transition dipole change connected with
the interaction with environment can be found in SI.
C. Excitonic coupling
The interaction energy between two chro-
mophores embedded in an environment can be
obtained from excited state energy splitting as
|JAB| =
1
2
√
(E2 − E1)
2
− (ε˜B − ε˜A)
2
, where Ei is
excited state energy of the whole interacting system,
with ε˜(A) and ε˜(B) representing the excited state energies
of individual chromophores embedded in the environ-
ment. The energies of the excited states are obtained
using the same procedure as for the transition energy
shift. In the case of two chromophore system, there
is a possibility of degenerate (or close to degenerate)
excited states of the chromophores, which would result
in divergence of the perturbation expansion. The
divergence can be avoided by application of the degen-
erate state perturbation expansion. For a homodimer,
or for chromophores with a very small difference in
transition energies, the interaction energy JAB up to the
second order of perturbation expansion, within the same
approximations as in the case of the excitation energy
shift calculation, reads as
JAB ≈ J
vac
AB + E
(AB),pol1
ge,ge (αdynamic (εge))
+E(AB)pol,2ge,ge (αdynamic (εge))
+
[
E
(AB)
ge,gg − E
(AB)
ge,ee
] [
E
(AB)
ge,gg + E
(AB)
ge,ee + 2E
(A)ele
ge
]
εge
.
(12)
Here, JvacAB is the interaction energy between two chro-
mophores in vacuum. The environmental contribution
to the interaction energy corresponds to the interaction
of the chromophore A transition density with dipoles on
environmental building blocks induced by the transition
density of chromophore B assuming dynamic atomic po-
larizabilities. The full formula for the homodimer inter-
action energy is shown in SI.
6D. Higher order terms
Within the approximations used so far, adding
higher order terms to perturbation expansion would
result in adding higher order polarization terms
E
(AB),pol,n
ge,ge (αdynamic (E)) and E
(A),pol,n
ge,ge (αdynamic (E))
to interaction energy and transition dipole, respectively.
Summation of the whole perturbation expansion would
result in a full polarization of the environment expressed
through the dynamic atomic polarizabilities at the chro-
mophore transition energies. For the excitation energy
shift, one would need to account for all combinations of
polarization of the environment expressed by both the
frequency dependent and the static polarizabilities. For
example, the third order correction to the excitation en-
ergy shift reads as
∆E(3)g→e ≈
1
2
[
Epol,3ee,ee (α (0))− E
pol,3
gg,gg (α (0))
]
+
[
Eenv−pol,3ee (α (0))− E
env−pol,3
gg (α (0))
]
+
1
16
[
2Epol,3ge,ge (α (εge)) + 3E
pol2
ge,ge
(
α (0) , α
(
ε(A)ge
)
, α
(
ε(A)ge
))
+ 3Epol2ge,ge
(
α (0) , α (0) , α
(
ε(A)ge
))]
−
1
16
[
2Epol,3ge,ge (α (−εge)) + 3E
pol2
ge,ge
(
α (0) , α
(
−ε(A)ge
)
, α
(
−ε(A)ge
))
+ 3Epol2ge,ge
(
α (0) , α (0) , α
(
−ε(A)ge
))]
.
(13)
E. Classical polarizable atom model
Approximating the environmental building blocks by
quantum harmonic oscillators yields the same formu-
las for the environmental effects as in the general case
of quantum polarizable atoms, however, with addi-
tional restrictions on the form of the frequency de-
pendent polarizabilities. In harmonic oscillator ap-
proximation, the frequency dependent atomic polar-
izabilities fulfill the following relations: α (E) =
α (0) (1− E/~ω)−1 and α (−E) = α (0) (1 + E/~ω)−1 =
α (0) (2− α (0) /α (E))
−1
, where ω is frequency of the
harmonic oscillator. In the harmonic approximation, the
system is therefore fully determined by its static and dy-
namic atomic polarizabilities. In quantum polarizable
atom model, there is still a freedom in mutual relation be-
tween α (E) and α (−E), which are only coupled through
2←→α dynamic (E) = α (E) + α (−E).
Classical polarizable atom model (as used for ex-
ample in polarizable atom forcefield) is obtained from
the perturbative treatment of the environment outlined
above when we assume chromophore excitation ener-
gies large compared to the electrostatic interaction of
the chromophore with its environment, but still small
compared to the excitation energy of environment build-
ing blocks (εge ≪ F0η). For that case we can ne-
glect the frequency dependence of the polarizabilities(
F
(n)
0η − E
)−1
∼
(
F
(n)
0η
)−1
and we obtain α (E) =
α (−E) = α (0). Within this approximation, the exci-
tation energy is shifted only due to a different electro-
static chromophore-environment interaction in the elec-
tronic ground and excited states, and due to different
polarizations of the environment in the ground and ex-
cited states. The energy shift then reads as
∆Eclg→e =
(
Eeleee − E
ele
gg
)
+
1
2
[
Epolee,ee (
←→α (0))− Epolgg,gg (
←→α (0))
]
+
[
Eenv−polee (
←→α (0))− Eenv−polgg (
←→α (0))
]
.
(14)
The excitation energy shift is no longer dependent on the
chromophore transition density. The transition dipole
change due to the interaction with the environment cor-
responds to a dipole induced by chromophore transition
density in the environment ∆~µGE =
∑
n ~µ
(n)ind
ge (
←→α (0)).
The excitonic interaction energy between two chro-
mophores embedded in classical polarizable atom envi-
ronment consist of vacuum interaction energy plus inter-
action with dipoles in the environment induced by the
transition density of the other chromophore expressed
only through the static atomic polarizabilities JAB =
JvacAB + E
(AB),pol
ge,ge (
←→α (0)).
III. RESULTS AND DISCUSSION
In Section II we have introduced the quantum polar-
izable atom model. In this section, we use it to obtain
excited state properties of impurities in FG.
An inspection of the molecular orbitals of disordered
FG reveals confinement of π-molecular orbitals in the
area of the impurity (see Fig. 1). The reason for this
confinement is the separation of π-conjugated structure
of the impurity and σ-bond character of the pure FG
[12]. The transition densities, the highest occupied and
the lowest unoccupied electronic orbitals for ”defective”
FG are well localized in the area of the impurity, and
they are similar to corresponding quantities from iso-
lated impurity-like molecule. For the calculation of op-
tical properties, this makes the impurities treatable as
individual molecules embedded in pure FG environment
7FIG. 1. Comparison of transition densities of perylene
molecule in vacuum and perylene-like impurity in FG. (a)
Perylene defect in FG, (b) Perylene S0 → S2 transition in
vacuum, (c) Perylene-like impurity in FG S0 → S2 transition
(without atoms), (d) Perylene S0 → S1 transition in vacuum,
(e) Perylene-like impurity in FG S0 → S1 transition (with-
out atoms), (f) Perylene impurity transition density together
with electric field from transition density of isolated molecule
(without atoms).
(Fig. 1). The leakage of the transition density from the
impurity into the FG is proportional to the corresponding
transition dipole. For forbidden transitions the transition
density is localized only on the defect whereas for transi-
tions with large dipole moment, small part of the transi-
tion density is delocalized over few rows of surrounding
FG atoms. This leakage can be interpreted as dipoles
induced in FG by the impurity transition density. This
conclusion is also supported by the shape of the tran-
sition density in FG area, which follows the transition
dipole electric field (Fig. 1f). This correspondence al-
lows us to treat the impurity as a molecule, and describe
the effects of the FG environment on its excited state
properties effects using the quantum polarizable atom
model developed in this paper. The quantum polariz-
able atom model was applied here to calculate excitation
energy and transition dipole shifts together with interac-
tion energies for ”graphen-like” impurities on FG surface.
The results obtained by the quantum polarizable atom
model are compared with full QC calculation of excited
state properties, Poisson-TrEsp method [16], harmonic
oscillator model and classical polarizable atom model on
FG clusters with different impurity sizes, shapes and mu-
tual orientation. For testing we have used a set of FG
clusters with perylene-, anthanthrene-, bisanthrene- and
peropyrene-like impurities. The corresponding isolated
FIG. 2. Example structures of the cluster with anthanthrene
impurity. (a) Cluster with two impurities for interaction en-
ergy calculation. (b) Cluster with single impurity used for
excitation energy and transition dipole shift calculations.
molecules are the smallest symmetric aromatic hydro-
carbons which have the excitation energies smaller than
FG energy gap and the lowest electronic excited state al-
lowed for the optical excitation. These properties make
the tested moleculoids good candidates for centers for
absorption and excitation energy transfer in FG artifi-
cial light harvesting antenna [12]. For the calculation
of interaction energies between excited states of individ-
ual impurities, the symmetric clusters with two identical
impurities in different distances and mutual orientations
were used. The total testing set consisted of 31 different
clusters with size ranging from 400-800 atoms.
Structures with molecule-like defects were created from
finite FG sheets in an ideal periodic geometry (C-C dis-
tance 1.594A) [17], leaving always at least three rows of
fluorinated graphene between the moleculoids and the
edges of the FG sheet to minimize the effects of its finite
size. Because there is no clear way how reliably account
for the FG environment effects using standard methods,
e.g. transition density cube method, interaction energies
between impurities were extracted from QC calculation
of excited state energy splitting. According to Frenkel
exciton model [18], the interaction energy for symmetric
homodimer is equal to half of the excited state splitting.
To avoid numerical errors, the calculation of interaction
energies from excited state splitting requires the use of
symmetry constrains for structure optimization of the
whole cluster to obtain identical effects of the FG en-
vironment for both impurities. Excitation energies and
transition dipole shifts induced by the fluorographene
environment were obtained as differences between exci-
tation energies and transition dipoles calculated for FG
clusters containing single impurities and the correspond-
ing isolated impurity-like molecules in vacuum. For these
calculations we have used the geometries and positions of
the impurities from the dimer structures (Fig. 2), where
always one impurity was replaced by pure FG. Geometry
of this structure was then optimized while keeping the
geometry of the other impurity fixed. This allows us to
directly compare the results for systems with single and
two impurities, and to investigate the effects of the the
presence of an other impurity on the impurity excited
state properties. Quantum chemistry calculations were
8performed using Gaussian 09 package [19]. The geometry
of the FG clusters with impurities were optimized using
DFT approach with B3LYP functional and LANL2DZ
valence basis set. During the geometry optimization the
border carbons of a cluster were kept frozen at positions
corresponding to the pure FG periodic structure, to simu-
late the effect of an infinite fluorographene sheet, in which
large structure deformations due to the presence of an im-
purity would not be possible. Excited state energies and
transition dipoles were obtained using TD-DFT approach
with ωB97XD long range corrected hybrid functional and
LANL2DZ basis set. The combination of DFT methods
for geometry optimization and excited state calculation
was taken from our previous study [12], where we have
shown its good performance for excited states of isolated
hydrocarbons. Interaction energies for different mutual
configurations of impurities on FG together with inter-
action energies of corresponding molecules in vacuum at
the same geometry and position as in FG were calculated.
Representative example of excitonic coupling dependence
on mutual distance between impurities is shown in Fig.
(3) for two mutual orientations of athanthrene impuri-
ties. The results for other impurities can be found in SI.
From these results it can be seen, that the interaction
energies between impurities in FG are enhanced com-
pared to vacuum interaction energies. This enhancement
is even larger for larger distances between the impurities.
This behavior, which is opposite to what is observed for
chromophores embedded in protein environments, can be
attributed to the 2D structure of the FG sheet (see dis-
cussion in SI). The same is true also for transition dipole
moment, which is enhanced in FG compared to the vac-
uum value.
The ground- and the excited state charges and the
transition atomic charges for the quantum polarizable
atom model were obtained from RESP [20] fitting of the
ground-, excited- and transition state electrostatic poten-
tials of isolated molecules in vacuum at optimized vac-
uum geometries, using only carbon atoms for the fitting.
The FG ground state charges were obtained from RESP
fitting of the ground state potential of a pure FG cluster
in the direction perpendicular to FG surface for three po-
sitions around the center of the cluster (in the center of
the ring unit, above fluorine atom and above carbon atom
in opposite direction to the C-F bond). Cutoff distance
of 3A˚from the nearest atom center was used for electro-
static potential fitting, yielding the inner carbon charge
qinC =-0.0522 and an opposite fluorine charge (qF=−qC).
For the border carbon atoms (with two fluorine atoms
attached) a twice larger charge than for inner carbons
was assumed to compensate for the charge of additional
fluorine atom. The details of the fitting procedure can
be found in SI, where the effects of the charge on results
obtained by quantum polarizable atom model are also
discussed.
For impurities we tested, the excitation energies were
found to be much higher then their variation between in-
dividual impurities. We can therefore simplify the model
FIG. 3. Comparison of different approximate approaches for
excitonic coupling calculation with QC results on FG sheet
with two anthanthrene impurities with (a) parallel and (b)
serial (head-to-tail) orientation of transition dipoles.
and use the same polarizabilities α (E) for all impurities.
In order to keep the system as simple as possible, we treat
the fluorographene C-F group as a single coarse-grained
polarizable atom at a position of the carbon atom. Using
this simplified model, the static atomic polarizability is
obtained from fitting static polarizabilities of small pure
FG clusters of different sizes and shapes, calculated using
DFT aproach with ωB97XD functional and LANL2DZ
basis set. Details of the fitting procedure can be found
in SI. Assuming an isotropic polarizability in FG plane,
the remaining four free parameters of the model, paral-
lel and perpendicular polarizability α (E) and α(−E) to
the FG surface, are obtained from fitting the QC interac-
tion energies and excitation energy shifts. The resulting
coarse-grained atomic polarizabilities are shown in Table
I, and the corresponding interaction energies, excitation
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FIG. 4. Transition energy difference (∆Eg→e) between impu-
rity in FG and impurity-like molecule in vacuum calculated
by different methods.
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FIG. 5. Transition dipole difference (µGE − µge) between
impurity in FG (µGE) and impurity-like molecule in vacuum
(µge) calculated by different methods.
energy and transition dipole shifts are shown in Figs. 3-5.
Complete results can be found in SI.
The excitation energy shifts for perylene-like impuri-
ties were calculated for two different shapes of the FG
sheet around the impurity. The structure denoted as
parallel is made of FG sheet elongated in the direc-
tion perpendicular to perylene impurity transition dipole,
whereas for the structure denoted as serial is elongated in
TABLE I. Atomic polarizabilities for C-F coarse-grained
atoms in atomic units
in FG plane perpendicular to FG
α (0) 5.10 5.17
α (E) 15.49 6.09
α (−E) 0.56 1.70
αHO (E) 17.43 5.19
αHO (−E) 2.99 5.14
FIG. 6. Graphical representation of the quantum polarizable
atom model as used on disordered FG.
direction of the transition dipole. Correct description of
the excitation energy difference between these two cases
confirms the validity of our treatment of environment ef-
fects.
For calculation with the quantum polarizable atom
model, we have used only the second order perturba-
tion expansion, because the terms which were neglected
during the derivation of Eqs. (9), (11) and (12) have
a magnitude similar to the higher order polarization
terms Epolab (α (E)). Including the third order polariza-
tion terms Epol3ab (α (E)) results in only a small change
of the excited state properties of impurity embedded in
FG environment, suggesting that second order perturba-
tion expansion of the system-environment interaction is
sufficient for FG systems.
Interaction energies from the quantum polarizable
atom model are compared with results obtained with the
harmonic oscillator approximation, the classical approx-
imation (α (E) = α (0)) and the Poisson-TrEsp method
[16]. In Poisson-TrEsp method, the FG sheet is described
as a dielectric layer with impurities in vacuum cavities.
The interaction energies between the excited states of the
impurities are calculated by numerical solution of Poisson
equation. Position of the impurities and atomic charges
were used the same as for the quantum polarizable atom
model calculation, and the thickness and relative permi-
tivity of the dielectric slab were obtained from the best
fit of the QC results. From the comparison of classical
polarizable atom model with results from QC calculation,
it can be seen that although the classical model (MMpol)
accounts for environmental effects on interaction energies
and transition dipoles reasonably well (Figure 3 and 5),
it provides wrong shifts of transition energies (Figure 4).
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For FG systems, the best agreement with full QC calcu-
lation is obtained for quantum polarizable atom model.
The description of the environment using frequency de-
pendent polarizabilities is therefore crucial to obtain the
right description of the environment effects on interaction
energies, transition dipoles and excitation energy shifts
for fluorographene systems.
The quantum polarizable atom model is a perturba-
tive and therefore inherently approximative approach
open to improvements. The highest discrepancy between
quantum polarizable atom model and full QC calcula-
tion in this work was observed for interaction energies
at the smallest distances between impurities. Using non-
isotropic polarizabilities in FG plane had only little ef-
fect on the results, non-isotropic polarizabilities cannot
therefore explain the observed discrepancy. One possible
reason for the discrepancy could be our treatment of the
impurities as static charge distributions which cannot be
polarized by other impurities. This in turn results from
our treatment of impurities as two level systems. In-
cluding higher excited states of the impurities into the
perturbation expansion would lead to the ”polarization”
of the impurity. A better approach, however, would be
to include electric field of induced dipoles in the environ-
ment into the QC calculation of impurity excited state
properties. Mutual polarization of the system and the en-
vironment is then resolved using self consistent procedure
as in polarizable QM/MM scheme. Other improvement
might be enabled by application of a full atomic model
instead of a coarse-grained description of C-F atoms as
a single polarization center. Because of the symmetry of
the system it would, however, require more sophisticated
fitting scheme to obtain unique static polarizabilities for
carbon and fluorine atoms.
IV. CONCLUSIONS
In this paper, we derived the quantum polarizable
atom model of the environment using perturbation treat-
ment of the system-environment coupling. Within this
approach we described the environment as a set of po-
larizable atoms with frequency dependent polarizabli-
ties. The interaction energies, site excitation energy
and transition dipole shifts are obtained using zero or-
der ground, excited and transition atomic charges from
quantum chemical calculation of chromophores in vac-
uum. Assumptions needed to obtain this simple model
are quite general and satisfied by many artificial as well
as biological systems. Standard polarizable QM/MM ap-
proach for treating the environmental effects on chro-
mophore excited state properties can be obtained from
the presented approach by assuming the static atomic
polarizabilities instead of frequency dependent ones. We
applied the quantum polarizable atom model to calcu-
late interaction energies, site energy shift and transition
dipole shifts for impurities on fluorographene obtaining
a good quantitative agreement with full quantum chem-
istry calculation. Comparison of the quantum chemistry
results with the classical polarizable atom model reveals
the need to use frequency dependent polarizabilities to
properly account for environment induced excitation en-
ergy shifts in fluorographene based systems.
Quantum polarizable atom model provides a general-
ization of the polarizable QM/MM approach and the next
logical step in a more precise description of the environ-
ment effects. This approach might be particularly useful
for systems where standard approaches fails to explain
the observed experimental behavior, especially for the
systems where the excitation energy of the chromophore
is not negligible compared to the excitation energy of en-
vironment building blocks. The present approach is in
general not limited to the second order approximation,
and it offers obvious pathways towards its extension and
improvements.
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