Abstract. Some boundaries about the solution of the linear Volterra integral equations of the second type with unit source term and positive monotonically increasing convolution kernel were obtained in Ling, 1978 and 1982 . A method enabling the expansion of the boundary of the solution function of an equation in this type was developed in I.Özdemir andÖ. F. Temizer, 2002. In this paper, by using the method inÖzdemir and Temizer, it is shown that the boundary of the solution function of an equation in the same form can also be expanded under different conditions than those that they used.
Introduction

An integral equation of the form
is known as the second type linear Volterra integral equation with convolution kernel, where φ is the source term, K is the kernel which are the known functions, and f is an unknown function.
The way of obtaining a new equation equivalent to the equation of the form (1.1) is given by Theorem A, called the Equivalence Theorem by R. Ling, below.
Theorem A (Equivalence Theorem) ([2, Theorem 1.1.1]). If
(
φ is locally integrable, then the following two integral equations are equivalent: Therefore, if g is known, so is f , or if the properties of g are known, then we may be able to obtain certain properties of f by (1.3) .
Some boundaries about the function f which is the solution of linear Volterra integral equation of the second type with unit source term and monotonically increasing kernel are obtained in Theorem C and Theorems 1-4, below: 
Theorem C ([3, Theorem B]). Let us consider the equation
f (t) = 1 − t 0 K(t − τ ) f (τ )dτ = 1 − K * f .
Theorem 1 ([3, Theorem 3.1]). Let us consider the equation
f 1 (t) = 1 − t 0 K 1 (t − τ ) f 1 (τ )dτ = 1 − K 1 * f 1 . (1.5)
If
(1) K 1 (t) > 0, K 1 (t) > 0, K 1 (t) > 0 and K 1 (t) ≤ 0 for 0 ≤ t < ∞, (2) a 2 10 < 4a 11 , (3) 3a 11 ≤ a 2 10 , (4) 2a 3 10 − 9a 10 a 11 + 27a 12 ≤ 0, then the solution of (1.5) satisfies the inequality |f 1 (t)| ≤ 2 for 0 ≤ t < ∞, where a 10 = K 1 (0), a 11 = K 1 (0) and a 12 = K 1 (0). 
Theorem 2 ([3, Theorem 3.3]). Let us consider the equation
f 2 (t) = 1 − t 0 K 2 (t − τ ) f 2 (τ )dτ = 1 − K 2 * f 2 . (1.6) If (1) K 2 (t) > 0, K 2 (t) > 0, K 2 (t) > 0, K 2 (t) > 0 and K
Theorem 3. Let us consider the equation
3 (0), (for the proof, see [4] ). 
Theorem 4. Let us consider the equation
4 (0), (for the proof, see [4] ).
In the proof of Theorem 1, the equivalent of (1.5) is found by first using the Equivalence Theorem, and second it is obtained that the kernel of the new equation with unit source term related to equivalent equation satisfies the conditions of Theorem C. Thus, by using Theorems C and B, respectively, a boundary |f 1 (t)| ≤ 2 for the function f 1 , which is the solution of equation (1.5), is obtained [3] .
Also, in the proof of Theorem 2, first, the relation which is equivalent to (1.6) is found by using the Equivalence Theorem, and second, it is obtained that the kernel of the new equation with unit source term related to equivalent equation satisfies the conditions of Theorem 1, [3] . Thus, by using Theorems 1 and B, respectively, a boundary |f 2 (t)| ≤ 4 is found for the function f 2 , which is the solution of equation (1.6) .
By the same method, in Theorem 3, by using Theorems A, 2 and B, respectively, it is obtained that a boundary is |f 3 (t)| ≤ 8 for the function f 3 , which is the solution of equation (1.7), [4] . Also, by using Theorems A, 3 and B, respectively, a boundary |f 4 (t)| ≤ 16 is obtained for the function f 4 , which is the solution of equation (1.8), [4, Theorem 4] .
Furthermore, by using the method used in the proof of Theorems 1-4 successively, it is concluded that a boundary |f n (t)| ≤ 2 n for the function f n , which is the solution of the equation (1.9)
with unit source term and monotonically increasing convolution kernel, could be obtained, [4] . The sufficient conditions concerning obtaining a solution of equation (1.9), as above, are given by Theorem 2.n which is the generalization of Theorem 2.
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The main results
In the case a 2 10 ≥ 4a 11 of Theorem 1, the new conditions enabling the validity of the consequence of Theorem 1 are given by Theorem 2.1, below, which is different than Theorem 1 of R. Ling [3] .
In the present paper, it is first obtained, in the proof of Theorem 2.2 that equation (2.5) is equivalent to equation (2.4) 
with unit source term and monotonically increasing convolution kernel, has been obtained in Theorem 2.n which is the generalization of Theorem 2.1.
Also, the infinitely many numbers of kernels K 1n of the form
satisfying the conditions of Theorem 2.n are derived by a method. Hereafter, we assume unless stated otherwise that t ∈ [0, ∞) and n is an arbitrary element of N = {1, 2, 3, . . .}.
Theorem 2.1 ([3, Theorem 3.2]). Let us consider the equation of the form
Suppose that the conditions 
such that
To see the validity of this assertion, we must first show that there exist the numbers a 110 , a 111 , a 112 > 0 satisfying conditions (2)-(4) of Theorem 2.1. Let us choose the numbers a 110 and a 111 satisfying conditions (2) and (3) of Theorem 2.1 and define P 11i for all i ∈ N 3 and γ 11 by
By N k , hereafter we mean the set of positive integers all of which are less than or equal to k ∈ N, that is, 
Proof. If the function g is taken as g(t) = e
−γt (γ ∈ R) in Theorem A, then it is observed that
which is equivalent to (2.4), where
and
Now, one can see that the kernel L 12 of
satisfies the conditions of Theorem 2.1.
The corresponding inequalities to conditions (2) and (3) of Theorem 2.1 are
respectively. Inequalities (2.8) and (2.9) are equivalent to
respectively. Inequality (2.10) is equivalent to
Inequality (2.11) is equivalent to
The inequality corresponding to condition (4) of Theorem 2.1 is
By condition (4) of Theorem 2.2,
The corresponding inequalities to condition (1) of Theorem 2.1 are
Since a 120 − γ 12 is positive, L 12 (t) > 0 and the discriminant of γ 2 − a 120 γ + a 121 = 0 is negative by condition (2) (2) and (3) of Theorem 2.2 exist. Now, we shall define the polynomial P 12i for all i ∈ N 4 and the number γ 12 by 
under the following assumptions: 
Proof. The equation (2.14) may be written in the form f 13 (t) = 1 − K 13 * f 13 . By taking g(t) = e −γt (γ ∈ R) in Theorem A, the equivalent equation is obtained as 
13 * e −γt .
Let us turn to show that the kernel L 13 of the equation
satisfies all the conditions of Theorem 2.2. The corresponding inequalities to conditions (2) and (3) The inequality corresponding to condition (5) of Theorem 2.2 is
which is equivalent to
By condition (5) 
13 (t) ≤ 0. In conclusion, L 13 satisfies all the conditions of Theorem 2.2 and therefore, the solution of (2.17) satisfies the inequality |h 13 (t)| ≤ 4. Using the Convolution Theorem, the solution of (2.15) is found as 
13 (0) = a 134 and K 13 also satisfies condition (1) of Theorem 2.3.
To see the validity of this assertion let us first choose the numbers a 130 and a 131 satisfying conditions (2) and (3) of Theorem 2.3 and define the polynomial P 13i for all i ∈ N 5 and the number γ 13 , as follows: 
−γt (γ ∈ R) in Theorem A, then the equation which is equivalent to (2.24) is found as (4) 14 (t) and L (5) 14 (t) that 
14 (0) ≤ 0, respectively. These inequalities are equivalent to
respectively. By conditions (4), (5), (6) and (7) The corresponding inequalities to condition (1) of Theorem 2.3 are 
14 (t) ≤ 0. Hence, the solution of (2.27) satisfies the inequality |h 14 (t)| ≤ 8 by Theorem 2.3. By Theorem B, the solution of (2.25) can be expressed as numbers a 140 , a 141 , a 142 , a 143 , a 144 , a 145 > 0 satisfying conditions (2)- (10) 
14 (0) = a 145 . First, let us show that there exist the numbers a 140 , a 141 , a 142 , a 143 , a 144 , a 145 > 0 satisfying conditions (2)- (10) (2) and (3) of Theorem 2.4 exist. Now, we shall define the polynomial P 14i for all i ∈ N 6 and the number γ 14 by (2)- (10) The solution of the system of linear equations (2.33) which is equivalent to
Suppose that the conditions
hold. Furthermore, we assume that conditions (4) − (4 + t 1n ) of Theorem 2.n are the inequalities obtained by taking
respectively instead of the constants a 1(n−1)0 , a 1(n−1)1 , . . . , a 1(n−1)n in conditions
of Theorem 2.n be
respectively. Additionally, let condition (3 + n + t 1n ) of Theorem 2.n be
where
(0),
and γ 11 = a 110 3 for n = 1 and γ 1n = a 1n0 n + 1 for n ≥ 2.
Then, the solution of (2.34) satisfies the inequality |f 1n (t)| ≤ 2 n for 0 ≤ t < ∞.
Proof. We prove the theorem by using the induction method. The validity of Theorem 2.1 is known by [3] . Let us suppose the truth of Theorem 2.m for m ∈ N. So, the solution of the equation
satisfies the inequality
Now, we should prove that Theorem 2.(m+1) is true. Namely, let us show that the solution of the equation (2.36) satisfies the condition
If the function g is taken as g(t) = e −γt (γ ∈ R) in Theorem A, then one can see that
is equivalent to (2.36), where
1(m+1) (t) are found, as follows:
. . .
We claim that the kernel of the equation The corresponding inequalities to conditions (2) and (3) of Theorem 2.m are
respectively. Inequalities (2.41) and (2.42) are respectively equivalent to 1(m+1) (t) ≤ 0. Since P 1(m+1)1 (γ 1(m+1) ) is positive, L 1(m+1) (t) > 0 and the discriminant of P 1(m+1)2 (γ) = 0 is negative by condition (2) of Theorem 2.(m+1), P 1(m+1)2 (γ 1(m+1) ) > 0 and so, L 1(m+1) (t) > 0. Additionally, conditions (5+t 1(m+1) )−(3+m+t 1(m+1) ) of Theorem 2.(m+1) are P 1(m+1)3 (γ 1(m+1) ), P 1(m+1)4 (γ 1(m+1) ), . . . , P 1(m+1)(m+1) (γ 1(m+1) ) > 0 for m ≥ 2, respectively. Therefore, L 1(m+1) (t), L 1(m+1) (t), . . . , L (m) 1(m+1) (t) > 0 for m ≥ 2. Condition (4 + m + t 1(m+1) ) of Theorem 2.(m+1) is P 1(m+1)(m+3) (γ 1(m+1) ) = −γ 1(m+1) P 1(m+1)(m+2) (γ 1(m+1) ) + a 1(m+1)(m+2) ≤ 0 for m ≥ 1. Thus, (2.37) is fulfilled, which completes the proof of Theorem 2.(m+1). This means that Theorem 2.n is satisfied for all n ∈ N.
A function K 1n satisfying conditions (1) − (3 + n + t 1n ) of Theorem 2.n can be obtained by using the following method: Example 2.n. If there exist the numbers a 1n0 , a 1n1 , . . . , a 1n(n+1) > 0 satisfying conditions (2) − (3 + n + t 1n ) of Theorem 2.n, then there exists at least one function K 1n which satisfies condition (1) of Theorem 2.n of the form (0) = a 1n(n+1) .
To show the truth of this fact, we first choose the numbers a 1n0 , a 1n1 > 0 satisfying conditions (2) and (3) of Theorem 2.n and define the polynomial P 1ni for all i ∈ N n+2 , the number γ 1n by So, if n ≥ 2, then it can be clearly seen by the proof of Theorem 2.n that the numbers a 1(n−1)0 and a 1(n−1)1 defined by a 1(n−1)0 = P 1n1 (γ 1n ) and a 1(n−1)1 = P 1n2 (γ 1n ) satisfy conditions (2) and (3) of Theorem 2.(n-1). Furthermore, the numbers a 1(n−1)2 , a 1(n−1)3 , . . . , a 1(n−1)n > 0 whenever n ≥ 2 can also be found by means of the constants a 1(n−1)0 , a 1(n−1)1 > 0 as those were obtained in Example 2.(n-1). Thus, for n ≥ 2, by taking P 1n3 (γ 1n ) = a 1(n−1)2 , P 1n4 (γ 1n ) = a 1(n−1)3 , . . . , P 1n(n+1) (γ 1n ) = a 1(n−1)n , the numbers a 1n2 , a 1n3 , . . . , a 1nn are obtained as a 1n2 = a 1(n−1)2 + γ 1n a 1(n−1)1 > 0, a 1n3 = a 1(n−1)3 + γ 1n a 1(n−1)2 > 0, . . . a 1nn = a 1(n−1)n + γ 1n a 1(n−1)(n−1) > 0.
Besides for n ≥ 1, since condition (3 + n + t 1n ) of Theorem 2.n is P 1n(n+2) (γ 1n ) = −γ 1n P 1n(n+1) (γ 1n ) + a 1n(n+1) ≤ 0, the number a 112 > 0 can be taken as 0 < a 112 ≤ γ 11 P 112 (γ 11 ),
