Abstract. We prove that for every closed locally convex subspace E of L 0 and for any continuous linear operator T from L 0 to L 0 /E there is a continuous linear operator S from L 0 to L 0 such that T = QS where Q is the quotient map from L 0 to L 0 /E. §0. Introduction.
§0. Introduction.
Let E be a subspace of L 0 = L 0 [0, 1], the space of all measurable functions from [0, 1] to R. Let T be an operator from L 0 to L 0 /E. What conditions on E ensure that we can find an operator S that makes the following diagram commute?
A. Pe lczyński was the first to ask if locally convex subspaces E have this property. If E is locally bounded then we can find such an operator (Kalton -Peck [2] ). Peck -Starbird [6] showed that this is also true when E is isomorphic to ω, the space of all real sequences.
The goal of this paper is to show that if E is locally convex then we can complete the previous diagram.
We will state some notation. We will let µ represent the standard Lebesgue measure.
We also define the map f → f 0 (L 0 → R) as
This map is an F-norm on L 0 , that is,
The map also induces a metric on L 0 By the dominated convergence theorem we can see that σ(f ) = µ(supp f ), where supp f = {x : |f (x)| > 0}. The F-norm on the quotient space L 0 /E is defined in the usual way
For a subset A of [0, 1] we will let L 0 (A) mean the subspace of L 0 consisting of all functions supported on A. We define
where χ A is the characteristic function of A. §1. Preliminary Lemmas.
We have a lifting theorem for locally bounded subspaces (See Theorem 3.6 of [2] .) and we will see that locally convex subspaces are in some sense almost locally bounded. The lemmas that follow show us that the 'unbounded part' of a locally convex subspace is arbitrarily small. Lemma 1.2 is at the heart of this argument. However, we first need a lemma from Paley and Zygmund [5] .
Proof.
Notice that Rademacher functions do not appear in the statement of the next lemma but they play a key role in the proof. Recall that all the Rademacher functions act on ) and [ 3 4 , 1]; and so on. For convenience we will say that a sequence of functions
Moreover, δ can be chosen to be any positive number such that the closed convex hull of
Proof. Consider the following function on [0, 1]:
where a 1 , a 2 , · · · , a N ∈ R and r 1 , r 2 , · · · , r N are the first N Rademacher functions. Then from Khinchine's inequality we have
Since the Rademacher functions are orthonormal over [0, 1] we have
We now are ready to use Lemma 1.1 with α = 1/2 and β = 1/4:
Let ǫ > 0 be given. Since E is locally convex there is a δ > 0 such that the closed convex
(by * )
This is a contradiction. Thus µ(x :
we can conclude that
Lemmas 1.3 and 1.4 find an arbitrarily small set that contains all the 'unboundedness'
of E.
Proof. We will start by considering the first n sequences. Let
is another δ-tapering sequence. So for all N n−1 we have
{x : |f
Let N n−1 go to infinity to obtain
Repeat this step n − 2 times to get
Let n go to infinity to get the desired conclusion,
In 
(A t ) t∈T is a subspace of the separable metric space consisting of all Lebesgue measurable
By Lemma 1.3 µ(A) ≤ ǫ. Let η > 0 and t ∈ T be given. There is a j such that
Since η > 0 is arbitrary, µ(A t \ A) = 0 for all t ∈ T .
We are now ready to prove the main theorem. The proof for locally bounded spaces in Kalton, Peck and Roberts [3] was the inspiration for this proof. However, the proofs are quite different in places. §2. The Lifting Theorem.
Proof. For each n = 1, 2, 3, · · · find δ n > 0 so that the closed convex hull of {f ∈ E :
, and use Lemma 1.4 to find a measurable set A n so that
Without loss of generality we may assume that δ 1 ≥ δ 2 ≥ δ 3 ≥ · · ·, δ n → 0, and referring to the construction we can take A 1 ⊃ A 2 ⊃ A 3 ⊃ · · · . Since T is continuous, for each δ n we can find ǫ n > 0 so that f 0 ≤ ǫ n ⇒ T f L 0 /E ≤ δ n /6. Without loss of generality we may also assume that
Let v ∈ L 0 be given. Define S(0) = 0. So we will assume v = 0. For the next few pages we will work to define S(v). Define w
For the time being we will consider m and k to be fixed and look at w m k . Let m 0 be the smallest integer so that 1/2 m 0 ≤ ǫ 1 , and assume m ≥ m 0 . Let n(m) be the largest integer so that ǫ n(m) ≥ 1/2 m . Since T is continuous we know that n(m) goes to infinity as m goes to infinity unless T is identically 0. For each i = 1, 2, · · · we can select g i ∈ L 0 so that
Let L(1) = 1, and for each p = 2,
Observe that B 1 ⊃ B 2 ⊃ B 3 ⊃ · · · , and µ(
g m k is the pointwise limit of measurable functions, namely It is not immediately clear that S(v) exists. We turn to this question next.
We claim that for almost all x / ∈ A n(m) (m ≥ m 0 ) we have
Proof of claim: We know that
c , and
Thus for almost all
which finishes the proof of the claim.
So the sequence
, and S(v) is well-defined.
Next we show that T = QS. Consider m ≥ m 0 . Then
since the two functions are essentially identical except possibly on A n(m) and µ(A n(m) ) ≤ 1/n(m). For each k we can find f
We then have the following inequalities:
.
is an element of T (v). So we can find functions in T (v) that are arbitrarily close to S(v)
Next we will show that S is a continuous linear operator. If S is additive and continuous at zero then S must also be homogeneous, and thus linear. So it suffices to show that S is additive and continuous at zero.
S is additive. To see this let u, v ∈ L 0 and let α > 0 be given. Find m so that m . ¿From our earlier construction we have
,
Therefore,
This implies that (f i + g i ) and h i converge to the same function on (A n(m) ) c . Thus for
S is continuous at zero. To see this, suppose (v j ) ∞ j=1 is a sequence in L 0 such that v j → 0. Let α > 0 be given. Find m so that 1/n(m) ≤ α. Our set A n(m) then has measure less than α, and δ n(m) is a positive number such that the closed convex hull of the δ n(m) -ball in E is contained in the (α/80)-ball in L 0 . There also is an ǫ n(m) > 0 so that
, and we have 1/2 m ≤ ǫ n(m) . Let j ≥ 1 be given. For
j,i+1 ). Then f i,k ∈ E for all i and k and
Since T is continuous for each k, 4 I · 4 k · T (v j · χ m k ) L 0 /E goes to zero as j goes to infinity. Therefore the whole sum goes to zero as j goes to infinity. So lim sup j→∞ S(v j ) 0 ≤ 3α.
However, α > 0 was arbitrary, so lim j→∞ S(v j ) = 0. That is, S is a continuous linear operator.
Suppose that S ′ is another continuous linear operator from L 0 to L 0 such that QS ′ = T .
Then Q(S − S ′ ) = QS − QS ′ = T − T = 0, whence S − S ′ maps L 0 into the locally convex space E. We conclude that S = S ′ .
The proof of Theorem 2.1 works with a milder assumption on the subspace E. It does not have to be locally convex -the key assumption is only that given a neighborhood V of 0 there is a smaller neighborhood U so that if x n ∈ U then N n=1 2 −n x n is in V for all N (i.e. E is exponentially galbed in the sense of Turpin [8] ). We can generalize further by replacing the sequence (2 −n ) with a strictly positive term sequence (a n ) such that a n < ∞. By a classical result due to Aoki [1] and Rolewicz [7] we know that locally bounded spaces are locally p-convex for some p > 0. Also, if U is locally p-convex then N n=1 2 −(n/p) U ⊂ U for all N . In this way we can see that the generalized result includes locally bounded subspaces of L 0 .
We can combine Theorem 2.1 with Kwapien's theorem [4] .
