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En la naturaleza encontramos situaciones y procesos para los que no se encuentra una
explicacio´n inmediata. Un caso particular de esto son los enjambres, en los que muchos indi-
viduos simples actu´an de manera que emerge un comportamiento inteligente. La inteligencia
de enjambre es la rama de la inteligencia artificial que busca estudiar y simular los complejos
comportamientos encontrados en estos enjambres, como por ejemplo las bandadas de aves o las
colonias de hormigas.
En este caso, se implementara´ un algoritmo basado en el comportamiento de los machos de
una rana japonesa, aplica´ndolo al problema de coloreado de grafos. Este algoritmo se llamara´
FrogCol. Aparte se ha implementado una versio´n de la metaheur´ıstica ACO aplicada a este
mismo tipo de problema, AntCol, para tener otro algoritmo con el que comparar los resultados
obtenidos. Tras estudiar la estructura de estos y otros algoritmos de enjambre, se han abstra´ıdo
sus funcionalidades ba´sicas, creando una estructura de clases robusta y fa´cilmente ampliable.
Esta estructura servira´ para facilitar el uso de distintos tipos de algoritmos de enjambre orien-
tados a colorear grafos, un problema de intere´s actual por sus aplicaciones en materias tan
distintas como resolver sudokus o repartir horarios de trabajo.
Para analizar la eficiencia y viabilidad de los algoritmos implementados, se ha decidido im-
plementar un generador de grafos geome´tricos aleatorios usando NetworkX. Esto ha permitido
organizar una bater´ıa de pruebas con grafos de distinto taman˜o y densidad, obteniendo muchos
datos interesantes en el proceso. Analizando los resultados, se concluye que el algoritmo Frog-
Col es muy eficiente, y obtiene soluciones mejores en menos tiempo que AntCol. Viendo este
resultado tan positivo, se proponen nuevos desarrollos de intere´s para realizar en el futuro.
Palabras Clave
Inteligencia Computacional, Inteligencia de Enjambre, Algoritmos de Enjambre, Optimi-
zacio´n por Colonia de Hormigas, Coloreado por Ranas, Coloreado de Grafos, Programacio´n
Orientada a Objetos
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Abstract
In nature, there are processes and situations for which we have a hard time finding an
immediate explanation. In particular, swarms are systems in which simple individuals act in
such a way that an intelligent behavior emerges. Swarm intelligence is the branch of artificial
intelligence that studies and tries to simulate the complex behaviors commonly found in swarms,
such as bird flocking or ant colonies.
In this case, an algorithm based on the behavior of male specimens of a Japanese frog is going
to be implemented, applying it to graph coloring. This algorithm is named FrogCol. Apart from
this, an adaptation of the ACO metaheuristic for this problem, AntCol, has been implemented,
in order to have a different algorithm with which to compare the results obtained. After studying
their and other swarm algorithms’ structure, their basic functionalities have been generalized,
creating a robust and easily extended class framework. This framework will be used to simplify
the use of different graph-coloring-oriented swarm algorithms, a problem of interest due to its
many different applications, such as solving sudokus or work scheduling.
To analyze the efficiency and viability of the implemented algorithms, it has been decided to
code a random geometric graph generator using NetworkX. This has allowed the creation of a
test suite, using graphs of different sizes and densities which, in turn, provide many interesting
data. Analyzing the results, it has been concluded that the FrogCol algorithm is very efficient
and obtains better results in less time than AntCol. Looking at such positive results, several
interesting future developments are proposed.
Key words
Computational Intelligence, Swarm Intelligence, Swarm Algorithm, Ant Colony Optimiza-
tion, Frog Coloring, Graph Coloring, Object Oriented Programming
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La naturaleza siempre ha servido de inspiracio´n al ser humano, siendo objeto de todo tipo
de estudios e investigaciones. En el campo de la inteligencia artificial esto se puede ver reflejado
de muchas fomas. Por ejemplo, los algoritmos gene´ticos esta´n basados en el proceso de evolucio´n
de las cadenas de ADN, y las redes neuronales artificiales buscan imitar el funcionamiento del
cerebro. Otra de las ramas de estudio de la inteligencia artificial es la llamada inteligencia de
enjambre, expresio´n cuyo origen se puede trazar a Beni y Jing [1].
La inteligencia de enjambre es la rama de la inteligencia artificial que estudia el comporta-
miento colectivo de los sistemas descentralizados, aquellos que esta´n basados en poblaciones de
elementos simples que interactu´an entre s´ı y con el entorno. Las interacciones dan lugar a un
comportamiento global inteligente a pesar de que los agentes de forma individual siguen normas
simples. A partir del estudio de estos sistemas se desarrollan multitud de algoritmos, aplicables
a problemas como el coloreado de grafos o el problema del viajante, entre otros.
El coloreado de grafos en particular es un subgrupo de problemas dentro del etiquetado de
grafos. Ha sido estudiado como problema algor´ıtmico desde 1970, aunque fue planteado por
primera vez al adaptar el problema del coloreado de mapas. Consiste en asignar un color a cada
ve´rtice, de forma que dos ve´rtices vecinos no puedan tener el mismo asignado. Este problema
es de complejidad NP-completo, por lo que se han usado algoritmos derivados de la inteligencia
de enjambre para aproximar una solucio´n o´ptima en un espacio de tiempo razonable. Algunas
de sus aplicaciones son la asignacio´n de horarios o la asignacio´n de radio frecuencias.
1.1. Motivacio´n
El problema del coloreado de grafos ha sido estudiado durante mucho tiempo, pero al ser
de dificultad NP-completo resulta imposible implementar un me´todo fijo para encontrar la
solucio´n o´ptima. La aplicacio´n de heur´ısticas y algoritmos de aproximacio´n nos permiten hayar
una solucio´n factible, aunque no sea o´ptima. Este trabajo se origina para hacer un estudio de
un algoritmo de inteligencia de enjambre de reciente creacio´n, FrogCol [2], aplicado al coloreado
de grafos.
La inteligencia de enjambre ha obtenido cr´ıticas en los u´ltimos tiempos debido al aparente
estancamiento en cuanto a innovacio´n en este a´rea. Muchos algoritmos son publicados y publici-
tados sin un correcto rigor cient´ıfico, basa´ndose en nuevas meta´foras y complejas nomenclaturas
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que hacen dif´ıcil su comparacio´n con otros desarrollos de la literatura. Esto oculta muchas veces
un notable parecido con estudios pasados, haciendo que la validez del estudio caiga en entre-
dicho. Sin embargo, este algoritmo contiene caracter´ısticas innovadoras, que se demostrara´n al
ser explicado extensivamente en el documento.
Para poder valorar correctamente el funcionamiento y la eficiencia de FrogCol, se ha buscado
una adaptacio´n de un algoritmo de referencia como el ACO para el problema sobre el que se
realizara´n las pruebas. De esta forma, se ejecutara´n ambos algoritmos para poder comparar
sus resultados y valorar correctamente a FrogCol. Se comparara´n los tiempos y los coloreados
mı´nimos, adema´s de la bu´squeda de grupos ma´ximos independientes, MIS (maximal independent
set), de forma indirecta. Esto se realizara´ sobre python, lenguaje potente con gran cantidad de
paquetes adecuados para entornos cient´ıficos y uno de los que ma´s crece en los u´ltimos an˜os [3].
1.2. Objetivos y enfoque
Este trabajo se centra en un algoritmo de reciente desarrollo, perteneciente al campo de
la inteligencia de enjambre. Este algoritmo es el denominado como FrogCol, y fue descrito por
primera vez por Hugo Herna´ndez y Christian Blum [2]. Fue implementado inicialmente para
optimizar el coloreado de grafos, y despue´s adaptado para la bu´squeda de un MIS dentro de un
grafo [4]. A partir de esto, los objetivos de este trabajo son:
1. Implementacio´n de superclases. Una de las ideas secundarias de este proyecto consist´ıa
en abstraer las cualidades de los algoritmos de enjambre, de forma que se construya una
estructura de clases bajo el paradigma OOP, Programacio´n Orientada a Objetos.
2. Implementacio´n de algoritmo FrogCol. Basa´ndose en el co´digo en C++ de Christian Blum,
se implementara´ el algoritmo FrogCol ligeramente simplificado en python. Adema´s, se
juntara´ con FrogMIS, extrayendo tambie´n el subgrupo maximal independiente del grafo.
3. Implementacio´n de algoritmo AntCol. Tomando como referencia el pseudoco´digo presenta-
do por Costa y Hertz en 1997 [5], se implementara´ AntCol en python. Adema´s, se an˜adira´
la deteccio´n de MIS de forma indirecta, usando un me´todo ana´logo al usado en FrogCol.
4. Generacio´n de grafos geome´tricos aleatorios mediante NetworkX. Los grafos que vamos a
usar para probar los algoritmos sera´n generados mediante esta librer´ıa. Estos grafos son
no dirigidos, y esta´n construidos determinando u´nicamente el nu´mero de nodos y un radio,
que determina los enlaces que se creara´n.
5. Aplicacio´n de los algoritmos y estudio de los resultados generados. Una vez generados
los grafos y completados los algoritmos, se aplicara´n sobre los grafos con variaciones en
cuanto al nu´mero de iteraciones y otros para´metros. Estos resultados se comparara´n y se
analizara´n.
1.3. Estructura del documento
El documento esta´ dividido en las siguientes secciones:
1. Introduccio´n: en esta primera seccio´n se hace una breve presentacio´n de la inteli-
gencia de enjambre y sus or´ıgenes inspirados en la naturaleza. Despue´s, se menciona el
problema de coloreado de grafos, uno de los problemas donde t´ıpicamente se han aplicado
los algoritmos de enjambre.
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2. Estado del Arte: la primera parte es una explicacio´n de conceptos propios de la
inteligencia de enjambre, seguida de los primeros modelos de los enjambres y los ma´s
importantes desarrollos modernos en cuanto a metaheur´ısticas y algoritmos. Despue´s se
explican algunos conceptos ba´sicos de la teor´ıa de grafos y, por u´ltimo, una descripcio´n
del GCP y los me´todos que existen para abordarlo.
3. Sistema, Disen˜o y Desarrollo: en esta seccio´n se explican los algoritmos implemen-
tados y la estructura con la que se ha hecho. Tambie´n se muestra la forma en la que se
han creado los grafos de prueba y la herramienta con la que se ha hecho.
4. Experimentos: se detallan las pruebas realizadas con los algoritmos ya implementados,
adema´s de presentar los resultados obtenidos.
5. Conclusiones y Trabajo Futuro: esta u´ltima seccio´n contiene las conclusiones ex-
tra´ıdas del desarrollo de los algoritmos y de los resultados obtenidos. La u´ltima seccio´n
del documento detalla posibles trabajos futuros a tener en cuenta.




2.1. Inteligencia de enjambre
Como hemos visto en la introduccio´n, la inteligencia de enjambre es una rama de estudio
que se centra en analizar el comportamiento colectivo de sistemas descentralizados. En ellos
se observan comportamientos u´tiles que esta´n ma´s alla´ de lo que cada uno de los individuos
del enjambre ser´ıa capaz de realizar. Los elementos que componen estos enjambres se suelen
denominar agentes, y cada uno de ellos tiene un comportamiento relativamente simple. Es la
interaccio´n entre los propios agentes y el entorno lo que hace que emerja un comportamiento
inteligente.
Este a´rea esta siendo objeto de mucho estudio en la actualidad [6], gracias en parte a sus
posibles aplicaciones en problemas f´ısicos. El hecho de no necesitar complejos controladores
centrales tendr´ıa como consecuencia que los sistemas fuesen ma´s robustos a posibles aver´ıas o
dan˜os, adema´s de muy posiblemente ver su coste rebajado. Adema´s, debido a sus propiedades,
resulta u´til modelar y realizar estudios de inteligencia de enjambre para entender mejor los
enjambres presentes en la naturaleza, como las colonias de hormigas o enjambres de abejas.
2.1.1. Conceptos ba´sicos
La inteligencia de enjambre esta´ basada en varios conceptos interdisciplinares, cuyo origen
en muchos casos se puede trazar hasta la naturaleza.
Definicio´n 2.1.1.1 La emergencia es el feno´meno por el cua´l aparecen propiedades o procesos
en un sistema que no se pueden atribuir a los elementos individuales que componen el sistema.
Son propiedades no reducibles a las de las partes constituyentes.
Este concepto esta relacionado estrechamente con el concepto de autoorganizacio´n.
Definicio´n 2.1.1.2 La autoorganizacio´n es un proceso en el que interacciones locales entre
los componentes de un sistema dan lugar a un orden o coordinacio´n global. Es esponta´neo y no
esta´ dirigido ni controlado por ningu´n elemento en particular.
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El resultado sobre el que se centra el estudio de la inteligencia de enjambre es, como dice su
nombre, el enjambre. Es un ejemplo particular de emergencia y autoorganizacio´n que se da en
la naturaleza.
Definicio´n 2.1.1.3 Un enjambre o el comportamiento de enjambre es un comportamien-
to emergente que surge a partir de reglas simples seguidas por una serie de individuos y que no
requiere una coordinacio´n central. Es un comportamiento colectivo exhibido por entidades simi-
lares al estar en grupo. El te´rmino enjambre se usa de forma usual para insectos, pero se aplica
para cualquier entidad que muestre comportamiento de enjambre.
Figura 2.1: El comportamiento de las abejas es un ejemplo de enjambre en la naturaleza
Debido a las propiedades de los enjambres, resulta ma´s sencillo fijarse y concretar las reglas
ba´sicas que sigue cada organismo del enjambre que centrarse en el comportamiento global.
Definicio´n 2.1.1.4 Un modelo basado en agentes es una metodolog´ıa basada en reglas de
modelizacio´n computacional. Se centra en las reglas e interacciones de los componentes indivi-
duales o agentes de un sistema. Posee ciertas caracter´ısticas:
a) Estructura modular: el comportamiento del modelo se define mediante las reglas de sus
agentes. Estas pueden modificarse sin modificar el modelo al completo.
b) Propiedades emergentes: al usar agentes que interactu´an localmente, se consigue un siste-
ma con un comportamiento mucho ma´s complejo que el de cada agente individual.
c) Abstraccio´n: los modelos basados en agentes pueden construirse au´n sin tener el conoci-
miento completo del sistema que se va a estudiar o representar.
d) Estocasticidad: los sistemas biolo´gicos poseen comportamientos que parecen aleatorios. Pa-
ra simular esto, se calculan las probabilidades de los comportamientos y se traducen en
las reglas de los agentes.
Para entender los modelos basado en agentes, es necesario especificar co´mo son los agentes
que componen los sistemas simulados.
Definicio´n 2.1.1.5 Un agente inteligente es una entidad auto´noma que posee sensores para
percibir su entorno y actu´a sobre e´l con actuadores, de forma que su actividad le ayude a
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conseguir cierto objetivo. En el caso computacional, esto significa que debe existir un sistema
por el que el agente pueda comunicarse o actuar sobre un espacio global que comparte con los
dema´s agentes o estos agentes en s´ı. Sus acciones estara´n definidas o condicionadas por este
mismo entorno.
Definicio´n 2.1.1.6 La estigmerg´ıa es un mecanismo de autoorganizacio´n en el que se consi-
gue coordinacio´n entre elementos de un sistema a trave´s del entorno. Se basa en que las trazas
dejadas en el entorno por un agente estimulan la eficiencia de la siguiente accio´n, ya sea del
mismo agente o de otro. Produce estructuras complejas y aparentemente inteligentes, sin ser
necesario un plan, control o, incluso, comunicacio´n directa entre los agentes.
Este mecanismo se usa junto a agentes muy simples, que pueden carecer de memoria o
incluso conciencia de la existencia de otros agentes. De esta forma, el entorno ser´ıa usado como
una forma de memoria colectiva, a la que todos los agentes tienen acceso. En la naturaleza, se
puede observar en el funcionamiento de las colonias de hormigas o termitas por ejemplo, que
usan feromonas para optimizar sus trabajos.
La combinacio´n de estas propiedades se utiliza para buscar soluciones a problemas cuya
complejidad hace que el tiempo necesario para hallar la solucio´n o´ptima crezca demasiado
ra´pido. De esta forma, se especifican ciertos criterios que las soluciones candidatas deben tener
y se busca la mejor posible en cierto tiempo, obteniendo resultados aproximados pero buenos.
Los procesos que llevan a cabo esto se denominan metaher´ısticas.
Definicio´n 2.1.1.7 Una metaheur´ıstica es un proceso o heur´ıstica disen˜ado para encontrar
o generar un algoritmo de bu´squeda que proporcione una solucio´n lo suficientemente buena a
un problema de optimizacio´n. No garantizan que se alcance una solucio´n o´ptima global, si no
que implementan algu´n tipo de optimizacio´n estoca´stica. As´ı, la solucio´n encontrada depende
del grupo de variables aleatorias generadas.
2.1.2. Modelos
En las u´ltimas de´cadas se han desarrollado diversos tipos de modelos para estudiar el com-
portamiento de los enjambres. Esta tendencia se debe a que al modelar el sistema se pueden
llegar a entender mejor los enjambres y su funcionamiento en la naturaleza, encontra´ndose
nuevas aplicaciones para ellos.
Los primeros estudios en este campo usaban modelos matema´ticos para simular y entender
los comportamientos de los enjambres. La primera simulacio´n de este comportamiento en un
ordenador se realizo´ en 1986, con el programa boids [7]. Toma el nombre de la contraccio´n
de bird-oid object, referente a su intencio´n de simular el comportamiento de las bandadas de
pa´jaros. Este modelo se ha ido extendiendo de diversas formas a lo largo del tiempo [8, 9],
dando lugar a programas ma´s especializados. A d´ıa de hoy se sigue utilizando, por ejemplo, en
el campo de la robo´tica y los drones [10].
2.1.3. Metaheur´ısticas y algoritmos
En el estudio de la inteligencia de enjambre se ha recurrido a feno´menos que ocurren en
la naturaleza para elaborar procesos que, imita´ndolos, puedan dar solucio´n a ciertos tipos de
problemas. Estos algoritmos son metaheur´ısticas, ya que obtienen a partir de el resultado emer-
gente soluciones factibles, sin garantizar una solucio´n o´ptima global. Au´n as´ı, debido a que se
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aplican a problemas de alta complejidad generalmente, estas soluciones se encuentran mucho
ma´s ra´pida y eficientemente que si se usara un algoritmo de optimizacio´n global.
Existen muchos tipos de algoritmos de enjambre, aunque los ma´s conocidos y utilizados
son los conocidos como PSO, optimizacio´n por enjambre de part´ıculas, y ACO, optimizacio´n
por colonia de hormigas. Cabe sen˜alar que algunas metaheur´ısticas ma´s recientes basadas en
feno´menos naturales han sido criticadas por esconder su falta de innovacio´n detra´s de una
elaborada meta´fora [11, 12].
Optimizacio´n por Colonia de Hormigas
Inicialmente propuesto por Dorigo en 1992 en su tesis doctoral [13, 14], es una clase de algo-
ritmos de optimizacio´n basada en el comportamiento de una colonia de hormigas. Las hormigas
buscan comida, depositando feromonas en el camino de vuelta. Esto afecta al resto de amigas,
que son ma´s proclives a elegir un camino con mayor cantidad de feromonas. Computacionalmen-
te, las hormigas son agentes simulados que se mueven por el espacio de soluciones, marcando
sus recorridos y su calidad. Esto atrae a los dema´s agentes, de forma que en las iteraciones
siguientes se encuentren mejores soluciones. Este tipo de comunicacio´n se basa en el mecanismo
de estigmerg´ıa, ya que usa el entorno como medio.
Algoritmo 1: Pseudoco´digo de metaheur´ıstica ACO
Initialize pheromone τi
while not termination:
for each ant i:
Construct solution i
Update pheromone τi
El primer algoritmo desarrollado con este planteamiento estaba pensado para encontrar un
camino en un grafo, lo que se conoce como TPS, el problema del viajante (Travelling Salesman
Problem). Desde entonces, la idea se ha ido diversificando para resolver otros tipos de problemas,
como el coloreado de grafos [5], descrito en la seccio´n 3.1.2, o la clasificacio´n de datos [15].
Optimizacio´n por Enjambre de Part´ıculas
Propuesto por Kennedy y Eberhart en 1995 [16], el PSO es un me´todo computacional que
trata de optimizar un problema intentando mejorar iterativamente un candidato a solucio´n
respecto a una medida de calidad. Representa los candidatos a solucio´n mediante part´ıculas en
el espacio de bu´squeda, aplica´ndolesn una velocidad. Las part´ıculas son atra´ıdas por la mejor
posicio´n local, pero tambie´n a las posiciones de otras part´ıculas dependiendo de lo buenas que
sean las soluciones encontradas.
Algoritmo 2: Pseudoco´digo de metaheur´ıstica PSO [17]
Initialize xi, vi and xbesti for each particle i
while not termination:




Set g equal to index of neighbor with best xbesti
Use g to calculate vi
Update xi = xi + vi
Evaluate objective function
Update xbesti
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Figura 2.2: El algoritmo PSO fue disen˜ado en primera instancia para simular el comportamiento
de las bandadas de pa´jaros o los bancos de peces
El algoritmo estaba dirigido originalmente a simular el comportamiento social, basado en el
movimiento de organismos en una bandada de pa´jaros o un banco de peces. A partir de ah´ı el
algoritmo fue simplificado y se observo´ la posibilidad de usarse en optimizacio´n de una forma
ma´s general. Hoy en d´ıa se usa en multitud de a´reas, desde el disen˜o de antenas hasta asignacio´n
de trabajo [18].
Una lista de metaheur´ısticas y algoritmos ha sido compilada por Fister et al [19]. De una
manera menos seria, tambie´n existe un bestiario mucho ma´s extenso, mantenido por Aranha y
Campelo y publicado en github [20].
2.2. Teor´ıa de grafos
La teor´ıa de grafos es el a´rea de las matema´ticas dedicada al estudio de los grafos, estructuras
formadas por un grupo de objetos entre los cuales existen relaciones de algu´n tipo. El nombre
grafo fue usado por primera vez con este significado por Sylvester en 1878 [21]. Para el estudio de
algoritmos de enjambre llevado a cabo en este proyecto se va a usar este a´rea de conocimiento,
ya que se van a centrar en encontrar soluciones al problema de coloreado de grafos.
2.2.1. Conceptos ba´sicos
En esta seccio´n se van a definir algunos conceptos pertenecientes a la teor´ıa de grafos, necesa-
rios para entender el problema tratado en este trabajo. Tambie´n se usara´n en el funcionamiento
de los algoritmos implementados, valie´ndose de ellos para encontrar candidatos a solucio´n.
Definicio´n 2.2.1.1 Un grafo es un sistema de nodos o ve´rtices, conectados entre s´ı por enlaces
o arcos. Es el objeto de estudio de la Teor´ıa de Grafos.
Los grafos se han dividido comu´nmente en dos tipos, dependiendo de si sus enlaces poseen
una direccio´n definida, carecen de ella, o existen ambas posibilidades.
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Definicio´n 2.2.1.2 Un grafo dirigido es aque´l en el que los ejes tienen una direccio´n particu-
lar, con un nodo origen y un nodo destino. Un grafo no dirigido, sin embargo, es aque´l en el
que los enlaces no distinguen entre origen y destino, no tienen direccio´n. Un grafo mixto posee
enlaces de los dos tipos.
Centra´ndonos ahora en los nodos de los grafos, se pueden estudiar algunas de sus propiedades
basa´ndonos en la estructura del grafo al que pertenecen.
Definicio´n 2.2.1.3 Un vecino de un nodo es otro nodo que esta´ conectado a e´l por un enlace,
es decir, un nodo adyacente. La vecindad o neighborhood de un nodo v en un grafo W es el
subgrafo compuesto por todos los nodos adyacentes a v, y esta´ representado por NW (v).
Definicio´n 2.2.1.4 El grado de un nodo v en un grafo W es el nu´mero de enlaces que terminan
en e´l. En el caso de un grafo no dirigido, es directamente el nu´mero de enlaces que salen o entran
en el nodo. Esta´ representado por degW (v).
Definicio´n 2.2.1.5 Un camino entre dos nodos es una secuencia de nodos y enlaces que em-
pieza en uno de los nodos y acaba en el otro.
2.2.2. Problema de coloreado de grafos
En teor´ıa de grafos, el coloreado de grafos es un caso especial de etiquetado de grafos.
Consiste en asignar una serie de etiquetas llamadas colores a cada nodo, teniendo distintas
restricciones dependiendo del tipo de coloreado que se quiera hacer. Este concepto de colorear
grafos proviene del coloreado de mapas, en el que distintos territorios deb´ıan ser coloreados
siendo necesario que territorios adyacentes tomasen colores distintos. Es as´ı como se define el
tipo de coloreado de grafos ma´s simple, el coloreado de ve´rtices, en el que se debe colorear
un grafo de forma que ningu´n par de ve´rtices adyacente posea el mismo color.
Figura 2.3: Coloreado de ve´rtices del grafo de Petersen
Una de las nociones ma´s importantes del coloreado de ve´rtices es el Teorema de los Cuatro
Colores. Fue mencionado por primera vez por Francis Guthrie en 1852 [22], pero no fue hasta
1976 cuando Appel y Haken probaron el teorema en la primera gran demostracio´n usando
un ordenador [23]. Este teorema dice que, dada cualquier separacio´n de un plano en regiones
contiguas, no se necesitan ma´s de cuatro colores para que ningu´n par de regiones adyacentes
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tenga el mismo color. Esto se puede extrapolar a los grafos planares, es decir, aquellos que
pueden ser representados en un plano sin que sus enlaces se corten entre s´ı. Para grafos no
planares, tenemos el Teorema de Brooks. Este nos dice que un grafo conexo en el que el
ma´ximo grado de un nodo es ∆, puede ser coloreado con so´lo ∆ colores. Hay dos excepciones,
grafos completos y grafos c´ıclicos de orden impar requieren ∆ + 1 colores [24].
El problema de coloreado de grafos, GCP por Graph Coloring Problem, consiste en encontrar
el menor nu´mero posible de colores con el que se pueda hacer un coloreado de ve´rtices de un
grafo dado, lo que se denomina el nu´mero croma´tico. Este problema se encuentra entre los
21 problemas NP-completos de Karp [25], por lo que no se ha descubierto ningu´n me´todo para
computar su solucio´n en un periodo razonable de tiempo. Para aproximar estas soluciones, se han
usado me´todos heur´ısticos y algoritmos de aproximacio´n como el algoritmo de contraccio´n [26],
algoritmos codiciosos [27] o algoritmos descentralizados [28, 29]. En nuestro caso, usaremos
algoritmos de enjambre basados en colonias de ranas y hormigas, FrogCol y AntCol.
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3
Sistema, disen˜o y desarrollo
En esta seccio´n se describe el funcionamiento de los algoritmos FrogCol y AntCol y la forma
en la que se han implementado. Despue´s, se explica el sistema de clases desarrollado para usar
los algoritmos. Tambie´n se an˜aden comentarios sobre co´mo se han generado los grafos sobre los
que se han probado los algoritmos y sus propiedades.
3.1. Algoritmos
Este proyecto se ha centrado en un primer momento en la implementacio´n en python y
la aplicacio´n del algoritmo FrogCol, definido en primera instancia por Herna´ndez y Blum en
2010 [2]. Este algoritmo se centra en la bu´squeda de un coloreado o´ptimo de un grafo. Para
que los resultados puedan ser comparados con un algoritmo del estado del arte, se ha decidido
implementar una versio´n del ACO aplicada al mismo problema. La metaheur´ıstica ACO ha sido
objeto de muchos estudios e implementaciones a lo largo de los an˜os, por lo que es un esta´ndar
con el que se puede comparar y obtener conclusiones u´tiles. Esta implementacio´n esta´ basada en
el algoritmo AntCol descrito por Costa y Hertz en 1997 [5], realiza´ndose en python a partir del
pseudoco´digo publicado. Ambos algoritmos pertenecen al campo de la inteligencia de enjambre,
aunque el enfoque del problema es muy distinto. Por todo esto, resulta interesante averiguar de
que´ forma se comparan, tanto en cuanto a tiempo empleado como a calidad de los resultados.
Una vez planteado el estudio, se han encontrado similitudes en los procesos desarrollados
por los dos algoritmos. Esto es normal en algoritmos y heur´ısticas derivados de la inteligencia
de enjambre, pero en este caso se vio la posibilidad de abstraer su funcionalidad, creando
una estructura de clases jera´rquica que fuese fa´cil de ampliar en el futuro. Esta estructura se
describira´ en el apartado 3.2.
3.1.1. FrogCol
El algoritmo FrogCol tiene su origen en el comportamiento de una rana arbor´ıcola japonesa.
Los individuos macho de esta especie deben croar para llamar la atencio´n de la hembra, pero
e´sta no puede distinguir de do´nde provienen las llamadas si varias ranas cercanas croan a la
vez [30]. Por ello, han desarrollado un sistema de desincronizacio´n, en el que las ranas macho
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escuchan a otras ranas cercanas, cambiando la frecuencia de sus llamadas para que no colisionen
y confundan a la hembra. Tras varias iteraciones del proceso, los machos que ocupan posiciones
cercanas se han desincronizado totalmente.
A partir de este comportamiento, Aihara propuso en 2009 [31] un modelo en el que una pareja
de osciladores, representando cada uno una rana macho, buscan tener fases distintas mediante
una desincronizacio´n gradual. Herna´ndez y Blum disen˜aron en 2010 el algoritmo FrogCol [2], el
cual, con ligeras modificaciones, sera´ el algoritmo que se implementara´ en python y se estudiara´.
Es una adaptacio´n del modelo basado en las ranas, destinado a optimizar el GCP.
Algoritmo 3: Pseudoco´digo de FrogCol
f0 := ∞ /* Nu´mero de colores en la mejor solucio´n obtenida hasta ahora */
n0 := ∞ /* Nu´mero de repeticiones ma´ximo de un color hasta ahora */
Sort agents by θ
while not termination:










if naux > n
0:
n0 := naux
Sort agents by θ
Este algoritmo comienza asignando a cada nodo un agente, que simulara´ una rana. Estos
agentes son generados con un valor θ aleatorio, que se usara´ despue´s para estructurar el grafo
en forma de a´rbol. Una vez ordenados, los agentes pasan a ejecutar en secuencia su evento, que
en el caso de FrogCol consta de varias partes. Primero se recalcula su nuevo valor θ, basado en
los valores encontrados en la cola de mensajes Qi. Estos mensajes incluyen el valor θm y el color
del nodo emisor. As´ı, la fo´rmula del nuevo θi para el agente del nodo i es:






donde α ∈ [0, 1] es un para´metro usado para controlar la convergencia. Despue´s, el nodo escoge
el mı´nimo color posible comparando con los colores presentes en los mensajes almacenados en
Qi. Una vez ha escogido el color, se ha actualiza el nu´mero de colores usado, almacenado en q,
y el agente comunica a todos los adyacentes su color. Esto lo hace mediante un mensaje que
incluye tambie´n su valor θ.
Una vez todos los agentes se han comunicado, se extrae un candidato a solucio´n del GCP.
Este proceso se repite varias veces, queda´ndose al final con la mejor solucio´n, es decir, la solucio´n
que menos colores haya usado para colorear el grafo. Tambie´n se obtiene un candidato a MIS,
guardando la coloracio´n con la mayor repeticio´n de un mismo color. Cabe destacar que este
algoritmo de enjambre no hace uso del concepto de estigmerg´ıa, ya que toda la comunicacio´n se
hace directamente entre los propios agentes, sin usar el entorno como medio de comunicacio´n y
almacenamiento de informacio´n.
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3.1.2. AntCol
El algoritmo AntCol es una implementacio´n de la metaheur´ıstica ACO, que modela el com-
portamiento de una colonia de hormigas, para el a´mbito del coloreado de grafos. Para este
proyecto se va a implementar una versio´n del algoritmo definido por Costa y Hertz en 1997 [5]
en python.
En su art´ıculo, definen el algoritmo en dos partes. La primera parte consiste en el manteni-
miento y actualizacio´n de Mrs, la matriz que representa los rastros de feromonas que dejan las
hormigas al ir en busca de comida. En este caso cada agente recorre el grafo coloreando cada
vez con un color distinto, as´ı que los elementos de la matriz son proporcionales a la calidad de
los coloreados en los que los nodos r y s poseen el mismo color. El agente ordena los nodos del
grafo para poder recorrerlo, y es esta construccio´n la que determina la calidad de la solucio´n
obtenida. El me´todo constructivo encargado de ordenar el grafo tiene en cuenta el estado de
la matriz de rastros, dando ma´s importancia a los caminos con enlaces ma´s transitados por los
otros agentes.
Algoritmo 4: Pseudoco´digo de AntCol
Mrs := initializeMatrix(1) /* Matriz de rastros entre nodos no adyacentes */
f0 := ∞ /* Nu´mero de colores en la mejor solucio´n obtenida hasta ahora */
n0 := ∞ /* Nu´mero de repeticiones ma´ximo de un color hasta ahora */
while not termination:
∆Mrs := initializeMatrix(0)
for each agent i:
ANT RLF(2,2)
q := colorsUsed()








Mrs := ρMrs + ∆Mrs∀[vr, vs]non adjacent
La actualizacio´n de la matriz de rastros se hace al final de cada iteracio´n, una vez todos
los agentes han conseguido un candidato a solucio´n. Para ello se define una matriz ∆M que
acumula los cambios que se van a realizar en la matriz de rastros M . Tras la ejecucio´n del evento
de cada agente ∆M se ve modificada de la siguiente manera:






Costa y Hertz proponen y analizan diversas formas de ordenar el grafo. Viendo sus conclu-
siones y los resultados obtenidos, se ha decidido implementar el me´todo constructivo ANT RLF,
Recursive Largest First, con para´metros Σ = 2,Ω = 2. El primer para´metro, Σ, define que, con
cada color usado, el primer nodo se selecciona aleatoriamente entre los nodos sin colorear. El
segundo para´metro de ANT RLF determina el ca´lculo de η(s[k − 1], v). Esta funcio´n es una
parte del ca´lculo de la probabilidad pit(k, v), que es la probabilidad asignada a cada nodo y
determina cua´l de ellos se elegira´ para ser coloreado a continuacio´n. La expresio´n completa de
la funcio´n de probabilidad es la siguiente:
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pit(k, v) =
τ(s[k − 1], v, q)α · η(s[k − 1], i)β∑
o 6∈(o(1),...,o(k−1)) τ(s[k − 1], o, q)α · η(s[k − 1], o)β
(3.3)
τ(s[k − 1], v, q) =
{





η(s[k − 1], i) = |W | − degW (v) (3.5)
De esta forma, el evento ejecutado en cada agente consiste en varios pasos. Primero, se
escoge un nodo no coloreado al azar y se le asigna el primer color, representado por 0. Despue´s
se escoge un nodo no adyacente con probabilidad pit(k, v), asigna´ndole el mismo color. Este
proceso se repite hasta que ya no haya nodos disponibles para ser coloreados con este mismo
color, momento en el que se cambia el color y se vuelve a elegir otro nodo no coloreado al azar.
Una vez se han coloreado todos los nodos del grafo, se ha obtenido un candidato a solucio´n y
ha acabado el evento de este agente.
Algoritmo 5: Pseudoco´digo de ANT RLF(2,2)
W := V /* Nodos sin colorear */
while there are uncolored vertices:
B := ∅ /* Nodos no coloreables con el mismo color que v */
v := randomChoice(W )
color(v)
Vq := v
while there are uncolored, not adjacent vertices:
B := B ∪NW (v)
W := W\(NW (v) ∪ v)
v := chooseNewVertex(W,pit(k, v))
Vq := Vq ∪ v
W := B ∪NW (v)
El resultado final se obtiene al acabar las ejecuciones de todos los agentes. Cada vez que
un agente construye una nueva solucio´n se compara con la solucio´n que menos colores hab´ıa
usado hasta entonces. Si esta vez se ha obtenido una solucio´n con un menor nu´mero de colores,
se guarda este candidato a solucio´n en su lugar. Este mismo proceso se realiza con la solucio´n
que ma´s repeticiones del mismo color tiene. Si la nueva solucio´n tiene algu´n color con ma´s
repeticiones que la antigua, se guarda como candidato a MIS.
3.2. Estructura de la implementacio´n
La primera cuestio´n que surge al plantearse la implementacio´n de estos dos algoritmos de
enjambre es si existe alguna manera de abstraer su funcionamiento para simplificar su desarrollo.
Ambos son algoritmos de enjambre, as´ı que ambos consisten en un sistema de agentes que buscan
soluciones y se comunican entre s´ı. De esta forma, se determina que se puede usar un sistema
de clases basado en el paradigma de Programacio´n Orientada a Objetos.
El disen˜o final de la estructura consiste en el diagrama de clases encontrado en la figura 3.1.
A continuacio´n se explicara´ la finalidad de cada parte del sistema:
Node: para poder representar los grafos que analizaremos, se implementa la clase Node,
que representa un nodo del grafo. Dentro del nodo se referencian los nodos vecinos, de
forma que el grafo completo queda representado u´nicamente con sus nodos. Adema´s, aqu´ı
se almacenara´ el color del nodo representado para la solucio´n obtenida.
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Colony: esta clase representa una colonia, un sistema abstracto formado por agentes. Es
una superclase, ya que contiene los elementos ba´sicos que ambos algoritmos usan para
construir la colonia de agentes, adema´s de definir las relaciones con la clase Node y Agent.
La colonia guarda la representacio´n del grafo en forma de lista de nodos y los agentes
que actuara´n sobre ella. Por u´ltimo, contiene un me´todo para imprimir los enlaces de un
grafo, u´til a la hora de hacer debugging.
FrogColony: las especificaciones de la colonia de ranas, es decir, los datos y me´todos ne-
cesarios para organizar los agentes, se definen en esta clase. El bucle externo del algoritmo
AntCol esta´ implementado aqu´ı, llamando luego a un me´todo dentro de cada agente para
poder construir una solucio´n satisfactoria. Hereda de Colony.
AntColony: en este caso, la clase representa la colonia de hormigas. La funcionalidad
de los agentes en AntCol posee varias diferencias respecto a los agentes en FrogCol como
hemos comentado anteriormente, as´ı que parte del peso que en FrogCol tiene la colonia
se traslada a los agentes. Apate de esto, la colonia contiene la matriz M , que representa
las feromonas depositadas a la hora de conseguir soluciones, y maneja su actualizacio´n.
Hereda de Colony.
Agent: esta clase representa el agente ba´sico de un algoritmo de enjambre. Carece de
me´todos, pero sirve para establecer la relacio´n con la colonia que tienen todos estos agentes.
FrogAgent: las ranas son simuladas con instancias de esta clase. Como se ha descrito
anteriormente, se deben crear tantos agentes como nodos en FrogCol, as´ı que se define
esta relacio´n adicional. Adema´s, cabe destacar que un FrogAgent no encuentra una solu-
cio´n global por s´ı mismo. El agente evalu´a una solucio´n local, donde se tiene en cuenta
u´nicamente NW (v), la vecindad del nodo asociado al agente. Hereda de Agent.
FrogMessage: los agentes del algoritmo FrogCol no esta´n basados en estigmerg´ıa. En
cambio, se comunican directamente entre ellos - con sus vecinos, para ser espec´ıficos. El
mensaje usado para comunicarse esta´ implementado en esta clase, y contiene la informa-
cio´n mı´nima necesaria para llevar a cabo el algoritmo.
AntAgent: esta es la clase que simula las hormigas. Este tipo de agente es mucho ma´s
pesado que el agente de FrogCol, ya que cada uno de ellos busca completar una solucio´n
independientemente de los dema´s. Cada agente guarda una lista de nodos donde ira´ acu-
mulando su solucio´n particular, y luego la colonia actualizara´ la matriz de feromonas en
base a estas soluciones. Hereda de Agent.
Con esta estructura, resulta mucho ma´s simple implementar un programa que, usando u´ni-
camente los me´todos de la clase Colony, pueda usar los dos algoritmos sin preocuparse del
funcionamiento interno de los agentes o los distintos tipos de colonias. Todo se reducir´ıa a crear
una instancia de la colonia adecuada, modificando si es necesario los para´metros pasados por
defecto a cada tipo, y tener un grafo en el formato usado en esta implementacio´n. Este formato
de grafo y su generacio´n sera´ abordada en la siguiente seccio´n.
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3.3. Creacio´n de grafos
Los algoritmos implementados buscan encontrar soluciones al problema de coloreado de
grafos, as´ı que para poder probarlos a medida que se fueran desarrollando y hacer una serie
de experimentos se necesitaban distintos tipos de grafos. Adema´s, la implementacio´n actual
de estos algoritmos u´nicamente admite grafos dirigidos. Por todo esto, se busco´ una forma de
obtener ra´pida y fa´cilmente grafos no dirigidos sobre los que aplicar FrogCol y AntCol.
3.3.1. Grafos geome´tricos aleatorios
Un grafo geome´trico aleatorio es un tipo de grafo no dirigido construido mediante la coloca-
cio´n aleatoria de nodos en un espacio me´trico. Despue´s, una pareja de nodos colocados de esta
manera sera´ unida con un enlace si y solo s´ı su distancia esta´ dentro de un radio especificado.
Fueron introducidos por Gilbert en 1961 [32], sugiriendo su aplicacio´n en redes de comunicacio´n.
Los grafos geome´tricos aleatorios poseen varias propiedades interesantes. Por ejemplo, desa-
rrollan estructura de comunidades esponta´neamente, creando cu´mulos con una alta modula-
ridad. Adema´s, su estructura hace que posea una alta asortatividad, ya que los nodos con
muchos enlaces tienden a estar unidos con otros nodos con muchos enlaces. Por todo esto, los
grafos geome´tricos aleatorios se parecen a las comunidades humanas reales.
Estas propiedades, junto con la facilidad a la hora de crearlos, han hecho que se implementase
un generador de algoritmos en python, que se encuentra en el archivo swarmgen.py.
3.3.2. NetworkX
Para poder generar los grafos, se ha utilizado la librer´ıa NetworkX. Este software, espe-
cialmente disen˜ada para la creacio´n, manipulacio´n y estudio de grafos y redes, es una librer´ıa
gratuita que se publico´ bajo la licencia BSD-new en 2005 [33] y cuya u´ltima versio´n estable
data de 20 de septiembre de 2017.
Figura 3.2: Ejemplo de grafo geome´trico aleatorio creado con NetworkX
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Gracias a estar basada en una estructura de diccionarios en python nativo, NetworkX es
una librer´ıa eficiente y escalable con la que se puede operar con operaciones de grafos de
ma´s de 10 millones de nodos y 100 millones de enlaces [34]. Esta´ incluida en SageMath [35].
En este proyecto se ha usado para generar grafos usando su generador de la forma Net-
workX.generators.random geometric graph(nodes, radius).
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4
Experimentos realizados y resultados
Para evaluar el funcionamiento de los algoritmos implementados, se han ejecutado sobre
grafos geome´tricos aleatorios de distintos taman˜os y creados con distintos radios. El radio del
grafo geome´trico determina la distancia a la que dos nodos generan un enlace entre s´ı, as´ı que
los grafos de radio mayor sera´n ma´s densos y dif´ıciles de procesar. Estos experimentos se han
realizado con grafos de 10, 20 y 50 nodos, creados con radio 0,1 y 0,2. Una vez se ha visto la
forma en la que la densidad afecta, se han an˜adido los resultados para grafos de 100, 200, 500,
1000 y 2000 nodos con radio 0,1 en el caso de FrogCol ; y para grafos de 30 y 40 nodos con radio
0,1 en el caso de AntCol
Para obtener unos resultados de la mayor calidad posible, se ha ejecutado 10 veces cada
algoritmo sobre el mismo grafo, calculando la media, varianza, valor ma´ximo y valor mı´nimo de
cada resultado analizado. De esta forma se puede ver co´mo de consistentes son los algoritmos,
adema´s de su calidad puntual.
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4.1. FrogCol
4.1.1. Tiempos
Nodos Radio Tiempo medio Tiempo varianza Tiempo ma´ximo Tiempo mı´nimo
10 0.1 ∼0.0 ∼0.0 ∼0.0 ∼0.0
10 0.2 0.0078 6.096·10−5 0.016 ∼0.0
20 0.1 0.0062 5.776·10−5 0.016 ∼0.0
20 0.2 0.0234 7.144·10−5 0.033 0.013
50 0.1 0.0515 5.365·10−5 0.063 0.046
50 0.2 0.0985 5.065·10−5 0.110 0.093
100 0.1 0.1598 3.556·10−5 0.172 0.156
200 0.1 0.5934 4.944·10−5 0.609 0.578
500 0.1 3.9032 0.07233 4.391 3.501
1000 0.1 13.3766 0.42952 14.577 12.671
2000 0.1 53.2222 0.92222 55.641 52.337
Cuadro 4.1: Tabla de tiempos de ejecucio´n de FrogCol
En esta tabla se muestran los resultados de tiempo obtenidos por FrogCol. Se ha aplicado
sobre un conjunto grande de grafos al observar su gran velocidad de ejecucio´n, con una varianza
muy pequen˜a. A continuacio´n se representan los resultados medios en una gra´fica, donde se















Figura 4.1: Representacio´n de tiempo empleado por FrogCol respecto a no de nodos, r = 0,1
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4.1.2. Coloreados
Esta tabla detalla los coloreados mı´nimos obtenidos de las ejecuciones. Los resultados ob-
tenidos son muy positivos, porque el nu´mero de colores no ha aumentado a pesar de que la
cantidad de nodos y enlaces s´ı que ha variado en gran medida. Adema´s estos coloreados se han
conseguido con dos y tres colores, una cantidad muy pequen˜a.
Nodos Radio Coloreado medio Coloreado varianza Coloreado ma´ximo Coloreado mı´nimo
10 0.1 2.0 0.0 2 2
10 0.2 2.5 0.25 3 2
20 0.1 2.0 0.0 2 2
20 0.2 3.0 0.0 3 3
50 0.1 3.0 0.0 3 3
50 0.2 3.0 0.0 3 3
100 0.1 3.0 0.0 3 3
200 0.1 3.0 0.0 3 3
500 0.1 3.0 0.0 3 3
1000 0.1 3.0 0.0 3 3
2000 0.1 3.0 0.0 3 3
Cuadro 4.2: Tabla de coloreados de FrogCol
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4.1.3. Grupos maximales independientes
En esta tabla se muestran los resultados de los MIS obtenidos. Cabe destacar que la obten-
cio´n de estos no era una prioridad a la hora de implementar este algoritmo, pero au´n as´ı se han
obtenido resultados muy positivos al tener resultados cercanos al 50 % de los grafos coloreados
con el mismo color.
Nodos Radio MIS medio MIS varianza MIS ma´ximo MIS mı´nimo
10 0.1 9.0 0.0 9 9
10 0.2 7.4 0.24 8 7
20 0.1 13.5 0.25 14 13
20 0.2 9.7 0.61 11 9
50 0.1 28.3 0.41 29 27
50 0.2 24.0 0.6 25 23
100 0.1 51.9 2.49 55 50
200 0.1 89.8 8.56 94 83
500 0.1 226.5 42.25 240 219
1000 0.1 451.1 58.09 463 438
2000 0.1 894.0 107.2 910 872
Cuadro 4.3: Tabla de obtencio´n de MIS de FrogCol
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4.2. AntCol
4.2.1. Tiempos
Nodos Radio Tiempo medio Tiempo varianza Tiempo ma´ximo Tiempo mı´nimo
10 0.1 0.3591 0.0308 0.641 0.078
10 0.2 0.4375 0.0517 0.797 0.078
20 0.1 3.9173 3.8084 6.922 0.735
20 0.2 4.7033 5.951 8.39 0.86
30 0.1 16.9101 76.5019 30.734 3.42
40 0.1 51.1326 714.6724 93.205 9.437
50 0.1 126.3876 4383.4441 226.519 22.345
50 0.2 128.018 4426.2875 231.521 22.921
Cuadro 4.4: Tabla de tiempos de ejecucio´n de AntCol
Esta tabla muestra los tiempos de ejecucio´n obtenidos al aplicar AntCol. Estos tiempos
son mucho ma´s grandes que al aplicar FrogCol, aunque puede que haya alguna ventaja a la
hora de aplicar este algoritmo que se muestre en las siguientes tablas. La siguiente gra´fica
muestra los tiempos de ejecucio´n, y se puede apreciar que estos tambie´n crecen de una forma
aproximadamente exponencial.














Figura 4.2: Representacio´n de tiempo empleado por AntCol respecto a no de nodos, r = 0,1
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4.2.2. Coloreados
La siguiente tabla muestra los diferentes coloreados mı´nimos obtenidos de la ejecucio´n del
algoritmo. Resulta sorprendente observar que ya desde los grafos de 20 nodos AntCol necesita
cuatro colores para completar el coloreado, y llega a seis con el grafo de radio 0,2. Esto significa
que FrogCol es mucho ma´s eficiente y obtiene resultados de mayor calidad que AntCol.
Nodos Radio Coloreado medio Coloreado varianza Coloreado ma´ximo Coloreado mı´nimo
10 0.1 2.0 0.0 2 2
10 0.2 3.0 0.0 3 3
20 0.1 2.0 0.0 2 2
20 0.2 4.0 0.0 4 4
30 0.1 3.0 0.0 3 3
40 0.1 3.0 0.0 3 3
50 0.1 4.0 0.0 4 4
50 0.2 6.0 0.0 6 6
Cuadro 4.5: Tabla de coloreados de AntCol
4.2.3. Grupos maximales independientes
En la siguiente tabla se muestran los taman˜os de los MIS obtenidos al ejecutar AntCol. Como
en el caso de FrogCol, este resultado no ha sido el objetivo principal de la implementacio´n, as´ı que
no se han tomado medidas especiales para optimizarlo. Sin embargo, en este caso el algoritmo
obtiene unos resultados muy similares a los de FrogCol, siendo bastante positivos.
Nodos Radio MIS medio MIS varianza MIS ma´ximo MIS mı´nimo
10 0.1 9.0 0.0 9 9
10 0.2 7.0 0.0 7 7
20 0.1 14.0 0.0 14 14
20 0.2 9.0 0.0 9 9
30 0.1 19.0 0.0 19 19
40 0.1 27.0 0.0 27 27
50 0.1 28.0 0.0 28 28
50 0.2 16.6 0.24 17 16
Cuadro 4.6: Tabla de obtencio´n de MIS de AntCol
26 CAPI´TULO 4. EXPERIMENTOS REALIZADOS Y RESULTADOS
Estudio de Algoritmos de Inteligencia Computacional Basados en Enjambres
4.2.4. Nu´mero de agentes
Las ejecuciones que se han realizado esta´n hechas con 5 agentes. Como se han obtenido malos
resultados tanto en tiempos como en coloreado, se realiza el siguiente experimento, ejecutando
el algoritmo con 4 y 3 agentes. Esto sirve para determinar si el tiempo ha sido muy afectado
por este nu´mero, aunque a la vista de lo obtenido el nu´mero de agentes no modifica el tiempo
de forma considerable. Por tanto, la conclusio´n sigue siendo que el algoritmo FrogCol es mejor
a la hora de colorear y obtener MIS de un grafo.
Agentes Radio Tiempo medio Tiempo varianza Coloreado medio MIS medio
5 0.1 3.9173 3.8084 14.0 2.0
5 0.2 4.7033 5.951 9.0 4.0
4 0.1 3.0875 2.5691 14.0 2.0
4 0.2 3.719 3.7872 9.0 4.0
3 0.1 2.3423 1.5923 14.0 2.0
3 0.2 2.9719 2.5246 9.0 4.0
Cuadro 4.7: Tabla comparativa de AntCol con distinta cantidad de agentes
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4.3. Resultados del experimento
De los resultados obtenidos en estos experimentos se pueden extraer varias conclusiones.
La primera de ellas es que el algoritmo FrogCol es, en definitiva, un mejor algoritmo para
el coloreado de grafos que AntCol, ya que requiere de un menor coste computacional y sus
resultados son mejores en todas las pruebas realizadas, as´ı que no depende del taman˜o del grafo
ni de la densidad del mismo. Aparte de esto, se ha observado que la obtencio´n del MIS tiene
resultados similares aplicando los dos algoritmos. La u´nica ventaja del algoritmo AntCol sobre
FrogCol radica en la ausencia de varianza en la obtencio´n de estos grupos. Esto signica que
una vez hemos obtenido un resultado con e´l, es muy probable que ese resultado este´ cerca del
resultado o´ptimo que se podr´ıa obtener con el algoritmo. FrogCol fluctu´a ma´s, pero el resto
de ventajas hace que siga siendo un algoritmo superior en el a´mbito global del coloreado de
grafos. En las siguientes gra´ficas mostramos una comparativa de los coloreados y MIS obtenidos
con ambos algoritmos. Debido al crecimiento del tiempo empleado en ejecutar AntCol, se han



































Figura 4.3: Comparativa de coloreados y MIS obtenidos por FrogCol y AntCol
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5
Conclusiones y trabajo futuro
5.1. Conclusiones
La inteligencia de enjambre es un a´rea de estudio que, aunque en los u´ltimos tiempos ha
sufrido una gran afluencia de trabajos y estudios de baja calidad, puede seguir aportando
innovadores algoritmos con interesantes resultados. Aplicando correctamente la capacidad de
abstraer los procesos naturales que tienen lugar en un enjambre, dando lugar a un algoritmo o
metaheur´ıstica, se pueden disen˜ar procesos que optimicen o aproximen problemas que de otro
modo resultar´ıan muy dif´ıciles de abordar, como los problemas NP-completos.
El comportamiento de las ranas arbor´ıcolas japonesas sirvio´ a Christian Blum de inspiracio´n
para la creacio´n del algoritmo FrogCol. Este algoritmo, que se diferencia de otros del mismo
a´mbito en la simplicidad de sus agentes y en el sistema de comunicacio´n no basado en estig-
merg´ıa, ha sido implementado en python de forma que optimice el problema de coloreado de
grafos. Este problema es objeto de estudio actual ya que tiene muchas y muy diversas aplicacio-
nes en el mundo real, desde redes wireless hasta distribucio´n de turnos de trabajo. Para poder
comprobar su rendimiento, al mismo tiempo que se crea una estructura escalable de algoritmos
de enjambre, se ha implementado AntCol, una versio´n de la metaheur´ıstica ACO.
Una vez han sido implementados, con una estructura de clases y herencias basa´ndose en
el paradigma OOP, se han generado una bater´ıa de grafos geome´tricos aleatorios de distintas
caracter´ısticas sobre los que probarlos. Los resultados obtenidos dejan claro la superioridad del
algoritmo FrogCol sobre nuestra implementacio´n de AntCol en casi todos los a´mbitos, desta-
cando su rapidez de ejecucio´n. Esto puede deberse a que el algoritmo FrogCol fue disen˜ado
orientado a este tipo de problemas desde el principio, pero no deja de resultar interesante y
abre la puerta a que sea abstra´ıdo y/o aplicado a ma´s a´mbitos.
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5.2. Trabajo futuro
Tras analizar los positivos resultados obtenidos, se ha llegado a la conclusio´n de que FrogCol
posee mucho potencial. Por ello, a continuacio´n se detallan algunos de los desarrollos a tener en
cuenta en el futuro. Tambie´n la forma de estructurar el co´digo implementado hace posible que
sea escalado y ampliado fa´cilmente.
Grafos dirigidos y mixtos: en estos momentos, la superclase Colony, que se encarga de
leer los ficheros recibidos y extraer los nodos y enlaces representados en ellos, u´nicamente
trabaja con grafos no dirigidos. Un desarrollo relativamente sencillo ser´ıa introducir la
posibilidad de analizar grafos dirigidos, modificando la creacio´n del instancias de Node y
la asignacio´n de vecinos.
Ampliar a ma´s algoritmos: la implementacio´n en forma de clases con herencia hace que
el sistema sea flexible y fa´cilmente escalable. Un desarrollo a tener en cuenta ser´ıa an˜adir
ma´s algoritmos de coloreado de grafos, implementando las subclases de Agent y Colony
apropiadas con los me´todos usados en las actuales. Un ejemplo ser´ıa la implementacio´n
de BeeCol, basado en el algoritmo ABC, optimizacio´n por colonia de abejas artificial; o
PartiCol, basado en el algoritmo PSO.
Abstraer FrogCol : el algoritmo disen˜ado por Blum, que se ha reimplementado en este
proyecto, esta´ pensado u´nicamente para problemas relacionados con el coloreado de gra-
fos. Un posible desarrollo ser´ıa abstraer el funcionamiento del algoritmo, disen˜ando un
pseudoco´digo o metaheur´ıstica que no dependa del problema a optimizar.
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Glosario de acro´nimos
ABC: Artificial Bee Colony Optimization, optimizacio´n por colonia de abejas artificial
ACO: Ant Colony Optimization, optimizacio´n por colonia de hormigas
ADN: A´cido Desoxirribonucleico
Boid: Bird-oid Object
GCP: Graph Coloring Problem, problema de coloreado de grafos
MIS: Maximal Independent Set, grupo ma´ximo independiente
NP: Non-deterministic Polynomial time, tiempo polino´mico indeterminado
OOP: Object Oriented Programming, programacio´n orientada a objetos
PSO: Particle Swarm Optimization, optimizacio´n por enjambre de part´ıculas
RLF: Recursive Largest First
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Este fichero contiene las superclases de las que heredara´ cada algoritmo implementado. Esta´n




basicstylebasicstyle basicstylec l a s Node :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , i ) :
basicstylebasicstyle basicstyles e l f . i d = i
basicstylebasicstyle basicstyles e l f . ne ighbors = [ ]
basicstylebasicstyle basicstyles e l f . c o l o r = i
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f add neighbor ( s e l f , node ) :
basicstylebasicstyle basicstyles e l f . ne ighbors . append ( node )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f r e p r ( s e l f ) :




basicstylebasicstyle basicstylec l a s Colony :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , co lony type , o u t p u t f i l e ) :
basicstylebasicstyle basicstyles e l f . t y p e = co lony type
basicstylebasicstyle basicstyles e l f . agents = [ ]
basicstylebasicstyle basicstyles e l f . n nodes = 0
basicstylebasicstyle basicstyles e l f . nodes = [ ]
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basicstylebasicstyle basicstyles e l f . output = o u t p u t f i l e
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f bu i ld ( s e l f , g r a p h f i l e ) :
basicstylebasicstyle basicstyleg r a p h f i l e = o p e n ( g r a p h f i l e , ’ r ’ )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyles e l f . n nodes = i n t ( g r a p h f i l e . r e a d l i n e ( ) )
basicstylebasicstyle basicstylei f s e l f . nodes :
basicstylebasicstyle basicstyles e l f . nodes = [ ]
basicstylebasicstyle basicstylef o r i i n r a n g e (0 , s e l f . n nodes ) :
basicstylebasicstyle basicstyles e l f . nodes . append (Node ( i ) )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylef o r l i n e i n i s l i c e ( g r a p h f i l e , 0 , None ) :
basicstylebasicstyle basicstylearc = l i n e . s p l i t ( )
basicstylebasicstyle basicstyles e l f . nodes [ i n t ( arc [ 0 ] ) ] . add neighbor ( s e l f . nodes [ i n t ( arc [ 1 ] ) ] )
basicstylebasicstyle basicstyles e l f . nodes [ i n t ( arc [ 1 ] ) ] . add neighbor ( s e l f . nodes [ i n t ( arc [ 0 ] ) ] )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f pr in t g raph ( s e l f ) :
basicstylebasicstyle basicstyles e l f . output . wr i t e ( ”−−−−−−−−\n” )
basicstylebasicstyle basicstyles e l f . output . wr i t e ( ”START GRAPH ( ” + s t r ( s e l f . n nodes ) + ” )\n” )
basicstylebasicstyle basicstylef o r node i n s e l f . nodes :
basicstylebasicstyle basicstylel i n e = s t r ( node . i d ) + ” ( ” + s t r ( node . c o l o r ) + ” ) − [ ”
basicstylebasicstyle basicstylef o r i i n x r a n g e ( l e n ( node . ne ighbors ) ) :
basicstylebasicstyle basicstylel i n e += s t r ( node . ne ighbors [ i ] . i d )
basicstylebasicstyle basicstylei f i+1 != l e n ( node . ne ighbors ) :
basicstylebasicstyle basicstylel i n e += ” , ”
basicstylebasicstyle basicstylel i n e += ” ] ”
basicstylebasicstyle basicstyles e l f . output . wr i t e ( l i n e + ”\n” )
basicstylebasicstyle basicstyles e l f . output . wr i t e ( ”END GRAPH\n” )




basicstylebasicstyle basicstylec l a s Agent :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , co lony ) :
basicstylebasicstyle basicstyles e l f . co lony = colony
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f execute event ( s e l f ) :
basicstylebasicstyle basicstyler a i s e NotImplementedError ( ”Agents need execute event method . ” )
basicstylebasicstyle
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A.2. Fichero frogcol.py
Este fichero contiene las especificaciones del agente y la colonia del algoritmo FrogCol,
adema´s de la definicio´n de los mensajes usados para la comunicacio´n entre agentes.
A.2.1. FrogColony
basicstyle
basicstylebasicstyle basicstylec l a s FrogColony ( base . Colony ) :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , o u t p u t f i l e , alpha ) :
basicstylebasicstyle basicstylebase . Colony . i n i t ( s e l f , ’ f r o g ’ , o u t p u t f i l e )
basicstylebasicstyle basicstyles e l f . a lpha = alpha # Var iab le de l usuar io
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f bu i ld ( s e l f , g r a p h f i l e ) :
basicstylebasicstyle basicstylebase . Colony . bu i ld ( s e l f , g r a p h f i l e )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Creacion de agentes rana , 1 por nodo
basicstylebasicstyle basicstylei f s e l f . agents :
basicstylebasicstyle basicstyles e l f . agents = [ ]
basicstylebasicstyle basicstylef o r node i n s e l f . nodes :
basicstylebasicstyle basicstyles e l f . agents . append ( FrogAgent ( s e l f , node , random . uniform (
basicstylebasicstyle basicstyle0 , 1 ) ) )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Asignac ion de ranas vec ina s
basicstylebasicstyle basicstylef o r node i n s e l f . nodes :
basicstylebasicstyle basicstylef o r neighbor i n node . ne ighbors :
basicstylebasicstyle basicstyles e l f . agents [ node . i d ] . ne ighbors . append (
basicstylebasicstyle basicstyles e l f . agents [ ne ighbor . i d ] )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Apl i car a lgor i tmo de enjambre
basicstylebasicstyle basicstyled e f apply swarm ( s e l f , c onve rgence l im i t , r o u n d s l i m i t ) :
basicstylebasicstyle basicstylec o l o r s = [ ]
basicstylebasicstyle basicstylemin co l o r s = [ ]
basicstylebasicstyle basicstylem in co l o r s u s ed = l e n ( s e l f . nodes ) # Colores usados i n i c i a l i z a d o s
basicstylebasicstyle basicstyle# a l maximo
basicstylebasicstyle basicstylemsize = 0
basicstylebasicstyle basicstylerounds bes t found = 0
basicstylebasicstyle basicstylerounds top found = 0
basicstylebasicstyle basicstyle# Ordenamos l a rana segun theta
basicstylebasicstyle basicstyleswarm agents = s o r t e d ( s e l f . agents , key= s e l f . compare agents )
basicstylebasicstyle basicstyleconvergence = 1000
basicstylebasicstyle basicstylerounds = 0
basicstylebasicstyle basicstylew h i l e convergence > c o n v e r g e n c e l i m i t a n d rounds < r o u n d s l i m i t :
basicstylebasicstyle basicstylef o r agent i n swarm agents :
basicstylebasicstyle basicstyle# Cada rana c o l o r e a su nodo y comunica
basicstylebasicstyle basicstyleagent . execute event ( )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Calculo de l c o l o r mas r epe t i do − MIS
basicstylebasicstyle basicstyler = s e l f . g e t t o p c o l o r ( )
basicstylebasicstyle basicstylet o p c o l o r n = r [ 1 ]
basicstylebasicstyle basicstylei f t o p c o l o r n > msize :
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basicstylebasicstyle basicstylec o l o r s = r [ 0 ]
basicstylebasicstyle basicstylemsize = t o p c o l o r n
basicstylebasicstyle basicstylerounds bes t found = rounds
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Asignac ion de co lo reado minimo
basicstylebasicstyle basicstylec o l o r s u s e d = l e n ( r [ 0 ] . keys ( ) )
basicstylebasicstyle basicstylei f min co l o r s u s ed > c o l o r s u s e d :
basicstylebasicstyle basicstylem in co l o r s u s ed = c o l o r s u s e d
basicstylebasicstyle basicstylemin co l o r s = r [ 0 ]
basicstylebasicstyle basicstylerounds top found = rounds
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Reordenacion de ranas
basicstylebasicstyle basicstyleswarm agents = s o r t e d ( swarm agents , key= s e l f . compare agents )
basicstylebasicstyle basicstyleconvergence = s e l f . c a l c u l a t e c o n v e r g e n c e f a c t o r ( )
basicstylebasicstyle basicstylerounds += 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyler e t u r n [ msize , c o l o r s , rounds top found , min co lo r s used ,
basicstylebasicstyle basicstylemin co lor s , rounds best found , convergence , rounds ,
basicstylebasicstyle basicstyles e l f . n nodes ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f g e t t o p c o l o r ( s e l f ) :
basicstylebasicstyle basicstylec o l o r s = {}
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Guardamos l o s c o l o r e s y sus r e p e t i c i o n e s
basicstylebasicstyle basicstylef o r agent i n s e l f . agents :
basicstylebasicstyle basicstylei f agent . c o l o r i n c o l o r s :
basicstylebasicstyle basicstylec o l o r s [ agent . c o l o r ] += 1
basicstylebasicstyle basicstylee l s e :
basicstylebasicstyle basicstylec o l o r s [ agent . c o l o r ] = 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Vemos e l c o l o r mas r epe t i do
basicstylebasicstyle basicstylemax color = 0
basicstylebasicstyle basicstylef o r c o l o r i n c o l o r s . keys ( ) :
basicstylebasicstyle basicstylei f c o l o r s [ c o l o r ] > c o l o r s [ max color ] :
basicstylebasicstyle basicstylemax color = c o l o r
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyler e t u r n [ c o l o r s , c o l o r s [ max color ] ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle@staticmethod
basicstylebasicstyle basicstyled e f compare agents ( a ) :
basicstylebasicstyle basicstyler e t u r n a . theta
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Calculo de f a c t o r de convergenc ia
basicstylebasicstyle basicstyled e f c a l c u l a t e c o n v e r g e n c e f a c t o r ( s e l f ) :
basicstylebasicstyle basicstylenew convergence = 0
basicstylebasicstyle basicstylef o r i i n r a n g e (0 , s e l f . n nodes − 1 ) :
basicstylebasicstyle basicstylei f s e l f . agents [ i ] . theta > s e l f . agents [ i ] . t h e t a o l d :
basicstylebasicstyle basicstylevk = s e l f . agents [ i ] . t h e t a o l d
basicstylebasicstyle basicstylevg = s e l f . agents [ i ] . theta
basicstylebasicstyle basicstylee l s e :
basicstylebasicstyle basicstylevg = s e l f . agents [ i ] . t h e t a o l d
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basicstylebasicstyle basicstylevk = s e l f . agents [ i ] . theta
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled i f 1 = vg − vk
basicstylebasicstyle basicstyled i f 2 = vk + 1 − vg
basicstylebasicstyle basicstylei f d i f 1 < d i f 2 :
basicstylebasicstyle basicstylenew convergence += d i f 1
basicstylebasicstyle basicstylee l s e :
basicstylebasicstyle basicstylenew convergence += d i f 2
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylenew convergence /= s e l f . n nodes




basicstylebasicstyle basicstylec l a s FrogAgent ( base . Agent ) :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , colony , node , theta ) :
basicstylebasicstyle basicstylebase . Agent . i n i t ( s e l f , co lony )
basicstylebasicstyle basicstyles e l f . theta = theta # Theta para ordenar
basicstylebasicstyle basicstyles e l f . t h e t a o l d = −1
basicstylebasicstyle basicstyles e l f . c o l o r = 0
basicstylebasicstyle basicstyles e l f . msg queue = [ ]
basicstylebasicstyle basicstyles e l f . ne ighbors = [ ]
basicstylebasicstyle basicstyles e l f . s top = False
basicstylebasicstyle basicstyles e l f . node = node
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f execute event ( s e l f ) :
basicstylebasicstyle basicstyles e l f . t h e t a o l d = s e l f . theta # Guardado theta ant igua
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# I n i c i a l i z a c i o n de l i s t a de c o l o r e s ya usados , True/ Fal se para
basicstylebasicstyle basicstyle# ver s i e s t a cog ido
basicstylebasicstyle basicstylet a k e n c o l o r s = [ Fa l se f o r i i n x r a n g e ( s e l f . co lony . n nodes ) ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylesuma = 0
basicstylebasicstyle basicstyle# Vemos l a l i s t a de mensajes
basicstylebasicstyle basicstylef o r msg i n s e l f . msg queue :
basicstylebasicstyle basicstylex = msg . theta − s e l f . theta
basicstylebasicstyle basicstylex = math . s i n (2 ∗ math . p i ∗ x ) / (2 ∗ math . p i ) # Nuevo va lo r
basicstylebasicstyle basicstylesuma += x # Sumamos para c a l c u l a r
basicstylebasicstyle basicstyle# nueva theta
basicstylebasicstyle basicstylet a k e n c o l o r s [ msg . c o l o r ] = True # Color de mensaje as ignado
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyles e l f . theta −= ( s e l f . co lony . alpha ∗ suma)
basicstylebasicstyle basicstyles e l f . theta = math . modf ( s e l f . theta ) [ 0 ] # Nueva theta
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylei = 0
basicstylebasicstyle basicstylei f t a k e n c o l o r s :
basicstylebasicstyle basicstylew h i l e i < l e n ( t a k e n c o l o r s ) a n d t a k e n c o l o r s [ i ] :
basicstylebasicstyle basicstylei += 1
basicstylebasicstyle basicstyles e l f . c o l o r = i # Asignamos nuevo c o l o r d i s t i n t o a
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basicstylebasicstyle basicstyles e l f . node . c o l o r = i # vec ino s y modif icamos nodo
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Creamos mensaje a t r a n s m i t i r
basicstylebasicstyle basicstylenew message = FrogMessage ( s e l f , s e l f . co lo r , s e l f . theta )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Enviamos mensaje a vec ino s s i no t i enen mensaje nuest ro ya
basicstylebasicstyle basicstylef o r neighbor i n s e l f . ne ighbors :
basicstylebasicstyle basicstylenew queue = [ ]
basicstylebasicstyle basicstylef o r msg i n neighbor . msg queue :
basicstylebasicstyle basicstylei f msg . sender != s e l f :
basicstylebasicstyle basicstylenew queue . append (msg)
basicstylebasicstyle basicstyleb r e a k
basicstylebasicstyle basicstylenew queue . append ( new message )
basicstylebasicstyle basicstylene ighbor . msg queue = new queue
basicstylebasicstyle basicstyle# Reinic iamos co l a de mensajes




basicstylebasicstyle basicstylec l a s FrogMessage :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , sender , co lo r , theta ) :
basicstylebasicstyle basicstyles e l f . sender = sender
basicstylebasicstyle basicstyles e l f . c o l o r = c o l o r
basicstylebasicstyle basicstyles e l f . theta = theta
basicstylebasicstyle
A.3. Fichero antcol.py
Este fichero contiene las especificaciones del agente y la colonia del algoritmo AntCol.
A.3.1. AntColony
basicstyle
basicstylebasicstyle basicstylec l a s AntColony ( base . Colony ) :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , o u t p u t f i l e , n ants ) :
basicstylebasicstyle basicstylebase . Colony . i n i t ( s e l f , ’ ant ’ , o u t p u t f i l e )
basicstylebasicstyle basicstyles e l f . n ants = n ants # Numero de hormigas
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyles e l f . rho = 0 .5 # Var iab l e s de l usuar io
basicstylebasicstyle basicstyles e l f . a lpha = 2 # − mejores r e s u l t a d o s cuando
basicstylebasicstyle basicstyles e l f . beta = 3 # rho =0.5 , alpha =2, beta in [ 2 , 4 ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyles e l f . matrix = [ ] # Matriz que r ep r e s en ta l a ” e f i c i e n c i a ”
basicstylebasicstyle basicstyle# de l camino ent re nodos i y j en M[ i ] [ j ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# I n i c i a l i z a c i o n de l a c o l o n i a
basicstylebasicstyle basicstyled e f bu i ld ( s e l f , g r a p h f i l e ) :
basicstylebasicstyle basicstylebase . Colony . bu i ld ( s e l f , g r a p h f i l e )
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basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# I n i c i a l i z a c i o n matr iz de r a s t r o s a 0
basicstylebasicstyle basicstyles e l f . matrix = [ [ 0 f o r x i n r a n g e ( s e l f . n nodes ) ] f o r y
basicstylebasicstyle basicstylei n r a n g e ( s e l f . n nodes ) ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Creacion de agentes hormiga
basicstylebasicstyle basicstylef o r i i n r a n g e (0 , s e l f . n ants ) :
basicstylebasicstyle basicstyles e l f . agents . append ( AntAgent ( s e l f ) )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# I n i c i a l i z a c i o n de matr iz de r a s t r o s a 1 cuando i y j no e l
basicstylebasicstyle basicstyle# mismo ni vec ino s
basicstylebasicstyle basicstylef o r i i n r a n g e (0 , s e l f . n nodes ) :
basicstylebasicstyle basicstylef o r j i n r a n g e (0 , s e l f . n nodes ) :
basicstylebasicstyle basicstylenode1 = s e l f . nodes [ i ]
basicstylebasicstyle basicstylenode2 = s e l f . nodes [ j ]
basicstylebasicstyle basicstylei f node2 n o t i n node1 . ne ighbors a n d node1 != node2 :
basicstylebasicstyle basicstyles e l f . matrix [ i ] [ j ] = 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Apl i car a lgor i tmo de enjambre // Basicamente Table2 de l paper
basicstylebasicstyle basicstyled e f apply swarm ( s e l f , c onve rgence l im i t , r o u n d s l i m i t ) :
basicstylebasicstyle basicstylec o l o r s = [ ]
basicstylebasicstyle basicstylemin co l o r s = [ ]
basicstylebasicstyle basicstylem in co l o r s u s ed = l e n ( s e l f . nodes ) # Colores usados i n i c i a l i −
basicstylebasicstyle basicstyle# zados a l maximo
basicstylebasicstyle basicstylemsize = 0
basicstylebasicstyle basicstylerounds bes t found = 0
basicstylebasicstyle basicstylerounds top found = 0
basicstylebasicstyle basicstyles e l f . matrix = [ [ 1 f o r x i n r a n g e ( s e l f . n nodes ) ] f o r y
basicstylebasicstyle basicstylei n r a n g e ( s e l f . n nodes ) ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylerounds = 0
basicstylebasicstyle basicstylew h i l e rounds < r o u n d s l i m i t :
basicstylebasicstyle basicstyle# I n i c i a l i z a c i o n de matr iz dM, contendra v a r i a c i o n de M
basicstylebasicstyle basicstylevar matr ix = [ [ 0 f o r x i n r a n g e ( s e l f . n nodes ) ] f o r y
basicstylebasicstyle basicstylei n r a n g e ( s e l f . n nodes ) ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylef o r agent i n s e l f . agents :
basicstylebasicstyle basicstyle# Cada hormiga ordena y c o l o r e a e l g ra f o
basicstylebasicstyle basicstyleagent . execute event ( )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Calculo de l c o l o r mas r epe t i do − MIS
basicstylebasicstyle basicstyler = agent . g e t t o p c o l o r ( )
basicstylebasicstyle basicstylet o p c o l o r n = r [ 1 ]
basicstylebasicstyle basicstylei f t o p c o l o r n > msize :
basicstylebasicstyle basicstylec o l o r s = r [ 0 ]
basicstylebasicstyle basicstylemsize = t o p c o l o r n
basicstylebasicstyle basicstylerounds bes t found = rounds
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Asignac ion de co lo reado minimo
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basicstylebasicstyle basicstylec o l o r s u s e d = agent . q
basicstylebasicstyle basicstylei f min co l o r s u s ed > c o l o r s u s e d :
basicstylebasicstyle basicstylem in co l o r s u s ed = c o l o r s u s e d
basicstylebasicstyle basicstylemin co l o r s = r [ 0 ]
basicstylebasicstyle basicstylerounds top found = rounds
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Actua l i z a c i on de matr iz dM
basicstylebasicstyle basicstylevar matr ix += [ [ 1 / agent . q f o r j i n x r a n g e ( l e n (
basicstylebasicstyle basicstyleagent . aux nodes ) ) i f
basicstylebasicstyle basicstyleagent . aux nodes [ i ] != agent . aux nodes [ j ]
basicstylebasicstyle basicstylea n d
basicstylebasicstyle basicstylegent . aux nodes [ i ] . c o l o r ==
basicstylebasicstyle basicstyleagent . aux nodes [ j ] . c o l o r ]
basicstylebasicstyle basicstylef o r i i n x r a n g e ( l e n ( agent . aux nodes ) ) ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Una vez todas l a s hormigas co lorean , se c rea nueva M
basicstylebasicstyle basicstylef o r i i n r a n g e (0 , l e n ( s e l f . nodes ) ) :
basicstylebasicstyle basicstylef o r j i n r a n g e (0 , l e n ( s e l f . nodes ) ) :
basicstylebasicstyle basicstylenode1 = s e l f . nodes [ i ]
basicstylebasicstyle basicstylenode2 = s e l f . nodes [ j ]
basicstylebasicstyle basicstylei f node2 n o t i n node1 . ne ighbors a n d node1 != node2 :
basicstylebasicstyle basicstyle# Nuevo va lo r de M basado en rho y e l va l o r de dM
basicstylebasicstyle basicstyles e l f . matrix [ i ] [ j ] = s e l f . rho ∗ s e l f . matrix [ i ] [ j ]
basicstylebasicstyle basicstyle+ var matr ix [ i ] [ j ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylerounds += 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyler e t u r n [ msize , c o l o r s , rounds top found , min co lo r s used ,
basicstylebasicstyle basicstylemin co lor s , rounds best found , ”N/A” , rounds ,




basicstylebasicstyle basicstylec l a s AntAgent ( base . Agent ) :
basicstylebasicstyle basicstyled e f i n i t ( s e l f , co lony ) :
basicstylebasicstyle basicstylebase . Agent . i n i t ( s e l f , co lony )
basicstylebasicstyle basicstyles e l f . q = 0 # Numero de c o l o r e s usados en i t e r a c i o n
basicstylebasicstyle basicstyles e l f . aux nodes = [ ] # L i s t a de nodos a u x i l i a r
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Ordena e l g ra f o dinamicamente mientras l o c o l o r e a // ANT RLF(2 , 2)
basicstylebasicstyle basicstyled e f execute event ( s e l f ) :
basicstylebasicstyle basicstyleq = 0 # Numero de c o l o r e s usados
basicstylebasicstyle basicstyleW = l i s t ( s e l f . co lony . nodes ) # Copia de l a l i s t a de nodos
basicstylebasicstyle basicstylek = 0 # Numero de v e r t i c e s co l o r eado s
basicstylebasicstyle basicstyles e l f . aux nodes = [ ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Mientras no es ten todos l o s v e r t i c e s co l o r eado s
basicstylebasicstyle basicstylew h i l e k < s e l f . co lony . n nodes :
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basicstylebasicstyle basicstylek += 1 # Coloreamos nodo
basicstylebasicstyle basicstyleB = [ ] # I n i c i a l i z a c i o n l i s t a de v e r t i c e s
basicstylebasicstyle basicstyle# que no se pueden c o l o r e a r
basicstylebasicstyle basicstylev = random . cho i c e (W) # Sigma = 2
basicstylebasicstyle basicstylev . c o l o r = q # Coloreamos nodo
basicstylebasicstyle basicstyles e l f . aux nodes . append ( v )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyleVq = [ v ] # I n i c i a l i z a c i o n l i s t a v e r t i c e s
basicstylebasicstyle basicstyle# co l o r eado s
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# W\(Nw( v )U{v}) −> v e r t i c e s ” c o l o r e a b l e s ”
basicstylebasicstyle basicstylet o c o l o r = [ node f o r node i n W i f node n o t i n v . ne ighbors
basicstylebasicstyle basicstylea n d node != v ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Para cada nodo ” c o l o r e a b l e ”
basicstylebasicstyle basicstylew h i l e t o c o l o r :
basicstylebasicstyle basicstylef o r node i n v . ne ighbors : # Anyadimos vec ino s a B
basicstylebasicstyle basicstyleB. append ( node )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyleW = t o c o l o r # P o s i b l e s nodos a e l e g i r
basicstylebasicstyle basicstyle# ahora ” c o l o r e a b l e s ”
basicstylebasicstyle basicstylev = s e l f . choose new v (k , W, Vq)
basicstylebasicstyle basicstylek += 1
basicstylebasicstyle basicstylev . c o l o r = q # Coloreamos nodo
basicstylebasicstyle basicstyles e l f . aux nodes . append ( v )
basicstylebasicstyle basicstyleVq . append ( v ) # Anyadimos nodo a co l o r eado s
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# W\(Nw( v )U{v}) −> v e r t i c e s ” c o l o r e a b l e s ”
basicstylebasicstyle basicstylet o c o l o r = [ node f o r node i n W i f node n o t i n v . ne ighbors
basicstylebasicstyle basicstylea n d node != v ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Una vez co l o r eado s todos l o s nodos p o s i b l e s con q , l i s t a
basicstylebasicstyle basicstyle# de s e l e c c i o n a b l e s es ahora B y l o s vec ino s de l ult imo v
basicstylebasicstyle basicstyleW = [ node f o r node i n s e l f . co lony . nodes i f ( node i n
basicstylebasicstyle basicstylev . ne ighbors o r node i n B) a n d node n o t i n s e l f . aux nodes ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Tomamos nuevo c o l o r
basicstylebasicstyle basicstyleq += 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyles e l f . q = q
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Escoger nuevo v e r t i c e
basicstylebasicstyle basicstyled e f choose new v ( s e l f , k , W, Vq ) :
basicstylebasicstyle basicstylec h o i c e s = [ ] # I n i c i a l i z a c i o n mapa de p o s i b i l i d a d e s
basicstylebasicstyle basicstylef o r node i n W: # Para cada nodo pos ib l e , anyadir con prob
basicstylebasicstyle basicstyleprob = s e l f . c a l c p (k , W, Vq, node )
basicstylebasicstyle basicstylec h o i c e s . append ( ( node , prob ) )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Devolver nodo a l e a t o r i o segun pesos
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basicstylebasicstyle basicstyler e t u r n s e l f . we ighted cho i c e ( c h o i c e s )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Calcu lar probab i l i dad // Pagina 4 de l paper
basicstylebasicstyle basicstyled e f c a l c p ( s e l f , k , W, Vq, node ) :
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# CALCULO DE T1( s [ k−1] , v ) = T2( s [ k−1] ,v , q )
basicstylebasicstyle basicstylei f k != 0 :
basicstylebasicstyle basicstyle# T2( s [ k−1] ,v , c ) = sum{Miv}/ |Vc |
basicstylebasicstyle basicstyletau node = 0
basicstylebasicstyle basicstylef o r i i n x r a n g e ( s e l f . co lony . n nodes ) :
basicstylebasicstyle basicstyletau node += s e l f . co lony . matrix [ i ] [ node . i d ]
basicstylebasicstyle basicstyletau node /= k
basicstylebasicstyle basicstylee l s e :
basicstylebasicstyle basicstyle# T2( s [ k−1] ,v , c ) = 1
basicstylebasicstyle basicstyletau node = 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# CALCULO DE NU1( s [ k−1] , v ) = |W| − degw ( v )
basicstylebasicstyle basicstyle# L i s t a de vec ino s
basicstylebasicstyle basicstyleW neighbors = [ n node f o r n node i n W i f n node i n node . ne ighbors ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# NU1( s [ k−1] , v ) = |W| − degw ( v ) = |W| − |Nw( v ) |
basicstylebasicstyle basicstyledeg node = l e n (W) − l e n ( W neighbors )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# CALCULO DE NUMERADOR DE P = T1ˆ alpha ∗ NU1ˆ beta
basicstylebasicstyle basicstylenum = 1.0∗ p o w ( tau node , s e l f . co lony . alpha )
basicstylebasicstyle basicstyle∗ p o w ( deg node , s e l f . co lony . beta )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyledenom = 0.0
basicstylebasicstyle basicstyle# Los o son v e r t i c e s ya co l o r eado s
basicstylebasicstyle basicstylef o r q node i n Vq:
basicstylebasicstyle basicstyle# CALCULO DE T1( s [ k−1] , o ) = T2( s [ k−1] , o , q )
basicstylebasicstyle basicstylei f k != 0 :
basicstylebasicstyle basicstyle# T2( s [ k−1] , o , c ) = sum{Miv}/ |Vc |
basicstylebasicstyle basicstyletau os = 0
basicstylebasicstyle basicstylef o r i i n x r a n g e ( s e l f . co lony . n nodes ) :
basicstylebasicstyle basicstyletau os += s e l f . co lony . matrix [ i ] [ q node . i d ]
basicstylebasicstyle basicstyletau os /= k
basicstylebasicstyle basicstylee l s e :
basicstylebasicstyle basicstyle# T2( s [ k−1] , o , c ) = 1
basicstylebasicstyle basicstyletau os = 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# CALCULO DE NU1( s [ k−1] , o ) = |W| − degw ( o )
basicstylebasicstyle basicstyle# L i s t a de vec ino s
basicstylebasicstyle basicstyleW neighbors = [ n node f o r n node i n W i f n node
basicstylebasicstyle basicstylei n q node . ne ighbors ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# NU1( s [ k−1] , o ) = |W| − degw ( o ) = |W| − |Nw( o ) |
basicstylebasicstyle basicstyledeg os = l e n (W) − l e n ( W neighbors )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# CALCULO DE DENOMINADOR DE P = sum o{T1ˆ alpha ∗ NU1ˆ beta }
basicstylebasicstyle basicstyledenom += p o w ( tau os , s e l f . co lony . alpha )
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basicstylebasicstyle basicstyle∗ p o w ( deg os , s e l f . co lony . beta )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Retorno de p
basicstylebasicstyle basicstyler e t u r n num / denom
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyled e f g e t t o p c o l o r ( s e l f ) :
basicstylebasicstyle basicstylec o l o r s = {}
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Guardamos l o s c o l o r e s y sus r e p e t i c i o n e s
basicstylebasicstyle basicstylef o r node i n s e l f . aux nodes :
basicstylebasicstyle basicstylei f node . c o l o r i n c o l o r s :
basicstylebasicstyle basicstylec o l o r s [ node . c o l o r ] += 1
basicstylebasicstyle basicstylee l s e :
basicstylebasicstyle basicstylec o l o r s [ node . c o l o r ] = 1
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Vemos e l c o l o r mas r epe t i do
basicstylebasicstyle basicstylemax color = 0
basicstylebasicstyle basicstylef o r c o l o r i n c o l o r s . keys ( ) :
basicstylebasicstyle basicstylei f c o l o r s [ c o l o r ] > c o l o r s [ max color ] :
basicstylebasicstyle basicstylemax color = c o l o r
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyler e t u r n [ c o l o r s , c o l o r s [ max color ] ]
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstyle# Funcion de e l e c c i o n con pesos
basicstylebasicstyle basicstyle@staticmethod
basicstylebasicstyle basicstyled e f we ighted cho i c e ( c h o i c e s ) :
basicstylebasicstyle basicstylevalues , weights = z i p (∗ c h o i c e s )
basicstylebasicstyle basicstylet o t a l = 0
basicstylebasicstyle basicstylecum weights = [ ]
basicstylebasicstyle basicstylef o r w i n weights :
basicstylebasicstyle basicstylet o t a l += w
basicstylebasicstyle basicstylecum weights . append ( t o t a l )
basicstylebasicstyle basicstylex = random . random ( ) ∗ t o t a l
basicstylebasicstyle basicstylei = b i s e c t ( cum weights , x )
basicstylebasicstyle basicstyler e t u r n va lue s [ i ]
basicstylebasicstyle
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A.4. Fichero graphgen.py
Este fichero contiene el co´digo implementado para generar grafos geome´tricos aleatorios
usando NetworkX. Esta´ pensado para poder ser usado desde terminal.
basicstyle
basicstylebasicstyle basicstyler d iu s = 0 .1
basicstylebasicstyle basicstylenodes = 100
basicstylebasicstyle basicstylewr te number = True
basicstylebasicstyle basicstylef i l ename = ” t e s t . txt ”
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylei f l e n ( sys . argv ) > 2 :
basicstylebasicstyle basicstylef o r i i n r a n g e (1 , l e n ( sys . argv ) ) :
basicstylebasicstyle basicstylei f sys . argv [ i ] == ’−n ’ o r sys . argv [ i ] == ’−nodes ’ :
basicstylebasicstyle basicstylenodes = sys . argv [ i +1]
basicstylebasicstyle basicstylei f sys . argv [ i ] == ’−r ’ o r sys . argv [ i ] == ’−rad iu s ’ :
basicstylebasicstyle basicstylerad iu s = sys . argv [ i +1]
basicstylebasicstyle basicstylei f sys . argv [ i ] == ’−f ’ o r sys . argv [ i ] == ’−f i l ename ’ :
basicstylebasicstyle basicstylef i l ename = sys . argv [ i +1]
basicstylebasicstyle basicstylei f sys . argv [ i ] == ’−wn ’ o r sys . argv [ i ] == ’−writenumber ’ :
basicstylebasicstyle basicstylewrite number = True
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylegraph = nx . gene ra to r s . geometr ic . random geometric graph ( nodes , r ad iu s )
basicstylebasicstyle basicstyle
basicstylebasicstyle basicstylef i l e o b j e c t = o p e n ( f i l ename , ’w ’ )
basicstylebasicstyle basicstylei f write number :
basicstylebasicstyle basicstylef i l e o b j e c t . wr i t e ( s t r ( graph . order ( ) ) + ”\n” )
basicstylebasicstyle basicstylenx . w r i t e e d g e l i s t ( graph , f i l e o b j e c t , data=False )
basicstylebasicstyle
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