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State preparation is a process encoding the classical data into the quantum systems. Based on
quantum phase estimation, we propose the specific quantum circuits for a deterministic state prepa-
ration algorithm and a probabilistic state preparation algorithm. To discuss the gate complexity
in these algorithms, we decompose the diagonal unitary operators included in the phase estimation
algorithms into the basic gates. Thus, we associate the state preparation problem with the decom-
position problem of the diagonal unitary operators. We analyse the fidelities in the two algorithms
and discuss the success probability in the probabilistic algorithm. In this case, we explain that the
efficient decomposition of the corresponding diagonal unitary operators is the sufficient condition
for state preparation problems.
PACS numbers: 03.65.Ud, 03.67.Mn
I. INTRODUCTION
When processing machine learning tasks, it is reason-
able to presume that the potential effect of quantum com-
puters may outperform classical computers [1]. Within
quantum machine learning, it is necessary to map the
classical data to the quantum systems (e.g. the quantum
states or the quantum transformations). This encoding
process is called state preparation [2]. It is used widely
in the quantum algorithms, such as quantum principal
component analysis [3] and the HHL algorithm for linear
systems [4].
Given a classical real (complex) vector data set X =
{xi} ⊂ RN (CN ) as the input, our goal is to encode
the classical data to the quantum states or the quan-
tum transformations by keeping to some rules. Accord-
ing to the encoding approaches, the methods for state
preparation include basis encoding, qsample encoding,
hamiltonian encoding and amplitude encoding. The ba-
sis encoding has been introduced to prepare the superpo-
sition state of computing basis for binary strings [5]; the
qsample encoding is to associate a real amplitude vector
with a classical discrete probability distribution [2, 6];
the hamiltonian encoding is to focus a Hamiltonian of
a system with a matrix that represents the data [7, 8];
the amplitude encoding means to encode the data set
into the amplitudes of a quantum state, the details seen
in Ref. [2]. In the amplitude encoding, for each input
xi ∈ RN(CN ) it needs log2N qubits to acquire the input
amplitude features [9–13].
We mainly discuss the amplitude encoding methods.
It seems hard to achieve exponential speedup for load-
ing N features. Indeed the gates complexity in quan-
tum circuits for state preparation problems is at least
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O(N) in general case or the worst case. Thus the depth
of quantum circuits is larger than O(log2N) when the
width of the circuits is limited to O(log2N), which means
in this case the runtime of state preparation is not effi-
cient. Cortese and Braje present an amplitude encoding
method where the classical data is a binary strings set
and the circuits depth reachesO(log2N) since the scale of
input qubits is O(N) [14]. Another noteworthy topic is to
make a trade-off between circuits width and depth. One
might construct an amplitude encoding algorithm with
O(N) ancillary qubits in O(n) runtime. And generally
it is still a significant open question which classic data
sets can be efficiently prepared. In this paper, based on
phase estimation method, we attribute the state prepara-
tion problem to the decomposition problem of the diago-
nal unitary operators. We propose the specific quantum
circuits for a deterministic state preparation algorithm
inspired by Ref. [9, 10] and a probabilistic state prepara-
tion algorithm. We will explain that the efficient decom-
position of the corresponding diagonal unitary operators
is the sufficient condition for state preparation.
The article is organized as follows. At the end of this
section we briefly state the notations used in this paper.
In section II, we describe two kind algorithms represented
by quantum circuits. The deterministic algorithm and
the the probabilistic algorithm for state preparation are
presented in section IIA and section II B. The key di-
agonal unitary operators are contained in the quantum
circuits for state preparation. In section II C, we de-
scribe the decomposition of diagonal unitary operators
with a certain precision. We leave the discussion and
quantitative analysis of the algorithms in section III. We
give quantitative estimations of success probability and
fidelity theoretically. At last in section IV, we draw the
conclusions of this paper.
Notation. We use capital Roman letters A, B,. . ., for
matrices , lower case Roman letters x, y,. . ., for column
vectors, and Greek letters α, β,. . ., for scalars. Given
2a column vector x, xT denotes its transpose and x† ,
(x¯)T is its conjugate transpose, and similar for a given
matrix A. Specifically, for the unitary transformation U ,
U † = U−1. A quantum state |x〉 ∈ C2n is regarded as
the normalized vector.
II. QUANTUM ALGORITHMS FOR STATE
PREPARATION
In this section, we introduce two types of methods for
state preparation. One deterministic quantum algorithm
has been proposed by Grover and Rudolph [9]. The more
general version has been proposed by Kaye and Mosca,
which demands the condition probabilities are easy to
compute [10].
However, the quantum circuit for this algorithm is not
clear enough, which may lead to confusion when analyz-
ing the runtime. In section IIA , we provide a specific
algorithm by using quantum phase estimation [15]. This
method for encoding by the phase estimation is suitable
to create a probabilistic quantum algorithm we put in
section II B. In section II C, we introduce the decompo-
sition of the diagonal unitary operator, which are shown
in the circuits of quantum phase estimation.
Given a vector x = (x0e
iθ0 , . . . , xN−1eiθN−1)T ∈ CN ,
N = 2n, our purpose is to prepare a state
|x〉 =
N−1∑
i=0
eiθi
xi
||x|| |i〉,
where xi > 0 and θi ∈ [0, 2π) for i = 0, . . . , N − 1.
A. Deterministic quantum algorithms for state
preparation
Let xR = (x0, . . . , xN−1)T ∈ RN and |xR〉 =∑N−1
i=0
xi
||x|| |i〉. First we prepare the state |xR〉, then add
phase factors to obtain |x〉. Suppose the probability of
each component denoted by pni = x
2
i /‖x‖2 is known and
we define the marginal probability pki =
∑
i′=2i,2i+1 p
k+1
i′ ,
k = 1, . . . , n− 1. Fig. 1 shows the case when n = 3. For
example, the first n− 1 qubits is |0〉⊗n−1 with the prob-
ability pn−10 = p
n
0 + p
n
1 , and p
2
2 represents the probability
in the case that the first 2 qubits is |10〉.
FIG. 1. The marginal probabilities for n = 3.
We briefly describe the idea of this algorithm, then
show the quantum circuit representation. Let |xkR〉 =
∑2k−1
i=0
√
pki |i〉. For given |xkR〉, the basic idea is to ob-
tain |xk+1R 〉 by an iteration method until k = n− 1, that
is |xnR〉 = |xR〉. We use quantum phase estimation algo-
rithm to acquire the contact between |xkR〉 and |xk+1R 〉 in
the iteration method. Lastly we apply a diagonal opera-
tor containing phase factors to |xR〉 to prepare |x〉.
We suppose all xi 6= 0 for convenience and remove this
restriction later. The iteration procedure can be stated
as follows.
Step 1. Prepare initial state |x1R〉.
|x1R〉 = RY (2α00)|0〉,
where α00 = arccos
√
p10. Thus, |x1R〉 =
√
p10|0〉+
√
p11|1〉.
Step 2. Prepare the state |x2R〉.
Step 2.1. Define a diagonal operator U1α =
diag{eiα10 , eiα11}, where α10 = arccos
√
p20/p
1
0 and α
1
1 =
arccos
√
p22/p
1
1. The eigenvectors of U
1
α are computa-
tional basis. Then use phase estimation algorithm to
estimate α10, α
1
1 by the input |x1R〉.
This procedure needs two registers. The first register
contains t qubits in the state |0〉⊗t and the second regis-
ter has a qubit with the state |x1R〉. Use phase estimation
algorithm to estimate the eigenvalues of U1α. The circuit
is represented in Figure 2. First suppose α1l /2π is repre-
|0〉⊗t / H⊗t
|j〉
• FT†
|x1R〉 U
1
α
j
|ψ1〉
FIG. 2. Quantum phase estimation.
sented in binary form with t bits precisely as ideal case,
then analyse the general case. The final ideal state in
this step is
|ψ1〉 =
√
p10|y10〉|0〉+
√
p11|y11〉|1〉,
where y1l ∈ [0, 2t − 1] and y1l π/2t−1 = α1l ,l = 0, 1.
Step 2.2. Introduce an ancilla qubit in the state |0〉
as the third register and apply RY (2α
1
l ). Due to 2α
1
l =
y1l π/2
t−2, we can apply this rotation onto |0〉 conditioned
on the first register. The quantum circuit is shown in
Figure 3.
•
•
· · ·
•
|y1l 〉
|0〉 RY (2pi) RY (pi) · · · RY (
pi
2t−2
)
FIG. 3. The transformation RY (y
1
l pi/2
t−2).
The final state in this step is
|ψ2〉 =
√
p10|y
1
0〉|0〉(RY (2α
1
0)|0〉) +
√
p11|y
1
1〉|1〉(RY (2α
1
1)|0〉),
=
√
p20|y
1
0〉|00〉+
√
p21|y
1
0〉|01〉 +
√
p22|y
1
1〉|10〉+
√
p23|y
1
1〉|11〉.
3Step 2.3. Use the uncomputation technique to erase
|y1l 〉 and get |x2R〉. We can apply the inverse of the phase
estimate transformation in the first two registers. The
circuit is represented as Figure 4.
/ FT • H⊗t
U1α
†j


|ψ2〉
|0〉⊗t
|x2R〉
FIG. 4. Quantum phase estimation.
Combining step 2.1,2.2 and 2.3, we get the whole quan-
tum circuit representation (Figure 5).
|0〉⊗t / H⊗t
|j〉
• FT† • FT • H⊗t |0〉
⊗t
|0〉 RY (2α
0
0) U1α
j
U1α
†j
|0〉 RY (
yipi
2t−2
)
|x2R〉
FIG. 5. Quantum circuit to prepare |x2R〉.
Step 3. Take the step 2 as a submodule to ob-
tain |xR〉. Specifically, define a diagonal operator Ukα =
diag{eiαk0 , . . . , eiαk2k−1}, where αkj =
√
pk+12j /p
k
j . If there
exists xi = 0 such that p
k
i′ = 0, additionally define
αki′ = 0. Thus, the restriction xi 6= 0 can be re-
moved. Use phase estimation algorithm to estimate αkj ,
j = 0, . . . , 2k − 1 by the input |xkR〉 and continue the re-
maining part of step 2 to get the output state |xk+1R 〉.
Repeat the step 2 until k = n− 1, that is |xi+1R 〉 = |xR〉.
Note that 4αij ∈ [0, 2π], then we can always esti-
mate 2αij ∈ [0, π] ⊂ [0, 2π) by adjust U iα, RY ( yiπ2t−2 ) to
U i2α, RY (
yiπ
2t−1 ). If all α
i
j 6= π/2, we can estimate 4αij in
similar way.
Step 4. Add the phase factors to obtain |x〉. Define
Uθ = diag{eiθ0, . . . , eiθ2n−1}, then |x〉 = Uθ|xR〉.
In this algorithm, it is necessary to estimate the ex-
act values of eigenvalues in the phase estimation al-
gorithm. In the general case that αkj /2π cannot be
represented in binary form with t bits precisely, we
need to find an approximate diagonal operator U i
α(t)
=
diag{eiαi(t)0 , . . . , eiα
i(t)
2i−1}, where αi(t)j is the approxima-
tion of αij and α
i(t)
j /2π is represented in binary form
with t bits precisely. The approximate operator affect
the fidelity of |x〉 we discuss in section III.
B. Probabilistic quantum algorithms for state
preparation
In this section, we introduce a probabilistic quantum
algorithm for state preparation. The basic framework is
still the phase estimation algorithm. Similarly, we limit
xi 6= 0 for convenience, and remove this restriction later.
Let αi = arccos(xi/max{|xi|}) ∈ [0, π/2).
We give the whole process in Figure 6. The
unitary U1 = diag{ei4α0 , . . . , ei4αN−1} and U2 =
diag{eiθ0, . . . , eiθN−1}. The controlled RY (yiπ/2t) gate
is several RY (π/2
i) gates conditioned on the i−th qubit
in the first register.
|0〉⊗t / H⊗t
|j〉
• FT†
✤
✤
✤
✤
✤
•
✤
✤
✤
✤
✤
✤
✤
FT • H⊗t |0〉
⊗t
|0〉⊗n / H⊗n U
j
1 (1) (2) U
†j
1 (3)
✤
✤
✤
✤
✤
U2 |x〉
|0〉 RY (
yipi
2t
) ✌✌ |0〉
FIG. 6. The whole circuit.
Step 1. Prepare the state |xr〉 ,
∑N−1
i=0
xi
||x|| |i〉. This
notation is for distinguishing |xR〉 in the deterministic
algorithm. First suppose 4αi/2π can be precisely repre-
sented in binary form with t bits. In Figure 6, the state
(1) is
1√
2n
2n−1∑
i=0
|yi〉|i〉,
where |yi〉 = |yi1 . . . yit〉 is an estimate of 4αi. Then we in-
troduce an auxiliary qubit and the controlled RY (yiπ/2
t)
gate. The meaning of this rotation operator can refer to
Figure 3. The state (2) is
1√
2n
2n−1∑
i=0
|yi〉|i〉(cosαi|0〉+ sinαi|1〉).
Then use the uncomputation technique to erase |yi〉 to
obtain the state (3)
1√
2n
2n−1∑
i=0
|i〉(cosαi|0〉+ sinαi|1〉).
Next measure the auxiliary qubit. With the probability
‖x‖2
2n maxi x2i
the measure result is the state |0〉 and get the
state
|xr〉 =
2n−1∑
i=0
cosαi√∑
j cos
2 αj
|i〉 =
N−1∑
i=0
xi
||x|| |i〉. (1)
Step 2. Prepare the state |x〉 by apply the diagonal
operator U2 to |xr〉.
This algorithm is similar to the deterministic algo-
rithm. We need to find an approximate diagonal operator
denoted by U
(t)
1 to replace U1. The success probability
and fidelity of preparing |x〉 are put in section III.
From these two algorithms, we find that except the
runtime of U i
α(t)
, U1 and Uθ(U2) the algorithm is efficient
due to t = O(n), which means the key to solve this state
preparation problem is to find a suitable way of decom-
posing the diagonal unitary operators. Detailed discus-
sion is presented in the section II C.
4C. Diagonal unitary operator decomposition
In this section, we take the decomposition of U1 as an
example. The general decomposition is presented in the
form of the theorem.
Suppose we have acquired the accurate values of
the whole αi. Let βi = 4αi ∈ [0, 2π). We con-
stantly divide the interval [0, 2π) uniformly and use m
to denote the number of divisions. We define Im =
{0, π2m−1 , 2π2m−1 , · · · , 2π − π2m−1 } ⊂ [0, 2π) and let β
(m)
i =
maxβ{β ≤ βi, β ∈ Im}, that is the closed value to βi.
For example, for m = 1 we limit the value of all the βi to
0 or π and for m = 2 we limit the value of βi to 0,
π
2 , π
or 3π2 .
Define
Uβ(m) = diag{eiβ
(m)
0 , . . . , eiβ
(m)
2n−1},
and use Uβ(m) to replace the transformation U1. Note
that for all m even if xi = 0, we have β
(m)
i 6= 2π, then
the restriction about xi in section II B can be ignored.
We introduce some notations. For a quantum system
with n qubits, denote by Ui the operator U acting to the
i-th qubit. Generally, let Z(±l) =
[
1 0
0 e±2πi/2
l
]
, l ∈ Z+,
then we have Z(±1) = Z, Z(2) = S and Z(3) = T .
We denote by CkZ(l) the controlled-Z(l) operator be-
tween the k connected qubits and specifically denote by
CkZi1,...,ik the operator acting to k qubits, whose ordi-
nals are i1, . . . , ik. And we write Z
(l)
i = C
1Z
(l)
i . Let G
(l)
be the group with multiplication operations generated by
the set {Ii, CkZ(l)}, i = 1, . . . , n, k = 1, . . . , n.
When the number of division m = 1, this problem
can be converted to the construction of the hypergraph
states [16] and be applied in the quantum neuron [17].
We explain the decomposition of Uβ(m) in this case.
Lemma 1. Suppose the values of all β
(1)
i are known in
order. Then for m = 1,
Uβ(1) ∈ G(1). (2)
Proof. Each diagonal element of Uβ(m) is ±1,
Uβ(1) =
2n−1∑
i=0
eiβ
(1)
i |i〉〈i|.
We express the order i in binary numbers for convenience.
First, choose the orders I
(1)
1 such that the corresponding
coefficient eiβ
(1)
i = −1 and the order i has only one digit
1, that is |i〉 = |0 . . . 01ji0 . . . 〉. Apply all the local Zji
gates to Uβ(1) to get a new diagonal unitary matrix Uβ(1)1
,
U
β
(1)
1
= ⊗
i∈I(1)1
Zji ⊗ I · Uβ(1) =
2n−1∑
i=0
eiβ
(1)
1i |i〉〈i|. (3)
We can see for i ∈ I(1)1 , eiβ
(1)
1i = 1. Secondly, choose
the orders I
(1)
2 such that the corresponding coefficient
eiβ
(1)
1i = −1 and the order i has only 2 digits 1, that is
|i〉 = |0 . . . 01j1i0 . . . 01j2i0 . . . 〉. Apply all the C2Zj1ij2i
gates to U
β
(1)
1
to get
U
β
(1)
2
= ⊗
i∈I(1)2
C2Zj1ij2i ⊗ I · Uβ(1)1 =
2n−1∑
i=0
eiβ
(1)
2i |i〉〈i|.
(4)
For i ∈ I(1)1 ∪ I(1)2 , eiβ
(1)
2i = 1. In general, according to
the first two steps, we can get the matrix U
β
(1)
k
in step
k, k = 3, . . . , n. In the final step, for i ∈ I(1)1 ∪ · · · ∪ I(1)n ,
eiβ
(1)
ni = 1, which means U
β
(1)
n
= I.
I =CnZ1...n · · · (⊗
i∈I
(1)
2
C2Zj1ij2i ⊗ I
′) · (⊗
i∈I
(1)
1
Zji ⊗ I
′′)U
β(1)
,CnZ · · ·C1Z · U
β(1)
. (5)
Note that the inverse of CkZ is itself. Thus,
Uβ(1) = C
1Z · · ·CnZ. (6)

From Lemma 1, we know that the runtime of general
decompositions of Uβ(1) for the state preparation prob-
lems is exponential even if m = 1. Further when the
classical data is the binary strings set, this amplitude
encoding method is still not efficient.
Our goal is to generalize this method for any m. Note
that G(l) ⊂ G(l+1). For any m ≥ 2, we apply some
unitary transformations CkZ(m) ∈ G(m) to Uβ(m) and
obtain a matrix denoted by Uβ(m−1) ∈ G(m−1). Repeat
this procedure to get the decomposition of Uβ(m) .
Theorem 1. Suppose the values of all β
(m)
i are known
in order, then
Uβ(m) ∈ G(m). (7)
Proof. Due to β
(m)
i ∈ Im, each diagonal element of Uβ(m)
is eiβ
(m)
i = ei
pipi
2m−1 , pi = 0, . . . , 2
m − 1. In the first step,
choose the orders I
(m)
1 such that the corresponding co-
efficient eiβ
(m)
i /∈ Im−1 and the order i has only one
digit 1, that is |i〉 = |0 . . . 01ji0 . . . 〉. Apply all the lo-
cal Z
(m)
ji
gates to Uβ(m) to get a new diagonal unitary
matrix U
β
(m)
1
,
U
β
(m)
1
= ⊗
i∈I(m)1
Z
(m)
ji
⊗ I · Uβ(m) =
2n−1∑
i=0
eiβ
(m)
1i |i〉〈i|. (8)
For i ∈ I(m)1 , β(m)1i ∈ Im−1. Secondly, choose the or-
ders I
(m)
2 such that the corresponding coefficient e
iβ
(m)
1i /∈
Im−1 and the order i has only 2 digits 1, that is |i〉 =
5|0 . . . 01j1i0 . . . 01j2i0 . . . 〉. Apply all the C2Z(m)j1ij2i gates
to U
β
(m)
1
to get
U
β
(m)
2
= ⊗
i∈I(m)2
C2Z
(m)
j1ij2i
⊗ I · U
β
(m)
1
=
2n−1∑
i=0
eiβ
(m)
2i |i〉〈i|.
(9)
For i ∈ I(m)1 ∪ I(m)2 , β(m)2i ∈ Im−1. In general, similar to
the first two steps, we can get the matrix U
β
(m)
k
in step
k, k = 3, . . . , n. In the final step, for i ∈ I(m)1 ∪· · ·∪I(m)n ,
we have eiβ
(m)
ni ∈ Im−1, which means Uβ(m)n ∈ G
(m−1).
U
β
(m)
n
=CnZ
(m)
1...n · · · (⊗i∈I(m)
2
C2Z
(m)
j1ij2i
⊗ I′) · (⊗
i∈I
(m)
1
Z
(m)
ji
⊗ I′′)U
β(m)
,CnZ(m) · · ·C1Z(m) · U
β(m)
. (10)
Note that the inverse of CkZ(m) is CkZ(−m). Thus,
Uβ(m) = C
1Z(−m) · · ·CnZ(−m) · U
β
(m)
n
. (11)
Continue this process for U
β
(m)
n
until the case where m =
1, then we have
Uβ(m) = (C
1Z(−m) · · ·CnZ(−m)) · · · (C1Z(−1) · · ·CnZ(−1)).
(12)

The Theorem 1 shows that in general the gate complex-
ity of Uβ(m) is O(mN). In the section III, for the given
error ǫ of the final state, the number of divisions m(t, t′)
can be regarded as O(n). And in particular when the
classical data set X = {xi} ⊂ RN (CN ) is O(n)-sparse,
that is for all xi the number of the nonzero components
is O(n), the gate complexity of the diagonal unitary op-
erator Uβ(m) is O(n2).
III. DISCUSSIONS
The idea for both two algorithms is first to prepare
|xR〉(|xr〉), then add the phase factors. We discuss the fi-
delity for |xR〉 and the fidelity and success probability for
|xr〉. The approximate decomposition of phase unitary
transformation Uθ(U2) only affect the fidelity of prepar-
ing |x〉 from |xR〉(|xr〉).
A. The fidelity for |xR〉
Since the t qubits in the first register can be reused,
we use U i
α(t)
to replace U iα in all the iterative process. In
this section, the relationship between t and the fidelity
of |xR〉 is expounded. For convenience, we denote the
approximate vectors, angles |x(t)〉, α(t) by |x˜〉, α˜.
Theorem 2. For the deterministic algorithm, denote by
|x˜kR〉 =
∑2k−1
i=0
√
p˜ki |i〉 the final state in the (k − 1)-th
iterative process. If we choose t = ⌈log2 (n−1)
√
2π
ǫ ⌉ + 1,
then the fidelity for |xR〉 obeys the bound
||xR〉 − |x˜nR〉| ≤ ǫ.
Proof. First, we discuss the error in |x2R〉. Define U1α(t) =
diag{eiα˜10 , eiα˜11}, where α˜1l is the approximation of α1l
such that
|y1l − 2t arccos
√
p22l/p
1
l /2π| ≤ 1,
where y1l = 2
tα˜1l /2π ∈ [0, 2t − 1] ∩ Z, l = 0, 1. Then we
have |α˜1l − arccos
√
p22l/p
1
2l| ≤ π/2t−1. Thus,
||x2R〉 − |x˜2R〉| ≤
√
2π/2t−1.
Perform the (k − 1)-th iteration from |x˜k−1R 〉 to pre-
pare |x˜kR〉. Let |x′kR〉 =
∑2k−1
i=0
√
p′ki |i〉 such that p˜k−1i =∑
i′=2i,2i+1 p
′k
i′ and p
′k
2i/p
′k
2i+1 = p
k
2i/p
k
2i+1. Then
||x′kR〉 − |x˜kR〉| ≤
√
2π/2t−1.
and
||xkR〉 − |x′kR〉| = ||xk−1R 〉 − |x˜k−1R 〉| ≤ (k − 2)
√
2π/2t−1.
Thus,
||xR〉 − |x˜nR〉| ≤ (n− 1)
√
2π/2t−1.

B. The fidelity and success probability for |xr〉
Theorem 3. For the probabilistic algorithm, set t =
2n+ ⌈log2 πǫ ⌉, then with success probability greater than
‖x‖2
2n maxi x2i
the fidelity for |xr〉 obeys the bound
||xr〉 − |x˜r〉| ≤ ǫ.
Proof. Since α˜i ≤ αi, the probability to measure |0〉 is
∑2n−1
i=0 cos
2 α˜i
2n
≥
∑2n−1
i=0 cos
2 αi
2n
=
‖x‖2
2nmaxi x2i
.
We get
|x˜r〉 =
2n−1∑
i=0
cos α˜i√∑
j cos
2 α˜j
|i〉.
6By (1), we have
||xr〉 − |x˜r〉| ≤
2n−1∑
i=0
∣∣∣∣∣∣∣
cosαi√∑
j cos
2 αj
− cos α˜i√∑
j cos
2 α˜j
∣∣∣∣∣∣∣
≤
2n−1∑
i=0
∣∣∣∣∣∣∣
cosαi√∑
j
cos2 αj
− cos α˜i√∑
j
cos2 αj
∣∣∣∣∣∣∣
+
2n−1∑
i=0
∣∣∣∣∣∣∣
cos α˜i√∑
j
cos2 αj
− cos α˜i√∑
j
cos2 α˜j
∣∣∣∣∣∣∣
.
Since |αi − α˜i| < π/2t+1 , δ, we have
| cosαi − cos α˜i| < δ. (13)
Note that |xr〉 6= 0, which means
∑
i cos
2 αj ≥ 1 and we
have
∣∣∣∣∣∣
1√∑
j cos
2 αj
− 1√∑
j cos
2 α˜j
∣∣∣∣∣∣ ≤ 2
nδ. (14)
Combining expressions (13)(14), we obtain
||xr〉 − |x˜r〉| ≤ 22n+1 π
2t+1
.
Let t = 2n+ ⌈log2 πǫ ⌉, we have ||xr〉 − |x˜r〉| ≤ ǫ. 
C. The fidelity and success probability for |x〉
Suppose |xR〉(|xr〉) is prepared precisely. By Set-
ting Uθ(t′) to replace Uθ(U2), we have ||x〉 − |x(t
′)〉| ≤
2nπ/2t
′−1. Let ǫ′ = ǫ/2, then we obtain |x〉− |x(t′)〉| ≤ ǫ′
when setting t′ = n+ 1+ ⌈log2 πǫ′ ⌉. Combine Theorem 2
and Theorem 3, then we have the result
Theorem 4. For the deterministic algorithm, set t =
⌈log2 2(n−1)
√
2π
ǫ ⌉ + 1, t′ = n + 1 + ⌈log2 2πǫ ⌉, then the
fidelity for |x〉 obeys the bound
||x〉 − |x˜〉| ≤ ǫ.
Theorem 5. For the probabilistic algorithm, set t =
2n + ⌈log2 2πǫ ⌉, t′ = n + 1 + ⌈log2 2πǫ ⌉, then with suc-
cess probability greater than ‖x‖
2
2n maxi x2i
the fidelity for
|x〉 obeys the bound
||x〉 − |x˜〉| ≤ ǫ.
IV. CONCLUSION
We introduce two algorithms of amplitude encoding
for state preparation problems. In this method, for a
vector x ∈ CN we need log2N qubits to construct the
corresponding quantum state |x〉 with exponential depth.
We analyse the fidelity for the deterministic algorithm
and the probabilistic algorithm and discuss the success
probability in the probabilistic algorithm. This success
probability is decided by the data structure.
We turn the state preparation problem to the decom-
position problem of the diagonal unitary operators. The
runtime in these algorithms whose corresponding circuits
are limited to the width O(n) is exponential to n gen-
erally. However, in certain cases, the decomposition of
diagonal unitary transformations naturally only contains
polynomial layers; e.g., the classical data set is O(n)-
sparse. In other words, the quantum states whose cor-
responding diagonal unitary operators have polynomial
decompositions can be prepared effectively.
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