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СТАТИСТИЧНА
РАДІОФІЗИКА 
РФЕ 
В подавляющем большинстве задач обработки 
сигналов различных радиоэлектронных систем 
остро стоит вопрос скорости получения конеч-
ной информации и простоты технических ре-
шений. Для получения решений в реальном 
масштабе времени зачастую приходится ре-
дуцировать оптимальные схемы обработки до 
квазиоптимальных. При этом возникает вопрос 
о потерях информации и о качестве принимае-
мых решений в сравнении с классическими оп-
тимальными схемами.
Так, при построении реальных дискретных 
устройств обработки сигналов обычно прихо-
дится встречаться с условиями, когда ширина 
полосы спектральной плотности аддитивного 
шума превышает полосу частот, занимаемую 
полезным сигналом. Типичным примером та-
кой ситуации является оптимальная обработка 
сигналов на фоне белого шума [1‒3], когда не-
возможно не учитывать, что вообще дискрет-
ная обработка имеет смысл лишь при ограни-
чении полосы частот, занимаемых непрерыв-
ным входным процессом. Такие ограничения 
возникают при объединении аналоговой и циф-
ровой частей системы и осуществляются с по-
мощью согласующего аналогового фильтра. 
В свою очередь, этот фильтр оказывает влия-
ние не только на помеховую компоненту на-
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Особенности квазиоптимальной 
дискретной обработки сигналов
Предмет и цель работы. Предметом исследования является система цифровой обработки сигналов радара, состо-
ящая из входного фильтра, аналого-цифрового преобразователя и процессора, реализующего алгоритм обнаружения 
информационного сигнала в соответствии с некоторым наперед заданным критерием. Целью работы является оценка 
потерь в отношении сигнал/шум при переходе от оптимальной к квазиоптимальной обработке сигналов с учетом спек-
тральных характеристик сигналов и помех.
Методы и методология работы основаны на анализе спектральных функций полезных сигналов и помех и вычислении 
ошибок их аппроксимации с помощью решетчатых функций при реальных длительностях выборок. Показано, что ошиб-
ки аппроксимации спектра полезного сигнала и спектра шума на выходе сглаживающего фильтра оказывают различ-
ное влияние на результат обработки сигнала. Для накопления сигнала и снижения уровня помех в реальном масштабе 
времени предложено путем выбора частоты, длительности отсчетов решетчатой функции и ширины частотной ха-
рактеристики фильтра минимизировать потери в отношении сигнал/шум при квазиоптимальной обработке сигналов. 
Результаты работы. Получены аналитические соотношения для оценок потерь в соотношении сигнал/шум при 
квазиоптимальной обработке сигналов по отношению к оптимальной. Показано, что при предельных частотах допол-
нительное снижение потерь можно получить путем изменения длительности выборки.
Заключение. Дискретная квазиоптимальная обработка сигналов при фиксированных длительностях выборок и 
полосах частот согласующих фильтров может приводить к значительным потерям в отношении сигнал/шум. Для 
снижения потерь необходимо находить компромисс между требованиями по быстродействию системы обработки, 
точности аппроксимации спектральных характеристик сигналов и помех и шириной полосы пропускания согласующе-
го фильтра. Ил. 2. Библиогр.: 15 назв.
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блюдаемого процесса, но и на спектр полез-
ного сигнала. Это приводит к необходимости 
рассматривать задачу оптимальной дискретной 
обработки уже такого преобразованного сигна-
ла на фоне преобразованного шума. Такая зада-
ча существенно отличается от классической за-
дачи оптимального приема известного сигнала 
на фоне окрашенного шума [4, 5], решение ко-
торой можно свести к согласованной фильтра-
ции сигнала на фоне декоррелирующего («обе-
ляющего») аналогового фильтра, преобразую-
щего окрашенный шум в белый.
Конечно, процедура декорреляции может 
быть выполнена в цифровой части системы с 
помощью специально сконструированного дис-
кретного декоррелирующего фильтра, преобра-
зующего случайную решетчатую функцию на 
выходе аналогового фильтра в случайную ре-
шетчатую функцию с равномерной спектраль-
ной плотностью. Такой фильтр усложняет об-
работку и повышает стоимость системы в це-
лом. Поэтому интересно узнать, насколько ве-
лики энергетические потери при замене опти-
мального фильтра на квазиоптимальный дис-
кретный фильтр.
1. Постановка задачи квазиоптимальной 
дискретно-аналоговой обработки сигналов. 
Пусть исследуется сигнал s(t) на фоне гауссов-
ского шума n(t) с произвольной спектральной 
плотностью G(). Оптимальный дискретно-
аналоговый фильтр [6‒8] должен содержать на 
входе аналоговый фильтр, ограничивающий 
полосу частот спектра входной реализации до 
полосы сигнала s(t). На выходе этого фильтра 
спектральная плотность шума и сигнала будут 
G1()  G() H() и S1()  S() H() соответ-
ственно. Здесь H() ‒ передаточная функция 
аналогового фильтра.
Смесь полезного сигнала и шума дискретизи-
руется в соответствии с теоремой Котельнико-
ва [9], в результате непрерывный процесс мож-
но записать в виде решетчатой функции
1 1 1[ ] [ ] [ ], 1,2,...,x i s i n i i     (1)
где 1 1 1 1[ ] ( ), [ ] ( ) .s i s i t n i n i t   
Корреляционная функция, описывающая шум, 
в общем случае, согласно [10], будет иметь вид
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Представим оптимальный по критерию мак-
симума отношения сигнал/шум дискретный 
фильтр в виде последовательного соединения 
двух фильтров, первым из которых является 
дискретный декоррелирующий фильтр, преоб-
разующий решетчатую функцию x1[i] в функ-
цию x2[i]  x2[i] + n2[i] так, чтобы корреляци-
онная функция R2[l] решетчатой функции n2[i] 
удовлетворяла условию
2
1, 0,[ ] 0, 0.
l
R l
l
  
 (4)
Тогда задача построения оптимального дис-
кретного фильтра сводится к задаче создания 
устройства, обеспечивающего обработку сиг-
нала s2[i] на фоне шума, представленного не-
коррелированными выборочными значениями 
n2[i]. В частности, если конечная цель обработ-
ки – обнаружение сигнала, то устройство обра-
ботки должно вычислять сумму [11]
2 2 2
1
[ ] [ ]
N
i
z x i s i

   (5)
и сравнивать ее с порогом, определяемым за-
данным критерием оптимальности.
2. Оценка отношения сигнал/шум. Отно-
шение сигнал/шум 20d  на выходе устройства 
обработки определяется как отношение квадра-
та математического ожидания E{z2}
2 и диспер-
сии var{z2} величины z2 при условии, что про-
цесс x2[i] содержит полезный сигнал s2[i], т. е. 
2 2
0 2 2{ } / var{ }.d E z z   (6)
Используя соотношение Парсеваля для дис-
кретных функций [11], можно записать выра-
жение для квадрата математического ожидания 
E{z2}
2:
/ 22 2 *
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где F2( j) ‒ спектр решетчатой функции s2[i], 
определяемый как
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Из формулы (8) явный вид квадрата матема-
тического ожидания E{z2}
2 можно представить 
как
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Числитель подынтегрального выражения в 
формуле (9) на интервале частот ||   / t пред-
ставляет собой эквивалентный спектр S1eq () со-
ответствующего непрерывного процесса s1eq (t), 
представленного решетчатой функцией s1[i]. 
Аналогично знаменатель подынтегрального вы-
ражения формулы (9) есть спектральная плот-
ность G1eq () эквивалентного непрерывного 
шумового процесса n1eq (t), представленного ре-
шетчатой функцией n1[i]. 
Тогда
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Очевидно, что в случае дельта-коррелиро-
ванного шума дисперсия 
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Сравнивая (13) и (5), из (6) с учетом (10) по-
лучим соотношение сигнал/шум 
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В реальных условиях ни спектр сигнала, ни 
частотная характеристика фильтра не являют-
ся финитными функциями частоты. Поэтому 
для квазиоптимальной системы обработки сиг-
налов, в которой условия (11) и (12) выполня-
ются лишь частично, следует сделать оценку 
проигрыша в отношении сигнал/шум, обуслов-
ленную наличием спектральных компонент, не 
удовлетворяющих этим условиям. 
3. Анализ потерь в отношении сигнал/шум 
квазиоптимальной системы обработки сиг-
налов. В реальных системах при адекватном 
выборе частоты дискретизации [12] отличие эк-
вивалентного непрерывнозначного случайного 
процесса n1eq (t) от соответствующего реаль-
ного процесса n1 (t) достаточно мало, поэтому 
спектр шума можно приближенно представить 
как
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Числитель подынтегральной функции в (14) 
можно оценить следующим образом:
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Учитывая (15) и (16), из (14) получаем
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Отличие отношений сигнал/шум на выходе 
устройства оптимальной дискретной обработ-
ки и аналогового согласованного фильтра ха-
рактеризуется энергетическим проигрышем
2 2
0 0 0/ ,h d   (18)
где 220
0
1 ( )h S d
N
 


   для аналогового 
фильтра нижних частот с прямоугольной ам-
плитудно-частотной характеристикой и по-
лосой пропускания |  /  t |; N0 ‒ спектральная 
плотность белого шума. 
Для того чтобы воспользоваться соотноше-
нием (18) для оценки энергетических потерь 
квазиоптимальной системы по отношению к 
оптимальной, необходимо конкретизировать 
ряд характеристик системы. В частности, опре-
делим величину потерь (18) для системы, со-
держащей аналоговый фильтр Баттерворта 
[13], частотная характеристика которого ап-
проксимируется функцией вида
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где FH ‒ верхняя частота пропускания фильтра.
Относительно спектра сигнала введем сле-
дующее ограничение:
( ) , 2 ,Sn
BS F      (20)
где B ‒ некоторая константа; FS ‒ верхняя ча-
стота спектра сигнала.
Сигналы со спектральной функцией вида 
(20) характерны, например, для процессов ды-
хания и сердцебиения [14, 15]. 
Рассмотрим область значений  t, определяе-
мую условиями
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Следует отметить, что на практике поря-
док фильтра m не превосходит n, т. е. m  n. 
Перепишем соотношение (18) с учетом (17)
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Проанализируем компоненты, входящие в 
знаменатель выражения (22):
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Подставляя (23)–(25) в (22), получаем
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На рис. 1 и 2 показаны кривые потерь, рас-
считанные в соответствии с (26) при различ-
Рис. 1. Кривые энергетических потерь квазиоптимальной 
системы по отношению к оптимальной при m > n
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венно зависит от параметров входного фильт-
ра. Так, при FS  FH и высоком порядке фильт-
ра m  6 приближение длительности интер-
вала дискретизации  t к величине 1/2FH при-
водит к резкому увеличению энергетического 
проигрыша квазиоптимальной системы по от-
ношению к оптимальной. Для фильтров низ-
кого порядка 3m   интервал  t, выбранный с 
запасом по отношению к величине 1 / 2FH, т. е.  t  (0,6…0,7) / 2FH, обеспечивает вполне при-
емлемые потери при обработке сигналов квази-
оптимальной системой. 
Очевидно, что при фиксированных значе-
ниях величин  t и FH энергетические потери 
в отношении сигнал/шум возрастают с увели-
чением частоты FS. При наличии технических 
возможностей эти потери можно скомпенсиро-
вать уменьшением интервала дискретизации. 
В конечном итоге при обработке информаци-
онных входных сигналов в дискретном виде 
необходимо, несмотря на наличие сглаживаю-
щего фильтра, ограничивающего полосу час-
тот аналогового входного сигнала, учитывать 
так же и значение полосы частот сигнала до 
фильтра при выборе интервала дискретизации. 
Физическое объяснение этому можно найти в 
эффекте частичной декорреляции отсчетов, вы-
званной влиянием фильтра. При заранее извест-
ных величинах FS, FH, m и n можно путем вы-
бора интервала  t минимизировать потери в 
отношении сигнал/шум.
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ных соотношениях параметров сигналов и ха-
рактеристиках системы обработки.
В частности, кривая 1 на рис. 1 получена 
при отношении FS / FH, равном 1,4, кривая 2 – 
при 1,3, кривая 3 – при 1,2, кривая 4 – при 1,1, 
кривая 5 при – 1,0 соответственно. Априорно 
полагалось, что порядок фильтра m  2, а ско-
рость убывания частотных компонент спектра 
сигнала в (20) n  6. На рис. 2 показаны такие 
же зависимости, но при m  n  2 и отноше-
нии FS / FH, равном 1,1 для кривой 1, 1,0 для 
кривой 2, 0,9 для кривой 3 и 0,8 для кривой 4 
соответственно. 
Выводы. Как следует из зависимостей рис. 1 
и 2, величина энергетических потерь сущест-
Рис. 2. Кривые энергетических потерь квазиоптимальной 
системы по отношению к оптимальной при m = n
m = n = 2
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FEATURES OF QUASI-OPTIMAL DISCRETE SIGNAL PROCESSING
Subject and Purpose. The research subject is a digital processing system of radar signals. The system consists of an input fi lter, 
an analog-to-digital converter and a processor that implements an algorithm of information signal detection in accordance with 
some previously given criterion. The aim of the work is the loss estimation in the signal-to-noise ratio on a change-over from 
the optimal signal processing to the quasi-optimal technique, the spectral characteristics of signals and the interference being 
considered.
Methods and Methodology. Analysis is performed for the spectral functions of useful signals and noise fi gures combined 
with the error calculation results concerning these functions approximations using lattice functions with real sample durations. 
It is shown that the approximation errors of the useful signal spectrum and the noise spectrum at the smoothing fi lter output 
exert different effects on the signal processing result. In order to build up the signal and reduce the noise level in real time, it is 
proposed to minimize losses in the signal-to-noise ratio as applied to the quasi-optimal signal processing by fi tting the frequency, 
the duration of lattice function samples and the width of the fi lter frequency response. 
Results. Analytical relations have been obtained for loss estimation in the signal-to-noise ratio in the case of quasi-optimal 
signal processing compared to the optimal one. It is shown that at the cutoff frequencies, some additional loss reduction can be 
obtained by varying the sampling duration. 
Conclusion. The discrete quasi-optimal signal processing at fi xed sample durations and in certain frequency bands of the 
matching fi lters can give signifi cant signal-to-noise losses. To reduce these losses, a compromise has to be reached between the 
operation speed of the processing system, the approximation accuracy of the spectral characteristics of signals and noise fi gures, 
and the matching fi lter passband. 
Key words: sampling, discrete processing, spectral function, sampling frequency, lattice function, algorithm, criterion, white noise.
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Особенности квазиоптимальной дискретной обработки сигналов
О.В. Ситнік
ІРЕ ім. О.Я. Усикова НАН України
12, вул. Акад. Проскури, Харків, 61085, Україна
ОСОБЛИВОСТІ КВАЗІОПТИМАЛЬНОГО ДИСКРЕТНОГО ОБРОБЛЕННЯ СИГНАЛІВ
Предмет і мета роботи. Предметом дослідження є система цифрового оброблення сигналів радара, яка складається 
з вхідного фільтра, аналого-цифрового перетворювача і процесора, що реалізує алгоритм виявлення інформаційного 
сигналу відповідно до деякого наперед заданого критерію. Метою роботи є оцінка втрат у відношенні сигнал/шум при 
переході від оптимального до квазіоптимального оброблення сигналів з урахуванням їх спектральних характеристик.
Методи і методологія роботи засновані на аналізі спектральних функцій корисних сигналів і завад, а також обчис-
ленні помилок їх апроксимації за допомогою ґратчастих функцій при реальних тривалостях виборок. Показано, що 
помилки апроксимації спектра корисного сигналу і спектра шуму на виході згладжувального фільтра мають різний 
вплив на результат обробки сигналу. Для накопичення сигналу і зниження рівня завад у реальному масштабі часу за-
пропоновано шляхом вибору частоти, тривалості відліків ґратчастої функції і ширини частотної характеристики фільтра 
мінімізувати втрати у відношенні сигнал/шум при квазіоптимальному обробленні сигналів.
Результати роботи. Отримано аналітичні співвідношення для оцінок втрат у співвідношенні сигнал/шум при квазі-
оптимальному обробленні сигналів відносно оптимального. Показано, що при граничних частотах додаткове зниження 
втрат можна отримати шляхом зміни тривалості вибірки.
Висновки. Дискретне квазіоптимальне оброблення сигналів при фіксованих тривалостях виборок і смугах частот 
узгоджувальних фільтрів може призводити до значних втрат у відношенні сигнал/шум. Для зменшення втрат необхідно 
знаходити компроміс між вимогами щодо швидкодії системи оброблення, точності апроксимації спектральних характе-
ристик сигналів і завад та шириною смуги пропускання узгоджувального фільтра.
Ключові слова: вибірка, дискретне оброблення сигналів, спектральна функція, частота дискретизації, ґратчаста 
функція, алгоритм, критерій, білий шум.
