Abstract-In subspace identification methods, the system matrices are usually estimated by least squares, based on estimated Kalman filter state sequences and the observed inputs and outputs. For a finite number of data points, the estimated system matrix is not guaranteed to be stable, even when the true linear system is known to be stable. In this note, stability is imposed by using regularization. The regularization term used here is the trace of a matrix which involves the dynamical system matrix and a positive (semi) definite weighting matrix. The amount of regularization can be determined from a generalized eigenvalue problem. The data augmentation method of Chui and Maciejowski is obtained by using specific choices for the weighting matrix in the regularization term.
I. INTRODUCTION
The linear combined deterministic-stochastic identification problem is concerned with systems and models of the form 1 
¡ T F H
are assumed to be zero mean, white Gaussian with covariance matrices as given by (3) . The model matrices , respectively. In the last decade, so-called subspace identification methods [13] have been developed to determine the system order U R of the unknown T of the system are estimated using geometric operations of subspaces spanned by the column or row vectors of block Hankel matrices formed by input-output data. The system order r typically has to be estimated by the user from a singular value plot, where is related to the number of data points, see [13] for details.
The system matrices ( r s
with the input sequence
and the output sequence l r m g u v r x i x i z { z { z { x ¤ | } [13] . Motivated by consistency results [13] for , this optimization problem is solved in a least squares sense. However, when identifying on a finite number of data points (finite ), the least squares estimate does not always yield a stable system [2] , while often the true linear system is known to be stable. For a finite number of data points, this may, e.g., occur in the presence of high noise levels or when overparameterizing the system by overestimating the system order. A discrete time linear system is called stable when it has all its poles inside the unit disk or when there exists a positive-definite matrix r u r T of appropriate dimension such that r s r r s o r . In this note, stability of the system is imposed by adding a regularization term to (4) . Usually, regularization is obtained by adding the norm ¤ s of the parameter vector to the cost function "
of the optimization problem [1] , [4] , [10] , [11] . The resulting is then obtained as the solution of the minimization problem d 6 g s
. In this note, a new and specific type of regularization term is used: stability is obtained by adding the trace of the product of the system matrix, a positive-semidefinite matrix u &
, and the transpose of the system matrix, g i r s r s , to the cost function (4) . Upper bounds for the spectral radius are obtained and it is shown that the calculation of the amount of regularization needed to obtain a specific spectral radius boils down to solving a generalized eigenvalue problem.
Also for the stochastic identification problem, the solution This note is organized as follows. In Section II, the use of regularization to impose stability is explained. In the companion paper [12] , the use of regularization is motivated by simulation results which are compared with the results of [2] . The following notation is used. (3) is known to be stable.
The least squares problem (4) can be separated into two least squares problems, with solutions
For a finite number of data points, the estimates of ¡ ¢ and ¡ ¢! 6 ¥ may result in an unstable estimate of the system matrix in (5) . Stability of the model can be imposed by adding a regularization term to the cost function from which (5) is determined, i.e.,
The amount of regularization is characterized by the positive real scalar T and by the positive semidefinite matrix
. The optimal solution to (7) is then given by 2 G
where
is defined in (6) and p s w as p w p t t q t 5 (11) In [3] and [4] , regularization is used to obtain a reduction in the variance of the estimate, while allowing for a (small) bias. The regularization parameter T is chosen in such a way that a cross-validation weighted square error is minimized. In subspace identification, this approach is less appropriate, since the state sequences are calculated by QR-decompositions and an SVD. Therefore, the assumptions on the noise distribution used in [3] , [4] may not hold. A second motivation is that stability is not proven. In this note, the regularization parameter T is chosen such that a stable system matrix is obtained, i.e., F G q uQ
with G G $ U t and a positive-real constant. The use of regularization to obtain a stable system matrix estimate G q u is motivated by the following inequality:
2 In the remainder of this note, estimates from (5) are denoted by f g and estimates from (7) 
of (7) for a given T , it follows from the optimality of the least squares estimate (10) that 
then the eigenvalues of 
and where we assume that y ¥ m ¥ is nonsingular. This assumption is related to a form of persistent excitation in subspace methods, see [7] for a discussion. An upper bound for the spectral radius F G u x Q can be formulated as follows.
, then the following upper bound holds for F G q uQ
From this upper bound, it follows that:
Proof: By use of Lemma 1, we have that be defined as follows: 
S R
) [8] . By applying the vec-operation and using the property
Therefore the mapping is
By using (15) and 
, which is in contradiction with Theorem 1. Hence,
£ ¥ ) ¦
has at least one pole on the circle with radius
, because the contradiction implies another crossing of the circle with radius S , which is again impossible by the definition of . This is done by using the following three relations between the spectral radius and matrix norms [6] . This yields
Putting this upper bound (23) for by construction, the algorithm decreases the amount of regularization in each iteration step, i.e., operations per iteration step and the simulation results in [12] indicate linear convergence. More advanced algorithms like bisection algorithms may speed up the convergence, but one looses the guaranteed convergence to t ,asitis not guaranteed that
is a monotonous function of . The problem can also be formulated as a real stability radius problem with one repeated block for which a fast algorithm exists [9] , but this algorithm requires more complex computations (an LMI problem) per iteration step and faster convergence has not been proven. Now, we show that the so-called data augmentation method of Chui and Maciejowski [2] chosen by the user. The other eigenvalues are not changed.
For the case of one real unstable pole, this method corresponds, corresponding to ridge regression [3] , [4] , and 2) with the data augmentation method [2] . The simulation results, conducted on a finite number of data points in the presence of noise, illustrate that the use of regularization allows to identify stable high order models with better performance than the reduced order model. The main conclusions of the comparison between the two choices for the weighting matrix are that ridge regression generally yields (slightly) better results than data augmentation [2] , while ridge regression achieves a much lower variance on the elements of v © . These results can also be understood from regularization theory [1] , [3] - [5] , where the choice of the identity matrix for the weighting matrix is motivated by the maximum entropy principle, equally penalizing all directions of the solution. We refer to [12] for a detailed discussion of the simulation results.
III. CONCLUSION
Subspace methods for the identification of linear time-invariant systems are known to be asymptotically unbiased. The system matrices are usually estimated from least squares, based on estimated Kalman filter state sequences and the observed inputs and outputs. However, for a finite number of data points, it is not guaranteed that the least squares estimate yields a stable system, even when it is known that the true linear system is stable. In this note, stability of the estimated system is imposed by adding a regularization term to the least squares cost function. The regularization term used here is the trace of a matrix which involves the system matrix and a positive (semi) definite weighting matrix. The amount of regularization is calculated by solving a generalized eigenvalue problem. The data augmentation method proposed by Chui and Maciejowski can be interpreted as iteratively applying regularization with specific choices for the weighting matrix. Different choices for the weighting matrix can result into different solutions. In ridge regression the identity matrix is used for the weigthing matrix, which has been motivated by the maximum entropy principle in regularization theory.
