We provide a new proof of the known partial regularity result for the optimal transportation map (Brenier map) between two Hölder continuous densities. Contrary to the existing regularity theory for the Monge-Ampère equation, which is based on the maximum principle, our approach is purely variational. By constructing a competitor on the level of the Eulerian (Benamou-Brenier) formulation, we show that locally, the velocity is close to the gradient of a harmonic function provided the transportation cost is small. We then translate back to the Lagrangian description and perform a Campanato iteration to obtain an ε-regularity result.
Introduction
For α ∈ (0, 1), let ρ 0 and ρ 1 be two probability densities with bounded support which are C 0,α continuous, bounded and bounded away from zero on their support and let T be the solution of the optimal transportation problem min
where with a slight abuse of notation T ♯ρ 0 denotes the push-forward by T of the measure ρ 0 dx (existence and characterization of T as the gradient of a convex function ψ are given by Brenier's Theorem, see [17, Th. 2.12] ). Our main result is a partial regularity theorem for T :
There exist open sets E ⊆ spt ρ 0 and F ⊆ spt ρ 1 of full measure such that T is a C 1,α -diffeomorphism between E and F .
This theorem is a consequence of Alexandrov Theorem [18, Th. 14.25 ] and the following ε−regularity theorem (plus a bootstrap argument): Theorem 1.2. Let T be the minimizer of (1.1) and assume that ρ 0 (0) = ρ 1 (0) = 1. There exists ε(α, d) such that if
|T −x| 2 ρ 0 dx+ 1 (2R) d+2
invariance of the variational problem under affine transformations. This entire approach to ε-regularity is guided by De Giorgi's strategy for minimal surfaces (see [12] for instance). Let us notice that because of the natural scaling of the problem, our Campanato iteration operates directly at the C 1,α -level for T , as opposed to [10, 9] , where C 0,α -regularity is obtained first.
The plan of the paper is the following. In Section 2 we gather some notation that we will use throughout the paper. Then, in Section 3, we recall some well-known facts about the Poisson equation and then prove estimate (3.14) , the proof of which is based on the trace estimate (3.10) . In the final section, we prove Theorem 1.2 and then Theorem 1.1.
Motivated by applications to the optimal matching problem, we are currently working together with M. Huesmann on the extension of Proposition 4.6 to arbitrary target measures. A previous version of this paper treating the simpler case of transportation between sets is available on our webpages. Since the proofs are more streamlined there, we recommend to read it first.
Notation
In the paper we will use the following notation. The symbols ∼, , indicate estimates that hold up to a global constant C, which typically only depends on the dimension d and the Hölder exponent α (if applicable). For instance, f g means that there exists such a constant with f ≤ Cg, f ∼ g means f g and g f . An assumption of the form f ≪ 1 means that there exists ε > 0, typically only depending on dimension and the Hölder exponent, such that if f ≤ ε, then the conclusion holds. We write |E| for the Lebesgue measure of a set E. Inclusions will always be understood as holding up to a set of Lebesgue measure zero, that is for two sets E and F , E ⊆ F means that |E\F | = 0. When no confusion is possible, we will drop the integration measures in the integrals. For R > 0 and x 0 ∈ R d , B R (x 0 ) denotes the ball of radius R centered in x 0 . When x 0 = 0, we will simply write B R for B R (0). We will also use the notation
For a function ρ defined on a ball B R we introduce the Hölder semi-norm of exponent α ∈ (0, 1)
[ρ] α,R := sup
x =y∈B R |ρ(x) − ρ(y)| |x − y| α .
Preliminaries
In this section, we first recall some well-known estimates for harmonic functions.
Lemma 3.1. Given f ∈ L 2 (∂B 1 ) with average zero, we consider a solution ϕ of
where ν denotes the outer normal to ∂B 1 . We have
and for every r ≤ 1, letting
Proof. We start with (3.2). Changing ϕ by an additive constant, we may assume that
Testing (3.1) with ϕ, we obtain
, where we used the trace estimate in conjunction with Poincaré's estimate for mean-value zero. This yields (3.2). Estimate (3.3) follows from the mean-value property of harmonic functions applied to ∇ϕ and its derivatives. We finally turn to (3.4) . By sub-harmonicity of |∇ϕ| 2 (which can for instance be inferred from the Bochner formula), we have the mean-value property in the form
Integrating this inequality between r and 1, using Pohozaev identity, that is,
where ∇ τ is the tangential part of the gradient of ϕ, and (3.2), we obtain (3.4).
We also need similar estimates for solutions of Poisson equation. 6) where ν denotes the outer normal to ∂B 1 . We have
In particular, 8) and letting for r ≤ 1,
Proof. Estimate (3.7) follows from global Schauder estimates [15] and the fact that since
We will need a trace estimate in the spirit of [1, Lem. 3.2] . Proof. By a standard density argument, we may assume 
Since for every x ∈ ∂B 1 , |∂ t v|, so that it is enough to prove and noting that |∇V | 2 ≤ 1 0 |∇v| 2 , we see that it is sufficient to establish
We now cover the sphere ∂B 1 by (geodesic) cubes Q of side-length ∼ r in such a way that there is only a locally finite overlap. Then the annulus A r is covered by the corresponding conical sets Q r . By summation over Q and the super-additivity of the square function, for (3.11) it is enough to prove for every
Since Q r is the bi-Lipschitz image of the Euclidean cube (0, r) d , it is enough to establish
(3.12)
By rescaling, for (3.12) it is sufficient to consider r = 1. By a one-dimensional trace inequality we have for every x ′ ∈ (0, 1)
Taking squares, integrating and using Jensen's inequality, we get
Using Poincaré inequality in the form
, we obtain (3.12).
This trace estimate is used in a similar spirit as in [1, Lem. 3.3 ] to obtain
f (x, t)dt = 0. For r > 0 we introduce A r := B 1 \B 1−r and define Λ as the set of pairs (s, q) with |s| ≤ 1/2 and such that for
we then have
ii For (s, q) regular, (3.13) just means ∂ t s+div q = 0 in A r , s(·, 0) = s(·, 1) = 0, q ·ν = 0 on ∂B 1−r ×(0, 1) and q · ν = f on ∂B 1 × (0, 1) Proof. We first note that the class Λ is not empty: For t ∈ (0, 1), let u t be defined as the (mean-free) solution of the Neumann problem
and set q(x, t) : 
With the abbreviation F :
we have just established the inequality
Using now (3.10), where we denote the constant by C 0 , and Young's inequality, we find that provided r ≥ (2C 0 F ) 2/(d+1) (in line with our assumption r ≫
Ar
This concludes the proof of (3.14).
Proofs of the main results
Let ρ 0 and ρ 1 be two densities with compact support in R d and equal mass and let T be the minimizer of min
where by a slight abuse of notation T ♯ρ 0 denotes the push-forward by T of the measure ρ 0 dx. If T ′ is the optimal transportation map between ρ 1 and ρ 0 , then (see for instance [3,
By another abuse of notation, we will denote
Now for t ∈ [0, 1] and x ∈ R d we set T t (x) := tT (x) + (1 − t)x and consider the non-negative and R d -valued measures respectively defined through
It is easy to check that j(·, t) is absolutely continuous with respect to ρ(·, t). The couple (ρ, j) solves the Eulerian (or Benamou-Brenier) formulation of optimal transportation (see [17, 
where the continuity equation including its boundary conditions are imposed in a distributional sense and where the functional is defined through (see [2, Th. 2.34]),
Since T is the gradient of a convex function, by Alexandrov Theorem [18, Th. 14.25], T is differentiable a.e., that is for a.e. x 0 , there exists a symmetric matrix A such that
Moreover, A coincide a.e. with the absolutely continuous part of the distributional derivative DT of the map T . We will from now on denote ∇T (x 0 ) := A. For t ∈ [0, 1], by [17, Prop. 5.9] , ρ(·, t) (and thus also j) is absolutely continuous with respect to the Lebesgue measure. The functional can be therefore rewritten as
Moreover, the Jacobian equation 
The proof of Theorem 1.2 is based on the decay properties of the excess energy
As will be shown in the proofs of Proposition 4.8 and Theorem 4.9, up to a change of variables it is not restrictive to assume that ρ 0 (0) = ρ 1 (0) = 1. Before proceeding with the proof of Theorem 1.2, let us gather few useful lemmas.
Lemma 4.1. Let T be a minimizer of (4.1) and assume that
As a consequence,
Moreover, for t ∈ [0, 1], we have for the pre-image
Proof. We begin with the proof of (4.7). Since we assume that
.
We first prove the estimate on T . Let u(x) := T (x) − x. By monotonicity of T , for a.e.
Let y ∈ B 3/4 be such that (4.10) holds for a.e. x ∈ B 1 . By translation we may assume that y = 0. By rotation, it is enough to prove for the first coordinate of u that
Taking y = 0 in (4.10), we find for a.e. x ∈ B 1/4
Integrating the previous inequality over the ball B r (re 1 ), we obtain
Optimizing in r yields (4.7). We now prove the estimate on T −1 . By the above argument for T in the ball B 4/5 instead of B 3/4 , it is enough to show that T −1 (B 3/4 ) ⊆ B 4/5 . Assume that there exists y ∈ B 3/4 and
) .
Since (4.8) is a direct consequence of (4.7), we are left with the proof of (4.9). If
, where o(1) denotes a function that goes to zero as E(ρ 0 , ρ 1 , T, 1) goes to zero,
From this we see that
In the first case, (4.9) is proven while in the second, we have thanks to (4.7) that
+o (1) ) ⊆ B 3/4 from which we get (4.9) as well.
Our second lemma is a localized version of McCann's displacement convexity (see [13, Cor. 4.4] ).
Proof. We start by pointing out that since ρ 0 (0) = ρ 1 (0) = 1 and
For every t ∈ (0, 1), the map T t has a well-defined inverse ρ(t, ·)−a.e. (see the proof of [17, Th. 8.1]) so that for x ∈ B 1/2 , (4.5) can be written as
By concavity of det(·)
1/d on non-negative symmetric matrices, we have
We now can turn to the proof of Theorem 1.2. We first prove that the deviation of the velocity field v := dj dρ from being the gradient of a harmonic function is locally controlled by the Eulerian energy. The construction we use is somewhat reminiscent of the DacorognaMoser construction (see [16] ). Proposition 4.3. Let (ρ, j) be the minimizer of (4.4). Assume that ρ 0 (0) = ρ 1 (0) = 1 and that
Then, there exists ϕ harmonic in B 1/2 and such that
14)
Remark 4.4. The crucial point in (4.15) is that the right-hand side is strictly super-linear in
Proof. Without loss of generality, we may assume that and since ρ 0 (0) = ρ 1 (0) = 1,
Step 1 [Choice of a good radius] Using (4.16), and Fubini, we can find a radius R ∈ (1/2, 1) such that
with the understanding that R is a Lebesgue point of r → j ∈ L 2 (∂B r ) with respect to the weak topology. Notice in particular that (4.18) implies that j ∈ L 2 (B R ). We claim that for every function where f := j · ν denotes the normal component of j. To this purpose, for 0 < ε ≪ 1 we introduce the cut-off function
and obtain by admissibility of (ρ, j)
Letting ε go to zero and using the above Lebesgue-point property of R, we obtain (4.19).
Step 2 [Definition of ϕ] We will argue that it is enough to establish
where ϕ is defined via f dt and is estimated as
Moreover, defining for 1 ≫ r > 0, A r := B R \B R(1−r) , we will show that
By (4.19) applied to ζ = 1, we get
so that (4.21) is indeed solvable. We decompose ϕ = ϕ +φ with ϕ andφ solutions of 
Similarly, (4.23) follows from (3.4) and (3.9). Assume now that (4.20) is established. We then get (4.15):
Step 3 [Quasi-orthogonality] We start the proof of (4.20). In order to keep notation light, we will assume from now on that R = 1/2. Here we prove that
Notice that if ρ = 0 then j = 0 and thus also j − ρ∇ ϕ = 0, so that the left-hand side of (4.26) is well defined (see the discussion below (4.4)). Based on this we compute
Using (4.19) with ζ = ϕ and testing (4.21) with ϕ, we have
where we recall that f = 1 0
f . This proves (4.26).
Step 4 [The main estimate] In this last step, we establish that
Thanks to (4.26) and (4.22), this would yield (4.20). By minimality of (ρ, j), it is enough to construct a competitor ( ρ, j) that agrees with (ρ, j) outside of B 1/2 × (0, 1) and that satisfies the upper bound given through (4.27). We now make the following ansatz
with (s, q) ∈ Λ, where Λ is the set defined in Lemma 3. Thanks to (4.21) for ϕ, (3.13) for (s, q) and (4.19) for (ρ, j), ( ρ, j) extended by (ρ, j) outside of B 1/2 × (0, 1) is indeed admissible for (4.4).
By Lemma 3.4, if r ≫
, we may choose (s, q) ∈ Λ such that
By definition of ( ρ, j),
The first two terms on the right-hand side can be estimated as
We now estimate the last term of (4.30):
Taking r to be a large but order-one multiple of
Plugging this and (4.31) into (4.30),
where we have used Young's inequality and the fact that 2 > d+2 d+1
. This proves (4.27). We now prove that (4.15) implies a similar statement in the Lagrangian setting, namely that the distance of the displacement T − x to the set of gradients of harmonic functions is (locally) controlled by the energy. This is reminiscent of the harmonic approximation property for minimal surfaces (see [12, Sec. III.5] ). Proposition 4.6. Let T be the minimizer of (4.1) and assume that ρ 0 (0) = ρ 1 (0) = 1. Then there exists a function ϕ harmonic in B 1/8 , such that
and
Proof. To lighten notation, let E := E(ρ 0 , ρ 1 , T, 1). Notice first that we may assume that
α,1 ≪ 1 since otherwise we can take ϕ = 0.
We recall the definitions of the measures
We note that the velocity field v = |T − x| 2 ρ 0 (4.9)
By Proposition 4.3, we infer that there exists a function ϕ harmonic in B 1/4 such that
(4.34) We now prove (4.32). By the triangle inequality we have
Using that for t ∈ [0, 1], |T t (x) − x| ≤ |T (x) − x|, the second term on the right-hand side is estimated as above:
We thus just need to estimate the first term. Recall that v = dj dρ satisfies v(T t (x), t) = T (x) − x, so that we obtain for the integrand T (x) − (x + ∇ϕ(T t (x)) = (v(t, ·) − ∇ϕ)(T t (x)) for a.e. x ∈ spt ρ 0 . Hence, by definition of ρ and by our convention on how to interpret
Analogously to De Giorgi's proof of regularity for minimal surfaces (see for instance [12, Chap. 25 .2]), we are going to prove an "excess improvement by tilting"-estimate. By this we mean that if at a certain scale R, the map T is close to the identity, i.e. if
α,1 ) ≪ 1, then on a scale θR, after an affine change of coordinates, it is even closer to be the identity. Together with (4.32) from Proposition 4.6, the main ingredient of the proof are the regularity estimates (3.3) from Lemma 3.1 for harmonic functions. 
there exist a symmetric matrix B with det B = 1 and a vector b with
Proof. By a rescaling x = R −1 x, which amounts to the re-definition T ( x) := R −1 T (R x) (which preserves optimality) and b := R −1 b, we may assume that R = 1. As in the previous proof, we will let E := E(ρ 0 , ρ 1 , T, 1). Let ϕ be the harmonic function given by Proposition 4.6 and then define b := ∇ϕ(0), A := ∇ 2 ϕ(0) and set B := e −A/2 , so that det B = 1. Using (3.3) from Lemma 3.1 and (4.33) from Proposition 4.6, we see that (4.36) is satisfied. By definition of λ and since ρ 1 (0) = 1, and
Using Young's inequality with p = α −1 and q = (1 − α) −1 we obtain for δ > 0,
where C α is a constant which depends only on α. In particular, taking δ = 1 we obtain (4.38). Definingρ i andT as in (4.37) we have by (4.36) and (4.35)
where in the last line we used (4.40) with δ = θ and the fact that ρ 0 1 on B 1 . We split the first term on the right-hand side into three terms
Recalling B = e −A/2 , A = ∇ 2 ϕ(0), and b = ∇ϕ(0), we obtain
recall that θ has not been fixed yet), this simplifies to
We may thus find a constant C(d, α) > 0 such that
2α ′ E and thus
Equipped with the one-step-improvement of Proposition 4.7, the next proposition is the outcome of a Campanato iteration (see for instance [11, Chap. 5] for an application of Campanato iteration to obtain Schauder theory for linear elliptic systems). It is a Campanato iteration on the C 1,α level for the transportation map T and thus proceeds by comparing T to affine maps. The main ingredient is the affine invariance of transportation. Proposition 4.8 amounts to an ε-regularity result.
Proposition 4.8. Assume that ρ 0 (0) = ρ 1 (0) = 1 and that
Proof. By Campanato's theory, see [8, Th. 5 .I], we have to prove that (4.42) implies
Let us first notice that (4.42) implies that for every
Therefore, in order to prove (4.43), it is enough to prove that (4.44) implies that for r ≤ 1 2 R,
) and thus T by 
If T is a minimizer of (4.1), then so is T 1 with (ρ 0 , ρ 1 ) replaced by (ρ 
Indeed, (we argue only for ρ 
By (4.36) and (4.38), we get (4.47). Therefore, we may iterate Proposition 4.7 K > 1 times to find a sequence of (symmetric) matrices B k with det B k = 1, a sequence of vectors b k , a sequence of real numbers λ k and a sequence of maps T k such that setting for 1 ≤ k ≤ K,
Arguing as for (4.47), we obtain that there exists
Let us prove by induction that the above together with (4.44) implies that there exists
This will show that we can keep on iterating Proposition 4.7.
By (4.46) and (4.47), (4.53) holds for K = 1 provided C 2 C θ θ −2α . Assume that it holds for K − 1. Let us start by the first part of (4.53). Notice that the induction hypothesis implies that
where
From (4.53) and (4.54) for k = K − 1 we learn that we may choose the implicit small constant in (4.44) such that we have
Plugging this into (4.52), we obtain the first part of (4.53) for k = K. Let us now turn to the second part of (4.53). Dividing (4.48) by θ 2kα and taking the sup over k ∈ [1, K], we obtain by (4.54),
Since α ′ > α, θ 2(α ′ −α) < 1 and thus
} we see that also the second part of (4.53) holds for k = K. 
By the same reasoning, we obtain from (4.51),
We then conclude by definition of
From this (4.45) follows, which concludes the proof of (4.43).
With this ε-regularity result at hand, we now may prove that T is a C 1,α diffeomorphism outside of a set of measure zero.
Theorem 4.9. For E and F two bounded open sets, let ρ 0 : E → R + and ρ 1 : F → R + be two C 0,α densities with equal masses, both bounded and bounded away from zero and let T be the minimizer of (4.1). There exist open sets E ′ ⊆ E and F ′ ⊆ F with |E\E ′ | = |F \F ′ | = 0 and such that T is a C 1,α diffeomorphism between E ′ and F ′ .
Proof. By the Alexandrov Theorem [18, Th. 14.25], there exist two sets of full measure E 1 ⊆ E and F 1 ⊆ F such that for all (x 0 , y 0 ) ∈ E 1 × F 1 , T and T −1 are differentiable at x 0 and y 0 , respectively, in the sense that there exist A, B symmetric such that for a.e. We finally let E ′ := E 1 ∩ T −1 (F 1 ) and F ′ := T (E ′ ) = F 1 ∩ T (E 1 ). Notice that since T sends sets of measure zero to sets of measure zero, |E\E ′ | = |F \F ′ | = 0. We are going to prove that E ′ and F ′ are open sets and that T is a C 1,α diffeomorphism from E ′ to F ′ . Let x 0 ∈ E ′ , and thus automatically y 0 := T (x 0 ) ∈ F ′ , be given; we shall prove that T is of class C 1,α in a neighborhood of x 0 . By (4.57) and the fact that ρ 0 and ρ 1 are bounded we have in particular Hence, we may apply Proposition 4.8 toT to obtain thatT is of class C 1,α in a neighborhood of zero. Similarly, we obtain thatT −1 is C 1,α in a neighborhood of zero. Going back to the original map, this means that T is a C 1,α diffeomorphism of a neighborhood U of x 0 on the neighborhood T (U) of T (x 0 ). In particular, U × T (U) ⊆ E ′ × F ′ so that E ′ and F
′
are both open and thanks to (4.2), T is a global C 1,α diffeomorphism from E ′ to F ′ .
Remark 4.10. If ψ is a convex function function such that ∇ψ = T , Theorem 4.9 shows that in ψ ∈ C 2,α (E ′ ) and it solves (in the classical sense) the Monge-Ampère equation which is now a uniformly elliptic equation. If the densities are more regular then by the Evans-Krylov Theorem (see [7] ) and Schauder estimates we may obtain higher regularity of T .
