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Abstract
We prove that the Cauchy problem for the Benjamin–Ono–Burgers equation
∂tu− ε∂2xu+H∂2xu+ uux = 0, u(x,0) = u0(x)
is uniformly globally well-posed in Hs (s  1) for all ε ∈ [0,1]. Moreover, we show that as ε → 0 the solu-
tion converges to that of Benjamin–Ono equation in C([0, T ] : Hs) (s  1) for any T > 0. Our results give
an alternative proof for the global well-posedness of the BO equation in H 1(R) without using gauge trans-
form, which was first obtained by Tao (2004) [23], and also solve the problem addressed in Tao (2004) [23]
about the inviscid limit behavior in H 1.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the Cauchy problem for the Benjamin–Ono–Burgers (BOB) equa-
tion on the real line
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∂tu− ε∂2xu+ H∂2xu+ uux = 0, (x, t) ∈ R × R+,
u(x,0) = u0(x), (1.1)
where u :R × R+→R, H is the Hilbert transform defined as follows
H(f )(x) = p.v. 1
π
∫
R
f (y)
x − y dy.
The Benjamin–Ono (BO) equation which has the form
∂tu+ H∂2xu+ uux = 0, u(x,0) = u0(x) (1.2)
arises as a mathematical model for one-dimensional waves in deep water [1,20]. Edwin and
Roberts [6] have derived BOB equation by means of formal asymptotic expansions in order to
describe wave motions by intense magnetic flux tube in the solar atmosphere. The dissipative
effects in that context are due to heat conduction.
The BO and BOB equations have been studied in many literatures. For the Benjamin–Ono
equation, Koch and Tzvetkov [17] showed that the solution mapping fails to be locally uni-
formly continuous in Hs for any s, improving the ill-posedness results in [19]. Nevertheless,
some weaker well-posedness results (only require the solution mapping to be continuous) were
obtained. Energy methods give the well-posedness in Hs for s > 3/2 [13]. This method was
enhanced by Kenig and Koenig [14] using the dispersive effect and the results were improved
to s > 9/8, see also [22,16]. Tao [23] proved the global well-posedness in Hs for s  1 by per-
forming a gauge transformation which is similar as that for the derivative Schrödinger equation.
This result was improved to s  0 by Ionescu and Kenig [11], see also [3] for s > 1/4. Recently,
a para-differential gauge was developed in [10] for some equations with higher-order dispersive
effect. For the Benjamin–Ono–Burgers equation, due to the dissipative effect, the direct Picard
methods work for the BOB equation. For instance, Otani [21] showed global well-posedness
in Hs for s > −1/2, using the ideas in [18]. Vento [25] showed this is critical in the sense
that the solution mapping fails to be C3 smooth if s < −1/2. Some earlier results can be found
in [5,7,26].
The main purpose of this paper is to study the inviscid limit in H 1. Since both BO and BOB
equations are globally well-posed in H 1, it is a natural problem that whether the solution to
the BOB equation converges to that of the BO equation. This problem was first addressed by
Tao [23] where H 1 GWP of BO was proved. To the best of our knowledge, this problem is still
open. The other purpose is to prove global well-posedness in H 1 for the BO equation without
using gauge transform. For the convenience, we use SεT and ST to denote the solution maps for
the BOB and BO, respectively. For example, SεT was constructed in [21] and ST in [23]. Now we
state our main results:
Theorem 1.1. Let u0 ∈ Hs(R) for s  1. Then for any T > 0, the solution map SεT satisfies thatfor all 0 ε  1 ∥∥SεT u0∥∥Fs(T )  C(T ,‖u0‖Hs ), (1.3)
and SεT :u0 → u is continuous from Hs to C([0, T ],H s) uniformly on ε ∈ [0,1]. Moreover, we
have limε→0 ‖Sε (u0)− ST (u0)‖C([0,T ],H s) = 0.T
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ing Theorem 1.1. Our main purpose is to study the inviscid limit in H 1. If assuming higher-order
regularity, for instance, s > 3/2, then we can obtain the inviscid limit by the classical energy
methods. The basic ideas for the inviscid limit are borrowed from [9]: uniform well-posedness
and difference estimates. However, there are some essential difficulties.
Compared to the KdV equation, BO equation cannot be directly studied by Picard methods
due to the weak dispersive effect. Then one may resolve to the gauge transform used by Tao [23]
for the BO equation. But it seems that the dissipative structure is not suitable for the gauge
transform. In this paper we abandon the gauge transform and resolve to some other approaches.
In [8], the first author studied a class of Benjamin–Ono type equations using Ionescu–Kenig–
Tataru’s method [12]. This method can be viewed as a combination of the Bourgain space method
and energy estimates, see [4,15] for similar methods, and [14] for similar ideas of using Strichartz
type space instead of Bourgain space. In particular, without using a gauge transform the author
obtained local well-posedness for BO equation in Hs for s > 1. We then use this approach for
the uniform well-posedness of BOB equation, by expecting that the dissipative structure doesn’t
destroy the energy structure very much (although some symmetries are destroyed).
There is also another difficulty. LWP for the BO equation was only proved in Hs for s > 1 [8],
but when s = 1 there is some logarithmic divergence. In order to overcome this difficulty, we
resolve to some weight in the Xs,b-structure to improve the bad interaction. The price to pay is
that this will bring some technical issues in the other estimates. We believe that this can be used
in some other problems. In view of the results for the BO equation and conservation laws, the
natural question for the next step is the inviscid limit in H 1/2 and L2. However, our proof does
not work for that.
The rest of the paper is organized as follows: In Section 2 we present some notations and
function spaces. The bilinear estimates will be given in Section 3. In Section 4 we prove uniform
linear estimates and energy estimates. In Section 5 we prove the uniform bounds and we complete
the proof of Theorem 1.1 in Section 6.
2. Notation and definitions
For x, y ∈ R+, x  y means that there exists C > 0 such that x  Cy. By x ∼ y we mean
x  y and y  x. Let a1, a2, a3 ∈ R. It will be convenient to define the quantities amax 
amed  amin to be the maximum, median, and minimum of a1, a2, a3 respectively.
Usually we use k1, k2, k3 and j1, j2, j3 to denote integers, Ni = 2ki and Li = 2ji for i = 1,2,3
to denote dyadic numbers. For f ∈ S ′ we denote by f̂ or F(f ) the Fourier transform of f for
both spatial and time variables,
f̂ (ξ, τ ) =
∫
R2
e−ixξ e−itτ f (x, t) dx dt.
Moreover, we use Fx and Ft to denote the Fourier transform with respect to space and time
variable respectively. Let Z+ = Z ∩ [0,∞), I0 = {ξ : |ξ | < 3/2}. For k ∈ Z let
Ik =
{
ξ : |ξ | ∈ [(3/4) · 2k, (3/2) · 2k)}.
We also denote Ij =⋃ Ik for j ∈ Z.kj
650 Z. Guo et al. / Advances in Mathematics 228 (2011) 647–677Let η0 :R → [0,1] denote an even smooth function supported in [−8/5,8/5] and equal to 1 in
[−5/4,5/4]. For k ∈ Z let χk(ξ) = η0(ξ/2k)−η0(ξ/2k−1), χk supported in {ξ : |ξ | ∈ [(5/8) ·2k,
(8/5) · 2k]}, and
χ[k1,k2] =
k2∑
k=k1
χk for any k1  k2 ∈ Z.
For simplicity of the notations, let ηk = χk if k  1 and ηk ≡ 0 if k −1. Also, for k1  k2 ∈ Z
let
η[k1,k2] =
k2∑
k=k1
ηk and ηk2 =
k2∑
k=−∞
ηk.
For k ∈ Z let Pk denote the operators on L2(R) defined by P̂ku(ξ) = χk(ξ )̂u(ξ). By a slight
abuse of notation we also define the operators Pk on L2(R × R) by formulas F(Pku)(ξ, τ ) =
χk(ξ)F(u)(ξ, τ ). For l ∈ Z let
Pl =
∑
kl
Pk, Pl =
∑
kl
Pk.
For ξ ∈ R let
ω(ξ) = −ξ |ξ | (2.1)
be the Benjamin–Ono dispersion relation. For φ ∈ L2(R), W(t)φ ∈ C(R : L2) denotes the linear
BO solution
Fx
[
W(t)φ
]
(ξ, t) = eitω(ξ)φ̂(ξ). (2.2)
For k, j ∈ Z+ let
Dk,j =
{
(ξ, τ ) ∈ R × R: ξ ∈ Ik, τ −ω(ξ) ∈ Ij
}
, Dk,j =
⋃
lj
Dk,l .
For k ∈ Z+ we define the dyadic Xs,b-type normed spaces Xk(R2):
Xk =
{
f ∈ L2(R2): f (ξ, τ ) is supported in Ik × R (I0 × R if k = 0)
and ‖f ‖Xk :=
∑∞
j=0 2j/2βk,j‖ηj (τ −w(ξ)) · f (ξ, τ )‖L2ξ,τ < ∞
}
,
where
βk,j =
{
1, k = 0,
1 + 2(j−2k)/3, k  1. (2.3)
We emphasize that we use a weight βk,j in the Xs,b-structure, which plays crucial role in avoid-
ing some logarithmic divergence. These l1-type Xs,b-structures were first used in [24] and then
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authors used a similar weight to improve some bad frequency interaction, which motivates our
application in this paper.
As in [12] at frequency 2k we will use the Xs,b-structure given by the Xk norm, uniformly on
the 2−k time scale. For k ∈ Z+ we define the normed spaces
Fk =
{
f ∈ L2(R2): supp f̂ (ξ, τ ) ⊂ Ik × R (I0 × R if k = 0)
and ‖f ‖Fk = suptk∈R ‖F [f · η0(2k(t − tk))]‖Xk < ∞
}
,
Nk =
{
f ∈ L2(R2): supp f̂ (ξ, τ ) ⊂ Ik × R (I0 × R if k = 0) and
‖f ‖Nk = suptk∈R ‖(τ −ω(ξ)+ i2k)−1F [f · η0(2k(t − tk))]‖Xk < ∞
}
.
We see from the definitions that we still use Xs,b-structure on the whole interval for the low
frequency. Since the spaces Fk and Nk are defined on the whole line, we define then local versions
of the spaces in standard ways. For T ∈ (0,1] we define the normed spaces
Fk(T ) =
{
f ∈ C([−T ,T ] : L2): ‖f ‖Fk(T ) = inf
f˜=f in R×[−T ,T ]
‖f˜ ‖Fk
}
;
Nk(T ) =
{
f ∈ C([−T ,T ] : L2): ‖f ‖Nk(T ) = inf
f˜=f in R×[−T ,T ]
‖f˜ ‖Nk
}
.
We assemble these dyadic spaces in a Littlewood–Paley manner. For s  0 and T ∈ (0,1], we
define the normed spaces
F s(T ) =
{
u: ‖u‖2Fs(T ) =
∞∑
k=1
22sk
∥∥Pk(u)∥∥2Fk(T ) + ∥∥P0(u)∥∥2F0(T ) < ∞
}
,
Ns(T ) =
{
u: ‖u‖2Ns(T ) =
∞∑
k=1
22sk
∥∥Pk(u)∥∥2Nk(T ) + ∥∥P0(u)∥∥2N0(T ) < ∞
}
.
We define the dyadic energy space. For s  0 and u ∈ C([−T ,T ] : H∞) we define
‖u‖2Es(T ) =
∥∥P0(u(0))∥∥2L2 +∑
k1
sup
tk∈[−T ,T ]
22sk
∥∥Pk(u(tk))∥∥2L2 .
As in [12], for any k ∈ Z+ we define the set Sk of k-acceptable time multiplication factors
Sk =
{
mk :R → R: ‖mk‖Sk =
10∑
j=0
2−jk
∥∥∂jmk∥∥L∞ < ∞
}
.
For instance, η(2kt) ∈ Sk for any η satisfies ‖∂jx η‖L∞  C for j = 0,1,2, . . . ,10. Direct esti-
mates using the definitions and (3.8) show that for any s  0 and T ∈ (0,1]
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∥∥∥∥∑
k∈Z+
mk(t) · Pk(u)
∥∥∥∥
Fs(T )

(
sup
k∈Z+
‖mk‖Sk
)
· ‖u‖Fs(T );∥∥∥∥∑
k∈Z+
mk(t) · Pk(u)
∥∥∥∥
Ns(T )

(
sup
k∈Z+
‖mk‖Sk
)
· ‖u‖Ns(T );∥∥∥∥∑
k∈Z+
mk(t) · Pk(u)
∥∥∥∥
Es(T )

(
sup
k∈Z+
‖mk‖Sk
)
· ‖u‖Es(T ).
(2.4)
3. Short-time bilinear estimates
In this section we prove two bilinear estimates. For ξ1, ξ2 ∈ R and ω :R → R as in (2.1) let
Ω(ξ1, ξ2) = ω(ξ1)+ω(ξ2)−ω(ξ1 + ξ2). (3.1)
This is the resonance function that plays a crucial role in the Xs,b-type bilinear estimates. The
following lemma gives an estimate on the resonance.
Lemma 3.1 (Resonance estimate). For any ξ1, ξ2 ∈ R∣∣Ω(ξ1, ξ2)∣∣∼ |ξ |max|ξ |min,
where
|ξ |max = max
(|ξ1|, |ξ2|, |ξ1 + ξ2|), |ξ |min = min(|ξ1|, |ξ2|, |ξ1 + ξ2|).
Proof. The proof follows from the elementary calculations. 
For compactly supported nonnegative functions f,g,h ∈ L2(R2) let
J (f,g,h) =
∫
R4
f (ξ1,μ1)g(ξ2,μ2)h
(
ξ1 + ξ2,μ1 +μ2 +Ω(ξ1, ξ2)
)
dξ1 dξ2 dμ1 dμ2.
Lemma 3.2. Assume ki ∈ Z, ji ∈ Z+ for i = 1,2,3. Let fki ,ji ∈ L2(R × R) be nonnegative
functions supported in [2ki−1,2ki+1] × Iji , i = 1,2,3. Then:
(a) For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+,
J (fk1,j1, fk2,j2 , fk3,j3) C2jmin/22kmin/2
3∏
i=1
‖fki,ji‖L2 . (3.2)
(b) If kmin  kmax − 5, then for q ∈ {1,2,3}
J (fk1,j1, fk2,j2 , fk3,j3) C2(j1+j2+j3)/22−(jq+kq )/2
3∏
i=1
‖fki,ji‖L2 . (3.3)
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J (fk1,j1, fk2,j2, fk3,j3) C2jmin/22jmed/4
3∏
i=1
‖fki ,ji‖L2 . (3.4)
Proof. We refer the readers to [8] for the proof. 
We restate Lemma 3.2 in a form that is suitable for the bilinear estimates in the next sections.
Corollary 3.3. Assume k1, k2, k3 ∈ Z, j1, j2, j3 ∈ Z+, and fki ,ji ∈ L2(R × R) are functions sup-
ported in {(ξ, τ ): ξ ∈ [2ki−1,2ki+1], τ −ω(ξ) ∈ Ij }, i = 1,2.
(a) For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+,
∥∥1Dk3,j3 (ξ, τ )(fk1,j1 ∗ fk2,j2)∥∥L2  2kmin/22jmin/2 2∏
i=1
‖fki,ji‖L2 . (3.5)
(b) If kmin  kmax − 5, then for q ∈ {1,2,3}
∥∥1Dk3,j3 (ξ, τ )(fk1,j1 ∗ fk2,j2)∥∥L2  2(j1+j2+j3)/22−(jq+kq )/2 2∏
i=1
‖fki,ji‖L2 . (3.6)
(c) If kmax  10 and |kmin − kmax| 5, then
∥∥1Dk3,j3 (ξ, τ )(fk1,j1 ∗ fk2,j2)∥∥L2  2jmin/22jmed/4 2∏
i=1
‖fki,ji‖L2 . (3.7)
Remark 3.4. If assume fki,ji is supported in Iki × Ij (I0 × Ij , if ki = 0) for k1, k2, k3 ∈ Z+,
then parts (a) and (c) of Lemma 3.2 also hold, while part (b) holds for q ∈ {i: ki = 0}. The similar
conclusions hold for Corollary 3.3.
Lemma 3.5 (Properties of Xk). Let k, l ∈ Z+ and fk ∈ Xk . Then
∞∑
j=l+1
2j/2βk,j
∥∥∥∥ηj (τ −ω(ξ))∫
R
∣∣fk(ξ, τ ′)∣∣2−l(1 + 2−l∣∣τ − τ ′∣∣)−4 dτ ′∥∥∥∥
L2
+ 2l/2
∥∥∥∥ηl(τ −ω(ξ))∫
R
∣∣fk(ξ, τ ′)∣∣2−l(1 + 2−l∣∣τ − τ ′∣∣)−4 dτ ′∥∥∥∥
L2
 ‖fk‖Xk . (3.8)
In particular, for any t0 ∈ R and γ ∈ S(R), then∥∥F[γ (2l(t − t0)) · F−1(fk)]∥∥Xk  ‖fk‖Xk . (3.9)
654 Z. Guo et al. / Advances in Mathematics 228 (2011) 647–677Proof. It follows directly from the definition that∥∥∥∥∫
R
∣∣fk(ξ, τ ′)∣∣dτ ′∥∥∥∥
L2ξ
 ‖fk‖Xk . (3.10)
For the second term on the left-hand side of (3.8), it follows from Cauchy–Schwartz inequality
and (3.10) that
2l/2
∥∥∥∥ηl(τ −ω(ξ))∫
R
∣∣fk(ξ, τ ′)∣∣2−l(1 + 2−l∣∣τ − τ ′∣∣)−4 dτ ′∥∥∥∥
L2

∥∥∥∥∫
R
∣∣fk(ξ, τ ′)∣∣dτ ′∥∥∥∥
L2ξ
 ‖fk‖Xk .
It remains to control the first term on the left-hand side of (3.8), let fk(ξ, τ ′) = ∑j10 fk,j1 ,
where fk,j1 = fk(ξ, τ ′)ηj1(τ ′ −ω(ξ)). Then
∞∑
j=l+1
2j/2βk,j
∥∥∥∥ηj (τ −ω(ξ))∫
R
∣∣fk(ξ, τ ′)∣∣2−l(1 + 2−l∣∣τ − τ ′∣∣)−4 dτ ′∥∥∥∥
L2

∞∑
j=l+1
∞∑
j1=0
2j/2βk,j
∥∥∥∥ηj (τ −ω(ξ))∫
R
∣∣fk,j1(ξ, τ ′)∣∣2−l(1 + 2−l∣∣τ − τ ′∣∣)−4 dτ ′∥∥∥∥
L2
.
Divide the right term in the above inequality into three parts:
∞∑
j=l+1
( ∑
j1>j+5
+
∑
j1<j−5
+
∑
j−5j1j+5
)
2j/2βk,j
×
∥∥∥∥ηj (τ −ω(ξ))∫
R
∣∣fk,j1(ξ, τ ′)∣∣ · 2−l(1 + 2−l∣∣τ − τ ′∣∣)−4 dτ ′∥∥∥∥
L2
:= I + II + III.
For the term I , noticing that in this case we have |τ − τ ′| ∼ 2j1 , thus we get from Cauchy–
Schwartz inequality that
I 
∑
j1l
∑
jj1
2j βk,j23l2−4j1
∥∥∥∥∫
R
∣∣fk,j1(ξ, τ ′)∣∣dτ ′∥∥∥∥
L2ξ
 ‖fk‖Xk .
The term II can be similarly controlled. For the term III, it follows from Young’s inequality that
III 
∞∑
j=l+1
∑
|j−j1|5
2j/2βk,j‖fk,j1‖L2  ‖fk‖Xk .
Thus, we complete the proof of the lemma. 
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(a) high × low → high. If k3  20, |k2 − k3| 5 and 0 k1  k2 − 10, then
∥∥Pk3∂x(uk1vk2)∥∥Nk3  ‖uk1‖Fk1 ‖vk2‖Fk2 . (3.11)
(b) high × high → high. If k3  20, |k3 − k2| 5 and |k1 − k2| 5, then
∥∥Pk3∂x(uk1vk2)∥∥Nk3  ‖uk1‖Fk1 ‖vk2‖Fk2 . (3.12)
(c) high × high → low. If k2  20, |k1 − k2| 5 and 0 k3  k1 − 10, then
∥∥Pk3∂x(uk1vk2)∥∥Nk3  2k2−k3‖uk1‖Fk1 ‖vk2‖Fk2 . (3.13)
(d) low × low → low. If 0 k1, k2, k3  200, then
∥∥Pk3∂x(uk1vk2)∥∥Nk3  ‖uk1‖Fk1 ‖vk2‖Fk2 . (3.14)
Proof. First we show (a). Using the definitions and (3.9), we obtain that the left-hand side
of (3.11) is dominated by
C sup
tk∈R
∥∥(τ −ω(ξ)+ i2k3)−1 · 2k3 1Ik3 (ξ)
· F[uk1η0(2k3−2(t − tk))] ∗ F[vk2η0(2k3−2(t − tk))]∥∥Xk . (3.15)
To prove (a), it suffices to prove that if ji  k3 and fki ,ji :R2 → R+ are supported in Dki,ji for
i = 1,2, then
2k3
∑
j3k3
2−j3/2βk3,j3
∥∥1Dk3,j3 · (fk1,j1 ∗ fk2,j2)∥∥L2
 2(j1+j2)/2βk1,j1βk2,j2‖fk1,j1‖L2‖fk2,j2‖L2 . (3.16)
Actually, let fk1 = F [uk1η0(2k3−2(t − tk))], fk2 = F [vk2η0(2k3−2(t − tk))], then we get that
(3.15) sup
tk∈R
2k3
∞∑
j3=0
2j3/2βk3,j3
∑
j1,j2k3
∥∥(2j3 + i2k3)−11Dk3,j3 · (fk1,j1 ∗ fk2,j2)∥∥L2
where we denote fki ,k3 = fki (ξ, τ )ηk3(τ − ω(ξ)), and fki,ji = fki (ξ, τ )ηji (τ − ω(ξ)) for
ji > k3. For the summation on j3 < k3, using 1D  1D we getk3,j3 k3,k3
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tk∈R
2k3
k3−1∑
j3=0
2j3/2βk3,j3
∑
j1,j2k3
∥∥(2j3 + i2k3)−11Dk3,j3 · (fk1,j1 ∗ fk2,j2)∥∥L2
 sup
tk∈R
2k3/2
∑
j1,j2k3
∥∥1Dk3,k3 · (fk1,j1 ∗ fk2,j2)∥∥L2 .
Thus we get from (3.16) that
(3.15) sup
tk∈R
2k3
∑
j3k3
∑
j1,j2k3
2−j3/2βk3,j3
∥∥1Dk3,j3 · (fk1,j1 ∗ fk2,j2)∥∥L2
 sup
tk∈R
∑
j1,j2k3
2(j1+j2)/2βk1,j1βk2,j2‖fk1,j1‖L2‖fk2,j2‖L2 .
Then by applying (3.9) we complete the proof of (a).
It remains to prove (3.16). By applying Corollary 3.3 (b) and Remark 3.4 we can get that
2k3
∑
j3k3
2−j3/2βk3,j3
∥∥1Dk3,j3 · (fk1,j1 ∗ fk2,j2)∥∥L2
 2k3
∑
j3k3
2(j1+j2−j3)/2βk3,j32−k3/2
2∏
i=1
‖fki,ji‖L2
 2(j1+j2)/2
2∏
i=1
‖fki,ji‖L2 .
Therefore, we complete the proof of (a).
Next we show (b). As in the proof of (a), it suffices to prove that if j1, j2  k3 and
fki ,ji :R
2 → R+ are supported in Dki,ji , i = 1,2, then
2k3
∑
j3k3
2−j3/2βk3,j3
∥∥1Dk3,j3 · (fk1,j1 ∗ fk2,j2)∥∥L2
 2j1/2βk1,j1‖fk1,j1‖L2 · 2j2/2βk2,j2‖fk2,j2‖L2 . (3.17)
Since by Lemma 3.1 we get in the area {|ξi | ∈ Iki , i = 1,2} ∩ {|ξ1 + ξ2| ∈ Ik3}∣∣Ω(ξ1, ξ2)∣∣∼ 22k3 ,
then by checking the support properties, we get 1Dk3,j3 · (fk1,j1 ∗ fk2,j2) ≡ 0 unless jmax 
2k3 − 30. Then it follows from Corollary 3.3 (a) that the left-hand side of (3.17) is bounded by
2k3
∑
2−j3/2βk3,j32jmin/22kmin/2
2∏
‖fki,ji‖L2 . (3.18)
j3k3 i=1
Z. Guo et al. / Advances in Mathematics 228 (2011) 647–677 657If j3 = jmax, then
(3.18) 2k3
∑
j32k3
2−j3/22(j3−2k3)/32(j1+j2)/2
2∏
i=1
‖fki ,ji‖L2 = 2(j1+j2)/2
2∏
i=1
‖fki ,ji‖L2 .
If j3 = jmax, from symmetry we may assume j1 = jmax, then
(3.18) 2k3
∑
j3k3
2−j3/2βk3,j3 2j2/22k3/2
2∏
i=1
‖fki ,ji‖L2  2(j1+j2)/2
2∏
i=1
‖fki ,ji‖L2 .
Therefore, we complete the proof of (b).
Now we prove (c). The case k3 = 0 is proved in [8], so we assume k3  1. Let β :R → [0,1]
be a smooth function supported in [−1,1] with the property that∑
n∈Z
β2(x − n) ≡ 1, x ∈ R.
Using the definitions, the left-hand side of (3.13) is dominated by
C
∑
|m|C2(k2−k3)
sup
tk∈R
∥∥(τ −ω(ξ)+ i2k3)−12k3χk3(ξ)
× F[uk1η0(2k3(t − tk))β(2k2(t − tk)−m)]
∗ F[uk2η0(2k3(t − tk))β(2k2(t − tk)−m)]∥∥Xk .
In view of the definitions, (3.8) and (3.9), it suffices to prove that if j1, j2  k2, and
fki ,ji :R
3 → R+ are supported in Dki,ji , i = 1,2, then
2k2
∑
j3k3
2−j3/2βk3,j3
∥∥χk3(ξ)ηj3(τ −ω(ξ))(fk1,j1 ∗ fk2,j2)∥∥L2
 k222−k32k2/22j1/2βk1,j1‖fk1,j1‖L2 · 2j2/2βk2,j2‖fk2,j2‖L2 . (3.19)
To prove (3.19), from Lemma 3.1 and the supports properties as in proposition (b), we may
assume jmax  k2 + k3 − 30 in (3.19). If j3 = jmax, then it follows from Corollary 3.3 (b) that the
left-hand side of (3.19) is bounded by
2k2
∑
j3k3
2−j3/2βk3,j3 2j1/22j2/22−k3/2‖fk1,j1‖L2‖fk2,j2‖L2
 2k2−k3 2j1/22j2/2‖fk1,j1‖L2‖fk2,j2‖L2 .
If j3 = jmax, we can obtain the same result similarly.
Finally, (d) can be proved in an easier way by simply using Corollary 3.3 (a). We omit the
details. 
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(a) ‖∂x(uv)‖Ns(T )  ‖u‖Fs(T )‖v‖F 1(T ) + ‖u‖F 1(T )‖v‖Fs(T ).
(b) ‖∂x(uv)‖N0(T )  ‖u‖F 0(T )‖v‖F 1(T ).
Proof. In view of the definitions, we get
∥∥∂x(uv)∥∥2Ns(T )  ∞∑
k3=0
22sk3
∥∥Pk3(∂x(uv))∥∥2Nk3 (T ).
By decomposing u, v dyadically, then we get∥∥Pk3(∂x(uv))∥∥Nk3 (T )  ∑
k1,k2∈Z+
∥∥Pk3(∂x(Pk1uPk2v))∥∥Nk3 (T ). (3.20)
For any k ∈ Z+, we can fix extensions u˜k , v˜k of Pku, Pkv such that ‖u˜k‖Fk  2‖Pk(u)‖Fk(T ) and‖˜vk‖Fk  2‖Pk(v)‖Fk(T ). Then∥∥Pk3(∂x(uv))∥∥Nk3 (T )  ∑
k1,k2∈Z+
∥∥Pk3(∂x (˜uk1 v˜k2))∥∥Nk3 . (3.21)
From symmetry we may assume k1  k2. Dividing the summation on the right-hand side of (3.21)
into several parts, we get
∑
k1,k2∈Z+
∥∥Pk3(∂x (˜uk1 v˜k2))∥∥Nk3 
4∑
i=1
∑
Ai
∥∥Pk3(∂x (˜uk1 v˜k2))∥∥Nk3 (3.22)
where we denote
A1 =
{
k1  k2: |k2 − k3| 5, k1  k2 − 10, and k2  20
};
A2 =
{
k1  k2: |k2 − k3| 5, |k1 − k2| 10, and k2  20
};
A3 =
{
k1  k2: k3  k2 − 10, |k1 − k2| 5, and k1  20
};
A4 = {k1  k2: k1, k2, k3  200}.
For part (a), it suffices to prove that for i ∈ {1,2,3,4} then∥∥∥∥2sk3 ∑
Ai
∥∥Pk3(∂x (˜uk1 v˜k2))∥∥Nk3
∥∥∥∥
l2k3
 ‖u˜‖Fs ‖˜v‖F 1 + ‖u˜‖F 1 ‖˜v‖Fs ,
which follows from Proposition 3.6.
For part (b), it suffices to prove∥∥∥∥ ∑ ∥∥Pk3(∂x (˜uk1 v˜k2))∥∥Nk3
∥∥∥∥
l2
 ‖˜v‖F 0‖u˜‖F 1 . (3.23)k1,k2∈Z+ k3
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do not have symmetries. We denote for i ∈ {1,2,3,4}
A¯i =
{
(k1, k2): (k2, k1) ∈ Ai
}
.
We use Proposition 3.6 (a) for the summation in A¯1 ∪ A1, (b) and (d) for A¯2 ∪ A2 and A¯4 ∪ A4,
and (c) for A¯3 ∪A3. Then we complete the proof of the proposition. 
Remark 3.8. Actually, from the proof of the bilinear estimates, we see we need much less regu-
larity than 1. However, in the energy-type estimate we will need high regularity.
4. Uniform linear and energy estimates
This section is devoted to proving the uniform linear estimates and energy-type estimates.
The dissipative term breaks down some symmetries, which makes the issue a little tricky. First
we prove the uniform linear estimates.
Proposition 4.1. Assume T ∈ (0,1], u,v ∈ C([0, T ] : H∞) and
ut − εuxx + Huxx = v on R × (0, T ). (4.1)
Then for any s  0,
‖u‖Fs(T )  ‖u‖Es(T ) + ‖v‖Ns(T ), (4.2)
where the implicit constant is independent of ε.
Proof. In view of the definitions, we see that the square of the right-hand side of (4.2) is equiv-
alent to
∥∥P0(u(0))∥∥2L2 + ∥∥P0(v)∥∥2Nk(T ) +∑
k1
(
sup
tk∈[0,T ]
22sk
∥∥Pk(u(tk))∥∥2L2 + 22sk∥∥Pk(v)∥∥2Nk(T )).
Thus, from definitions, it suffices to prove that if k ∈ Z+ and u,v ∈ C([0, T ] : H∞) solve (4.1),
then ⎧⎨⎩
∥∥P0(u)∥∥F0(T )  ∥∥P0(u(0))∥∥L2 + ∥∥P0(v)∥∥N0(T );∥∥Pk(u)∥∥Fk(T )  sup
tk∈[0,T ]
∥∥Pk(u(tk))∥∥L2 + ∥∥Pk(v)∥∥Nk(T ) if k  1. (4.3)
The first inequality in (4.3) is the uniform estimate for the low frequency part, which was already
proved in [9]. It remains to prove the second one.
Step 1: extension of Pku.
Fix k  1 and let v˜ denote an extension of Pk(v) such that ‖˜v‖Nk  C‖Pkv‖Nk(T ). In view
of (2.4), we may assume that v˜ is supported in R × [−2−k−10, T + 2−k−10]. We need to ex-
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t  T we define
u˜(t) = η0
(
2k+5(t − T ))[Wε(t − T )Pk(u(T ))+ t∫
T
Wε(t − s)
[
Pk
(˜
v(s)
)]
ds
]
,
and for t  0 we define
u˜(t) = η0
(
2k+5t
)[
Wε(t)Pk
(
u(0)
)+Lε(Pk(˜v ))(x, t)],
where
Lε(f )(x, t) = W(t)
∫
R2
eixξ
eitτ
′ − e−ε|t ||ξ |2
iτ ′ + ε|ξ |2 F
(
W(−t)f )(ξ, τ ′)dξ dτ ′. (4.4)
One easily observes that
χR+(t)Lε(f )(x, t) = χR+(t)
t∫
0
Wε(t − τ)f (τ) dτ. (4.5)
For t ∈ [0, T ] we define u˜(t) = u(t). It is clear that u˜ is an extension of Pku and we get from (2.4)
(see [8]) that
‖u‖Fk(T )  sup
tk∈[0,T ]
∥∥F [˜u · η0(2k(t − tk))]∥∥Xk . (4.6)
Step 2: uniform linear type estimates.
To prove the second inequality in (4.3), in view of the definitions, (4.6) and (3.9), it suffices
to prove that if φk ∈ L2 with φ̂k supported in Ik , and vk ∈ Nk then∥∥F[uk · η0(2kt)]∥∥Xk  ‖φk‖L2 + ∥∥(τ −ω(ξ)+ i2k)−1 · F(vk)∥∥Xk , (4.7)
where
uk(t) = Wε(t)(φk)+Lε(vk). (4.8)
We consider first the contribution of the component Wε(t)(φk). Observing that if |ξ | ∼ 2k , we
have for any j  0
∥∥Pj (e−εξ2|·|)(t)∥∥L2  ∥∥Pj (e−ε22k |·|)(t)∥∥L2,
which follows from Plancherel’s equality and the fact that F(e−|t |)(τ ) = C · 11+|τ |2 . It follows
from the definition that
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j=0
2j/2βk,j
∥∥ηk(ξ)φ̂(ξ)ηj (τ )Ft(η0(2kt)e−ε|t |ξ2)(τ )∥∥L2ξ,τ

∞∑
j=0
2j/2βk,j
∥∥ηk(ξ)φ̂(ξ)Pj (η0(2kt)e−ε|t |ξ2)(t)∥∥L2ξ,t

∞∑
j=0
2j/2βk,j
∥∥ηk(ξ)φ̂(ξ)∥∥L2 sup|ξ |∼2k
∥∥Pj (η0(2kt)e−ε|t |ξ2)(t)∥∥L2t .
Therefore, it suffices to show
∞∑
j=0
2j/2βk,j sup
|ξ |∼2k
∥∥Pj (η0(2kt)e−ε|t |ξ2)(t)∥∥L2t  1. (4.9)
We may assume j  100 in the summation (4.9). Denote u1 = ψ(2kt) and u2 = e−ε|t |ξ2 .
Using the para-product decomposition, we have
u1u2 =
∞∑
r=0
[
(Pr+1u1)(Pr+1u2)+ (Pru1)(Pr+1u2)
]
, (4.10)
and
Pj (u1u2) = Pj
( ∑
rj−10
[
(Pr+1u1)(Pr+1u2)+ (Pru1)(Pr+1u2)
]) := Pj (I + II). (4.11)
We only control the term II, since the first term Pj (I ) in (4.11) can be handled in an easier way.
When j  2k, we have βk,j ∼ 1. Using Bernstein’s estimate and Hölder’s inequality that
∑
j100
2j/2βk,j
∥∥Pj (II)∥∥L∞ξ L2t  ∑
j100
2j/2
∑
rj−10
‖Pr+1u2‖L∞ξ L2t ‖Pr+1u1‖L∞ξ,t

∑
j100
2(j−r)/2
∑
rj−10
2r/2‖Pr+1u2‖L∞ξ L2t

∑
r
2r/2
∥∥Pr+1(e−|t |22k )∥∥L2t  1, (4.12)
where we used the fact that B˙1/22,1 has a scaling invariance and e
−|t | ∈ B˙1/22,1 . When j  2k, it
suffices to bound
∑
j100
2j/22(j−2k)/3
∥∥Pj (II)∥∥L∞ξ L2t  ∑
j100
2
5
6 j− 23 k
∑
rj−10
‖Pr+1u2‖L∞ξ L2t ‖Pr+1u1‖L∞ξ,t
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r10
2
5
6 r− 23 k
∥∥Pr+1(e−ε|·|22k )∥∥L2t
 2−2k/3ε1/322k/3
∥∥e−|t |∥∥
B˙
5/6
2,1
 1, (4.13)
where we use the fact e−|t | ∈ B˙5/62,1 and ‖e−ε2
2k |t |‖
B˙
5/6
2,1
≈ ε1/322k/3‖e−|t |‖
B˙
5/6
2,1
.
To show (4.7), it remains to prove∥∥ηk(ξ)F[η0(2kt)Lε(vk)]∥∥Xk  ∥∥(τ −ω(ξ)+ i2k)−1 · F(vk)∥∥Xk . (4.14)
We set
w(τ) = W(−τ)v(τ ), kξ (t) = η0
(
2kt
)∫
R
eitτ
′ − e−εt |ξ |2
iτ ′ + ε|ξ |2 ŵ
(
ξ, τ ′
)
dτ ′.
Therefore, by the definition, it suffices to prove that
∞∑
j=0
2j/2βk,j
∥∥ηk(ξ)ηj (τ )Ft (kξ )(τ )∥∥L2ξ,τ

∞∑
j=0
2j/2βk,j2−max(k,j)
∥∥ηk(ξ)ηj (τ )ŵ(ξ, τ )∥∥L2ξ,τ . (4.15)
We decompose kξ (t) as follows
kξ (t) = η0
(
2kt
) ∫
|τ |2k
eitτ − 1
iτ + ε|ξ |2 ŵ(ξ, τ ) dτ + η0
(
2kt
) ∫
|τ |2k
1 − e−ε|t ||ξ |2
iτ + ε|ξ |2 ŵ(ξ, τ ) dτ
+ η0
(
2kt
) ∫
|τ |2k
eitτ
iτ + ε|ξ |2 ŵ(ξ, τ ) dτ − η0
(
2kt
) ∫
|τ |2k
e−ε|t ||ξ |2
iτ + ε|ξ |2 ŵ(ξ, τ ) dτ
:= I + II + III − IV.
It suffices to control each term. We consider first the contribution of IV .
∞∑
j=0
2j/2βk,j
∥∥ηk(ξ)Pj (IV)(t)∥∥L2ξ,t

∫
|τ |2k
‖ηk(ξ)ŵ(ξ, τ )‖L2ξ
|τ | dτ
∞∑
j=0
2j/2βk,j sup
ξ∈Ik
∥∥ηk(ξ)Pj (η0(2kt)e−ε|t ||ξ |2)(t)∥∥L2t

∑
2−j/2
∥∥ηk(ξ)ηj (τ )ŵ(ξ, τ )∥∥L2ξ,τ ,jk
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g(ξ, τ ) = |ŵ(ξ,τ )||iτ+εξ2|χ|τ |2k we have
∑
j0
2j/2βk,j
∥∥ηk(ξ)Pj (III)(t)∥∥L2ξ,t ∑
j0
2j/2βk,j
∥∥ηk(ξ)ηj (τ )η̂0(2k·) ∗τ g(ξ, τ )∥∥L2ξ,τ

∑
jk
2j/2βk,j
∥∥∥∥ηj (τ ′)‖ηk(ξ)ŵ(ξ, τ ′)‖L2ξ|iτ ′| χ|τ ′|2k
∥∥∥∥
L2
τ ′

∑
jk
2−j/2βk,j
∥∥ηk(ξ)ηj (τ )ŵ(ξ, τ )∥∥L2ξ,τ ,
where we used the fact that B1/22,1 is a multiplication algebra and that F−1(|ψ̂ |) ∈ B1/22,1 . Thirdly,
we consider the contribution of II. For ε|ξ |2  2k , as for IV , we get
∑
j0
2j/2βk,j
∥∥ηk(ξ)Pj (II)(t)∥∥L2ξ,t

∑
j0
2j/2βk,j sup
ξ∈Ik
∥∥ηk(ξ)Pj (η(2kt)(1 − e−ε|t ||ξ |2))(t)∥∥L2t 2−k
∫
|τ |<2k
∥∥ŵ(ξ, τ )∥∥
L2ξ
dτ

∑
jk
2j/22−k
∥∥ηk(ξ)ηj (τ )ŵ(ξ, τ )∥∥L2ξ,τ .
For ε|ξ |2  2k , using Taylor’s expansion, we have
∑
j0
2j/2βk,j
∥∥ηk(ξ)Pj (II)(t)∥∥L2ξ,t

∑
n1
∑
j0
2j/2βk,j
∥∥∥∥ηk(ξ) ∫
|τ |2k
ŵ(ξ, τ )
iτ + ε|ξ |2 dτ Pj
(|t |nη0(2kt))εn|ξ |2n
n!
∥∥∥∥
L2ξ,t
 2−k
∥∥∥∥ ∫
|τ |2k
εξ2|ηk(ξ)ŵ(ξ, τ )|
|iτ + εξ2| dτ
∥∥∥∥
L2ξ

∑
jk
2j/22−k
∥∥ηk(ξ)ηj (τ )ŵ(ξ, τ )∥∥L2ξ,τ ,
where in the last inequality we used the fact ‖|t |nψ(t)‖
B
1/2
2,1
 ‖|t |nψ(t)‖H 1  C2n. Finally, we
consider the contribution of I .
I = η0
(
2kt
) ∫
|τ |2k
∑
n1
(itτ )n
n!(iτ + ε|ξ |2) ŵ(ξ, τ ) dτ.
Thus, we get
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j0
2j/2βk,j
∥∥ηk(ξ)Pj (I )(t)∥∥L2ξ,t

∑
n1
2−2k/3
∥∥∥∥ tnη0(2kt)n!
∥∥∥∥
B
5/6
2,1
2k(n−1)
∥∥∥∥ ∫
|τ |2k
∣∣ηk(ξ)ŵ(ξ, τ )∣∣dτ∥∥∥∥
L2ξ

∑
jk
2j/22−k
∥∥ηk(ξ)ηj (τ )ŵ(ξ, τ )∥∥L2ξ,τ ,
which suffices for (4.15). Therefore, we complete the proof of the proposition. 
Next we turn to prove the energy-type estimates. The key ingredients are the trilinear-type
estimates. Assume that u,v ∈ C([0, T ];L2) and{
ut − εuxx + Huxx = v, (x, t) ∈ R × (0, T );
u(x,0) = φ(x). (4.16)
Then we multiply by u and integrate to conclude that
sup
tk∈[0,T ]
∥∥u(tk)∥∥2L2 + ε sup
tk∈[0,T ]
‖ux‖2L2t∈[0,tk ]L2x  ‖φ‖
2
L2 + sup
tk∈[0,T ]
∣∣∣∣ ∫
R×[0,tk]
u · v dx dt
∣∣∣∣. (4.17)
We see from the inequality that the dissipative structure doesn’t destroy the energy-type esti-
mates. In practice, we usually apply v = ∂x(u2). Thus we need the following trilinear estimates.
Lemma 4.2.
(a) Assume T ∈ (0,1], k1, k2, k3 ∈ Z+ with max(k1, k2, k3)  1, and ui ∈ Fki (T ), i = 1,2,3.
Then
∣∣∣∣ ∫
R×[0,T ]
u1u2u3 dx dt
∣∣∣∣M(kmin, kmax) 3∏
i=1
‖ui‖Fki (T ), (4.18)
where
M(a,b) = max(2 a−b3 ,2− a2 ).
(b) Assume T ∈ (0,1], k ∈ Z+, 0 k1  k − 10, u ∈ Fk(T ), and v ∈ Fk1(T ). Then∣∣∣∣ ∫
R×[0,T ]
Pk(u)Pk
(
∂xuPk1(v)
)
dx dt
∣∣∣∣
 2k1M(k1, k)‖v‖Fk1 (T )
∑
|k′−k|10
∥∥Pk′(u)∥∥2Fk′ (T ). (4.19)
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integral to be nontrivial we must also have |k2 − k3|  4. We fix extension u˜i ∈ Fki such that
‖u˜i‖Fki  2‖ui‖Fki (T ), i = 1,2,3. Let γ :R → [0,1] denote a smooth function supported in[−1,1] with the property that ∑
n∈Z
γ 3(x − n) ≡ 1, x ∈ R.
The left-hand side of (4.18) is dominated by
∑
|n|C2k3
∣∣∣∣ ∫
R2
(
γ
(
2k3 t − n)1[0,T ](t )˜u1)(γ (2k3 t − n)˜u2)(γ (2k3 t − n)˜u3)dx dt∣∣∣∣. (4.20)
We split the summation above into two parts∑
|n|C2k3
=
∑
n∈A
+
∑
n∈Ac
:= I + II,
where
A = {n: γ (2k3 t − n)1[0,T ](t) nonzero and = γ (2k3 t − n)}.
We easily observe that |A| 4.
To control the term II, as was explained in the proof of Proposition 3.6, for (4.18) it suffices
to prove that if fki ,ji are L2 functions supported in Dki,ji , i = 1,2,3, then
2k3
∑
j1,j2,j3k3
∣∣J (fk1,j1, fk2,j2, fk3,j3)∣∣ C(kmin, kmax)∑
ji0
3∏
i=1
2ji/2βki ,ji‖fki,ji‖2. (4.21)
Clearly we may assume max(k1, k2, k3)  10, otherwise we can get (4.21) by using Lem-
ma 3.2 (a).
Case 1: k1  k3 − 5.
Case 1a: k1 = 0.
It follows from Lemma 3.2 (b) that the left-hand side of (4.21) is bounded by
2k3/2
∑
j1,j2,j3k3
2(j1+j2+j3)/22−k3/2
3∏
i=1
‖fki,ji‖2 
∑
ji0
3∏
i=1
2ji/2‖fki ,ji‖2,
which suffices to give (4.21).
Case 1b: k1  1.
From the support properties of the functions, we have J (fk1,j1, fk2,j2, fk3,j3) = 0 unless
|jmax − k1 − k2|  10. If j1 = jmax, then we get from Lemma 3.2 (b) that the left-hand side
of (4.21) is bounded by
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∑
j1,j2,j3k3
2(j1+j2+j3)/22−k3/2
3∏
i=1
‖fki ,ji‖2  2−k1/2
∑
ji0
3∏
i=1
2ji/2‖fki ,ji‖2,
which suffices to give (4.21).
If j1 = jmax, then we get from Lemma 3.2 (b) that the left-hand side of (4.21) is bounded by
2k3
∑
j1,j2,j3k3
2(j1+j2+j3)/22−(j3+k3)/2
3∏
i=1
‖fki ,ji‖2  2(k1−k3)/3
∑
ji0
3∏
i=1
2ji/2βki ,ji‖fki,ji‖2,
where we use that βk1,j1 ∼ 2(k3−k1)/3, and this suffices to give (4.21).
Case 2: k3 − 5 k1  k3.
From the support properties of the functions, we have J (fk1,j1 , fk2,j2 , fk3,j3) = 0 unless|jmax − k1 − k2| 10. It follows from Lemma 3.2 (c) that the left-hand side of (4.21) is bounded
by
2−k3/4
∑
j1,j2,j3k3
2(j1+j2+j3)/2
3∏
i=1
‖fki,ji‖2,
which suffices to give (4.21).
To control the term I , we observe that if I ⊂ R is an interval, k ∈ Z+, fk ∈ Xk , and f Ik =
F(1I (t) · F−1(fk)) then
sup
j∈Z+
2j/2βk,j
∥∥ηj (τ −ω(ξ)) · f Ik ∥∥L2  ‖fk‖Xk . (4.22)
We assume this for the moment. For the summation of n ∈ A on the left-hand side of (4.20),
clearly we may assume j1  10k3. Then as the for the term I , we can get (4.18), since there
is a factor 2−k3 to spare. It remains to prove (4.22). It suffices to prove for any j1  0 and
fk,j1 = fk(ξ, τ )ηj1(τ −ω(ξ)) then
sup
j∈Z+
2j/2βk,j
∥∥ηj (τ −ω(ξ)) · f Ik,j1∥∥L2  2j1/2βk,j1‖fk,j1‖L2 . (4.23)
If j  j1 + 20, then (4.23) follows from Plancherel’s equality. If j  j1 + 20 then from
2j/2βk,j ηj
(
τ −ω(ξ))∣∣f Ik,j1(ξ, τ )∣∣ 2j/2βk,j ηj (τ −ω(ξ))∫ ∣∣fk,j1(ξ, τ )∣∣∣∣τ − τ ′∣∣−1 dτ ′
we get (4.23) in view of (3.8), since |τ − τ ′| ∼ 2j .
For part (b), we denote the commutator of T1, T2 by [T1, T2] = T1T2 − T2T1. Then the left-
hand side of (4.19) is dominated by∣∣∣∣ ∫ Pk(u)Pk(∂xu)Pk1(v) dx dt∣∣∣∣+ ∣∣∣∣ ∫ Pk(u)[Pk,Pk1(v)](∂xu)dx dt∣∣∣∣. (4.24)
R×[0,T ] R×[0,T ]
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from (4.18) and the similar argument in the proof of Lemma 6.1 in [12]. We omit the details. 
Proposition 4.3. Assume that T ∈ (0,1] and u ∈ C([0, T ] : H∞) is a solution to Eq. (1.1) on
R × (0, T ). Then for s  1 we have
‖u‖2Es(T )  ‖u0‖2Hs + ‖u‖F 1(T )‖u‖2Fs(T ), (4.25)
where the implicit constant is independent of ε.
Proof. From definition we have
‖u‖2Es(T ) −
∥∥P0(u0)∥∥2L2 ∑
k1
sup
tk∈[0,T ]
22sk
∥∥Pk(u(tk))∥∥2L2 .
Then we can get from (4.17) that
22sk
∥∥Pk(u(tk))∥∥2L2 − 22sk∥∥Pk(u0)∥∥2L2  22sk∣∣∣∣ ∫
R×[0,tk]
Pk(u)Pk(u · ∂xu)dx dt
∣∣∣∣. (4.26)
For the rest of the proof, we refer the readers to [8]. 
5. Uniform bounds
In this section, we prove the uniform bounds (1.3). The main tools are the uniform estimates
obtained in the last section. First we derive an a priori estimate which will help us passing from
the local results to global ones. It is well known that BO equation (1.2) is completely integrable
and hence has infinite conservation laws, and as a corollary one obtains that if v is a smooth
solution to (1.2), then ∀k ∈ Z+
sup
t∈R
∥∥v(t)∥∥
Hs
 C
(‖v0‖Hs ), s ∈ {k, k + 1/2}.
We need to obtain a priori bounds for the solutions to (1.1). Let u be a smooth solution to (1.1).
Firstly, multiplying u on both sides of Eq. (1.1) and integrating over R × [0, t], we get
∥∥u(·, t)∥∥22 + 2ε
t∫
0
∥∥ux(·, s)∥∥22 ds = ‖u0‖22. (5.1)
This is the L2 a priori bound. For the purpose of this paper, we will need the H 1 a priori bound,
and we prove
Proposition 5.1. For any T > 0, assume u is a smooth solution to (1.1) on [0, T ]. Then we have
sup
[0,T ]
∥∥u(t)∥∥
H 1 + ε1/2
( T∫ ∥∥uxx(τ )∥∥22 dτ
)1/2
 C
(
T ,‖u0‖H 1
)
. (5.2)0
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R
u4
2 + 32u2ux + u2x + λu2 dx, which is the third Hamiltonian of Benjamin–
Ono equation. Using Eq. (1.1) and partial integration we get
d
dt
H [u] =
∫
R
2u3ut + 3uutHux + 32u
2Hutx + 2uxuxt + 2λuut dx
= ε
∫
R
2u3uxx + 3uuxxHux + 32u
2Huxxx + 2uxuxxx + 2λuuxx dx
= ε
∫
R
−6u2u2x + 3uuxxHux + 3H(uux)uxx − 2u2xx − 2λu2x dx.
Since
3uuxxHux + 3H(uux)uxx − u2xx  36u2(Hux)2 + 36
[
H(uux)
]2
,
then we get
d
dt
H [u] + ε‖uxx‖22 + 2ελ‖ux‖22  ε
(‖u‖24‖ux‖24).
Using Galiardo–Nirenberg inequality and taking λ = λ(‖u0‖2) sufficiently large, we can easily
get that
sup
[0,T ]
∥∥u(t)∥∥
H 1 + ε1/2
( T∫
0
∥∥uxx(τ )∥∥22 dτ
)1/2
 C
(
T ,‖u0‖H 1
)
, ∀T > 0. (5.3)
Therefore, we complete the proof of the proposition. 
Proposition 5.2. Let s  0, T ∈ (0,1] and u ∈ F s(T ), then
sup
t∈[0,T ]
∥∥u(t)∥∥
Hs
 ‖u‖Fs(T ). (5.4)
Proof. In view of the definitions, it suffices to prove that if k ∈ Z+, tk ∈ [0,1], and u˜k ∈ Fk then∥∥F [˜uk(tk)]∥∥L2ξ  ∥∥F [˜uk · η0(2k(t − tk))]∥∥Xk . (5.5)
Let fk = F [˜uk · η0(2k(t − tk))], so
F [˜uk(tk)](ξ) = c ∫ fk(ξ, τ )eitkτ dτ.
R
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∥∥F [˜uk(tk)]∥∥L2ξ 
∥∥∥∥∫
R
∣∣fk(ξ, τ )∣∣dτ∥∥∥∥
L2ξ
 ‖fk‖Xk ,
which completes the proof of the proposition. 
Now we turn to prove the uniform bounds (1.3). It is easy to see that (1.1) has the following
scaling invariance
u(x, t) → λu(λx,λ2t), u0(x) → λu0(λx). (5.6)
By the scaling (5.6) and taking 0 < λ< 1 we may assume that
‖u0‖H 1  σ  1. (5.7)
By using Proposition 5.1, we only need to prove the uniform bounds on the time interval [0,1].
It follows from Propositions 4.1, 3.7 and 4.3 that for any T ′ ∈ [0,1] we have⎧⎪⎪⎨⎪⎪⎩
‖u‖F 1(T ′)  ‖u‖E1(T ′) +
∥∥∂x(u2)∥∥N1(T ′);∥∥∂x(u2)∥∥N1(T ′)  ‖u‖2F 1(T ′);
‖u‖2
E1(T ′)  ‖φ‖2H 1 + ‖u‖3F 1(T ′).
(5.8)
We denote X(T ′) = ‖u‖E1(T ′) + ‖∂x(u2)‖N1(T ′). Then by a similar argument as in the proof of
Lemma 4.2 in [12], we know X(T ′) is continuous and satisfies
lim
T ′→0
X
(
T ′
)
 ‖u0‖Hs .
On the other hand, we get from (5.8) that
X
(
T ′
)2  ‖u0‖2H 1 +X(T ′)3 +X(T ′)4.
If σ is sufficiently small, then we can get from (5.7), the continuity and the standard bootstrap
that X(T ′) ‖u0‖H 1 and therefore we obtain
‖u‖F 1(T )  ‖u0‖H 1 . (5.9)
For s  1 we obtain from Propositions 4.1, 3.7 (a) and 4.3 that for any T ′ ∈ [0,1] we
have ⎧⎪⎪⎨⎪⎪⎩
‖u‖Fs(T ′)  ‖u‖Es(T ′) +
∥∥∂x(u2)∥∥Ns(T ′);∥∥∂x(u2)∥∥Ns(T ′)  ‖u‖Fs(T ′)‖u‖F 1(T ′);
‖u‖2 s ′  ‖φ‖2 s + ‖u‖ 1 ′ ‖u‖2 s ′ .
(5.10)E (T ) H F (T ) F (T )
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‖u‖Fs(T )  ‖u0‖Hs .
Therefore, we complete the proof of the uniform bounds (1.3).
6. Proof of Theorem 1.1
In this section we complete the proof of Theorem 1.1. We need to show the solution map-
ping SεT is continuous from H
s → C([0, T ] : Hs) uniformly on ε ∈ (0,1] and the inviscid limit
in H 1. First we prove an estimate for the difference of two BOB solutions.
Proposition 6.1. Let u1, u2 ∈ F 1(1) be solutions to (1.1) with initial data φ1, φ2 ∈ H∞ satisfying
‖φ1‖H 1 + ‖φ2‖H 1  σ  1.
Then we have
‖u1 − u2‖F 0(1)  ‖φ1 − φ2‖L2, (6.1)
and
‖u1 − u2‖F 1(1)  ‖φ1 − φ2‖H 1 + ‖φ1‖H 2‖φ1 − φ2‖L2 , (6.2)
where the implicit constants are independent of ε.
Proof. We prove first (6.1). Since ‖φ1‖H 1 + ‖φ2‖H 1  σ  1, then from proof of the uniform
estimates in the last section we have
‖u1‖F 1(1)  1, ‖u2‖F 1(1)  1. (6.3)
Let v = u2 − u1, then v solves the equation{
∂tv − ε∂xxv + H∂xxv = −∂x
[
v(u1 + u2)/2
];
v(0) = φ = φ2 − φ1. (6.4)
Then from Propositions 4.1 and 3.7 (b) we get
{‖v‖F 0(1)  ‖v‖E0(1) + ∥∥∂x[v(u1 + u2)/2]∥∥N0(1);∥∥∂x[v(u1 + u2)/2]∥∥N0(1)  ‖v‖F 0(1)(‖u1‖F 1(1) + ‖u2‖F 1(1)). (6.5)
Now we devote to derive an estimate on ‖v‖E0(1). As in the proof of Proposition 4.3, we get
from (4.17) that
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E0(1) − ‖φ‖2L2 
∑
k1
∣∣∣∣ ∫
R×[0,tk]
Pk(v)Pk
(
∂xv · (u1 + u2)
)
dx dt
∣∣∣∣
+
∑
k1
∣∣∣∣ ∫
R×[0,tk]
Pk(v)Pk
(
v · ∂x(u1 + u2)
)
dx dt
∣∣∣∣. (6.6)
For the first term on right-hand side of (6.6), using Lemma 4.2 we can bound it by
∑
k1
∑
k1k−10
∣∣∣∣ ∫
R×[0,tk]
Pk(v)Pk
(
∂xv · Pk1(u1 + u2)
)
dx dt
∣∣∣∣
+
∑
k1
∑
k1k−9, k2∈Z+
∣∣∣∣ ∫
R×[0,tk]
P 2k (v)∂xPk2(v) · Pk1(u1 + u2) dx dt
∣∣∣∣
 ‖v‖2
F 0(1)
(‖u1‖F 1(1) + ‖u2‖F 1(1)).
The second term on right-hand side of (6.6) is dominated by
∑
k1
∑
k1,k2∈Z+
∣∣∣∣ ∫
R×[0,tk]
P 2k (v)Pk1(v) · ∂xPk2(u1 + u2) dx dt
∣∣∣∣
 ‖v‖2
F 0(1)
(‖u1‖F 1(1) + ‖u2‖F 1(1)).
Therefore, we obtain the following estimate
‖v‖2
E0(1)  ‖φ‖2L2 + ‖v‖2F 0(1)
(‖u1‖F 1(1) + ‖u2‖F 1(1)), (6.7)
which combined with (6.16) implies (6.1) in view of (6.3).
It remains to prove (6.2). From Propositions 4.1 and 3.7 we get{‖v‖F 1(1)  ‖v‖E1(1) + ∥∥∂x[v(u1 + u2)/2]∥∥N1(1);∥∥∂x[v(u1 + u2)/2]∥∥N1(1)  ‖v‖F 1(1)(‖u1‖F 1(1) + ‖u2‖F 1(1)). (6.8)
Since ‖P0(v)‖E1(1) = ‖P0(φ)‖L2 , it follows from (6.3) that
‖v‖F 1(1) 
∥∥P1(v)∥∥E1(1) + ‖φ‖H 1 . (6.9)
To bound ‖P1(v)‖E1(1), we observe that ‖P1(v)‖E1(1) = ‖P1(∂xv)‖E0(1). Thus we apply
the operator ∂x on both side of Eq. (6.4) and get
∂t ∂xv − ε∂xxxv + ∂xH∂xxv = −∂2x
[
v(u1 + u2)/2
]
.
The nonlinear terms can be rewritten in the following way
∂2x
[
v(u1 + u2)/2
]= ∂xv∂x(u1 + u2)+ 1 (u1 + u2)∂2x v + 1v∂2x (u1 + u2). (6.10)2 2
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∂tU − ε∂xxU + H∂xxU = P−10(−u2 · ∂xU)+ P−10(G);
U(0) = P−10(∂xφ), (6.11)
where
G = −P−10(u2) · ∂2xP−11(v)− P−11(u2) · ∂2xP−11(v)− ∂xv∂x(u1 + u2)− v · ∂2xu1.
It follows from (4.17) and (6.11) that
‖U‖2
E0(1) − ‖φ‖2H 1 
∑
k1
∣∣∣∣ ∫
R×[0,tk]
Pk(U)Pk(u2 · ∂xU)dx dt
∣∣∣∣
+
∑
k1
∣∣∣∣ ∫
R×[0,tk]
P 2k (U)P−10(u2) · ∂2xP−11(v) dx dt
∣∣∣∣
+
∑
k1
∣∣∣∣ ∫
R×[0,tk]
Pk(U)∂xv∂x(u1 + u2) dx dt
∣∣∣∣
+
∑
k1
∣∣∣∣ ∫
R×[0,tk]
Pk(U)v · ∂2xu1 dx dt
∣∣∣∣
:= I + II + III + IV.
For the contribution of I we can bound it as in (6.6) and then get that
I  ‖U‖2
F 0(1)‖u2‖F 1(1).
For the contribution of II, since the derivatives fall on the low frequency, then we can easily get
II  ‖U‖2
F 0(1)‖u2‖F 1(1).
We consider now the contribution of IV .
IV 
∑
k1
∑
k1,k2∈Z+
∣∣∣∣ ∫
R×[0,tk]
Pk(U) · Pk1(v) · ∂2xPk2(u1) dx dt
∣∣∣∣

∑
k1
∑
|k−k2|5, k1k−10
22k
∥∥Pk(U)∥∥Fk(1)∥∥Pk1(v)∥∥Fk1 (1)∥∥Pk2(u1)∥∥Fk2 (1)
+
∑
k1
∑
k1k−10
22k2
∥∥Pk(U)∥∥Fk(1)∥∥Pk1(v)∥∥Fk1 (1)∥∥Pk2(u1)∥∥Fk2 (1)
 ‖U‖F 0(1)‖v‖F 0(1)‖u1‖F 2(1) + ‖U‖2 0 ‖u1‖F 1(1).F (1)
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III 
∑
k1
∑
k1k2−10
∣∣∣∣ ∫
R×[0,tk]
Pk(U)Pk1∂x(u1 + u2)∂xPk2(v) dx dt
∣∣∣∣
+
∑
k1
∑
k1k2−9
∣∣∣∣ ∫
R×[0,tk]
Pk(U)Pk1∂x(u1 + u2)∂xPk2(v) dx dt
∣∣∣∣
:= III1 + III2.
Again using Lemma 4.2 we can get that
III  ‖U‖2
F 0(1)
(‖u1‖F 1(1) + ‖u2‖F 1(1)).
Therefore, we have proved that
‖U‖2
E0(1)  ‖φ‖2H 1 + ‖U‖2F 0(1)
(‖u1‖F 1(1) + ‖u2‖F 1(1))+ ‖U‖F 0(1)‖v‖F 0(1)‖u1‖F 2(1).
By (6.3), (1.3), (6.1) and (6.9) we get
‖U‖E0(1)  ‖φ1 − φ2‖H 1 + ‖φ1 − φ2‖L2‖φ1‖H 2,
which combined with (6.9) completes the proof of the proposition. 
6.1. Uniform continuity
Now we prove the solution mapping SεT is continuous at φ ∈ H 1 uniformly on ε. By the
scaling (5.6), we may assume
‖φ‖H 1 = σ  1. (6.12)
In view of Proposition 5.1, it suffices to show that ∀η > 0, there exists a δ = δ(φ) > 0 such that
if h ∈ H 1 with ‖h− φ‖H 1 < δ then for all ε ∈ [0,1] we have∥∥Sε1(h)− Sε1(φ)∥∥C([0,1]:H 1) < η.
Indeed, for any η > 0, there is a K > 0 such that
‖PKh− h‖H 1  η/4, ‖PKφ − φ‖H 1  η/4.
Then from Proposition 6.1 we get
∥∥Sε1(PKh)− Sε1(h)∥∥F 1(1)  ‖PKh− h‖H 1 + ‖PKh‖H 2‖PKh− h‖L2
 ‖PKh− h‖H 1 + ‖PKh‖H 1‖PKh− h‖H 1  η/4.
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δ(K,η)  1, we get
∥∥SεT (PKh)− SεT (PKφ)∥∥F 1(1)  ‖h− φ‖H 1 + ‖PKh‖H 2‖h− φ‖L2  η/4.
Therefore, the uniform continuity follows from Proposition 5.2.
6.2. Inviscid limit
Finally, we prove the inviscid limit behavior in H 1. We still assume (6.12). It suffices to prove
lim
ε→0
∥∥Sε1(φ)− S1(φ)∥∥C([0,1]:H 1) = 0. (6.13)
First, we consider the general difference equation. Assume ‖φi‖H 1  1, i = 1,2. Denote
uε = Sε1(φ1), u = S1(φ2), w = uε − u. Then w satisfies the following equation
∂tw + H∂xxw = −∂x
[
w(uε + u)
]+ ε∂xxuε, w(x,0) = φ1 − φ2. (6.14)
In order to deal with ε∂xxuε as nonlinear term, we need the following lemma.
Lemma 6.2. Let T ∈ (0,1], s ∈ R and u ∈ L2t∈[0,T ]Hsx , then
‖u‖Ns(T )  ‖u‖L2t∈[0,T ]Hsx . (6.15)
Proof. From the definition, it suffices to prove that for k ∈ Z+,
‖Pku‖Nk(T )  ‖Pku‖L2t∈[0,T ]L2x .
Let u˜ = Pku · 1[0,T ](t). Then u˜ is an extension of Pku, and we get from Plancherel’s inequality
that
‖Pku‖Nk(T )  sup
tk∈R
∥∥(τ −ω(ξ)+ i2k)−1ηk(ξ)F [˜u · η0(2k(t − tk))]∥∥Xk

∑
j0
2−max(j,k)2j/2βk,j‖Pku‖L2t∈[0,T ]L2x  ‖Pku‖L2t∈[0,T ]L2x .
Therefore, we complete the proof of the lemma. 
We turn back to the difference equation (6.14). It follows from Propositions 4.1 and 3.7 that
{‖w‖F 0(1)  ‖w‖E0(1) + ∥∥∂x[w(uε + u)/2]∥∥N0(1) + ε‖∂xxuε‖N0(1);∥∥∂x[w(uε + u)/2]∥∥ 0  ‖w‖ 0 (‖uε‖ 1 + ‖u‖ 1 ). (6.16)N (1) F (1) F (1) F (1)
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‖w‖2
E0(1)  ‖φ1 − φ2‖2L2 + ‖w‖2F 0(1)
(‖uε‖F 1(1) + ‖u‖F 1(1))
+ ε
∑
k1
∣∣∣∣ ∫
R×[0,1]
Pk(w)Pk(∂xxuε) dx dt
∣∣∣∣.
Therefore, we get from Lemma 6.2 that
‖w‖F 0(1)  ‖φ1 − φ2‖L2 + ε‖uε‖L∞t H 2 . (6.17)
Again from Propositions 4.1 and 3.7 we get{‖w‖F 1(1)  ‖w‖E1(1) + ∥∥∂x[w(uε + u)/2]∥∥N1(1) + ε‖∂xxuε‖N1(1);∥∥∂x[w(uε + u)/2]∥∥N1(1)  ‖w‖F 1(1)(‖uε‖F 1(1) + ‖u‖F 1(1)). (6.18)
Since ‖P0(w)‖E1(1) = ‖P0(φ1 − φ2)‖L2 , it follows from (6.3) that
‖w‖F 1(1) 
∥∥P1(w)∥∥E1(1) + ‖φ1 − φ2‖H 1 + ε‖∂xxuε‖N1(1). (6.19)
To bound ‖P1(w)‖E1(1), we observe that ‖P1(w)‖E1(1) = ‖P1(∂xw)‖E0(1). Following the
proof of Proposition 6.1, we get
‖w‖2
E1(1)  ‖φ1 − φ2‖2H 1 + ‖w‖2F 1(1)
(‖uε‖F 1(1) + ‖u‖F 1(1))
+ ‖w‖F 1(1)‖w‖F 0(1)‖uε‖F 2(1) + ε
∑
k1
∣∣∣∣ ∫
R×[0,1]
Pk(∂xw)Pk(∂xxxuε) dx dt
∣∣∣∣.
Therefore, we get from (6.19) that
‖w‖F 1(1)  ‖φ1 − φ2‖H 1 + ‖φ1 − φ2‖L2‖uε‖F 2(1) + ε‖uε‖L∞t H 3
 ‖φ1 − φ2‖H 1 + ‖φ1 − φ2‖L2C
(‖φ1‖H 2)+ εC(‖φ1‖H 3).
In particular, we have ∥∥Sε1(φ)− S1(φ)∥∥F 1(1)  εC(‖φ‖H 3). (6.20)
We are ready to show (6.13). ∀η > 0, it follows from the uniform continuity that there exists
a K > 0 such that ∥∥Sε1(PKφ)− Sε1(φ)∥∥C([0,1]:H 1)  η/4, ∀ε ∈ [0,1].
Fixing this K , by taking ε = ε(K) > 0 sufficiently small, we get from (6.20) that∥∥Sε(PKφ)− S1(PKφ)∥∥ 1  η/4.1 C([0,1]:H )
676 Z. Guo et al. / Advances in Mathematics 228 (2011) 647–677Thus we get ∥∥Sε1(φ)− S1(φ)∥∥C([0,1]:H 1) < η,
which completes the proof of (6.13). For the case s > 1, one easily see the proofs are similar. We
do not give the details.
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