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Direct Dynamics Simulation of Dioxetane Formation and Decomposition
Via the Singlet ·O–O–CH2–CH2· Biradical: Non-RRKM Dynamics
Abstract
Electronic structure calculations and direct chemical dynamics simulations are used to study the formation
and decomposition of dioxetane on its ground state singlet potential energy surface. The stationary points for
1O2 + C2H4, the singlet ·O–O–CH2–CH2· biradical, the transition state (TS) connecting this biradical with
dioxetane, and the two transition states and gauche ·O–CH2–CH2–O· biradical connecting dioxetane with
the formaldehyde product molecules are investigated at different levels of electronic structuretheory including
UB3LYP, UMP2, MRMP2, and CASSCF and a range of basis sets. The UB3LYP/6-31G* method was found
to give representative energies for the reactive system and was used as a model for the simulations. UB3LYP/
6-31G* direct dynamics trajectories were initiated at the TS connecting the ·O–O–CH2–CH2· biradical and
dioxetane by sampling the TS's vibrational energy levels, and rotational and reaction coordinate energies, with
Boltzmann distributions at 300, 1000, and 1500 K. This corresponds to the transition state theorymodel for
trajectories that pass the TS. The trajectories were directed randomly towards both the biradical and
dioxetane. A small fraction of the trajectories directed towards the biradical recrossed the TS and formed
dioxetane. The remainder formed 1O2 + C2H4 and of these ∼ 40% went directly from the TS to 1O2 +
C2H4without getting trapped and forming an intermediate in the ·O–O–CH2–CH2· biradical potential
energy minimum, a non-statistical result. The dioxetane molecules which are formed dissociate to two
formaldehyde molecules with a rate constant two orders of magnitude smaller than that predicted by
Rice–Ramsperger–Kassel–Marcus theory. The reaction dynamics from dioxetane to the formaldehyde
molecules do not follow the intrinsic reaction coordinate or involve trapping in the gauche ·O–CH2–CH2–O·
biradical potential energy minimum. Important non-statistical dynamics are exhibited for this reactive system.
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Electronic structure calculations and direct chemical dynamics simulations are used to study the
formation and decomposition of dioxetane on its ground state singlet potential energy surface. The
stationary points for 1O2 + C2H4, the singlet · O–O–CH2–CH2 · biradical, the transition state (TS)
connecting this biradical with dioxetane, and the two transition states and gauche · O–CH2–CH2–O ·
biradical connecting dioxetane with the formaldehyde product molecules are investigated at differ-
ent levels of electronic structure theory including UB3LYP, UMP2, MRMP2, and CASSCF and a
range of basis sets. The UB3LYP/6-31G* method was found to give representative energies for the
reactive system and was used as a model for the simulations. UB3LYP/6-31G* direct dynamics
trajectories were initiated at the TS connecting the · O–O–CH2–CH2 · biradical and dioxetane by
sampling the TS’s vibrational energy levels, and rotational and reaction coordinate energies, with
Boltzmann distributions at 300, 1000, and 1500 K. This corresponds to the transition state theory
model for trajectories that pass the TS. The trajectories were directed randomly towards both the
biradical and dioxetane. A small fraction of the trajectories directed towards the biradical recrossed
the TS and formed dioxetane. The remainder formed 1O2 + C2H4 and of these ∼ 40% went directly
from the TS to 1O2 + C2H4 without getting trapped and forming an intermediate in the · O–O–
CH2–CH2 · biradical potential energy minimum, a non-statistical result. The dioxetane molecules
which are formed dissociate to two formaldehyde molecules with a rate constant two orders of mag-
nitude smaller than that predicted by Rice–Ramsperger–Kassel–Marcus theory. The reaction dynam-
ics from dioxetane to the formaldehyde molecules do not follow the intrinsic reaction coordinate
or involve trapping in the gauche · O–CH2–CH2–O · biradical potential energy minimum. Important
non-statistical dynamics are exhibited for this reactive system. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4736843]
I. INTRODUCTION
The dynamics and kinetics of oxidation reactions are
of great interest, especially the reaction of molecular oxy-
gen with hydrocarbons,1–3 which plays an important role
in both atmospheric4 and combustion5 chemistry. The re-
action kinetics of 3O2 with unsaturated hydrocarbons have
been studied both experimentally6–12 and theoretically13, 14 for
alkenes6–12, 14 and, in particular, for ethylene.6, 15 The pos-
sible importance of 3O2 + alkene reactions under combus-
tion conditions has been considered.12, 15 Also, unsaturated
hydrocarbons are constituents in fuels and are expected to
undergo exothermic reaction with ground state molecu-
lar oxygen, 3O2, possibly contaminating the fuel. In or-
der to understand possible mechanisms for molecular oxy-
gen reactions with unsaturated hydrocarbons, both 3O2 +
C2H4 and 1O2 + C2H4 have been studied using vari-
ous electronic structure theories.1, 3, 15, 16 The latter has been
studied more extensively than the former. Experimental
studies of 3O2 and 1O2 reaction with C2H4 are quite
limited.6
There are a large number of pathways on the singlet
and triplet potential energy surfaces (PESs) for the reac-
tion between molecular oxygen and ethylene, and the re-
action dynamics is complicated by numerous singlet-triplet
interactions.15, 16 From previous studies, one important and
possibly dominant pathway for reaction of triplet molecular
oxygen and ethylene is
3O2 + C2H4 → ·OOCH2CH2 · . (1)
This reaction has a low potential energy barrier and the
triplet biradical product may access much lower reaction path-
ways via a triplet-singlet transition. The singlet biradical,
formed by intersystem crossing, undergoes ring-closure via
a transition state (TS) to form dioxetane (DO).
Due to the chemiluminescence during the thermal de-
composition of 1,2-dioxetane derivatives, there have been nu-
merous investigations of the mechanism for this process since
the early 1970s.17–25 Reaction energetics and rate data for
0021-9606/2012/137(4)/044305/11/$30.00 © 2012 American Institute of Physics137, 044305-1
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different 1,2-dioxetane derivatives are available as a result
of numerous experimental studies.17, 19 However, the precise
nature of the mechanism is still somewhat uncertain. Con-
siderable effort has been made to characterize the poten-
tial energy surfaces for DO decomposition and the mecha-
nism for the electronic excitation using electronic structure
theories.22–25 These theoretical studies indicate that the re-
action occurs via a two-step process: first the cleavage of
the O–O bond and formation of the · O–H2C–CH2–O · bi-
radical; and then cleavage of the C–C bond and formation
of two formaldehyde molecules. It is suggested that a tran-
sition from S0 to S1 or T1 occurs near the barrier for the
O–O bond cleavage or near the biradical minimum. However
the barrier height for O–O bond cleavage, locations of cross-
ings between different electronic surfaces, and the existence
of minima on the excited states are highly dependent on the
level of theory used in the ab initio calculation. For exam-
ple, the ring opening reaction of DO to produce the biradical
occurs with a very small activation energy of 2.0 kcal/mol
with MP2/6-31G*//MCSCF/4-31G,22 a much higher energy
of 17.6 kcal/mol with CASPT2(12,10)//CASSCF(12,10)/6-
31+G*,23 and an even higher energy of 24.1 kcal/mol using
MS-CASPT2(12,10)/ANO-RCC theory.24 In addition the po-
sition of the S0/T1 crossing depends on the level of theory. To
summarize, these studies have shown that the height of the
barrier for DO dissociation to two formaldehyde molecules
and the presence and location of the S0/T1 crossing are both
highly dependent on the electronic structure theory used for
the calculations.
For the work presented in this paper a direct dynamics
simulation26, 27 at the UB3LYP/6-31G* level of theory28–32
is used to study the atomistic dynamics ensuing from tra-
jectories initiated at the TS connecting the singlet · O–
O–CH2–CH2 · biradical and DO. This electronic struc-
ture method is chosen by comparing with experiments19
and previous calculations16 using the CASSCF33, 34 and
MRMP235, 36 methods with the aug-pp-cVDZ basis set.37
Canonical sampling at 300, 1000, and 1500 K was used
to choose initial conditions for the trajectories, which
were propagated randomly in the directions of the singlet
· O–O–CH2–CH2 · biradical and DO. From the simulations
the average lifetime of DO and the DO dissociation path
to form formaldehyde are determined. The DO dissociation
rate constant obtained from the direct dynamics simulations
is compared with that determined from Rice–Ramsperger–
Kassel–Marcus (RRKM) theory.38 The simulation results pre-
sented here provide information concerning the atomic-level
dynamics of DO dissociation on the ground state singlet S0
PES in the absence of possible transitions to the excited S1
and T1 electronic states.
II. COMPUTATIONAL METHODOLOGY
A. Electronic structure calculations and potential
energy surface
For a classical trajectory direct dynamics simulation the
potential energy gradient, and possibly Hessian as well, are
needed for each numerical integration step, which makes
the simulation very expensive in terms of computational
time.26, 27 As a result, an electronic structure theoretical
method needs to be selected to make the simulation efficient
and feasible, as well as accurate. When experimental informa-
tion is available it may often be used to assess the accuracy of
electronic structure methods. However, for the work presented
here, the results from high-level CASSCF and MRMP2 cal-
culations were treated as benchmarks for comparing different
methods.16
Information for the O2 + C2H4 singlet PES is ob-
tained from recent work by Park et al.,16 in which the
CASSCF/aug-cc-pVDZ level of theory was used to char-
acterize structures and vibrational frequencies, and then
MRMP2(12,12)//CASSCF(12,12)/aug-cc-pVDZ single point
energies were calculated at the CASSCF geometries for
the 1O2+C2H4 separated reactants (SR), the TS (TSa) con-
necting SR with the · O–O–CH2–CH2 · biradical interme-
diate (IM1-s), IM1-s, the TS (TSb) connecting IM1-s with
DO, and DO. For the work presented here, geometry op-
timizations were performed for these structures using un-
restricted second-order Møller–Plesset (UMP2)39and unre-
stricted B3LYP (UB3LYP) density functional theory, with
basis sets ranging from 6-31G* to 6-311++G**.40–42 The
CASSCF/aug-cc-pVDZ structures for TSa, IM1-s, TSb, and
DO have been given previously,16 and in Figure 1 the
UB3LYP/6-31G* and CASSCF/aug-cc-pVDZ structures for
TSa, IM1-s, TSb, and DO are compared. The UMP2 and
UB3LYP stationary point structures, with the 6-31G* and 6-
311++G** basis sets, are listed in Table I, where they are
compared with the CASSCF/aug-cc-pVDZ structures.
Energies for SR, TSa, IM1-s, TSb, and DO are listed in
Table II for the different theoretical methods and basis sets.
The UB3LYP energies are in overall good agreement with
those given by the MRMP2(12,12)//CASSCF(12,12)/aug-cc-
pVDZ method. The UB3LYP/6-31G* relative energies, with
respect to DO, are 47.9 and 37.5 kcal/mol for TSb and IM1-s,
respectively, which are only slightly higher than the respec-
tive MRMP2(12,12) values of 44.6 and 36.5 kcal/mol re-
ported by Park et al.16 In the study of Maranzana et al.,3 these
energies were reported as 48.1 and 40.0 kcal/mol using the
(10,10)//CAS-MCSCF(10,10)/6-31G* method. The UB3LYP
energies are overall independent of the size of the basis set.
The energy barrier from IM1-s to TSb increases from 10.4 to
11.0 kcal/mol as the basis set size increases from 6-31G* to 6-
311++G**. The MRMP2 benchmark barrier is 8.1 kcal/mol.
The UMP2 method does not provide accurate results for
this system, greatly underestimating the IM1-s → TSb
barrier.
The MRMP2 barrier is substantially lower than those
given by UB3LYP and CASSCF for 1O2 + C2H4 addition
to form IM1-s. This arises in part from the difficulty of these
latter theories to correctly describe the electronic structure of
1O2. However, as discussed previously,16 the low MRMP2
barrier for this reaction appears to also arise from differ-
ent MRMP2 and CASSCF structures for TSa. Calculating
MRMP2 energies, along the CASSCF intrinsic reaction co-
ordinate (IRC) connecting 1O2 + C2H4 with IM1-s, yields a
barrier at a O2–C3 distance of 1.997 Å and longer than the
value of 1.862 Å at the CASSCF barrier. The value of the
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
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FIG. 1. UB3LYP//6-31G* optimized structures of the transition state (TSa),
· O–O–CH2–CH2 · biradical intermediate (IM1-s), transition state (TSb), and
dioxetane (DO) for the singlet PES. Bond distances and angles are in units
of angstroms and degrees, respectively. The lower values are obtained from
CASSCF/aug-cc-pVDZ theory.16
resulting MRMP2 barrier is 10.2 kcal/mol for 1O2 + C2H4
→ IM1-s and 10.5 kcal/mol for IM1-s → 1O2 + C2H4. The
latter is markedly higher than the UB3LYP values of 3.2
and 3.5 kcal/mol for the aug-cc-pVDZ and 6-31G* basis set,
FIG. 2. Depiction of the UB3LYP/6-31G* energies (kcal/mol), green, for
1O2 + C2H4 (SR), transition state TSa, the · O–O–CH2–CH2 · biradical in-
termediate IM1-s, transition state TSb, and dioxetane (DO). The lower ener-
gies, blue, are the MRMP2//CASSCF/aug-cc-pVDZ values.16
respectively. The UB3LYP/aug-cc-pVDZ value for the O2–
C3 distance at the TSa is 1.768Å and much closer to the
above CASSCF value than that for MRMP2. In assessing
those CASSCF, MRMP2, and UB3LYP properties for TSa,
it is of interest to note that MP2 and B3LYP treat dynamic
correlation, while CASSCF treats static correlation.
As described above the UB3LPY barriers for 1O2
+ C2H4 → IM1-s are ∼20 kcal/mol and much higher than
the MRMP2 value of ∼10 kcal/mol. However, of interest
in this study are the dynamics from TSb to form dioxe-
tane and the singlet biradical. UB3LYP gives good ener-
gies for these processes, making it acceptable for the direct
dynamics simulations. The UB3LYP/6-31G* potential ener-
gies along the SR→TSa→IM1-s→TSb→DO reaction path
are depicted in Figure 2, where they are compared with the
MRMP2//CASSCF/aug-cc-pVDZ energies.
As shown in Table I and Figure 1, the UB3LYP geome-
tries are in good agreement with those from the CASSCF/aug-
cc-pVDZ calculations, although UB3LYP gives “tighter”
bond lengths. An essential internal coordinate in the IM1-
s→TSb→DO reaction path is the O1O2C3C4 dihedral angle
whose UB3LYP/6-31G* value is 96.3◦, 40.5◦, and 10.3◦ for
IM1-s, TSb and DO, respectively. These respective values are
only 5.6◦, 7.3◦, and 1.9◦ less than those given by the CASSCF
calculation.
Dioxetane has a dissociation path to two formalde-
hyde molecules on the singlet PES. The IRC43 for this
pathway, as given by UB3LYP/6-31G* theory, is shown in
Figure 3. There are two transition states and one gauche
· O–CH2–CH2–O · minimum along this pathway. The struc-
tures of the two transition states TS1 and TS2 are shown in
Figure 4. The energies of TS1, the minimum, and TS2 are,
respectively, 20.9, 8.9, and 9.2 kcal/mol with respect to DO.
The UB3LYP/6-31G* 0 K activation energy for DO
dissociation (TS1) is 20.9 kcal/mol and changes to 18.5
kcal/mol with a zero-point energy (ZPE) correction included.
This energy is in approximate agreement but somewhat lower
than the value of 22.7 ± 0.8 kcal/mol measured by Adam
and Baader at 333 K.19 Wilsey et al.23 have studied the same
system using CASPT2(12,10)//CASSCF(12,10)/6-31+G*.
They also found two transition states with structures similar
to those reported here. For example, the O1C4C3O2 dihe-
dral angle, O2C3C4 bond angle, and O1–O2 bond length
in TS1 from their calculation are 33◦, 99◦, and 2.118 Å,
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TABLE I. Comparison of IM1-s, TSb, and DO structures with different electronic structure methods.a
IM1-s (biradical intermediate)
Bond length Angle Dihedral
O1O2 O2C3 C3C4 O1C4 O1O2C3 O1C3C4 O1O2C3C4 O1O2C3H7
UB3LYP/6-31G* 1.318 1.493 1.475 3.136 111.7 108.6 96.3 26.4
UB3LYP/6-311++G** 1.313 1.495 1.473 3.155 112.5 108.4 97.9 24.8
UMP2/6-31G* 1.310 1.472 1.480 2.984 110.2 109.8 82.8 40.6
UMP2/6-311++G** 1.338 1.497 1.507 3.178 110.9 106.6 100.8 21.4
CASSCF/aug-cc-pVDZ 1.337 1.498 1.506 3.189 111.0 106.5 101.9 20.3
TSb (Transition state)
Bond length Angle Dihedral
O1O2 O2C3 C3C4 O1C4 O1O2C3 O2C3C4 O1O2C3C4 O1O2C3H7
UB3LYP/6-31G* 1.384 1.441 1.502 2.206 99.6 101.6 40.5 78.3
UB3LYP/6-311++G** 1.383 1.441 1.500 2.208 100.0 101.5 40.1 78.7
UMP2/6-31G* 1.313 1.473 1.481 2.897 110.3 111.5 70.5 53.4
UMP2/6-311++G** 1.298 1.467 1.483 2.885 111.2 111.7 68.6 55.3
CASSCF/aug-cc-pVDZ 1.391 1.464 1.530 2.355 100.0 102.9 47.8 71.5
DO (Dioxetane)
Bond length Angle Dihedral
O1O2 O2C3 C3C4 O1C4 O1O2C3 O2C3C4 O1O2C3C4 O1O2C3H7
UB3LYP/6-31G* 1.492 1.452 1.520 1.451 89.0 90.1 10.3 102.8
UB3LYP/6-311++G** 1.488 1.454 1.519 1.453 88.9 88.7 12.0 100.4
UMP2/6-31G* 1.520 1.458 1.509 1.458 88.2 88.6 18.4 93.0
UMP2/6-311++G** 1.502 1.452 1.511 1.452 88.4 88.0 19.7 91.3
CASSCF/aug-cc-pVDZ 1.521 1.473 1.537 1.473 89.6 89.0 12.2 99.8
aDistances are in angstroms and angles in degrees.
TABLE II. Relative stationary point energies for the 1O2 + C2H4 → TSb
pathway.a
SRb TSa IM1-s TSb
UB3LYP/6-31G* 19.3 41.1 37.5 47.9
UB3LYP/6-31G** 18.7 40.8 37.3 47.7
UB3LYP/6-31+G* 18.0 40.1 36.3 46.8
UB3LYP/6-31+G** 17.2 39.7 36.0 46.6
UB3LYP/6-31++G** 17.3 39.7 36.0 46.5
UB3LYP/6-311++G** 14.0 38.0 35.0 46.0
UMP2/6-31G* 21.4 71.4 51.5 52.3
UMP2/6-31G** 22.0 71.1 51.5 53.9
UMP2/6-31+G* 22.3 71.1 51.3 52.2
UMP2/6-31+G** 11.4 60.4 40.8 41.8
UMP2/6-31++G** 11.5 60.5 40.9 41.8
UMP2/6-311++G** 6.7 56.4 37.4 38.2
SPMRMP2(8,8)c 37.9 44.8
SPMRMP2(12,12)c 36.8 42.9 36.5 44.6
CASSCF(8,8)c 53.6 54.9
CASSCF(12,12)c 27.9 56.7 45.8 53.0
aEnergies are in kcal/mol and with respect to dioxetane (DO). The stationary points are
identified as in Ref. 16. The energies of SR, TSa, IM1-s, and TSb for the UB3LYP/aug-
cc-pVDZ theory are 18.4, 39.2, 36.0, and 46.5 kcal/mol, respectively; i.e., Ref. 16.
bSR represents 1O2 + C2H4 separated reactants.
cResults are from Ref. 16. The MRMP2 energies are single point energies calculated
at the CASSCF(8,8) and CASSCF(12,12) geometries calculated with the aug-cc-pVDZ
basis set.
respectively, compared to 29.5◦, 97.5◦, and 2.011Å found
here with UB3LYP/6-31G*. The 0 K activation energy for
DO dissociation reported by Wilsey et al.23 is 17.6 kcal/mol
(16.3 kcal/mol with ZPE correction), which still underesti-
mates the experimental value. In a more recent study, using
MS-CASPT2(12,10)/ANO-RCC theory, De Vico et al.24
FIG. 3. UB3LYP//6-31G* potential energy along the IRC for dissociation of
dioxetane.
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TABLE III. Relative stationary point energies for the dioxetane → 2 H2CO
pathway.
Propertya
Theory C–C O–O Twist angle Energy
DO
UB3LYP/6-31G* 1.521 1.492 10.3 0
MS-CASPT2(12,10)b 1.529 1.578 15.4 0
MS-CASPT2(12,10)c 1.511 1.510 16.8 0
CASPT2(12,10)d 1.538 1.554 9 0
Experiment . . . . . . . . . 0
TS1
UB3LYP/6-31G* 1.519 2.011 29.5 20.9
MS-CASPT2(12,10)b 1.536 2.262 37.1 23.5
MS-CASPT2(12,10)c 1.510 2.288 43.1 24.1
CASPT2(12,10)d 1.533 2.118 33 17.6
Experimente . . . . . . . . . 22.7 ± 0.8
· O–CH2–CH2–O ·
UB3LYP/6-31G* 1.546 2.965 62.4 8.9
MS-CASPT2(12,10)b 1.546 3.016 68.3 17.9
MS-CASPT2(12,10)f . . . . . . . . . . . .
CASPT2(12,10)d 1.560 2.933 76 13.4
TS2
UB3LYP/6-31G* 1.596 2.956 64.7 9.2
MS-CASPT2(12,10)b . . . . . . . . . . . .
MS-CASPT2(12,10)f . . . . . . . . . . . .
CASPT2(12,10)d 1.632 2.922 73 13.4
aDistances are in angstrom, angles are in degree and energies are in kcal/mol. The ener-
gies of the stationary points are relative energies respect to DO.
bSingle point calculation of the CASSCF/ANO-RCC geometry. From Ref. 24.
cCalculation with the ANO-RCC basis set. From Ref. 24.
dSingle point calculation at the CASSCF(12,10)/6-31+G* geometry. From Ref. 23.
eFrom Ref. 19.
fNot reported.
located TS1 and found it to be 24.1 kcal/mol higher than the
DO minimum.
Electronic structure calculations of stationary point struc-
tures and energies for the DO → 2H2CO dissociation path-
way are summarized in Table III. The energy of TS1, the
dissociation energy, and its structure are similar for the cur-
rent UB3LYP calculations and previous CASPT2 and MS-
CASPT2 calculations. The UB3LYP and CASPT2 energies
and structures are also in overall good agreement for the
· O–CH2–CH2–O · biradical and TS2. It is noteworthy that
UB3LYP predicts the biradical to be 0.3 kcal/mol lower in en-
ergy than for TS2, while CASPT2 predicts that these species
are essentially isoenergetic. As a result of these compar-
isons, UB3LYP/6-31G* theory gives an acceptable represen-
tation of the pathway for dissociation of DO to formaldehyde.
After considering its accuracy and computational expense,
UB3LYP/6-31G* was chosen as a model for the direct dy-
namics simulations reported here.
B. Classical trajectory direct dynamics simulation
1. Integrating the classical equations of motion
Classical trajectory simulations have been widely used
to study unimolecular and intramolecular dynamics since the
early 1960s.44, 45 Important atomic-level chemical dynamics
FIG. 4. UB3LYP/6-31G* optimized structure of the two transition states
(TS1 and TS2) for dioxetane dissociation to two formaldehyde molecules.
Bond distances and dihedral angles are in units of angstroms and degrees.
information such as reaction pathways, unimolecular rate
constants,46 intramolecular vibrational energy redistribution
rates,47 etc. may be obtained from the simulations. A broadly
applicable approach for performing the simulations is to use
Born-Oppenheimer direct dynamics26, 27 for which the poten-
tial energy and its gradient, needed to solve the classical equa-
tions of motion, are obtained directly from an electronic struc-
ture theory.
Various algorithms are used to integrate the classical
equations of motion. To minimize the computational expense
of a direct dynamics simulation it is important to use the
largest integration time step as possible, while maintaining
the accuracy of the trajectory. Sympletic methods typically
give good energy conservation for long time trajectory inte-
grations with large integration time steps, since certain dy-
namical properties such as the phase-space volume are well
preserved.48 The most widely used sympletic integrators are
the fourth-order Verlet and velocity-Verlet,49 and sometimes
a sixth-order integrator for a higher stability requirement.50
At each integration step for a direct dynamics trajectory, the
molecular orbitals (MOs) obtained for the previous integra-
tion step are used to initiate the self-consistent field51 pro-
cedure for the current electronic structure calculation. These
MOs are expected to be similar to the current ones, enhancing
the efficiency of the electronic structure calculation and the
direct dynamics simulation.
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All the methods and algorithms for the classical trajec-
tory simulations reported here are compiled in the computa-
tional code VENUS.52, 53 NWCHEM54 and GAMESS55 are the
electronic structure theory codes coupled with VENUS for the
direct dynamics simulations. The integration time step is 0.3
fs and the integration method is velocity-Verlet. Each trajec-
tory was integrated for a maximum time of 4.5 ps and the
average energy fluctuation is 0.3, 0.6, and 0.7 kcal/mol for
the simulations at 300, 1000, and 1500 K, respectively. These
fluctuations are less than 1% of the total energy.
As discussed above in the Introduction, there are several
electronic states with energies similar to that for the ground
state singlet PES studied here. These effects are particularly
important for the IM1-s and TS1/TS2 regions of this PES.
Substantial care was taken to assure that the trajectories re-
mained on this PES. The S2 value was followed to assure
that it changed smoothly between values for open- and closed-
shell structures on the PES. As discussed above, energy con-
servation was carefully checked. When the trajectories were
halted, they had either correctly dissociated to 1O2 + C2H4
or 2 H2CO, or remained as DO. The wavefunctions were
checked, for the trajectories that formed DO and did not dis-
sociate to two formaldehydes, to assure the trajectories re-
mained on the ground state singlet PES.
2. Trajectory initial conditions and trajectory analyses
The simulations were performed to study the ensuing dy-
namics for trajectories initiated at TSb, which as discussed
above connects the singlet · O–O–CH2–CH2 · biradical
IM1-s with DO. This TS may be accessed by 1O2 + C2H4
collisions and by 3O2 + C2H4 collisions with a triplet/singlet
electronic non-adiabatic transition. The previous electronic
structure calculation16 for the triplet and singlet PESs found
that the triplet and singlet · O–O–CH2–CH2 · biradicals IM1
and IM1-s formed by O2 addition to C2H4 are nearly isoener-
getic. The minimum energy crossing point and crossing seam,
for 3O2 + C2H4 collisions, is in this region of the triplet and
singlet PESs and is where the triplet/singlet electronic non-
adiabatic transition for these collisions is expected to occur.
For TSb, which connects singlet · O–O–CH2–CH2 · with DO,
the triplet PES is much higher in energy than the singlet PES.
The trajectories were initiated at TSb with canonical
Boltzmann sampling. This model assumes that transition state
theory (TST) is valid for the IM1-s → DO kinetics.26 The
accuracy of TST for reactive system with electronic non-
adiabatic transitions has been considered previously.56, 57 For
the current model study of 3O2 + C2H4 → IM1 → IM1-s
→ TSb → DO three assumption are critical: i.e., recross-
ing of TSb are unimportant,58 which is supported by the di-
rect dynamics simulations reported below; triplet/singlet elec-
tronic transitions are insignificant for TSb-like structures, as
found from the previous electronic structure calculations for
the triplet and singlet PESs;16 and a Boltzmann distribution
of reactant states is maintained on the singlet PES preceding
TSb.58 This latter assumption has received considerable dis-
cussion and will only be violated if reaction is so fast that
reactant collisions cannot maintain a Boltzmann distribution
of states for the reactants.58
By initiating the trajectories at TSb, proper ZPE condi-
tions for the TS are enforced and the efficiency of the direct
dynamics simulation is enhanced. If the trajectories were ini-
tiated at IM1-s they would not have the proper ZPE conditions
as they crossed TSb and substantial integration time would be
used to propagate the motion from IM1-s to TSb. Previous
work has shown that TS sampling gives simulation results in
good agreement with experiment, if the kinetics is described
by TST.26, 59
Initial conditions are chosen at TSb for temperatures T of
300, 1000, and 1500 K. The vibrational energies for the TS
normal modes are sampled from a Boltzmann distribution at
temperature T.38 The quantum number ni in the ith mode is
sampled using the probability distribution
P (ni) = exp(−nihvi/kbTvib)[1 − exp(−hvi/kbTvib)],
(2)
for which vi is the vibrational frequency of the ith mode. The
rotational energy is chosen from a thermal distribution for a
symmetric top at certain temperature using the algorithm de-
veloped by Bunker and Goring-Simpson60 The reaction co-
ordinate translational energy was sampled so that its average
value is RT.61
The harmonic vibrator/rigid rotor model of RRKM
theory38 was used to calculate the rate constant for DO de-
composing to two formaldehyde molecules. The DO energy
E for the RRKM calculation is the average vibrational, re-
action coordinate translational, and rotational energy of TSb
plus the potential energy release in going from TSb to DO.
The former is
〈ETSb(T )〉 = 〈Evib(T )〉 + RT + 3RT/2. (3)
Both classical and quantum RRKM calculations were
performed for DO decomposition. For the classical calcula-
tion E is the sum of 〈ETSb(T)〉, Eq. (3), the ZPE of TSb, and the
classical potential energy difference between TSb and DO;
i.e., E = 〈ETSb(T)〉 + 83.8 kcal/mol. For the quantum cal-
culation E is the sum of 〈ETSb(T)〉 and the difference in the
potential energies of the ZPE levels of TSb and DO; i.e., E
= 〈ETSb(T)〉 + 44.8 kcal/mol. The classical values of E are
86.2, 101.6, and 117.0 kcal/mol, for the simulation tempera-
tures of 300, 1000, and 1500 K, respectively. The respective
quantum values of E are 47.2, 62.6, and 78.1 kcal/mol.
The RRKM rate constant k(E,J) is given by38
k(E, J ) = N ‡(E, J )/hρ(E, J ). (4)
N‡(E, J) is the sum of states for TS1, given by ∑N‡[E
− E0 − Er‡(J, K)], and ρ(E,J) is the density of states for DO,
given by
∑
ρ[E – Er(J,K)]. The summations are for K from
–J to J and Er is the rotational energy. The energy barrier for
dioxetane DO decomposition is Eo. It is the classical barrier,
20.9 kcal/mol, for the classical RRKM calculation and the dif-
ference in the potential energies of the ZPE levels of TS1 and
DO, 18.5 kcal/mol, for the quantum RRKM calculation. An-
gular momentum is conserved in going from TSb and DO, and
J is the value for the average rotational energy 3RT/2 of TSb.
The quantum number J equals 33, 60, and 73, respectively,
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for the simulations at 300, 1000, and 1500 K. The projection
of J onto the z-axis, i.e., the K quantum number, is assumed
to be a non-conserved and an active degree of freedom.38, 62, 63
This kRRKM is the microcanonical rate constant for the average
energy of the ensemble of trajectories and may be compared
with the direct dynamics trajectory rate constant for dioxe-
tane decomposition. Values of kRRKM were calculated with a
general RRKM computer program.64 The classical values are
3.0 × 1011, 6.4 × 1011, and 1.1 × 1012 s−1, for the simula-
tion temperatures of 300, 1000, and 1500 K, respectively. The
respective quantum values are 1.7 × 1011, 4.7 × 1011, and
9.5 × 1011 s−1. The small difference between the classical
and quantum rate constants is expected given the high excita-
tion energy of DO. For the high energy limit the classical and
quantum RRKM rate constants become the same.65
The trajectories initiated at TSb were integrated up to a
maximum time tmax = 4.5 ps. Only a small fraction of the ex-
cited dioxetane molecules decompose during the simulations
and the trajectory unimolecular rate constant was found from
the number of trajectories remaining at tmax. The time for the
analysis is not tmax, but tDO, where the latter is the length of
time the intramolecular vibrational dynamics of DO was fol-
lowed; i.e., see below in Sec. III B
N (tDO)/N (0) = exp(−ktDO). (5)
The total number of products formed at tmax is P(tmax)
= N(0) − N(tmax).
III. SIMULATION RESULTS
A total number of 600, 200, and 250 trajectories were
calculated at 300, 1000, and 1500 K, respectively. Since
the trajectories were propagated randomly in the directions
of the singlet · O–O–CH2–CH2 · biradical IM1-s and DO,
and the number of trajectories under study is fairly large, it
is expected that half of the trajectories should go directly to-
wards DO or IM1-s if barrier recrossing is unimportant. As
shown in Table IV, approximately 50% of the trajectories are
propagated towards both IM1-s and DO for each of the three
temperatures.
A. Barrier recrossing dynamics
Non-TST barrier recrossings often occur for chemical
reactions26, 66–68 and it is of interest to determine if these
dynamics are important for the trajectories initiated at TSb.
TABLE IV. Fractional yields of trajectories initiated at TSb.a
· C2H4–O–O · Dioxetane
Pathway Pathway
Temp (K) C2H4 + O2 Dioxetane 2 H2CO
300 0.492(0.192)b 0.505 0.003
1000 0.510(0.184) 0.475 0.015
1500 0.448(0.184) 0.468 0.084
aThe trajectories were integrated for 4.5 ps. The fractions denote the final state of the
trajectories.
bThe fraction of the trajectories which form 1O2 + C2H4 and did not form the IM1-s
intermediate is given in parentheses.
FIG. 5. Time-dependencies of the O1–C4 (red), O2–C3 (black), and O1–O2
(green) bond lengths for three representative trajectories initiated at TSb and
which recross TSb to form dioxetane (DO) after initially moving towards the
· O–O–CH2–CH2 · biradical intermediate (IM1-s). The trajectories in (a), (b),
and (c) are for T of 300, 1000, and 1500 K, respectively.
None of the trajectories initially directed towards DO re-
crossed TSb, but a small number of the trajectories initially
directed towards IM1-s underwent short-time barrier recross-
ing from IM1-s to DO; i.e. 3/298, 2/104, and 1/113 at 300,
1000, and 1500 K, respectively. Time-dependencies of the
O1–C4, O2–C3, and O1–O2 bond lengths for three representa-
tive barrier recrossing trajectories are shown in Figure 5. The
trajectory in (a) is initialized at 300 K and directed towards the
IM1-s structure. The simulation time is 900 fs. At the begin-
ning, the distance between the two radical terminals O1 and
C4 increases to form IM1-s and the trajectory is trapped in
the IM1-s minimum for about 300 fs; i.e., ∼5 times the O1–
C4 stretching vibrational period. The trajectory then crosses
TSb, undergoing ring closure and forming DO within 60 fs.
The formed O1–C4 bond is initially highly excited and en-
ergy is transferred to the O2–C3 bond in ∼ 300 fs. The O1–O2
bond remains unexcited during this trajectory. Figures 5(b)
and 5(c), for T of 1000 and 1500 K, respectively, show simi-
lar barrier recrossing dynamics as in (a), except the time the
trajectory spends in IM1-s decreases as T is increased. For
(b), as in (a), there is little excitation of the O1–O2 bond. For
(c) this bond becomes excited as DO is formed. Overall, TS1
recrossing is unimportant for this reactive system.
B. Dynamics of trajectories moving towards IM1-s
and forming 1O2+C2H4
As discussed above, a small fraction of the trajectories
initially directed towards IM1-s recross TSb and form DO.
Of interest are the dynamics of those which do not recross.
All form 1O2 + C2H4 during the 4.5 ps integration time of the
trajectories, but a large fraction do not form the · O–O–CH2–
CH2 · biradical IM1-s.
As shown in Figure 2 and Table II, for the UB3LYP/6-
31G* theory used for the simulations, the energies of TSb and
the 1O2 + C2H4 products are very similar and there is a small
∼3 kcal/mol minimum for IM1-s with respect to forming
1O2 + C2H4. The statistical model for the reaction assumes an
IM1-s intermediate is formed and then dissociates with a rate
constant given by RRKM theory.38 In contrast, the fraction
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FIG. 6. Time-dependencies of the O1–C4 (red), O2–C3 (black), and O1–O2
(green) bond lengths for two trajectories initiated at TSb and which move
directly from TSb to IM1-s: (a) a trajectory forming the · O–O–CH2–CH2 ·
biradical intermediate IM1-s before forming 1O2 + C2H4, T = 1500 K; and
(b) a trajectory directly forming 1O2 + C2H4 without first forming IM1-s,
T = 1500 K.
of the trajectories forming 1O2 + C2H4 without forming IM1-
s is 0.39, 0.36, and 0.41 for T of 300, 1000, and 1500 K, re-
spectively. Thus, the dynamics for forming 1O2 + C2H4 are
highly non-statistical and non-RRKM. Time-dependencies of
the O1–C4, O2–C3, and O1–O2 bond lengths for trajecto-
ries forming 1O2 + C2H4, with and without forming IM1-
s, are given in Figure 6. The average lifetime of the IM1-s
which are formed is 457, 214, and 164 fs for the respective
temperatures of 300, 1000, and 1500 K. For comparison, the
respective classical harmonic RRKM lifetimes are 200, 137,
and 108 fs. The quantum harmonic RRKM lifetimes are 394,
171, and 119 fs and slightly larger. The quantum RRKM life-
times are in better agreement with the trajectory lifetimes than
are the classical RRKM lifetimes, suggesting that the short-
time dynamics is vibrationally adiabatic.26
The dynamics found here, that a reactive system may
pass through or by a potential energy minimum without form-
ing an intermediate, have been found in a number of other
studies.69–72 Also, the current simulation of the atomic level
dynamics from TSb to O2 + C2H4 does not allow an elec-
tronic non-adiabatic transition from the singlet to triplet PES
and only 1O2 + C2H4 is formed, with this transition allowed
a fraction of the trajectories would form 3O2 + C2H4.
C. Dynamics of dioxetane formation and dissociation:
Comparison with RRKM theory
There is a significant difference between the dynamics
of trajectories, initiated at TSb which initially move towards
DO as compared to those which initially move towards IM1-s.
All of the former form a vibrationally excited DO molecule.
Plots of the O1–C4, O2–O3, and O1–O2 bond lengths versus
time are shown in Figure 7 for three respective trajectories
that move directly from TSb to DO; i.e., one that does not
dissociate, one that dissociates at a short time, and one that
dissociates at a longer time.
As shown in Table IV, the fraction of trajectories that
pass the dioxetane dissociation barrier (TS1) to form two
formaldehyde molecules increases from 0.33 to 8.40% as the
temperature for TSb is increased from 300 to 1500 K. Simi-
larly, the fraction of excited DO molecules which dissociate to
two formaldehyde increases from 0.59 to 15.2% with this in-
crease in temperature. These latter fractions may be inserted
FIG. 7. Time-dependencies of the O1–C4 (red), O2–C3 (black), and O1–O2
(green) bond lengths for three respective trajectories initiated at TSb and
which move directly to DO: (a) a trajectory that does not dissociate to two
H2CO molecules; (b) a trajectory that dissociates to two H2CO molecules at
short time; and (c) a trajectory that dissociates to two H2CO molecules at a
longer time.
into Eq. (5) to calculate the unimolecular rate constant for
DO dissociation versus energy and compare with the RRKM
prediction. To apply Eq. (5) to calculation the DO dissocia-
tion rate constant the time tDO, for which the intramolecular
vibrational dynamics of DO were followed, should be deter-
mined. This time is less that the maximum trajectory integra-
tion time tmax by the time t required by the trajectories to
reach the DO potential energy minimum from TSb, where the
trajectories were initiated; i.e., tDO = tmax - t. As a result of
the hyper-dimensional and complex phase space structure in
moving from TSb to DO,73–75 as well as the different initial
condition for each trajectory, the value of t is different for
each trajectory. For the simulations at 300, 1000, and 1500 K,
the respective ranges of t are 16-530, 11-318, and 12-138
fs, with average values of 44, 37, and 32 fs, respectively. Us-
ing the number of dissociations which occurred within (tmax -
t), Eq. (5), the trajectory rate constant k for dissociation of
dioxetane is 1.5 × 109, 7.0 × 109, and 3.7 × 1010 s−1 for T of
300, 1000, and 1500 K, respectively. These values are smaller
than the classical RRKM rate constant calculated from
Eq. (4) by a factor of 200, 91, and 30 for T of 300, 1000, and
1500 K, respectively. Similarly, the trajectory rate constants
are factors of 113, 67, and 26 times smaller than the quantum
RRKM values for the respective temperatures. At short times
the trajectories may retain some zero-point vibrational adia-
batic properties and it is possible that a comparison with the
quantum RRKM rate constants may be more appropriate.76
The above comparisons show that the RRKM rate con-
stants are substantially larger than those found from the tra-
jectories. The difference with the quantum RRKM rate con-
stants, which account for zero-point energy effects, is smaller,
but the difference is still significant. The RRKM rate con-
stants are calculated using harmonic frequencies for DO and
TS1, thus, some of the difference between the trajectory and
RRKM rate constants may arise from anharmonic effects.38
However, a 1-2 orders of magnitude anharmonic correction to
the RRKM rate constant would seem to be unusual.77 The ap-
parent conclusion is that RRKM theory predicts substantially
more dissociation of DO than found from the trajectories.
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FIG. 8. Plot of N(t)/N(0) versus the simulation time for the vibrational mo-
tion of dioxetane for the simulations at 1500 K. Dioxetane dissociation oc-
curs when the trajectory reaches TS1. The solid points are the results from
the simulations. The solid line is the exponential prediction of RRKM theory
with the rate constant of 3.7 × 1010 s−1 determined by the number of disso-
ciations which occurred within the integration time. The dashed line is a two
exponential fit as defined by Eq. (6).
The trajectory rate constant for DO dissociation to two
formaldehyde molecules will be much less that the RRKM
prediction if recrossing TS1, which connects DO to the
formaldehyde molecules, is important or/and if the trajecto-
ries become trapped in the phase space between TS1 and the
formaldehyde products. However, neither of these dynamical
possibilities occurred and instead each trajectory that passed
TS1 formed the formaldehyde products without any TS1
recrosssing. Thus, the non-RRKM dynamics for dioxetane
dissociation apparently arises from non-statistical intramolec-
ular vibrational dynamics within the DO phase space.
A general and important way to investigate non-RRKM
dynamics for dioxetane dissociation is to study a plot of
N(t)/N(0) versus time.78–81 There are not a sufficient num-
ber of dissociating trajectories for T of 300 and 1000 K to
make such a plot, but a meaningful plot can be made for the
1500 K simulation and the result is given by the solid points in
Figure 8. Also included in the figure is the plot for exponential
dissociation with the rate constant of 3.7 × 1010 s−1, found as
described above from the total number of DO dissociations
within the trajectory integration time. An important observa-
tion from Figure 8 is that N(t)/N(0) is highly non-exponential
and may be fit by a sum of exponentials;78–81 i.e.,
N (t)/N(0) =
n∑
i=1
fi exp(−kit). (6)
The non-exponential fit given in Figure 8 is for n = 2,
with the fitting parameters f1 = 0.110 and f2 = 0.890, with k1
= 1.17 × 1012 s−1 and k2 = 1.03 × 1010 s−1. The fit is not
improved by using three exponentials instead of two. What
is striking about the above fit is the two-orders of magnitude
difference between k1 and k2. The fraction of the distribution
dissociating with k1 is 0.11 and this rate constant is in over-
all good agreement with the respective classical and quantum
RRKM values of 1.1 × 1012 s−1 and 9.5 × 1011 s−1 given in
Sec. II B 2. Thus, the initial dissociation agrees with RRKM
theory. However, the bulk of the dissociation, 89%, has a rate
constant two orders of magnitude smaller than the RRKM
value.
Some of the non-exponential behavior of this N(t) for
1500 K may arise from, the distribution of internal energy
for DO which results from the distribution of energy for the
trajectories initiated at TSb. However, this is not a sufficient
explanation for the extensive range of rate constants in the
non-exponential fits, which is much larger than the range of
RRKM rate constants for the energies within the distribution.
The average DO energy, as given by the discussion following
Eq. (3), is a sum of the TSb ZPE, the classical potential energy
release in going from TSb to DO, and the average thermal en-
ergy of TSb, 〈ETSb(T)〉. The former two are fixed and their
sum equals 83.8 kcal/mol. The latter arises from the Boltz-
mann distribution at TSb and equals 33.3 kcal/mol at 1500
K. An indication of the variation of the RRKM rate constants
for the DO energy distribution at 1500 K is obtained by con-
sidering the RRKM rate constant for the 300 K simulations.
Here the thermal energy of TSb is only 2.4 kcal/mol and DO
is nearly monoenergtically excited. The RRKM rate constant
for the average energy of this temperature is only a factor of
four smaller than the RRKM rate constant for the average en-
ergy at 1500 K. In contrast the range of rate constants in the
non-exponential fit to the trajectory N(t)/N(0) is much larger,
covering two orders of magnitude. This fit indicates that the
initial DO dissociation is in approximate agreement with the
RRKM prediction, but at longer times the dissociation is sig-
nificantly slower than predicted by RRKM theory. Apparently
there is a bottleneck82 for intramolecular vibrational energy
redistribution47 within DO.
D. Reaction mechanism for dioxetane dissociation
The IRC potential energy curve for dioxetane dissoci-
ation is given in Figure 3. For this model the system first
reaches TS1 with an elongated O–O bond of 2.011 Å and an
O–C–C–O dihedral angle of 29.5◦; then passes the gauche
· O–CH2–CH2–O · minimum; followed by passing TS2 with
a quite elongated O–O bond of 2.956 Å, a slightly elongated
C–C bond of 1.596 Å, and an O–C–C–O dihedral angle of
64.7◦; and then forms the two formaldehyde molecules (the
geometries are those for the UB3LYP/6-31G* theory used for
the simulations, see Sec. II A). For some statistical models of
chemical kinetics,38 an intermediate is assumed to be formed
in the gauche · O–CH2–CH2–O · minimum between TS1 and
TS2, and then RRKM theory is used to calculate the proba-
bilities to recross TS1 and reform DO or cross TS2 and form
the formaldehyde products.
As discussed above, none of the trajectories recrossed
TS1 and there was no evidence for forming an intermediate
in the gauche · O–CH2–CH2–O · potential energy minimum.
In addition, the trajectories did not follow the IRC described
above when dissociating to the two formaldehyde molecules.
The ring closure reaction from TSb results in slightly
stretched/excited O–O, C–O, and C–C bonds in the dioxe-
tane molecule, with the twisting motion of the ring giving a
O–C–C–O dihedral angle less than 50◦ before dissociation
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occurs. By tracking the internal coordinates versus time for
the dissociating trajectories, the C–C bond was found to
cleave on average approximately only 20 fs after the O–O
bond cleavage. For comparison, the vibrational periods for
the O–O, C–O, and C–C stretching modes of dioxetane are
∼25-40 fs. For some of the trajectories there was simultane-
ous rupture of the O–O and C–C bonds. The O–C–C–O di-
hedral angle ranged from 10◦ to 70◦, during the dissociation,
although for most trajectories this angle remained between
30◦ and 40◦. The latter values are similar to the 29.5◦ dihedral
angle for TS1, but much smaller than the value of 64.7◦ for
TS2, indicating the changes in this angle are not substantial
in going from TS1 to TS2.
From previous work69–72 it is known that the reaction
does not need to follow the minimum energy path given by
the IRC and trajectories are not necessarily trapped in poten-
tial energy minima along this path. The dissociation of dioxe-
tane on the singlet PES to two formaldehyde molecules occurs
with these non-IRC and non-statistical dynamics.
IV. SUMMARY
The work presented here used a combination of elec-
tronic structure theory calculations and direct dynamics simu-
lations to study the formation and decomposition of dioxetane
on the ground state singlet potential energy surface. The sta-
tionary points for 1O2 + C2H4, the singlet · O–O–CH2–CH2 ·
biradical, the transition state (TS) connecting this biradi-
cal with dioxetane, and the two transition states and gauche
· O–CH2–CH2–O · biradical connecting dioxetane with the
formaldehyde product molecules are investigated at differ-
ent levels of electronic structure theory including UB3LYP,
UMP2, MRMP2, and CASSCF and a range of basis sets.
The direct dynamics are performed with the UB3LYP/6-31G*
method and envisage reaction of 3O2 + C2H4 to form the
triplet · O–O–CH2–CH2 · biradical on the ground triplet state
PES. By an intersystem crossing process this biradical forms
the singlet · O–O–CH2–CH2 · biradical on the ground state
singlet PES, which can then form dioxetane by passing a
TS. The direct dynamics trajectories are initiated at this TS
with 300, 1000, and 1500 K Boltzmann distributions of en-
ergy and are directed towards the · O–O–CH2–CH2 · biradi-
cal and dioxetane. Approximately 40% of the trajectories di-
rected towards the · O–O–CH2–CH2 · biradical went directly
from the TS to 1O2 + C2H4 without getting trapped and form-
ing an intermediate in the · O–O–CH2–CH2 · biradical poten-
tial energy minimum, a non-statistical result. The dioxetane
molecules formed dissociate to two formaldehyde molecules
with a rate constant 1-2 orders of magnitude smaller than
that given by RRKM theory. There is an apparent bottle-
neck for intramolecular vibrational vibrational energy redis-
tribution between dioxetane’s vibrational modes. The dissoci-
ation dynamics for dioxetane to the formaldehyde molecules
is direct and does not involve forming a transient intermedi-
ate in the gauche · O–CH2–CH2–O · biradical potential en-
ergy minimum on the IRC connecting dioxetane and the two
formaldehyde molecules.
Several avenues of study could be pursued in future
extensions of the work reported here. It is important to have
a deeper understanding of the nature of the intramolecular
dynamics giving rise to non-statistical unimolecular decom-
position for dioxetane. These dynamics are expected to be
robust and unaffected by non-adiabatic transitions between
the S0 ground state studied here and the S1 and T1 excited
states. These transitions are localized in the TS region for DO
→ 2H2CO dissociation and not expected to affect the S0
phase space structures giving rise to the non-statistical
dynamics. It should be noted that molozonide has a similar
near planar structure as does dioxetane and non-RRKM
dynamics were also found for molozonide dissociation.83
In future work there is an interest in investigating if there
are relationships between the non-RRKM dynamics for
dioxetane and molozonide.
The previous electronic structure calculations for the 3O2
+ C2H4 reactive system and the direct dynamics simula-
tion reported here suggest the following mechanism for 3O2
+ C2H4 → 2H2CO: i.e., 3O2 adds to the double bond of
C2H4 to form the · O–O–CH2–CH2 · triplet biradical IM1; as
a result of the high reaction barriers for IM1 on the triplet
surface, it will either dissociate back to the 3O2 + C2H4
reactants or undergo a non-adiabatic transition to form the
singlet biradical IM1-s, which can either dissociate to 1O2
+ C2H4 or form DO via TSb; and DO dissociates to two
formaldehyde molecules. Details of this mechanism may be
studied by including in the simulations non-adiabatic tran-
sitions between S0 and the S1 and T1 excited states. The
rate constant for 3O2 + C2H4 → IM1-s may then be deter-
mined. As discussed in Sec. II B 2, the accurate way to study
the IM1-s → DO transition in the simulations is to initiate
the trajectories at the connecting transition state TSb as is
done here. With electronic non-adiabatic transitions included,
the branching between 3O2 + C2H4 and 1O2 + C2H4 may
also be determined for the trajectories that move from TSb
to IM1-s. In addition, it is important to consider excited elec-
tronic states, because they are intimately involved in dioxe-
tane’s decomposition.14–17 Both singlet and triplet state prod-
ucts are formed when dioxetane decomposes. Research efforts
in all the above directions are planned.
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