






















 ISBN: 978-1-7138-1137-4 
ISSN: 1742-6588 
1st International Conference on 























Development of Engineering and Science 
Towards Revolution 4.0 
Journal of Physics: Conference Series Volume 1381 
 
Printed from e-media with permission by: 
 
Curran Associates, Inc. 
57 Morehouse Lane 


















This work is licensed under a Creative Commons Attribution 3.0 International Licence.  
Licence details: http://creativecommons.org/licenses/by/3.0/. 
 
No changes have been made to the content of these proceedings. There may be changes to pagination  
and minor adjustments for aesthetics. 
 
Printed with permission by Curran Associates, Inc. (2020) 
  
For permission requests, please contact the Institute of Physics 
at the address below. 
  
Institute of Physics 
Dirac House, Temple Back 
Bristol BS1 6BE UK 
 
 
Phone:    44 1 17 929 7481 





Additional copies of this publication are available from: 
 
Curran Associates, Inc. 
57 Morehouse Lane 
Red Hook, NY 12571 USA 
Phone:  845-758-0400 
Fax:      845-758-2633 
Email:   curran@proceedings.com 
Web:     www.proceedings.com 




CHEMISTRY, BIOLOGY, MATHEMATICS 
 
STUDY OF FASTING EFFECT IN HOLY AL-QUR'AN ON TESTOSTERONE HORMONES IN 
MICE USING ELISA METHOD ......................................................................................................................................... 1 
N Marfu'ah, N M Kusumaningtyas, A Y Damayanti, A Fadholah 
 
UTILIZATION OF SAP FROM PART OF KEPOK BANANA TREE (MUSA MCUNINATA 
BALBISIANACOLLA) WITH VARIATION OF EXTRACTION SOLUTIONS AS TEXTILE DYES ....................... 7 
W Nuriana, M Winarni, Suryono 
 
ANALYSIS OF DIFFERENTIAL CALCULUS IN ECONOMICS ................................................................................ 11 
R Marsitin 
 
GROWTH AND YIELD OF SHALLOT (ALLIUM CEPA L.) IN RESPONS OF ORGANIC 
FERTILIZERS AND TRICHODERMA ASPERELLUM ............................................................................................... 17 
Parwi, U Isnatin, M Hamawi, U Etica 
 
DROUGHT RESISTANCE SELECTION IN PONOROGO LOCAL RICE (ORYZA SATIVA L.) 
VARIETIES ......................................................................................................................................................................... 22 





DESIGNING A BUILDING AUTOMATION SYSTEM WITH OPEN PROTOCOL 
COMMUNICATION AND INTELLIGENT ELECTRONIC DEVICES ...................................................................... 30 
S. Suhanto, F Faizah, K. Kustori 
 
CLUSTER ANALYSIS OF LOMBOK ISLAND LOCAL BUFFALO (BUBALUS BUBALIS) BASED 
ON PRINCIPLE COMPONENT ANALYSIS (PCA) ....................................................................................................... 38 
A Sukri, T L Hajiriah, H Jannah, Andika, M Lukitasari 
 
TRANSACTIONAL DATABASE DESIGN INFORMATION SYSTEM WEB-BASED TRACER 
STUDY INTEGRATED TELEGRAM BOT ..................................................................................................................... 44 
S Sucipto, N C Resti, T Andriyanto, J Karaman, R S Qamaria 
 
IDENTIFICATION OF ELECTROENCEPHALOGRAPH SIGNALS USING SAMPLING 
TECHNIQUE AND K - NEAREST NEIGHBOR ............................................................................................................. 52 
H Hindarto, A Muntasa, A Efiyanti 
 
STRUCTURAL PERFORMANCE MONITORING SYSTEM USING ANDROID RVISITS FOR 
HIGH RISE BUILDING ..................................................................................................................................................... 60 
W Riyanto, D Irawan, T J W Adi, D Iranata, A Rizki Amalia 
 
STUDY OF FABRIC MOVEMENT AND INFLUENCED OF DRAPE MEASUREMENT BASED 
ON IMAGE PROCESSING USING MATLAB ................................................................................................................ 68 
D Sukendar, T Totong, V G V Putra 
 
THE DESIGN OF THE BRANTAS RIVER ECOLOGICAL MONITORING IS REAL TIME WITH 
OPENCV .............................................................................................................................................................................. 76 
R H Irawan, R A Ramadhani, R Helilintar, D Trianggoro 
 
SIMPLE REGISTRATION SOFTWARE FOR HEALTH CLINIC .............................................................................. 81 
W Kartika, F N Fauziah, N H Wijaya 
 
BODY TEMPERATURE MONITORING BASED ON TELEMEDICINE ................................................................... 88 
H R Fajrin, M R Ilahi, B S Handoko, I P Sari 
 
ANALYSIS OF BUSINESS INTELLIGENCE SYSTEM DESIGN FOR STUDENT 
PERFORMANCE MONITORING .................................................................................................................................... 96 
S Anardani, L Sofyana STT, A Maghfur 
 
THE DESIGNING OF WEBSITE-BASED LEARNING MEDIA AS AN ALTERNATIVE FOR 
ONLINE LEARNING FOR STUDENT PRACTICING AT SMKN 1 SAWOO PONOROGO ................................. 104 
Y P Yuda, M N L Azis, I D Kurniawati 
 
ANDROID RADIO STREAMING APPS FOR SONGGOLANGIT FM PONOROGO ............................................. 111 
D Muriyatmoko, N A S Asy'ari, M S Arif 
 
THE CONCEPT AND IMPLEMENTATION OF SMART ROOM USING INTERNET OF THINGS 
(IOT) FOR COST EFFICIENCY AND ROOM SECURITY ........................................................................................ 117 
R Y Endra, A Cucus, F N Affandi 
 
COMPILATION TECHNIQUE LEARNING DESIGN USING AUTOMATIC LESSIMIC 
ANALYSIS METHOD ...................................................................................................................................................... 125 
S Nita, E R N Sari, O Prismatura 
 
INDONESIAN HIGH-SPEED RAILWAY OPTIMIZATION PLANNING FOR BETTER 
DECENTRALIZED SUPPLY CHAIN IMPLEMENTATION TO SUPPORT E-LOGISTIC LAST 
MILES DISTRIBUTION .................................................................................................................................................. 136 
E B Setyawan, N Novitasari 
 
DECISION MAKING IN INVENTORY POLICY DETERMINATION FOR EACH ECHELON TO 
STABILIZE CAPSICUM FRUTESCENS PRICE AND INCREASE FARMERS SHARE VALUE 
USING DISCRETE EVENT SIMULATION .................................................................................................................. 142 
Nia Novitasari, E B Setyawan 
 
DEVELOPMENT OF THE E-GOVERNMENT EVALUATION MODEL ON CITY LEVEL 
THROUGH PATTERN SYSTEM APPROACH ............................................................................................................ 148 
A Sukma, T D Susanto 
 
DOCKING APPLICATION FOR FOOD TENACITY PROTECTION ...................................................................... 155 
B N Kholila, D N Martono, T E B Soesilo 
 
MATURITY LEVEL ENTERPRISE ACADEMIC INFORMATION SYSTEM BASED ON COBIT ..................... 162 
T Lestariningsih, Y Afandi, L D Setia, Q Qimyatuss'aadah, M E Echsony, T Prihatinta, M Taali, S Srimiatun 
 
ELAYAH: MOBILE BASED MEDIA FOR AL-QUR'AN MEMORIZATION USING TAKRAR 
METHOD ........................................................................................................................................................................... 168 
F R Pradhana, A Musthafa, T Harmini, M Dedy Setiawan 
 
IMPROVING THE EASE OF DIGITAL MARKETING LEARNING USING MOBILE LEARNING .................. 176 
A Kurnianti, M Erfiana, T W Wijaya 
 
WORK POSTURE ANALYSIS OF GAMELAN CRAFT CENTER WORKERS USING QUICK 
METHODS OF ERGONOMIC RISK ASSESSMENT .................................................................................................. 183 
R A A Rahma, I Faiz 
 
THE USE OF ISO AND COBIT FOR IT GOVERNANCE AUDIT ............................................................................. 189 
Y Aprilinda, A K Puspa, F N Affandy 
 
DEVELOPMENT OF QUR'AN MEMORIZATION LEARNING MODEL BASED ON MOBILE 
LEARNING ........................................................................................................................................................................ 195 
D Purbohadi, B RN Rahmawati, H Setiyawan 
 
A HYBRID APPROACH ON SINGLE IMAGE DEHAZING USING ADAPTIVE GAMMA 
CORRECTION .................................................................................................................................................................. 203 
O V Putra, A Musthafa, F R Pradhana 
 
USE OF SUPPORT VECTOR MACHINE TO CLASSIFY RHIZOMES BASED ON COLOR ............................... 212 
M Maimunah, E R Arumi 
 
DESIGN NON-INVASIVE OF BLOOD SUGAR DETECTOR PROTOTYPES USING CELLULAR 
TECHNOLOGY GPS-BASED ......................................................................................................................................... 217 
G Santoso, S Hani, S Kristiyana, Y A Saputra 
 
THE IMPACT OF GEOGEBRA CLASSIC APPLICATION ON LEARNING GEOMETRY ................................. 225 
D Triwahyuningtyas, S Rahayu, W D Agustin 
 
FINANCIAL FEASIBILITY ANALYSIS OF PINEAPPLE CARROT JUICE BUSINESS ...................................... 229 
M Sari, A Nurmaydha, D U M Rohmah 
 
KAHOOT ON THEMATIC LEARNING ....................................................................................................................... 238 
A R Hakim, S Rahayu, R Affida 
 
IMPLEMENTATION OF ID3 ALGORITHM CLASSIFICATION USING WEB-BASED WEKA ........................ 243 
A S Fitrani, M A Rosid, Y Findawati, Y Rahmawati, A K Anam 
 
EPILEPSI DETECTION SYSTEM BASED ON EEG RECORD USING NEURAL NETWORK 
BACKPROPAGATION METHOD ................................................................................................................................. 252 
Ade Eviyanti, Hindarto hindarto, Sumarno, Herlian Aliyasa Alamj Duddin 
 
GAME EDUCATION FOR CHILD WITH DISABLED HANDLE BASED ON MULTIMEDIA ............................ 260 
C Taurusta, A S Fitrani, M Suryawinata, R Dijaya, M W D Astutik 
 
CLASSIFICATION OF DENGUE HEMORRHAGIC DISEASE USING DECISION TREE WITH 
ID3 ALGORITHM ............................................................................................................................................................ 272 
M A Rosid, A S Fitrani, Y Findawati, S Winata, V A Firmansyah 
 
PRACTICING ENERGY SAVING HABITS OF ELEMENTARY STUDENTS THROUGH 
DEVELOPMENT OF LECTORA INSPIRE SOFTWARE BASED INSTRUCTIONAL MEDIA ........................... 279 
P Sulistyowati, D W Utomo, JR Batlolona, A Saregar, M N Hudha, A C Yusro 
 
A REVIEW ON CRYPTOGRAPHY PROTOCOL FOR SECURING DATA ............................................................ 285 
Robbi Rahim 
 
DATA SECURITY ON RFID INFORMATION USING WORD AUTO KEY ENCRYPTION 
ALGORITHM .................................................................................................................................................................... 289 
Robbi Rahim, Syamsuddin Lubis, N Nurmalini, Haida Dafitri 
 
ENHANCEMENT IDEA ALGORITHM WITH DIGITAL IMAGE AS KEY ENCRYPTION AND 
DECRYPTION .................................................................................................................................................................. 296 
Robbi Rahim, Helmy Fauzi Siregar, Delima Sitanggang 
 
ONLINE EXPERT SYSTEM FOR DIAGNOSIS PSYCHOLOGICAL DISORDERS USING CASE-
BASED REASONING METHOD .................................................................................................................................... 305 





DEVELOPMENT OF PHYSICS LEARNING E-MODULE BASED ON LOCAL CULTURE 
WISDOM IN PONTIANAK,WEST KALIMANTAN .................................................................................................... 313 





EFFECT OF MATERIALS CHARACTER ON THE DESIGN OF THE 12 SLOT 8 POLE 
GENERATORS ON POWER EFFICIENCY ................................................................................................................. 320 
A T A Salim, N Romandoni, A Aminudin, D W S Wardana, E Sudibyo 
 
PROVIDING DIFFERENT TYPE OF BRACING IN THE EXISTING BUILDING STRUCTURE 
UNDER SEISMIC LOAD ................................................................................................................................................. 325 
R K Rohman, S D Cahyono, L Fatmawati 
 
DC-DC HI-VOLTAGE CONVERTER IN APPLICATION OF MULTI-STAGE COIL GUN POWER 
CHARGER ......................................................................................................................................................................... 331 
B Winarno, R G Putra, I Yuwono, B Sumantri, A I Gunawan 
 
ECOLOGICAL FUNCTION OF GREEN OPEN SPACE AS WATER INFILTRATION: STUDY IN 
KALIJODO GREEN OPEN SPACE, NORTH JAKARTA........................................................................................... 338 
D P P Mbarep, H Herdiansyah 
 
APPLICATION OF WASTE BANK USE IN REDUCING HOUSEHOLD WASTE IN SUB-URBAN 
AREA? ................................................................................................................................................................................ 344 
S Susilowati, H Herdiansyah 
 
A NEW MODEL OF OPEN END YARN TWIST USING TORUS COORDINATE BASED ON 
DYNAMICAL MECHANICS .......................................................................................................................................... 350 
V G V Putra, S Rohmah 
 
MODELLING OF YARN COUNT AND SPEED OF DELIVERY ROLL TO YARN STRENGTH IN 
SPINNING MACHINES BASED ON ANALYTICAL MECHANICS ......................................................................... 357 
V G V Putra, R Sahroni, A Wijayono, D Kusumaatmadja 
 
SPEED CONTROL OF THREE PHASE INDUCTION MOTOR USING UNIVERSAL BRIDGE 
AND PID CONTROLLER ................................................................................................................................................ 368 
H Hartono, R I Sudjoko, P Iswahyudi 
 
MEASUREMENT OF WIDEBAND INDOOR RADIO PROPAGATION CHANNEL USING USRP .................... 376 
B.B Harianto, M. Hendrantoro, G. Ardiansyah, A. Mauludiyanto 
 
NUMERICAL ANALYSIS OF THE REYNOLDS NUMBER EFFECT ON THE AERODYNAMIC 
PERFORMANCE WING AIRFOIL EPPLER 562 WITH WINGTIP FENCE ........................................................... 385 
S Hariyadi, S Sutardi, W A Widodo, B J Pitoyo, N Pambudiyatno, I Sonhaji 
 
OPTIMIZATION OF BLADE CURVE OF PUMP AS TURBINE FOR PIKO HYDRO POWER 
PLANTS ............................................................................................................................................................................. 393 
M Mustafa, H Hantarum, S Suryono 
 
DESIGN TOOLS FOR CONTROLLINGBROWN PLANTHOPPER PESTS USING ULTRASONIC 
WAVES............................................................................................................................................................................... 400 
S N Utama, H Setyaningrum, B Sholeh, T Taufiqurrahman 
 
DISTANCE MEASUREMENT OF ESP8266 FOR CONTROL AND MONITORING IN SMART 
HOME APPLICATION .................................................................................................................................................... 407 
L Syafaah, A E Minarno, F D S Sumadi, G W Mukti 
 
DESIGN OF PORTABLE ELECTRIC HYDRAULIC JACK FOR IMPROVING THE 
PRODUCTIVITY .............................................................................................................................................................. 416 
P Rachmawati, I R Kurniawan 
 
SUPPLY CHAIN RISK ASSESSMENT OF COTTON SHIRT PRODUCTION USES THE HOUSE 
OF RISK METHOD .......................................................................................................................................................... 421 
A Nalhadi, A Kurniasari, N Djamal, S Suryani, S Supriyadi 
 
THE EFFECT OF TEMPERATURE ON MEASUREMENT ACCURACY ............................................................... 427 
H A Khoiri, W Isnaini, T A Edison 
 
PHYTOREMEDIATION AS A SUSTAINABLE WAY FOR LAND REHABILITATION OF HEAVY 
METAL CONTAMINATION .......................................................................................................................................... 434 
P Alvernia, T E B Soesilo 
 
ESTIMATED LEACHATE RATE AFFECTED BY CLIMATE CHANGE IN LANDFILL FOR 
RADIOACTIVE CONTAMINATED HAZARDOUS WASTE FROM PETROLEUM INDUSTRIES .................... 441 
C A W Dwipayana, S S Moersidik, M A Pratama 
 
ANALYSIS STUDY OF NONWOVEN PINEAPPLE LEAF FIBRE, NONWOVEN PINEAPPLE 
LAYERED DOUBLE WEAVE AND TRICOT KNITTING FABRIC AS ABSORBER MATERIAL ..................... 448 
N I Khasanah, A I Makki 
 
ACOUSTIC ABSORPTIVE PROPERTIES OF KAPOK FIBER, KAPOK FIBER LAYERED 
TRICOT FABRIC AND KAPOK FIBER LAYERED DOUBLE WEAVE FABRIC ................................................. 454 
A I Makki, E Oktariani 
 
EXPERIMENTAL STUDY ON VARIATION OF TILTED ANGLES TOWARD ACOUSTIC 
POWER OF THERMOACOUSTIC ENGINE ............................................................................................................... 459 
R A Anugrah 
 
INVESTIGATION OF RESISTIVITY FOR DELINEATION AQUIFER LAYERS AND 
SUBSURFACE STRUCTURES ....................................................................................................................................... 468 
A Jufriadi, H D Ayu 
 
REQUIREMENT ANALYSIS OF E-LIBRARY APPLICATION USING MANDATORY 
DESIRABLE INESSENTIAL (MDI) AND TECHNICAL OPERATIONAL ECONOMIC (TOE) 
METHOD ........................................................................................................................................................................... 473 





THE DEVELOPMENT OF THE PRACTICUM BASED ENVIRONMENTAL POLLUTION 
MODULE FOR GUIDED INQUIRY WHICH COLLABORATES VIDEO TO IMPROVE STUDENT 
LEARNING OUTCOMES ................................................................................................................................................ 480 
P A Nugroho, Y D Puspitasari 
 
THE SELECTION OF CALCIUM MILK PRODUCTS THAT ARE APPROPRIATE FOR 
ADVANCED AGE USING PROMETHEE II ALGORITHM ...................................................................................... 488 




Journal of Physics: Conference Series
PAPER • OPEN ACCESS
Implementation of ID3 algorithm classification
using web-based weka
To cite this article: A S Fitrani et al 2019 J. Phys.: Conf. Ser. 1381 012036
 
View the article online for updates and enhancements.
You may also like
Analysis of data mining classification by
comparison of C4.5 and ID algorithms
R. Sudrajat, I. Irianingsih and D.
Krisnawan
-
Data Mining Algorithms for a Feature-
Based Customer Review Process Model
with Engineering Informatics Approach
A K Varudharajulu and Y Ma
-
Researching on Multiple Machine Learning
for Anomaly Detection




Study of The ID3 and C4.5 Learning
Algorithms
Y. Fakir et al
-
This content was downloaded from IP address 125.164.138.214 on 30/10/2021 at 20:36
Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
Published under licence by IOP Publishing Ltd
The 1st International Conference on Engineering and Applied Science




Implementation of ID3 algorithm classification using web-
based weka 
A S Fitrani*, M A Rosid, Y Findawati, Y Rahmawati, A K Anam 
Program Studi Informatika, Universitas Muhammadiyah Sidoarjo, Jl. Raya Gelam 250 
Candi Sidoarjo, Jawa Timur, Indonesia 
 
asfjim@umsida.ac.id 
Abstract. The Bangil District Court is an IB class court that handles a large number of case 
cases. Every year more and more case cases are included in the Bangil District Court, but not all 
case cases are in a mutation status. By using classification techniques that can process large 
amounts of data to find patterns that occur in case data. Data processing is used to predict case 
minutation with the decision tree method using ID3 algorithm. Case data has 8 attributes and has 
been classified into 6 parts, namely division based on Case Type, Register, Case Classification, 
Length of Process, Public Prosecutor and Decision with a goal of Mutation Status. Weka 3.6 is 
an API that is used to build rules / rule bases. The rule that was formed was then implemented 
in the making of a case status prediction application in the web-based Bangil District Court. 
1. Introduction 
The Bangil District Court which is an IB class court that along with the increasing number of case cases 
in the Bangil District Court, the number of incoming case data automatically increases, but not all case 
cases are in a mutation status. This case data will be processed using data mining techniques that will 
generate new knowledge and information from patterns or models formed on large data.  
By using classification techniques that can process large amounts of data[1][2][3] where it will be 
explained about the model produced by the data that has a data class on case data in Pengadialan Negeri 
Bangil. Data processing is used to predict case minutation with the decision tree method using ID3 
algorithm. 
Case data taken is data from the website of the Case Search Information System (SIPP) in the Bangil 
District Court. Data will be processed using the iterative classification method dichotomiser 3 (Id3) to 
find out predictions of case mutations from 2011 to 2015 in the Bangil District Court. 
The impact of this application is that the IT Staff of the Bangil District Court is easier and more efficient 
in terms of completing the case data prediction process to find out the status of the mutation with ID3 
algorithm. 
2. Theoretical foundation 
2.1 Definition of Case Search Information System 
The Case Search Information System (SIPP) is an official web-based application made by the Supreme 
Court of the Republic of Indonesia (MARI) to support and facilitate justice seekers in monitoring the 
process of handling criminal cases[4]. 
This application is intended for administration and tracking of first-degree court case data. Case Phase, 
Case Status, Case Costs, Session Schedule, Case Statistics, and History, including information services 
contained in this application and complete information, has been recorded. 
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All information can be accessed by the general public for free and realtime. This SIPP application allows 
access to case files. The community can directly access and search for the subject matter [5] 
2.2 Definition of Data Mining 
Data Mining is a process of collecting data that is processed with various methods. Another term for
 
data mining is knowledge-discovery in a database (KDD). The purpose of data mining is to utilize data
 
and process it to get new and useful information. 
2.3 Group Data Mining 
There are several types of data mining groupings, according to [6]: 
1. Description, to describe the pattern in data. 
2. Estimates, the goal is more numerical than category, and this estimate is almost similar to
 
classification. 
3. Prediction, the result of a prediction is to show something that hasn't happened yet 
4. Classification, the purpose of this classification is categorical 
5. Clustering, clustering is more towards grouping records or cases that have similar data 
6. Association, to identify the relationship between events that occur at one time.  
2.4 Stages of Data Mining 




Figure 1. Stages of Data Mining 
1. Cleaning (Cleaning) 
2. Is the process of removing/cleaning inconsistent data. 
3. Integration (integration) 
4. Is the merging of data from various databases into one new database 
5. Selection 
6. Data selection (data selection), not all data contained in the database is used; the data taken is 
only suitable for analysis. 
7. Transformation, data will be converted into a format that is compatible with the data mining 
process. 
8. Data mining process, is the most important process in the method used to find knowledge. 
9. Evaluate patterns (pattern evaluation), Identify a unique pattern and draw it into the 
knowledge base 
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10. Presentation of knowledge (knowledge presentation), is a presentation of knowledge from the 
method used to obtain knowledge obtained by the user. 
 
2.5 Decision Tree Method 
Decision Tree is an approach that is widely used to solve clarification problems, and this method is used 
to estimate discrete values and target functions. The Decision Tree is a set of IF-THEN rules that each 
line or path is connected to the rule. In the decision, the tree can be used to map decision [7]. 
2.5.1 ID3 algorithm 
ID3 algorithm is one method in the decision tree model, where estimating the discrete value of a function 
from a decision tree produces an if-then rule so that it is easier to understand. The following is an 
example of the Iterative Dichonomiser 3 or ID3 algorithm system [8][9]. 
2.5.2 Entropy 
Entropy is a measure of data that has a measure of information theory that can determine the 
characteristics of data impurity and feature equations of members of an attribute[1][8]. To calculate the 
entropy value using the formula:  
Entropy (S) = ∑ −𝒑𝒊 𝒏𝒊=𝟏 ∗ 𝐥𝐨𝐠𝟐 𝒑𝒊                                                                                                        (1) 
 
Information: 
S: a set of cases 
n: number of S partitions 
Pi: the proportion of Si to S 
 
2.5.3 Gain 
After the entropy value is known, the next step is to find the gain value of an attribute in classifying the 
data[1][10]. 
To calculate the Gain value using the formula:  
Gain(S,A)=Entropy (S) -∑ ∗𝒏𝒊=𝟏
|𝑺𝒊|
𝑺
∗ 𝑬𝒏𝒕𝒓𝒐𝒑𝒚 (𝑺𝒊)                                                                            (2) 
Information: 
S: a set of cases 
A: Attribute 
n: number of partition attributes A 
| Si |: number of cases on a partition to i 
| S |: number of cases in S 
 
3. System Design 
The design of the application of data mining prediction on minutation cases can be divided into the 
following stages, namely: 
1. Classification Diagram 
2. Data Attributes 
3. Flowchart 
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3.1  Classification Diagram 
 




The following is a description of the flowchart classification method with algorithm ID3 to predict case 
status minutation, namely: 
 
Figure 3. Flowchart Data Training 
 
The description of figure 3 is: 
1. Enter training data 
2. Calculate the entropy and gain values 
3. Create a root node (root node) based on the highest Gain value. 
4. Calculate the Entropy value based on the attribute on the selected Gain. 
5. Calculate all entropy values until you have one answer or leaf node if you have not found one 
answer, it needs to be recalculated by choosing the largest gain value remaining. After all, are 
counted, create a branch node (internal node) based on the results of the calculation of entropy. 
6. After Gain and Entropy have calculated all, make a decision tree and Rule from the decision 
tree that has been made. 
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Figure 4. Flowchart Data Testing 
 
The information from figure 4 is: 
a. Input testing data 
b. The testing process is based on the decision tree from the training data 




Data obtained from the Bangil District Court totaled 998 case data. The data will be tested using the 
Decision Tree method with algorithm ID3 using WEKA tools and website[2]. Data collection was 
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The dataset used for the calculation process is 998 case data. The dataset is divided into two parts, 
namely training data and testing data. Training data is used to process a calculation by forming a 
classifier model. While data testing is used to measure the extent to which the classifier successfully 
classifies correctly. 
 
4.1.2 Pre Processing Data 
The 1,000 datasets, which were the initial data of this study experienced pre-processing to 998 data. 
Where the pre-processing techniques in preparing data are discarding duplicate data, discarding data 
inconsistencies, and correcting data errors. 
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The process used at this stage is to find out the results of the ID3 classification calculation on the 
Website. 
4.2.1 Website 
1. After that, take the dataset with the extension .csv / .arff 
 
Figure 5.  Display of Dataset Files 
2. Select the classify method, select the ID3 algorithm and then select the dataset and Testing data and 
then select submit 
 
 
Figure 6. Classify Display 
 
3. Wait for a while until the classification results appear  
 
Figure 7. Display of ID3 Classification Results 
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Figure 8. Display of Testing Results 
4. Display prediction menu. 
 
Figure 9. Display Prediction 
 
5. Wait for a while until the prediction results appear  
 
Figure 10. Display of Prediction Results 
4.3 Output 
4.3.1 Classification Results 
1. Predicted results on testing with a total testing data of 35% of a total dataset of 998. 
=== Predictions on test data === 
 
 inst#     actual  predicted error prediction 
     1    2:Sudah    1:Belum   +   1  
     2    1:Belum          ?       ?  
     3    2:Sudah          ?       ?  
     4    2:Sudah    2:Sudah       1  
     5    2:Sudah          ?       ?  
     6    2:Sudah    2:Sudah       1  
     7    2:Sudah    2:Sudah       1  
     8    2:Sudah    2:Sudah       1  
     9    2:Sudah    2:Sudah       1  
    10    2:Sudah    2:Sudah       1  
    ...   ...        ...       …   …   
2. Prediction results on testing with single data testing. 
=== Predictions on test data === 
 
 inst#     actual  predicted error prediction 
     1    1:Belum    2:Sudah   +   1  
4.3.2 Percentage Results 
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Percentage of processes to determine accuracy. The following are the results of the percentage test 
accuracy Table 4 : 




True % False % 
988 326 93.41 % 23 6.59 % 
 
5. Conclusion 
Based on the results of the study, it can be concluded that the algorithm ID3 can be considered to be 
used in the case data prediction process to determine the mutation status. This is supported by the results 
of testing the system using algorithm ID3 in the Bangil District Court, which has an average accuracy 
of 93.41% and has an error rate of 6.59%.  
Suggestions that can be given for this research are expected to be able to use other methods. So, can 
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