Abstract. The necessary conditions for (normal) efficient solutions to a class of multiobjective fractional variational problems (MFP) with nonlinear equality and inequality constraints are established using a parametric approach to relate efficient solutions of a fractional problem and a non-fractional problem. Based on these normal efficiency criteria a Mond-Weir type dual is formulated and appropriate duality theorems are proved assuming ( , ) b ρ -quasi-invexity of the functions involved.
INTRODUCTION
For the first results on the necessity of the optimal solutions of the variational problems we cite the Valentine's paper [17] . The papers of Mond and Hanson [9, 10] , Bector [1] , Mond, Chandra and Husain [12] , Mond and Husain [11] , Smart and Mond [16] and Preda [14] developed the duality of the scalar variational problems involving convex and generalized convex functions. Mukherjee and Purnachandra [13] , Preda and Gramatovici [15] and Mititelu [7] established weak efficiency conditions and developed different types of dualities for multiobjective variational problems generated by various types of generalized convex functions. Kim and Kim [4] used the efficiency property of the multi-objective variational problems in the duality theory. In this paper we will introduce the notion of normal efficient solution and establish the necessary conditions for the normal efficiency of Valentine's type for multiobjective variational problems. Also, we have developed a duality of Mond-Weir type for the multiobjective fractional variational problems that uses the notion of normal efficiency. There are used -quasi-invex functions. ) , ( b ρ
NOTATION AND STATEMENT OF THE PROBLEM
Let be the n-dimensional Euclidean space. Throughout the paper, the following conventions for vectors in will be adopted. ( , , , ) and ( , , , )
k g h and , , 
be the set of all the feasible solutions to (MFP).
PRELIMINARIES. THE MULTIOBJECTIVE VARIATIONAL PROBLEM
In this section we will recall some basic definitions and auxiliary results that will be needed later in our discussion of efficiency conditions and Mond-Weir duality to (MFP).
Consider the multiobjective variational problem
Minimize f t x x t f t x x t f t x x t subject to x a a x b b g t x x h t x x t I
The domain of (MP) is also D. 
.
We have Lemma 3.2 (Chankong, Haimes [2] ). 
t x x h t x x t I f t x x t f t x x t j p j i
x is (normal) optimal to this problem then, according to an Euler's theorem, there exist real scalars ji λ , 
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The first relation of (3.2) becomes (E) 
t x x t g t x x t h t x x dt
that is the first relation of (3.1). So, (3.2) take the form (3.1). 
Upon dividing the relation ( 
NECESSARY EFFICIENCY CONDITIONS FOR (MFP)
Let us now consider the problem [3] 
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. 
Then we obtain
Taking the relations (4.1) into account, Theorem 4.3 becomes: 1. for each 1, i= p we have ( ) 0, ( ) 0, .
Theorem 4.4 (The necessary efficiency conditions). Let
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MOND-WEIR DUALITY TYPE
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ρ′ -quasi-invex at y and
ρ′′ -quasi-invex at y , all with respect to η and θ .
3. According to c), we have From the second implication of (5.7) it results that ( , ) 0. b x y > Then the second implication of (5.7) shortly, becomes
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We bring in the second term of under-integral and (5.8) becomes 
