Abstract. We continue the study of multilinear operators given by products of finite vectors of Calderón-Zygmund operators. We determine the set of all r ≤ 1 for which these operators map products of Lebesgue spaces L p (R n ) into the Hardy spaces H r (R n ). At the endpoint case r = n/n + m + 1, where m is the highest vanishing moment of the multilinear operator, we prove a weak type result.
Introduction
A well known by now theorem of P.L. Lions says that the determinant of the Jacobian of a function from R n → R n maps the product of Sobolev spaces L n 1 × · · · × L n 1 into the Hardy space H 1 . Coifman, Lions, Meyer and Semmes, [CLMS] , went below H 1 by showing that for p, q > 1, the Jacobian-determinant maps L p 1 (R 2 ) × L q 1 (R 2 ) into H r (R 2 ), where r −1 = p −1 + q −1 , as long as r > 2/3. Their result can be generalized to give the n-dimensional version that the determinant of the Jacobian maps
, as long as the harmonic mean r of the p j 's is strictly greater than n/n + 1. In this work we prove a positive result in the endpoint case r = n/n + 1. We treat more general multilinear operators with vanishing integral since our methods show that this is the only assumption needed. We also study the case of multilinear operators with higher moments vanishing. The number of vanishing moments is related to the lowest r for which these operators map products of Lebesgue spaces into H r . If such an operator has all moments of order ≤ m vanishing, then it maps products of Lebesgue spaces into H r for r > n/n + m + 1. Also, a weak type estimate holds in the endpoint case r = n/n + m + 1 and no boundedness result holds for r < n/n + m + 1.
Statements of results
Throughout this article, N and K will denote fixed integers ≥ 2. We are given a matrix originally defined for smooth compactly supported functions f 1 , . . . , f K . For p ≤ 1, we denote by H p the usual real variable Hardy space as defined in [S] or [FST] , i.e. the set of all distributions f on R n for which the maximal function sup t>0 |φ t * f (x)| is in L p , where φ t (x) = 1 t n φ( x t n ) and φ is smooth, nonzero and compactly supported. We also denote by H p,∞ the weak H p as defined in [FRS] (or [FSO] in the case p = 1), i.e. the set of all f in R n for which the maximal function sup t>0 |φ t * f (x)| is in weak L p . The weak L p (quasi)norm of this maximal function is by definition the H p,∞ (quasi)norm of f . Our first result concerns the general multilinear operators L of the type above and it presents very clearly the method that will be used in this article. Note however, that there is an unpleasant restriction about the exponents that will be lifted later.
Suppose that p 1 , . . . , p K > 1 are given and let r = (p
−1 be their harmonic mean. Assume that the harmonic mean of any proper subset of the p j 's is greater than 1.
Next, we treat the case of multilinear operators with vanishing higher moments. The significance of the number of vanishing moments is that it gives the lowest r for which such operators map into H r . We also get rid of the assumption that the harmonic mean of any subset of the p j 's is always greater than 1. We are assuming however, that the K-linear operators L that have a special form.
When K = 2, we consider operators L of the general form (1.1), i.e. inner products of two vectors of Calderón-Zygmund operators. For K ≥ 3, we consider operators built inductively as follows:
We are assuming that for any j there exist Λ j i = Λ j i (f 1 , . . . , f j−1 , f j+1 , . . . , f K ) (K −1)-linear operators already defined by the induction hypothesis with the same numberof vanishing moments, such that
Condition (1.2) essentially says that the multilinear operators L look like determinants of matrices. They are built by induction starting from arbitrary bilinear operators as the ones in theorem I (when K = 2) and at each stage they look like sums of products of multilinear operators of one smaller degree multiplied by a Calderón-Zygmund operator. These sums have a certain degree of symmetry because it follows from a repeated application of (1.2) that for each j 1 , . . . , j l , there exist (K − l)-linear operators Λ j 1 ,...,j l i with the same number of vanishing moments such that
In most applications we have in mind, the multilinear operators have this form, for example determinants of matrices.
In the case of bilinear operators, K = 2, there are no additional assumptions about the operators L and this is why we state and prove this case separately. Also, this case is going to serve as the first step of an inductive argument that will be used later.
Theorem IIa.
Assume that for some m, 0 ≤ m ≤ n − 1 and for all f, g ∈ C
x α B(f, g) dx = 0 for all multiindices α with |α| ≤ m.
Suppose that p, q > 1 are arbitrary and let r = (p
Next, we generalize theorem IIa for K-linear operators of the form (1.2) and for these type of operators we don't have any additional assumption about the p j 's Theorem IIb.
Assume that for some m, 0 ≤ m ≤ n(K − 1) − 1 and for all Suppose that p 1 , . . . , p K > 1 are arbitrary and let r = ( k p
Remarks: a. The assumption m ≤ n(K − 1) − 1 is necessary in theorem II, since otherwise r = n/n + m + 1 < 1/K which would contradict that p j > 1. b. The hypothesis that the harmonic mean of any subset of the p j 's is greater than 1 seems to be necessary in conclusions 2) and 3) of theorem I. It is obviously not needed in conclusion 1) of theorem I and it is always automatically satisfied when r = 1 or when K = 2. This condition imposes an upper bound on the degree K of multilinearity of the K-linear operator L. For, let p j = p > 1 and let r < 1 be the harmonic mean of the p j 's. Then Kr = p. The assumption on the harmonic mean of any subset of the p j 's gives p/(K − 1) > 1. We conclude that K < 1/(1 − r) which is a restriction on the size of K. Note, however, that when r = 1 there is no upper bound on K nor any restriction about the exponents and our theorem implies for example, that any K-linear operator as above with mean value zero maps
The vanishing integral hypothesis for L in theorem I can be relaxed to the milder condition that for all f 1 smooth with compact support and for some f 2 , . . . , f K in the corresponding Lebesgue spaces the integrals L(f 1 , f 2 , . . . , f K ) dx vanish. Then conclusion 2) of theorem I will be that the operator g → L(g, f 2 , . . . , f K ) maps L p 1 to H r with norm no larger than a constant times the product of the L p j norms of the f j 's, j = 2, . . . , K. Conclusion 3) of theorem I will be similar.
Proof of theorem I
We fix p 1 , . . . , p K > 1 and we let r be their harmonic mean. Clearly only the case r ≤ 1 is interesting because the case r > 1 is just Hölder's inequality together with the L p boundedness of Calderón -Zygmund operators. Fix a smooth compactly supported function φ in R n , an x 0 ∈ R n and define φ t,x 0 (x) = 1 t n φ(
Without loss of generality we may assume that φ is supported in |x| ≤ 1. We need to show that sup t>0
r when r > n/n + 1 and in L r,∞ when r = n/n + 1. We also fix a smooth cutoff η(x) such that η ≡ 1 on |x| < 2 and supported in |x| < 4. We call for simplicity η 0 (x) = η(
and η 1 (x) = 1 − η 0 (x). The reader should remember the dependence of η 0 , η 1 on t. We 4
In each L u above exactly u functions among the f j 's are multiplied by η 1 and the remaining are left intact. To get this decomposition of L we expand
Note that for any fixed i, k and any x such that |x − x 0 | ≤ t we have:
where by g * (x 0 ) we denote the Hardy-Littlewood maximal function of g at the point x 0 . We also use the notation (T j i ) * for the maximal truncated operator of T j i . The term L 0 is the main term term of the decomposition and is treated last. We begin with term L 1 . We write it as
We then have:
Same reasoning as before will show that any term L 2u , u = 1, 2, 3, 4 satisfies the following estimate:
and that the measure of the set {x 0 :
. . , L K+1 in a similar way. In particular, we write term L K+1 as a sum of 2 K terms of the form A = L(g 1 , . . . , g K ) where each g j is either (η 1 f j )(x)−(η 1 f j )(x 0 ) or (η 1 f j )(x 0 ). Same reasoning as before will show that the maximal function of L K+1 satisfies
Exactly the same estimate as above holds for the maximal function of L K+1 and the weak type estimates follow from Chebychev's inequality.
We are now left with term L 0 . This is where we are going to use the assumption that L has mean value zero. We will show that for some 1 < s j < p j we have When r > n/n + 1 sup
Let's now indicate how (2.2) and (2.3) imply assertions 2) and 3) of theorem I. To get assertion 2) observe that when r > n/n + 1
where we used above that p k /s k > 1. We denote by |A| the measure of the set A. To derive conclusion 3) of theorem I , let 0 = λ/C, K+1 = 1 and 1 , . . . , K > 0 be arbitrary. It follows from (2.3) that
By the weak type (1,1) result for the Hardy-Littlewood maximal function we get that the above is bounded by C
This expression minimizes in 1 , . . . , K > 0 when all the terms that appear in the sum are equal. This happens when
for all j = 2, 3, . . . , K.
With this choice of j 's we get the weak type estimate
It remains to prove (2.2) and (2.3). We denote by T * the adjoint operator of T and by [φ t,x 0 , (T 
|f (y)| |x − y| n−1 dy and by the Hardy-Littlewood-Sobolev fractional integral theorem we get
Since L(f 1 , . . . , f K ) has integral zero for all sufficiently smooth functions f 1 , the identity
where
Apply first Hölder's inequality with exponents p 1 and p 1 = p 1 /(p 1 − 1) and then (2.4) with σ = p 1 and τ = s = (p
−1 the harmonic mean of p 2 , . . . , p K . This is where we use the assumption that s > 1. We get
This establishes (2.3). To prove (2.2) observe that the assumption r > n/n + 1 gives
Therefore for a suitable selection of s j < p j we can make the expression (
−1 equal to n −1 . Then the same argument as before will give that
The exponent of t above is zero because of the choice of the s j 's . Taking the supremum over all t > 0 we obtain (2.2). The proof of theorem I is now complete.
Proof of theorem IIa
Clearly, we only need to do the case r ≤ 1. Fix a φ and η as in Theorem I and split the bilinear operator B(f, g) as the sum of B 0 + B 11 + B 12 + B 3 where
The arguments presented in theorem I will give the required estimates for the terms B 11 , B 12 and B 3 . (Note the mean value zero assumption was only used in the treatment of term L 0 .) It remains to get the required etimates for term B 0 which is the main term of the decomposition. We have
The following lemma, whose proof we postpone until the end of this section describes the behavior of b t (y, z). in R n . Assume first that m + 1 < n.
In the case r > n/n + m + 1 select p 1 < p and q 1 < q such that 1/q 1 − 1/p 1 = (m + 1)/n. This is always possible since the expression 1/q − 1/p = 1/r − 1 is assumption strictly less than (m + 1)/n. Hölder's inequality together with the Hardy-Littlewood-Sobolev theorem on fractional integrals give that
where by χ A we denote the characteristic function of the set A. By the choice of p 1 and q 1 , the exponent of t above is equal to zero and we conclude that
In the case r = n/n + m + 1 simply repeat the argument above with p = p 1 and q = q 1 . We get
Conclusions 2) and 3) of theorem IIa follow as in theorem I. In fact (3.2) and (3.3) are repetitions of (2.2) and (2.3) in section 2. When m + 1 = n only the case r > n/n + m + 1 = 1/2 can occur. Then (3.2) follows from (3.1) directly from Hölder's inequality.
It remains to prove Lemma 1. We have that b t (y, z) = 1 t 2n b(
The estimate for b t in Lemma 1 is then equivalent to the estimate
The vanishing moments assumptions for B(f, g) are equivalent to the conditions
We can therefore write b(y, z) = η(y)η(z)d(y, z) where
It will suffice to show that for |y|, |z| ≤ 4, we have |d(y, z)| ≤ |y − z| m+1−n . Fix a smooth function ζ(σ) on R n , equal to 1 on |σ| ≤ 16 and supported in |σ| ≤ 32. Split d(y, z) = I 1 +I 2 where
Then φ(σ + y) = 0 in the integral I 2 and |σ − (z − y)| ∼ |σ|. It follows that
since |y − z| is small and m + 1 − n ≤ 0.
Finally we treat term I 1 . First fix an i and a y and let
a y is a smooth function away from zero, has compact support and behaves like |σ| m+1−n as |σ| → 0. To see this last assertion use the mean value theorem to write a y (σ) as
∂y α (ξ y,y+σ )σ α for some ξ y,y+σ between y and y + σ. It follows that
The required estimate for I 1 will then follow from the following lemma Lemma 2. Let ψ(σ) be a compactly supported smooth function except at the origin such that ψ(σ) ∼ B 0 |σ| l as |σ| → 0, for some −n < l < 0 and B 0 constant. Then for any Calderón-Zygmund operator T , there is a constant C such that the estimate |T (ψ)(w)| ≤ CB 0 |w| l holds as |w| → 0.
The following short proof of Lemma 2 was suggested to me by Peter Jones. Fix a smooth compactly supported function θ equal to 1 on half of its support so that 
Proof of theorem IIb
We will now combine some ideas from theorems I and IIa to prove theorem IIb. Again we only need to do the case r ≤ 1. Fix φ and η as before and split the K-linear operator
as in theorem I. Already the treatment of term L 1 presents some differences. First of all for a fixed j define s j by s −1
By Lemma 1 in [CG] , for any F in H p and ψ sufficiently smooth we have that | F ψ dx| ≤ F + (x 0 )N x 0 (ψ) for any x 0 where N x 0 (ψ) is the norm of ψ as defined in [CG] and
). An application of this fact with Λ j i = F gives that the maximal function of L 2 satisfies
If s j > 1, the argument in theorem I applies. Suppose then that s j ≤ 1. We can assume by induction that Λ
norm in x 0 of (4.1) is bounded by
Term L 2 can be treated similarly. A simple computation shows that the N x 0 norm of the function ψ = (T
Another application of Lemma 1 in [CG] will give that the maximal function of any term L 2u , u = 1, 2, 3, 4 satisfies the following estimate:
where 
and this estimate is the equivalent of (2.2) in theorem I. The required result follows as before.
It remains to prove Lemma 3. Note that b t (y 1 , . . . , y K ) = 1 t Kn b(
The estimate for b t in Lemma 3 is equivalent to the following estimate
The vanishing moments assumptions for L are equivalent to the conditions
We can therefore write b(y 1 , . . . ,
All we need to show is that for |y 2 |, . . . , |y K | ≤ 4, we have that |d(y 1 , . . . , y K )| ≤ since |y j − y 1 | ≤ 8 and the numbers −n + δ j (m + 1) are negative. We now treat term I 1 . First fix an i and y 1 , y 2 , . . . , y K such that y j = y 1 for j = 1 and let a y 1 (σ) = K into H r for 1 ≥ r > n/(n + 2) since it follows by induction thatH n has integral and first moments zero. (k = 1.)
It is conceivable that determinants of matrices of higher order derivatives of maps from R n to R n give rise to multilinear operators with higher moments vanishing but these cases are not investigated in this article. Examples of bilinear operators with moments of all orders vanishing in one dimension are D 1 (f, g) = f g − (Hf )(Hg) and D 2 (f, g) = f (Hg) + (Hf )g, where H is the usual Hilbert transform. D 1 and D 2 are the real and imaginary parts of holomorphic functions and their mapping properties are well understood. More generally, examples of K-linear operators with all moments vanishing are given by the real and imaginary parts of
