Abstract-Fault tolerance has been identified as key challenges in the design and operations of Wireless Sensor Network (WSNs). Failures are inevitable in wireless sensor networks due to inhospitable environment and unattended deployment. Therefore, it is necessary to detect the networks for recovery from the failure to sustain it. WSNs are self-organized using clustering algorithms to conserve energy. LEACH (Low Energy Adaptive Clustering Hierarchy) protocol is one of the significant protocols for routing in WSN. In LEACH, sensor nodes are organized in several small clusters where there are cluster heads in each cluster. These CHs gather data from their local clusters aggregate them & send them to the base station. The proposed scheme is supposed to be an efficient fault detection and recovery mechanism to make the network fault-tolerant and achieve reliability and quality of service. Performance analysis and evaluation will be made using several scenarios of wireless sensor networks.
I. INTRODUCTION
A wireless sensor network (WSN) is a wireless network consisting of spatially distributed sensors which cooperatively monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion or pollutants, at different locations. The development of wireless sensor networks was originally motivated by military applications such as battlefield surveillance. However, wireless sensor networks are now used in many civilian application areas, including environment and habitat monitoring, healthcare applications, home automation, and traffic control [1] .
The important operations in a Wireless Sensor Network are data dissemination and data gathering. Data dissemination is the process of routing data or queries throughout the network and data gathering is the collection of observed data from individual sensor node to sink. Due to the nature of these networks a sensor node may fail and hence the route between the source to sink may also fail. Hence providing for fault tolerance is an important requirement of this network.
Routing in Wireless Sensor Networks is the process of moving the sensed data from source to sink (destination). A routing protocol should ensure that the WSN can reconfigure be energy efficient and resilient to failures. So far routing in sensor networks has focused upon methods for constructing the best route, or routes, from data source to sink (destination) before sending the data.
Moreover, due to the deployment of WSNs in hostile and un-attended environments faults and failures are normal facts, therefore, fault tolerance and reliable data dissemination is also of great importance. Thus, energy-efficient and fault tolerance have been identified as one of the key challenges in the design and operations of WSNs. To address the above mentioned challenges, we proposed a Fault-Tolerant Management Architecture for WSNs that offers efficient fault detection and recovery mechanisms to make the network fault-tolerant.
II. RELATED WORK
Fault tolerance problem is a very big problem in WSN. Several works has been done on fault tolerance over many clustering algorithms. One fault tolerance approach has been discussed in [2] . Here also the research work is done on LEACH. Here fault recovery is suggested in two ways: inter-cluster recovery & intra cluster recovery.
Another research work on fault tolerance is a Dynamical Jumping Real-time Fault-tolerant Routing Protocol (DMRF) has been proposed [3] . Once node failure, network congestion or void region occurs then the transmission mode will switch to jumping transmission mode leading to reduced transmission delay and guarantees the data packet to be sent to its desired destination within the specified time limit. Each node can dynamically adjust the jumping probabilities to increase the ratio of successful data transmission by using feedback mechanism. This mechanism results in reduced effect of failure nodes, congestion and void region and reduced transmission delay, reduced number of control packets and higher ratio of successful transmission.
One more fault tolerant work is discussed in [4] . Basically, WSNs faces resource limitations, high failure rates and fault caused by wireless channels & wireless sensor nodes. It increases the reliability & robustness of the network by creating a backup path for every node on a main path of data delivery. When a node gets failure it immediately applies its backup path as the main path for data delivery of next incoming packets. This protocol reduces the number of dropped data packets and increases robustness of the entire network by maintaining the continuity of data packet transmission even in presence of faults.
III. SOURCE OF FAULT IN WSNS
Fault is any kind of defect that leads the system to failure, and failure is a situation when the system deviates from its specification and can't deliver its intended functionality [5] categorized faults into three types:
Permanent faults -These faults are continuous and stable in nature e.g. Hardware faults within a component of a sensor node. Intermittent faults -An intermittent fault has an occasional manifestation due to the unstable characteristics of the hardware, or as a consequence of software being in a particular subset of space. Transient faults -Transient faults are the result of some temporary environmental impact on otherwise correct hardware, e.g. the impact of cosmic radiation on the sensing enclosure of a sensor node. Faults in WSNs can occur for various reasons. Some of prominent sources of faults mentioned in [6] , [7] are: Node Level Faults: Nodes are fragile; they may fail due to the depletion of batteries, node's hardware/software malfunction and the external impact of harsh environmental conditions (direct contact with water causing short circuit, node crash by tree falling etc).
Network Level Faults: Instability of the link between nodes causing network partitions and dynamic changes in network topology leads to network level faults.
Sink Level Faults: Failure of the sink leads to a massive failure of the network. At the sink level, software, that store and process data are subject to bugs and can lead to loss of data within the period when fault occurs.
Faults caused by adversaries: Since WSNs are often deployed for critical application, attacks by adversaries may cause node faults and consequently, lead the network to failure.
The lack of infrastructure and broadcast nature of wireless medium enable adversaries to intrude into the network, and disrupt the whole functionality (e.g. routing, aggregation etc) of an individual sensor node [8] .
IV. FAULT MANAGEMENT IN WSNS
Fault management is a very important component of network management concerned with detecting, diagnosing, and recovering faults in the network. Proper implementation of fault management can keep the network running at an optimum level and minimize the risk of failure, consequently, make the network more fault tolerant [9] . Important functions of fault management include:
• constant monitoring of system status and usage level • general diagnostics • tracing the location of potential and actual failure • Auto-recovery and self-healing in the event of failure Fault management in WSNs can be classified according to its network management system architecture [8] : centralized, distributed or hierarchical.
Centralized Architecture: Base station or the central manager has rich and unlimited resources. Therefore, it performs complex management tasks and controls the whole network.
Distributed Architecture: Instead of having a single central controller, distributed architecture employs multiple manager stations throughout the whole network. Each manager controls a sub-region of the network and may communicate directly with other manager stations in a co-operative manner in order to perform management functions.
Hierarchical Architecture: It is a hybrid between centralized and distributed architectures. Sub-controller or managers are distributed throughout the network in a tree shape hierarchical manner, having lower and higher level of hierarchy. These managers are referred as the Intermediate managers, manage a sub-section of a network and perform the management functions, but they don't communicate directly with each other.
A. Problems and Issues
In this section, we highlighted different issues and problems existed in already proposed fault management approaches for WSNs [10] . It is clear from the literature survey that different approaches for fault management in WSNs suffer from the following problems:
• Most existing fault management solutions mainly focus on failure detection, and there is still no comprehensive solution available for fault management in WSNs from the management architecture perspective.
• Different mechanisms proposed for fault recovery [11] are not directly relevant to fault recovery in respect of the network system level management i.e. network connectivity and network coverage area etc.
• Failure recovery approaches are mainly application specific, and mainly focus on small region or individual sensor nodes thereby are not fully scalable.
• Some management frameworks require the external human manager to monitor the network management functionalities.
• Another important factor that needs to be considered is vulnerability to message loss. We therefore content that there is still a need of a new fault management scheme to address all the problems in existing fault management approaches for wireless sensor networks. We must take into account a wide variety of sensor applications with diverse needs, different sources of faults, and with various network configurations. In addition, it is also important to consider other factors i.e. mobility, scalability and timeliness.
V. BACKGROUND THEORY
Because Low-energy adaptive clustering hierarchy (LEACH) [12] is a clustering based protocol that includes the following features:
• Randomized adaptive self configuring cluster formation.
• Localized control for data transfers.
• Low energy media access and
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LEACH randomly selects a few sensor nodes as cluster heads (CHs) and rotates this role to evenly distribute the energy load among the sensors in the network. Each iteration of selection of CHs is called a round.
The operation of LEACH is split into two phases: Set up & Steady. During the setup phase, a predetermined fraction of nodes, p, elect themselves as CHs as follows. A sensor node chooses a random number, r, between 0 and 1. If this random number is less than a threshold value, T (n), the node becomes a cluster-head for the current round. The threshold T (n) is calculated as:
where P is the desired percentage of nodes which are CHs, r is the current round, and G is the set of nodes that has not been CHs in the past 1/P rounds.
During the steady state phase, data transmission takes place based on TDMA schedule and the CHs perform data aggregation/ fusion through local computation. The BS receives only aggregated data from cluster-heads, leading to energy conservation. After a certain time, the network goes back into the setup phase again and enters another round of selecting new CH. Each cluster communicates using different CDMA codes to reduce interference from nodes belonging to other clusters.
VI. PROPOSED SYSTEM
There are four phases in this scheme. They are:
In the advertising phase, the clusters are organized and CHs are selected. After selection the CHs advertise their selection to all other nodes. All nodes choose their nearest CH after receiving advertisements based on the received signal strength. The CHs then assign a TDMA schedule for their cluster members.
The second phase, data transmission phase, all subordinate nodes can begin sensing and transmitting data to the cluster-head. After receiving all the data, the cluster-head nodes aggregate it before sending it to the Base-Station (BS).
The third phase is the fault detection phase. In hostile environments, unexpected failure of CH may partition the network or degrade application performance; therefore, CH node fault detection is very important. If no response comes from CH to BS or subordinate nodes within a time interval, it flags this CH as a faulty node and disseminates this information to the rest of the network and CH fault recovery process is initiated. In the final phase, cluster head node fault recovery process starts immediately after a CH fault is detected. When a faulty CH node is identified, all the cluster members associated with it are gradually informed about the CH failure. For the CH recovery operation, the sink node chooses a new CH from the cluster members. This choice is based on each cluster member's sensor nodes residual energy. Therefore a new selected CH node has the highest energy reserves in the cluster. According to this scheme, replace the faulty cluster-head by the next highest energy node in the cluster.
VII. PROPOSED ALGORITHM

A. Fault Detection Algorithm
Step 
VIII. EXPECTED RESULTS
The proposed system enables the network to maintain maximum network connectivity and quality of service under failure conditions. Fault detection and recovery system provides in case of link or node failure. Both features save energy and prolong the network lifetime. The performance of proposed system can be analyzed using simulation tool. Compare the performance of proposed system with well-known cluster-based routing protocols.
IX. CONCLUSIONS AND FUTURE WORK
Wireless sensor network are composed of many wireless sensing devices called sensor nodes. These nodes are small in size, limited in resources and randomly deployed in harsh environment. Therefore, it is not uncommon for sensor networks to have malfunction behavior, node, and link or network failure. In this paper, we have explained about the problem of network disconnectivity due to cluster head failures in wireless sensor networks and we have tried to find a solution for that.
We have proposed a fault management mechanism for wireless sensor network to diagnose faults and perform appropriate measures to recover sensor network from failures. It maintains the connectivity of the network and the reliability of data transfer even when a node in the network runs out of energy. In future, we plan to extend our proposed design by incorporating the mobility and autonomic fault management aspect in the context of network management system. 
