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Abstract 
Requirement engineering is the cornerstone of systems engineering. Numerous large scale engineered systems face 
schedule delays, cost overruns and performance shortfalls that can be traced back to the requirements they need to 
fulfill. In fact, previous research has demonstrated strong relationship between requirements and systems affordability. 
This paper summarizes and puts into context the authors’ novel contributions in three domains of requirements 
engineering: systems theory, complexity science, and systems methodologies. The authors propose new theorems and 
their proofs on requirements affecting affordability, propose a new complexity metric at requirement stage that 
measures the complexity limit of the system at conceptual stage (even before a specific design is determined), and 
propose two methodologies to elicit excess-free requirement sets and to identify conflicting requirements more 
effectively. The paper showcases the value of structuring a research in such a manner, i.e. from theory to practice, 
enabling strengthening the bounds between theorists and practitioners. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of Stevens Institute of Technology. 
Keywords: problem complexity; systems theory; systems engineering methods; requirements engineering. 
1. Introduction 
System affordability is a growing concern in the design and development of civilian, military, and commercial 
complex engineered systems [1-3]. Schedule delays, cost overruns, and performance shortfalls are often default 
outcomes of such developments. These systems are often expected to respond to thousands of requirements. Yet, some 
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programs that were bounded by significantly smaller requirements sets, such as the B-52, have proven to be very 
successful. This research addresses the following main question: do a set of systems requirements fundamentally affect 
the affordability of the resulting expected system? In other words, does the complexity of the problem to be solved 
influence system affordability? 
An end-to-end research was defined and carried out by the authors, in the sense that underlying theoretical elements 
that relate system requirements and system affordability were investigated in order to underpin the development of 
effective methods for practitioners to reduce problem complexity. In order to achieve this, the research holistically 
addressed three areas of systems engineering: systems theory, complexity science, and systems engineering methods. 
In particular, the research aimed at fulfilling the following objectives: 
x Define aspects of a formal theory in systems engineering that enables to mathematically prove relationships 
between stakeholder needs, system requirements, solution spaces, and system affordability. 
x Define a metric that enables early assessment of expected difficulty to develop a system given a set of 
requirements, i.e., of the complexity of the problem to be solved. 
x Develop systems engineering methods that facilitate eliciting excess-free requirement sets and that enable 
identifying conflicting requirements early in the life cycle so that recovery actions can be taken with minimum 
impact. 
A number of previous publications by the authors of this paper have presented the details of individual elements of 
the aforementioned research. The objective of the present paper is to provide context to those elements. Linking theory 
and practice results in new insights that are of value for theorists and practitioners. In addition, it showcases the value 
of structuring a research in such a manner, i.e. from theory to practice.   
2. Literature review 
Literature suggests systems theorists and community of practice are profoundly decoupled [4]. In fact, 
contemporary industrial surveys inform that the community of practice continues to heavily rely on heuristics and 
rules of thumb derived from past experiences [5]. Systems engineering is, or at least should be, constructed on the 
pillars of general systems theory [6]. Under this framework, several researchers have contributed to build up a body 
of knowledge around the theoretical aspects of systems engineering [7-10]. On its vast majority, such research 
addresses the formal description of system behavior, from the interaction of their elementary parts to their behavior 
as part of a given environment. In the field of requirements, for example, existing research comprehensively addresses 
formal definitions of requirements and their flow-down and allocation to different levels of the system decomposition 
[7, 11]. However, a theory that addresses the relationships between stakeholder needs, system requirements, solution 
spaces, and system affordability is lacking. 
Complexity seems to be a limiting factor through a system’s lifecycle [12-15]. The study of complexity in academia 
has primarily addressed three development dimensions [16, 17], which seem to be correlated [16-19], which addresses 
properties of a system. In contrast, complexity is often used in an industrial context to refer to the difficulty to develop 
a system [12-15]. Yet, research has not addressed in depth how to measure the complexity imposed by a set of 
requirements beyond a correlation to project resource need based on qualitative assessments [20]. 
System requirements, as a result of an elicitation effort, may therefore influence system affordability. 
Categorization of requirements is a common practice in systems engineering to support requirement this activity in 
aiming at completeness [21]. Yet research has not addressed how different categorization methods influence system 
affordability. The majority of existing categorizations of requirements have been traditionally developed following a 
designer perspective, by thinking about what needs to be there to completely design a system, or a contractual 
perspective, by thinking about what needs to be delivered as part of the contract [7, 22-26]. The designer perspective 
facilitates a writing style that provides requirements for the design of the system and not for the system itself, thus 
limiting the solution tradespace for the system. The contractual perspective specifies how to procure the system and 
thus it changes the scope of requirements. Basically none of those classifications achieves a proper description of what 
the system is intended to do and instead they end up consistently increasing the amount of requirements without 
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satisfying any new stakeholder need. Standardization processes led to a status quo that has been simply assumed by 
the engineering community. 
In addition, the absence of conflicts between requirements or, in a different terminology, the consistency of a set 
of requirements, is therefore considered a quality of good sets of requirements extensively in existing literature [27-
30]. Conflicting requirements can be defined as those in which “the solution to one requirement prohibits 
implementing the other” [31]. Despite this criticality, the detection and elimination of conflicts “relies [almost] entirely 
on the intuition of experienced modelers” [32]. The majority of techniques and methodologies used to identify 
conflicts are based in pairwise comparisons [32-34]. However, some authors in software systems have already 
criticized pairwise comparison methods based on the fact that there may be requirements that are not conflicting 
pairwise, but are conflicting when the three are considered simultaneously [35, 36]. Unfortunately, these concerns 
persist today in the field of systems engineering. In software systems, some authors have proposed different methods, 
primarily based on the use of propositional logic, that evaluate a set of requirements as a whole [32, 37, 38]. However, 
more types of requirements need to be addressed in systems engineering, as described earlier. Software systems have 
only addressed one of them. Therefore, we can affirm that the topic of identifying conflicting requirements in systems 
engineering remains largely unexplored. 
3. Research design and methodology 
An iterative four-task research methodology was adopted, where findings from one task triggered activities in a 
previous one for refinement or to complement literature investigation: Problem Statement and Hypothesis 
Development, Concept Development, Detailed Solution and Proof of Application, and Research Validation. The 
research encompassed two major efforts that were interrelated. The first part of the research used theory building to 
create a theory for requirements engineering aiming at understanding their effects on system affordability. The theory 
was then either mathematically proved or applied to a variety of case studies to check if it matched reality. The 
selection of this research methodology was considered suitable because the proposed hypotheses in this research were 
of a general nature and not related to findings in a particular project or program. The second part of the research 
consisted in developing methods that facilitated reducing potential negative effects of some requirements engineering 
practices on system affordability. These methods were developed informed by the results of the formal theory and the 
literature review. Their effectiveness was tested by comparative analysis to current practices. Quantitative and 
qualitative research methods were used at different phases of the research effort. 
4. Contributions, Results and findings 
4.1. Systems theory 
The content of this section has been extracted from [39-41]. 
This research contributes with some aspects of a formal theory of requirements engineering that address the 
relationships between stakeholder needs, requirements, and solution spaces. Using Wymore’s System Design 
Language [7] with some modifications as formal language, which is built on set and function theory, a set of formal 
definitions was elaborated to enable rigorous mathematical developments. The proposed work in this research 
conceptually precedes Wymore’s work, thus it is consistent and compatible with his earlier constructs. Then, theorems 
and corollaries that address how stakeholder needs, requirements, solution spaces, and system affordability relate to 
each other were presented and formally proven. Finally, the theorems and corollaries informed the need to numerically 
explore specific dependencies between requirements and required design effort to find affordable solutions. 
Four theorems are considered of most relevance for the purpose of this research:  
x The amount of system requirements and the size of the solution space are negatively associated and the function 
that relates them is monotonic. 
x The amount of conflicting requirements and the size of the solution space are negatively associated and the 
function that relates them is monotonic. 
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Fig. 1. (a) research methodology; (b) research methods. 
x The size of the solution space and the difficulty to find compliant solutions are negatively associated and the 
function that relates them is monotonic. 
x The size of the solution space and the difficulty to find affordable solutions are negatively associated and the 
function that relates them is monotonic. 
The result of linking these four theorems is categorical: the more requirements that need to fulfilled, the more 
difficult is to achieve system affordability. A key aspect is that this finding does not only result from the increased 
requirements management effort, but from an actual reduction in the amount of systems that would possess such 
attribute. 
The formal mathematical prove for those theorem was found of great importance for the scientific field of systems 
engineering and its actual practice. To start with, subjective notions or heuristics can now be substituted with formal 
science, thus providing agreement across the community about how requirements and system affordability are actually 
related. In addition, and maybe even more important for practitioners, these mathematical findings enable calculating 
how adding excess requirements need to be compensated with design effort for achieving equivalent levels of 
probability of finding affordable solutions.  
4.2. Complexity science  
The content of this section have been extracted from [42-44].  
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Fig. 2. Relative increase in probability of finding an affordable solutions under different initial conditions [41]. 
     Table 1. Solution space reduction as a function of system requirements (Notional). 
Decay rate (k) Size of the solution space as a function of number of requirements (R) R = 10 R = 100 R = 500 R  = 1000 R = 5000 
-0.10 3.68299 4.54295 1.93278 3.72256 7.1282 
-1.00 4.54295 3.72256 7.1282 0 0 
 
Results from the theoretical developments led into defining the concept of problem complexity, as the difficulty to 
solve a given problem, e.g., to design a system given a set of requirements. Its importance is better understood when 
studying its effects on the overall complexity of a system. In order to achieve that, an analytical framework that enables 
comparing the effects of different types of complexity on an overall system complexity was developed. Such capability 
opens a door to a wholly new way of investigating system complexity, as the effects of different types or entities of 
complexity can be evaluated together.  
The proposed framework consists of two major elements: the complexity types or entities that contribute to the 
overall complexity and the underlying mathematical definition that adds them up together. In order to make different 
types of complexity comparable, a common complexity measure was selected: joint entropy. As a result, problem 
complexity actually sets the minimum boundary to the level of complexity that could be achieved. This has significant 
implications to system development. Basically, effectiveness of efforts to reduce system complexity through 
architectural activities or contractual negotiations will always be limited on a first instance by the set of requirements 
that need to be fulfilled. Consequently, and having into account that requirement definition usually occurs at the initial 
stages of system development, identification of requirements that significantly contribute to problem complexity is of 
capital importance to ensure limited system complexity as system development evolves. 
Using COSYSMO as a basis [20], problem complexity was defined as a function of the amount of requirements a 
system is expected to fulfill and the level of conflict between them. 
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K is a calibration factor that allows problem complexity to be adjusted to accurately reflect an organization’s business performance. The first term 
represents the size of the requirement set, i.e., how many functional requirements rf the system has to fulfill. They are weighted (a) to reflect 
inherent difficulty of requirements and adjusted for economies of scale (0 < E < 1). The last term represents complexity modifiers, which are defined 
by the amounts of conflicts (H) and their relative contribution to problem complexity (b). Their combined effect is then adjusted for economies of 
scale (0 < D < 1).  
Evolution according to economies of scale in contrast to diseconomies of scale traditionally seen in other 
complexity measures was informed by the theoretical results of the previous research step, which showed evolution 
of the solution space according to the equation of growth in general systems theory [45]. 
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Heuristics to identify conflicting requirements were defined by a combination of literature review and interviews 
with thirteen subject matter experts. Questions were aimed at eliciting experiences instead of at seeking agreement 
with propositions. Such open ended questions were considered more effective because they did not impose significant 
biases.  
x A conflict may exist when two or more requirements oblige the system to operate in two or more phases of 
matter.  
x A conflict may exist when two or more requirements oblige the system to compete for the same resource.  
x A conflict may exist when two or more requirements oblige the system to satisfy opposing directions in laws of 
physics. 
x A conflict may exist when two or more requirements oblige the system to satisfy logical contradictions.  
x A conflict may exist when two or more requirements oblige the system to satisfy opposing directions in laws of 
society.  
The proposed metric was calibrated with a regression factor higher than 58% by five subject matter experts that 
assessed estimated effort to develop various system variants that had embedded conflicts they were not informed of. 
All calibration activities showed economies of scales with respect to the amount of functional requirements to be 
fulfilled and the amount of existing conflicting requirements. This result was in line with previous theoretical 
developments and propositions in this research. Consequently, such a closed loop provided a good indication on the 
suitability of the proposed metric. Finally, most of the coefficients remained highly consistent throughout all 
calibration attempts, except for the calibration factor. Therefore, this was also seen as indicative of suitability of the 
proposed metric. 
4.3. Systems engineering methods 
Literature review and the proposed problem complexity metric informed us for the need for two problem 
complexity reduction methods: a method that facilitates eliciting less excess requirements and a method that facilitates 
effective identification of conflicting requirements before initiating architectural and design activities. 
 
A. Eliciting less constraints 
The content of this section has been extracted from [46, 47]. 
The present research proposed a system-centric categorization of requirements based on the concept of partition in 
set theory that achieves several objectives: (1) completely define a system, (2) identify requirements that are not 
applicable to the system, and (3) identify constraints that do not support satisfaction of stakeholder needs. The method 
is inspired by Max-Neef’s classification of human needs [48] as a model to categorize requirements: 
x Functional requirements (Do): what the system does in essence, or in other words what it accepts and what it 
delivers.  
x Performance requirements (Being): how well the system does it, which includes performance related to functions 
the system performs or characteristics of the system on its own, such as –ilities.  
x Resource requirements (Have): what the system uses to transform what it accepts in what it delivers.  
x Interaction requirements (Interact): where the system does it, which includes any type of operation during its 
life-cycle.  
Effectiveness of the proposed method to elicit less excess requirements was tested in a factorial experiment with 
practicing systems engineers. Both groups were tasked to write sets of requirements that satisfy the given sets of need, 
one set of requirements for each problem statement. The control group was tasked to use the categorization method 
used in the European space industry [23]. The experiment group was tasked to use the categorization method proposed 
in this research. Inferential statistics were used to support hypotheses validation.  
24 subjects participated in the experiment. The non-parametric Mann-Whitney U test was employed. A significance 
of α= 0.05 and confidence level of 95% were set. When null hypotheses were rejected, medians were used to determine 
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the direction of the difference between both groups. Results showed that the experiment group performed significantly 
better than the control group in terms of eliciting less excess requirements. Furthermore, results indicated that the 
proposed categorization method does not negatively affect completeness of the requirement set. Finally, additional 
correlation analyses indicated that uncontrolled dependent variables were not factors in the result. The test achieved a 
statistical power higher than 97%, thus providing high level of confidence on the results. Consequently, the results of 
the factorial experiment proved that the proposed requirements categorization method significantly improves 
effectiveness in not eliciting excess requirements with respect to existing ones, while maintaining a similar level of 
completeness. 
     Table 2. Experiment results [47]. 
Measure of effectiveness Significance Decision Control group 
Test 
group 
Test group 
(full) 
Better 
performer 
1H0. Both groups elicit the same 
amount of constraints 
Mean 0.001 Reject 27% 4% 2% Test group 
Median 26% 5% 0% Test group 
2H0. Both groups elicit the same 
amount of inapplicable requirements 
Mean 0.025 Reject 16% 5%  Test group 
Median 18% 1%  Test group 
3H0. Both groups elicit the same 
amount of net requirements 
Mean 0.804 Fail to 
reject 
25 29  Equivalent 
 
B. Conflicting requirements identification methods 
The content of this section has been extracted from [49, 50]. 
The proposed method to identify conflicting requirements, the Tension Matrix, is built on three pillars: (1) 
Heuristics to identify conflicting heuristics, aiming at reducing completeness uncertainty, (2) Targeted modeling, and 
(3) Elemental decomposition, a concept that proposes that the effect of every requirement on the system, or the effect 
of a system in fulfilling a requirement can be decomposed in a set of elemental attributes that can be linked together 
through simple relational models. The matrix is formed by combining the proposed categorization method in [46] and 
the set of heuristics defined in [44]. Examples of elemental attributes for laws of physics could include temperature, 
power dissipation, velocity, or mass. Examples of elemental attributes for laws of society could include freedom, 
selfishness, selflessness, or God’s mandates. These sets are not fixed and should be tailored according to the nature of 
the requirement set and the system of interest. 
     Table 3. Schematic view of the proposed Tension Matrix [50]. 
Reqs. Resources Phases of matter 
Elemental decomposition 
Laws of physics Laws of society Logical 
r7 r8 r9 S L G V T P v L1 L2 L3 
F 
r1 X            ↑  
r2  X       ↑   ↓  
r3  X            
P 
r4        ↓       
r5 X        ↑  ↓ ↑   
r6   X       ↑     
R 
r7               
r8        ↓       
r9               
I 
r10    X           
r11      X  ↓     ↓  
r12     X          
Legend: F, functional requirements; P, performance requirements; R, resource requirements; I, interaction requirements; S, solid; L, liquid; G, 
gas; V: vacuum; T, temperature; P: power; v, velocity; L1, L2, L3, notional laws. 
 
Effectiveness of the method was validated with a case study on which a combination of retrospective assessment 
with a prospective analysis was employed [51]. The case study used the FireSat satellite as basis [52]. Existence of 
conflicting requirements was determined by populating a solution space with potential satellites that could satisfy 
those requirements. The satellite model was built on the basis of publicly available satellite cost models [52]. Changes 
28   Alejandro Salado and Roshanak Nilchiani /  Procedia Computer Science  44 ( 2015 )  21 – 30 
in sizes of the solution spaces due to requirements removal, as well as their effect on the location of the Pareto front, 
dictated the actual level of conflicts between them. Two methods were employed to identify conflicting requirements. 
The first method, which reflects industry practice, employed a simple prioritization model that assigned difficulty 
levels to the different requirements. Heritage data or simple analyses were used as basis to assign the different levels. 
The second method was the proposed conflicting requirements identification method, which employed the proposed 
Problem Complexity metric as a performance indicator for identifying driving conflicts. Comparative analysis was 
performed between the two methods. The first tradespace reflects the solutions that fulfill the original set of 
requirements, after relaxation suggested with Benchmark (blue points and dotted line). The second tradespace reflects 
the solutions that fulfill the requirements after the conflicts identified with the tension matrix were removed (red and 
blue points and solid line). The results confirmed the proposed Tension Matrix and the concept of elemental 
decomposition provide higher levels of effectiveness to identify conflicting requirements before initiating architectural 
or design activities. 
 
Fig. 3. Effect of removing conflicting requirements in the Pareto front [50]. 
5. Discussion and conclusions 
5.1. Strengths of the research 
The uniqueness of this research lays on the definition of the solution space as a driver for system affordability 
instead of on its actual exploration. The present research closes the loop between stakeholder needs, system 
requirements, solution spaces, and system affordability. In addition, it provides an end-to-end contribution, in the 
sense that it begins with a theoretical development, which results in a system metric, and which informs the 
development of two actual and tested methods to influence such a metric. Therefore, the research has contributed to 
both the body of knowledge of systems engineering and to its practice. The proposed methods are in fact readily usable 
by the practicing community. Furthermore, the results of the present research have been generalized to discrete 
requirements, fuzzy requirements, and continuous requirements or value functions. 
5.2. Limitations 
The results of the research summarized in this paper are bounded by the following major limitations: 
x The aspects of a mathematical theory of requirements engineering have been validated for discrete open systems. 
x Some aspects of the mathematical theory of requirements engineering are bounded to finite sets of systems, 
where compliant and affordable solutions are uniformly distributed. 
x Since it is impossible to formally demonstrate completeness of a set of requirements, validation of the 
requirements categorization method only provides indications on whether completeness is negatively affected or 
not. 
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x Results of the effectiveness to elicit constraints of the proposed categorization method primarily address the 
space industry. 
x Calibration of problem complexity has been performed against a set of subjective difficulty assessments. 
5.3. Implications for practice and research 
This research contributes to the body of knowledge of systems engineering and to its state of the art in three areas: 
systems theory, complexity science, and systems engineering methods. 
First, a set of definitions, theorems, and corollaries formally proves how stakeholder needs, system requirements, 
solution spaces, and system affordability are related. As a result, several heuristics, opinions, or engineering feelings 
that are widely spread in the systems engineering community, have been mathematically proven in this research 
enabling them to become laws of systems engineering. In addition, the mathematical formulations have enabled 
exploring the amount of rework cycles that are needed to compensate for adding unnecessary requirements to a 
requirement set for achieving similar levels of probability of finding affordable solutions. This work extends previous 
work by Wayne Wymore. In addition, it puts emphasis on the practical implications of each definition, theorem, and 
corollary to serve as a bridge between theorists and practitioners.  
Second, the concept of problem complexity and an analytical framework to sum up different types of complexities 
have been developed. Problem complexity measures the level of difficulty to develop a system as a function of the set 
of requirements it is expected to fulfill. This metric enables anticipating expected development complexity of a system 
before initiating architectural or design activities. In addition, the analytical framework for joining different types of 
complexities mathematically proves that a set of requirements imposes the lowest limit of complexity a system can 
achieve before its development. Therefore, the metric enables sensitivity analysis on each requirement, which 
facilitates unprecedented effective requirement negotiation before committing to particular features, performances, or 
design options, without requiring effort investment on architecture and design. The proposed problem complexity 
metric has been tested against different system variants and calibrated with subject matter experts. 
Third, two methods to reduce problem complexity during requirements elicitation have been developed. The first 
method, inspired in Max-Neef’s model of human needs, facilitates the identification of constraints that limit the 
solution space without supporting the satisfaction of new needs. A test field with practitioners has proven that the 
method reduces excess requirements in the form of constraints from 26% to 0% (medians). The second method, based 
on the concept of elementary decomposition, facilitates the identification of conflicting requirements and enables 
challenging decisions at higher levels of the architecture for conflict removal. Its effectiveness has been demonstrated 
by comparing how tradespaces and Pareto fronts change after removing conflicting requirements with respect to an 
industry benchmark. 
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