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We study crystalline driven curvature ﬂow with spatially nonuni-
form driving force term. We assume special monotonicity proper-
ties of the driving term, which are motivated by our previous work
on Berg’s effect. We consider special initial data which we call
‘bent rectangles.’ We prove existence of solutions for a generic
forcing term as well as generic subclass of bent rectangles. We
show the initially ﬂat facets may begin to bend, provided, loosely
speaking, they are too large. Moreover, depending on the initial
conﬁguration we notice instantaneous loss of regularity of the
moving curve.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In our previous paper [14] we initiated studies of evolution of special Lipschitz curves, which
we called bent rectangles (see next section for the deﬁnition) by the driven singular weighted mean
curvature,
βV = κγ + σ on Γ (t). (1.1)
Let us explain the rational for considering evolution of such curves. Many authors in the physical
literature consider circular cylinders as an approximation to hexagonal prisms, which are the shapes
of ice crystals. We also studied this topic in a series of papers, see [10–13], where we adopted the
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happens when the interface loses stability, i.e., it begins to bend. We expect that the cross-section of
our deforming interface after the onset of instability is just a bent rectangle.
We deﬁned in [14] the crucial notions and proved local in time existence for a restricted class of
data. By data, we mean the curve itself as well as the driving force σ . Here, we permit a generic
driving σ , conforming to the Berg’s effect and symmetry conditions, i.e. for all t  0
xi
∂σ
∂xi
(t, x1, x2) > 0, for xi = 0, i = 1,2, (1.2)
and
σ(t, x1, x2) = σ(t,−x1, x2), σ (t, x1, x2) = σ(t, x1,−x2). (1.3)
Our assumptions on σ are generic, in the sense that any σ , satisfying the symmetries above and
(1.2) after a small perturbation (in the C1-topology), not only conforms to the same restrictions but
also fulﬁlls the hypothesis of our Theorem 1.1 below. We exclude, however, one type of initial curves,
because our methods are not applicable. We shall comment on that after Proposition 3.4.
On the way we discover new phenomena, they may be most easily explained in the terms of
smoothness. We have already seen that the interfacial point, separating the ﬂat part of Γ (t) from its
curved part, is the point where the solution may lose differentiability. To be precise we have seen in
[14] that if the velocity of the interfacial point is not zero, then Γ (t) is as smooth as the data Γ0.
On the other hand if this interfacial point is motionless, then this is the point of non-differentiability
of Γ (t) for t > 0, no matter how smooth the data were. This event of loss of differentiability was
observed for the only type of interfacial curve considered in [14], which we call tangency curves, see
Deﬁnition 3.1(a).
This phenomenon is recorded to hold for the remaining type of the interfacial curve, which we
discovered here. We call them matching curves, see Deﬁnition 3.1(b). We show below that Γ (t) is
never differentiable at the matching curves, no matter how smooth Γ0 is. This is presented in our
existence result, Theorem 3.5. In other words, we exhibit an example of a parabolic equation, whose
solutions suffer from a loss of regularity. This phenomenon is also observed if the parabolic equation
degenerates in some directions, see [5,15].
We have seen that for a convenient choice of β Eq. (1.1) reduces to a system of ODEs, see (2.7)
below. The resulting system of ODEs is closed if it is supplied with the evolution of the interfacial
points, separating ﬂat facets and the curved part of Γ (t). In [14] we were able to close the system
but for a restricted class of σ , satisfying what we called a working hypothesis [14, Eq. (3.12)]. The
interfacial points moved along tangency curves. In the generic case the interfacial points move also
along another type of curves called here matching curves.
One of our main results is Theorem 1.1 exhibiting existence of solutions to (1.1) for special Lipschitz
curves called bent rectangles, which are deﬁned in the next section. In order to state Theorem 1.1, we
need quantities ΣΛ0 , Σ
Λ
1 , Σ
R
0 , Σ
R
1 . They are deﬁned by formulas (3.14), (3.26) and (3.41). Then, we
can state the main existence result as follows.
Theorem 1.1. Let us suppose that σ is of class C1 on [0, T∗) ×R2 , it satisﬁes (1.2) as well as (1.3), β is given
by (2.7) and γ is deﬁned by the formula below,
γ (p1, p2) = γΛ|p1| + γT |p2|. (1.4)
If the initial curve Γ0 is a bent rectangle (possibly a rectangle) deﬁned by (BR) below, l00 < l10 and none of the
quantities ΣΛ0 , Σ
Λ
1 , Σ
R
0 , Σ
R
1 is zero, then there exists a unique local-in-time variational solution to (1.1) on a
time interval [0, T ), 0< T  T∗ .
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In fact, the inequality l00 < l10 is a technical restrictions. These two quantities are introduced at
the beginning of Section 3.
We have to explain the appearance of Σ ij , i = Λ, R , j = 0,1. Roughly speaking, ΣΛ0 > 0 (respec-
tively, ΣΛ0 < 0) forces the ﬂat portion (facet), which crosses the x1-axis to expand (respectively, to
shrink). One suﬃcient condition for ΣΛ0 > 0 is that
∂2σ
∂x1∂x2
< 0 for σ independent of time. In this case,
at the end of a ﬂat facet the tangency condition fails for t > 0 and its motion is a matching curve.
Theorem 1.1 is proved in Section 3. It is the content of Theorem 3.7, which speciﬁes what exactly
happens according to the signs of Σki , i = 0,1, k = Λ, R .
Another principal result is Theorem 3.8 about bending of initially ﬂat facets. It is much more
general than similar result [14, Theorem 3.1]. Once we understood the evolution of bent rectangles,
this result seems easier, because the structure of Γ (t), t ∈ (0, T ), is more transparent in the general
case. The proof is given is Section 3.2. Finally, we present a few examples in Section 3.3.
In Section 4, we show uniqueness of our solutions. This result is based on the monotonicity argu-
ment presented in the proof of [14, Theorem 3.2]. We adapt it here to handle the new phenomenon.
It is important to study stability or continuous dependence of solutions upon initial data and the
driving force σ . Once this is proved, we would be able to show the strong containment principle as
in [7]. But we do not touch this topic here.
2. Setting up the problem
Here, we recall the notions we used in [14]. We consider evolution of bent rectangles, as deﬁned
in [14]. The case of graphs is simpler and may be easily derived from the present one, thus it is
omitted here.
After some slight improvement in comparison with the original deﬁnition (see [14, §3.1]), we shall
call a Lipschitz closed curve Γ a bent rectangle (see Fig. 1), if the following conditions are satisﬁed:
There exist even, Lipschitz continuous functions dR ,dΛ : R→ R+ , which are non-decreasing for
positive arguments and there are positive numbers L1, R1 such that
dΛ(L1) = R1, dR(R1) = L1.
In addition dΛ is constant in a neighborhood of zero and L1 (respectively, dR is constant in a
neighborhood of zero and R1), furthermore
(BR) Γ = ∂{(x1, x2): |x1| dΛ(x2), |x2| dR(x1)}.
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S±Λ =
{
(x1, x2) ∈ Γ : x1 = ±dΛ(x2), x2 ∈ [−L1, L1]
}
,
S±R =
{
(x1, x2) ∈ Γ : x2 = ±dR(x1), x1 ∈ [−R1, R1]
}
we notice that the graphs of ±dΛ , ±dR make up the whole Γ (t), i.e.
Γ = S−R ∪ S+R ∪ S−Λ ∪ S+Λ.
We will collectively write SR for S
±
R and SΛ for S
±
Λ . We will call them sides of Γ (t). Vertexes of Γ
are the intersections S±R ∩ S±Λ . Moreover, the sides meet at vertexes at the right angle.
We will denote by n the outer normal to Γ and more speciﬁcally
nΛ = (1,0)
(
resp. nR = (0,1)
)
are normals to the faceted regions of SΛ (resp. SR ). A rigorous deﬁnition of the notion of faceted
regions is given later just before formula (2.8) in this section.
The curvature, κγ , appearing in (1.1) is deﬁned by
κγ = −divS
(∇ξ γ (ξ)|ξ=n),
where n is the outer normal to Γ and γ is a surface energy function. In our case vector n is deﬁned
only H1-a.e. The physical examples we have in mind, see [10], give us the motivation to consider
γ (p1, p2) = γΛ|p1| + γT |p2|. (2.1)
We notice that the ﬂat parts with normals belonging to the set of normals of the Wulff shape Wγ
are energetically preferred. For the sake of completeness, we recall the deﬁnition of Wγ
Wγ =
⋂
|m|=1
{
x ∈R2: m · x γ (m)}
and the surface energy, E(S),
E(S) =
∫
S
γ (n)dH1.
In our problem Wγ is a rectangle of the following form,
Wγ =
{
x = (x1, x2) ∈R2: |x1| γ (nΛ), |x2| γ (nR)
}
.
It is a well-known fact that Wγ minimizes E under the volume constraint. Now, the fundamental
problem is apparent: ∇γ (n) is not deﬁned on bent rectangles on sets of positive H1-measure. In the
case of the rectangle with its side parallel to the sides of Wγ , the situation is even worse, because
∇γ (n) is nowhere deﬁned.
In order to resolve this issue we apply a variational principle, which we used in [14]. A similar
approach was implemented by the Italian school [1–3], reﬂecting the idea of [4]. Namely, we replace
the gradient ∇γ by the subdifferential ∂γ . This is justiﬁed by convexity of γ . Since in general ∂γ
is not a singleton, this leaves us with a necessity to select the proper Cahn–Hoffman vector ﬁeld
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there, while it is not trivial on ﬂat facets.
We impose quite natural constraints on ξ , see [14],
divS ξ ∈ L2(S).
This implies that ξ · ν has a trace, where ν ∈ TxSi is a normal vector to Si , i = R , Λ. If we combine it
with
∂γ (nR) ∩ ∂γ (nΛ) = {p},
then we see that ξ satisﬁes a boundary condition
ξ |vertex = p.
The necessity of selecting ξ implies that in order to deﬁne a solution to (1.1), we need to specify not
only a curve Γ (t) but also ξ(t, ·). After [14], we recall the notion of solution. Namely, we call by a
solution to (1.1) a family of couples (Γ (t), ξ(t)), t ∈ [0, T ), such that for some T > 0, the following
conditions are satisﬁed:
(a) For each t ∈ [0, T ) the curve Γ (t) is a bent rectangle and dΛ, dR are continuous functions of
its arguments, for each x, d j(·, x), j = Λ, R , are Lipschitz continuous and for each t ∈ [0, T ) the
functions d j(t, ·), j = Λ, R , are Lipschitz continuous;
(b) ξ : ⋃t∈[0,T ){t} × Γ (t) → R2 is at each time instant a Cahn–Hoffman vector. If M :=
supt∈[0,T )max{L1(t), R1(t)} + 1, and if for j = Λ, R we set
ξ˜ R(t, x) =
⎧⎪⎨
⎪⎩
(−γ (nΛ),γ (nR)), x ∈ [−M,−R(t)],
ξ(t, (x,dR(t, x))), x ∈ [−R(t), R(t)],
(γ (nΛ),γ (nR)), x ∈ [R(t),M],
ξ˜Λ(t, x) =
⎧⎪⎨
⎪⎩
(−γ (nΛ),−γ (nR)), x ∈ [−M,−L(t)],
ξ(t, (dΛ(t, x), x)), x ∈ [−L(t), L(t)],
(−γ (nΛ),γ (nR)), x ∈ [L(t),M],
(2.2)
then we assume that t 	→ ξ˜ j(t, ·) ∈ L∞(0, T ; L2(−M,M)), j = Λ, R;
(c) Eq. (1.1) is satisﬁed in the L2 sense for a.e. t  0.
A remark on the argument of ξ is in order. In principle the Cahn–Hoffman vector depends upon
time t and (x1, x2) ∈ Γ (t). However, we shall frequently suppress t and write ξ(x) when the meaning
of the second spacial argument is clear from the context, e.g. on the sides.
We also distinguished variational solutions based on a speciﬁc way to select ξ . In order to deﬁne
them, we introduce two convenient energy functionals,
E j(ξ) = 12
∫
S j
|σ − divS ξ |2 dH1, j = R,Λ. (2.3)
Their natural domains of deﬁnition are the sets of Cahn–Hoffman vectors, satisfying all the above
constraints,
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{
ξ ∈ L∞(SΛ): ξ(x) ∈ ∂γ
(
n(x)
)
, divS ξ ∈ L2(SΛ), (2.5) holds
}
,
DR =
{
ξ ∈ L∞(SR): ξ(x) ∈ ∂γ
(
n(x)
)
, divS ξ ∈ L2(SR), (2.5) holds
}
, (2.4)
where
ξ(±R1,±L1) ∈ ∂γ (±nΛ)∩ ∂γ (±nR ). (2.5)
We recall that {(Γ (t), ξ(t))}, t ∈ [0, T ), a solution to (1.1), is called a variational, if in addition for
each t ∈ [0, T ) the vector ﬁeld ξ |S j (t) ∈ L2(S j) is a solution to
E j(ξ) = min
{E j(ζ ): ζ ∈D j}, j = R,Λ. (2.6)
It is worthwhile to remark that a minimizer is essentially unique. Indeed, since the problem is convex,
we at least observe that the surface divergence divS ξ of a minimizer is unique. But in our one-
dimensional setting it turns out that ξ itself must be unique as well.
The rationale for this deﬁnition is that Eq. (1.1) is the Euler–Lagrange equation of ER on SR (resp.
EΛ on SΛ) on its ﬂat parts, i.e., pre-images of faceted regions, see below in this section for a precise
deﬁnition. This deﬁnition is in line with the notion of solution, we used earlier, see [6,8,12–14] and
by the Italian school [1–3].
We have to recall another assumption, we made in [14, (1.5)], which simpliﬁed the analysis, i.e.,
β(n1,n2) = 1
max(|n1|, |n2|) , (2.7)
where n21 + n22 = 1.
In order to deal with different parts of Γ , we introduced in [14] a number of auxiliary notions.
Here is the ﬁrst one. Let us consider an open line segment I in the plane, i.e. I = (a,b) ≡ {x = at +
b(1 − t), t ∈ (0,1)}, where a,b ∈ R2. We shall say that I ⊂ Γ , having a normal equal to nΛ or nR , is
a faceted region of Γ if it is maximal (with respect to inclusion) and it satisﬁes
(σ − divS ξ)|I = const., (2.8)
where ξ is a solution to (2.6).
However, S±Λ(t) and S
±
R (t) are graphs, e.g. S
+
R is the image of segment [−R(t), R(t)] under the
function
x 	→ (x,dR(t, x))=: d˜R(t, x). (2.9)
Frequently it is more convenient to work with the inverse image of a faceted region I , (α,β) = d˜−1(I).
We stress that this deﬁnition permits S±j (t), j = R,Λ, being a line segment which has more than one
faceted region.
In order to make the presentation more clear we propose to use the notion of a curved part of side
to denote the (relative) interior of the subset of Γ , where normal n is such that ∂γ (n) is a singleton.
In particular, it may happen that a line segment of Γ will be called a curved part if its normal is
different from nR , nΛ .
Before proceeding, we mention that in principle it is possible to consider a more direct approach
to deﬁning the weighted mean curvature for singular γ . We have in mind the results of [4,9] and
independent and quite different ones in a recent paper [16], which is however restricted to one di-
mension.
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Here, we continue the studies which we initiated in [14]. There, we considered two cases: (a) evo-
lution of a graph under (1.1) for driving terms independent of time and (b) evolution of a bent
rectangle for a special time dependent σ .
Case (a) was much simpler and it helped to develop the notions needed for the analysis of (b). In
the case (b), we studied evolution of bent rectangles, which are not rectangles. Moreover, we could
also analyze the case of rectangles, as initial data, if σ satisﬁed the so-called working hypothesis [14,
Eq. (3.12)]. Here, we remove this restriction on the driving term.
We consider only the evolution of (bent) rectangles, the evolution of graphs is easier and may be
easily deduced from our analysis. In order to make the presentation more transparent, we consider
separately the cases of evolution of bent rectangles and the process of facet bending of rectangles.
We will present it in Sections 3.1 and 3.2, respectively.
We want to write (1.1) in the local coordinate system with the help of functions d j , j = Λ, R . We
will recall the basic steps from [14], but we carefully explain the ﬁnal form of equations because,
contrary to what we did in [14], we do not want to impose any extra assumptions on solutions to
(2.6). We do, however assume that (Γ, ξ) is a variational solution to (1.1), such that each side S j has
exactly three faceted regions, their pre-images are
(−L1,−l1), (−l0, l0), (l1, L1), (−R1,−r1), (−r0, r0), (r1, R1).
Moreover, the functions dΛ|[0,L1] , dR |[0,R1] are increasing.
We recall sets which are useful in the process of writing the equation in the local coordinates,
EΛZ (t) =
{
x ∈ (−l1,−l0) ∪ (l0, l1): ∂d
Λ
∂x
(t, x) = 0 or dΛ(t, ·) is not differentiable at x
}
,
ERZ (t) =
{
x ∈ (−r1,−r0) ∪ (r0, r1): ∂d
R
∂x
(t, x) = 0 or dR(t, ·) is not differentiable at x
}
.
We have shown (see [14, Proposition 2.1]).
Proposition 3.1. Let us suppose that σ is of C1-class on [0, T∗) × R2 , it satisﬁes (1.2) and (1.3), moreover
(Γ, ξ) is a variational solution to (1.1) and dΛ , dR satisfy the restrictions above. In addition, we assume that
for a t ∈ [0, T∗),
H1(E jZ (t) \ int E jZ (t))= 0, j = R,Λ, (3.1)
where int E denotes the interior of E. Then, ξ(t, ·) is constant over each component of the complement of the
faceted regions.
If we assume that (Γ, ξ) is a variational solution satisfying for all t ∈ [0, T∗) condition (3.1), then
we may repeat the reasoning from [14, §2.1] to deduce that on SΛ vector ﬁeld ξ(t, ·) must have the
form, ξ(t, ·) = (γ (nΛ), ξ2(t, ·)) (see [14, Eq. (2.28)]), where
ξ2(t, x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x(−
∫ x
0 σ(t, R0, s)ds − −
∫ l0
0 σ(t, R0, s)ds) + xl0 ξ2(t, l0), x ∈ [0, l0],
ξ2(t, l0), x ∈ (l0, l1),
(L − x)(−∫ Ll1 σ(t, R1, s)ds − −∫ Lx σ(t, R1, s)ds) + γ (nR)
+ L−xL−l1 (ξ2(t, l1) − γ (nR)), x ∈ [l1, L].
(3.2)
We have to determine the values of ξ2(t, l0) and ξ2(t, l1).
A similar formula for ξ1 on SR is valid and we have to determine the values of ξ1(t, r0), ξ1(t, r1).
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tional solution for t ∈ [0, T∗), then ξ2(t, l0) = −γ (nR) and ξ1(t, r0) = −γ (nΛ). If in addition (3.1) is satisﬁed,
then ξ2(t, l0) = ξ2(t, l1) = −γ (nR) and ξ1(t, r0) = ξ1(t, r1) = −γ (nΛ).
Let us remark that earlier we proved Proposition 3.2 under an additional assumption that the
so-called tangency condition holds, i.e.,
∂ξ2
∂x
(t, li) = 0, ∂ξ1
∂x
(t, ri) = 0, i = 0,1 (3.3)
(see [14, (3.11)]). Here, we make no such hypothesis.
In order to prove this proposition we make few remarks on (3.3) which will be useful in the future
too. We shall talk only about li , i = 0,1, since considering ri , i = 0,1, requires no changes. If ξ is a
solution to the variational problem (2.6), then we see that
σ(t, R0, x) − ∂
∂x2
ξ2(t, R0, x) ≡ V0 = R˙0 = const., for x ∈ (−l0, l0),
σ (t, R1, x) − ∂
∂x2
ξ2(t, R1, x) ≡ V1 = R˙1 = const., for x ∈ (−L1,−l1)∪ (l1, L1). (3.4)
However, V0, V1 are different, in fact we showed in [14, Corollary 2.2] that Berg’s effect (1.2) and the
tangency condition (3.3) imply V1 > V0.
If we write
G(t, x) =
x∫
0
σ
(
t,dΛ(t, s), s
)
ds,
then we can rewrite (3.4) as
G(t, x) − ξ2(t, R0, x) = V0x, x ∈ (0, l0),
G(t, x) − ξ2(t, R1, x) = V1(x− L1)+ G(t, L1) − γ (nR), x ∈ (l1, L1),
where we used ξ2(t, R0,0) = 0 and ξ2(t, R1, L1) = −γ (nR). In other words,
G(t, x) − Vix− bi = ξ2(t, Ri, x), i = 0,1, (3.5)
where b0 = 0, b1 = V1L1 − G(t, L1) + γ (nR). We recall that ξ2(t, Ri, x) ∈ [−γ (nR), γ (nR)], i = 0,1. In
particular, the line Vix+ bi is below G(t, x) + γ (nR) and above G(t, x) − γ (nR), i.e.,
G(t, x) − γ (nR) V0x G(t, x) + γ (nR), x ∈ (0, l0),
G(t, x) − γ (nR) V1x+ b1  G(t, x) + γ (nR), x ∈ (l1, L1). (3.6)
We will use this geometric insight in the argument below.
Proof of Proposition 3.2. We know that at x = l0 the solution ξ touches the constraint, i.e.,
ξ2(t, l0) = ±γ (nR). We have to determine the sign. We differentiate (3.4) with respect to x. Hence,
∂
∂x2
σ(t, R0, x) = ∂2
∂x22
ξ2(t, R0, x) for x ∈ [0, l0). Due to monotonicity of σ implied by Berg’s effect, we
deduce that the function x 	→ ξ2(t, R0, x) is strictly convex and it has at most one critical point.
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σ(t, R0, l0). If case (a) occurs, we see that ∂∂x2 σ(t, R0, l0) = 0, i.e., ξ2(t, R0, ·) has a minimum there. As
a result, ξ2(l0) = −γ (nR). Comparing this with (3.3), we see that the tangency condition is satisﬁed.
If (b) occurs, it follows that ∂
∂x2
ξ(t, R0, l0) = σ(t, R0, l0) − V0 < 0, hence ξ2(t, l0) = −γ (nR) is the
only possibility.
It turns out that (c) is not possible at all. Let us suppose it does happen. Then, due to (3.5), the
line connecting (0,0) to (l0,G(t, l0) + γ (nR)) has the slope equal to V0. However, by assumption
V0 < σ(t, R0, l0), the line V0x must intersect the graph of G(t, x)+γ (nR ) at λ < l0, i.e., the constraint
ξ ∈ ∂γ (n) is violated. The case (c) cannot happen. 
We may now write Eq. (1.1) in the local coordinates, while keeping in mind the conclusions of
Proposition 3.1. Namely, we showed, see [14, (3.11)], that (1.1) for variational solution takes the fol-
lowing form,
R˙0 =
l0
−
∫
0
σ(t, R0, s)ds + γ (nR)
l0
on [0, l0],
∂
∂t
dΛ = σ (t,dΛ, x2) on [l0, l1],
R˙1 =
L1
−
∫
l1
σ(t, R1, s)ds − 2γ (nR)
L1 − l1 on [l1, L1],
L˙0 =
r0
−
∫
0
σ(t, s, L0)ds + γ (nΛ)
r0
on [0, r0],
∂
∂t
dR = σ (t, x1,dR) on [r0, r1],
L˙1 =
R1
−
∫
r1
σ(t, s, L1)ds − 2γ (nΛ)
R1 − r1 on [r1, R1], (3.7)
augmented with the following initial conditions,
l0(0) = l00, l1(0) = l10, r0(0) = r00, r1(0) = r10,
R0(0) = R00, R1(0) = R10, L0(0) = L00, L1(0) = L10,
dR(0, x1) = dR0 (x1), dΛ(0, x2) = dΛ0 (x2). (3.8)
We stress that the points li(t), ri(t), i = 0,1, are unknown, hence they may be called interfacial points.
Fig. 2 is an illustration of the notation we use.
3.1. Evolution of bent rectangles
We should explain the importance of the interfacial points li(t), ri(t), i = 0,1. We shall concentrate
our attention on l0(t), l1(t), because the analysis of r0(t), r1(t) requires no changes. They are points
separating pre-images of faceted regions from the pre-images of the curved parts of sides. If ξ is a
solution to the variational problem (2.6) with the constraint ξ ∈D, then
ξ2(t, li) = −γ (nR), i = 0,1. (3.9)
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It is, however, possible that (3.9) is implied by the fact that ∂γ (n(x,dΛ(t, x))), is a singleton for
x ∈ (l0, l1). Then, (3.9) is just a boundary condition for the minimization problem (2.6).
A more interesting case occurs if dΛ(t, x) = R0 on (−λ0, λ0), λ0 > l0 and dΛ(t, x) > R0 for x > λ0
or respectively dΛ(t, x) = R1 on (−L1,−λ1) ∪ (λ1, L1), λ1 < l1 and dΛ(t, x) < R1 for x ∈ [0, λ1). Then,
the minimization problem is of obstacle type, hence l0 or l1 is a free boundary, i.e., the coincidence
set in the obstacle problem, and it is a part of a solution. In these cases by the general theory
∂
∂x
ξ(t, l0) = 0 or ∂
∂x
ξ(t, l1) = 0.
These are the tangency conditions.
A more convenient version of (3.3) and the above equations follow (see [14, Proposition 2.1] and
[14, (3.10)]),
σ
(
t, R0(t), l0(t)
)=
l0(t)
−
∫
0
σ
(
t, R0(t), s
)
ds + γ (nR)
l0(t)
, ξ2
(
li(t)
)= −γ (nR), i = 0,1,
σ
(
t, R1(t), l1(t)
)=
L1(t)
−
∫
l1(t)
σ
(
t, R1(t), s
)
ds − 2γ (nR)
L1(t) − l1(t) ,
σ
(
t, r0(t), L0(t)
)=
r0(t)
−
∫
0
σ
(
t, s, L0(t)
)
ds + γ (nΛ)
r0(t)
, ξ1
(
ri(t)
)= −γ (nΛ), i = 0,1,
σ
(
t, r1(t), L1(t)
)=
R1(t)
−
∫
r1(t)
σ
(
t, s, L1(t)
)
ds − 2γ (nΛ)
R1(t) − r1(t) . (3.10)
In general, for any given bent rectangle and any driving term σ is it unrealistic to expect that
the tangency condition is satisﬁed at the interfacial points li , ri , i = 0,1. In [14], we set the working
hypothesis implying the expected behavior of the interfacial points, namely, l˙0  0 (resp. r˙0  0) and
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that we admit both possibilities, l˙0 > 0 or l˙1 < 0.
We also stated the matching condition for solutions of (3.7),
dΛ
(
t, li(t)
)= Ri(t), dR(t, ri(t))= Li(t), i = 0,1. (3.11)
These are simple statements of continuity of d j , j = R,Λ, thus they are more fundamental than the
tangency conditions. Here, we shall see the profound implications of (3.11). We start with a simple
observation.
Proposition 3.3. Let us suppose that σ is given of class C1 on [0, T∗) ×R2 , it satisﬁes the Berg’s effect (1.2)
and (1.3), Γ0 is a bent rectangle with l0 < l1 , moreover l0(·) and l1(·) are C1 curves.
(a) If the tangency as well as matching conditions are satisﬁed at l0(t) for all t ∈ [0, ), then l0(·) is decreasing.
(b) If the tangency as well as matching conditions are satisﬁed at l1(t) for all t ∈ [0, ), then l1(·) is increasing.
Remark. As long as it does not lead into confusion, we shall suppress the superscript Λ, R in dΛ , dR
and we shall simply write d.
Proof of Proposition 3.3. It is suﬃcient to consider only l0.
Let us assume the contrary, i.e., there are t1 > t0  0 such that for all s ∈ (t0, t1) we have
l0(s) < l0(t1). We note that the matching condition implies d(t0, l0(t0)) = R0(t0), as well as
d
(
t0, l0(t1)
)+
t1∫
t0
dt
(
s, l0(t1)
)
ds = R0(t0) +
t1∫
t0
R˙0 ds. (3.12)
Thus, by the deﬁnition of R˙0 we conclude that
d
(
t0, l0(t1)
)+
t1∫
t0
σ
(
s,d
(
s, l0(t1)
)
, l0(t1)
)
ds
= R0(t0) +
t1∫
t0
( l0(s)
−
∫
0
σ
(
s, R0(t1), y
)
dy + γ (nR)
l0(s)
)
ds. (3.13)
If (3.10) held, then we would have
d
(
t0, l0(t1)
)− R0(t0) +
t1∫
t0
(
σ
(
s,d
(
s, l0(t1)
)
, l0(t1)
)− σ (s, R0(s), l0(s)))ds = 0.
But d(t0, l0(t1)) − R0(t0) 0, moreover if l0(s) < l0(t1) for all s ∈ (t0, t1) and Berg’s effect holds, then
σ
(
s,d
(
s, l0(t1)
)
, l0(t1)
)− σ (s, R0(s), l0(s))
= σ (s,d(s, l0(t1)), l0(t1))− σ (s,d(s, l0(s)), l0(t1))
+ σ (s,d(s, l0(s)), l0(t1))− σ (s, R0(s), l0(s))> 0,
where we also used d(s, l0(s)) = R0(s). Hence, equality above is not possible. 
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As a result, we conclude that if the interfacial curve l0(·) satisﬁes l0(t) > l00, then the tangency
condition may not hold there, even if this condition is satisﬁed at l00. Indeed, Proposition 3.3 above
implies that along the curve there would be a jump in d, i.e., the matching condition (3.11) would be
violated.
We know from [14, Proposition 2.5] that if the tangency condition is satisﬁed at l00 then there is
a curve [0, t1)  t 	→ l0(t), where the tangency condition holds. Similar curves l1(t) and ri (·) exist for
l10, ri0 satisfying the tangency condition. Thus, the matching condition (3.11) deﬁnes a new curve l0(·)
(respectively, l1(·), ri(·), i = 0,1), for which l0(t) < l0(t), for t > 0, respectively l1(t) > l1(t), for t > 0
and the similar properties for ri (·), i = 0,1. See Fig. 3.
It is a slight abuse of the language to call any of the functions l0(·), l1(·), r0(·), r1(·) an interfa-
cial curve, nonetheless we will do so. What we have already established about the interfacial curves
justiﬁes the following deﬁnition.
Deﬁnition 3.1. (a) We shall say that an interfacial curve λ is a tangency curve if at each point of λ the
appropriate tangency condition (3.10) as well as (3.11) hold.
(b) We shall call an interfacial curve λ a matching curve if at each point of λ the matching condition
(3.11) holds, but the appropriate tangency condition (3.10) fails H1-a.e.
By deﬁnition a matching curve is not a tangency curve. We postpone for a moment the proof of
its existence. We would rather concentrate on their properties. We can deduce further properties of
the matching curves. As we mentioned, the interfacial points li(t), i = 0,1, are necessary to close
the system resulting from rewriting (1.1) in the local coordinates. It is important for us to determine
suﬃcient and necessary conditions on σ which guarantee that the functions li , i = 0,1, are monotone.
We begin with the necessary conditions.
Proposition 3.4. Let us suppose (Γ, ξ) is a variational solution on (0, T ) and σx1 , σx2 , σt are continuous on[0, T ) ×R2 . We also assume that d(t, ·) (we suppress the superscript Λ) is of class C1,1 in the complement of
the interior of the faceted regions, l0(·) is a matching curve and it is strictly monotone. Moreover, the tangency
condition is satisﬁed at l00 = l0(0) and l00 < l0(t). Finally, we set
ΣΛ0 =
l00
−
∫
0
σt(0, R00, y)dy − σt(0, R00, l00)
+ σ(0, R00, l00)
( l00
−
∫
σx1 (0, R00, y)dy − σx1 (0, R00, l00)
)
. (3.14)0
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(a) If, d+x (t, l0(t)) > 0, the right derivative of d(t, ·) at l0(t) is positive, then l0(·) is differentiable for t ∈ (0, T )
and
l˙0(t) = 1
d+x (t, l0(t))
(
R˙0(t) − σ
(
t, R0(t), l0(t)
))
,
moreover l˙0(0) = 0.
(b) If d+0,x(l00) = 0 and the right second derivative of d0 vanishes at x = l00 , i.e., d+0,xx(l00) = 0, then l˙0(0) =
1
2Σ
Λ
0 /σx2 (0, R00, l00). In particular, the derivative of l0 at t = 0 is positive if ΣΛ0 > 0.
(c) If d+0,x(l00) = 0 and d+0,xx(l00) > 0, then
l˙0(0) = −σx2 (0, R00, l00)
d+0,xx(l00)
(
1−
√
1+ Σ
Λ
0 d
+
0,xx(l00)
(σx2 (0, R00, l00))
2
)
.
In particular, the derivative of l0 at t = 0 is positive if ΣΛ0 > 0.
(d) If ΣΛ0 = 0, then l˙0(0) = 0.
Remarks. Some comments on the structure of these formulas and their content are in order. First of
all, by Proposition 3.3 the matching curve must be different from the tangency curve.
Moreover, if the tangency condition is satisﬁed at t = 0, then by (a) the condition d+0,x(l00) > 0
implies that l˙0(0) = 0, and no information on ΣΛ0 is needed.
It is interesting to note that ΣΛ0 < 0 is incompatible with the matching curves. Indeed, if we have
a matching curve l0(·) fulﬁlling the hypotheses of Proposition 3.4, then by (b) or (c) we conclude that
l˙0(0) < 0 which contradicts the assumptions. However, if l˙0(0) < 0 and the tangency condition holds
at l00, then by [14, Proposition 2.5] we have a tangency curve starting at l00, which automatically
satisﬁes the matching condition and the tangency condition as well,
l0(t)∫
0
σ
(
t, R0(t), y
)
dy + γ (nR) = l0(t)σ
(
t, R0(t), l0(t)
)
.
Differentiating this with respect to t yields
l˙0(t) =
∫ l0(t)
0 σt(t, R0(t), y)dy − l0(t)σt(t, R0(t), l0(t))
l0(t)σx2 (t, R0(t), l0(t))
+ σ (t, R0(t), l0(t))
∫ l0(t)
0 σx1 (t, R0(t), y)dy − l0(t)σx1 (t, R0(t), l0(t))
l0(t)σx2 (t, R0(t), l0(t))
. (3.15)
Hence, at t = 0,
l˙0(0) = Σ
Λ
0
σx2 (0, R00, l00)
.
This formula agrees with (b), up to the factor 12 . As a result, the sign of Σ
Λ
0 can be used to distinguish
the type of curve.
In Proposition 3.4(a) it is crucial that the function l0(·) is strictly increasing. Without it we cannot
draw any conclusion if ΣΛ0 = 0.
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The situation, when ΣΛ0 < 0, i.e., the curved part is faster than the facet does not lead to diﬃculties
(see Theorem 3.7(c)). On the other hand, the case ΣΛ0 > 0 is more involved. The formula in part (a)
suggests that l0 is not differentiable at t = 0 and the limit of l˙0(t) blows up when t goes to zero. Our
methods do not apply to this case.
The matching condition is deﬁned in an implicit way. This means investigating the difference quo-
tients of l0 is a bit involved. For example, we need the following result.
Lemma 3.1. Let us suppose that the hypotheses of Proposition 3.4 are satisﬁed. We deﬁne hl0 = (l0(h) −
l00)/h, where h > 0. Then, there is a constant M, which is independent from h and from the value of d
+
0,xx(l00),
for which we have
0 sup
h>0
hl0  M < ∞.
Proof. Immediately from the deﬁnition of the matching curve (see (3.11) and (3.12)) we obtain the
following relation,
h∫
0
R˙0(s)ds =
h∫
0
σ
(
s,d
(
s, l0(h)
)
, l0(h)
)
ds +
l0(h)∫
l00
d0,x(y)dy. (3.16)
Due to the deﬁnition of R˙0(s) this equation becomes
h∫
0
[
F
(
s, s, l0(s)
)− σ (s,d(s, l0(h)), l0(h))]ds
= (l0(h) − l00)d0,x(l00) +
l0(h)∫
l00
y∫
l00
d0,xx(z)dzdy, (3.17)
where we used the following shorthand,
F (τ , s, l) :=
l
−
∫
0
σ
(
τ , R0(s), y
)
dy + γ (nR)
l
. (3.18)
Now, we use a simple rearrangement of the left-hand side (LHS) of (3.17), where the tangency condi-
tion at t = 0, i.e., F (0,0, l00) = σ(0, R00, l00) plays a key role,
LHS =
h∫
0
(
F
(
s, s, l0(s)
)− F (0, s, l0(s)))ds +
h∫
0
(
F
(
0, s, l0(s)
)− F (0, s, l00))ds
+
h∫ (
F (0, s, l00) − F (0,0, l00)
)
ds0
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h∫
0
(
σ
(
s,d
(
s, l0(h)
)
, l0(h)
)− σ (s,d(s, l0(h)), l00))ds
−
h∫
0
(
σ
(
s,d
(
s, l0(h)
)
, l00
)− σ (0,d(s, l0(h)), l00))ds
−
h∫
0
(
σ
(
0,d
(
s, l0(h)
)
, l00
)− σ (0,d0(l00), l00))ds
= (I1 + I2 + I3) − ( J1 + J2 + J3), (3.19)
with the obvious deﬁnitions of Ii and J i , i = 1,2,3. It is convenient to rewrite this equation in the
following form,
I1 − J2 =
h∫
0
s∫
0
( l0(s)
−
∫
0
σt
(
τ , R0(s), y
)
dy − σt
(
τ ,d
(
s, l0(h)
)
, l00
))
dsdτ ,
I2 =
h∫
0
F (0, s, l0(s)) − F (0, s, l00)
l0(s) − l00 (sl0)s ds,
J1 = (hl0)h
h∫
0
σ(s,d(s, l0(h)), l0(h)) − σ(s,d(s, l0(h)), l00)
l0(h) − l00 ds
and
J3 =
h∫
0
1∫
0
∂σ
∂x1
(
0, p(τ ), l00
)[ s∫
0
σ
(
ρ,d
(
ρ, l0(h)
)
, l0(h)
)
dρ + d0
(
l0(h)
)− d0(l00)
]
dτ ds
= J31 + hhl0 J32,
where
p(τ ) = τ (d(s, l0(h))− d0(l00))+ d0(l00).
After dividing both sides of (3.17) by h and rearranging terms we shall see that
hl0
[
d0,x(l00) + J32 + J1
l0(h) − l00 +
1
l0(h) − l00
l0(h)∫
l00
x∫
l00
d0,xx(y)dy dx
]
− 1
h
I2
= 1
h
(I1 − J2)− 1
h
J31 + 1
h
I3. (3.20)
Let us notice that
lim+
(I1 − J2) = lim+
1
I2 = lim+
1
I3 = lim+
J1 = lim+
1
J31 = lim+ J32 = 0.h→0 h h→0 h h→0 h h→0 l0(h)− l00 h→0 h h→0
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positive for suﬃciently small h and the right-hand side (RHS) of (3.20) is bounded, actually we shall
see that it behaves like O (h). Hence, our ﬁrst claim follows, in particular l˙0(0) = 0.
If, however d0,x(l00) = 0, then we divide (3.20) one more time by h. Then, we obtain
hl0
[
J32
h
+ J1
h(l0(h) − l00)
]
− 1
h2
I2 + (hl0)
2
(l0(h)− l00)2
l0(h)∫
l00
y∫
l00
d0,xx(y)dy
= 1
h2
(I1 − J2) − 1
h2
J31 + 1
h2
I3. (3.21)
Let us denote the absolute value RHS of (3.21) by A, we shall see that it can be estimated inde-
pendently from h. For this purpose, we recall the following formula, which holds for any continuous
function f ,
lim
h→0+
1
h2
h∫
0
s∫
0
f (τ )dτ ds = 1
2
f (0). (3.22)
This fact implies that
lim
h→0+
1
h2
(I1 − J2) = 1
2
l00
−
∫
0
σt(0, R00, y)dy − 1
2
σt(0, R00, l00).
By the deﬁnition of J31 and (3.22) we deduce that
lim
h→0+
1
h2
J31 = 1
2
σ(0, R00, l00)σx1 (0, R00, l00).
Moreover, it is easy to see that (3.22) yields
lim
h→0+
1
h2
I3 = 1
2
d
ds
F (0, s, l00)
∣∣∣
s=0 =
1
2
l0
−
∫
0
σx1 (0, R00, y)dy σ(0, R00, l00),
where the last equality is the consequence of the tangency condition at t = 0. Thus, indeed A is
bounded independently from h.
Let us now set
sup
0<sh
|sl0| =: D(h),
and
C = 1
(l0(h) − l00)2
l0(h)∫
l00
y∫
l00
d0,xx(y)dy.
By (3.22), we immediately conclude that
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h→0+
C(h) = 1
2
d0,xx(l00) 0. (3.23)
Now, we will identify and estimate the coeﬃcient in front of D(h). We notice that
lim
h→0+
J32
h
= σx1 (0, R00, l00)d0,x(l00) = 0,
because d0,x(l00) = 0. Subsequently,
1
h2
|I2| 1
h
h∫
0
∣∣∣∣ F (0, s, l0(s)) − F (0, s, l00)l0(s) − l00
∣∣∣∣ds
and the bound on the right-hand side tends to zero as h → 0+ , because of the tangency condition at
t = 0. Finally,
lim
h→0+
J1
h(l0(h)− l00) = σx2 (0, R00, l00) > 0.
We now set
B = J1
h(l0(h) − l00) −
1
h
h∫
0
∣∣∣∣ F (0, s, l0(s)) − F (0, s, l00)l0(s) − l00
∣∣∣∣ds + J32h .
Then, combining the above estimates, we arrive at the following inequality
D(h)B + D2(h)C  A.
We have already noticed that C and B are non-negative.
If d0,xx(l00) > 0, then inequality (3.23) implies a bound on hl0, which is independent from h. On
the other hand, if d0,xx(l00) = 0, then we notice that C(h) tends to zero, but B(h) B0 > 0 and A  0.
This is suﬃcient to deduce that the positive numbers D satisfying
D2C + DB − A  0 (3.24)
belong to the interval [0, A/B]. This is so, because the only positive numbers D satisfying DB − A  0
belong to this interval, and the set of solutions to (3.24) may only be smaller. 
Proof of Proposition 3.4. We will ﬁrst show cases (d), (b) and (c). Once we established boundedness
of hl0, we may reuse formula (3.21) to calculate l˙0(0) in the case the right derivative of d0 vanishes
at l00, i.e., d
+
0,x(l00) = 0. For this purpose, we use (3.22). Hence, after passing with h to zero in (3.21),
we conclude that l˙0(0) must satisfy
2l˙0(0)σx2 (0, R00, l00) +
(
l˙0(0)
)2
d+0,xx(l00)
=
l00
−
∫
0
σt(0, R00, y)dy − σt(0, R00, l00) + σ(0, R00, l00)
( l00
−
∫
0
σx1 (0, R00, y)dy − σx1 (0, R00, l00)
)
= ΣΛ0 . (3.25)
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solution to this equation. Thus, we conclude from (3.25):
(i) ΣΛ0 = 0 is equivalent to l˙0(0) = 0, i.e., part (d) is shown;
(ii) if d0,xx(l00) = 0, then l˙0(0) = 12ΣΛ0 /σx2 (0, R00, l00), in particular ΣΛ0 > 0 is equivalent to
l˙0(0) > 0, i.e., (b) follows;
(iii) if d+0,xx(l00) > 0, then l˙0(0) > 0 if and only if ΣΛ0 > 0 and
l˙0(0) = −σx2 (0, R00, l00)
d+0,xx(l00)
(
1−
√
1+ Σ
Λ
0 d
+
0,xx(l00)
σx2 (0, R00, l00)
2
)
.
Hence, (c) is proven.
The calculations for t > 0 are much simpler, because we can differentiate
R0(t) = d
(
t, l0(t)
)
.
As a result, we obtain
l˙0(t) = 1
d+x (t, l0(t))
( l0(t)
−
∫
0
σ
(
t, R0(t), y
)
dy + γ (nR)
l0(t)
− σ (t, R0(t), l0(t))
)
.
This formula is valid also at t = 0 provided that d+0,x(l00) > 0, thus (a) follows.
Once we established (a), then by the tangency condition, we deduce that l˙0(0) = 0 what is in
accordance with our previous calculations.
Our claims follow. 
Remarks. We saw from formula (3.16) that the position of the matching curve is determined at time
t as the point where the facet catches up with the curved part. This is possible only if the position
of interfacial point l0 is an increasing function of time. As a result, this is another argument for
impossibility of properly redeﬁned ΣΛ0 < 0 for t  0 on matching curves.
Let us also notice that if x is on a matching curve, then for t > 0 we have
d+x (t, x) > 0.
Indeed,
d+x (t, x) = d+0,x(x) +
t∫
0
σx
(
s,d(s, x), x
)
ds
t∫
0
σx
(
s,d(s, x), x
)
ds > 0.
An inspection of the proof of Proposition 3.4 reveals that in fact the time regularity of σ may be
relaxed. Indeed, we have
Corollary 3.1. Let us suppose that the assumptions of Proposition 3.4 are valid except that on σ . Namely, we
assume that σx1 and σx2 are continuous on [0, T )×R2 , σ belongs to W 1,1loc ([0, T )×R2) and the right deriva-
tive σ+t exists everywhere for t  0. In addition σ+t (t, R0(t), ·) is integrable with the L1-norm independent
from time. Then, the conclusions of Proposition 3.4 hold with ΣΛ0 replaced by
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l00
−
∫
0
σ+t (0, R00, y)dy − σ+t (0, R00, l00)
+ σ(0, R00, l00)
( l00
−
∫
0
σx1 (0, R00, y)dy − σx1 (0, R00, l00)
)
.
Proof. The element of the proof which requires adjustment is the passage to the limit with h → 0+
in (3.21). Under our assumptions formula (3.22) becomes
lim
h→0+
1
h2
h∫
0
s∫
0
σt
(
τ , R0(s), l00
)
dτ ds
= lim
h→0+
1
h2
1∫
0
τ
σ (hτ , R0(hτ ), l00)− σ(0, R0(hτ ), l00)
hτ
dτ = 1
2
σ+t (0, R00, l00).
In a similar manner we conclude that
lim
h→0+
1
h2
h∫
0
s∫
0
l0(s)
−
∫
0
σt(τ , R00, y)dτ dy ds = 1
2
l0(0)
−
∫
0
σ+t (0, R00, y)dy.
Our claim follows. 
Continuing our inspection of the proof of Proposition 3.4 we notice that the argument with minor
adjustments is valid also in the case of the interfacial curve l1(·). In fact, we have to take into account
the dependence of l1 upon L1, however, this does not inﬂuence signiﬁcantly our conclusion. Hence,
we can state a version of Proposition 3.4 and its corollary for curve l1(·).
Proposition 3.5. Let us suppose (Γ, ξ) is a variational solution, σt , σx1 and σx2 are continuous on[0, T ) × R2 , σ . We also assume that d(t, ·) (we suppress the superscript Λ) is of class C1,1 in the comple-
ment of the interior of the faceted regions, l1(·) is a matching curve and it is strictly monotone. Moreover, the
tangency condition is satisﬁed at l10 = l1(0) and l10 > l1(t). Finally, we set
ΣΛ1 =
L1(0)
−
∫
l10
σt(0, R10, y)dy − σt(0, R10, l10)
+ σ(0, R10, l10)
( L1(0)
−
∫
l10
σx1 (0, R10, y)dy − σx1 (0, R10, l10)
)
+ L˙1(0)
(L1(0) − l10)
(
σ
(
t, R10, L1(0)
)− R˙1(0)), (3.26)
where
L˙1(0) =
R10
−
∫
r10
σ(0, y, L10)dy − 2γ (nΛ)
R10 − r10 , R˙1(0) =
L10
−
∫
l10
σ(0, R10, y)dy − 2γ (nR)
L10 − l10 (3.27)
(see also (3.28)).
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(a) If d−x (t, l1(t)), the left derivative of d(t, ·) at l1(t) is positive, then l1(·) is differentiable for t > 0 and
l˙1(t) = 1d−x (t,l1(t)) (R˙1(t) − σ(t, R1(t), l1(t))), moreover l˙1(0) = 0.
(b) If d−0,x(l10) = 0, and d−0,xx(l10), the second left derivative of d0 , vanishes at l10 , then l˙1(0) = 12ΣΛ1 /
σx2 (0, R10, l10). In particular, the derivative of l1 at t = 0 is negative provided that ΣΛ1 < 0.
(c) If d−0,x(l10) = 0 and d−0,xx(l10) > 0, then
l˙1(0) = −σx2 (0, R10, l10)
d−0,xx(l10)
(
1−
√
1+ Σ
Λ
1 d
−
0,xx(l10)
(σx2 (0, R10, l10))
2
)
.
In particular, the derivative of l1 at t = 0 is negative provided that ΣΛ1 < 0.
(d) If ΣΛ1 = 0, then l˙1(0) = 0.
Proof. We present only the necessary changes in the calculation. An inspection of the proof of Propo-
sition 3.4 suggests a new deﬁnition of F , which appears in (3.18), namely we set
F (τ , s, l, L) =
L
−
∫
l
σ
(
τ , R1(s), y
)
dy − 2γ (nR)
L − l .
The subsequent calculation involving F will require one additional change, precisely, a new term I4
will appear at the right-hand side of (3.19), without any matching J4,
I4 =
h∫
0
(
F
(
0,0, l10, L1(h)
)− F (0,0, l10, L1(0)))dh.
We can easily see that
lim
h→0
I4
h
= 0,
while
lim
h→0
I4
h2
= 1
2
∂ F
∂L
(0,0, l10, L10)L˙1(0)
= 1
(L10 − l10)
(
−
L10
−
∫
l10
σ(0, R10, y)dy + 2γ (nR )
L10 − l10 + σ(0, R10, L10)
)
×
( R10
−
∫
r10
σ(0, y, L10)dy − 2γ (nΛ)
R10 − r10
)
= 1
2
1
(L10 − l10)
(
σ(0, R10, L10) − R˙1(0)
)
L˙1(0). (3.28)
2284 Y. Giga, P. Rybka / J. Differential Equations 246 (2009) 2264–2303Thus, the additional contribution of I4
h2
will appear at the right-hand side of (3.22). Hence, right-hand
side of (3.25), which is the deﬁnition of ΣΛ1 will take the form we claim. 
It is worth noticing, that similarly to (3.15) we have the following formula for the velocity of the
tangency curve emanating from l10,
l˙1(t) = 1
(L1(t) − l1(t))σx2 (t, R1(t), l1(t))
( L1(t)∫
l1(t)
[
σt
(
t, R1(t), y
)+ σx1(t, R1(t), y)R˙1(t)]dy
)
− σt(t, R1(t), l1(t)) + σx1 (t, R1(t), l1(t))R˙1(t)
σx2 (t, R1(t), l1(t))
+ L˙1(t)(σ (t, R1(t), L1(t)) − σ(t, R1(t), l1(t)))
(L1(t) − l1(t))σx2 (t, R1(t), l1(t))
.
Thus, at t = 0 we have
l˙1(0) = Σ
Λ
1
σx2 (0, R10, l10)
,
what is in accord with Proposition 3.5(b) up to the factor of 12 .
We also state a version of Proposition 3.5 for less time-regular σ .
Corollary 3.2. Let us suppose that the assumptions of Proposition 3.5 are valid except that on σ . Namely, we
assume that σx1 and σx2 are continuous on [0, T )×R2 , σ belongs to W 1,1loc ([0, T )×R2) and the right deriva-
tive σ+t exists everywhere for t  0. In addition σ+t (t, R1(t), ·) is integrable with the L1-norm independent
from time. Then, the conclusions of Proposition 3.5 hold with ΣΛ1 replaced by
ΣΛ1 =
L10
−
∫
l10
σ+t (0, R10, y)dy − σ+t (0, R10, l10)
+ σ(0, R10, l10)
( L10
−
∫
l10
σx1 (0, R10, y)dy − σx1 (0, R10, l10)
)
+ 1
(L10 − l10)
(
σ(0, R10, L10) − R˙1(0)
)
L˙1(0).
Now, we return to the problem of existence of the matching curves. We will state this so that it
will be clear that they depend continuously upon d.
We saw in Proposition 3.4 that we have a number of possibilities as far as the behavior of l0(·) near
t = 0 is concerned. We shall deal ﬁrst with the simpler case of d+0,x(l00) > 0. The fact below, stated
slightly differently, appeared as Theorem 3.3 in [14], but without proof. An analogous proposition for
r0 is also valid, we will however omit the obvious statement.
Proposition 3.6. Let us suppose that we are given a function d0 ∈ C1,1([l00, L1]) →R such that d+0,x(l00) > 0.
In addition σ :R+ ×R×R→R is Lipschitz continuous and σ(t, ·, ·) satisﬁes the Berg’s effect (1.2) and (1.3).
Then, there exists a unique matching curve, which is a solution to the following system of equations
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d+x (t, l0(t))
( l0(t)
−
∫
0
σ
(
t, R0(t), y
)
dy + γ (nR)
l0(t)
− σ (t, R0(t), l0(t))
)
,
l0(0) = l00,
R˙0(t) =
l0(t)
−
∫
0
σ
(
t, R0(t), y
)
dy + γ (nR)
l0(t)
, R0(0) = d0(l00), (3.29)
provided that one of conditions below holds:
(a) the tangency condition fails at l00 but R˙0(0) − σ(0, R00, l00) > 0;
(b) the tangency condition holds at l00 and ΣΛ0 > 0.
Here, d(t, x) is a unique solution to
dt(t, x) = σ
(
t,d(t, x), x
)
, d(0, x) = d0(x). (3.30)
In addition, the curve l0(·,d0) depends in a Lipschitz continuous manner upon d0 .
Proof. We begin with the condition (a). By the assumptions, it is easy to see that the RHS of (3.29) is
a continuous function of l0, R0 and time t . In order to establish existence of uniqueness of solutions
to (3.29), it is suﬃcient to check that the RHS of (3.29) is Lipschitz continuous with respect to l0 and
R0. This claim becomes obvious, once we write the integral form of d(·, x). As a result, existence and
uniqueness of solutions to (3.29) follow.
The condition (a) implies that the solution is an increasing function, thus we found a matching
curve.
Since, by the theory of ODEs the function x 	→ d+x (t, x) is Lipschitz continuous as well as (x, y) 	→
σ(t, x, y), then the Lipschitz continuity of l0(·,d0) follows.
In case (b) the above argument yielding existence and uniqueness of solutions to (3.29) is still
valid, but we have to make sure that the solution is increasing. If (b) holds, then we know that
l˙0(0) = 0. We will use Taylor’s formula to show that the numerator in Eq. (3.30) for l0 is positive.
Indeed,
l0(t)
−
∫
0
σ
(
t, R0(t), y
)
dy + γ (nR)
l0(t)
− σ (t, R0(t), l0(t))
= R˙0(0) − σ(0, R00, l00) + t d
dt
(
R˙0(0) − σ(0, R00, l00)
)∣∣∣
t=0 + o(t).
By assumption R˙0(0) = σ(0, R00, l00) and simple calculations lead us to the conclusion
d
dt
(
R˙0(0) − σ(0, R00, l00)
)∣∣∣
t=0 = Σ
Λ
0 > 0.
Thus, the solution to (3.30) is a matching curve. 
A statement analogous to Proposition 3.6 is valid also for the matching curve emanating from l10.
Proposition 3.7. Let us suppose that we are given a function d0 ∈ C1,1([0, L10]) →R such that d−0,x(l10) > 0.
In addition σx1 , σx2 are continuous and σ is Lipschitz continuous on [0, T∗)×R2 →R and for each t ∈ [0, T∗)
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solution to the following system of equations
l˙1(t) = 1
d−x (t, l1(t))
( L1(t)
−
∫
l1(t)
σ
(
t, R1(t), y
)
dy − 2γ (nR)
L1(t) − l0(t) − σ
(
t, R1(t), l1(t)
))
, l1(0) = l10,
R˙1(t) =
L1(t)
−
∫
l1(t)
σ
(
t, R1(t), y
)
dy − 2γ (nR)
L1(t) − l0(t) , R1(0) = d0(l10), (3.31)
provided that one of conditions below holds:
(a) the tangency condition fails at l10 but R˙1(0) − σ(0, R10, l10) < 0 and L1 is a continuous function;
(b) the tangency condition holds at l10 , ΣΛ0 < 0 and L1 is a C
1 function.
Here, d(t, x) is a unique solution to
dt(t, x) = σ
(
t,d(t, x), x
)
, d(0, x) = d0(x). (3.32)
In addition, the curve l1(·,d0) depends in a Lipschitz continuous manner upon d0 .
We skip the proof which is essentially a repetition the proof of Proposition 3.6.
Now, we turn our attention to the construction of the matching curves emanating form a point
where d0,x vanishes and the tangency condition holds.
Theorem 3.1. (a) Let us suppose that a function d0 ∈ C1([l00, L1]), where l00 > 0, is given. We assume that
σt , σx1 and σx2 are continuous on [0, T∗) ×R2 . Moreover, for each t ∈ [0, T∗) function σ(t, ·, ·) satisﬁes the
Berg’s effect (1.2) and (1.3). We set R00 = d0(l00), we assume that l00 is a point, where the tangency condition
is satisﬁed, and d0,x(l00) = 0, ΣΛ0 > 0 (see formula (3.14) for the deﬁnition of ΣΛ0 ). Then, there is T ∈ (0, T∗]
such that there exists a unique matching curve t 	→ l0(t) for t ∈ [0, T ) which is of class C1 and it is strictly
monotone.
(b) If the functions d10 , d
2
0 both satisfy (a) and l
1
0 , l
2
0 are corresponding matching curves, then there exists a
constant K such that
∥∥l10 − l20∥∥C[0,T ]  K∥∥d10 − d20∥∥C1[l00,L1].
Proof. Step 1. Part (a). It is tempting to take derivative of (3.13) with respect to t in the hope to
recover an ODE for the matching curves. Once we do this we will discover that there is a problem.
Namely, we shall see that the RHS of the resulting equation is not Lipschitz continuous at (t,a) =
(0, l00). On top of that the equation is not a regular ODE; its explicit form is found in (3.36) where
l0 is replaced by a. Thus, we have to worry about uniqueness and part (b). This is why we apply a
functional approach. If we do so, we will encounter another diﬃculty related to the fact that we are
interested in monotone solutions, but monotone functions do not form linear spaces.
We ﬁrst introduce a function space and rewrite Eq. (3.13) in a functional form. For a ﬁxed
T ∈ (0, T∗) we consider a Banach space XT = C([0, T ]) and its subset
Y =
{
f ∈ C([0, T ]): sup
h∈(0,T )
|h f | < ∞, f (t) f (0) = l00
}
,
where h f was deﬁned in Lemma 3.1. It is an easy exercise to check that Y is closed.
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D(a, T ) = sup
0<sT
|sa|.
We deﬁne three continuous operators
K : B(l00, δ) × C1
([0, T ])→ XT , L : B(l00, δ) × C1([0, T ] × [l00, L1])→ XT ,
M : Y × C1([l00, L1])→ XT ,
where B(l00, δ) ⊂ XT is the open ball, centered at a constant function l00 with radius δ =
1
2 min{l00, L1 − l00}. These operators are given by formulas
K(a, R0)(t) = 1
t
t∫
0
( a(s)
−
∫
0
σ
(
s, R0(s), y
)
dy + γ (nΛ)
a(s)
)
ds,
L(a,d)(t) = 1
t
t∫
0
σ
(
s,d
(
s,a(t)
)
,a(t)
)
ds, M(a,d0)(t) = 1
t
(
d0
(
a(t)
)− R00).
In the above formulas R0 ∈ C1([0, T ]) and d ∈ C1([0, T ] × [l00, L1]) are not arbitrary. They satisfy the
relations: R0(0) = R00 and d(0, ·) = d0(·).
Literally taken, the above deﬁnition of L is correct for any element a ∈ XT , however, the left-hand
side of (3.12) makes sense only for monotone increasing l0(·).
The operators L and K are not only continuous, which is easy to check, but also differentiable with
respect to a. Moreover, they are also locally Lipschitz continuous with respect to R0 and d. However,
in order to make M(a,d0) well deﬁned, we need that d0,x(l00) = 0 and a ∈ Y . It is subsequently easy
to see that for a ﬁxed d the mapping M(·,d0) : Y → C[0, T ] is locally Lipschitz continuous. Namely,
we have for a1,a2 ∈ Y ,
∥∥M(a1,d0) − M(a2,d0)∥∥C0  12 Lip
(
d0,x(·)
)(
D(a1, T ) + D(a2, T )
)‖a1 − a2‖C0 .
Taking into account the operators deﬁned above, Eq. (3.13) takes the form
K(a, R0) =L(a,d) +M(a,d0). (3.33)
Step 2. We have to specify R0 and d. We deﬁne d as a unique solution to (3.30) with initial data d0.
Moreover, the solution is continuously differentiable with respect to x.
Formula (3.33) implies that we should take R0, which is a solution to
R˙0(t) =
a(t)
−
∫
0
σ
(
t, R0(t), y
)
dy + γ (nΛ)
a(t)
, R0(0) = R00. (3.34)
Moreover, the mapping C([0, T ])  a 	→ R0 ∈ C([0, T ]) is Lipschitz continuous. Indeed, if we take a1,
a2 and the corresponding R10, R
2
0, then one can easily see that for t  T ,
∣∣R10(t) − R20(t)∣∣
t∫
C(σx1 , l00)
(∥∥R10 − R20∥∥C[0,T ] + ‖a1 − a2‖C[0,T ])ds.
0
2288 Y. Giga, P. Rybka / J. Differential Equations 246 (2009) 2264–2303Thus, if we take suﬃciently small T < T∗ , then
1
2
∥∥R10 − R20∥∥C[0,T ]  CT‖a1 − a2‖C[0,T ], (3.35)
where CT may be made smaller than 12 .
If we stick to the above deﬁnitions of R0 and d, then after differentiating (3.13) we obtain the
following equation for a matching curve emanating from l00,
a˙ =
−
∫ a(t)
0 σ(t, R0(t), y)dy + γ (nΛ)a(t) − σ(t,d(t,a(t)),a(t))∫ t
0 (σx1 (s,d(s,a(t)),a(t))dx(s,a(t)) + σx2 (s,d(s,a(t)),a(t)))ds − d0,x(a(t))
,
a(0) = l00. (3.36)
Let us denote the RHS of (3.36) by H(t,a(t), R0(t)) for t > 0. We also set
H(0, l00, R00) = lim
h→0+
H
(
h,a(h), R0(h)
)
,
where a is a matching curve. By Proposition 3.4(b)–(d), we see that H(0, l00, R00) is ﬁnite. We also
note that H(0,a, R00) must blow up for a = l00. Thus, the Lipschitz continuity of H does not make
much sense. Thus, we will apply the method used in the proof of the Picard Theorem. But ﬁrst of all,
we notice that this equation is equivalent to the following one
a(t) = l00 +
t∫
0
H
(
s,a(s), R0(s)
)
ds, (3.37)
which is coupled to (3.34). For each  > 0, we set
a(t) =
{
l00 for t  ,
l00 +
∫ t−
0 H(s,a
(s), R0(s))ds for t > ,
R0(t) = R00 +
t∫
0
( a (s)
−
∫
0
σ
(
s, R0(s), y
)
dy + γ (nΛ)
a(s)
)
ds. (3.38)
Due to positivity of H functions a are strictly increasing, the same is true about R0. Moreover, since
H is bounded, we deduce that for a ﬁxed T > 0 the family of functions a on [0, T ] is equibounded
and equicontinuous. In addition, monotonicity, boundedness of σ and the fact that a(t)  l00 for all
t ∈ [0, T ] imply a uniform bound on R˙0. Hence, we deduce that R0 are bounded and equicontinuous.
Thus, by Arzela–Ascoli Theorem we deduce existence of a sequence k → 0 and two continuous func-
tions a, R0 such that ak converges uniformly to a on [0, T ] as well as Rk0 converges uniformly to R0
on [0, T ]. Thus, we may pass to the limit in (3.38), because on both sides of the equality we have the
same function ak and Rk0 , this yields (3.33).
Finally, a as a limit of increasing functions must be increasing.
Step 3. We will show that there is no more than one solution to (3.33). Due to (3.34), R0 is deﬁned
uniquely once we specify a, thus it is suﬃcient to prove that there is no more than one a satisfy-
ing (3.33).
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K(a1, R10)−K(a2, R20)= (L(a1,d) +M(a1,d))− (L(a2,d0)+M(a2,d0)).
Derivatives a′i , i = 1,2, have a common bound and (DaK(a, R0))(0), which is the following expression
1
l00
( l00
−
∫
0
σ(0, R00, y)dy + γ (nΛ)
l00
− σ(0, R00, l00)
)
,
vanishes. Thus, we deduce that for any  > 0 there is T > 0 and δ > 0 such that if ‖a1 −a2‖C0[0,T ]  δ
and ‖R0 − R00‖C0[0,T ]  δ, then ‖DaK(a, R0)‖   . We shall estimate ‖K(a, R10) − K(a, R20)‖ in
C([0, T ]). It is not diﬃcult to see that Lipschitz continuity of σ implies that
∥∥K(a1, R10)−K(a2, R20)∥∥C0[0,T ]  ‖a1 − a2‖C0[0,T ] + M∥∥R10 − R20∥∥C0[0,T ].
Thus, due to (3.35) we conclude that for suﬃciently small T we have
∥∥K(a1, R10)−K(a2, R20)∥∥C0[0,T ]  2‖a1 − a2‖C0[0,T ]. (3.39)
We shall check that there exists m0 positive, such that∥∥(L(a1,d) +M(a1,d0))− (L(a2,d) +M(a2,d0))∥∥C0[0,T ] m0‖a1 − a2‖C0[0,T ]. (3.40)
Indeed, after we set a(τ ) = (a1(t) − a2(t))τ + a2(t), we see that
(L(a1,d) +M(a1,d0))− (L(a2,d) +M(a2,d0))(t)
= (a1(t) − a2(t))h(t)
t
t∫
0
1∫
0
(
σx1
(
s,d
(
s,a(τ )
)
,a(t)
)
dx
(
s,a(τ )
)+ σx2(s,d(s,a(t)),a(τ ))dτ ds
+ (a1(t) − a2(t))
1∫
0
d0,x
(
a(τ )
))
dτ .
After taking the absolute value we notice
∣∣(L(a1,d) +M(a1,d0))− (L(a2,d) +M(a2,d0))(t)∣∣m0∣∣a1(t) − a2(t)∣∣,
where m0 > 0 and
min
t∈[0,T ]
1
t
t∫
0
(
σx1
(
s,d
(
s,a(t)
)
,a(t)
)
dx
(
s,a(t)
)+ σx2(s,d(s,a(t)),a(t)))ds + d0,x(a(t))=m0 > 0.
Hence,
2‖a1 − a2‖XT m0‖a1 − a2‖XT ,
where we take 2 <m0, as a result ‖a1 − a2‖XT = 0. The uniqueness follows.
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with respect to d and R0. Namely, from (3.33) we have
K(a1, R0(a1))−K(a2, R0(a2))= (L(a1,d1)+M(a1,d10))− (L(a2,d2)+M(a2,d20))
= (L(a1,d1)−L(a1,d2))+ (L(a1,d2)−L(a2,d2))
+ (M(a1,d10)−M(a1,d20))+ (M(a1,d20)−M(a2,d20)).
Combining this with Lipschitz continuity of L and M, with respect to d, and (3.39), (3.40) which are
valid for suﬃciently small T , we come to the conclusion that
2‖a1 − a2‖XT + C
∥∥d1 − d2∥∥C0([0,T ]×[l00,l10]) + D(a1, T )∥∥d10 − d20∥∥C1[l00,l10] m0‖a1 − a2‖XT .
We are permitted to take 2 <m0, hence our claim follows from (3.30). 
We have to treat the case of l1 separately because of the additional dependence on L1.
Theorem 3.2. (a) Let us suppose that L1 ∈ C1([0, T∗]) and d0 ∈ C1([l10,M]), where l10 > 0, L1(t) < M are
given, we set R10 = d0(l10). We assume that σt , σx1 and σx2 are continuous on [0, T∗) × R2 . Moreover, for
each t ∈ [0, T∗) function σ(t, ·, ·) satisﬁes the Berg’s effect (1.2) and (1.3). We assume that l10 is a point where
the tangency condition is satisﬁed, d0,x(l10) = 0, and ΣΛ1 > 0 (see (3.26) for the deﬁnition). Then, there exists
T ∈ (0, T∗] such that there exists a unique matching curve t 	→ l1(t) for t ∈ [0, T ) which is of class C1 .
(b) If the couples (L11,d
1), (L21,d
2) both satisfy (a) and l11 , l
2
1 are the corresponding matching curves, then
there exists a constant K such that
∥∥l11 − l21∥∥C[0,T ]  K (∥∥d10 − d20∥∥C1[l00,L1] + ∥∥L11 − L21∥∥C[0,T ]).
Proof. The line of reasoning is exactly as in Theorem 3.1. We keep the same deﬁnition of XT while Y
needs an obvious modiﬁcation. We deﬁne three continuous operators
K : B(l10, δ) × C1
([0, T ])2 → XT , L : B(l10, δ) × C1([0, T ] × [l10, L1])→ XT ,
M : Y × C1([l10, L1])→ XT ,
K,L : B(l10, δ) → XT and M : Y → XT , given by formulas
K(a, R1, L1)(t) = 1
t
t∫
0
( L1
−
∫
a(s)
σ
(
s, R1(s), y
)
dy − 2γ (nR)
L1 − a(s)
)
ds,
L(a,d)(t) = 1
t
t∫
0
σ
(
s,d
(
s,a(t)
)
,a(t)
)
ds, M(a,d0)(t) = 1
t
(
R10 − d0
(
a(t)
))
.
The desired matching curve l1(·) is a solution to the following equation (where the dependence upon
d0 and L1 has been suppressed)
K(a, R1) =L(a,d) +M(a,d0).
The only difference with the proof of Theorem 3.1 is that K depends in the C1-manner upon L1,
hence the additional dependence of l1, a solution of the above equation, upon L1. 
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the obvious change of notation, in particular we have to deﬁne Σ R0 , Σ
R
1 :
Σ R0 =
r00
−
∫
0
σt(0, y, L00)dy − σt(0, r00, L00)
+ σ(0, r00, L00)
( r00
−
∫
0
σx1 (0, y, L00)dy − σx1 (0, r00, L00)
)
,
Σ R1 =
R10
−
∫
r10
σt(0, y, L10)dy − σt(0, r10, L10)
+ σ(0, r10, L10)
( R10
−
∫
r10
σx1 (0, y, L10)dy − σx1 (0, r10, L10)
)
+ 1
R10 − r10
(
σ(0, R10, L10) − L˙1(0)
)
R˙1(0), (3.41)
where L˙1(0) and R˙1(0) are given by (3.27). We will just state those results. All these theorems permit
us to close system (3.7).
Theorem 3.3. (a) Let us suppose that d0 ∈ C1([r00, R1]), where r00 > 0, is given, we set L00 = d0(r00). We
assume that σt , σx1 and σx2 are continuous on [0, T∗) ×R2 . Moreover, for each t ∈ [0, T∗) function σ(t, ·, ·)
satisﬁes the Berg’s effect (1.2) and (1.3). We assume that r00 is a point, where the tangency condition is satisﬁed
and d0,x(r00) = 0, Σ R0 > 0. Then, there exists T ∈ (0, T∗] such that there exists a unique matching curve
t 	→ r0(t) for t ∈ [0, T ) which is of class C1 .
(b) If the couples d10 , d
2
0 both satisfy (a) and r
1
0 , r
2
0 are the corresponding matching curves, then there exists
a constant K such that
∥∥r10 − r20∥∥C[0,T ]  K∥∥d10 − d20∥∥C1[r00,R1].
By the similar token we have
Theorem 3.4. (a) Let us suppose that R1 ∈ C1([0, T∗]), and d0 ∈ C1([r10,M]), where r10 > 0, R1(t) < M are
given. We assume that σt , σx1 and σx2 are continuous on [0, T∗)×R2 . Moreover, for each t ∈ [0, T∗) function
σ(t, ·, ·) satisﬁes the Berg’s effect (1.2) and (1.3). We set L10 = d0(r10). We assume that r10 is a point where
the tangency condition is satisﬁed, d0,x(r10) = 0 (the superscript R is suppressed) and Σ R1 > 0. Then, there
exists T ∈ (0, T∗] such that there exists a unique matching curve t 	→ r1(t) for t ∈ [0, T ) which is of class C1 .
(b) If the couples (R11,d
1
0), (R
2
1,d
2
0) both satisfy (a) and r
1
1 , r
2
1 are the corresponding matching curves, then
there exists a constant K such that
∥∥r11 − r21∥∥C[0,T ]  K (∥∥d10 − d20∥∥C1[r00,R1] + ∥∥R11 − R21∥∥C[0,T ]).
Once we closed system (1.2) by supplying the interfacial curves li , ri , i = 0,1, we may show ex-
istence of solutions. We shall show Theorem 1.1 for l00 < l10 and r00 < r10, the ﬁrst step toward this
goal is to consider data leading to a matching curve emanating from r00, r10, l00 or l10. Without loss
of generality we may assume that a matching curve starts at l00.
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t ∈ [0, T∗) function σ(t, ·,·) satisﬁes Berg’s effect (1.2) and (1.3). In addition, β fulﬁlls (2.7). Two Lipschitz
continuous functions dΛ0 , d
R
0 are given. They deﬁne a bent rectangle Γ0 through (BR). Moreover, d
Λ
0 , d
R
0 are
of class C1,1 in the complement of the interior of faceted regions. At the point l00 the tangency condition is
satisﬁed and dΛ0,x(l00) = 0. The quantity ΣΛ0 is deﬁned by (3.14) and ΣΛ0 > 0. The other interfacial point l10
is given and l00 < l10 . Furthermore, the interfacial curves l1(·), r0(·) and r1(·) are well deﬁned and they are
Lipschitz continuous with respect to dΛ , dR . Then, there exist T ∈ (0, T∗] and a variational solution to (1.1) on
[0, T ) and dΛ(t, ·), dR(t, ·), deﬁning the bent rectangle Γ (t), are of class C1 in the complement of the interior
of faceted regions at each time t > 0. Finally, the right derivative of dΛ(t, ·) is positive at x = l0(t) for t > 0,
thus we witness the phenomenon of loss of regularity.
Remark. We stated the above theorem in such a way to separate behavior of l0(·) from the character
of the other interfacial points. The assumption that the curves l1(·), r0(·) and r1(·) depend in a Lip-
schitz continuous manner upon the data holds by Theorems 3.1–3.4 and [14, Proposition 2.5]. We will
conduct the proof in such a way that it carries over to the case of l1, only after minor changes.
Proof of Theorem 3.5. We will write Eq. (3.7) as an integral equation. We note that if d = (dΛ,dR)
is a solution to (3.7), then due to Theorem 3.1 the interfacial curve l0 is uniquely determined. The
other interfacial curves l1, ri , i = 0,1, are uniquely determined in virtue of one of Theorems 3.3, 3.4
or Proposition 3.7, its counterpart for r1 or the counterpart of Proposition 3.6 for r0.
Integrating (3.7) with respect to time yields
d = d0 +
t∫
0
V (s, d)ds, (3.42)
where d0 = (dΛ0 ,dR0 ), V = (VΛ, V R) and VΛ is given by RHS of (3.7)1,2,3 while V R is given by RHS of
(3.7)4,5,6. We stress that this deﬁnition takes into account the changing in time domain of deﬁnition
of Ri , L j , i, j = 0,1.
On the other hand, if d is a solution to (3.42), then the curve l0 is uniquely determined by Theo-
rem 3.1, as well as the curves l1, ri , i = 0,1. Subsequently, taking ∂d∂t yields a solution to (3.7). Thus,
it is suﬃcient to show that operator H(d), deﬁned as the RHS of (3.42), has a unique ﬁxed point in
a properly chosen Banach space. Here we take X = C([0, T ]; (C[0,M])2) for a suitable T ∈ (0, T∗) and
in accordance with part (b) of the deﬁnition of solution we set M = max{L1, R1} + 1. We also have to
deﬁne (3.7) for x1, x2 ∈ [−M,M]. Namely, we set
R˙1 =
L1
−
∫
l1
σ(t, R1, s)ds − 2γ (nR)
L1 − l1 on [l1,M],
L˙1 =
R1
−
∫
r1
σ(t, s, L1)ds − 2γ (nΛ)
R1 − r1 on [r1,M]. (3.43)
We notice that the above deﬁnition of M is a restriction on L1(t), R1(t) and time T .
We consider here a closed set
F = {( f , g) ∈ X: f (t, ·), g(t, ·) are increasing and Lipschitz continuous and
f (0, ·) = dΛ0 (·), g(0, ·) = dR0 (·)
}
.
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curves r0, l1 and r1 are also well deﬁned. The assumptions on the data guarantee that they are
monotone and in particular l0 is increasing. Existence and Lipschitz dependence upon the data of the
interfacial curves l0, l1, r0 and r1 permit us to deﬁne d and consequently H(d), which belongs to F ,
due to the signs of the velocities V R and VΛ . Moreover, since V and li , ri , i = 0,1, are Lipschitz
continuous functions of its arguments, we conclude existence of a small T > 0 such that operator V
is a contraction in F . Hence, existence of a unique ﬁxed point follows.
By theory of ODE we deduce that d(t, ·) is C1 in the complement of the faceted regions. Moreover,
one can see
(
dΛ
)+
x
(
t, l0(t)
)= dΛ0 (l0(t))+
t∫
0
σx1
(
s,dΛ
(
s, l0(t)
)
, l0(t)
)
dΛx
(
s, l0(t)
)
ds.
Due to positivity of σx1 we conclude that (d
Λ)+x (t, l0(t)) is always positive for t > 0. Thus, we witness
the loss of differentiability of solutions.
We have to exhibit ξ and to show that the pair (Γ, ξ) is a variational solution. In fact, ξ is given
by formula (3.2). In order to show that this ξ is a minimizer we will adapt the methods of [14,
Lemma 2.1]. We shall compare E j(ξ +h) and E j(ξ), j = Λ, R . We have to examine the assumption that
ξ + h is in D j , j = Λ, R . Let us write h(d˜(t, x)) = (h1(x),h2(x)). First, since ∂γ (nΛ) ∩ ∂γ (nR) = {p},
then h(±R1,±L1) = (0,0). As a result we may consider each side S±j , j = Λ, R separately. Thus, we
will present the argument only for EΛ , because the other functional is handled in the same way.
The requirement div(ξ + h) = ∂
∂τ (ξ + h) ∈ L2(Si), i = Λ, R , implies continuity of h. Thus, the struc-
ture of DΛ implies that h1(x) = 0 for all x ∈ [−L1, L1]. In addition, due to ξ2(t, x) = −γ (nR) at x = li ,
i = 0,1, we have h2(li) 0. By a similar argument h2(−li) 0.
In general EΛ(ξ) is a curvilinear integral over S+Λ . It can be written as
EΛ(ξ) =
L1∫
−L1
1
2
∣∣∣∣σ (t,dΛ(t, x), x)− τ · ∂ξ∂τ
(
t,dΛ(t, x), x
)∣∣∣∣
2√
1+ (dΛx (t, x))2 dx.
On inverse images of faceted regions this integral simpliﬁes, because τ · ∂ξ
∂τ = ∂ξ2∂x and dΛx = 0.
On (l0, l1) the following formula for solutions dΛ
dΛ(t, x) = dΛ0 (x) +
t∫
0
σ
(
s,dΛ(s, x), x
)
ds
is valid. Hence, dΛ is strictly increasing and due to ∂σ
∂x2
(t,dΛ(x), x) > 0 for x > 0 the derivative
∂dΛ
∂x (t, x) never vanishes on (l0, l1). As a result, for each t > 0 the exceptional set E
Λ
Z contains at
most four point, hence Proposition 3.1 yields divS ξ = 0 on (−l1,−l0)∪ (l0, l1). In addition, we deduce
that n = nΛ,nR there, hence ∂γ (n) is a singleton. Thus h = 0 on (−l1,−l0)∪(l0, l1). Once we combine
it with the continuity of h we obtain h(±li) = 0, i = 0,1.
Our calculations require the knowledge on the behavior of the difference σ − divS ξ on [−L,−l1],
[−l1,−l0], [−l0, l0], [l0, l1], [l1, L]. Due to symmetries involved, we may consider only positive argu-
ments. First, we take x ∈ [0, l0], thus divS ξ = ∂ξ2∂x2 . We can immediately see that (cf. (3.4))
σ(t, R0, l0) − ∂ξ2
∂x2
(t, R0, l0) =
l0
−
∫
0
σ(t, R0, s)ds + γ (nR)
l0
= R˙0  σ(t, R0, l0) (3.44)
holds on [0, l0], hence on [−l0, l0].
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constructed (see (3.2)) is a minimizer. Below, we shall deal with the case R˙0 > σ(t, R0, l0).
Next, we consider [−l1,−l0] ∪ [l0, l1]. Here, we obviously have
σ
(
t,dΛ(t, x), x
)− ∂ξ2
∂x2
(
dΛ(t, x), x
)≡ σ (t,dΛ(t, x), x).
On interval [l1, L1] it holds
σ(t, R1, x) − ∂ξ2
∂x2
(t, R1, x) =
L1
−
∫
l1
σ(t, R1, s)ds − 2γ (nR)
L1 − l1 .
Let us set
δ = 1
2
(
R˙0 − σ(t, R0, l0)
)
> 0
and consider h2  0 such that
∥∥∥∥∂h2∂x2
∥∥∥∥
L∞
 δ. (3.45)
Hence,
∣∣∣∣σ − ∂ξ2∂x2 −
∂h2
∂x2
∣∣∣∣=
∣∣∣∣R˙0 − ∂h2∂x2
∣∣∣∣
∣∣∣∣σ(t, R0, l0) − ∂h2∂x2
∣∣∣∣.
After collecting the above information we can see that
EΛ(ξ + h) 1
2
l0∫
−l0
∣∣∣∣σ(t, R0, l0) − ∂h2∂x2 (x)
∣∣∣∣
2
dx
+ 1
2
( −l0∫
−l1
+
l1∫
l0
)∣∣σ (t,dΛ(t, x), x)∣∣2√1+ (dΛx )2(t, x)dx
+ 1
2
( −l1∫
−L1
+
L1∫
l1
)∣∣∣∣σ(t, R1, l1) − ∂h2∂x2 (x)
∣∣∣∣
2
dx. (3.46)
Hence,
EΛ(ξ + h)− EΛ(ξ) =
l0∫
−l0
[
1
2
(
∂h2
∂x2
)2
− σ(t, R0, l0) ∂h2
∂x2
]
dx
+
( −l1∫
−L
+
L1∫
l
)[
1
2
(
∂h2
∂x2
)2
− σ(t, R1, l1) ∂h2
∂x2
]
dx.1 1
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EΛ(ξ + h)− EΛ(ξ)−σ(t, R0, l0)h2|l0−l0 − σ(t, R1, l1)
(
h2|L1l1 + h2|
−l1−L1
)= 0.
The last conclusion follows from ∂σ
∂x2
(t,dΛ(t, x), x) > 0 for x > 0, ∂σ
∂x2
(t,dΛ(t, x), x) < 0 for x < 0 and
h2(±l1) = 0 = h2(±L1). 
Remarks. The question of uniqueness of solutions will be treated separately.
In the above proof we refer to Lipschitz continuity of l0 with respect to L1, R1. However, according
to Theorem 3.1 this dependence is trivial. On the other hand, in case of l1 this dependence is not
trivial and the above argument is substantial.
Theorem 3.6. Let us suppose that σt , σx1 and σx2 are continuous on [0, T∗)×R2 . For each t ∈ [0, T∗) function
σ(t, ·, ·) satisﬁes the Berg’s effect (1.2) and (1.3). In addition β satisﬁes (2.7). We assume that dΛ0 , dR0 are given
of class C1,1 in the complement of the interior of the faceted regions. Moreover,ΣΛ0 is deﬁned by (3.14),Σ
Λ
0 > 0
and (dΛ0 )
+
x (l00) > 0. In addition, we assume that l00 < l10 and that the interfacial curves l1(·), r0(·) and r1(·)
are well deﬁned and they are Lipschitz continuous with respect to dΛ , dR . Then, there exist T ∈ (0, T∗] and a
variational solution to (1.1) on [0, T ).
Proof. We essentially repeat the argument of Theorem 3.5. Here, instead of Theorem 3.1 we rely on
Proposition 3.6 for existence of the matching curve emanating form l00. The details are omitted. 
The point of Theorem 3.6 is that it shows existence of solutions for data violating the tangency
condition and such that we have a jump discontinuity of dΛx at l0.
Finally, we would like to recall the statement of Theorem 1.1, yielding the summary of the exis-
tence.
Theorem 1.1. Let us suppose that σ is C1 on [0, T∗) ×R2 . It satisﬁes (1.2) and (1.3), β is given by (2.7) and
γ is deﬁned by the formula (1.4). If the initial curve Γ0 is a bent rectangle, l00 < l10 and none of the quantities
ΣΛ0 , Σ
Λ
1 , Σ
R
0 , Σ
R
1 is zero, then there exist T ∈ (0, T∗] and a unique local-in-time variational solution to (1.1)
on [0, T ).
In order to prove it, we have to make its detailed content explicit. This is done in the theorem
below, where we restrict the statement just to a single side SΛ and a single interfacial point which
does not lead to any loss of generality as we have already remarked in the proof of Theorem 3.5.
During the course of constructing the interfacial curves we have seen that we have to take into
account the following factors: (1) the sign of ΣΛ0 ; (2) the tangency condition at l00; (3) the vanishing
of d+0,x(l00). The theorem below is a report of a book keeper about behavior of the interfacial curve
whose formula for the derivative is l˙0(t) = (R˙0(t) − σ(t, R0(t), l0(t)))/dx(t, l0(t)). Obviously, the case
l˙0(0) = 0/0 corresponding to the tangency condition being satisﬁed at l00 and to vanishing of d+0,x(l00)
is involved. It is also transparent that the case corresponding to d+0,x(l00) = 0 when the tangency
condition fails and ΣΛ0 > 0 is left out. It is so, because it requires different methods, it will be dealt
with elsewhere.
Theorem 3.7. Let us suppose that σ satisﬁes the Berg’s effect and (1.3), it is C1 on [0, T∗) ×R2 , β is deﬁned
by (2.7) and γ is deﬁned by the formula (1.4). We assume that the initial curve Γ0 is a bent rectangle (but not
a rectangle) and l00 < l10 . Then, there exists T ∈ (0, T∗] such that:
(a) If ΣΛ0 < 0 and the tangency condition holds at l00 , then there exists a unique local-in-time variational
solution to (1.1) on [0, T ) and l0(·) is a tangency curve.
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solution to (1.1) on [0, T ) and l0(·) is a matching curve.
(c) IfΣΛ0 < 0 and the tangency condition does not hold at l00 , then there exists λ00 < l00 where the tangency
condition is satisﬁed at λ00 . If the assumptions either (a) or (b) are satisﬁed at λ00 , then there exists a
variational solution on [0, T ).
(d) If ΣΛ0 > 0, the tangency condition does not hold at l00 and d
+
0,x(l00) > 0, then there exists a unique local-
in-time variational solution to (1.1) on [0, T ) and l0(·) is a matching curve.
Proof. (a) This has been proved in [14, Theorem 3.1].
(b) This is the content of Theorems 3.5 and 4.1 below.
(c) The interfacial curve wants to be decreasing while the tangency condition is violated. We
encountered such a situation in [14, §2.4]. In this case R˙ < σ(t, R0, l0), hence the existence of the
postulated λ00 < l00 is obvious. If ΣΛ0 = 0 at the new location, then we are back to cases (a) or (b) of
the present theorem.
(d) This is the content of Theorems 3.6 and 4.1 below. 
We left out undecided the case of ΣΛ0 = 0. However, such σ ’s are in a C1-neighborhood of an-
other σ1, which satisﬁes one of the conditions above. This is why we claim we have solved the
existence problem for the case of generic data.
We also note that if (c) in the above theorem occurs, then the interval [λ00, l00] will bend imme-
diately.
3.2. Bending the rectangles
In the previous section we excluded the case l00 = l10. We will treat it now. Let us notice that
if l00 = l10, then we have a ﬂat facet which is partitioned into three pre-images of faceted regions,
(−L1,−l00), (−l00, l00), (l00, L1) and at points belonging to these intervals vector ﬁeld ξ is in the
relative interior of ∂γ (n). The solution to the minimization problem (2.6) satisﬁes (3.4). The deﬁnition
of the faceted region implies that ξ(t, l00) must belong to the boundary of ∂γ (n). Thus, it follows from
Proposition 3.2 and its proof that
∂ξ
∂x2
(t, R0, l00) = 0,
i.e., the tangency condition holds at l00, thus V0 = V1 in (3.4).
This fact restricts the possible behavior of the interfacial curves li(·), i = 0,1, and explains our
interest in data satisfying the tangency conditions.
We notice that some of the conﬁgurations are not possible. We begin with complications related
to tangency curves li (·), i = 0,1.
Proposition 3.8. Let us suppose that (Γ, ξ) is a variational solution and l00 = l10 . If li (·), i = 0,1, are tangency
curves satisfying
l0(t) > l

1(t) for t > 0, (3.47)
then, for t > 0 interval (−L1, L1) is the pre-image of a single faceted region.
Proof. From the geometry of the problem we infer that the inequality l0(t) > l

1(t) implies that the
lines tangent to G at l0(t) and l

1(t) are below the graph of G . The ﬁrst line connects the point
(0,0) and (l0(t),G(l

0(t) + γ (nR))), the second one connects (l1(t),G(l1(t + γ (nR)))) and (L1,G(L1)).
Due to convexity of G , they are below the graph of G . Hence, the line joining the points (0,0) and
(L1,G(L1)) is below these tangents. Thus, we showed a different solution to the variational problem
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the facet occurs and our claim follows. 
Furthermore, a situation when both curves l0(·), l1(·) are matching curves is not possible. Indeed,
this would imply that l1(t) < l0(t), which contradict the possibility of deﬁning these matching curves.
Finally, we have the situation when one of l0(·), l1(·) is a matching curve, while the other one is
a tangency one. For the sake of deﬁniteness, we assume that l0 is matching while l1 is a tangency
curve. Thus, l1(t) = l1(t) > l10 and l0(t) > l10. We notice that by Proposition 3.8 inequality l0(t) > l1(t)
is excluded. Since the slope of the tangent to G(t, ·) continuously depends upon time, we observe
that there is a tangent to the graph of G(t, ·) for 0 < t <  and passing through (0,0). Its tangency
point l0(t) must be close to l10 and l

0(t) < l

1(t). Since l0(t) is a matching curve, then l

0(t) < l0(t),
in particular dGdx (l0(t)) >
dG
dx (l

0(t)), hence the line connecting (0,0) and (l0(t),G0(t) + γ (nR)) must
intersect G . Thus, ξ is not a solution to the variational principle (2.6), a contradiction. Our claim
follows.
Now, we can show the existence result, knowing that only tangency curves starting from l00 = l10
are possible.
Theorem 3.8. Let us suppose that σ and β are as in Theorem 3.7, l00 = l10 and ΣΛ0 < 0, ΣΛ1 > 0. Then, there
is T > 0 such that a variational solution to (1.1) exists for t ∈ [0, T ). Moreover, the interfacial curves li (·),
i = 0,1, are the tangency curves and l0(t) < l1(t) for t > 0.
Proof. What we have shown so far implies that l0(t)  l1(t). Since for the tangency curves we have
R˙0 < R˙1, then l0(t) < l

1(t). Existence of variational solutions follows now from Theorem 3.7(a) and its
proof. 
3.3. Examples
In [14] we considered a couple of examples of σ ’s. They were
σ1 = 2σ∞ − σ∞
(
1
1+ x2 +
1
1+ y2
)
,
σ2 = 2σ∞ − σ
∞
1+ x2 + y2 .
Let us look ﬁrst at σ1 with constant σ∞ . It is easy to check that
Σ i0 ≡ 0, i = R,Λ,
ΣΛ1 = L˙1
(
σ1(R1, L1) − σ1(R1, l1)
)
> 0, Σ R1 = R˙1
(
σ1(R1, L1) − σ1(r1, L1)
)
> 0.
Thus, if the tangency condition is satisﬁed at the initial time at l00 or l10, then these points are the
starting points of the tangency curves, moreover, l0(t) ≡ l00. A similar conclusion holds for r0 and r1.
If we assume that the tangency condition is violated at l10 (resp. at r10), then we can solve Eq. (1.1)
only if the left derivative of dΛ0 (resp. d
R
0 ) is positive at l1 (resp. r1).
Let us turn our attention to the σ2, which is more interesting, because we cannot guarantee in
general the sign of all Σ ij , i = R,Λ, j = 0,1. We ﬁrst consider σ∞ independent from time. It is easy
to notice that, if the tangency condition is satisﬁed at l00, then l˙0(0) > 0, because for a constant σ∞ ,
the quantity ΣΛ0 takes the form
Σ˜Λ0 = 2R00 R˙0(0)
( l00
−
∫
dy
(1+ R200 + y2)2
− 1
(1+ R200 + l200)2
)
< 0.0
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sign of l˙1(0), without the detailed knowledge about l00, l10, R00, R10 and L10 because ΣΛ1 equals to
Σ˜Λ1 = 2R10 R˙1(0)
( L10
−
∫
l10
dy
(1+ R210 + y2)2
− 1
(1+ R210 + l210)2
)
+ L˙1(0)
L10 − l10
(
1
1+ R210 + l210
− 1
1+ R210 + L210
)
.
Thus, we cannot determine the character of the curve starting at l10.
We can change this situation if σ∞ depends upon time. Namely,
ΣΛ0 = Σ˜Λ0 + σ∞t
(
1
1+ R200 + l200
−
l00
−
∫
0
dy
1+ R200 + y2
)
and we notice that the term in the parenthesis is negative. Similarly,
ΣΛ1 = Σ˜Λ1 + σ∞t
(
1
1+ R210 + l210
−
L10
−
∫
l10
dy
1+ R210 + y2
)
and the difference in the parenthesis is positive. If we choose large negative σ∞t , then we can obtain
ΣΛ0 > 0 while Σ
Λ
1 < 0, i.e., matching curves start at l00 and at l10. If we reverse the sign of σ
∞
t , we
will obtain two tangency curves starting from l00 and l10.
4. Uniqueness of solutions
Here, we essentially use the methods of [14, Theorem 3.2]. They depend on the monotonicity of
the RHS of (3.7) and on regularity of the interfacial curves, ri , li , i = 0,1. For the sake of completeness
we present below the proof, which is valid for both types of curves.
Theorem 4.1. Let us suppose that β satisﬁes (2.7), σ is of C1-class on [0, T ) × R2 , for each t ∈ [0, T ) func-
tion σ(t, ·, ·) fulﬁlls (1.2) and (1.3). We are given (Γ i, ξ i), i = 1,2, two variational solutions to (1.1) deﬁned
on [0, T ) and Γ 1(0, ·) = Γ 2(0, ·), ξ1(0, ·) = ξ2(0, ·). Moreover, the initial data satisfy the assumptions of
Theorem 3.7 or Section 3.2. Then, Γ 1(t, ·) = Γ 2(t, ·), ξ1(t, ·) = ξ2(t, ·) for all t ∈ [0, T ).
Proof. One of the problems we have to overcome is the time dependence of domains of dRi , dΛi ,
i = 1,2. We have to extend these to ﬁxed domains. By M we mean the number deﬁned in part (b) of
the deﬁnition on the notion of a solution. We recall that by assumption σ(t, ·, ·) is deﬁned over R2,
while ξ i(t, ·, ·), i = 1,2, are over [−M,M]2, see (2.2). We will extend dRi and dΛi to [−M,M]2. How-
ever, in order to simplify the notation we will concentrate on dΛi , i = 1,2. The argument for dRi is the
same and thus the details will be omitted. We extend dΛi , i = 1,2, is by the solution to the system
∂dΛi
∂t
= σ (t, Ri1, Li1)− ∂+ξ i2∂x2
(
t, Ri1, L
i
1
)
, x ∈ [Li1,M],
∂dΛi = σ (t, Ri1,−Li1)− ∂−ξ i2 (t, Ri1,−Li1), x ∈ [−M,−Li1], (4.1)∂t ∂x2
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±ξi
∂x2
are one-sided derivatives. We stress that the speed of evolution of dΛi in (4.1) is set to
be constant and equal to the horizontal speed of vertex (Ri1, L
i
1). Since σ(t, R
i
1, x) − ∂
+ξ i2
∂x2
(t, Ri1, x) is
constant for x ∈ [li1, Li1] and equal to R˙ i1. We see that the above deﬁnition is compatible with (3.43).
Subsequently, we proceed as in the proof of [14, Theorem 3.2], i.e. we take the difference of (4.1)
for i = 1,2, multiply by dΛ2 − dΛ1 and integrate over [−M,M]. Hence, we obtain
1
2
d
dt
M∫
−M
∣∣dΛ2 (t, x) − dΛ1 (t, x)∣∣2 dx
=
M∫
−M
(
−∂ξ
2
2
∂x2
(t, x) + ∂ξ
1
2
∂x2
(t, x)
)(
dΛ2 (t, x) − dΛ1(t,x))dx
+
M∫
−M
[
σ
(
t,dΛ2 (t, x), x
)− σ (t,dΛ1 (t, x), x)](dΛ2 (t, x) − dΛ1 (t, x))dx
= J + I.
The second term is easily handled due to Lipschitz continuity of σ , we obtain
I  C
M∫
−M
∣∣dΛ2 − dΛ1 ∣∣2 dx.
In order to proceed, we have to examine ξ i and to introduce some notation for that purpose. Namely,
we shall write ξ(·) = ξ(dΛ, L, ·) to denote the unique solution to (2.6) for d = dΛ deﬁned over [−L, L].
In fact, as we have seen in the course of the proof of [14, Theorem 3.2], it is a unique solution to the
corresponding Euler–Lagrange equation. Hence, in our case ξ i(·) = ξ i(dΛi , Li, ·), i = 1,2. Similar nota-
tion should be used for the Cahn–Hoffman vectors deﬁned over the other pair of sides SR . However,
for the sake of simplicity of notation we shall not do this.
Using the new notation, we will rewrite the term J , namely
J =
M∫
−M
(
− ∂ξ2
∂x2
(
dΛ2 , L2, x
)+ ∂ξ2
∂x2
(
dΛ1 , L2, x
))(
dΛ2 − dΛ1)(t, x)dx
+
M∫
−M
(
− ∂ξ2
∂x2
(
dΛ1 , L2, x
)+ ∂ξ2
∂x2
(
dΛ1 , L1, x
))(
dΛ2 − dΛ1)(t, x)dx
= J1 + J2.
An argument based on monotonicity of the operator ∂γ , as in the proof of [14, Theorem 2.2], yields
that J1  0. Namely, by the deﬁnition of ξ ’s
J1 =
min{L11,L21}∫
−min{L1,L2}
(
− ∂ξ2
∂x2
(
dΛ2 , L2, x
)+ ∂ξ2
∂x2
(
dΛ1 , L2, x
))(
dΛ2 − dΛ1)(t, x)dx1 1
2300 Y. Giga, P. Rybka / J. Differential Equations 246 (2009) 2264–2303+
( −min{L11,L21}∫
−max{L11,L21}
+
−max{L11,L21}∫
min
{
L11,L
2
1
}
)(
∂ξ2
∂x2
(
dΛ1 , L2, x
)− ∂ξ2
∂x2
(
dΛ2 , L2, x
))∣∣R11 − R21∣∣dx
= J11 + J12.
The integration by parts and the boundary conditions (2.5) on ξ i at x = ±Li1, i = 1,2, lead us to
J11 =
min{L11,L21}∫
−min{L11,L21}
(
ξ2
(
dΛ2 , L2, x
)− ξ2(dΛ1 , L2, x))(dΛ2x − dΛ1x )(t, x)dx.
Now, we notice that the integrand equals to the following inner product
−(ξ(dΛ2 , L2, x)− ξ(dΛ1 , L2, x)) · (dΛ2x (t, x) − dΛ1x (t, x),0)=: I1.
Since ξ i(x) ∈ ∂γ ((−dΛix ,1)), because n(x) = (−dΛix ,1)/
√
1+ (dΛix )2, we conclude by monotonicity of
the subdifferential that I1  0. Hence
J11  0.
Later we will deal with J12. It requires treatment similar to that applied to J21 below.
Now, we turn our attention to J2. Vector ﬁelds ξ(dΛ1 , Li), i = 1,2, are obtained as solutions to the
Euler–Lagrange equation for the same dΛ1 but different Li1.
Let us notice that the data uniquely imply whether the interfacial curve li0(·), i = 1,2, is a tangency
curve or a matching curve. If li0(·), i = 1,2, are tangency curves then, by [14, Proposition 2.5] they are
uniquely deﬁned by σ and R0(·) = R10(·) = R20(·). Moreover, they are of class C1. On the other hand,
if li0(·), i = 1,2, are matching curves, then by Theorem 3.1 they are also uniquely deﬁned by σ and
R0(·), in addition li0 ∈ C1[0, T ].
As a result, by the formula for ξ(dΛ1 , Li, x), on (−l0, l0), we deduce
∂ξ2
∂x1
(
dΛ1 , L2, x
)= ∂ξ2
∂x1
(
dΛ1 , L1, x
)
, for x ∈ (−l0, l0).
However, the above argument is no longer valid for li1, i = 1,2, hence we obtain
J2 =
( −l0∫
−M
+
M∫
l0
)(
− ∂ξ1
∂x1
(
dΛ1 , L2, x
)+ ∂ξ1
∂x1
(
dΛ1 , L1, x
))(
dΛ2 − dΛ1)(x)dx.
Let us introduce further notation
lk1 = min
{
l21, l
1
1
}
, lm1 = max
{
l21, l
1
1
}
, Li1 = min
{
L21, L
1
1
}
, L j1 = max
{
L21, L
1
1
}
.
Let us notice that
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∂x1
(
dΛ1 , Lp, x
)= 0, for x1 ∈ (l0, lk1), p = 1,2,
∂ξ2
∂x1
(
dΛ1 , Lm, x
)= 0, for x1 ∈ (lk1, lm1 ),
where the superscript m in Lm means the index m in lm1 , and
∂ξ2
∂x1
(
dΛ1 , Li, x
)= 0, for x1 ∈ (Li1, L j1).
Hence,
J2  2
lm1∫
lk1
∣∣∣∣ ∂ξ2∂x2
(
dΛ2 , Lk, x
)∣∣∣∣∣∣dΛ2 − dΛ1 ∣∣(t, x)dx
+ 2
Li1∫
lm1
∣∣∣∣ ∂ξ2∂x2
(
dΛ2 , L2, x
)− ∂ξ2
∂x2
(
dΛ2 , L1, x
)∣∣∣∣∣∣dΛ2 − dΛ1 ∣∣(t, x)dx
+ 2
L j1∫
Li1
∣∣∣∣ ∂ξ2∂x2
(
dΛ2 , L j, x
)∣∣∣∣∣∣dΛ2 − dΛ1 ∣∣(t, x)dx.
The formulas for ∂ξ1
∂x1
, see (3.2), permit us to write
J2  K
( lm1∫
lk1
∣∣dΛ2 − dΛ1 ∣∣dx1 + ∣∣L21 − L11∣∣∥∥dΛ2 − dΛ1∥∥L2 + ∣∣L21 − L11∣∣∣∣R21 − R11∣∣
)
.
In order to reach the desired bound, we have to show the following “reverse Hölder inequalities,”
∣∣L21 − L11∣∣ C∥∥dR2 − dR1∥∥L2 , ∣∣R21 − R11∣∣ C∥∥dΛ2 − dΛ1∥∥L2 . (4.2)
We will show them, possibly after restricting the time intervals by the condition
li1(t) l10 + a, t  T1, ri1(t) r10 + a, t  T1,
for some a > 0. Such T1 exists because of differentiability of li1 and r
i
1 (see [14, Proposition 2.5] for
the tangency curves and Theorem 3.6 for the matching curves). Thus, after recalling that Li1(t) L10
for σ satisfying (1.2),
∥∥dΛ2 − dΛ1∥∥2L2 =
M∫
−M
∣∣dΛ2 − dΛ1 ∣∣2 dx1 
L10∫
l10+a
∣∣dΛ2 − dΛ1 ∣∣2 dx1 = ∣∣L10 − (l10 + a)∣∣∣∣R21 − R11∣∣2.
Hence, (4.2) follows. The other inequality follows by the same token.
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∫ lm1
lk1
|dΛ2 −dΛ1 |dx1, we have to work a little bit more.
We note that Eqs. (3.7)2 and (3.7)5 imply that dΛi , dΛi , i = 1,2, are bounded on [0, T1] × [−M,M] as
long as
∥∥d j0,x∥∥L∞  K < ∞, j = R,Λ.
Using this information we arrive at
J21 :=
lm1∫
lk1
∣∣dΛ2 − dΛ1 ∣∣dx1 =
lm1∫
lk1
∣∣∣∣∣R21 − R11 +
lm1∫
x1
(
dΛ2x − dΛ1x
)
ds
∣∣∣∣∣dx1.
Hence,
J21 
∣∣l21 − l11∣∣∣∣R21 − R11∣∣+ K ∣∣l21 − l11∣∣2.
We recall that li1, no matter what is the character of these curves, they are of class C
1 and if L21 = L11,
then l11 = l21. Thus,
∣∣l21 − l11∣∣ K ∣∣L21 − L11∣∣.
Taking into account of above bounds we arrive at the estimate
d
dt
∥∥dΛ2 − dΛ1∥∥2L2  K (∥∥dΛ2 − dΛ1∥∥2L2 + ∥∥dΛ2 − dΛ1∥∥2L2).
A similar estimate is valid for the difference dR2 − dR1 , after adding them up we reach
d
dt
(∥∥dR2 − dR1∥∥2L2 + ∥∥dΛ2 − dΛ1∥∥2L2) K (∥∥dR2 − dR1∥∥2L2 + ∥∥dΛ2 − dΛ1∥∥2L2).
Using Gronwall inequality we deduce that
∥∥dΛ2 − dΛ1∥∥2L2 + ∥∥dR2 − dR1∥∥2L2 = 0
for t ∈ [0, T1]. Once we show that Γ1 = Γ2, then ξ1 = ξ2 follows from the strict convexity of the
integrand in Ei , i = R,Λ, as in the proof of Theorem 2.2. 
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