Points de hauteur bornée sur les hypersurfaces des variétés toriques by Mignot, Teddy
Points de hauteur borne´e sur les hypersurfaces des
varie´te´s toriques
Teddy Mignot
To cite this version:
Teddy Mignot. Points de hauteur borne´e sur les hypersurfaces des varie´te´s toriques. The´orie des
nombres [math.NT]. Universite´ Grenoble Alpes, 2015. Franc¸ais. <NNT : 2015GREAM048>.
<tel-01289444>
HAL Id: tel-01289444
https://tel.archives-ouvertes.fr/tel-01289444
Submitted on 16 Mar 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THÈSE
Pour obtenir le grade de
DOCTEUR DE L’UNIVERSITÉ DE GRENOBLE
Spécialité : Mathématiques
Arrêté ministérial : 7 août 2006
Présentée par
Teddy Mignot
Thèse dirigée par Emmanuel Peyre
préparée au sein Institut Fourier
et de l’École Doctorale MSTII
Points de hauteur bornée sur
les hypersurfaces des variétés to-
riques
Thèse soutenue publiquement le 23 novembre 2015,
devant le jury composé de :
M. Roger Heath-Brown
Professeur, University of Oxford, Président
M. Antoine Chambert-Loir
Professeur, Université d’Orsay, Rapporteur
Mme Damaris Schindler
Ingénieur de Recherche, Institute for Advanced Study, Examinatrice
M. Régis De La Bretèche
Professeur, Université Paris Diderot, Examinateur
M. Tanguy Rivoal
Directeur de Recherche, CNRS, Examinateur
M. Emmanuel Peyre
Professeur, Université Joseph Fourier, Examinateur
2
Remerciements
Je tiens en premier lieu à remercier chaleureusement mon directeur de
thèse Emmanuel Peyre pour m’avoir proposé un sujet de recherches aussi
passionnant. Travailler sous sa direction fut aussi bien un honneur qu’un
immense plaisir. Je ne saurais assez le remercier pour sa bienveillance, sa
grande disponibilité, ses précieux conseils et ses patientes et minutieuses re-
lectures de mes (longs) manuscrits.
Je souhaite également exprimer ma gratitude à Roger Heath-Brown et à
Antoine Chambert-Loir pour avoir accepté d’être les rapporteurs d’un aussi
long texte. Leurs relectures et leurs conseils avisés m’on permis d’apporter
bien des améliorations à ce mémoire. Je suis très flatté d’avoir de tels ex-
perts pour rapporteurs. Je tiens par ailleurs à remercier vivement Régis De
La Bretèche, Tanguy Rivoal et Damaris Schindler pour m’avoir fait l’hon-
neur de faire partie de mon jury de thèse.
Cette thèse a été préparée au sein de l’Institut Fourier. Je souhaite re-
mercier les membres du groupe de recherche de Théorie des Nombres pour
m’avoir, à plusieurs reprises, donné l’opportunité de présenter mes travaux
lors de séminaires de Théorie des Nombres.
Un grand merci également à mes co-bureaux Clément et Jean-Matthieu,
et de manière générale à mes collègues thésards Thibaut, Etienne, Guillaume,
Federico, Kevin, Izabela, Pedro, Binbin, Raphaël, Zhizhong, Coline, Benja-
min et tous les autres, aux côtés desquels j’ai passé des années particulière-
ment agréables et riches en échanges.
Je tiens aussi à remercier tous mes anciens professeurs depuis la primaire
et tout particulièrement Kenji Iohara pour son soutien constant et Philippe
Caldero pour m’avoir guidé sur Grenoble à partir de ma cinquième année
d’étude, et pour m’avoir introduit auprès de mon directeur de thèse pour
mon stage de Master.
Enfin, merci du fond du cœur à mes parents et à mes sœurs Eva et Tania
pour leurs témoignages d’affection et pour leurs encouragements tout au long
3
4de mes études.
Table des matières
1 Introduction 9
1.1 Conjecture de Manin . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Liste de résultats . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Variétés toriques . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Méthode du cercle . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Principaux résultats . . . . . . . . . . . . . . . . . . . . . . . 15
1.5.1 Espaces triprojectifs . . . . . . . . . . . . . . . . . . . 15
1.5.2 Variétés toriques X telles que rg Pic(X) = 2 . . . . . 17
1.5.3 Variétés toriques plus générales . . . . . . . . . . . . . 19
2 Espaces triprojectifs 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Première étape . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.1 Sommes d’exponentielles . . . . . . . . . . . . . . . . . 31
2.2.2 Une inégalité de type Weyl . . . . . . . . . . . . . . . 32
2.2.3 La méthode du cercle . . . . . . . . . . . . . . . . . . 37
2.3 Deuxième étape . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1 Sommes d’exponentielles . . . . . . . . . . . . . . . . . 45
2.3.2 La méthode du cercle . . . . . . . . . . . . . . . . . . 47
2.3.3 Les arcs majeurs . . . . . . . . . . . . . . . . . . . . . 49
2.4 Troisième étape . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5 Quatrième étape . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.6 Cinquième étape . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.7 Conclusion et interprétation des constantes . . . . . . . . . . 67
2.7.1 Étude de l’intégrale J . . . . . . . . . . . . . . . . . . 69
2.7.2 Étude de la série S . . . . . . . . . . . . . . . . . . . . 71
2.7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 79
3 Variétés toriques particulières 81
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2 Préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2.1 Notations et premières propriétés . . . . . . . . . . . . 84
3.2.2 Hauteurs sur les hypersurfaces des variétés toriques . . 86
5
6 TABLE DES MATIÈRES
3.2.3 Cas des variétés toriques à n+ 2 générateurs . . . . . 91
3.3 Première étape . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.3.1 Une inégalité de Weyl . . . . . . . . . . . . . . . . . . 97
3.3.2 Géométrie des nombres . . . . . . . . . . . . . . . . . 108
3.3.3 Les arcs mineurs . . . . . . . . . . . . . . . . . . . . . 124
3.3.4 Les arcs majeurs . . . . . . . . . . . . . . . . . . . . . 126
3.4 Deuxième étape . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.4.1 Somme d’exponentielles . . . . . . . . . . . . . . . . . 133
3.4.2 Méthode du cercle . . . . . . . . . . . . . . . . . . . . 139
3.4.3 Le cas d2 = 1 . . . . . . . . . . . . . . . . . . . . . . . 149
3.5 Troisième étape . . . . . . . . . . . . . . . . . . . . . . . . . . 152
3.5.1 Premier cas . . . . . . . . . . . . . . . . . . . . . . . . 153
3.5.2 Deuxième cas . . . . . . . . . . . . . . . . . . . . . . . 166
3.6 Quatrième étape . . . . . . . . . . . . . . . . . . . . . . . . . 170
3.7 Cinquième étape . . . . . . . . . . . . . . . . . . . . . . . . . 175
3.7.1 Un résultat intermédiaire . . . . . . . . . . . . . . . . 175
3.7.2 Formule asymptotique pour Nd,U (B) . . . . . . . . . . 181
3.8 Conclusion et interprétation des constantes . . . . . . . . . . 184
3.8.1 Étude de l’intégrale singulière J . . . . . . . . . . . . 187
3.8.2 Étude de la série singulière S . . . . . . . . . . . . . . 189
3.8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 197
4 Cas général 199
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
4.2 Préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
4.3 Première étape . . . . . . . . . . . . . . . . . . . . . . . . . . 206
4.3.1 Préliminaires . . . . . . . . . . . . . . . . . . . . . . . 206
4.3.2 Une inégalité de Weyl : . . . . . . . . . . . . . . . . . 211
4.3.3 Géométrie des réseaux . . . . . . . . . . . . . . . . . . 222
4.3.4 Méthode du cercle . . . . . . . . . . . . . . . . . . . . 241
4.4 Deuxième étape . . . . . . . . . . . . . . . . . . . . . . . . . . 251
4.4.1 Inégalité de Weyl . . . . . . . . . . . . . . . . . . . . . 253
4.4.2 Méthode du cercle . . . . . . . . . . . . . . . . . . . . 258
4.4.3 Cas particulier . . . . . . . . . . . . . . . . . . . . . 276
4.5 Troisième étape . . . . . . . . . . . . . . . . . . . . . . . . . . 281
4.6 Quatrième étape . . . . . . . . . . . . . . . . . . . . . . . . . 307
4.6.1 Familles de fonctions arithmétiques . . . . . . . . . . . 308
4.6.2 Lemmes préliminaires . . . . . . . . . . . . . . . . . . 311
4.6.3 Un résultat intermédiaire . . . . . . . . . . . . . . . . 316
4.6.4 Sommation sur les fibres . . . . . . . . . . . . . . . . . 321
4.6.5 Démonstration du théorème 4.6.2 . . . . . . . . . . . . 324
4.6.6 Application du théorème 4.6.2 . . . . . . . . . . . . . 329
4.7 Conclusion et interprétation des constantes . . . . . . . . . . 332
4.7.1 Sommation de Möbius . . . . . . . . . . . . . . . . . . 333
TABLE DES MATIÈRES 7
4.7.2 Étude de la série singulière S . . . . . . . . . . . . . . 336
4.7.3 Étude de l’intégrale singulière J . . . . . . . . . . . . . 343
4.7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 344
8 TABLE DES MATIÈRES
Chapitre 1
Introduction
Depuis les trente dernières années de nombreux progrès ont été réalisés
dans l’étude du comportement asymptotique du nombre de points rationnels
de hauteur bornée sur une varitété algébrique X dont le diviseur canonique
a suffisamment de sections. En particulier, la conjecture de Manin, qui sug-
gère une formule asymptotique générale pour ce nombre de points, a été
vérifiée pour un grand nombre de variétés X. L’objectif de cette thèse est
de démontrer cette conjecture pour des familles d’hypersurfaces de variétés
toriques.
1.1 Conjecture de Manin
On considère une variété projective X de dimension n définie sur Q, et
L un fibré en droites sur X supposé très ample. Tout choix d’une base de
sections de ce fibré fournit un plongement φL : X ↪→ PN pour un certain
entier N tel que φ∗L(OPN (1)) = L. Ce plongement permet alors de construire
une hauteur HL sur X(Q). Considérons l’application H0 : PN (Q)→ [0,∞[
définie pour Q ∈ PN (Q) par :
H0(Q) = max
i∈{0,...,N}
|xi| = |x|,
où x = (x0, ..., xN ) ∈ ZN+1 est un représentant primitif (i.e tel que pgcdi(xi) =
1) du point Q. On définit alors HL : X(Q)→ [0,∞[ par :
∀P ∈ X(Q), HL(P ) = (H0 ◦ φL)(P ).
Le problème de Manin consiste alors à étudier, pour un ouvert dense de
Zariski U de X, le comportement asymptotique du cardinal
NU,HL(B) = Card{P ∈ U(Q) | HL(P ) 6 B},
lorsque B →∞.
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Dans l’ensemble de cette thèse, nous considérons exclusivement des va-
riétés projectives X dont le fibré anticanonique ω−1X est très ample, et nous
choisissons L = ω−1X . Nous notons alors
HX = Hω−1X
.
Le comportement asymptotique de NU,HX (B), pour un ouvert dense U ⊂ X
assez petit, est alors prédit par la conjecture de Manin :
Conjecture 1.1.1 (Batyrev/Manin/Peyre). Il existe un ouvert dense U ⊂
X et une constante CHX (X) tels que
NU,HX (B) 'B→∞ CHX (X)B(logB)r−1,
où r = rg Pic(X).
Remarquons que la constante CHX (X) a reçu une interprétation conjec-
turale par Peyre dans [Pe1] que nous allons détailler.
Fixons une base s0, ..., sN de Γ(X,ω−1X ). Pour toute place ν ∈ Val(Q),
tout x ∈ X(Qν) et toute section s ∈ Γ(X,ω−1X ) ne s’annulant pas en x, on
pose
||s(x)||ν =
(
sup
06i6N
∣∣∣∣si(x)s(x)
∣∣∣∣
ν
)−1
.
Par ailleurs pour tout ν ∈ Val(Q), on normalise la mesure de Haar dxν sur
Qν de la façon suivante :
– Si ν =∞, alors dxν est la mesure de Lebesgue usuelle sur R,
– Si ν 6=∞, alors ∫Oν dxν = 1.
On définit alors une mesure borélienne surX(Qν) par (voir [Pe1, §2.2.1]) :
ωHX ,ν =
∣∣∣∣∣∣∣∣ ∂∂x1 ∧ ... ∧ ∂∂xn
∣∣∣∣∣∣∣∣
ν
dx1,ν ...dxn,ν
où x1,ν , ..., xn,ν désignent des coordonnées locales analytiques au voisinage
d’un point x ∈ X(Qν).
Si S est un ensemble fini de places sur Q contenant la place infinie, on
note :
LS(s,Pic(X¯)) =
∏
p∈Val(Q)\S
Lp(s,Pic(X¯))
Lp(s,Pic(X¯)) =
1
det(1− p−s Frp |Pic(XF¯p)⊗Z Q)
λν =
{
Lν(1,Pic(X¯)) si ν ∈ Val(Q) \ S
1 sinon
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La formule conjecturée par Peyre, Batyrev et Tschinkel pour CHX (X) (cf.
[Pe2]) est alors :
CHX (X) = α(X)β(X)τHX (X)
où l’on a posé :
τHX (X) = lims→1
(s− 1)rg(Pic(X¯))LS(s,Pic(X¯))
∏
ν∈Val(Q)
λ−1ν ωHX ,ν .
β(X) = Card(H1(Q,Pic(X¯))),
α(X) =
1
(rg(Pic(X))− 1)!
∫
Ceff(X)∨
e−〈ω
−1
X ,y〉dy,
avec
Ceff(X)
∨ = {y ∈ (Pic(X)⊗R)∨ | ∀x ∈ Ceff(X), 〈x,y〉 > 0},
1.2 Liste de résultats
Rappelons dans un premier temps que la conjecture de Manin n’est pas
toujours vérifiée. En effet un contre-exemple a été obtenu par Batyrev et
Tschinkel. Il s’agit des hypersurfaces de Pn × P3 définies par une équation
bihomogène :
3∑
i=0
li(x)y
3
i = 0
où l0, l1, l2, l3 ∈ Q[x] sont des formes linéaires indépendantes en x =
(x0, ..., xn).
La conjecture de Manin a néanmoins été démontrée pour de très nom-
breux cas de variétés X. Citons en particulier le cas des variétés toriques
traité dans un premier temps par Batyrev et Tschinkel dans [BT1], [BT2],
[BT3] par des arguments d’analyse harmonique, puis par Salberger [Sa], dans
un cadre plus restreint, à l’aide de méthodes plus explicites.
Par ailleurs, la démonstration de la conjecture pour le cas d’intersections
complètes dans l’espace projectif résulte des travaux de Birch [Bi] basés sur
la méthode du cercle de Hardy-Littlewood. Une nouvelle forme de la méthode
du cercle élaborée par Heath-Brown dans [HB] a permis à Robbiani d’étudier
le cas d’une hypersurface de Pn × Pn. Plus récemment, une généralisation
de la méthode du cercle combinée avec des résultats de sommations hyper-
boliques ont permis à Blomer et Brüdern d’étudier le cas d’hypersurfaces
diagonales d’espaces multiprojectifs [B-B], puis à Schindler de traiter les in-
tersections complètes des espaces biprojectifs Pn1 × Pn2 pour n1, n2 ∈ N
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supposés assez grands (voir [Sch1] et [Sch2]).
Dans le présent mémoire, en nous appuyant sur les notations utilisées
par Salberger dans [Sa], nous démontrons la conjecture de Manin pour des
familles d’hypersurfaces de variétés toriques à l’aide de généralisations des
méthodes employées par Schindler. Avant d’énoncer le résultat principal, il
convient de faire quelques rappels sur les variétés toriques, ainsi que sur la
méthode du cercle qui est au cœur de la démonstration.
1.3 Variétés toriques
Pour présenter les variétés toriques, il est nécessaire de rappeler les défi-
nitions suivantes :
Définition 1.3.1. Étant donné un réseau N ,
– un cône polyédrique convexe dans NR = N ⊗R est un ensemble σ de
la forme
σ = C〈v1, ..., vk〉 =
{
k∑
i=1
λivi | λi > 0
}
,
où v1, ..., vk sont des vecteurs de N . On appelle dimension du cône σ
la dimension du R-espace vectoriel engendré par v1, ..., vk.
– Étant donné un cône σ dans NR, le cône dual de σ est l’ensemble
σ∨ = {u ∈ N∨R | ∀v ∈ σ, 〈u, v〉 > 0},
où N∨ désigne le réseau dual de N .
– On appelle face d’un cône σ l’ensemble des points d’annulation d’une
forme linéaire positive sur ce cône.
Définition 1.3.2. Étant donné un réseau N , un éventail est un ensemble
∆ de cônes polyédriques convexes de NR vérifiant :
1. Pour tout cône σ ∈ ∆, on a 0 ∈ σ ;
2. Toute face d’un cône de ∆ est un cône de ∆ ;
3. L’intersection de deux cônes de ∆ est une face de chacun de ces deux
cônes.
Nous noterons ∆max l’ensemble des cônes de ∆ de dimension maximale.
L’éventail est dit
– complet si
⋃
σ∈∆ σ = NR,
– régulier si chaque cône de ∆ est engendré par une famille de vecteurs
pouvant être complétée en une base de N .
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Pour un cône polyédrique σ de NR donné on définit le semi-groupe
Sσ = σ
∨ ∩N∨.
La variété torique affine sur un corps k associée à σ est la variété affine :
(1.1) Uσ = Spec(k[Sσ])
On remarque que si σ, τ sont deux cônes de NR, alors
τ ⊂ σ ⇒ Uτ ⊂ Uσ.
Étant donné un réseau N et un éventail ∆, on définit une variété algébrique
X = X(∆) sur k par recollement des ouverts Uσ pour σ ∈ ∆. Nous ren-
voyons le lecteur à [F, §1,2,3] pour plus de détails sur les variétés toriques.
Remarquons que la variété X(∆) est lisse (resp. complète) si ∆ est régulier
(resp. complet).
1.4 Méthode du cercle
Dans [Bi], Birch applique la méthode du cercle au cas d’intersections
complètes de l’espace projectif Pn−1. Nous allons présenter le principe de
la méthode en nous restreignant, pour simplifier, au cas d’une hypersurface
Y définie par une équation f(x) = 0, où x = (x1, ..., xn) et f ∈ Z[x] est
un polynôme homogène de degré d fixé. Via une inversion de Möbius, le
problème du calcul de NY,HY (B) peut être ramené au calcul de
N(B) = Card{x ∈ Zn | |x| 6 B, f(x) = 0},
où |x| = maxi∈{1,...,n} |xi|. Nous voudrions alors pouvoir donner une formule
asymptotique pour N(B) sous forme d’un terme principal et d’un terme d’er-
reur. Plus précisément, d’après la conjecture de Manin, la formule attendue
est :
(1.2) N(B) = CBn−d + o(Bn−d),
où C est une constante à préciser.
Pour obtenir cette formule, la méthode du cercle consiste dans un premier
temps à introduire une série génératrice. Posons
e : R → C
x 7→ e2piix,
ainsi que, pour tout α ∈ [0, 1] :
S(α,B) =
∑
x∈Zn
|x|6B
e (αf(x)) .
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Étant donné que, pour tout k ∈ Z,∫ 1
0
e(αk) dα =
{
1 si k = 0
0 si k 6= 0,
on a
N(B) =
∫ 1
0
S(α,B) dα.
Les principe de la méthode du cercle est alors de séparer l’intervalle d’inté-
gration [0, 1] en deux parties :
– Les arcs majeurs : il s’agit de l’ensemble M des α ∈ [0, 1] « proches »
d’un rationnel aq avec pgcd(a, q) = 1 et a, q assez « petits ».
– Les arcs mineurs ; c’est l’ensemble m = [0, 1[\M.
Pour savoir quels sont les arcs majeurs et les arcs mineurs appropriés, il est
nécessaire d’obtenir une estimation suffisamment précise de |S(α,B)|. Celle-
ci est obtenue à l’aide d’inégalités de Hölder, de différentiation de Weyl et
d’arguments de géométrie des nombres. Plus précisément, à l’issu de ces ma-
nipulations on montre que, pour un certain réel K > 0, l’une au moins des
deux assertions suivantes est vraie :
1. On a |S(α,B)|  Bn−K ,
2. Le réel α appartient à un ensemble M qui sera l’ensemble des arcs
majeurs.
Cette idée est naturelle si l’on considère que lorsque α n’appartient pas à M
(i.e. est loin d’être rationnel), alors e(αf(x)) se répartit aléatoirement sur
le cercle unité et la somme S(α,B) est donc petite et donc donne un terme
négligeable.
Si K est assez grand, alors en utilisant la condition 1, il est facile de
montrer qu’il existe ν > 0 tel que∫
m
|S(α,B)|dα Bn−d−ν .
Par ailleurs, il est possible de montrer qu’il existe une constante C et un réel
δ > 0 tel que : ∫
M
|S(α,B)|dα = CBn−d +O(Bn−d−δ),
ce qui permet donc de démontrer la formule (1.2), et donc la conjecture de
Manin.
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La méthode développée par Schindler pour les hypersurfaces des espaces
biprojectifs est basée sur cette même méthode. Une telle hypersurface Y
est définie comme l’ensemble des points ((x0 : ... : xn1), (y0 : ... : yn2)) ∈
Pn1−1×Pn2−1 vérifiant F (x,y) = 0, où x = (x1, ..., xn1), y = (y0, ..., yn2) et
F ∈ Z[x,y] est un polynôme bihomogène de bidegré (d1, d2) fixé. La hauteur
d’un point rationnel P de l’hypersurface est alors donnée par
H(x,y) = |x|n1−d1 |y|n2−d2 ,
où (x,y) ∈ Zn1+n2 est un représentant primitif (i.e pgcd(x) = pgcd(y) = 1)
du point P . Une inversion de möbius permet à nouveau de ramener le calcul
de NU,HY (B) à celui de
NU (B) = Card{(x,y) ∈ U ∩ Zn1+n2 | |x|n1−d1 |y|n2−d2 6 B, F (x,y) = 0}.
La méthode utilisée par Schindler consiste dans un premier temps à poser,
pour tous k1, k2 ∈ N :
h(k1, k2) = Card{(x,y) ∈ Zn1+n2 ∩ U | F (x,y) = 0, |x| = k1, |y| = k2},
de sorte que
NU (B) =
∑
k
n1−d1
1 k
n2−d2
2 6B
h(k1, k2).
Par un résultat de Blomer et Brüdern [B-B, Théorème 2.1] sur les somma-
tions hyperboliques, évaluer NU (B) revient à trouver des formules asympto-
tiques (en P1, P2 > 1) pour
NU (P1, P2) =
∑
k16P1
∑
k26P2
h(k1, k2),
NU,k1(P2) =
∑
k26P2
h(k1, k2),
pour k1 ∈ N fixé,
NU,k2(P1) =
∑
k16P1
h(k1, k2),
pour k2 ∈ N fixé. Ces trois quantités peuvent alors être évaluées à l’aide de
généralisations de la méthode du cercle.
1.5 Principaux résultats
1.5.1 Espaces triprojectifs
Dans la première partie de ce mémoire, nous considérons le cas très par-
ticulier des hypersurfaces de tridegré (1, 1, 1) de l’espace triprojectif Pn ×
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Pn ×Pn. Une telle hypersurface Y est définie comme l’ensemble des points
((x0 : ... : xn), (y0 : ... : yn), (z0 : ... : zn)) ∈ Pn ×Pn ×Pn vérifiant :
F (x,y, z) =
∑
06i,j,k6n
αi,j,kxiyjzk = 0
pour des entiers αi,j,k fixés. La hauteur HY associée à cette hypersurface est
alors donnée par, pour tout point P = ((x0 : ... : xn), (y0 : ... : yn), (z0 : ... :
zn)) ∈ Pn ×Pn ×Pn,
HY (P ) = H(x,y, z) = |x|n|y|n|z|n,
pour x,y, z ∈ Zn+1 primitifs (i.e pgcd(x) = pgcd(y) = pgcd(z) = 1).
Notons enfin pi la projection canonique (An+1 \ {0})3 → Pn × Pn × Pn.
Nous démontrons alors la conjecture de Batyrev-Manin pour l’hypersurface
Y . Plus précisément, en notant
(1.3) V ∗3 = {(x,y) ∈ An+1C ×An+1C | ∀k ∈ {0, ..., n},
n∑
i=0
n∑
j=0
αi,j,kxiyj = 0},
(1.4) V ∗2 = {(x, z) ∈ An+1C ×An+1C | ∀j ∈ {0, ..., n},
n∑
i=0
n∑
k=0
αi,j,kxizk = 0},
(1.5) V ∗1 = {(y, z) ∈ An+1C ×An+1C | ∀i ∈ {0, ..., n},
n∑
j=0
n∑
k=0
αi,j,kyjzk = 0},
nous établissons le résultat ci-dessous :
Théorème 1.5.1. Supposons n > 28 et que dimV ∗i = n + 1 pour tout
i ∈ {1, 2, 3}. Il existe un ouvert U de A3n+3 tel que
Npi(U)∩Y,HY (B) = CHY (Y )B
n log(B)2 +O(Bn log(B)).
La méthode utilisée est inspirée de celle développée par Schindler dans
[Sch1] et [Sch2] pour l’étude du cas des hypersurfaces des espaces biprojectifs.
En posant
h(k1, k2, k3) = Card{(x,y, z) ∈ Z3n+3 ∩ U | F (x,y, z) = 0,
|x| = k1, |y| = k2, |z| = k3},
nous commençons par évaluer∑
k16P1
∑
k26P2
∑
k36P3
h(k1, k2, k3)
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en utilisant une variante de la méthode du cercle de Hardy-Littlewood. Puis
nous évaluons, respectivement pour k1, k2, k3 fixé, les nombres
Nk1(P2, P3) =
∑
k26P2
∑
k36P3 h(k1, k2, k3)
Nk2(P1, P3) =
∑
k16P1
∑
k36P3 h(k1, k2, k3)
Nk3(P1, P2) =
∑
k16P1
∑
k26P2 h(k1, k2, k3)
à nouveau par la méthode du cercle. Enfin nous calculons respectivement
pour (k1, k2), (k1, k3) et (k2, k3) fixés les nombres
Nk1,k2(P3) =
∑
k36P3 h(k1, k2, k3)
Nk1,k3(P2) =
∑
k26P2 h(k1, k2, k3)
Nk2,k3(P1) =
∑
k16P1 h(k1, k2, k3)
en utilisant des arguments de géométrie des réseaux. Les résultats obtenus
combinés au théorème 2.1 de Blomer et Brüdern [B-B] permettent de démon-
trer le théorème 1.5.1.
Cette partie constitue une première étape dans la généralisation de la mé-
thode développée par Schindler. En effet, l’une des difficultés
supplémentaires de ce travail est que nous sommes confrontés à une variété
dont le rang du groupe de Picard est 3 alors que ce rang valait 2 pour les va-
riétés étudiées par Schindler. Cette partie donne donc une idée de la manière
dont il est possible de généraliser la méthode de Schindler à des variétés de
groupe de Picard de rang r quelconque.
1.5.2 Variétés toriques X telles que rg Pic(X) = 2
Dans la deuxième partie, nous démontrons la conjecture de Batyrev et
Manin pour le nombre de points de hauteur bornée des hypersurfaces de
certaines variétés toriques dont le rang du groupe de Picard est 2. Plus
précisément, pour des entiers 0 < r 6 m 6 n fixés, nous considérons la
variété torique X complète lisse définie comme le quotient de
X1 = (A
r+1 \ {0})× ((Am−r ×An−m+1) \ {0}) ⊂ An+2
par l’action du tore C∗ ×C∗ définie par :
∀(x,y, z) ∈ X1, ∀(λ, µ) ∈ C∗ ×C∗, (λ, µ).(x,y, z) = (λx, λµy, µz).
Notons pi : X1 → X la projection canonique. On considère alors l’hyper-
surface Y = pi(Y1) de X où Y1 est l’hypersurface donnée par une équation
F (x,y, z) = 0, où F est un polynôme quasi-bihomogène de bidegré (d1, d2),
c’est-à-dire :
∀(x,y, z) ∈ X1, ∀(λ, µ) ∈ C∗ ×C∗, F (λx, λµy, µz) = λd1µd2F (x,y, z).
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Pour tout P ∈ X(Q), on peut choisir un représentant
(x,y, z) = (x0, ..., xr, yr+1, ..., ym, zm+1, ..., zn+1) ∈ Zn+2
primitif (i.e pgcdi(xi) = pgcdj,k(yj , zk) = 1), unique aux signes près. Nous
munissons Y de la hauteurH définie par, pour P = pi(x,y, z) avec (x,y, z) ∈
Zn+2 primitif :
H(P ) = H(x,y, z) = |x|m+1−d1 max
( |y|
|x| , |z|
)n−r+1−d2
où |x| = maxi∈{0,...,r} |xi|, |y| = maxj∈{r+1,...,m} |yj | et |z| =
maxk∈{m+1,...,n+1} |zk| (il s’agit d’une hauteur associée au fibré anticanonique
de Y ). Posons alors pour tout ouvert de Zariski U de X1 :
N (B) = card{P ∈ Y (Q) ∩ pi(U) | H(P ) 6 B}.
En notant
(1.6) V ∗1 = {(x,y, z) ∈ An+2 | ∀i ∈ {0, ..., r},
∂F
∂xi
(x,y, z) = 0,
∀j ∈ {r + 1, ...,m}, ∂F
∂yj
(x,y, z) = 0},
(1.7) V ∗2 = {(x,y, z) ∈ An+2 | ∀j ∈ {r + 1, ...,m},
∂F
∂yj
(x,y, z) = 0,
∀k ∈ {m+ 1, ..., n+ 1}, ∂F
∂zk
(x,y, z) = 0},
nous démontrons alors le résultat ci-dessous :
Théorème 1.5.2. Pour d1, d2 > 1, si l’on suppose que r > 6d1 − 3 et que
n+ 2−max{dimV ∗1 ,dimV ∗2 } > 13d2(d1 + d2)2d1+d2 ,
alors il existe un ouvert U tel que :
NU,HY (B) = CHY (Y )B log(B) +O(B),
où CH(Y ) est la constante conjecturée par Peyre, lorsque B →∞.
La méthode utilisée est à nouveau inspirée de celle développée par Schind-
ler. Nous posons cette fois-ci :
h(k1, k2) = Card
{
(x,y, z) ∈ Zn+2 ∩ U | F (x,y, z) = 0,
|x| = k1, max
(⌊ |y|
|x|
⌋
, |z|
)
= k2
}
,
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et nous évaluons
NU (P1, P2) =
∑
k16P1
∑
k26P2
h(k1, k2),
et pour k1, k2 fixés
NU,k1(P2) =
∑
k26P2
h(k1, k2),
NU,k2(P1) =
∑
k16P1
h(k1, k2),
par une généralisation de la méthode du cercle.
Les résultats obtenus nous permettent de démontrer le théorème 1.5.2 par
application d’une variante d’un théorème 2.1 de Blomer et Brüdern.
La difficulté de cette partie en comparaison des travaux de Schindler
réside dans l’introduction des variables y. Ces variables posent en particu-
lier des difficultés pour la partie « différentiation de Weyl et géométrie des
nombres » de la méthode du cercle, et nous sommes alors amenés à éla-
borer des généralisations des arguments de Schindler qui nous seront utiles
ultérieurement pour le traitement de variétés toriques plus générales.
1.5.3 Variétés toriques plus générales
Enfin, dans la troisième partie, nous démontrons la conjecture de Ma-
nin pour une famille plus générale d’hypersurfaces de variétés toriques dont
le groupe de Picard a pour rang un entier r > 2 quelconque dont le cône
effectif est engendré par r vecteurs. On considère en effet une variété to-
rique complète lisse X = X(∆) de dimension n définie par le réseau Zn
et un éventail ∆ ayant n + r arêtes engendrées par des vecteurs notés
v1, v2, ..., vn+r ∈ Zn. Nous supposerons que v1, ..., vn est une base de Rn
et que pour tout j ∈ {1, ..., r}, il existe des entiers naturels ai,j tels que
vn+j = −
n∑
i=1
ai,jvi
(autrement dit vn+1, ..., vn+r appartiennent au cône C〈−v1, ...,−vn〉).
Nous poserons par ailleurs
∀j, k ∈ {1, ..., r}, an+k,j = δj,k,
et
∀j ∈ {1, ..., r}, nj =
n+r∑
i=1
ai,j .
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v1 v2
v2+rv2+1 v1−v2−
...
0
Figure 1.1 – Éventail en dimension n = 2.
Notons I1, ..., IN les ensembles I minimaux pour l’inclusion tels que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ.
Par ailleurs, si ∆max désigne l’ensemble des cônes de dimension maximale de
l’éventail ∆, la variété X peut être décrite comme le quotient de l’ouvert
X1 = {x ∈ An+r | ∃σ ∈ ∆max,
∏
i | vi /∈σ
xi 6= 0}
de l’espace affine par l’action de (C∗)r définie par
∀t = (t1, ..., tr) ∈ (C∗)r, ∀x ∈ X1, t.x =
 r∏
j=1
t
ai,j
j xi

i∈{1,...,n+r}
.
Notons pi : X1 → X la projection canonique. Une hypersurface de X est de
la forme Y = pi(Y1) où
Y1 = {x ∈ An+r | F (x) = 0},
où F ∈ Z[x] est tel que
∀t = (t1, ..., tr) ∈ (C∗)r, ∀x ∈ X1, F (t.x) =
 r∏
j=1
t
dj
j
F (x),
pour des degrés (d1, ..., dr) ∈ Nr fixés. Pour tout point P ∈ X(Q) on peut
choisir un représentant x ∈ Zn+r primitif (au sens pgcdσ∈∆max(
∏
i | vi /∈σ xi) =
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1) de P (unique aux signes près). La hauteur HY associée est alors de la
forme, si x ∈ Zn+r est primitif,
HY (pi(x)) = HY (x) = max
σ∈∆max
|Mσ(x)|,
où les Mσ(x) sont des monômes de Z[x]. Pour tous m ∈ {1, ..., r} et τ ∈ Sr,
on note
Cm,τ = {(j, k) | j ∈ {τ(1), ..., τ(m)}, k ∈ {1, ..., dj}, ∃i ∈ {1, ..., n+r} | ai,j = k}
Dm,τ = {d = (dj,k)(j,k)∈Cm,τ ∈ NCm,τ | ∀j ∈ {τ(1), ..., τ(m)},
∑
k>1
kdj,k = dj},
∀(j, k) ∈ Cm,τ , J(j, k) = {i ∈ {1, ..., n+ r} | ai,j = k} 6= ∅.
Le polynôme F peut être décomposé sous la forme :
F (x) =
∑
d∈Dm,τ
Fd(x),
où Fd est un polynôme homogène de degré dj,k en les variables (xi)i∈J(j,k)
pour tout (j, k) ∈ Cm,τ . On pose alors pour tout d ∈ Dm,τ , et tout (j, k) ∈
Cm,τ ,
V ∗m,τ,d,(j,k) =
{
x ∈ An+r | ∀i ∈ J(j, k), ∂Fd
∂xi
(x) = 0
}
.
Posons enfin
n(F ) = n+ r − max
m∈{1,...,r}
τ∈Sr
min
d∈Dm,τ
max
(j,k)∈Cm,τ
dimV ∗m,τ,d,(j,k).
Nous démontrons alors dans cette partie le théorème ci-dessous :
Théorème 1.5.3. Pour tous d1, ..., dr, si ∆ est tel que, pour tout k ∈
{1, ..., N}, Card Ik > 6, si l’on suppose qu’une puissance de ω−1Y est en-
gendrée par ses sections globales et que
n(F ) > r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 ,
alors il existe un ouvert U de X1 tel que :
NY ∩pi(U),HY (B) = CHY (Y )B(logB)r−1 +O(B(logB)r−2).
La méthode pour établir ce résultat consiste dans un premier temps à
suivre le procédé décrit par Salberger [Sa, §9,10] qui nous permet de par-
titionner X1(R) en des sous-ensembles (C0,σ)σ avec HY (pi(x)) = |Mσ(x)|
pour tout x ∈ C0,σ ∩ Zn+r primitif. L’étude de NY ∩pi(U),HY (B) peut alors
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être ramenée, quitte à appliquer une inversion de möbius pour s’affranchir
de la condition de coprimalité, à celle de
NU,σ,e(B) = Card{x ∈ Zn+r ∩ U ∩ C0,σ |
∀i ∈ {1, ..., n+ r}, ei|xi, F (x) = 0, |Mσ(x)| 6 B},
pour tous σ ∈ ∆max et e = (ei)i∈{1,...,n+r} ∈ Nn+r. En suivant à nouveau la
description de Salberger [Sa, §11], on montre que ceci peut se réécrire sous
la forme :
NU,σ,e,(B) = Card{x ∈ Zn+r ∩ U |
∀i ∈ {1, ..., n+r}, ei|xi, |xi| 6
r∏
j=1
|Nj(x)|ai,j , F (x) = 0,
r∏
j=1
|Nj(x)|nj−dj 6 B},
où les Nj(x) sont des monômes en x tels que
∀t = (t1, ..., tr) ∈ (C∗)r, Nj(t.x) = tjNj(x).
Cette description nous permet alors d’introduire la fonction génératrice :
∀(k1, ..., kr) ∈ Nr, h(k1, ..., kr) =
Card{x ∈ Zn+r ∩ U | ∀i ∈ {1, ..., n+ r}, ei|xi et |xi| 6
r∏
j=1
k
ai,j
j ,
F (x) = 0, ∀j ∈ {1, ..., r}, b|Nj(x)|c = kj} ,
de sorte que NU,σ,e,(B) est équivalent lorsque B →∞ à∑
∏r
j=1 k
nj−dj
j 6B
h(k1, ..., kr).
Une généralisation de la méthode du cercle inspirée de celle développée dans
les deux premières parties permet alors de donner une formule asymptotique
en P1, ..., Pr > 1 pour
NU,e,σ(P1, ..., Pr) =
∑
k16P1
...
∑
kr6Pr
h(k1, ..., kr),
ainsi que pour
NU,e,σ,(kj)j∈J ((Pj)j /∈J) =
∑
∀j /∈J, kj6Pj
h(k1, ..., kr),
pour tous (kj)j∈J fixés et tous ∅ * J * {1, ..., r}. Une généralisation du
théorème [B-B, Théorème 2.1] nous permet alors d’en déduire la valeur de
NU,e,σ(B) et ainsi de démontrer le théorème 1.5.3.
Afin de mieux comprendre les notations du théorème 1.5.3, donnons quelques
exemples d’applications de ce résultat à des variétés toriques particulières.
1.5. PRINCIPAUX RÉSULTATS 23
Exemple 1.5.4. Cas des espaces multiprojectifs : nous considérons ici la
variété torique X = Pn1 × Pn2 × ... × Pnr où n1, ..., nr ∈ N (on a alors
rg(Pic(X)) = r). L’éventail correspondant à cette variété est construit de la
façon suivante : si n =
∑r
i=1 nj , et si l’on fixe une base (vj,k) j∈{1,...,r}
k∈{1,...,nj}
du
réseau Zn, on pose
∀j ∈ {1, ..., r}, vj,nj+1 = −
nj∑
i=1
vj,i.
Notons par ailleurs
∀j ∈ {1, ..., r}, Ij = {(j, 1), ..., (j, nj + 1)}.
L’éventail correspondant à X est alors
∆ = (σJ1,...,Jr)∅6=Jj⊂Ij
où pour tous (J1, ..., Jr),
σJ1,...,Jr = C〈((v(j,i))(j,i)∈Ij\Jj 〉.
Les ensembles I minimaux pour l’inclusion tels que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ
sont alors I1, ..., Ir de cardinaux respectifs n1 + 1, ..., nr + 1.
En notant xj = (xj,1, ..., xj,nj+1) un ensemble de variables pour tout
j ∈ {1, ..., r}, la variété X peut également être décrite comme le quotient de
X1 = {(x1, ...,xr) ∈ An+r | ∃(i1, ..., ir) ∈ I1×...×Ir,∀j ∈ {1, ..., r}, xij 6= 0}
par l’action du tore l’action du tore (C∗)r définie par :
∀(x,y, z) ∈ X1, ∀(t1, ..., tr) ∈ (C∗)r, (t1, ..., tr).(x) = (tjxi,j)(j,i)∈Ij .
(par conséquent, dans le cas présent chaque variable xj,i a pour poids (ai,1, ..., ai,r),
avec ai,k = δj,k. On a donc pour tout m ∈ {1, ..., r} et τ ∈ Sr,
Cm,τ = {(j, 1) | j ∈ {τ(1), ..., τ(m)}}
et pour tout j ∈ {1, ..., r},
J(j, 1) = {(j, 1), ..., (j, nj + 1)} = Ij .
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D’autre part, une hypersurface Y deX est donnée par un polynôme F ∈ Z[x]
multihomogène de r-degré (d1, ..., dr) (i.e. F est homogène de degré dj en les
xj , et ce pour tout j ∈ {1, ..., r}). On a alors que
Dm,τ = {(dτ(1), ..., dτ(m))},
et que
∀d ∈ Dm,τ , Fd = F.
Ainsi, pour tout d ∈ Dm,τ , et tout (j, 1) ∈ Cm,τ ,
V ∗m,τ,d,(j,1) =
{
x ∈ An+r | ∀i ∈ Ij , ∂F
∂xi
(x) = 0
}
= V ∗j
(indépendant de m, τ,d). On a alors que
n(F ) = n+ r − max
j∈{1,...,r}
dimV ∗j .
Remarquons que n(F ) 6 max{n1, ..., nr}. Par conséquent, la formule du
théorème 1.5.3 est vérifiée pour toute hypersurface de multidegré (d1, ..., dr)
de tout espace multiprojectif Pn1 ×Pn2 × ...×Pnr dès lors que
n+ r − max
j∈{1,...,r}
dimV ∗j > r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 .
Exemple 1.5.5. Considérons à présent la famille de variétés toriques défi-
nies dans la section 1.5.2. Pour ces variétés, les ensembles I minimaux pour
l’inclusion tels que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ
sont {0, ..., r} et {r + 1, ..., n + 1}. Rappelons que les variables x, y, z ont
pour poids respectifs (1, 0), (1, 1) et (0, 1) par l’action du tore C∗×C∗. Une
hypersurface est donnée par un polynôme F homogène de degré d1 en (x,y)
et homogène de degré d2 en (y, z). On a alors, pour tout m ∈ {1, 2} et
τ ∈ S2,
Cm,τ = {(j, 1) | j ∈ {τ(1), τ(m)}}
Dm,τ = {dτ(1), dτ(m)}
et pour tout d ∈ Dm,τ , Fd = F . Enfin, on a
V ∗m,τ,d,(1,1) = V
∗
1 ,
V ∗m,τ,d,(2,1) = V
∗
2 ,
où V ∗1 et V ∗2 ont été définies par (1.6) et (1.7). Ainsi,
n(F ) = n+ 2−max{dimV ∗1 , dimV ∗2 } 6 {r + 1, n−m+ 1}},
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et la formule du théorème 1.5.3 est vérifiée pour toute hypersurface Y de X
telle que
n+2−max{dimV ∗1 , dimV ∗2 } > (12.2d1+d2 +8)(3+10d1)(3+10d2)(d1 +d2).
Remarquons qu’ici la condition sur la valeur de n+2−max{dimV ∗1 ,dimV ∗2 }
est plus forte que celle du théorème 1.5.2. Ceci est dû au fait que la borne in-
férieure de n(F ) du théorème 1.5.3 n’est pas optimale. Nous verrons au cours
du chapitre 4 que l’on peut obtenir une borne plus précise, mais également
plus complexe (voir formule (4.93)).
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Chapitre 2
Espaces triprojectifs
2.1 Introduction
On considère une hypersurface V de l’espace PnQ×PnQ×PnQ définie par
une équation F (x,y, z) = 0 où
F (x,y, z) =
∑
06i,j,k6n
αi,j,kxiyjzk,
avec (x,y, z) = ((x0 : ... : xn), (y0 : ... : yn), (z0 : ... : zn)) ∈ PnQ×PnQ×PnQ et
αi,j,k ∈ Q. On dira que (x0, ..., xn) ∈ Zn+1 est primitif si pgcd(x0, ..., xn) =
1. Dans tout ce qui va suivre, on note pour tout (x,y, z) ∈ PnZ×PnZ×PnZ :
H(x,y, z) = max
06i6n
|xi|n max
06j6n
|yj |n max
06k6n
|zk|n,
qui définit une hauteur associée au fibré anticanonique, et
H ′(x,y, z) = max
06i6n
|xi| max
06j6n
|yj | max
06k6n
|zk|,
où (x0, ..., xn), (y0, ..., yn), (z0, ..., zn) ∈ Zn+1 sont primitifs et tels que
(x,y, z) = ((x0 : ... : xn), (y0 : ... : yn), (z0 : ... : zn)). Dans tout ce
qui va suivre, pour tout x = (x0, ..., xN ) ∈ RN+1 nous noterons |x| =
max06i6N |xi|. On souhaite déterminer une formule asymptotique pour le
nombre de points ([x], [y], [z]) d’un ouvert de Zariski de l’hypersurface V de
hauteur H(x,y, z) bornée par B (on notera NU (B) ce nombre de points),
ce qui revient à évaluer, quitte à remplacer B par Bn
N˜U (B) = card{(x,y, z) ∈ (Zn+1 × Zn+1 × Zn+1) ∩ U |
(x0, ..., xn), (y0, ..., yn), (z0, ..., zn) primitifs, H
′(x,y, z) 6 B},
où U désigne un ouvert de Zariski de An+1C ×An+1C ×An+1C . On a en effet
NU (B) = 1
8
N˜U (B
1
n )
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( le coefficient 18 est dû au fait que deux vecteurs primitifs x et −x repré-
sentent le même élément de Pn). Par une inversion de Möbius, on se ramène
au calcul de
(2.1)
NU (B) = card{(x,y, z) ∈ (Zn+1×Zn+1×Zn+1)∩U | H ′(x,y, z) 6 B}.
Nous allons évaluer ce nombre NU (B) en suivant la méthode décrite par
Schindler (cf. [Sch1], [Sch2]). Nous établirons en fait (voir proposition 2.6.2)
que, pour un ouvert U bien choisi, ce nombre est
NU (B) =
1
2
σBn log(B)2 +O(Bn log(B)),
(où σ est une constante que nous préciserons), ce qui nous permettra d’en
déduire que :
NU (B) = C(V )Bn log(B)2 +O(Bn log(B)),
où C(V ) est la constante conjecturée par Peyre (cf.[Pe1]). Remarquons qu’il
est ici indispensable de se restreindre à un ouvert de Zariski U . La variété V
présente en effet des sous-variétés accumulatrices. Considérons par exemple
un point (x,y) ∈ Zn+1 × Zn+1 tel que :
∀k ∈ {0, ..., n},
n∑
i,j=0
αi,j,kxiyj = 0.
Alors, pour tout z ∈ Zn+1 tel que |z| 6 B/(|x||y|) on aurait F (x,y, z) = 0,
ce qui implique donc que
card{(x,y, z) ∈ V ∩ (Zn+1 × Zn+1 × Zn+1) | H ′(x,y, z) 6 B}  Bn+1.
On notera, pour (x,y, z) ∈ Cn+1 ×Cn+1 ×Cn+1 :
(2.2) ∀k ∈ {0, ..., n}, Bk(x,y) =
n∑
i=0
n∑
j=0
αi,j,kxiyj ,
(2.3) ∀j ∈ {0, ..., n}, B′j(x, z) =
n∑
i=0
n∑
k=0
αi,j,kxizk,
(2.4) ∀i ∈ {0, ..., n}, B′′i (y, z) =
n∑
j=0
n∑
k=0
αi,j,kyjzk.
Par ailleurs, on définit
(2.5) V ∗3 = {(x,y) ∈ An+1C ×An+1C | ∀k ∈ {0, ..., n}, Bk(x,y) = 0},
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(2.6) V ∗2 = {(x, z) ∈ An+1C ×An+1C | ∀j ∈ {0, ..., n}, B′j(x, z) = 0},
(2.7) V ∗1 = {(y, z) ∈ An+1C ×An+1C | ∀i ∈ {0, ..., n}, B′′i (y, z) = 0}.
On veut supposer que l’hypersurface V est lisse. Il nous sera également
utile de supposer qu’elle vérifie par ailleurs la propriété suivante :
dimV ∗1 = dimV
∗
2 = dimV
∗
3 = n+ 1.
Il convient donc de démontrer qu’il existe des rationnels (αi,j,k)i,j,k tels que
ces propriétés soient vraies. En fait, nous allons montrer que chacune de ces
propriété est vraie pour un ouvert dense de (αi,j,k)i,j,k ∈ A3(n+1)Q .
Montrons que V est lisse pour un ouvert dense de (αi,j,k)i,j,k ∈ A3(n+1)Q .
Remarquons que X = Pn ×Pn ×Pn peut être vue comme une sous-variété
lisse de PN (où N = (n+ 1)3 − 1) via le plongement de Segre :
s :Pn ×Pn ×Pn → PN
([x], [y], [z]) 7→ [(xiyjzk)i,j,k].
Alors, d’après le théorème de Bertini (cf. [Ha]), pour une famille ouverte
dense d’hyperplans projectifs Hα = {(Xi,j,k) |
∑
i,j,k αi,j,kXi,j,k = 0} ⊂ PN ,
on a que X ∩Hα est lisse, or on remarque que :
X ∩Hα = {([x], [y], [z]) ∈ X |
n∑
i,j,k=0
αi,jkxiyjzk = 0}.
Par conséquent, V est lisse pour un ouvert dense de (αi,j,k)i,j,k ∈ A3(n+1)Q .
Nous allons à présent montrer que pour un ouvert dense de (αi,j,k)i,j,k ∈
A
3(n+1)
Q , on a dimV
∗
3 = n + 1. On plonge Y = Pn × Pn dans PN
′ (où
N ′ = (n+ 1)2 − 1) via le plongement de Segre. Toujours par application du
théorème de Bertini, on a qu’il existe un ouvert dense d’hyperplans Hα0 =
{[Xi,j ] |
∑n
i,j=0 αi,j,0Xi,j = 0} ne contenant pas Y tels que Hα0 ∩ Y soit
lisse. On a alors dim(Y ∩ Hα0) = 2n − 1 pour chacun de ces hyperplans.
On procède de même par la suite avec des hyperplans Hα1 , ...,Hαn (avec
Hαk = {[Xi,j ] |
∑n
i,j=0 αi,j,kXi,j = 0}). On trouve alors que, pour un ouvert
dense de (αi,j,k) = (α0, ...,αn) ∈ A3(n+1)Q , on a que
Y ∩Hα0 ∩ ... ∩Hαn = {([x], [y]) ∈ Pn ×Pn | Bk(x,y) = 0 ∀k}
est lisse et de dimension 2n−(n+1) = n−1. Par conséquent, dimV ∗3 = n+1
pour un ouvert dense de (αi,j,k)i,j,k ∈ A3(n+1)Q . On montre de façon analogue
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que dimV ∗2 = n+ 1 et dimV ∗1 = n+ 1 pour un ouvert dense de (αi,j,k).
On conclut qu’il existe un ouvert dense d’éléments (αi,j,k)i,j,k de A
3(n+1)
Q
tels que l’hypersurface V qu’ils définissent soit lisse et telle que dimV ∗1 =
dimV ∗2 = dimV ∗3 = n+1. Nous supposerons donc dorénavant que V est une
telle hypersurface.
La méthode employée ici pour évaluer NU (B) consiste dans un premier
temps à donner une formule asymptotique pour le nombre NU (P1, P2, P3) de
points (x,y, z) de U ∩ (Zn+1 × Zn+1 × Zn+1) tels que |x| 6 P1, |y| 6 P2,
|z| 6 P3 (ici |x| désignera maxi |xi|). On démontre en fait que l’on a une
formule du type
(2.8) NU (P1, P2, P3) = σPn1 P
n
2 P
n
3 +O
(
Pn1 P
n
2 P
n
3 min{P1, P2, P3}−δ
)
pour des constantes σ et δ > 0 que nous préciserons. Par la suite, on utilise
des résultats semblables à ceux de la section 9 de [Sch2] pour en déduire
NU (B).
Dans la section 2, en utilisant des arguments issus de la méthode du
cercle, on établit la formule (2.8) pour P1, P2, P3 « relativement proches » et
tels que P1 6 P2 6 P3. Plus précisément on montre (cf. proposition 2.2.12)
que si P2 = P b1 et P3 = P b
′
1 avec 1 6 b 6 b′ et si 1 + b + b′ < n + 1,
alors la formule (2.8) est vérifiée. Par la suite dans la section 3, pour un
x ∈ Zn+1, on donne une formule asymptotique pour le nombre de points
(y, z) de la fibre Vx de V tels que |y| 6 P2 et |z| 6 P3 en utilisant à
nouveau la méthode du cercle. Les résultats obtenus combinés avec ceux de
la section 2 nous permettrons dans la section 4 d’établir la formule (2.8)
pour b, b′ arbitrairement grands mais vérifiant b′ 6 b + 1 + ν (avec ν > 0
arbitrairement petit) (voir proposition 2.4.4 ). La section 5 est consacrée au
cas où b′ > b + 1 + ν. On résout ce problème en invoquant des résultats
de géométrie des nombres, et plus précisément de comptage de points d’un
réseau hyperplan dans un domaine borné. Tout ceci permet finalement de
démontrer la formule (2.8) pour tous P1, P2, P3 (cf. proposition 2.5.3). Dans
la section 6, on utilise les résultats établis par Blomer et Brüdern dans [B-B]
pour conclure quant à la valeur de NU (B) à partir des résultats obtenus
pour NU (P1, P2, P3). Enfin, la section 7 est consacrée à l’étude des constantes
intervenant dans la formule asymptotique obtenue pour NU (B). On vérifie
en particulier que le résultat est bien en accord avec les conjectures avancées
par Peyre dans [Pe1].
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2.2 Première étape
Dans cette première partie, nous allons démontrer, pour 1 6 P1 6 P2 6
P3, que le nombre
N(P1, P2, P3) = card{(x,y, z) ∈ (Zn+1 ∩ P1B1)× (Zn+1 ∩ P2B2)
× (Zn+1 ∩ P3B3) | max
k
|Bk(x,y)| 6= 0, F (x,y, z) = 0}
(où PiBi = Pi[−1, 1]n+1 = [−Pi, Pi]n+1) est du type
N(P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n−δ
1 P
n
2 P
n
3 ).
pour n assez grand. La méthode utilisée est inspirée de l’article [Sch1].
2.2.1 Sommes d’exponentielles
Soit α ∈ [0, 1], on pose
(2.9) S(α) =
∑
x∈P1B1∩Zn+1
∑
y∈P2B2∩Zn+1
maxk |Bk(x,y)|6=0
∑
z∈P3B3∩Zn+1
e(αF (x,y, z))
où e désigne l’application x 7→ exp(2ipix). On commence par remarquer que,
pour x,y fixés :
(2.10)
∣∣∣∣∣∣
∑
z∈P3B3∩Zn+1
e(αF (x,y, z))
∣∣∣∣∣∣
n∏
k=0
min
(
P3, ||αBk(x,y)||−1
)
où, pour a ∈ R, ||a|| désigne la distance de a à Z, autrement dit ||a|| =
infm∈Z |a−m|. Considérons r = (r0, ..., rn) ∈ Nn+1. On note, pour x ∈ P1B1
fixé :
A(x, r) = {y ∈ P2B2 | ∀k, rkP−13 6 {αBk(x,y)} 6 (rk + 1)P−13 },
où, pourm ∈ R, {m} désigne la partie fractionnaire dem. En notant A(x, r)
le cardinal de A(x, r), on a alors que, pour x ∈ P1B1 fixé, d’après (2.10) :
(2.11)
∑
y∈P2B2∩Zn+1
maxk |Bk(x,y)|6=0
∑
z∈P3B3∩Zn+1
e(αF (x,y, z))

∑
|r|6P3
A(x, r)
n∏
k=0
min
(
P3,max
(
P3
rk
,
P3
P3 − rk − 1
))
.
D’autre part, si (u,v) ∈ A(x, r)2, on a alors :
||αBk(x,u− v)|| = ||αBk(x,u)− αBk(x,v)|| < P−13 .
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Par conséquent, si l’on note
N(x) = {y ∈ P2B2 | ∀k ∈ {0, ..., n}, ||αBk(x,y)|| < P−13 },
on a alors A(x, r) 6 N(x) + 1 pour tous x, r, et la formule (2.11) donne
alors :
|S(α)| 
∑
x∈P1B1
N(x)
∑
|r|6P3
n∏
k=0
min
(
P3,max
(
P3
rk
,
P3
P3 − rk − 1
))

∑
x∈P1B1
N(x)
n∏
k=0
bP3c∑
r=0
min
(
P3,max
(
P3
r
,
P3
P3 − r − 1
))

∑
x∈P1B1
N(x)(P3 log(P3))
n+1
 Pn+1+ε3 M3(α, P1, P2, P−13 ),
avec ε > 0 arbitrairement petit, et
(2.12) M3(α, P1, P2, P−13 ) = card
{
(x,y) ∈ Zn+1 × Zn+1 | |x| 6 P1,
|y| 6 P2, ∀k ||αBk(x,y)|| 6 P−13
}
.
On a donc établi le lemme suivant :
Lemme 2.2.1. Soit α ∈ [0, 1], P > 0 et ε > 0 quelconque. Pour tout réel
κ > 0 fixé, l’une au moins des assertions suivantes est vérifiée :
1. |S(α)| < Pn+11 Pn+12 Pn+1+ε3 P−κ.
2. M3(α, P1, P2, P−13 ) Pn+11 Pn+12 P−κ.
Nous allons à présent réexprimer la deuxième assertion de ce lemme, en
utilisant [Sch1, lemme 3.1] pour évaluer M3(α, P1, P2, P−13 ).
2.2.2 Une inégalité de type Weyl
Rappelons le résultat suivant (cf. [Sch1, lemme 3.1]) :
Lemme 2.2.2 (Schindler). Soient n1, n2 des entiers et λi,j des réels pour
1 6 i 6 n1 et 1 6 j 6 n2. On considère les formes linéaires
∀u ∈ Rn2 Li(u) =
n2∑
j=1
λi,juj i ∈ {1, ..., n1}
ainsi que
∀u ∈ Rn1 Ltj(u) =
n1∑
j=1
λi,jui j ∈ {1, ..., n2}.
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D’autre part, étant donné un réel a > 1, on note
U(Z) = card{(u1, ..., un2 , ..., un2+n1) ∈ Zn1+n2 | ∀j ∈ {1, ..., n2}, |uj | < aZ,
∀i ∈ {1, ..., n1}, |Li(u1, ..., un2)− un2+i| < a−1Z},
et de même
U t(Z) = card{(u1, ..., un1 , ..., un1+n2) ∈ Zn1+n2 | ∀i ∈ {1, ..., n1}, |ui| < aZ,
∀j ∈ {1, ..., n2}, |Ltj(u1, ..., un1)− un1+j | < a−1Z}.
On a alors, si 0 < Z1 6 Z2 6 1 :
U(Z2) max
((
Z2
Z1
)n2
U(Z1),
Zn22
Zn11
an2−n1U t(Z1)
)
.
Remarque 2.2.3. Par la démonstration de [Sch1, lemme 3.1], on a que
cette majoration de U(Z2) est indépendante des λi,j choisis.
Nous allons appliquer ce lemme, pour un x ∈ [−P1, P1]n+1 fixé, aux réels
(λk,j)06k6n
06j6n
= (α
∑n
i=0 αi,j,kxi)06k6n
06j6n
, de sorte que
Lk(y) =
n∑
j=0
λk,jyj = α
∑
06i,j6n
αi,j,kxiyj = αBk(x,y)
et
Ltj(z) =
n∑
k=0
λk,jzk = α
∑
06i,k6n
αi,j,kxizk = αB
′
j(x, z).
Dans ce qui va suivre, pour tous réels strictement positifs H1, H2, H3, on
note :
(2.13) M1(α,H1, H2, H3) = {(y, z) ∈ Zn+1 × Zn+1 | |z| 6 H1,
|y| 6 H2, ∀i ||αB′′i (y, z)|| < H3},
(2.14) M2(α,H1, H2, H3) = {(x, z) ∈ Zn+1 × Zn+1 | |x| 6 H1,
|z| 6 H2, ∀j ||αB′j(x, z)|| < H3},
(2.15) M3(α,H1, H2, H3) = {(x,y) ∈ Zn+1 × Zn+1 | |x| 6 H1,
|y| 6 H2, ∀k ||αBk(x,y)|| < H3},
et Mi(α,H1, H2, H3) = CardMi(α,H1, H2, H3) pour tout i ∈ {1, 2, 3}. On
fixe un réel θ2 ∈ [0, 1] tel que P θ22 < P1. On choisit alors des paramètres
Z1, Z2 et a tels que :
P2 = aZ2, P
−1
3 = a
−1Z2, P θ22 = aZ1,
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ce qui implique :
a−1Z1 = P−1+θ22 P
−1
3 .
On a alors, d’après le lemme 2.2.2 :
U(Z2) = card{y | |y| 6 P2, ∀k ∈ {0, ..., n} ||αBk(x,y)|| < P−13 }
 max
((
Z2
Z1
)n+1
U(Z1),
(
Z2
Z1
)n+1
U t(Z1)
)
= P
(n+1)(1−θ2)
2 max
(
U(Z1), U
t(Z1)
)
(cette majoration étant indépendante de x) avec
U(Z1) = card{y | |y| 6 P θ22 , ∀k ∈ {0, ..., n} ||αBk(x,y)|| < P−1+θ22 P−13 },
U t(Z1) = card{z | |z| 6 P θ22 , ∀j ∈ {0, ..., n} ||αB′j(x, z)|| < P−1+θ22 P−13 }.
En sommant ces majorations sur tous les x ∈ [−P1, P1] ∩ Zn+1, on trouve
alors :
(2.16) M3(α, P1, P2, P−13 )
 P (n+1)(1−θ2)2
(
M3(α, P1, P
θ2
2 , P
−1+θ2
2 P
−1
3 ) +M2(α, P1, P
θ2
2 , P
−1+θ2
2 P
−1
3 )
)
.
Par la suite, on applique à nouveau le lemme 2.2.2 en prenant cette fois-ci un
y ∈ [−P θ22 , P θ22 ]n+1, et en choisissant (λi,k)i,k =
(
α
∑n
j=0 αi,j,kyj
)
i,k
, ainsi
que :
aZ2 = P1, a
−1Z2 = P−1+θ22 P
−1
3 , aZ1 = P
θ1
1 , a
−1Z1 = P−1+θ11 P
−1+θ2
2 P
−1
3 ,
où θ1 est un réel appartenant à [0, 1] tel que P θ11 = P
θ2
2 . On a alors que :
U(Z2) = card{x | |x| 6 P1, ∀k ∈ {0, ..., n} ||αBk(x,y)|| < P−1+θ22 P−13 }
 max
((
Z2
Z1
)n+1
U(Z1),
(
Z2
Z1
)n+1
U t(Z1)
)
= P
(n+1)(1−θ1)
1 max
(
U(Z1), U
t(Z1)
)
,
avec
U(Z1) = card{x | |x| 6 P θ11 , ∀k ∈ {0, ..., n} ||αBk(x,y)|| < P−1+θ11 P−1+θ22 P−13 },
U t(Z1) = card{z | |z| 6 P θ11 , ∀i ∈ {0, ..., n} ||αB′′i (y, z)|| < P−1+θ11 P−1+θ22 P−13 }.
Puis, en sommant sur les y ∈ [−P θ22 , P θ22 ]n+1 ∩ Zn+1, on trouve :
(2.17)
M3(α, P1, P
θ2
2 , P
−1+θ2
2 P
−1
3 ) P (n+1)(1−θ1)1 (M3(α, P θ11 , P θ22 , P−1+θ11 P−1+θ22 P−13 )
+M1(α, P
θ1
1 , P
θ2
2 , P
−1+θ1
1 P
−1+θ2
2 P
−1
3 )).
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En procédant de la même manière pour M2(α, P1, P θ22 , P
−1+θ2
2 P
−1
3 ) (en
appliquant cette fois-ci le lemme 2.2.2 à (λi,j) = (α
∑n
k=0 αi,j,kzk) pour un
z ∈ [−P θ22 , P θ22 ]n+1 fixé, et en prenant à nouveau aZ2 = P1, a−1Z2 =
P−1+θ22 P
−1
3 , aZ1 = P
θ1
1 , a
−1Z1 = P−1+θ11 P
−1+θ2
2 P
−1
3 ) on trouve :
(2.18)
M2(α, P1, P
θ2
2 , P
−1+θ2
2 P
−1
3 ) P (n+1)(1−θ1)1 (M2(α, P θ11 , P θ22 , P−1+θ11 P−1+θ22 P−13 )
+M1(α, P
θ1
1 , P
θ2
2 , P
−1+θ1
1 P
−1+θ2
2 P
−1
3 )).
En regroupant les résultats obtenus en (2.16), (2.17), (2.18), on trouve :
(2.19) M3(α, P1, P2, P−13 )
 P (n+1)(1−θ1)1 P (n+1)(1−θ2)2 max
i∈{1,2,3}
Mi(α, P
θ1
1 , P
θ2
2 , P
−1+θ1
1 P
−1+θ2
2 P
−1
3 ).
On déduit de ceci et du lemme 2.2.1 le résultat suivant :
Lemme 2.2.4. Soit α ∈ [0, 1], P > 0 et ε > 0 quelconque. On note θ le
réel tel que P θ11 = P
θ2
2 = P
θ. Pour un réel κ > 0 fixé, l’une au moins des
assertions suivantes est vraie :
1. |S(α)| < Pn+11 Pn+12 Pn+1+ε3 P−κ.
2. Il existe un entier i ∈ {1, 2, 3} tel que
Mi(α, P
θ, P θ, P−11 P
−1
2 P
−1
3 P
2θ) P 2(n+1)θ−κ.
Considérons à présent un couple (x,y) ∈M3(α, P θ, P θ, P−11 P−12 P−13 P 2θ)
tel qu’il existe un entier k0 ∈ {0, ..., n} tel que Bk0(x,y) 6= 0. On note alors
q = |Bk0(x,y)|. Par définition de (x,y), on a que q  P 2θ. On note alors
a l’entier le plus proche de αBk0(x,y) et δ = αBk0(x,y) − a. On a alors
αq = a+ δ, et donc :
|qα− a| = |δ| = ||αBk0(x,y)|| < P−11 P−12 P−13 P 2θ.
Quitte à modifier θ, on peut récrire ceci sous la forme :
2|qα− a| < P−11 P−12 P−13 P 2θ
(l’introduction du facteur 2 permettra par la suite de simplifier les notations).
En procédant de même avec des couples (x, z) ∈M2(α, P θ, P θ, P−11 P−12 P−13 P 2θ)
ou (y, z) ∈ M1(α, P θ, P θ, P−11 P−12 P−13 P 2θ), et en utilisant le lemme précé-
dent, on obtient le résultat ci-dessous :
Lemme 2.2.5. Pour un réel κ > 0 fixé, il existe une constante C > 0 telle
que l’une au moins des assertions suivantes est vérifiée :
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1. |S(α)| < Pn+11 Pn+12 Pn+1+ε3 P−κ.
2. Il existe des entiers a, q tels que 1 6 q  P 2θ, pgcd(a, q) = 1 et
2|qα− a| 6 P−11 P−12 P−13 P 2θ.
3. On a
card{(x,y) ∈ Zn+1 × Zn+1 | |x| 6 P θ, |y| 6 P θ,
∀k ∈ {0, ..., n} Bk(x,y) = 0} > CP 2(n+1)θ−κ.
4. On a
card{(x, z) ∈ Zn+1 × Zn+1 | |x| 6 P θ, |z| 6 P θ,
∀j ∈ {0, ..., n} B′j(x, z) = 0} > CP 2(n+1)θ−κ.
5. On a
card{(y, z) ∈ Zn+1 × Zn+1 | |y| 6 P θ, |z| 6 P θ,
∀i ∈ {0, ..., n} B′′i (y, z) = 0} > CP 2(n+1)θ−κ.
Remarquons que les conditions 3, 4, 5 impliquent respectivement :
dimV ∗3 > 2(n+1)−κ/θ, dimV ∗2 > 2(n+1)−κ/θ, dimV ∗1 > 2(n+1)−κ/θ,
(voir par exemple la démonstration du théorème 3.1 de [Br]).
A partir d’ici, nous allons poser κ = Kθ, et nous supposerons
K = 2(n+ 1)− max
i∈{1,2,3}
dimV ∗i − ε = n+ 1− ε,
(rappelons que nous avons supposé que les αi,j,k sont tels que dimV ∗1 =
dimV ∗2 = dimV ∗3 = n + 1). D’autre part, nous fixerons dorénavant P =
P1P2P3, que l’on peut aussi écrire P = P 1+b+b
′
1 , en notant P2 = P
b
1 et
P3 = P
b′
1 , avec 1 6 b 6 b′, puisque P1 6 P2 6 P3. Etant donné que l’on a
P θ = P θ22 = P
θ1
1 , on peut remarquer que l’on a alors :
θ2 =
θ1
b
, θ =
θ1
1 + b+ b′
.
Par ailleurs nous noterons, à partir d’ici, (pour un θ fixé) M(θ) l’ensemble
des α ∈ [0, 1] satisfaisant la condition (2) du lemme précédent, c’est-à-dire :
(2.20) M(θ) = {α ∈ [0, 1] | ∃ q, a ∈ Z | pgcd(a, q) = 1,
1 6 q  P 2θ, 2|qα− a|  P−1+2θ}.
Pour le choix de K effectué ci-dessus, on voit que le lemme 2.2.5 implique :
Lemme 2.2.6. Soit 0 < θ < (1 + b + b′)−1, et ε > 0. L’une au moins des
assertions suivantes est vraie :
1. |S(α)| < Pn+11 Pn+12 Pn+13 P−Kθ+ε.
2. Le réel α appartient à l’ensemble M(θ).
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2.2.3 La méthode du cercle
On suppose à présent que l’on a K = n+ 1− ε > max(4, b+ b′ + 1). On
choisit par ailleurs des réels δ > 0 et θ0 ∈ [0, 1] (avec δ arbitrairement petit)
tels que :
(2.21) K − 4 = n− 3− ε > 2δθ−10 ,
(2.22) K = n+ 1− ε > (2δ + 1)(1 + b+ b′),
(2.23) 1 > 10(1 + b+ b′)θ0 + (1 + b+ b′)δ = (1 + b+ b′)(10θ0 + δ).
On établit alors le lemme suivant :
Lemme 2.2.7. On a une majoration∫
α/∈M(θ0)
|S(α)|dα Pn+11 Pn+12 Pn+13 P−1−δ.
Démonstration. On considère une suite d’éléments θi tels que 0 < θ0 < θ1 <
... < θT−1 < θT , θT 6 (1 + b + b′)−1 et θTK = θT (n + 1 − ε) > 2δ + 1 (un
tel choix de θT est possible d’après (2.22)). On choisit de plus les θi tels que
(θt+1 − θt) 6 18δ. Pour un δ > 0 fixé, on peut choisir une telle suite avec
T  P δ4 , ce que nous supposerons. On a alors, d’après le lemme 2.2.6 :∫
α/∈M(θT )
|S(α)|dα Pn+11 Pn+12 Pn+13 P−KθT+ε
 Pn+11 Pn+12 Pn+13 P−1−δ
(puisque θTK > 2δ + 1). On a par ailleurs, par définition de M(θ) :
Vol(M(θ))
∑
qP 2θ
∑
|a|<q
pgcd(a,q)=1
q−1P−11 P
−1
2 P
−1
3 P
2θ  P−1+4θ.
On a alors, toujours par le lemme 2.2.6, pour tout t ∈ {0, ..., T − 1} :∫
α∈M(θt+1)\M(θt)
S(α)dα Pn+11 Pn+12 Pn+13 P−Kθt+ε Vol (M(θt+1) \M(θt))
 Pn+11 Pn+12 Pn+13 P−Kθt+ε−1+4θt+1 .
Or, puisque 2δθ−10 < K − 4 (cf. 2.21), en rappelant que (θt+1 − θt) 6 18δ, on
a
−Kθt + 4θt+1 < −2δθ−10 θt + 4(θt+1 − θt)
6 −2δθ−10 θt +
δ
2
6 −3
2
δ.
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D’où finalement :∫
α/∈M(θ0)
|S(α)|dα =
T−1∑
t=0
∫
α∈M(θt+1)\M(θt)
|S(α)|dα+
∫
α/∈M(θT )
|S(α)|dα
 Pn+11 Pn+12 Pn+13
(
T−1∑
t=0
P−Kθt+ε−1+4θt+1 + P−1−δ
)
 Pn+11 Pn+12 Pn+13 (TP ε−1−
3
2
δ + P−1−δ)
 Pn+11 Pn+12 Pn+13 P−1−δ.
On définit à présent une nouvelle famille d’arc majeurs, pour q > 1, et
a ∈ Z :
M′a,q(θ) = {α ∈ [0, 1] | |qα− a| 6 qP−1+2θ}
et
M′(θ) =
⋃
16qP 2θ
⋃
06a<q
pgcd(a,q)=1
M′a,q(θ)
(remarquons que ce nouvel ensemble M′(θ) contient M(θ)). On peut voir
facilement que les ensembles M′a,q(θ), (pour 1 6 q  P 2θ, et 0 6 a < q,
pgcd(a, q) = 1) sont disjoints lorsque θ < 18 . En effet si l’on suppose, par
l’absurde qu’il existe α ∈ M′a,q(θ) ∩M′a′,q′(θ), avec (a, q) 6= (a′, q′). On a
alors, puisque pgcd(a, q) = pgcd(a′, q′) = 1 :
1
qq′
6
∣∣∣∣aq − a′q′
∣∣∣∣ 6 ∣∣∣∣α− aq
∣∣∣∣+ ∣∣∣∣α− a′q′
∣∣∣∣ P−1+2θ.
On aurait alors :
1 6 qq′P−1+2θ  P−1+6θ,
ce qui est absurde pour θ < 16 . En particulier, puisque θ0 <
1
10 (d’après
(2.23)), les ensembles M′a,q(θ0) sont disjoints. On a alors immédiatement,
par le lemme 2.2.7 (puisque M(θ0) ⊂M′(θ0)) :
Lemme 2.2.8. On a l’estimation :
N(P1, P2, P3) =
∑
16qP 2θ0
∑
06a<q
pgcd(a,q)=1
∫
M′a,q(θ0)
S(α)dα
+O(Pn+11 P
n+1
2 P
n+1
3 P
−1−δ).
Etant donné α ∈ M′a,q(θ0), on pose α = aq + β, avec |β| 6 P−1+2θ0 . On
introduit à présent les notations :
(2.24) Sa,q =
∑
b(1),b(2),b(3)∈(Z/qZ)n+1
e
(
a
q
F (b(1), b(2), b(3))
)
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et
(2.25) I(β) =
∫
B1×B2×B3
e(βF (u,v,w))dudvdw.
On établit le résultat suivant :
Lemme 2.2.9. Soit α ∈M′a,q(θ0), avec q  P 2θ0, et 0 6 a < q, pgcd(a, q) =
1 et β = α− aq On a alors :
S(α) = Pn+11 P
n+1
2 P
n+1
3 q
−3n−3Sa,qI(Pβ) +O(Pn+11 P
n+1
2 P
n+1
3 P
4θ0P−11 ).
Démonstration. Remarquons dans un premier temps que :
S(α) =
∑
x∈P1B1∩Zn+1
∑
y∈P2B2∩Zn+1
∑
z∈P3B3∩Zn+1
e(αF (x,y, z))
+ card{(x,y) ∈ (P1B1 × P2B2) ∩ Z2n+2 ∩ V ∗3 }Pn+13 .
Or, puisque dim(V ∗3 ) = n+ 1 et que P1 6 P2, on a
S(α) =
∑
x∈P1B1∩Zn+1
∑
y∈P2B2∩Zn+1
∑
z∈P3B3∩Zn+1
e(αF (x,y, z))
+O(Pn+12 P
n+1
3 ).
On peut alors écrire
(2.26)
S(α) =
∑
b(1),b(2),b(3)∈(Z/qZ)n+1
e
(
a
q
F (b(1), b(2), b(3))
)
S3(b
(1), b(2), b(3))
+O(Pn+12 P
n+1
3 ),
avec
S3(b
(1), b(2), b(3)) =
∑
x′,y′,z′
(qx′+b(1),qy′+b(2),qz′+b(3))
∈P1B1×P2B2×P3B3
e(βF (qx′+b(1), qy′+b(2), qz′+b(3))).
On considère à présent deux triplets (x′,y′, z′), (x′′,y′′, z′′) ∈ P1B1×P2B2×
P3B3 tels que :
max
06i6n
|x′i − x′′i | 6 2, max
06j6n
|y′j − y′′j | 6 2, max
06k6n
|z′k − z′′k | 6 2.
Dans ce cas, on a∣∣∣F (qx′ + b(1), qy′ + b(2), qz′ + b(3))− F (qx′′ + b(1), qy′′ + b(2), qz′′ + b(3))∣∣∣
 q(P1P2 + P1P3 + P2P3) qP2P3.
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Remarquons que q < min{P1, P2, P3} = P1, étant donné que q  P 2θ0 et
θ0 <
1
8(b+b′+1) d’après (2.23). On peut alors remplacer la somme S3 par une
intégrale, et on obtient :
S3(b
(1), b(2), b(3)) =
∫
qu˜∈P1B1
∫
qv˜∈P2B2
∫
qw˜∈P3B3
e(βF (qu˜, qv˜, qw˜))du˜dv˜dw˜
+O
 |β|︸︷︷︸
6P−1+2θ0
q︸︷︷︸
6P 2θ0
P2P3
(
P1
q
)n+1(P2
q
)n+1(P3
q
)n+1
+O
((
P1
q
)n(P2
q
)n+1(P3
q
)n+1)
.
En effectuant un changement de variables
u = qP−11 u˜, v = qP
−1
2 v˜, w = qP
−1
3 w˜,
dans l’intégrale, puis en remplaçant par l’expression de S3 obtenue dans
(2.26), on trouve le résultat souhaité.
En regroupant les lemmes 2.2.8 et 2.2.9, on obtient :
N(P1, P2, P3) = P
n+1
1 P
n+1
2 P
n+1
3
∑
16qP 2θ0
q−3n−3
∑
06a<q
pgcd(a,q)=1
Sa,q
∫
|β|6P−1+2θ0
I(Pβ)dβ
+O
(
Pn+11 P
n+1
2 P
n+1
3 P
4θ0P−11 Vol
(
M′a,q(θ0)
))
+O(Pn+11 P
n+1
2 P
n+1
3 P
−1−δ).
Or, on a que
Vol
(
M′a,q(θ0)
) ∑
qP 2θ0
qP−1+2θ0  P−1+6θ0 .
Par conséquent, si ’on pose :
(2.27) S(P 2θ0) =
∑
16q6P 2θ0
q−3n−3
∑
06a<q
pgcd(a,q)=1
Sa,q,
et
(2.28) J(P 2θ0) =
∫
|β|6P 2θ0
I(β)dβ = P
∫
|β|6P−1+2θ0
I(Pβ)dβ
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on a alors :
N(P1, P2, P3) = P
n
1 P
n
2 P
n
3 S(P
2θ0)J(P 2θ0)+O
(
Pn+11 P
n+1
2 P
n+1
3 P
−1+10θ0P−11
)
+ +O(Pn+11 P
n+1
2 P
n+1
3 P
−1−δ).
Or,
Pn+11 P
n+1
2 P
n+1
3 P
−1+10θ0P−11 = P
n
1 P
n
2 P
n
3 P
10θ0− 11+b+b′
6 Pn1 Pn2 Pn3 P−δ
car on a supposé 10θ0 + δ < (1 + b+ b′)−1 (cf 2.23). On définit par la suite
(2.29) S =
∞∑
q=1
q−3n−3
∑
06a<q
pgcd(a,q)=1
Sa,q,
et
(2.30) J =
∫
R
I(β)dβ
Lemme 2.2.10. La série S est absolument convergente, et on a, pour Q
assez grand :
|S−S(Q)|  Q−n2 +2.
Démonstration. Fixons q > Q. Nous allons appliquer les lemmes précédents
avec P1 = P2 = P3 = q. On définit un élément θ ∈ [0, 1] par 6θ = 1−ε (pour
un ε > 0 fixé). On remarque que pour α = aq , alors α n’appartient à aucun
arc majeur M′a′,q′(θ). En effet, si on avait
a
q ∈M′a′,q′(θ), alors on aurait
q′  P 2θ = (P1P2P3)2θ = q6θ = q1− < q
et par ailleurs
1 6 |q′a− a′q| < qq′P−1+2θ < q−1+6θ = q−,
ce qui est absurde pour q assez grand. On a alors (d’après le lemme 2.2.6) :
|S(α)| = |Sa,q|  Pn+11 Pn+12 Pn+13 P−Kθ+ε
= q3n+3q−3Kθ+3ε
 q3n+3q−K/2+ε′ = q3n+3q−n+12 +ε′′
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Donc
|S−S(Q)| =
∣∣∣∣∣∣∣∣
∑
q>Q
q−3n−3
∑
06a<q
pgcd(a,q)=1
Sa,q
∣∣∣∣∣∣∣∣

∑
q>Q
q−3n−3
∑
06a<q
pgcd(a,q)=1
|Sa,q|

∑
q>Q
q−
n+1
2
+1+ε′′  Q−n2 + 32 +ε′′ .
Lemme 2.2.11. L’intégrale J est absolument convergente et on a de plus,
pour φ assez grand :
|J − J(φ)|  φ−1.
Démonstration. Nous allons appliquer les lemmes de la section 2.2.2 avec
θ = θ0 et P tel que P 2θ0 = β. On a alors pour tout β que P−1β ∈M′0,1(θ0).
Le lemme 2.2.9 donne alors :
(2.31) S(P−1β) = Pn+11 P
n+1
2 P
n+1
3 I(β) +O(P
n+1
1 P
n+1
2 P
n+1
3 P
4θ0P−11 ).
De plus, étant donné que P−1β appartient au bord de M′0,1(θ0) (car P−1β =
P−1+2θ0), donc au bord de M′(θ0), le lemme 2.2.6 donne :
|S(P−1β)|  Pn+11 Pn+12 Pn+13 P−Kθ0+ε.
Par conséquent l’équation (2.31) donne :
Pn+11 P
n+1
2 P
n+1
3 I(β) +O(P
n+1
1 P
n+1
2 P
n+1
3 P
4θ0P−11 )
= O(Pn+11 P
n+1
2 P
n+1
3 P
−Kθ0+ε),
donc
I(β) = O(P−Kθ0+ε + P 4θ0P−11 ) = O(P
−Kθ0+ε + P 4θ0−
1
1+b+b′ ).
Or, on a par ailleurs :
P
4θ0− 11+b+b′ < P−6θ0−δ  β−3−δ′  β−3,
(voir (2.23)) ainsi que
P−Kθ0+ε  P−4θ0−2δ  β−2,
(cf. (2.21)). On a ainsi |I(β)|  β−2, et donc finalement :
|J − J(φ)| 
∫
|β|>φ
|I(β)|dβ  φ−1.
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On a donc établi le résultat suivant :
Proposition 2.2.12. On suppose n > 4 et P1 6 P2 6 P3, P2 = P b1 , P3 =
P b
′
1 . Pour (n+ 1) > b
′ + b+ 1, si σ = SJ , on a alors :
N(P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n
1 P
n
2 P
n
3 P
−δ),
(avec P = P1P2P3 et δ > 0 assez petit).
2.3 Deuxième étape
Pour cette partie, nous introduisons les notations suivantes. On fixe un
élément λ ∈ N∗. Pour cet entier, on note
(2.32) A1,λ = {x ∈ Cn+1 | dimV ∗2,x < λ, dimV ∗3,x < λ},
où l’on a noté :
(2.33) V ∗3,x =
{
y ∈ Cn+1 | ∀k ∈ {0, ..., n}, Bk(x,y) = 0
}
,
(2.34) V ∗2,x =
{
z ∈ Cn+1 | ∀j ∈ {0, ..., n}, B′j(x, z) = 0
}
,
et on pose, par abus de langage :
(2.35) A1,λ(Z) = A1,λ ∩ Zn+1.
On définit de même
(2.36) A2,λ = {y ∈ Cn+1 | dimV ∗1,y < λ, dimV ∗3,y < λ},
avec :
(2.37) V ∗3,y =
{
x ∈ Cn+1 | ∀k ∈ {0, ..., n}, Bk(x,y) = 0
}
,
(2.38) V ∗1,y =
{
z ∈ Cn+1 | ∀i ∈ {0, ..., n}, B′′i (y, z) = 0
}
,
(2.39) A2,λ(Z) = A2,λ ∩ Zn+1,
et
(2.40) A3,λ = {z ∈ Cn+1 | dimV ∗1,z < λ, dimV ∗2,z < λ},
avec :
(2.41) V ∗1,z =
{
y ∈ Cn+1 | ∀i ∈ {0, ..., n}, B′′i (y, z) = 0
}
,
(2.42) V ∗2,z =
{
x ∈ Cn+1 | ∀j ∈ {0, ..., n}, B′j(x, z) = 0
}
,
(2.43) A3,λ(Z) = A3,λ ∩ Zn+1.
Dans ce qui va suivre nous aurons besoin du lemme suivant :
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Lemme 2.3.1. On a la majoration
card{x ∈ [−P1, P1]n+1 ∩ A1,λ(Z)c}  Pn+1−λ1 .
De plus, l’ensemble Ac1,λ des vecteurs x tels que dimV ∗3,x > λ ou dimV ∗2,x > λ
est un fermé de Zariski de An+1C .
Démonstration. On commence par montrer que {x ∈ An+1C | dimV ∗3,x > λ}
est un fermé de Zariski de An+1C . On aura alors de la même manière que
{x ∈ An+1C | dimV ∗2,x > λ} est un fermé, et donc que Ac1,λ est un fermé de
An+1C .
Notons Y le fermé de An+1C ×PnC défini par :
Y = {(x,y) ∈ An+1C ×PnC | ∀k ∈ {0, ..., n}, Bk(x,y) = 0}.
La projection canonique
pi : Y ⊂ An+1C ×PnC → An+1C ,
est un morphisme projectif, donc fermé. Par conséquent, d’après [G-D, Co-
rollaire 13.1.5],
{x ∈ An+1C | dimYx > λ− 1}
est un fermé, et puisque dimYx = dimV ∗3,x − 1, l’ensemble
{x ∈ An+1C | dimV ∗3,x > λ}
est un fermé de Zariski de An+1C .
Nous allons à présent montrer que dimAc1,λ 6 n+ 1−λ. Pour cela, nous
allons montrer que la dimension de
Ac1,λ,3 = {x ∈ An+1C | dimV ∗3,x > λ}
est inférieure à n+ 1− λ. On remarque que
Y ∩ (Ac1,λ,3 ×PnC) =
⊔
x∈Ac1,λ,3
pi−1(x).
On a alors
dimAc1,λ,3 + λ− 1 6 dimY = dimV ∗3 − 1 = n,
ce qui implique
dimAc1,λ,3 6 n+ 1− λ.
Ainsi, dimAc1,λ 6 n+ 1− λ, et donc
card{x ∈ [−P1, P1]n+1 ∩ A1,λ(Z)c}  Pn+1−λ1
(cf. démonstration de [Br, Théorème 3.1])
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Remarque 2.3.2. Ce résultat prouve en outre que l’ouvert A1,λ est non vide
pour λ > 0.
On déduit en particulier de ce lemme que les ensembles Ai,λ sont des
ouverts de Zariski. On notera dorénavant U l’ouvert de V :
(2.44) U = {(x,y, z) ∈ A1,λ ×A2,λ ×A3,λ | max
k
|Bk(x,y)| 6= 0,
max
j
|B′j(x, z)| 6= 0, max
i
|B′′i (y, z)| 6= 0 et F (x,y, z) = 0}.
Notre objectif est d’établir, pour cet ouvert U , une formule asymptotique
pour NU (B) (avec les notations de (2.1)) pour un choix du paramètre λ que
nous préciserons ultérieurement. À cette fin, nous allons chercher à donner
une formule asymptotique pour
(2.45)
NU (P1, P2, P3) = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z) ∩ P2B2)
× (A3,λ(Z) ∩ P3B3) | max
k
|Bk(x,y)| 6= 0, max
j
|B′j(x, z)| 6= 0,
max
i
|B′′i (y, z)| 6= 0 et F (x,y, z) = 0}
= card{(x,y, z) ∈ U ∩ (P1B1 × P2B2 × P3B3) ∩ Z3n+3}.
Pour P1 6 P2 6 P3, par des méthodes analogues à celles développées dans
la section précédente, nous allons d’abord établir une formule asymptotique
pour
(2.46)
N1(P1, P2, P3) = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (Zn+1 ∩ P2B2)
× (Zn+1 ∩ P3B3) | max
k
|Bk(x,y)| 6= 0 et F (x,y, z) = 0}.
Ce qui nous permettra d’établir une formule asymptotique pourNU (P1, P2, P3)
pour le cas où P1 6 P2 6 P3 (par symétrie on en déduira la même formule
pour les autres cas).
2.3.1 Sommes d’exponentielles
Pour tout ce qui va suivre, on fixe x ∈ A1,λ(Z). On pose
(2.47) Nx(P2, P3) = card{(y, z) ∈ (Zn+1 ∩ P2B2)× (Zn+1 ∩ P3B3) |
max
k
|Bk(x,y)| 6= 0 et F (x,y, z) = 0}.
On a alors
Nx(P2, P3) =
∫ 1
0
Sx(α)dα,
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pour
(2.48) Sx(α) =
∑
y∈Zn+1∩P2B2
maxk |Bk(x,y)|6=0
∑
z∈Zn+1∩P3B3
e(αF (x,y, z)).
Nous allons donc, dans un premier temps, chercher une formule asymptotique
pour Sx(α). Pour tous réels strictement positifs, H1, H2 on notera
M2x(H1, H2) = card{z ∈ Zn+1 | |z| 6 H1, ∀j ∈ {0, ..., n} ||αB′j(x, z)|| < H2},
M3x(H1, H2) = card{y ∈ Zn+1 | |y| 6 H1, ∀k ∈ {0, ..., n} ||αBk(x,y)|| < H2}.
Remarquons avant tout que l’on a
|Sx(α)| 
∑
y∈Zn+1∩P2B2
maxk |Bk(x,y)|6=0
n∏
k=0
min{P3, ||αBk(x,y)||−1}.
À partir de là, on montre comme dans la section 2.2.1 que :
|Sx(α)| 6M3x(P2, P−13 )Pn+13 log(P3)n+1,
On établit alors le lemme ci-dessous :
Lemme 2.3.3. Soit P > 0, ε > 0 arbitrairement petit, θ2 ∈ [0, 1], et κ > 0.
L’une au moins des assertions suivantes est vérifiée :
1. |Sx(α)| 6 Pn+12 Pn+13 P−κ+ε,
2. maxi∈{2,3}M ix(P
θ2
2 , P
−1+θ2
2 P
−1
3 ) P (n+1)θ22 P−κ.
Démonstration. Il suffit d’utiliser à nouveau le lemme 2.2.2, avec
(λk,j)k,j =
(
α
n∑
i=0
αi,j,kxi
)
k,j
,
aZ2 = P2, a
−1Z2 = P−13 , aZ1 = P
θ2
2 , a
−1Z1 = P−1+θ22 P
−1
3 ,
et on obtient immédiatement le résultat, comme dans la section 2.2.2.
On considère un élément y ∈ M3x(P θ22 , P−1+θ22 P−13 ). Supposons qu’il
existe un certain k0 ∈ {0, ..., n} tel que Bk0(x,y) 6= 0. On note alors
q = |Bk0(x,y)| > 1 et on pose α|Bk0(x,y)| = a + δ, avec a ∈ Z et
|δ| < P−1+θ22 P−13 . On a donc
|qα− a| < P−1+θ22 P−13 , |q|  |x|P θ22 .
Quitte à changer θ2, on peut supposer
|qα− a| < 1
2
P−1+θ22 P
−1
3 , |q| 6 |x|P θ22 .
D’où le lemme suivant :
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Lemme 2.3.4. Soient P, ε, κ > 0 et θ2 ∈ [0, 1] fixés. Il existe une constante
C1 telle que l’une au moins des assertions suivantes est vraie :
1. |Sx(α)| 6 Pn+12 Pn+13 P−κ+ε,
2. Il existe des entiers a, q tels que 1 6 q 6 |x|P θ22 et pgcd(a, q) = 1,
2|qα− a| 6 P−1+θ22 P−13 ;
3. On a
card{y ∈ Zn+1 | |y| 6 P θ22 , ∀k ∈ {0, ..., n} Bk(x,y) = 0}
> C1P (n+1)θ22 P−κ.
4. On a
card{z ∈ Zn+1 | |z| 6 P θ22 , ∀j ∈ {0, ..., n} B′j(x, z) = 0
} > C1P (n+1)θ22 P−κ.
On choisit à présent P = P2P3 et soit θ tel que P θ22 = P
θ. On a alors
P
(n+1)θ2
2 P
−κ = P (n+1)θ−κ. Par conséquent, les conditions 3 et 4 impliquent
respectivement que P θ dimV
∗
3,x  P θ((n+1)−κθ ) et P θ dimV ∗2,x  P θ((n+1)−κθ )
(cf. démonstration de [Br, Théorème 3.1]). On pose à présentK1 = (n+1)−λ
et on choisit κ = K1θ. On a par ailleurs, puisque x ∈ A1,λ(Z), dimV ∗3,x 6
λ−1 et dimV ∗2,x 6 λ−1. Par conséquent, si les conditions 3 ou 4 sont vraies,
alors il existe une constante C2 telle que :
C1P
θ(n+1)−K1θ < C2P θ(λ−1),
ce qui équivaut à dire que :
P θ < C2/C1.
D’où le résultat ci-dessous :
Lemme 2.3.5. Il existe une constante C3 telle que, si 0 < θ 6 1 et P θ > C3,
alors au moins l’une des assertions ci-dessous est vraie :
1. |Sx(α)| 6 Pn+12 Pn+13 P−K1θ+ε,
2. Il existe des entiers a, q tels que 1 6 q 6 |x|P θ22 et pgcd(a, q) = 1,
2|qα− a| 6 P−1+θ22 P−13 .
2.3.2 La méthode du cercle
Pour des entiers a, q tels que pgcd(a, q) = 1, |q| 6 |x|P θ22 , on définit les
arcs majeurs :
(2.49) Mxa,q(θ) = {α ∈ [0, 1] | 2|qα− a| 6 P−1+θ22 P−13 },
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(2.50) Mx(θ) =
⋃
16q6|x|P θ22
⋃
06a<q
pgcd(a,q)=1
Mxa,q(θ),
(2.51) M
′x
a,q(θ) = {α ∈ [0, 1] | 2|qα− a| 6 qP−1+θ22 P−13 },
(2.52) M
′x(θ) =
⋃
16q6|x|P θ22
⋃
06a<q
pgcd(a,q)=1
M
′x
a,q(θ).
Lemme 2.3.6. Si l’on suppose |x|2P−1+3θ22 P−13 < 1 alors les arcs majeurs
M
′x
a,q(θ) sont disjoints deux à deux.
Démonstration. Supposons, par l’absurde qu’il existe α ∈M′xa,q(θ)∩M
′x
a′,q′(θ),
avec a, q, a′, q′ vérifiant les hypothèses mentionnées précédemment. On a
alors :
1
qq′
6
∣∣∣∣aq − a′q′
∣∣∣∣ 6 P−1+θ22 P−13 ,
et ceci implique
1 6 qq′P−1+θ22 P−13 6 |x|2P−1+3θ22 P−13
ce qui contredit l’hypothèse du lemme.
A partir d’ici, on supposera P θ > C3, et on supposera que l’on a bien
|x|2P−1+3θ22 P−13 < 1. On suppose de plus que K1 > 2. On définit par
ailleurs : φ(x) = |x|P θ22 = |x|P θ, et ∆(θ,K1) = θ(K1 − 2) > 0.
Lemme 2.3.7. Pour tout ε > 0 fixé, on a la formule asymptotique :
Nx(P2, P3) =
∑
q6φ(x)
∑
06a<q
pgcd(a,q)=1
∫
M
′x
a,q(θ)
Sx(α)dα
+O
(
|x|Pn−∆(θ,K1)+ε2 Pn−∆(θ,K1)+ε3
)
.
Démonstration. On a
Nx(P2, P3) =
∑
q6φ(x)
∑
06a<q
pgcd(a,q)=1
∫
M
′x
a,q(θ)
Sx(α)dα+O (E(x)) ,
avec E(x) = ∫α/∈Mx(θ) |Sx(α)|dα. Remarquons que l’on a
Vol (Mx(θ))
∑
q6φ(x)
∑
06a<q
pgcd(a,q)=1
q−1P−1+θ22 P
−1
3  |x|P−1+2θ22 P−13 .
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On choisit une suite de réels 0 < θ = θ′0 < θ′1 < ... < θ′T =
1
2 , avec
2(θ′i+1 − θ′i) < ε pour un certain ε > 0. De plus, ε étant fixé, on peut
supposer T  P ε. On a alors que∫
α/∈Mx(θ′T )
|Sx(α)|dα Pn+1+ε2 Pn+1+ε3 P−K1θ
′
T
 Pn+1−K1θ′T+ε2 P
n+1−K1θ′T+ε
3
 Pn−∆(θ′T ,K1)+ε2 P
n−∆(θ′T ,K1)+ε
3
 Pn−∆(θ,K1)+ε2 Pn−∆(θ,K1)+ε3 .
On a de plus :∫
α∈Mx(θ′i+1)\Mx(θ′i)
|Sx(α)|dα Vol(Mx(θ′i+1))Pn+1+ε2 Pn+1+ε3 P−K1θ
′
i
 |x|Pn+ε2 Pn+ε3 P 2θ
′
i+1−K1θ′i
= |x|Pn+ε2 Pn+ε3 P 2(θ
′
i+1−θ′i)−(K1−2)θ′i
 |x|Pn+ε2 Pn+ε3 P ε−∆(θ
′
i,K1)
 |x|Pn−∆(θ,K1)+ε′2 Pn−∆(θ,K1)+ε
′
3
Et on obtient alors
E(x)
∫
α/∈Mx(θT )
|Sx(α)|dα
+
T∑
i=0
∫
α∈Mx(θi+1)\Mx(θi)
|Sx(α)|dα |x|Pn−∆(θ,K1)+ε
′′
2 P
n−∆(θ,K1)+ε′′
3 .
2.3.3 Les arcs majeurs
Dans tout ce qui suit, pour un x ∈ A1,λ(Z) fixé (avec un λ que nous
supposerons inférieur à n), a, q ∈ Z, β ∈ R, on introduit les notations
suivantes :
(2.53) Sa,q(x) =
∑
b(1)∈(Z/qZ)n+1
∑
b(2)∈(Z/qZ)n+1
e
(
a
q
F (x, b(1), b(2))
)
,
(2.54) Ix(β) =
∫
B2×B3
e (βF (x,v,w)) dvdw.
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Lemme 2.3.8. Soient a, q ∈ Z tels que 1 6 q 6 |x|P θ22 = |x|P θ, 0 6 a < q,
pgcd(a, q) = 1 et soit α ∈ M′xa,q(θ). On pose alors β = α − aq . On a alors
que :
Sx(α) = P
n+1
2 P
n+1
3 q
−2n−2Sa,q(x)Ix(Pβ) +O(|x|2Pn+2θ22 Pn+13 ).
Démonstration. On commence par écrire
Sx(α) =
∑
y∈Zn+1∩P2B2
∑
z∈Zn+1∩P3B3
e(αF (x,y, z))
+ card{y ∈ Zn+1 ∩ P2B2 | ∀k ∈ {0, ..., n}, Bk(x,y) = 0}Pn+13 .
Puisque x ∈ A1,λ(Z), on obtient :
Sx(α) =
∑
y∈Zn+1∩P2B2
∑
z∈Zn+1∩P3B3
e(αF (x,y, z)) + O(P λ−12 P
n+1
3 ),
que l’on peut réécrire :
Sx(α) =
∑
b(1)∈(Z/qZ)n+1
∑
b(2)∈(Z/qZ)n+1
e
(
a
q
F (x, b(1), b(2))
)
S3(b
(1), b(2))
+O(P λ−12 P
n+1
3 )
avec
S3(b
(1), b(2)) =
∑
qy′+b(1)∈P2B2
qz′+b(2)∈P3B3
e(βF (x, qy′ + b(1), qz′ + b(2))).
On remarque que, pour y′,y′′, z′, z′′ tels que |y′ − y′′|  1 et |z′ − z′′|  1,
on a
|F (x, qy′+b(1), qz′+b(2))−F (x, qy′′+b(1), qz′′+b(2))|  q|x|P2+q|x|P3  q|x|P3
On a donc, en remplaçant la série par une intégrale, que
S3(b
(1), b(2)) =
∫
qv˜∈P2B2
qw˜∈P3B3
e(βF (x, qv˜, qw˜))dv˜dw˜
+O
(
|β|q|x|P3
(
P3
q
P2
q
)n+1
+
(
P2
q
)n(P3
q
)n+1)
= Pn+12 P
n+1
3 q
−2n−2Ix(Pβ) +O
(
q−2n−1|x|Pn+θ22 Pn+13
)
,
par changement de variables v = qP−12 v˜ et w = qP
−1
3 w˜. On en déduit
finalement :
Sx(α) = P
n+1
2 P
n+1
3 q
−2n−2Sa,q(x)Ix(Pβ) +O(E),
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avec
E = P λ−12 P
n+1
3 +
∑
b(1)∈(Z/qZ)n+1
∑
b(2)∈(Z/qZ)n+1
q−2n−1|x|Pn+θ22 Pn+13
 |x|qPn+θ22 Pn+13  |x|2Pn+2θ22 Pn+13 .
À partir d’ici on notera :
(2.55) Sx(Q) =
∑
qQ
q−2n−2
∑
06a<q
pgcd(a,q)=1
Sa,q(x)
(2.56) Jx(φ) =
∫
|β|6φ
Ix(β)dβ.
Lemme 2.3.9. Si x ∈ A1,λ(Z), on a, pour tout ε > 0 :
Nx(P2, P3) = P
n
2 P
n
3 Sx(|x|P θ)Jx
(
1
2
P θ22
)
+O(|x|4Pn−1+5θ22 Pn3 + |x|Pn−∆(θ,K1)+ε2 Pn−∆(θ,K1)+ε3 ).
Démonstration. On notera E1 = |x|Pn−∆(θ,K1)+ε2 Pn−∆(θ,K1)+ε3 . Par applica-
tion des lemmes 2.3.7 et 2.3.8, on a :
Nx(P2, P3) =
∑
q6φ(x)
∑
16a<q
pgcd(a,q)=1
∫
M
′x
a,q(θ)
Sx(α)dα+O(E1)
= Pn+12 P
n+1
3
∑
q6φ(x)
q−2n−2
∑
16a<q
pgcd(a,q)=1
Sa,q(x)
∫
|β|6 1
2
P
−1+θ2
2 P
−1
3
Ix(P2P3β)dβ
+O(E1) +O(E2),
avec E2 = Vol(M
′x(θ))|x|2Pn+2θ22 Pn+13 . On remarque que :
Vol(M
′x(θ))
∑
q6φ(x)
∑
16a<q
pgcd(a,q)=1
P−1+θ22 P
−1
3
 P−1+θ22 P−13 (|x|P θ22 )2
 |x|2P−1+3θ22 P−13 .
Par conséquent,
E2  |x|4Pn−1+5θ22 Pn3 ,
d’où le résultat.
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Lemme 2.3.10. Soit x ∈ A1,λ(Z). On suppose que l’on a de plus K1 > 2.
Alors, l’intégrale Jx =
∫
R Ix(β)dβ est absolument convergente, et on a :∣∣∣∣Jx − Jx(12P θ22
)∣∣∣∣ P θ2(1−K1+ε′)2
(pour tout ε′ > 0 arbitrairement petit), et on a |Jx|  1.
Démonstration. On considère un réel β tel que |β| > C3. On choisit θ′, θ′2 et
P3 tels que 2|β| = P θ′ = P θ
′
2
2 et P
−K1θ′ = |x|2P−1+2θ′22 (avec P = P2P3).
Remarquons que cette dernière condition implique :
|x|2P−1+3θ22 P−13 = P (−K1+1)θ
′
P−13 < 1
et donc la condition du lemme 2.3.6 est satisfaite. On a alors, d’après le
lemme 2.3.5, si P θ′ > C3 alors :
|Sx(P−1β)| < Pn+12 Pn+13 P−K1θ
′+ε,
(car P−1β appartient au bord de Mx0,1(θ′)). On a par ailleurs, d’après le
lemme 2.3.8 appliqué à (a, q) = (0, 1) :
Pn+1|Ix(β)|  |Sx(P−1β)|+O(|x|2Pn+2θ
′
2
2 P
n+1
3 ).
On obtient alors la borne
Ix(β) P ε−K1θ′ + |x|2P−1+2θ
′
2
2
 P ε−K1θ′
= |β|−K1+ε/θ′
 |β|−K1+ε/θ = |β|−K1+ε′
(θ étant fixé). Par conséquent, si P θ′ > C3, on a que∣∣∣∣Jx(12P θ22
)
− Jx
∣∣∣∣ ∫|β|> 1
2
P
θ2
2
|β|ε′−K1dβ
 P θ2(1−K1+ε′)2 .
Par ailleurs, si l’on choisit P2 petit (de sorte que 12P
θ2
2  C3), on obtient
|Jx(C3)− Jx|  P θ2(1−K1+ε
′)
2  1, et donc |Jx|  1 (car |Jx(C3)|  1).
Lemme 2.3.11. Soit x ∈ A1,λ(Z). On suppose que l’on a K1 > 2. Alors,
pour tout ε > 0 fixé, la série
Sx =
∞∑
q=1
q−2n−2
∑
06a<q
pgcd(a,q)=1
Sa,q(x)
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converge absolument, et on a
|Sx(φ(x))−Sx|  |x|2+εP θ2(2−K1+ε)2 .
On a de plus la borne |Sx|  |x|2+ε.
Démonstration. Remarquons d’abord que Sa,q(x) = Sx(α) pour P2 = P3 =
q et α = aq ∈ M
′x
a,q(θ). Supposons θ′ ∈ [0, 1] tel que qθ
′
> C3, alors, par le
lemme 2.3.5, on a :
|Sa,q(x)| < q2(n+1)−K1θ′+2ε
ou alors il existe q′, a′ ∈ Z tels que 1 6 q′ 6 |x|qθ′ et |q′a− a′q| 6 q−1+θ′ . Ce
deuxième cas est alors impossible lorsque q′ 6= q, donc en particulier lorsque
|x|qθ′ < q. Quitte à supposer q tel que q > C3|x|, on choisit alors θ′ tel que
qθ
′
= |x|−1q−ε+1, et on a alors
|Sa,q(x)| < q2(n+1)−K1θ′+2ε = q2(n+1)−K1+ε′ |x|K1 .
On remarque par ailleurs que pour P θ = P θ22 > C3, on a φ(x) = P
θ2
2 |x| >
C3|x|, et donc, par ce qui précède on a l’estimation :
|Sx(φ(x))−Sx| 
∑
q>φ(x)
q−2n−2
∑
06a<q
pgcd(a,q)=1
|Sa,q(x)|

∑
q>φ(x)
q1−K1+ε
′ |x]K1
 P θ2(2−K1+ε′)2 |x|2+ε
′
.
Par le même calcul, on trouve : |Sx(C3|x|) −Sx|  |x|2+ε′ et en utilisant
l’estimation triviale |Sx(C3|x|)|  |x|2+ε′ (obtenue en majorant triviale-
ment Sa,q(x) par q2n+2), on a alors |Sx|  |x|2+ε′ .
Lemme 2.3.12. Soit x ∈ A1,λ(Z). On suppose que l’on a 0 < θ 6 1 et
P2 > 1 tel que P θ22 > C3 et tel que |x|2P−1+3θ22 P−13 < 1. On suppose de plus
que K1 > 2. Pour un ε > 0 arbitrairement petit, on a la formule suivante :
Nx(P2, P3) = SxJxP
n
2 P
n
3 +O(E2(x)) +O(E3(x)),
avec
E2(x) = |x|4Pn−(1−5θ2)2 Pn3 ,
E3(x) = |x|2+εPn−∆(θ,K1)+ε2 Pn3 .
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Démonstration. D’après le lemme 2.3.9 on a
Nx(P2, P3) = P
n
2 P
n
3 Sx(φ(x))Jx
(
1
2
P θ22
)
+O(E1) +O(E2),
avec E1 = |x|Pn−∆(θ,K1)+ε2 Pn−∆(θ,K1)+ε3 . On a donc E1  E3. De plus, par
les lemmes 2.3.10 et 2.3.11 :∣∣∣∣SxJx −Sx(φ(x))Jx(12P θ22
)∣∣∣∣
 |Sx −Sx(φ(x))|
∣∣∣∣Jx(12P θ22
)∣∣∣∣+ |Sx| ∣∣∣∣Jx(12P θ22
)
− Jx
∣∣∣∣
 |x|2+εP θ2(2−K1+ε)2 + P θ2(1−K1+ε)2 |x|2+ε
 |x|2+εP θ2(2−K1)+ε2
 |x|2+εP−∆(θ2,K1)+ε2 6 |x|2+εP−∆(θ,K1)+ε2 ,
(rappelons que θ(1 + b
′
b ) = θ2, donc θ 6 θ2 et ∆(θ,K1) 6 ∆(θ2,K1)). D’où
le résultat.
Pour θ2 < 15 , il existe δ > 0 tel que
E2(x) = |x|4Pn−(1−5θ2)2 Pn3  |x|4Pn−δ2 Pn3 .
On a donc en particulier le corollaire suivant :
Corollaire 2.3.13. Si x ∈ A1,λ(Z) et si K1 > 2, alors il existe δ > 0 tel
que
Nx(P2, P3) = SxJxP
n
2 P
n
3 +O(|x|4Pn−δ2 Pn3 )
uniformément pour tout x tel que |x| < (P 1−3θ22 P3)
1
2 (pour un θ2 < 15 fixé).
On pose pour tout δ > 0 :
(2.57) g1(b, b′, δ) =
(
1 +
b′
b
)(
1− 5
b
− δ
)−1
5
(
3
b
+ 2δ
)
.
Nous sommes à présent en mesure de démontrer le résultat suivant :
Proposition 2.3.14. Soit δ > 0. On suppose que l’on a 5b + δ < 1 (où
P2 = P
b
1 ). De plus, si K1 = n+ 1− λ vérifie :
K1 − 2 > g1(b, b′, δ),
et si P
1−δ−5/b
5
2 > C3 alors :
N1(P1, P2, P3) = P
n
2 P
n
3
∑
x∈P1B1∩A1,λ(Z)
SxJx +O(P
n
1 P
n−δ
2 P
n
3 ).
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Démonstration. Par définition de N1(P1, P2, P3) (voir (2.46)), on a
N1(P1, P2, P3) =
∑
x∈P1B1∩A1,λ(Z)
Nx(P2, P3).
Donc pour θ, θ2 satisfaisant les hypothèses du lemme 2.3.12, on a :
N1(P1, P2, P3) = P
n
2 P
n
3
∑
x∈P1B1∩A1,λ(Z)
SxJx +O(E2) +O(E3),
où
E2 =
∑
x∈P1B1∩A1,λ(Z)
E2(x)
= Pn−1+5θ22 P
n
3
∑
x∈P1B1∩A1,λ(Z)
|x|4
 Pn+51 Pn−1+5θ22 Pn3
= Pn1 P
n
2 P
n
3 P
−1+5θ2+5/b
2 ,
et
E3 =
∑
x∈P1B1∩A1,λ(Z)
E3(x)
= P
n−∆(θ,K1)+ε
2 P
n
3
∑
x∈P1B1∩A1,λ(Z)
|x|2+ε
 Pn+31 Pn−∆(θ,K1)+2ε2 Pn3
= Pn1 P
n
2 P
n
3 P
3/b−∆(θ,K1)+2ε
2 .
On choisit ensuite θ2 tel que −1 + 5θ2 + 5/b = −δ (ce qui est possible, car
on a 5/b+ δ < 1, par hypothèse) et donc θ2 = (1− 5/b− δ)/5. L’hypothèse
K1 − 2 > g1(b, b′, δ) implique
K1 − 2 >
(
1 +
b′
b
)(
1− 5
b
− δ
)−1
5
(
3
b
+ 2δ
)
=
(
1 +
b′
b
)
θ−12
(
3
b
+ 2δ
)
= θ−1
(
3
b
+ 2δ
)
(car θ2 = θ(1 + b
′
b )). On a alors
∆(θ,K1) = θ(K1 − 2) >
(
3
b
+ 2δ
)
.
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On en déduit :
3/b−∆(θ,K1) + 2ε < −2δ + 2ε < −δ
(pour ε assez petit). On a donc démontré la proposition pour P θ22 = P
1−δ−5/b
5
2 >
C3.
2.4 Troisième étape
Dans cette section nous allons utiliser les résultats obtenus dans les deux
sections précédentes pour établir la formule (2.8) pour b, b′ vérifiant b′ 6
b+ 1 + ν (avec ν > 0 arbitrairement petit).
On notera b1 le réel strictement supérieur à 5 minimisant la fonction g1(b, b+
1 + ν, δ) + (b+ (b+ 1 + ν) + 1 + δ) + 2, pour δ, ν > 0 fixés et arbitrairement
petits.
Remarque 2.4.1. On peut en fait vérifier que b1 ∈ [8, 9], pour δ, ν assez
petits, et que le minimum obtenu est strictement inférieur à 29.
On pose b′1 = b1 + 1 + ν. On supposera dorénavant que
n+ 1 > g1(b1, b
′
1, δ) + (b1 + b
′
1 + 1 + δ) + 2 > b1 + b
′
1 + δ + 3
(ceci est en particulier vrai lorsque n > 28, d’après la remarque précédente).
Lemme 2.4.2. Si l’on a n + 1 > g1(b1, b′1, δ) + (b1 + b′1 + 1 + δ) + 2 (en
particulier, si n > 28), alors pour tout P1 > 1 :∑
x∈P1B1∩A1,λ(Z)
SxJx = σP
n
1 +O(P
n−δ
1 ).
Démonstration. Si P1 > 1 est fixé quelconque et si l’on pose P2 = P b11 ,
P3 = P
b′1
1 , alors par la proposition 2.2.12, on a :
(2.58) N(P1, P2, P3) = σPn1 P
n
2 P
n
3 +O(P
n−δ
1 P
n−δ
2 P
n−δ
3 ).
On remarque d’autre part que
N(P1, P2, P3) = N1(P1, P2, P3) +O
 ∑
x∈P1B1∩A1,λ(Z)c
Pn+12 P
n+1
3
(2.59)
= N1(P1, P2, P3) +O
(
Pn+1−λ1 P
n+1
2 P
n+1
3
)
(2.60)
(d’après le lemme 2.3.1). A partir d’ici nous fixerons λ = db1 + b′1 + 1 + δe,
de sorte que :
Pn+1−λ1 P
n+1
2 P
n+1
3  Pn−δ1 Pn2 Pn3 .
2.4. TROISIÈME ÉTAPE 57
Enfin, puisque n + 1 > g1(b1, b′1, δ) + λ + 2 (i.e. K1 − 2 > g1(b1, b′1, δ)), la
proposition 2.3.14 donne
(2.61) N1(P1, P2, P3) = Pn2 P
n
3
∑
x∈P1B1∩A1,λ(Z)
SxJx +O(P
n
1 P
n−δ
2 P
n
3 ).
Ainsi, en regroupant les formules (2.58), (2.59) et (2.61), on trouve :
Pn2 P
n
3
∑
x∈P1B1∩A1,λ(Z)
SxJx = σP
n
1 P
n
2 P
n
3 +O(P
n−δ
1 P
n
2 P
n
3 ),
et donc ∑
x∈P1B1∩A1,λ(Z)
SxJx = σP
n
1 +O(P
n−δ
1 ),
et cette relation est indépendante de P2, P3.
Nous sommes à présent en mesure de démontrer le résultat suivant :
Proposition 2.4.3. On suppose que l’on a P1 6 P2 6 P3, P2 = P b1 et
P3 = P
b′
1 . On suppose de plus que b
′ 6 b+ 1 + ν et que
n+ 1 > g1(b1, b
′
1, δ) + (b1 + b
′
1 + 1 + δ) + 2 > b1 + b
′
1 + δ
(δ, ν > 0 étant fixés et arbitrairement petits). On a alors que
N1(P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n−δ
1 P
n
2 P
n
3 ).
Démonstration. – Premier cas : on suppose b1 6 b. On a puisque b′ 6
b+ 1 + ν :
1 +
b′
b
6 1 + 1 + 1
b
+
ν
b
6 1 + 1 + 1
b1
+
ν
b1
= 1 +
b1 + 1 + ν
b1
= 1 +
b′1
b1
.
On a également (
1− 5
b
− δ
)−1
6
(
1− 5
b1
− δ
)−1
(en effet, puisque b1 6 b et b1 ∈ [8, 9], on a 5b + δ 6 5b1 + δ < 1) et(
3
b
+ 2δ
)
6
(
3
b1
+ 2δ
)
.
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Ceci implique
g1(b, b
′, δ) 6 g1(b1, b′1, δ) < K1 − 2.
Ainsi, par la proposition 2.3.14, on obtient
N1(P1, P2, P3) = P
n
2 P
n
3
∑
x∈P1B1∩A1,λ(Z)
SxJx +O(P
n
1 P
n−δ
2 P
n
3 )
= σPn1 P
n
2 P
n
3 +O(P
n
1 P
n−δ
2 P
n
3 )
(d’après le lemme 2.4.2).
Deuxième cas : supposons b1 > b. On a alors
b′ 6 1 + b+ ν < 1 + b1 + ν = b′1,
donc
b′ + b+ 1 6 b′1 + b1 + 1 < n+ 1
et on peut alors appliquer la proposition 2.2.12, et on a :
N(P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n−δ
1 P
n−δ
2 P
n−δ
3 ).
Par conséquent, en utilisant (2.59), puisque λ = db1 + b′1 + 1 + δe > db+ b′+
1 + δe, on trouve bien
N1(P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n
1 P
n−δ
2 P
n
3 ).
On a alors le résultat suivant :
Proposition 2.4.4. On suppose que l’on a P1 6 P2 6 P3, P2 = P b1 et
P3 = P
b′
1 . On suppose de plus que b
′ 6 b+ 1 + ν et que
n+ 1 > g1(b1, b
′
1, δ) + (b1 + b
′
1 + 1 + δ) + 2 > b1 + b
′
1 + δ
(δ, ν > 0 étant fixés et arbitrairement petits). On a alors que
NU (P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n−δ
1 P
n
2 P
n
3 ).
Démonstration. Rappelons que, par définition :
NU (P1, P2, P3) = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z) ∩ P2B2)
× (A3,λ(Z) ∩ P3B3) | max
k
|Bk(x,y)| 6= 0, max
j
|B′j(x, z)| 6= 0,
max
i
|B′′i (y, z)| 6= 0, F (x,y, z) = 0}.
On a donc
NU (P1, P2, P3) = N1(P1, P2, P3) +O(T1) +O(T2) +O(T3) +O(T4),
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où
(2.62) T1 = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z)c ∩ P2B2)
× (Zn+1 ∩ P3B3) | F (x,y, z) = 0},
(2.63) T2 = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (Zn+1 ∩ P2B2)
× (A3,λ(Z)c ∩ P3B3) | F (x,y, z) = 0},
(2.64) T3 = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z) ∩ P2B2)
× (A3,λ(Z) ∩ P3B3) | B′j(x, z) = 0 ∀j},
(2.65) T4 = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z) ∩ P2B2)
× (A3,λ(Z) ∩ P3B3) | B′′i (y, z) = 0 ∀i}.
On remarque que, d’après le lemme 2.3.1
T1  Pn+11 Pn+1−λ2 Pn+13 = Pn+1+b
′−(λ−1)b
1 P
n
2 P
n
3 .
Or, on a fixé λ = db1 + b′1 + 1 + δe , avec 5 < b1 6 b′1, on a donc clairement
n + 1 + b′ − (λ − 1)b 6 n + 1 + b′ − 5b 6 n − 1 puisque b′ 6 b + 1 + ν et
b > 1. On a donc T1  Pn−11 Pn2 Pn3 . De la même manière, on montre que
T2  Pn−11 Pn2 Pn3 .
Par ailleurs, pour x fixé, si B′j(x, z) = 0 pour tout j, alors z ∈ V ∗3,x. Par
conséquent, puisque pour tout x ∈ A1,λ(Z), dimV ∗3,x < λ, on a alors :
T3  Pn+11 Pn+12 P λ3 = Pn−11 Pn2 Pn3 ,
car n+1 > λ+3 (car n+1 > g1(b1, b′1, δ)+(b1+b′1+1+δ)+2, g1(b1, b′1, δ) > 2
et (b1 + b′1 + 1 + δ) + 2 > λ + 1 par hypothèse). De même on montre que
T4  Pn−11 Pn2 Pn3 . En résumé on a donc
NU (P1, P2, P3) = N1(P1, P2, P3) +O(P
n−1
1 P
n
2 P
n
3 ),
et la proposition 2.4.3 permet de conclure.
2.5 Quatrième étape
Il nous reste donc à traiter le cas où b′ > b + 1 + ν (i.e. P3 > P 1+ν1 P2).
Nous allons résoudre ce problème en utilisant des résultats de géométrie des
réseaux.
Commençons par introduire la définition suivante (issue de [Wi, Defini-
tion 2.1]) :
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Définition 2.5.1. Soit S un sous-ensemble de Rd, et soit c un entier tel que
0 6 c 6 d. Pour M ∈ N et L > 0, on dit que S appartient à Lip(d, c,M,L)
s’il existe M applications φ : [0, 1]d−c → Rd vérifiant :
||φ(x)− φ(y)||2 6 L||x− y||2,
||.||2 désignant la norme euclidienne, telles que S soit recouvert par les images
de ces applications.
On a le résultat suivant (cf. [M-V, Lemme 2]) :
Lemme 2.5.2. Soit S ⊂ Rd un ensemble bordé dont le bord ∂S appartient
à Lip(d, 1,M,L). L’ensemble S est alors mesurable et si Λ est un réseau de
Rd de premier minimum successif λ1, on a∣∣∣∣card(S ∩ Λ)− Vol(S)det(Λ)
∣∣∣∣ 6 c(d)M ( Lλ1 + 1
)d−1
,
où c(d) est une constante ne dépendant que de d.
Pour un couple (x,y) ∈ Zn+1 × Zn+1 fixé tel que maxk |Bk(x,y)| 6= 0,
on note Hx,y l’hyperplan de Rn+1 donné par
Hx,y = {z ∈ Rn+1 | F (x,y, z) =
n∑
k=0
Bk(x,y)zk = 0}.
On note par ailleurs Cx,y le corps convexe B3 ∩ Hx,y et Λx,y le réseau
Zn+1∩Hx,y. Nous allons appliquer le lemme 2.5.2 à S = P3Cx,y et Λ = Λx,y
vus respectivement comme un sous-ensemble et un réseau de Hx,y que l’on
identifiera à Rn. Remarquons dans un premier temps que ∂B3 ∈ Lip(n +
1, 1, 2n, 2) : en effet, pour toute face F du cube B3, on peut construire
une application φF : [0, 1]n → Rn+1 qui est 2−lipschitzienne et telle que
φF ([0, 1]
n) = F . Considérons par exemple la face F correspondant aux points
z ∈ B3 tels que z0 = 1. On pose alors φF (t1, ..., tn) = (1, 2t1 − 1, ..., 2tn − 1)
et on a bien φF ([0, 1]n) = F et pour tous t, t′ ∈ [0, 1]n
||φF (t)− φF (t′)||2 6 2||t− t′||2.
Montrons à présent que ∂Cx,y ∈ Lip(n, 1, 2n, 2(n− 1)
√
n+ 1). Une face
du polytope Cx,y est obtenue en prenant l’intersection d’une face F de B3
avec Hx,y. Considérons par exemple l’intersection (supposée non vide) de
la face F = {z ∈ B3 | z0 = 1} avec Hx,y. Pour simplifier les notations,
on pose pour tout k ∈ {0, ..., n}, αk = Bk(x,y) de sorte que Hx,y a pour
équation α0z0 +α1z1 + ...+αnzn = 0 (les αk étant non tous nuls). Pour tout
z ∈ F ∩Hx,y, on a alors α0 + α1z1 + ... + αnzn = 0, avec max16k6n |αk| 6=
0 puisque l’intersection F ∩ Hx,y est non vide. Supposons, par exemple,
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que max16k6n |αk| = |αn|, on a alors zn = − α0αn −
∑n−1
k=1
αk
αn
zk, et on peut
construire l’application φ˜F : [0, 1]n−1 → Hx,y ⊂ Rn+1 définie par
φ˜F (t1, ..., tn−1) =
(
1, 2t1 − 1, ..., 2tn−1 − 1,−α0
αn
−
n−1∑
k=1
αk
αn
(2tk − 1)
)
.
On remarque alors que F ∩Hx,y ⊂ φ˜F ([0, 1]n−1) et que
||φ˜F (t)− φ˜F (t′)||2 6
√
n+ 1||φ˜F (t)− φ˜F (t′)||∞
6
√
n+ 1 max
(
2, 2
n−1∑
k=1
|αk|
|αn|
)
||t− t′||∞
6 2(n− 1)√n+ 1||t− t′||2.
On a donc ∂Cx,y ∈ Lip(n, 1, 2n, 2(n− 1)
√
n+ 1) et par conséquent
∂P3Cx,y ∈ Lip(n, 1, 2n, 2(n− 1)
√
n+ 1P3).
De plus puisque Λx,y ⊂ Zn+1 le premier minimum successif de ce réseau est
supérieur ou égal à 1. Ainsi, si l’on pose
(2.66)
NΛx,y ,B3(P3) = {z ∈ P3B3 ∩ Zn+1 | F (x,y, z) = 0} = card(Λx,y ∩ P3Cx,y)
le lemme 2.5.2 nous donne :∣∣∣∣NΛx,y ,B3(P3)− Vol(P3Cx,y)det(Λx,y)
∣∣∣∣n Pn−13 .
On a donc que
(2.67) NΛx,y ,B3(P3) =
Vol(Cx,y)
det(Λx,y)
Pn3 +O(P
n−1
3 ).
Par conséquent, si l’on note
N ′(P1, P2, P3) = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z) ∩ P2B2)
× (Zn+1 ∩ P3B3) | F (x,y, z) = 0, max
k
|Bk(x,y)| 6= 0},
on trouve
N ′(P1, P2, P3) = Pn3
∑
x∈A1,λ(Z)∩P1B1
y∈A2,λ(Z)∩P2B2
maxk |Bk(x,y)|6=0
Vol(Cx,y)
det(Λx,y)
+O
 ∑
(x,y)∈P1B1×P2B2
maxk |Bk(x,y)|6=0
Pn−13
 .
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On peut montrer par ailleurs (voir par exemple [HB, Lemme 1.(i)]) que
det(Λx,y) =
||(Bk(x,y))k||2
pgcdk(Bk(x,y))
.
On a ainsi
N ′(P1, P2, P3) = Pn3
∑
x∈A1,λ(Z)∩P1B1
y∈A2,λ(Z)∩P2B2
maxk |Bk(x,y)|6=0
pgcdk(Bk(x,y)) Vol(Cx,y)
||(Bk(x,y))k||2
+O
(
Pn+11 P
n+1
2 P
n−1
3
)
.
Par ailleurs, puisque l’on a supposé b′ > b+ 1 + ν, on a
Pn+11 P
n+1
2 P
n−1
3  Pn−ν1 Pn2 Pn3 .
Ainsi, on trouve
(2.68) N ′(P1, P2, P3) = Pn3
∑
x∈A1,λ(Z)∩P1B1
y∈A2,λ(Z)∩P2B2
maxk |Bk(x,y)|6=0
pgcdk(Bk(x,y)) Vol(Cx,y)
||(Bk(x,y))k||2
+O
(
Pn−ν1 P
n
2 P
n
3
)
.
Nous allons à présent montrer que∑
x∈A1,λ(Z)∩P1B1
y∈A2,λ(Z)∩P2B2
maxk |Bk(x,y)|6=0
pgcdk(Bk(x,y)) Vol(Cx,y)
||(Bk(x,y))k||2 = σP
n
1 P
n
2 +O(P
n−δ′
1 P
n
2 )
pour un certain δ′ > 0. On remarque que
N ′(P1, P2, P3) = NU (P1, P2, P3) +O(T5) +O(T3) +O(T4)
où
(2.69) T5 = card{(x,y, z) ∈ (A1,λ(Z) ∩ P1B1)× (A2,λ(Z) ∩ P2B2)
× (A3,λ(Z)c ∩ P3B3) | F (x,y, z) = 0},
et T3, T4 sont définis par (2.64) et (2.65). Nous avons déjà montré que
T3, T4  Pn−11 Pn2 Pn3 . On a par ailleurs que
T5  Pn+11 Pn+12 Pn+1−λ3  Pn−11 Pn2 Pn3
car λ > 4. Par conséquent
(2.70) N ′(P1, P2, P3) = NU (P1, P2, P3) +O(Pn−11 P
n
2 P
n
3 ).
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Par la suite, on choisit P3 tel que b′ = b+ 1 +ν. D’après la proposition 2.4.4,
la formule (2.70) donne :
N ′(P1, P2, P3) = σPn1 P
n
2 P
n
3 +O(P
n−δ
1 P
n
2 P
n
3 ),
et en utilisant (2.68), on a alors :∑
(x,y)∈P1B1×P2B2
maxk |Bk(x,y)|6=0
pgcdk(Bk(x,y)) Vol(Cx,y)
||(Bk(x,y))k||2 = σP
n
1 P
n
2 +O(P
n−δ′
1 P
n
2 ),
pour δ′ = min{δ, ν}, et ceci indépendamment de P3.
Par conséquent, on déduit de (2.68) que
N ′(P1, P2, P3) = σPn1 P
n
2 P
n
3 +O(P
n−δ′
1 P
n
2 P
n
3 )
pour tout n tel que (n+1) > g1(b1, b′1, δ)+(b1 + b′1 +1+δ)+2, et tous (b, b′)
tels que b′ > b + 1 + ν. Par conséquent, en utilisant la formule (2.70) on a,
sous les mêmes hypothèses :
NU (P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n−δ′
1 P
n
2 P
n
3 ).
En regroupant ce résultat avec la proposition 2.4.4 on obtient la proposition
suivante :
Proposition 2.5.3. Si n > 28, alors il existe δ′ > 0 tel que, pour tous
P1, P2, P3 > 1 vérifiant P1 6 P2 6 P3 :
NU (P1, P2, P3) = σP
n
1 P
n
2 P
n
3 +O(P
n−δ′
1 P
n
2 P
n
3 ).
2.6 Cinquième étape
Nous allons à présent utiliser la formule obtenue pourNU (P1, P2, P3) dans
la proposition 2.5.3 pour trouver une formule asymptotique pour NU (B).
Pour résoudre ce problème, nous allons appliquer la méthode développée par
Blomer et Brüdern dans [B-B] pour le cas les hypersurfaces diagonales des
espaces multiprojectifs, et reprise dans la section 9 de [Sch2]. On considère
une fonction h : N3 → [0,+∞[. Conformément aux notations de [B-B], on
dira que h est une (β,C,D, α, δ)-fonction si elle vérifie les trois conditions
suivantes :
1. On a∑
l6L
m6M
n6N
h(l,m, n) = CLβMβNβ +O(LβMβNβ min{L,M,N}−δ)
pour tous L,M,N > 1.
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2. Il existe des fonctions c1, c2, c3 : N→ [0,+∞[ telles que :∑
m6M
n6N
h(l,m, n) = c1(l)M
βNβ +O
(
lDMβNβ min{M,N}−δ
)
,
uniformément pour tous M,N > 1 et l 6MαNα,∑
l6L
n6N
h(l,m, n) = c2(m)L
βNβ +O
(
mDLβNβ min{L,N}−δ
)
,
uniformément pour tous L,N > 1 et m 6 LαNα,∑
l6L
m6M
h(l,m, n) = c3(n)L
βMβ +O
(
nDLβMβ min{L,M}−δ
)
uniformément pour tous L,M > 1 et n 6 LαMα.
3. Il existe des fonctions c˜1, c˜2, c˜3 : N2 → [0,+∞[ telles que :∑
l6L
h(l,m, n) = c˜1(m,n)L
β +O(max{m,n}DLβ−δ)
uniformément pour tous L > 1 et max{m,n} 6 Lα,∑
m6M
h(l,m, n) = c˜2(l, n)M
β +O(max{l, n}DMβ−δ)
uniformément pour tous M > 1 et max{l, n} 6Mα,∑
n6N
h(l,m, n) = c˜3(l,m)N
β +O(max{l,m}DNβ−δ)
uniformément pour tous N > 1 et max{l,m} 6 Nα.
On a la proposition suivante qui est un corollaire immédiat de [B-B, Théo-
rème 2.1] :
Proposition 2.6.1. Si h est une (β,C,D, α, δ)-fonction, alors on a la for-
mule asymptotique :∑
lmn6P
h(l,m, n) =
1
2
Cβ2P β log(P )2 +O(P β log(P )).
Nous allons appliquer ce résultat à la fonction
h(l1, l2, l3) = card{(x,y, z) ∈ U | |x| = l1, |y| = l2, |z| = l3, F (x,y, z) = 0}
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(en remarquant que NU (B) =
∑
l1l2l36B h(l1, l2, l3)). Pour cela nous allons
montrer que cette fonction est bien une (β,C,D, α, δ)-fonction (pour des
constantes C, δ, β, α,D que nous préciserons).
Remarquons que cette fonction vérifie bien la condition 1 avec β = n,
d’après la proposition 2.5.3. D’autre part, par le corollaire 2.3.13, on a pour
tout x ∈ A1,λ(Z) et P2 6 P3 :
Nx(P2, P3) = SxJxP
n
2 P
n
3 +O(|x|4Pn−δ2 Pn3 )
uniformément pour tout x tel que |x| < (P 1−3θ22 P3)
1
2 pour un θ2 < 15 fixé.
Donc en choisissant θ2 < 16 , la formule est vraie pour tout x tel que |x| 6
P
1
4
2 P
1
2
3 . Si l’on note
NU,x(P2, P3) = card{(y, z) ∈ (P2B2×P3B3)∩Z2n+2 | (x,y, z) ∈ U, F (x,y, z) = 0}
On a alors que
NU,x(P2, P3) = Nx(P2, P3) +O(T1,x) +O(T2,x) +O(T3,x) +O(T4,x)
où
(2.71) T1,x = card{(y, z) ∈ (A2,λ(Z)c ∩ P2B2)× (Zn+1 ∩ P3B3)
| max
k
|Bk(x,y)| 6= 0, F (x,y, z) = 0}
(2.72) T2,x = card{(y, z) ∈ (Zn+1 ∩ P2B2)× (A3,λ(Z)c ∩ P3B3)
| max
k
|Bk(x,y)| 6= 0, F (x,y, z) = 0}
(2.73) T3,x = card{(y, z) ∈ (A2,λ(Z) ∩ P2B2)× (A3,λ(z) ∩ P3B3)
| max
k
|Bk(x,y)| 6= 0, ∀j B′j(x, z) = 0}
(2.74) T4,x = card{(y, z) ∈ (A2,λ(Z) ∩ P2B2)× (A3,λ(Z) ∩ P3B3)
| max
k
|Bk(x,y)| 6= 0, ∀i B′′i (x, z) = 0}
En reprenant la formule (2.67), et en remarquant que, pour tous x,y
Vol(Cx,y) 1
et
1
|det(Λx,y)| =
pgcdk(Bk(x,y))
||(Bk(x,y))k||2 6 1,
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on obtient :
T1,x 
∑
y∈Ac2,λ∩P2B2
Pn3  Pn+1−λ2 Pn3  Pn−12 Pn3 .
On montre de même que
T2,x  Pn2 Pn−13 .
Par ailleurs, si B′j(x, z) = 0 pour tout j, alors z ∈ V ∗3,x, et donc si x ∈
A1,λ(Z) :
T3,x  Pn+12 P λ3  Pn−12 Pn3 .
De même on montre
T4,x  Pn−12 Pn3 .
Par conséquent, si P2 6 P3, on a
NU,x(P2, P3) = Nx(P2, P3) +O(P
n−1
2 P
n
3 ) = SxJxP
n
2 P
n
3 +O(|x|4Pn−δ2 Pn3 )
uniformément pour tout x tel que |x| 6 P
1
4
2 P
1
2
3 . Par les mêmes calculs, on
obtient exactement le même résultat dans le cas P3 6 P2. Par conséquent,
on trouve que :∑
l26P2, l36P3
h(l1, l2, l3) =
∑
x∈A1,λ(Z),|x|=l1
NU,x(P2, P3)
= c1(l1)P
n
2 P
n
3 +O
(
ln+41 P
n
2 P
n
3 min{P2, P3}−δ
)
,
uniformément pour tout l1 6 P
1
4
2 P
1
4
3 , avec
c1(l1) =
∑
x∈A1,λ(Z),|x|=l1
SxJx.
Donc h vérifie le premier point de la condition 2 avec D = n+ 4, et α = 14 .
Par symétrie, on montre de même que h vérifie les deux autres points de la
condition 2.
On fixe (x,y) ∈ A1,λ(Z)×A2,λ(Z) tels que maxk |Bk(x,y)| 6= 0. Si l’on
note
NU,x,y(P3) = card{z ∈ Zn+1 ∩ P3B3 | (x,y, z) ∈ U, F (x,y, z) = 0},
on remarque que
NU,x,y(P3) = NΛx,y ,B3(P3) +O(T1,x,y) +O(T2,x,y) +O(T3,x,y),
avec
T1,x,y = card{z ∈ A3,λ(Z)c ∩ P3B3},
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T2,x,y = card{z ∈ Zn+1 ∩ P3B3, B′j(x, z) = 0 ∀j},
T3,x,y = card{z ∈ Zn+1 ∩ P3B3, B′′i (y, z) = 0 ∀i}.
On a alors immédiatement
T1,x,y  Pn+1−λ3  Pn−13 ,
T2,x,y  P λ3  Pn−13 ,
T3,x,y  P λ3  Pn−13 .
Par conséquent
NU,x,y(P3) = NΛx,y ,B3(P3) +O(P
n−1
3 )
=
pgcdk(Bk(x,y)) Vol(Cx,y)
||(Bk(x,y))k||2 P
n
3 +O(P
n−1
3 ).
On a ainsi : ∑
l36P3
h(l1, l2, l3) =
∑
x∈A1,λ(Z),|x|=l1
y∈A2,λ(Z),|y|=l2
maxk |Bk(x,y)|6=0
NU,x,y(P3)
= c˜3(l1, l2)P
n
3 +O
(
ln1 l
n
2P
n−1
3
)
,
et donc h vérifie le troisième point de la condition 3 pour un α quelconque
et pour D = 2n, et par symétrie, cette condition est entièrement vérifiée.
On a donc montré que h est une (n, σ, 2n, 14 , δ)-fonction, et donc en ap-
pliquant la proposition 2.6.1, on trouve :
Proposition 2.6.2. Si n > 28, alors pour tout B > 1, on a la formule
asymptotique :
NU (B) =
1
2
n2σBn log(B)2 +O (Bn log(B)) .
2.7 Conclusion et interprétation des constantes
Nous pouvons finalement calculer le cardinal
N˜U (B) = card{(x,y, z) ∈ U ∩ (Zn+1 × Zn+1 × Zn+1) |
(x0, ..., xn), (y0, ..., yn), (z0, ..., zn) primitifs, F (x,y, z) = 0, H
′(x,y, z) 6 B}.
On remarque en effet que si Nd,e,f (B) désigne
card{(dx, ey, fz) ∈ U ∩ (dZn+1 × eZn+1 × fZn+1) |
F (x,y, z) = 0, H ′(dx, ey, fz) 6 B} = NU (B/def)
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et
N˜k,l,m(B) = card{(kx, ly,mz) ∈ U ∩ (kZn+1 × lZn+1 ×mZn+1) |
(x0, ..., xn), (y0, ..., yn), (z0, ..., zn) primitifs , F (x,y, z) = 0, H
′(kx, ly,mz) 6 B}
= N˜U (B/klm)
(pour d, e, f, k, l,m ∈ N), alors on a
Nd,e,f (B) =
∑
d|k
∑
e|l
∑
f |m
N˜k,l,m(B).
Par inversions de Möbius successives appliquées à (d, e, f) = (1, 1, 1), on
obtient :
N˜U (B) = N˜(1,1,1)(B) =
∑
k∈N∗
µ(k)
∑
l∈N∗
µ(l)
∑
m∈N∗
µ(m)Nk,l,m(B)
=
∑
k,l,m∈N∗
µ(k)µ(l)µ(m)NU (B/klm)
=
1
2
σ
∑
k,l,m∈N∗
µ(k)µ(l)µ(m)
knlnmn
n2Bn log(B)2 +O(Bn log(B)).
On remarque que
∑
k,l,m∈N∗
µ(k)µ(l)µ(m)
knlnmn
=
(∑
k∈N∗
µ(k)
kn
)3
,
et que ∑
k∈N∗
µ(k)
kn
=
∏
p∈P
(
1− 1
pn
)
=
1
ζ(n)
(P désignant l’ensemble des entiers premiers). En rappelant que l’on aNU (B) =
1
8N˜U (B
1
n ), on a donc finalement démontré le résultat suivant :
Proposition 2.7.1. Pour tout n > 28, on a :
NU (B) = 1
16
σ′B log(B)2 +O(B log(B)),
lorsque B →∞, où l’on a noté σ′ = σ∏p∈P (1− 1pn)3.
Nous allons à présent donner une interprétation des constantes intro-
duites, et constater finalement que l’expression obtenue est bien en accord
avec les formules conjecturées par Peyre dans [Pe1].
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Dans tout ce qui va suivre, on notera pi la projection
pi : A
3(n+1)
Q \
(
({0} ×An+1Q ×An+1Q ) ∪ (An+1Q × {0} ×An+1Q )
∪(An+1Q ×An+1Q × {0})
)
→ PnQ ×PnQ ×PnQ
On note W = pi−1(V ). Si (x,y, z) ∈ W est un point lisse avec, par
exemple, Bk1(x,y) 6= 0 pour un certain k1 ∈ {0, ..., n}, alors la forme de
Leray ωL sur W est donnée par
ωL(x,y, z) =
(−1)n+1−k1
Bk1(x,y)
dx0 ∧ ... ∧ dxn ∧ dy0 ∧ ... ∧ dyn
∧ dz0 ∧ ... ∧ d̂zk1 ∧ ... ∧ dzn(x,y, z).
Pour toute place ν ∈ Val(Q) la forme de Leray induit une mesure locale
ωL,ν .
2.7.1 Étude de l’intégrale J
Rappelons que l’on a
J =
∫
R
∫
B1×B2×B3
e(βF (x,y, z))dxdydzdβ.
et cette intégrale est absolument convergente (cf. lemme 2.2.11). On pose
par ailleurs :
σ∞(V ) =
∫
W∩[−1,1]3n+3
ωL,∞.
Nous allons montrer que l’intégrale J coïncide avec σ∞(W ). Il nous suffit de
le vérifier localement i.e. montrons que pour tout ouvert U de B1 ×B2 ×B3
sur lequel, par exemple, Bn(x,y) 6= 0,
σ∞(U) =
∫
U∩[−1,1]3n+3
ωL,∞ =
∫
U∩[−1,1]3n+3
1
|Bn(x,y)|dxdydzˆ,
(avec dzˆ = dz0...dzn−1) coïncide avec
JU =
∫
R
∫
U∩(B1×B2×B3)
e(βF (x,y, z))dxdydzdβ.
Considèrons donc un tel ouvert U . De la même manière que pour le lemme
2.2.11, on montre que JU = limµ→∞ JU (µ), où
JU (µ) =
∫ µ
−µ
∫
U∩(B1×B2×B3)
e(βF (x,y, z))dxdydzdβ
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pour tout µ > 0. On peut réécrire l’intégrale JU (µ) sous la forme :
JU (µ) =
∫
U∩(B1×B2×B3)
(∫ µ
−µ
e(βF (x,y, z))dβ
)
dxdydz
=
∫
U∩(B1×B2×B3)
sin(2piµF (x,y, z))
piF (x,y, z)
dxdydz
On remplace ensuite la variable zn par t = F (x,y, z), et on note
χ(t) =
{
1 si zn = tBn(x,y) −
∑n−1
k=0
Bk(x,y)
Bn(x,y)
zk ∈ [−1, 1] et (x,y, z) ∈ U
0 sinon
On a alors (si A =
∑
i,j |αi,j,n|) :
JU =
∫ A
−A
sin(2piµt)
pit
∫
[−1,1]3n+2
χ(t)
|Bn(x,y)|dxdydzˆdt
Si l’on note
φ(t) =
∫
[−1,1]3n+2
χ(t)
|Bn(x,y)|dxdydzˆ,
on remarque que cette fonction est à variations bornées. Par conséquent par
application des résultats d’analyse de Fourier (voir [W-W, 9.43]) on a que
JU = φ(0) =
∫
[−1,1]3n+2
χ(0)
|Bn(x,y)|dxdydzˆ
=
∫
U∩[−1,1]3n+3
ωL,∞ = σ∞(U).
Remarquons que ces calculs constituent un équivalent du travail effectué par
Igusa dans [Ig, §IV.6] pour le cas les intégrales de fonctions indicatrices.
Nous allons à présent interpréter cette constante σ∞ en termes de mesures
de Tamagawa. Rappelons que (avec les notations de [Sch2]) la mesure τ∞ =
ω∞ est définie localement sur l’ouvert
U0,0,0 = {([x], [y], [z]) ∈ Pn ×Pn ×Pn | x0y0z0 6= 0, Bn(x,y) 6= 0}
par
ω∞ =
du1...dundv1...dvndw1...dwn−1
h∞(u,v,w)|Bn(u,v)|
où u = (1, u1, ..., un), v = (1, v1, ..., vn), w = (1, w1, ..., wn) et
h∞(x,y, z) = h1∞(x)h
2
∞(y)h
3
∞(z),
avec
h1∞(x) = max
06i6n
|xi|n, h2∞(y) = max
06j6n
|yj |n, h3∞(z) = max
06k6n
|zk|n.
Nous allons démontrer le résultat suivant :
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Lemme 2.7.2. On a
τ∞ =
n3
8
σ∞.
Démonstration. On démontre le résultat localement i.e. montrons que pour
tout ouvert U par exemple inclus dans U0,0,0 défini plus haut (les autres cas se
traitant de manière analogue) on a τ∞(U) = n
3
8 σ∞(pi
−1(U)). Par définition
de la mesure de Leray, pour un tel ouvert U , on a
σ∞(pi−1(U)) =
∫
pi−1(U)∩{maxi |xi|61
maxj |yj |61, maxk |zk|61}
dxdydzˆ
|Bn(x,y)|
avec dzˆ = dz0...dzn−1. On remarque que
max
i
|xi| 6 1 ⇔ |x0| 6
(
max
i 6=0
|xi|
|x0|
)−1
.
On applique alors les changements de variables xi = x0ui, yj = y0vj et
zk = z0wk dans l’intégrale ci-dessus. On a alors que
(x,y, z) ∈ [−1, 1]3n+3 ⇔ |x0| 6 (max
i
|ui|)−1, |y0| 6 (max
j
|vj |)−1,
|z0| 6 (max
k
|wk|)−1.
On obtient alors
σ∞(pi−1(U))
=
∫
U
1
|Bn(u,v)|
∫|x0|n6h1∞(u)
|y0|n6h2∞(v)
|z0|n6h3∞(w)
|x0|n−1|y0|n−1|z0|n−1dx0dy0dz0
 dudvdwˆ
=
8
n3
∫
U
dudvdwˆ
h∞(u,v,w)|Bn(u,v)| =
8
n3
∫
U
ω∞
2.7.2 Étude de la série S
Rappelons que l’on a
S =
∞∑
q=1
A(q)
en notant
A(q) = q−3n−3
∑
06a<q
pgcd(a,q)=1
∑
b,b′,b′′∈(Z/qZ)n+1
e
(
a
q
F (b, b′, b′′)
)
et nous avons vu d’autre part (cf. lemme 2.2.3) que cette série converge
absolument.
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Lemme 2.7.3. Si pgcd(q1, q2) = 1, alors on a
A(q1q2) = A(q1)A(q2),
autrement dit, la fonction A est multiplicative.
Démonstration. On remarque dans un premier temps que
(2.75)
A(q) = q−3n−3
∑
06a<q
pgcd(a,q)=1
∑
b,b′∈(Z/qZ)n+1
n∏
k=0
 ∑
b∈Z/qZ
e
(
a
q
Bk(b, b
′)b
) .
Or on a ∑
b∈Z/qZ
e
(
a
q
Bk(b, b
′)b
)
=
{
q si Bk(b, b′) ≡ 0 (q)
0 sinon.
On a donc
A(q) = q−2n−2
∑
a∈(Z/qZ)∗
card{b, b′ ∈ (Z/qZ)n+1 | Bk(b, b′) ≡ 0, ∀k}
= ϕ(q)q−2n−2 card{b, b′ ∈ (Z/qZ)n+1 | Bk(b, b′) ≡ 0 (q), ∀k}.
Or si l’on a q = q1q2, par le théorème chinois :
card{b, b′ ∈ (Z/qZ)n+1 | Bk(b, b′) ≡ 0 (q), ∀k}
= card{b1, b′1 ∈ (Z/q1Z)n+1 | Bk(b1, b′1) ≡ 0 (q1), ∀k}
. card{b2, b′2 ∈ (Z/q2Z)n+1 | Bk(b2, b′2) ≡ 0 (q2), ∀k}.
On en déduit que A est bien multiplicative.
Puisque A est multiplicative et absolument convergente, on a la formule :
S =
∞∑
q=1
A(q) =
∏
p∈P
σp
où
σp =
∞∑
k=0
A(pk).
Par la suite on note pour tout q ∈ N∗,
(2.76) M(q) = card{(b, b′, b′′) ∈ (Z/qZ)3n+3 | F (b, b′, b′′) ≡ 0 (q)}
On peut alors interpréter σp à l’aide du résultat suivant :
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Lemme 2.7.4. On a que pour tout N > 0 :
N∑
k=0
A(pk) =
M(pN )
pN(3n+2)
,
et par conséquent :
σp = lim
N→∞
M(pN )
pN(3n+2)
.
Démonstration. On remarque dans un premier temps que
M(q) = q−1
q−1∑
t=0
∑
b,b′,b′′∈(Z/qZ)n+1
e
(
t
q
F (b, b′, b′′)
)
= q−1
∑
q1|q
∑
06a<q1
pgcd(a,q1)=1
∑
b,b′,b′′∈(Z/qZ)n+1
e
(
a
q1
F (b, b′, b′′)
)
.
On a donc, si q = pN :
M(pN ) = p−N
N∑
k=0
∑
06a<pk
pgcd(a,pk)=1
∑
b,b′,b′′∈(Z/pNZ)n+1
e
(
a
pk
F (b, b′, b′′)
)
= p−N
N∑
k=0
∑
06a<pk
pgcd(a,pk)=1
(
pN
pk
)3n+3 ∑
b,b′,b′′∈(Z/pkZ)n+1
e
(
a
pk
F (b, b′, b′′)
)
= p(3n+2)N
N∑
k=0
∑
06a<pk
pgcd(a,pk)=1
p−(3n+3)k
∑
b,b′,b′′∈(Z/pkZ)n+1
e
(
a
pk
F (b, b′, b′′)
)
= p(3n+2)N
N∑
k=0
A(pk),
d’où le résultat.
Nous allons à présent étudier le lien entre les constantes σp et la mesure
de Tamagawa τp définie (avec les notations de [Sch2]) par :
τp =
(
1− 1
p
)3
ωp
où ωp est la mesure définie localement sur V (Qp) ∩ U0,0,0 par
ωp =
du1,p...dun,pdv1,p...dvn,pdw1,p...dwn−1,p
hp(u,v,w)|Bn(u,v)|p
74 CHAPITRE 2. ESPACES TRIPROJECTIFS
où u = (1, u1, ..., un), v = (1, v1, ..., vn), w = (1, w1, ..., wn) et
hp(x,y, z) = h
1
p(x)h
2
p(y)h
3
p(z),
avec
h1p(x) = max
06i6n
|xi|np , h2p(y) = max
06j6n
|yj |np , h3p(z) = max
06k6n
|zk|np .
Lemme 2.7.5. Soit p ∈ P, on pose :
a(p) =
(
1− 1
p
)3(
1− 1
pn
)−3
.
On a alors ∫
W (Qp)∩{h1p(x)61
h2p(y)61, h3p(z)61}
ωL,p(x,y, z) = a(p)ωp(V (Qp)).
Démonstration. Il suffit de montrer que pour tout ouvert U de A3n−1Qp ⊂
PnQp×PnQp×Pn−1Qp de la forme U1×U2×U3, tel que pour tout ([x], [y], [z]) ∈ U
on a (par exemple) x0y0z0 6= 0 et Bn(x,y) 6= 0 (les autres cas se traitant de
façon analogue) l’égalité∫
pi−1(U)∩{h1p(x)61
h2p(y)61, h3p(z)61}
ωL,p(x,y, z) = a(p)ωp(U)
est vérifiée. Remarquons dans un premier temps que, pour un tel ouvert U ,
on a
a(p)ωp(U) = a(p)
∫
U1×U2×U3
du1,p...dun,pdv1,p...dvn,pdw1,p...dwn−1,p
|Bn(u,v)|ph1p(u)h2p(v)h3p(w)
.
En appliquant trois fois le lemme 5.4.5 de [Pe1], on obtient alors :
a(p)ωp(U) =
∫
pi−1(U)
dxdydzˆ
|Bn(x,y)|p =
∫
pi−1(U)
ωL,p(x,y, z).
Nous allons à présent établir le lemme suivant dont la démontration est
inspirée de [P-T, Lemme 3.2] et de [Sch2, Lemme 3.4] :
Lemme 2.7.6. Soit
W ∗(r) = {(x,y, z) ∈ (Zp/pr)3n+3, x 6≡ 0(p), y 6≡ 0(p),
z 6≡ 0(p), F (x,y, z) ≡ 0(pr)},
et on pose N∗(r) = card(W ∗(r)). Il existe alors un entier r0 tel que pour
tout r > r0 : ∫
{(x,y,z)∈Z3n+3p , x6≡0(p)
y 6≡0(p), z 6≡0(p), F (x,y,z)=0}
ωL,p =
N∗(r)
pr(3n+2)
.
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Démonstration. Soit (x,y, z) ∈ Z3n+3p . Dans tout ce qui suit, on note [x,y, z]r =
(x,y, z) mod pr. On écrit alors :
∫
{(x,y,z)∈Z3n+3p , x6≡0(p)
y 6≡0(p), z 6≡0(p), F (x,y,z)=0}
ωL,p =
∑
(x,y,z) mod pr
x6≡0(p), y 6≡0(p),
z 6≡0(p)
∫
{(u,v,w)∈Z3n+3p ,
[u,v,w]r=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w)
(2.77)
=
∑
(x,y,z)∈W ∗(r)
∫
{(u,v,w)∈Z3n+3p ,
[u,v,w]r=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w).(2.78)
Puisque V est lisse, il existe un r > 0 assez grand tel que, pour tout
(x,y, z) ∈ Z3n+3p tel que x 6≡ 0(p), y 6≡ 0(p), z 6≡ 0(p) et F (x,y, z) = 0 :
c = inf
i,j,k
{νp (Bk(x,y)) , νp
(
B′j(x, z)
)
, νp
(
B′′i (y, z)
)}
soit non nul et constant sur la classe définie par (x,y, z). On peut supposer
que r > c et que c = νp (Bn(x,y)). On considère (u,v,w) ∈ Z3n+3p tel que
[u,v,w]r = (x,y, z), et (u′,v′,w′) ∈ Z3n+3p quelconque. On a alors
F (u+u′,v+v′,w+w′) = F (u,v,w) +
n∑
k=0
Bk(u,v)w
′
k +
n∑
j=0
B′j(u,w)v
′
j
+
n∑
i=0
B′′i (v,w)u
′
i +G(u,v,w,u
′,v′,w′),
où G(u,v,w,u′,v′,w′) est une somme de termes contenant au moins
deux facteurs u′i, v
′
j ou w
′
k. Ainsi, on a donc, si (u
′,v′,w′) ∈ (prZp)3n+3 :
F (u+ u′,v + v′,w +w′) ≡ F (u,v,w)(pr+c).
Par conséquent, l’image de F (u,v,w) dans Zp/pr+c dépend uniquement de
(u,v,w) mod pr, on note alors F ∗(x,y, z) cette image.
Si F ∗(x,y, z) 6= 0, alors l’intégrale∫
{(u,v,w)∈Z3n+3p ,
[u,v,w]r=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w)
est nulle, et l’ensemble
{(u,v,w) mod pr+c | [u,v,w]r = (x,y, z), F (u,v,w) ≡ 0(pr+c)}
est vide.
76 CHAPITRE 2. ESPACES TRIPROJECTIFS
Si F ∗(x,y, z) = 0 alors, par le lemme de Hensel, les applications co-
ordonnées X0, ..., Xn, Y0, ..., Yn, Z0, ..., Zn−1 définissent un difféomorphisme
de
{(u,v,w) ∈ Z3n+3p | [u,v,w]r = (x,y, z), F (u,v,w) = 0}
sur
(x,y, zˆ) + (prZp)
3n+2,
où zˆ = (z0, ..., zn−1). Par conséquent, on a :∫
{(u,v,w)∈Z3n+3p ,
[u,v,w]r=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w)
=
∫
(x,y,zˆ)+(prZp)3n+2
pcdu0,p...dun,pdv0,p...dvn,pdw0,p...dwn−1,p = pc−r(3n+2).
On a d’autre part, puisque F (u,v,w) mod pr+c ne dépend que de (x,y, z) :
p−(r+c)(3n+2) card{(u,v,w) mod pr+c | [u,v,w]r = (x,y, z),
F (u,v,w) ≡ 0(pr+c)} = p−(r+c)(3n+2)p(3n+3)c = pc−r(3n+2).
On a donc finalement :∫
{(x,y,z)∈Z3n+3p , x6≡0(p)
y 6≡0(p), z 6≡0(p), F (x,y,z)=0}
ωL,p =
∑
(x,y,z)∈W ∗(r)
F ∗(x,y,z)=0
pc−r(3n+2)
=
∑
(x,y,z)∈W ∗(r)
p−(r+c)(3n+2) card{(u,v,w) mod pr+c | [u,v,w]r = (x,y, z),
F (u,v,w) ≡ 0(pr+c)} = N
∗(r + c)
p(r+c)(3n+2)
.
D’où le résultat.
Nous établissons à présent un lemme issu de [P-T, Lemme 3.3] et [Sch2,
Lemme 3.5].
Lemme 2.7.7. On a que∫
{(x,y,z)∈Z3n+3p , x6≡0(p)
y 6≡0(p), z 6≡0(p), F (x,y,z)=0}
ωL,p =
(
1− 1
pn
)3 ∫
(x,y,z)∈Z3n+3p
F (x,y,z)=0
ωL,p,
et
lim
r→∞
N∗(r)
pr(3n+2)
=
(
1− 1
pn
)3
σp.
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Démonstration. Pour démontrer la première égalité, il suffit de remarquer
que :
ωL,p(px,y, z) = ωL,p(x, py, z) = ωL,p(x,y, pz) = p
−nωL,p(x,y, z),
ωL,p(px, py, z) = ωL,p(px,y, pz) = ωL,p(x, py, pz) = p
−2nωL,p(x,y, z),
ωL,p(px, py, pz) = p
−3nωL,p(x,y, z).
En effet, on a alors∫
{(x,y,z)∈Z3n+3p , x6≡0(p)
y 6≡0(p), z 6≡0(p), F (x,y,z)=0}
ωL,p =
(
1− 3
pn
+
3
p2n
− 1
p3n
)∫
(x,y,z)∈Z3n+3p
F (x,y,z)=0
ωL,p
=
(
1− 1
pn
)3 ∫
(x,y,z)∈Z3n+3p
F (x,y,z)=0
ωL,p.
Nous avons vu par ailleurs que (cf. lemme 2.7.4) :
σp = lim
r→∞
N(r)
pr(3n+2)
,
où N(r) = card{(x,y, z) mod pr | F (x,y, z) ≡ 0(pr)}. On considère en-
suite pour r > 0 fixé et pour des entiers i, j, k tels que r > i+ j + k :
N˜(i, j, k) = card{(x,y, z) | x ∈ (piZp/pr)n+1, x 6≡ 0(pi+1),
y ∈ (pjZp/pr)n+1, y 6≡ 0(pj+1), z ∈ (pkZp/pr)n+1,
z 6≡ 0(pk+1), F (x,y, z) ≡ 0(pr)}.
On a alors
N˜(i, j, k) = card{(x mod pr−i,y mod pr−j , z mod pr−k) | x 6≡ 0(p),
y 6≡ 0(p), z 6≡ 0(p), F (x,y, z) ≡ 0(pr−i−j−k)}
et on en déduit :
N˜(i, j, k) = p(n+1)(i+j)p(n+1)(j+k)p(n+1)(i+k)N∗(r − i− j − k)
= p2(n+1)(i+j+k)N∗(r − i− j − k).
Soit r0 un entier comme dans le lemme précédent, et soit
I(r) = {(i, j, k) | r − r0 < i+ j + k 6 r − r0 + 3}.
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On remarque que :
N(r) =
∑
i,j,k>0
r−i+j+k>r0
N˜(i, j, k)
+O
 ∑
(i,j,k)∈I(r)
card{(x,y, z) mod pr | x ≡ 0(pi), y ≡ 0(pj), z ≡ 0(pk)}
 .
Or, ∑
(i,j,k)∈I(r)
card{(x,y, z) mod pr | x ≡ 0(pi), y ≡ 0(pj), z ≡ 0(pk)}
r0 r2 max
(i,j,k)∈I(r)
p(n+1)(r−i)+(n+1)(r−j)+(n+1)(r−k)
r0 r2p(3n+2)r max
(i,j,k)∈I(r)
pr−2(i+j+k)
p,r0 r2p(3n+2)rp−r.
On a donc
N(r) =
∑
i,j,k>0
r−i+j+k>r0
p2(n+1)(i+j+k)N∗(r − i− j − k) +O(r2p(3n+1)r).
Puisque la somme est restreinte aux (i, j, k) tels que r0 6 r− i− j − k, on a
alors par le lemme précédent :
N∗(r − i− j − k)
p(r−i−j−k)(3n+2)
=
N∗(r)
pr(3n+2)
.
On a donc
N∗(r − i− j − k) = N∗(r)p−(3n+2)(i+j+k),
et donc
N(r) =
 ∑
r06r−i−j−k
p−(i+j+k)n
N∗(r) +O(r2p(3n+1)r).
On obtient donc finalement
σp = lim
r→∞ p
−(3n+2)rN(r) =
(
1− 1
pn
)−3
lim
r→∞ p
−(3n+2)rN∗(r).
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D’après ce lemme, on a donc :
σp =
∫
(x,y,z)∈Z3n+3p
F (x,y,z)=0
ωL,p.
En utilisant le lemme 2.7.5 on a ainsi :
(2.79) τp(V (Qp)) =
(
1− 1
pn
)3
σp.
2.7.3 Conclusion
Rappelons que la formule asymptotique conjecturée par Peyre dans [Pe1]
pour le nombre NU (B) de points de hauteur bornée par B sur l’ouvert U de
Zariski de la variété V (pour la hauteur associée au fibré anticanonique ω−1V )
est :
(2.80) α(V )β(V )τH(V )B log(B)rg(Pic(V ))−1
où
α(V ) =
1
(rg(Pic(X))− 1)!
∫
Λ1eff(V )
∨
e−〈ω
−1
V ,y〉dy,
Λ1eff(V )
∨ = {y ∈ Pic(V )⊗R∨ | ∀x ∈ Λ1eff(V ), 〈x, y〉 > 0}
et
β(V ) = card(H1(Q,Pic(V ))),
τH(V ) =
∏
ν∈Val(Q)
τν(V (Qν)).
Or, dans le cas présent on a
Pic(V ) = Z.OV (1, 0, 0)⊕Z.OV (0, 1, 0)⊕Z.OV (0, 0, 1) ' Z3, rg(Pic(V )) = 3,
ω−1V = OV (n, n, n),
Λ1eff(V ) = R
+.OV (1, 0, 0)⊕R+.OV (0, 1, 0)⊕R+.OV (0, 0, 1) ' (R+)3.
On a par conséquent :
α(V ) =
1
2
∫
[0,+∞[3
e−nt1−nt2−nt3dt1dt2dt3 =
1
2n3
.
D’autre part Pic(V ) ' Z3, et le groupe de Galois Gal(Q/Q) agit trivialement
sur Pic(V ), on a donc
β(V ) = 1.
Par ailleurs, d’après ce qui a été vu dans les sections précédentes, on a∏
p∈P
τp(V (Qp)) = S
∏
p∈P
(
1− 1
pn
)3
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et
τ∞(V (R)) =
n3
8
J.
Ainsi on a ici
α(V )β(V )τH(V )B log(B)
rg(Pic(V ))−1 =
1
16
SJ
∏
p∈P
(
1− 1
pn
)3
B log(B)2
=
1
16
σ′B log(B)2,
et on retrouve bien la formule de la proposition 2.7.1.
Chapitre 3
Variétés toriques particulières
3.1 Introduction
La conjecture de Manin sur le comportement asymptotique du nombre
de points de hauteur bornée des variétés algébriques a récemment été dé-
montrée par Schindler pour le cas des hypersurfaces des espaces biprojectifs
par des arguments généralisant la méthode du cercle telle qu’elle a été utili-
sée par Birch pour le cas des hypersurfaces des espaces projectifs. Une idée
naturelle est alors de chercher à généraliser la méthode de Schindler à des
hypersurfaces de variétés toriques plus générales dont le groupe de Picard a
pour rang 2.
On considère une variété torique complète lisse X = X(∆) de dimension
n définie par le réseau N = Zn et un éventail ∆ ayant n+2 arêtes engendrées
par des vecteurs notés v0, v1, ..., vn, vn+1 ∈ Rn. De telles variétés ont été
classifiées par Kleinschmidt dans [K]. Nous supposerons par ailleurs que le
groupe de Picard et le cône effectif de X sont engendrés par les classes de
diviseurs associés aux arêtes de 2 vecteurs générateurs de l’éventail, disons
v0 et vn+1. Par ailleurs, pour des raisons pratiques, nous supposerons que
v0 = −
m∑
i=1
vi,
et
vn+1 = −
n∑
i=r+1
vi,
pour des entiers r,m tels que 0 6 r 6 m 6 n. On note note D0 et Dn+1 les
diviseurs associés à v0 et vn+1, et [D0], [Dn+1] leurs classes dans Pic(X). On
peut alors écrire
Pic(X) = Z[D0]⊕ Z[Dn+1],
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Λ1Eff = R
+[D0] +R
+[Dn+1],
et la classe du diviseur anticanonique de X est
[−KX ] = (m+ 1)[D0] + (n− r + 1)[Dn+1].
D’autre part, pour d1, d2 ∈ N fixés considérons un diviseur de classe d1[D0]+
d2[Dn+1] et une hypersurface Y de dimension supposée supérieure ou égale
à 3, définie par une section de ce diviseur. On supposera que l’hypersurface
choisie est lisse. Le groupe de Picard de Y est alors de rang 2, et la classe
du diviseur anticanonique de Y est donnée par
[−KY ] = (m+ 1− d1)[D˜0] + (n− r + 1− d2)[D˜n+1],
où D˜0 et D˜n+1 désignent les diviseurs induits par D0 et Dn+1 sur Y . En
utilisant par exemple la construction décrite par Salberger dans [Sa, §10], on
peut construire explicitement une hauteur H sur X associée à (n1−d1)[D0]+
(n2 − d2)[Dn+1]. Elle induit une hauteur sur Y qui est la hauteur associée
à [−KY ], et que l’on notera encore H. L’objectif est alors de donner une
formule asymptotique pour le nombre
NU (B) = Card{P ∈ Y (Q) ∩ U | H(P ) 6 B},
pour un ouvert U bien choisi. Plus précisément nous allons montrer que
NU (B) vérifie la conjecture de Manin, i.e que pour un nombre de variables
n+2 assez grand (condition analogue à celle donnée par Birch dans [Bi] pour
les hypersurfaces de l’espace projectif), ce cardinal est de la forme
NU (B) = CH(Y )B log(B) +O(B),
où CH(Y ) est la constante conjecturée par Peyre.
La variété torique X peut être définie comme le quotient de
X1 = (A
r+1 \ {0})× ((Am−r ×An−m+1) \ {0}) ⊂ An+2
par l’action du tore C∗ ×C∗ définie par :
∀(x,y, z) ∈ X1, ∀(λ, µ) ∈ C∗ ×C∗, (λ, µ).(x,y, z) = (λx, λµy, µz).
Notons pi : X1 → X la projection canonique. L’hypersurface Y de X est alors
pi(Y1) où Y1 est l’hypersurface deX1 donnée par une équation F (x,y, z) = 0,
où F est un polynôme homogène de degré d1 (resp. d2) en (x,y) (resp. (y, z)).
En notant
V ∗1 = {(x,y, z) ∈ An+2 | ∀i ∈ {0, ..., r},
∂F
∂xi
(x,y, z) = 0,
∀j ∈ {r + 1, ...,m}, ∂F
∂yj
(x,y, z) = 0},
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V ∗2 = {(x,y, z) ∈ An+2 | ∀j ∈ {r + 1, ...,m},
∂F
∂yj
(x,y, z) = 0,
∀k ∈ {m+ 1, ..., n+ 1}, ∂F
∂zk
(x,y, z) = 0},
nous démontrons alors le résultat ci-dessous :
Théorème 3.1.1. Pour d1, d2 > 1, pour tous n,m, r tels que
n+ 2−max{dimV ∗1 , dimV ∗2 } > 13d2(d1 + d2)2d1+d2
et r > 6d1 − 3, il existe un ouvert U tel que :
NU (B) = CHY (Y )B log(B) +O(B),
où CH(Y ) est la constante conjecturée par Peyre, lorsque B →∞.
Pour la construction de l’ouvert U , nous renvoyons le lecteur à la for-
mule (3.151).
Dans la section 2 nous fixons précisément le cadre de notre étude. Nous
y décrivons entre autres les variétés toriques auxquelles nous nous intéres-
serons, l’expression de la hauteur, et la forme des équations définissant les
hypersurfaces. Nous montrons par ailleurs que le calcul de NU (B) peut se
ramener à celui de
Nd,U (B) = card
{
(x,y, z) ∈ (Zr+1 × Zm−r × Zn−m+1) ∩ U | x 6= 0,
(y, z) 6= (0,0), F (dx,y, z) = 0, |x|m+1−d1 max
( |y|
d|x| , |z|
)n−r+1−d2
6 B
}
où m, r, d1, d2 sont des entiers fixés, et F un polynôme homogène de degré
d1 (resp. d2) en (x,y) (resp. (y, z)).
La méthode utilisée pour évaluer les Nd,U (B) est fortement inspirée de
celle développée par Schindler dans [Sch2] pour traiter le cas des hypersur-
faces des espaces biprojectifs. Cette méthode consiste dans un premier temps
à donner une formule asymptotique pour le nombre Nd,U (P1, P2) de points
(x,y, z) de U ∩ Zn+2 tels que |x| 6 P1 et max
( |y|
d|x| , |z|
)
6 P2 pour des
bornes P1, P2 fixées. Dans la section 3, en utilisant des arguments issus de la
méthode du cercle, on établit une formule asymptotique pour Nd,U (P1, P2)
lorsque P1 et P2 sont « relativement proches » en un sens que nous préci-
serons. Dans la section 4 (resp. 5), pour un x ∈ Zr+1 (resp. z ∈ Zn−m+1)
fixé, on donne une formule asymptotique pour le nombre de points (y, z)
(resp. (x,y)) vérifiant F (dx,y, z) = 0 tels que max
( |y|
d|x| , |z|
)
6 P2 (resp.
|x| 6 P1) en utilisant à nouveau la méthode du cercle. Les résultats obtenus
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combinés avec ceux de la section 2 nous permettrons dans la section 6 d’éta-
blir une formule asymptotique pour Nd,U (P1, P2) avec P1, P2 quelconques.
Dans la section 7, on utilise les résultats établis par Blomer et Brüdern dans
[B-B] pour conclure quant à la valeur de Nd,U (B) à partir des estimations
obtenues dans les sections précédentes. Enfin, dans la section 8, on conclut
en démontrant la proposition 3.1.1 donnant une formule asymptotique pour
NU (B). On vérifie en particulier que la constante obtenue est bien celle avan-
cée par Peyre dans [Pe1].
3.2 Préliminaires
Dans les sections 3.2.1 et 3.2.2, nous donnons des descriptions de variétés
toriques plus générales que la famille de variétés considérée par la suite dans
ce chapitre, ainsi que la construction de leur hauteur. Ces deux sections
seront alors également utiles pour le chapitre 4.
3.2.1 Notations et premières propriétés
Rappelons les définitions suivantes :
Définition 3.2.1. Étant donné un réseau N , un éventail est un ensemble
∆ de cônes polyédriques de NR = N ⊗R vérifiant :
1. Pour tout cône σ ∈ ∆, on a 0 ∈ σ ;
2. Toute face d’un cône de ∆ est un cône de ∆ ;
3. L’intersection de deux cônes de ∆ est une face de chacun de ces deux
cônes.
On dit de plus que l’éventail est
– complet si
⋃
σ∈∆ σ = NR,
– régulier si chaque cône de ∆ est engendré par une famille de vecteurs
pouvant être complétée en une base du Z-module N .
Pour tout éventail ∆ nous noterons ∆max l’ensemble des cônes de di-
mension maximale, et pour tout cône σ ∈ ∆, on notera σ(1) l’ensemble des
vecteurs générateurs des arêtes de σ (i.e les vecteurs v1, ..., vk ∈ N tels que
σ = {∑ki=1 λivi | λi > 0} et tels que les coefficients de chaque vi soient
premiers entre eux). Pour un cône polyhédrique σ de NR donné on définit
un semi-groupe
Sσ = σ
∨ ∩N∨,
où σ∨ (resp. N∨ = M) désigne le cône (resp. réseau) dual de σ (resp. N).
La variété torique affine sur un corps k associée à σ est la variété affine :
(3.1) Uσ = Spec(k[Sσ])
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On remarque que si σ, τ sont deux cônes de NR, alors
τ ⊂ σ ⇒ Uτ ⊂ Uσ.
Étant donné un réseau N et un éventail ∆, on définit une variété algébrique
X = X(∆) sur k par recollement des ouverts Uσ pour σ ∈ ∆ le long de Uσ∩τ .
Nous renvoyons le lecteur à [F, §1,2,3] pour plus de détails sur les variétés
toriques. Remarquons que la variété X(∆) est lisse (resp. complète) si ∆ est
régulier (resp. complet).
Dans ce qui va suivre nous allons considérer X une variété torique de
dimension n définie par un éventail ∆ à d = n+r arêtes dont les générateurs
seront notés, v1, v2, ..., vn, vn+1, ..., vn+r ∈ Zn, et un réseau N = Zn. On note
D1, ..., Dn, ..., Dn+r les diviseurs invariants sous l’action du tore associés aux
vecteurs générateurs (voir [F, §3.3]). Rappelons que dans le cas où la variété
torique X est lisse, le groupe de Picard de X est de rang r. Pour simplifier
nous allons imposer une première condition aux variétés toriques que nous
considérons : nous nous intéressons exclusivement aux variétés toriques com-
plètes lisses dont le cône effectif est simplicial et pour laquelle tout diviseur
effectif est combinaison linéaire à coefficients positifs de r diviseurs Di, di-
sons [Dn+1], ..., [Dn+r]. Une première question naturelle est de se demander
comment traduire ceci en termes de propriétés sur les cônes de l’éventail.
Nous allons répondre à cette question dans ce qui va suivre.
On souhaite donc avoir, pour tout i ∈ {1, ..., n}
(3.2) [Di] =
r∑
j=1
ai,j [Dn+j ]
avec ai,j ∈ N pour tous i, j. Ceci équivaut à dire que les diviseurs Di −∑r
j=1 ai,jDn+j sont principaux pour tout i ∈ {1, ..., n}. Rappelons que les
diviseurs principaux stables sous l’action du tore de X sont exactement les
diviseurs div(χu) associés aux caractères χu du tore de X (voir [F]) pour
u ∈M = N∨ = Zn donnés par :
div(χu) =
n+r∑
k=1
〈u, vk〉Dk.
On cherche donc des vecteurs u1, ..., un ∈ Zn tels que pour tous i, j ∈
{1, ..., n},
(3.3) 〈ui, vj〉 = δi,j
(i.e (u1, ..., un) est la base duale de (v1, ..., vn) au sens des espaces vectoriels)
et
(3.4) 〈ui, vk〉 6 0
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pour tout k ∈ {n+ 1, ..., n+ r}. Ceci implique en particulier que (v1, ..., vn)
est une famille génératrice d’un cône maximal (i.e. de dimension n) de ∆.
En effet, supposons que C〈v1, ..., vn〉 n’est pas un cône de ∆, alors puisque
le vecteur a =
∑n
i=1 vi appartient à un cône de δ (∆ étant complet), on peut
écrire
a =
∑
i∈I1
αivi +
∑
i∈I2
αivi
avec αi > 0 pour tout i, et I1  {1, ..., n}, I2 ⊂ {n + 1, ..., n + r}. Soit
i0 ∈ {1, ..., n} tel que i0 /∈ I1. On a alors
〈ui0 , a〉 =
∑
i∈I2
αi〈ui0 , vi〉 6 0,
d’après (3.3). Or, par définition de a, 〈ui0 , a〉 = 1, d’où contradiction. Donc
C〈v1, ..., vn〉 est bien un cône maximal de ∆.
Puisque l’on a supposé que X est lisse, (v1, ..., vn) est alors une base
du réseau Zn dont (u1, ..., un) est la base duale (au sens des réseaux). La
condition (3.4) impose d’autre part que pour cette base duale (u1, ..., un) :
∀k ∈ {n+ 1, ..., n+ r}, 〈ui, vk〉 6 0.
Une condition nécessaire et suffisante pour que ceci soit vérifié est que :
vn+1, ..., vn+r ∈ C〈−v1,−v2, ...,−vn〉
où C〈−v1,−v2, ...,−vn〉 désigne le cône de Rn engendré par −v1, ...,−vn.
Remarque 3.2.2. Inversement, étant donné un tel éventail, si l’on note
∀k ∈ {1, ..., r}, vn+k = −
n∑
i=1
ai,kvi,
avec ai,k ∈ N, on obtient alors :
∀i ∈ {1, ..., n}, [Di] =
r∑
k=1
ai,k[Dn+k],
comme on le souhaite.
3.2.2 Hauteurs sur les hypersurfaces des variétés toriques
Étant donnée une variété torique complète lisse X définie par un éventail
∆ à n + r arêtes et un réseau N = Zn, dont le groupe de Picard et le
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cône effectif sont engendrés par [Dn+1], ..., [Dn+r] (cf. section précédente),
on considère la classe du diviseur anticanonique de X qui sera de la forme :
[−KX ] =
n+r∑
i=1
[Di] =
r∑
k=1
nk[Dn+k],
avec, pour tout k ∈ {1, ..., r},
nk = 1 +
n∑
i=1
ai,k.
On considère alors un diviseur de classe
∑r
k=1 dk[Dn+k], avec d1, ..., dr ∈ N.
Une section globale s du fibré en droites associé à ce diviseur sur X permet
de définir une hypersurface de X que l’on notera Y . La classe du diviseur
anticanonique sur Y sera induite par la classe du diviseur
(3.5) D0 =
r∑
k=1
(nk − dk)Dn+k.
Nous allons donner une construction de la hauteur associée à O(D0) sur X.
Pour cela, nous utiliserons la construction des hauteurs sur les variétés to-
riques décrite par Salberger dans [Sa, §10].
Soit ν une place sur Q, et |.|ν : Q∗ → R+ la valeur absolue associée. On
considère la carte affine deX associée au cône {0} de l’éventail ∆. Cette carte
est un ouvert T de X canoniquement égal au tore Spec(Q[N ]). L’application
log |.|ν : Q∗ν → R induit une application
L : T (Qν)→ NR = Rn.
Pour tout σ ∈ ∆, L−1(−σ) est un sous-ensemble fermé de W (Qν). On note
alors Cσ,ν l’adhérence de L−1(−σ) dans X(Qν). On utilise ces ensembles
Cσ,ν pour construire une norme ||.||D,ν sur O(D) pour tout diviseur de Weil
D sur X, via la proposition suivante :
Proposition 3.2.3. Soit D =
∑n+r
i=1 aiDi un diviseur de Weil sur X et
s une section locale analytique de O(D) définie en P ∈ X(Qν). Le point
P ∈ X(Qν) appartient à Cσ,ν pour un certain σ ∈ ∆. Soit χu(σ) un caractère
sur T représentant le diviseur de Cartier correspondant à D sur Uσ (i.e.
〈u(σ), vi〉 = −ai pour tout vi ∈ σ(1)). On pose alors :
||s(P )||D,ν = |s(P )χu(σ)(P )|ν ,
et cette expression est indépendante du choix de σ ∈ ∆ tel que P ∈ Cσ,ν .
Démonstration. Voir [Sa, Proposition 9.2].
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On a alors la proposition suivante qui nous sera utile par la suite.
Proposition 3.2.4. Soit D =
∑n+r
i=1 aiDi un diviseur de Weil sur X tel
que O(D) est engendré par ses sections globales. Alors, pour σ ∈ ∆max,
si χ−u(σ) désigne l’unique caractère sur T qui engendre O(D) sur Uσ (i.e.
〈−u(σ), vi〉 = −ai pour tout vi ∈ σ(1)), alors χ−u(σ) s’étend en une section
globale de O(D) et χ−u(σ)(P ) 6= 0 pour tout P ∈ Uσ(Qν). Si s est une section
locale de O(D) définie en P ∈ X(Qν), alors
||s(P )||D,ν = inf
σ∈∆max
|s(P )χu(σ)(P )|ν ,
où ∆max désigne l’ensemble des cônes de ∆ de dimension n. De plus, si D
est ample et σ ∈ ∆max, alors Cσ,ν est l’ensemble des P ∈ X(Qν) tels que
|χu(σ)−u(τ)(P )|ν 6 1 pour tout τ ∈ ∆max.
Démonstration. Voir [Sa, Proposition 9.8].
On peut alors définir la hauteur associée à un diviseur D. Si D =∑n+r
i=1 aiDi est un diviseur de Weil sur X et P ∈ X(Q), la hauteur asso-
ciée à D est l’application HD : X(Q)→ [0,∞[ définie par
HD(P ) =
∏
ν∈Val(Q)
||s(P )||−1D,ν ,
où Val(Q) désigne l’ensemble des places de Q, et s une section locale de
O(D) définie en P telle que s(P ) 6= 0.
Remarque 3.2.5. Comme on peut le voir dans [Sa, Proposition 10.12], pour
tout P ∈ T (Q), HD(P ) ne dépend que de la classe de D dans Pic(X).
Par la suite, on notera H la hauteur sur X associée au diviseur D0 défini
par (3.5). Notre objectif sera alors d’évaluer
NV (B) = Card{P ∈ V (Q) ∩ Y (Q) | HD0(P ) 6 B},
pour un certain ouvert dense V de X. Pour évaluer cette quantité, il est plus
pratique de se ramener à compter le nombre de points de hauteur bornée sur
un torseur universel (voir [Sa, §3] pour la définition de torseurs universels)
associé à X. Pour les variétés toriques, la construction du torseur universel
est relativement simple et est donnée dans [Sa, §8]. Nous allons rappeler cette
construction.
On considère le réseau N0 = Zn+r et M0 = N∨0 = Zn+r. À tout gé-
nérateur vi d’une arête de l’éventail ∆ on associe l’élément ei de la base
canonique de N0 = Zn+r. On pose alors N1 = N0 et ∆1 l’éventail constitué
de tous les cônes engendrés par les ei. La variété torique X1 déterminée par
(N1,∆1) est alors l’espace affine An+r. Pour tout σ ∈ ∆, on note d’autre
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part σ0 le cône de N0,R engendré par les ei pour i tel que vi ∈ σ. Les cônes
σ0 ainsi associés forment alors un éventail régulier ∆0 de N0,R (cf. [Sa, Pro-
position 8.4]), et (∆0, N0) définit une variété torique X0 qui est un ouvert de
X1. Soit U0,σ = Spec(Q[Sσ0 ]) où Sσ0 = σ∨0 ∩M0. Les morphismes toriques
piσ : U0,σ → Uσ définies par les applications naturelles de σ0 sur σ se recollent
en un morphisme pi : X0 → X qui est alors un torseur universel sur X (cf.
[Sa, Proposition 8.5]).
Étant donné que X0 ⊂ X1 = An+rQ les points de X0 s’écrivent sous forme
de (n + r)-uplets de coordonnées x = (x1, ..., xn, xn+1, ..., xn+r). On notera
alors pour tout diviseur D =
∑n+r
i=1 aiDi :
xD =
n+r∏
i=1
xaii .
Remarque 3.2.6. Si σ ∈ ∆ , on note
σ =
∑
i | vi /∈σ(1)
Di,
alors U0,σ est l’ouvert de X1 déterminé par xσ 6= 0, et donc X0 est l’ouvert
de X1 défini par :
x ∈ X0 ⇔ ∃σ ∈ ∆max | xσ 6= 0.
En rappelant que D0 =
∑r
k=1(nk−dk)Dn+k, on définit alors les diviseurs
D(σ) associés :
Définition 3.2.7. Soit σ ∈ ∆max, et soit χu(σ) le caractère de U tel que
χ−u(σ) engendre O(D0) sur Uσ. On pose alors
D(σ) = D0 +
∑
vi∈σ(1)
〈−u(σ), vi〉Di.
Remarque 3.2.8. Les diviseurs D(σ) ne dépendent que de la classe de D0
dans Pic(X).
Lemme 3.2.9. Soit σ ∈ ∆max. Si O(D0) est engendré par ses section glo-
bales, alors χ−u(σ) s’étend en une section globale de O(D0), et D(σ) est un
diviseur effectif à support contenu dans
⋃
vi /∈σ(1)Di.
Démonstration. Voir la démonstration de [Sa, Proposition 8.7.(a)].
Proposition 3.2.10. On suppose qu’il existe m ∈ N∗ tel que O(mD0) est
engendré par ses sections globales. Avec les notation ci-dessus, on a :
∀x ∈ X0(Q), H0(x) =
∏
ν∈Val(Q)
sup
σ∈∆max
|xD(σ)|ν .
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Démonstration. La démonstration de cette proposition est directement inspi-
rée de la preuve de [Sa, Proposition 10.14]. On considère un point x ∈ X0(Q),
P = pi(x), et τ ∈ ∆max tel que P ∈ Uτ . On a alors que χ−u(τ) est une section
locale définie en P ∈ Uτ , et
||χ−u(τ)(P )||D0,ν = inf
σ∈∆max
|χu(σ)−u(τ)|ν .
Remarquons que puisque P ∈ Uτ , d’après le lemme 3.2.9, xD(τ) 6= 0
(étant donné que D(τ) est effectif à support contenu dans
⋃
vi /∈σ(1)Di), et
que
xD(σ)
xD(τ)
= χu(τ)−u(σ)(P ).
Par conséquent, si s désigne la section locale χ−u(τ), on a alors :
||s(P )||−1D0,ν = sup
σ∈∆max
∣∣∣∣∣xD(σ)xD(τ)
∣∣∣∣∣
ν
.
De plus, par la formule du produit, on a∏
ν∈Val(Q)
|xD(τ)|ν = 1.
D’où le résultat.
Par extension de la construction des variétés toriques par les éventails, il
est possible de construire une variété X˜ sur Z par recollement des ouverts
affines U˜σ = Spec(Z[Sσ]) (voir par exemple [Ma, Chapitre 2]). De la même
manière que nous avons construit X0, on peut construire un Z-torseur uni-
versel sur la variété X˜ (voir [Sa, p. 207]). On notera ce torseur p˜i : X˜0 → X˜.
On considère alors la proposition suivante (issue de [Sa, Proposition 11.3]) :
Proposition 3.2.11. Soit x ∈ X0(Q) qui se relève en un Z-point x˜ de X˜0
(vérifiant alors pgcdσ∈∆max x˜
σ = 1). On a alors
H0(x) = sup
σ∈∆max
|x˜D(σ)|,
où |.| désigne la valeur absolue usuelle sur R.
Démonstration. D’après le lemme 3.2.9, pour tout σ ∈ ∆max, D(σ) a un
support contenu dans
⋃
vi /∈σ(1)Di. La condition pgcd x˜
σ = 1 implique donc
que pgcd x˜D(σ) = 1. Par conséquent, on a supτ∈∆max |x˜D(τ)|p = 1, et ainsi
H0(x) =
∏
ν∈Val(Q)
sup
τ∈∆max
|x˜D(τ)|ν = sup
σ∈∆max
|x˜D(σ)|.
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Plutôt que de compter les Q-points de hauteur bornée de X, nous allons
compter les Z-points de X˜0 en utilisant le lemme ci-dessous :
Lemme 3.2.12. Pour m ∈ N, soient
c(m) = Card{P ∈ T (Q) | H(P ) = m},
c0(m) = Card{P ∈ X˜0 ∩ T0(Q) | H0(P0) = m}
(où T0 = pi−1(T )). Alors c(m) = c0(m)/2r.
Démonstration. Voir la démonstration de [Sa, Lemme 11.4.a)].
Ainsi, étant donné un ouvert de Zariski V de X, si l’on note
N0,V (B) = Card{P0 ∈ Y˜0(Z) ∩ T0(Q) ∩ pi−1(V ) | H0(P0) 6 B}
(où Y˜0 est l’hypersurface de X˜0 correspondant à l’hypersurface Y de X), on
a alors
NV (B) = N0,V (B)/2r.
Nous chercherons donc dorénavant à évaluer N0,V (B).
3.2.3 Cas des variétés toriques à n+ 2 générateurs
On considère n + 2 vecteurs v0, v1, ..., vn, vn+1 ∈ Zn tels que (v1, ..., vn)
forme une base de Zn et{
v0 = −
∑r
i=1 vi −
∑m
i=r+1 aivi
vn+1 = −
∑n
i=r+1 vi,
où 1 6 r 6 m 6 n, et ai ∈ Z. On pose alors I = {0, ..., r} et J = {r +
1, ..., n+ 1}. On considère alors l’éventail ∆ défini par les cônes maximaux :
σi,j = C〈(vk)k∈I
k 6=i
, (vl)l∈J
l 6=j
〉
pour tous i ∈ I et j ∈ J . D’après [K, Théorème 1], nous savons que toute va-
riété torique complète lisse dont l’éventail ∆ admet n+2 arêtes est isomorphe
à une variété torique de ce type pour un certain (r,m, (ai)i∈{r+1,...,m}) fixé.
Dans ce qui va suivre, nous nous intéresserons exclusivement à la sous-
famille de ces variétés définies par ar+1 = ... = am = 1 de sorte que
v0 = −
∑m
i=1 vi. Pour cette sous-famille, les hypersurfaces considérées au-
ront la particularité d’être définies par des polynômes homogènes en cer-
taines variables, ce qui sera utile pour pouvoir appliquer les méthodes de
différentiations utilisées par Schindler dans [Sch1] et [Sch2].
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Remarquons à présent que dans ce cas précis, d’après les résultats obtenus
dans la section 3.2.1, si, pour tout i ∈ {0, 1, ..., n}, Di désigne le diviseur
associé à vi, on a :
[D1] = [D0] [Dr+1] = [D0] + [Dn+1] [Dm+1] = [Dn+1]
[D2] = [D0] [Dr+2] = [D0] + [Dn+1] [Dm+2] = [Dn+1]
. . . . . . . . .
[Dr] = [D0] [Dm] = [D0] + [Dn+1] [Dn] = [Dn+1]
La classe du diviseur anticanonique de X est alors donné par (cf. [F])
[−KX ] =
n+1∑
i=0
[Di] = (m+ 1)[D0] + (n− r + 1)[Dn+1].
Considérons à présent une hypersurface Y de X donnée par une section
globale s de O(D) où D désigne le diviseur d1D0 + d2Dn+1. Le diviseur
anticanonique de Y est alors le diviseur induit par
(m+ 1− d1)[D0] + (n− r + 1− d2)[Dn+1].
Remarque 3.2.13. Dans tout ce qui va suivre, nous supposerons que la
diviseur anticanonique de Y appartient à l’intérieur du cône effectif. Ce qui
revient à dire, d’après ce qui précède que m+ 1 > d1 et n− r + 1 > d2. Par
ailleurs, pour des raisons pratiques quant à la définition de la hauteur, nous
supposerons également que m+ r − n− d1 + d2 > 1.
D’autre part, les sections globales de O(D) sont données par (cf. [F,
§3.4]) :
Γ(X,O(D)) =
⊕
u∈PD∩Zn
C.χu,
où χu est le caractère associé à u, et PD le polytope :
PD = {u ∈ Zn | ∀k ∈ {1, ..., n}, 〈u, vk〉 > 0,
〈u, v0〉 > −d1 et 〈u, vn+1〉 > −d2}
Chaque section (à coefficients rationnels) s =
∑
u∈PD∩Zn αuχ
u où αu ∈ Q
définit une hypersurface Y (que l’on suppose lisse) de X, et se relève en une
fonction f : X˜0 → R définie par pour tous (x,y, z) ∈ Qn+2 tels que x0 6= 0
et zn+1 6= 0 :
f(x,y, z) =
∑
u∈PD∩Zn
αu
r∏
i=0
x
〈u,vi〉
i
m∏
j=r+1
y
〈u,vj〉
j
n+1∏
k=m+1
z
〈u,vk〉
k .
L’hypersurface de X˜0 définie par l’annulation de cette fonction correspond
alors au torseur universel au-dessus de Y . Par conséquent, en utilisant le
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lemme 3.2.12, on a que les Q-points de Y correspondent (modulo l’action des
points de torsion de TNS) aux Z-points (x,y, z) de X˜0 tels que F (x,y, z) = 0
où F est le polynôme :
F (x,y, z) = xd10 z
d2
n+1f(x,y, z)
=
∑
u∈PD∩Zn
αu
xd1+〈u,v0〉0 zd2+〈u,vn+1〉n+1 r∏
i=1
x
〈u,vi〉
i
m∏
j=r+1
y
〈u,vj〉
j
n∏
k=m+1
z
〈u,vk〉
k

Remarque 3.2.14. – On remarque que le polynôme ainsi défini est de
degré homogène égal à d1 en (x,y) et de degré homogène d2 en (y, z),
c’est-à-dire, pour tous λ, µ ∈ C :
F (λx, λµy, µz) = λd1µd2F (x,y, z).
En effet le degré de chaque monôme en (x,y) est
d1 + 〈u, v0〉+
m∑
i=1
〈u, vi〉 = d1,
car v0 = −
∑m
i=1 vi, et de même pour (y, z).
– Réciproquement on peut voir que tout polynôme en (x,y, z) de degré
homogène d1 en (x,y) et de degré homogène d2 en (y, z) est un poly-
nôme correspondant à une unique section globale s de O(D).
Remarque 3.2.15. Dans tout ce qui va suivre on supposera que l’hyper-
surface Y définie par F (x,y, z) = 0 est lisse. En fait cette propriété est
vraie pour un ouvert dense de Zariski de coefficients (αu)u∈PD∩Zn. En effet
on réalise un plongement de X dans un espace projectif PN en considérant
l’application f qui à pi(x,y, z) associe la classe de(xd1+〈u,v0〉0 zd2+〈u,vn+1〉n+1 r∏
i=1
x
〈u,vi〉
i
m∏
j=r+1
y
〈u,vj〉
j
n∏
k=m+1
z
〈u,vk〉
k

u∈PD∩Zn
.
Par ailleurs, d’après le théorème de Bertini (cf. [Ha]), pour une famille ou-
verte dense d’hyperplans projectifs Hα = {(Xu)u∈PD∩Zn |
∑
u∈PD∩Zn αuXu =
0} ⊂ PN , on a que X∩Hα est lisse. Or on remarque que X∩Hα = Y et par
conséquent, Y est lisse pour un ouvert dense de coefficients (αu)u∈PD∩Zn.
Nous allons à présent construire la hauteur sur X associée au diviseur
DY = (m + 1 − d1)D0 + (n − r + 1 − d2)Dn+1 (correspondant au diviseur
anticanonique sur Y ). Comme précédemment, d’après [F, §3.4], les sections
globales de O(DY ) sont données par :
Γ(X,O(DY )) =
⊕
u∈PDY ∩Zn
C.χu,
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où PDY est le polytope :
PDY = {u ∈ Zn | ∀k ∈ {1, ..., n}, 〈u, vk〉 > 0,
〈u, v0〉 > m+ 1− d1 et 〈u, vn+1〉 > n− r + 1− d2}
Une base des sections globales est donc donnée par les (χu)u∈PDY , qui se
relèvent en des fonctions (fu)u∈PDY de X˜0 dans R qui sont exactement les
monômes en (x,y, z) de degrés (m+1−d1) en (x,y) et de degré (n−r+1−d2)
en (y, z). La hauteur H associée à DY est donc définie sur X˜0(Z) ⊂ Zn+2
par pour tout q = (x,y, z) ∈ X˜0(Z); :
H0(q) = max∀i,j,k, αi,βj ,γk∈N∑r
i=0 αi+
∑m
j=r+1 βj=m+1−d1∑m
j=r+1 βj+
∑n+1
k=m+1 γk=n−r+1−d2
r∏
i=0
|xi|αi
m∏
j=r+1
|yj |βj
n+1∏
k=m+1
|zk|γk
= max
α,β,γ∈N
α+β=m+1−d1
β+γ=n−r+1−d2
|x|α|y|β|z|γ
= max{|x|m+1−d1 |z|n−r+1−d2 , |x|(m+1−d1)−(n−r+1−d2)|y|n−r+1−d2}
= |x|m+1−d1 max
( |y|
|x| , |z|
)n−r+1−d2
.
Remarquons enfin que dans le cas présent, X˜0(Z) ⊂ Zn+2 peut être
décrit comme l’ensemble des (n + 2)-uplets d’entiers notés q = (x,y, z),
avec x = (x0, x1, ..., xr), y = (yr+1, ..., ym), z = (zm+1, ..., zn+1) tels que (cf.
[Sa, 11.5]) :
(3.6) ∃σ ∈ ∆max | qσ 6= 0,
(3.7) pgcdσ∈∆max(q
σ) = 1,
où
(3.8) qσ =
∏
i/∈σ(1)
qi.
Par la définition de ∆, et des cônes maximaux (σi,j)(i,j)∈I×J , on observe que :
qσi,j =
∏
l /∈σi,j(1)
ql = qiqj .
Par conséquent, la condition (3.6) équivaut à :
∃(i, j) ∈ I × J | qiqj 6= 0
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soit encore
∃i ∈ I | qi 6= 0, et ∃j ∈ J | qj 6= 0,
et donc (3.6) équivaut à :
(3.9) x 6= 0 et (y, z) 6= 0.
De même, on remarque que :
pgcdσ∈∆max(q
σ) = pgcd(i,j)∈I×J(qiqj)
= (pgcdi∈I qi)(pgcdj∈J qj)
= pgcd(x) pgcd(y, z),
et la condition (3.7) équivaut donc à
(3.10) pgcd(x) = 1 et pgcd(y, z) = 1.
Ainsi, calculer
N (B) = card{P ∈ Y (Q) | H(P ) 6 B}
revient à calculer le nombre de points de
{q = (x,y, z) ∈ X˜0(Z) | H(x,y, z) 6 B}.
Par ailleurs, quitte à appliquer une inversion de Möbius (en un sens que nous
préciserons ultérieurement), on peut se ramener au calcul de
Nd,U (B) = card
{
(x,y, z) ∈ Zn+2 ∩ U | x 6= 0, (y, z) 6= (0,0),
F (dx,y, z) = 0, Hd(x,y, z) 6 B}
pour un certain ouvert U que nous préciserons ultérieurement, et pour tout
d ∈ N∗, avec
(3.11) Hd(x,y, z) = |x|m+1−d1 max
( |y|
d|x| , |z|
)n−r+1−d2
.
Dans ce qui va suivre nous allons donc chercher à obtenir une formule asymp-
totique pour Nd,U (B).
3.3 Première étape
Nous allons établir une formule asymptotique pour NU,d(B), pour un
d ∈ N∗ fixé, en nous inspirant de la méthode décrite par Schindler dans
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[Sch1] et [Sch2]. L’idée générale est de considérer la fonction hd : N2 → [0,∞[
définie par
(3.12) hd(k, l) = card
{
(x,y, z) ∈ Zn+2 ∩ U | |x| = k,
max
(⌊ |y|
d|x|
⌋
, |z|
)
= l et F (dx,y, z) = 0
}
(où U est un ouvert de Zariski deAn+2 que nous préciserons ultérieurement),
de donner des formules asymptotiques pour∑
k6P1
∑
l6P2
hd(k, l),
∑
k6P1
hd(k, l) et
∑
l6P2
hd(k, l),
afin de pouvoir appliquer un résultat de Blomer et Brüdern (voir [B-B]) pour
en déduire une formule asymptotique pour∑
km+1−d1 ln−r+1−d26B
hd(k, l) ∼B→∞ NU,d(B).
Dans cette première partie, pour des réels P1, P2 > 1 fixés, nous allons
chercher à calculer
(3.13) Nd(P1, P2) = card{(x,y, z) ∈ (P1B1 × dP1P2B2 × P2B3) ∩ Zn+2 |
|y| 6 d|x|P2 et F (dx,y, z) = 0},
où B1 = [−1, 1]r+1, B2 = [−1, 1]m−r, B3 = [−1, 1]n−m+1. Plus précisément,
en notant d˜ = d1 + d2 − 2, nous allons montrer la proposition suivante :
Proposition 3.3.1. Pour, P1 = P b2 avec b > 1, si d1 > 2 et si l’on suppose
que, K = (n+ 2−max{dimV ∗1 ,dimV ∗2 } − ε)/2d˜ est tel que
K > max{bd1 + d2, (5b+ 2)(d1 + d2 − 1)},
on a alors
Nd(P1, P2) = σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{dd1(r+1)/2d˜+ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d2−δ2
)
,
pour un réel δ > 0 arbitrairement petit.
Le facteur σd étant une constante (ne dépendant que de d) que nous
préciserons (voir la formule (3.63)). Ceci nous permettra plus tard d’obtenir
une formule pour
∑
k6P1
∑
l6P2 hd(k, l).
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3.3.1 Une inégalité de Weyl
Dans toute cette partie nous allons supposer 1 6 P2 6 P1. On notera
donc P1 = P b2 avec b > 1. Nous allons évaluer Nd(P1, P2) en nous inspirant
de la méthode du cercle de Hardy-Littlewood. Pour cela, on introduit la
fonction génératrice définie par
(3.14) Sd(α) =
∑
x∈Zr+1
|x|6P1
∑
y∈Zm−r
|y|6d|x|P2
∑
z∈Zn−m+1
|z|6P2
e(αF (dx,y, z)).
pour α ∈ [0, 1], et où e désigne la fonction x 7→ exp(2ipix). On remarque
alors que
Nd(P1, P2) =
∫ 1
0
Sd(α)dα.
Étant donnés x ∈ Zr+1 et y ∈ Zm−r, on constate que
|y| 6 d|x|P2 ⇔ |x| > |y|
dP2
⇔ |x| >
⌈ |y|
dP2
⌉
.
En posant N =
⌈ |y|
dP2
⌉
(ce qui équivaut à dire que |y| ∈]d(N − 1)P2, dNP2]),
on remarque que S(α) peut être réexprimé sous la forme :
Sd(α) =
P1∑
N=1
Sd,N (α),
où
(3.15) Sd,N (α) =
∑
N6|x|6P1
∑
d(N−1)P2<|y|6dNP2
∑
|z|6P2
e(αF (dx,y, z)).
Si
EN = {y ∈ Zm−r | d(N − 1)P2 < |y| 6 dNP2},
on remarque que
EN =
⋃
I⊂{r+1,...,m}
BN,I ,
où
BN,I = {y ∈ EN | ∀i ∈ I, yi > 0 et ∀i /∈ I, yi < 0}.
On observe par ailleurs que l’on peut écrire pour tout I :
(3.16) BN,I =
⋃
J⊂{r+1,...,m}
J 6=∅
CN,I,J ,
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avec
(3.17)
CN,I,J = {y ∈ BN,I | ∀j ∈ J , |yj | > d(N−1)P2 et ∀j /∈ J , |yj | 6 d(N−1)P2}.
On a alors
(3.18) |Sd,N (α)| 
∑
I,J⊂{r+1,...,m}
J 6=∅
|Sd,N,I,J (α)|
où
(3.19) Sd,N,I,J (α) =
∑
|x|6P1
∑
y∈CN,I,J
∑
|z|6P2
e(αF (dx,y, z)).
Par une inégalité de Hölder, on a, pour N fixé
(3.20) |Sd,N,I,J (α)|2d2−1  P (r+1)(2
d2−1−1)
1
∑
|x|6P1
|Sd,N,I,J ,x(α)|2d2−1
où l’on a noté
(3.21) Sd,N,I,J ,x(α) =
∑
y∈CN,I,J
∑
|z|6P2
e(αF (dx,y, z)).
Dans ce qui va suivre, nous allons chercher à « linéariser » le polynôme
F en appliquant un opérateur ∆ défini de la façon suivante : pour tout
polynôme f à N variables on pose pour tous t1, t2 ∈ RN :
∆t1f(t2) = f(t1 + t2)− f(t1).
Dans ce qui suit, nous appliquons d2 − 1 fois l’opérateur ∆ à F en les va-
riables (y, z), et nous obtenons un polynôme en d2(n − r + 1) + r + 1 va-
riables (x,y(j), z(j))j∈{1,...,d2}. Puis, en appliquant l’opérateur ∆ d1 − 1 fois
à ce polynôme en les variables (x,y(j))j∈{1,..,d2}, nous obtenus finalement un
polynôme en (r + 1)d1 + (m − r)d1d2 + (n − m + 1)d2 variables du type
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,..,d2}
de la forme :
Γ
(1)
d
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,..,d2}
)
+G1
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,..,d2}
)
+G2
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,..,d2−1}
)
où G1 (resp. G2) est indépendant de (x(d1),y(j,d1))j∈{1,...,d2} (resp.
(y(d2,i), z(d2))i∈{1,...,d1}), et Γ
(1)
d est linéaire en (x
(i),y(j,i))j∈{1,...,d2} pour tout
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i ∈ {1, ..., d1} et linéaire en (y(j,i), z(j))i∈{1,...,d1} pour tout j ∈ {1, ..., d2}.
Pour N, I,J fixés, posons
UN,I,J = CN,I,J × P2B3 ⊂ dP1P2B2 × P2B3,
et on définit
UDN,I,J = UN,I,J − UN,I,J ,
UN,I,J ((y(1), z(1)), ..., (y(t), z(t)))
=
⋂
(ε1,...,εt)∈{0,1}t
(UN,I,J − ε1(y(1), z(1))− ...− εt(y(t), z(t))).
Si l’on note F(y, z) = αF (dx,y, z) (pour x fixé), et
(3.22) Ft((y(1), z(1)), ..., (y(t), z(t)))
=
∑
(ε1,...,εt)∈{0,1}t
(−1)ε1+...+εtF(ε1(y(1), z(1)) + ...+ εt(y(t), z(t))),
en utilisant l’équation (11.2) de [Schm], on obtient la majoration
|Sd,N,I,J ,x|2d2−1  |UDN,I,J |2
d2−1−d2
∑
(y(1),z(1))∈UDN,I,J
...
∑
(y(d2−2),z(d2−2))∈UDN,I,J∣∣∣∣∣∣∣∣∣
∑
(y(d2−1),z(d2−1))
∈UN,I,J ((y(1),z(1)),...,(y(d2−2),z(d2−2)))
e(Fd2−1((y(1), z(1)), ..., (y(d2−1), z(d2−1))))
∣∣∣∣∣∣∣∣∣
2
que l’on peut encore majorer par
((dP1P2)
m−rPn−m+12 )
2d2−1−d2
∑
|y(1)|62dP1P2
|z(1)|62P2
...
∑
|y(d2−2)|62dP1P2
|z(d2−2)|62P2∣∣∣∣∣∣∣∣∣
∑
(y(d2−1),z(d2−1))
∈UN,I,J ((y(1),z(1)),...,(y(d2−2),z(d2−2)))
e(Fd2−1((y(1), z(1)), ..., (y(d2−1), z(d2−1))))
∣∣∣∣∣∣∣∣∣
2
On remarque que pour tous (y, z), (y′, z′) ∈ UN,I,J((y(1), z(1)), ..., (y(d2−2), z(d2−2)))
on a :
Fd2−1((y(1), z(1)), ..., (y, z))−Fd2−1((y(1), z(1)), ..., (y′, z′))
= Fd2((y(1), z(1)), ..., (y(d2), z(d2))−Fd2−1((y(1), z(1)), ..., (y(d2−1), z(d2−1))),
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pour
(y(d2−1), z(d2−1)) ∈ UN,I,J ((y(1), z(1)), ..., (y(d2−2), z(d2−2)))D
et
(y(d2), z(d2)) ∈ UN,I,J ((y(1), z(1)), ..., (y(d2−1), z(d2−1))),
donnés par :
(y, z) = (y(d2), z(d2)),
(y′, z′) = (y(d2−1) + y(d2), z(d2−1) + z(d2)).
On obtient donc la majoration :
(3.23)
|Sd,N,I,J ,x(α)|2d2−1  (dm−rPm−r1 Pn−r+12 )2
d2−1−d2
∑
y(1),z(1)
...
∑
y(d2−2),z(d2−2)∑
y(d2−1),z(d2−1)
∑
y(d2),z(d2)
e(Fd2((y(1), z(1)), ..., (y(d2), z(d2)))
−Fd2−1((y(1), z(1)), ..., (y(d2−1), z(d2−1)))).
où chaque y(i) (resp. z(i)) appartient à une union de boîtes de taille au plus
dP1P2 (resp. P2).
D’après [Schm][Lemme 11.4], on a que
Fd2((y(1), z(1)), ..., (y(d2 , z(d2)))−Fd2−1((y(1), z(1)), ..., (y(d2−1), z(d2−1)))
= αF1(dx, y˜, z˜) + αF2(dx, yˆ, zˆ).
où l’on a noté
y˜ = (y(1), ...,y(d2)) z˜ = (z(1), ...,z(d2))
yˆ = (y(1), ...,y(d2−1)) zˆ = (z(1), ...,z(d2−1)).
avec F1 est une forme multilinéaire en (y˜, z˜) de la forme :∑
i=(i1,...,id2 )∈{r+1,...,n+1}d2
Ei(dx)t
(1)
i1
...t
(d2)
id2
où
(3.24) t(j)i =
{
y
(j)
i si i ∈ {r + 1, ...,m}
z
(j)
i si i ∈ {m+ 1, ..., n+ 1}
pour tout j ∈ {1, ..., d2}, et Ei(dx) tel que pour tout σ ∈ Sd2 ,
E(σ(i1),...,σ(id2 ))(dx) = Ei(dx).
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Remarquons par ailleurs que F1 et F2 sont homogènes de degré d1 en (x, y˜).
Pour z˜ ∈ [−P2, P2]d2(n−m+1) fixé, on note
Sd,z˜(α) =
∑
|x|6P1
∑
y(1),...,y(d2)
e(αF1(dx, y˜, z˜) + αF2(dx, yˆ, zˆ)),
et d’après les formules (3.20) et (3.23), on obtient
|Sd,N,I,J (α)|2d2−1 
(
P r+11
)2d2−1−1 (
(dP1P2)
m−r)2d2−1−d2(
Pn−m+12
)2d2−1−d2 ∑
|z˜|6P2
|Sd,z˜(α)|.
En posant d˜ = d1 + d2 − 2, on en déduit :
(3.25) |Sd,N,I,J (α)|2d˜ 
(
P r+11
)2d˜−2d1−1 (
(dP1P2)
m−r)2d˜−d22d1−1
(
Pn−m+12
)2d˜−d22d1−1  ∑
|z˜|6P2
|Sd,z˜(α)|
2d1−1 .
Par une inégalité de Hölder, on a ∑
|z˜|6P2
|Sd,z˜(α)|
2d1−1  (P d2(n−m+1)2 )2d1−1−1 ∑
|z˜|6P2
|Sd,z˜(α)|2d1−1 ,
et ainsi (3.25) devient
(3.26) |Sd,N,I,J (α)|2d˜ 
(
P r+11
)2d˜−2d1−1 (
(dP1P2)
m−r)2d˜−d22d1−1(
Pn−m+12
)2d˜−d2 ∑
|z˜|6P2
|Sd,z˜(α)|2d1−1 .
Par ailleurs, en appliquant le procédé de différenciation précédent à Sd,z˜(α),
on obtient :
|Sd,z˜(α)|2d1−1 
(
P r+11
)2d1−1−d1 (
(dP1P2)
d2(m−r)
)2d1−1−d1
∑
|x(1)|6P1
∑
|y(1,1)|6dP1P2
...
∑
|y(d2,1)|6dP1P2
∑
|x(2)|6P1∑
|y(1,2)|6dP1P2
...
∑
|x(d1)|6P1
∑
|y(1,d1)|6dP1P2
...
∑
|y(d2,d1)|6dP1P2
e
∑
i=1,2
F (i)d1 ((x(1), (y(j,1))j∈{1,...,d2}), ..., (x(d2), (y(j,d1))j∈{1,...,d2}))
−F (i)d1−1((x(1), (y(j,1))j∈{1,...,d2}), ..., (x(d1−1), (y(j,d1−1))j∈{1,...,d2}))
)
,
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où pour i ∈ {1, 2}, F (i)k désigne la forme de (3.22) associée à F(x, y˜) =
αFi(dx, y˜, z˜) pour un z˜ fixé. On remarque que
F (1)d1
(
(x(i),y(j,i))i∈{1,...,d1}
j∈{1,...,d2}
)
−F (1)d1−1
(
(x(i),y(j,i))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= Γ
(1)
d
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
)
+ gd
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
où Γ(1)d est une forme linéaire en (x
(i),y(j,i))j∈{1,...,d2} pour chaque i ∈
{1, ..., d1}, de la forme
(3.27) α
∑
i=(i1,...,id1 )∈Id1
Gd,i(z˜)u
(1)
i1
...u
(d1)
id1
avec
I = {0, 1, ...r} ∪ {(r + 1, 1), ...(m, 1)...(r + 1, d2), ..., (m, d2)},
(3.28) u(j)i =
{
x
(j)
i si i ∈ {0, 1, ..., r}
y
(l,j)
k si i = (k, l) ∈ {r + 1, ...m} × {1, ..., d2}
avec Gd,i(z˜) ∈ Z[d, z˜] symétrique en i et dont le degré en d est
fi = card{k ∈ {1, ..., d1} | ik ∈ {0, ..., r}}
et on peut donc écrire
Gd,i(z˜) = d
fiGi(z˜)
avec Gi(z˜) symétrique en i.
D’autre part, on remarque que puisque F2 ne dépendait que de x, yˆ, zˆ,
la partie
F (2)d1
(
(x(i),y(j,i))i∈{1,...,d1}
j∈{1,...,d2}
)
−F (2)d1−1
(
(x(i),y(j,i))i∈{1,...,d1−1}
j∈{1,...,d2}
)
est en fait un polynôme en x˜, zˆ, (y(j,i)) i∈{1,...,d1}
j∈{1,...,d2−1}
de la forme
Γ
(2)
d
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)
+ hd
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
)
où Γ(2)d est une forme linéaire en (x
(i),y(j,i))j∈{1,...,d2−1} pour tout i ∈ {1, ..., d1},
de la forme
α
∑
i=(i1,...,id1 )∈(I′)d1
Hd,i(z˜)u
(1)
i1
...u
(d1)
id1
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avec I ′ = {0, 1, ...r}∪{(r+ 1, 1), ...(m, 1)...(r+ 1, d2−1), ..., (m, d2−1)}. On
observe en particulier que Γ(2)d est indépendant de (y
(d2,i), z(d2))i∈{1,...,d1}.
En regroupant les résultats obtenus on trouve
(3.29) |Sd,N,I,J (α)|2d˜ 
(
P r+11
)2d˜−d1 (
(dP1P2)
m−r)2d˜−d1d2
(
Pn−m+12
)2d˜−d2 ∑
z˜
∑
(x(i),y(j,i))i∈{1,...,d1−1}
j∈{1,...,d2}
∣∣∣∣∣∣
∑
x(d1),y(1,d1),...,y(d2,d1)
e
(
Γ
(1)
d
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
)
+ Γ
(2)
d
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
))∣∣∣∣∣ .
Avant d’aller plus loin, il convient de faire la remarque suivante :
Lemme 3.3.2. Remarquons que si l’on avait différencié la forme F en (x,y)
puis en (y˜, z) plutôt qu’en (y, z) puis en (x, y˜), on aurait obtenu :
(3.30) |Sd,N,I,J (α)|2d˜ 
(
P r+11
)2d˜−d1 (
(dP1P2)
m−r)2d˜−d1d2
(
Pn−m+12
)2d˜−d2 ∑
x˜
∑
(y(j,i),z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
∣∣∣∣∣∣
∑
z(d2),y(d2,1),...,y(d2,d1)
e
(
Γ
(1)′
d
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
)
+ Γ
(2)′
d
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
))∣∣∣∣∣ ,
avec la propriété Γ(1)
′
d = Γ
(1)
d .
Démonstration. On pose
F (x,y, z) =
∑
m1,m2,m3∈N
m1+m2=d1
m2+m3=d2
∑
i∈{0,...,r}m1
j∈{r+1,...,m}m2
k∈{m+1,...,n+1}m3
αi,j,kxi1 ...xim1yj1 ...yjm2zk1 ...zkm3 ,
(avec αi,j,k symétrique en i, j,k). La forme multilinéaire F1(dx, y˜, z˜) précé-
dente est alors
(−1)d2
∑
m1,m2,m3∈N
m1+m2=d1
m2+m3=d2
dm1m2!m3!
∑
i∈{0,...,r}m1
j∈{r+1,...,m}m2
k∈{m+1,...,n+1}m3
αi,j,kxi1 ...xim1
∑
σ∈M(d2,m2)
y
(σ(1))
j1
...y
(σ(m2))
jm2
z
(σ(m2+1))
k1
...z
(σ(m2+m3))
km3
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oùM(d2,m2) désigne l’ensemble des permutations σ de {1, ..., d2} telles que
σ(1) < σ(2) < ... < σ(m2) et σ(m2 + 1) < σ(m2 + 2) < ... < σ(m2 +m3) =
σ(d2). La forme multilinéaire Γ
(1)
d obtenue en différenciant en (x, y˜) est alors
(−1)d1+d2
∑
m1,m2,m3∈N
m1+m2=d1
m2+m3=d2
dm1m1!(m2!)
2m3!
∑
i∈{0,...,r}m1
j∈{r+1,...,m}m2
k∈{m+1,...,n+1}m3
αi,j,k
∑
τ∈M(d1,m1)
∑
σ∈M(d2,m2)
x
(τ(1))
i1
...x
(τ(m1))
im1
y
(σ(1),τ(m1+1))
j1
...y
(σ(m2),τ(m1+m2))
jm2
z
(σ(m2+1))
k1
...z
(σ(m2+m3))
km3
Il est alors clair que l’on obtient le même résultat en différenciant en (x,y)
puis en (y˜, z).
On remarque que, pour z˜ et (x(i),y(j,i))i∈{1,...,d1−1}
j∈{1,...,d2}
fixés si l’on note
Γd = Γ
(1)
d + Γ
(2)
d :
(3.31)
∣∣∣∣∣∣
∑
x(d1),y(1,d1),...,y(d2,d1)
e
(
Γd
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
))∣∣∣∣∣∣
=
∏
i∈I
∣∣∣∣∣∣∣
∑
u
(d1)
i
e
αu(d1)i
 ∑
i∈Id1 | id1=i
Gd,i(z˜)u
(1)
i1
...u
(d1−1)
id1−1
+
∑
i′∈(I′)d1 | i′d1=i
Hd,i(z˜)u
(1)
i′1
...u
(d1−1)
i′d1−1


∣∣∣∣∣∣∣
où la somme sur u(d1)i porte sur u
(d1)
i appartenant à un intervalle de taille
O(P1) si i ∈ {0, ..., r} et de taille O(dP1P2) pour
i ∈ {(r + 1, 1), ...(m, 1)...(r + 1, d2), ..., (m, d2)}.
Pour simplifier les notations on pose
(3.32)
γ
(1)
d,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2}
)
=
∑
i∈Id1 | id1=i
Gd,i(z˜)u
(1)
i1
...u
(d1−1)
id1−1
(3.33)
γ
(2)
d,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2}
)
=
∑
i′∈(I′)d1 | i′d1=i
Hd,i(z˜)u
(1)
i′1
...u
(d1−1)
i′d1−1
où les u(j)i sont les variables définies par (3.28), et
(3.34) γd,i = γ
(1)
d,i + γ
(2)
d,i
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En notant pour tout réel x
||x|| = inf
m∈Z
|x−m|,
et en considérant la majoration∑
m∈I(P )∩Z
e(βm) min{P, ||β||−1}
pour tout intervalle I(P ) de taille O(P ) avec P > 1, on peut alors majorer
(3.31) par :
∏
i∈I
min
Hi,
∣∣∣∣∣
∣∣∣∣∣αγd,i
(
x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣
−1
où
Hi =
{
P1 si i ∈ {0, 1, ..., r}
dP1P2 si i = (k, l) ∈ {r + 1, ...m} × {1, ..., d2}.
Pour tout r = (ri)i∈I ∈
∏
i∈I(N∩[0, Hi[), et pour (x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
fixés, on note A
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
, r
)
, l’ensemble des éléments
z(d2),y(d2,1), ...,y(d2,d1−1) tels que |z(d2)| 6 P2, |y(d2,k)| 6 dP1P2 pour tout
k ∈ {1, ..., d1 − 1} et
∀i ∈ I, riH−1i 6
{
αγd,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2}
)}
< (ri + 1)H
−1
i
et A
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
, r
)
le cardinal de cet ensemble. On a alors
l’estimation
(3.35) ∑
z(d2),y(d2,1),...,y(d2,d1−1)
∣∣∣∣∣∣
∑
x(d1),y(1,d1),...,y(d2,d1)
e
(
Γd
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
))∣∣∣∣∣∣

∑
r
A
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
, r
)∏
i∈I
min
(
Hi,max
(
Hi
ri
,
Hi
Hi − ri − 1
))
.
Par ailleurs, si
(z(d2), (y(d2,i))i∈{1,...d1−1}), (z
′(d2), (y
′(d2,i))i∈{1,...d1−1})
∈ A
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
, r
)
,
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on a alors, pour tout i ∈ I :
γd,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2−1}
, z(d2), (y(d2,k))k∈{1,...d1−1}
)
− γd,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2−1}
, z
′(d2), (y
′(d2,k))k∈{1,...d1−1}
)
= γ
(1)
d,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2−1}
,
z(d2) − z′(d2), (y(d2,k) − y′(d2,k))k∈{1,...d1−1}
)
(car γ(2)d,i ne dépend pas de (z
(d2), (y(d2,k))k∈{1,...d1−1}) et γ
(1)
d,i est linéaire en
(z(d2), (y(d2,i))i∈{1,...d1−1})). En notant N
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
)
le
cardinal de l’ensemble des z(d2),y(d2,1), ...,y(d2,d1−1) tels que |z(d2)| 6 P1,
|y(d2,j)| 6 dP1P2 et
∀i ∈ I,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,i
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < H−1i ,
on a alors
A
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
, r
)
 N
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
)
,
et donc (3.35) donne
∑
z(d2),y(d2,1),...,y(d2,d1−1)
∣∣∣∣∣∣
∑
x(d1),y(1,d1),...,y(d2,d1)
e
(
Γ
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
))∣∣∣∣∣∣
 N
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
)∑
r
∏
i∈I
min
(
Hi,max
(
Hi
ri
,
Hi
Hi − ri − 1
))
 N
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
)
(P1 logP1)
r+1(dP1P2 log(dP1P2))
d2(m−r).
En résumé, si, pour tous H(i)1 , H
(i,j)
2 , H
(j)
3 > 1 et B1, B2 > 1,
M
(
α, (H
(i)
1 , H
(i,j)
2 , H
(j)
3 )i∈{1,...,d1−1}
j∈{1,...,d2}
, B−11 , B
−1
2
)
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désigne le cardinal de l’ensemble des (x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
tels que
|x(i)| 6 H(i)1 , |y(i,j)| 6 H(i,j)2 , |z(j)| 6 H(j)2 pour tous (i, j) ∈ {1, ..., d1−1}×
{1, ..., d2} et
∀k ∈ {0, ..., r},
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < B−11 ,
∀k ∈ {r+1, ...m}×{1, ..., d2},
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < B−12 ,
en reprenant la formule (3.29), on obtient la majoration (pour ε > 0 arbi-
trairement petit)
(3.36)
|Sd,N,I,J (α)|2d˜ 
(
P r+11
)2d˜−(d1−1)+ε (
(dP1P2)
m−r)2d˜−(d1−1)d2+ε (Pn−m+12 )2d˜−d2
M
(
α, (P1, dP1P2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
, P−11 , (dP1P2)
−1
)
.
On en déduit (en sommant sur N ∈ {0, ..., P1} et sur les I,J ⊂ {r +
1, ...,m}) le lemme ci-dessous :
Lemme 3.3.3. Pour ε > 0 arbitrairement petit, et pour κ > 0, P > 0 des
réels fixés, l’une au moins des assertions suivantes est vraie
1. |Sd(α)|  dm−r+ε+
d1(r+1)
2d˜ Pm+2+ε1 P
n−r+1+ε
2 P
−κ,
2.
M
(
α, (P1, dP1P2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
, P−11 , (dP1P2)
−1
)
 dd1(r+1) (P r+11 )(d1−1) ((dP1P2)m−r)(d1−1)d2 (Pn−m+12 )d2 P−2d˜κ.
Remarque 3.3.4. Si κ est petit, la condition 1 donne une majoration de
|Sd(α)| plus grande que la majoration triviale,
|Sd(α)|  dm−rPm+11 Pn−r+12 ,
(ceci est dû à la sommation sur N 6 P1 qui induit un facteur P1 supplé-
mentaire) c’est pourquoi nous utiliserons uniquement cette majoration pour
P κ > P d11 P
d2
2 .
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3.3.2 Géométrie des nombres
Nous allons à présent établir des résultats de géométrie des nombres
qui nous serons utiles pour la suite de cette section. Il s’agit en fait de
généralisations de [Da, Lemme 12.6] et de [Sch1, Lemme 3.1].
Lemme 3.3.5. On considère deux entiers n1, n2 > 0, des réels (λi,j)16i6n1
16i6n2
et des formes linéaires
∀i ∈ {1, ..., n1}, ∀u = (u1, ..., un2) Li(u) =
n2∑
j=1
λi,juj ,
et
∀j ∈ {1, ..., n2}, ∀u = (u1, ..., un1) Ltj(u) =
n1∑
i=1
λi,jui.
Soient a1, ..., an2 , b1, ..., bn1 > 1 des réels fixés. Pour tout 0 6 Z 6 1, on note
U(Z) = Card
{
(u1, ..., un2 , un2+1, ..., un2+n1) ∈ Zn1+n2 | ∀j ∈ {1, ..., n2}
|uj | 6 ajZ et ∀i ∈ {1, ..., n1} |Li(u1, ..., un2)− un2+i| 6 b−1i Z
}
,
U t(Z) = Card
{
(u1, ..., un1 , un1+1, ..., un1+n2) ∈ Zn1+n2 | ∀i ∈ {1, ..., n1}
|ui| 6 biZ et ∀j ∈ {1, ..., n2} |Ltj(u1, ..., un1)− un1+i| 6 a−1j Z
}
.
Si 0 < Z1 6 Z2 6 1, on a alors :
U(Z2)n1,n2 max
((
Z2
Z1
)n2
U(Z1),
Zn22
Zn11
∏n2
j=1 aj∏n1
i=1 bi
U t(Z1)
)
.
Remarque 3.3.6. Le lemme 3.1 de [Sch1] (cf lemme 2.2.2) présente unique-
ment le cas où a1 = ... = an2 = a et b1 = ... = bn1 = b. Cette généralisation
aux ai et bi distincts permet de donner des estimations du nombre de points
dans un réseau dont les coordonnées sont bornées par des bornes distinctes.
Démonstration du lemme 3.3.5. On considère le réseau Λ de Rn2+n1 défini
comme l’ensemble des points
(x1, ..., xn2 , xn2+1, ..., xn2+n1) ∈ Rn1+n2
tels qu’il existe
(u1, ..., un2 , un2+1, ..., un2+n1) ∈ Zn1+n2
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tels que
a1x1 = u1,
...
an2xn2 = un2 ,
b−11 xn2+1 = L1(u1, ..., un2) + un2+1,
...
b−1n1 xn2+n1 = Ln1(u1, ..., un2) + un2+n1 .
Ce réseau est défini par la matrice (i.e une base de ce réseau est donnée
par les colonnes de la matrice)
A =

a−11 (0) 0 · · · 0
. . .
...
...
(0) a−1n2 0 · · · 0
b1λ1,1 · · · b1λ1,n2 b1 (0)
...
...
. . .
bn1λn1,1 · · · bn1λn1,n2 (0) bn1

.
On remarque que U(Z) est alors le nombre de points (x1, ..., xn1+n2) de Λ
tels que |xi| 6 Z pour tout i ∈ {1, ..., n1 + n2}. Par ailleurs,
B = (At)−1 =

a1 (0) −a1λ1,1 · · · −a1λn1,1
. . .
...
...
(0) an2 −an2λ1,n2 · · · −an2λn1,n2
0 · · · 0 b−11 (0)
...
...
. . .
0 · · · 0 (0) b−1n1

.
définit un réseau Ω ayant les mêmes minima successifs que le réseau Ω˜ défini
par la matrice
B˜ =

b−11 (0) 0 · · ·
. . .
...
...
(0) b−1n1 0 · · · 0
a1λ1,1 · · · a1λn1,1 a1 (0)
...
...
. . .
an2λ1,n2 · · · an2λn1,n2 (0) an2

.
On pose c =
(∏n2
j=1 aj∏n1
i=1 bi
) 1
n1+n2
et Λnor = cΛ, Ωnor = c−1Ω˜ les réseaux
normalisés (i.e de déterminant 1) associés à Λ et Ω. Par la démonstration de
[Sch1, Lemme 3.1], on a alors
U(Z2)n1,n2 max
((
Z2
Z1
)n2
U(Z1),
Zn22
Zn11
cn1+n2U t(Z1)
)
.
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d’où le résultat.
En particulier, lorsque n1 = n2 = n, ai = bi pour tout i et λi,j = λj,i on
obtient le résultat suivant :
Lemme 3.3.7. Soit n > 0 un entier et (λi,j)16i,j6n des réels tels que λi,j =
λj,i pour tous i, j, et des formes linéaires
∀i ∈ {1, ..., n1}, ∀u = (u1, ..., un) Li(u) =
n∑
j=1
λi,juj .
Soient a1, ..., an > 1 des réels fixés. Pour tout 0 6 Z 6 1, on note
U(Z) = Card {(u1, ..., un, un+1, ..., u2n) | ∀j ∈ {1, ..., n} |uj | 6 ajZ
et ∀i ∈ {1, ..., n} |Li(u1, ..., un)− un+i| 6 a−1i Z
}
.
On a alors
U(Z2)n
(
Z2
Z1
)n
U(Z1).
Revenons à présent à la situation de la section précédente, et considérons,
pour (x(i),y(i,j), z(j))i∈{1,...,d1−2}
j∈{1,...,d2}
fixés les N = (r + 1) + d2(m − r) formes
linéaires en (x(d1−1),y(j,d1−1))j∈{1,...,d2} données par les αγ
(1)
d,k pour k ∈ I.
Remarquons que d’après (3.32) on a pour tout k ∈ I
γ
(1)
d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
=
∑
i∈Id1−1
Gd,i,k(z˜)u
(1)
i1
...u
(d1−1)
id1−1
=
∑
i∈Id1−1
dfi,kGi,k(z˜)u
(1)
i1
...u
(d1−1)
id1−1
(où z˜ = (z(1), ...,z(d2)) et les u(j)i sont donnés par (3.28)) et donc pour tous
k, l ∈ I le coefficient λk,l en u(d1−1)l s’écrit :
λk,l =
∑
i∈Id1−2
dfi,l,kGi,l,k(z˜)u
(1)
i1
...u
(d1−2)
id1−2
et on observe que, puisque les Gi(z˜) sont symétriques en i ∈ Id1 .
λk,l = λl,k.
Pour P > 0 fixé, et θ ∈ [0, 1] supposés tels que P θ 6 P2 6 P1, on pose Z2 = 1,
Z1 = (dP1)
−1P θ, ak = P1 pour tout k ∈ I1 = {0, ..., r}, et ak = dP1P2
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pour k ∈ I2 = {r + 1, ...,m} × {1, ..., d2} de sorte que (en remarquant que
I = I1 ∪ I2) :
∀k ∈ I1, akZ2 = P1, akZ1 = P θ/d
∀k ∈ I2, akZ2 = dP1P2, akZ1 = P2P θ
∀k ∈ I1, a−1k Z2 = P−11 , a−1k Z1 = d−1P−21 P θ
∀k ∈ I2, a−1k Z2 = (dP1P2)−1, a−1k Z1 = (dP1)−2P−12 P θ
En appliquant le lemme 3.3.7, on obtient
U(Z2)
(
dP1
P θ
)r+1+d2(m−r)
U(Z1),
avec
U(Z2) = card
{
(x(d1−1), (y(j,d1−1))j∈{1,...,d2}) | |x(d1−1)| 6 P1, |y(j,d1−1)| 6 dP1P2,
et ∀k ∈ I1,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < P−11 ,
∀k ∈ I2,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < (dP1P2)−1
}
,
et
U(Z1) = card
{
(x(d1−1), (y(j,d1−1))j∈{1,...,d2}) | |x(d1−1)| 6 P θ/d, |y(j,d1−1)| 6 P θP2,
et ∀k ∈ I1,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−1P−21 P θ,
∀k ∈ I2,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−2P−21 P−12 P θ
}
,
En sommant sur les (x(i),y(i,j), z(j))i∈{1,...,d1−2}
j∈{1,...,d2}
, on obtient alors
M
(
α, (B
(i)
1 , B
(j,i)
2 , B
(j)
3 )i∈{1,...,d1−1}
j∈{1,...,d2}
, P−11 , (dP1P2)
−1
)

(
dP1
P θ
)r+1+d2(m−r)
M
(
α, (H
(i)
1 , H
(j,i)
2 , H
(j)
3 )i∈{1,...,d1−1}
j∈{1,...,d2}
, d−1P−21 P
θ, d−2P−21 P
−1
2 P
θ
)
où
∀ i ∈ {1, ..., d1 − 1}, B(i)1 = P1
∀ i ∈ {1, ..., d1 − 1}, B(j,i)2 = dP1P2,
B
(j)
3 = P2,
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et
H
(i)
1 =
{
P1 si i ∈ {1, ..., d1 − 2}
P θ/d si i = d1 − 1 ,
H
(j,i)
2 =
{
dP1P2 si i ∈ {1, ..., d1 − 2}
P θP2 si i = d1 − 1 ,
H
(j)
3 = P2.
Par la suite, on applique le lemme de la même manière avec (x(i),y(j,i), z(j))i/∈{d1,d1−l}
fixés (pour l variant de 1 à d1 − 1), et en considérant les αγ(1)d,k comme
des formes linéaires en (x(d1−l),y(j,d1−l))j∈{1,...,d2}, et en choisissant Z2 =
d−
(l−1)
2 P
− (l−1)
2
1 P
(l−1)θ
2 , Z1 = d−
(l+1)
2 P
− (l+1)
2
1 P
(l+1)θ
2 , ak = d
(l−1)
2 P
(l+1)
2
1 P
− (l−1)θ
2
pour tout k ∈ I1, et ak = d
(l+1)
2 P
(l+1)
2
1 P2P
− (l−1)θ
2 pour k ∈ I2 de sorte que
∀k ∈ I1, akZ2 = P1, akZ1 = P θ/d
∀k ∈ I2, akZ2 = dP1P2, akZ1 = P2P θ
∀k ∈ I1, a−1k Z2 = d−(l−1)P−l1 P (l−1)θ, a−1k Z1 = d−(l+1)P−(l+1)1 P lθ
∀k ∈ I2, a−1k Z2 = d−lP−l1 P−12 P (l−1)θ, a−1k Z1 = d−(l+1)P−(l+1)1 P−12 P lθ
On obtient alors (à l’étape l) la majoration :
M
(
α, (B
(i)
1 , B
(j,i)
2 , B
(j)
3 )i∈{1,...,d1−1}
j∈{1,...,d2}
, d−(l−1)P−l1 P
(l−1)θ, d−lP−l1 P
−1
2 P
(l−1)θ
)

(
dP1
P θ
)r+1+d2(m−r)
M
(
α, (H
(i)
1 , H
(j,i)
2 , H
(j)
3 )i∈{1,...,d1−1}
j∈{1,...,d2}
,
d−(l+1)P−(l+1)1 P
lθ, d−(l+1)P−(l+1)1 P
−1
2 P
lθ
)
où
B
(i)
1 =
{
P1 si i ∈ {1, ..., d1 − l}
P θ/d si i ∈ {d1 − l + 1, ..., d1 − 1} ,
B
(j,i)
2 =
{
dP1P2 si i ∈ {1, ..., d1 − l}
P θP2 si i ∈ {d1 − l + 1, ..., d1 − 1} ,
B
(j)
3 = P2.
et
H
(i)
1 =
{
P1 si i ∈ {1, ..., d1 − l − 1}
P θ/d si i ∈ {d1 − l, ..., d1 − 1} ,
H
(j,i)
2 =
{
dP1P2 si i ∈ {1, ..., d1 − l − 1}
P θP2 si i ∈ {d1 − l, ..., d1 − 1} ,
H
(j)
3 = P2.
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On obtient donc finalement, au rang l = d1 − 1 :
(3.37) M
(
α, (P1, dP1P2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
, P−11 , (dP1P2)
−1
)

(
dP1
P θ
)(r+1+d2(m−r))(d1−1)
M
(
α, (P θ/d, P θP2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
,
d−(d1−1)P−d11 P
(d1−1)θ, d−d1P−d11 P
−1
2 P
(d1−1)θ
)
.
Nous allons à présent chercher à établir des majorations analogues avec
les n2 = (m − r)(d1 − 1) + (n − m + 1)-uplets de variables donnés par
les (y(j,i), z(j))i∈{1,...,d1−1} pour j ∈ {1, ..., d2}, en considérant toujours les
formes linéaires αγ(1)d,k. Fixons donc (x
(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
vérifiant les
(m− r) inégalités données par
(3.38)∣∣∣∣∣
∣∣∣∣∣αγ(1)d,(l,d2)
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
)∣∣∣∣∣
∣∣∣∣∣ < d−d1P−d11 P−12 P (d1−1)θ
pour l ∈ {r+ 1, ...,m}, les formes γ(1)d,(l,d2) ne dépendant pas des y(d2,i), z(d2).
On considère les variables (y(d2,i), z(d2))i∈{1,...,d1−1} et les n1 = (r + 1) +
(d2 − 1)(m − r) formes linéaires αγ(1)d,k, k 6= (l, d2) correspondantes. On
applique le lemme 3.3.5 en choisissant Z2 = d−
d1
2 P
− d1
2
1 P
1
2
2 P
(d1−1)θ
2 , Z1 =
d−
d1
2 P
− d1
2
1 P
− 1
2
2 P
(d1+1)θ
2 , ak = d
d1
2 P
d1
2
1 P
1
2
2 P
−(d1−1)θ
2 pour tout k ∈ J1 =
{m+ 1, ..., n+ 1}, ak = d
d1
2 P
d1
2
1 P
1
2
2 P
−(d1−3)θ
2 pour k ∈ J2 = {r + 1, ...,m} ×
{1, ..., d1 − 1}, bk = d
d1
2
−1P
d1
2
1 P
1
2
2 P
− (d1−1)θ
2 pour k ∈ I1 = {0, ..., r} et
bk = d
d1
2 P
d1
2
1 P
3
2
2 P
− (d1−1)θ
2 pour k ∈ I ′2 = {r + 1, ...,m} × {1, ..., d2 − 1}
de sorte que
∀k ∈ J1, akZ2 = P2, akZ1 = P θ
∀k ∈ J2, akZ2 = P θP2, akZ1 = P 2θ
∀k ∈ I1, b−1k Z2 = d−(d1−1)P−d11 P (d1−1)θ, b−1k Z1 = d−(d1−1)P−d11 P−12 P d1θ
∀k ∈ I ′2, b−1k Z2 = d−d1P−d11 P−12 P (d1−1)θ, b−1k Z1 = d−d1P−d11 P−22 P d1θ
et de plus
∀k ∈ J1, a−1k Z1 = d−d1P−d11 P−12 P d1θ
∀k ∈ J2, a−1k Z1 = d−d1P−d11 P−12 P (d1−1)θ
∀k ∈ I1, bkZ1 = P θ/d
∀k ∈ I ′2, bkZ1 = P2P θ.
On trouve alors
U(Z2) max
((
P2
P θ
)n2
U(Z1),
Zn22
Zn11
∏
k∈J ak∏
k∈I1∪I′2 bk
U t(Z1)
)
,
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avec
Zn22
Zn11
∏
k∈J ak∏
k∈I1∪I′2 bk
=
∏
k∈J akZ2∏
k∈I1∪I′2 bkZ1
= dr+1
Pn22
Pn1θ
(
P (d1−1)(m−r)θ
P
(d2−1)(m−r)
2
)
,
U(Z2) = card
{
((y(d2,i), z(d2))i∈{1,...,d1−1}) | |z(d2)| 6 P2, |y(d2,i)| 6 P θP2,
et ∀k ∈ I1,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−(d1−1)P−d11 P (d1−1)θ,
∀k ∈ I ′2,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−d1P−d11 P−12 P (d1−1)θ
}
,
et
U(Z1) = card
{
((y(d2,i))i∈{1,...,d1−1}, z
(d2)) | |z(d2)| 6 P θ, |y(d2,i)| 6 P 2θ,
et ∀k ∈ I1,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−(d1−1)P−d11 P−12 P d1θ,
∀k ∈ I ′2,
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−d1P−d11 P−22 P d1θ
}
,
U t(Z1) = card
{
(x(d1), (y(j,d1))j∈{1,...,d2−1}) | |x(d1)| 6 P θ/d, |y(j,d1)| 6 P θP2,
et ∀k ∈ J1,
∣∣∣∣∣
∣∣∣∣∣α(γ(1)d,k)t
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)∣∣∣∣∣
∣∣∣∣∣ < d−d1P−d11 P−12 P d1θ,
∀k ∈ J2,
∣∣∣∣∣
∣∣∣∣∣α(γ(1)d,k)t
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)∣∣∣∣∣
∣∣∣∣∣ < d−d1P−d11 P−12 P (d1−1)θ
}
.
Rappelons que l’on avait :
Γ
(1)
d
(
(x(i),y(j,i), z(j))i∈{1,...,d1}
j∈{1,...,d2}
)
=
∑
k∈I
γ
(1)
d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
u
(d1)
k .
Or d’après la remarque 3.3.2, on a Γ(1)d = Γ
(1)′
d . Notons :
Γ
(1)
d =
∑
k∈I1∪I′2
l∈J1∪J2
λk,lt
(d2)
l u
(d1)
k +
m∑
j=r+1
αjy
(d1,d2)
j ,
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où les t(j)l on été définis par (3.24). On a alors,
γ
(1)
d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
=
∑
l∈J1∪J2
λk,lt
(d2)
l
et
(γ
(1)
d,l )
t
(
(x(i),y(j,i), z(j)) k∈{1,...,d1}
j∈{1,...,d2−1}
)
=
∑
k∈I1∪I′2
λk,lu
(d1)
k
Par conséquent les formes linéaires (γ(1)d,k)
t sont exactement celles que l’on
aurait obtenu en différenciant en (x,y) puis en (y˜, z) et en sommant en-
suite sur chaque zd2 ,yd2,d1) . En particulier si l’on considère les formes
(γ
(1)
d,k)
t
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)
comme des formes en (y(j,i), z(j))i∈{1,...,d1−1}
pour un certain j ∈ {1, ..., d2} alors ces formes linéaires vérifient la condition
de symétrie du lemme 3.3.7, et on peut alors appliquer ce lemme comme
nous l’avions fait pour les formes en (y(j,i),x(i))j∈{1,...,d2−1}, pour finalement
obtenir, en posant
M t
(
α, (H
(i)
1 , H
(j,i)
2 , H
(j)
3 ) i∈{1,...,d1}
j∈{1,...,d2−1}
, B−11 , B
−1
2
)
= Card
{
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
| ∀(i, j) ∈ {1, ..., d1} × {1, ..., d2 − 1},
|x(i)| 6 H(i)1 , |y(i,j)| 6 H(i,j)2 , |z(j)| 6 H(j)2
et ∀k ∈ {r + 1, ...,m},
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)∣∣∣∣∣
∣∣∣∣∣ < B−11 ,
∀k ∈ {m+ 1, ..., n+ 1} × {1, ..., d1},
∣∣∣∣∣
∣∣∣∣∣α(γ(1)d,k)t
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)∣∣∣∣∣
∣∣∣∣∣ < B−12
}
,
et en choisissant
H
(j,i)
2 = P
θP2
H
(i)
1 = P
θ/d,
H
(j)
3 = P2 :
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∑
(x(i),y(j,i),z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
ve´rifiant (3.38)
Zn22
Zn11
∏
k∈J ak∏
k∈I1∪I′2 bk
U t(Z1)
 dr+1 P
n2
2
Pn1θ
(
P (d1−1)(m−r)θ
P
(d2−1)(m−r)
2
)
M t
(
α, (H
(i)
1 , H
(j,i)
2 , H
(j)
3 ) i∈{1,...,d1}
j∈{1,...,d2−1}
, d−d1P−d11 P
−1
2 P
d1θ, d−d1P−d11 P
−1
2 P
(d1−1)θ
)
 dr+1 P
n2
2
Pn1θ
(
P (d1−1)(m−r)θ
P
(d2−1)(m−r)
2
)(
P2
P θ
)(n−m+1)(d2−1)+(m−r)(d2−1)d1
M t
(
α, (P θ/d, P 2θ, P θ) i∈{1,...,d1}
j∈{1,...,d2−1}
, d−d1P−d11 P
−d2
2 P
(d˜+1)θ, d−d1P−d11 P
−d2
2 P
d˜θ
)
= dr+1
P
(n−m+1)d2+(m−r)(d1−1)d2
2
P (n2(d2−1)+n1+(d2−d1)(m−r))θ
M t
(
α, (P θ/d, P 2θ, P θ) i∈{1,...,d1}
j∈{1,...,d2−1}
, d−d1P−d11 P
−d2
2 P
(d˜+1)θ, d−d1P−d11 P
−d2
2 P
d˜θ
)
On a donc démontré ici que
M
(
α, (P θ/d, P θP2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
,
d−(d1−1)P−d11 P
(d1−1)θ, d−d1P−d11 P
−1
2 P
(d1−1)θ
)
 max{M1,M2},
où
M1 =
(
P2
P θ
)n2
Card
{
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
| |x(i)| 6 P θ/d,
∀j ∈ {1, ..., d2 − 1} |y(j,i)| 6 P2P θ, |z(j)| 6 P2, |y(d2,i)| 6 P 2θ, |z(d2)| 6 P θ,
et ∀k ∈ I
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < B(k)
}
où
B(k) =

d−(d1−1)P−d11 P
−1
2 P
d1θ si k ∈ I1
d−d1P−d11 P
−2
2 P
d1θ si k ∈ {r + 1, ...,m} × {1, ..., d2 − 1}
d−d1P−d11 P
−1
2 P
(d1−1)θ si k ∈ {r + 1, ...,m} × {d2}
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et
M2 = d
r+1 P
(n−m+1)d2+(m−r)(d1−1)d2
2
P (n2(d2−1)+n1+(d2−d1)(m−r))θ
M t
(
α, (P θ/d, P 2θ, P θ) i∈{1,...,d1}
j∈{1,...,d2−1}
, d−d1P−d11 P
−d2
2 P
(d˜+1)θ, d−d1P−d11 P
−d2
2 P
d˜θ
)
En procédant de la même manière pour tous les n2-uplets de variables
(y(l,i), z(l))i∈{1,...,d1−1} pour l ∈ {1, ..., d2}, on obtient à l’étape l :
M
(
α, (P θ/d, P θP2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
,
d−(d1−1)P−d11 P
(d1−1)θ, d−d1P−d11 P
−1
2 P
(d1−1)θ
)
 max{M (l)1 ,M2},
où
M
(l)
1 =
(
P2
P θ
)n2l
Card
{
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}
| |x(i)| 6 P θ/d,
∀j ∈ {1, ..., d2 − l} |y(j,i)| 6 P2P θ, |z(j)| 6 P2,
∀j ∈ {d2 − l + 1, ..., d2}, |y(j,i)| 6 P 2θ, |z(d2)| 6 P θ,
et ∀k ∈ I
∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < B(k,l)
}
où
B(k,l) =

d−(d1−1)P−d11 P
−l
2 P
(d1−1+l)θ si k ∈ I1
d−d1P−d11 P
−(l+1)
2 P
(d1−1+l)θ si k ∈ {r + 1, ...,m} × {1, ..., d2 − l}
d−d1P−d11 P
−l
2 P
(d1−2+l)θ si k ∈ {r + 1, ...,m} × {d2 − l + 1, ..., d2}
On trouve donc finalement, à l’issu de l’étape d2 :
(3.39)
M
(
α, (P θ/d, P θP2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
, d−(d1−1)P−d11 P
(d1−1)θ, d−d1P−d11 P
−1
2 P
(d1−1)θ
)
 P
d2n2
2
P θ(d2−1)n2
max
{
P−n2θM
(
α, (P θ/d, P 2θ, P θ)i∈{1,...,d1−1}
j∈{1,...,d2}
, H2, H1
)
,
dr+1P−(n1+(m−r)(d2−d1))θM t
(
α, (P θ/d, P 2θ, P θ) i∈{1,...,d1}
j∈{1,...,d2−1}
, H1, H1
)}
.
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où l’on a noté :
H1 = d
−d1P−d11 P
−d2
2 P
(d˜+1)θ,
H2 = d
−(d1−1)P−d11 P
−d2
2 P
(d˜+1)θ.
En regroupant le lemme 3.3.3, et les majorations (3.37) et (3.39), on
obtient le lemme ci-dessous :
Lemme 3.3.8. Pour ε > 0 arbitrairement petit, et pour κ > 0, P > 0 des
réels fixés, pour tout α ∈ [0, 1], l’une au moins des assertions suivantes est
vraie
1. |Sd(α)| n,r,m,ε dm−r+ε+
d1(r+1)
2d˜ Pm+2+ε1 P
n−r+1+ε
2 P
−κ,
2.
M
(
α, (P θ/d, P 2θ, P θ)i∈{1,...,d1−1}
j∈{1,...,d2}
, H2, H1
)
 (P θ)(d1−1)(r+1)+2(d1−1)d2(m−r)+d2(n−m+1))P−2d˜κ
3.
M t
(
α, (P θ/d, P 2θ, P θ) i∈{1,...,d1}
j∈{1,...,d2−1}
, H1, H1
)
 (P θ)(d1(r+1)+2d1(d2−1)(m−r)+(d2−1)(n−m+1))P−2d˜κ.
Considérons à présent un élément (x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
tel que
|x(i)| 6 P θ/d, |y(j,i)| 6 P 2θ, |z(j)| 6 P θ,∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−(d1−1)P−d11 P−d22 P (d˜+1)θ
pour tout k ∈ I1 et∣∣∣∣∣
∣∣∣∣∣αγ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)∣∣∣∣∣
∣∣∣∣∣ < d−d1P−d11 P−d22 P (d˜+1)θ
pour tout k ∈ I2 et supposons qu’il existe k0 ∈ I tel que
αγ
(1)
d,k0
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
6= 0.
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On pose alors q = γ(1)d,k0
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
. Rappelons que d’après
(3.32), on a la relation :
γ
(1)
d,k0
(
(x(k),y(j,k), z(j))k∈{1,...,d1−1}
j∈{1,...,d2}
)
=
∑
i∈Id1−1
Gd,i,k0(z˜)u
(1)
i1
...u
(d1−1)
id1−1
=
∑
i∈Id1−1
dfi,k0Gi,k0(z˜)u
(1)
i1
...u
(d1−1)
id1−1
Par conséquent, si k0 ∈ I1 alors d divise q et on a q  dP (d˜+1)θ (car |x(i)| 6
P θ/d, |y(j,i)| 6 P 2θ, |z(j)| 6 P θ) et si a est l’entier le plus proche de αq, on
a donc
|αq − a| 6 d−(d1−1)P−d11 P−d22 P (d˜+1)θ.
Dans le cas où k0 ∈ I2 on a q  P (d˜+1)θ et si a est l’entier le plus proche de
αq,
|αq − a| 6 d−d1P−d11 P−d22 P (d˜+1)θ.
En procédant de même avec les éléments (x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
comp-
tés par M t
(
α, (P θ, P 2θ, P θ) i∈{1,...,d1}
j∈{1,...,d2−1}
, P−d11 P
−d2
2 P
(d˜+1)θ
)
, on voit que le
lemme 3.3.8 implique
Lemme 3.3.9. Pour ε > 0 arbitrairement petit, et pour κ > 0, P > 0 des
réels fixés, pour tout α ∈ [0, 1], l’une au moins des assertions suivantes est
vraie
1. |Sd(α)| n,r,m,ε dm−r+ε+
d1(r+1)
2d˜ Pm+2+ε1 P
n−r+1+ε
2 P
−κ,
2. Il existe q tel que d|q, 0 < q 6 dP (d˜+1)θ et a tels que 0 6 a < q et
|αq − a| 6 d−(d1−1)P−d11 P−d22 P (d˜+1)θ,
3. Il existe q tel que 0 < q 6 P (d˜+1)θ et a tels que 0 6 a < q, pgcd(a, q) =
1 et
|αq − a| 6 d−d1P−d11 P−d22 P (d˜+1)θ,
4.
Card
{
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
| |x(i)| 6 P θ/d, |y(j,i)| 6 P 2θ,
|z(j)| 6 P θ et ∀k ∈ I, γ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= 0
}
 (P θ)(d1−1)(r+1)+2(d1−1)d2(m−r)+d2(n−m+1)P−2d˜κ,
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5.
Card
{
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
| |x(i)| 6 P θ/d, |y(j,i)| 6 P 2θ,
|z(j)| 6 P θ et ∀k ∈ J, (γ(1)d,k)t
(
(x(i),y(j,i), z(j)) i∈{1,...,d1}
j∈{1,...,d2−1}
)
= 0
}
 (P θ)d1(r+1)+2d1(d2−1)(m−r)+(d2−1)(n−m+1)P−2d˜κ.
Avant d’aller plus loin, nous introduisons les lemmes ci-dessous qui seront
utiles à plusieurs reprise par la suite :
Lemme 3.3.10. On considère p, q, r ∈ N et (Li)i∈{1,...,r} des formes linéaires
à p+ q variables. Pour des constantes A, B et (Ci)i∈Ifixées on note
M
(
A,B, (Ci)i∈{1,...,r}
)
= card {(x,y) ∈ Zp × Zq | |x| 6 A, |y| 6 B,
∀i ∈ {1, ..., r}, ||Li(x,y)|| < Ci} .
On a alors pour tout ξ > 1 :
M
(
A,B, (Ci)i∈{1,...,r}
)
6 (2ξ)qM
(
2A,
B
ξ
, (2Ci)i∈{1,...,r}
)
.
Démonstration. On subdivise le cube [−B,B]q en (2ξ)q cubes de taille B/ξ.
Prenons un tel cube C et considérons
E(C) = card {(x,y) ∈ Zp × Zq | |x| 6 A, y ∈ C,
∀i ∈ {1, ..., r}, ||Li(x,y)|| 6 Ci} .
Si (x,y), (x′,y′) sont deux points de E(C), on a alors que
|x− x′| 6 2A, |y − y′| 6 B/ξ
et pour tout i ∈ {1, ..., r} :
|Li(x− x′,y − y′)| 6 2Ci.
On a donc :
E(C) 6M
(
2A,
B
ξ
, (2Ci)i∈{1,...,r}
)
pour tout cube C. D’où le résultat.
De la même manière, on établit :
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Lemme 3.3.11. On considère p, q, r ∈ N et (Li)i∈{1,...,r} des formes linéaires
à p+ q variables. Pour des constantes A, B on note
M (A,B) = card {(x,y) ∈ Zp × Zq | |x| 6 A, |y| 6 B,
∀i ∈ {1, ..., r}, Li(x,y) = 0} .
On a alors pour tout ξ > 1 :
M (A,B) 6 (2ξ)qM
(
2A,
B
ξ
)
.
Considérons à présent le cas 4 du lemme 3.3.9. Remarquons avant tout
qu’il est facile de voir, en appliquant d1 − 1 fois le lemme 3.3.11 (avec Li =
γ
(1)
d,i , ξ = P
θ) que le cardinal considéré peut être majoré, à une constante
multiplicative près, par
(3.40)
(P θ)(d1−1)d2(m−r) Card
{
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
| |x(i)| 6 2P θ/d,
|y(j,i)| 6 P θ, |z(j)| 6 P θ et ∀k ∈ I, γ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= 0
}
Quitte à agrandir θ, nous pouvons remplacer la borne 2P θ sur x(i) par P θ.
D’autre part, en reprenant la formule (3.27), on a, pour tout k ∈ I :
γ
(1)
k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
=
∑
i∈Id1−1
Gi,k(z˜)u
(1)
i1
...u
(d1−1)
id1−1
,
on a alors
γ
(1)
d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= dγ
(1)
k
(
(dx(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
,
pour tout k ∈ I1, et
γ
(1)
d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= γ
(1)
k
(
(dx(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
,
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pour k ∈ I2. Par conséquent, on a la majoration :
(3.41) Card
{
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
| |x(i)| 6 P θ/d, |y(j,i)| 6 P θ,
|z(j)| 6 P θ et ∀k ∈ I, γ(1)d,k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= 0
}
 Card
{
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
| |x(i)| 6 P θ, |y(j,i)| 6 P θ,
|z(j)| 6 P θ et ∀k ∈ I, γ(1)k
(
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
)
= 0
}
.
On considère la variété affine L1 définie par l’ensemble des éléments
(x(i),y(j,i), z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
de l’espace affine de dimension (d1− 1)(r+ 1) +
(d1 − 1)d2(m− r) + d2(n−m+ 1) vérifiant les équations γ(1)k = 0 pour tout
k ∈ I. En posant κ = Kθ, d’après (3.40), la condition 4 du lemme 3.3.9
implique (par la démonstration de [Br, Théorème 3.1]) :
dim(L1) > (d1 − 1)(r + 1) + (d1 − 1)d2(m− r) + d2(n−m+ 1)− 2d˜K.
On considère par ailleurs la sous-variété affine V ∗1 de A
n+2
C définie par les
(x,y, z) ∈ An+2C tels que
∀i ∈ {0, ..., r}, ∂F
∂xi
= 0,
∀j ∈ {r + 1, ...,m}, ∂F
∂yj
= 0.
Notons par ailleurs D le sous-espace de l’espace affine de dimension (d1 −
1)(r+ 1) + (d1− 1)d2(m− r) + d2(n−m+ 1) défini par les (r+ 1)(d1− 2) +
(m− r)((d1 − 1)d2 − 1) + (d2 − 1)(n−m+ 1) équations :
x(1) = x(2) = ... = x(d1−1)
∀(i, j) ∈ {1, ..., d1 − 1} × {1, ..., d2}, y(i,j) = y(1,1),
z(1) = z(2) = ... = z(d2).
Sous la condition 4, on a alors
dim(L1 ∩ D) > dim(L1)− ((r + 1)(d1 − 2) + (m− r)((d1 − 1)d2 − 1)
+ (d2 − 1)(n−m+ 1)) > n+ 2− 2d˜K.
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D’autre part, L1 ∩ D est isomorphe à V ∗1 . Donc, en résumé, la condition 4
implique
dim(V ∗1 ) > n+ 2− 2d˜K.
De la même manière, en notant V ∗2 la sous-variété de A
n+2
C définie par
∀i ∈ {m+ 1, ..., n+ 1}, ∂F
∂zi
= 0,
∀j ∈ {r + 1, ...,m}, ∂F
∂yj
= 0,
on vérifie que la condition 5. implique
dim(V ∗2 ) > n+ 2− 2d˜K.
Par conséquent, on choisira
(3.42) K = (n+ 2−max{dim(V ∗1 ), dim(V ∗2 )} − ε)/2d˜
(pour un ε > 0 arbitrairement petit) de sorte que les assertions 4 et 5 ne
soient plus possibles. On posera par ailleurs
(3.43) P = P d11 P
d2
2 .
Rappelons que l’on considère des réels θ tels que P θ 6 P2 6 P1, et donc, si
P1 = P
b
2 , alors θ 6 1bd1+d2 . D’autre part, pour un tel θ, pour a, q tels que
0 < q 6 dP (d˜+1)θ, d|q et 0 6 a < q, on définit les arcs majeurs
(3.44) M(1)a,q(θ) =
{
α ∈ [0, 1] | |αq − a| 6 d−(d1−1)P−1+(d˜+1)θ
}
,
et
(3.45) M(1)(θ) =
⋃
16q6dP (d˜+1)θ
d|q
⋃
06a<q
M(1)a,q(θ).
De même pour a, q tels que 0 < q 6 P (d˜+1)θ, et 0 6 a < q, on définit
(3.46) M(2)a,q(θ) =
{
α ∈ [0, 1] | |αq − a| 6 d−d1P−1+(d˜+1)θ
}
,
et
(3.47) M(2)(θ) =
⋃
16q6P (d˜+1)θ
⋃
06a<q
pgcd(a,q)=1
M(2)a,q(θ).
On notera par ailleurs m(θ) = [0, 1[\ (M(1)(θ) ∪M(2)(θ)) l’ensemble des
arcs mineurs. Avec ces notations, le lemme 3.3.9 devient alors
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Lemme 3.3.12. Pour ε > 0 arbitrairement petit, pour tout α ∈ [0, 1], l’une
au moins des assertions suivantes est vraie
1. |Sd(α)| n,m,r,ε dm−r+ε+d1(r+1)/2d˜Pm+21 Pn−r+12 P−Kθ+ε,
2. Le réel α appartient à M(θ) = M(1)(θ) ∪M(2)(θ).
Remarque 3.3.13. Dans le cas particulier où d = 1 on peut considérer les
arcs majeurs
Ma,q(θ) =
{
α ∈ [0, 1] | |αq − a| 6 P−1+(d˜+1)θ
}
et le lemme 3.3.12 peut être exprimé sous la forme suivante :
Lemme 3.3.14. Pour ε > 0 arbitrairement petit, l’une au moins des asser-
tions suivantes est vraie
1. |S1(α)|  Pm+21 Pn−r+12 P−Kθ+ε,
2. Il existe a, q tels que 1 6 q 6 P (d˜+1)θ, pgcd(a, q) = 1, 0 6 a < q et le
réel α appartient à Ma,q(θ).
3.3.3 Les arcs mineurs
On considère à présent δ > 0 arbitrairement petit, θ0 6 1bd1+d2 tels que
(3.48) K − 2(d˜+ 1) >
(
2δ +
b
bd1 + d2
)
θ−10 ,
(3.49) 1 > (bd1 + d2)(5(d˜+ 1)θ0 + δ).
Remarque 3.3.15. Pour que les conditions (3.48) et (3.49) puissent être
vérifiées, il est nécessaire d’avoir
K − 2(d˜+ 1) > b
bd1 + d2
(bd1 + d2)5(d˜+ 1) = 5b(d˜+ 1),
Soit encore
(3.50) K > (5b+ 2)(d˜+ 1),
ce que nous supposerons dorénavant.
Avec ces conditions, on a alors le lemme suivant :
Lemme 3.3.16. On a la majoration∫
α∈m(θ)
|Sd(α)|dα dm−r+ε+
d1(r+1)
2d˜ Pm+11 P
n−r+1
2 P
−1−δ.
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Démonstration. On considère une suite (θi)i telle que
θT > θT−1 > ... > θ1 > θ0,
θT 6
1
bd1 + d2
θTK > 2δ + 1 +
b
bd1 + d2
,
∀i ∈ {0, ..., T − 1}, 2(d˜+ 1)(θi+1 − θi) < δ
2
Un tel choix de θT est possible, étant donné que
K
bd1 + d2
> 2δ + 1 +
b
bd1 + d2
⇔ K > (2δ + 1)(bd1 + d2) + b,
ce qui est assuré par la condition K > (5b+ 2)(d˜+ 1) de la remarque 3.3.15.
Quitte à supposer P assez grand, on suppose de plus que T est tel que
T  P δ2 . On a alors, d’après le lemme 3.3.12,∫
α/∈M(θT )
|Sd(α)|dα dm−r+ε+
d1(r+1)
2d˜ Pm+21 P
n−r+1
2 P
−KθT+ε
 dm−r+ε+
d1(r+1)
2d˜ Pm+11 P
n−r+1
2 P
−1−δ.
Par ailleurs,
Vol(M(1)(θi))
∑
q6dP (d˜+1)θi
d|q
∑
06a<q
1
q
d−(d1−1)P−1+(d˜+1)θi
 d−(d1−1)P−1+2(d˜+1)θi ,
Vol(M(2)(θi))
∑
q6P (d˜+1)θi
∑
06a<q
pgcd(a,q)=1
1
q
d−d1P−1+(d˜+1)θi
 d−d1P−1+2(d˜+1)θi ,
et donc
Vol(M(θi)) d−(d1−1)P−1+2(d˜+1)θi .
On a donc que∫
α∈M(θi+1)\M(θi)
|Sd(α)|dα
 dm−r+ε+d1(r+1)/2d˜−(d1−1)P−1+2(d˜+1)θi+1Pm+21 Pn−r+12 P−Kθi+ε
 dm−r+ε+d1(r+1)/2d˜−(d1−1)Pm+21 Pn−r+12 P (2(d˜+1)−K)θiP−1+2(d˜+1)(θi+1−θi)+ε
 dm−r+ε+d1(r+1)/2d˜−(d1−1)Pm+11 Pn−r+12 P−1−2δ+2(d˜+1)(θi−θi+1)+ε
 dm−r+ε+d1(r+1)/2d˜−(d1−1)Pm+11 Pn−r+12 P−1−
3
2
δ.
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On obtient le résultat en sommant sur tous les i avec i ∈ {0, ..., T − 1} et
T  P δ2 .
Ainsi, l’intégrale de S(α) sur les arcs majeurs donne une contribution
négligeable par rapport à d
m−r+ε+ d1(r+1)
2d˜ Pm+11 P
n−r+1
2 P
−1. Nous allons à
présent nous intéresser à la contribution des arcs majeurs.
3.3.4 Les arcs majeurs
Pour des raisons pratiques, nous allons introduire de nouveaux arcs ma-
jeurs. Pour tout θ ∈ [0, 1], a, q ∈ Z, on pose
(3.51) M′a,q(θ) =
{
α ∈ [0, 1] | |αq − a| 6 qd−d1P−1+(d˜+1)θ
}
,
(3.52) M′(θ) =
⋃
q6dP (d˜+1)θ
⋃
06a<q
pgcd(a,q)=1
M′a,q(θ).
Remarquons que ce nouvel ensemble M′(θ) contient M(θ). En effet, si α ∈
M
(1)
a,q(θ) pour un d|q et q 6 dP (d˜+1)θ on a alors q > d et∣∣∣∣α− aq
∣∣∣∣ 6 q−1d−(d1−1)P−1+(d˜+1)θ 6 d−d1P−1+(d˜+1)θ,
donc si aq =
a′
q′ avec pgcd(a
′, q′) = 1, on a alors q′ 6 dP (d˜+1)θ et∣∣αq′ − a′∣∣ 6 q′d−d1P−1+(d˜+1)θ,
et donc α ∈M′a′,q′(θ). D’autre part il est immédiat que M(2)(θ) ⊂M′(θ).
Par ailleurs, si θ0 ∈ [0, 1] vérifie les conditions (3.48) et (3.49), on a le
lemme suivant
Lemme 3.3.17. Pour d1 > 2, les ensembles M′a,q(θ0) sont disjoints deux à
deux.
Démonstration. Supposons qu’il existe α ∈M′a,q(θ0)∩M′a′,q′(θ0), avec (a, q) 6=
(a′, q′). On a alors (puisque pgcd(a, q) = pgcd(a′, q′) = 1) :
1
qq′
6
∣∣∣∣aq − a′q′
∣∣∣∣ 6 ∣∣∣∣aq − α
∣∣∣∣+ ∣∣∣∣α− a′q′
∣∣∣∣ 6 2d−d1P−1+(d˜+1)θ0 .
On aurait donc
1 6 2qq′d−d1P−1+(d˜+1)θ0 6 2d2−d1P−1+3(d˜+1)θ0 6 2P−1+3(d˜+1)θ0 ,
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ce qui est absurde pour P assez grand, car d’après (3.49),
θ0 <
1
5(d˜+ 1)(bd1 + d2)
<
1
3(d˜+ 1)
.
Puisque M(θ0) ⊂M′(θ0), le lemme 3.3.16 implique le résultat suivant :
Lemme 3.3.18. On a l’estimation :
Nd(P1, P2) =
∑
16q6dP (d˜+1)θ0
∑
06a<q
pgcd(a,q)=1
∫
M′a,q(θ0)
Sd(α)dα
+O
(
d
m−r+ε+ d1(r+1)
2d˜ Pm+11 P
n−r+1
2 P
−1−δ
)
.
Par la suite, étant donné α ∈ M′a,q(θ0), on pose α = aq + β, avec |β| 6
d−d1P−1+(d˜+1)θ0 , et on note :
(3.53) Sa,q,d =
∑
b1∈(Z/qZ)r+1
∑
b2∈(Z/qZ)m−r
∑
b3∈(Z/qZ)n−m+1
e
(
a
q
F (db1, b2, b3)
)
et
(3.54) I(β) =
∫
(u,v,w)∈B1×B2×B3
|v|6|u|
e(βF (u,v,w))dudvdw.
On établit alors le lemme suivant ;
Lemme 3.3.19. Soit α ∈M′a,q(θ0). On a alors
Sd(α) = d
m−rPm+11 P
n−r+1
2 q
−(n+2)Sa,q,dI(dd1Pβ)
+O
(
dm−r+1Pm+11 P
n−r+1
2 P
2(d˜+1)θ0P−12
)
.
Démonstration. On remarque dans un premier temps que
(3.55)
Sd(α) =
∑
b1∈(Z/qZ)r+1
∑
b2∈(Z/qZ)m−r
∑
b3∈(Z/qZ)n−m+1
e
(
a
q
F (db1, b2, b3)
)
S3(b1, b2, b3)
où
S3(b1, b2, b3) =
∑
x≡b1(q)
|x|6P1
∑
y≡b2(q)
|y|6d|x|P2
∑
z≡b2(q)
|z|6P2
e(βF (dx,y, z)).
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Soient (x′y′, z′) et (x′′,y′′, z′′) tels que
(qx′ + b1, qy′ + b2, qz′ + b3) ∈ P1B1 × dP1P2B2 × P2B3,
et |qy′ + b2| 6 d|qx′ + b1|P2,
(qx′′ + b1, qy′′ + b2, qz′′ + b3) ∈ P1B1 × dP1P2B2 × P2B3,
et |qy′′ + b2| 6 d|qx′′ + b1|P2,
|x′ − x′′| 6 2, |y′ − y′′| 6 2, |z′ − z′′| 6 2,
On a dans ce cas :
|F (qx′ + b1, qy′ + b2, qz′ + b3)− F (qx′′ + b1, qy′′ + b2, qz′′ + b3)|
 qdd1P d1−11 P d22 + qdd1P d1−11 P d2−12 + qdd1P d11 P d2−12  qdd1P d11 P d2−12 ,
Remarquons que lorsque q > P2, l’égalité du lemme est triviale. En effet,
on a dans ce cas la majoration immédiate :
|Sd(α)|  dm−rPm+11 Pn−r+12
 dm−r+1Pm+11 Pn−r+12 P 2(d˜+1)θ0P−12
car P2 < q 6 dP (d˜+1)θ0 , et d’autre part :
dm−rPm+11 P
n−r+1
2 q
−(n+2)|Sa,q,d||I(dd1Pβ)|  dm−rPm+11 Pn−r+12
 dm−r+1Pm+11 Pn−r+12 P 2(d˜+1)θ0P−12 .
On suppose donc dorénavant que P2 > q. En remplaçant alors S3 par une
intégrale on obtient :
S3(b1, b2, b3) =
∫
|qu˜|6P1
∫
|qv˜|6d|qu˜|P2
∫
|qw˜|6P2
e(βF (dqu˜, qv˜, qw˜))du˜dv˜dw˜
+O
(
q|β|dd1P d11 P (d2−1)2
(
P1
q
)r+1(dP1P2
q
)m−r (P2
q
)n−m+1)
+O
((
P1
q
)r+1(dP1P2
q
)m−r (P2
q
)n−m)
.
En rappelant que |β| 6 d−d1P−1+(d˜+1)θ0 , et en effectuant le changement de
variables
u = qP−11 u˜, v = q(dP1P2)
−1v˜, w = qP−12 w˜,
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on trouve (puisque P = P d11 P
d2
2 )
S3(b1, b2, b3) = d
m−rPm+11 P
n−r+1
2 q
−(n+2)∫
|u|61
∫
|v|6|u|
∫
|w|61
e(βF (dP1u, dP1P2v, P2w))dudvdw
+O
(
q|β|dd1P d11 P (d2−1)2
(
P1
q
)r+1(dP1P2
q
)m−r (P2
q
)n−m+1)
+O
((
P1
q
)r+1(dP1P2
q
)m−r (P2
q
)n−m)
= dm−rPm+11 P
n−r+1
2 q
−(n+2)I(dd1Pβ)
+O
(
dm−r+1Pm+11 P
n−r+1
2 P
−1
2 q
−(n+2)P 2(d˜+1)θ0
)
.
Puis, en remplaçant S3 par cette expression dans (3.55), on obtient le résul-
tat.
En regroupant les lemmes 3.3.18 et 3.3.19, on trouve :
Nd(P1, P2) = d
m−rPm+11 P
n−r+1
2
∑
16q6dP (d˜+1)θ0
q−(n+2)
∑
06a<q
pgcd(a,q)=1
Sa,q,d
∫
|β|6d−d1P−1+(d˜+1)θ0
I(dd1Pβ)dβ
+O
(
dm−r+1Pm+11 P
n−r+1
2 P
2(d˜+1)θ0P−12 Vol(M
′(θ0))
)
+O
(
d
m−r+ε+ d1(r+1)
2d˜ Pm+11 P
n−r+1
2 P
−1−δ
)
.
En remarquant que
Vol(M′(θ0))
∑
16q6dP (d˜+1)θ0
∑
06a<q
pgcd(a,q)=1
d−d1P−1+(d˜+1)θ0  d2−d1P−1+3(d˜+1)θ0 ,
et que∫
|β|6d−d1P−1+(d˜+1)θ0
I(dd1Pβ)dβ = d−d1P−1
∫
|β|6P (d˜+1)θ0
I(β)dβ,
et en notant
(3.56) Sd(Q) =
∑
16q6Q
q−(n+2)
∑
06a<q
pgcd(a,q)=1
Sa,q,d
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et
(3.57) J(φ) =
∫
|β|6φ
I(β)dβ,
on a
(3.58) Nd(P1, P2) = dm−r−d1Pm+1−d11 P
n−r+1−d2
2 Sd(dP
(d˜+1)θ0)J(P (d˜+1)θ0)
+O
(
dm−r+3−d1Pm+11 P
n−r+1
2 P
−1+5(d˜+1)θ0P−12
)
+O
(
d
m−r+ε+ d1(r+1)
2d˜ Pm+11 P
n−r+1
2 P
−1−δ
)
.
Or, d’après (3.49) on a supposé 5(d˜+ 1)θ0 + δ < 1bd1+d2 , donc on obtient :
dm−r+3−d1Pm+11 P
n−r+1
2 P
−1+5(d˜+1)θ0P−12  dm−r+3−d1Pm+11 Pn−r+12 P−1−δ.
On définit à présent
(3.59) Sd =
∞∑
q=1
∑
06a<q
pgcd(a,q)=1
q−(n+2)Sa,q,d,
(3.60) J =
∫
β∈R
I(β)dβ.
Afin de pouvoir remplaçer J(P (d˜+1)θ0) par J dans (3.58), nous allons établir
le lemme ci-dessous :
Lemme 3.3.20. L’intégrale J est absolument convergente, et on a, pour tout
φ assez grand :
|J − J(φ)|  φ−1.
Démonstration. On choisit un élément θ ∈ [0, 1] vérifiant les mêmes condi-
tions (3.48) et (3.49) que θ0. Soit β tel que |β| > φ, on considère P1, P2, P
tels que |β| = P (d˜+1)θ et on prend d = 1. On a alors que P−1β ∈ M0,1(θ),
et d’après le lemme 3.3.19
(3.61) S1(P−1β) = Pm+11 P
n−r+1
2 I(β) +O
(
Pm+11 P
n−r+1
2 P
2(d˜+1)θP−12
)
.
D’autre part, P−1β appartient au bord deM0,1(θ), donc, puisque lesMa,q(θ)
sont disjoints, pour tout ε > 0 arbitrairement petit, on a, par le lemme 3.3.14,
(3.62) S1(P−1β) Pm+21 Pn−r+12 P−Kθ+ε.
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Par conséquent, en regroupant (3.61) et (3.62), on trouve :
|I(β)|  P1P−Kθ+ε +O
(
P−12 P
2(d˜+1)θ
)
= P
b
bd1+d2
−Kθ+ε
+O
(
P
− 1
bd1+d2
+2(d˜+1)θ
)
.
Or on a d’après (3.49) que
1
bd1 + d2
− 2(d˜+ 1)θ > 3(d˜+ 1)θ + δ,
donc
P
− 1
bd1+d2
+2(d˜+1)θ  P−3(d˜+1)θ−δ  |β|−3.
Par ailleurs, d’après (3.48), on a
Kθ − 2(d˜+ 1)θ > 2δ + b
bd1 + d2
,
et donc
P
b
bd1+d2
−Kθ+ε  P−2(d˜+1)θ  |β|−2.
On en déduit donc ∫
|β|>φ
|I(β)|dβ  φ−1.
D’où le résultat du lemme.
De même, pour pouvoir remplaçer Sd(dP (d˜+1)θ0) par Sd dans (3.58), on
établit :
Lemme 3.3.21. Pour d1 > 2, la série Sd est absolument convergente, et on
a, pour tout Q > d assez grand :
|Sd −Sd(Q)|  max{dd1(r+1)/2d˜+ε, d}Q−δ,
pour δ > 0 arbitrairement petit.
Démonstration. On choisit un élément θ ∈ [0, 1] vérifiant les conditions
(3.48) et (3.49). Soit q > Q > d quelconque et a tel que 0 6 a < q et
pgcd(a, q) = 1. On choisit P1, P2 > 1 tels que q = dP (d˜+1)θ avec P = P d11 P d22 .
D’après le lemme 3.3.19, si α = aq , on a
|Sd(α)| = dm−rPm+11 Pn−r+12 q−(n+2)Sa,q,dI(0)
+O
(
dm−r+1Pm+11 P
n−r+1
2 P
2(d˜+1)θP−12
)
.
Par ailleurs, si l’on pose θ′ = θ − ν avec ν > 0 arbitrairement petit, on a
alors que α = aq /∈M(θ′). En effet, supposons qu’il existe a′, q′ tels que d|q′
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q′ 6 dP (d˜+1)θ′ < dP (d˜+1)θ = q, 0 6 a′ < q′, et α ∈ M(1)a′,q′(θ′). Il n’est pas
possible d’avoir aq′ = qa′, car dans ce cas on aurait a
′
q′ =
a
q , avec q
′ < q, ce
qui est absurde puisque pgcd(a, q) = 1. On a alors
1 6 |aq′ − a′q| 6 qd−(d1−1)P−1+(d˜+1)θ′ < d2−d1P−1+2(d˜+1)θ
ce qui est absurde car θ < 1
2(d˜+1)
d’après (3.49) et d1 > 2. De la même
manière, s’il existe a′, q′ tels que q′ 6 P (d˜+1)θ′ < dP (d˜+1)θ = q, 0 6 a′ < q′,
pgcd(a′, q′) = 1 et α ∈M(2)a′,q′(θ′), on a
1 6 |aq′ − a′q| 6 qd−d1P−1+(d˜+1)θ′ < d1−d1P−1+2(d˜+1)θ.
Par conséquent, d’après le lemme 3.3.12, on a
|Sd(α)|  dm−r+ε+d1(r+1)/2d˜Pm+21 Pn−r+12 P−Kθ
′+ε
et on obtient donc (étant donné que I(0)  1), pour ν assez petit :
|Sa,q,d|  qn+2dd1(r+1)/2d˜+εP1P−Kθ′+ε +
(
dqn+2P 2(d˜+1)θP−12
)
 dd1(r+1)/2d˜+εqn+2P bbd1+d2−Kθ+2ε +
(
dqn+2P
2(d˜+1)θ− 1
bd1+d2
)
.
Or, par les conditions (3.48) et (3.49) on a (pour δ = δ′(d˜+ 1))
P
b
bd1+d2
−Kθ+2ε  P−2(d˜+1)θ−δ′(d˜+1)θ = q−2−δ′
P
2(d˜+1)θ− 1
bd1+d2  P−3(d˜+1)θ−δ  q−3.
On a donc
q−(n+2)|Sa,q,d|  dd1(r+1)/2d˜+εq−2−δ′ + dq−3
et ainsi
|Sd −Sd(Q)| 
∑
q>Q
∑
06a<q
pgcd(a,q)=1
q−(n+2)|Sa,q,d|
 max{dd1(r+1)/2d˜+ε, d}
∑
q>Q
∑
06a<q
pgcd(a,q)=1
q−2−δ
′
 max{dd1(r+1)/2d˜+ε, d}Q−δ′ .
Remarque 3.3.22. Remarquons que
Sd(d) d2,
et donc le lemme précédent nous donne une majoration de Sd ;
|Sd|  d2 + max{dd1(r+1)/2d˜+ε, d}d−δ  max{dd1(r+1)/2d˜ , d2}.
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En utilisant les lemmes 3.3.21 et 3.3.20, et en notant
(3.63) σd = dm−r−d1SdJ,
on obtient finalement la proposition 3.3.1.
Remarque 3.3.23. Une démonstration analogue dans le cas où P1 6 P2, et
P2 = P
u
1 , fournit exactement la même estimation de Nd(P1, P2) lorsque
K > max{d1 + ud2, 7(d1 + d2 − 1)}.
3.4 Deuxième étape
Dans cette section nous allons établir, pour un x ∈ Zr+1 fixé , en notant
k = |x|, une formule asymptotique pour
Nd,x(P2) = Card
{
(y, z) ∈ (dkP2B2 × P2B3) ∩ Zn−r+1 | F (dx,y, z) = 0
}
,
lorsque x appartient à un ensemble ouvert particulier que nous préciserons.
À cette fin on pose
(3.64) Sd,x(α) =
∑
y∈Zm−r
|y|6dkP2
∑
z∈Zn−m+1
|z|6P2
e(αF (dx,y, z)),
et on remarque que
Nd,x(P2) =
∫ 1
0
Sd,x(α)dα.
3.4.1 Somme d’exponentielles
En appliquant le même procédé que pour la section 3.3.1, on a, pour x
fixé :
|Sd,x(α)|2d2−1 
(
(dkP2)
m−r)2d2−1−d2 (Pn−m+12 )2d2−1−d2∑
y(1),z(1)
|y(1)|6dkP2
|z(1)|6P2
...
∑
y(d2−1),z(d2−1)
|y(d2−1)|6dkP2
|z(d2−1)|6P2
n+1∏
j=r+1
min
{
Hj ,
∣∣∣∣∣∣αγd,x,j ((y(i), z(i))i∈{1,...,d2−1})∣∣∣∣∣∣−1}
avec
Hj =
{
dkP2 si j ∈ {r + 1, ...,m}
P2 si j ∈ {m+ 1, ..., n+ 1} ,
γd,x,j
(
(y(i), z(i))i∈{1,...,d2−1}
)
=
∑
i=(i1,...,id2−1)∈{r+1,...,n+1}d2−1
Fdx,i,ju
(1)
i1
...u
(d2−1)
id2−1
,
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où
ui =
{
yi si i ∈ {r + 1, ...,m}
zi si i ∈ {m+ 1, ..., n+ 1} ,
et les coefficients Fdx,i,j sont symétriques en (i, j) ∈ {r + 1, ..., n + 1}d2 . À
partir de là, on montre, comme dans la section 3.3.1 (voir formule (3.36))
que
|Sd,x(α)|2d2−1 
(
(dkP2)
m−r+ε)2d2−1−d2+1 (Pn−m+1+ε2 )2d2−1−d2+1
Md,x
(
α, dkP2, P2, (dkP2)
−1, P−12
)
,
où l’on a noté pour tous réels strictement positifs H1, H2, B1, B2 :
Md,x
(
α,H1, H2, B
−1
1 , B
−1
2
)
= card
{
(y(1), z(1), ...,y(d2−1), z(d2−1)) | |y(i)| 6 H1,
|z(i)| 6 H2, et, ∀j ∈ {r+1, ...,m}
∣∣∣∣∣∣αγd,x,j ((y(i), z(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 B−11
∀j ∈ {m+ 1, ..., n+ 1}
∣∣∣∣∣∣αγd,x,j ((y(i), z(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 B−12 } .
On en déduit :
Lemme 3.4.1. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au
moins des assertions suivantes est vérifiée :
1. |Sd,x(α)|  (dk)m−r+εPn+1−r+ε2 P−κ,
2. Md,x
(
α, dkP2, P2, (dkP2)
−1, P−12
) ((dkP2)m−r)d2−1 (Pn−m+12 )d2−1 P−2d2−1κ.
Or, pour (y(i), z(i))i∈{1,...,d2−2} fixés, le réseau défini par les (y
(d2−1), z(d2−1))
et les formes linéaires αγd,x,j est symétrique (i.e. si γd,x,j(u) =
∑
l∈{r+1,...,n+1} λj,lul,
alors λj,l = λl,j). On peut donc appliquer le lemme 3.3.7, avec des paramètres
aj , Z1, Z2 bien choisis.
On pose
Z2 = 1
Z1 = P
−1
2 P
θ
∀j ∈ {r + 1, ...,m}, aj = dkP2
∀j ∈ {m+ 1, ..., n+ 1}, aj = P2
,
avec θ tel que P θ 6 P2 de sorte que
∀j ∈ {r + 1, ...,m}, ajZ2 = dkP2 a−1j Z2 = (dkP2)−1
∀j ∈ {m+ 1, ..., n+ 1}, ajZ2 = P2 a−1j Z2 = P−12
∀j ∈ {r + 1, ...,m}, ajZ1 = dkP θ a−1j Z1 = (dk)−1P−22 P θ
∀j ∈ {m+ 1, ..., n+ 1}, ajZ1 = P θ a−1j Z1 = P−22 P θ.
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Puis, on réitère ce procédé avec (y(d2−i), z(d2−i)), pour i ∈ {2, ..., d2−1},
en choisissant :
Z2 = P
− (i−1)
2
2 P
(i−1)θ
2
Z1 = P
− (i+1)
2
2 P
(i+1)θ
2
∀j ∈ {r + 1, ...,m}, aj = dkP
(i+1)
2
2 P
− (i−1)θ
2
∀j ∈ {m+ 1, ..., n+ 1}, aj = P
(i+1)
2
2 P
− (i−1)θ
2
,
de sorte que
∀j ∈ {r + 1, ...,m}, ajZ2 = dkP2 a−1j Z2 = (dk)−1P−i2 P (i−1)θ
∀j ∈ {m+ 1, ..., n+ 1}, ajZ2 = P2 a−1j Z2 = P−i2 P (i−1)θ
∀j ∈ {r + 1, ...,m}, ajZ1 = dkP θ a−1j Z1 = (dk)−1P−(i+1)2 P iθ
∀j ∈ {m+ 1, ..., n+ 1}, ajZ1 = P θ a−1j Z1 = P−(i+1)2 P iθ.
On obtient alors finalement :
Md,x
(
α, dkP2, P2, (dkP2)
−1, P−12
)

(
P2
P θ
)(d2−1)(n−r+1)
Md,x
(
α, dkP θ, P θ, (dk)−1P−d22 P
(d2−1)θ, P−d22 P
(d2−1)θ
)
.
On remarque par ailleurs (en utilisant le lemme 3.3.10) que
Md,x
(
α, dkP θ, P θ, (dk)−1P−d22 P
(d2−1)θ, P−d22 P
(d2−1)θ
)
 (dk)(d2−1)(m−r)Md,x
(
α, P θ, P θ, (dk)−1P−d22 P
(d2−1)θ, P−d22 P
(d2−1)θ
)
On a donc le lemme suivant :
Lemme 3.4.2. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au
moins des assertions suivantes est vérifiée :
1. |Sd,x(α)|  (dk)m−r+εPn+1−r+ε2 P−κ,
2.
Md,x
(
α, P θ, P θ, (dk)−1P−d22 P
(d2−1)θ, P−d22 P
(d2−1)θ
)

(
P θ
)(n−r+1)(d2−1)
P−2
d2−1κ.
Remarquons à présent que s’il existe j0 ∈ {r + 1, ..., n + 1} tel que
γd,x,j0
(
(y(i), z(i))i∈{1,...,d2−1}
) 6= 0 pour un certain (y(i), z(i))i∈{1,...,d2−1} tel
que |y(i)| 6 P θ, |z(i)| 6 P θ pour tout i ∈ {1, ..., d2 − 1}, et∣∣∣∣∣∣αγd,x,j0 ((y(i), z(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 P−d22 P (d2−1)θ,
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alors en posant q = γd,x,j0
(
(y(i), z(i))i∈{1,...,d2−1}
)
, on a q  dd1kd1P (d2−1)θ
et il existe a tel que
|αq − a| 6 P−d22 P (d2−1)θ.
Quitte à changer θ, on peut supposer q 6 dd1kd1P (d2−1)θ, 0 6 a < q,
pgcd(a, q) = 1 et 2|αq − a| 6 P−d22 P (d2−1)θ. Dans ce qui suit, on posera
(3.65) Md,xa,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 P−d22 P (d2−1)θ
}
,
(3.66) Md,x(θ) =
⋃
q6dd1kd1P (d2−1)θ
⋃
06a<q
pgcd(a,q)=1
Md,xa,q (θ).
On en déduit donc :
Lemme 3.4.3. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au
moins des assertions suivantes est vérifiée :
1. |Sd,x(α)|  (dk)m−r+εPn+1−r+ε2 P−κ,
2. le réel α appartient à Md,x(θ),
3.
Card
{
(y(i), z(i))i∈{1,...,d2−1}, |y(i)| 6 P θ, |z(i)| 6 P θ,
et ∀j ∈ {r + 1, ..., n+ 1}, γd,x,j
(
(y(i), z(i))i∈{1,...,d2−1}
)
= 0
}

(
P θ
)(n−r+1)(d2−1)
P−2
d2−1κ.
On définit à présent, pour x fixé :
(3.67) V ∗2,x =
{
(y, z) ∈ Cn−r+1 | ∀j ∈ {r + 1, ...,m}, ∂F
∂yj
(x,y, z) = 0
et ∀k ∈ {m+ 1, ..., n+ 1}, ∂F
∂zk
(x,y, z) = 0
}
.
Remarquons que, puisque F est homogème de degré d1 en (x,y), on a pour
tous j, k :
∂F
∂yj
(dx, dy, z) = dd1−1
∂F
∂yj
(x,y, z)
∂F
∂zk
(dx, dy, z) = dd1
∂F
∂zk
(x,y, z)
et donc l’application (y, z) 7→ (dy, z) réalise un isomorphisme de V ∗2,dx sur
V ∗2,x, donc en particulier :
dimV ∗2,dx = dimV
∗
2,x.
3.4. DEUXIÈME ÉTAPE 137
On note par ailleurs :
(3.68) Aλ2 =
{
x ∈ Cr+1 | dimV ∗2,x < dimV ∗2 − (r + 1) + λ
}
,
où λ ∈ N est un paramètre que nous préciserons ultérieurement. Par abus
de langage on notera
Aλ2(Z) = Aλ2 ∩ Zr+1.
Supposons à présent que x ∈ Aλ2(Z) et que l’assertion 3 du lemme 3.4.3
est vérifiée. Posons par ailleurs K2 = κ/θ. Si L2,d,x est la sous-variété affine
de A(n−r+1)(d2−1) définie par les n− r + 1 équations
γd,x,j
(
(y(i), z(i))i∈{1,...,d2−1}
)
= 0,
on a alors, d’après la démonstration de [Br, Théorème 3.1] :
dimL2,d,x > (n− r + 1)(d2 − 1)− 2d2−1K2.
On considère d’autre part l’intersection avec la diagonale
D2 :
{
y(1) = ... = y(d2−1)
z(1) = ... = z(d2−1)
.
On a, sous la condition 3,
dim(L2,d,x ∩ D2) > dimL2,d,x − (n− r + 1)(d2 − 2)
> n− r + 1− 2d2−1K2.
On remarque par ailleurs que L2,d,x ∩ D2 est isomorphe à V ∗2,dx, et donc,
puisque x ∈ Aλ2(Z), et dimV ∗2,dx = dimV ∗2,x, on obtient
2d2−1K2 > n− r + 1− dimV ∗2,x > n+ 2− dimV ∗2 − λ.
On posera donc dorénavant
(3.69) K2 = (n+ 2− dimV ∗2 − λ)/2d2−1
et le lemme 3.4.3 devient alors :
Lemme 3.4.4. Si x ∈ Aλ2(Z) et si ε > 0 est un réel arbitrairement petit,
l’une au moins des assertions suivantes est vérifiée :
1. |Sd,x(α)|  (dk)m−r+εPn+1−r+ε2 P−K2θ,
2. le réel α appartient à Md,x(θ).
Pour tout le reste de cette section on fixera P = P2. Avant d’aller plus
loin, nous établissons une propriété de l’ensemble Aλ2
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Proposition 3.4.5. L’ensemble Aλ2 est un ouvert de Zariski de Ar+1C , et de
plus, on a
Card
{
x ∈ [−P1, P1]r+1 ∩ (Aλ2)c ∩ Zr+1
}
 P r+1−λ1 .
Remarquons que ceci implique que l’ouvert Aλ2 est non vide lorsque λ > 0.
Démonstration. On commence par montrer que {x ∈ Ar+1C | dimV ∗2,x > λ}
est un fermé de Zariski de Ar+1C .
Notons Y le fermé de Ar+1C ×Pn−rC définit par :
Y =
{
(x,y, z) ∈ Ar+1C ×Pn−rC | ∀j ∈ {m+ 1, ..., n+ 1},
∂F
∂yj
(x,y, z) = 0
et ∀k ∈ {m+ 1, ..., n+ 1}, ∂F
∂zk
(x,y, z) = 0
}
.
La projection canonique
pi : Y ⊂ Ar+1C ×Pn−rC → Ar+1C ,
est un morphisme projectif, donc fermé. Par conséquent, d’après [G-D, Co-
rollaire 13.1.5],
{x ∈ Ar+1C | dimYx > λ− 1}
est un fermé, et puisque dimYx = dimV ∗2,x − 1, l’ensemble
{x ∈ Ar+1C | dimV ∗2,x > λ}
est un fermé de Zariski de Ar+1C .
Nous allons à présent montrer que dim(Aλ2)c 6 r + 1 − λ. On remarque
que
Y ∩ ((Aλ2)c ×Pn−rC ) =
⊔
x∈(Aλ2 )c
pi−1(x).
On a alors
dim(Aλ2)c + dimV ∗2 − (r + 1) + λ− 1 6 dimY = dimV ∗2 − 1,
ce qui implique
dim(Aλ2)c 6 r + 1− λ,
et donc
card{x ∈ [−P1, P1]r+1 ∩ (Aλ2)c(Z)}  P r+1−λ1
(cf. démonstration de [Br, Théorème 3.1]).
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3.4.2 Méthode du cercle
On fixe à présent un réel θ ∈ [0, 1]. On suppose de plus que
(3.70) K2 > 2(d2 − 1).
On notera
(3.71) φ(d, k, θ) = (dk)d1P (d2−1)θ2 ,
(3.72) ∆2(θ,K2) = θ(K2 − 2(d2 − 1))
Nous allons à présent, comme dans la section précédente, séparer l’inté-
grale sur [0, 1] de S(α) en intégrales sur les arcs majeurs et les arcs mineurs.
Commençons par traiter le cas des arcs mineurs.
Lemme 3.4.6. Pour tout x ∈ Aλ2(Z), on a la majoration :∫
α/∈Md,x(θ)
|Sd,x(α)|dα (dk)d1+m−r+εPn+1−r−d2−∆2(θ,K2)+ε2 .
Démonstration. On considère une subdivision de l’intervalle [0, 1]
0 < θ = θ0 < θ1 < ... < θT−1 < θT = 1
telle que
(3.73) 2(θi+1 − θi)(d2 − 1) < ε
et T  P ε2 pour ε > 0 arbitrairement petit (et P2 assez grand). Puisque
x ∈ Aλ2(Z), le lemme 3.4.4 donne∫
α/∈Md,x(θT )
|Sd,x(α)|dα (dk)m−r+εPn+1−r−K2θT+ε2
 (dk)m−r+εPn+1−r−d2−∆2(θ,K2)+ε2 .
Par ailleurs, on remarque que
Vol
(
Md,x(θ)
)

∑
q6φ(d,k,θ)
∑
06a<q
pgcd(a,q)=1
q−1P−d2+(d2−1)θ2
 (dk)d1P−d2+2(d2−1)θ2 .
On a alors pour tout i ∈ {0, ..., T − 1} :∫
α∈Md,x(θi+1)\Md,x(θi)
|Sd,x(α)|dα
 (dk)m−r+εPn+1−r−K2θi+ε2 Vol
(
Md,x(θi+1)
)
 (dk)m−r+d1+εPn+1−r−K2θi+ε−d2+2(d2−1)θi+12
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Or,
2θi+1(d2 − 1)−K2θi = 2(θi+1 − θi)(d2 − 1)−∆2(θi,K2) < ε−∆2(θ,K2)
et donc∫
α∈Md,x(θi+1)\Mx(θi)
|Sd,x(α)|dα (dk)m−r+d1+εPn+1−r−d2−∆2(θ,K2)+ε2
et on obtient le résultat souhaité en sommant sur les i ∈ {0, ..., T − 1}.
On définit à présent la nouvelle famille d’arcs majeurs :
(3.74) M
′d,x
a,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 qP−d2+(d2−1)θ2
}
,
(3.75) M
′d,x(θ) =
⋃
q6(dk)d1P (d2−1)θ
⋃
06a<q
pgcd(a,q)=1
M
′d,x
a,q (θ).
Lemme 3.4.7. Si l’on suppose (dk)2d1P−d2+3θ(d2−1)2 < 1, alors les arcs
majeurs Mx′a,q(θ) sont disjoints deux à deux.
Démonstration. Supposons qu’il existe α ∈M′d,xa,q (θ)∩M
′d,x
a′,q′(θ) pour (a, q) 6=
(a′, q′), q, q′ 6 φ(d, k, θ), 0 6 a < q, 0 6 a′ < q′ et pgcd(a, q) = pgcd(a′, q′) =
1. On a alors
1
qq′
6
∣∣∣∣aq − a′q′
∣∣∣∣ 6 P−d2+θ(d2−1)2
et donc
1 6 qq′P−d2+θ(d2−1)2 6 (dk)2d1P
−d2+3θ(d2−1)
2 ,
d’où le résultat.
Remarquons que puisque Md,x(θ) ⊂M′d,x(θ), d’après le lemme ??, on a
le résultat suivant :
Lemme 3.4.8. Soit x ∈ Aλ2(Z), on a alors que :
Nd,x(P2) =
∑
q6φ(d,k,θ)
∑
06a<q
pgcd(a,q)=1
∫
α∈M′d,xa,q (θ)
Sd,x(α)dα
+O
(
(dk)d1+m−r+εPn+1−r−d2−∆2(θ,K2)+ε2
)
.
On considère à présent x ∈ Zr+1 quelconque, et on suppose α ∈M′d,xa,q (θ).
On pose β = α − aq et donc |β| 6 12P
−d2+(d2−1)θ
2 . On a alors le lemme ci-
dessous :
3.4. DEUXIÈME ÉTAPE 141
Lemme 3.4.9. On a l’estimation
Sd,x(α) = (dk)
m−rPn−r+12 q
−(n−r+1)Sa,q,d(x)Ix(dd1P d22 β)
+O
(
(dk)2d1+m−rPn−r+2θ(d2−1)2
)
,
avec
(3.76) Sa,q,d(x) =
∑
(b2,b3)∈(Z/qZ)m−r×(Z/qZ)n−m+1
e
(
a
q
F (dx, b2, b3)
)
,
(3.77) Ix(β) =
∫
(v,w)∈[−1,1]m−r×[−1,1]n−m+1
e (βF (x, kv,w)) dvdw.
Démonstration. Lorsque P2 < q, l’égalité est trivialement vérifiée car alors
le terme d’erreur est dominant. En effet, dans ce cas, on observe que :
|Sd,x(α)|  (dk)m−rPn−r+12  (dk)m−rPn−r2 q
 (dk)2d1+m−rPn−r+2θ(d2−1)2 ,
et
(dk)m−rPn−r+12 q
−(n−r+1)|Sa,q,d(x)||Ix(dd1P d22 β)|
 (dk)m−rPn−r+12  (dk)2d1+m−rPn−r+2θ(d2−1)2 ,
d’où le résultat. Nous supposerons donc dorénavant que q < P2. On peut
écrire
(3.78)
Sd,x(α) =
∑
(b2,b3)∈(Z/qZ)m−r×(Z/qZ)n−m+1
e
(
a
q
F (dx, b2, b3)
)
S3(b2, b3),
où
S3(b2, b3) =
∑
y≡b2(q)
|y|6dkP2
∑
z≡b3(q)
|z|6P2
e (βF (dx,y,y)) .
Si l’on considère qy′+b2, qy′′+b2 ∈ [−dkP2, dkP2] et qz′+b3, qz′′+b3 ∈
[−P2, P2] avec
|y′ − y′′|  1, |z′ − z′′|  1,
on a∣∣F (dx, qy′ + b2, qz′ + b3)− F (dx, qy′′ + b2, qz′′ + b3)∣∣ q(dk)d1P d2−12 .
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Ainsi :
S3(b2, b3) =
∫
qv˜∈[−dkP2,dkP2]m−r
qw˜∈[−P2,P2]n−m+1
e (βF (dx, qv˜, qw˜)) dv˜dw˜
+O
(
q|β|(dk)d1P d2−12
(
dkP2
q
)m−r (P2
q
)n−m+1)
+O
((
dkP2
q
)m−r (P2
q
)n−m)
.
En rappelant que |β| 6 12P
−d2+(d2−1)θ
2 , q 6 φ(d, k, θ) = (dk)d1P (d2−1)θ et en
considérant le changement de variables qv˜ = dkP2v, qw˜ = P2w on trouve
(dk)m−rPn−r+12 q
−(n−r+1)Ix(dd1P d22 β)
+O
(
q−(n−r)(dk)m−r+d1Pn−r+(d2−1)θ2
)
.
En remplaçant S3 par cette nouvelle expression dans (3.78), on obtient le
résultat.
On pose dorénavant
(3.79) φ˜(P2, θ) =
1
2
P
θ(d2−1)
2 ,
(3.80) η(θ) = 1− 5θ(d2 − 1).
Lemme 3.4.10. Pour x ∈ Aλ2(Z), et ε > 0 arbitrairement petit, on a l’es-
timation suivante :
Nd,x(P2) = (dk)
m−rPn−r+1−d22 Sd,x(φ(d, k, θ))Jd,x(φ˜(P2, θ))
+O
(
(dk)d1+m−r+εPn−r+1−d2−∆2(θ,K2)+ε2
)
+O
(
(dk)4d1+m−rPn−r+1−d2−η(θ)2
)
,
où
(3.81) Sd,x(Q) =
∑
q6Q
q−(n−r+1)
∑
06a<q
pgcd(a,q)=1
Sa,q,d(x),
(3.82) Jd,x(φ) =
∫
|β|6φ
Ix(d
d1β)dβ.
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Démonstration. On notera
E1 = (dk)
d1+m−r+εPn−r+1−d2−∆2(θ,K2)+ε2 ,
E2 = (dk)
2d1+m−rPn−r+2θ(d2−1)2 Vol
(
M
′d,x(θ)
)
.
D’après les lemmes 3.4.9 et 3.4.8, on a :
Nd,x(P2) = (dk)
m−rPn−r+12
∑
q6φ(d,k,θ)
q−(n−r+1)
∑
06a<q
pgcd(a,q)=1
Sa,q,d(x)
∫
|β|6P−d22 φ˜(P2,θ)
Ix(d
d1P d22 β)dβ +O(E1) +O(E2).
Par un changement de variable, on a∫
|β|6P−d22 φ˜(P2,θ)
Ix(d
d1P d22 β)dβ = P
−d2
2
∫
|β|6φ˜(P2,θ)
Ix(d
d1β)dβ
= P−d22 Jd,x(φ˜(P2, θ)).
On remarque par ailleurs que
Vol
(
M
′x(θ)
)

∑
q6φ(d,k,θ)
∑
06a<q
pgcd(a,q)=1
P
−d2+(d2−1)θ
2
 (dk)2d1P−d2+3(d2−1)θ2 ,
et donc
E2  (dk)4d1+m−rPn−r−d2+5θ(d2−1)2 = (dk)4d1+m−rPn−r+1−d2−η(θ)2 ,
ce qui clôt la démonstration du lemme.
Par la suite, on pose
(3.83) Sd,x =
∞∑
q=1
q−(n−r+1)
∑
06a<q
pgcd(a,q)=1
Sa,q(x),
(3.84) Jd,x =
∫
R
Ix(d
d1β)dβ.
Lemme 3.4.11. Soit x ∈ Aλ2(Z), et ε > 0 arbitrairement petit. On suppose
par ailleurs que d2 > 2. L’intégrale Jd,x est absolument convergente, et on
a :
|Jd,x(φ˜(P2, θ))− Jd,x|  P θ((d2−1)−K2)2 max {P ε2 , (dk)ε} .
On a de plus |Jd,x|  (dk)ε.
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Démonstration. On considère β tel que |β| > φ˜(P2, θ). On choisit alors des
paramètres P et θ′ tels que
(3.85) |β| = 1
2
P θ
′(d2−1),
(3.86) P−K2θ
′
= P−1+2θ
′(d2−1)(dk)2d1 .
Remarquons que ces deux égalités impliquent
(3.87) θ′ =
log(2|β|)
(d2 − 1)
((
2 + K2(d2−1)
)
log(2|β|) + 2d1 log(dk)
)
donc en particulier
(3.88) θ′  min
{
1,
log(2|β|)
log(dk)
}
.
Par ailleurs, l’égalité (3.86) implique
P−2+4θ
′(d2−1)(dk)4d1 < 1,
donc, pour d2 > 2,
P−d2+3θ
′(d2−1)(dk)2d1 < 1,
et ainsi, d’après le lemme 3.4.7, les arcs majeurs Md,xa,q (θ′) correspondant à
P et θ′ sont disjoints deux à deux. Le réel P−d2β appartient au bord de
M0,1(θ
′), et donc par le lemme 3.4.4, on a l’estimation :
|Sd,x(P−d2β)|  (dk)m−rPn−r+1−K2θ′+ε.
D’autre part, le lemme 3.4.9 donne :
Sd,x(P
−d2β) = (dk)m−rPn−r+1I(dd1β) +O
(
(dk)m−r+2d1Pn−r+2θ
′(d2−1)
)
.
On a ainsi :
|I(dd1β)|  P−K2θ′+ε + (dk)2d1P−1+2θ′(d2−1)
 P−K2θ′+ε
 |β|−
K2
(d2−1) +
ε
θ′(d2−1) .
Remarquons que, puisque θ′  min
{
1, log(2|β|)log(dk)
}
,
|β|
ε
θ′(d2−1)  max{|β|ε′ , (dk)ε′},
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pour ε′ > 0 arbitrairement petit. On a donc
|Jd,x(φ˜(θ))− Jd,x| 
∫
|β|> ˜φ(θ)
|β|−
K2
(d2−1) max{|β|ε′ , (dk)ε′}dβ
 φ˜(θ)1−
K2
(d2−1) max{φ˜(θ)ε′ , (dk)ε′}
 P θ(d2−1−K2)2 max{P ε
′′
2 , (dk)
ε′′},
avec ε′′ arbitrairement petit.
D’autre part, en choisissant P2  1, cette inégalité donne
|Jd,x(φ˜(θ))− Jd,x|  (dk)ε′′ ,
et puisque |Jd,x(φ˜(θ))|  1 lorsque P2  1, on a immédiatement
|Jd,x|  (dk)ε′′ .
Lemme 3.4.12. Soit x ∈ Aλ2(Z), et ε > 0 arbitrairement petit. On suppose
par ailleurs que d2 > 2. La série Sx est absolument convergente, et on a :
|Sd,x(φ(d, k, θ))−Sd,x|  (dk)2d1+εP θ(2(d2−1)−K2)2 .
On a de plus |Sd,x|  (dk)2d1+ε.
Pour démontrer ce lemme on introduit pour x fixé et P > 1 la nouvelle
série génératrice :
S′d,x(α) =
∑
|y|6P
∑
|z|6P
e (αF (dx,y, z)) .
De la même manière que pour le lemme 3.4.4, on établit :
Lemme 3.4.13. Si ε > 0 est un réel arbitrairement petit, l’une au moins
des assertions suivantes est vérifiée :
1. |S′d,x(α)|  Pn+1−r+ε−K2θ,
2. le réel α appartient à Md,x(θ).
Démonstration du lemme 3.4.12. Soit q > φ(d, k, θ) et α = aq avec 0 6 a < q
et pgcd(a, q) = 1. On a alors que Sa,q,d(x) = S′d,x(α) avec P = q. On consi-
dère θ′ tel que q = (dk)d1q(d2−1)θ′ . Si θ′′ = θ′ − ν pour ν > 0 arbitrairement
petit, on a alors que α /∈ Md,x(θ′′). En effet s’il existait a′, q′ ∈ Z tels que
0 6 a′ < q′, pgcd(a′, q′) = 1, q′ 6 (dk)d1qθ′′(d2−1) < q et α ∈ Md,xa′,q′(θ′′), on
aurait alors
1 6 |aq′ − a′q| < q1−d2+θ′(d2−1),
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ce qui est absurde pour d2 > 2. On a donc, d’après le lemme précédent :
|Sa,q,d(x)|  qn+1−r+ε−K2θ′ .
Par conséquent
|Sd,x(φ(d, k, θ))−Sd,x| 
∑
q>φ(d,k,θ)
q−(n−r+1)
∑
06a<q
|Sa,q,d(x)|

∑
q>φ(d,k,θ)
q−(n−r+1)
∑
06a<q
qn+1−r+ε−K2θ
′

∑
q>φ(d,k,θ)
q
− K2
(d2−1) +1+ε(dk)
d1K2
(d2−1)
 (dk)
d1K2
(d2−1)φ(d, k, θ)
− K2
(d2−1) +2+ε
 (dk)2d1+εP θ(2(d2−1)−K2)+ε2
Par ailleurs, en prenant P2  1 cette majoration donne :
|Sd,x(φ(d, k, θ))−Sd,x|  (dk)2d1+ε,
et en considérant la majoration triviale |Sd,x(φ(d, k, θ))|  (dk)2d1 , on
trouve finalement
|Sd,x|  (dk)2d1+ε.
On déduit des lemmes 3.4.10, 3.4.12 et 3.4.11 le résultat suivant :
Lemme 3.4.14. Soit x ∈ Aλ2(Z). On suppose fixés θ ∈ [0, 1] et P2 > 1 tels
que (dk)2d1P−d2+3θ(d2−1)2 < 1. On suppose de plus que K2 > 2(d2− 1). On a
alors que
Nd,x(P2) = Sd,xJd,x(dk)
m−rPn−r+1−d22 +O(E2) +O(E3),
avec
E2 = (dk)
4d1+m−rPn−r+1−d2−η(θ)2 ,
E3 = (dk)
2d1+m−r+εPn−r+1−d2−∆2(θ,K2)+ε2
et ε > 0 arbitrairement petit.
Démonstration. Nous avons déjà vu avec le lemme 3.4.10
Nd,x(P2) = (dk)
m−rPn−r+1−d22 Sd,x(φ(d, k, θ))Jd,x(φ˜(θ))+O(E1)+O(E2),
où
E1 = (dk)
d1+m−r+εPn−r+1−d2−∆2(θ,K2)+ε2  E3.
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Par ailleurs, d’après les lemmes 3.4.12 et 3.4.11, on a∣∣∣Sd,x(φ(d, k, θ))Jd,x(φ˜(θ))−Sd,xJd,x∣∣∣
6 |Sd,x(φ(d, k, θ))−Sd,x| |Jd,x|+ |Sd,x(φ(d, k, θ))|
∣∣∣Jd,x(φ˜(θ))− Jd,x∣∣∣
 (dk)2d1+2εP θ(2(d2−1)−K2)2 + (dk)2d1+εP θ((d2−1)−K2)2 max {P ε2 , (dk)ε}
et en multlipliant cette inégalité par (dk)m−rPn−r+1−d22 on obtient un terme
d’erreur
(dk)2d1+m−r+εPn−r+1−d2−∆2(θ,K2)+ε2 = E3,
d’où le résultat.
En fixant θ > 0 tel que θ < 15(d2−1) (de sorte que η(θ) > 0), on obtient le
corollaire suivant :
Corollaire 3.4.15. Soit x ∈ Aλ2(Z). On suppose que K2 > 2(d2 − 1). Il
existe alors un réel δ > 0 arbitrairement petit tel que :
Nd,x(P2) = Sd,xJd,x(dk)
m−rPn−r+1−d22 +O
(
(dk)m−r+4d1Pn−r+1−d2−δ2
)
,
uniformément pour tout k < d−1P
d2−1
2d1
2 .
Remarque 3.4.16. La condition d’uniformité k < d−1P
d2−1
2d1
2 découle de la
condition (dk)2d1P−d2+3θ(d2−1)2 < 1 du lemme 3.4.14.
Dans ce qui va suivre, pour P2 = P u1 , avec u > 1 on introduit la fonction
(3.89) g2(u, δ) =
(
1− 5d1
u
− δ
)−1
5(d2 − 1)
(
3d1
u
+ 2δ
)
,
ainsi que
(3.90) Nd,2(P1, P2) = Card
{
(x,y, z) ∈ Zn+2 | x ∈ Aλ2(Z), |x| 6 P1,
|y| 6 d|x|P2, |z| 6 P2, F (dx,y, z) = 0} .
On a alors le résultat ci-dessous :
Proposition 3.4.17. On suppose K2 > 2(d2 − 1), d2 > 2, P2 = P u1 avec u
supposé strictement supérieur à 5d1, et de plus que
K2 − 2(d2 − 1) > g2(u, δ).
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Alors :
Nd,2(P1, P2) =
 ∑
x∈P1B1∩Aλ2 (Z)
Sd,xJd,xd
m−r|x|m−r
Pn−r+1−d22
+O
(
dm−r+5d1Pm+1−d11 P
n−r+1−d2−δ
2
)
,
pour δ > 0 arbitrairement petit.
Démonstration. Nous poserons ici P = P d11 P
d2
2 . Commençons par démontrer
que la propriété est vraie lorsque d2d1 > PP
− 3
5
−δ
2 . Dans ce cas on observe
que d’une part (en utilisant les lemmes 3.4.12 et 3.4.11) : ∑
x∈P1B1∩Aλ2 (Z)
Sd,xJd,xd
m−r|x|m−r
Pn−r+1−d22
 dm−r+2d1+2εPm+11 Pn−r+1−d22
 dm−r+5d1Pm+11 Pn−r+1−d22 d−2d1
 dm−r+5d1Pm+1−d11 Pn−r+1−d2−δ2
et d’autre part :
Nd,2(P1, P2) dm−rPm+11 Pn−r+12
 dm−r+5d1Pm+11 Pn−r+12 P−
5
2P
3
2
+ 5δ
2
2
 dm−r+5d1Pm+1−d11 Pn−r+1−d2−δ2 .
L’égalité du lemme est donc vérifiée.
Supposons à présent que d2d1 6 PP−
3
5
−δ
2 . Si θ est tel que
(3.91) d2d1P 2d11 P
−d2+3θ(d2−1)
2 < 1,
alors d’après le lemme 3.4.14 :
Nd,2(P1, P2) =
 ∑
x∈P1B1∩Aλ2 (Z)
Sd,xJd,xd
m−r|x|m−r
Pn−r+1−d22 +O(E2)+O(E3),
avec
E2 =
∑
x∈P1B1∩Aλ2 (Z)
(d|x|)4d1+m−rPn−r+1−d2−η(θ)2
 d4d1+m−rP 4d1+m+11 Pn−r+1−d2−η(θ)2
= d4d1+m−rPm+1−d11 P
n−r+1+ 5d1
u
−d2−η(θ)
2 .
3.4. DEUXIÈME ÉTAPE 149
et
E3 =
∑
x∈P1B1∩Aλ2 (Z)
(d|x|)2d1+m−r+εPn−r+1−d2−∆2(θ,K2)+ε2
 d2d1+m−r+εPm+1−d11 P
n−r+1−d2+ 3d1u −∆2(θ,K2)+2ε
2 .
Rappelons que η(θ) = 1− 5θ(d2 − 1). On choisit alors
θ =
1
5(d2 − 1)
(
1− 5d1
u
− δ
)
,
de sorte que d’une part, en utilisant l’inégalité d2d1 6 PP−
3
5
+δ
2 on a :
d2d2P 2d11 P
−d2+3θ(d2−1)
2 = d
2d2P 2d11 P
−d2+ 35 (1−
5d1
u
−δ)
2 = d
2d2P−1P
3
5
(1−δ)
2 6 P−δ,
la condition (3.91) est donc satisfaite, et on a de plus
5d1
u
− η(θ) = −δ.
On a par ailleurs, puisque K2 − 2(d2 − 1) > g2(u, δ),
K2 − 2(d2 − 1) > θ−1
(
3d1
u
+ 2δ
)
,
et donc
∆2(θ,K2)− 3d1
u
> 2δ,
d’où le résultat.
3.4.3 Le cas d2 = 1
Lorsque d2 = 1, on peut obtenir des résultats semblables à ceux du corol-
laire 3.4.15 et de la proposition 3.4.17 en utilisant des résultats de géométrie
des réseaux. On introduit la définition suivante issue de [Wi, Definition 2.1] :
Définition 3.4.18. Soit S un sous-ensemble de Rn, et soit c un entier
tel que 0 6 c 6 n. Pour M ∈ N et L > 0, on dit que S appartient à
Lip(n, c,M,L) s’il existe M applications φ : [0, 1]n−c → Rn vérifiant :
||φ(x)− φ(y)||2 6 L||x− y||2,
||.||2 désignant la norme euclidienne, telles que S soit recouvert par les images
de ces applications.
On a le résultat suivant (cf. [M-V, Lemme 2]) :
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Lemme 3.4.19. Soit S ⊂ Rn un ensemble bordé dont le bord ∂S appartient
à Lip(n, 1,M,L). L’ensemble S est alors mesurable et si Λ est un réseau de
Rn de premier minimum successif λ1, on a∣∣∣∣card(S ∩ Λ)− Vol(S)det(Λ)
∣∣∣∣ 6 c(n)M ( Lλ1 + 1
)n−1
,
où c(n) est une constante ne dépendant que de n.
Soit x ∈ Aλ2(Z) fixé (pour un entier λ tel que λ 6 n + 2 − dimV ∗2 )
de norme |x| = k. Puisque d2 = 1 le polynôme F (dx,y, z) est une forme
linéaire en (y, z) que l’on peut réécrire
F (dx,y, z) =
m∑
j=r+1
Aj(dx)yj +
n+1∑
j=m+1
Bj(dx)zj ,
avec Aj(dx) ou Bj(dx) non tous nuls (car x ∈ Aλ2(Z)). On note alors Hd,x
l’hyperplan de Rn−r+1 défini par
F (dx,y, z) = 0.
On note par ailleurs Cd,x le corps convexe Bd,x ∩Hd,x où
Bd,x = {(y, z) | |y| 6 dk, |z| 6 1} ,
et Λd,x le réseau Zn−r+1 ∩ Hd,x. Nous allons appliquer le lemme 3.4.19 à
S = P2Cd,x et Λ = Λd,x vus respectivement comme un sous-ensemble et
un réseau de Hd,x de dimension n − r. Nous allons pour cela montrer que
∂Cd,x ∈ Lip(n − r, 1, 2n−r+1(dk)m−r, (n − r − 1)
√
n− r + 1). Une face du
polytope Cd,x est obtenue en prenant l’intersection d’une face F du polytope
Bd,x avec Hd,x. Considérons par exemple l’intersection (supposée non vide)
de la face F = {z ∈ Bd,x | zn+1 = 1} avec Hd,x. Pour simplifier les notations,
on pose {
αj = Aj(dx) pour j ∈ {r + 1, ...,m}
βj = Bj(dx) pour j ∈ {m+ 1, ..., n+ 1} ,
de sorte que Hd,x a pour équation αr+1yr+1 + ... + αmym + βm+1zm+1 +
... + βn+1zn+1 = 0 (les αk ou les βk étant non tous nuls). Par ailleurs on
remarque que l’on peut subdiviser Cd,x en une union de 2n−r+1(dk)m−r
polytopes Cd,x,a,e plus petits en posant
Cd,x =
⋃
a=(ar+1,...,am)∈{−dk,...,dk−1}m−r
⋃
e=(ε1,...,εn)∈{−1,0}n−m+1
Cd,x,a,e,
Cd,x,a,e = Hd,x ∩
 m∏
j=r+1
[aj , aj + 1]
×
 n+1∏
j=m+1
[εj , εj + 1]
 .
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On peut par conséquent subdiviser chaque face F ∩ Hd,x en considérant
F ∩ Cd,x,a,e pour tout (a, e). Pour un couple (a, e) fixé, et pour tout z ∈
F ∩ Cd,x,a,e, on a alors
αr+1yr+1 + ...+ αmym + βm+1zm+1 + ...+ βnzn + βn+1 = 0
avec max{maxr+16j6m |αj |,maxm+16j6n |βj |} 6= 0 puisque l’intersection F∩
Hd,x est non vide. Supposons, par exemple, que
max{ max
r+16j6m
|αj |, max
m+16j6n
|βj |} = |βn|,
on a alors zn = −βn+1βn −
∑m
j=r+1
αj
βn
yj −
∑n−1
j=m+1
βj
βn
zj , et on peut construire
l’application φF ,a,e : [0, 1]n−1 → Cd,x,a,e ⊂ Rn−r+1 définie par
φF ,a,e(tr+1, ..., tn−1) = (ar+1 + tr+1, ..., am + tm, εm+1 + tm+1, ..., εn−1 + tn−1,
−βn+1
βn
−
m∑
j=r+1
αj
βn
(aj + tj)−
n−1∑
j=m+1
βj
βn
(εj + tj), 1
 .
On remarque alors que F ∩ Cd,x,a,e ∩Hd,x ⊂ φF ,a,e([0, 1]n−1) et que
||φF ,a,e(t)− φF ,a,e(t′)||2 6
√
n− r + 1||φF ,a,e(t)− φF ,a,e(t′)||∞
6
√
n− r + 1 max
1, m∑
j=r+1
|αj |
|βn| +
n−1∑
j=m+1
|βj |
|βn|
 ||t− t′||∞
6 (n− r − 1)√n− r + 1||t− t′||2.
On a donc ∂Cd,x ∈ Lip(n − r, 1, 2n−r+1(dk)m−r, (n − r − 1)
√
n− r + 1) et
par conséquent
∂P2Cd,x ∈ Lip(n, 1, 2n−r+1(dk)m−r, (n− r − 1)
√
n− r + 1P2).
De plus puisque Λd,x ⊂ Zn−r+1 le premier minimum successif de ce réseau
est supérieur ou égal à 1. Ainsi, puisque
(3.92)
Nd,x(P2) = {(y, z) ∈ P2Bd,x∩Zn−r+1 | F (dx,y, z) = 0} = card(Λd,x∩P2Cd,x)
le lemme 3.4.19 nous donne un analogue du corollaire 3.4.15
Lemme 3.4.20. On a :
(3.93) Nd,x(P2) =
Vol(Cd,x)
det(Λd,x)
Pn−r2 +O((dk)
m−rPn−r−12 ),
uniformément pour tout x tel que |x| = k.
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On déduit alors de ce lemme un résultat analogue à la proposition 3.4.17 :
Proposition 3.4.21. On suppose d2 = 1, P2 = P u1 et de plus que u > d1.
Alors :
Nd,2(P1, P2) =
 ∑
x∈P1B1∩Aλ2 (Z)
Vol(Cd,x)
det(Λd,x)
Pn−r2
+O
(
dm−rPm+1−d11 P
n−r−δ
2
)
,
pour un certain δ > 0 arbitrairement petit.
Démonstration. D’après le lemme précédent :
Nd,2(P1, P2) =
 ∑
x∈P1B1∩Aλ2 (Z)
Vol(Cd,x)
det(Λd,x)
Pn−r2 +O(E),
avec
E =
∑
x∈P1B1∩Aλ2 (Z)
|x|=k
(dk)m−rPn−r−12
 dm−rPm+11 Pn−r−12
= dm−rPm+1−d11 P
n−r+ d1
u
−1
2
 dm−rPm+1−d11 Pn−r−δ2
car on a supposé u > d1.
Les résultats des propositions 3.4.17 et 3.4.21 se révèleront cruciaux pour
donner plus tard des estimations de Nd,2(P1, P2) indépendamment de u.
3.5 Troisième étape
Dans cette section, nous allons chercher à établir des résultats analogues
à ceux obtenus dans la section précédente pour z fixé.
Nous allons à présent chercher à évaluer, pour l ∈ N∗ fixé la somme∑
k6P1
hd(k, l),
où hd est la fonction définie par (3.12). On fixe donc
l = max
(⌊ |y|
d|x|
⌋
, |z|
)
.
Il sera alors nécessaire de distinguer les cas
⌊ |y|
d|x|
⌋
< |z| et
⌊ |y|
d|x|
⌋
> |z|.
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3.5.1 Premier cas
On suppose ici
⌊ |y|
d|x|
⌋
< |z| = l. On choisira donc de fixer z de norme
|z| = l. Plutôt que de calculer directement∑k6P1 hd(k, l), nous allons, dans
un premier temps, chercher à évaluer
(3.94)
Nd,z(P1) = Card
{
(x,y) ∈ Zm+1 | |x| 6 P1, |y| < dl|x|, F (dx,y, z) = 0
}
.
On introduit la série génératrice
(3.95) Sd,z(α) =
∑
|x|6P1
∑
|y|6dl|x|
e (αF (dx,y, z)) .
On a alors comme précédemment Nd,z(P1) =
∫ 1
0 Sd,z(α)dα.
Sommes d’exponentielles
Comme nous l’avons fait dans les sections précédentes, on commence par
établir une inégalité de type Weyl. À cette fin, on remarque que
|y| < d|x|l⇔ |x| > |y|
dl
⇔ |x| >
⌊ |y|
dl
⌋
+ 1.
On pose alors N =
⌊ |y|
dl
⌋
(ce qui équivaut à dire que |y| ∈ [d(N − 1)l, dNl[),
et on remarque que :
Sd,z(α) =
P1−1∑
N=0
Sd,z,N (α),
où
(3.96) Sd,z,N (α) =
∑
N+16|x|6P1
∑
d(N−1)l6|y|<dNl
e(αF (dx,y, z)).
Comme dans la section 3.1, étant donné que le polynôme F (x,y, z) est
homogène de degré d1 en (x,y), on obtient sans difficulté la majoration
|Sd,z,N (α)|2d1−1 
(
P r+11
)2d1−1−d1 (
(dlP1)
m−r)2d1−1−d1∑
x(1),y(1)
|x(1)|6P1
|y(1)|6dlP1
...
∑
x(d1−1),y(d1−1)
|x(d2−1)|6P1
|y(d1−1)|6dlP1
m∏
j=0
min
{
Hj ,
∣∣∣∣∣∣αγd,z,j ((x(i),y(i))i∈{1,...,d1−1})∣∣∣∣∣∣−1}
avec
Hj =
{
P1 si j ∈ {0, ..., r}
dlP1 si j ∈ {r + 1, ...,m},
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γd,z,j
(
(x(i),y(i))i∈{1,...,d1−1}
)
=
∑
i=(i1,...,id1−1)∈{0,...,m}d1−1
Fd,z,i,ju
(1)
i1
...u
(d1−1)
id1−1
,
où
ui =
{
xi si i ∈ {0, ..., r}
yi si i ∈ {r + 1, ...,m},
et les coefficients Fd,z,i,j sont symétriques en (i1, ..., id1−1, j) ∈ {0, ...,m}d2 .
Remarquons que l’on peut écrire
Fd,z,i,j = d
fi,jFz,i,j ,
avec
fi,j = card{k ∈ {1, ..., d1} | ik ∈ {0, ..., r}},
(en posant id1 = j). À partir de là, on montre, comme dans la section 3.3.1
que
|Sd,z,N (α)|2d1−1 
(
P r+1+ε1
)2d1−1−d1+1 (
(dlP1)
m−r+ε)2d1−1−d1+1
Md,z
(
α, P1, dlP1, P
−1
1 , (dlP1)
−1) ,
où pour tous réels strictement positifs H1, H2, B1, B2 :
(3.97) Md,z
(
α,H1, H2, B
−1
1 , B
−1
2
)
= card
{
(x(1),y(1), ...,x(d1−1,y(d2−1)) | ∀i ∈ {1, ..., d1 − 1} |x(i)| 6 H1,
|y(i)| 6 H2, et ∀j ∈ {0, ..., r}
∣∣∣∣∣∣αγd,z,j ((x(i),y(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 B−11 ,
et ∀j ∈ {r + 1, ...,m}
∣∣∣∣∣∣αγz,j ((x(i),y(i))i∈{1,...,d1−1})∣∣∣∣∣∣ 6 B−12 } .
On en déduit, en sommant sur N , le lemme ci-dessous :
Lemme 3.5.1. Pour tous P > 1, κ > 0 et pour tout ε > 0 arbitrairement
petit, l’une au moins des assertions suivantes est vérifiée :
1. |Sd,z(α)|  d
(d1−1)(r+1)
2d1−1 Pm+2+ε1 (dl)
m−r+εP−κ,
2.
Md,z
(
α, P1, dlP1, P
−1
1 , (dlP1)
−1)
 d(d1−1)(r+1) (P r+11 )d1−1 ((dlP1)m−r)d1−1 P−2d1−1κ.
On fixe alors (x(i),y(i))i∈{1,...,d2−2} et on applique le lemme 3.3.7 avec les
variables x(d1−1),y(d1−1) et les formes linéaires αγd,z,j pour j ∈ {0, ...,m},
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et en choisissant : Z2 = 1, Z1 = d−1P−11 P
θ, aj = P1 pour tout j ∈ {0, ..., r},
et aj = dlP1 pour j ∈ {r + 1, ...,m} de sorte que
∀j ∈ {0, ..., r}, ajZ2 = P1, ajZ1 = P θ/d
∀j ∈ {r + 1, ...,m}, ajZ2 = dlP1, ajZ1 = lP θ
∀j ∈ {0, ...,m}, a−1j Z2 = P−11 , a−1j Z1 = d−1P−21 P θ
∀j ∈ {r + 1, ...,m}, a−1j Z2 = (dlP1)−1, a−1j Z1 = d−2P−21 l−1P θ
avec P > 0 fixé, et θ ∈ [0, 1] tels que P θ 6 P1. En appliquant ce procédé
aux autres familles de variables x(i),y(i), on obtient finalement la majoration
suivante :
Md,z
(
α, P1, dlP1, P
−1
1 , (dlP1)
−1)

(
dP1
P θ
)(d1−1)(m+1)
Md,z
(
α, P θ/d, lP θ, d−(d1−1)P−d11 P
(d1−1)θ, d−d1 l−1P−d11 P
(d1−1)θ
)
.
En appliquant le lemme 3.3.10, on a par ailleurs que
Md,z
(
α, P θ/d, lP θ, d−(d1−1)P−d11 P
(d1−1)θ, d−d1 l−1P−d11 P
(d1−1)θ
)
 l(d1−1)(m−r)Md,z
(
α, P θ/d, P θ, d−(d1−1)P−d11 P
(d1−1)θ, d−d1 l−1P−d11 P
(d1−1)θ
)
.
On a donc le lemme suivant :
Lemme 3.5.2. Pour tous P > 1, κ > 0 et tout ε > 0 arbitrairement petit,
l’une au moins des assertions suivantes est vérifiée :
1. |Sd,z(α)|  dm−r+ε+
(d1−1)(r+1)
2d1−1 lm−r+εPm+2+ε1 P
−κ,
2.
Md,z
(
α, P θ/d, P θ, d−(d1−1)P−d11 P
(d1−1)θ, d−d1P−d11 P
(d1−1)θ
)

(
P θ
)(m+1)(d1−1)
P−2
d1−1κ.
On introduit à présent les nouvelles familles d’arcs majeurs
(3.98) M(1),za,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 d−(d1−1)P−d11 P (d1−1)θ
}
,
(3.99) M(1),z(θ) =
⋃
q6dld2P (d1−1)θ
d|q
⋃
06a<q
M(1),za,q (θ).
(3.100) M(2),za,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 d−d1P−d11 P (d1−1)θ
}
,
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(3.101) M(2),z(θ) =
⋃
q6ld2P (d1−1)θ
⋃
06a<q
pgcd(a,q)=1
M(2),za,q (θ).
(3.102) Mz(θ) = M(1),z(θ) ∪M(2),z(θ)
On a alors comme dans les démonstrations des lemmes 3.3.9 et 3.4.3 :
Lemme 3.5.3. Si P > 1, et si κ > 0 et ε > 0 sont arbitrairement petit,
l’une au moins des assertions suivantes est vérifiée :
1. |Sd,z(α)|  dm−r+ε+
(d1−1)(r+1)
2d1−1 lm−r+εPm+2+ε1 P
−κ,
2. le réel α appartient à Mz(θ),
3.
Card
{
(x(i),y(i))i∈{1,...,d1−1}, |x(i)| 6 P θ/d, |y(i)| 6 P θ,
et ∀j ∈ {r + 1, ..., n+ 1}, γd,z,j
(
(x(i),y(i))i∈{1,...,d1−1}
)
= 0
}

(
P θ
)(m+1)(d1−1)
P−2
d1−1κ.
Pour un z fixé, on définit à présent :
(3.103) V ∗1,z =
{
(x,y) ∈ Cm+1 | ∀i ∈ {0, ..., r}, ∂F
∂xi
(x,y, z) = 0
et ∀j ∈ {r + 1, ...,m}, ∂F
∂yj
(x,y, z) = 0
}
.
On note par ailleurs :
(3.104) Aµ1 =
{
z ∈ Cn−m+1 | dimV ∗1,z < dimV ∗1 − (n−m+ 1) + µ
}
,
où µ ∈ N est un paramètre que nous préciserons ultérieurement. Par abus
de langage on note
Aµ1 (Z) = Aµ1 ∩ Zn−m+1.
On a alors une propriété analogue à la proposition 3.4.5 :
Proposition 3.5.4. L’ensemble Aµ1 est un ouvert de Zariski de An−m+1C , et
de plus, on a que
Card
{
z ∈ [−P2, P2]n−m+1 ∩ (Aµ1 )c ∩ Zn−m+1
} Pn−m+1−µ2 .
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On commence par remarquer que le cardinal de la condition 3 peut être
majoré par
Card
{
(x(i),y(i))i∈{1,...,d1−1}, |x(i)| 6 P θ, |y(i)| 6 P θ,
et ∀j ∈ {r + 1, ..., n+ 1}, γz,j
(
(x(i),y(i))i∈{1,...,d1−1}
)
= 0
}
,
où
γz,j
(
(x(i),y(i))i∈{1,...,d1−1}
)
=
∑
i=(i1,...,id1−1)∈{0,...,m}d1−1
Fz,i,ju
(1)
i1
...u
(d1−1)
id1−1
.
Puis, comme dans la démonstration du lemme 3.4.4, en choisissant κ = K1θ
avec
(3.105) K1 = (n+ 2− dimV ∗1 − µ)/2d1−1
on déduit du lemme 3.5.3 :
Lemme 3.5.5. Si z ∈ Aµ1 (Z) et si ε > 0 est un réel arbitrairement petit,
l’une au moins des assertions suivantes est vérifiée :
1. |Sd,z(α)|  dm−r+ε+
(d1−1)(r+1)
2d1−1 lm−r+εPm+2+ε1 P
−K1θ,
2. le réel α appartient à Mz(θ).
Pour tout le reste de cette section, on fixera P = P1.
Méthode du cercle
On fixe un réel θ ∈ [0, 1]. On suppose de plus que
(3.106) K1 > 2(d1 − 1).
On notera
(3.107) φ1(d, l, θ) = dld2P
(d1−1)θ
1 ,
(3.108) ∆1(θ,K1) = θ(K1 − 2(d1 − 1))
On supposera de plus que θ est tel que
∆1(θ,K1) > 1.
Comme précédemment nous allons vérifier que les arcs mineurs fournissent
bien un terme d’erreur.
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Lemme 3.5.6. Pour tout z ∈ Aµ1 (Z), et si d1 > 2, on a la majoration :∫
α/∈Mz(θ)
|Sz(α)|dα dm−r+ε+
(d1−1)(r+1)
2d1−1 ld2+m−r+εPm+2−d1−∆1(θ,K1)+ε1 .
Démonstration. Considérons une suite
0 < θ = θ0 < θ1 < ... < θT−1 < θT = 1
telle que
(3.109) 2(θi+1 − θi)(d1 − 1) < ε
et T  P ε1 pour ε > 0 arbitrairement petit (et P1 assez grand). Puisque
z ∈ Aµ1 (Z), par le lemme 3.5.5 on a∫
α/∈Mz(θT )
|Sd,x(α)|dα
 dm−r+ε+
(d1−1)(r+1)
2d1−1 lm−r+εPm+2−K1θT+ε1
 dm−r+ε+
(d1−1)(r+1)
2d1−1 lm−r+εPm+2−d1−∆1(θ,K1)+ε1 .
Par ailleurs, on remarque que
Vol (Mz(θ)) Vol
(
M(1),z(θ)
)
+ Vol
(
M(2),z(θ)
)

∑
q6dld2P (d1−1)θ1
∑
06a<q
q−1d−(d1−1)P−d1+(d1−1)θ1
+
∑
q6ld2P (d1−1)θ1
∑
06a<q
pgcd(a,q)=1
q−1d−d1P−d1+(d1−1)θ1
 d(2−d1) ld2P−d1+2(d1−1)θ1 .
On a alors pour tout i ∈ {0, ..., T − 1} :∫
α∈Mz(θi+1)\Mz(θi)
|Sd,z(α)|dα
 dm−r+ε+
(d1−1)(r+1)
2d1−1 lm−r+εPm+2−K1θi+ε1 Vol (M
z(θi+1))
 dm−r+ε+
(d1−1)(r+1)
2d1−1 +(2−d1)lm−r+d2+εPm+2−K1θi+ε−d1+2(d1−1)θi+11
 dm−r+ε+
(d1−1)(r+1)
2d1−1 +(2−d1)lm−r+d2+εPm+2−d1−∆1(θ,K1)+ε1
et on obtient le résultat souhaité en sommant sur les i ∈ {0, ..., T − 1}.
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On introduit une nouvelle famille d’arcs majeurs :
(3.110) M
′d,z
a,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 qd−d1P−d11 P (d1−1)θ
}
,
(3.111) M
′d,z(θ) =
⋃
q6φ1(d,l,θ)
⋃
06a<q
pgcd(a,q)=1
Md,z
′
a,q (θ),
et on vérifie que Md,z(θ) ⊂ M′d,z(θ). On a alors un résultat analogue au
lemme 3.4.7 :
Lemme 3.5.7. Si d1 > 2 et si l’on suppose l2d2P−d1+3θ(d1−1)1 < 1, alors les
arcs majeurs M
′d,z
a,q (θ) sont disjoints deux à deux.
Démonstration. Supposons qu’il existe α ∈M′d,za,q (θ)∩M
′d,z
a′,q′(θ) pour (a, q) 6=
(a′, q′), q, q′ 6 φ1(d, l, θ), 0 6 a < q, 0 6 a′ < q′ et pgcd(a, q) = pgcd(a′, q′) =
1. On a alors
1 6 qq′d−d1P−d1+θ(d1−1)1 6 d2−d1 l2d2P
−d1+3θ(d1−1)
1 6 l2d2P
−d1+3θ(d1−1)
1 ,
d’où le résultat.
Comme précédemment, on déduit des lemmes 3.5.7 et 3.5.6 que :
(3.112) Nd,z(P1) =
∑
q6φ1(d,l,θ)
∑
06a<q
pgcd(a,q)=1
∫
α∈Md,z′a,q (θ)
Sd,z(α)dα
+O
(
d
m−r+ε+ (d1−1)(r+1)
2d1−1 ld2+m−r+εPm+2−d1−∆1(θ,K1)+ε1
)
.
On considère α ∈M′d,za,q (θ). On pose β = α−aq et donc |β| 6 d−d1P
−d1+(d1−1)θ
1 .
De la même manière que nous avons établi le lemme 3.4.9, on démontre :
Lemme 3.5.8. On a l’estimation
Sd,z(α) = d
m−rlm−rPm+11 q
−(m+1)Sa,q,d(z)Iz(dd1P d11 β)
+O
(
dm−r+1l2d2+m−rPm+2θ(d1−1)1
)
,
avec
(3.113) Sa,q,d(z) =
∑
(b1,b2)∈(Z/qZ)r+1×(Z/qZ)m−r
e
(
a
q
F (db1, b2, z)
)
,
(3.114) Iz(β) =
∫
(u,v)∈[−1,1]r+1×[−1,1]m−r
|v|<|u|
e (βF (u, lv, z)) dudv.
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Par ailleurs, en posant
(3.115) φ˜1(θ) =
1
2
P
θ(d1−1)
1 ,
(3.116) η1(θ) = 1− 5θ(d1 − 1),
on démontre un analogue du lemme 3.4.10 :
Lemme 3.5.9. Pour z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit, on a l’esti-
mation suivante :
Nd,z(P1) = d
m−r−d1 lm−rPm+1−d11 Sd,z(φ1(d, l, θ))Jz(φ˜1(θ))
+O
(
d
m−r+ε+ (d1−1)(r+1)
2d1−1 ld2+m−r+εPm+2−d1−∆1(θ,K1)+ε1
)
+O
(
dm−r+3−d1 l4d2+m−rPm+1−d1−η(θ)1
)
,
où
(3.117) Sd,z(Q) =
∑
q6Q
q−(m+1)
∑
06a<q
pgcd(a,q)=1
Sa,q,d(z),
(3.118) Jz(φ) =
∫
|β|6φ
Iz(β)dβ.
On pose à présent :
(3.119) Sd,z =
∞∑
q=1
q−(m+1)
∑
06a<q
pgcd(a,q)=1
Sa,q,d(z),
(3.120) Jz =
∫
R
Iz(β)dβ.
Lemme 3.5.10. Soit z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit. On sup-
pose de plus que d1 > 2 et que θ < 12(d1−1) . L’intégrale Jz est absolument
convergente, et on a :
|Jz(φ˜(θ))− Jz|  ld2+εP−
K1θ
2
+2θ(d1−1)
1 .
On a de plus |Jz|  ld2+ε.
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Démonstration. On considère β tel que |β| > φ˜(θ). On choisit alors des
paramètres P et θ′ tels que
(3.121) |β| = 1
2
P θ
′(d1−1),
(3.122) P 1−K1θ
′
= P−1+2θ
′(d1−1)l2d2 .
Remarquons que ces deux égalités impliquent
(3.123) θ′ =
2(d1 − 1)−1 log(2|β|)(
2 + K1(d1−1)
)
log(2|β|) + 2d2 log(l)
donc en particulier
(3.124) θ′  min
{
1,
log(|β|)
log(l)
}
.
Par ailleurs, on a d’après (3.122) et (3.106) :
P−2+3θ
′(d1−1)l2d2 = P θ
′(d1−1−K1) < 1,
donc, pour d1 > 2,
P−d1+3θ
′(d1−1)l2d2 < 1,
et ainsi, d’après le lemme 3.5.7, les arcs majeurs Ma,q(θ′) correspondant à
P et θ′ sont disjoints deux à deux. Le réel P−d1β appartient au bord de
M
(1),z
0,1 (θ
′), et donc par le lemme 3.5.5 appliqué à d = 1, on a l’estimation :
|S1,z(P−d1β)|  lm−r+εPm+2−K1θ′+ε.
Par le lemme 3.5.8 on a :
S1,z(P
−d1β) = lm−rPm+1Iz(β) +O
(
lm−r+2d2Pm+2θ
′(d1−1)
)
.
On a ainsi :
|Iz(β)|  lεP 1−K1θ′+ε + l2d2P−1+2θ′(d1−1)
 lεP 1−K1θ′+ε
 lε|β|
1
θ′(d1−1)
− K1
(d1−1) +
ε
θ′(d1−1) .
Étant donné que θ′  min
{
1, log(|β|)log(l)
}
,
|β|
ε
θ′(d1−1)  max{|β|ε′ , lε′},
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pour ε′ > 0 arbitrairement petit. D’autre part, d’après (3.123) :
|β|
1
θ′(d1−1)
− K1
(d1−1)  |β|
(
1− K1
2(d1−1)
)
|β|
log(ld2 )
log(2|β|)
 ld2 |β|
(
1− K1
2(d1−1)
)
.
On a ainsi
|Jz(φ˜(θ))− Jz|  ld2+ε
∫
|β|>φ˜(θ)
|β|
(
1− K1
2(d1−1)
)
+ε
dβ
 ld2+εφ˜(θ)2−
K1
2(d1−1) +ε
 ld2+εP 2θ(d1−1)−
K1θ
2
+ε
1
avec ε arbitrairement petit.
D’autre part, en choisissant P1  1, cette inégalité donne
|Jz(φ˜(θ))− Jz|  ld2+ε,
et puisque |Jz(φ˜(θ))|  1 lorsque P1  1, on a immédiatement
|Jz|  ld2+ε
On introduit pour z fixé et P > 1 la nouvelle série génératrice :
S′d,z(α) =
∑
|x|6P
∑
|y|6P
e (αF (dx,y, z)) .
De la même manière que pour le lemme 3.5.5, on établit :
Lemme 3.5.11. Si ε > 0 est un réel arbitrairement petit, l’une au moins
des assertions suivantes est vérifiée :
1. |S′d,z(α)|  d
(d1−1)(r+1)
2d1−1 Pm+1+ε−K1θ,
2. le réel α appartient à
⋃
q6dld2P (d1−1)θ
⋃
06a<q
pgcd(a,q)=1
Mza,q(θ),
où Mza,q(θ) = {α ∈ [0, 1] | 2|αq − a| 6 P−d1+(d1−1)θ}.
De la même manière que pour le lemme 3.4.12, on en déduit :
Lemme 3.5.12. Soit z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit. On suppose
de plus que d1 > 2. La série Sz est absolument convergente, et on a :
|Sd,z(φ1(d, l, θ))−Sd,z|  d
(d1−1)(r+1)
2d1−1 +2+εl2d2+εP
θ(2(d1−1)−K1)
1 .
On a de plus |Sz|  d
(d1−1)(r+1)
2d1−1 +2+εl2d2+ε.
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Démonstration. On considère q > φ(d, l, θ), α = aq avec 0 6 a < q et
pgcd(a, q) = 1. On a alors Sa,q,d(z) = S′d,z(α) avec P = q. On considère θ
′ tel
que q = dld2q(d1−1)θ′ . Si θ′′ = θ′−ν pour ν > 0 arbitrairement petit, alors s’il
existait a′, q′ ∈ Z tels que 0 6 a′ < q′, pgcd(a′, q′) = 1, q′ 6 dld2qθ′′(d1−1) < q
et α ∈Mza′,q′(θ′′), on aurait alors
1 6 |aq′ − a′q| 6 q1−d1+θ′(d1−1),
ce qui est absurde pour d1 > 2. On a donc, par le lemme précédent :
|Sa,q,d(z)|  d
(d1−1)(r+1)
2d1−1 qm+1+ε−K1θ
′
.
Par conséquent
|Sd,z(φ1(d, l, θ))−Sd,z| 
∑
q>φ1(d,l,θ)
q−(m+1)
∑
06a<q
|Sa,q,d(z)|
 d
(d1−1)(r+1)
2d1−1
∑
q>φ1(d,l,θ)
q−(m+1)
∑
06a<q
qm+1+ε−K1θ
′
 d
(d1−1)(r+1)
2d1−1
∑
q>φ(d,l,θ)
q
− K1
(d1−1) +1+εl
d2K1
(d1−1)d
K1
(d1−1)
 d
(d1−1)(r+1)
2d1−1 +2+εl2d2+εP
θ(2(d1−1)−K1)+ε
1 .
En prenant P1  1 cette majoration donne :
|Sd,z(φ1(d, l, θ))−Sd,z|  d
(d1−1)(r+1)
2d1−1 +2+εl2d2+ε,
et en considérant la majoration triviale |Sd,z(φ1(d, l, θ))|  d2l2d2 , on trouve
finalement
|Sd,z|  d
(d1−1)(r+1)
2d1−1 +2+εl2d2+ε.
On déduit alors des lemmes 3.5.12 et 3.5.10 :
Lemme 3.5.13. Soit z ∈ Aµ1 (Z). On suppose fixés θ ∈ [0, 1] et P1 > 1 tels
que l2d2P−d1+3θ(d1−1)1 < 1. On suppose de plus que K1 > 4(d1−1) et d1 > 2.
On a alors que
Nd,z(P1) = Sd,zJzd
m−r−d1 lm−rPm+1−d11 +O(E2) +O(E3),
avec
E2 = d
m−r+3−d1 l4d2+m−rPm+1−d1−η(θ),
E3 = d
m−r+ (d1−1)(r+1)
2d1−1 +εl3d2+m−r+εPm+1−d1+2θ(d1−1)−
K1θ
2
+ε
1
et ε > 0 arbitrairement petit.
164 CHAPITRE 3. VARIÉTÉS TORIQUES PARTICULIÈRES
Démonstration. Par le lemme 3.5.9 :
Nd,z(P1) = d
m−r−d1 lm−rPm+1−d11 Sd,z(φ1(d, l, θ))Jz(φ˜1(θ))+O(E1)+O(E2),
où
E1 = d
m−r+ε+ (d1−1)(r+1)
2d1−1 ld2+m−r+εPm+1−d1−∆1(θ,K1)+ε1  E3.
Par ailleurs, d’après les lemmes 3.5.12 et 3.5.10, on a∣∣∣Sd,z(φ1(d, l, θ))Jz(φ˜1(θ))−Sd,zJz∣∣∣
6 |Sd,z(φ1(d, l, θ))−Sd,z| |Jz|+ |Sd,z(φ1(d, l, θ))|
∣∣∣Jz(φ˜1(θ))− Jz∣∣∣
 d
(d1−1)(r+1)
2d1−1 +2+εl3d2+2εP
θ(2(d1−1)−K1)
1 + d
2l3d2+2εP
θ(2(d1−1)−K12 )+ε
1 ,
et en multipliant par dm−r−d1 lm−rPm+1−d11 , on obtient un terme d’erreur
d
m−r−d1+ (d1−1)(r+1)
2d1−1 +2+εl3d2+2εP
m+1−d1+2θ(d1−1)−K1θ2 +ε
1 ,
d’où le résultat.
En fixant θ > 0 tel que θ < 15(d1−1) , on obtient le corollaire suivant :
Corollaire 3.5.14. Soit z ∈ Aµ1 (Z). On suppose que K1 > 4(d1 − 1) et
d1 > 2. Il existe alors un réel δ > 0 tel que :
Nd,z(P1) = Sd,zJzd
m−r−d1 lm−rPm+1−d11
+O
(
dm−r max{d
(d1−1)(r+1)
2d1−1 +ε, d3−d1}lm−r+4d2Pm+1−d1−δ1
)
,
uniformément pour tout l < P
d1−1
2d2
1 .
On pose à présent P1 = P b2 , avec b > 1 et on introduit la fonction
(3.125) g1(b, δ) =
(
1− 5d2
b
− δ
)−1
5(d1 − 1)
(
4d2
b
+ 2δ
)
,
ainsi que
(3.126) N˜ (1)d,1 (P1, P2) = Card
{
(x,y, z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,
|y| < d|x|P2, |z| 6 P2, |y| 6 d|x||z|, F (dx,y, z) = 0}
= Card
{
(x,y, z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,
|y| < d|x|P2, |z| 6 P2,
⌊ |y|
d|x|
⌋
< |z|, F (dx,y, z) = 0
}
.
On a alors la proposition suivante qui est l’analogue de 3.4.17 :
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Proposition 3.5.15. On suppose K1 > 4(d1 − 1), P1 = P b2 , b > 5d2 et de
plus que
K1
2
− 2(d1 − 1) > g1(b, δ).
Alors :
N˜
(1)
d,1 (P1, P2) =
 ∑
z∈P2B3∩Aµ1 (Z)
Sd,zJz|z|m−r
 dm−r−d1Pm+1−d11
+O
(
dm−r max{d
(d1−1)(r+1)
2d1−1 +ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d22
)
,
pour δ > 0 arbitrairement petit.
Démonstration. On sait, d’après le lemme 3.5.13 que :
N˜
(1)
d,1 (P1, P2) =
 ∑
z∈P2B3∩Aµ1 (Z)
Sd,zJz|z|m−r
 dm−r−d1Pm+1−d11 +O(E2)+O(E3),
avec
E2 = dm−r+3−d1
P2∑
l=1
∑
z∈P2B3∩Aµ1 (Z)
|z|=l
l4d2+m−rPm+1−d1−η(θ)1
 dm−r+3−d1Pm+1−d1−η(θ)1 P 4d2+n−r+12
= dm−r+3−d1Pm+1−d1+
5d2
b
−η(θ)
1 P
n−r+1−d2
2 .
et
E3 = dm−r+
(d1−1)(r+1)
2d1−1 +ε
P2∑
l=1
∑
z∈P1B1∩Aµ1 (Z)
|z|=l
l3d2+m−r+εPn−r+1−d1+2θ(d1−1)−
K1θ
2
+ε
1
 dm−r+
(d1−1)(r+1)
2d1−1 +εP
m+1−d1+2θ(d1−1)−K1θ2 +
4d2
b
+2ε
1 P
n−r+1−d2
2 .
Rappelons que η(θ) = 1− 5θ(d1 − 1). On choisit alors
θ =
1
5(d1 − 1)
(
1− 5d2
b
− δ
)
,
de sorte que
5d2
b
− η(θ) = −δ.
On a par ailleurs, puisque K12 − 2(d1 − 1) > g1(b, δ),
K1θ
2
− 2θ(d1 − 1) >
(
4d2
b
+ 2δ
)
,
d’où le résultlat.
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3.5.2 Deuxième cas
On suppose à présent l =
⌊ |y|
d|x|
⌋
> |z|. Dans cette partie nous fixerons
l’entier l et z de norme |z| 6 l, et nous allons évaluer
(3.127)
Nd,l,z(P1) = Card
{
(x,y) ∈ Zm+1 | |x| 6 P1, dl|x| 6 |y| < d(l + 1)|x|, F (dx,y, z) = 0
}
.
Pour cela on introduit la série génératrice
(3.128) Sd,l,z(α) =
∑
|x|6P1
∑
dl|x|6|y|<d(l+1)|x|
e (αF (dx,y, z)) ,
de sorte que Nd,l,z(P1) =
∫ 1
0 Sd,l,z(α)dα.
Les résultats que nous obtiendrons dans cette section seront sensiblement
identiques à ceux de la section précédente, à quelques modifications près.
Somme d’exponentielles
Dans ce qui va suivre, pour un y donné, on note N =
⌊ |y|
dl
⌋
et M =⌊ |y|
d(l+1)
⌋
. On a alors
dl|x| 6 |y| < d(l + 1)|x| ⇔M < |x| 6 N.
On note alors, pour N,M ∈ {0, ..., P1} :
(3.129) Sd,N,M,l,z(α) =
∑
M<|x|6N
∑
dNl6|y|<d(N+1)l
dM(l+1)6|y|<d(M+1)(l+1)
e (αF (dx,y, z)) ,
et on a
(3.130) Sd,l,z(α) =
P1∑
N=1
P1∑
M=1
Sd,N,M,l,z(α).
En appliquant la méthode de différenciation de Weyl des sections précé-
dentes on montre que :
|Sd,N,M,l,z(α)|2d1−1 
(
P r+1+ε1
)2d1−1−d1+1 (
(dlP1)
m−r+ε)2d1−1−d1+1
Md,z
(
α, P1, dlP1, P
−1
1 , (dlP1)
−1) ,
où Md,z
(
α, P1, dlP1, P
−1
1 , (dlP1)
−1) a été défini dans la section précédente
(cf. (3.97)).
Puis, en sommant sur M et N , on en déduit le lemme ci-dessous :
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Lemme 3.5.16. Pour tous P > 1, κ > 0 et tout ε > 0 arbitrairement petit,
l’une au moins des assertions suivantes est vérifiée :
1. |Sd,l,z(α)|  dm−r+
(d1−1)(r+1)
2d1−1 +εPm+3+ε1 l
m−r+εP−κ,
2. Md,z
(
α, P1, dlP1, P
−1
1 , (dlP1)
−1) d(d1−1)(r+1) (P r+11 )d1−1 ((dlP1)m−r)d1−1 P−2d1−1κ.
Par les mêmes arguments que ceux employés dans la section précédente,
on en déduit l’équivalent du lemme 3.5.5,
Lemme 3.5.17. Si ε > 0 est un réel arbitrairement petit, et si z ∈ Aµ1 (Z),
l’une au moins des assertions suivantes est vérifiée :
1. |Sd,l,z(α)|  dm−r+
(d1−1)(r+1)
2d1−1 +εlm−r+εPm+3+ε1 P
−K1θ,
2. le réel α appartient à Ml(θ),
où l’on a noté
(3.131) Ml(θ) = M(1),l(θ) ∪M(2),l(θ)
(3.132) M(1),la,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 d−(d1−1)P−d11 P (d1−1)θ
}
,
(3.133) M(1),l(θ) =
⋃
q6dld2P (d1−1)θ
d|q
⋃
06a<q
M(1),la,q (θ).
(3.134) M(2),la,q (θ) =
{
α ∈ [0, 1[ | 2|αq − a| 6 d−d1P−d11 P (d1−1)θ
}
,
(3.135) M(2),l(θ) =
⋃
q6ld2P (d1−1)θ
⋃
06a<q
pgcd(a,q)=1
M(2),la,q (θ).
À partir d’ici, on fixe à nouveau P = P1.
Méthode du cercle
Pour les arcs mineurs, par des calculs analogues à ceux effectués pour
établir le lemme 3.5.6, on trouve :
Lemme 3.5.18. Pour tout z ∈ Aµ1 (Z), on a la majoration :∫
α/∈Ml(θ)
|Sd,l,z(α)|dα dm−r+ε+
(d1−1)(r+1)
2d1−1 ld2+m−r+εPm+3−d1−∆1(θ,K1)+ε1 .
Pour les arcs majeurs, on a les équivalents des lemmes 3.5.8 et 3.5.9 :
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Lemme 3.5.19. On a l’estimation
Sd,l,z(α) = d
m−rlm−rPm+11 q
−(m+1)Sa,q,d(z)Il,z(dd1P d11 β)
+O
(
dm−r+1l2d2+m−rPm+2θ(d1−1)1
)
,
avec
(3.136) Sd,a,q(z) =
∑
(b1,b2)∈(Z/qZ)r+1×(Z/qZ)m−r
e
(
a
q
F (db1, b2, z)
)
,
(3.137) Il,z(β) =
∫
(u,v)∈[−1,1]r+1×[−1,1]m−r
|u|6|v|<(1+ 1l )|u|
e (βF (u, lv, z)) dudv.
Lemme 3.5.20. Pour z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit, on a l’esti-
mation suivante :
Nd,l,z(P1) = d
m−r−d1 lm−rPm+1−d11 Sd,z(φ1(d, l, θ))Jl,z(φ˜1(θ))
+O
(
d
m−r+ε+ (d1−1)(r+1)
2d1−1 ld2+m−r+εPm+3−d1−∆1(θ,K1)+ε1
)
+O
(
dm−r+3−d1 l4d2+m−rPm+1−d1−η(θ)1
)
,
où
(3.138) Sd,z(φ(d, l, θ)) =
∑
q6φ(d,l,θ)
q−(m+1)
∑
06a<q
pgcd(a,q)=1
Sa,q,d(z),
(3.139) Jl,z(φ˜(θ)) =
∫
|β|6φ˜(θ)
Il,z(β)dβ.
Si l’on note :
(3.140) Jl,z =
∫
R
Il,z(β)dβ,
on montre alors comme pour le lemme 3.5.10 :
Lemme 3.5.21. Soit z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit. On suppose
de plus que d1 > 2. L’intégrale Jl,z est absolument convergente, et on a :
|Jl,z(φ˜(θ))− Jl,z|  l
4d2
3
+εP
−K1θ
3
+ 7
3
θ(d1−1)+ε
1 .
On a de plus |Jz|  l
4d2
3
+ε.
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et on déduit des lemmes 3.5.20, 3.5.21 et 3.5.12 :
Lemme 3.5.22. Soit z ∈ Aµ1 (Z). On suppose fixés θ ∈ [0, 1] et P1 > 1 tels
que l2d2P−d1+3θ(d1−1)1 < 1. On suppose de plus que K1 > 7(d1−1) et d1 > 2.
On a alors que
Nd,l,z(P1) = Sd,zJl,zd
m−r−d1 lm−rPm+1−d11 +O(E2) +O(E3),
avec
E2 = d
m−r+3−d1 l4d2+m−rPm+1−d1−η(θ),
E3 = d
m−r+ (d1−1)(r+1)
2d1−1 +εl
10d2
3
+m−r+εPm+1−d1+
7
3
θ(d1−1)−K1θ3 +ε
1
et ε > 0 arbitrairement petit.
Corollaire 3.5.23. Soit z ∈ Aµ1 (Z). On suppose que K1 > 7(d1 − 1) et
d1 > 2. Il existe alors un réel δ > 0 arbitrairement petit tel que :
Nd,l,z(P1) = Sd,zJl,zd
m−r−d1 lm−rPm+1−d11
+O
(
dm−r max{d
(d1−1)(r+1)
2d1−1 +ε, d3−d1}lm−r+4d2Pm+1−d1−δ1
)
,
uniformément pour tout l < P
d1−1
2d2
1 .
On pose à présent P1 = P b2 , avec b > 1 et on introduit la fonction
(3.141) g′1(b, δ) =
(
1− 5d2
b
− δ
)−1
5(d1 − 1)
(
10d2
3b
+ 2δ
)
,
ainsi que
(3.142) N˜ (2)d,1 (P1, P2) = Card
{
(x,y, z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,
|y| 6 d|x|P2, |z| 6 P2,
⌊ |y|
d|x|
⌋
> |z|, F (dx,y, z) = 0
}
.
On a alors la proposition suivante qui est l’analogue de 3.5.15 :
Proposition 3.5.24. On suppose K1 > 7(d1−1), d1 > 2, P1 = P b2 , b > 5d2
et de plus que
K1
3
− 7
3
(d1 − 1) > g′1(b, δ).
Alors :
N˜
(2)
d,1 (P1, P2) = d
m−r−d1

P2∑
l=1
∑
z∈P2B3∩Aµ1 (Z)
|z|6l
SzJl,zl
m−r
Pm+1−d11
+O
(
dm−r max{d
(d1−1)(r+1)
2d1−1 +ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d22
)
,
pour δ > 0 arbitrairement petit.
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3.6 Quatrième étape
L’objectif est à présent de regrouper les résultats obtenus pour en déduire
une formule asymptotique pour Nd(P1, P2) avec n assez grand et P1, P2 quel-
conques.
On définit dans un premier temps b1 comme le réel minimisant la fonction
(3.143)
b 7→ max{2d˜(bd1+d2), 2d˜(5b+2)(d˜+1), 2d1−1(4(d1−1)+2g1(b, δ)+dbd1+d2+δe)
2d1−1(7(d1 − 1) + 3g′1(b, δ) + dbd1 + d2 + δe)}
sur l’intervalle [5d2,∞[, et on notera m1 le minimum correspondant. On
définit de même u1 le réel minimisant
(3.144)
u 7→ max{2d˜(d1+ud2), 7.2d˜(d˜+1), 2d2−1(2(d2−1)+g2(u, δ)+dd1+ud2+δe)}
sur [5d1,∞[ et m2 le minimum correspondant. On note par ailleurs m =
max{m1,m2}.
Un calcul en b = 10d2 et u = 10d1 montre que
(3.145) 2d1+d2 6 m 6 13d2(d1 + d2)2d1+d2 .
À partir d’ici on fixe
(3.146) µ = db1d1 + d2 + δe, λ = dd1 + u1d2 + δe
On commence par établir le lemme suivant :
Lemme 3.6.1. On suppose n+ 2−max{dimV ∗1 ,dimV ∗2 } > m. On a alors
pour tout P2 > 1 :∑
z∈P2B3∩Aµ1 (Z)
Sd,zJzd
m−r−d1 |z|m−r+
P2∑
l=1
∑
z∈P2B3∩Aµ1 (Z)
|z|6l
Sd,zJl,zd
m−r−d1 lm−r
= dm−r−d1SdJPn−r+1−d22 +O(d
m−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pn−r+1−d2−δ2 ).
Démonstration. On choisit dans un premier temps P1 tel que P1 = P b12 .
D’après les propositions 3.5.15 et 3.5.24, on a
(3.147) N˜ (1)d,1 (P1, P2) + N˜
(2)
d,1 (P1, P2)
=
 ∑
z∈P2B3∩Aµ1 (Z)
Sd,zJz|z|m−r +
P2∑
l=1
∑
z∈P2B3∩Aµ1 (Z)
|z|6l
Sd,zJl,zl
m−r
 dm−r−d1Pm+1−d11
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d22
)
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Notons à présent
(3.148) N˜d,1(P1, P2) = Card
{
(x,y, z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,
max
(⌊ |y|
d|x|
⌋
, |z|
)
6 P2, F (dx,y, z) = 0
}
.
et
(3.149) Nd,1(P1, P2) = Card
{
(x,y, z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,
max
( |y|
d|x| , |z|
)
6 P2, F (dx,y, z) = 0
}
.
On remarque d’une part que
Nd,1(P1, P2) 6 N˜ (1)d,1 (P1, P2)+N˜
(2)
d,1 (P1, P2) = N˜d,1(P1, P2) 6 Nd,1(P1, P2+1),
et d’autre part, en utilisant la proposition 3.5.4 :
Nd,1(P1, P2) = Nd(P1, P2) +O
 ∑
z∈P2B3∩(Aµ1 )c(Z)
dm−rPm+11 P
m−r
2

= Nd(P1, P2) +O
(
dm−rPm+11 P
m−r
2 P
n−r+1−µ
2
)
= Nd(P1, P2) +O
(
dm−rPm+1−d11 P
n−r+1−d2−δ
2
)
,
par définition de µ.
Par ailleurs, étant donné que n + 2 −max{dimV ∗1 ,dimV ∗2 } > 2d˜(5b1 +
2)(d˜+ 1), la proposition 3.3.1 donne :
Nd(P1, P2) = σdd
m−r−d1Pm+1−d11 P
n−r+1−d2
2
+O
(
dm−r max{dd1(r+1)/2d˜+ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d2−δ2
)
.
On a donc que
|N˜ (1)d,1 (P1, P2) + N˜ (2)d,1 (P1, P2)−Nd(P1, P2)|
 Nd(P1, P2 + 1)−Nd(P1, P2) +O
(
dm−rPm+1−d11 P
n−r+1−d2−δ
2
)
 σdPm+1−d11 ((P2 + 1)n−r+1−d2 − Pn−r+1−d22 )
+O
(
dm−r max{dd1(r+1)/2d˜+ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2
)
 dm−r max{dd1(r+1)/2d˜+ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2 ,
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étant donné que σd = dm−r−d1SdJ  dm−r−d1 max{d
d1(r+1)
2d˜ , d2}, d’après la
remarque 3.3.22.
Par conséquent, ∑
z∈P2B3∩Aµ1 (Z)
Sd,zJz|z|m−r +
P2∑
l=1
∑
z∈P2B3∩Aµ1 (Z)
|z|6l
Sd,zJl,zl
m−r
 dm−r−d1Pm+1−d11
= σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2
)
en simplifiant par Pm+1−d11 on obtient le résultat.
On démontre de même :
Lemme 3.6.2. On suppose n+ 2−max{dimV ∗1 ,dimV ∗2 } > m. Alors pour
tout P1 > 1 et d2 > 2 :∑
x∈P1B1∩Aλ2 (Z)
Sd,xJd,xd
m−r|x|m−r = σdPm+1−d11
+O(dm−r max{dd1(r+1)/2d˜+ε, d4d1}Pm+1−d1−δ1 ).
Pour le cas d2 = 1, en notant u′1 = d1 + δ, m′2 = 7d12d1−1 et λ′ =
dd1 + u′1 + δe on trouve :
Lemme 3.6.3. On suppose n+2−max{dimV ∗1 ,dimV ∗2 } > m′ = max{m1,m′2}.
Alors si d2 = 1 et P1 > 1 :
∑
x∈P1B1∩Aλ2 (Z)
Vol(Cd,x)
det(Λd,x)
= σdP
m+1−d1
1
+O(dm−r max{dd1(r+1)/2d1−1+ε, d3−d1}Pm+1−d1−δ1 ).
Nous sommes en mesure de démontrer la proposition suivante :
Proposition 3.6.4. On suppose d1 > 2, P1 > P2 et n+2−max{dimV ∗1 , dimV ∗2 } >
m. On a alors
N˜d,1(P1, P2) = σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2
)
.
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Démonstration. On suppose dans un premier temps que b > b1 > 5d2. On a
alors puisque n+ 2−max{dimV ∗1 , dimV ∗2 } > m et puisque les fonctions g1
et g′1 sont décroissantes en b :
K1
2
− 2(d1 − 1) > g1(b1, δ) > g1(b, δ),
K1
3
− 7
3
(d1 − 1) > g′1(b1, δ) > g′1(b, δ).
Par conséquent on peut appliquer les propositions 3.5.15 et 3.5.24 et on a
alors
N˜
(1)
d,1 (P1, P2) + N˜
(2)
d,1 (P1, P2)
=
 ∑
z∈P2B3∩Aµ1 (Z)
Sd,zJz|z|m−r +
P2∑
l=1
∑
z∈P2B3∩Aµ1 (Z)
|z|6l
Sd,zJl,zl
m−r
 dm−r−d1Pm+1−d11
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d22
)
= σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2
)
en utilisant le lemme précédent. On remarque d’autre part que
N˜
(1)
d,1 (P1, P2) + N˜
(2)
d,1 (P1, P2) = N˜d,1(P1, P2)
et ainsi que
N˜d,1(P1, P2) = σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2
)
.
Si l’on suppose à présent b < b1, on a alors
K > max{b1d1 + d2, (5b1 + 2)(d˜+ 1) > max{bd1 + d2, (5b+ 2)(d˜+ 1)}.
Par la proposition 3.3.1, on a donc
Nd(P1, P2) = σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d1−δ1 Pn−r+1−d2−δ2
)
.
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Or comme dans la démonstration du lemme 3.6.1, on a que :
N˜d,1(P1, P2) = Nd(P1, P2)
+O
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2
)
,
ce qui clôt la démonstration.
Si l’on note
(3.150) N˜d,2(P1, P2) = Card
{
(x,y, z) ∈ Zn+2 | x ∈ Aλ2(Z), |x| 6 P1,
max
(⌊ |y|
d|x|
⌋
, |z|
)
6 P2, F (dx,y, z) = 0
}
,
en utilisant les propositions 3.4.17 et 3.4.21, on a un résultat analogue :
Proposition 3.6.5. Si l’on suppose d1, d2 > 2, P1 6 P2 et n + 2 −
max{dimV ∗1 , dimV ∗2 } > m, On a alors
N˜d,2(P1, P2) = σdP
m+1−d1
1 P
n−r+1−d2
2
+O
(
dm−r max{dd1(r+1)/2d˜+ε, d5d1}Pm+1−d1−δ1 Pn−r+1−d22
)
.
Si l’on a d1 > 2, d2 = 1 , P1 6 P2 et n + 2 −max{dimV ∗1 ,dimV ∗2 } > m′,
alors
N˜d,2(P1, P2) = σdP
m+1−d1
1 P
n−r
2
+O
(
dm−r max{dd1(r+1)/2d1−1+ε, d3−d1}Pm+1−d1−δ1 Pn−r2
)
.
Considérons à présent l’ouvert de Zariski
(3.151) U = Aλ2 ×Am−rC ×Aµ1 ⊂ An+2C .
On note alors
(3.152) N˜d,U (P1, P2) = Card
{
(x,y, z) ∈ Zn+2 ∩ U | |x| 6 P1,
max
(⌊ |y|
d|x|
⌋
, |z|
)
6 P2, F (dx,y, z) = 0
}
,
On en déduit :
Proposition 3.6.6. Si l’on suppose d1, d2 > 2 et n+2−max{dimV ∗1 , dimV ∗2 } >
m, on a alors
N˜d,U (P1, P2) = σdP
m+1−d1
1 P
n−r+1−d2
2
+Oδ
(
dm−r max{d
(r+1)(d1−1)
2d1−1 +ε, d5d1}Pm+1−d11 Pn−r+1−d22 min{P1, P2}−δ
)
,
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pour δ > 0 arbitrairement petit. Pour d1 > 2, d2 = 1 , P1 6 P2 et n + 2 −
max{dimV ∗1 ,dimV ∗2 } > m′, on a
N˜d,U (P1, P2) = σdP
m+1−d1
1 P
n−r
2
+Oδ
(
dm−r max{d
d1(r+1)
2d1−1 +ε, d3−d1}Pm+1−d11 Pn−r2 min{P1, P2}−δ
)
.
Démonstration. On suppose P1 > P2. On évalue le terme d’erreur
|N˜d,U (P1, P2)− N˜d,1(P1, P2)| 
∑
x∈Aλ2 (Z)∩P1B1
dm−rPm−r1 P
n−r+1
2
 dm−rPm+1−λ1 Pn−r+12
 dm−rPm+1−d1−u1d2−δ1 Pn−r+12
 dm−rPm+1−d1−δ1 Pn−r+1−d22
car u1 > 1. Pour P1 6 P2, on obtient le même résultat avec |N˜d,U (P1, P2)−
N˜d,2(P1, P2)|.
3.7 Cinquième étape
3.7.1 Un résultat intermédiaire
Nous allons à présent utiliser la formule obtenue pour N˜d,U (P1, P2) dans
la proposition 3.6.6 pour trouver une formule asymptotique pour Nd,U (B).
Pour résoudre ce problème, nous allons appliquer une version légèrement
modifiée (tenant compte de la dépendance en d des fonctions de comptage)
de la méthode développée par Blomer et Brüdern dans [B-B] pour le cas
les hypersurfaces diagonales des espaces multiprojectifs, et reprise dans la
section 9 de [Sch2].
Pour tout d ∈ N∗, on considère une fonction fd : N2 → [0,+∞[. Confor-
mément aux notations de [B-B], on dira que fd est une (β1, β2, Cd, D, α,
υ, δ)-fonction si elle vérifie les trois conditions suivantes :
1. On a ∑
k6K
l6L
fd(k, l) = CdK
β1Lβ2 +O(dυKβ1Lβ2 min{K,L}−δ)
pour tous K,L > 1.
2. Il existe des fonctions c1,d, c2,d : N→ [0,+∞[ telles que :∑
l6L
fd(k, l) = cd,1(k)L
β2 +O
(
kDdυLβ2−δ
)
,
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uniformément pour tous L > 1 et k 6 d−1Lα,∑
k6K
fd(k, l) = cd,2(l)K
β1 +O
(
lDdυKβ1−δ
)
,
uniformément pour tous K > 1 et l 6 d−1Kα.
Nous allons alors démontrer, en nous inspirant des arguments de [Sch2,
§9], la proposition suivante qui est une adaptation de [B-B, Théorème 2.1]
pour le cas d’une famille de fonctions dépendant d’un paramètre d :
Proposition 3.7.1. Si (fd)d∈N∗ est une famille de (β1, β2, Cd, D, α, υ, δ)-
fonctions avec (Cd)d∈N∗ telle que Cd  dυ, alors on a, pour tout d, la formule
asymptotique : ∑
kβ1 lβ26P
fd(k, l) = CdP log(P ) +O(d
υ+δ log(d)P ).
On considère (fd)d∈N∗ une famille de (β1, β2, Cd, D, α, υ, δ)-fonctions,
avec Cd  dυ et on définit
Fd(K,L) =
∑
k6K
∑
l6L
fd(k, l).
Lemme 3.7.2. Pour tout d ∈ N∗, on a les estimations :∑
k6K
cd,1(k) = CdK
β1 +O
(
dυKβ1−δ
)
,
∑
l6L
cd,2(l) = CdL
β2 +O
(
dυLβ2−δ
)
.
Démonstration. D’après la condition 1, on a
(3.153) Fd(K,L) = CdKβ1Lβ2 +O(dυKβ1Lβ2 min{K,L}−δ).
Pour L > 1 et K 6 d−1Lα, la condition 2 implique :
Fd(K,L) =
∑
k6K
∑
l6L
fd(k, l)

=
∑
k6K
(
cd,1(k)L
β2 +O
(
kDdυLβ2−δ
))
= Lβ2
∑
k6K
cd,1(k) +O
(
dυKD+1Lβ2−δ
)
.
En choisissant L tel que dK 6 Lα et KD+1L−δ = O(Kβ1−δ), on obtient
alors en utilisant la formule (3.153) :∑
k6K
cd,1(k) = CdK
β1 +O
(
dυKβ1−δ
)
.
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Lemme 3.7.3. On fixe un réel µ tel que
(3.154) 0 < β1µ <
1
2
,
(3.155) µ
(
1 + α
β1
β2
)
6 α
β2
,
(3.156) µ
(
D − β1 + 1 + δβ1
β2
)
<
δ
2β2
.
On pose
Td,1 =
∑
k6d−1Pµ
∑
P
1
2<lβ26P/kβ1
fd(k, l).
On a alors
Td,1 = β1µCdP log(P ) +O(d
υ+δ log(d)P ).
Démonstration. On remarque dans un premier temps que :
Td,1 =
∑
k6d−1Pµ
∑
kβ1 lβ26P
fd(k, l)− Fd(d−1Pµ, P
1
2β2 )
avec
Fd(d
−1Pµ, P
1
2β2 ) = O
(
dυP β1µ+
1
2
)
= O(dυP ).
D’autre part, par l’hypothèse (3.155), on a pour tout k 6 d−1Pµ,
k
1+α
β1
β2 6 d−(1+α
β1
β2
)
P
(1+α
β1
β2
)µ 6 d−1P
α
β2 ,
et donc k 6 d−1
(
P
1
β2 /k
β1
β2
)α
. La condition 2 donne alors :
Td,1 =
∑
k6d−1Pµ
(
cd,1(k)
(
P
1
β2 /k
β1
β2
)β2
+O
(
kDdυ
(
P
1
β2 /k
β1
β2
)β2−δ))
+O(dυP )
=
 ∑
k6d−1Pµ
cd,1(k)
kβ1
P +O
 ∑
k6d−1Pµ
k
D−β1+δ β1β2
 dυP 1− δβ2
+O(dυP )
=
 ∑
k6d−1Pµ
cd,1(k)
kβ1
P +O(Pµ(D−β1+1+δ β1β2 )) dυP 1− δβ2 +O(dυP )
=
 ∑
k6d−1Pµ
cd,1(k)
kβ1
P +O(dυP ).
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Il nous faut à présent évaluer
∑
k6d−1Pµ
cd,1(k)
kβ1
. Par sommation par parties,
et en utilisant le lemme précédent on a :
∑
k6d−1Pµ
cd,1(k)
kβ1
= dβ1P−µβ1
∑
k6d−1Pµ
cd,1(k)+β1
∫ d−1Pµ
1
t−β1−1
∑
k6t
cd,1(k)dt
= dβ1P−µβ1
(
Cdd
−β1Pµβ1 +O
(
dυ−β1+δPµβ1−δµ
))
+ β1
∫ d−1Pµ
1
t−β1−1
(
Cdt
β1 +O(dυtβ1−δ)
)
dt
= Cd +O
(
dυ+δP−δµ
)
+ β1Cd log(P
µ) +O(dυ log(d))
= β1Cd log(P
µ) +O(dυ+δ)
Lemme 3.7.4. On suppose 0 < µ < min{ 12β1 , 12β2 }, et on définit :
Td,2 =
∑
d−1Pµ<k6P
1
2β1
∑
P
1
2<lβ26P/kβ1
fd(k, l).
On a alors
Td,2 = (
1
2
− β1µ)CdP log(P ) +O(dυ+δ log(d)P ).
Démonstration. On fixe d ∈ N∗. On considère un entier J assez grand et on
définit θ > 0 via :
(1 + θ)J = dP
1
2β1
−µ
.
On considère alors des réels d−1Pµ 6 K < K ′ 6 P
1
2β1 avec K ′ = K(1 + θ).
On définit alors :
V (K) =
∑
K<k6K′
∑
P
1
2<lβ26P/kβ1
fd(k, l),
V−(K) =
∑
K<k6K′
∑
P
1
2<lβ26P/(K′)β1
fd(k, l),
V+(K) =
∑
K<k6K′
∑
P
1
2<lβ26P/Kβ1
fd(k, l),
et on remarque que :
V−(K) 6 V (K) 6 V+(K).
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Par ailleurs,
V+(K) = Fd
(
K ′, P
1
β2 /K
β1
β2
)
− Fd
(
K,P
1
β2 /K
β1
β2
)
− Fd
(
K ′, P
1
2β2
)
+ Fd
(
K,P
1
2β2
)
.
Or, on a :
Fd
(
K ′, P
1
β2 /K
β1
β2
)
− Fd
(
K,P
1
β2 /K
β1
β2
)
= Cd((K
′)β1−Kβ1)PK−β1 +O
(
dυ(K ′)β1PK−β1 min{K,P 1β2 (K ′)−
β1
β2 }−δ
)
= Cd((1 + θ)
β1 − 1)P +O
(
dυ+δ(1 + θ)β1P 1−µδ
)
,
d’après (3.154). En remarquant que (1 + θ)β1 = 1 +β1θ+O(θ2), on obtient :
Fd
(
K ′, P
1
β2 /K
β1
β2
)
−Fd
(
K,P
1
β2 /K
β1
β2
)
= Cdβ1θP+O(d
υ+δP 1−µδ)+O(dυθ2P ).
De la même manière on trouve
Fd
(
K ′, P
1
2β2
)
− Fd
(
K,P
1
2β2
)
= Cdβ1θK
β1P
1
2 +O(dυP 1−µδ) +O(dυθ2P ).
On en déduit :
V+(K) = Cdβ1θP + Cdβ1θK
β1P
1
2 +O(dυP 1−µδ) +O(dυθ2P ).
Par des arguments analogues, on obtient la même estimation pour V−(K),
et donc
V (K) = Cdβ1θP + Cdβ1θK
β1P
1
2 +O(dυ+δP 1−µδ) +O(dυθ2P ).
On pose à présent, pour tout entier j tel que 0 6 j < J ,
Kj = d
−1Pµ(1 + θ)j .
On a alors
Td,2 =
∑
06j<J
V (Kj)
= Cdβ1(Jθ)P + Cdβ1θP
1
2
J−1∑
j=0
Kβ1j +O(d
υ+δJP 1−µδ) +O(dυJθ2P ).
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Or on a :
θ
J−1∑
j=0
Kβ1j = θd
−β1P β1µ
(1 + θ)Jβ1 − 1
(1 + θ)β1 − 1
= d−β1P β1µ
dβ1P
1
2
−β1µ − 1
β1 +O(θ)
=
1
β1
P
1
2 +O(d−β1P β1µ) +O(P
1
2 θ).
On obtient alors :
Td,2 = Cdβ1(Jθ)P + CdP +O(d
υ−β1P
1
2
+β1µ)
+O(dυθ2P ) +O(dυ+δJP 1−µδ) +O(dυJθ2P )
= Cdβ1(Jθ)P +O(d
υJθ2P ) +O(dυP ) +O(dυ+δJP 1−µδ).
On choisit à présent :
J =
⌊
P
µδ
2
((
1
2β1
− µ
)
log(P ) + log(d)
)⌋
Par définition de θ on a :
J log(θ + 1) =
(
1
2β1
− µ
)
log(P ) + log(d),
et donc
θ = J−1
((
1
2β1
− µ
)
log(P ) + log(d)
)
+O
(
J−2
((
1
2β1
− µ
)
log(P ) + log(d)
)2)
,
et on en déduit
Jθ =
((
1
2β1
− µ
)
log(P ) + log(d)
)
+O
(
P−
µδ
2
((
1
2β1
− µ
)
log(P ) + log(d)
))
.
On a par conséquent :
Td,2 = Cdβ1
(
1
2β1
− µ
)
P log(P ) + Cdβ1 log(d)P
+O(dυ+δ log(d)P 1−
µδ
2 log(P )) +O(dυP ),
et le lemme est démontré.
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Démonstration de la proposition 3.7.1. On écrit∑
kβ1 lβ26P
fd(k, l) =
∑
kβ1 lβ26P
P
1
2<lβ2
fd(k, l) +
∑
kβ1 lβ26P
P
1
2<kβ1
fd(k, l)− Fd(P
1
2β1 , P
1
2β2 )
=
∑
kβ1 lβ26P
P
1
2<lβ2
fd(k, l) +
∑
kβ1 lβ26P
P
1
2<kβ1
fd(k, l) +O(d
υP ).
On remarque alors que∑
kβ1 lβ26P
P
1
2<lβ2
fd(k, l) = Td,1 + Td,2 =
1
2
CdP log(P ) +O(d
υ+δ log(d)P ),
d’après les deux lemmes précédents. Par symétrie, on obtient exactement le
même résultat pour
∑
kβ1 lβ26P
P
1
2<kβ1
fd(k, l), et la proposition est démontrée.
Remarque 3.7.5. Par les mêmes arguments, on démontre, sous les mêmes
hypothèses que :∑
kβ1 (l+1)β26P
fd(k, l) = CdP log(P ) +O(d
υ+δ log(d)P ).
Cette remarque nous sera utile dans ce qui va suivre.
3.7.2 Formule asymptotique pour Nd,U(B)
L’idée est alors d’appliquer la proposition 3.7.1 à la fonction hd(k, l) dé-
finie en (3.12). Pour cela nous allons montrer que cette fonction est bien une
(β1, β2, Cd, D, α, υ, δ)-fonction (pour des constantes Cd, δ, β1, β2, α, υ,D que
nous préciserons).
Remarquons avant tout que, d’après la proposition 3.6.6, la fonction h
vérifie bien la condition 1 avec β1 = m+ 1−d1, β2 = n− r+ 1−d2, Cd = σd
et υ = m − r + max{ (r+1)(d1−1)
2d1−1 + ε, 5d1}. D’autre part, par les corollaires
3.5.14 et 3.5.23, pour tout z ∈ Aµ1 (Z) et P2 6 P1, on a
Nd,z(P1) = Sd,zJzd
m−r−d1 lm−rPm+1−d11 + O
(
dυlm−r+4d2Pm+1−d1−δ1
)
Nd,l,z(P1) = Sd,zJl,zd
m−r−d1 lm−rPm+1−d11 +O
(
dυlm−r+4d2Pm+1−d1−δ1
)
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uniformément pour tout z, l < P
d1−1
2d2
1 et z ∈ Aµ1 (Z). En notant
(3.157)
N˜d,U,l(P1) = card{(x,y, z) ∈ Zn+2 ∩ U | F (dx,y, z) = 0, |x| 6 P1,
l = max
(⌊ |y|
d|x|
⌋
, |z|
)
}
On a alors que
N˜d,U,l(P1) =
∑
k6P1
hd(k, l)
=
∑
z∈Aµ1 (Z)
|z|=l
Nd,z(P1) +
∑
z∈Aµ1 (Z)
|z|6l
Nd,l,z(P1) +O
(
dm−rln−r+1Pm+1−λ1
)
=
 ∑
z∈Aµ1 (Z)
|z|=l
Sd,zJz +
∑
z∈Aµ1 (Z)
|z|6l
Sd,zJl,z
 lm−rdm−r−d1Pm+1−d11
+O
(
dυln−r+1+4d2Pm+1−d1−δ1
)
uniformément pour tout l < P
d1−1
2d2
1 . On a de même, d’après le corollaire
3.4.15 :
Nd,x(P2) = Sd,xJd,xd
m−rkm−rPn−r+1−d22 +O
(
dυkm−r+4d1Pn−r+1−d2−δ2
)
,
uniformément pour tout k < d−1P
d2−1
2d1
2 et x ∈ Aλ2(Z). En notant
(3.158) N˜d,U,k(P2) = card{(x,y, z) ∈ Zn+2 ∩ U | F (dx,y, z) = 0, |x| = k
max
(⌊ |y|
d|x|
⌋
, |z|
)
6 P2}
On a alors que
N˜d,U,k(P2) =
∑
l6P2
hd(k, l)
=
∑
x∈Aλ2 (Z)
|x|=k
Nd,x(P2) +O
(
dm−rkm+1Pn−r+1−µ2
)
=
∑
x∈Aλ2 (Z)
|x|=k
Sd,xJd,xk
m−rdm−rPn−r+1−d22
+O
(
dυkm+1+4d1Pn−r+1−d2−δ2
)
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uniformément pour tout k < d−1P
d2−1
2d1
2 . Par conséquent, hd vérifie bien la
condition 2 avec
cd,1(k) =
∑
x∈Aλ2 (Z)
|x|=k
Sd,xJd,xk
m−rdm−r,
cd,2(l) =
 ∑
z∈Aµ1 (Z)
|z|=l
Sd,zJz +
∑
z∈Aµ1 (Z)
|z|6l
Sd,zJl,z
 lm−rdm−r−d1 ,
D = max{m+ 1 + 4d1, n− r + 1 + 4d2}
et
α = min{d2 − 1
2d1
,
d1 − 1
2d2
}.
On a donc montré que hd est une (m+1−d1, n−r+1−d2, σd, D, α, υ, δ)-
fonction, et donc en notant
N˜
(1)
d,U (B) = card
{
(x,y, z) ∈ Zn+2 ∩ U | x 6= 0, (y, z) 6= (0,0),
F (dx,y, z) = 0, |x|m+1−d1 max
(⌊ |y|
d|x|
⌋
, |z|
)n−r+1−d2
6 B
}
et
N˜
(2)
d,U (B) = card
{
(x,y, z) ∈ Zn+2 ∩ U | x 6= 0, (y, z) 6= (0,0),
F (dx,y, z) = 0, |x|m+1−d1 max
(⌊ |y|
d|x|
⌋
+ 1, |z|+ 1
)n−r+1−d2
6 B
}
la proposition 3.7.1 et la remarque 3.7.5 donnent :
N˜
(i)
d,U (B) = σdB log(B) +O (d
υ log(d)B)
pour i ∈ {1, 2}. Par ailleurs, on observe que
N˜
(2)
d,U (B) 6 Nd,U (B) 6 N˜
(1)
d,U (B),
et on en déduit finalement :
Proposition 3.7.6. Si d1, d2 > 2 et n+ 2−max{dimV ∗1 , dimV ∗2 } > m, ou
si d1 > 2, d2 = 1 et n + 2 − max{dimV ∗1 ,dimV ∗2 } > m′, alors pour tout
B > 1, on a la formule asymptotique :
Nd,U (B) = σdB log(B) +O
(
dυ+δ log(d)B
)
,
pour un certain δ > 0 arbitrairement petit.
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Remarque 3.7.7. Nous avons vu (voir (3.145)) que m 6 13d2(d1+d2)2d1+d2 .
De la même manière on montre que m′ 6 13d2(d1 + d2)2d1+d2. Par consé-
quent, la formule asymptotique ci-dessus est en particulier vraie lorsque n+
2−max{dimV ∗1 , dimV ∗2 } > 13d2(d1 + d2)2d1+d2.
3.8 Conclusion et interprétation des constantes
Nous somme à présent en mesure de donner une formule asymptotique
pour
NU (B) = 1
4
card{(x,y, z) ∈ U ∩ Zn+2 | pgcd(x) = 1, pgcd(y, z) = 1
F (x,y, z) = 0, H(x,y, z) 6 B}.
On remarque en effet que si Nd,e(B) désigne
card{(dx, ey, ez) ∈ U∩(dZr+1×eZn−r+1) | F (dx, ey, ez) = 0, H(dx, ey, ez) 6 B}
= card
{
(x,y, z) ∈ U ∩ (Zr+1 × Zn−r+1) | F (dx,y, z) = 0,
|x|m+1−d1 max{ |y|
d|x| , |z|}
n−r+1−d2 6 B/(dm+1−d1en−r+1−d2)
}
= Nd,U (B/(d
m+1−d1en−r+1−d2))
et
N˜k,l(B) = card{(kx, ly, lz) ∈ U∩(kZr+1×lZm−r×lZn−m+1) | pgcd(x) = 1,
pgcd(y, z) = 1, F (kx,y, z) = 0, H(kx, ly, lz) 6 B}
(pour d, e, k, l ∈ N), alors on a
Nd,e(B) =
∑
d|k
∑
e|l
N˜k,l(B).
Par inversions de Möbius successives, et en utilisant la proposition 3.7.6, on
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obtient :
NU (B) = 1
4
N˜1,1(B) =
1
4
∑
d∈N∗
µ(d)
∑
e∈N∗
µ(e)Nd,e(B)
=
1
4
∑
d,e∈N∗
µ(d)µ(e)Nd,U (B/(d
m+1−d1en−r+1−d2))
=
1
4
∑
d,e∈N∗
µ(d)µ(e)
dm+1−d1en−r+1−d2
σdB log(B)
+O
 ∑
d,e∈N∗
1
dm+1−d1en−r+1−d2
dυ+δ log(d)B

=
1
4
(∑
e∈N∗
µ(e)
en−r+1−d2
)(∑
d∈N∗
µ(d)
dm+1−d1
σd
)
B log(B) +O (B) ,
car υ = m− r+ max{ (r+1)(d1−1)
2d1−1 + ε, 5d1} < (m+ 1− d1) + 2, pour r choisi
assez grand, i.e. pour r > 6d1 − 3. Par ailleurs on peut réécrire∑
e∈N∗
µ(e)
en−r+1−d2
=
∏
p∈P
(
1− 1
pn−r+1−d2
)
et ∑
d∈N∗
µ(d)
dm+1−d1
σd = J
∑
d∈N∗
µ(d)
dm+1−d1
Sdd
m−r−d1 = JS
pour
(3.159) S =
∑
d∈N∗
µ(d)
dr+1
Sd.
On obtient donc finalement
Proposition 3.8.1. Pour d1, d2 > 2, n+ 2−max{dimV ∗1 , dimV ∗2 } > m et
r > 6d1 − 3, on a :
NU (B) = σB log(B) +O(B),
lorsque B → ∞, où l’on a noté σ = 14JS
∏
p∈P
(
1− 1
pn−r+1−d2
)
. On a de
plus la même formule pour d1 > 2, d2 = 1, n+2−max{dimV ∗1 ,dimV ∗2 } > m′
et r > 6d1 − 3.
Nous allons à présent donner une interprétation des constantes intro-
duites, et démontrer que l’expression obtenue est bien en accord avec les
formules conjecturées par Peyre dans [Pe1], et nous aurons ainsi démontré
le théorème 3.1.1.
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Rappelons que l’on a noté pi : X0 → X la projection du torseur universel
X0 = (A
r+1 \ {0})× (An−r+1 \ {0}) sur la variété torique ambiante X. On
considère un point (x,y, z) ∈ Y0 tel que ∂F∂tj (x,y, z) 6= 0, où
tj =

xj si j ∈ {0, ..., r}
yj si j ∈ {r + 1, ...,m}
zj si j ∈ {m+ 1, ..., n+ 1}
et on note P = pi(x,y, z). La forme de Leray ωL sur un voisinage de (x,y, z)
sur lequel ∂F∂tj 6= 0 est alors donnée par
ωL(x,y,x) =
(−1)n+2−j
∂F
∂tj
(x,y, z)
dt0 ∧ ... ∧ d̂tj ∧ ... ∧ dtn+1(x,y, z).
Pour toute place ν ∈ Val(Q) la forme de Leray induit une mesure locale ωL,ν .
On suppose à présent que le point (x,y, z) est tel que, par exemple,
x0 6= 0, zm+1 6= 0 et ∂F∂zn+1 (x,y, z) 6= 0. Pour toute place ν de Q, on
considère le morphisme
ρ : XQν → An−1Qν
pi(x,y, z) 7→
(
x1
x0
, ..., xrx0 ,
yr+1
x0zm+1
, ..., ymx0zm+1 ,
zm+2
zm+1
, ..., znzm+1
)
.
Par le théorème d’inversion locale, il existe un voisinage ouvert de P noté
V sur lequel ρ est bien défini et induit un difféomorphisme analytique sur
ρ(V ). On pose W = pi−1(V ). Si l’on note
u = (1, u1, ..., ur)
v = (vr+1, ..., vm)
w = (1, wm+2, ..., wn+1)
,
la mesure de Tamagawa ων est définie par
ρ∗ων =
du1,ν ...dur,νdvr+1,ν ...dvm,νdwm+2,ν ...dwn,ν
hν(u,v,w)
∣∣∣ ∂F∂zn+1 (u,v,w)∣∣∣ν ,
où wn+1 est implicitement défini par F (u,v,w) = 0, et
hν(u,v) = h
(1)
ν (u)h
(2)
ν (u,v,w)
pour
h
(1)
ν (u) = |u|m+1−d1ν
h
(2)
ν (u,v,w) = max
( |v|ν
|u|ν , |w|ν
)n−r+1−d2
,
où pour tout vecteur x = (x1, ..., xN ),
|x|ν = max
16i6N
|xi|ν .
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3.8.1 Étude de l’intégrale singulière J
Rappelons que l’intégrale J est définie par
J =
∫
R
∫
|y|6|x|61
|z|61
e(βF (x,y, z))dxdydzdβ.
et cette intégrale est absolument convergente. On pose par ailleurs :
σ∞(Y ) =
∫
pi−1(Y )∩{|y|6|x|61
|z|61}
ωL,∞.
Nous allons montrer que l’intégrale J coïncide avec σ∞(Y ). Pour cela nous al-
lons utiliser des résultats issus de [Pe2]. Introduisons les notations suivantes :
Soit X une variété définie sur un corps de nombres k. On pose G =
Gal(k¯/k) et
ACeff(X¯),k = Spec(k¯[Ceff(X¯) ∩X∗(TNS)]G),
et si TX est un torseur universel sur X, on note
T̂X = TX ×TNS A−Ceff(X¯),k.
On dit qu’une hypersurface Y de X vérifie l’hypothèse (G) s’il existe une
désingularisation AΣ de ACeff(X¯),k équivariante sous l’action du tore TNS .
D’autre part, si L est un diviseur de Y appartenant à Ceff(Y ), on pose
δ(L) = inf{〈x, L〉, x ∈ Ceff(Y )∨ ∩ Pic(Y )∨ \ {0}.
On note δ(Y ) = δ(ω−1Y ) > 1. On a alors (cf. [Pe2, Proposition 3.5.1]) :
Proposition 3.8.2. Si Y est une hypersurface presque de Fano vérifiant
l’hypothèse (G) telle que δ(Y ) > 1, Ceff(Y¯ ) est polyédrique rationnel et si
δ(ω−1X −3L) > 0 (où L est le diviseur de X associé à l’hypersurface Y ), alors
pour toute place archimédienne ν ∈ Val(k), pour toute fonction φ complexe
définie sur T̂X(kν), C∞ à support compact on a la relation :∫
TY (kν)
φ(y)ωTY ,ν(y) =
∫
kν
∫
TX(kν)
φ(y)eν(ξνf(y))ωTX ,ν(y)dξν ,
où f est telle que Y = {y ∈ X | f(y) = 0}, et eν est le caractère ξ 7→
e2ipiΛν(ξ), avec Λν(ξ) = bTrkν/R(ξ)c.
Nous allons appliquer cette proposition aux variétés X et Y considérées,
avec k = Q, ν = ∞ et f = F . Si l’on montre que la proposition s’applique
dans ce cadre, on aura alors pour tout fonction φ, C∞ à support compact
sur TX(R) :∫
TY (R)
φ(x,y, z)ωTY ,∞(x,y, z) =
∫
R
∫
TX(R)
φ(x,y, z)e(βF (x,y, z))ωTX ,∞(x,y, z)dβ.
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Quitte à approximer l’indicatrice du domaine d’intégration Φ = {|y| 6 |x| 6
1
|z| 6 1} par des fonctions φ ∈ C∞(TX(R)) = C∞(Rn+r), on obtient alors
σ∞(Y ) =
∫
Φ
ωTY ,∞(x) =
∫
R
∫
|y|6|x|61
|z|61
e(βF (x,y, z))dxdydzdβ = J.
Nous allons donc montrer que la proposition s’applique bien au cas qui
nous intéresse.
Dans le cas présent nous avons :
Ceff(X¯) = R
+.[D0] +R
+.[Dn+1]
X∗(TNS) = Z.[D0] + Z.[Dn+1],
et
ACeff(X¯),Q = Spec(Q[[D0], [Dn+1]]]) ' A2Q.
Donc en particulier ACeff(X¯),Q est non singulière, donc vérifie bien (G).
D’autre part, le diviseur anticanonique de Y est :
[ω−1Y ] = (n1 − d1)[D˜0] + (n2 − d2)[D˜n+1]
donc
δ(ω−1Y ) = inf
(x1,x2)∈N2\{0}
{x1(n1 − d1) + x2(n2 − d2)} > 1.
Le diviseur L associé à Y est d1[D0] + d2[Dn+1] et donc :
δ(ω−1X −3L) = inf
(x1,x2)∈N2\{0}
{x1(n1 − 3d1) + x2(n2 − 3d2)} = inf
j∈{1,2}
(nj−3dj) > 1.
Par ailleurs,
Ceff(Y¯ ) = R
+.[D˜0] +R
+.[D˜n+1]
qui est polyédrique rationnel. Les conditions de la proposition sont donc
toutes bien vérifiées.
Nous allons à présent interpréter cette constante J en termes de mesures
de Tamagawa. Plus précisément, en notant τ∞ = ω∞, nous allons démontrer
le résultat suivant :
Lemme 3.8.3. On a
τ∞ =
(m+ 1− d1)(n− r + 1− d2)
4
σ∞.
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Démonstration. Il nous suffit de montrer que par exemple pour l’ouvert V
défini précédemment, on a τ∞(V ) =
(m+1−d1)(n−r+1−d2)
4 σ∞(V ). Par défini-
tion de la mesure de Leray,
σ∞(V ) =
∫
pi−1(V )∩{|x|61
|y|6|x|, |z|61}
dxdydzˆ∣∣∣ ∂F∂zn+1 (x,y, z)∣∣∣ .
On remarque que
max
i
|xi| 6 1 ⇔ |x0| 6
(
max
i
|xi|
|x0|
)−1
.
On applique alors les changements de variables xi = x0ui, yj = zm+1x0vj et
zk = zm+1wk dans l’intégrale ci-dessus. On a alors que{ |y| 6 |x| 6 1
|z| 6 1 ⇔

|x0| 6 (|u|)−1
|zm+1||v| 6 |u|
|zm+1| 6 |w|−1
⇔
{
|x0|m+1−d1 6 h(1)∞ (u)−1
|zm+1|n−r+1−d2 6 h(2)∞ (u,v,w)−1
On obtient donc
σ∞(V ) =
∫
V
1∣∣∣ ∂F∂zn+1 (x,y, z)∣∣∣
∫
|x0|m+1−d16h(1)∞ (u)−1
|zm+1|n−r+16h(2)∞ (u,v,w)−1
|x0|m−d1 |zm+1|n−r−d2dx0dzm+1dudvdwˆ
=
4
(m+ 1− d1)(n− r + 1− d2)
∫
ρ(V )
dudvdwˆ
h∞(u,v,w)
∣∣∣ ∂F∂zn+1 (x,y, z)∣∣∣
=
4
(m+ 1− d1)(n− r + 1− d2)
∫
V
ω∞.
3.8.2 Étude de la série singulière S
Rappelons que S est définie par :
S =
∑
d∈N∗
µ(d)
dr+1
Sd,
avec
Sd =
∞∑
q=1
Ad(q)
où
Ad(q) = q
−(n+2) ∑
a∈(Z/qZ)∗
∑
(b1,b2,b3)∈(Z/qZ)n+2
e
(
a
q
F (db1, b2, b3)
)
.
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Lemme 3.8.4. Pour tout d ∈ N∗, la fonction Ad est multiplicative.
Démonstration. On considère deux entiers q1, q2 tels que pgcd(q1, q2) = 1,
et posons q = q1q2. Montrons qu’alors Ad(q) = Ad(q1)Ad(q2). On remarque
que
Ad(q1)Ad(q2) = q
−(n+2) ∑
a1∈(Z/q1Z)∗
a2∈(Z/q2Z)∗
∑
(b
(1)
1 ,b
(1)
2 ,b
(1)
3 )∈(Z/q1Z)n+2
(b
(2)
1 ,b
(2)
2 ,b
(2)
3 )∈(Z/q2Z)n+2
e
(
a1q2F (db
(1)
1 , b
(1)
2 , b
(1)
3 ) + a2q1F (db
(2)
1 , b
(2)
2 , b
(2)
3 )
q
)
.
Or si l’on considère l’unique élément (b1, b2, b3) ∈ (Z/qZ)n+2 tel que
∀i ∈ {1, 2, 3},
{
bi ≡ b(1)i (q1)
bi ≡ b(2)i (q2)
on a {
q2F (db
(1)
1 , b
(1)
2 , b
(1)
3 ) ≡ q2F (db1, b2, b3) (q)
q1F (db
(2)
1 , b
(2)
2 , b
(2)
3 ) ≡ q1F (db1, b2, b3) (q)
et ainsi :
Ad(q1)Ad(q2) = q
−(n+2) ∑
a1∈(Z/q1Z)∗
a2∈(Z/q2Z)∗
∑
(b1,b2,b3)∈(Z/qZ)n+2
e
(
a1q2 + a2q1
q
F (db1, b2, b3)
)
.
Or l’application :
(Z/q1Z)
∗ × (Z/q2Z)∗ → (Z/qZ)∗
(a1, a2) 7→ a1q2 + a2q1
est bijective. On obtient donc finalement :
Ad(q1)Ad(q2) = Ad(q).
Puisque Sd est de plus absolument convergente (cf. lemme 3.3.21), on a :
Sd =
∏
p∈P
σd,p
où
σd,p =
∞∑
k=0
Ad(p
k).
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On remarque par ailleurs que pour tous d, k ∈ N∗ :
∑
(b1,b2,b3)∈(Z/pkZ)n+2
e
(
a
pk
F (db1, b2, b3)
)
=
∑
(b1,b2,b3)∈(Z/pkZ)n+2
e
(
a
pk
F (pvp(d)b1, b2, b3)
)
et donc :
Ad(p
k) = Apvp(d)(p
k).
Par conséquent, pour tout d ∈ N∗, on a :
µ(d)
dr+1
Sd =
∏
p∈P
Bpvp(d)
où pour tout ν ∈ N∗ :
Bpν =
µ(pν)
pν(r+1)
∞∑
k=0
Apν (p
k).
Remarquons que Bpν = 0 pour tout ν > 2. La série
∑
d∈N∗
µ(d)
dr+1
Sd étant
absolument convergente, on a alors :
∑
d∈N∗
µ(d)
dr+1
Sd =
∏
p∈P
( ∞∑
ν=0
Bpν
)
=
∏
p∈P
(
1∑
ν=0
Bpν
)
=
∏
p∈P
( ∞∑
k=0
(
A1(p
k)− Ap(p
k)
pr+1
))
︸ ︷︷ ︸
σ′p
.
Notons à présent
(3.160)
Mp(k) = Card
{
(x,y, z) ∈ (Z/pkZ)n+2 | x 6≡ 0 (p), F (x,y, z) ≡ 0 (pk)
}
Lemme 3.8.5. Pour tout entier N > 0, on a
N∑
k=0
(
A1(p
k)− Ap(p
k)
pr+1
)
=
Mp(N)
pN(n+1)
,
et donc
σ′p = lim
N→∞
Mp(N)
pN(n+1)
.
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Démonstration. On pose q = pN . Il est immédiat que
q−1
q−1∑
t=0
∑
(b1,b2,b3)∈(Z/qZ)n+2
e
(
t
q
F (b1, b2, b3)
)
= Card
{
(x,y, z) ∈ (Z/qZ)n+2 | F (x,y, z) ≡ 0 (q)} ,
et de même
q−1
q−1∑
t=0
∑
(b1,b2,b3)∈(Z/qZ)n+2
e
(
t
q
F (pb1, b2, b3)
)
= pr+1 Card
{
(x,y, z) ∈ (Z/qZ)n+2 | x ≡ 0 (p) F (x,y, z) ≡ 0 (q)}
On a donc
Mp(N) = q
−1
q−1∑
t=0
∑
(b1,b2,b3)∈(Z/qZ)n+2(
e
(
t
q
F (b1, b2, b3)
)
− 1
pr+1
e
(
t
q
F (pb1, b2, b3)
))
= q−1
∑
q1|q
∑
06a<q1
pgcd(a,q1)=1
∑
(b1,b2,b3)∈(Z/qZ)n+2(
e
(
a
q1
F (b1, b2, b3)
)
− 1
pr+1
e
(
a
q1
F (pb1, b2, b3)
))
= p−N
N∑
k=1
pN(n+2)
pk(n+2)
∑
a∈(Z/pkZ)∗
∑
(b1,b2,b3)∈(Z/pkZ)n+2(
e
(
a
pk
F (b1, b2, b3)
)
− 1
pr+1
e
(
a
pk
F (pb1, b2, b3)
))
= pN(n+1)
N∑
k=0
(
A1(p
k)− Ap(p
k)
pr+1
)
Nous allons à présent interpréter les constantes σ′p en terme de mesures
de Tamagawa τp définies par
τp =
(
1− 1
p
)2
ωp.
Pour cela nous commençons par établir deux lemmes intermédiaires :
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Lemme 3.8.6. Pour tout N ∈ N∗, on note
W ∗p (N) = {(x,y, z) ∈ (Zp/pN )n+2 | x 6≡ 0 (p),
(y, z) 6≡ 0 (p), F (x,y, z) ≡ 0 (pr)}
ainsi que M∗p (N) = CardW ∗p (N). Il existe alors un entier N0 tel que pour
tout N > N0 : ∫
(x,y,z)∈Zn+2p
x6≡0 (p), (y,z)6≡0 (p)
F (x,y,z)=0
ωL,p =
M∗p (N)
pN(n+1)
.
Démonstration. Soit (x,y, z) ∈ Zn+2p . Dans tout ce qui suit, on note
[x,y, z]N = (x,y, z) mod p
N .
On écrit alors :
∫
{(x,y,z)∈Zn+2p , x6≡0 (p)
(y,z)6≡0 (p), F (x,y,z)=0}
ωL,p =
∑
(x,y,z) mod pN
x6≡0 (p), (y,z) 6≡0 (p)
F (x,y,z)≡0 (pN )
∫
{(u,v,w)∈Zn+2p ,
[u,v,w]N=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w)
(3.161)
=
∑
(x,y,z)∈W ∗p (N)
∫
{(u,v,w)∈Zn+2p ,
[u,v,w]N=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w).(3.162)
Puisque Y est lisse, il existe un N > 0 assez grand tel que, pour tout
(x,y, z) ∈ (Zp/pN )n+2 tel que x 6≡ 0 (p), (y, z) 6≡ 0 (p), et F (x,y, z) = 0 :
c = inf
i,j,k
{
vp
(
∂F
∂xi
(x,y, z)
)
, vp
(
∂F
∂yj
(x,y, z)
)
, vp
(
∂F
∂zk
(x,y, z)
)}
soit non nul et constant sur la classe définie par (x,y, z). On peut supposer
que N > c et que c = vp
(
∂F
∂zn+1
(x,y, z)
)
. On considère (u,v,w) ∈ Zn+2p tel
que [u,v,w]N = (x,y, z), et (u′,v′,w′) ∈ Zn+2p quelconque. On a alors
F (u+ u′,v + v′,w +w′) = F (u,v,w) +
r∑
i=0
∂F
∂xi
(u,v,w)u′i
+
m∑
j=r+1
∂F
∂yj
(u,v,w)v′j +
n+1∑
k=m+1
∂F
∂zk
(u,v,w)w′k +G(u,v,w,u
′,v′,w′),
où G(u,v,w,u′,v′,w′) est une somme de termes contenant au moins
deux facteurs u′i, v
′
j ou w
′
k. Ainsi, on a donc, si (u
′,v′,w′) ∈ (pNZp)n+2 :
F (u+ u′,v + v′,w +w′) ≡ F (u,v,w) (pN+c).
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Par conséquent, l’image de F (u,v,w) dans Zp/pN+c dépend uniquement de
(u,v,w) mod pN = (x,y, z), on note alors F ∗(x,y, z) cette image.
Si F ∗(x,y, z) 6= 0, alors l’intégrale∫
{(u,v,w)∈Zn+2p ,
[u,v,w]N=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w)
est nulle, et l’ensemble
{(u,v,w) mod pN+c | [u,v,w]N = (x,y, z), F (u,v,w) ≡ 0 (pN+c)}
est vide.
Si F ∗(x,y, z) = 0 alors, par le lemme de Hensel, les applications coor-
données X0, ..., Xr, Yr+1, ..., Ym, Zm+1, ..., Zn définissent un difféomorphisme
p-adique de
{(u,v,w) ∈ Zn+2p | [u,v,w]N = (x,y, z), F (u,v,w) = 0}
sur
(x,y, zˆ) + (pNZp)
n+1,
où zˆ = (zm+1, ..., zn). Par conséquent, on a :∫
{(u,v,w)∈Zn+2p ,
[u,v,w]N=(x,y,z)
F (u,v,w)=0}
ωL,p(u,v,w)
=
∫
(x,y,zˆ)+(pNZp)n+1
pcdu0,p...dur,pdvr+1,p...dvm,pdwm+1,p...dwn,p = p
c−N(n+1).
On a d’autre part, puisque F (u,v,w) mod pN+c ne dépend que de (x,y, z) :
p−(N+c)(n+1) card{(u,v,w) mod pN+c | [u,v,w]N = (x,y, z),
F (u,v,w) ≡ 0(pN+c)} = p−(N+c)(n+1)p(n+1)c = pc−N(n+1).
On a donc finalement :∫
{(x,y,z)∈Zn+2p , x6≡0 (p)
(y,z)6≡0 (p), F (x,y,z)=0}
ωL,p =
∑
(x,y,z)∈W ∗p (N)
F ∗(x,y,z)=0
pc−N(n+1)
=
∑
(x,y,z)∈W ∗p (N)
p−(N+c)(n+1) card{(u,v,w) mod pN+c | [u,v,w]N = (x,y, z),
F (u,v,w) ≡ 0(pN+c)} = M
∗
p (N + c)
p(N+c)(n+1)
.
D’où le résultat.
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Lemme 3.8.7. On a∫
(x,y,z)∈Zn+2p
x6≡0 (p), (y,z)6≡0 (p)
F (x,y,z)=0
ωL,p =
(
1− 1
pn−r+1−d2
)∫
(x,y,z)∈Zn+2p
x6≡0 (p), F (x,y,z)=0
ωL,p,
et d’autre part
lim
N→∞
M∗p (N)
pN(n+1)
=
(
1− 1
pn−r+1−d2
)
σ′p.
Démonstration. La première partie du lemme résulte du fait que :
ωL,p(x, py, pz) = p
−(n−r+1−d2)ωL,p(x,y, z).
Pour la deuxième partie, on considère un entier j tel que N > jd2 + 1 et on
considère l’ensemble
N˜(j) = Card{x ∈ (Zp/pNZp)r+1, (y, z) ∈ (pjZp/pNZp)n−r+1 | x 6≡ 0 (p),
(y, z) 6≡ 0 (pj+1), F (x,y, z) ≡ 0 (pN )}.
On remarque que, pour tout N > jd2
N˜(j) = Card{x ∈ (Z/pNZ)r+1, (y, z) ∈ (Z/pN−jZ)n−r+1 | x 6≡ 0 (p),
(y, z) 6≡ 0 (p), F (x,y, z) ≡ 0 (pN−jd2)}
= p(r+1)jd2+(n−r+1)(jd2−j)M∗(N − jd2).
Soit N0 comme dans le lemme précédent, et soit j0 = d(N −N0)/d2e. On a
alors
Mp(N) =
∑
06jd26N−N0
N˜(j)
+O
(
Card{(x,y, z) ∈ (Z/pNZ)n+2 | (y, z) ≡ 0 (pj0)})
=
∑
06jd26N−N0
p(r+1)jd2+(n−r+1)(jd2−j)M∗p (N−jd2)+O
(
pN(n+2)−j0(n−r+1)
)
.
Or, d’après le lemme précédent :
M∗p (N − jd2)
p(N−jd2)(n+1)
=
M∗p (N)
pN(n+1)
,
on obtient donc :
Mp(N) =
∑
06j6N−N0
p−j(n−r+1)+jd2M∗p (N) +O
(
pN(n+2)−j0(n−r+1)
)
= M∗p (N)
1− p−(N−N0+1)(n−r+1−d2)
1− p−(n−r+1−d2) +O
(
pN(n+2)−j0(n−r+1)
)
,
et puisque σ′p = limN→∞
Mp(N)
pN(n+1)
, on obtient le résultat.
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On déduit des lemmes 3.8.6 et 3.8.7 que
(3.163) σ′p =
∫
(x,y,z)∈Zn+2p
x6≡0 (p), F (x,y,z)=0
ωL,p.
On conclut alors en utilisant le lemme ci-dessous :
Lemme 3.8.8. On pose :
a(p) =
(
1− 1
p
)2(
1− 1
pn−r+1−d2
)−1
.
On a alors∫
(x,y,z)∈Zn+2p
x6≡0 (p), F (x,y,z)=0
ωL,p =
∫
Y0(Qp)∩{|x|p=1
h2p(x,y,z)61}
ωL,p(x,y, z) = a(p)ωp(Y (Qp)).
Démonstration. Il suffit de montrer pour tout ouvert V de An−1Qp ⊂ X(Qp)
tel que pour tout P = pi(x,y, z) ∈ V on a (par exemple) x0zm+1 6= 0 et
∂F
∂zn+1
(x,y, z) 6= 0 (les autres cas se traitant de façon analogue) l’égalité∫
pi−1(V )∩pi−1(Y )
∩{|x|p=1, h2p(x,y,z)61}
ωL,p(x,y, z) = a(p)ωp(V ∩ Y )
est vérifiée. Remarquons dans un premier temps que, pour un tel ouvert V ,
on a(
1− 1
p
)
ωp(V ∩ Y ) =
(
1− 1
p
)∫
V ∩Y
du1,p...dur,pdvr+1,p...dvm,pdwm+2,p...dwn,p∣∣∣ ∂F∂zn+1 (u,v,w)∣∣∣p h1p(u)h2p(u,v,w)
.
En appliquant deux fois le lemme 5.4.5 de [Pe1], on obtient alors :(
1− 1
p
)2(
1− 1
pm+1−d1
)−1(
1− 1
pn−r+1−d2
)−1
ωp(V )
=
∫
pi−1(V )∩pi−1(Y )
∩{h(1)p (x)61, h2p(x,y,z)61}
dxdydzˆ∣∣∣ ∂F∂zn+1 (x,y, z)∣∣∣p
=
∫
pi−1(V )∩pi−1(Y )
∩{h(1)p (x)61, h2p(x,y,z)61}
ωL,p(x,y, z).
Or, étant donné que
ωL,p(px, py, z) = p
−(m+1−d1)ωL,p(x,y, z),
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on a∫
(x,y,z)∈pi−1(V )∩pi−1(Y )
∩{h(1)p (x)61, h2p(x,y,z)61
ωL,p
=
(
1− 1
pm+1−d1
)−1 ∫
X0(Qp)∩pi−1(Y )
∩{|x|p=1, h2p(x,y,z)61}
ωL,p(x,y, z)
et on obtient le résultat souhaité.
On déduit de ce lemme et de la formule (3.163) que(
1− 1
pn−r+1−d2
)
σ′p =
(
1− 1
p
)2
ωp(Y (Qp)) = τp(Y (Qp)).
3.8.3 Conclusion
Rappelons que la formule asymptotique conjecturée par Peyre dans [Pe1],
dans sa version corrigée par Batyrev et Tschinkel, pour le nombre NU (B)
de points de hauteur bornée par B sur l’ouvert U de Zariski de la variété Y
(pour la hauteur associée au fibré anticanonique ω−1Y ) est :
(3.164) α(Y )β(Y )τH(Y )B log(B)rg(Pic(Y ))−1
où
α(Y ) =
1
(rg(Pic(Y ))− 1)!
∫
Λ1eff(Y )
∨
e−〈ω
−1
Y ,y〉dy,
Λ1eff(Y )
∨ = {y ∈ Pic(Y )⊗R∨ | ∀x ∈ Λ1eff(Y ), 〈x, y〉 > 0}
et
β(Y ) = card(H1(Q,Pic(Y ))),
τH(Y ) =
∏
ν∈Val(Q)
τν(Y (Qν))
(car ici il n’y a pas d’obstruction de Brauer-Manin). Dans le cas présent on
a
Pic(Y ) = Z[D˜0]⊕ Z[D˜n+1] ' Z2, rg(Pic(Y )) = 2,
−[KY ] = (m+ 1− d1)[D˜0] + (n− r + 1− d2)[D˜n+1],
Λ1eff(Y ) = R
+[D˜0] +R
+[D˜n+1] ' (R+)2.
On a par conséquent :
α(Y ) =
∫
[0,+∞[2
e−(m+1−d1)t1−(n−r+1−d2)t2dt1dt2 =
1
(m+ 1− d1)(n− r + 1− d2) .
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D’autre part Pic(Y ) ' Z2, et le groupe de Galois Gal(Q/Q) agit trivialement
sur Pic(Y ), on a donc
β(Y ) = 1.
Par ailleurs, d’après ce qui a été vu dans les sections précédentes, on a∏
p∈P
τp(Y (Qp)) = S
∏
p∈P
(
1− 1
pn−r+1−d2
)
et
τ∞(Y (R)) =
(m+ 1− d1)(n− r + 1− d2)
4
J.
Ainsi on a :
α(Y )β(Y )τH(Y )B log(B)
rg(Pic(Y ))−1 =
1
4
SJ
∏
p∈P
(
1− 1
pn−r+1−d2
)
B log(B),
et on retrouve bien la formule de la proposition 3.8.1. Nous avons donc
démontré le théorème 3.1.1.
Chapitre 4
Cas général
4.1 Introduction
On considère une variété torique déployée complète lisse X = X(∆) de
dimension n définie par le réseau N = Zn et un éventail ∆ ayant n+r arêtes
engendrées par des vecteurs notés v1, v2, ..., vn+r ∈ Rn+r (avec r > 2). Nous
supposerons que le groupe de Picard et le cône effectif de X sont engendrés
par les classes de diviseurs associés aux arêtes de r vecteurs générateurs de
l’éventail, disons vn+1, ..., vn+r. On noteDn+1, ..., Dn+r les diviseurs associés,
et [Dn+1], ..., [Dn+r] leurs classes dans Pic(X). On peut alors écrire
Pic(X) =
r⊕
j=1
Z[Dn+j ],
C1eff(X) =
r∑
j=1
R+[Dn+j ],
et la classe du diviseur anticanonique de X est de la forme
[−KX ] =
r∑
j=1
nj [Dn+j ]
avec n1, n2, ..., nr ∈ Z. D’autre part, pour d1, ..., dr ∈ N fixés (tels que
nj > dj pour tout j) considérons un diviseur de classe
∑r
j=1 dj [Dn+j ] et
une hypersurface Y définie par une section de ce diviseur. On supposera que
l’hypersurface choisie est lisse et de dimension supérieure ou égale à 3. La
classe du diviseur anticanonique de Y est alors donnée par
[−KY ] =
r∑
j=1
(nj − dj)[D˜n+j ],
où les D˜n+j désignent les diviseurs induits par les diviseurs Dn+j sur Y . En
utilisant par exemple la construction décrite par Salberger dans [Sa, §10], on
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peut construire une hauteur H sur X associée à
∑r
j=1(nj − dj)[Dn+j ]. Elle
induit une hauteur sur Y qui est une hauteur associée à [−KY ], et que l’on
notera encore H. L’objectif est alors de donner une formule asymptotique
pour le nombre
NV (B) = Card{P ∈ Y (Q) ∩ V | H(P ) 6 B},
pour un ouvert V bien choisi.
La variété torique X peut être définie comme le quotient de
X1 = {x ∈ An+r | ∀σ ∈ ∆max,
∏
i | vi /∈σ
xi 6= 0}
par l’action du tore (C∗)r de la forme :
∀t = (t1, ..., tr) ∈ (C∗)r, ∀x ∈ X1, t.x = (
r∏
j=1
t
ai,j
j xi)i∈{1,...,r},
où les ai,j ont été définis par la formule (3.2) (voir par exemple [Co, §2] pour
plus de détails). Notons pi : X1 → X la projection canonique. L’hypersurface
Y de X est alors pi(Y1) où Y1 est l’hypersurface de X1 donnée par une
équation F (x) = 0, où F est un polynôme vérifiant
∀t = (t1, ..., tr) ∈ (C∗)r, ∀x ∈ X1, F (t.x) =
 r∏
j=1
t
dj
j
F (x).
Pour tous m ∈ {1, ..., r} et τ ∈ Sr, on note
Cm,τ = {(j, k) | j ∈ {τ(1), ..., τ(m)}, k ∈ {1, ..., dj}}
Dm,τ = NCm,τ ,
∀(j, k) ∈ Cm,τ , J(j, k) = {i ∈ {1, ..., n+ r} | ai,j = k}.
Le polynôme F peut être décomposé sous la forme :
F (x) =
∑
d=(dj,k)(j,k)∈Cm,τ∈Dm,τ
Fd(x),
où Fd est un polynôme homogène de degré dj,k en les variables (xi)i∈J(j,k)
pour tout (j, k) ∈ Cm,τ . On pose alors pour tout d ∈ Dm,τ , et tout (j, k) ∈
Cm,τ ,
V ∗τ,m,d,(j,k) =
{
x ∈ An+r | ∀i ∈ J(j, k), ∂Fd
∂xi
(x) = 0
}
.
4.1. INTRODUCTION 201
Posons enfin
n(F ) = n+ r − max
m∈{1,...,r}
τ∈Sr
min
d∈D∗m,τ
max
(j,k)∈Cm,τ
dimV ∗τ,m,d,(j,k),
où D∗m,τ = {d = (dj,k)(j,k)∈Cm,τ ∈ NCm,τ | Fd 6= 0}. On pose par ailleurs
I1, ..., IN les ensembles I minimaux pour l’inclusion tels que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ.
Nous démontrons alors dans cette partie le théorème ci-dessous :
Théorème 4.1.1. Si l’on suppose que ∆ est tel que, pour tout k ∈ {1, ..., N},
Card Ik > 6, qu’une puissance de ω−1Y est engendrée par ses sections globales
et que
n(F ) > r(6.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 ,
alors il existe un ouvert V de X de la forme pi(U) où U est un ouvert de X1
tel que :
NV (B) = CB(logB)r−1 +O(B(logB)r−2),
où C est la constante conjecturée par Peyre.
Remarque 4.1.2. L’ouvert U est définit par la formule (4.98). Nous verrons
en particulier que cet ouvert de X1 vérifie
x ∈ U ⇒ ∀t ∈ (C∗)r, t.x ∈ U.
On a donc en particulier pi−1(V ) = U .
Dans la section 2 nous fixons précisément le cadre de notre étude. Nous y
décrivons entre autres les variétés toriques auxquelles nous nous intéressons,
l’expression de la hauteur, et la forme des équations définissant les hypersur-
faces. Nous montrons par ailleurs que le calcul de NU (B) peut se ramener à
celui de
Ne,U (B) =
{
x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n+ r} ei|xi,
F (x) = 0, ∀i ∈ {1, ..., n+ r} |xi| 6
r∏
j=1
|Mj(x)|ai,j ,
r∏
j=1
|Mj(x)|nj−dj 6 B
 .
pour tout e ∈ Nn+r fixé, et où F,M1, ...,Mr sont des monômes et les
ai,j , nj , dj des entiers que nous préciserons. La méthode utilisée pour éva-
luer les Ne,U (B) est inspirée de celle développée par Schindler dans [Sch2]
pour traiter le cas des hypersurfaces des espaces biprojectifs. Cette méthode
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consiste dans un premier temps à donner une formule asymptotique pour le
nombre Ne,U (P1, ..., Pr) de points x de U ∩Zn+r tels que |Mj(x)| 6 Pj pour
tout j ∈ {1, ..., n + r} pour des bornes P1, P2, ..., Pr fixées. Dans la section
3, en utilisant des arguments issus de la méthode du cercle, on établit une
formule asymptotique pour Ne,U (P1, ..., Pr) lorsque P1, ..., Pr sont « relative-
ment proches » en un sens que nous préciserons. Dans la section 4, pour tout
sous-ensemble J ⊂ {1, ..., r} on donne, en utilisant à nouveau la méthode du
cercle, une formule asymptotique pour Ne,U (P1, ..., Pr) lorsque les (Pj)j /∈J
sont « petits » et les (Pj)j∈J sont « grands » et « relativement proches ». Les
résultats obtenus combinés avec ceux de la section 2 nous permettrons dans
la section 5 d’établir une formule asymptotique pour Nd,U (P1, ..., Pr) avec
P1, P2, ..., Pr quelconques. Dans la section 6, nous utilisons une généralisa-
tion des résultats établis par Blomer et Brüdern dans [B-B] pour conclure
quant à la valeur de Ne,U (B) à partir des estimations obtenues dans les
sections précédentes. Enfin, dans la section 7, on conclut en démontrant le
théorème 4.1.1.
4.2 Préliminaires
À partir d’ici, pour les généralités sur les variétés toriques et sur la
construction de la hauteur sur l’hypersurface Y nous renvoyons le lecteur
aux sections 3.2.1 et 3.2.2. Nous adopterons en particulier les notations de
ces sections dans tout ce qui va suivre.
Dans le cas présent, X˜0(Z) ⊂ Zn+r peut être décrit comme l’ensemble
des (n+ r)-uplets d’entiers notés x, tels que (cf. [Sa, 11.5]) :
(4.1) ∃σ ∈ ∆max | xσ 6= 0,
(4.2) pgcdσ∈∆max(x
σ) = 1,
où
(4.3) xσ =
∏
i/∈σ(1)
xi.
Nous allons à présent exprimer la hauteur H0 de façon plus explicite.
Rappelons avant tout que, d’après (3.2), nous avons pour tout i ∈ {1, ..., n+
r},
[Di] =
r∑
j=1
ai,j [Dn+j ]
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avec ai,j ∈ N pour tous i, j. On a alors
[K−1X ] =
n+r∑
i=1
[Di] =
r∑
j=1
(
n+r∑
i=1
ai,j
)
︸ ︷︷ ︸
nj
[Dn+j ].
On remarque par ailleurs que l’action du tore de Néron-Severi TNS sur les
points x = (xi)i∈{1,...,n+r} du torseur universel X0 est donnée par :
∀t = (t1, ..., tr) ∈ TNS, t.x =
 r∏
j=1
t
ai,j
j
xi

i∈{1,...,n+r}
.
Autrement dit, la variable xi a pour poids (ai,1, ai,2, ..., ai,r). Considérons
à présent une hypersurface Y de X donnée par une section globale s de
O(D) où D = ∑rj=1 dj [Dn+j ]. Une telle section s se relève en une unique
fonction polynomiale F : X˜0 → R à coefficients rationnels vérifiant, pour
tout x ∈ Qn+r :
∀t = (t1, ..., tr) ∈ TNS, F (t.x) =
 r∏
j=1
t
dj
j
F (x).
On a par ailleurs la proposition ci-dessous
Proposition 4.2.1. Si V est une intersection complète lisse dans une variété
torique complète et lisse, et si de plus la restriction de Pic(X) à Pic(V ) est
un isomorphisme, alors le torseur universel au dessus de V est obtenu en
prenant l’inverse de V dans le torseur universel au-dessus de X.
Démonstration. Voir [Pe2, Remarque 2.1.2 et Exemple 2.1.16]
En particulier, dans le cas présent, d’après le théorème de Lefschetz,
l’hypersurface de X˜0 définie par l’annulation de la fonction F correspond
alors au torseur universel au-dessus de Y . Par conséquent, en utilisant le
lemme 3.2.12, les Q-points de Y correspondent, modulo l’action des points
de torsion de TNS, aux Z-points x de X˜0 tels que F (x) = 0.
Remarque 4.2.2. Dans tout ce qui va suivre on supposera que l’hypersurface
Y définie par F (x) = 0 est lisse. En fait cette propriété est vraie pour un
ouvert dense de Zariski de coefficients (αu)u∈PD∩Zn.
Rappelons que l’on souhaite évaluer
N0,V (B) = Card{P0 ∈ Y˜0(Z) ∩ T0(Q) ∩ pi−1(V ) | H0(P0) 6 B}
= Card{x ∈ Zn+r ∩ pi−1(V ) | ∀i ∈ {1, ..., n+ r} xi 6= 0,
F (x) = 0, pgcdσ∈∆max(x
σ) = 1, H0(x) 6 B}
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pour un certain ouvert V . Quitte à appliquer une inversion de Möbius ap-
propriée (cf. [Sa, §11] et section 4.7.1), on se ramène à évaluer, pour e =
(e1, ..., en+r) ∈ Nn+r de :
Ne,U (B) = Card{x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n+ r} ei|xi,
F (x) = 0, H0(x) 6 B},
(où U = pi−1(V ) est l’ouvert de X1 cité dans la remarque 4.1.2) ce qui revient
encore à estimer pour tout σ ∈ ∆max (cf. [Sa, §9, 11]) :
Ne,σ,U (B) = Card{x ∈ (Z\{0})n+r∩U∩C0,σ(R) | ∀i ∈ {1, ..., n+r} ei|xi,
F (x) = 0, H0(x) 6 B},
où C0,σ(R) = pi−1(Cσ,∞(R)).
Considérons un cône maximal σ ∈ ∆max engendré par des éléments
(vi)i/∈{i1,...,ir} (qui forment alors une base de Z
n puisque ∆ est supposé
lisse et complet) pour i1, ..., ir ∈ {1, ..., n + r} fixés. Par ailleurs, pour tout
i ∈ {1, ..., n + r} \ {i1, ..., ir}, on note ui l’unique vecteur tel que 〈ui, vk〉 =
δi,k pour tout k /∈ {i1, ..., ir}, et on prend d’autre part ui = 0 pour tout
i ∈ {i1, ..., ir}. On pose alors pour tout i :
E(i) = Di −
n+r∑
k=1
〈ui, vk〉Dk.
On a en particulier E(ij) = Dij pour tout j ∈ {1, ..., r}.
Remarque 4.2.3. Définissons la matrice (βn+j,k)16j,k6r ∈ Mr(Z) comme
la matrice inverse de (ail,j)16l,j6r. On remarque alors que pour tout j ∈
{1, ..., r},
E(n+ j) =
r∑
k=1
βn+j,kDik .
Remarque 4.2.4. Si (e1, ..., en+r) désigne la base duale de (D1, ..., Dn+r)
(vue comme une base de DivT (X)), les diviseurs E(i) sont caractérisés par
[E(i)] = [Di] et 〈E(i), ek〉 = 0 pour tout k ∈ σ(1).
On a alors que (par la description de Cσ,∞ donnée par la proposition 3.2.4) :
C0,σ(R) = pi
−1(Cσ,∞(R)) =
{
x ∈ Rn+r | ∀i ∈ {1, ..., n+ r}, |xi| 6
∣∣∣xE(i)∣∣∣} .
On observe d’autre part que, pour tout x ∈ C0,σ(R),
max
τ∈∆max
|xD(τ)| = |xD(σ)|.
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Par conséquent :
Ne,σ,U (B) =
{
x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n+ r} ei|xi,
|xi| 6
∣∣∣xE(i)∣∣∣ , F (x) = 0 et ∣∣∣xD(σ)∣∣∣ 6 B} .
Remarquons que, D(σ) étant caractérisé par [D(σ)] =
∑r
j=1(nj − dj)[Dn+j ]
et 〈D(σ), ek〉 = 0 pour tout k ∈ σ(1), on a, d’après la remarque 4.2.4 :
D(σ) =
r∑
j=1
(nj − dj)E(n+ j).
Ainsi,
xD(σ) =
r∏
j=1
(
xE(n+j)
)nj−dj
.
On remarque par ailleurs que, toujours d’après la remarque 4.2.4 :
∀i ∈ {1, ..., n+ r}, E(i) =
r∑
j=1
ai,jE(n+ j).
On a donc
xE(i) =
r∏
j=1
(
xE(n+j)
)ai,j
.
Ainsi,
Ne,σ,U (B) =
{
x ∈ (Z \ {0})n+r ∩ U | ∀i ∈ {1, ..., n+ r} ei|xi,
|xi| 6
r∏
j=1
∣∣∣xE(n+j)∣∣∣ai,j , F (x) = 0, r∏
j=1
∣∣∣xE(n+j)∣∣∣nj−dj 6 B
 ,
que nous pouvons encore récrire :
Ne,σ,U (B) =
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
∣∣∣(e.x)E(n+j)∣∣∣ai,j , r∏
j=1
∣∣∣(e.x)E(n+j)∣∣∣nj−dj 6 B
 ,
où l’on a posé e.x = (e1x1, ...., en+rxn+r). Cette récriture de Ne,σ,U (B) en
termes de (e.x)E(n+j) s’avèrera cruciale pour ce qui va suivre.
Posons à présent pour tout (k1, ..., kr) ∈ Nr
he,U (k1, ..., kr) = Card
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
+ 1 = kj , ∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
k
ai,j
j
 ,
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et
he,U (k1, ..., kr) = Card
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj , ∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j
 ,
(on peut observer que he,U (k) = he,U (k − 1)) et on remarque alors que :∑
∏r
j=1 k
nj−dj
j 6B
he,U (k1, ..., kr) 6 Ne,σ,U (B) 6
∑
∏r
j=1 k
nj−dj
j 6B
he,U (k1, ..., kr).
En appliquant un analogue du résultat de Blomer et Brüdern sur les somma-
tion hyperboliques (cf. [B-B]), nous allons montrer qu’il existe une constante
Cσ,e et des réels β1, ..., βn+r tels que
∑
∏r
j=1 k
nj−dj
j 6B
he,U (k1, ..., kr) = Cσ,eB log(B)
r−1+O
((
n+r∏
i=1
eβii
)
B log(B)r−2
)
,
∑
∏r
j=1 k
nj−dj
j 6B
he,U (k1, ..., kr) = Cσ,eB log(B)
r−1+O
((
n+r∏
i=1
eβii
)
B log(B)r−2
)
,
et nous en déduirons donc que
Ne,σ,U (B) = Cσ,eB log(B)
r−1 +O
((
n+r∏
i=1
eβii
)
B log(B)r−2
)
.
Pour cela, il est nécessaire de calculer, pour tout J ⊂ {1, ..., r}, pour (tj)j∈{1,...,r}\J ∈
Nr−Card J et pour (kj)j∈J fixés, une formule asymptotique de la somme∑
∀j /∈J, kj6tj
he(k1, ..., kr).
Nous allons commencer par traiter, dans la section suivante, le cas où J = ∅
avec des bornes t1, ..., tr « relativement proches ».
4.3 Première étape
4.3.1 Préliminaires
En préliminaire aux inégalités de Weyl dans ce cadre plus général, nous
construisons, dans cette section, des opérateurs algébriques que nous appli-
querons au polynôme F .
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À chaque entier i ∈ {1, ..., n+r}, nous associons un poids ai = (ai,1, ..., ai,r) ∈
Nr ainsi qu’un ensemble fini Ei. Posons
C = {(j, k) | j ∈ {1, ..., r}, k 6= 0, ∃i ∈ {1, ..., n+ r}, ai,j = k},
et fixons un ensemble de degrés (tj,k)(j,k)∈C ∈ NC . Posons alors
I0 = {i ∈ {1, ..., n+ r} | ∀j ∈ {1, ..., r}, tj,ai,j 6= 0 ou ai,j = 0},
C0 = {(j, k) | j ∈ {1, ..., r}, k 6= 0, ∃i ∈ I0, ai,j = k} ⊂ C,
t = (tj,k)(j,k)∈C0 ,
∀(j, k) ∈ C0, J(j, k) = {i ∈ I0 | ai,j = k}.
On considère alors un ensemble de variablesX = (x(l)i )(i,l)∈E , où E = {(i, l) | i ∈
I0, l ∈ Ei}. Pour tout (j, k) ∈ C0, notons
E(j, k) = {(i, l) ∈ E | i ∈ J(j, k)} = {(i, l) ∈ E | ai,j = k}.
Considérons un polynôme F ∈ Z[X]. Pour tout (j, k) ∈ C0, on définit l’opé-
rateur ∆(tj,k)(j,k) par :
∆
(tj,k)
(j,k) F
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i ) (i,l)∈E(j,k)
h∈{1,...,tj,k}
)
= Ftj,k+1
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i ) (i,l)∈E(j,k)
h∈{1,...,tj,k+1}
)
−Ftj,k
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i ) (i,l)∈E(j,k)
h∈{1,...,tj,k}
)
,
où, pour tout t ∈ N :
Ft
(
(x
(l)
i )(i,l)/∈E(j,k), (x
(l,h)
i )(i,l)∈E(j,k)
h∈{1,...,t}
)
=
∑
(ε1,...,εt)∈{0,1}t
(−1)
∑t
h=1 εhF
(
(x
(l)
i )(i,l)/∈E(j,k), (
t∑
h=1
εhx
(l,h)
i )(i,l)∈E(j,k)
)
.
Remarque 4.3.1. Pour un j fixé, les opérateurs ∆
(tj,k)
(j,k) commutent deux à
deux.
Proposition 4.3.2. Considérons un ensemble d’entiers naturels d = (dj,k)(j,k)∈C0 ∈
NC0 et un polynôme Gd((x(l)i )(i,l)∈E) homogène de degré dj,k en les variables
(x
(l)
i )(i,l)∈E(j,k). Alors pour tout (j0, k0) ∈ C0 on a :
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1. Si dj0,k0 < tj0,k0, alors ∆
(tj0,k0 )
(j0,k0)
Gd = 0,
2. Si dj0,k0 = tj0,k0, alors
∆
(tj0,k0 )
(j0,k0)
Gd
(
(x
(l)
i )(i,l)/∈E(j0,k0), (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
)
= −Gd,tj0,k0
(
(x
(l)
i )(i,l)/∈E(j0,k0), (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
)
et est linéaire en chaque (x(l,h)i )(i,l)∈E(j0,k0) pour tout h ∈ {1, ..., tj0,k0}
si d = t.
De plus, quel que soit d, ∆
(tj0,k0 )
(j0,k0)
Gd
(
(x
(l)
i )(i,l)/∈E(j0,k0), (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
)
est homogène de degré dj,k en les variables (x
(l)
i )(i,l)∈E(j,k) pour tout (j, k) 6=
(j0, k0) et homogène de degré dj0,k0 en les variables (x
(l,h)
i ) (i,l)∈E(j0,k0)
h∈{1,...,tj0,k0}
.
Démonstration. Ces résultats découlent de [Schm, Lemme 11.2] (les résultats
de Schmidt, s’appliquant à n’importe quel anneau, y compris Z[(x(l)i )(i,l)/∈E(j0,k0)).
On définit alors :
∆
tj
j = ∆
(tj,k1 )
(j,k1)
◦ ... ◦∆(tj,kmj )(j,kmj )
où {k1, ..., kmj} = {k ∈ N \ {0} | ∃i ∈ I0 | ai,j = k}. Par définition on a
∆
tj
j F
(x(l,h)i ) (i,l)∈E
h∈{1,...,tj,ai,j }

= (−1)CardP(j)
∑
(εk)k∈P(j)∈{0,1}P(j)
(−1)
∑
k∈P(j) εkF(tj,k+εk)k∈P(j)
(x(l,h)i ) (i,l)∈E
h∈{1,...,tj,ai,j+εai,j }
 ,
où
P(j) = {k ∈ N \ {0} | ∃i ∈ I0 | ai,j = k},
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et pour tout (bk)k∈P(j) ∈ NP(j),
F(bk)k∈P(j)
(
(x
(l,h)
i ) (i,l)∈E
h∈{1,...,bai,j }
)
=
∑
(εk,1,...,εk,bk )k∈P(j)∈{0,1}
∑
k∈P(j) bk
(−1)
∑
k∈P(j)
h∈{1,...,bk}
εk,h
F

( bk∑
h=1
εk,hx
(l,h)
i
)
(i,l)∈E(j,k)
h∈{1,...,bk}

k∈P(j)
 .
Remarque 4.3.3. Les opérateurs ∆tj commutent deux à deux.
On peut alors définir l’opérateur :
∆t = ∆t1 ◦∆t2 ◦ ... ◦∆tr .
Considérons alors un ensemble de variables x = (x1, ..., xn+r). Tout po-
lynôme F(x) ∈ Z[x] peut être décomposé de façon unique sous la forme :
F(x) =
∑
d=(dj,k)(j,k)∈C0∈NC0
Fd(x),
où Fd(x) est un polynôme homogène de degré dj,k en les variables (xi)i∈J(j,k)
pour tout (j, k) ∈ C0. Introduisons à présent les notations suivantes :
Notations 4.3.4. 1. x0 = (xi)i/∈I0 ,
2. L˜ = {(i, l) | i ∈ I0, l = (l1, ..., lr) ∈
∏r
j=1{1, ..., tj,ai,j + 1}},
3. L = {(i, l) | i ∈ I0, l = (l1, ..., lr) ∈
∏r
j=1{1, ..., tj,ai,j}},
4. ∀(j, k) ∈ C0, L(j, k) = {(i, l) ∈ L | i ∈ J(j, k)},
5. ∀(j, k) ∈ C0, L̂(j, k) = {(i, l) ∈ L(j, k) | lj 6= tj,k},
6. ∀(j, k) ∈ C0, E(j, k) = L(j, k) \ L̂(j, k) = {(i, l) ∈ L(j, k) | lj = tj,k},
7. ∀(j, k) ∈ C0, ∀h ∈ {1, ..., tj,k}, L(j, k, h) = {(i, l) ∈ L(j, k) | lj = h},
8. X˜ = (xli)(i,l)∈L˜,
9. X = (xli)(i,l)∈L,
10. ∀(j, k) ∈ C0, X̂(j,k) = (xli)(i,l)∈L̂(j,k).
Avec ces notations et d’après la proposition 4.3.2, nous avons alors le
résultat suivant :
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Proposition 4.3.5. Pour tout ensemble de degrés d = (dj,k)(j,k)∈C0 ∈ NC0,
le polynôme ∆tFd(x0, X˜) vaut :
1. 0 s’il existe (j, k) ∈ C0 tel que dj,k < tj,k,
2. un polynôme Γ(X) en X de degré dj,k en (xli)(i,l)∈L(j,k), et linéaire en
chaque (xli)(i,l)∈L(j,k,h) pour tout (j, k) ∈ C0 et h ∈ {1, ..., tj,k} si d = t.
Corollaire 4.3.6. Pour tout polynôme F(x) ∈ Z[x], on a
∆tF(x0, X˜) = Γ(X) +
∑
d>t
∆tFd(x0, X˜),
où d > t signifie que dj,k > tj,k pour tout (j, k) ∈ C0 et d 6= t.
Introduisons la définition suivante :
Définition 4.3.7. Un polynôme F ∈ Z[x] sera dit quasi-r-homogène de
r-degré (d1, ..., dr) ∈ Nr si
∀s = (s1, ..., sr) ∈ Cr, F (s.x) = (
r∏
j=1
s
dj
j )F (x),
où s.x =
(
(
∏r
j=1 s
ai,j
j )xi
)
i∈{1,...,n+r}
.
Proposition 4.3.8. Si F est un polynôme quasi-r-homogène de r-degré
(d1, ..., dr) et si l’ensemble de degrés (tj,k)(j,k)∈C est tel que
∀j ∈ {1, ..., r},
∑
k>1
ktj,k = dj ,
alors,
∆tF(x0, X˜) = Γ(X).
Démonstration. D’après le corollaire 4.3.6,
∆tF(x0, X˜) = Γ(X) +
∑
d>t
∆tFd(x0, X˜).
Par définition, pour tout d, Fd est quasi-r-homogène de r-degré
(
∑
k>1 kdj,k)j∈{1,...,r}. Or ce polynôme est également quasi-r-homogène de
r-degré (d1, ..., dr) (car F l’est). Le polynôme Fd est donc nul si la condition
∀j ∈ {1, ..., r},
∑
k>0
kdj,k = dj
n’est pas vérifiée. Si d > t, on a alors que dj,k > tj,k pour tout (j, k) ∈ C0 et
il existe (j0, k0) tel que dj0,k0 > tj0,k0 . On a alors∑
k∈P(j0)
kdj0,k >
∑
k∈P(j0)
ktj0,k = dj0 .
Par conséquent, si d > t, alors Fd = 0 et la proposition est démontrée.
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4.3.2 Une inégalité de Weyl :
Plutôt que de considérer directement la fonction he,V , posons
he(k1, ..., kr) = Card
{
x ∈ Zn+r | F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj , ∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j

et cherchons à obtenir une formule asymptotique pour
Ne(P1, ..., Pr) =
∑
∀j /∈J, kj6Pj
he(k1, ..., kr)
= Card
{
x ∈ Zn+r | F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj ,
∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
en utilisant la méthode du cercle (la restriction à l’ouvert pi−1(V ) se fera
ultérieurement et induira un terme d’erreur lorsque les bornes P1, ..., Pr sont
« assez proches »). Quitte à permuter les variables, nous pouvons supposer
P1 > P2 > ... > Pr,
et nous poserons Pj = P
bj
r , avec bj > 1 pour tout j ∈ {1, ..., r}.
Notons e la fonction x 7→ exp(2ipix) et remarquons que
Ne(P1, ..., Pr) =
∫ 1
0
Se(α)dα,
où Se(α) est la série génératrice :
(4.4) Se(α) =
∑
x∈Zn+r
b|(e.x)E(n+j)|c6Pj
|xi|6 1ei
∏r
j=1(b|(e.x)E(n+j)|c+1)ai,j
e (αF (e.x)) .
L’objectif des sections 4.3.2 et 4.3.3 est de démontrer la proposition ci-
dessous (K étant un paramètre bien choisi que nous préciserons), M(θ) dé-
signant une réunion d’arcs majeurs :
Proposition 4.3.9. Pour tout α ∈ [0, 1[ et tout ε > 0 arbitrairement petit,
l’une au moins des assertions suivantes est vraie :
212 CHAPITRE 4. CAS GÉNÉRAL
1. on a la majoration :
|Se(α)| 
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj+1
j
P−Kθ+ε,
2. le réel α appartient à M(θ).
Rappelons que chaque variable xi admet un poids (ai,1, ..., ai,r) relatif à
l’action de TNS. Choisissons à présent, comme dans la proposition 4.3.8, un
ensemble de degrés (tj,k) j∈{1,...,r}
k∈{1,...,dj}
vérifiant
∀j ∈ {1, ..., r},
∑
k>1
ktj,k = dj .
Dans ce qui va suivre nous allons appliquer une forme de différenciation
de Weyl appropriée, en utilisant les résultats présentés dans le paragraphe
précédent, afin de donner une majoration assez précise de Se(α). Remar-
quons que la majoration obtenue ne dépendra que de Ft pour l’ensemble de
degrés t choisi.
Considérons la majoration triviale :
|Se(α)| 
P1∑
k1=1
...
Pr∑
kr=1
∣∣ ∑
x∈Zn+r
b|(e.x)E(n+j)|c=kj
|xi|6 1ei
∏r
j=1(kj+1)
ai,j
e (αF (e.x))
∣∣
=
P1∑
k1=1
...
Pr∑
kr=1
∣∣ ∑
x∈Zn+r
kj6|(e.x)E(n+j)|<kj+1
|xi|6 1ei
∏r
j=1(kj+1)
ai,j
e (αF (e.x))
∣∣.
Or, étant donné que (e.x)E(n+j) =
∏r
k=1(eikxik)
βn+j,k et puisque, d’après la
remarque 4.2.3, la matrice (βn+j,k)16j,k6r est la matrice inverse de (ail,j)16l,j6r,
on a que{
kj 6 |(e.x)E(n+j)| < kj + 1
|xi| 6 1ei
∏r
j=1(kj + 1)
ai,j ⇔
{ ∀i, |xi| 6 1ei ∏rj=1(kj + 1)ai,j
∀i ∈ {i1, ..., ir}, 1ei
∏r
j=1 k
ai,j
j 6 |xi| < 1ei
∏r
j=1(kj + 1)
ai,j .
Posons
Bk = {x ∈ Zn+r | ∀i, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j
∀i ∈ {i1, ..., ir}, 1
ei
r∏
j=1
k
ai,j
j 6 |xi| <
1
ei
r∏
j=1
(kj + 1)
ai,j},
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et on a alors que
Bk =
⋃
I⊂{1,...,n+r}
Bk,I ,
où Bk,I est la boîte
Bk,I = {x ∈ Bk | ∀i ∈ I, xi > 0 et ∀i /∈ I, xi < 0}
que l’on peut noter
Bk,I =
n+r∏
i=1
Bk,I,i,
Bk,I,i étant alors un intervalle de taille O( 1ei
∏r
j=1(kj + 1)
ai,j ). L’estimation
de |Se(α)| se ramène à celle de
P1∑
k1=1
...
Pr∑
kr=1
|Se,k,I(α)|
où k = (k1, ..., kr), I ⊂ {1, ..., n+ r} et
(4.5) Se,k,I(α) =
∑
x∈Bk,I
e (αF (e.x)) .
Considérons à présent le plus grand entier k ∈ {1, ..., dr} tel que tr,k > 1.
Par une inégalité de Hölder, nous obtenons :
|Se,k,I(α)|2
tr,k
=
∣∣∣∣∣∣
∑
(xi)i/∈J(r,k)∈
∏
i/∈J(r,k) Bk,I,i
∑
(xi)i∈J(r,k)∈
∏
i∈J(r,k) Bk,I,i
e (αF (e.x))
∣∣∣∣∣∣
2
tr,k

∏
i/∈J(r,k)
 1
ei
r∏
j=1
(kj + 1)
ai,j
2
tr,k−1 ∑
(xi)i/∈J(r,k)
|xi|6 1ei
∏r
j=1(kj+1)
ai,j
∣∣Se,k,I,(r,k)(α)∣∣2tr,k
avec
(4.6) Se,k,I,(r,k)(α) =
∑
(xi)i∈J(r,k)∈
∏
i∈J(r,k) Bk,I,i
e (αF (e.x)) .
Pour simplifier les notations nous noterons :
∀i ∈ {1, ..., n+ r}, Bi = 1
ei
r∏
j=1
(kj + 1)
ai,j , Ti =
1
ei
r∏
j=1
(Pj + 1)
ai,j ,
et nous supposerons que Ti > 1 pour tout i. On pose par ailleurs
U =
∏
i∈J(r,k)
Bk,I,i
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et on définit
UD = U − U ,
U((x(1)i )i/∈J(r,k), ..., (x(t)i )i/∈J(r,k))
=
⋂
(ε1,...,εt)∈{0,1}t
(UN − ε1(x(1)i )i/∈J(r,k) − ...− εt(x(t)i )i/∈J(r,k)).
Notons F(x) = F (e.x) (pour e fixé). On remarque que ce polynôme est
quasi-r-homogène de r-degré (d1, ..., dr) (car F l’est). En utilisant l’équation
(11.2) de [Schm], on obtient la majoration :
|Se,k,I,(r,k)(α)|2
tr,k 
 ∏
i∈J(r,k)
Bi
2
tr,k−tr,k−1 ∑
(x
(1)
i )i∈J(r,k)
|x(1)i |6Bi
...
∑
(x
(tr,k−1)
i )i∈J(r,k)
|x(tr,k−1)i |6Bi∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(x
(tr,k)
i )i∈J(r,k)∈U
(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)

e
(
αFtr,k((x(l)i )l∈{1,...,tr,k}
i∈J(r,k)
)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
.
Or, on a∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
(x
(tr,k)
i )i∈J(r,k)∈U
(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)

e
(
αFtr,k((x(l)i )l∈{1,...,tr,k}
i∈J(r,k)
)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
=
∑
(y
(tr,k)
i )i∈J(r,k)∈U
(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)

∑
(z
(tr,k)
i )i∈J(r,k)∈U
(x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)

e
(
α
(
Ftr,k((x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (y
(tr,k)
i )i∈J(r,k))−Ftr,k((x(l)i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (z
(tr,k)
i )i∈J(r,k))
))
.
et si l’on pose
(x
(tr,k+1)
i )i∈J(r,k) = (y
(tr,k)
i )i∈J(r,k)
(x
(tr,k)
i )i∈J(r,k) = (z
(tr,k)
i − y
(tr,k)
i )i∈J(r,k),
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on observe que :
Ftr,k
(
(x
(l)
i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (y
(tr,k)
i )i∈J(r,k)
)
−Ftr,k
(
(x
(l)
i )l∈{1,...,tr,k−1}
i∈J(r,k)
, (z
(tr,k)
i )i∈J(r,k)
)
= Ftr,k+1
(
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
)
−Ftr,k
(
(x
(l)
i )l∈{1,...,tr,k}
i∈J(r,k)
)
= ∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
)
.
On a ainsi :
|Se,k,I(α)|2
tr,k 
 ∏
i/∈J(r,k)
Ti
2
tr,k−1 ∏
i∈J(r,k)
Ti
2
tr,k−tr,k−1
∑
(xi)i/∈J(r,k)
|xi|6Ti
∑
(x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
))
=
(
n+r∏
i=1
Ti
)2tr,k−1 ∏
i∈J(r,k)
Ti
−tr,k ∑
(xi)i/∈J(r,k)
|xi|6Ti
∑
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
))
.
Par la suite, on procède de même avec les variables (xi)i∈J(r,k′) où k′ est le
plus grand entier naturel non nul tel que k′ < k et tr,k′ 6= 0. En utilisant la
majoration précédente, par une inégalité de Hölder on trouve :
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(4.7) |Se,k,I(α)|2
tr,k+tr,k′ 
(
n+r∏
i=1
Ti
)2tr,k+tr,k′−2tr,k′  ∏
i∈J(r,k)
Ti
−tr,k2
tr,k′
 ∏
i/∈J(r,k)∪J(r,k′)
Ti
2
tr,k′−1
 ∏
i∈J(r,k)
l∈{1,...,tr,k+1}
Ti

2
tr,k′−1 ∑
(xi)i/∈J(r,k)∪J(r,k′)
∑
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)∣∣∣∣∣∣∣∣∣
∑
(xi)i∈J(r,k′)
|xi|6Ti
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
))∣∣∣∣∣∣∣∣∣
2
tr,k′
=
(
n+r∏
i=1
Ti
)2tr,k+tr,k′−2tr,k′  ∏
i/∈J(r,k)∪J(r,k′)
Ti
2
tr,k′−1 ∏
i∈J(r,k)
Ti
2
tr,k′−tr,k−1
∑
(xi)i/∈J(r,k)∪J(r,k′)
∑
(x
(l)
i )l∈{1,...,tr,k+1}
i∈J(r,k)
|Se,k,(k′,r)(α)|2
tr,k′
où
(4.8)
Se,k,(k′,r)(α) =
∑
(xi)i∈J(r,k′)
|xi|6Ti
e
(
α∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
))
.
De la même manière que précédemment, on trouve :
|Se,k,(k′,r)(α)|2
tr,k′ 
 ∏
i∈J(r,k′)
Ti
2
tr,k′−tr,k′−1 ∑
(x
(1)
i )i∈J(r,k)
...
∑
(x
(tr,k′+1)
i )i∈J(r,k′)
∑
(x
(tr,k′ )
i )i∈J(r,k′)
e
(
α∆
(tr,k′ )
(r,k′) ◦∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k)∪J(r,k′), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k}
, (x
(l)
i ) i∈J(r,k′)
l∈{1,...,tr,k′+1}
))
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On obtient alors, par la majoration (4.7),
(4.9)
|Se,k(α)|2
tr,k+tr,k′ 
(
n+r∏
i=1
Ti
)2tr,k+tr,k′−1 ∏
i∈J(r,k)
Ti
−tr,k  ∏
i∈J(r,k′)
Ti
−tr,k′
∑
(xi)i/∈J(r,k)∪J(r,k′)
∑
(x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
∑
(x
(l)
i ) i∈J(r,k′)
l∈{1,...,tr,k′+1}
e
(
α∆
(tr,k′ )
(r,k′) ◦∆
(tr,k)
(r,k) F
(
(xi)i/∈J(r,k)∪J(r,k′), (x
(l)
i ) i∈J(r,k)
l∈{1,...,tr,k+1}
, (x
(l)
i ) i∈J(r,k′)
l∈{1,...,tr,k′+1}
))
Par récurrence, on obtient finalement, en posant pour tout j ∈ {1, ..., r}
(4.10) Dj =
∑
k>1
tj,k,
(4.11) J(j) =
⋃
k>1
J(j, k),
(4.12) |Se,k,I(α)|2Dr 
(
n+r∏
i=1
Ti
)2Dr−1 ∏
i∈J(r)
T
−tr,ai,r
i
 ∑
(xi)i/∈J(r)∑
(x
(l)
i ) i∈J(r)
l∈{1,...,tr,ai,r+1}
e
(
α∆trF
(
(xi)i/∈J(r), (x
(l)
i )l∈{1,...,tr,ai,r+1}
i∈J(r)
))
.
Si i ∈ I0 et i /∈ J(r) (i.e si ai,r = 0), nous noterons dorénavant x(1)i = xi.
Nous poserons par ailleurs, pour tout j ∈ {1, ..., r},
t′j,k =
{
tr,k + 1 si k 6= 0
1 si k = 0.
La majoration précédente peut alors être réécrite :
(4.13) |Se,k,I(α)|2Dr 
(
n+r∏
i=1
Ti
)2Dr ∏
i/∈I0
Ti
−1∏
i/∈I0
T
−t′r,ai,r
i
 ∑
(xi)i/∈I0∑
(x
(l)
i ) i∈I0
l∈{1,...,t′r,ai,r}
e
(
α∆trF
(
(xi)i/∈I0 , (x
(l)
i )l∈{1,...,t′r,ai,r}
i∈I0
))
.
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Nous pouvons à présent effectuer les mêmes opérations que précédem-
ment avec les variables (x(l)i ) i∈J(r−1,k)
l∈{1,...,t′r,k}
pour les k > 1 tels que tr−1,k > 0.
On obtient alors la majoration :
|Se,k,I(α)|2
Dr+Dr−1 
(
n+r∏
i=1
Ti
)2Dr+Dr−1 ∏
i/∈I0
Ti
−1∏
i∈I0
T
−t′r,ai,r t′r−1,ai,r−1
i

∑
(xi)i/∈I0
∑
(x
(l,l′)
i ) l∈{1,...,t′r,ai,r}
l′∈{1,...,t′r−1,ai,r−1}
i∈I0
e
α∆tr−1 ◦∆trF
(xi)i/∈I0 , (x(l,l′)i ) l∈{1,...,t′r,ai,r}
l′∈{1,...,t′r−1,ai,r−1}
i∈I0

 .
En procédant de même, on obtient, par récurrence :
(4.14)
|Se,k,I(α)|2D1+D2+...+Dr 
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i/∈I0
Ti
−1∏
i∈I0
T
−∏rj=1 t′j,ai,j
i

∑
x0=(xi)i/∈I0
∑
X˜=(xli)(i,l)∈L˜
e
(
α∆t1 ◦ ... ◦∆trF
(
x0, X˜
))
.
Rappelons que, d’après la proposition 4.3.8, on peut écrire :
∆tF(x0, X˜) = Γ(X),
où Γ(X) ∈ Z[X] est de degré tj,k en (xli)(i,l)∈L(j,k) et linéaire en chaque
(xli)(i,l)∈L(j,k,h) pour tout (j, k) ∈ C0 et h ∈ {1, ..., tj,k}. En particulier, on
remarque que pour tout (j, k) ∈ C0, on peut écrire Γ(X) sous la forme :
ei
∑
(i,l)∈E(j,k)
γ
(j,k)
(i,l) (X̂(j,k))x
l
i,
où γ(j,k)(i,l) (X̂(j,k)) est de degré tj,k − 1 en (xli)(i,l)∈L(j,k) et linéaire en chaque
(xli)(i,l)∈L(j,k,h) pour tout h ∈ {1, ..., tj,k − 1}.
Notons à présent
(4.15) K = max
t1,k 6=0
k.
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Nous pouvons majorer la somme apparaissant dans l’inégalité (4.14) par :
(4.16)∑
x0
∑
(xli)(i,l)∈L˜\E(1,K)
∣∣∣∣∣∣
∑
(xli)(i,l)∈E(1,K)
e
(
α∆tF(x0, X̂(1,K), (xli)(i,l)∈E(1,K))
)∣∣∣∣∣∣
=
∑
x0
∑
(xli)(i,l)∈L˜\E(1,K)
∣∣∣∣∣∣
∑
(xli)(i,l)∈E(1,K)
e
αei ∑
(i,l)∈E(1,K)
γ
(1,K)
(i,l) (X̂(1,K))x
l
i
∣∣∣∣∣∣ .
La dernière somme de (4.16) peut être réécrite :
(4.17)
∏
(i,l)∈E(1,K)
∣∣∣∣∣∣∣
∑
(xli)(i,l)∈E(1,K)
e
(
αeiγ
(1,K)
(i,l) (X̂(1,K))x
l
i
)∣∣∣∣∣∣∣ .
En notant pour tout réel x
||x|| = inf
m∈Z
|x−m|,
et en considérant la majoration, pour P  1∑
m∈I(P )∩Z
e(βm) min{P, ||β||−1}
pour tout intervalle I(P ) de taille O(P ), on remarque que l’on peut majorer
(4.17) par :
(4.18)
∏
(i,l)∈E(1,K)
min
(
Ti, ||αeiγ(1,K)(i,l) (X̂(1,K))||−1
)
.
On obtient ainsi, à partir de (4.14), la majoration
|Se,k,I(α)|2D1+D2+...+Dr 
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i/∈I0
Ti
−1∏
i∈I0
T
−∏rj=1 t′j,ai,j
i

∑
x0
∑
(xli)(i,l)∈L˜\E(1,K)
∏
(i,l)∈E(1,K)
min
(
Ti, ||αeiγ(1,K)(i,l) (X̂(1,K))||−1
)

(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i∈I0
T
−∏rj=1 tj,ai,j
i
 ∑
X̂(1,K)=(x
l
i)(i,l)∈L\E(1,K)∏
(i,l)∈E(1,K)
min
(
Ti, ||αeiγ(1,K)(i,l) (X̂(1,K))||−1
)
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en notant tj,0 = 1 pour tout j ∈ {1, ..., r} (puisque le terme (4.18) est indé-
pendant des (xli) (i,l)∈L˜
i∈J(j,k), lj=tj,k+1
pour tout (j, k) ∈ C0, on peut remplacer les
sommes en ces variables par un
O(
∏
(j0,k)∈C0
∏
i∈J(j0,k) T
tj0,ai,j0
∏
j 6=j0 t
′
j,ai,j
i ), de telle sorte que les seules va-
riables que nous aurons à considérer dorénavant sont les variables (xli)(i,l)∈L).
Considérons à présent
r = (ri,l)(i,l)∈E(1,K) ∈
∏
(i,l)∈E(1,K)
{0, 1, ..., Ti}
et choisissons
K ′ = max
k∈P(1) | k<K, t1,K′ 6=0
k,
où P(1) = {k ∈ N \ {0} | ∃i ∈ I0 | ai,1 = k}. Pour
X̂ (1,K)
(1,K′)
= (xli)(i,l)∈L̂(1,K)∩L̂(1,K′)
fixé, nous noterons A
(
X̂ (1,K)
(1,K′)
, r
)
l’ensemble des vecteurs (xhm)(m,h)∈E(1,K′)
tels que : ∣∣∣xhm∣∣∣ < Tm,
et
∀(i, l) ∈ E(1,K), ||αeiγ(1,K)(i,l) (X̂(1,K))|| ∈ [ri,lT−1i , (ri,l + 1)T−1i ]
et A (X, r) le cardinal de cet ensemble. On a alors, en reprenant les équations
(4.14), (4.17), (4.16), l’estimation
|Se,k,I(α)|2D1+D2+...+Dr 
(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i∈I0
T
−∏rj=1 tj,ai,j
i

∑
X̂ (1,K)
(1,K′)
∑
r
A
(
X̂ (1,K)
(1,K′)
, r
) ∏
(i,l)∈E(1,K)
min
(
Ti,max
(
Ti
ri,l
,
Ti
Ti − ri,l − 1
))
.
Si par ailleurs (xhm)(m,h)∈E(1,K′) et (y
h)
m )(m,h)∈E(1,K′) sont des éléments de
A (X, r), on a alors que
|xhm − yhm|  Tm,
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et d’autre part, pour tous (i, l) ∈ E(1,K) :
γ
(1,K)
(i,l) (X̂ (1,K)
(1,K′)
, (xhm)(m,h)∈E(1,K′))
− γ(1,K)(i,l) (X̂ (1,K)
(1,K′)
, (yhm)(m,h)∈E(1,K′))
= γ
(1,K)
(i,l) (X̂ (1,K)
(1,K′)
, (xhm − yhm)(m,h)∈E(1,K′)).
On note alors N
(
X̂ (1,K)
(1,K′)
)
le cardinal de l’ensemble des (xhm)(m,h)∈E(1,K′)
tels que ∣∣∣xhm∣∣∣ < Tm,
∀(i, l) ∈ E(1,K), ||αeiγ(1,K)(i,l) (X̂ (1,K)
(1,K′)
, (xhm)(m,h)∈E(1,K′))|| < T−1i ,
et on obtient donc
(4.19)
∑
r
A
(
X̂ (1,K)
(1,K′)
, r
) ∏
(i,l)∈E(1,K)
min
(
Ti,max
(
Ti
ri,l
,
Ti
Ti − ri,l − 1
))
 N
(
X̂ (1,K)
(1,K′)
)∑
r
∏
(i,l)∈E(1,K)
min
(
Ti,max
(
Ti
ri,l
,
Ti
Ti − ri,l − 1
))
= N
(
X̂ (1,K)
(1,K′)
) ∏
(i,l)∈E(1,K)
∑
ri,l
min
(
Ti,max
(
Ti
ri,l
,
Ti
Ti − ri,l − 1
))
 N
(
X̂ (1,K)
(1,K′)
) ∏
(i,l)∈E(1,K)
Ti log(Ti).
Notons pour tout (j, k) ∈ C0 :
(4.20) M(j,k)
(
α, (Am,h)(m,h)∈L\E(j,k), (Bi,l)(i,l)∈E(j,k)
)
l’ensemble des X̂(j,k) tels que, pour tout (m,h) ∈ L \ E(j, k)
|x(h)m | < Am,h,
et pour tout (i, l) ∈ E(j, k)
||αeiγ(j,k)(i,l) (X̂(1,K))|| < Bi,l.
On note par ailleurs
(4.21) M(j,k)
(
α, (Am,h)(m,h)∈L\E(j,k), (Bi,l)(i,l)∈E(j,k)
)
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le cardinal de cet ensemble. On obtient (à partir de (4.19)) :
(4.22) |Se,k,I(α)|2D1+D2+...+Dr

(
n+r∏
i=1
Ti
)2D1+...+Dr ∏
i∈I0
Ti
−
∏r
j=1 tj,ai,j ∏
(i,l)∈E(1,K)
Ti log(Ti)
×M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)
)
.
En remarquant que∏
(i,l)∈E(1,K)
Ti log(Ti) =
∏
i∈J(1,K)
(Ti log(Ti))
∏r
j=2 tj,ai,j ,
et en sommant la majoration obtenue dans (4.22) sur les k = (k1, ..., kr) tels
que kj 6 Pj , et sur les I ⊂ {1, ..., n+ r}, on obtient le lemme ci-dessous :
Lemme 4.3.10. Pour tout ε > 0 arbitrairement petit on a
|Se(α)| 
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)∏
i∈I0
T
−
∏r
j=1 tj,ai,j
2D1+D2+...+Dr
i

×
 ∏
i∈J(1,K)
T
∏r
j=2 tj,ai,j
i
2−(D1+D2+...+Dr)
× (M(1,K) (α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)))2−(D1+D2+...+Dr) ,
4.3.3 Géométrie des réseaux
Dans cette partie, nous allons chercher à obtenir une bonne estimation
de
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)
)
.
Plus précisément si Λ est un réseau de dimension d et si C est un corps
convexe de Λ ⊗ R contenant l’origine, on a alors pour tout P > 1 et tout
réel θ ∈ [0, 1] :
(4.23) Card(Λ ∩ PC) (P/P θ)d Card(Λ ∩ P θC).
C’est le principe général de la méthode utilisée dans ce qui va suivre : il s’agit
de considérer
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)
)
.
comme une famille d’intersections de réseaux avec des corps convexes et
d’utiliser des lemmes issus de la section 3.3.2 (qui donnent des versions de
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l’inégalité (4.23) adaptées aux cas qui nous intéressent) afin de réduire les
bornes intervenant dans M(1,K), ce qui nous sera utile ultérieurement pour
définir les arcs majeurs et les arcs mineurs. Nous allons appliquer les résul-
tats du chapitre 2 très progressivement. Trois formes de récurrence seront
nécessaires pour réduire entièrement les bornes.
Première récurrence
Dans cette partie, nous allons appliquer les résultats de géométrie des
réseaux uniquement aux variables xhm telles que m ∈ J(j, k) pour un (j, k)
fixé (en l’occurence (j, k) = (1,K)).
Nous allons dans un premier temps majorer, pour (xhm)(m,h)∈L\L(1,K) et
(xhm)(m,h)∈L̂(1,K)
h1 6=t1,K−1
fixés, le nombre de (xhm)(m,h)∈L̂(1,K)
h1=t1,K−1
tels que
X̂(1,K) = (x
h
m)(m,h)∈L̂(1,K) ∈M(1,K)
(
α, (Tm)(m,h)∈L̂(1,K), (T
−1
i )(i,l)∈E(1,K)
)
.
Nous allons pour cela appliquer les résultats de géométrie des réseaux évo-
qués dans la section 2.3.2.
Pour b = (bm)m∈J(1,K) fixé et tout Z 6 1 on notera provisoirement
U(Z) = Card{(xhm)(m,h)∈L̂(1,K)
h1=t1,K−1
| ∀(m,h), |xhm| 6 bmZ
et, ∀(i, l) ∈ E(1,K), ||αeiγ(1,K)(i,l) (X̂(1,K))|| < b−1i Z}.
En choisissant Z2 = 1 et bm = Tm pour tout m ∈ J(1,K), on remarque
alors que le cardinal que nous souhaitons majorer est U(Z2). Or d’après le
lemme 2.3.4, puisque les formes γ(1,K)(i,l) (X̂(1,K)) sont linéaires en (x
h
m)(m,h)∈L̂(1,K)
h1=t1,K−1
et vérifient les conditions de symétrie
∀(j, k) ∈ C0, ei
∑
(i,l)∈E(j,k)
γ
(j,k)
(i,l) (X̂(j,k))x
l
i = Γ(X),
pour tout Z1 6 Z2 on a
U(Z2)
∏
(m,h)∈L̂(1,K) | h1=t1,K−1
(
Z2
Z1
)
U(Z1).
Nous allons choisir Z1 tel que
bmZ1 =
Tm
PK1
PKθ,
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pour θ ∈ [0, 1] fixé quelconque. Ceci est possible en prenant
Z1 =
PKθ
PK1
.
On obtient donc
U(Z2)
∏
m∈J(1,K)
(
PK1
PKθ
)∏r
j=2 tj,am,j
U(Z1),
avec K = am,1 pour tout m ∈ J(1,K). En appliquant le même procédé avec
les variables (xhm)(m,h)∈L̂(1,K) | h1=t1,K−h avec h fixé égal à 2, ..., t1,K−1, nous
allons établir le résultat ci-dessous
Lemme 4.3.11. Pour tout θ ∈ [0, 1], on a la majoration ci-dessous :
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)
)

∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)(t1,K−1)∏rj=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\L(1,K), (TmP
−am,1
1 P
am,1θ)
(m,h)∈L̂(1,K)
)
,
(P
−(t1,ai,1−1)ai,1
1 P
(t1,ai,1−1)ai,1θT−1i )(i,l)∈E(1,K)
)
.
Démonstration. Montrons par récurrence sur h ∈ {1, ..., t1,K − 1} que
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)
)(4.24)

∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)h∏rj=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\⋃hl=0 L(1,K,t1,K−l),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃hl=1 L(1,K,t1,K−l)
)
,
(P
−hai,1
1 P
hai,1θT−1i )(i,l)∈E(1,K)
)
.
Le résultat a déjà été démontré précédemment pour h = 1, en notant que
K = am,1 pour tout m ∈ J(1,K). Supposons le résultat vrai au rang h.
Fixons des éléments (xhm)(m,h)∈L\⋃h+1l=0 L(1,K,t1,K−l) tels que |xhm| 6 Tm et
(xhm)(m,h)∈⋃hl=1 L(1,K,t1,K−l) tels que |xhm| 6 TmP−am,11 P am,1θ. Posons alors,
pour Z > 1, bm ∈ R :
U(Z) = Card{(xhm)(m,h)∈L(1,K,t1,K−(h+1)) | ∀(m,h), |xhm| 6 bmZ
et, ∀(i, l) ∈ E(1,K), ||αeiγ(1,K)(i,l) (X̂(1,K))|| < b−1i Z}.
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Choisissons alors pour tout m ∈ J(1,K) :
bm = P
1
2
hK
1 P
− 1
2
hKθTm
Z2 = P
− 1
2
hK
1 P
1
2
hKθ
Z1 = P
−K
1 P
KθZ2,
de sorte que :
bmZ2 = Tm
bmZ1 = TmP
−K
1 P
Kθ
b−1m Z2 = T−1m P
−hK
1 P
hKθ
b−1m Z1 = T−1m P
−(h+1)K
1 P
(h+1)Kθ.
On a alors :
U(Z2) = Card{(xhm)(m,h)∈L(1,K,t1,K−(h+1)) | ∀(m,h), |xhm| 6 Tm
et, ∀(i, l) ∈ E(1,K), ||αeiγ(1,K)(i,l) (X̂(1,K))|| < T−1m P−hK1 P hKθ},
et d’après le lemme 3.3.7,
U(Z2)
 ∏
(m,h)∈L̂(1,K,t1,K−(h+1))
Z2
Z1
U(Z1)
=
 ∏
(m,h)∈L̂(1,K,t1,K−(h+1))
PK1
PKθ
U(Z1)
=
 ∏
m∈J(1,K)
(
PK1
PKθ
)∏r
j=2 tj,am,j
U(Z1),
avec
U(Z1) = Card{(xhm)(m,h)∈L(1,K,t1,K−(h+1)) | ∀(m,h), |xhm| 6 TmP−K1 PKθ
et ∀(i, l) ∈ E(1,K), ||αeiγ(1,K)(i,l) (X̂(1,K))|| < T−1m P
−(h+1)K
1 P
(h+1)Kθ}.
En sommant ces majorations sur l’ensemble des (xhm)(m,h)∈L\⋃h+1l=0 L(1,K,t1,K−l)
tels que |xhm| 6 Tm et (xhm)(m,h)∈⋃hl=1 L(1,K,t1,K−l) tels que |xhm| 6 TmP−am,11 P am,1θ,
on obtient
M(1,K)
(
α,
(
(Tm)(m,h)∈L\⋃hl=0 L(1,K,t1,K−l),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃hl=1 L(1,K,t1,K−l)
)
,
(P
−hai,1
1 P
hai,1θT−1i )(i,l)∈E(1,K)
)
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∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)∏r
j=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\⋃h+1l=0 L(1,K,t1,K−l),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃h+1l=1 L(1,K,t1,K−l)
)
,
(P
−(h+1)ai,1
1 P
(h+1)ai,1θT−1i )(i,l)∈E(1,K)
)
.
Puis en utilisant l’hypothèse de récurrence on obtient :
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K)
)

∏
m∈J(1,K)
(
P
am,1
1
P am,1θ
)(h+1)∏rj=2 tj,am,j
M(1,K)
(
α,
(
(Tm)(m,h)∈L\⋃h+1l=0 L(1,K,t1,K−l),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃h+1l=1 L(1,K,t1,K−l)
)
,
(P
−(h+1)ai,1
1 P
(h+1)ai,1θT−1i )(i,l)∈E(1,K)
)
,
ce qui clôt la démonstration de l’assertion (4.24). Le cas h = t1,K − 1, cor-
respond alors au résultat du lemme.
Seconde récurrence : changement de poids k
Dans cette partie nous allons détailler le passage de variables (xhm)(m,h)∈J(1,k)
aux variables (xhm)(m,h)∈J(1,k′) pour un k′ 6= k
Lemme 4.3.12. Pour tout poids k ∈ P(1) et tout poids k1 tel que k1 > k,
on a :
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k1)
)
 max{M1,M2}
avec
M1 =
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)∏r
j=1 tj,am,j
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k1)
)
,
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M2 =
∏
m∈J(1,k) T
∏r
j=2 tj,am,j
m∏
i∈J(1,k1)(P
−ai,1
1 P
ai,1θTi)
∏r
j=2 tj,ai,j
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)(t1,am,1−1)∏rj=2 tj,am,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k)
)
,
(T−1i P
k−∑k′>k k′t1,k′
1 P
−(k−∑k′>k k′t1,k′ )θ)(i,l)∈E(1,k)) .
Démonstration. Fixons des éléments (xhm)(m,h)∈L\⋃k′>k L(1,k′), (xhm)(m,h)∈L(1,k)\E(1,k)
tels que |xhm| 6 Tm et (xhm)(m,h)∈⋃k′>k L(1,k′) tels que |xhm| 6 TmP−am,11 P am,1θ
et posons pour tous Z > 1 et bm > 0 pour m ∈ J(1, k) et ci > 0 pour
i ∈ J(1, k1) :
U(Z) = Card{(xhm)(m,h)∈E(1,k) | ∀(m,h) ∈ E(1, k), |xhm| 6 bmZ
et, ∀(i, l) ∈ E(1, k), ||αeiγ(1,k1)(i,l) (X̂(1,k1))|| < c−1i Z}.
On choisit à présent b = (bm)m∈J(1,k), c = (ci)i∈J(1,k1), Z2 6 1 tels que
bmZ2 = Tm, c
−1
i Z2 = T
−1
i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ,
et le nombre de points que l’on souhaite évaluer est alors U(Z2). Choisissons
d’autre part un réel Z1 6 1 tel que
∀m ∈ J(1, k), bmZ1 = P−k1 P kθTm,
∀i ∈ J(1, k1), c−1i Z1 = T−1i P
k1−k−
∑
k′>k k
′t1,k′
1 P
−(k1−k−
∑
k′>k k
′t1,k′ )θ,
∀i ∈ J(1, k1), ciZ1 = TiP−k11 P k1θ.
On vérifie que ces conditions sur b, c, Z2, Z1 sont satisfaites si et seulement
si
Z1 = P
− 1
2
(k+
∑
k′>k k
′t1,k′ )
1 P
1
2
(k+
∑
k′>k k
′t1,k′ )θ,
Z2 = Z1P
k
1 P
−kθ
∀m ∈ J(1, k), bm = TmP−k+
1
2
(k+
∑
k′>k k
′t1,k′ )
1 P
kθ− 1
2
(k+
∑
k′>k k
′t1,k′ )θ,
∀i ∈ J(1, k1), ci = TiP−k1+
1
2
(k+
∑
k′>k k
′t1,k′ )
1 P
k1θ− 12 (k+
∑
k′>k k
′t1,k′ )θ,
et on a alors b−1m Z1 = P
−∑k′>k k′t1,k′
1 P
(
∑
k′>k k
′t1,k′ )θT−1m . Par ailleurs, d’après
le lemme 3.3.5 on a
(4.25)
U(Z2) max

 ∏
(m,h)∈E(1,k)
(
Z2
Z1
)U(Z1)︸ ︷︷ ︸
(a)
,
∏
(m,h)∈E(1,k) bmZ2∏
(i,l)∈E(1,k1) ciZ1
U t(Z1)︸ ︷︷ ︸
(b)
 ,
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où
U t(Z) = Card{(xli)(i,l)∈E(1,k1) | ∀(i, l) ∈ E(1, k1), |xhi | 6 ciZ
et, ∀(m,h) ∈ L(1, k), ||αei(γ(1,k1))t(m,h)︸ ︷︷ ︸
=γ
(1,k)
(m,h)
(X̂(1,k))|| < b−1m Z}
(avec les notations de la section 3.3.2).
On remarque que
∏
(m,h)∈E(1,k)
(
Z2
Z1
)
=
∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)∏r
j=2 tj,am,j
,
et de même
∏
(m,h)∈E(1,k) bmZ2∏
(i,l)∈E(1,k1) ciZ1
=
∏
m∈J(1,k) T
∏r
j=2 tj,am,j
m∏
i∈J(1,k1)(P
−ai,1
1 P
ai,1θTi)
∏r
j=2 tj,ai,j
.
La formule (4.25) donne alors, par sommation sur les éléments (xhm)(m,h)∈L\⋃k′>k L(1,k′),
(xhm)(m,h)∈L(1,k)\E(1,k) tels que |xhm| 6 Tm et (xhm)(m,h)∈⋃k′>k L(1,k′) tels que
|xhm| 6 TmP−am,11 P am,1θ :
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k1)
)
 max{A1, A2}
où
A1 =
∏
m∈J(1,k1)
(
P
am,1
1
P am,1θ
)∏r
j=2 tj,am,j
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈L(1,k,t1,k)∪
⋃
k′>k L(1,k
′)\E(1,k1)
)
,
(T−1i P
k1−k−
∑
k′>k k
′t1,k′
1 P
−(k1−k−
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k1)
)
,
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A2 =
∏
m∈J(1,k) T
∏r
j=2 tj,am,j
m∏
i∈J(1,k1)(P
−ai,1
1 P
ai,1θTi)
∏r
j=2 tj,ai,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k)
)
,
(T−1i P
−∑k′>k k′t1,k′
1 P
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k)
)
.
Or, par les mêmes arguments que pour le lemme 4.3.11, on démontre que :
M(1,k)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k)
)
,
(T−1i P
−∑k′>k k′t1,k′
1 P
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k)
)

∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)(t1,am,1−1)∏rj=2 tj,am,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k)
)
,
(T−1i P
k−∑k′>k k′t1,k′
1 P
−(k−∑k′>k k′t1,k′ )θ)(i,l)∈E(1,k)) .
On en déduit donc que A2  M2. Il reste à réduire les bornes interve-
nant dans A1. Pour cela on réitère le procédé développé au cours de cette
démonstration avec les familles de variables (xhm)(m,h)∈L(1,k1,h) pour h ∈
{1, ..., t1,k1 − 2}. On constate qu’à terme on obtient : A1  max{M1,M2},
d’où le résultat.
Nous avons donc ici démontré que, pour tout poids k ∈ P(1) et tout
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poids k1 tel que k1 > k : ∏
m∈J(1,k1)
T
∏r
j=2 tj,am,j
m

M(1,k1)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k1)
)

 ∏
m∈J(1,k)
(
P
am,1
1
P am,1θ
)
∏r
j=1 tj,am,j

×max
 ∏
m∈J(1,k1)
(
Tm
P am,1θ
P
am,1
1
)∏r
j=2 tj,am,j
M(1,k1)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k1)
)
,
(T−1i P
k1−
∑
k′>k k
′t1,k′
1 P
−(k1−
∑
k′>k k
′t1,k′ )θ)(i,l)∈E(1,k1)
)
,
∏
m∈J(1,k)
(
Tm
P am,1θ
P
am,1
1
)∏r
j=2 tj,am,j
M(1,k)
(
α,
(
(Tm)(m,h)∈L\⋃k′>k L(1,k′),
(TmP
−am,1
1 P
am,1θ)(m,h)∈⋃k′>k L(1,k′)\E(1,k)
)
,
(T−1i P
k−∑k′>k k′t1,k′
1 P
−(k−∑k′>k k′t1,k′ )θ)(i,l)∈E(1,k))} .
Corollaire 4.3.13. Pour tout θ ∈ [0, 1], on a la majoration ci-dessous(∏
m∈J(1,K) T
∏r
j=2 tj,am,j
m
)
M(1,K)
(
α, (Tm)(m,h)∈L\E(1,K),
(T−1i )(i,l)∈E(1,K)
)

∏
m∈I0
(
P
am,1
1
P am,1θ
)
∏r
j=1 tj,am,j
 max
K1∈P(1)
{
 ∏
m∈J(1,K1)
(
Tm
P am,1θ
P
am,1
1
)∏r
j=2 tj,am,j

M(1,K1)
(
α, (TmP
−am,1
1 P
am,1θ)(m,h)∈L\E(1,K1),
(T−1i P
K1−d1
1 P
(d1−K1)θ)(i,l)∈E(1,K1)
)
}.
Troisième récurrence : changement d’indice j
Dans cette partie nous allons traiter le passage des variables (xhm)m∈J(j,k)
aux variables (xhm)m∈J(j+1,k′). Nous allons en effet démontrer le lemme ci-
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dessous :
Lemme 4.3.14. Pour tout θ ∈ [0, 1], et pour tout l ∈ {1, ..., r} on a la
majoration :
max
(j1,kj1 )∈C0
j1∈{1,...,l}
{
 ∏
m∈J(j1,kj1 )
Tm l∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1 tj,am,j

M(j1,kj1 )
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1 ),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(j1,kj1 )
)
}

n+r∏
i=1
(
P
am,1
j
P am,1θ
)∏r
j=1 tj,am,j
max
(j1,kj1 )∈C0
j1∈{1,...,l+1}
{
 ∏
m∈J(j1,kj1 )
Tm l+1∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1 tj,am,j

M(j1,kj1 )
(
α, (Tm
∏l+1
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1 ),
(T−1i
∏l+1
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(j1,kj1 )
)
}
Démonstration. Considérons un élément (j1, kj1) ∈ C0 tel que j1 ∈ {1, ..., l}.
Posons par ailleurs k = maxi∈I0 ai,l+1. Fixons dans un premier temps un en-
semble de variables y = X̂(j1,kj1 )
(l+1,k)
= (xhm)(m,h)∈L\(E(j1,kj1 )∪E(l+1,k)) vérifiant :
∀(m,h) ∈ L \ (E(j1, kj1) ∪ E(l + 1, k)), |xhm| 6 Tm
l∏
j=1
P
−am,j
j P
am,jθ,
∀(i, l) ∈ E(j1, kj1)∩E(l+1, k), ||αeiγ
(j1,kj1 )
(i,l) (X̂(j1,kj1 )
(l+1,k)
)|| < T−1i
l∏
j=1
P
ai,j−dj
j P
(dj−ai,j)θ.
On considère alors les variables (x(h)m )(m,h)∈E(l+1,k)\E(j1,kj1 ). Comme pré-
cédemment, on note pour Z > 1 et b = (bm,h)(m,h)∈E(l+1,k)\E(j1,kj1 ) et
c = (ci,l)(i,l)∈E(j1,kj1 )\E(l+1,k) des familles de réels positifs :
Uy(Z) = Card{(x(h)m )(m,h)∈E(l+1,k)\E(j1,kj1 ) |
∀(m,h) ∈ E(l + 1, k) \ E(j1, kj1), |xhm| 6 bm,hZ
et ∀(i, l) ∈ E(j1, kj1) \ E(l + 1, k),
||αeiγ(j1,kj1 )(i,l) (y, (x(h)m )(m,h)∈E(l+1,k)\E(j1,kj1 ))|| < c
−1
i,l Z}.
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Choisissons alors Z2, b et c tels que
bm,hZ2 = Tm
∏l
j=1 P
−am,j
j P
am,jθ,
c−1i,l Z2 = T
−1
i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ,
de sorte que
(4.26)
M(j1,kj1 )
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1 ),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(j1,kj1 )
)
}

∑
y
Uy(Z2).
On choisit par ailleurs Z1 tel que
bm,hZ1 = TmP
−k
l+1P
kθ
∏l
j=1 P
−am,j
j P
am,jθ = Tm
∏l+1
j=1 P
−am,j
j P
am,jθ,
c−1i,l Z1 = T
−1
i P
−k
l+1P
kθ
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ,
ci,lZ1 = Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
Ces conditions sur b, c, Z2, Z1 sont satisfaites si et seulement si
Z1 = P
− k
2
l+1P
kθ
2
∏l
j=1 P
− dj
2
j P
dj
2
θ,
Z2 = Z1
Pkl+1
Pkθ
= P
k
2
l+1P
− kθ
2
∏l
j=1 P
− dj
2
j P
dj
2
θ
bm,h = TmP
− k
2
l+1P
kθ
2
∏l
j=1 P
dj
2
−am,j
j P
− dj
2
θ+am,jθ,
ci,l = TiP
k
2
l+1P
− kθ
2
∏l
j=1 P
dj
2
−ai,j
j P
− dj
2
θ+ai,jθ.
On a alors b−1m,hZ1 = T
−1
m
∏l
j=1 P
am,j−dj
j P
(dj−am,j)θ.
Par ailleurs, en appliquant à nouveau le lemme 2.3.6,
(4.27) Uy(Z2) max
 ∏
(m,h)∈E(l+1,k)\E(j1,kj1 )
(
Z2
Z1
)
Uy(Z1),
∏
(m,h)∈E(l+1,k)\E(j1,kj1 ) bm,hZ2∏
(i,l)∈E(j1,kj1 )\E(l+1,k) ci,lZ1
U ty(Z1)
)
,
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On observe que
∏
(m,h)∈E(l+1,k)\E(j1,kj1 )
(
Z2
Z1
)
=
∏
(m,h)∈E(l+1,k)\E(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)
=
∏
m∈J(l+1,k)\J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j
∏
m∈J(l+1,k)∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)(tj1,am,j1−1)∏j 6=l+1
j 6=j1
tj,am,j
=
∏
m∈J(l+1,k)
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j ∏
m∈J(l+1,k)∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)−∏j 6=l+1
j 6=j1
tj,am,j
et de même∏
(m,h)∈E(l+1,k)\E(j1,kj1 ) bm,hZ2∏
(i,l)∈E(j1,kj1 )\E(l+1,k) ci,lZ1
=
∏
(m,h)∈E(l+1,k)\E(j1,kj1 ) Tm
∏l
j=1 P
−am,j
j P
am,jθ∏
(i,l)∈E(j1,kj1 )\E(l+1,k) Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
=
∏
m∈J(l+1,k)
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)∏
j 6=l+1 tj,am,j
∏
i∈J(j1,kj1 )
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)∏
j 6=j1 tj,ai,j
∏
m∈J(l+1,k)∩J(j1,kj1 )
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)−∏ j 6=j1
j 6=l+1
tj,am,j
∏
i∈J(l+1,k)∩J(j1,kj1 )
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)−∏ j 6=j1
j 6=l+1
tj,ai,j
=
∏
m∈J(l+1,k)
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)∏
j 6=l+1 tj,am,j
∏
i∈J(j1,kj1 )
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)∏
j 6=j1 tj,ai,j
.
Par ailleurs, on a que
U ty(Z1) = Card{(xli)(i,l)∈E(j1,kj1 )\E(l+1,k) | ∀(i, l), |x
l
i| 6 Ti
l∏
j=1
P
−ai,j
j P
ai,jθ
et, ∀(m,h) ∈ E(l + 1, k) \ E(j1, kj1),
||αem(γ(j1,kj1 ))t(m,h)(y, (x(l)i )(i,l)∈E(j1,kj1 )\E(l+1,k))|| 6 T
−1
m
l∏
j=1
P
am,j−dj
j P
(dj−am,j)θ}.
On remarque que (γ(j1,kj1 ))t(m,h) = γ
(l+1,k)
(m,h) . On a finalement, d’après les
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formules (4.26) et (4.27) :
M(j1,kj1 )
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1 ),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(j1,kj1 )
)
}
 max
 ∏
m∈J(l+1,k)
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j ∏
m∈J(l+1,k)
∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)−∏j 6=l+1
j 6=j1
tj,am,j ∑
y
Uy(Z1),
∏
m∈J(l+1,k)
(
Tm
∏l
j=1 P
−am,j
j P
am,jθ
)∏
j 6=l+1 tj,am,j
∏
i∈J(j1,kj1 )
(
Ti
∏l
j=1 P
−ai,j
j P
ai,jθ
)∏
j 6=j1 tj,ai,j
∑
y
U ty(Z1)
 .
Or, on observe que
∑
y
Uy(Z1) = M(j1,kj1 )
(
α, (Am,h)(m,h)∈L\E(j1,kj1 ), (Bi,l)(i,l)∈E(j1,kj1 )
)
où
Am,h =
{
Tm
∏l
j=1 P
−am,j
j P
am,jθ si (m,h) ∈ L \ (E(l + 1, k) ∪ E(j1, kj1)),
Tm
∏l+1
j=1 P
−am,j
j P
am,jθ si (m,h) ∈ E(l + 1, k) \ E(j1, kj1)
,
Bi,l =
{
T−1i P
−k
l+1P
kθ
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ si (i, l) ∈ E(j1, kj1) \ E(l + 1, k),
T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ si (m,h) ∈ E(l + 1, k) ∩ E(j1, kj1)
.
et
∑
y U
t
y(Z1) = M(l+1,k)
(
α, (Ti
∏l
j=1 P
−ai,j
j P
ai,jθ)(i,l)∈L\E(l+1,k),
(T−1m
∏l
j=1 P
am,j−dj
j P
(dj−am,j)θ)(m,h)∈E(l+1,k)
)
}
Or en employant les mêmes arguments que pour le lemme 4.3.12, on montre
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que : ∏
m∈J(l+1,k)
Tm l∏
j=1
P am,jθ
P
am,j
j

∏
j 6=l+1 tj,am,j

M(l+1,k)
(
α, (Ti
∏l
j=1 P
−ai,j
j P
ai,jθ)(i,l)∈L\E(l+1,k),
(T−1m
∏l
j=1 P
am,j−dj
j P
(dj−am,j)θ)(m,h)∈E(l+1,k)
)

∏
m∈I0
(
P
am,l+1
l+1
P am,l+1θ
)
∏r
j=1 tj,am,j
 max
K1∈P(l+1)
{
 ∏
m∈J(l+1,K1)
Tm l+1∏
j=1
P am,jθ
P
am,j
1

∏
j 6=l+1 tj,am,j

M(l+1,K1)
(
α, (Tm
∏l+1
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(l+1,k),
(T−1i
∏l+1
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(l+1,k)
)
}.
En regroupant les résultats obtenus, on obtient donc
∏
m∈J(j1,kj1 )
Tm l∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1 tj,am,j
M(j1,kj1 )
(
α, (Tm
∏l
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(j1,kj1 ),
(T−1i
∏l
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(j1,kj1 )
)
}
 max{A1, A2}
A1 =
∏
m∈J(l+1,k)
(
P
am,l+1
l+1
P am,l+1θ
)∏
j 6=l+1 tj,am,j ∏
m∈J(l+1,k)
∩J(j1,kj1 )
(
P
am,l+1
l+1
P am,l+1θ
)−∏j 6=l+1
j 6=j1
tj,am,j
∏
m∈J(j1,kj1 )
Tm l+1∏
j=1
P am,jθ
P
am,j
j

∏
j 6=j1 tj,am,j M(j1,kj1 )
(
α, (Am,h)(m,h)∈L\E(j1,kj1 ),
(Bi,l)(i,l)∈E(j1,kj1 )
)
,
A2 =
∏
m∈I0
(
P
am,l+1
l+1
P am,l+1θ
)
∏r
j=1 tj,am,j
 max
K1∈P(l+1)
{
∏
m∈J(l+1,k)
Tm l+1∏
j=1
P am,jθ
P
am,j
j

∏
j 6=l+1 tj,am,j
M(l+1,K1)
(
α, (Tm
∏l+1
j=1 P
−am,j
j P
am,jθ)(m,h)∈L\E(l+1,k),
(T−1i
∏l+1
j=1 P
ai,j−dj
j P
(dj−ai,j)θ)(i,l)∈E(l+1,k)
)
}.
.
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Le terme A2 est du type de ceux intervenant à droite de l’inégalité du lemme.
Il nous reste donc à réduire les bornes intervenant dans A1. Pour cela, il
suffit d’appliquer exactement le même procédé que celui que nous avons
développé pour toutes les familles de variables (xm)(m,h)∈L(j1,kj1 ,h) pour tous
h ∈ {1, ..., tj1,kj1−2} puis pour les familles (xm)(m,h)∈L(j1,k′,h) pour tout poids
k′ ∈ P(j1) \ {kj1}. À terme, on obtient bien l’inégalité souhaitée.
En utilisant les lemmes 4.3.13 et 4.3.14, on obtient directement, par récur-
rence, la majoration :
 ∏
i∈J(1,K)
T
∏r
j=2 tj,ai,j
i
M(1,K) (α, (Tm)(m,h)∈L\E(1,K), (T−1i )(i,l)∈E(1,K))

∏
i∈I0
( ∏r
j=1 P
ai,j
j∏r
j=1 P
ai,jθ
)∏r
j=1 tj,ai,j
max
(j0,Kj0 )∈C0
∏
m∈J(j0,Kj0 ) T
∏
j 6=j0 tj,am,j
m∏
m∈J(j0,Kj0 )(
∏r
j=1 P
am,j
j P
−am,jθ)
∏
j 6=j0 tj,am,j
M(j0,Kj0 )
α, (Tm r∏
j=1
P
−am,j
j P
am,jθ)(m,h)∈L\E(j0,Kj0 ),
(T−1i
r∏
j=1
P
−dj+ai,j
j P
(dj−ai,j)θ)(i,l)∈E(j0,Kj0 )
 .
En rappelant que Ti = 1ei
∏r
j=1 P
ai,j
j , on remarque que le membre de droite
de la majoration ci-dessus peut se réécrire :
∏
i∈I0
(
eiTi∏r
j=1 P
ai,jθ
)∏r
j=1 tj,ai,j
max
(j0,Kj0 )∈C0
∏
m∈J(j0,Kj0 )
(e−1m P
(
∑r
j=1 am,j)θ)
∏
j 6=j0 tj,am,j
M(j0,Kj0 )
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0 ),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,l)∈E(j0,Kj0 )
 .
Nous en déduisons alors une nouvelle version du lemme 4.3.15 :
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Lemme 4.3.15. Pour tout ε > 0 arbitrairement petit on a
|Se(α)| 
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)∏
i∈I0
e
∏r
j=1 tj,ai,j
2D1+D2+...+Dr
i

×
∏
i∈I0
(
P
∑r
j=1 ai,jθ
)− ∏rj=1 tj,ai,j
2D1+D2+...+Dr max
(j0,Kj0 )∈C0
∏
m∈J(j0,Kj0 )
(e−1m P
(
∑r
j=1 am,j)θ)
∏
j 6=j0 tj,am,j
2D1+D2+...+Dr
M(j0,Kj0 )
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0 ),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,l)∈E(j0,Kj0 )
2−(D1+D2+...+Dr) .,
On déduit de ce lemme le résultat ci-dessous
Lemme 4.3.16. Pour tout ε > 0 arbitrairement petit et tous κ > 0, P > 1,
l’une au moins des assertions suivantes est vraie :
1.
|Se(α)| 
∏
i∈I0
e
∏r
j=1 tj,ai,j
2
∑r
j=1
Dj
i
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)
P−κ,
2. Il existe un certain j0 ∈ {1, ..., r} etKj0 ∈ {1, ..., dj0} tel que J(j0,Kj0) 6=
∅
M(j0,Kj0 )
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0 ),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,l)∈E(j0,Kj0 )


∏
i∈I0
(P (
∑r
j=1 ai,j)θ)
∏r
j=1 tj,ai,j
 ∏
i∈J(j0,Kj0 )
(P
∑r
j=1 ai,jθ)
∏
j 6=j0 tj,ai,j
−1 P 2−∑rj=1 Djκ.
Remarque 4.3.17. Si κ est petit, la condition 1 donne une majoration de
|Se(α)| plus grande que la majoration triviale,
|Se(α)| 
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j ,
c’est pourquoi nous utiliserons uniquement cette majoration pour P κ >
∏r
j=1 P
dj
j .
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Supposons à présent qu’il existe (j0,Kj0) ∈ C0 et
(x(h)m )(m,h)∈L\E((j0,Kj0 ) ∈M(j0,Kj0 )
(
α, (
1
em
P
∑r
j=1 am,jθ)(m,h)∈L\E(j0,Kj0 ),
(eiP
∑r
j=1(dj−ai,j)θ
r∏
j=1
P
−dj
j )(i,l)∈E(j0,Kj0 )

tel qu’il existe (i0, l0) ∈ E(j0,Kj0) tel que
γ
(j0,Kj0 )
(i,l0)
(xhm)(m,h)∈L\E(j0,Kj0 ) 6= 0.
On pose q = |γ(j0,Kj0 )(i,l0) ((xhm)(m,h)∈L\E(j0,Kj0 ))|, on a alors
||αei0q|| < ei0P
∑r
j=1(dj−ai0,j)θ
r∏
j=1
P
−dj
j
et de plus,
q  P
∑r
j=1(dj−ai0,j)θ,
(quitte à modifier θ, pour P grand on pourra supposer q 6 P
∑r
j=1(dj−ai0,j)θ).
On en déduit :
Lemme 4.3.18. Pour tout ε > 0 arbitrairement petit et tous κ > 0, P > 1,
l’une au moins des assertions suivantes est vraie :
1.
|Se(α)| 
∏
i∈I0
e
∏r
j=1 tj,ai,j
2
∑r
j=1
Dj
i
 r∏
j=1
Pj
(n+r∏
i=1
Ti
)(1+ε)
P−κ,
2. Il existe i ∈ I0 et des entiers a, q tels que q 6 P
∑r
j=1(dj−ai,j)θ, a < eiq
et
|αeiq − a| 6 ei
r∏
j=1
P
−dj
j P
∑r
j=1(dj−ai,j)θ.
3. Il existe un certain (j0,Kj0) ∈ C0} tel que
Card{(x(h)m )(m,h)∈L\E(j0,Kj0 ) | |x
(h)
m | 6
1
em
P
∑r
j=1 am,jθ,
∀(i, l) ∈ E(j0,Kj0), γ
(j0,Kj0 )
(i,l) (x
(h)
m ) = 0}

∏
i∈I0
(P (
∑r
j=1 ai,j)θ)
∏r
j=1 tj,ai,j
 ∏
i∈J(j0,Kj0 )
(P
∑r
j=1 ai,jθ)
∏
j 6=j0 tj,ai,j
−1 P 2−∑rj=1 Djκ.
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Supposons à présent que nous sommes dans le cas 3, et remarquons que
le cardinal considéré peut être majoré trivialement par
Card{(x(h)m )(m,h)∈L\E(j0,Kj0 ) | |x
(h)
m | 6 P
∑r
j=1 am,jθ,
∀(i, l) ∈ E(j0,Kj0), γ
(j0,Kj0 )
(i,l) (x
(h)
m ) = 0},
qui peut être majoré, en appliquant le lemme 3.3.11 par :
A(j0,Kj0 )(P
θ)
∏
(m,h)∈L\E(j0,Kj0 )
P ((
∑r
j=1 am,j)−1)θ
= A(j0,Kj0 )(P
θ)
∏
i∈I0
(P ((
∑r
j=1 ai,j)−1)θ)
∏r
j=1 tj,ai,j

 ∏
i∈J(j0,Kj0 )
(P ((
∑r
j=1 ai,j)−1)θ)
∏
j 6=j0 tj,ai,j
−1
où l’on a posé
A(j0,Kj0 )(P
θ) = Card
{
(x(h)m )(m,h)∈L\E(j0,Kj0 ) | |x
(h)
m | 6 P θ,
∀(i, l) ∈ E(j0,Kj0), γ
(j0,Kj0 )
(i,l) (
1
em
x(h)m ) = 0
}
.
Ainsi, la condition 3 implique
(4.28)
A(j0,Kj0 )(P
θ) P θ(
∑
i∈I0
∏r
j=1 tj,ai,j−
∑
i∈J(j0,Kj0 )
∏
j 6=j0 tj,ai,j )−2
∑r
j=1 Djκ
.
On considère L le sous-espace de An(j0,Kj0 )C où
n(j0,Kj0) = Card(L \ E(j0,Kj0)) =
∑
i∈I0
r∏
j=1
tj,ai,j −
∑
i∈J(j0,Kj0 )
∏
j 6=j0
tj,ai,j
défini par les Card(E(j0,Kj0)) =
∑
i∈J(j0,Kj0 )
∏
j 6=j0 tj,ai,j équations
γ
(j0,Kj0 )
(i,l) ((
1
em
x(h)m )(m,h)∈L\E(j0,Kj0 )) = 0.
D’après la démonstation de [Br, Théorème 3.1], la majoration (4.28) implique
(en posant κ = Kθ) :
(4.29) dimL > n(j0,Kj0)− 2
∑r
j=1 DjK.
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Considérons à présent la sous-variétéD deAn(j0,Kj0 )C définie par les
∑
i∈I0(
∏r
j=1 tj,ai,j−
1)−∑i∈J(j0,Kj0 )∏j 6=j0 tj,ai,j équations
∀(m,h) ∈ L \ E(j0,Kj0) x(h)m = x(1,...,1)m .
Nous avons alors, d’après (4.29) :
dimD ∩ L > dimL −
∑
i∈I0
(
r∏
j=1
tj,ai,j − 1) +
∑
i∈J(j0,Kj0 )
∏
j 6=j0
tj,ai,j
> Card I0 − 2
∑r
j=1 DjK.
On remarque par ailleurs que D ∩ L est isomorphe à la variété :
{(xm)m∈I0 | ∀i ∈ J(j0,Kj0),
∂Ft
∂xi
((xm)m∈I0) = 0}
(en effet, par construction, si x(h)m = x
(1,...,1)
m = xm pour tous h,m, on a pour
tout i, l, γ(j0,Kj0 )i,l (
1
em
x
(h)
m ) = N
∂Ft
∂xi
(x) pour un certain entier N). En notant
V ∗t,(j0,Kj0 ) = {x ∈ A
n+r
C | ∀i ∈ J(j0,Kj0),
∂Ft
∂xi
(x) = 0},
l’inégalité ci-dessus implique alors :
dimV ∗t,(j0,Kj0 ) > n+ r − 2
∑r
j=1DjK.
Par conséquent, nous fixerons dorénavant
(4.30) K = (n+ r − dimV ∗t,(j0,Kj0 ) + ε)/2
∑r
j=1 Dj ,
de sorte que la condition 3 n’est plus possible.
Dans tout ce qui va suivre nous choisirons P =
∏r
j=1 P
dj
j et nous noterons
d˜ = (
∑r
j=1 dj) − 1. Remarquons que pour tout i,
∑r
j=1(dj − ai,j) 6 d˜.
Définissons, pour tout i ∈ I0, la famille d’arcs majeurs
(4.31) M(i)a,q(θ) = {α ∈ [0, 1[ | 2|αeiq − a| < eiP−1+d˜θ}
et posons
(4.32) M(i)(θ) =
⋃
0<q6P d˜θ
⋃
06a<eiq
M(i)a,q(θ),
(4.33) M(θ) =
⋃
i∈I0
M(i)(θ), m(θ) = [0, 1[\M(θ).
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Avec ces notations, à partir du lemme 4.3.18 et en remarquant que pour tout
i ∈ I0,
∏r
j=1 tj,ai,j
2
∑r
j=1
Dj
6 12r et que
n+r∏
i=1
Ti =
n+r∏
i=1
 1
ei
r∏
j=1
P
ai,j
j

=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
∑n+r
i=1 ai,j
j

=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 ,
nous obtenons la proposition 4.3.9.
4.3.4 Méthode du cercle
Les arcs mineurs
Posons, pour tout j ∈ {1, ..., r}, Pj = P bjr . On considère un réel δ > 0
arbitrairement petit, et on suppose que θ ∈ [0, 1] et K vérifient :
(4.34) K − 2d˜ >
(
2δ +
∑r
j=1 bj∑r
j=1 bjdj
)
θ−1,
(4.35) K > (2δ + 1)(
r∑
j=1
bjdj),
(4.36) 1 > (
r∑
j=1
bjdj)(5d˜θ + δ).
Remarque 4.3.19. Les conditions (4.34) et (4.36) impliquent en particulier
que K > (5
∑r
j=1 bj + 2)d˜, ce que nous supposerons dorénavant.
Lemme 4.3.20. On a la majoration :
∫
m(θ)
|Se(α)|dα e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P−1−δ.
Démonstration. On considère une suite (θi)i∈{0,...,T} telle que
θ = θ0 < θ1 < ... < θT ,
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(4.37) θT 6
1∑r
j=1 bjdj
, KθT > 2δ + 1 +
∑r
j=1 bj∑r
j=1 bjdj
,
(4.38) ∀i ∈ {0, ..., T − 1}, 2d˜(θi+1 − θi) < δ/2.
On suppose de plus que T est tel que T  P δ2 . D’après la proposition 4.3.9,
∫
α/∈M(θT )
|Se(α)|dα
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −KθT+ε

(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P−1−δ
(d’après la condition (4.37)). Remarquons par ailleurs que pour tout θ et
tout i ∈ I0 :
Vol(M(i)(θ))
∑
0<q6P d˜θ
∑
06a<eiq
1
q
P−1+d˜θ
 e0P−1+2d˜θ.
On a donc, pour tout t ∈ {0, ..., T − 1}, en utilisant la condition (4.34) :∫
αinM(θt+1)\M(θt)
|Se(α)|dα
 e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθt+2d˜θt+1−1+ε
 e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −(K−2d˜)θt−1+2d˜(θt+1−θt)+ε
 e0
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P−1− 32 δ,
et on obtient le résultat souhaité en sommant sur tous les t ∈ {0, ..., T −
1}.
Les arcs majeurs
Posons
(4.39) e0 = max
i∈I0
ei,
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et introduisons à présent la nouvelle famille d’arcs majeurs :
(4.40) M′a,q(θ) = {α ∈ [0, 1[ | 2|αq − a| < qP−1+d˜θ}
et posons
(4.41) M′(θ) =
⋃
0<q6e0P d˜θ
⋃
06a<q
pgcd(a,q)=1
M′a,q(θ),
On remarque que, pour tout i ∈ I0,
M(i)(θ) ⊂M′(θ).
En effet, si α ∈M(i)a,q(θ), alors
2|αqei − a| 6 eiP−1+d˜θ
et donc en posant q′ = (qei)/ pgcd(qei, a) et a′ = a/pgcd(qei, a), on trouve
2|αq′ − a′| 6 ei
pgcd(qei, a)
P−1+d˜θ 6 q′P−1+d˜θ
et on a de plus q′ 6 e0P d˜θ, 0 6 a′ < q′ et pgcd(a′, q′) = 1, donc α ∈M′a′,q′(θ).
Les arcs majeurs M′a,q(θ) vérifient par ailleurs le lemme ci-dessous :
Lemme 4.3.21. Pour tout e ∈ Nn+r tel que e20 < P 1−3d˜θ, les intervalles
M′a,q(θ) sont disjoints deux à deux.
Démonstration. Supposons qu’il existe α ∈ M′a,q(θ) ∩M′a′,q′(θ) avec q, q′ 6
e0P
d˜θ, 0 6 a < q, 0 6 a′ < q′, pgcd(a, q) = 1, pgcd(a′, q′) = 1 et (a, q) 6=
(a′, q′). On a alors
1
qq′
6 |aq
′ − a′q|
qq′
=
∣∣∣∣aq − a′q′
∣∣∣∣ 6 ∣∣∣∣α− aq
∣∣∣∣+ ∣∣∣∣α− a′q′
∣∣∣∣ 6 P−1+d˜θ
et donc
1 6 qq′P−1+d˜θ < e20P−1+3d˜θ
d’où le résultat.
En combinant les résultats des lemmes 4.3.20 et 4.3.21, on obtient l’esti-
mation :
(4.42) Ne(P1, ..., Pr) =
∑
16q6e0P d˜θ
∑
06a<q
pgcd(a,q)=1
∫
M′a,q(θ)
Se(α)dα
+O
e0(n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj−dj−δ
j

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Étant donné un élément α ∈ M′a,q(θ), nous poserons α = aq + β avec |β| 6
1
2P
−1+d˜θ, et nous noterons :
(4.43) Sa,q,e =
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
,
(4.44) I(β) =
∫
u∈Rn+r
∀i, |ui|6|uE(i)|
∀j∈{1,...,r}, |uE(n+j)|61
e (βF (u)) du.
On établit alors le résultat suivant :
Lemme 4.3.22. Si α appartient à M′a,q(θ), on a alors :
Se(α) =
(
n+r∏
i=1
ei
)−1
q−(n+r)Sa,q,eI(Pβ)
 r∏
j=1
P
nj
j

+O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 qP−1r P d˜θ
 .
Démonstration. Remarquons avant tout que lorsque e0q > Pr, l’égalité du
lemme est triviale car le terme d’erreur est alors dominant. En effet on a
dans ce cas :
|Se(α)| 
n+r∏
i=1
1
ei
r∏
j=1
P
ai,j
j
=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j


(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r e0P d˜θq
et en utilisant les estimations triviales |Sa,q,e|  qn+r et |I(Pβ)|  1 :(
n+r∏
i=1
ei
)−1
q−(n+r)|Sa,q,e||I(Pβ)|
 r∏
j=1
P
nj
j
 (n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j


(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r qe0P d˜θ.
d’où le résultat. Nous supposerons donc e0q 6 Pr.
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Remarquons à présent que, d’après (4.4) :
(4.45)
Se(α) =
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
) ∑
x≡b(q)
b|(e.x)E(n+j)|c6Pj
|xi|6 1ei
∏r
j=1(b|(e.x)E(n+j)|c+1)ai,j
e(βF (e.x))
=
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
S˜(b) +O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r

où
S˜(b) =
∑
x≡b(q)
|(e.x)E(n+j)|6Pj
|xi|6 1ei
∏r
j=1(|(e.x)E(n+j)|+1)ai,j
e(βF (e.x)).
Soient x′ et x′′ deux élément de Rn+r tels que
|x′ − x′′| 6 2
et, pour tout i,
|qx′i + bi| 6 1ei
∏r
j=1(|(e.(qx′ + b))E(n+j)|+ 1)ai,j ,
|qx′′i + bi| 6 1ei
∏r
j=1(|(e.(qx′′ + b))E(n+j)|+ 1)ai,j ,
∀j ∈ {1, ..., r}, |(e.(qx′ + b))E(n+j)| 6 Pj , |(e.(qx′′ + b))E(n+j)| 6 Pj .
On observe alors que∣∣F (e.(qx′ + b))− F (e.(qx′′ + b))∣∣ qe0P d11 ...P dr−1r−1 P dr−1r .
Par conséquent,
S˜(b) =
∫
qu˜∈Rn+r
|qeiu˜i|6|
∏r
j=1(e.(qu˜))
ai,jE(n+j)|
|(e.(qu˜))E(n+j)|6Pj
e(βF (e.(qu˜)))du˜
+O
 |β|︸︷︷︸
6P−1+d˜θ
(
n+r∏
i=1
ei
)−1
q−(n+r)
 r∏
j=1
P
nj
j
 r∏
j=1
P
dj
j
P−1r qe0

+O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 q−(n+r)+1P−1r

(le deuxième terme d’erreur correspondant aux points rencontrant le bord
du domaine de sommation).
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En effectuant le changement de variables
∀i ∈ {1, ..., n+ r}, qu˜i = e−1i
 r∏
j=1
P
ai,j
j
ui,
on trouve alors
S˜(b) = q−(n+r)
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
∫
u∈Rn+r
|u˜i|6|uE(i)|
|uE(n+j)|61
e(βF (u))du˜
+O
e0q−(n+r)(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 qP−1r P d˜θ

+O
e0(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 q−(n+r)+1P−1r
 .
En remplaçant S˜(b) par cette expression dans (4.45), nous obtenons l’égalité
du lemme.
Posons à présent
(4.46) Se(Q) =
∑
16q6Q
q−(n+r)
∑
06a<q
pgcd(a,q)=1
Sa,q,e,
(4.47) Jσ(φ) =
∫
|β|6φ
I(β)dβ.
où σ désigne le cône maximal considéré auquel la fonction he,V est associée
(cf. section 2.2). Avec ces notations, en utilisant le lemme précédent dans la
formule (4.42), et en remarquant que :∫
|β|6 1
2
P−1+d˜θ
I(Pβ)dβ = P−1
∫
|β|6 1
2
P d˜θ
I(β)dβ = P−1J
(
1
2
P d˜θ
)
,
on trouve :
Ne(P1, ..., Pr) = Se(e0P
d˜θ)Jσ(
1
2
P d˜θ)
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j

+O
e20
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r P 2d˜θ Vol(M′(θ))

+O
e0(n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj−dj−δ
j
 .
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Or,
Vol(M′(θ))
∑
16q6e0P d˜θ
∑
06a<q
pgcd(a,q)=1
P−1+d˜θ  e20P−1+3d˜θ.
On a donc :
e20
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−1r P 2d˜θ Vol(M′(θ))
 e40
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P−1r P 5d˜θ.
En remarquant que P−1r P 5d˜θ  P−δ d’après (4.36), on conclut que :
(4.48) Ne(P1, ..., Pr) =
(
n+r∏
i=1
ei
)−1
Se(e0P
d˜θ)Jσ(
1
2
P d˜θ)
 r∏
j=1
P
nj−dj
j

+O
e40
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 .
Notons à présent :
(4.49) Se =
∞∑
q=1
q−(n+r)
∑
06a<q
pgcd(a,q)=1
Sa,q,e,
(4.50) Jσ =
∫
R
I(β)dβ.
Nous allons chercher à remplacer S(e0P d˜θ) par Se et Jσ(12P
d˜θ) par Jσ dans
(4.48). Pour cela nous utiliserons le lemme ci-dessous :
Lemme 4.3.23. Pour tous a, q, e, on a l’estimation suivante :
|Sa,q,e|  max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 qn+r−2−δ.
Démonstration. Considérons α = aq pour un certain et soit θ0 ∈ [0, 1] véri-
fiant les conditions (4.34), (4.35), (4.36), et pgcd(a, q) = 1. On choisit par
ailleurs P tel que q = e0P d˜θ0 . On suppose de plus que P et θ0 vérifient
l’hypothèse e20 < P 1−2d˜θ0 (si ce n’est pas le cas la majoration du lemme de-
vient triviale car alors e20 > q et donc e
4+δ
0 q
n+r−2−δ > qn+r). On pose par
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ailleurs θ′0 = θ0 − ν, pour ν > 0 fixé arbitrairement petit. On a alors que
α /∈ M(θ′0). En effet supposons qu’il existe (a′, q′) tels que q′ 6 P d˜θ
′
0 < q,
0 6 a′ < q′ et α ∈ M(i)a′,q′(θ′0). Remarquons que si l’on a aq′ei = qa′, alors,
puisque pgcd(a, q) = 1, a′ = au avec a 6= 0 (sinon on a q = 1 ce qui contredit
0 < q′ < q ) et donc 0 < q′ei = qu donc q′ei > q, ce qui est absurde puisque
eiq
′ < q. On a donc aq′ei 6= qa′ et ainsi :
1 6 |aq′ei − qa′| = q|αeiq′ − a′| < qeiP−1+d˜θ0 6 e20P−1+2d˜θ0 < 1
ce qui est absurde.
Par conséquent, d’après la proposition 4.3.9 :
|Se(α)| 
(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθ0+ε.
Le lemme 4.3.22 donne donc :(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
 (q−(n+r)Sa,q,eI(0) +O(e0qP−1r P d˜θ0))

(
n+r∏
i=1
ei
)−1+ 1
2r
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθ0+ε
donc (puisque I(0)  1) :
|Sa,q,e|  e0qn+r+1P−1r P d˜θ0 +
(
n+r∏
i=1
ei
) 1
2r
qn+rP
∑r
j=1 bj∑r
j=1
bjdj
−Kθ0+ε
.
Or on a d’une part
e0q
n+r+1P−1r P
d˜θ0  e4+δ0 qn+r+1q−(3+δ)
(car P−1r < P−4d˜θ0 , par la condition (4.36)), et d’autre part
Kθ0 >
∑r
j=1 bj∑r
j=1 bjdj
+ 2θ˜0 + δ
(d’après la condition (4.34)), et on obtient donc
|Sa,q,e|  max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 qn+r−2−δ.
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Nous pouvons à présent démontrer le lemme suivant :
Lemme 4.3.24. La série Se est absolument convergente et on a de plus
|Se(Q)−Se|  max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
Q−δ
pour tout Q > e0.
Démonstration. Nous avons montré précédemment que
|Sa,q,e|  max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 qn+r−2−δ.
Par conséquent,
|Se(Q)−Se| 
∑
q>Q
q−(n+r)
∑
06a<q
pgcd(a,q)=1
|Sa,q,e|
 max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
∑
q>Q
∑
06a<q
pgcd(a,q)=1
q−2−δ
 max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
Q−δ.
Lemme 4.3.25. L’intégrale Jσ est absolument convergente et on a de plus
|Jσ(φ)− Jσ|  φ−1
pour tout φ assez grand.
Démonstration. On considère β ∈ R fixé quelconque et on choisit θ′ ∈ [0, 1]
vérifiant les conditions (4.34), (4.35), (4.36). On prend P tel que 2|β| = P d˜θ′ .
On choisit par ailleurs e1 = e2 = ... = en+r = 1 (et donc e0 = 1). On a alors
que P−1β ∈ M0,1(θ′) et donc d’après le lemme 4.3.22 appliqué à a = 0 et
q = 1 :
Se(P
−1β) =
 r∏
j=1
P
nj
j
 I(β) +O
 r∏
j=1
P
nj
j
P−1r P 2d˜θ′
 .
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D’autre part, puisque les Ma,q(θ′) sont disjoints, d’après la proposi-
tion 4.3.9, on a :
|Se(P−1β)| 
 r∏
j=1
P
nj
j
P ∑rj=1 bj∑rj=1 bjdj −Kθ′+ε.
On trouve donc (en utilisant les conditions (4.34) et (4.36)) :
I(β) P 2d˜θ′P−1r + P
∑r
j=1 bj∑r
j=1
bjdj
−Kθ′+ε
 P 2d˜θ
′− 1∑r
j=1
bjdj + P
∑r
j=1 bj∑r
j=1
bjdj
−Kθ′+ε
 P−3d˜θ′−δ + P−2d˜θ′  |β|−2.
Par conséquent,
|Jσ(φ)− Jσ| 
∫
|β|>φ
|I(β)|dβ  φ−1.
Ces deux derniers lemmes permettent finalement d’établir la formule ci-
dessous valable lorsque e20 < P 1−3d˜θ et K > max{(5
∑r
j=1 bj + 2)d˜, (2δ +
1)
∑r
j=1 bjdj} :
(4.51) Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 .
où l’on a noté
(4.52) Cσ,e =
(
n+r∏
i=1
ei
)−1
SeJσ
Remarque 4.3.26. D’après le lemme 4.3.24, on a
|Se(e0)−Se|  max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

donc en utilisant la majoration triviale Se(e0)  e20, on en déduit Se 
max
{
e4+δ0 , e
2
0
(∏n+r
i=1 ei
) 1
2r
}
. On a donc
|Cσ,e|  max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

(
n+r∏
i=1
ei
)−1
.
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Remarquons à présent que, pour un choix approprié de θ, on peut retirer
la condition e20 < P 1−3d˜θ. En effet, supposons dans un premier temps que
e0 > P
1
4 . On a l’estimation triviale :
Ne(P1, ..., Pr) 6
n+r∏
i=1
1
ei
r∏
j=1
P
ai,j
j
=
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j

 e4+δ0
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 ,
et par ailleurs, par la remarque ci-dessus
Cσ,e
 r∏
j=1
P
nj−dj
j
 max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r

(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 ,
(quitte à prendre δ > 0 plus petit). La formule (4.51) est donc trivialement
vérifiée lorsque e0 > P
1
4 . Si l’on suppose que e0 6 P
1
4 la condition e20 <
P 1−3d˜θ est vérifiée lorsque 1 < P
1
2
−3d˜θ et donc lorsque θ < 1
6d˜
, ce que l’on
peut supposer. En observant que, puisque r > 2,
max
e4+δ0 , e20
(
n+r∏
i=1
ei
) 1
2r
 e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
,
on obtient finalement le théorème suivant :
Théorème 4.3.27. Si l’on suppose P1 > P2 > ... > Pr, si Pj = P bjr
pour tout j ∈ {1, ..., r} et si de plus K > max{(5∑rj=1 bj + 2)d˜, (2δ +
1)
∑r
j=1 bjdj}, alors
Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj−δ
j
 .
4.4 Deuxième étape
Dans cette partie, nous supposerons encore que P1 > P2 > ... > Pr.
L’objectif de cette section est de donner, pour m ∈ {1, ..., r − 1} et k =
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(km+1, ..., kr) fixés une formule asymptotique pour
Nm,k,e(P1, ..., Pm) =
∑
∀j∈{1,...,m}, kj6Pj
he(k1, ..., kr)
= Card
{
x ∈ (Z \ {0})n+r | F (e.x) = 0, ∀j ∈ {m+ 1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj
∀j ∈ {1, ...,m},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n+ r},
|xi| 6 1
ei
 r∏
j=m+1
(kj + 1)
ai,j
 m∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Nous allons dans un premier temps fixer tous les xi tels que ai,j = 0 pour
tout j ∈ {1, ...,m}. Notons
Im = {i ∈ {1, ..., n+ r} | ∀j ∈ {1, ...,m}, ai,j = 0}.
Fixons un élément (xi)i∈Im tel que si xE(n+j) est un monôme en (xi)i∈Im alors⌊|(e.x)E(n+j)|⌋ = kj et pour tout i ∈ Im, |xi| 6 1ei (∏rj=m+1(kj + 1)ai,j).
On notera s = Card Im et :
(4.53)
N(xi)i∈Im ,e(P1, ..., Pm) = Card
{
(xi)i/∈Im ∈ (Z \ {0})n+r−s | F (e.x) = 0, ∀j ∈ {m+ 1, ..., r},⌊
|(e.x)E(n+j)|
⌋
= kj , ∀j ∈ {1, ...,m},
⌊
|(e.x)E(n+j)|
⌋
6 Pj ,
∀i /∈ Im, |xi| 6 1
ei
 r∏
j=m+1
(kj + 1)
ai,j
 m∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
On écrit alors :
N(xi)i∈Im ,e(P1, ..., Pm) =
∫ 1
0
S(xi)i∈Im ,e(α)dα
où
(4.54)
S(xi)i∈Im ,e(α) =
∑
(xi)i/∈Im∈(Z\{0})n+r−s
∀j∈{m+1,...,r},b|(e.x)E(n+j)|c=kj
∀j∈{1,...m}, b|(e.x)E(n+j)|c6Pj
|xi|6 1ei (
∏r
j=m+1(kj+1)
ai,j )
∏m
j=1(b|(e.x)E(n+j)|c+1)ai,j
e (αF (e.x)) .
Dans toute cette section le symbole  désignera une majoration à une
constante multiplicative indépendante de (xi)i∈Im près.
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4.4.1 Inégalité de Weyl
Fixons un ensemble de degrés (t(m)j,k )j∈{1,...,m}
k∈{1,...,dj}
et on note
I0,m = {i /∈ Im | ∀j ∈ {1, ...,m}, t(m)j,ai,j 6= 0},
C0,m = {(j, k) | j ∈ {1, ...,m}, ∃i ∈ I0,m, ai,j = k},
t(m) = (t
(m)
j,k )(j,k)∈C0,m ,
∀(j, k) ∈ C0,m, Jm(j, k) = {i ∈ I0,m | ai,j = k}.
On notera d’autre part, comme dans la section précédente :
– L˜m = {(i, l) | i ∈ I0,m, l = (l1, ..., lm) ∈
∏m
j=1{1, ..., tj,ai,j + 1}},
– Lm = {(i, l) | i ∈ I0,m, l = (l1, ..., lm) ∈
∏m
j=1{1, ..., tj,ai,j}},
– ∀(j, k) ∈ C0,m, Lm(j, k) = {(i, l) ∈ L | i ∈ Jm(j, k)},
– ∀(j, k) ∈ C0,m, L̂m(j, k) = {(i, l) ∈ Lm(j, k) | lj 6= tj,k},
– ∀(j, k) ∈ C0,m, Em(j, k) = Lm(j, k)\L̂m(j, k) = {(i, l) ∈ Lm(j, k) | lj =
tj,k},
Comme dans la section précédente, nous remarquons que l’on peut écrire le
polynôme F sous la forme
F (x) =
∑
d=(dj,k)(j,k)∈C0,m
∀j∈{1,...,m},∑k>1 kdj,k=dj
Fd(x),
où Fd(x) est un polynôme homogène de degré dj,k en les variables (xi)i∈I0,m
telles que ai,j = k pour tout j ∈ {1, ...,m}.
En effectuant les mêmes opérations que pour les sections 4.3.2 et 4.3.3
(en ne considérant cette fois-ci que les variables (xi)i∈I0,m) en posant D
(m)
j =∑
k>1 t
(m)
j,k , ∆
t(m) = ∆t
(m)
1 ◦∆t(m)2 ◦ ... ◦∆t(m)m , et pour tout (j, k) ∈ C0,m
∆t
(m)
F
(
(xi)i∈Im(x
l
i)(i,l)∈Lm
)
=
∑
(i,l)∈Em(j,k)
γ
(j,k)
(i,l,m)
(
(xi)i∈Im(x
h
i )(i,h)∈Lm\Em(j,k)
)
eix
l
i
et en notant alors pour tous (Ai,h)(i,h)∈Lm\Em(i0,Kj0 ), (Bi,l)Em(i0,Kj0 ) :
M
(m)
(j0,Kj0 )
(
α, (Ai,h)(i,h)∈Lm\Em(i0,Kj0 ), (Bi,l)Em(i0,Kj0 )
)
= Card
{
(xhi )(m,h)∈Lm\Em(i0,Kj0 ) | ∀(m,h), |x
h
i | 6 Am,h et
∀(i, l) ∈ Em(i0,Kj0),
∣∣∣∣∣∣αeiγ(j0,Kj0 )(i,l,m) (((xi)i∈Im(xhi )(i,h)∈Lm\Em(j0,Kj0 ))∣∣∣∣∣∣ < Bi,l} ,
on obtient le résultat suivant qui est un analogue du lemme 4.3.18 :
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Lemme 4.4.1. Pour tout ε > 0 arbitrairement petit, Km > 0 et P > 1,
l’une au moins des assertions suivantes est vraie :
1.
|S(xi)i∈Im ,e(α)| 
 ∏
i∈I0,m
e
1+ε−
∏m
j=1 t
(m)
j,ai,j
2
∑m
j=1
D
(m)
j
i

−1
 r∏
j=m+1
k
∑
i/∈Im ai,j+ε
j
 m∏
j=1
P
nj+1+ε
j
P−Kmθ,
2. Il existe un certain (j0,Kj0) ∈ C0,m tel que
M
(m)
(j0,Kj0 )
α,
 1
ei
 r∏
j=m+1
k
ai,j
j
P∑mj=1 ai,jθ

(i,l)∈L̂m(j0,Kj0 )
,
(eiP
∑m
j=1(dj−ai,j)θ
m∏
j=1
P
−dj
j )(i,l)∈Em(j0,Kj0 )


 ∏
i∈I0,m
 r∏
j=m+1
k
ai,j
j

∏m
j=1 tj,ai,j
(P (
∑m
j=1 ai,j)θ)
∏m
j=1 tj,ai,j

 ∏
i∈Jm(j0,Kj0 )
 r∏
j=m+1
k
ai,j
j

∏
j 6=j0 tj,ai,j
(P
∑m
j=1 ai,jθ)
∏
j 6=j0 tj,ai,j

−1
P−2
∑m
j=1 D
(m)
j Kmθ.
Remarquons que le cardinal considéré dans le cas 2 peut être majoré
trivialement par
Card{(xhi )(i,h)∈L̂m(j0,Kj0 ) | |x
h
i | 6
 r∏
j=m+1
k
ai,j
j
P∑rj=1 am,jθ,
∀(i, l) ∈ Em(j0,Kj0), ||αeiγ
(j0,Kj0 )
i,l,m (x
h
i )|| < eiP
∑m
j=1(dj−ai,j)θ
m∏
j=1
P
−dj
j },
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que, d’après le lemme 3.3.11, nous pouvons majorer par :
∏
(i,h)∈L̂m(j0,Kj0 )
 r∏
j=m+1
k
ai,j
j
P ((∑rj=1 ai,j)−1)θ
Card
{
(xhi )(i,h)∈L̂m(j0,Kj0 )
| |x(h)i | 6 P θ, ∀(i, l) ∈ Em(j0,Kj0),
||αeiγ(j0,Kj0 )i,l,m (xhi )|| < eiP
∑m
j=1(dj−ai,j)θ
m∏
j=1
P
−dj
j
 .
Si l’un des éléments (xhi ) comptés par le cardinal ci-dessus est tel qu’il existe
(i, l) ∈ Em(j0,Kj0) tels que q = γ
(j0,Kj0 )
i,l,m (x
h
i ) 6= 0, on a alors (quitte à
changer θ)
2||αqei|| 6 eiP ((
∑m
j=1 dj)−1)θ
m∏
j=1
P
−dj
j
et d’autre part
|q| 6
 r∏
j=m+1
k
dj
j
P ((∑mj=1 dj)−1)θ.
Par conséquent si l’on pose d˜m = (
∑m
j=1 dj)− 1 et
(4.55) M(k,i)a,q (θ) = {α ∈ [0, 1[ | |2αeiq − a| < eiP−1+d˜mθ}
(4.56) M(k,i)(θ) =
⋃
0<q6
(∏r
j=m+1 k
dj
j
)
P d˜mθ
⋃
06a<eiq
M(k,i)a,q (θ),
(4.57) M(k)(θ) =
⋃
i∈I0
M(k,i)(θ), m(k)(θ) = [0, 1[\M(k)(θ).
et par ailleurs
A
(xi)i∈Im
(j0,Kj0 )
(P θ) = Card
{
(xhi )(i,h)∈L̂m(j0,Kj0 )
| |xhi | 6 P θ,
∀(i, l) ∈ Em(j0,Kj0), γ
(j0,Kj0 )
i,l,m (x
h
i ) = 0
}
.
Lemme 4.4.2. Pour tout ε > 0 arbitrairement petit et tous κ > 0, P > 1 ,
l’une au moins des assertions suivantes est vraie :
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1.
|S(xi)i∈Im ,e(α)| 
 ∏
i∈I0,m
e
1+ε+
∏m
j=1 tj,ai,j
2
∑m
j=1
D
(m)
j
i

−1
 r∏
j=m+1
k
∑
i/∈Im ai,j+ε
j
 m∏
j=1
P
nj+1+ε
j
P−Kmθ,
2. le réel α appartient à M(k)(θ),
3. Il existe un certain (j0,Kj0) ∈ C0,m tel que
A
(xi)i∈Im
(j0,Kj0 )
(P θ)
 ∏
i∈I0,m
(P θ)
∏r
j=1 tj,ai,j

 ∏
i∈Jm(j0,Kj0 )
(P θ)
∏r
j 6=j0 tj,ai,j
−1 P−2∑rj=1 D(m)j Kmθ.
Si l’on se place dans le cas 3, considérons L(xi)i∈Im le sous-espace affine de
A
n(j0,Kj0 )
C (où n(j0,Kj0) =
∑
i∈I0,m
∏m
j=1 tj,ai,j −
∑
i∈Jm(j0,Kj0 )
∏
j 6=j0 tj,ai,j
défini par les
∑
i∈Jm(j0,Kj0 )
∏
j 6=j0 tj,ai,j équations γ
(j0,Kj0 )
i,l,m (x
h
i ) = 0). La
condition 3 implique alors :
dimL(xi)i∈Im > n(j0,Kj0)− 2
∑m
j=1D
(m)
j K.
Soit D la sous-variété de An(j0,Kj0 )C définie par les
∑
i∈I0,m(
∏m
j=1 tj,ai,j −1)−∑
i∈Jm(j0,Kj0 )
∏
j 6=j0 tj,ai,j équations
∀i ∈ I0,m,h | (i, h(j0)) 6= (Kj0 , tj0,Kj0 ), x
(h)
i = x
(1,...,1)
i .
On observe alors que :
(4.58)
dimD∩L(xi)i∈Im > dimL(xi)i∈Im−
∑
i∈I0,m
(
m∏
j=1
tj,ai,j−1)+
∑
i∈Jm(j0,Kj0 )
∏
j 6=j0
tj,ai,j
> Card I0,m − 2
∑m
j=1 D
(m)
j K.
Or, D ∩ L(xi)i∈Im est isomorphe à la variété :
{(xi)i∈I0,m | ∀i ∈ Jm(j0,Kj0),
∂Ft(m)
∂xi
((xi)i∈I0,m) = 0}.
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En notant
V ∗m,(xi)i∈Im ,t,(j0,Kj0 ) = {(xi)i/∈Im ∈ A
n+r−s
C |
∀i ∈ Jm(j0,Kj0),
∂Ft(m)
∂xi
((xi)i∈Im , (xi)i∈I0,m) = 0},
l’inégalité (4.58) implique alors :
dimV ∗
m,(eixi)i∈Im ,t(m),(j0,Kj0 )
> n+ r − s− 2
∑m
j=1 D
(m)
j K.
Nous introduisons à présent un paramètre λ ∈ Z (que nous préciserons
ultérieurement) et nous définissons
(4.59)
Aλm =
{
(xi)i∈Im | ∀(j0,Kj0), dimV ∗m,(ei,xi)i∈Im ,t(m),(j0,Kj0 ) < dimV
∗
m,t(m),(j0,Kj0 )
− s+ λ
}
où l’on a posé
V ∗
m,t(m),(j0,Kj0 )
= {x ∈ An+rC | ∀i ∈ Jm(j0,Kj0),
∂Ft(m)
∂xi
(x) = 0}.
Nous fixerons dorénavant
(4.60) Km = (n+ r − max
(j0,Kj0 )
dimV ∗
m,t(m),(j0,Kj0 )
− λ+ ε)/2
∑m
j=1D
(m)
j ,
de sorte que pour tout (xi)i∈Im ∈ Aλm la condition 3 n’est plus possible. On
choisit
(4.61) P =
m∏
j=1
P
dj
j
et on obtient donc finalement un analogue de la proposition 4.3.9 pour (xi)i∈Im
fixé :
Lemme 4.4.3. Pour tout ε > 0 arbitrairement petit et pour tout (xi)i∈Im
tel que (eixi)i∈Im ∈ Aλm, l’une au moins des assertions suivantes est vraie :
1. on a la majoration :
|S(xi)i∈Im ,e(α)| 
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im ai,j+ε
j
 m∏
j=1
P
nj+1
j
P−Kmθ+ε,
2. le réel α appartient à M(k)(θ).
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4.4.2 Méthode du cercle
On fixe à présent un réel θ ∈ [0, 1] et on suppose de plus que
Km > 2d˜m > 1.
On notera par ailleurs
(4.62) e0,m = max
i/∈Im
ei,
(4.63) φ(e,k, θ) = e0,m
 r∏
j=m+1
k
dj
j
P d˜mθ,
(4.64) ∆(θ,Km) = θ(Km − 2d˜m).
Les arcs mineurs
Nous commençons par donner une estimation de la contribution des arcs
mineurs :
Lemme 4.4.4. On a la majoration :
∫
m(k)(θ)
|S(xi)i∈Im ,e(α)|dα e0,m
∏
i/∈Im
ei
−1+ 12m
 r∏
j=m+1
k
∑
i/∈Im ai,j+dj+ε
j
 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km).
Démonstration. Considérons une suite (θi)i∈{0,...,T} (avec T tel que T  P
ε
2 )
vérifiant :
θ = θ0 < θ1 < ... < θT ,
et
(4.65) ∀i ∈ {0, ..., T − 1}, 2d˜m(θi+1 − θi) < ε/2.
D’après le lemme 4.4.3,∫
α/∈M(k)(θT )
|S(xi)i∈Im ,e(α)|dα

∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im ai,j+ε
j
 m∏
j=1
P
nj+1
j
P−KmθT+ε

∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im ai,j+ε
j
 m∏
j=1
P
nj−dj+1
j
P ε+1−KmθT︸ ︷︷ ︸
6P−∆(Km,θ)
.
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Par ailleurs, pour tout θ et tout i ∈ I0,m :
Vol(M(i)(θ))
∑
0<q6
(∏r
j=m+1 k
dj
j
)
P d˜mθ
∑
06a<eiq
1
q
P−1+d˜mθ
 e0,m
 r∏
j=m+1
k
dj
j
P−1+2d˜mθ.
On a donc, pour tout t ∈ {0, ..., T − 1} :∫
α∈M(k)(θt+1)\M(k)(θt)
|S(xi)i∈Im ,e(α)|dα
 e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im ai,j+dj+ε
j
 m∏
j=1
P
nj−dj+1
j
P−Kmθt+2d˜mθt+1+ε.
Or on observe que
P−Kmθt+2d˜mθt+1+ε = P−(Km−2d˜m)θt+2d˜m(θt+1−θt)+ε
= P−∆(Km,θt)+3ε/2
6 P−∆(Km,θ)+3ε/2.
On obtient ainsi le résultat en sommant sur tous les t ∈ {0, ..., T − 1}.
Les arcs majeurs
Définissons à présent une nouvelle famille d’arcs majeurs :
(4.66) M(k)
′
a,q (θ) = {α ∈ [0, 1[ | 2|αq − a| < qP−1+d˜mθ}
et posons
(4.67) M(k)
′
(θ) =
⋃
0<q6φ(e,k,θ)
⋃
06a<q
pgcd(a,q)=1
M(k)
′
a,q (θ),
On remarque que comme dans la section précédente : pour tout i ∈ I0,m,
M(k,i)(θ) ⊂M(k)′(θ).
De la même manière que nous avons établi le lemme 4.3.21, on démontre le
résultat ci-dessous :
Lemme 4.4.5. Pour tout e ∈ Nn+r tel que
(
e0,m
∏r
j=m+1 k
dj
j
)2
< P 1−3d˜mθ,
les intervalles M(k)
′
a,q (θ) sont disjoints deux à deux.
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D’après les résultats obtenus sur les arcs mineurs, si
(
e0,m
∏r
j=m+1 k
dj
j
)2
<
P 1−3d˜mθ :
(4.68)
N(xi)i∈Im ,e(P1, ..., Pm) =
∑
16q6φ(e,k,θ)
∑
06a<q
pgcd(a,q)=1
∫
M
(k)′
a,q (θ)
S(xi)i∈Im ,e(α)dα
+O
e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
∑
i/∈Im ai,j+dj+ε
j
 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km)

Établissons à présent le lemme suivant :
Lemme 4.4.6. Si α appartient à M(k)
′
a,q (θ) et si l’on pose α = aq + β avec
|β| 6 12P−1+d˜mθ, alors :
S(xi)i∈Im ,e(α) =
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j

q−(n+r−s)Sa,q,e((xi)i∈Im)Ik,(xi,ei)i∈Im (Pβ)
+O
e0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j
 qP−1m P d˜mθ
 ,
où l’on a noté
(4.69)
Sa,q,e((xi)i∈Im) =
∑
(bi)i/∈Im∈(Z/qZ)n+r−s
e
(
a
q
F ((eixi)i∈Im , (eibi)i/∈Im)
)
,
Ik,(xi,ei)i∈Im (β)
=
∫
(ui)i/∈Im∈Ξ(k,(xi)i∈Im )
e
βF ((eixi)i∈Im , (
 r∏
j=m+1
k
ai,j
j
ui)i/∈Im)
 d(ui)i/∈Im .
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où
(4.70) Ξ(k, (xi)i∈Im) = {(ui)i/∈Im ∈ Rn+r−s |
∀i /∈ Im,
∣∣∣∣∣∣
 r∏
j=m+1
k
ai,j
j
ui
∣∣∣∣∣∣ 6
∣∣∣∣∣∣((elxl)l∈Im , (
 r∏
j=m+1
k
al,j
j
ul)l /∈Im)E(i)
∣∣∣∣∣∣
∀j ∈ {m+1, ..., r}, kj 6
(elxl)l∈Im , (
 r∏
j=m+1
k
al,j
j
ul)l /∈Im
E(n+j) < kj+1
∀j ∈ {1, ...,m},
∣∣∣∣∣∣((elxl)l∈Im , (
 r∏
j=m+1
k
al,j
j
ul)l /∈Im)E(n+j)
∣∣∣∣∣∣ 6 1}
Démonstration. Commençons par montrer que lorsque e0,mq > Pm, l’égalité
du lemme est triviale. On a dans ce cas :
|S(xi)i∈Im ,e(α)| 
∏
i/∈Im
1
ei
 r∏
j=m+1
k
ai,j
j
 m∏
j=1
P
ai,j
j

=
∏
i/∈Im
ei
−1 m∏
j=1
P
nj
j
 r∏
j=m+1
k
∑
i/∈Im ai,j
j


∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 r∏
j=1
P
nj
j
P−1m e0,mP d˜mθ
et en utilisant les estimations triviales
|Sa,q,e((xi)i∈Im)|  qn+r−s et |Ik,(xi,ei)i∈Im (Pβ)|  1,
on a alors :∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j

q−(n+r−s)|Sa,q,e((xi)i∈Im)||Ik,(xi)i∈Im (Pβ)|

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j


∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j
P−1m qe0,mP d˜mθ.
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d’où le résultat. Nous supposerons donc e0,mq 6 Pm.
Comme dans la démonstration du lemme 4.3.22, on peut écrire :
(4.71)
S(xi)i∈Im ,e(α) =
∑
b=(bi)i/∈Im∈(Z/qZ)n+r−s
e
(
a
q
F ((eixi)i∈Im , (eibi)i/∈Im)
)
S˜m(b)
où
S˜m(b) =
∑
(xi)i/∈Im∈I(q,k)
e(βF (e.x))
avec
I(q,k) = {(xi)i/∈Im | ∀i /∈ Im, xi ≡ bi(q)
∀j ∈ {1, ...,m},
⌊
|(e.x)E(n+j)|
⌋
6 Pj
∀j ∈ {m+ 1, ..., r}, kj 6 |(e.x)E(n+j)| < kj + 1
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j}
On considère deux éléments (x′i)i/∈Im et (x
′′
i )i/∈Im deux élément de R
n+r−s
tels que
|x′ − x′′| 6 2
et tels que (qx′i + bi)i/∈Im , (qx
′′
i + bi)i/∈Im soient deux éléments de I(q,k). On
a alors
∣∣F (e.(qx′ + b))− F (e.(qx′′ + b))∣∣ e0,mq
 r∏
j=m+1
k
dj
j
 m∏
j=1
P
dj
j
P−1m .
Par conséquent,
S˜m(b) =
∫
(u˜i)i/∈Im∈Ξ˜(q,k,(xi)i∈Im )
e(βF ((eiui)i∈Im , (eiqu˜i)i/∈Im))(du˜i)i/∈Im
+O
 |β|︸︷︷︸
6P−1+d˜mθ
∏
i/∈Im
ei
−1 q−(n+r−s)
 r∏
j=m+1
k
∑
i/∈Im ai,j
j

 m∏
j=1
P
nj
j
 r∏
j=m+1
k
dj
j
 m∏
j=1
P
dj
j
P−1m qe0,m

+O
e0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j
 q−(n+r−s)+1P−1m

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où
Ξ˜(q,k, (xi)i∈Im) = {(u˜i)i/∈Im ∈ Rn+r−s |
∀i /∈ Im, |qu˜i| 6 |((elxl)l∈Im , (elqu˜l)l /∈Im)E(i)|
∀j ∈ {m+ 1, ..., r}, kj 6 |((elxl)l∈Im , (elqu˜l)l /∈Im)E(n+j)| < kj + 1
∀j ∈ {1, ...,m}, |((elxl)l∈Im , (elqu˜l)l /∈Im)E(n+j)| 6 Pj}.
En effectuant le changement de variables
∀i /∈ Im, qu˜i = 1
ei
 r∏
j=m+1
k
ai,j
j
 m∏
j=1
P
ai,j
j
ui,
on obtient :
S˜m(b) =
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j
 q−(n+r−s)
∫
(ui)i/∈Im∈Ξ(k,(xi)i∈Im )
e(βPF ((eixi)i∈Im , (ui)i/∈Im))(dui)i/∈Im
+O
∏
i/∈Im
ei
−1 q−(n+r−s)
 r∏
j=m+1
k
∑
i/∈Im ai,j
j

 m∏
j=1
P
nj
j
P−1m qe0,mP d˜mθ

Il suffit ensuite de remplacer S˜(b) par cette expression dans (4.71) pour
trouver l’égalité du lemme.
En observant que :
Vol(M(k)
′
(θ))
∑
16q6φ(e,k,θ)
∑
06a<q
pgcd(a,q)=1
P−1+d˜mθ 
e0,m r∏
j=m+1
k
dj
j
2 P−1+3d˜mθ.
et en utilisant le lemme 4.4.6 dans la formule (4.68), on obtient pour tout
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(xi)i∈Im ∈ Aλm ∩ Zs
(4.72) N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,e(φ(e,k, θ))J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

+O
e40,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
3dj+
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
P−1m P 5d˜mθ
 .
+O
e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
dj+ε+
∑
i/∈Im ai,j
j

 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km)
 ,
avec
(4.73) S(xi)i∈Im ,e(Q) =
∑
16q6Q
q−(n+r−s)
∑
06a<q
pgcd(a,q)=1
Sa,q,e((xi)i∈Im),
(4.74) J(xi,ei)i∈Im ,k(φ) =
∫
|β|6φ
Ik,(xi,ei)i∈Im (β)dβ.
Posons à présent :
(4.75) S(xi)i∈Im ,e =
∞∑
q=1
q−(n+r−s)
∑
06a<q
pgcd(a,q)=1
Sa,q,e((xi)i∈Im),
(4.76) J(xi,ei)i∈Im ,k =
∫
β∈R
Ik,(xi,ei)i∈Im (β)dβ.
Nous allons à présent démontrer des analogues des lemmes 4.3.24 et 4.3.25 :
Lemme 4.4.7. Soit (xi)i∈Im ∈ Aλm ∩ Zs. Si l’on suppose
Kmbm >
bm + 3 m∑
j=1
bj
 d˜m + 2,
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l’intégrale J(xi,ei)i∈Im ,k est absolument convergente et on a de plus
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|

 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
P
(
(1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)d˜m− bmKmbm+∑mj=1 bj
)
θ+ε
.
Par ailleurs
|J(xi,ei)i∈Im ,k| 
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
.
Démonstration. Considérons β ∈ R et choisissons des paramètres P1, ..., Pm,
P et θ′ tels que
(4.77) |β| = 1
2
P d˜mθ
′
,
(4.78)
 m∏
j=1
Pj
P−Kmθ′ =
e0,m r∏
j=m+1
k
dj
j
2 P 2d˜mθ′P−1m .
Ces deux égalités impliquent alors m∏
j=1
Pj
P−Kmθ′ =
e0,m r∏
j=m+1
k
dj
j
2 (2|β|)2P−1m
et donc
(4.79) θ′ =
1
d˜m
log(2|β|) bm+
∑m
j=1 bj∑m
j=1 bjdj
2 log(e0,m
∏r
j=m+1 k
dj
j ) +
(
Km
d˜m
+ 2
)
log(2|β|)
.
En particulier
θ′  min{1, log(2|β|)
log(e0,m
∏r
j=m+1 k
dj
j )
}.
Par ailleurs l’égalité (4.78) impliquee0,m r∏
j=m+1
k
dj
j
2 P−1+3θ′d˜m =
 m∏
j=1
P
dj
j
−1 m∏
j=1
Pj
Pm︸ ︷︷ ︸
61
P (d˜m−Km)θ
′︸ ︷︷ ︸
<1
< 1,
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et donc d’après le lemme 4.4.5, les arcs majeurs M(k)
′
a,q (θ′) sont disjoints.
Dans tout ce qui va suivre, nous fixerons ei = 1 pour tout i /∈ Im, et donc
e0,m = 1. On remarque que le réel P−1β appartient au bord de M
(k)
0,1 (θ
′).
Par conséquent, en utilisant le lemme 4.4.3, on a :
(4.80)
|S(xi)i∈Im ,e(P−1β)| 
 r∏
j=m+1
k
∑
i/∈Im ai,j+ε
j
 m∏
j=1
P
nj+1
j
P−Kmθ′+ε,
D’autre part, d’après le lemme 4.4.6 :
(4.81)
S(xi)i∈Im ,e(P
−1β) =
 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j
 Ik,(xi,ei)i∈Im (β)
+O
 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj
j
 qP−1m P d˜mθ′
 .
Nous déduisons de (4.80) et (4.81) que :
|Ik,(xi,ei)i∈Im (β)| 
 r∏
j=m+1
kεj
 m∏
j=1
Pj
P−Kmθ′+ε +
 r∏
j=m+1
k
dj
j
P 2d˜mθ′P−1m

 r∏
j=m+1
kj
ε m∏
j=1
Pj
P−Kmθ′+ε
=
 r∏
j=m+1
kj
ε P( ∑mj=1 bj∑mj=1 bjdj )−Kmθ′+ε

 r∏
j=m+1
kj
ε |β| 1d˜mθ′( ∑mj=1 bj∑mj=1 bjdj +ε)−Km˜dm .
pour tout β ∈ R.
On a donc que
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|

 r∏
j=m+1
kj
ε ∫
|β|> 1
2
P d˜mθ
|β|
1
d˜mθ′
( ∑m
j=1 bj∑m
j=1
bjdj
+ε
)
−Km˜dm dβ.
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Or, d’après l’égalité (4.79) :
1
d˜mθ′
bm +
∑m
j=1 bj∑m
j=1 bjdj
6
2 log
(∏r
j=m+1 k
dj
j
)
log(2|β|) +
(
Km
d˜m
+ 2
)
,
donc
1
d˜mθ′
∑m
j=1 bj∑m
j=1 bjdj
6
( ∑m
j=1 bj
bm +
∑m
j=1 bj
)2 log
(∏r
j=m+1 k
dj
j
)
log(2|β|) +
(
Km
d˜m
+ 2
) ,
et ainsi :
|β|
1
d˜mθ′
( ∑m
j=1 bj∑m
j=1
bjdj
+ε
)

 r∏
j=m+1
k
dj+ε
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
|β|
∑m
j=1 bj
bm+
∑m
j=1
bj
(
Km
d˜m
+2
)
+ε
.
On obtient alors :
|J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|

 r∏
j=m+1
k
dj+ε
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj ∫
|β|> 1
2
P d˜mθ
|β|−
bm
bm+
∑m
j=1
bj
Km
˜dm
+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
dβ

 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
P
((
1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)
d˜m− bmKmbm+∑mj=1 bj
)
θ+ε
,
car on a supposé Kmbm >
(
bm + 3
∑m
j=1 bj
)
d˜m + 2, ce qui implique la
convergence. En particulier, si l’on choisit P  1, cette majoration donne :
| J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)︸ ︷︷ ︸
1
−J(xi,ei)i∈Im ,k| 
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
,
et donc
|J(xi,ei)i∈Im ,k| 
 r∏
j=m+1
k
dj
j

2
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
,
et le lemme est démontré.
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Nous allons à présent comparer S(xi)i∈Im ,e et S(xi)i∈Im ,e(φ(e,k, θ)). Pour
cela, introduisons la série génératrice (pour T > 1 fixé) :
(4.82) S˜(xi)i∈Im ,e(α) =
∑
(xi)i/∈Im
|xi|6T
e(αF (e.x)).
Comme nous l’avons fait pour le lemme 4.4.3, nous pouvons établir :
Lemme 4.4.8. Pour tout réel T > 1, l’une au moins des assertions suivantes
est vraie :
1. on a la majoration :
|S˜(xi)i∈Im ,e(α)|  Tn+r−s+ε−Kmθ
2. le réel α appartient à M˜(k)(θ),
où
(4.83) M˜(k)(θ) =
⋃
i∈I0,m
⋃
0<q6e0,m
(∏r
j=m+1 k
dj
j
)
T d˜mθ
⋃
06a<q
pgcd(a,q)=1
M˜(i,k)a,q (θ),
(4.84) M˜(i,k)a,q (θ) = {α ∈ [0, 1[ | |αq − a| < eiT−max{
∑
k>1 tj,k}+d˜mθ}.
Nous pouvons alors démontrer :
Lemme 4.4.9. Si l’on suppose que t est tel que, il existe j ∈ {1, ..., r} tel
que
∑
k>1 tj,k > 2, la série S(xi)i∈Im ,e est absolument convergente et on a de
plus
|S(xi)i∈Im ,e(φ(e,k, θ))−S(xi)i∈Im ,e| 
e0,m r∏
j=m+1
k
dj
j
2+δ P θ(2d˜m−Km)+ε,
et
|S(xi)i∈Im ,e| 
e0,m r∏
j=m+1
k
dj
j
2+δ .
Démonstration. On considère q > φ(e,k, θ) et α = aq avec 0 6 a < q et
pgcd(a, q) = 1. On observe que
Sa,q,e((xi)i∈Im) = S˜(xi)i∈Im ,e(α),
avec T = q. On considère θ′ tel que q =
(
e0,m
∏r
j=m+1 k
dj
j
)
qd˜mθ
′ . Posons
par ailleurs θ′′ = θ′ − ν avec ν > 0 arbitrairement petit. Supposons qu’il
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existe a′, q′ ∈ Z tels que q′ 6
(
e0,m
∏r
j=m+1 k
dj
j
)
qd˜mθ
′′
< q, 0 6 a′ < q′,
pgcd(a′, q′) = 1 et α ∈ M˜(i,k)a,q (θ′′). On a alors
1 6 |aq′ − a′q| 6 qeiqd˜mθ′′−maxj{
∑
k>1 tj,k} < q2−maxj{
∑
k>1 tj,k} 6 1,
ce qui est absurde. Donc α /∈ M˜(k)(θ′′). D’après le lemme précédent, on a
donc :
|Sa,q,e((xi)i∈Im)| = |S˜(xi)i∈Im ,e(α)|  qn+r−s+ε−Kmθ
′
.
Par conséquent,
|S(xi)i∈Im ,e(φ(e,k, θ))−S(xi)i∈Im ,e|

∑
q>φ(e,k,θ)
q−(n+r−s)
∑
06a<q
pgcd(a,q)=1
|Sa,q,e((xi)i∈Im)|

∑
q>φ(e,k,θ)
q1+ε−Kmθ
′

∑
q>φ(e,k,θ)
q
−Km
d˜m
+1+ε
e0,m r∏
j=m+1
k
dj
j

Km
d˜m

e0,m r∏
j=m+1
k
dj
j
2+δ P θ(2d˜m−Km)+ε.
En choisissant par ailleurs P  1, cette majoration implique (puisqueS(xi)i∈Im ,e(φ(e,k, θ))(
e0,m
∏r
j=m+1 k
dj
j
)2
) :
|S(xi)i∈Im ,e| 
e0,m r∏
j=m+1
k
dj
j
2+δ .
Nous pouvons alors établir le résultat suivant :
Lemme 4.4.10. Soit (xi)i∈Im ∈ Aλm ∩ Zs. On suppose θ ∈ [0, 1] fixé, et
P > 1 tels que
(
e0,m
∏r
j=m+1 k
dj
j
)2
< P 1−3d˜mθ. On a alors
N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
+O(E1)+O(E2)+O(E3)
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où
E1 = e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
dj+ε+
∑
i/∈Im ai,j
j
  m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km),
E2 = e
4
0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
4dj+
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
P−1m P 5d˜mθ,
E3 = e
2+ε
0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
+
∑
i/∈Im ai,j
j

 m∏
j=1
P
nj−dj
j
P((1+ 2∑mj=1 bjbm+∑mj=1 bj )d˜m− bmKmbm+∑mj=1 bj )θ+ε
Démonstration. Supposons dans un premier temps qu’il existe j ∈ {1, ..., r}
tel que
∑
k>1 tj,k > 2. D’après la formule (4.72), on a
N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,e(φ(e,k, θ))J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
+O(E2) +O(E1),
Par ailleurs, d’après les lemmes 4.4.7 et 4.4.9 :
|S(xi)i∈Im ,e(φ(e,k, θ))J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)−S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k|
 |S(xi)i∈Im ,e(φ(e,k, θ))−S(xi)i∈Im ,e||J(xi,ei)i∈Im ,k|
+ |S(xi)i∈Im ,e(φ(e,k, θ))||J(xi,ei)i∈Im ,k(
1
2
P d˜mθ)− J(xi,ei)i∈Im ,k|
 e2+ε0,m
 r∏
j=m+1
k
dj
j
2+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+2ε
P θ(2d˜m−Km)+ε
+ e2+ε0,m
 r∏
j=m+1
k
dj
j
2+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+2ε
P
(
(1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)d˜m− bmKmbm+∑mj=1 bj
)
θ+ε
 e2+ε0,m
 r∏
j=m+1
k
dj
j
2+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
+2ε
P
(
(1+
2
∑m
j=1 bj
bm+
∑m
j=1
bj
)d˜m− bmKmbm+∑mj=1 bj
)
θ+ε
,
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d’où le résultat.
Le cas où la famille t choisie est telle que tj,k = 1 si (j, k) = (j, k(j))
(pour un entier k(j) fixé) et 0 sinon est particulier. Les variables auxquelles
nous nous intéresserons sont alors les xi telles que ai,j = k(j) pour tout
j ∈ {1, ...,m} et nous écrivons alors le polynôme F sous la forme :
F (e.x) =
∑
k∈J
ekAk((eixi)i∈Im)xk + F˜ ((eixi)i/∈J),
où
J = {i ∈ I0,m | ∀j ∈ {1, ...,m}, ai,j = k(j)}.
On remarque alors que
|Sa,q,e((xi)i∈Im)| 
∑
(bk)k/∈J∪Im
∣∣∣∣∣∣
∑
(bk)k∈J
e
(
a
q
∑
k∈J
ekAk((eixi)i∈Im)bk
)∣∣∣∣∣∣

∑
(bk)k/∈J∪Im
∏
k∈J
∣∣∣∣∣∣
∑
bk∈Z/qZ
e
(
a
q
∑
k∈J
ekAk((eixi)i∈Im)bk
)∣∣∣∣∣∣︸ ︷︷ ︸
=
 q si ekAk((xi)i∈Im) ≡ 0 (q)0 sinon
=
{
qn+r−s si ekAk((eixi)i∈Im) ≡ 0 (q) ∀k ∈ J
0 sinon
Or, pour q  e0,m
∏r
j=m+1 k
dj
j , on a alors |ekAk((eixi)i∈Im)| < q pour tout
k ∈ J , et donc la condition ekAk((eixi)i∈Im) ≡ 0 (q) impliqueAk((eixi)i∈Im) =
0. Or, pour (xi)i∈Im ∈ Aλm, la propriété Ak((eixi)i∈Im) = 0 pour tout
k ∈ J est impossible. Par conséquent, quitte à multiplier φ(e,k, θ) par une
constante, on a que
S(xi)i∈Im ,e(φ(e,k, θ)) = S(xi)i∈Im ,e,
et en remplaçant J(xi,ei)i∈Im ,k(
1
2P
d˜mθ) par J(xi,ei)i∈Im ,k comme ci-dessus, on
retrouve le résultat du lemme.
En choisissant θ > 0 tel que θ < 1
5d˜m
∑m
j=1
bjdj
bm
, on obtient :
Corollaire 4.4.11. Soit (xi)i∈Im ∈ Aλm ∩ Zs. On suppose de plus que
bmKm > (bm + 3
m∑
j=1
bj)d˜m.
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Il existe alors un réel δ > 0 tel que :
N(xi)i∈Im ,e(P1, ..., Pm) = S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

+O

e40,m
∏
i/∈Im
ei
−1 +
∏
i/∈Im
ei
− 12

 r∏
j=m+1
k
4dj+
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
P−δ
 ,
uniformément pour tous (xi)i∈Im ,k tels quee0,m r∏
j=m+1
k
dj
j
2 P−1+3d˜mθ < 1.
Introduisons à présent pour b = (b1, ..., br) et δ > 0 fixés la fonction
(4.85) gm(b, δ) =
(
bm +
∑m
j=1 bj
bm
)
5d˜m
1− r∑
j=m+1
(1 + 5dj)
bj
bm
− δ
−1
 r∑
j=m+1
(
1 + dj
(
3 +
∑m
l=1 bl
bm +
∑m
l=1 bl
+ 2ε
))
bj
bm
+ 2δ
 .
Définissons par ailleurs :
(4.86)
N˜e,m(P1, ..., Pr) = Card
{
x ∈ (Z \ {0})n+r | ∀k ∈ {m, ..., r − 1}, (xi)i∈Ik ∈ Aλk ,
F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n+ r},
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Théorème 4.4.12. On suppose que (m, d1) 6= (1, 1) et que
bmKm > (bm + 3
m∑
j=1
bj)d˜m,
Km −
bm + 3
∑m
j=1 bj
bm
d˜m > gm(b, δ),
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et
r∑
j=m+1
(1 + 5dj)
bj
bm
< 1.
On a alors :
(4.87)
N˜e,m(P1, ..., Pr) =
∑
∀j∈{m+1,...,r}, kj6Pj
 ∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

+O
e40,m
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)−1+ 1
2m
 r∏
j=1
P
nj−dj
j
P−δm
 ,
où Φm(k) désigne l’ensemble des (xi)i∈Im ∈ Aλm vérifiant (xi)i∈Ik ∈ Aλk
pour tout k ∈ {m, ..., r − 1} (remarquons que si k > m alors Ik ⊂ Im),
|xi| 6 1ei
∏r
j=m+1(kj + 1)
ai,j pour tout i ∈ Im et
⌊|(e.x)E(n+j)|⌋ 6 Pj pour
tout j ∈ {m+ 1, ..., r} tel que (e.x)E(n+j) ne dépend que de (xi)i∈Im .
Démonstration. D’après la formule du lemme 4.4.10 si l’on supposee0,m r∏
j=m+1
P
dj
j
2 P−1+3d˜mθ < 1,
on a
N˜e,m(P1, ..., Pr) =
∑
∀j∈{m+1,...,r}, kj6Pj
 ∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
+O(E1)+O (E2)+O (E3) ,
où
E1 
∑
∀j∈{m+1,...,r}, kj6Pj
∑
(xi)i∈Im∈Φm(k)
e0,m
∏
i/∈Im
ei
−1+ 12m  r∏
j=m+1
k
dj+ε+
∑
i/∈Im ai,j
j

 m∏
j=1
P
nj−dj+1
j
P 2ε−∆(θ,Km)
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E2 =
∑
∀j∈{m+1,...,r}, kj6Pj
∑
(xi)i∈Im∈Φm(k)
e40,m
∏
i/∈Im
ei
−1
 r∏
j=m+1
k
4dj+
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
P−1m P 5d˜mθ

∑
∀j∈{m+1,...,r}, kj6Pj
e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj
j
P 5d˜mθ
(∑m
j=1 bjdj
bm
)
−1
m
 e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
P
nj+1+4dj
j
 m∏
j=1
P
nj−dj
j
P 5d˜mθ
(∑m
j=1 bjdj
bm
)
−1
m
 e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P−δ1m .
où
−δ1 =
r∑
j=m+1
(1 + 5dj)
bj
bm
+ 5d˜mθ
(∑m
j=1 bjdj
bm
)
− 1,
et
E3 =
∑
∀j∈{m+1,...,r}, kj6Pj
∑
(xi)i∈Im∈Φm(k)
e2+ε0,m
∏
i/∈Im
ei
−1 +
∏
i/∈Im
ei
− 12

 r∏
j=m+1
k
2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
+
∑
i/∈Im ai,j
j

 m∏
j=1
P
nj−dj
j
P((1+ 2∑mj=1 bjbm+∑mj=1 bj )d˜m− bmKmbm+∑mj=1 bj )θ+ε

e2+ε0,m
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
P
nj+1+2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
j

 m∏
j=1
P
nj−dj
j
P((1+ 2∑mj=1 bjbm+∑mj=1 bj )d˜m− bmKmbm+∑mj=1 bj )θ+ε

e2+ε0,m
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
P
nj+1+2dj
(
1+
∑m
j=1 bj
bm+
∑m
j=1
bj
+ε
)
j
 m∏
j=1
P
nj−dj
j
P−δ2m
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où
− δ2 =
(
(
bm + 3
∑m
j=1 bj
bm +
∑m
j=1 bj
)d˜m − bmKm
bm +
∑m
j=1 bj
)
θ
∑m
j=1 bjdj
bm
+ ε
−
r∑
j=m+1
(
1 + dj
(
3 +
∑m
l=1 bl
bm +
∑m
l=1 bl
+ 2ε
))
bj
bm
.
Remarquons que E1 est négligeable par rapport à ce terme d’erreur. On
choisit alors
θ =
1
5d˜m
(
bm∑m
j=1 bjdj
)1− r∑
j=m+1
(1 + 5dj)
bj
bm
− δ
 ,
de sorte que δ1 = δ. Par ailleurs ce choix de θ implique
gm(b, δ) =
(
bm +
∑m
j=1 bj∑m
j=1 bjdj
)
θ−1
 r∑
j=m+1
(
1 + dj
(
3 +
∑m
l=1 bl
bm +
∑m
l=1 bl
+ 2ε
))
bj
bm
+ 2δ
 ,
et donc puisque l’on a supposé
Km −
bm + 3
∑m
j=1 bj
bm
d˜m > gm(b, δ),
on a alors δ2 < ε−2δ < −δ, ce qui achève la démonstration de la proposition
pour le cas où e est tel que
(
e0
∏r
j=m+1 P
dj
j
)2
P−1+3d˜mθ < 1. Dans le cas
contraire, on remarque que l’égalité est triviale car le terme d’erreur est
alors dominant : en effet, si l’on suppose
(
e0
∏r
j=m+1 P
dj
j
)2
> P 1−3d˜mθ, on
a l’estimation triviale :
N˜e,m(P1, ..., Pr)
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j

 e40,m
 r∏
j=1
P
dj
j
4(n+r∏
i=1
ei
)−1 r∏
j=1
P
nj
j
P−2+6d˜mθ
 e40,m
 r∏
j=1
P
dj
j
4 P−1+6d˜mθ
 r∏
j=1
P
nj−dj
j
 .
Or, par le choix de θ on a
P−1+6d˜mθ 
 r∏
j=1
P
dj
j
−4 P 65mP−1 
 r∏
j=1
P
dj
j
−4 P−δm ,
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car P =
∏m
j=1 P
dj
j > P 2m (puisque (m, d1) 6= (1, 1)). Par conséquent, on
obtient
N˜e,m(P1, ..., Pr) e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P−δm .
Par ailleurs, en utilisant les lemmes 4.4.7 et 4.4.9 on trouve :
∑
∀j∈{m+1,...,r}, kj6Pj
 ∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k

∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

 e2+δ0,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
P
dj
j
4+δ r∏
j=m+1
P
nj
j
 m∏
j=1
P
nj−dj
j

 e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
t
dj
j
7 r∏
j=1
P
nj−dj
j
P−1+3d˜mθ+δ
 e40,m
(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
P 75−2m︸ ︷︷ ︸
6P−δm
,
étant donné que
(∏r
j=m+1 P
1+5dj
j
)
< Pm puisque l’on a supposé
∑r
j=m+1(1+
5dj)
bj
bm
< 1, et que P−1+3d˜mθ 
(∏r
j=m+1 P
− 3
5
(1+5dj)
j
)
P
3
5
m P
−1︸︷︷︸
6P−2m
. d’où le ré-
sultat.
4.4.3 Cas particulier
Nous allons ici traiter le cas particulier où m = 1 et d1 = 1 (ce qui
implique que la famille t = (t1,K) est telle que t1,K = 1 si K = 1 et t1,K = 0
sinon. Le polynôme F est alors du type :
F (x) =
∑
k∈J
Ak((xi)i∈I1)xk
où
J = {i ∈ {1, ..., n+ r} | ai,1 = 1}.
Il est facile de se ramener au cas où J = I1. Nous devons alors calculer le
nombre de points à coordonnées bornées d’un réseau hyperplan : en effet on
a pour k = (k2, ..., kr) fixé, et (xi)i∈I1 ∈ Φ1(k)
4.4. DEUXIÈME ÉTAPE 277
N(xi)i∈I1 ,e(P1) = Card
{
(xi)i/∈I1 ∈ (Z \ {0})n+r−s |
∑
k∈J
Ak((ei, xi)i∈I1)ekxk = 0,
∀j ∈ {2, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
⌊
|(e.x)E(n+1)|
⌋
6 P1,
∀i /∈ I1, |xi| 6 1
ei
 r∏
j=2
(kj + 1)
ai,j
(⌊|(e.x)E(n+1)|⌋+ 1)
 .
Commençons par introduire la définition suivante :
Définition 4.4.13. Soit S un sous-ensemble de Rn, et soit c un entier
tel que 0 6 c 6 d. Pour M ∈ N et L > 0, on dit que S appartient à
Lip(n, c,M,L) s’il existe M applications φ : [0, 1]n−c → Rd vérifiant :
||φ(x)− φ(y)||2 6 L||x− y||2,
||.||2 désignant la norme euclidienne, telles que S soit recouvert par les images
de ces applications.
On a le résultat suivant (cf. [M-V, Lemme 2]) :
Lemme 4.4.14. Soit S ⊂ Rn un ensemble borné dont le bord ∂S appartient
à Lip(n, 1,M,L). L’ensemble S est alors mesurable et si Λ est un réseau de
Rn de premier minimum successif λ1, on a∣∣∣∣card(S ∩ Λ)− Vol(S)det(Λ)
∣∣∣∣ 6 c(n)M ( Lλ1 + 1
)n−1
,
où c(n) est une constante ne dépendant que de n.
Nous allons utiliser ce lemme pour évaluer, pour tout k1 6 P1, le cardinal
N(xi)i∈I1 ,e,k1 = Card
{
(xi)i/∈I1 ∈ (Z \ {0})n+r−s
∣∣∣∣∣ ∑
k∈J
Ak((eixi)i∈I1)ekxk = 0,
∀j ∈ {2, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
⌊
|(e.x)E(n+1)|
⌋
6 P1,
∀i /∈ I1, |xi| 6 1
ei
 r∏
j=1
(kj + 1)
ai,j
 , ⌊|(e.x)E(n+1)|⌋ 6 k1
 .
Notons He,(xi)i∈I1 l’hyperplan de R
n+r−s défini par
He,(xi)i∈I1 = {(xi)i/∈I1 ∈ R
n+r−s | F (e.x) =
∑
k∈J
Ak((eixi)i∈I1)ekxk}.
278 CHAPITRE 4. CAS GÉNÉRAL
On note par ailleurs Ce,(xi)i∈I1 le polytope convexe Be,(xi)i∈I1 ∩He,(xi)i∈I1 où
Be,(xi)i∈I1 =
∏
i/∈I1
− 1
ei
r∏
j=2
(kj + 1)
ai,j ,
1
ei
r∏
j=2
(kj + 1)
ai,j

et Λe,(xi)i∈I1 le réseau Z
n+r−s ∩He,(xi)i∈I1 . Nous allons appliquer le lemme
4.4.14 à S = k1Ce,(xi)i∈I1 et Λ = Λe,(xi)i∈I1 vus respectivement comme un
sous-ensemble et un réseau de He,(xi)i∈I1 que l’on identifiera à R
n+r−s+1.
Nous allons pour cela montrer que le bord de S appartient à
Lip(n+r−s, 1, (n+r−s−1)
∏
i/∈I1
2
ei
r∏
j=2
(kj+1)
ai,j , k1(n+r−s−2)
√
n+ r − s).
Une face du polytope Ce,(xi)i∈I1 est obtenue en prenant l’intersection d’une
face F de Be,(xi)i∈I1 avec He,(xi)i∈I1 . Considérons par exemple l’intersec-
tion (supposée non vide) de la face F = {(xi)i/∈I1 ∈ Be,(xi)i∈I1 | xi0 =
1
ei0
∏r
j=2(kj + 1)
ai0,j} avec He,(xi)i∈I1 . La face F peut être subdivisée en
M0 =
∏
i/∈I1
i 6=i0
2
ei
∏r
j=2(kj + 1)
ai,j sous-faces F1, ..., FM0 qui sont des cubes de
taille 1 de centres notés c1, ..., cM0 . Pour simplifier les notations, on pose
∀k ∈ J, αk = Ak((ei, xi)i∈I1)
de sorte que He,(xi)i∈I1 a pour équation∑
k∈J
αkekxk = 0
(les αk étant non tous nuls). On peut par conséquent subdiviser chaque face
Fl ∩ He,(xi)i∈I1 . Pour l ∈ {1, ...,M0} quelconque, on a pour tout (xi)i∈J ∈
Fl ∩He,(xi)i∈I1 :
αi0
r∏
j=2
(kj + 1)
ai0,j +
∑
k∈J\{i0}
αkekxk = 0
avec maxk∈J\{i0} |αk| 6= 0 puisque l’intersection Fl ∩He,(xi)i∈I1 est non vide.
Posons alors
|αk0 | = max
k∈J\{i0}
|αk|,
et on a zk0 = −
αi0
∏r
j=2(kj+1)
ai0,j
ek0αk0
−∑k∈J\{i0,k0} ekαkek0αk0 xk, et on peut construire
l’application
φFl : [0, 1]
n+r−s−2 → He,(xi)i∈I1
(tk)k∈J\{i0,k0} 7→ (xk)k∈j
,
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avec
xk =

1
ei0
∏r
j=2(kj + 1)
ai0,j si k = i0
−αi0
∏r
j=2(kj+1)
ai0,j
ek0αk0
−∑k∈J\{i0,k0} ekαkek0αk0 xk si k = k0
(12 − tk) + cl si k ∈ J \ {i0, k0}
Il est alors clair que Fl ∩He,(xi)i∈I1 ⊂ φFl([0, 1]n+r−s−2) et que
||φFl(t)− φFl(t′)||2 6
√
n+ r − s||φFl(t)− φFl(t′)||∞
6
√
n+ r − smax
1, ∑
k∈J\{i0,k0}
|ekαk|
|ek0αk0 |
 ||t− t′||∞
6 (n+ r − s− 2)√n+ r − s||t− t′||2.
Par conséquent, on a bien que le bord de Ce,(xi)i∈I1 appartient à :
Lip(n+r−s, 1, (n+r−s−1)
∏
i/∈I1
2
ei
r∏
j=2
(kj+1)
ai,j , (n+r−s−2)√n+ r − s),
et donc que le bord de k1Ce,(xi)i∈I1 appartient à
Lip(n+r−s, 1, (n+r−s−1)
∏
i/∈I1
2
ei
r∏
j=2
(kj+1)
ai,j , k1(n+r−s−2)
√
n+ r − s).
De plus puisque Λe,(xi)i∈I1 ⊂ Zn+r−s le premier minimum successif de ce
réseau est supérieur ou égal à 1. Ainsi, puisque
(4.88) N(xi)i∈I1 ,e,k1 = card(Λe,(xi)i∈I1 ∩ k1Ce,(xi)i∈I1 )
le lemme 4.4.14 nous donne :
N(xi)i∈I1 ,e,k1 = k
n+r−s−1
1
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
+On,r,s
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1 ai,j
j
 kn+r−s−21
 ,
uniformément pour tout (xi)i∈I1 . Remarquons que
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )

∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1 ai,j
j

(car det(Λe,(xi)i∈I1 ) > 1).
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Nous pouvons alors en déduire que
Card
{
(xi)i/∈Im ∈ (Z \ {0})n+r−s |
∑
k∈J
Ak((eixi)i∈I1)xk = 0,
∀j ∈ {2, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
∀i /∈ I1, |xi| 6 1
ei
 r∏
j=1
(kj + 1)
ai,j
 , (⌊|(e.x)E(n+1)|⌋ = k1)

= N(xi)i∈I1 ,e,k1 −N(xi)i∈I1 ,e,k1−1
=
(
kn+r−s−11 − (k1 − 1)n+r−s−1
) Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
+On,r,s
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1 ai,j
j
(kn+r−s−21 − (k1 − 1)n+r−s−2)

= (n+ r − s− 1)kn+r−s−21
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
+On,r,s
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1 ai,j
j
 kn+r−s−31

Par conséquent, en sommant sur les k1 6 P1 on obtient un résultat
analogue à celui du corollaire 4.4.11 :
(4.89)
N(xi)i∈I1 ,e(P1) =
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11 +O
∏
i/∈I1
ei
−1 r∏
j=2
k
∑
i/∈I1 ai,j
j
Pn+r−s−21
 ,
uniformément pour tous e, (xi)i∈I1 ,k = (k2, ..., kr). On peut en déduire, en
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sommant sur les (xi)i∈I1 :
N˜e,1(P1, ..., Pr) =
∑
k | kj6Pj
∑
(xi)i∈I1∈φ1(k)
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11
+O
( n∏
i=1
ei
)−1 ∑
k | kj6Pj
 r∏
j=2
k
nj
j
Pn1−21

=
∑
k | kj6Pj
∑
(xi)i∈I1∈φ1(k)
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11
+O
( n∏
i=1
ei
)−1 r∏
j=2
P
nj+1
j
Pn1−21
 .
Par ailleurs, si l’on suppose b1 >
∑r
j=2 bj(dj + 1) + δ, le terme d’erreur
est alors du type O
(
(
∏n
i=1 ei)
−1 (∏r
j=1 P
nj−dj
j
)
P−δr
)
. D’où le résultat ci-
dessous qui est un équivalent du théorème 4.4.12 :
Théorème 4.4.15. Si l’on suppose P1 > P2 > ... > Pr, Pj = P bjr , b1 >∑r
j=2 bj(dj + 1) + δ, et (m, d1) = (1, 1), alors on a :
N˜e,1(P1, ..., Pr) =
∑
k | kj6Pj
∑
(xi)i∈I1∈φ1(k)
Vol(Ce,(xi)i∈I1 )
det(Λe,(xi)i∈I1 )
Pn+r−s−11
+O
( n∏
i=1
ei
)−1 r∏
j=1
P
nj−dj
j
 .
4.5 Troisième étape
Nous allons à présent utiliser les résultats obtenus dans les sections précé-
dentes pour obtenir une formule asymptotique pour NU,e(P1, ..., Pr) valable
pour tous P1, ..., Pr. Plus précisément, nous allons montrer pour un ouvert U
bien choisi (voir (4.98)) et une constante m que nous préciserons (voir (4.93)),
le théorème ci-dessous :
Théorème 4.5.1. Si l’on suppose que n+ r > m alors
On en déduit
(4.90) NU,e(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Si σ ∈ Sr est tel que Pσ(1) > Pσ(2) > ... > Pσ(r) nous poserons pour
tout j ∈ {1, ..., r}, Pσ(j) = P bσ,jσ(r) avec bσ,j > 1 (et bσ,r = 1). Nous poserons
alors bσ = (bσ,1, ..., bσ,r). Nous noterons également pour tout (σ,m) ∈ Sr ×
{1, ..., r} :
Iσ,m = {i ∈ {1, ..., n+ r} | ∀j ∈ {1, ...,m}, ai,σ(j) = 0}.
Fixons par ailleurs un ensemble de degrés t(σ,m) en les variables (xi)i 6=Im,σ
pour chaque (σ,m) ∈ Sr × {1, ..., r − 1} et notons
(4.91) Aλσ,m =
{
(xi)i∈Iσ,m | ∀j0 ∈ {σ(1), ..., σ(m)}, ∀Kj0 ∈ {1, ..., dj0},
dimV ∗
σ,m,(xi)i∈Iσ,m ,t(σ,m),(j0,Kj0 )
< dimV ∗
σ,m,t(σ,m),(j0,Kj0 )
− s+ λ
}
où l’on a posé
V ∗
σ,m,t(σ,m),(j0,Kj0 )
= {x ∈ An+rC | ∀i ∈ J(j0,Kj0),
∂Ft(σ,m)
∂xi
(x) = 0},
V ∗
σ,m,(xi)i∈Iσ,m ,t(σ,m),(j0,Kj0 )
= {x /∈ Iσ,m | ∀i ∈ J(j0,Kj0),
∂Ft(σ,m)
∂xi
(x) = 0},
avec
J(j0,Kj0) = {i ∈ {1, ..., n+ r} | ai,j0 = Kj0}.
Pour tout (σ,m) ∈ Sr × {1, ..., r − 1}, on note alors :
gσm(bσ, δ)) =
(
bσ,m +
∑m
j=1 bσ,j
bσ,m
)
5d˜σ,m
1− r∑
j=m+1
(1 + 5dσ(j))
bσ,j
bσ,m
− δ
−1
 r∑
j=m+1
(
1 + dσ(j)
(
3 +
∑m
l=1 bσ,l
bσ,m +
∑m
l=1 bσ,l
+ 2ε
))
bσ,j
bσ,m
+ 2δ
 ,
(pour σ = Id, nous retrouvons gIdm = gm où gm a été défini par (4.85)),
hσ
m,t(σ,m)
((bτ )τ∈Sr) = 2
∑m
j=1 D
(σ,m)
σ(j) (
bσ,m + 3
∑m
j=1 bσ,j
bσ,m
d˜σ,m + g
σ
m(bσ, δ))
+ 4rmax
τ∈Sr
 r∑
j=1
bτ,jdτ(j) + δ
+ max
(j0,Kj0 )
dimV ∗
σ,m,t(σ,m),(j0,Kj0 )
,
où d˜σ,m = (
∑m
j=1 dσ(j))− 1, et
hσ
r,t(σ,r)
(bσ) = 2
∑r
j=1 D
(σ,r)
σ(j) max{
2 + 5 r∑
j=1
bσ,j
 d˜σ, (2δ + 1) r∑
j=1
bσ,jdσ(j)}
+ max
(j0,Kj0 )
dimV ∗
σ,t(r,σ),(j0,Kj0 )
.
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On pose alors
h(t(σ,m))(σ,m)∈Sr×{1,...,r}
((bτ )τ∈Sr) = max
m∈{1,...,r}
hσ
m,t(σ,m)
((bτ )τ∈Sr) .
et on considère (b˜σ)σ∈Sr = (b˜σ,1, ..., b˜σ,r)σ∈Sr les réels b˜σ,j minimisant la
fonction h(t(σ,m))(σ,m)∈Sr×{1,...,r} sur le domaine défini par :
∀σ ∈ Sr, bσ,1 > ... > bσ,r−1 > bσ,r = 1,
(4.92) ∀σ ∈ Sr, ∀m ∈ {1, ..., r − 1},
r∑
j=m+1
(1 + 5dσ(j))
bσ,j
bσ,m
< 1.
On pose alors
(4.93) m = h(t(σ,m))(σ,m)∈Sr×{1,...,r}
(
(b˜τ )τ∈Sr
)
.
On choisit alors
(4.94) λ = 4r max
σ∈Sr

r∑
j=1
b˜σ,jdσ(j) + δ
 .
Remarquons qu’il est possible de majorer m par un réel plus simple :
Lemme 4.5.2. On a que
m 6 r(8.2
∑r
j=1 dj+4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
+ max
m∈{1,...,r}
σ∈Sr
max
(j,k)∈Cm,τ
dimV ∗σ,m,d,(j,k).
Démonstration. Choisissons (bσ,j)j∈{1,...,r−1}
σ∈Sr
tels que pour tout (m,σ) ∈
{1, ..., r} ×Sr :
r∑
j=m+1
(1 + 5dσ(j))
bσ,j
bσ,m
=
1
2
.
Ceci est possible si et seulement si pour tout (m,σ) :
bσ,m = (2 + 10dσ(r))
r−1∏
j=m+1
(3 + 10dσ(j)),
donc en particulier, pour tous j < m :
bσ,m = bσ,j
m∏
k=j
(3 + 10dσ(k)).
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On a alors
bσ,m +
∑m
j=1 bσ,j
bσ,m
= 2 +
m−1∑
j=1
m∏
k=j
(3 + 10dσ(k))
6 m
m∏
j=1
(3 + 10dσ(k))
ainsi que
bσ,m + 3
∑m
j=1 bσ,j
bσ,m
6 3m
m∏
j=1
(3 + 10dσ(k)).
On remarque enfin que pour δ > 0 choisi assez petit :
r∑
j=m+1
(
1 + dσ(j)
(
3 +
∑m
l=1 bσ,l
bσ,m +
∑m
l=1 bσ,l
+ 2ε
))
bσ,j
bσ,m
+ 2δ
6
r∑
j=m+1
(1 + 4dσ(j))
bj
bm
6 1
2
− δ
Ainsi :
gσm(bσ, δ) 6 5md˜σ,m
m∏
j=1
(3 + 10dσ(j)).
Par ailleurs, on a que, pour tout τ ∈ Sr,
r∑
j=1
bτ,jdτ(j) + δ 6 dτ(r) +
r−1∑
m=1
(2 + 10dτ(r))dτ(m)
r−1∏
j=m+1
(3 + 10dτ(j))
6 (2 + 10dτ(r))
r∑
m=1
dτ(m)
r−1∏
j=m+1
(3 + 10dτ(j))
6
 r∏
j=1
(3 + 10dτ(j))
 ( r∑
m=1
dτ(m))
6
 r∏
j=1
(3 + 10dτ(j))
 ( r∑
m=1
dτ(m)).
De plus,
r∑
j=1
D
(σ,m)
σ(j) 6
r∑
j=1
dj .
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Nous déduisons de ces calculs que pour tous (m,σ)
hσ
m,t(σ,m)
((bτ )τ∈Sr)
6 r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
+ dimV ∗m,σ,d,(j,k).
À partir d’ici, on supposera, sauf indication contraire, que P1 > P2 >
... > Pr (les autres cas se traitant de la même manière). Pour simplifier les
notations nous noterons b1 = bId,1, ..., br = bId,r, b˜1 = b˜Id,1, ..., b˜r = b˜Id,r et
t(m) = t(Id,m). L’objectif de ce qui va suivre est de donner trouver une for-
mule asymptotique pour Ne(P1, ..., Pr) valable pour tous P1, ..., Pr tels que
P1 > P2 > ... > Pr.
Commençons par démontrer le résultat ci-dessous qui s’avérera utile pour
la suite :
Proposition 4.5.3. Avec les notations de la section précédente, l’ensemble
Aλm est un ouvert de Zariski de AsC, et on a de plus que
dim(Aλm)c 6 max{0, s− λ}.
Démonstration. Il suffit de montrer que pour (j0,Kj0) fixé quelconque, l’en-
semble
Aλ,cm,(j0,Kj0 ) =
{
(xi)i∈Im | dimV ∗m,(xi)i∈Im ,t(m),(j0,Kj0 ) > dimV
∗
m,t(m),(j0,Kj0 )
− s+ λ
}
est un fermé de Zariski de AsC de dimension inférieure ou égale à s− λ.
Considérons le sous-réseau N ′ de Zn défini par
N ′ =
⊕
i∈{1,...,n}
i/∈Im
Zvi.
Par définition de Im, on a que, pour tout j ∈ {1, ...,m},
vn+j = −
∑
i∈{1,...,n}
i/∈Im
ai,jvi.
On considère alors l’éventail ∆′ de N ′R =
⊕
i∈{1,...,n}
i/∈Im
Rvi défini par les
cônes (σ ∩ N ′R)σ∈∆. Cet éventail a alors pour arêtes (R+vi)i∈{1,...,n}
i/∈Im
et
(R+vn+j)j∈{1,...,m}. Notons alors Xm la variété torique (complète et lisse)
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définie par N ′ et ∆′. Cette variété est de dimension n+ r − s−m. Remar-
quons que cette variété est en fait isomorphe à l’adhérence des orbites d’un
point de l’orbite ouverte de X sous l’action d’un sous-tore Tm (de dimension
n+ r − s−m) du tore T de X.
Notons Y(j0,Kj0 ) le fermé de A
s
C ×Xm(C) défini par
Y(j0,Kj0 ) = {((xi)i∈Im , (xi)i/∈Im) ∈ A
s
C×Xm(C) | ∀i ∈ J(j0,Kj0),
∂Ft(m)
∂xi
(x) = 0}.
La projection canonique pi : Y(j0,Kj0 ) ⊂ AsC × Xm(C) → AsC est un mor-
phisme projectif donc fermé. Par conséquent, d’après [G-D, Corollaire 13.1.5],
{(xi)i∈Im ∈ AsC | dimY(j0,Kj0 ),(xi)i∈Im︸ ︷︷ ︸
=pi−1((xi)i∈Im
> dimV ∗
m,t(m),(j0,Kj0 )
− s+ λ−m}
est un fermé, et puisque dimY(j0,Kj0 ),(xi)i∈Im = dimV
∗
m,(xi)i∈Im ,t,(j0,Kj0 )
−m,
on trouve bien que Aλm,(j0,Kj0 ) est un fermé de Zariski.
Remarquons à présent que d’une part, Xm est le quotient d’un ouvert
Um de An+r−s par l’action d’un tore de dimension m. Par conséquent
dimY(j0,Kj0 ) = dimV
∗
m,t(m),(j0,Kj0 )
−m.
D’autre part,
Y(j0,Kj0 ) ∩ (A
λ,c
m,(j0,Kj0 )
×Xm(C)) =
⊔
(xi)i∈Im∈Aλ,cm,(j0,Kj0 )
pi−1((xi)i∈Im),
et on a alors que
dim(Aλ,cm,(j0,Kj0 )) + dimV
∗
m,t(m),(j0,Kj0 )
− s+ λ−m 6 dimY(j0,Kj0 )
= dimV ∗
m,t(m),(j0,Kj0 )
−m,
ce qui implique :
dimAλ,cm,(j0,Kj0 ) 6 s− λ,
d’où le résultat.
Remarque 4.5.4. On peut montrer de façon analogue que la même propriété
est vraie pour tous les Aλm,σ.
Nous aurons également besoin du lemme ci-dessous :
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Lemme 4.5.5. Si l’on considère J ⊂ {1, ..., n+r} de cardinal noté t, et si F
est un fermé de l’espace affine AtC = {(xi)i∈J} tel que dimF 6 t− α (pour
α ∈ N), on a alors
Card{(xi)i∈J ∈ F ∩ ZJ | ∀i ∈ J, |xi| 6 Ti}

(∏
i∈J
ei
)− 1
2
 r∏
j=1
P
∑
i∈J ai,j
j
P−α2j0 ,
(la constante implicite ne dépendant que du degré de F ) où
j0 = min{j ∈ {1, ..., r} | ∀i ∈ J, ∃l 6 j | ai,l 6= 0}.
Démonstration. En utilisant par exemple la démonstration de [Br, Théorème
3.1]), on montre que (en remarquant que, pour tout i ∈ J , Ti > Pj0) :
Card{(xi)i∈J ∈ F ∩ ZJ | ∀i ∈ J, |xi| 6 Ti}  max
i1,...,it−α∈J
t−α∏
l=1
Til
∑
i1,...,iα∈J
(∏
i∈J
Ti
)(
α∏
l=1
Til
)−1

∑
i1,...,iα∈J
 ∏
l∈{i1,...,iα}
el
(∏
i∈J
ei
)−1 r∏
j=1
P
∑
i∈J ai,j
j
P−αj0 .
Si l’on suppose que
∑
i1,...,iα∈J
(∏
l∈{i1,...,iα} el
)
 (∏i∈J ei) 12 P α2j0 ce terme
peut être majoré par :(∏
i∈J
ei
)− 1
2
 r∏
j=1
P
∑
i∈J ai,j
j
P−α/2r .
Si au contraire
∑
i1,...,iα∈J
(∏
l∈{i1,...,iα} el
)
 (∏i∈J ei) 12 P α2j0 on a alors que(∏
i∈J ei
) 1
2 P
−α
2
j0
 1 et on obtient trivialement la même majoration. D’où
le résultat.
Démontrons le résultat suivant :
Lemme 4.5.6. On suppose que n+ r > m. On a alors
∑
kr6Pr
 ∑
(xi)i∈Im∈Φr−1(kr)
S(xi)i∈Ir−1 ,eJ(xi,ei)i∈Ir−1 ,k
 ∏
i/∈Ir−1
ei
−1 k∑i/∈Ir−1 ai,rr
= Cσ,eP
nr−dr
r +O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
Pnr−dr−δr
 .
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Démonstration. On choisit P1, ..., Pr−1 tels que bj = b˜j pour tout j ∈ {1, ..., r}.
On a par définition de Kr−1 :
Kr−1 = (n+ r − λ− max
(j0,Kj0 )
dimV ∗
r−1,t(r−1),(j0,Kj0 )
− ε)/2
∑r−1
j=1 D
(r−1)
j .
La condition n+ r > m > hr−1,t(r−1)(b, (b˜σ)σ 6=Id) implique alors (par défini-
tion de hr−1,t(r−1)) que
Kr−1 −
br−1 + 3
∑r−1
j=1 bj
br−1
d˜r−1 > gr−1(b, δ),
et nous pouvons alors appliquer le théorème 4.4.12, ce qui nous donne :
(4.95)
N˜e,r−1(P1, ..., Pr) =
∑
kr6Pr
 ∑
(xi)i∈Im∈Φr−1(kr)
S(xi)i∈Ir−1 ,eJ(xi,ei)i∈Ir−1 ,kr

 ∏
i/∈Ir−1
ei
−1 k∑i/∈Ir−1 ai,rr
r−1∏
j=1
P
nj−dj
j

+O
e40,r−1
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr−1
 .
En observant par ailleurs que n+r > m > hr,t(r)(b) impliqueK > max{(5
∑r
j=1 bj+
2)d˜, (2δ + 1)
∑r
j=1 bjdj}, on donc appliquer le théorème 4.3.27 et on a :
(4.96) Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj−δ
j
 .
D’autre part, on observe que :
Ne(P1, ..., Pr) = N˜e,r−1(P1, ..., Pr)
+O

∑
(xi)i∈Ir−1∈(Aλr−1)c∩Zs
|xi|6 1ei P
ai,r
r
 ∏
i/∈Ir−1
ei
−1r−1∏
j=1
P
nj
j
P∑i/∈Ir−1 ai,rr
 .
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En utilisant le lemme 4.5.5, on remarque que le terme d’erreur de la formule
ci-dessus peut être majoré par
 ∏
i/∈Ir−1
ei
−1r−1∏
j=1
P
nj
j
P∑i/∈Ir−1 ai,rr
 ∏
i∈Ir−1
ei
− 12 P∑i∈Ir−1 ai,rr P−λ2r .
On a donc finalement :
Ne(P1, ..., Pr) = N˜e,r−1(P1, ..., Pr) +O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−λ/2r

= N˜e,r−1(P1, ..., Pr) +O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 ,
puisque λ > 2rd∑rj=1 bjdj+δe. En remplaçantNe(P1, ..., Pr) et N˜e,r−1(P1, ..., Pr)
par leurs expressions dans (4.95), (4.96) et en simplifiant par
(∏r−1
j=1 P
nj−dj
j
)
,
on obtient le résultat du lemme (qui ne dépend plus des valeurs de P1, ..., Pr−1
choisies).
Nous sommes alors en mesure de démontrer le résultat suivant :
Lemme 4.5.7. Si l’on suppose que n + r > m et que bjbr−1 6
b˜j
b˜r−1
pour
tout j ∈ {1, ..., r} (en particulier 1br−1 6 1b˜r−1 ) nous avons alors la formule
asymptotique :
(4.97) N˜e,r−1(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Démonstration. Puisque bjbr−1 6
b˜j
b˜r−1
pour tout j ∈ {1, ..., r}, on a
gr−1(b, δ) =
(
br−1 +
∑r−1
j=1 bj
br−1
)
5d˜r−1
(
1− (1 + 5dr) 1
br−1
− δ
)−1
((
1 + dr
(
3 +
∑r−1
l=1 bl
br−1 +
∑r−1
l=1 bl
+ 2ε
))
1
br−1
+ 2δ
)
= 5d˜r−1
(
1− (1 + 5dr) 1
br−1
− δ
)−1
(2δ + 1 + (3 + 2ε)dr
br−1
)
1 + r−1∑
j=1
bj
br−1
+ dr
br−1
∑r−1
l=1 bl
br−1

6 5d˜r−1
(
1− (1 + 5dr) 1
b˜r−1
− δ
)−1
(2δ + 1 + (3 + 2ε)dr
b˜r−1
)
1 + r−1∑
j=1
b˜j
b˜r−1
+ dr
b˜r−1
∑r−1
l=1 b˜l
b˜r−1
 = gr−1(b˜, δ)
où b˜ = (b˜1, ..., b˜r−1). Par conséquent, puisque n+r > hr−1,t(r−1)(b˜, (b˜τ )τ 6=Id),
on a
Kr−1 = (n+ r − λ− max
(j0,Kj0 )
dimV ∗
r−1,t(r−1),(j0,Kj0 )
− ε)/2
∑r−1
j=1 D
(r−1)
j
>
1 + 3 r−1∑
j=1
b˜j
b˜r−1
 d˜r−1 + gr−1(b˜, δ)
>
1 + 3 r−1∑
j=1
bj
br−1
 d˜r−1 + gr−1(b, δ),
et puisque, d’après la formule (4.92)
(1 + 5dr)
br
br−1
6 (1 + 5dr)
b˜r
b˜r−1
< 1,
nous pouvons donc appliquer le théorème 4.4.12 qui, combiné avec le lemme
précédent, donne :
N˜e,r−1(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Définissons à présent l’ouvert U de An+r par :
(4.98) U =
⋂
σ∈Sr
⋂
m∈{1,...,r−1}
{x ∈ An+rC | (xi)i∈Im,σ ∈ Aλm,σ}.
Lemme 4.5.8. L’ouvert U vérifie la propriété suivante :
∀x ∈ X1, (x ∈ U)⇒ (∀s = (s1, ..., sr) ∈ (C∗)r, s.x ∈ U).
Démonstration. Par symétrie il nous suffit de montrer que, pour tout m :
{x ∈ An+rC | (xi)i∈Im,σ ∈ Aλm,σ}
est stable par l’action de (C∗)r. Considérons donc un élément x ∈ An+rC tel
que (xi)i∈Im,σ ∈ Aλm,σ. Rappelons que par définition Aλm est l’ensemble{
(xi)i∈Im | ∀(j0,Kj0), dimV ∗m,(xi)i∈Im ,t(m),(j0,Kj0 ) < dimV
∗
m,t(m),(j0,Kj0 )
− s+ λ
}
.
Considérons à présent un élément s = (s1, ..., sr) ∈ (C∗)r, et remarquons
que l’application (xi)i∈Im 7→ ((
∏r
j=m+1 s
ai,j
j )xi)i∈Im réalise un isomorphisme
de V ∗
m,((
∏r
j=m+1 s
ai,j
j )xi)i∈Im ,t
(m),(j0,Kj0 )
sur V ∗
m,(xi)i∈Im ,t(m),(j0,Kj0 )
. On a donc
dimV ∗
m,((
∏r
j=1 s
ai,j
j )xi)i∈Im ,t
(m),(j0,Kj0 )
= dimV ∗
m,(xi)i∈Im ,t(m),(j0,Kj0 )
,
et donc que {x ∈ An+rC | (xi)i∈Im,σ ∈ Aλm,σ} est stable par l’action de
s ∈ (C∗)r.
En notant
(4.99) NU,e(P1, ..., Pr) = Card
{
x ∈ (Z \ {0})n+r ∩ U | F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n+ r},
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 ,
on déduit du lemme précédent le résultat ci-dessous :
Lemme 4.5.9. Si l’on suppose que n+ r > m et que bjbr−1 6
b˜j
b˜r−1
pour tout
j ∈ {1, ..., r} nous avons alors :
(4.100) NU,e(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Démonstration. On observe que
NU,e(P1, ..., Pr) = N˜e,r−1(P1, ..., Pr) +O
∑
τ∈Sr
∑
m∈{1,...,r−1}
Tm,τ
 ,
où
(4.101)
Tm,τ = Card
{
x ∈ (Z \ {0})n+r | (xi)i∈Ir−1 ∈ Aλr−1, (xi)i∈Im,τ /∈ Aλm,τ ,
F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj ,
∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Pour simplifier les notations, posons F = (Aλm,τ )c et s = Card Im,τ . Comme
nous l’avons vu avec le lemme 4.5.3, on a alors dimF 6 s − λ. Posons par
ailleurs J = Ir−1 ∩ Im,τ , t = Card J , et pour tout (xi)i∈J fixé :
F(xi)i∈J = {(xi)i∈Im,τ\J | (xi)i∈Im,τ ∈ F},
de sorte que
F =
⊔
(xi)i∈J
F(xi)i∈J .
Notons
S1 = {(xi)i∈J | dimF(xi)i∈J > s− t−
λ
2
},
S2 = {(xi)i∈J | dimF(xi)i∈J 6 s− t−
λ
2
},
(on a alors que dimS1 6 t− λ2 ) et en notant
M(xi)i∈J (P1, ..., Pr) = Card{(xi)i∈{1,...,n+r}\J | (xi)i∈Im,τ\J ∈ F(xi)i∈J ,
∀i ∈ {1, ..., n+ r} \ J |xi| 6 1
ei
r∏
j=1
P
ai,j
j et F (x) = 0},
on a donc
Tm,τ 
∑
(xi)i∈J∈S1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
+
∑
(xi)i∈J∈S2
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr).
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On observe alors que, en appliquant le lemme 4.5.5 aux fermés F(xi)i∈J (de
dimension inférieure à s− t− λ/2 lorsque (xi)i∈J ∈ S2),
∑
(xi)i∈J∈S2
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
∑
(xi)i∈J∈S2
|xi|6 1ei
∏r
j=1 P
ai,j
j
(∏
i/∈J
ei
)− 1
2
 r∏
j=1
P
∑
i/∈J ai,j
j
P−λ/4r−1

∑
(xi)i∈J∈S2
|xi|6 1ei
∏r
j=1 P
ai,j
j
(∏
i/∈J
ei
)− 1
2
r−1∏
j=1
P
nj
j
P∑i/∈J ai,rr P−λ/4r−1

(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−λ/4r−1 .
Or, on remarque que (puisque bjbr−1 6
b˜j
b˜r−1
) :
P
−λ/4
r−1 = P
−br−1λ/4
r 6 P
−4rbr−1(
∑r
j=1 b˜jdj+δ)/4
r 6 P
−∑rj=1 bjdj−δ
r =
 r∏
j=1
P
−dj
j
P−δr .
Par conséquent
∑
(xi)i∈J∈S2
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Par ailleurs, pour tous (xi)i∈J ∈ S1 et (xi)i∈Ir−1\J fixés vérifiant (xi)i∈Ir−1 ∈
Aλr−1 et |xi| 6 1ei
∏r
j=1 P
ai,j
j , par des arguments analogues à ceux utilisés
pour établir le théorème 4.4.12, et en utilisant les majoration de S(xi)i∈Ir−1 ,e
et J(ei,xi)i∈Ir−1 données dans les lemmes 4.4.9 et 4.4.7, on montre qu’il existe
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η ∈ [0, 1] tel que, pour tout (xi)i∈Ir−1 fixé :
(4.102) Card{(xi)i∈{1,...,n+r}\Ir−1 | (xi)i∈Im′,τ\J ∈ F(xi)i∈J ,
∀i ∈ {1, ..., n+ r} \ Ir−1, |xi| 6 1
ei
r∏
j=1
P
ai,j
j et F (x) = 0}
 Card{(xi)i∈{1,...,n+r}\Ir−1 | ∀i /∈ Ir−1, |xi| 6
1
ei
r∏
j=1
P
ai,j
j et F (x) = 0}
 e20
 ∏
i/∈Ir−1
ei
−1r−1∏
j=1
P
nj−dj
j
P∑i/∈Ir−1 ai,r+4dr+ηr
+
 ∏
i/∈Ir−1
ei
− 12 r−1∏
j=1
P
nj−dj
j
P∑i/∈Ir−1 ai,r−dr−δr
Si l’on suppose
(∏n+1
i ei
) 1
2
P
∑
i∈J ai,r
r P
−λ/4
r 6 1, en rappelant que dimS1 6
t− λ2 , on a, d’après le lemme 4.5.5
Card{(xi)i∈J ∈ S1 | ∀i ∈ J, |xi| 6 1
ei
r∏
j=1
P
ai,j
j }

(
n+1∏
i
ei
)− 1
2
P
∑
i∈J ai,r
r P
−λ/4
r 
(
n+1∏
i
ei
)− 3
4
P
∑
i∈J ai,r
r P
−λ/8
r ,
(car on a supposé
(∏n+1
i ei
) 1
2
P
∑
i∈J ai,r
r P
−λ/4
r 6 1).
Si
(∏n+1
i ei
) 1
2
P
∑
i∈J ai,r
r P
−λ/4
r > 1, par une estimation triviale on trouve
encore
Card{(xi)i∈J ∈ S1 | ∀i ∈ J, |xi| 6 1
ei
r∏
j=1
P
ai,j
j }

(∏
i∈J
Ti
)

(∏
i∈J
Ti
)(
n+1∏
i
ei
) 1
4
P
∑
i∈J ai,r
r P
−λ/8
r
=
(
n+1∏
i
ei
)− 3
4
P
∑
i∈J ai,r
r P
−λ/8
r .
Par conséquent, en sommant (4.102) sur l’ensemble des (xi)i∈Ir−1 consi-
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dérés, on obtient alors∑
(xi)i∈J∈S1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)
 e20
(
n+r∏
i=1
ei
)− 3
4
P−λ/8r
r−1∏
j=1
P
nj−dj
j
Pnr+4dr+ηr
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Or, on a, par définition de λ (cf. formule (4.94)) :
P
nr+4dr+η−λ8
r  Pnr−dr−δr ,
et par ailleurs :
e20
(
n+r∏
i/∈J
ei
)−1(n+r∏
i∈J
ei
)− 3
4
 max{e4+δ0
(
n+r∏
i=1
ei
)−1
,
(
n+r∏
i=1
ei
)− 1
2
}.
Donc finalement,∑
(xi)i∈J∈S1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈J (P1, ..., Pr)

e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Ainsi, nous avons établi que pour tout (m, τ) ∈ {1, ..., r − 1} ×Sr,
Tm,τ 
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
D’où le résultat.
Nous allons à présent démontrer, par récurrence, une généralisation des
lemmes 4.5.6, 4.5.7 et 4.5.9.
Théorème 4.5.10. Si l’on suppose que n + r > m et que pour un m ∈
{1, ..., r − 1} fixé bjbm 6
b˜j
b˜m
pour tout j ∈ {1, ..., r}, alors :
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1. On a d’une part
(4.103)∑
kj6Pj
∀j∈{1,...,m}
∑
(xi)i∈Im∈Φm(k)
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j

= Cσ,e
 r∏
j=m+1
P
nj−dj
j
+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
P
nj−dj
j
 .
2. D’autre part
(4.104) N˜e,m(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
3. On en déduit
(4.105) NU,e(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
Démonstration. Nous allons procéder par récurrence descendante sur m ∈
{1, ..., r − 1}. Le cas m = r − 1 a déjà été traité (cf. lemmes 4.5.6, 4.5.7
et 4.5.9). Supposons que les résultats 1, 2 et 3 sont vérifés au rang m, et
montrons alors qu’ils le sont au rang m− 1.
Étape 1 : Dans cette étape, nous allons établir le résultat 1 au rangm−1.
Pour cela, fixons, pour toute cette étape, b1, ..., bm−1 tels que b1b˜1 = ... =
bm−1
b˜m−1
(avec bm−1 fixé quelconque) et considérons bm, ..., br vérifiant
bj
bm−1 6
b˜j
b˜m−1
.
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On a alors, puisque bjbm−1 6
b˜j
b˜m−1
pour tout j ∈ {1, ..., r} :
gm−1(b, δ) =
(
bm−1 +
∑m−1
j=1 bj
bm−1
)
5d˜m−1
1− r∑
j=m
(1 + 5dj)
bj
bm−1
− δ
−1
 r∑
j=m
(
1 + dj
(
3 +
∑m−1
l=1 bl
bm−1 +
∑m−1
l=1 bl
+ 2ε
))
bj
bm−1
+ 2δ

= 5d˜m−1
1− r∑
j=m
(1 + 5dj)
bj
bm−1
− δ
−1
 r∑
j=m
(
2δ +
(1 + (3 + 2ε)dj)bj
bm−1
)
)1 + m−1∑
j=1
bj
bm−1
+ dj bj
bm−1
m−1∑
l=1
bl
bm−1

6 5d˜m−1
1− r∑
j=m
(1 + 5dj)
b˜j
b˜m−1
− δ
−1
 r∑
j=m
(
2δ +
(1 + (3 + 2ε)dj)b˜j
b˜m−1
)
)1 + m−1∑
j=1
b˜j
b˜m−1
+ dj b˜j
b˜m−1
m−1∑
l=1
b˜l
b˜m−1

= gm−1(b˜, δ).
Ainsi, on a que (puisque n+ r > m > hId
m−1,t(m−1)(b, (b˜τ )τ 6=Id))
Km−1 = (n+ r − λ− max
(j0,Kj0 )
dimV ∗
m−1,t(m−1),(j0,Kj0 )
− ε)/2
∑m−1
j=1 Dj
>
1 + 3m−1∑
j=1
b˜j
b˜m−1
 d˜m−1 + gm−1(b˜, δ)
>
1 + 3m−1∑
j=1
bj
bm−1
 d˜m−1 + gm−1(b, δ).
Par conséquent, puisque
r∑
j=m
(1 + 5dj)
bj
bm−1
6
r∑
j=m
(1 + 5dj)
b˜j
b˜m−1
< 1,
298 CHAPITRE 4. CAS GÉNÉRAL
on peut appliquer le théorème 4.4.12 et on obtient la formule asymptotique
(4.106)
N˜e,m−1(P1, ..., Pr) =
∑
∀j∈{m,...,r}, kj6Pj
 ∑
(xi)i∈Im−1∈Φm−1(k)
S(xi)i∈Im−1 ,eJ(xi,ei)i∈Im−1 ,k

 ∏
i/∈Im−1
ei
−1 r∏
j=m
k
∑
i/∈Im−1 ai,j
j
m−1∏
j=1
P
nj−dj
j

+O
e40,m−1
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δm−1
 .
Pour terminer la preuve de l’étape 1, nous allons distinguer deux cas :
Cas 1 : supposons qu’il existe m′ ∈ {m, ..., r − 1} tel que bm−1bm′ 6
b˜m−1
b˜m′
.
Puisque bjbm−1 6
b˜j
b˜m−1
pour tout j ∈ {1, ..., r − 1}, on a donc
∀j ∈ {1, ..., r − 1}, bj
bm′
6 b˜j
b˜m′
.
Par hypothèse de récurrence, la formule (4.104) (au rang m′) est vérifiée et
on remarque que (par des arguments analogues à ceux utilisés pour comparer
N˜e,r−1 et Ne, dans la démonstration du lemme 4.5.6)
Ne,m′(P1, ..., Pr) = N˜e,m−1(P1, ..., Pr)+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
En remplaçantNe,m′(P1, ..., Pr) et N˜e,m−1(P1, ..., Pr) par les formules asymp-
totiques obtenues, puis en simplifiant par
(∏m−1
j=1 P
nj−dj
j
)
, nous obtenons la
formule (4.103) du théorème au rang m − 1 valable pour les bm, ..., br tels
que bjbm′ 6
b˜j
b˜m′
pour tout j ∈ {m, ..., r}.
Cas 2 : supposons à présent que pour tout m′ ∈ {m, ..., r − 1}, bm−1bm′ >
b˜m−1
b˜m′
. On a alors pour tout j ∈ {1, ..., r−1}, bj 6 b˜j . Dans ce cas, la condition
n+ r > m implique que
K max{
2 + 5 r∑
j=1
b˜j
 d˜, (2δ + 1) r∑
j=1
b˜jdj}
> max{
2 + 5 r∑
j=1
bj
 d˜, (2δ + 1) r∑
j=1
bjdj}
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et donc que l’on peut appliquer le théorème 4.3.27, ce qui nous donne :
Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj−δ
j
 .
où l’on a noté
Cσ,e =
(
n+r∏
i=1
ei
)−1
SeJσ.
Puis en comparant Ne et Ne,m−1 et en simplifiant à nouveau l’égalité ob-
tenue par
(∏m−1
j=1 P
nj−dj
j
)
, nous obtenons la formule (4.103) pour tous les
bm, ..., br tels que
bj
bm′
> b˜j
b˜m′
pour tout m′ ∈ {m, ..., r − 1}.
Nous avons donc établit la résultat 1 au rang m− 1.
Étape 2 : Démontrons à présent le résultat 2 au rangm−1. Nous prenons
ici b1, ..., br−1 quelconques tels que
bj
bm−1 6
b˜j
b˜m−1
pour tout j ∈ {1, ..., r − 1}.
Puisque bjbm 6
b˜j
b˜m
, alors, comme pour la démonstration de la formule (4.103)
ci-dessus, on a
Km−1 >
1 + 3m−1∑
j=1
bj
bm−1
 d˜m−1 + gm−1(b, δ).
et on applique le théorème 4.4.12, ce qui nous donne :
N˜e,m−1(P1, ..., Pr) =
∑
∀j∈{m,...,r}, kj6Pj
 ∑
(xi)i∈Im−1∈Φm−1(k)
S(xi)i∈Im−1 ,eJ(xi,ei)i∈Im−1 ,k

 ∏
i/∈Im−1
ei
−1 r∏
j=m
k
∑
i/∈Im−1 ai,j
j
m−1∏
j=1
P
nj−dj
j

+O
e40,m−1
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δm−1
 .
et en appliquant la formule (4.103) au rangm−1 on obtient la formule (4.104)
au rang m− 1.
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Étape 3 : nous allons à présent, en employant des arguments analogues
à ceux utilisés pour établir le lemme 4.5.9, démontrer que la formule (4.104)
implique (4.105) (par comparaison de N˜e,m−1 et de NU,e). Remarquons dans
un premier temps que :
NU,e(P1, ..., Pr) = N˜e,m(P1, ..., Pr) +O
∑
τ∈Sr
∑
m′∈{1,...,r−1}
Tm′,τ
 ,
où
Tm′,τ = Card
{
x ∈ (Z \ {0})n+r | (xi)i∈Im′,τ /∈ Aλm′,τ , ∀k ∈ {m, ..., r − 1},
(xi)i∈Ik ∈ Aλk , F (e.x) = 0, ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj ,
∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j
 .
Considérons un élément (m′, τ). Posons F = (Aλm′,τ )c et s = Card Im′,τ de
sorte que dimF 6 s−λ. Posons par ailleurs Jm = Im∩Im′,τ , sm = Card Jm,
et pour tout (xi)i∈J fixé :
F(xi)i∈Jm = {(xi)i∈Im′,τ\Jm | (xi)i∈Im′,τ ∈ F},
de sorte que
F =
⊔
(xi)i∈Jm
F(xi)i∈Jm .
Notons alors
S(m)1 = {(xi)i∈Jm | dimF(xi)i∈Jm > s− sm −
mλ
r
},
S(m)2 = {(xi)i∈Jm | dimF(xi)i∈Jm 6 s− sm −
mλ
r
}
(on remarque que dimS(m)1 6 sm− (r−m)λr , car dimF 6 s−λ), et en notant
M(xi)i∈Jm (P1, ..., Pr) = Card{(xi)i∈{1,...,n+r}\Jm | (xi)i∈Im′,τ\Jm ∈ F(xi)i∈Jm ,
∀k ∈ {m, ..., r − 1}, (xi)i∈Ik ∈ Aλk
∀i ∈ {1, ..., n+ r} \ Jm, |xi| 6 1
ei
r∏
j=1
P
ai,j
j et F (x) = 0},
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on a donc
Tm′,τ 
∑
(xi)i∈Jm∈S(m)1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
+
∑
(xi)i∈Jm∈S(m)2
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr).
On observe alors que, d’après le lemme 4.5.5
∑
(xi)i∈Jm∈S(m)2
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)

∑
(xi)i∈Jm∈S(m)2
|xi|6 1ei
∏r
j=1 P
ai,j
j
∏
i/∈Jm
ei
− 12  r∏
j=1
P
∑
i/∈Jm ai,j
j
P−mλ2rm

(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−mλ2rm .
Or, puisque bjbm 6
b˜j
b˜m
,
P
−λm
2r
m = P
−bm λm2r
r 6 P
−2rbm(
∑r
j=1 b˜jdj+δ)
λm
2r
r 6 P
−∑rj=1 bjdj−δ
r =
 r∏
j=1
P
−dj
j
P−δr .
Par conséquent
∑
(xi)i∈Jm∈S(m)2
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Remarquons à présent que, par les mêmes arguments que ceux utilisés pour
démontrer le théorème 4.4.12 (reposants sur la proposition 4.4.10) on a :
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(4.107)
∑
(xi)i∈Jm∈S(m)1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
=
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S(m)1
Ne,(xi)i∈Im (P1, ..., Pm)
=
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S(m)1
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr

Pour achever l’étape 3 de la démonstration du théorème, il est nécessaire
de démontrer le lemme ci-dessous :
Lemme 4.5.11. Si l’on suppose n + r > m et que bjbm 6
b˜j
b˜m
pour tout
j ∈ {m+ 1, ..., r}, on a alors que :
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S(m)1
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
 r∏
j=m+1
k
∑
i/∈Im ai,j
j


e4+δ0
(∏
i∈Im
ei
)−1
+
(∏
i∈Im
ei
)− 1
2
∏
i/∈Im
ei
 12  r∏
j=m+1
P
nj−dj
j
P−δr .
Démonstration. Nous allons démontrer ce résultat par récurence descen-
dante sur m. Le cas du rang m = r − 1 a déjà été traité dans la dé-
monstration du lemme 4.5.9. Supposons le résultat vrai au rang k pour tout
k ∈ {m+ 1, ..., r − 1}. Montrons alors que la propriété est vraie au rang m.
Supposons dans un premier temps que pour tout j ∈ {m + 1, ..., r − 1},
bj 6 b˜j . On remarque alors que, puisque dimS(m)1 6 sm − (r−m)λr
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S(m)1
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
 r∏
j=m+1
k
∑
i/∈Im ai,j
j


(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj
j
P−λ(r−m)2rr
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Or puisque pour tout j ∈ {m+ 1, ..., r − 1}, bj 6 b˜j , on a alors que
P
− (r−m)λ
2r
r 6 P
−∑rj=1 b˜jdj+δ
r 6 P
−∑rj=1 bjdj+δ
r 6
 r∏
j=m+1
P
−dj
j
P−δr ,
et on en déduit le résultat dans ce cas.
On suppose à présent qu’il existe j ∈ {m+1, ..., r} tel que bj > b˜j , autre-
ment dit, que maxj∈{m+1,...,r−1}
(
bj
b˜j
)
> 1. Considérons k ∈ {m+1, ..., r−1}
tel que bk
b˜k
= maxj∈{m+1,...,r−1}
(
bj
b˜j
)
. On a alors, pour tout j ∈ {k+ 1, ..., r},
bj
bk
6 b˜j
b˜k
. On remarque que, étant donné que m < k,
Ik ⊂ Im,
Jk = Ik ∩ Im′,τ ⊂ Im ∩ Im′,τ = Jm.
Posons
S(m)1 =
⊔
(xi)i∈Jk
S(m)1,(xi)i∈Jk
où
S(m)1,(xi)i∈Jk = {(xi)i∈Jm\Jk | (xi)i∈Jm ∈ S
(m)
1 }.
Posons alors
S˜(k)1 = {(xi)i∈Jk | dimS(m)1,(xi)i∈Jk > sm − sk −
(k −m)λ
r
},
S˜(k)2 = {(xi)i∈Jm | dimS(m)1,(xi)i∈Jk 6 sm − sk −
(k −m)λ
r
}.
Remarquons que, comme précédemment,
(4.108)
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S(m)1
(xi)i∈Jk∈S˜
(k)
2
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
 r∏
j=m+1
k
∑
i/∈Im ai,j
j


(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj
j
P− kλ2rk

(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj
j
P−bk(∑rj=1 b˜jdj+δ)r

(∏
i∈Im
ei
)− 1
2
 r∏
j=m+1
P
nj−dj
j
P−δr
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(car bjbk 6
b˜j
b˜k
). D’autre part, on observe que, si (xi)i∈Jk ∈ S˜(k)1 , puisque
F(xi)i∈Jk
⊃
⊔
(xi)i∈Jm\Jk∈S
(m)
1,(xi)i∈Jk
F(xi)i∈Jm ,
on a, pour tout (xi)i∈Jk ∈ S˜(k)1 ,
dimF(xi)i∈Jk
> (s− sm − mλ
r
) + (sm − sk − (k −m)λ
r
) = s− sk − kλ
r
et on en déduit que
S˜(k)1 ⊂ S(k)1 .
Choisissons à présent P1, ..., Pm de sorte que
bj
bk
6 b˜j
b˜k
pour tout j ∈ {1, ..., r}.
On a alors
(4.109)∑
(xi)i∈Jm∈S(m)1
(xi)i∈Jk∈S˜
(k)
1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr) 6
∑
(xi)i∈Jk∈S
(k)
1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jk
(P1, ..., Pr)
Or, nous avons vu (cf. (4.107) et (4.108)) que :
∑
(xi)i∈Jm∈S(m)1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
=
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
(xi)i∈Jm∈S(m)1
(xi)i∈Jk∈S˜
(k)
1
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
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Par conséquent l’inégalité (4.109) implique :
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
xi)i∈Jm∈S(m)1
(xi)i∈Jk∈S˜
(k)
1
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

∑
(xi)i∈Jk∈S
(k)
1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jk
(P1, ..., Pr)+O
( n∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr


∑
kj6Pj
∑
(xi)i∈Ik∈Φk(k)
(xi)i∈Jk∈S
(1)
k
S(xi)i∈Ik ,e
J(xi,ei)i∈Ik ,k
∏
i/∈Ik
ei
−1 r∏
j=k+1
k
∑
i/∈Ik ai,j
j
 k∏
j=1
P
nj−dj
j
+O
(n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 .
En utilisant l’hypothèse de récurrence au rang k, on obtient donc :
∑
kj6Pj
∑
(xi)i∈Im∈Φm(k)
xi)i∈Jm∈S(m)1
(xi)i∈Jk∈S˜
(k)
1
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j
= O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr

et on obtient donc le résultat en simplifiant par
(∏
i/∈Im ei
)−1∏m
j=1 P
nj−dj
j .
Fin de la démonstration du théorème 4.5.10 En appliquant ce lemme à la
majoration (4.107), on obtient donc :∑
(xi)i∈Jm∈S(m)1
|xi|6 1ei
∏r
j=1 P
ai,j
j
M(xi)i∈Jm (P1, ..., Pr)
= O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr
 ,
ce qui clôt la démonstration du théorème.
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Nous déduisons alors de ce théorème le théorème 4.5.1 :
Démonstration du théorème 4.5.1. Supposons dans un premier temps que
bj 6 b˜j pour tout j ∈ {1, ..., r − 1}. On a alors que
NU,e(P1, ..., Pr) = Ne(P1, ..., Pr) +O
∑
τ∈Sr
∑
m∈{1,...,r−1}
Tm,τ
 ,
où
Tm,τ = Card
{
x ∈ (Z \ {0})n+r | (xi)i∈Im,τ /∈ Aλm,τ , F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
6 Pj , ∀i ∈ {1, ..., n+ r},
|xi| 6 1
ei
r∏
j=1
(
⌊
|(e.x)E(n+j)|
⌋
+ 1)ai,j


(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj
j
P−λ/2r

(
n+r∏
i=1
ei
)− 1
2
 r∏
j=1
P
nj−dj
j
P−δr .
Or, puisque bj 6 b˜j , et
n+ r > m > hId
r,t(r)
(b˜) > hId
r,t(r)
(b),
on peut appliquer le théorème 4.3.27 et on a donc
Ne(P1, ..., Pr) = Cσ,e
 r∏
j=1
P
nj−dj
j

+O
max
e4+δ0 ,
(
n+r∏
i=1
ei
) 1
2

(
n+r∏
i=1
ei
)−1 r∏
j=1
P
nj−dj−δ
j
 .
d’où le résultat.
Supposons à présent que maxj∈{1,...,r−1}
bj
b˜j
> 1. Posons m un élément de
{1, ..., r − 1} tel que
bm
b˜m
= max
j∈{1,...,r−1}
bj
b˜j
.
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Cette condition implique en particulier que :
∀j ∈ {1, ..., r}, bj
bm
6 b˜j
b˜m
,
et la formule (4.90) est vérifiée d’après le théorème précédent.
4.6 Quatrième étape
Nous allons à présent utiliser les résultats obtenus dans les sections pré-
cédentes pour trouver une formule asymptotique pour NU,σ(B). Pour cela,
il sera nécessaire d’établir un analogue de [B-B, Théorème 2.1]. Introduisons
les notions suivantes :
Définition 4.6.1. Pour N, r ∈ N fixés, on considère une famille de fonc-
tions (he)e∈NN de Nr dans [0,∞[. Soient α = (α1, ..., αr) ∈ Nr, β =
(β1, ..., βN ) ∈ NN et δ,D, ν > 0 avec ν < 1. On suppose de plus que
D > rmaxj(αj). On dira que (he)e∈NN est une (α, D, ν, δ,β)− famille si
les he vérifient les conditions suivantes :
1. Pour tout e ∈ NN et X = (X1, ..., Xr) ∈ Nr, il existe une constante
ce telle que :∑
x6X
he(x) = ceX
α +O
(
eβXα( min
16j6r
Xj)
−δ
)
,
où l’on a noté Xα =
∏r
j=1X
αj
j , e
β =
∏N
j=1 e
βi
i et où x 6 X signifie
xj 6 Xj pour tout j ∈ {1, ..., r}. De plus (ce)e∈NN est telle que ce  eβ
2. Pour tout J  {1, ..., r} non vide de cardinal k ∈ {1, ..., r−1}, il existe
des fonctions cJ,e : Nk → [0,∞[ telles que pour tout u = (xj)j∈J ∈ Nk,
la formule asymptotique
∑
∀j /∈J, xj6Vj
he(x) = cJ,e(u)
∏
j /∈J
V
αj
j
+O
eβ|u|D
∏
j /∈J
V
αj
j
 (min
j /∈J
Vj)
−δ
 ,
est vérifiée uniformément pour tout (Vj)j /∈J ∈ (N∗)r−k et |u| 6
(∏
j /∈J Vj
)ν
.
Nous allons alors établir le résultat suivant
Théorème 4.6.2. Soit r > 2 et (he)e∈NN une (α, D, ν, δ,β)− famille de
fonctions arithmétiques. Si l’on pose
Υe(P ) =
∑
xα6P
he(x),
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on a alors
Υe(P ) =
1
(r − 1)!ceP (logP )
r−1 +O
(
eβP (logP )r−2
)
.
La démonstration de ce théorème est directement inspirée de celle de V.
Blomer et J.Brüdern pour [B-B, Théorème 2.1] et nous la décomposerons,
comme eux, en plusieurs étapes.
4.6.1 Familles de fonctions arithmétiques
Lemme 4.6.3. Soit (he)e∈NN une (α, D, ν, δ,β)− famille. On a alors que :
he(x) eβxα
Démonstration. Immédiat en utilisant la propriété 1 de la définition 4.6.1
avec Xj = xj pour tout j ∈ {1, ..., r}.
Lemme 4.6.4. Soit (he)e∈NN une (α, D, ν, δ,β)− famille. Pour tout J  
{1, ..., r} non vide de cardinal l , l’ensemble des fonctions (cJ,e)e∈NN forme
une (α, D, ν, δ,β)− famille, et on a de plus :
∑
y6Y
cJ,e(y) = ce
∏
j∈J
Y
αj
j
+O
eβ
∏
j∈J
Y
αj
j
 (min
j∈J
Yj)
−δ
 .
Démonstration. Posons m = r − l. Pour Z > 1, la condition 2 donne (pour
y = (xi)i∈J) :
∑
∀j /∈J, xj6Z
he(x) = cJ,e(y)
∏
j /∈J
Zαj
+O (eβ|y|DZ∑j /∈J αj−δ) .
Par conséquent, pour tout Y = (Yj)j∈J tel que Yj > 1 pour tout j, satisfai-
sant |Y| 6 Zν :
(4.110)
∑
y6Y
∑
∀j /∈J, xj6Z
he(x)
= Z
∑
j /∈J αj
∑
y6Y
cJ,e(y) +O
eβZ∑j /∈J αj−δ
∏
j∈J
Yj
D+1
 .
D’autre part, d’après la condition 1, lorsque Z > |Y| :
(4.111)
∑
y6Y
∑
∀j /∈J, xj6Z
he(x)
= ceZ
∑
j /∈J αj
∏
j∈J
Y
αj
j
+O
eβZ∑j /∈J αj
∏
j∈J
Y
αj
j
 (min
j∈J
Yj)
−δ
 .
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En regroupant les formules (4.110) et (4.111) puis en simplifiant par Z
∑
j /∈J αj ,
on a pour Z > |Y| 1ν :
∑
y6Y
cJ,e(y) = ce
∏
j∈J
Y
αj
j
+O
eβ
∏
j∈J
Y
αj
j
 (min
j∈J
Yj)
−δ
+O (eβ|Y|D+1Z−δ) .
En particulier la fonction cJ,e vérifie la condition 1 de la définition 4.6.1.
Vérifions à présent que les cJ,e vérifient la condition 2. ConsidéronsK ( J
de cardinal k ∈ {1, ..., l−1}. Si x ∈ Nr, on pose u = (xi)i∈K , v = (xi)i∈J\K ,
z = (xi)i/∈J , y = (xi)i∈J . On suppose |u| 6 Z, |v| 6 Zmν , |V| 6 Z (où
V = (Vj)j∈J\K), |V| 6 Zmν et |u| 6
(∏
j∈J\K Vj
)ν
Zmν . On a alors par la
condition 2 sur he, pour u fixé :∑
v6V
∑
∀i/∈J, zi6Z
he(x) = cK,e(u)Z
∑
j /∈J αj
∏
j∈J\K
V
αj
j
+O
eβ|u|DZ∑j /∈J αj
 ∏
j∈J\K
V
αj
j
 ( min
j∈J\K
Vj)
−δ
 ,
et d’autre part∑
v6V
∑
∀j /∈J, zi6Z
he(x) =
∑
v6V
cJ,e(y)Z
∑
j /∈J αj
+O
eβ|u|D
 ∏
j∈J\K
Vj
D+1 Z∑j /∈J αj−δ
 .
En regroupant ces deux égalités et en simplifiant par Z
∑
j /∈J αj on trouve :
∑
v6V
cJ,e(y) = cK,e(u)
∏
j∈J\K
V
αj
j +O
eβ|u|D
 ∏
j∈J\K
V
αj
j
 ( min
j∈J\K
Vj)
−δ

+O
eβ|u|D
 ∏
j∈J\K
Vj
D+1 Z−δ
 .
En prenant Z assez grand on obtient alors la condition 2 pour cJ,e, et la
fonction arithmétique correspondant à K est alors cK,e.
Considérons à présent un réel A et J ⊂ {1, ..., r} de cardinal l. On fixe
w = (wi)i∈J et on pose ge,w la fonction de Nr−l dans [0,∞[ définie par,
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pour tout y = (yj)j /∈J :
ge,w(y) = 〈w〉−Ahe(x)
où 〈w〉 = ∏i∈J wi, xj = wj pour tout j ∈ J , et xj = yj pour j /∈ J .
Lemme 4.6.5. Si (he)e∈NN une (α, D, ν, δ,β)− famille, avec D > rmaxj(αj)
et δ 6 min{1,minj(αj)}, et si A > D + (r + 1)(maxj∈{1,...,r} αj) + ν−1(1 +
(maxj∈{1,...,r} αj)) alors (ge,w)e est une (α, D, ν, δ,β)− famille.
Démonstration. Quitte à permuter les variables, on peut supposer que J =
{1, ..., l}. On note alors ce,l pour ce,J . D’après le lemme 4.6.3, on a :
(4.112)
 l∏
j=1
wj
−A ce,l(w)
 l∏
j=1
w
−αj
j
 ce,l(w) eβ.
Montrons que pour tout w, en posant 〈w〉 = ∏li=1wi, on a :
(4.113)∑
y6Y
he(w,y)
〈w〉A =
ce,l(w)
〈w〉A
 r∏
j=l+1
Y
αj
j
+O
eβ
 r∏
j=l+1
Y
αj
j
 (minYj)−δ

(ce qui impliquera que (ge,w)e vérifie la condition 1. avec
ce,l(w)
〈w〉A à la place de
ce). Supposons dans un premier temps que |w| 6 〈Y〉ν . Puisque A > D, la
formule (4.113) découle directement de la condition 2 pour (he)e. Supposons
à présent que |w| > 〈Y〉ν . On remarque que :
ce,l(w)
〈w〉A
 r∏
j=l+1
Y
αj
j
 eβ
 l∏
j=1
w
αj−A
j
 r∏
j=l+1
Y
αj
j

 eβ|w|r(maxαj)−A
 r∏
j=l+1
Yj
maxαj
 eβ|w|maxαj(r+ν−1)−A  eβ.
De même, d’après le lemme 4.6.3 :
∑
y6Y
he(w,y)
〈w〉A  e
β
 l∏
j=1
w
αj−A
j
 r∏
j=l+1
Y
αj+1
j

 |w|(maxαj)(r+1+ν−1)−A 6 eβ.
Étant donné que δ 6 min{1,minj(αj)}, on a que
(∏r
j=l+1 Y
αj
j
)
(minYj)
−δ >
1, et l’égalité (4.113) est donc vraie.
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Nous allons montrer de façon analogue que (ge,w)e satisfait la condition
2. Considérons alors J ′ ⊂ {l + 1, ..., r}. Quitte à permuter les variables, on
peut supposer que J ′ = {l+ 1, ..., l+k} pour un certain k ∈ {1, ..., r− l−1}.
Nous allons chercher à montrer que
(4.114)∑
z6Z
he(w,v, z)
〈w〉A =
ce,l+k(w,v)
〈w〉A
 r∏
j=l+k+1
Z
αj
j
+O
eβ|v|D
 r∏
j=l+k+1
Z
αj
j
 (minZj)−δ

uniformément pour |v| 6 〈Z〉ν . Comme précédemment, nous commençons
par le cas |w| 6 〈Z〉ν . Puisque A > D, on a |(w,v)|D〈w〉−A 6 |v|D et la
formule (4.114) découle à nouveau de la condition 2 pour (he)e. Si |w| >
〈Y〉ν , d’après le lemme 4.6.3, on a comme précédemment :
ce,l+k(w)
〈w〉A
 r∏
j=l+k+1
Z
αj
j
 eβ
 l∏
j=1
w
αj−A
j
 l+k∏
j=1+1
v
αj
j
 r∏
j=l+k+1
Z
αj
j

 eβ|w|maxαj(r+ν−1)−A
 l+k∏
j=1+1
v
αj
j
 eβ
 l+k∏
j=1+1
v
αj
j

ainsi que
∑
z6Z
he(w,v, z)
〈w〉A  e
β
 l∏
j=1
w
αj−A
j
 l+k∏
j=1+1
v
αj
j
 r∏
j=l+k+1
Y
αj+1
j

 eβ
 l+k∏
j=1+1
v
αj
j
 .
d’où le résultat (puisque D > rmaxαj).
4.6.2 Lemmes préliminaires
Pour X > 1, on note
(4.115) ∆(r) = {t ∈ Rr | 1 < t1 < t2 < ... < tr},
(4.116) ∆(r)(X) = {t ∈ ∆(r) | tr 6 X}.
Nous allons chercher à évaluer les intégrales
Ie,j(X) =
∫
∆(r)(X)
(log〈t〉)j
tα+1
∑
x6t
he(x)dt,
où α+ 1 = (α1 + 1, ..., αr + 1) et 〈t〉 =
∏r
j=1 tj .
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Lemme 4.6.6. Soit (he)e∈NN une (α, D, ν, δ,β)− famille et j ∈ N∗. Il
existe un réel η > 0 et un polynôme qe,j à coefficients de taille O(eβ) tels
que :
Ie,j(X) = qe,j(log(X)) +O(e
βX−η).
Démonstration. Commençons par traiter le cas r = 1. Dans ce cas, on peut
réécrire la condition 1. sous la forme :∑
x6t
he(x) = cet
α + Ee(t)
où Ee est une fonction continue par morceaux telle que Ee(t) eβtα−δ. On
a alors que∫ X
1
(log t)j
tα+1
∑
x6t
he(x)dt =
ce
(j + 1)
(logX)j+1 +De,j +O(e
βX−δ logX)
avec
De,j =
∫ ∞
1
Ee(t)t
−α−1(log t)jdt eβ.
D’où le résultat lorsque r = 1.
Nous allons à présent procéder par récurrence sur r. Nous supposons ici
que r > 1 et que le lemme est établi pour toute valeur strictement inférieure à
r. Nous allons séparer l’ensemble ∆(r) en une union de r ensembles disjoints :
on pose t0 = 1 et β = min{ν, δ(2D + 4r)−1} (en particulier β < 1, puisque
ν < 1). Pour l ∈ {0, ..., r − 1}, notons
(4.117) ∆(r,l) = {t ∈ ∆(r) | tl 6 tβl+1, ∀i ∈ {l + 1, ..., r − 1}, ti > tβi+1},
(4.118) ∆(r,l)(X) = ∆(r,l) ∩∆(r)(X).
On a alors que
∆(r)(X) =
⊔
l∈{0,...,r−1}
∆(r,l)(X),
et on a donc
Ie,j(X) =
r−1∑
l=0
Ie,j,l(X),
où l’on a noté :
(4.119) Ie,j,l(X) =
∫
∆(r,l)(X)
(log〈t〉)j
tα+1
∑
x6t
he(x)dt.
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Traitons d’abord le cas des intégrales Ie,j,0(X). Pour t ∈ ∆(r,0)(X), on pose :∑
x6t
he(x) = cet
α + Ee(t)
avec
Ee(t) eβtαt−δ1 .
Pour tout Z > 1 :∫
∆(r,0)(2Z)\∆(r,0)(Z)
(log〈t〉)j
tα+1
Ee(t)dt
 eβ
∫ 2Z
Z
∫ tr
tβr
∫ tr−1
tβr−1
...
∫ t2
tβ2
〈t〉−1t−δ1 (log tr)jdt eβZ−δβ
r
.
On en déduit, en sommant sur les intervalles dyadiques, que l’intégrale
De,j,0 =
∫
∆(r,0)
(log〈t〉)j
tα+1
Ee(t)dt
existe et diffère de l’intégrale sur ∆(r,0)(X) d’un terme d’erreur O(eβX−δβr).
On a donc que :
Ie,j,0(X) = ce
∫
∆(r,0)(X)
(log〈t〉)j
〈t〉 dt+De,j,0︸ ︷︷ ︸
eβ
+O(eβX−δβ
r
).
Considérons à présent les intégrales Ie,j,l(X) pour l ∈ {1, ..., r − 1}. Pour
t ∈ Rr, on pose t = (t′, t′′) avec t′ = (t1, ..., tl) et t′′ = (tl+1, ..., tr). On a
alors |t′| 6 |t′′|ν (car β 6 ν) pour tout t ∈ ∆(r,l). Par conséquent, d’après la
condition 2, on a uniformément pour tout x′ 6 t′.∑
x′′6t′′
he(x
′,x′′) = ce,Jl(x
′)
r∏
j=l+1
t
αj
j + Ee,Jl(x
′, t′′),
où
Jl = {1, ..., l},
Ee,Jl(x
′, t′′) eβ|x′|Dt−δl+1
r∏
j=l+1
t
αj
j .
Posons
Re,l(t) =
∑
x′6t′
Ee,Jl(x
′, t′′).
Ceci définit une fonction sur ∆(r,l) satisfaisant
Re,l(t) eβ〈t′〉tDl t−δl+1
r∏
j=l+1
t
αj
j .
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Pour Z > 1 on voit alors que :
∫
∆(r,l)(2Z)\∆(r,l)(Z)
(log〈t〉)j
tα+1
Re,l(t)dt
 eβ
∫
Rl(Z)
〈t′′〉−1t−δl+1
∫
∆(l)(tβl+1)
tDl
l∏
j=1
t
−αj
j dt
′dt′′,
où
Rl(Z) = {t′′ | Z < tr < 2Z, ∀i ∈ {l + 1, ..., r − 1}, tβi+1 6 ti 6 ti+1}.
On remarque que tDl
∏l
j=1 t
−αj
j  tDβl+1 pour tout t′ ∈ ∆(l)(tβl+1), et que la
mesure de ∆(l)(tβl+1) est majorée par t
lβ
l+1 et on en déduit, puisque Dβ+ lβ 6
δ
2 , que l’intégrale ci-dessus est bornée par
eβ
∫
Rl(Z)
〈t′′〉−1t−δ/2l+1 dt′′  eβZ−δβ
r/2.
Ainsi, en sommant sur les intervalles dyadiques, il s’ensuit que
De,j,l =
∫
∆(r,l)
(log〈t〉)j
tα+1
Re,l(t)dt
est du type O(eβ) et diffère de l’intégrale sur ∆(r,l)(X) de O(eβX−δβr/2).
On a donc que :
Ie,j,l(X) = Ke,j,l +De,j,l +O(e
βX−δβ
r/2),
où
Ke,j,l =
∫
∆(r,l)(X)
(log〈t〉)j
〈t′′〉∏lj=1 tαj+1j
∑
x′6t′
ce,Jl(x
′)dt.
On observe que, par la formule du binôme de Newton :
Ke,j,l =
j∑
k=0
(
j
k
)∫
Sl(X)
(log〈t′′〉)j−k
〈t′′〉
∫
∆(l)(tβl+1)
(log〈t′〉)k∏l
j=1 t
αj+1
j
∑
x′6t′
ce,Jl(x
′)dt
où l’on a noté :
Sl(X) = {t′′ | tr 6 X, et ∀i ∈ {l + 1, ..., r − 1}, tβi+1 6 ti 6 ti+1}.
En appliquant alors l’hypothèse de récurrence ainsi que le lemme 4.6.4, on
trouve alors :∫
∆(l)(tβl+1)
(log〈t′〉)k∏l
j=1 t
αj+1
j
∑
x′6t′
ce,Jl(x
′)dt′ = Qe,l,k(log t
β
l+1) + Fe,l,k(t
β
l+1),
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où Qe,l,k est un polynôme à coefficients de type O(eβ) et Fe,l,k une fonction
telle que Fe,l,k(t) eβt−η(l) pour un certain η(l) > 0. Comme nous l’avons
fait précédemment, nous en déduisons qu’il existe un réel Ee,j,l,k tel que
Ee,j,l,k  eβ et∫
Sl(X)
(log〈t′′〉)j−k
〈t′′〉 Fe,l,k(t
β
l+1)dt
′′ = Ee,j,l,k +O(eβX−η(l)β
r/2).
En sommant sur k, on a alors qu’il existe un réel, noté Ee,j,l tel que :
Ke,j,l = Ee,j,l+
∫
Sl(X)
j∑
k=0
(
j
k
)
(log〈t′′〉)j−k
〈t′′〉 Qe,l,k(log t
β
l+1)dt
′′+O(eβX−η(l)β
k/2).
On obtient donc finalement :
Ie,j,l(X) = Ee,j,l +
∫
Sl(X)
j∑
k=0
(
j
k
)
(log〈t′′〉)j−k
〈t′′〉 Qe,l,k(log t
β
l+1)dt
′′
+O(eβX−η(l)β
k/2) +De,j,l +O(e
βX−δβ
r/2),
On peut par ailleurs développer (log〈t′′〉)j−kQe,l,k(log tβl+1) en un polynôme
en log(ti) pour i ∈ {l + 1, ..., r} à coefficients O(eβ), et on peut donc écrire
l’intégrale de la formule ci-dessus comme une combinaison linéaire (à coeffi-
cients de type O(eβ)) d’intégrales du type :
∫
Sl(X)
∏r
i=l+1(log ti)
bi∏r
i=l+1 ti
dt′′
avec bl+1, ..., br ∈ N\{0}. Ces intégrales peuvent être calculées explicitement
et sont des polynômes en log(X) à un terme d’erreur de type O(X−βr/2) près,
d’où le résultat.
On déduit directement de ce lemme le résultat suivant :
Lemme 4.6.7. Soit (he)e∈NN une (α, D, ν, δ,β)− famille et j ∈ N∗. Il
existe un réel η > 0 et un polynôme Qe,j à coefficients de taille O(eβ) tels
que : ∫
[1,X]r
(log〈t〉)j
tα+1
∑
x6t
he(x)dt = Qe,j(log(X)) +O(e
βX−η).
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4.6.3 Un résultat intermédiaire
On pose pour r ∈ N, j ∈ N∗ :
(4.120) Vr,j =
∫
[0,1]r
(ξ1 + ...+ ξr)
jdξ.
On remarque que :
Vr,j =
∑
a1+...+ar=j
∀i∈{1,...,r}, ai>0
(
j
a1 ... ak
)
1
(a1 + 1)...(ar + 1)
.
Théorème 4.6.8. Soit (he)e une (α, D, ν, δ,β)− famille et j ∈ N∗. Il existe
alors un réel η > 0 et une famille de polynômes (pe,j) de degré au plus r+ j
dont les coefficients sont de type O(eβ) tels que :∑
∀i, xi6X
(log〈x〉)j
xα
he(x) = pe,j(logX) +O(e
βX−η).
De plus, si ce 6= 0, alors le degré de pe,j est exactement r+j et son coefficient
dominant est (
∏r
i=1 αi) ceVr,j.
Démonstration. Commençons par remarquer que
∂
∂x
log(xy)j
xαyβ
= −αqj(log(xy))
xα+1yβ
,
où qj(t) = tj+jα−1tj−1. En appliquant cette égalité récursivement on obtient
alors par sommation par parties :
∑
∀i, xi6X
(log〈x〉)j
xα
he(x) =
∑
J⊂{1,...,r}
(∏
i∈J
αi
)
ΞJ ,
où
Ξ∅ = (r logX)jX−
∑r
i=1 αi
∑
∀i, xi6X
he(x),
et pour J 6= ∅ de cardinal n et m = r − n :
ΞJ = X
−∑i/∈J αi ∫
[1,X]n
qJ(log(X
m
∏
i∈J ti))∏
i∈J t
αi+1
i
∑
i∈J, xi6ti
∑
i/∈J, xi6X
he(x)d(ti)i∈J ,
où qJ est un polynôme unitaire de degré j. L’objectif est à présent de montrer
que pour tout J ⊂ {1, ..., r}, il existe un polynôme pe,J dont les coefficients
sont du type O(eβ), et satisfaisant la propriété :
(4.121) ΞJ = pJ(logX) +O
(
eβX−η
)
.
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Si J = {1, ..., r}, la formule (4.121) résulte du lemme 4.6.7. D’autre part, si
J = ∅, par définition de Ξ∅, on a
Ξ∅ = (r logX)j(ce +O(eβX−δ)),
d’où le résultat. Il nous reste à traiter le cas où n ∈ {1, ..., r−1}. Quitte à per-
muter les variables xi, on peut se ramener au cas où J = {1, ..., n}. Écrivons
alors Ξn = Ξ{1,...,n}. Soit t = (t1, ..., tn). Par développement multinomial, on
remarque qu’il existe des constantes γk,s telles que :
q{1,...,n}(log(Xm
∏
i/∈J
ti)) =
∑
k+s6j
γk,s(log(
n∏
i=1
ti))
k(logX)s,
et par conséquent,
(4.122) Ξn = X−
∑r
i=n+1 αi
∑
k+s6j
γk,s(logX)
s
∫
[1,X]n
(log(
∏n
i=1 ti))
k∏n
i=1 t
αi+1
i
∑
xi6ti
i∈{1,...,n}
∑
xi6X
i∈{n+1,...r}
he(x)dt.
Première étape : remarquons que
(4.123)
∫
[1,X]n
(log(
∏n
i=1 ti))
k∏n
i=1 t
αi+1
i
∑
xi6ti
i∈{1,...,n}
∑
xi6X
i∈{n+1,...r}
he(x)dt
=
∑
σ∈Sn
∫
∆(n)(X)
(log(
∏n
i=1 ti))
k∏n
i=1 t
αi
i
∑
xσ(i)6ti
i∈{1,...,n}
∑
xi6X
i∈{n+1,...r}
he(x)dt.
Comme dans la section précédente, nous allons partitionner l’ensemble ∆(n)(X).
Prenons à nouveau β = min{ν, δ(2D+4r)−1}, et considérons les intervalles :
∀i ∈ {0, ..., n− 1}, Ii =]Xβi+1 , Xβi ], In = [1, Xβn ],
On a alors
[1, X] =
⊔
06i6n
Ii.
Étant donné t ∈ ∆(n)(X), il existe au moins un entier i ∈ {0, ..., n} tel que
Ii ne contient aucune des coordonnées de t. Notons i(t) le plus petit de ces
entiers i. On pose alors l(t) = 0 si t1 > Xβ
i(t) , et sinon l(t) désigne le plus
grand entier l tel que tl 6 Xβ
i(t)+1 . On note alors
∆
(n)
i,l (X) = {t ∈ ∆(n)(X) | i(t) = i, l(t) = l}.
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On a alors
∆(n)(X) =
⊔
06i6n
∆
(n)
i,l (X),
et on remarque de plus que ∆(n)i,l (X) est non vide uniquement lorsque i+ l 6
n. On pose à présent
Jσk,n,i,l(e) = X
−∑rρ=n+1 αρ ∫
∆
(n)
i,l (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 t
αρ+1
ρ
∑
xσ(ρ)6tρ
ρ∈{1,...,n}
∑
xρ6X
ρ∈{n+1,...r}
he(x)dt,
et on a alors, par les formules (4.122) et (4.123)
Ξn =
∑
σ∈Sn
∑
k+s6j
γk,s(logX)
s
∑
i+l6n
Jσk,n,i,l(e).
Deuxième étape : nous allons à présent chercher à évaluer Jσk,n,i,l(e). Quitte
à permuter les variables, nous nous ramenons à l’estimation de Jk,n,i,l(e) =
JIdk,n,i,l(e). Commençons par traiter le cas de Jk,n,i,0(e). Remarquons que
∆
(n)
0,0 (X) est vide, et que l’on peut donc supposer i > 1. Pour t ∈ ∆(n)i,0 (X),
on a t1 > Xβ
i > Xβn et la condition 1. donne :
∑
xρ6tρ
ρ∈{1,...,n}
∑
xρ6X
ρ∈{n+1,...r}
he(x) = ceX
∑r
ρ=n+1 αρ
n∏
ρ=1
t
αρ
ρ +O
eβX∑rρ=n+1 αρ−δβn n∏
ρ=1
t
αρ
ρ
 .
Par conséquent,
Jk,n,i,0(e) = ce
∫
∆
(n)
i,0 (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 tρ
dt+O
(
eβX−δβ
n/2
)
.
Montrons à présent qu’il existe un polynôme Q ne dépendant que de n, i, β, k
tel que :
(4.124)
∫
∆
(n)
i,0 (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 tρ
dt = Q(logX).
Pour cela, considérons des entiers naturels n = u1 > u2 > ... > ui > ui+1 = 1
et posons u = (u1, ..., ui+1). Soit
Γi,u = {t ∈ ∆(n)(X) | ∀λ ∈ {0, ..., i−1}, ∀ρ ∈ {uλ+2 +1, ..., uλ+1}, tρ ∈ Iλ}.
Par construction
∆
(n)
i,0 (X) =
⊔
u
Γi,u.
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Par développement multinomial, on a :
∫
∆
(n)
i,0 (X)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 tρ
dt
=
∑
u
∑
a1+...+an=k
(
k
a1 ... an
)∫
Γi,u
∏n
ν=1(log tρ)
aρ∏n
ρ=1 tρ
dt.
Par définition de Γi,u, cette dernière intégrale se factorise en produit d’inté-
grale sur tρ ∈ Iλ avec ρ ∈ {uλ+2 + 1, ..., uλ+1}. Une telle intégrale prend la
forme : ∫
Y β6v1<...<vs6Y
∏s
ρ=1(log vρ)
bρ∏s
ρ=1 vρ
dv,
où Y = Xβλ . Ces intégrales peuvent être calculées explicitement et donnent
un polynôme en log(X), d’où le résultat. Nous avons donc montré que
Jk,n,i,0(e) = ceQ(logX) +O
(
eβX−δβ
n/2
)
.
Traitons maintenant le cas l = n. Puisque l’on a supposé l + i 6 n, on doit
avoir i = 0, et on observe que ∆(n)0,n(X) = ∆
(n)(Xβ). Rappelons que β 6 ν,
et par conséquent, en écrivant x′ = (x1, ..., xl), on déduit de la condition 2
que ∑
xj6X
j∈{n+1,...,r}
he = ce,{1,...,l}(x′)X
∑r
j=n+1 αj +O
(
eβ|x′|DX
∑r
j=n+1 αj−δ
)
.
Pour t ∈ ∆(n)(Xβ), en sommant sur x′ 6 t, on obtient :∑
x′6t
∑
xj6X
j∈{n+1,...,r}
he = X
∑r
j=n+1 αj
∑
x′6t
ce,{1,...,l}(x′)+O
(
eβ|t|n+DX
∑r
j=n+1 αj−δ
)
.
En rappelant que β 6 δ/(4n+ 2D), et en utilisant la définition de Jk,n,0,n(e)
on trouve :
Jk,n,0,n(e) =
∫
∆(n)(Xβ)
(log(
∏n
ρ=1 tρ))
k∏n
ρ=1 t
αρ+1
ρ
∑
x′6t
ce,{1,...,l}(x′)dt+O
(
eβX−δ/2
)
.
D’après le lemme 4.6.4, on peut appliquer le lemme 4.6.6 avec ce,{1,...,l} à
la place de he, et il s’ensuit que Jk,n,0,n(e) est un polynôme en logX à
coefficients de type O(eβ) à un terme d’erreur près de type O(eβX−η) pour
un certain η > 0. Il nous reste à traiter le cas où l ∈ {1, ..., n − 1}. Posons
t = (t′, t′′), avec t′ = (t1, ..., tl) et t′′ = (tl+1, ..., tn). Remarquons que t ∈
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∆
(n)
i,l (X) si et seulement si t
′ ∈ ∆(l)(Xβi+1) et t′′ ∈ ∆(n−l)i,0 (X). De plus
β 6 ν, et par la condition 2 on a :
∑
xi6ti
l<i6n
∑
xi6X
n<i6r
he(x) = ce,{1,...,l}(x′)X
∑r
j=n+1 αj
n∏
ρ=l+1
t
αρ
ρ
+O
eβ|x′|DX∑rρ=n+1 αρ
 n∏
ρ=l+1
t
αρ
ρ
 t−δl+1
 .
Puis en sommant sur les x′ 6 t′, on trouve (puisque tl+1 > Xβ
i) :
∑
xi6ti
16i6n
∑
xi6X
n<i6r
he(x) = X
∑r
j=n+1 αj
n∏
ρ=l+1
t
αρ
ρ
∑
x′6t′
ce,{1,...,l}(x′)
+O
eβ|t′|D+nX∑rρ=n+1 αρ−δβi
 n∏
ρ=l+1
t
αρ
ρ
 .
En multipliant ce résultat par
(∏n
ρ=1 t
−αρ−1
ρ
)
(log
∏n
ρ=1 tρ)
k et en intégrant
sur ∆(n)i,l (X), le terme d’erreur peut être majoré par :
eβX
∑r
ρ=n+1 αρ−δβi(logX)k
∫
∆
(n)
i,l (X)
 n∏
ρ=1
tρ
−1 |t′|n+Ddt
 eβX
∑r
ρ=n+1 αρ−δβi(logX)k+n
∫
∆(l)(Xβi+1 )
|t′|n+Ddt′︸ ︷︷ ︸
Xβi+1(2n+D)Xδβi/2
 eβX
∑r
ρ=n+1 αρ−δβn/2.
Ainsi, à un terme d’erreur O(eβX
∑r
ρ=n+1 αρ−δβn/2) près, l’intégrale Jk,n,l,n(e)
vaut :
∑
k′+k′′=k
(
k
k′
)∫
∆
(n−l)
i,0 (X)
(log
∏n
ρ=l+1 tρ)
k′′∏n
ρ=l+1 tρ∫
∆(l)(Xβ
i+1
)
(log
∏l
ρ=1 tρ)
k′∏l
ρ=1 t
αρ+1
ρ
∑
x′6t′
ce,{1,...,l}(x′)dt′
Par application des lemmes 4.6.4 et 4.6.6 et de la formule (4.124), on montre
directement que ceci est, à un terme d’erreur O(eβX−η) près, un polynôme
en log(X) à coefficients O(eβ).
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Troisième étape : Le degré et le coefficient dominant du polynôme pe,j
peuvent être calculés de la manière suivante. On a par définition de Ξr et
par la condition 1. :
Ξr = ce
∫
[1,X]r
q{1,...,r}(log(
∏r
i=1 ti))∏r
i=1 ti
dt+O
(
eβ
∫
[1,X]r
(log(
∏r
i=1 ti))
j∏r
i=1 ti mini∈{1,...,r} t
δ
i
dt
)
.
Puisque q{1,...,r} est unitaire de degré j, il s’ensuit que :
Ξr = ce
∫
[1,X]r
(log(
∏r
i=1 ti))
j∏r
i=1 ti
dt+O
(
eβ(logX)r+j−1
)
.
Par développment multinomial, on obtient :
Ξr = ce
∑
a1+...+ar=j
(
j
a1 ... ar
)∫
[1,X]r
∏r
i=1(log ti)
ai∏r
i=1 ti
dt+O
(
eβ(logX)r+j−1
)
= ce
∑
a1+...+ar=j
(
j
a1 ... ar
)
(logX)r+j∏r
i=1(ai + 1)
+O
(
eβ(logX)r+j−1
)
= ceVr,j(logX)
r+j +O
(
eβ(logX)r+j−1
)
.
En utilisant à nouveau la condition 1, on montre par ailleurs que pour tout
J ( {1, ..., r} de cardinal n :
ΞJ  eβ(logX)n+j .
Anisi, on obtient
∑
∀i, xi6X
(log〈x〉)j
xα+1
he(x) =
(
r∏
i=1
αi
)
Vr,jce(logX)
r+j +O
(
eβ(logX)r+j−1
)
,
ce qui achève la démonstration du théorème.
4.6.4 Sommation sur les fibres
Nous allons commencer par évaluer
∑
xα6P he(x) pour des xj assez
grands. Plus précisément, fixons un élément W ∈ [1, P ]r et considérons :
Υe(P,W) =
∑
wα6P
w>W
he(w),
pr(t) =
r−1∑
l=0
(−1)r+1+l
l!
tl.
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Lemme 4.6.9. Soit (he)e une (α, D, ν, δ,β)− famille. Supposons de plus
que Wα 6 P 12 et que minj∈{1,...,r}Wj > log(P )
2r
δ . On a alors :
Υe(P,W) = cepr
(
log
(
P
Wα
))
P +O
(
eβP (logP )r( min
j∈{1,...,r}
Wj)
− δ
2r
)
.
Pour démontrer ce lemme, nous aurons besoin du résultat ci-dessous :
Lemme 4.6.10. Soient r et J deux entiers naturels. Pour tout t ∈ C, on
a :
(1− t)r
∑
j1+...+jr6J
∀k, jk>0
tj1+...+jr = 1− tJ+1
r−1∑
l=0
(
J + l
l
)
(1− t)l.
Démonstration. Voir [B-B, Lemme 2.9].
Démonstration du lemme 4.6.9. Nous allons nous ramener à l’évaluation des
sommes
He(U
+,U−) =
∑
U−<u6U+
he(u).
Soit θ un réel, et J un entier naturel que nous préciserons ultérieurement.
On suppose que 1 < θ < 3 et que θJ = P/Wα. Pour j > 0, nous poserons
Uk,j = Wkθ
j
αk ,
et notons Uj = (U1,j1 , ..., Ur,jr). Nous considérons alors les boîtes Uj <
u 6 Uj+1 qui sont incluses dans {u | uα 6 P} lorsque Wαθ(
∑r
k=1 jk)+r =
Uαj+1 6 P , ce qui est vrai si et seulement si |j|1 = j1 + ... + jr 6 J − r.
Soit u tel que u >W et uα 6 P . Il existe alors un unique j ∈ Nr tel que
Uj < u 6 Uj+1. Les inégalités Uαj < uα 6 P impliquent |j|1 6 J . On a
donc que
(4.125)
∑
|j|16J−r
He(Uj+1,Uj) 6 Υe(P,W) 6
∑
|j|16J
He(Uj+1,Uj).
En notant pour tout X ∈ Nr :
He(X) =
∑
x6X
he(X),
on obtient alors l’identité :
(4.126) He(Uj+1,Uj) =
∑
s∈{0,1}r
(−1)r−|s|1He(Uj+s).
Par ailleurs, d’après la condition 1. :
He(Uj+s) = ceW
αθ|j+s|1 +O
(
eβWα(minWj)
−δθ|j+s|1
)
.
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Posons à présent J+ = J et J− = J − r et étudions les sommes :
Υ+e =
∑
|j|16J+
He(Uj+1,Uj),
Υ−e =
∑
|j|16J−
He(Uj+1,Uj).
Les égalités précédentes donnent alors :
Υ±e = ceW
α
∑
|j|16J±
∑
s∈{0,1}r
(−1)r−|s|1θ|j+s|1+O
eβWα(minWj)−δ ∑
|j|16J±
θ|j|1
 .
En utilisant l’égalité : ∑
s∈{0,1}r
(−1)r−|s|1T |s|1 = (T − 1)r,
on a
(4.127) Υ±e = ce(θ − 1)rWα
∑
|j|16J±
θ|j|1 +O
eβWαW−δj0 ∑
|j|16J±
θ|j|1
 ,
avec Wj0 = minWj . Le terme d’erreur peut être majoré par
eβWαW−δj0 θ
J Card{j ∈ Nr | |j|1 6 J}  eβPJrW−δj0 .
En utilisant l’égalité du lemme 4.6.10 avec t = θ dans la formule (4.127), et
en multipliant par (−1)r on trouve alors (en rappelant que θJ = P/Wα) :
Υ+e = cePθ
r−1∑
l=0
(
J + l
l
)
(−1)r+1+l(θ−1)l+O
(
eβWα
)
+O
(
eβPJrW−δj0
)
,
et de même :
Υ−e = cePθ
1−r
r−1∑
l=0
(
J − r + l
l
)
(−1)r+1+l(θ−1)l+O
(
eβWα
)
+O
(
eβPJrW−δj0
)
.
Choisissons à présent J = bW δ/2rj0 c, de sorte que J > logP et que 1 < θ 6 e.
On a alors
θ = exp
(
J−1 log
(
P
Wα
))
= 1 + J−1 log
(
P
Wα
)
+O
(
J−2(logP )2
)
(car on a supposé Wα 6 P 12 ). D’autre part, on remarque que(
J + l
l
)
=
J l
l!
+O(J l−1)
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et par conséquent(
J + l
l
)
(θ − 1)l = 1
l!
log
(
P
Wα
)l
+O
(
J−1(logP )l+1
)
.
On multiplie cette égalité par (−1)r+l+1 et on somme sur l ∈ {0, ..., r − 1}.
En rappelant que
pr(t) =
r−1∑
l=0
(−1)r+l+1
l!
tl,
on obtient donc que :
Υ+e = cePpk
(
log
P
Wα
)
+O
(
eβ
(
P (logP )rJ−1 +Wα + PW−δj0 J
r
))(4.128)
= cePpk
(
log
P
Wα
)
+O
(
eβP (logP )rW
− δ
2r
j0
)
.
(4.129)
De façon analogue on obtient exactement la même formule asymptotique
pour Υ−e et donc pour Υe(P,W) d’après (4.125).
4.6.5 Démonstration du théorème 4.6.2
Nous sommes à présent en mesure de démontrer le théorème 4.6.2. Dans
ce qui va suivre, nous considérerons (he)e une (α, D, ν, δ,β)− famille. On
vérifie facilement qu’alors (he)e est une (α, D, ν ′, δ′,β)− famille pour tous
ν ′ 6 ν, δ′ 6 δ, et on peut donc supposer dorénavant que ν 6 1
2
∑r
j=1 αj
et
δ 6 12 . Fixons par ailleurs les paramètres
(4.130) A = D + (r + 1) max
j∈{1,...,r}
(αj) + ν
−1(1 + max
j∈{1,...,r}
(αj)),
(4.131) B = 4Ar2/δ.
Introduisons un paramètre V > 4 et supposons que P est tel que V Br 6 P ν .
On pose alors
V0 = 1, V1 = V, ∀k ∈ {1, ..., r}, Vk = V Bk−1 , Vr+1 = P,
et
V0 = [V0, V1], ∀k ∈ {1, ..., r}, Vk =]Vk, Vk+1]
de sorte que
[1, P ] =
r⊔
k=0
Vk.
4.6. QUATRIÈME ÉTAPE 325
Par le principe des tiroirs, pour tout x = (x1, ..., xr) ∈ Nr tel que xα 6 P ,
il existe au moins un l ∈ {0, ..., r} tel que xj /∈ Vl pour tout j ∈ {1, ..., r}.
On note alors l(x) le plus grand de ces entiers l. Posons ensuite pour tout
l ∈ {0, ..., r} :
Υe,l(P ) =
∑
xα6P
l(x)=l
he(x)
(on remarque que Υe(P ) =
∑r
l=0 Υe,l(P )). Remarquons que la condition
l(x) = r équivaut à dire que |xj | 6 Vr pour tout j ∈ {1, ..., r}. Donc, d’après
la condition 1, on obtient la borne :
Υe,r(P ) 6 He(Vr, ..., Vr) eβ
r∏
j=1
V
αj
r  eβV Br
∑r
j=1 αj  eβP 12 .
Considérons à présent x ∈ Nr tel que xα 6 P et l(x) = l avec l ∈ {0, ..., r−
1}. On peut associer à un tel x les ensembles
J (x) = {j ∈ {1, ..., r} | xj 6 Vl},
∀m ∈ {l + 1, ..., r}, Lm(x) = {j ∈ {1, ..., r} | xj ∈ Vm}.
On observe que {1, ..., r} = J (x) unionsq (⊔rm=l+1 Lm), et on note
A(x) = (J (x),Ll+1(x), ...,Lr(x)).
Une partition A = (J ,Ll+1, ...,Lr) de {1, ..., r} telle que Lm 6= ∅ pour
tout m ∈ {l + 1, ..., r} sera dite admissible pour l. On a alors pour tout
l ∈ {0, ..., r − 1} :
Υe,l(P ) =
∑
A admissible
pour l
Υe,A(P ),
où
Υe,A(P ) =
∑
xα6P
A(x)=A
he(x).
Nous allons à présent utiliser cette décomposition de Υe(P ) pour démontrer
le résultat ci-dessous :
Lemme 4.6.11. Soit (he)e une (α, D, ν, δ,β)− famille. On a alors pour
tout e :
Υe(P ) =
ce
(r − 1)!P (logP )
r−1 +O
(
eβP (logP )r−2 log(logP )
)
.
Démonstration. Le cas r = 1 est immédiat d’après la condition 1. Nous sup-
poserons donc dorénavant r > 2, et nous choisissons V = (logP )B.
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On considère l’ensemble A = (∅, {1, ..., r}) qui est admissible pour r− 1.
Si A(x) = A, alors pour tout j ∈ {1, ..., r}, xj > Vr−1 et xj ∈ Vr =]Vr, P ].
On en déduit que
Υe,A(P ) = Υe(P, (Vr, ..., Vr).
Puisque Vr = (logP )B
r et que Br = (4Ar
2
δ )
r > 2rδ > 1, on peut appliquer le
lemme 4.6.9, et on obtient :
Υe(P, (Vr, ..., Vr)) = cepr
(
log
(
P∏r
j=1 V
αj
r
))
P +O
(
eβP (logP )r(logP )−
Brδ
2r
)
=
ce
(r − 1)!P (logP )
r−1 +O
(
eβP (logP )r−2 log(logP )
)
.
Il reste à montrer que pour tout autre ensemble A admissible pour l, la
somme Υe,A(P ) est du type
(
eβP (logP )r−2 log(logP )
)
. Commençons par
traiter le cas où J = ∅. Considérons un ensemble (∅,Ll+1, ...,Lr) admissible
pour l. Nous avons déjà traité les cas l = r et l = r − 1. Nous supposons
donc que l ∈ {0, ..., r−2}. Soit x ∈ Nr tel que A(x) = A. Puisque Ll+1 6= ∅,
il existe un certain j0 ∈ {1, ..., r} tel que xj0 ∈ Vl+1. Quitte à permuter les
variables, nous pouvons supposer, pour simplifier, que j0 = 1. On a alors,
pour tout j 6= 1, xj > Vl+1. En utilisant le lemme 4.6.9 (en remarquant que
Vl+1 > (logP )
2r/δ puisque B > 2rδ ) on en déduit l’estimation :
Υe,A(P ) 6
∑
Vl+1<x16Vl+2
∑
∀j 6=1, xj>Vl+1
xα6P
he(x)
= Υe(P, (Vl+1, Vl+1, ..., Vl+1))−Υe(P, (Vl+2, Vl+1, ..., Vl+1))
= ceP
(
pr
(
log
P∏r
j=1 V
αj
l+1
)
− pr
(
log
P
V α1l+2
∏r
j=2 V
αj
l+1
))
+O(eβP )
 eβα1P log
(
Vl+2
Vl+1
)
(logP )r−2 +O
(
eβP (logP )r−2 log(logP )
)
 eβP (logP )r−2 log(logP ).
Supposons à présent que A = (J ,Ll+1, ...,Lr) est admissible pour l avec
J 6= ∅. Puisque tous les Lm sont non vides, on a l > 1. Quitte à permuter les
variables, on peut supposer que J = {1, ..., k} pour un certain k > 1. Soit
x ∈ Nr tel que A(x) = A. On pose w = (x1, ..., xk) et y = (xk+1, ..., xr).
On a alors que yj > Vl+1 pour tout j et wj 6 Vl, et donc :
Υe,A(P ) 6
∑
∀j∈{1,...,k}, xj6Vl
∑
∏r
j=k+1 y
αj
j 6
P∏k
j=1
x
αj
j
he(w,y).
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Or, d’après le lemme 4.6.9 on a :∑
∏r
j=k+1 y
αj
j 6
P∏k
j=1
x
αj
j
he(w,y)
=
ce,{1,...,k}(w)∏k
j=1 x
αj
j
Ppr−k
(
log
P∏k
j=1 x
αj
j
∏r
j=k+1 V
αj
l+1
)
+O(eβPV −δl+1(logP )
r(
k∏
j=1
x
αj
j )
A)
 ce,{1,...,k}(w)∏k
j=1 x
αj
j
P (logP )r−k−1 + eβPV −δl+1(logP )
r(
k∏
j=1
x
αj
j )
A.
Puis, en sommant sur lesw tels que |w| 6 Vl et en utilisant le théorème 4.6.8,
on obtient
Υe,A(P ) eβP (logP )r−k−1(log Vl)k + eβ
k∏
j=1
V A+1l V
−δ/2r
l+1 (logP )
r
 eβP (logP )r−k−1(log(logP ))k + eβ
k∏
j=1
(logP )r+kB
l(A+1)−Bl+1δ/2r
 eβP (logP )r−2 log(logP ) + eβ
k∏
j=1
(logP )r−2
(par définition B, on a en effet kBl(A+ 1)−Bl+1δ/2r 6 −2).
Nous sommes à présent en mesure de démontrer le théorème 4.6.2 :
Démonstration du théorème 4.6.2. Posons κ = ν
(
∑r
j=1 αj)B
r et choisissons V =
P κ. Nous allons montrer que pour un ensemble A admissible pour l ∈
{0, ..., r − 1}, il existe un polynôme pA,e de degré au plus r − 1 à coeffi-
cients du type O(eβ) tel que :
(4.132) Υe,A(P ) = PpA,e(logP ) +O(eβP 1−η)
pour un certain η > 0. Commençons par considérer le cas oùA = {∅,Ll+1, ...,Lr}
admissible pour l. Si l = r−1, alors Lr = {1, ..., r} et Υe,A(P ) = Υe(P, (Vr, ..., Vr))
et on a donc :
Υe,A(P ) = cePpr
(
log
P
V
∑r
j=1 αj
r
)
+O(eβPV −δ/2rr )
= cePpr
(
log
P
V
∑r
j=1 αj
r
)
+O(eβP 1−η)
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pour 0 < η < νrB . Si à présent l ∈ {0, ..., r− 2}, on a alors si A(x) = A pour
tout m ∈ {l + 1, ..., r − 1}, Vm < xj 6 Vm+1, ∀j ∈ Lm et on en déduit :
Υe,A(P ) =
∑
V=(V (1),...,V (r))
(−1)ε(V)Υe(P,V),
avec V (j) ∈ {Vm, Vm+1} pour j ∈ Lm et V (j) = Vr si j ∈ Lr, et avec
ε(V) ∈ {0, 1} pour tout V. Puisque V = P κ, d’après le lemme 4.6.9 :
Υe(P,V) = cePpr
(
log
P∏r
j=1(V
(j))αj
)
+O(eβP 1−η).
Puisque tous les V (j) sont des puissances de P , on a que log P∏r
j=1(V
(j))αj
est un multiple de logP , et on obtient donc bien la formule (4.132) pour
Υe,A(P ).
Considérons à présent A = {J ,Ll+1, ...,Lr} est admissible pour l avec
J 6= ∅. Quitte à permuter les variables, on peut supposer J = {1, ..., k}.
Nous noterons alors x = (w,y) pour tout x tel que A(x) = A, comme dans
la démonstration du théorème précédent. On obtient alors
Υe,A(P ) =
∑
|w|6Vl
∑
∏r
j=k+1 y
αj
j 6
P∏k
j=1
x
αj
j
∀j∈Lm, yj∈Vm
he(w,y).
Comme précédemment, nous pouvons écrire
Υe,A(P ) =
∑
∀j∈{1,...,k}
xj6Vl
∑
V=(V (1),...,V (r))
(−1)ε(V)
∑
∏r
j=k+1 y
αj
j 6
P∏k
j=1
x
αj
j
y>V
he(w,y).
Or, d’après le lemme 4.6.5 et le lemme 4.6.9∑
∏r
j=k+1 y
αj
j 6
P∏k
j=1
x
αj
j
y>V
he(w,y)
=
ce,{1,...,k}(w)∏k
j=1 x
αj
j
Ppr−k
(
log
P∏k
j=1 x
αj
j
∏r
j=k+1(V
(j))αj
)
+O(eβP 1V −δl+1(logP )
r(
k∏
j=1
x
αj
j )
A).
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Remarquons que
∏r
j=k+1(V
(j))αj = P ρ pour un certain ρ > 0, et donc que
log
P∏k
j=1 x
αj
j
∏r
j=k+1(V
(j))αj
= (1− ρ) logP − log
k∏
j=1
x
αj
j .
Le polynôme pr−k
(
log P∏k
j=1 x
αj
j
∏r
j=k+1(V
(j))αj
)
peut donc se réécrire comme
un polynôme en logP (à coefficients O(1)). En sommant sur V et sur w, on
obtient alors qu’il existe un polynôme pA,e à coefficients O(eβ) tels que :
Υe,A(P ) = pA,e(logP )P +O(eβP 1V −δl+1(logP )
r(
k∏
j=1
V
αj+1
l )
A)
= pA,e(logP )P +O(eβP 1−η),
pour un certain η > 0, d’où le résultat. Nous avons donc établi la for-
mule (4.132) pour tout ensemble A admissible pour l ∈ {0, ..., r − 1}. Nous
en déduisons qu’il existe un polynôme p∗e de degré au plus r−1 à coefficients
O(eβ) tel que
Υe(P ) = p
∗
e(logP ) +O(e
βP 1−η).
Or, d’après le lemme 4.6.11, nous savons alors que p∗e(t) est du type
ce
(r−1)! t
r−1+∑r−2
k=0 αkt
k, avec αk  eβ pour tout k, ce qui clôt la démonstration du théo-
rème.
4.6.6 Application du théorème 4.6.2
Comme nous l’avons annoncé à la fin de la section 4.2, nous allons cher-
cher à appliquer le théorème 4.6.2 aux familles de fonctions (he)e∈Nn+r et
(he)e∈Nn+r . Pour cela, il convient de vérifier que ces familles de fonctions
sont bien des (α, D, ν, δ,β)− famille pour des paramètres (α, D, ν, δ,β) bien
choisis.
Rappelons que par définition :
he(k1, ..., kr) = Card
{
x ∈ (Z \ {0})n+r | e.x ∈ U, F (e.x) = 0,
∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj , ∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j
 .
Or, nous avons vu que, puisque
∑
∀j∈{1,...,r},kj6Pj = NU,e(P1, ..., Pr), d’après
le théorème 4.5.1, (he)e∈Nn+r vérifie la condition 1. pour αj = nj − dj pour
tout j ∈ {1, ..., r}, ce = Cσ,e et β défini par
eβ = max
e4+δ0
(
n+r∏
i=1
ei
)−1
,
(
n+r∏
i=1
ei
)− 1
2
 ,
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(le fait que Cσ,e  eβ découle de la remarque 4.3.26).
On remarque que, pour tous k = (km+1, ..., kr) et tous P1, ..., Pm, pour
φm(k) = {(xi)i∈Im ∈ Aλm ∩ Zs, | ∀j ∈ {1, ..., r},
⌊
|(e.x)E(n+j)|
⌋
= kj ,
∀i ∈ {1, ..., n+ r}, |xi| 6 1
ei
r∏
j=1
(kj + 1)
ai,j}
∑
∀j∈{1,...,m},kj6Pj
he(k1, ..., kr)
=
∑
(xi)i∈Im∈φm(k)
N(xi)i∈Im ,e(P1, ..., Pm) +O(E)
où
E =
∑
σ∈Sr
r−1∑
m′=1
∑
(xi)i∈Im′,σ /∈A
λσ
m′,σ
 ∏
i/∈Im′,σ
ei
−1 m∏
j=1
P
nσ(j)
j
 r∏
j=m+1
k
∑
i/∈Im,σ ai,σ(j)
j


(
n+r∏
i=1
ei
)− 1
2
 m∏
j=1
P
nj
j
 r∏
j=m+1
k
nj+4dj
j
P−λσ/2σ(r) .
D’autre part, la formule du corollaire 4.4.11, est valable pour tous (xi)i∈Im ,k
tels que
(
e0,m
∏r
j=m+1 k
dj
j
)2
P−1+3d˜mθ < 1, où P =
∏m
j=1 P
dj
j . Par consé-
quent, on obtient, uniformément pour tous (km+1, ..., kr) tels que
(
e0
∏r
j=m+1 k
dj
j
)2
<
P 1−3d˜mθ donc en particulier pour
(
e0
∏r
j=m+1 k
dj
j
)2
<
(∏m
j=1 P
dj
j
) 7
10 (puisque
θ < 1
10d˜m
) :
(4.133) ∑
∀j∈{1,...,m},kj6Pj
he(k1, ..., kr) =
∑
(xi)i∈Im∈φm(k)
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

+O
e40
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj
j
P−δ
 .
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On peut en fait remplacer la condition
(
e0
∏r
j=m+1 k
dj
j
)
<
(∏m
j=1 P
dj
j
) 7
20
par
(4.134)
r∏
j=m+1
k
dj
j <
 m∏
j=1
P
dj
j
 110−δ ,
avec δ > 0 arbitrairement petit. En effet, si l’on suppose e0 6
(∏m
j=1 P
dj
j
) 1
4
+δ
,
alors la condition (4.134) implique :e0 r∏
j=m+1
k
dj
j
 <
 m∏
j=1
P
dj
j
 110 + 14 =
 m∏
j=1
P
dj
j
 720 ,
et donc la formule (4.133) est vérifiée.
Si l’on suppose à présent que e0 >
(∏m
j=1 P
dj
j
) 1
4
+δ
on a alors que, d’après
les lemmes 4.4.9 et 4.4.7 :
∑
(xi)i∈Im∈φm(k)
S(xi)i∈Im ,eJ(xi,ei)i∈Im ,k
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j
j
 m∏
j=1
P
nj−dj
j

 e2+δ0,m
∏
i/∈Im
ei
−1 r∏
j=m+1
k
∑
i/∈Im ai,j+4dj+δ
j
 m∏
j=1
P
nj−dj
j
Cardφm(k)
 e40
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj
j
P−δ,
et d’autre part,
∑
∀j∈{1,...,m},kj6Pj he(k1, ..., kr) peut être majoré trivialement
par
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj
j
 m∏
j=1
P
nj
j

 e40
(
n+r∏
i=1
ei
)−1 r∏
j=m+1
k
nj+4dj
j
 m∏
j=1
P
nj−dj−δ
j
 .
La formule (4.133) est donc vérifiée. Ainsi, on a que la condition 2. est vérifiée
par (he)e pour D = maxj∈{1,...,r}{nj + 4dj} et ν = 1maxj∈{1,...,r} dj
(
1
10 − δ
)
.
Nous pouvons donc bien appliquer le théorème à la famille (he)e et nous
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obtenons :∑
∏r
j=1 k
nj−dj
j 6B
he(k1, ..., kr)
= Cσ,eB(logB)
r−1+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
B(logB)r−2
 .
Par les mêmes calculs, on trouve exactement le même résultat avec (he)e, et
on en déduit le théorème ci-dessous :
Théorème 4.6.12. Si l’on a n+ r > m, alors pour tout σ ∈ ∆max :
Ne,σ,U (B) =
1
(r − 1)!Cσ,eB log(B)
r−1+O
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
B log(B)r−2
 .
Remarque 4.6.13. On remarque que, d’après le lemme 4.5.2 on a
m 6 r(8.2
∑r
j=1 dj+4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
+ max
m∈{1,...,r}
σ∈Sr
max
(j,k)∈Cm,τ
dimV ∗τ,m,t,(j,k).
Par conséquent, si l’on note
n(F ) = n+ r − max
m∈{1,...,r}
τ∈Sr
min
t(m,τ)∈Dm,τ
max
(j,k)∈Cm,τ
dimV ∗
τ,m,t(m,τ),(j,k)
,
où D∗m,τ = {d = (dj,k)(j,k)∈Cm,τ ∈ NCm,τ | Fd 6= 0}, alors le théorème 4.6.12
est vérifié lorsque
n(F ) > r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 .
4.7 Conclusion et interprétation des constantes
Nous allons à présent conclure quant à la formule asymptotique pour
NV (B) = Card{P = pi(x) ∈ Y (Q) | x ∈ V (Q) | HD0(P ) 6 B},
où V est l’ouvert V = pi(U) de X. Nous avons vu dans la section 3.2.2 que
NV (B) = 1
2r
N0,U (B),
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où
N0,U (B) = Card{x ∈ (Z \ {0})n+r ∩ U |
F (x) = 0, pgcdσ∈∆max(x
σ) = 1, H0(x) 6 B}.
Nous avons par ailleurs :
N0,U (B) =
∑
σ∈∆max
NU,σ(B) +O
(
B(logB)r−2
)
où
NU,σ(B) = Card{x ∈ (Z \ {0})n+r ∩ C0,σ ∩ U | pgcdσ∈∆max(xσ) = 1,
F (x) = 0, H0(x) 6 B}.
Nous allons à présent relier le cardinal NU,σ(B) à Ne,σ,U via une inversion
de Möbius afin d’en déduire une formule asymptotique pour NV (B) à partir
du théorème 4.6.12.
4.7.1 Sommation de Möbius
Définissons à présent la fonction arithmétique µ (cf. [Sa, Proposition
11.9]) : Pour tout e,d ∈ Nn+r on pose :
χ(e) =
{
1 si pgcdσ∈∆max(e
σ) = 1
0 sinon ,
χd(e) =
{
1 si ∀i ∈ {1, ..., n+ r}, di|ei
0 sinon .
Il existe alors (voir [Sa, Proposition 11.9]) une unique fonction arithmétique
µ : Nn+r → R telle que pour tout e ∈ Nn+r :
χ(e) =
∑
d∈(N∗)n+r
µ(d)χd(e).
Donnons quelques propriétés de cette fonction µ.
Lemme 4.7.1. Si, pour p premier,
χ(p)(e) =
{
1 si p - pgcdσ∈∆max(e
σ)
0 sinon ,
alors on a
χ(p) =
∑
d=(pν1 ,...,pνn+r )
ν1,...,νn+r∈Nn+r
µ(d)χd(e).
De plus, si d = (pν1 , ..., pνn+r), avec l’un des νi supérieur ou égal à 2, alors
µ(d) = 0.
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Lemme 4.7.2 (Salberger). 1. Soient d, e ∈ (N∗)n+r et δ = pgcdσ∈∆max(dσ),
ε = pgcdσ∈∆max(e
σ). Si pgcd(δ, ε) = 1, alors
µ(d.e) = µ(d)µ(e).
2. Soit f le plus petit entier tel qu’il existe f arêtes de ∆ non contenues
dans un cône de ∆. Alors le produit eulérien :
∏
p∈P
 ∑
d=(pν1 ,...,pνn+r )
ν1,...,νn+r∈Nn+r
|µ(d)|(∏n+r
i=1 di
)s

est absolument convergent pour s > 1f .
Démonstration. Voire [Sa, Lemme 11.15].
On a alors :
NU,σ(B) =
∑
e∈(N∗)n+r
µ(e)Ne,σ,U .
Donc, en utilisant le théorème 4.6.12, on obtient :
NU,σ(B) =
 1
(r − 1)!
∑
e∈(N∗)n+r
µ(e)Cσ,e
B(logB)r−1
+O
 ∑
e∈(N∗)n+r
|µ(e)|
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2
B(logB)r−2
 .
Notons à présent I1, ..., IN les ensembles I minimaux pour l’inclusion tels
que
∀σ ∈ ∆,
∑
i∈I
R+vi * σ.
Par hypothèse, pour tout k, Card Ik > 6. Dans ce cas, si l’on observe que,
pour tout e tel que µ(e) 6= 0, on a
e0 6 ppcmn+ri=1 (ei) 6
∏
p∈P
∃i | p|ei
p 6
(
n+r∏
i=1
ei
) 1
mink Card Ik
6
(
n+r∏
i=1
ei
) 1
6
.
Ainsi, on a
∑
e∈(N∗)n+r
|µ(e)|
e4+δ0
(
n+r∏
i=1
ei
)−1
+
(
n+r∏
i=1
ei
)− 1
2


∑
e∈(N∗)n+r
|µ(e)|
(
n+r∏
i=1
ei
)− 1
3
+δ
,
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et cette série converge d’après le lemme 4.7.2.
Ainsi,
NU,σ(B) =
 1
(r − 1)!
∑
e∈(N∗)n+r
µ(e)Cσ,e
B(logB)r−1 +O(B(logB)r−2)
=
1
(r − 1)!
 ∑
e∈(N∗)n+r
µ(e)Se∏n+r
i=1 ei
 JσB(logB)r−1 +O(B(logB)r−2)
où
Se =
∞∑
q=1
q−(n+r)
∑
06a<q
pgcd(a,q)=1
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
Jσ =
∫
R
∫
Cσ(R)∩[−1,1]n+r
e (βF (u)) dudβ.
On obtient donc finalement, en remarquant que
⋃
σ∈∆max Cσ(R) = R
n+r
et que l’intersection des Cσ(R) est de mesure nulle (en effet, si x ∈ Cσ(R)∩
Cτ (R), alors |xD(σ)| = |xD(τ)|)
Théorème 4.7.3. Si l’on a
n(F ) > r(8.2
∑r
j=1 dj + 4)
 r∏
j=1
(3 + 10dj)
 r∑
j=1
dj
 ,
et si ∆ est tel que, pour tout k ∈ N, Card Ik > 6, alors
(4.135) NV (B) = 1
(r − 1)!
1
2r
SJB(logB)r−1 +O(B(logB)r−2),
où
(4.136) S =
∑
e∈(N∗)n+r
µ(e)Se∏n+r
i=1 ei
et
(4.137) J =
∑
σ∈∆max
Jσ =
∫
R
∫
u∈Rn+r |
maxσ∈∆max |uD(σ)|61
e (βF (u)) dudβ.
Nous allons à présent chercher à interpréter les constantes intervenant
dans la formule (4.135) en terme des mesures de Tamagawa et démontrer
ainsi que la constante 1(r−1)!
1
2rSJ est bien celle conjecturée par Peyre, ce qui
achèvera la démonstration du théorème 4.1.1
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Avant d’aller plus loin, rappelons la définition des formes de Leray ωL,ν
et des mesures de Tamagawa ων pour ν ∈ Val(Q).
Considérons un point x0 ∈ Y0, tel que ∂F∂xi0 (x0) 6= 0 pour un certain
i0 ∈ {1, ..., n+ r}, et on note P0 = pi(x0). La forme de Leray ωL est définie
sur un voisinage de x0 sur lequel ∂F∂xi0 6= 0 par :
ωL(x) =
(−1)n+r−i0
∂F
∂xi0
(x)
dx1 ∧ ... ∧ d̂xi0 ∧ ... ∧ dxn+r(x).
Pour tout ν ∈ Val(Q), la forme de Leray induit une mesure locale ωL,ν
sur Y0(Qν). On suppose à présent que x0 est tel que x0,i 6= 0 pour tout
i ∈ {1, ..., n+ r}. Pour ν ∈ Val(Q), on considère le morphisme :
ρ : YQν → An−1Q
x 7→
(
xi∏r
j=1 x
ai,j
n+j
)
i 6=i0
Par le théorème d’inversion locale, il existe un voisinage ouvert de P0
noté V0 sur lequel ρ est bien défini et induit un difféomorphisme analytique
sur ρ(V0). On note alors W0 = pi−1(V0) et u = ((ui)i∈{1,...,n}, 1, ..., 1︸ ︷︷ ︸
r e´le´ments
). La
mesure de Tamagawa ων est définie par :
ρ∗ων =
du1,ν ...d̂ui0,ν ...dun,ν
hν(u)
∣∣∣ ∂F∂xi0 (u)∣∣∣ν
(où ui0 est défini implicitement par F (u) = 0), avec
hν(u) = max
σ∈∆max
|uD(σ)|ν .
4.7.2 Étude de la série singulière S
Posons
Ae(q) = q
−(n+r) ∑
06a<q
pgcd(a,q)=1
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
.
On a alors Se =
∑∞
q=1Ae(q).
Lemme 4.7.4. Pour tout élément e ∈ Nn+r, la fonction Ae est multiplica-
tive.
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Démonstration. Considérons q1, q2 ∈ N tels que pgcd(q1, q2) = 1 et q = q1q2.
On remarque que
Ae(q1)Ae(q2) = q
−(n+r) ∑
a1∈(Z/q1Z)∗
a2∈(Z/q2Z)∗
∑
b1∈(Z/q1Z)n+r
b2∈(Z/q2Z)n+r
e
(
a1q2F (e.b1) + a2q1F (e.b2)
q1q2
)
.
Or, si l’on considère l’unique élément b ∈ (Z/qZ)n+r tel que b ≡ b1 (q1) et
b ≡ b2 (q2). On a alors{
q2F (e.b1) ≡ q2F (e.b) (q)
q1F (e.b2) ≡ q1F (e.b) (q) ,
et par conséquent
Ae(q1)Ae(q2) = q
−(n+r) ∑
a1∈(Z/q1Z)∗
a2∈(Z/q2Z)∗
∑
b∈(Z/qZ)n+r
e
(
a1q2 + a2q1
q
F (e.b)
)
.
Par ailleurs, l’application
(Z/q1Z)
∗ × (Z/q2Z)∗ → (Z/qZ)∗
(a1, a2) 7→ a1q2 + a2q1
est bijective . On obtient donc finalement
Ae(q1)Ae(q2) = q
−(n+r) ∑
a∈(Z/qZ)∗
∑
b∈(Z/qZ)n+r
e
(
a
q
F (e.b)
)
= Ae(q).
Puisque nous avons vu avec le lemme 4.3.24 que la série Se est absolu-
ment convergente, on a donc :
(4.138) Se =
∏
p∈P
( ∞∑
k=0
Ae(p
k)
)
.
Remarquons à présent que pour tous e ∈ Nn+r et k ∈ N :∑
b∈(Z/pkZ)n+r
e
(
a
pk
F (e.b)
)
=
∑
b∈(Z/pkZ)n+r
e
(
a
pk
F ((pvp(ei)bi)i∈{1,...,n+r})
)
(en effet si pgcd(q, p) = 1, b 7→ qb est une bijection de Z/pkZ sur Z/pkZ).
Par conséquent, on a
Ae(p
k) = A(pvp(ei))i∈{1,...,n+r}
(pk),
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et en utilisant la formule (4.138), on trouve :
µ(e)Se∏n+r
i=1 ei
=
∏
p∈P
B(pvp(ei))i∈{1,...,n+r}
où pour tous ν1, ..., νn+r ∈ Nn+r :
B(pνi )i∈{1,...,n+r} =
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k).
La série S =
∑
e∈(N∗)n+r
µ(e)Se∏n+r
i=1 ei
étant absolument convergente, on a
alors :
S =
∏
p∈P
 ∑
ν1,...,νn+r∈N
B(pνi )i∈{1,...,n+r}

=
∏
p∈P
 ∑
(ν1,...,νn+r)∈{0,1}n+r
B(pνi )i∈{1,...,n+r}

=
∏
p∈P
 ∞∑
k=0
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k)
 .
Notons à présent :
(4.139)
M∗p (k) = Card{x ∈ (Z/pkZ)n+r | p - pgcdσ∈∆max(xσ) et F (x) ≡ 0 (pk)},
et
(4.140)
σp =
 ∞∑
k=0
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k)
 .
Lemme 4.7.5. Pour tout entier m > 0, on a
M∗p (m)
pm(n+r−1)
=
m∑
k=0
∑
ν1,...,νn+r∈{0,1}
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k),
et donc
σp = lim
m→∞
M∗p (m)
pm(n+r−1)
.
Démonstration. On pose q = pm. Il est alors immédiat que :
q−1
q−1∑
t=0
∑
b∈(Z/qZ)n+r
e
(
t
q
F (b)
)
= Card{x ∈ Zn+r | F (x) ≡ 0 (q)},
4.7. CONCLUSION ET INTERPRÉTATION DES CONSTANTES 339
et plus généralement pour tout ν1, ..., νn+r ∈ {0, 1} :
q−1
q−1∑
t=0
∑
b∈(Z/qZ)n+r
e
(
t
q
F ((pνibi)i∈{1,...,n+r})
)
=
(
n+r∏
l=1
pνl
)
Card{x ∈ Zn+r | xi ≡ 0 (pνi), F (x) ≡ 0 (q)}.
On a donc que, en utilisant le lemme 4.7.4 et la formule (4.140) :
M∗p (m) = q
−1
q−1∑
t=0
∑
b∈(Z/qZ)n+r
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
e
(
t
q
F ((pνibi)i∈{1,...,n+r})
)
= q−1
∑
q1|q
∑
06a<q1
pgcd(a,q1)=1
∑
b∈(Z/qZ)n+r
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
e
(
a
q1
F ((pνibi)i∈{1,...,n+r})
)
= p−m
m∑
k=0
pm(n+r)
pk(n+r)
∑
a∈(Z/pkZ)∗
∑
b∈(Z/pkZ)n+r
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
e
(
a
pk
F ((pνibi)i∈{1,...,n+r})
)
= pm(n+r−1)
m∑
k=0
∑
(ν1,...,νn+r)∈{0,1}n+r
µ(pν1 , ..., pνn+r)
p
∑n+r
i=1 νi
A(pνi )i∈{1,...,n+r}(p
k)
= pm(n+r−1)σp.
Lemme 4.7.6. Pour tout N ∈ N∗, on note
W ∗p (N) = {x ∈ (Zp/pN )n+r | pgcdσ∈∆max xσ 6≡ 0 (p), F (x) ≡ 0 (pN )}
de sorte que M∗p (N) = CardW ∗p (N). Il existe alors un entier N0 tel que pour
tout N > N0 : ∫
x∈Zn+rp | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p),
ωL,p =
M∗p (N)
pN(n+r−1)
.
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Démonstration. Soit x ∈ Zn+rp . Dans tout ce qui suit, on note
[x]N = x mod p
N .
On écrit alors :
∫
x∈Zn+2p | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
∑
x mod pN | F (x)≡0 (pN )
pgcdσ∈∆max x
σ 6≡0 (p)
∫
u∈Zn+rp | F (u)=0
[u]N=x
ωL,p(u)
(4.141)
=
∑
x∈W ∗p (N)
∫
u,∈Zn+rp | F (u)=0
[u]N=x
ωL,p(u).(4.142)
Puisque Y est lisse, il existe un entier N > 0 assez grand tel que, pour tout
x ∈ (Zp/pN )n+r et tout u ∈ Zn+rp tel que [u]N = x, pgcdσ∈∆max uσ 6≡ 0 (p)
et F (u) = 0 :
c = inf
i
{vp
(
∂F
∂xi
(u)
)
}
soit non nul et constant sur la classe définie par x. On peut supposer que
N > c et que c = vp
(
∂F
∂xi0
(x)
)
pour un i0 ∈ {1, ..., n+ r} fixé. On considère
u ∈ Zn+rp tel que [u]N = x, et u′ ∈ Zn+rp quelconque. On a alors
F (u+ u′) = F (u) +
n+r∑
i=0
∂F
∂xi
(u)u′i +G(u,u
′),
où G(u,u′) est une somme de termes contenant au moins deux facteurs u′i.
Ainsi, on a donc, si u′ ∈ (pNZp)n+r :
F (u+ u′) ≡ F (u) (pN+c).
Par conséquent, l’image de F (u) dans Zp/pN+c dépend uniquement de u
mod pN = x, on note alors F ∗(x) cette image.
Si F ∗(x) 6= 0, alors l’intégrale∫
u∈Zn+rp | F (u,v,w)=0
[u]N=x
ωL,p(u)
est nulle, et l’ensemble
{u mod pN+c | [u]N = x, F (u) ≡ 0 (pN+c)}
est vide.
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Si F ∗(x) = 0 alors, par le lemme de Hensel, les applications coordonnées
X1, ..., Xi0−1, Xi0+1, ..., Xn+r définissent un isomorphisme de
{u ∈ Zn+rp | [u]N = x, F (u) = 0}
sur
xˆ+ (pNZp)
n+r−1,
où xˆ = (x1, ..., xi0−1, xi0+1, ..., xn+r). Par conséquent, on a :∫
u∈Zn+rp | F (u)=0
[u]N=x
ωL,p(u)
=
∫
xˆ+(pNZp)n+r−1
pcdx1...dxi0−1dxi0+1...dxn+r = p
c−N(n+r−1).
On a d’autre part, puisque F (u) mod pN+c ne dépend que de x :
p−(N+c)(n+r−1) card{u mod pN+c | [u]N = x, F (u) ≡ 0(pN+c)}
= p−(N+c)(n+r−1)p(n+r−1)c = pc−N(n+r−1).
On a donc finalement :∫
x∈Zn+rp | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
∑
x∈W ∗p (N)
F ∗(x)=0
pc−N(n+r−1)
=
∑
x,∈W ∗p (N)
p−(N+c)(n+r−1) card{u mod pN+c | [u]N = x, F (u) ≡ 0(pN+c)}
=
M∗p (N + c)
p(N+c)(n+r−1)
.
D’où le résultat.
Remarquons à présent que, puisque l’on a supposé qu’une puissance de
ω−1Y est engendrée par ses sections globales, d’après la proposition 3.2.9, pour
tout σ ∈ ∆max, D(σ) a pour support
⋃
i/∈σ(1)Di et il existe des entiers
(ai)i/∈σ(1) strictement positifs tels que D(σ) =
∑
i/∈σ(1) aiDi. On en déduit
donc que
pgcdσ∈∆max x
σ 6≡ 0 (p)⇔ pgcdσ∈∆max xD(σ) 6≡ 0 (p)⇔ hp(x) = 1.
Lemme 4.7.7. On l’égalité
σp =
∫
x∈Zn+rp | F (x)=0
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
(
1− 1
p
)r
ωp(Y (Qp)).
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Démonstration. D’après ce qui précède, il suffit de montrer que pour tout
ouvert V0 de Y sur lequel ρ est bien défini et induit un difféomorphisme
analytique sur ρ(V0) :∫
x∈Zn+rp ∩W |
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p =
(
1− 1
p
)r
ωp(V0(Qp)),
où W0 = pi−1(V0).
On peut écrire :∫
x∈Zn+rp ∩W0 |
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p(x) =
∑
(α1,...,αr)∈Nr
∫
x∈Zn+rp ∩W0 |
∀j, |xn+j |p=p−αj
hp(x)=1
ωL,p(x).
En effectuant le changement de variables xi =
∏r
j=1 p
αjai,jui pour tout i ∈
{1, ..., n+ r}, on obtient alors∫
x∈Zn+rp ∩W0 |
pgcdσ∈∆max x
σ 6≡0 (p)
ωL,p(x)
=
∑
(α1,...,αr)∈Nr
∫
u∈Qn+rp ∩W0 | (pα1 ,...,pαr ).u∈Zn+rp
hp(u)=
(∏r
j=1 p
αj(nj−dj)
)−1
∀j, |un+j |p=1
du1 ∧ ... ∧ d̂ui0 ∧ ... ∧ dun+r(∏r
j=1 p
αj(nj−dj)
)−1 ∣∣∣ ∂F∂xi0 (u)∣∣∣p
=
∑
(α1,...,αr)∈Nr
∫
u∈Qn+rp ∩W0 | (pα1 ,...,pαr ).u∈Zn+rp
hp(u)=
(∏r
j=1 p
αj(nj−dj)
)−1
∀j, |un+j |p=1
du1 ∧ ... ∧ d̂ui0 ∧ ... ∧ dun+r
hp(u)
∣∣∣ ∂F∂xi0 (u)∣∣∣p .
En effectuant le changement de variables ui =
∏r
j=1 u
ai,j
n+jvi pour tout i ∈
{1, ..., n} et en remarquant que pour tout j ∈ {1, ..., r}∫
un+j | |un+j |p=1
dun+j = 1− 1
p
,
on obtient finalement(
1− 1
p
)r ∑
(α1,...,αr)∈Nr
∫
v=(v1,...,vn)∈V0 |
(pα1 ,...,pαr ).v∈Znp
dv1 ∧ ... ∧ d̂vi0 ∧ ... ∧ dvn
hp((v, 1, ..., 1))
∣∣∣ ∂F∂xi0 (v, 1, ..., 1)∣∣∣p
=
(
1− 1
p
)r
ωp(V0(Qp)).
4.7. CONCLUSION ET INTERPRÉTATION DES CONSTANTES 343
4.7.3 Étude de l’intégrale singulière J
Rappelons que l’on a
J =
∫
R
∫
x∈Φ
e (βF (x)) dxdβ.
où Φ = {Rn+r | maxσ∈∆max |xD(σ)| 6 1}. Posons τ∞ = ω∞ et montrons
que :
τ∞(Y ) =
∫
pi−1(Y )∩Φ
ωL,∞ =
∏r
j=1(nj − dj)
2r
J.
Ceci peut être démontré en invoquant comme dans la section 3.8.1 la proposi-
tion 3.8.2 issue de [Pe2]. Nous allons appliquer cette proposition aux variétés
X et Y , avec k = Q, ν = ∞ et f = F . Si l’on montre que la proposition
s’applique dans ce cadre, on aura alors pour tout fonction φ, C∞ à support
compact sur TX(R) :∫
TY (R)
φ(x)ωTY ,∞(x) =
∫
R
∫
TX(R)
φ(x)e(βF (x))ωTX ,∞(x)dβ.
Quitte à approximer l’indicatrice du domaine Φ par des fonctions φ ∈ C∞(TX(R)) =
C∞(Rn+r), on obtient alors
σ∞(Y ) =
∫
x∈Φ
ωTY ,∞(x) =
∫
R
∫
Φ
e(βF (x))dxdβ = J.
Nous allons donc montrer que la proposition s’applique bien au cas qui
nous intéresse.
Dans le cas présent nous avons :
Ceff(X¯) =
r∑
j=1
R+.[Dn+j ]
X∗(TNS) =
r⊕
j=1
Z.[Dn+j ],
et donc
ACeff(X¯),Q = Spec(Q[
r∑
j=1
[Dn+j ]]) ' ArQ.
Donc en particulier ACeff(X¯),Q est non singulière, donc vérifie bien (G).
D’autre part, le diviseur anticanonique de Y est, rappelons-le :
[ω−1Y ] =
r∑
j=1
(nj − dj)[D˜n+j ]
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donc
δ(ω−1Y ) = inf
(x1,...,xr)∈Nr\{0}

r∑
j=1
xj(nj − dj)
 = infj∈{1,...,r}(nj − dj) > 1.
Le diviseur L associé à Y est
∑r
j=1 dj [Dn+j ] et on obtient donc :
δ(ω−1X −3L) = inf
(x1,...,xr)∈Nr\{0}

r∑
j=1
xj(nj − 3dj)
 = infj∈{1,...,r}(nj−3dj) > 1.
De plus, en remarquant que
Ceff(Y¯ ) =
r∑
j=1
R+.[D˜n+j ]
qui est polyédrique rationnel. Les conditions de la proposition 3.8.2 sont donc
toutes bien vérifiées.
4.7.4 Conclusion
Si S est un ensemble fini de places sur Q contenant la place infinie, et V
une variété algébrique sur Q, on note :
(4.143) LS(s,Pic(V¯ )) =
∏
p∈Val(Q)\S
Lp(s,Pic(V¯ ))
(4.144) Lp(s,Pic(V¯ )) =
1
det(1− p−s Frp |Pic(VFp ⊗Q))
(4.145) λν =
{
Lν(1,Pic(V¯ )) si ν ∈ Val(Q) \ S
1 sinon
La formule conjecturée par Peyre, Batyrev et Tschinkel pour NV (B) (cf.
[Pe2]) est :
(4.146) NV (B) ∼B→∞ α(Y )β(Y )τH(Y )B(logB)rg(Pic(X))−1
où l’on a posé :
(4.147) α(Y ) =
1
(rg(Pic(X))− 1)!
∫
Ceff(Y )∨
e−〈ω
−1
Y ,y〉dy,
(4.148) β(Y ) = Card(H1(Q,Pic(Y¯ ))),
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(4.149) τH(Y ) = lim
s→1
(s− 1)rg(Pic(Y¯ ))LS(s,Pic(Y¯ ))
∏
ν∈Val(Q)
λ−1ν ων ,
avec
(4.150) Ceff(Y )∨ = {y ∈ (Pic(Y )⊗R) | ∀x ∈ Ceff(Y ), 〈x,y〉 > 0}.
Dans le cas présent on a :
Pic(Y ) =
r⊕
j=1
Z.[D˜n+j ]
donc en particulier rg(Pic(Y )) = 3, et d’autre part :
[−KY ] =
r∑
j=1
(nj − dj).[D˜n+j ],
Ceff(Y ) =
r∑
j=1
R+.[D˜n+j ] ' (R+)3.
En choisissant S = {∞},∏
p∈Val(Q)\S
Lp(s,Pic(Y¯ )) = ζ(s)
r
et donc
lim
s→∞(s− 1)
rg(Pic(Y ))L(s,Pic(Y¯ )) = 1,
et on a pour tout p premier,
λ−1p =
r∏
j=1
(
1− 1
p
)
=
(
1− 1
p
)r
.
On a donc que
τH(Y ) = ω∞
∏
p∈P
(
1− 1
p
)r
ωp(Y ) =
1
2r
(
r∏
j=1
nj − dj)SJ.
Par ailleurs, puisque Pic(Y¯ ) ' Zr, Gal(Q¯/Q) agit trivialement sur Pic(Y¯ )
et on a donc que β(Y ) = 1. Enfin on a que :
α(Y ) =
1
(r − 1)!
∫
[0,∞]r
e−
∑r
j=1(nj−dj)tjdt1...dtr
=
1
(r − 1)!
r∏
j=1
∫ ∞
0
e−(nj−dj)tdt
=
1
(r − 1)!
1∏r
j=1(nj − dj)
.
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Par conséquent, on obtient :
α(Y )β(Y )τH(Y )B(logB)
rg(Pic(X))−1 =
1
2r
1
(r − 1)!SJB(logB)
r−1,
et on retrouve donc bien la formule du théorème 4.7.3.
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