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Abstract
SYK model and 2D dilaton gravity have recently attracted considerable attention from the high
energy and condensed matter physics community. The success of these models is due to their remarkable
properties. Following the original papers, we broadly discuss the properties of these models, including
large N diagrammatics, emergence of conformal symmetry in the IR limit, effective action, four-point
functions and chaos. Also we briefly review some recent results in the topic. On the one hand, we try
to be as specific as possible, i.e. reveal every detail and loophole in the discussion. On the other hand,
we expect this review to be suitable even for a reader who is not familiar with these models.
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1 Introduction
Sachdev–Ye–Kitaev (SYK) model was proposed by Kitaev [1] as a generalization of Sahdev–Ye model [2,3]
and first was extensively studied in [4–8]. Ever since it has received a great attention from the high energy
and condensed matter physics community.
The success of SYK model is due to its remarkable properties. First, this model is exactly solvable in
the large N and IR limit. Second, in this limit the model acquires conformal symmetry and the effective
action can be approximated by the Schwarzian one. Third, the leading correction to the out-of-time
ordered four-point correlation function exponentially grows with time, with the exponent of this growth
saturating the universal bound [9]. This behavior is very unusual; moreover, it coincides with the behavior
of similar functions on a black hole background. Finally, SYK model is closely related to 2D dilaton gravity
which describes excitations above the near horizon extremal black hole [10–13]. Together these properties
make SYK model an excellent toy model for many physical phenomena, including quantum chaos [1, 9],
information scrambling [14–16], traversable wormholes [17–20] and strange metals [21–23].
In this review we give a pedagogical introduction to SYK model and 2D dilaton gravity. We follow
the original papers [4–13] and try to be as specific as possible, i.e. we do our best to reveal every detail
and loophole in the discussion. We believe this makes the discussion clear and self-consistent. Due to this
reason we also expect the review to be suitable even for a reader who is not familiar with the phenomena
under consideration.
The paper is organized as follows. In section 2 we briefly discuss quantum chaos and scrambling, the
phenomena that are related to the quantum black hole dynamics and motivate the study of SYK model
and 2D dilaton gravity. In particular, we introduce out-of-time ordered correlation functions (OTOCs),
which are the main tool for studying these phenomena. This section is relatively sketchy, because for
brevity we postpone the discussion of specific examples to the following sections.
In sections 3 and 4 we give a comprehensive review of SYK model. We broadly discuss large N
diagrammatics, emergence of conformal symmetry in the IR limit, effective and Schwarzian action, exact
two-point and four-point functions. Some technical details are discussed in appendices. Also we briefly
review recent results in the topic.
In section 5 we attempt to give an equally comprehensive review of 2D dilaton gravity (or Jackiw–
Teitelboim gravity). We show that this theory describes excitations above the near horizon extremal black
hole, explain that this theory effectively reduces to the one-dimensional theory with Schwarzian action,
calculate four-point functions of the matter fields living in the corresponding space.
Finally, instead of conclusion in section 6 we briefly review the most notable examples of chaotic
behavior. Among them are SYK model and 2D dilaton gravity (we briefly recall the main properties of
these models), SYK-like tensor models, BTZ black hole, CFT2 with large central charge and Hermitian
matrix quantum field theory with quartic self-interaction.
2 Motivation
In this section we discuss the main motivation for studying SYK model and 2D dilaton gravity, which is
based on the connection to quantum chaos (subsection 2.1) and scrambling (subsection 2.2). It is believed
that these phenomena are related to the black hole information paradox [14, 15], so they have received a
lot of attention.
Here we qualitatively show that both of these phenomena rely on the exponential growth of OTOCs,
which were first calculated in [24] and popularized by [9,25,26]. Therefore, systems with such a behavior
of the correlators are of particular interest. SYK model and 2D dilaton gravity are exactly such type of
systems. In section 6 we also briefly review other chaotic systems.
Note that this section may seem relatively sketchy, because we do not discuss the limits of applicability
of the statements being formulated and do not provide any specific examples. Such examples will be
broadly discussed in the following sections. In fact, part of the original motivation to study SYK model
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was exactly to find a convenient example for which the statements of this section can be verified in a
controlled way [1].
2.1 Quantum chaos
In this subsection we discuss a putative connection between some specific correlation functions and classical
chaos [1, 9].
First of all, let us remind what the classical chaos is. Consider a classical system with the following
equation of motion:
X˙i(t) = F i
[
Xi(t)
]
, i = 1 . . . N, (2.1)
where X is a vector in the N -dimensional phase space, F is a smooth vector function and X˙i ≡ dXi/dt.
Let us introduce the norm on the phase space, ‖ · ‖, and expand the function F near a point X0:
δX˙i = AijδX
j +Bi(δXi), i = 1 . . . N, (2.2)
where δXi ≡ Xi − Xi0, Aij ≡
(
∂F i
∂Xj
)
δX=0
and B is analytical function such that ‖B(δX)‖ → 0 as
‖δX‖ → 0. The solution of the linearized equation (i.e. equation with ommited B) is straightforward:
δX =
N∑
j=1
cjhje
λjt, (2.3)
where λj and hj are eigenvalues and eigenvectors of the matrix A (for simplicity we assume that all
eigenspaces are one-dimensional), cj are integration constants that correspond to the initial condition
δX(t = 0) = δX0. It is easy to see that for long evolution times but small δX0, such that the condition
‖B(δX)‖  ‖AδX‖ is always satisfied, the norm of the final deviation vector grows exponentially:
‖δX(t)‖ ≤ ‖δX0‖eλmaxt, (2.4)
where λmax is the biggest eigenvalue of A. If this eigenvalue is positive, phase space trajectories rapidly
diverge, i.e. a small perturbation in the initial conditions leads to a significat change in the future behavior
of the system (at least for some set of initial conditions). Such sensitivity to initial conditions is sometimes
called the “butterfly effect” or “classical chaos”.
In general, eigenvalues and eigenvectors depend on the point X0 and the definition of norm ‖ · ‖.
However, the maximal eigenvalue, which is also referred to as the maximal Lyapunov exponent, can be
considered as the general property of the system:
λmax ≡ lim
t→∞ lim‖δX‖→0
sup
(
1
t
log
‖δX(t)‖
‖δX(0)‖
)
. (2.5)
This definition can be applied both to linearized (2.2) and general systems (2.1). Since the exponent (2.5)
does not depend on the definition of the norm [27, 28], we can choose it as ‖X‖ = ∑Ni=1 |Xi|. Then the
sensitivity to initial conditions can be reformulated as follows:∣∣∣∣ ∂Xi(t)∂Xj(0)
∣∣∣∣ ≈ ∣∣∣∣ δXi(t)δXj(0)
∣∣∣∣ ∼ eλt, (2.6)
for some components Xi and Xj of the vector X(t), which describes the phase trajectory. The first
identity is approximately equal for small δX.
Then let us consider a larger system whose configuration space coincides with the phase space of
the initial system: qi = Xi, i = 1 . . . N . Here qi are generalized coordinates, corresponding generalized
4
momenta are denoted as pi. Introducing the Poisson bracket {·, ·}PB, we can rewrite the property (2.6)
in a form suitable for quantum generalizations:
∣∣{qi(t), pj(0)}PB∣∣ =
∣∣∣∣∣
N∑
k=1
∂qi(t)
∂qk(0)
∂pj(0)
∂pk(0)
− ∂q
i(t)
∂pk(0)
∂pj(0)
∂qk(0)
∣∣∣∣∣ =
∣∣∣∣ ∂qi(t)∂qj(0)
∣∣∣∣ ∼ eλt. (2.7)
So far we have considered classical mechanics. Now let us proceed to the quantum mechanical situation.
We remind that the Poisson bracket is nothing but the semiclassical limit of the commutator of the
corresponding operators: {
qi(t), pj(0)
}
PB
→ − i
~
[
qˆi(t), pˆj(0)
]
, as ~→ 0. (2.8)
Note that the position and momentum operators act at different moments of time, so the expression (2.8)
is not trivial.
This correspondence allows one to extend the concept of classical chaos and maximal Lyapunov ex-
ponent to arbitrary quantum systems [1, 29–31]. Roughly speaking, we want to derive a quantity that
correctly captures the sensitivity of the quantum system to a change in initial conditions and reproduces
the exponential growth (2.6) in the limit ~ → 0 if the system is chaotic. The simplest expression of this
kind is the following amplitude:
Ain−out = 〈out|
[
qi(t), pj(0)
] |in〉, (2.9)
where |in〉 and |out〉 are initial and final wave-functions of the system. Unfortunately, this expression has
two drawbacks. First, due to the dependence on the specific states the quantity (2.9) varies significantly
for the same system. Second, in quantum field theory one usually considers the analog of (2.9) for the
vacuum state or thermal ensemble, for which two-point functions exponentially decay rather than grow
(in quantum mechanics correlation functions decay or grow algebraically). Thus, we need to eliminate
the dependence on |in〉 and |out〉.
In order to do this we sum over final states and average over a suitable initial ensemble, e.g. over the
thermal one:
C(t) =
∑
n
∑
out
1
Z
e−βEn〈n| [qi(t), pj(0)]† |out〉〈out| [qi(t), pj(0)] |n〉 = −〈[qi(t), pj(0)]2〉β, (2.10)
where β is the inverse temperature, En is the energy of the n-th energy level, Z =
∑
n e
−βEn is the
partition function, 〈· · · 〉β denotes the averaging over the thermal ensemble. Such an average was first
considered in the classical paper [24].
On the one hand, due to (2.8) we expect that this quantity exponentially grows: C(t) ∼ ~2e2λt. On the
other hand, the semiclassical approximation is applicable only for small enough times, t < t∗ ∼ 1λ log 1~ ,
where t∗ is called the “Ehrenfest time” [31–34]. Note that t∗ →∞ as ~→ 0. One expects that for larger
times correlator C(t) approaches some constant value [9, 25].
The quantity (2.10) can be easily generalized to an arbitrary quantum system with a large number of
degrees of freedom, N  1:
C(t) = −〈[V (t),W (0)]2〉β, (2.11)
where V and W are Hermitian operators each of which has vanishing one-point function (〈V 〉β = 〈W 〉β =
0) and corresponds to O(1) degrees of freedom1. We call the system chaotic if the quantity (2.11) grows
exponentially for all possible pairs2 of operators V and W with mentioned properties. The maximal
exponent of this growth is referred to as “quantum Lyapunov exponent”. The time t∗ at which C(t)
1E.g. in the case of SYK model such operators are Majorana fermions: V (t) = χi(t), W (0) = χj(0).
2In integrable systems the function C(t) can grow for some, but not all pairs of operators, e.g. see [35].
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saturates is referred to as “scrambling time”, which is an analog of the Ehrenfest time. We will discuss
the motivation for this terminology in more detail in section 2.2.
Note that in practice the correlator (2.11) should be regularized because it contains the product of
operators at coincident times. A common approach is to uniformly smear the thermal distribution between
the two commutators (which is equivalent to smearing of operators in the imaginary time):
C(t) = −tr
(
ρ
1
2 [V (t),W (0)] ρ
1
2 [V (t),W (0)]
)
, (2.12)
where ρ = 1Z e
−βH is the density matrix. Of course, one can also consider other types of smearing, but
this one has the most natural physical interpretation, see [36] for a more detailed discussion. Therefore,
in this paper we are interested in such correlators as (2.12). In the main body of this paper we will see
how such an expression arizes naturally.
Let us expand the commutators in (2.12) and rewrite C(t) as the sum of four four-point correlation
functions:
C(t) = 2tr
(
V (t)ρ
1
2V (t)Wρ
1
2W
)
− tr
(
ρ
1
2V (t)Wρ
1
2V (t)W
)
− tr
(
ρ
1
2WV (t)ρ
1
2V (t)W
)
=
= 2× TOC(t)−OTOC
(
t− iβ
4
)
−OTOC
(
t+
iβ
4
)
,
(2.13)
where we denoted W = W (0) for short, introduced time-ordered correlator (TOC) and out-of-time ordered
correlator (OTOC):
TOC(t) ≡ tr
(
V (t)ρ
1
2V (t)Wρ
1
2W
)
, OTOC(t) ≡ tr
(
ρ
1
4V (t)ρ
1
4Wρ
1
4V (t)ρ
1
4W
)
. (2.14)
There are two important time scales for C(t). First one is the dissipation time td, at which two-point
correlation functions exponentially decay: 〈V (t)V 〉β ∼ 〈W (t)W 〉β ∼ 〈V (t)W 〉β ∼ e−t/td . Typically td ∼
β. At this time scale both TOC and OTOC are approximately equal to the product of two disconnected
two-point functions, so the commutator C(t) is close to zero [9, 37,38]:
TOC(t) ≈ OTOC(t) ≈ 〈V V 〉β〈WW 〉β +O
(
e−t/td
)
+O
(
1
N
)
, (2.15)
where we denoted 〈V V 〉β = 〈V (−iβ/2)V 〉β = tr
(
ρ
1
2V ρ
1
2V
)
for short. We remind that we work in the
large N limit, so the number 1N plays the role of Planck’s constant ~.
The second time scale is the scrambling time t∗. Typically t∗ is parametrically larger than td, namely
t∗ ∼ β logN . If the system is chaotic, well after the dissipation time and well before the scrambling time
C(t) exponentially grows and OTOC rapidly decays:
C(t) ∼ 1
N
eκt, OTOC(t) ∼ 〈V V 〉β〈WW 〉β − A
N
eκt, (2.16)
where A is some numerical coefficient. At greater times C(t) is saturated and OTOC approaches zero.
Since TOC at such times is approximately constant, growth of C(t) and decay of OTOC are qualitatively
identical.
Thus, such a behavior of OTOC and of the function C(t) can be considered as an indicator of quantum
chaos. In particular, it allows one to extract the quantum Lyapunov exponent κ, which is expected to
coincide with the classical exponent (2.5) in the semiclassical limit.
However, we would like to emphasize two important points regarding OTOCs and quantum chaos.
First, one should keep in mind that the argumentation of this subsection is quite naive and in fact
the connection between the exponential growth of C(t) and classical chaos is questionable. There is
an evidence both in favor of this interpretation [39] and against it [40, 41]. For this reason notions of
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“scrambling” (exponential growth of OTOC) and “chaos” (exponential growth of the average distance
between phase trajectories) should be distinguished, although they are often considered as the same.
Second, OTOCs are not the only possible measure of chaos; in fact, there were several attempts to
extend the concept of classical chaos to quantum systems. The most notable alternative approach3 to
quantum chaos is based on the level statistics at small energy separation: if this statistics agrees with
Random Matrix Theory, one can consider the system as chaotic [42–45]. This approach is also closely
related to the Eigenstate Thermalization Hypothesis [46–48], which states that under some assumptions
any local operator in an isolated quantum system eventually approaches its thermal form:
Vij = 〈Ei|V |Ej〉 = V (E)δij + e− 12S(E)f(E,ω)Rij , (2.17)
where |Ei〉 is the state with the energy Ei, S(E) = −tr (ρ log ρ), V (E) = tr (ρV ), thermal density matrix
ρ is fixed by E = tr (ρH), f(E,ω) = f(E,−ω) is a smooth real function and Rij is a Hermitian random
matrix with zero mean and unit variance. It is still not known whether this old approach is related to
OTOCs or not, although there is some evidence in favor of this [49–53]. In particular, it was shown that
SYK model and 2D CFT with large central charge under some assumptions behave like a random-matrix
theory [54–56], whereas correlation functions in these models have the form (2.16).
2.2 Fast scramblers
The original motivation for studying of OTOCs was based on the fast scrambling conjecture, which was
proposed in [14,15], proved in [16] and adapted for correlators in [9]. In this subsection we briefly review
this conjecture. Please note that this subsection may seem relatively vague if the reader does not have a
specific example in mind. Such examples are discussed in the following sections.
First of all, consider a complex quantum system with a large number of degrees of freedom N , prepare a
pure state |Ψ〉 and let this state freely evolve under the action of unitary operator U . Due to the Eigenstate
Thermalization Hypothesis one expects that after a long enough time the system thermalizes although
its state remains pure. By this we mean that density matrix of every small subsystem (with number
of degrees of freedom m < N/2) is close to thermal density matrix, or, equivalently, the entanglement
entropy4 of every small subsystem is close to the maximal value [57, 58]. Roughly speaking, by this
time the information about the initial state has been smeared throughout the system, so one needs to
measure O(N) degrees of freedom to restore it. For this reason such a system was proposed to be called
“scrambled” [14].
Then let us perturb a small amount of degrees of freedom in a scrambled system and again let the
system evolve freely. We expect that after some time the information about the perturbation is also
smeared across all degrees of freedom, and system returns to a scrambled state. This time is referred to
as “scrambling time”.
The fast scrambling conjecture [14–16] states that scrambling time of any system cannot be less than
tmin∗ ∼ β logN . Moreover, the bound is saturated for black holes (if they satisfy all the explicit and
implicit assumptions of the conjecture), which makes them “the fastest scramblers in nature by a wide
margin”5. Later it was argued that Rindler and de Sitter spaces also saturate this bound [15], but
subsequent direct calculations did not confirm6 this conjecture [59, 60]. This conjecture has important
implications for information cloning and black hole information paradox [61–63].
3In fact, this idea is old and well developed enough to be included in textbooks on chaos, e.g. see [43–45].
4 We remind that the entanglement entropy of subsystem L is defined as SL = −trL
(
ρL log ρL
)
, where the trace is taken
over the Hilbert space of L, ρL = trR|Ψ〉〈Ψ| and R is the complement of L.
5For finite-dimensional systems the bound can be tightened: tmin∗ ∼ βN 2d , where d is dimensionality of the system [14].
For instance, in 3D tmin∗ ∼ βN 23 . Thus, from this point of view black holes seem to be infinite-dimensional systems.
6The original argumentation of [15] was based on the fact that the clock close to the event horizon goes as e2pit/β , where
t is the asymptotic observer’s time. However, later it was shown that this is not enough. This is a good reminder that it is
important to clarify all the assumptions in which the hypothesis is formulated.
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To estimate scrambling time, one needs to find how quickly a small perturbation spreads over the
entire system. In some special cases this process can be studied directly [64, 65], but much more often
one needs to rely on implicit signs of scrambling. In essense, there are two such indicators.
One way to capture the rate of scrambling is to prepare a thermofield double (TFD) state, which
describes two identical thermal subsystems:
|TFD〉 = 1√
Z
∑
n
e−
1
2
βEn |n〉L ⊗ |n〉R, so that ρL = ρR = 1
Z
∑
n
e−βEn |n〉〈n|, (2.18)
perturb one subsystem by a local operator and check how the mutual information, ILR = SL+SR−SL∪R,
evolves in time (see footnote 4 for the definition of S). Usually subsystems are called “left” (L) and “right”
(R) which explains the subscripts of S. Before the perturbation both subsystems are highly correlated,
so the mutual information is non-zero. However, gradually the perturbation grows and affects more and
more degrees of freedom. For instance, for a local operator V and a generic Hamiltonian H with local
interactions, the k-th term in the expansion of the evolved operator V (t) = eiHtV e−iHt can lead to a
product of k local operators:
V (t) = V + it[H,V ] +
(it)2
2!
[H, [H,V ]] + · · ·+ (it)
k
k!
[H, [H, · · · [H,V ]]] + · · · . (2.19)
Thus, one expects that eventually the perturbation spreads throughout the entire system, the entangle-
ment between L and R subsystems disappears and mutual information becomes close to zero. Therefore,
the moment t∗ at which ILR(t∗) ≈ 0 can be considered as an estimate of the scrambling time. An exam-
ple of such calculation can be found e.g. in [26, 35, 66–68]. In particular, this calculation reproduces the
conjectured bound t∗ ∼ β logN for black holes [26,35].
Another way to evaluate t∗ is based on calculation of out-of-time-ordered correlators introduced in
the previous subsection. Let us qualitatively explain why such correlators are sensitive to scrambling. As
was noticed in [9, 25, 26, 35], OTOC can be rewritten as a two-sided correlation function in a perturbed
thermofield double state:
OTOC(t) =
〈
V
(
t− iβ
4
)
W
(
0
)
V
(
t+
iβ
4
)
W
( iβ
2
)〉
β
= 〈ψ|WLWR|ψ〉, (2.20)
where V and W are local Hermitian operators, WL = W
† ⊗ 1 acts on the left subsystem, WR = 1 ⊗W
acts on the right subsystem and the perturbed state is as follows:
|ψ〉 = VL
(
t+
iβ
4
)
|TFD〉 = 1√
Z
∑
mn
e−
β
4
(Em+En)V (t)nm|m〉L ⊗ |n〉R. (2.21)
At small times the operator V affects only O(1) degrees of freedom and cannot significantly change
the global pattern of correlations, so the perturbed state is close to pure |TFD〉. Thus, left and right
subsystems are highly entangled and the correlator is big, i.e. OTOC(t) ≈ 〈V V 〉β〈WW 〉β. However, over
time the perturbation involves other degrees of freedom and destroys the fragile pattern of correlations, so
eventually OTOC decays to zero. In this setting, scrambling time is the time at which OTOC saturates:
OTOC(t∗) ≈ 0 or C(t∗) ≈ 2〈V V 〉β〈WW 〉β.
What is interesting here is the rate at which OTOC approaches zero. On general grounds, one expects
that in the large N limit and for small evolution times the first correction to OTOC is of the order of
O ( 1N ):
OTOC(t)
〈V V 〉β〈WW 〉β = 1−
A
N
f(t) +O
(
1
N2
)
, (2.22)
where A is some positive O(1) numerical factor and f(t) is some monotonously growing function. Ex-
tending this approximation to large times, one can qualitatively estimate the scrambling time as t∗ ∼
8
f−1 (N/A), where f−1 is the inverse of f , f ◦ f−1 = f−1 ◦ f = 1. At the same time, the fast scrambling
conjecture states that t∗ & β logN . Therefore, the function f cannot grow faster than exponentially in
time, f(t) . eκt. The exponent of this growth is also bounded, κ ≤ Bβ , where B is a universal positive
O(1) numerical constant. This analog of the fast scrambling conjecture for OTOCs was proven in [9] and
called a “bound on chaos”7:
d
dt
[
〈V V 〉β〈WW 〉β −OTOC(t)
]
≤ 2pi
β
[
〈V V 〉β〈WW 〉β −OTOC(t)
]
, i.e. κ ≤ 2pi
β
. (2.23)
Note that for systems that saturate the bound on f , the number κ can be considered as an analog of
classical Lyapunov exponent from subsection 2.1.
Furthermore, OTOC is a very convenient measure of the spatial growth of operators. In (d > 1)-
dimensional chaotic systems (i.e. systems with f(t) ∼ eκt) the exponential growth in time is typically
supplemented [70] by a coordinate-dependent factor: f(t) ∼ eκ(t−|x|/vB), where |x| is the distance to the
initial perturbation caused by the operator V and vB is some positive constant. It is easy to see that
OTOC significantly deviates from the initial value only inside the ball of radius r < vBt. This ball can
be interpreted as an area affected by the perturbation, i.e. the “size” of the operator V . For this reason
constant vB is called the “butterfly velocity”. The discussion and examples of spatial operator growth
can be found e.g. in [26,70–74].
Of course, compared to mutual information, OTOCs are a very crude measure of scrambling. In
particular, ILR drops to zero almost immediately after t∗, whereas OTOCs at such times merely start
to decay [26]. However, in practice it is much easier to calculate correlation functions than mutual
information, which makes OTOCs a very popular tool. To the present moment OTOCs were calculated in
a large variety of models, including BTZ black hole [26,74–76], 2D CFT [35,77,78], de Sitter space [59,60],
SYK model [1,4–8] and its analogs [79–82], 2D dilaton gravity [10,11], matrix models [27,83], and of course
in plenty of quantum many-body systems [29, 30, 71–73, 84–94]. In the following sections we will take a
closer look at the two most notable examples: SYK model (sections 3 and 4) and 2D dilaton gravity
(section 5).
Finally, let us emphasize that arguments of [9,14–16] work only for nearly equilibrium situations (e.g.
large, semiclassical black hole or eternal black hole in AdS space), assuming that a small perturbation
induced by operator V cannot significantly change the initial state. Usually OTOCs are also calculated
for such situations. Due to this assumption one can use equilibrium (Matsubara) diagrammatic technique
and apply the analytic continuation procedure to correlation functions. However, this intuition does not
work if the perturbation is big or the system is far from equilibrium (e.g. for small black holes). In
this case one needs to use non-equilibrium (Schwinger–Keldysh) diagrammatic technique and take into
account that the state of the system can evolve in time [95,96]. An example of such calculation for black
holes and de Sitter space can be found in [20, 97–101], a generalization of non-equilibrium technique for
OTOCs can be found in [84, 102]. However, it is still unknown whether arguments of [9, 14–16] can be
extended to non-equilibrium systems or not.
3 SYK basics
SYK model is one of the most notable models for quantum chaos and holography. Due to its remarkable
properties it is an excellent toy model for many physical phenomena, including traversable wormholes [17–
20] and strange metals [21–23]. Due to this reason we review this model in great detail.
This section is mostly based on the pioneer papers [4–6] and talks of Kitaev [1]. Reviews [103, 104]
also come in handy. For simplicity we consider the model with four-fermion interaction vertex (q = 4),
which is the simplest non-trivial and non-degenerate case. The generalization to other cases (q ≥ 2) is
straightforward and can be found in the mentioned papers.
7In fact, for gravitational scattering of massive particles with spin J > 2 one expects that κ ∼ 2pi
β
(J − 1). However, it
was argued that such processes violate causality and unitarity [9, 69].
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In this section we discuss the basic properties of SYK model: large N diagrammatics, emergence of
conformal symmetry in the IR limit, effective and Schwarzian action. The calculation of the four-point
function is placed in the separate section (section 4) because of its bulkiness.
3.1 Main definitions
SYK model is quantum mechanics of N  1 Majorana fermions with all-to-all random couplings:
ISY K =
∫
dτ
1
2
N∑
i=1
χi(τ)χ˙i(τ)− 1
4!
N∑
i,j,k,l=1
Jijkl χi(τ)χj(τ)χk(τ)χl(τ)
 , (3.1)
where χ˙i = dχi/dτ . Let us clarify the notations. Letter τ denotes Euclidean time, which is related to
Lorentzian time t by the Wick rotation: τ = it. In this section we work in Euclidean time if not stated
otherwise. Operators χi are Hermitian: χi = χ
†
i , and obey the usual anticommutation relations:
{χi, χj} = δij , i, j = 1 . . . N. (3.2)
One can find more information about representations of one-dimensional Clifford algebra in appendix A.
Note that in one-dimensional case Majorana fermions are dimensionless. The couplings Jijkl are dis-
tributed randomly and independently, i.e. accordingly to the gaussian distribution8 with the following
probability density function:
P (Jijkl) = exp
(
−N
3J2ijkl
12J2
)
for every Jijkl. (3.3)
We emphasize that the summation over i, j, k and l is not assumed. This distribution leads to several
important properties. First, it fixes the average and average square of couplings:
Jijkl = 0, J
2
ijkl =
3!J2
N3
, (3.4)
where J is a constant with dimension of mass. Second, the even moments of couplings split into the sum
of all possible products of the second moments (average squares), i.e. there is a Wick-type decomposition
for average of even number of couplings. For instance,
Ji1i2i3i4Jj1j2j3j4Jk1k2k3k4Jl1l2l3l4 = Ji1i2i3i4Jj1j2j3j4 Jk1k2k3k4Jl1l2l3l4 + Ji1i2i3i4Jk1k2k3k4 Jj1j2j3j4Jl1l2l3l4+
+ Ji1i2i3i4Jl1l2l3l4Jj1j2j3j4Jk1k2k3k4 .
(3.5)
Roughly speaking, to perform such an averaging one should create many copies of the system with
randomly choosen couplings9, calculate the expressions in question and average the final results10. The
reasons why one requires properties (3.4) and (3.5) will become clear in the next subsection.
Note that anticommutation relations (3.2) imply the antisimmetry of the couplings:
Jijkl = sgnσJσ(i)σ(j)σ(k)σ(l), where σ : i→ σ(i), i = 1 . . . N. (3.6)
8A generalization to non-gaussian distributions can be found in [105].
9In fact, if one is interested only in extensive quantities, such as energy or entropy, for large N it is sufficient to consider
only one specific realization with randomly distributed couplings. Roughly speaking, the large N system can be divided into
a large number of large subsystems that average themselves in such quantities.
10One can also consider a generalization of the model with dynamical couplings. In particular, large N fermionic tensor
models reproduce all main properties of SYK model without the trick with disorder average. For review see subsubsection 6.2
and papers [106–111].
10
First, this reduces the number of independent non-zero components of Jijkl to
N !
4!(N−4)! . Second, this
allows one to define the disorder average of two arbitrary couplings:
Ji1i2i3i4Jj1j2j3j4 =
3!J2
N3
∑
σ
sgnσδi1σ(j1)δi2σ(j2)δi3σ(j3)δi4σ(j4), (3.7)
where the sum is performed over all possible permutations of indices. Essentially, this sum just checks
whether indices of Ji1i2i3i4 and Jj1j2j3j4 coincide or not.
The important particular case in applications below is the case of three coincident indices:
N∑
k,l,m=1
JiklmJjklm =
3!J2
N3
N∑
k,l,m=1
δijδkkδllδmm + · · · = 3!J
2
N3
(
N3δij +O(N2)
)
= 3!J2δij +O
(
1
N
)
. (3.8)
Let us also specify the interval where the Euclidean time τ runs. In this paper we consider two closely
related cases: Euclidean line τline ∈ (−∞,∞) and Euclidean circle: τcircle ∈
[
−β2 , β2
)
, τ + β ∼ τ . The
first case describes the zero-temperature quantum mechanics, whereas the second case corresponds to
the thermal state with the inverse temperature β = 1T . Below we will use the following map to change
between the Euclidean line and circle:
τline = tan
piτcircle
β
. (3.9)
Note that this mapping function is real and monotonic, i.e. it preserves the order of times: dτline/dτcircle >
0.
Finally, note that in the free theory the Hamiltonian is zero, H0(τ) = 0. Hence, operators are constant
even in Heisenberg picture: χi(τ) = e
τH0χi(0)e
−τH0 = χi(0). Therefore, one can use anticommutation
relations (3.2) to find the two-point correlation functions in the zero-temperature free theory:
〈0|T χi(τ)χj(0)|0〉 ≡ θ(τ)〈0|χiχj |0〉 − θ(−τ)〈0|χjχi|0〉 = 1
2
sgnτδij , (3.10)
and finite-temperature free theory:
〈T χi(τ)χj(0)〉β = 1
2
sgn
(
sin
piτ
β
)
δij . (3.11)
Here |0〉 denotes the vacuum state in the free theory and 〈· · · 〉β denotes the averaging over the thermal
distribution together with the quantum averaging:
〈· · · 〉β ≡
tr
[
e−βH · · · ]
tr [e−βH ]
. (3.12)
A more accurate derivation of the propagators can be found in appendix A.
Note that thermal fermion propagator is antiperiodic due to anticommutation rule (3.2). For instance,
for τ > 0:
tr
[
e−βHχ(τ + β)χ(0)
]
= tr
[
χ(τ)e−βHχ(0)
]
= tr
[
e−βHχ(0)χ(τ)
]
= −tr
[
e−βHχ(τ)χ(0)
]
, (3.13)
Finally, it is convenient to define the averaged correlation functions:
G0(τ) ≡ 1
N
N∑
i=1
〈T χi(τ)χi(0)〉 = 1
2
sgnτ, (3.14)
Gβ0 (τ) ≡
1
N
N∑
i=1
〈T χi(τ)χi(0)〉β = 1
2
sgn
(
sin
piτ
β
)
. (3.15)
Note that for τ ∈
[
−β2 , β2
)
the finite-temperature propagator (3.15) coincides with the zero-temperature
propagator (3.14). Also note that any fermion Green function is antisymmetric: G(τ) = −G(−τ).
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3.2 Two-point function and diagrammatics
Let us turn on the interaction term:
H(τ) =
1
4!
∑
i,j,k,l
Jijklχi(τ)χj(τ)χk(τ)χl(τ), (3.16)
and calculate averaged over disorder loop corrections to the free propagators. For greater clarity, we turn
back to the Lorentzian time for a while, expand the evolution operators and calculate few first orders in
J . The evolution operator is given by the following expression:
U(t1, t2) ≡ T exp
[
−i
∫ t1
t2
dtH(t)
]
= 1− i
∫ t1
t2
dtH(t)−
∫ t1
t2
dt
∫ t
t2
dt′H(t)H(t′) + · · · . (3.17)
The exact propagator G(t) can be transformed to the following form:
G(t)δij =
〈
T U †(t,−∞)χi(t)U(t, 0)χj(0)U(0,−∞)
〉
=
〈T χi(t)χj(0)U(+∞,−∞)〉
〈U(+∞,−∞)〉 , (3.18)
Here we use the unitarity of U(t1, t2) and suppose that the vacuum state is not disturbed under adiabatic
turning on and switching off the interaction term [98,112]. Note that we do not need to use the interaction
picture since H0 = 0. Now let us expand this expression and average it over the disorder:
G(t)δab =
〈
T
[
χa(t)χb(0)− i
4!
∑
i,j,k,l
Jijkl
∫ +∞
−∞
dt′χa(t)χb(0)χ′iχ
′
jχ
′
kχ
′
l−
− 1
2
1
(4!)2
∑
i,j,k,l,p,q,r,s
JijklJpqrs
∫ +∞
−∞
dt′
∫ +∞
−∞
dt′′χa(t)χb(0)χ′iχ
′
jχ
′
kχ
′
lχ
′′
pχ
′′
qχ
′′
rχ
′′
s +O(J3)
]〉
,
(3.19)
where we denoted χi(t
′) ≡ χ′i and χi(t′′) ≡ χ′′i for short. We also used that in the large N limit the
averaging over the disorder in the numerator and denonimator in (3.19) can be done independently.
Now one sees that the rules (3.4), (3.5) and (3.7) single out the very special type of vacuum expectation
values. First, the disconnected part of the averages factorizes as usual. Second, odd orders in Jijkl die out
after the disorder averaging. Third, the connected part of the expression (3.19) reduces to the following
expression:
G(t)−G0(t) = 2 · 4 · 4!
2(4!)2
1
N
∑
i,k,m,n
JikmnJjkmnδij
∫
dt′dt′′G0(t− t′)G0(t′ − t′′)3G0(t′′) +O(J4) =
= J2
∫
dt′dt′′G0(t− t′)G(t′ − t′′)3G(t′′) +O
(
J2
N
)
+O(J4).
(3.20)
Here we have applied the Wick’s theorem for the vacuum expectation values, contracted couplings with
Kronecker deltas which come from the free propagators (3.10), used antisimmetry of Jijkl to find the nu-
merical coefficient11 and used the relation (3.8) to single out the leading order in N . The expression (3.20)
can be schematically represented by the so-called melonic diagram (Fig. 1). The other second-order dia-
gram (Fig. 2) identically equals zero, because it contains couplings with coincident indices.
Using Wick’s theorem and the relation (3.7) one can write down higher order corrections, which
correspond to higher-order diagrams (Fig. 3). Each diagram is proportional to the certain power of J
and N . The power of J is simply equals to the number of vertices of the diagram (each vertex gives J).
The power of N has no simple connection with the shape of the diagram. However, it is easy to see that
the only diagrams which survive in the limit N →∞ are melonic diagrams, because the expression (3.8)
is the only one of the order J2N0. Roughly speaking, Kronecker deltas in (3.8) are contracted directly,
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Figure 1: Melonic diagram Figure 2: Double tadpole diagram that is iden-
tically zero
whereas Kronecker deltas in other averages are contracted through the other deltas. The longer the
“path” of contraction of the indexes via Kronecker symbols, the lower is the power of N .
For instance, compare the double melon (Fig. 3b or Fig. 3e) with non-melonic diagram (e.g. Fig. 3h).
Double melonic diagram contains the following disorder average:
J4
N6
∑
JiklmJnklm JnpqrJjpqr ∝ J
4
N6
∑
δinδkkδllδmmδjnδppδqqδrr + · · · = J4 +O
(
J4
N
)
. (3.21)
Obviously, the contraction of six Kronecker deltas of the form δnn gives N
6, so that the overall order of
the diagram is J4N0. At the same time, the diagram depicted on the Fig. 3h contains a slightly modified
average:
J4
N6
∑
JiklmJjqrm JkrnpJqlnp ∝ J
4
N6
∑
δijδkqδlrδmmδkqδlrδnnδpp + · · · = O
(
J4
N
)
. (3.22)
Here the power N5 comes from the contraction of δmm, δnn, δpp, δkqδkq and δlrδlr. One can see that two
“paths” of the contraction lengthened and one “path” shortened, which reduced the power of N by one.
The other possible products of the Kronecker deltas, which follow from (3.7), give even longer “paths” of
the contraction.
Thus, the only type of diagrams which survive in the limit N →∞ are melonic diagrams (Fig. 3a, 3b
and 3e). Moreover, one needs not to care about the signs and numerical coefficients in front of such
diagrams, because all melons come with the same numerical coefficient. In fact, the correction (Fig. 1)
can be thought of as a single block that can be inserted into any tree-level line of itself.
Recently the dominance of melonic diagrams also was rigorously proved, e.g. based on combinatorial
analysis [113] and generalizations of the model [114]. We will not discuss such proof.
Note that in this subsection we worked in the zero-temperature limit, β =∞, i.e. calculated the vac-
uum expectation values. However, the obtained results can be easily generalized to the finite-temperature
case, because the averaging over the disorder does not depend on the temperature and always singles out
melonic diagrams. It does not matter whether Feynman or Matsubara technique is used, the prefactors
of diagrams are the same.
11All possible contractions give 4 · 4 · 3 · 2 and the symmetry under the change t′ ↔ t′′ gives 2.
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Figure 3: Second-order (a) and fourth-order (b–m) corrections to the propagator. The only diagrams
that survive in the limit N →∞ are (a), (b) and (e).
3.3 Dyson–Schwinger equation and IR limit
Using the results of the previous section one can straightforwardly write down the Dyson–Schwinger (DS)
equation in the limit N →∞:
G(τ1, τ2) = G0(τ1, τ2) +
∫
dτ3dτ4G0(τ1, τ3)Σ(τ3, τ4)G(τ4, τ2),
Σ(τ1, τ2) ≡ J2G(τ1, τ2)3.
(3.23)
This equation sums up only the melonic diagrams, which dominate in the limit in question. Here we
turned back to the Euclidean time and took into account that corrections to each propagator of the
melon endlessly grow upwards (as in Fig. 3e) and to the right (as in Fig. 3b), i.e. corresponding tree-level
propagators are replaced with the exact ones (Fig. 4). This equation (with the appropriate limits of the
integration over τ) holds both for zero- and finite-temperature propagators. Due to the translational
invariance the exact propagator depends on the time difference: G(τ1, τ2) = G(τ1 − τ2), Σ(τ1, τ2) =
Σ(τ1 − τ2). Hence, we can make the Fourier transformation of the equation (3.23):
G−1(ω) = −iω − Σ(ω), (3.24)
where we used the explicit form of the tree-level propagator:
G0(ω) ≡
∫ ∞
−∞
dτeiωτ
1
2
sgnτ =
i
ω + i0
, i.e. G−10 (ω) = −iω. (3.25)
The equation (3.23) can be solved numerically. However, in the low frequency limit, ω  J (i.e. Jτ  1),
and strong coupling, βJ  1, one can also find its analitical solution. Let us first consider the zero-
temperature case β = ∞. On dimensional grounds, we expect that in the limit under consideration the
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Figure 4: Dyson–Schwinger equation which sums up melonic diagrams. Thin lines correspond to tree-level
propagators, thick lines correspond to exact ones.
exact propagator decays as G(τ) ∼ τ− 12 . Hence, the left-hand side of the equation (3.23) is negligible and
the equation reduces to the following form (the result below shows that this assumption is correct):
0 = G0(τ1, τ2) +
∫ ∞
−∞
dτ3
∫ ∞
−∞
dτ4G0(τ1, τ3)Σ(τ3, τ4)G(τ4, τ2), (3.26)
hence, ∫
dτΣ(τ1, τ)G(τ, τ2) = −δ(τ1 − τ2). (3.27)
To obtain the second identity we have differentiated the identity (3.26) over τ1, then took the integral
over τ3 and used the differential equation which G0(τ1 − τ2) does obey. Obviously, the same equation
arises when one dropes off the inverse tree-level propagagtor in (3.24):
G−1(ω) ≈ −Σ(ω), or Σ(ω)G(ω) ≈ −1. (3.28)
This is just a Fourier transformation of the equation (3.27). Note that in the limit in question the DS
equation (3.26) is invariant under reparametrizations of time, τ → f(τ), f ′(τ) > 0:
G(τ1, τ2)→ G [f(τ1), f(τ2)] f ′(τ1)∆f ′(τ2)∆,
Σ(τ1, τ2)→ Σ [f(τ1), f(τ2)] f ′(τ1)3∆f ′(τ2)3∆,
(3.29)
where ∆ = 14 . In fact,∫
df(τ)Σ
[
f(τ ′), f(τ)
]
G
[
f(τ), f(τ ′′)
]
=
∫
dτΣ(τ ′, τ)G(τ, τ ′′)
f ′(τ ′)
1
4 f ′(τ ′′)
3
4
=
−δ(τ ′ − τ ′′)
f ′(τ ′)
= −δ [f(τ ′)− f(τ ′′)] .
(3.30)
We emphasize that these reparametrizations should respect the orientation of the Euclidean circle: oth-
erwise, the last equality in (3.30) does not hold.
Thus, we obtain that in the IR limit fermions acquire an anomalous conformal dimension12 ∆ = 14 ,
which hints at the following ansatz to solve the DS equation:
Gc(τ1, τ2) = B
sgnτ12
|Jτ12|2∆ , (3.31)
where τ12 ≡ τ1 − τ2 and B is some numerical constant to be determined. The letter “c” stands for
“conformal”. Keeping in mind the following integral, which reduces to the gamma-function after the pi2
rotation in the complex plane:∫ ∞
−∞
dτeiωτ
sgnτ
|τ |2D = 2iΓ(1− 2D) cos(piD)|ω|
2D−1sgnω, (3.32)
12In general, in the model with q-fermion interaction term fermions acquire a conformal dimension ∆ = 1
q
.
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Figure 5: A reprint of numerical solutions to the large N Dyson–Schwinger equation (3.23) obtained in [5]
for βJ = 10 and βJ = 50. The exact solution is shown in solid lines, conformal approximation in dash-
dotted lines and conformal approximation plus the first correction (which breaks the reparametrization
invariance) in dashed lines. For convenience the variable θ = 2piτβ is introduced.
we confirm that our ansatz does solve the equation (3.26), and find the numerical factor B:
Gc(τ) =
1
(4pi)
1
4
sgnτ
|Jτ |2∆ . (3.33)
Note that this solution decays as J(τ1−τ2)→∞, which confirms the self-consistency of the approximation
in which the equation (3.26) was obtained. This solution was originally found by Sachdev and Ye in the
system of randomly coupled spins [2].
Finally, reparametrization invariance (3.29) allows one to find the finite-temperature exact propagator
without solving the corresponding DS equation [115]. In fact, zero- and finite-temperature propagators
are connected by the map (3.9), which does satisfy the condition f ′(τ) > 0. Therefore, we can simply use
this map in the expression (3.33):
Gβc (τ) =
pi
1
4√
2βJ
sgn
(
sin piτβ
)
| sin piτβ |2∆
, τ ∈
[
−β
2
,
β
2
)
. (3.34)
Here we substituted the correct sgn function from subsection 3.1. However, note that sgn
(
sin piτβ
)
=
sgn
(
tan piτβ
)
= sgn(τ) for τ ∈
[
−β2 , β2
)
. Also note that in the limit τ  β expressions (3.33) and (3.34)
coincide.
We remind that Gc(τ) and G
β
c (τ) are approximately equal to the exact propagators G(τ) and Gβ(τ)
only for relatively large times τ  1/J . At the same time, in the UV limit (τ  1/J) exact propagators
are approximately equal to the bare ones, G0(τ) and G
β
0 (τ) correspondingly. In the intermediate region
G(τ) and Gβ(τ) interpolate between these functions (e.g. see Fig. 5).
After the analytic continuation of (3.34) to the Lorentzian time t = −iτ one obtains the following
two-point function13:
Gβc (t) =
(pi)
1
4√
2βJ
1
| sinh pitβ |2∆
∝ e− 2pi∆β t, as t 1
J
. (3.35)
This function becomes exponentially small after the time td =
β
2pi∆ ∼ β, which is usualy called as
dissipation time. This is quite an unusual behavior for a 1D system, but note that we consider large N
13Note that in the Lorentzian signature one should specify the propagator (i.e. ordering of the operators into the correlation
function) using i prescription [5,112]. The analytical behavior of different propagators is different, but the overall exponential
factor is unique.
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limit. In fact, it was shown in [116] that the exponential decay is replaced by the correct power-like one:
Gβc (t) ∼ (t/tM )−3/2, for times larger than tM ∼ N/J . We will return to this expression when we discuss
four-point funcitons (Sec. 4).
3.4 Effective action
In this subsection we derive the effective action and DS equations (3.23) directly from the path integral.
Here we assume the Gaussian distribution for coupling constants Jijkl, which gives the following averaging
rule:
f(Jijkl) ≡
∫
DJijklf (Jijkl) , where DJijkl ≡ exp
− N3
12J2
∑
i<j<k<l
J2ijkl
 ∏
i<j<k<l
√
N3
3!J2
dJijkl√
2pi
. (3.36)
There are two physically distinct ways to realize the disorder average. First, one can average the partition
functions itself, i.e. find Z. Second, one can average the free energy using so-called replica trick:
βF ≡ −logZ = − lim
M→0
∂MZM . (3.37)
In this approach one introduces M copies of the system (χi → χαi , i = 1 . . . N , α = 1 . . .M), calculates
the extended partition function ZM , averages over the disorder, analitically continues to non-integer M
and take the formal limit (3.37). If one wants to find the free energy, entropy and other thermodinamic
functions that are in some sense directly observable quantities, one should consider the second average.
However, in SYK model both methods of averaging give the same effective action [7,23,103], because
the replica-nondiagonal contributions to the replica action are suppressed by higher powers of 1N , and
replica partition function simply splits into the product of M naively-averaged partition functions: ZM =(
Z
)M
+O ( 1N ). One can find the details on replica calculation in [6, 7, 117, 118]. Thus, for simplicity we
consider the disorder average of the partition function itself:
Z =
∫
DJijklDχi exp
∫ dτ
1
2
N∑
i=1
χi∂χi − 1
4!
N∑
i,j,k,l=1
Jijkl χiχjχkχl
 =
=
∫
Dχi exp
1
2
∑
i
∫
dτχi∂χi +
3!J2
2N3
1
4!
∑
i,j,k,l
(∫
dτχiχjχkχl
)2 =
=
∫
Dχi exp
[
1
2
∑
i
∫
dτχi∂χi +
NJ2
8
∫
dτdτ ′
(
1
N
∑
i
χi(τ)χi(τ
′)
)4]
=
=
∫
Dχi exp
[∫
dτdτ ′
(
N
2
G−10 (τ, τ
′)Ξ(τ, τ ′) +
NJ2
8
Ξ(τ, τ ′)4
)]
.
(3.38)
Here we performed the gaussian integration over Jijkl, reorganized the integrals over dτ and the sum
over fermion indexes. For convenience we also introduced the inverse tree-level propagator G−10 (τ, τ
′) and
mean field variable Ξ(τ, τ ′):
G−10 (τ, τ
′) = δ(τ − τ ′)∂τ , Ξ(τ, τ ′) = 1
N
N∑
i=1
χi(τ)χi(τ
′). (3.39)
Then we formally apply the following identity:
f(Ξ) =
∫
dxf(x)δ(x− Ξ) = N
2pi
∫
dxdyf(x)eiN(x−Ξ)y, (3.40)
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for the functional variables
x = G(τ, τ ′), y = iΣ(τ, τ ′), (3.41)
with the following normalization condition:∫
DGDΣ exp
[
−N
2
∫
dτdτ ′Σ(τ, τ ′)G(τ, τ ′)
]
= 1, (3.42)
to the function
exp
(
NJ2
8
∫
dτdτ ′Ξ(τ, τ ′)4
)
=
=
∫
DGDΣ exp
{
N
2
∫
dτdτ ′
[
J2
4
G(τ, τ ′)4 − Σ(τ, τ ′)
(
G(τ, τ ′)− Ξ(τ, τ ′)
)]}
.
(3.43)
In this way we reorganize the nonlinear term Ξ(τ, τ ′)4 in (3.38):
Z =
∫
DGDΣ
∫
Dχi exp
{
N
2
∫
dτdτ ′
[(
G−10 (τ, τ
′) + Σ(τ, τ ′)
)
Ξ(τ, τ ′) +
J2
4
G(τ, τ ′)4 − Σ(τ, τ ′)G(τ, τ ′)
]}
=
∫
DGDΣ
∫
Dχi exp
[
1
2
∑
i
∫
dτdτ ′ χi(τ)
(
δ(τ − τ ′)∂τ + Σ(τ, τ ′)
)
χi(τ
′)+
+
N
2
∫
dτdτ ′
(
J2
4
G(τ, τ ′)4 − Σ(τ, τ ′)G(τ, τ ′)
)]
.
(3.44)
In the last line we substituted the explicit form of the inverse tree-level propagator and mean field
variable (3.39). Finally, after the integration over χi(τ) we obtain the effective action:
Z =
∫
DGDΣ e−Ieff [G,Σ], (3.45)
Ieff
N
= −1
2
log det
(
− δ(τ − τ ′)∂τ − Σ(τ, τ ′)
)
+
1
2
∫
dτdτ ′
(
Σ(τ, τ ′)G(τ, τ ′)− J
2
4
G(τ, τ ′)4
)
. (3.46)
This effective action clearly reproduces the DS equation (3.23) after the variations over G and Σ. Indeed,
variation wrt G gives the expression for the self-energy, whereas variation wrt Σ gives the equation itself14:
δΣIeff = −1
2
tr log
(
1− (−∂τ − Σ)−1 δΣ
)
+
1
2
∫
dτdτ ′G(τ, τ ′)δΣ(τ, τ ′) =
=
1
2
∫
dτdτ ′
[
G(τ, τ ′)− [G−10 (τ, τ ′)− Σ(τ, τ ′)]−1] δΣ(τ, τ ′), hence, G−1 = G−10 − Σ. (3.47)
Practically, this means that we need not to rigorously explain the calculations that have been performed
above, because the only important property which we require from the effective action is the correct DS
equation. As soon as we find such an action, we entirely define the theory in the limit N → ∞. In
principle, we could just guess the action (3.46) from the equation (3.23).
We emphasize that the solution of the DS equation (3.23) is a true saddle point of the effective
action (3.46), i.e. it is maximum on G and minimum on Σ. This is due to the specific choice of the
integration variable y, which is pure imaginary (3.41). Such a saddle point should be treated with
caution. However, the numerical calculation shows that the solution of the DS equation does converge to
this point [5, 7, 8, 118,119].
Note that the functional integration over one-dimensional Majorana fermions is defined badly, because
such fermions cannot be described by neither normal nor Grassmann numbers. In practice one should
14In the second line we used that G−10 (τ
′, τ) = G−10 (τ, τ
′) and Σ(τ ′, τ) = −Σ(τ, τ ′).
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Figure 6: A reprint of the energy spectrum numerically calculated in [5] for a single realization of the
couplings in the model (3.1) with N = 32 fermions.
redefine Majorana fermions in terms of the ordinary Dirac fermions and reduce the integral (3.38) to the
integral over Grassmann variables. For the details on this calculation see appendix B.
Also note that the number 1N plays the role of Planck’s constant ~ in the functional integral (3.45),
i.e. the limit N →∞ is equivalent to the classical limit ~→ 0.
Finally, the effective action (3.46) allows one to calculate the entropy and free energy of the system,
which determine its thermodynamic properties [5, 8, 120]:
βF = βE0 +N
[
−S0 − 2pi
2C
βJ
+O
(
1
(βJ)2
)]
+
3
2
log(βJ) + const +O
(
1
N
)
, (3.48)
where E0 is the ground state energy, S0 ≈ 0.232 is the low temperature entropy per site and C is a
numerical coefficient, the origin of which will be explained below. Note that the entropy of the system is
large (S ∼ N) even at low temperatures, which is not a common property. This is due to a specific form
of the density of states, which resembles the random matrix semicircle and smoothly goes to zero at low
energies (Fig. 6). In other words, even near the ground state the density of states is large (ρ ∼ eS0N ) and
energy gaps are small (∼ e−S0N ).
3.5 Schwarzian action
As we have seen in the subsection 3.3, the presence of the inverse tree-level propagator in (3.23) breaks
the reparametrization invariance of DS equation (3.29). In this subsection we study this breaking more
carefully. First let us make the change Σ → Σ − G−10 in the effective action (3.46) and separate the
conformally-invariant and non-invariant parts Ieff = ICFT + IS :
ICFT
N
= −1
2
log det
(
− Σ(τ, τ ′)
)
+
1
2
∫
dτdτ ′
(
Σ(τ, τ ′)G(τ, τ ′)− J
2
4
G(τ, τ ′)4
)
, (3.49)
IS
N
= −1
2
∫
dτdτ ′G−10 (τ, τ
′)G(τ, τ ′). (3.50)
Now it is easy to see that conformal part ICFT reproduces DS equation (3.26) or (3.28), which is invariant
wrt reparametrizations τ → f(τ), f ′(τ) > 0. Furthermore, delta-function in G−10 (τ, τ ′) picks up small
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time differences |τ − τ ′|  J−1, therefore it can be neglected in the IR limit. Hence, conformal invariance
emerges in the deep IR limit and disappears when one moves avay from it.
However, one cannot simply throw away the non-invariant part of the effective action, because it
contains the essential information about the theory. In order to see this, let us consider fluctuations of
the effective action (3.46) near the saddle point (G˜, Σ˜). We emphasize that G˜ 6= Gc; Gc is only IR limit
of G˜. It is convenient to parametrize the fluctuations15 in the form G = G˜+ δG|G˜| , Σ = Σ˜ + |G˜|δΣ:
Ieff
N
≈ 1
4
∫
dτ1dτ2dτ3dτ4 δΣ(τ1, τ2)
(∣∣G˜(τ1, τ2)∣∣G˜(τ1, τ3)G˜(τ2, τ4)∣∣G˜(τ3, τ4)∣∣) δΣ(τ3, τ4)+
+
1
2
∫
dτ1dτ2
(
δG(τ1, τ2)δΣ(τ1, τ2)− 3J
2
2
δG(τ1, τ2)
2
)
≡
≡ − 1
12J2
〈δΣ|K|δΣ〉+ 1
2
〈δG|δΣ〉 − 3J
2
4
〈δG|δG〉.
(3.51)
Here K is the operator that acts on the space of antisymmetric two-point functions (and generates ladder
diagrams, as we will see in Sec. 4.2). The integral kernel of this operator looks as follows:
K(τ1, τ2, τ3, τ4) ≡ −3J2
∣∣G˜(τ1, τ2)∣∣G˜(τ1, τ3)G˜(τ2, τ4)∣∣G˜(τ3, τ4)∣∣,
K|A〉 =
∫
dτ3dτ4K(τ1, τ2, τ3, τ4)A(τ3, τ4).
(3.52)
It is straightforward to see that this kernel is antisymmetric under the changes τ1 ↔ τ2 and τ3 ↔ τ4 but
symmetric under the change (τ1, τ2)↔ (τ3, τ4) (recall that G(τ2, τ1) = −G(τ1, τ2)). Also we introduce the
identity operator [6, 121]:
I(τ1, τ2, τ3, τ4) ≡ 1
2
[δ(τ1 − τ3)δ(τ2 − τ4)− δ(τ1 − τ4)δ(τ2 − τ3)] ,
I|A〉 = |A〉,
(3.53)
and the inner product of two-point functions:
〈A|B〉 ≡
∫
dτ1dτ2A
∗(τ1, τ2)B(τ1, τ2). (3.54)
We remind that Σ is a Lagrange multiplier, i.e. it does not appear in physical quantities. Hence, we
can just integrate out its fluctuations from the functional integral with the action (3.46) to obtain in the
semiclassical approximation:
Ieff [δG]
N
= − log
∫
DδΣ e−Ieff [δG,δΣ] ' 3J
2
4
〈
δG
∣∣(K−1 − I)∣∣δG〉. (3.55)
Let us check what happens with the action (3.55) in the conformal (IR) limit. Naively one thinks that non-
invariant part of the action is negligible in this limit, i.e. action (3.46) approximately equals (3.49). This
means that conformally invariant propagator replaces the exact saddle point, G˜ ≈ Gc. The fluctuations
of the effective action in this limit are as follows:
Ieff [δG]
N
≈ ICFT [δG]
N
≈ 3J
2
4
〈δG|K−1c − I|δG〉, (3.56)
where the operator Kc has the form (3.52) with the functions Gc instead of G˜. Unfortunately, such a
naively trancated effective action does not appropriately treat all fluctuations around the saddle point.
15Note that the measure of the functional integration does not change if we choose fluctuations in this form.
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Indeed, let us consider such fluctuations δG that conserve the conformal symmetry (3.29). In this case
G = Gc +
δG
|Gc| and Σ = J
2G3c + 3J
2|Gc|δG solve the conformal Dyson–Schwinger equation (3.27):∫
dτ4
(
Σc(τ3, τ4) + 3J
2|Gc(τ3, τ4)|δG(τ3, τ4)
)(
Gc(τ4, τ2) +
δG(τ4, τ2)
|Gc(τ4, τ2)|
)
= −δ(τ3 − τ2), (3.57)
Substracting the DS equation on the conformal functions Gc and Σc, multiplying by Gc(τ3, τ1) and
integrating over τ3 we obtain the following identity:∫
dτ3dτ4
(
δG(τ4, τ2)
|Gc(τ4, τ2)|Σc(τ3, τ4)Gc(τ3, τ1) + 3J
2Gc(τ1, τ3)Gc(τ2, τ4)|Gc(τ3, τ4)|δG(τ3, τ4)
)
= 0, (3.58)
which straightforwardly reduces to
(I −Kc) δG = 0. (3.59)
Thus, on such fluctuations the conformally-invariant action (3.56) or (3.49) is zero, i.e. non-invariant
part (3.50) cannot be omitted. Therefore, we have to move away from IR limit and estimate how the
action (3.50) changes under the conformal transformations (3.29).
Let us first consider zero temperature case (β = ∞). As the first approximation, we expand the
conformal propagator:
Gc(τ1, τ2)→ Gc [f(τ1), f(τ2)] ≈ sgn(τ1 − τ2)
(4pi)
1
4J2∆
f ′(τ1)∆f ′(τ2)∆
|f(τ1)− f(τ2)|2∆
, (3.60)
near τ = τ1+τ22 into the powers of τ12 = τ1 − τ2:
G(τ1, τ2) = Gc(τ1, τ2)
(
1 +
∆
6
τ212Sch [f(τ), τ ] +O(τ312)
)
, where Sch (f(τ), τ) ≡ f
′′′
f ′
− 3
2
(
f ′′
f ′
)2
.
(3.61)
We do this expansion, because delta-function from G−10 (τ1, τ2) in (3.50) picks up values around τ12 ≈ 0.
We will use this property below. Then we substract the untransformed part from (3.61) and substitute
the final result into the action (3.50) to obtain that:
IS
N
= −1
2
〈G−10 |δG〉 = −
1
2
∫
dτdτ12G
−1
0 (τ12)G˜(τ12)
[
∆
6
τ212Sch [f(τ), τ ] +O(τ312)
]
≈
≈ −∆
12
∫
dτ12δ(τ12)∂τ12
(
τ212G˜(τ12)
)∫
dτ Sch [f(τ), τ)] =
= − 1
J
∆
12
∫
dηδ(η)∂η
(
η2G˜(η)
)
︸ ︷︷ ︸
C
∫
dτ Sch [f(τ), τ)] ,
(3.62)
where we have changed to the dimensionless variable η = Jτ12. Now it is easy to see that the integral
over dη is undefined:
C =
∆
12
∫
dηδ(η)
[
(η2g(η))′sgnη + η2g(η)δ(η)
]
=
∆
12
∫
dηg(η)η2δ(η)2 =
∆
12
δ(0) · g(0) · 02 = 0 ·∞, (3.63)
where we singled out the relevant part of the saddle point value, G˜(η) = g(η)sgnη.
There is no simple way to resolve this uncertainty, because we cannot analytically find the function
g(η) for all times. However, this problem can be solved by smearing the delta-function (i.e. by replacing
the term G−10 with the other suitable source which is big at small times, η  1) and introducing gentle
UV and IR cut-offs for the integral (3.63). This was done in [6].
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The other way is to calculate the leading non-conformal corrections to the eigenfunctions and eigen-
values of the operator K, substitute them into the action (3.55) and directly evaluate IS = Ieff − ICFT ≈
δICFT . This calculation was performed in [5,8]. Both these methods lead to the action of the form (3.62)
with the coefficient C ≈ 0.48× ∆12 > 0. In summary, for the zero-temperature theory we obtain:
IS
N
≈ −C
J
∫ ∞
−∞
Sch [f(τ), τ ] dτ. (3.64)
As usual, one can change to the finite-temperature version of (3.64) using the map (3.9):
IS
N
= −C
J
∫ β
2
−β
2
Sch
[
tan
piϕ(τ)
β
, τ
]
dτ. (3.65)
In this case the saddle point values of the effective action are parametrized by the function ϕ(τ), which
maps the time circle to itself and preserves its orientation. Note that the coefficient C is exactly the
coefficient in the thermodynamic identity (3.48). This is because the low energy dynamics of SYK model
is determined by the Schwarzian action.
Note that conformal invariance does not completely disappear when one moves away from IR limit.
Indeed, exact propagators and the effective action must be invariant under the transformations from the
SL(2,R) group: these transformations are the rotations of the time circle (or time line in the limit β →∞)
and do not correspond to any physical degrees of freedom. Both the action (3.55) and the Schwarzian
action (3.65) are zero on the reparametrizations from SL(2,R) group.
Thus, the apparent conformal symmetry of the IR theory is actually broken down to the symmetry
wrt the transformations from the SL(2,R) group. The dynamics of the pseudo-Goldstone boson which is
associated to this broken symmetry (so-called “soft mode”) is approximately described by the Schwarzian
action (3.65).
4 SYK spectrum and four-point functions
This section has two main purposes. First, on a simple example we show how to calculate quantum
corrections (which are suppressed by the powers of 1N ) to many-point correlation functions. For this
reason we keep as many details of the calculation as possible. Second, we show that OTOC exponentially
saturates with time, with the main growing contribution being provided by the Schwarzian action. This
is one of the most striking properties of SYK, as soon as this growth saturates the “bound on chaos” and
coincides with the behavior of similar correlators calculated on black hole background (see subsection 2.2
and paper [9]). This section is mostly based on the pioneer papers [4–6]. A generalization to n-point
functions with arbitrary n can be found in [122].
Let us consider the following four-point correlation function:
1
N2
N∑
i,j=1
〈T χi(τ1)χi(τ2)χj(τ3)χj(τ4)〉 =
=
1
Z
∫
DGDΣ
[
G(τ1, τ2)G(τ3, τ4) +
1
N
(G(τ1, τ4)G(τ2, τ3)−G(τ1, τ3)G(τ2, τ4))
]
e−Ieff [G,Σ],
(4.1)
where we have used the approach of subsection 3.4 to transform from the functional integrals over Dχi on
the LHS to those over DG and DΣ on the RHS. Letter Z denotes the partition function (3.45). As usual,
we work in the limit Jτ  1, N  1 and keep the leading quantum correction (∼ 1N ) to the classical
expression:
F(τ1, τ2, τ3, τ4) ≡ 1
N2
N∑
i,j=1
〈T χi(τ1)χi(τ2)χj(τ3)χj(τ4)〉 − G˜(τ1, τ2)G˜(τ3, τ4), (4.2)
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where G˜ denotes the saddle point value of the effective action (3.46), which in the IR limit approximately
equals the conformal propagator (3.34). For clarity we consider the theory at finite temperature, i.e.
τ1,2,3,4 ∈
[
−β2 , β2
)
.
Without loss of generality we restrict ourselves to the region τ1 > τ2, τ3 > τ4 and τ1 > τ3. First,
function F(τ1, τ2, τ3, τ4) does not depend on the choise of the coordinates on the time circle, i.e. does not
change under the cyclic permutation of its arguments. Second, this function is antisymmetric under the
changes τ1 ↔ τ2 and τ3 ↔ τ4 and symmetric under the simultaneous change (τ1, τ2) ↔ (τ3, τ4), which
follows from the anticommutation relations of χi’s. Together these two symmetries allow one to recover
the behavior of this function in the regions with the other order of τ1,2,3,4.
As we have shown in the subsection 3.5, it is convenient to separate conformally-invarinant and
non-invariant fluctuations near the saddle point value G˜. We denote these fluctuations as δG‖ and
δG⊥ correspondingly. Unlike the subsection 3.5 in this section we do not divide the fluctuations by G˜.
I.e. the fluctuations δG‖ are defined in such way that the function Gc + δG‖ solves the conformal DS
equation (3.27), and the subspace of non-invariant fluctuations δG⊥ is the orthogonal complement to
the subspace of conformally-invariant fluctuations. Note that due to the symmetry (3.29) all conformal
fluctuations can be parametrized by the function ϕ(τ), which maps the time circle into itself:
δG‖ϕ(τ1, τ2) = G
β
c [ϕ(τ1), ϕ(τ2)]−Gβc (τ1, τ2), for some reparametrisation τ → ϕ(τ). (4.3)
In these notations the functional integral for the four-point function looks as follows:
F ≈ F0 + 1
Z
∫
DδG‖DδG⊥DΣ
(
δG‖(τ1, τ2) + δG⊥(τ1, τ2)
)(
δG‖(τ3, τ4) + δG⊥(τ3, τ4)
)
e−ICFT−IS =
= F0 + FS + FCFT +O
(
1
N2
)
,
(4.4)
where we expanded the integrand near the saddle point and introduced the following expectation values:
F0 ≡ 1
N
(
G˜(τ1, τ4)G˜(τ2, τ3)− G˜(τ1, τ3)G˜(τ2, τ4)
)
, (4.5)
FS ≡
〈
δG‖(τ1, τ2)δG‖(τ3, τ4)
〉
S
=
∫ Dϕ δG‖ϕ(τ1, τ2)G‖ϕ(τ3, τ4)e−IS [ϕ]∫ Dϕe−IS [ϕ] , (4.6)
FCFT ≡
〈
δG⊥(τ1, τ2)δG⊥(τ3, τ4)
〉
CFT
=
∫ DδG⊥ δG⊥(τ1, τ2)G⊥(τ3, τ4)e−Ieff [δG⊥]∫ DδG⊥ e−Ieff [δG⊥] . (4.7)
We will clarify the meaning of the notations in subsections 4.1 and 4.2. To obtain the average (4.6), we
use that the Jacobian
J =
[
DG‖ϕ
Dϕ
]
ϕ(τ)= 2piτ
β
(4.8)
is constant and non-zero, because for reparametrisations which are infinitesimally close to the identity,
ϕ(τ) = 2piτβ +δϕ(τ), fluctuations δG
‖
ϕ depend only on δϕ (see eq. (4.11)). The integral
∫ DδG⊥DΣ e−ICFT
in the numerator and denominator of (4.6) is also constant and non-zero. For the average (4.7) we
repeated the argumentation around the formula (3.55) and used the action Ieff evaluated on the conformal
functions G˜ = Gβc . We remind that for the conformally-invariant fluctuations (I −K) δG‖ = 0, hence,
Ieff [δG
⊥ + δG‖] = Ieff [δG⊥].
For convenience in this section we rescale the fields and map the finite-temperature time circle into
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the unit circle by the following transformation:
τ → 2piτ
β
, χi →
(
βJ
2pi
)∆
χi,
G(τ, τ ′)→
(
βJ
2pi
)2∆
G(τ, τ ′), Σ(τ, τ ′)→ 1
J2
(
βJ
2pi
)6∆
Σ(τ, τ ′).
(4.9)
In this case the Schwarzian and conformally-invariant actions acquire the following form:
ICFT
N
= −1
2
log det
(
− Σ(τ, τ ′)
)
+
1
2
∫ pi
−pi
dτ
∫ pi
−pi
dτ ′
(
Σ(τ, τ ′)G(τ, τ ′)− 1
4
G(τ, τ ′)4
)
,
IS
N
= −2piC
βJ
∫ pi
−pi
Sch
(
tan
ϕ(τ)
2
, τ
)
dτ.
(4.10)
Thus, all the prefactors and their dependence on N , J and β become explicit. Both contributions
from the conformally-invariant and non-invariant parts are of the order O ( 1N ), because both actions
IS and ICFT are proportional to N . However, in the case of strong coupling βJ  1 the leading
contribution to the correlation function comes from the Schwarzian action due to the additional small
factor. Roughly speaking, due to this small factor soft mode fluctuations are easiest to excite. We
calculate this contribution in subsection 4.1 and compare it with the contribution from the conformal
part in subsection 4.2.
4.1 Soft mode contribution
In this subsection we review the argumentation of [6] to estimate the correlator (4.6) in the limit 1 τJ <
βJ  N . In this limit the fluctuations are small, so we use gaussian approximation for the functional
integrals. Note that this limit does not hold in zero temperature case. In fact, we have to work in the
limit of small but non-zero temperatures: JN  T  J .
Consider conformally-invariant fluctuations of the saddle point value G˜ ≈ Gβc . For the infinitesimal
transformations δϕ(τ) ≡ ϕ(τ)− τ the fluctuations look as follows:
δG‖ϕ(τ1, τ2) = G
β
c [ϕ(τ1), ϕ(τ2)]−Gβc (τ1, τ2) =
=
[
δϕ(τ1)∂τ1 +
1
4
δϕ′(τ1) + δϕ(τ2)∂τ2 +
1
4
δϕ′(τ2)
]
Gβc (τ1, τ2) =
=
1
4
[
δϕ′(τ1) + δϕ′(τ2)− δϕ(τ1)− δϕ(τ2)
tan τ1−τ22
]
Gβc (τ1, τ2).
(4.11)
To obtain the last line we have used the expression (3.34).
Let us expand the function δϕ in Fourier modes:
δϕ(τ) =
∑
m∈Z
(δϕ)me
imτ , (4.12)
and rewrite the expression (4.11) as:
δG
‖
ϕ(τ1, τ2)
Gβc (τ1, τ2)
= − i
2
∑
m∈Z
eim
τ1+τ2
2
[
sin
(
mτ12
2
)
tan τ122
−m cos
(mτ12
2
)]
(δϕ)m, (4.13)
where τ12 ≡ τ1 − τ2. Then we use the following integral:∫ τ1
τ2
s10s02
s12
eimτ0
dτ0
2pi
=
2
pi
1
m(m2 − 1)e
im
τ1+τ2
2
[
sin
(
mτ12
2
)
tan τ122
−m cos
(mτ12
2
)]
, (4.14)
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which allows one to write:
δG
‖
ϕ(τ1, τ2)
Gβc (τ1, τ2)
=
−ipi
2
∑
m∈Z
∫ τ1
τ2
s10s02
s12
m(m2 − 1)(δϕ)meimτ0 dτ0
2pi
, (4.15)
where we have denoted s12 ≡ 2 sin τ1−τ22 and assumed that 2pi > τ1 − τ2 > 0. Finally, we introduce the
SL(2,R)-invariante observable:
O(τ) = Sch
(
tan
ϕ(τ)
2
, τ
)
=
1
2
+ δϕ′ + δϕ′′′ +
1
2
(δϕ′)2 − (δϕ′)(δϕ′′′)− 3
2
(δϕ′′)2 +O(δϕ3), (4.16)
do the Fourier transformation of the non-invariant part:
δO(τ) ≡ O(τ)− 1
2
= −i
∑
m∈Z
m(m2 − 1)(δϕ)meimτ +O
(
δϕ2
)
, (4.17)
and compare this expression to the expression (4.15). As a result, we obtain the following integral
representation for the variation of the variable G:
δG
‖
ϕ(τ1, τ2)
Gβc (τ1, τ2)
=
pi
2
∫ τ1
τ2
s10s02
s12
δO(τ0)
dτ0
2pi
. (4.18)
Using this representation we can rewrite the correlator (4.6) as:
FS(τ1, τ2, τ3, τ4)
Gβc (τ1, τ2)G
β
c (τ3, τ4)
=
〈
G
‖
ϕ(τ1, τ2)δG
‖
ϕ(τ3, τ4)
〉
S
Gβc (τ1, τ2)G
β
c (τ3, τ4)
=
=
pi2
4
∫ τ1
τ2
dτ5
2pi
∫ τ3
τ4
dτ6
2pi
〈δO(τ5)δO(τ6)〉S s15s52
s12
s36s64
s34
.
(4.19)
Recall that we have restricted ourselves to the region τ1 > τ2, τ3 > τ4 and τ1 > τ3.
Let us estimate the correlation function of two δO’s in the gaussian approximation. Using the expan-
sion (4.16) we find the Schwarzian action (3.65) up to the boundary and O(δϕ3) terms:
IS
N
= −2piC
βJ
∫ pi
−pi
[
1
2
+
(δϕ′)2 − (δϕ′′)2
2
]
dτ = −piC
βJ
+
piC
βJ
∑
m∈Z
m2(m2 − 1)(δϕ)m(δϕ)−m. (4.20)
Therefore, in the gaussian approximation the correlation function of two δϕ’s looks as follows:
〈(δϕ)m(δϕ)n〉S = 1
2piC
βJ
N
δm,−n
m2(m2 − 1) , where m,n 6= −1, 0, 1. (4.21)
Note that modes with m = −1, 0, 1 are SL(2,R) generators, i.e. they correspond to the non-physical
degrees of freedom and cancel out from all physical observables. These are zero modes of the Schwarzian
action, which we have mentioned at the end of subsection 3.5.
Using the identity (4.21) we find the correlation function of two δO’s:
〈δO(τ5)δO(τ6)〉S = −
∑
m,n∈Z
m(m2 − 1)n(n2 − 1)〈(δϕ)m(δϕ)n〉Seimτ5+inτ6 =
=
1
2piC
βJ
N
∑
m6=0
(m2 − 1)eim(τ5−τ6) = 1
2piC
βJ
N
[
1− 2piδ(τ56)− 2piδ′′(τ56)
]
,
(4.22)
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where we have used that δ(τ) = 12pi
∑
eimτ . Please note that delta-functions in (4.22) are zero if the
integration intervals over dτ5 and dτ6 do not overlap. Therefore, it is convenient to separately consider
two different orderings:
OPE: 2pi > τ1 > τ2 > τ3 > τ4 > 0,
OTO: 2pi > τ1 > τ3 > τ2 > τ4 > 0.
(4.23)
The abbreviation OPE stands for “operator product expansion”, which is applicable for the corresponding
time ordering (see [5, 103, 125] and subsubsection (4.2.4) for the details). The abbreviation OTO stands
for “out of time ordered” for obvious reasons.
For the OPE ordering the integrals over dτ5 and dτ6 decouple, and the result of the integration in (4.19)
reduces to: FS(τ1, τ2, τ3, τ4)
Gβc (τ1, τ2)G
β
c (τ3, τ4)
=
1
8piC
βJ
N
(
τ12
2 tan τ122
− 1
)(
τ34
2 tan τ342
− 1
)
, (4.24)
In fact, this correlator describes the fluctuations of the total energy in the thermal ensemble, so it could
be expected to factorize. More detailed explanation can be found in appendix C and paper [5].
For the OTO ordering we obtain16 the contribution (4.24) plus the additional term due to the delta-
functions in (4.22):
FS(τ1, τ2, τ3, τ4)
Gβc (τ1, τ2)G
β
c (τ3, τ4)
=
1
8piC
βJ
N
[
− 3pi
8
sin (∆τ)
sin
(
τ12
2
)
sin
(
τ34
2
) + pi
16
sin (∆τ − τ12)
sin
(
τ12
2
)
sin
(
τ34
2
) + pi
16
sin (∆τ − τ34)
sin
(
τ12
2
)
sin
(
τ34
2
)−
− pi
8
2∆τ − τ12 − τ34
tan
(
τ12
2
)
tan
(
τ34
2
) + 3pi
8
1
tan
(
τ12
2
) + 3pi
8
1
tan
(
τ34
2
)+
+
(
τ12
2 tan τ122
− 1
)(
τ34
2 tan τ342
− 1
)]
,
(4.25)
where we have introduced the time ∆τ ≡ τ1+τ22 − τ3+τ42 . It is convenient to take τ1−τ2 = pi and τ3−τ4 = pi,
because in this case the expression for the correlator (4.25) significantly simplifies to:
FS (τ1, τ2, τ3, τ4)
Gβc
(
β
2
)
Gβc
(
β
2
) = 1
8piC
βJ
N
[
1− pi
2
sin
(
2pi∆τ
β
)]
. (4.26)
Here we have restored β in the exponent, i.e. mapped unit circle back to the β-circle (4.9).
To understand the physical relevance of the obtained result, let us analitycally continue the four-point
function to the Lorentzian time and check the behavior of the correlator at large values of t = −i∆τ 
J−1. A particularly important case is when τ1 = β4 + it, τ2 = −β4 + it, τ3 = 0, τ4 = −β2 , which describes
the regularized out-of-time-ordered correlation function (OTOC):
OTOC(t) ≡ 1
N2
N∑
i,j=1
tr
[
ρ
1
4χi(t)ρ
1
4χj(0)ρ
1
4χi(t)ρ
1
4χj(0)
]
=
= G˜
(
β
2
)
G˜
(
β
2
)
+ F
(
β
4
+ it,−β
4
+ it, 0,−β
2
)
=
= G˜G˜+ FS + FCFT + F0 +O
(
1
N2
)
,
(4.27)
where we have defined the density matrix as ρ ≡ 1Z e−βH . For brevity we omitted arguments of four-point
functions in the last line. At t = 0 this choice corresponds to the OTO region, so the correlator is given
16A useful relation is ∂2τ56 =
1
4
∂2τ5 +
1
4
∂2τ6 − 12∂τ5∂τ6
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by the analytical continuation of (4.26) to the non-zero real t. Now it is straightforward to see that in
the leading order the corrected OTOC rapidly decays:
OTOC(t) ≈ G˜
(
β
2
)
G˜
(
β
2
)
+ FS
(
β
4
+ it,−β
4
+ it, 0,−β
2
)
≈
≈
√
pi
2βJ
[
1 +
1
8piC
βJ
N
(
1− pi
2
cos
(
2piit
β
))]
≈
≈
√
pi
2βJ
[
1− ∆
2
2C
βJ
N
e
2pi
β
t
]
, for β  t β log N
βJ
.
(4.28)
Here we restored the conformal dimension ∆ = 14 and substituted the approximate saddle value, G˜ ≈
Gβc . However, for bigger times gaussian approximation breaks down and one has to take into account
corrections to this result. In general, one expects that the decay is saturated due to the contribution of
multiple parallel ladders (see subsection 4.2), but we will not discuss this point here.
Note that the contribution of the soft mode to the regularized time-ordered correlation function (TOC)
does not change with t:
TOC(t) ≡ 1
N2
N∑
i,j=1
tr
[
χi(t)ρ
1
2χi(t)χj(0)ρ
1
2χj(0)
]
=
= G˜
(
β
2
)
G˜
(
β
2
)
+ F
(
β
2
+ it, it, 0,−β
2
)
≈
≈ G˜
(
β
2
)
G˜
(
β
2
)
+ FS
(
β
2
+ it, it, 0,−β
2
)
≈
√
pi
2βJ
+
const
N
.
(4.29)
Finally, one also should take into account the F0 and FCFT corrections to the connected four-point
function, which are also of the order O ( 1N ). However, at the end of subsection 3.3 we have shown that
two-point correlation functions exponentially decay for big Lorentzian times, t β. Thus, for such times
the contribution of F0 to OTOC and TOC also exponentially decays and therefore can be neglected. The
contribution of FCFT will be discussed in the next subsection.
4.2 Conformal action contribution
In this subsection we estimate the conformal contribution to the four-point correlation function, which is
given by (4.7). As usual, we work in the IR and large N limit. We remind that in this limit the theory
is conformally invariant in the sense (3.29), so we can freely change between the zero temperature and
finite temperature cases using the map (3.9). Due to this reason in the most of this subsection we work
with zero-temperature functions.
At the same time, integrands in both numerator and denominator of (4.7) are invariant wrt arbi-
trary reparametrizations and IS is non-zero for all but SL(2,R) reparametrizations. One can integrate
such reparametrizations out and obtain a non-zero constant that cancels when one calculates correlation
functions. Therefore, the full reparametrization symmetry of the four-point function is effectively broken
down to SL(2,R).
Taking the integral over the fluctuations17 of the variable G in the functional integral (4.7) with the
effective action (3.55), we obtain:
FCFT = 2
3J2N
(K−1c − I)−1I
|Gc(τ1, τ2)Gc(τ3, τ4)| =
2
3J2N
(I −Kc)−1KcI
|Gc(τ1, τ2)Gc(τ3, τ4)| . (4.30)
17We remind that in this section we parametrize fluctuations as G = G˜ + δG while in the subsection (3.5) we used the
notation G = G˜+ δG|G˜| .
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Figure 7: Sum of the ladder diagrams which contribute to FCFT
Here Kc denotes the conformal kernel that is defined by (3.52) with conformal two-point functions G˜ = Gc.
From (3.52), (3.53) and (4.5) it follows that:
KcI =
3J2N
2
F0(τ1, τ2, τ3, τ4)|Gc(τ1, τ2)Gc(τ3, τ4)|. (4.31)
Now it is easy to see that FCFT is simply the sum of all possible ladder diagrams from the Fig. 7:
FCFT =
∞∑
n=0
Fn = (I −Kc)−1F0, (4.32)
where Fn ≡ Knc F0 corresponds to the n-ladder diagrams. Indeed, one can check that in the diagrammatic
technique introduced in Sec. 3.2 ladder diagrams as in Fig. 7 are the only contributions to the 4-point
correlation functions of the order 1N .
Note that the kernel Kc, which we use, is conjugated to the natural kernel, which follows from the
diagrams Fig. 7, by the power of the propagator:
Kc(τ1, τ2, τ3, τ4) = |Gc(τ1, τ2)|Kdiagram(τ1, τ2, τ3, τ4)|Gc(τ3, τ4)|−1. (4.33)
We did such a conjugation to make the symmetry (τ1, τ2)↔ (τ3, τ4) explicit. It is straightforward to check
that under reparametrizations τ → f(τ), f ′(τ) > 0, operator Kc transforms as a four-point function of
the fields with conformal fimension ∆ = 12 .
Note that the diagrammatics with conformal two-point functions naively leads to the divergent ex-
pression, because in the conformal limit operator K has unit eigenvalue: (I −Kc)δG = 0 (see Sec. 3.5).
In the section 4.1 we treated this divergence directly, moving away from the IR limit and considering
non-conformal corrections to the effective action. The alternative approach is to calculate the leading
correction to the unit eigenvalue [5].
To calculate the expression (4.30) we need to determine a complete set18 of antisymmetric eigenfunc-
tions Ψh(τ1, τ2), find eigenvalues KcΨh = k(h)Ψh and calculate the following sum:
(I −Kc)−1KcI =
∑
k(h)6=1
k(h)
1− k(h)
1
〈Ψh|Ψh〉 |Ψh〉〈Ψh|, (4.34)
18I.e. such set, in which I =
∑
h
1
〈Ψh|Ψh〉 |Ψh〉〈Ψh|.
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where h in this expression is an abstract label that numerates eigenvalues and eigenfunctions (this label
will be specified below). In other words, we need to find the spectrum of the conformal kernel Kc. We
remind that we have to exclude the unit eigenvalue subspace, because during the integration over this
subspace the effective action (3.55) is zero, i.e. the dominant contribution to the full four-point function
is given by (4.6).
4.2.1 SL(2,R) generators and casimir
It is difficult to directly solve the integral equation KcΨh = k(h)Ψh. Fortunately, the SL(2,R) invariance
significantly simplifies this task. This invariance implies that Kc commutes with the casimir C of the
SL(2,R) group — therefore, eigenfunctions of Kc and C coincide. This allows one to find eigenfunc-
tions and eigenvalues separately. First, one solves the simpler equation19 CΨh = h(h − 1)Ψh, and then
determines the eigenvalues k(h) for the known functions Ψh.
The SL(2,R) algebra can be presented using the following generators:
Lτ0 = −τ∂τ −∆, Lτ−1 = ∂τ , Lτ1 = τ2∂τ + 2∆τ. (4.35)
It is straightforward to check that these operators obey the proper commutation relations:
[Lτm, L
τ
n] = (m− n)Lτm+n for m,n = −1, 0, 1. (4.36)
Note that in this definition an operator with conformal dimension ∆ is annihilated by the generator Lτ0 .
Please note that in the case ∆ = 12 these generators should commute with the kernel Kc:
〈(Lτ1m + Lτ2m)Kc(τ1, τ2, τ3, τ4)|Ψh(τ3, τ4)〉 = 〈Kc(τ1, τ2, τ3, τ4) (Lτ3m + Lτ4m) |Ψh(τ3, τ4)〉+
+ 2
∫ ∞
−∞
dτ4
[
τm+13 Kc(τ1, τ2, τ3, τ4)Ψh(τ3, τ4)
]τ3=∞
τ3=−∞ ,
(4.37)
where 〈·|·〉 denotes the inner product (3.54). This condition implies that SL(2,R) generators are zero
modes of the operator Kc. To ensure this commutation relation, the term in the second line must vanish
for all basis functions Ψh and all generators. Below we will see that this condition imposes an important
restriction on the functions Ψh.
Finally, using the generators (4.35) we build the casimir operator:
C = (Lτ10 + L
τ2
0 )
2 − 1
2
(
Lτ1−1 + L
τ2−1
)
(Lτ11 + L
τ2
1 )−
1
2
(Lτ11 + L
τ2
1 )
(
Lτ1−1 + L
τ2−1
)
=
= 2
(
∆2 −∆)+ 2Lτ10 Lτ20 − Lτ1−1Lτ21 − Lτ11 Lτ2−1. (4.38)
4.2.2 Eigenfunctions and eigenvalues
Let us solve the equation CΨh = h(h − 1)Ψh. Substituting generators (4.35) and ∆ = 12 we obtain the
following differential equation:[
− (τ1 − τ2)2 ∂τ1∂τ2 + (τ1 − τ2) (∂τ1 − ∂τ2)
]
Ψh(τ1, τ2) = h(h− 1)Ψh(τ1, τ2). (4.39)
We propose the following ansatz to solve this equation:
Ψhω(τ1, τ2) =
sgn(τ1 − τ2)√|τ1 − τ2| ψh
( |ω(τ1 − τ2)|
2
)
e−iω
τ1+τ2
2 . (4.40)
This ansatz is inspired by the following properties of the casimir operator and function Ψh. First, Ψh is an
antisimmetric function with the conformal weight ∆ = 12 , so we expect the factor
sgn(τ1−τ2)√
|τ1−τ2|
. Second, the
19It is convenient but not necessary to choose the eigenvalue of the casimir as h(h− 1)
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structure of the equation (4.39) points that it is convenient to use variables τ ≡ τ1−τ2 and T ≡ 12(τ1 +τ2)
rather than τ1 and τ2. Third, the result of the action of the casimir operator (4.39) on (4.40) does not
depend on ω, and, finally, ψh solves the Bessel equation:[
x2∂2x + x∂x +
(
x2 − h(h− 1)− 1
4
)]
ψh(x) = 0, where x ≡ |ωτ |
2
. (4.41)
This means that for each h one has an infinite set of eigenfunctions parametrized by the frequency ω. In
the zero temperature case frequency is continious (ω ∈ R), in the finite temperature case it is descrete
(ω = piβ (2n + 1), n ∈ Z). This also implies that in the decomposition (4.34) one has to sum over the set
Ψhω instead of the set Ψh:
(I −Kc)−1KcI =
∑
k(h) 6=1
∑
ω
k(h, ω)
1− k(h, ω)
1
〈Ψhω|Ψhω〉 |Ψhω〉〈Ψhω|. (4.42)
The general solution of the equation (4.41) is the sum of Bessel functions:
ψh(x) = −AhJh− 1
2
(x)−BhYh− 1
2
(x) =
B1−h
cos(pih)
Jh− 1
2
(x)− Bh
cos(pih)
J 1
2
−h (x) . (4.43)
Here Bh is some function of h. To obtain the second equality we required Ψ1−h = Ψh, because the
equation (4.41) is invariant under the change h→ 1−h. Also we have used the following relation between
Bessel functions of the first and second kinds:
Yα(x) =
Jα(x) cos(piα)− J−α(x)
sin(piα)
. (4.44)
Then we recall that the kernel Kc must commute with SL(2,R) generators. This implies that the term
in the second line of (4.37) should be identically zero for m = −1, 0, 1 and all h. For m = −1, 0 this
condition is always satisfied, so it does not restrict anything. Indeed, the expression under the square
brackets is proportional to |τ3|m−2 as τ3 → ±∞, i.e. in the case m = −1, 0 the integrand is identically
zero. However, in the case m = 1 this condition imposes an additional restriction on the coefficients Bh:∫ ∞
−∞
dτ4
[
τ23K(τ1, τ2, τ3, τ4)ψhω
( |ω(τ3 − τ4)|
2
)
cos
(
ω(τ3 + τ4)
2
)]τ3=∞
τ3=−∞
=
= −3√piJ2
∫ ∞
−∞
dτ4
sgn(τ2 − τ4)√|τ1 − τ2||τ2 − τ4| sin ωτ42
[
Bh
cos(pih)
cos
pih
2
− B1−h
cos(pih)
sin
pih
2
]
= 0,
(4.45)
hence,
Bh
B1−h
= tan
pih
2
. (4.46)
Thus, the eigenfunctions have the following form (up to the numerical factor to be fixed below):
Ψhω(τ1, τ2) =
sgnτ√|τ |e−iωT
[
cos pih2
cos(pih)
Jh− 1
2
( |ωτ |
2
)
− sin
pih
2
cos(pih)
J 1
2
−h
( |ωτ |
2
)]
. (4.47)
Integrating the function (4.47) with the kernel Kc as in (3.52) one finds the corresponding eigenvalue,
KcΨh = k(h, ω)Ψh:
k(h, ω) = −3
2
tan
[
pi
2
(
h− 12
)]
h− 12
. (4.48)
This calculation is cumbersome but straightforward, so we do not reproduce it here. A detailed calcula-
tion20 can be found in appendices C and D of [4].
20The authors of [4] use a different kernel and obtain slightly different eigenfunctions, but the integral for the eigenvalue
coincides with our case.
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Note that the eigenvalue (4.48) does not depend on the frequency ω due to the conformal invariance
of the kernel. However, it does depend on the frequency when one moves away from the IR limit. In the
paper [5] this dependence was established and used to calculate the leading non-conformal correction to the
four-point correlation functions. The result of this calculation coincides with the result of subsection 4.1.
4.2.3 The complete set of eigenfunctions
Eigenfunctions of the Hermitian operator form the complete set (e.g. see [123]). Keeping this fact in
mind, we demand the hermiticity of the Casimir operator wrt the inner product (3.54):
〈CΨhω(τ1, τ2)|Ψh′ω′(τ1, τ2)〉 = 〈Ψhω(τ1, τ2)|CΨh′ω′(τ1, τ2)〉. (4.49)
On the one hand, the hermiticity mens that the eigenvalue of the casimir is real:
Im [h(h− 1)] = 0, i.e. Im[h] (2Re[h]− 1) = 0. (4.50)
In other words, variable h either pure real or has the fixed real part: h = 12 + is, s ∈ R, s > 0 (without the
last inequality the eigenfunctions are ambiguous: Ψ 1
2
+is,ω = Ψ 1
2
−is,ω). On the other hand, identity (4.49)
implies that the corresponding boundary term vanishes for arbitrary ω, ω′ and h, h′ from the spectrum:
〈CΨhω(τ1, τ2)|Ψh′ω′(τ1, τ2)〉 − 〈Ψhω(τ1, τ2)|CΨh′ω′(τ1, τ2)〉 =
=
8piδ(ω − ω′)
ω
[
x
(
ψh′(x)∂xψ
∗
h(x)− ψ∗h(x)∂xψh′(x)
)]x=∞
x=0
= 0.
(4.51)
Here we substituted the ansatz (4.40) and denoted x = |ωτ |2 . Substituting the asymptotics of the bessel
function [124] we find that:
lim
x→∞
[
x
(
ψh′(x)∂xψ
∗
h(x)− ψ∗h(x)∂xψh′(x)
)]
= 0 (4.52)
for arbitrary h and h′, and
lim
x→0
[
x
(
ψh′(x)∂xψ
∗
h(x)− ψ∗h(x)∂xψh′(x)
)]
= lim
x→0
cos pih
∗
2 cos
pih′
2
cos(pih∗) cos(pih′)
×
×
[
h∗ − h′
Γ
(
h∗ + 12
)
Γ
(
h′ + 12
) (x
2
)h∗+h′−1
− tan pih
∗
2
tan
pih′
2
h∗ − h′
Γ
(
3
2 − h∗
)
Γ
(
3
3 − h′
) (x
2
)1−h∗−h′
+
+ tan
pih∗
2
h∗ + h′ − 1
Γ
(
3
2 − h∗
)
Γ
(
h′ + 12
) (x
2
)h′−h∗
− tan pih
′
2
h∗ + h′ − 1
Γ
(
h∗ + 12
)
Γ
(
3
2 − h′
) (x
2
)h∗+h′−1 ]
= 0
(4.53)
for values of the form h = 12 + is, s ∈ R, s > 0 (in this case one obtains an oscillating expression) or
h = 2n, n = 1, 2, 3, · · · (in this case the divergent terms are multiplied by zeroes). We conclude that
together these two sets form the complete set in the space of antisimmetric two-point functions.
Let us find the normalization in the decomposition (4.42), i.e. calculate the inner product of two
eigenfunctions:
〈Ψhω(τ1, τ2)|Ψh′ω′(τ1, τ2)〉 = 2
∫ ∞
−∞
dT
∫ ∞
0
dτ
τ
ψ∗h
( |ω|τ
2
)
ψh′
( |ω′|τ
2
)
ei(ω−ω
′)T =
= 4piδ(ω − ω′)
∫ ∞
0
dτ
τ
[
sin pih2
cos(pih)
J 1
2
−h
(ωτ
2
)
− cos
pih
2
cos(pih)
Jh− 1
2
(ωτ
2
)]∗
×
×
[
sin pih
′
2
cos(pih′)
J 1
2
−h′
(ωτ
2
)
− cos
pih′
2
cos(pih′)
Jh′− 1
2
(ωτ
2
)]
.
(4.54)
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For the discrete set this integral gives the Kronecker delta:
〈Ψhω(τ1, τ2)|Ψh′ω′(τ1, τ2)〉 = 2pi
2
2h− 1δhh′ · 2piδ(ω − ω
′), (4.55)
and for the continuum set it gives the Dirac delta21:
〈Ψhω(τ1, τ2)|Ψh′ω′(τ1, τ2)〉 = 2pi tan(pih)
2h− 1 2piδ(h− h
′) · 2piδ(ω − ω′). (4.56)
Furthermore, the identity operator (3.53) on the space of antisimmetric two-point functions can be rep-
resented as the following decomposition:
I(τ1, τ2, τ3, τ4) =
1
2
∫ ∞
−∞
dω
2pi
[∫ ∞
0
ds
2pi
2h− 1
pi tan(pih)
Ψhω(τ1, τ2)Ψ
∗
hω(τ3, τ4)
∣∣∣
h= 1
2
+is
+
+
∞∑
n=1
2h− 1
pi2
Ψhω(τ1, τ2)Ψ
∗
hω(τ3, τ4)
∣∣∣
h=2n
]
.
(4.57)
Substituting the ansatz (4.40) and integrating over the frequencies, we obtain the decomposition which
explicitly looks as the conformal four-point function of fields with ∆ = 1:
I(τ1, τ2, τ3, τ4) =
1
2
sgn(τ12)sgn(τ34)
|τ12||τ34|
[∫ ∞
0
ds
2pi
2h− 1
pi tan(pih)
Ψ 1
2
+is(χ) +
∞∑
n=1
2h− 1
pi2
Ψ2n(χ)
]
, (4.58)
where we have denoted τ12 ≡ τ1 − τ2, introduced the SL(2,R)-invariant cross-ratio:
χ ≡ τ12τ34
τ13τ24
, (4.59)
and defined the function Ψh(χ):
Ψh(χ) ≡

Γ(h2 )Γ(
1−h
2 )√
pi 2
F1
[
h
2 ,
1−h
2 ,
1
2 ,
(
2−χ
χ
)2]
, if χ > 1,
cos2(pih2 )
cos(pih)
Γ(h)2
Γ(2h)χ
h
2F1 (h, h, 2h, χ) + (h→ 1− h), if 0 < χ < 1.
(4.60)
For the details on this calculation see appendix D and papers [4, 5].
Finally, the decomposition (4.58) can be rewritten as the single controur integral:
I(τ1, τ2, τ3, τ4) =
1
2
sgn(τ12)sgn(τ34)
τ12τ34
∫
C
dh
2pii
h− 12
pi tan
(
pih
2
)Ψh(χ), (4.61)
where the countor C is defined in the following way:∫
C
dh
2pii
≡
∫ 1
2
+i∞
1
2
−i∞
dh
2pii
+
∞∑
n=1
Resh=2n. (4.62)
In order to rewrite the integral over ds we used the symmetry of the integrand under the change h→ 1−h
and the following indentity:
2
tan(pih)
=
1
tan pih2
− 1
tan pi(1−h)2
. (4.63)
Of course, the decomposition for the identity operator can also be deduced from the representation theory
of SL(2,R) group. One can find more details on this method in [121].
21We introduce UV cut-off → 0 and use that lim→0 2p−s sin
(
s−p
2
log 
2
)
= piδ(s− p). More details can be found in [4].
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Figure 8: To the left: contour C from the sum (4.65). To the right: contour from the sum (4.68). Dots
denote poles that correspond to the solutions of tan pih2 = 0, crosses denote poles that correspond to the
solutions of k(h) = 1. Note the double pole at h = 2.
4.2.4 Four-point function and OPE
To find the conformal contribution to the four-point function, we substitute the eigenvalues and the
decomposition of the identity operator (4.61) into eq. (4.30):
FCFT (τ1, τ2, τ3, τ4) =
√
4pi
3N
sgn(τ12)
|Jτ12|2∆
sgn(τ34)
|Jτ34|2∆FCFT (χ), (4.64)
where ∆ = 14 and we have introduced the SL(2,R)-invariant function FCFT (χ):
FCFT (χ) =
∫
C
dh
2pii
k(h)
1− k(h)
h− 12
pi tan
(
pih
2
)Ψh(χ)∣∣∣
h6=2
. (4.65)
In the finite temperature case the expression (4.64) transforms to:
FCFT (τ1, τ2, τ3, τ4) =
√
4pi
3N
1
βJ
sgn
(
sin piτ12β
)
∣∣ sin piτ12β ∣∣2∆
sgn
(
sin piτ34β
)
∣∣ sin piτ34β ∣∣2∆ FCFT (χ˜), χ˜ =
sin piτ12β sin
piτ34
β
sin piτ13β sin
piτ24
β
. (4.66)
In (4.62) we have to exclude the value h = 2 because it corresponds to the zero mode of the operator
Kc, i.e. to the soft mode discussed in the subsection 4.1. However, h = 2 is not the only solution to the
equation k(h) = 1 with k(h) from (4.48). In fact, this equation has infinitely many real solutions of the
form hm = 2∆ + 2m+ 1 + m, where m is going to zero for large integer m as:
m ≈ 3
2pim
, for m 1. (4.67)
These solutions do not belong to the spectrum of the operator Kc, but they correspond to the simple
poles of the function k(h)1−k(h)
h− 1
2
pi tan(pih2 )
Ψh(χ). Hence, we can push the contour C to the right (Fig. 8) and
obtain the different decomposition for the function FCFT :
FCFT (χ) =
∞∑
m=0
Resh=hm
[
k(h)
1− k(h)
h− 12
pi tan
(
pih
2
)Ψh(χ)
]
, (4.68)
where h0 = 2 and hm for m > 0 have the form mentioned above. However, the contribution from the
h0 = 2 pole cancels if one moves away from the IR limit and considers the corrections to the k(h, ω) near
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the h0 = 2 (we will not discuss how this happens, for the details see [5]). Thus, for χ < 1 this expansion
reproduces the four-point function OPE [5,103]:
FCFT (χ) =
∞∑
m=1
c2mχ
hm
2F1 (hm, hm, 2hm, χ) = , (4.69)
where hm are conformal weights of the corresponding intermediate operators and the coefficients cm are
found from the decomposition of (4.61) around χ = 0. The asymptotic behavior of the conformal weights
shows that the operators of the OPE are built from two fermion fields, 2m+ 1 derivatives and anomalous
part that corresponds to the interactions:
Om =
N∑
i=1
2m+1∑
k=0
dmk∂
k
τχi∂
2m+1−k
τ χi, (4.70)
where dmk are some numerical coefficients. The explicit form of the operators Om can be found in [125].
4.2.5 OTOC and TOC
In this subsubsection we estimate the conformal contributions to OTOC (4.27), which corresponds to the
function F
(
β
4 + it,−β4 + it, 0,−β2
)
, and TOC (4.29), which corresponds to the function F
(
β
2 + it, it, 0,−β2
)
.
On the tree level both of these correlators behave as:
OTOC(t) = TOC(t) = G˜
(
β
2
)
G˜
(
β
2
)
≈
√
pi
2βJ
+O
(
1
N
)
, (4.71)
in the limit t → ∞. In subsection 4.1 we estimated the leading O ( 1N ) corrections to these correlators
which are ensured by the so-called soft mode. Here we find the subleading corrections that have the same
order in 1N but are suppressed by the small factor
1
βJ . We denote such corrections as δOTOC(t) and
δTOC(t).
In the limit t → ∞ choises of times for both OTOC and TOC give small cross-ratios (4.59), χ → 0.
However, in the limit t→ 0 times of the OTOC correspond to the cross-ratio χ→ 2− 4piitβ , whereas times
of the TOC correspond to χ→ 1− pi2t2
β2
. Hence, for the OTOC we need to analytically continue the χ > 1
version of the expression (4.65) to small imaginary cross-ratios χ ∼ −4ie− 2pitβ :
δOTOC(t) =
√
4pi
3N
1
βJ
∫
C
dh
2pii
k(h)
1− k(h)
h− 12
pi tan
(
pih
2
) Γ (h2 )Γ ( 1−h2 )√
pi
2F1
[
h
2
,
1− h
2
,
1
2
,
(
2− χ
χ
)2]
h6=2
. (4.72)
For the TOC we just need to take the limit χ ∼ 4e− 2pitβ → 0:
δTOC(t) =
√
4pi
3N
1
βJ
∫
C
dh
2pii
k(h)
1− k(h)
h− 12
pi tan
(
pih
2
) [cos2 (pih2 )
cos(pih)
Γ(h)2
Γ(2h)
χh 2F1 (h, h, 2h, χ) + (h→ 1− h)
]
h6=2
. (4.73)
To evaluate the integral along the contour C we use the following trick. First of all, we define the function
kR(h):
kR(h) ≡
cos
[
pi(2h−1)
4
]
cos
[
pi(2h+1)
4
]k(h), (4.74)
which has two useful properties. On the one hand, for any real even h this function coincides with the
eigenvalue k(h), so we can substitute k(h) → kR(h) into the descrete sum in (4.65). On the other hand,
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Figure 9: To the left: sum over the poles into (4.65) with k(h)→ kR(h). To the right: result of pushing
the contour to the left. Note that kR(h) = 1 only for h = 2, so we do not get contributions like in the
right part of Fig. 8.
kR(h) = 1 in the unique point of the complex plane, h = 2. Hence, we can freely
22 pull the contour that
circles h = 2, 4, 6, · · · back to the line h = 12 + is (Fig. 9). After this operation we get the single integral
over the line plus the pole at h = 2:
FCFT (χ) =
∫ ∞
−∞
ds
2pi
[
k(h)
1− k(h) −
kR(h)
1− kR(h)
]
h− 12
pi tan
(
pih
2
)Ψh(χ)−
− Resh=2
[
kR(h)
1− kR(h)
h− 12
pi tan
(
pih
2
)Ψh(χ)
]
.
(4.75)
The integral in the first line rapidly converges and does not grow in the limit χ→ 0, because in this limit
function Ψ 1
2
+s(χ) ∼ χ
1
2 (this is true for both OTOC and TOC cases). Therefore, for our purposes this
integral can be neglected.
At the same time, the pole in the second line does give a growing contribution to OTOC. Moreover,
this is a double pole, which gives the combination of the function Ψh and its derivative ∂hΨh. This
combination grows faster than exponentially:
δOTOC(t) ≈ C1
βJN
e
2pit
β +
C2
βJN
2pit
β
e
2pit
β , (4.76)
where C1 and C2 are some positive numerical constants. However, this does not mean that bound [9] is
violated in SYK model. Indeed, the contribution (4.76) is multiplied by the small factor 1βJ . Hence, the
contribution of the conformal part is smaller than the contribution of the soft mode, at least untill the
growth of the OTOC saturates. This means that the expression (4.76) can be interpreted in terms of the
leading correction to the Lyapunov exponent [5, 6, 103]:
OTOC(t) ≈ OTOC(t) + δOTOC(t) ≈
√
pi
2βJ
[
1− constβJ
N
eκt
]
, for β  t β log N
βJ
, (4.77)
where “const” is a positive O(1) numerical factor and κ is the corrected Lyapunov exponent; both factor
and exponent are equal to the corresponding values from (4.28) with O
(
1
βJ
)
corrections:
κ ≈ 2pi
β
(
1− 6.05
βJ
+ · · ·
)
. (4.78)
One can also check that the pole in the second line in (4.75) does not give any growing with time
contributions into the TOC. This contribution is of the ordrer O ( 1N ), i.e. the approximate indentity for
the whole TOC is the same as in (4.29).
22Ψh(χ) has simple poles at the points h = 1, 3, 5, · · · , but these poles are cancelled by zeroes of
[
tan
(
pih
2
)]−1
.
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We emphasize that OTOC rapidly decays only well before the scrambling time t∗ ∼ β log NβJ . At
greater times our approximations do not work, and other types of diagrams (e.g. multiple parallel ladders)
also generate significant corrections to (4.28). So one expects that the rate of the decay slows down before
OTOC is eventually saturated [5, 6, 9, 103]. This conjecture was confirmed in [126], where SYK OTOCs
were evaluated for arbitrary times. Namely, there was established a new time scale tM =
N logN
64
√
piJ
, after
which exponential decay of OTOCs is replaced by a power law: OTOC(t) ∼ (t/t′M )−6, where t′M = tM if
β  tM and t′M = β−1 in the opposite case.
Let us also emphasize again that identities (4.77) and (4.78) were obtained in the limit 1  τJ <
βJ  N , i.e. only for small but non-zero temperature. However, recently it was argued that in the large
q limit, where q is the number of fermions in the interaction vertex, similar identities hold for arbitrary
temperatures and couplings [127,128].
5 2D dilaton gravity
The other remarkable theory which exibits a chaotic behavior is two-dimensional dilaton gravity coupled
to matter. Correlation functions of the boundary operators corresponding to bulk matter fields in this
model behave similarly to the correlation functions of the fermion fields in SYK model. However, we
emphasize that the behavior of these models coincides only in the low energy limit. Two-dimensional
dilaton gravity has been extensively studied in [10–13]. In this section we review it.
5.1 Dilaton gravity as the near-horizon limit of extremal black hole
First of all, let us show that in the near-horizon limit space-time of the 4D extremal black hole factorizes
into the product of 2D anti-de Sitter space and 2D sphere. The metric and the electromagnetic field of
the charged Reissner–Nordstro¨m black hole are as follows:
ds2 = −(r − r+)(r − r−)
r2
dt2 +
r2
(r − r+)(r − r−)dr
2 + r2dΩ2,
r± = Qlp + El2p ±
√
2QEl3p + E
2l4p,
Frt =
Q
r2
.
(5.1)
Here M is the mass and Q is the electrical charge of the black hole, dΩ2 is the metric on the two-sphere
with unit radius. Also lp =
√
G is the Planck length (G is the usual 4D Newton constant), and the
excitation energy above extremality is E = M − Qlp . Obviously, for E = 0 horizons r+ and r− coincide
and the black hole becomes extremal. Note that in this case M and Q are not independent, so the Planck
length is the only dimensionful parameter of the extremal black hole.
In order to take the near-horizon limit of the extremal black hole, we introduce the variable z:
z ≡ Q
2l2p
r − r+ , (5.2)
and take the limit r → r+, lp → 0 while keeping z = const. This is the simplest combination of r − r+
and lp with the dimensionality of length which does not vanish in the limit r → r+ (we introduce the
factor Q2 for the convenience). It is straightforward to see that the metric (5.1) factorizes into the sum
of AdS2 and S2 in the limit in question:
ds2 ≈ Q2l2p
(−dt2 + dz2
z2
+ dΩ2
)
. (5.3)
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Now let us show that some type of the excitations above the near horizon extremal black hole (5.3) are
described by the two-dimensional dilaton gravity [103, 129–131]. Namely, we consider static, spherically
symmetric ansatz for the metric:
ds2 = hij(x
0, x1)dxidxj + Φ2(x0, x1)dΩ2, (5.4)
where i, j = 0, 1, x0 = t, x1 = r, hij and Φ are some functions to be determined. The determinant of the
metric (g = det gµν), Ricci-scalar (Rg) and square of the electromagnetic tensor (F
2
µν) are as follows:
√−g = √−h · Φ2 sin θ,
Rg = Rh +
2
Φ2
− 4∇2 log Φ− 6hmn∇m log Φ∇n log Φ,
F 2µν =
2Q2
Φ4
,
(5.5)
where ∇k denotes the covariant derivative wrt the metric hij . In the second line we used that the unit
sphere has constant curvature R(θ,φ) = 2. Subsituting these formulae into the Einstein–Hilbert action:
I = − 1
16pil2p
∫
d4x
√−g
[
Rh −
l2p
4
F 2µν
]
, (5.6)
using Stokes’ theorem (we assume that corresponding boundary terms at flat space-time infinity vanish)
and integrating over the angular degrees of freedom, we obtain the following two-dimensional theory23:
I = − 1
4l2p
∫
d2x
√−h
[
Φ2Rh + 2(∇Φ)2 + 2−
2Q2l2p
Φ2
]
. (5.7)
The field Φ is usually referred to as the dilaton field. Note that the Weyl transformation shifts the
potential and the coefficient in front of the kinetic term:
hij → hijΦ−λ2 leads to 2→ 2− λ, 2−
2Q2l2p
Φ2
→ Φ−λ2
(
2− 2Q
2l2p
Φ2
)
, (5.8)
so we can get rid of the kinetic term for the field Φ:
I = − 1
4l2p
∫
d2x
√−h
[
Φ2Rh + 2−
2Q2l2p
Φ2
]
. (5.9)
Since now the dilaton is non-dynamical, the extremum of this action is achieved at some constant value
Φ0 which determines the curvature of the spacetime. Moreover, the curvature is always negative, i.e. the
extremum corresponds to the AdS2 space:
δΦI = 0 implies Rh = −
2Q2l2p
Φ40
= − 2
L2
, (5.10)
where we have defined the radius of the AdS2 as L =
Φ20
|Q|lp . Substituting L
2 ≈ Q2l2p from (5.3), one can
estimate the critical value of the dilaton field: Φ0 ≈ |Q|lp. As we have expected, in the leading order this
theory reproduces the near-horizon limit of the extremal black hole with the gravitational radius r± ≈ Φ0.
23Of course, one can also consider other theories of 2D dilaton gravity, e.g. theories with a different type of the potential.
A comprehensive review of such theories can be found in [131].
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Let us consider excitations above the extremality, which in this picture correspond to small deformations
of the dilaton field:
Φ2 = Φ20 + φ(x, t), φ(x, t) Φ20, (5.11)
and expand the action (5.9) up to the second order in φ
Φ20
:
I ≈− 1
2l2p
∫
d2x
√−h− Φ
2
0
4l2p
[∫
d2x
√−h
(
Rh +
2
L2
)
+ 2
∫
bdy
K
]
−
− 1
4l2p
[∫
d2x
√−hφ
(
Rh +
2
L2
)
+ 2
∫
bdy
φbK
]
.
(5.12)
Here we have restored the appropriate boundary terms at the AdS2 boundary
24 to make the minimal
action finite (we will check this below) and introduced the trace of the extrinsic curvature:
K = −habT
aT c∇cnb
habT aT b
, (5.13)
where T a and na are tangent and unit normal vectors to the boundary curve25 of AdS2. Also we have
denoted for short φ
∣∣
bdy
= φb.
The first term in (5.12) is proportional to the volume of the AdS2 space which is infinite but constant.
The second term is the ordinary 2D Einstein gravity. This expression is purely topological, i.e. it just
gives the Euler characteristic of the manifold due to the Gauss-Bonnet theorem. Hence, both of the terms
under discussion do not affect the equations of motion.
At the same time, the last term in the sum (5.12) does describe a non-trivial dynamics of the remaining
fields. The corresponding action:
IJT = − 1
16piG
[∫
d2x
√−hφ
(
Rh +
2
L2
)
+ 2
∫
bdy
φbK
]
, (5.14)
is usually referred to as Jackiw–Teitelboim 2D gravity theory [132, 133]. Note that we have rescaled the
Newton constant. Also note that φ and G−1 always come together and form a dimensionless combination,
so it is convenient to define dimensionless dilaton and Newton constant. In the following sections we will
study the dynamical implications of the action (5.14) more thoroughly.
A more detailed derivation of the theory (5.14) from the near-horizon limit of extremal black hole
can be found e.g. in [129, 130]. Also note that this theory can be obtained by a reduction of some other
higher-dimensional models [131,134].
5.2 Pure AdS2 and its symmetries
Before discussing the Jackiw–Teitelbom theory, let us first consider pure AdS2 space to set up the notations
and reveal some useful properties of the space.
First of all, it is convenient to set the radius of the space to unity, L = 1, because it can be easily
restored on dimensional grounds. Below we will consider such space if it is not stated otherwise.
Second, we will work in Euclidean signature. On the one hand, it is natural from the holographic point
of view, because eventually we are interested in correlation functions of operators in the dual boundary
theory (see subsection 5.5): similarly to SYK case (section 4), we evalute some type of correlation functions
24Note that this is not the same as flat space-time boundary of the 4D theory.
25In higher dimensional case boundary surface has two tangent vectors T a1 and T
a
2 , so this expression must be modified to:
K = −habT
a
1 T
c
2∇cnb
habT a1 T
b
2
.
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Figure 10: Curves of constant t, z, ϕ and ρ.
Arrows show the direction in which the com-
plementary coordinate increases
Figure 11: Cutoff of the AdS2 space
in the Euclidean signature and then analytically continue them to Lorentzian times (see [135] for the
discussion of the analytical continuation of AdS correlation functions).
On the other hand, in Euclidean signature AdS2 is just the hyperbolic disk (Lobachevsky space
26),
which is fully covered by the Poincare´ and Rindler coordinates (see figure 11):
ds2 =
dt2 + dz2
z2
, (Poincare´)
ds2 = dρ2 + sinh2 ρdϕ2. (Rindler)
(5.15)
One can change between these coordinates using the following identities:
tanh
ρ
2
cosϕ = − 2t
t2 + (z + 1)2
, tanh
ρ
2
sinϕ =
t2 + z2 − 1
t2 + (z + 1)2
. (5.16)
Note that t runs from −∞ to∞ and ϕ runs from −pi to pi (in fact, this coordinate is periodic: ϕ ∼ ϕ+2pi).
Also note that in Lorentzian signature Poincare´ coordinates (ds2 = −dtˆ
2+dz2
z2
) cover only half of the
spacetime and Rindler coordinates (ds2 = dρ2 − sinh2 ρdϕˆ2) cover even smaller region (e.g. see [10,136]).
Finally, in practice one should cut off AdS2 space at some curve that is close to the boundary (Fig. 11).
Otherwise, the volume of the space and the length of the boundary-boundary geodesics are infinite. This
cutoff corresponds to the UV cutoff in putative dual boundary theory. To implement such a cutoff we fix
the boundary value of the metric:
ds
∣∣
bdy
=
√
ds2
dτ2
dτ =
√
(t′)2 + (z′)2
z2
dτ =
dτ

, (5.17)
26We do not distinguish between the upper half-plane and unit disk because they can be mapped into each other by the
Mo¨bius transformation: w → iw+1
w+i
, where w = t + iz. The metrics on the plane and the disk are related by the same
transformation. In particular, curves of constant t and z on the Fig. 10 should be interpreted as the mappings of the
corresponding curves on the hyperbolic plane.
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which implies that the boundary curve has large proper length:
S =
∫
ds =
∫ β
0
dτ

=
β

→∞, (5.18)
where the time on the boundary theory runs in the interval τ ∈ [0, β) and prime denotes the derivative
over τ . The limit S →∞ corresponds to → 0. Note that in this limit coordinates of the curve are not
independent:
(t′)2 + (z′)2
z2
=
1
2
, hence, z(τ) = t′(τ) +O(3). (5.19)
Thus, the function t(τ) unambiguously determines the boundary curve.
As soon as the interior of the space is the same for all boundary curves, the geometry of the clipped
space is determined by the shape of the boundary curve, i.e. by the single function t(τ). However,
we remind that Euclidean AdS2 space is invariant under the transformations from the isometry group
SO(2, 1) ' SL(2,R)/Z2, i.e. under translations and rotations. Hence, the functions t(τ) and t˜(τ), which
are related by such a transformation:
t(τ)→ t˜(τ) = at(τ) + b
ct(τ) + d
, where ad− bc = 1 and a, b, c, d ∈ R, (5.20)
describe the same geometry. This statement is obvious if we rewrite the Poincare´ metric in terms of
complex coordinates, w = t + iz. The transformations that map the upper half plane into itself are as
follows:
w → aw + b
cw + d
, where ad− bc = 1 and a, b, c, d ∈ R, (5.21)
which gives (5.20) in the limit → 0.
5.3 Schwarzian theory
In this section we consider the Jackiw–Teitelboim theory (5.14) on the clipped Poincare´ disk and show
that it effectively reduces to the one-dimensional theory with Schwarzian action. First, let us consider
the bulk part of the action (5.14):
Ibulk = − 1
16piG
∫
d2x
√
hφ (Rh + 2) . (5.22)
The equation of motion for the dilaton establishes the constraint Rh + 2 = 0, i.e. simply tells that the
metric is that of AdS2. This is true even if we add matter fields, because they are not directly coupled to
the dilaton. The equations of motion for the metric are as follows:
T φij ≡
1
8piG
(∇i∇jφ− hij∇2φ+ hijφ) = 0, (5.23)
which determines the behavior of the dilaton field:
φ =
a+ bt+ c(t2 + z2)
z
, (5.24)
where a, b, c are integration constants. Note that near the boundary dilaton blows up:
φ
∣∣
bdy
≈ 1

a+ bt(τ) + ct2(τ)
t′(τ)
≡ φr(τ)

, (5.25)
where we have used (5.19) and for convenience defined the “renormalized” boundary field φr(τ). However,
we assume that this large field is still smaller than the extremal value, φr  Φ20 ≈ Q2l2p due to (5.11).
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Now let us evaluate the boundary term. The tangent and normal vectors to the curve (t(τ), z(τ)) in
the Poincare´ metric are T a =
(
t′
z′
)
and na = z√
(t′)2+(z′)2
(−z′
t′
)
correspondingly. Hence, using (5.13)
and (5.19) one readily obtains the trace of the extrinsic curvature:
K = t
′ (t′2 + z′2 + z′z′′)− zz′t′′
(t′2 + z′2)3/2
= 1 + 2Sch [t(τ), τ ] +O(4). (5.26)
Substituting (5.25) and (5.26) into the boundary part of the action (5.14) and changing to the integration
over the time on the boundary, we obtain the following action:
IminJT = 0 + Ibdy = −
1
8piG
∫
bdy
ds
φr(τ)

K = − 1
8piG
∫ β
0
dτ

φr(τ)

[
1 + 2Sch [t(τ), τ ] +O(4)
]
. (5.27)
The divergent term (of the order ofO(−2)) contributes to the ground state energy of the theory and should
be treated using the holographic renormalizations [137–139]. This method as applied to 2D dilaton gravity
was extensively studied in [11, 140–142]. Here we just assume that the divergent term can be omitted27.
Thus, in the leading order in  we obtain the following action:
IminJT ≈ −
1
8piG
∫ β
0
dτφr(τ)Sch [t(τ), τ ] . (5.28)
It is straightforward to check that the variation of this action over t(τ) reproduces the relation (5.25).
Moreover, the time dependence of the φr(τ) can be removed by the rescaling the time on the boundary
theory. In order to do this we define a new coordinate τ˜ such that dτ˜ = φ¯rdτ
φ2r(τ)
, where φ¯r is some positive
dimensionless constant (we remind that we consider dimensionless dilaton and Newton constant), and use
the composition law for the Schwarzian28:
Ibdy ≈ − φ¯r
8piG
∫ β˜
0
dτ˜Sch [t(τ˜), τ˜ ] . (5.29)
The integral of the second term, φrSch [τ˜ , τ ] = −2φ′′r , is zero due to the periodicity φ′r(τ + β) = φ′r(τ)
(the boundary curve is smooth and closed). So in what follows we consider constant boundary values of
the dilaton without loss of generality.
It is also convenient to change to the Rindler coordinates using the map t(τ) = tan ϕ(τ)2 , which follows
from the near-boundary limit (z → 0) of the identities (5.16):
Sch [t, τ ] = Sch [ϕ, τ ] +
(ϕ′)2
2
. (5.30)
Varying the corresponding action wrt ϕ we obtain the following equation of motion:
Sch [ϕ, τ ]′
ϕ′
− ϕ′′ = 0, (5.31)
which has a linear in time solution:
ϕ(τ) =
2piτ
β
. (5.32)
27We emphasize that the only safe way to get the correct action and observables is honest holographic renormalization, be-
cause the mentioned crude method is sometimes misleading [140,143]. However, for the theory (5.14) this crude method gives
the correct result. A thorough discussion of boundary conditions, boundary counterterms and derivation of the Schwarzian
action in 2D dilaton gravity can be found in [140,141,144–146].
28Sch [f (g(τ)) , τ ] = (g′)2Sch [f(g), g] + Sch[g, τ ].
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We choose the coefficient of the linear dependence in such a way that the Rindler time is periodic with
the period 2pi, ϕ ∼ ϕ + 2pi. This solution can be associated to the boundary theory at the temperature
β. In what follows we will consider excitations over this solution. For convenience we set β = 2pi.
Note that the equation (5.31) is a fourth-order non-linear differential equation that potentially has
many sophisticated solutions. We do not know all of them. As a consequence, we cannot explicitly check
whether the solution (5.32) is the true minimum of the action (5.29) or not. However, we expect the
latter to be true on physical grounds.
Finally, let us consider fluctuations of the boundary curve near the minimal solution (5.32):
ϕ(τ) ≈ τ + δϕ(τ). (5.33)
As in SYK model (see subsection 4.1) we find the effective action for such fluctuations:
IS = − φ¯r
16piG
∫ 2pi
0
dτ
[
(δϕ′)2 − (δϕ′′)2]+O (δϕ3) , (5.34)
and estimate their correlation function (compare with (4.21)):
〈δϕ(τ)δϕ(0)〉S ≈ 4G
φ¯r
∑
m6=−1,0,1
eimτ
m2(m2 − 1) =
4G
φ¯r
[
−(|τ | − pi)
2
2
+ (|τ | − pi) sin |τ |+ 1 + pi
2
6
+
5
2
cos |τ |
]
.
(5.35)
Note that we excluded the modes that correspond to translations and rotations from SL(2,R), because
they are not dynamical. We will need this expression to evaluate the corrections to the correlators in the
boundary theory (subsection 5.5).
5.4 Matter fields
Let us add matter fields to the theory (5.14). The simplest action would be:
Im =
1
2
∫
d2x
√
h
[
hab∂aξ∂bξ +m
2ξ2
]
. (5.36)
The solution to the corresponding equation of motion which is finite in the bulk but divergent in the limit
z → 0 is as follows:
ξ(t, z) = z1−∆ξr(t) + · · · , where ∆ = 1
2
+
√
1
4
+m2, (5.37)
and ξr(t) is the boundary value of the field ξ(t, z); the function ξr(t) unambiguously determines the field
ξ(t, z) if it is finite in the bulk. We have denoted the subleading contribution in the limit z → 0 as “· · · ”.
According to the AdS/CFT prescription [147–150], the function ξr(t) can be interpreted as the source
for the operator with the conformal dimension ∆. Hence, the effective theory for matter fields which
propagate in AdS2
29 and satisfy boundary conditions (5.37) is as follows (for the derivation see e.g. [151]):
Im−bdy = −D
∫
dtdt′
ξr(t)ξr(t
′)
|t− t′|2∆ , where D =
(
∆− 12
)
Γ(∆)√
piΓ
(
∆− 12
) . (5.38)
This action implicitly depends on the form of the boundary curve. In order to reveal this dependence we
use (5.19) and rewrite the boundary condition in terms of the time on the boundary:
ξr(t, z) ≈ z1−∆ξr(t) = 1−∆
[
t′(τ)
]1−∆
ξr [t(τ)] = 
1−∆ξr(τ). (5.39)
29We remind that matter fields do not affect the constraint Rh + 2 = 0, see the beginning of the subsection 5.3.
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where we have introduced the “renormalized” field ξr(τ) ≡ [t′(τ)]1−∆ ξr [t(τ)]. Substituting this definition
into the action (5.38) we obtain:
Im−bdy = −D
∫
dτdτ ′
[
t′(τ)t′(τ ′)
(t(τ)− t(τ ′))2
]∆
ξr(τ)ξr(τ
′). (5.40)
Thus, in the quasiclassical limit G → 0 the boundary partition function with the source ξr(τ) looks as
follows:
Z [ξr(τ)] = e
−I0−ISch−Im−bdy , (5.41)
where I0 denotes the ground state free energy. This term is naively divergent (in particular, it includes
the divergent term which we have obtained in subsection 5.3), so it should be renormalized [11,103,142].
However, it does not depend on the shape of the boundary and we just omit it in what follows.
Moreover, in the limit G → 0 the contribution of the matter term is negligible (at least if ∆ grows
slower than G−2/3, see [10, 103]), so the partition function (5.41) is saturated at the extremum of the
Schwarzian action. This limit correponds to the large N limit in the dual boundary CFT. Hence, the
two-point correlation function of the operators in the dual theory in the leading order is as follows:
〈V (τ)V (τ ′)〉 = 1
Z [ξr]
∂2Z [ξr]
∂ξr(τ)∂ξr(τ ′)
∣∣∣∣∣
ξr=0
=
[
t′(τ)t′(τ ′)
(t(τ)− t(τ ′))2
]∆
=
1(
2 sin τ−τ ′2
)2∆ , (5.42)
where we substituted the saddle point solution (5.32) and set β = 2pi. Here operator V (τ) is the conjugate
to ξr(τ) according to the AdS/CFT dictionary. Of course, this argumentation also holds for many-point
correlation function.
There are two possible types of corrections to this expression. The first one is the corrections due
to interactions in the bulk, including interaction between matter fields and backreaction to the shape of
the boundary. The second one is “quantum gravity” loop corrections due to the fluctuations of t(τ) and
ξ(t, z) near the classical values (we remind that for finite G the right hand side of (5.41) is the functional
integral over the bulk fields). In the limit G → 0 the leading corrections come from the fluctuations of
the boundary shape (5.33). In the next subsection we evaluate the contribution of such fluctuations into
four-point correlation functions.
5.5 Four-point correlation function, TOC and OTOC
Following [10, 11] in this subsection we evaluate the first “quantum gravity” correction to the four-point
function in the “nearly AdS2” theory. In this subsection the calculations are very similar to those that
we have already discussed for SYK model in section 4. As in SYK model, it is convenient to define the
connected part of the four-point function:
F(τ1, τ2, τ3, τ4) ≡ 〈V (τ1)V (τ2)W (τ3)W (τ4)〉 − 〈V (τ1)V (τ2)〉 〈W (τ3)W (τ4)〉 . (5.43)
For simplicity we consider operators V and W which have the same conformal dimension ∆ and dual to
different free fields in the bulk. First, thus we avoid the cross-channels. Second, two-point correlation
functions of such operators rapidly decay under the evolution in the Lorentzian time: 〈V (τ1 +it)W (τ2)〉 ∼
e
− 2pi∆
β
t ≈ 0 for t  β (here we restored β in (5.42)). We will need this property to evaluate OTOC and
TOC.
Let us find the first order in G correction to the function F . To do this, we consider small fluctuations30
on top of the “classical” boundary curve:
t(τ) = tan
ϕ(τ)
2
= tan
τ + δϕ(τ)
2
, (5.44)
30Due to the action (5.34) such fluctuations are of the order δϕ ∼
√
G/φ¯r.
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and expand the two-point function (5.42) to the third order in δϕ:[
t′(τ)t′(τ ′)
(t(τ)− t(τ ′))2
]∆
=
1(
2 sin τ−τ ′2
)2∆ [1 + B(τ, τ ′) + C(τ, τ ′) +O (δϕ3)] , (5.45)
where
B(τ1, τ2) = ∆
(
δϕ′(τ1) + δϕ′(τ2)− δϕ(τ1)− δϕ(τ2)
tan τ122
)
,
C(τ1, τ2) = ∆(
2 sin τ122
)2 [ (1 + ∆ + ∆ cos τ12) (δϕ(τ1)− δϕ(τ2))2 +
+ 2∆ sin τ12 (δϕ(τ1)− δϕ(τ2))
(
δϕ′(τ1) + δϕ′(τ2)
)−
− (cos τ12 − 1)
(
∆
(
δϕ′(τ1) + δϕ′(τ2)
)2 − δϕ′(τ1)2 − δϕ′(τ2)2) ].
(5.46)
Here we denoted τ12 = τ1− τ2. Using this expansion we average the generating functional (5.41) over the
fluctuations of the boundary shape and find the effective action:
−Ieff [ξV , ξW ] = log
〈
e−Im−bdy [ξV ]−Im−bdy [ξW ]
〉
S
=
= D
∫
dτ1dτ2
[
1 + 〈C(τ1, τ2)〉S
]ξV (τ1)ξV (τ2) + (ξV ↔ ξW )(
2 sin τ1−τ22
)2∆ +
+
D2
2
∫
dτ1dτ2dτ3dτ4 〈B(τ1, τ2)B(τ3, τ4)〉S
ξV (τ1)ξV (τ2)ξV (τ3)ξV (τ4) + (ξV ↔ ξW )(
2 sin τ1−τ22
)2∆ (
2 sin τ3−τ42
)2∆ +
+D2
∫
dτ1dτ2dτ3dτ4 〈B(τ1, τ2)B(τ3, τ4)〉S
ξV (τ1)ξV (τ2)ξW (τ3)ξW (τ4)(
2 sin τ1−τ22
)2∆ (
2 sin τ3−τ42
)2∆ +O(G2),
(5.47)
where the sources ξV , ξW are dual to the operators V , W correspondingly and 〈· · · 〉S denotes the averaging
over the linearized Schwarzian action (5.34):
〈O〉S ≡
∫ DδϕOe−ISch[δϕ]∫ Dδϕ e−ISch[δϕ] . (5.48)
Note that 〈B(τ1, τ2)〉S = 0, because B is linear in δϕ. Differentiating the effective generating functional,
we find the connected four-point function:
F(τ1, τ2, τ3, τ4) = ∂
4e−Ieff [ξV ,ξW ]
∂ξV (τ1)∂ξV (τ2)∂ξW (τ3)∂ξW (τ4)
∣∣∣
ξV =0, ξW=0
=
〈B(τ1, τ2)B(τ3, τ4)〉S(
2 sin τ1−τ22
)2∆ (
2 sin τ3−τ42
)2∆ . (5.49)
Thus, we need to calculate the expectation value of the product of two Bs. Using the propagator (5.35)
and taking into account that
〈δϕ′(τ1)δϕ(τ2)〉S = sgn (τ1 − τ2) 〈δϕ(τ1)δϕ(τ2)〉′S , 〈δϕ′(τ1)δϕ′(τ2)〉S = 〈δϕ(τ1)δϕ(τ2)〉′′S , (5.50)
we find that this average significantly depends on the order of the Euclidean times due to sign factors. As
in SYK model, there are two essentially different orderings (expressions for other orderings follow from
the symmetries of F discussed in the section 4):
OPE: 2pi > τ1 > τ2 > τ3 > τ4 > 0,
OTO: 2pi > τ1 > τ3 > τ2 > τ4 > 0.
(5.51)
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For the first type of ordering the connected four-point function is as follows:
F(τ1, τ2, τ3, τ4)
G(τ1, τ2)G(τ3, τ4)
=
16G∆2
φ¯r
(
τ12
2 tan τ122
− 1
)(
τ34
2 tan τ342
− 1
)
+O(G2). (5.52)
Here G(τ1, τ2) denotes the tree-level two-point functions (5.42) of operators V and W . For the second
type of ordering the expression for the connected four-point function is more cumbersome:
F(τ1, τ2, τ3, τ4)
G(τ1, τ2)G(τ3, τ4)
=
16G∆2
φ¯r
(
τ12
2 tan τ122
− 1
)(
τ34
2 tan τ342
− 1
)
+
+
8piG∆2
φ¯r
(
sin τ12+τ342 − sin τ13+τ242
sin τ122 sin
τ34
2
+
τ23
tan τ122 tan
τ34
2
)
+O(G2).
(5.53)
In a similar way we also find the O(G) correction to the two-point functions:
〈V (τ1)V (τ2)〉
G(τ1, τ2)
= 1 +
G∆
φ¯r
1(
sin τ122
)2 [2 + 4∆ + τ12(τ12 − 2pi)(∆ + 1)+
+ (∆τ12(τ12 − 2pi)− 4∆− 2) cos τ12 + 2(pi − τ12)(2∆ + 1) sin τ12
]
+O(G2).
(5.54)
The correction to the 〈WW 〉 correlator is the same.
Finally, we restore β, substitute appropriate Euclidean times into the correlator (5.43) and analytically
continue (5.52) and (5.53) to non-zero Lorentzian times to obtain TOC and OTOC. For OTOC we consider
the following set of complex times:
τ1 =
β
4
+ it, τ2 = −β
4
+ it, τ3 = 0, τ4 = −β
2
, (5.55)
In the pure imaginary case (t = 0) this choice corresponds to the OTO ordering, so we need to analytically
continue (5.53):
OTOC(t) ≡ tr
[
ρ
1
4V (t)ρ
1
4W (0)ρ
1
4V (t)ρ
1
4W (0)
]
=
= F
(
β
4
+ it,−β
4
+ it, 0,−β
2
)
+
〈
V
(
β
2
)
V (0)
〉〈
W
(
β
2
)
W (0)
〉
≈
≈
(
pi
β
)4∆ [
1− 2∆2βG
φ¯r
e
2pit
β
]
, for β  t β log φ¯r
βG
.
(5.56)
Here ρ denotes the density matrix in the corresponding boundary CFT. Note that we neglect the O(G)
contributions from (5.53) and (5.54) which do not grow with t. We demand t  β to exclude possible
contribution from “mixed” correlators of the form 〈VW 〉, which decay at such times. Also note that
gaussian approximation that we used to obtain this result works well only for relatively small times, i.e.
until the decay of the OTOC is saturated. For larger times this correlator should be calculated more
carefully.
For TOC we consider the different set of times
τ1 =
β
2
+ it, τ2 = it, τ3 = 0, τ4 = −β
2
, (5.57)
which corresponds to the OPE ordering at the beginning of the Lorentzian time evolution, t = 0. Thus
we analytically continue the correlator (5.52) and obtain the following expression:
TOC(t) ≡ tr
[
V (t)ρ
1
2V (t)W (0)ρ
1
2W (0)
]
≈
(
pi
β
)4∆ [
1 + const
G
φ¯r
]
, (5.58)
which weakly deviates from the tree-level value even for large evolution times.
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6 Examples of chaotic behavior (instead of conclusion)
Instead of conclusion let us briefly review the most notable examples of chaotic systems, i.e. models
with exponentially growing C(t) and rapidly decaying OTOC. All these models are considered in the
quasiclassical limit (large N or small G limit) and somehow model all-to-all couplings; furthermore,
only small fluctuations above the equilibrium state are considered. So the calculation of the correlation
functions are similar in all cases. In particular, in these models the leading contribution to OTOC is
ensured by ladder diagrams.
6.1 SYK model / 2D dilaton gravity
First of all, let us briefly recall the main properties of SYK model. This is a quantum mechanical
model of N  1 Majorana fermions with all-to-all couplings Jijkl, which are distributed randomly and
independently, i.e. accordingly to the gaussian distribution with an average square J2ijkl =
3!J2
N3
(no sum
assumed). Such a choice of couplings allows one to introduce a kind of 1N expansion for the disorder
averaged correlation functions. In particular, disorder averaged corrections to two-point and four-point
functions are determined by the so-called “melonic” (Fig. 1) and “ladder” (Fig. 7) diagrams.
Using such a diagrammatics, one finds that in the limit 1  βJ  N , which corresponds to small
but non-zero temperature (T = 1/β), the exact two-point correlation function exponentially decays in
Lorentzian time:
Gβc (t) ≈
pi
1
4√
2βJ
sgn(t)∣∣ sinh pitβ ∣∣ 12 ∼ e−t/td , for t td =
2β
pi
, (6.1)
time-ordered correlator is approximately equal to the product of two-point functions:
TOC(t) ≈ Gβc
(
− iβ
2
)
Gβc
(
− iβ
2
)
≈
√
pi
2βJ
, for t td, (6.2)
and out-of-time-ordered correlator rapidly saturates:
OTOC(t) ≈
√
pi
2βJ
[
1− ∆
2
2C
βJ
N
eκt
]
, for td  t t∗ = β log N
βJ
, (6.3)
where C is some positive numerical constant, ∆ = 14 is effective conformal dimension of fermions and
κ ≈ 2piβ
(
1− 6.05βJ + · · ·
)
is Lyapunov exponent. Thus, the expectation value of the square of commutator
grows exponentially:
C(t) = 2× TOC(t)−OTOC
(
t− iβ
4
)
−OTOC
(
t+
iβ
4
)
≈
≈ const
N
2 cos
(
βκ
4
)
eκt ≈ const
N
6pi
βJ
eκt.
(6.4)
Note that the prefactor of the growing exponent is non-zero because κ is not exactly equal to the maximal
value 2piβ .
One can find the detailed derivation of these identities in the sections 3, 4 of the present paper,
papers [4–8,103,104] and talks [1].
It is worth stressing that a pure boson analog of SYK model:
I =
∫
dτ
1
2
N∑
i=1
(
dφi
dτ
)2
+
N∑
i,j,k,l=1
Jijklφ
iφjφkφl
 , (6.5)
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is not self-consistent, in particular it has no reasonable exact solution [79]. At the same time, supersym-
metric analogs of SYK model are well defined [79,80].
SYK model is also closely related to Jackiw–Teitelboim (JT) gravity, i.e. two-dimensional “near-
AdS2” gravity with dilaton [10–12]. It can be shown that this theory is effectively one-dimensional,
since its dynamics is determined by the shape of the boundary curve. Furthermore, in the IR limit the
effective action of this theory exactly coincides with the effective action of SYK model. In both cases
this action appears due to the symmetry wrt SL(2,R) trasformations. Therefore it is not surprising
that in the semiclassical limit the behavior of correlation functions in JT gravity is similar to the one of
corresponding quantities in SYK model:
G(t) ≈
(
pi
β sinh pitβ
)2∆
∼ e−t/td , for t td = β
2pi∆
, (6.6)
TOC(t) ≈
(
pi
β
)4∆
, for t td, (6.7)
OTOC(t) ≈
(
pi
β
)4∆ [
1− 2∆2βG
φ¯r
eκt
]
, for td  t t∗ = β log φ¯r
βG
, (6.8)
where ∆ is the conformal dimension of the operators dual to free matter fields in the bulk, G is 2D Newton
constant, φ¯r is the boundary value of the dilaton and κ ≈ 2piβ is the Lyapunov exponent.
The details on the derivation of the correlation functions and other properties of 2D dilaton gravity
can be found in section 5, papers [10–13,103] and talks [1].
Note that JT gravity can be derived as a near-horizon limit of an extremal black hole [130, 134], and
AdS2 space exibits the same causal properties as higher-dimensional AdS black holes. This opens a way
to use JT gravity and SYK model as toy models of many complex black hole phenomena, e.g. as toy
models of traversable wormhole [17–20].
However, it is worth stressing that JT gravity incorporates only the lowest-energy features of SYK
model (which are described by the Schwarzian action) and hence cannot be considered as a complete
gravity dual of this model. In fact, at the present moment such a dual is far from being known. The main
problem is that the complete gravity dual should reproduce the non-local action (3.46) that describes
the dynamics of the bilinear fields G and Σ. This requires to couple the theory to an infinite number of
massive bulk fields (each with O(1) mass), but it is not known how to do this. A more detailed discussion
of the putative SYK gravity dual can be found in [103,122,125].
6.2 Generalizations of SYK model
All the remarkable properties of SYK model, including solvability in the large N limit, emergence of
conformal symmetry in IR and saturation of “bound on chaos”, are based on the averaging of correlation
functions over the quenched disorder, i.e. over random implementations of coupling constants. This
means that SYK model is not really a quantum mechanical model; in particular, one cannot find a
unitary operator that generates time evolution in this model. Thus, generalizations of SYK model, which
mimick it in the large N limit without the quench disorder, are of great interest. Here we present three
examples of such models.
The first example is Gurau–Witten model proposed in [106,107]:
IGW =
∫ β
0
dτ
[
1
2
3∑
c=0
(∑
ac
χcac
d
dτ
χcac
)
+
J
N3/2
∑
a0a1a2a3
χ0a0χ
1
a1χ
2
a2χ
3
a3
∏
c1<c2
δac1c2ac2c1
]
, (6.9)
where χc are real fermionic fields and τ is Euclidean time. For every color c, the field χc lives in a vector
representation of O(N)3, i.e. it is a rank three tensor with indexes ac =
{
acd, d 6= c}, each of which runs
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in the range 1 . . . N . The full symmetry group of the model is O(N)6. For simplicity we present only the
model with four-fermion vertex, general expressions can be found in [106,107].
The second example is uncolored fermionic tensor model, or Klebanov–Tarnoposky model [108–110]:
IKT =
∫ β
0
dτ
 i
2
∑
abc
χabc
d
dτ
χabc − g
4
∑
a1a2b1b2c1c2
χa1b1c1χa1b2c2χa2b1c2χa2b2c1
 , (6.10)
where χabc is rank-three fermionic tensor, indexes a, b, c are indistinguishable and run in the range 1 . . . N .
The full symmetry of the model is O(N)3.
The third example mimicks SYK model by replacing random couplings Jijkl with a light boson tensor
field [111]:
INT =
∫ β
0
dτ
∑
i<j<k<l
1
2
[(
dφijkl
dτ
)2
+m2 (φijkl)
2
]
+ ISY K , (6.11)
where  = 3!pi
mJ2
N3
, mβ  1 and ISY K is the standard SYK action (3.1) with Jijkl = φijkl.
We will not review models (6.9), (6.10) and (6.11) in details, the only important point for us is that
they reproduce SYK diagrammatics in the large N limit. The derivation of this and other remarkable
properties of SYK-like tensor models can be found in [106–111,152–164]. Therefore, one can expect that
these models are described by the same effective action and have the same properties as SYK model.
The other notable extension of SYK model is the complex SYK model [23,165,166]:
ICSY K =
∫ β
0
dτ
 N∑
i=1
χ†i (τ)χ˙i(τ)−
∑
j1<j2,k1<k2
Jj1j2,k1k2A
{
χ†j1χ
†
j2
χk1χk2
} , (6.12)
where A{· · · } denotes the antisymmetrized product of operators and randomly distributed couplings
Jj1j2,k1k2 have zero mean and variance |Jj1j2,k1k2 |2 = 2J
2
N3
. This theory has both SL(2,R) and U(1)
symmetry. Similarly to its real predecessor, in the IR limit complex SYK is described by the Schwarzian
action with an additional term corresponding to the U(1) mode. A thorough discussion of this model and
its applications can be found in [23,165–167].
6.3 CFT2 with large central charge / shock waves in AdS3
BTZ black hole and 2D CFT with large central charge were among the first systems where OTOCs were
calculated [26,35,74–76]. Let us briefly review the main ideas of this calculation.
First of all, in the subsection 2.2 we noticed that OTOC of local operators V and W can be represented
as a two-sided correlation function in a perturbed thermofield double state, see formulae (2.20) and (2.21).
If the left and right systems are CFT s with AdS duals then the pure state (2.18) is dual to an eternal
AdS Schwarzschild black hole with inverse temperature β [168]. In particular, if both systems are 2D
CFT , |TFD〉 describes a BTZ black hole. In this picture operator VL(t) acting on the pure |TFD〉 is
dual to a particle injected near the left boundary at the moment t in the past. According to holographic
dictionarty [147–150], the mass of the particle is mV =
∆V
2L , where L is the radius of AdS space and ∆V
is the conformal dimension of V (we assume that ∆V  1). In general, such a perturbation distorts the
geometry of the space. Hence, one needs to estimate this distortion in order to evaluate the two-sided
correlator and OTOC.
Without going into details, one obtains that the distorted geometry is described by a so-called shock
wave [26, 75, 169]. In a nutshell, this solution is obtained by gluing the metrics of the initial black hole
(of mass M) and the black hole that swallowed the injected particle (of mass M +mV ) in such way that
the time at the boundary flows continuously and the radius of unit circle is continuous across the gluing
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surface. For small masses of the injected particle, mV M , the metric of the shock wave is as follows:
ds2 = − 4L
2
(1 + UV )2
dUdV +R2
(
1− UV
1 + UV
)2
dφ2 +
4L2
(1 + UV )2
mV
4M
e
Rt
L2 δ(U)dU2, (6.13)
where U = u, V = v+ mV4M e
Rt/L2θ(u), u and v are standard Kruskal coordinates and R is the radius of the
black hole. In this metric the geodesic distance between two points close to the left and right boundaries
is:
d
L
≈ 2 log 2r
R
+ 2 log
[
cosh
R(tR − tL)
2L2
+
mV
8M
e
Rt
L2
−R(tR+tL)
2L2
]
, (6.14)
where tL, tR are time coordinates and r is radial coordinate of the left and right end points of the
geodesic. For simplicity we assume that the anglular coordinates of the end points coincide. Subtracting
the divergent contribution and setting tL = tR = 0, one ontains the following two-sided correlation
function in the semiclassical limit (G→ 0):
OTOC(t) ≈
〈
TFD
∣∣∣V †L(t)WL(0)WR(0)VL(t)∣∣∣TFD〉 ∼ e−mW d ∼
∼
[
1 +
mV
8M
e
Rt
L2
]−2LmW ∼ [1 + C1mV L
S
e
2pit
β
]−2LmW
, for t t∗ = β
2pi
logS,
(6.15)
where mW =
∆W
2L , ∆W  1 is the conformal dimension of W and C1 is a positive numerical constant.
Here we have used identities for the temperature β = 2piL
2
R , mass M =
R2
8GL2
and entropy S = piR2G of BTZ
black hole. Also we assumed that the black hole is large, R ∼ L, so that S ∼ R2GL and C1 = O(1). A
detailed derivation of (6.15) and the related discussion can be found in [26,74,76].
Finally, under these assumptions one can obtain the correlation function in the boundary CFT with
large central charge c = 3L2G :
OTOC(t) ∼
[
1 + C2
∆V
c
e
2pit
β
]−∆W
, for t t∗ ∼ β
2pi
log c, (6.16)
where C2 is another positiveO(1) numerical constant. One can also obtain this answer without holography,
considering different analytical continuations of the Euclidean four-point function and using Virasoro
conformal block of the identity operator [35,77,78].
Note that both black hole entropy and central charge measure the number of degrees of freedom of the
corresponding systems, hence, for both (6.15) and (6.16) scrambling time t∗ ∼ β logN . This saturates the
bound of the fast scrambling conjecture. The Lyapunov exponent κ = 2piβ also saturates the corresponding
bound. However, we remind that (6.15) reproduces only the leading contribution in the limit G → 0,
while the complete answer captures quantum corrections too. As was shown in [76], such corrections
increase the scrambling time and reduce the growth rate of OTOCs.
6.4 Large N Hermitian matrix Φ4 model
A remarkable example of chaotic, but not maximally chaotic, model is the large N matrix scalar quantum
field theory with quartic self-interaction, which was considered in [83]:
I =
∫
d4x
1
2
tr
[
(∂µΦ)
2 −m2Φ2 − g2Φ4
]
, (6.17)
where Φ is Hermitian N × N matrix. The ‘t Hooft coupling is λ = g2N  1. Summing the leading
contributions in the limit N →∞, g → 0, λ = const and taking the integral over the spatial coordinates
one obtains an integro-differential equation for the averaged square of commutator:
d
dt
C(t) = M ◦ C(t), (6.18)
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where M is some integral operator specified in [83] and
C(t) =
1
N4
∑
abcd
∫
d3x tr
(
ρ
1
2 [Φab(x),Φcd(0)] ρ
1
2 [Φab(x),Φcd(0)]
)
. (6.19)
As in the conformal part of SYK four-point function (subsection 4.2), the leading contribution to (6.19) is
provided by ladder diagrams, with operator M adding an extra rung to the ladder. The largest eigenvalue
of the equation (6.18) is nothing but Lyapunov exponent κ that determines the growth rate of C(t) ∼ eκt.
Numerically diagonalizing (6.18) one can show that for small inverse temperatures, mβ  1, the exponent
is as follows:
κ ≈ 0.025 λ
2
β2m
. (6.20)
In the case of zero bare mass, m = 0, one should substitute into (6.20) the thermal mass m2th =
2λ
3β2
generated by one-loop corrections to two-point functions:
κ ≈ 0.025 λ
2
β2mth
≈ 0.031λ
3/2
β
. (6.21)
There is also another way to find the Lyapunov exponent (6.20) which relies on an analogy between
epidemic growth and scrambling. Let us consider the theory (6.17) as a gas of N2 interacting particles.
The one-particle distribution function f(t,p) of this gas satisfies (in the leading order) the linearized
Boltzmann equation:
∂
∂t
f(t,p) =
∫
d3q
(2pi)3
1
2Eq
[
R∧(p,q)−R∨(p,q)
]
f(t,q), (6.22)
where Ep =
√
m2 + p2, p is three-dimensional momentum, functions R∧(p,q) and R∨(p,q) measure
increase and decrease of the particle density in the phase space cell p associated with the phase space
cell q. Note that the loss of particles is caused by two distinct processes: annihilation and outflow of
particles to other cells. These processes are described by functions 2Γpδ(p−q) and R∨(p,q)−2Γpδ(p−q)
correspondingly. The gain is only due to the inflow from other cells. For simplicity we assume that the
system is spatially homogeneous.
Now let us use this qualitative model to estimate how quickly a local perturbation spreads throughout
the system (i.e. estimate how quickly the system scrambles). Imagine that we injected into the system
a contagious particle which infects other particles when they collide. In the early stages of the epidemic
the rate of its growth is determined by the gross flow passing through the phase space cell, i.e. by the
sum of inflow and outflow:
∂
∂t
fOTOC(t,p) =
∫
d3q
(2pi)3
1
2Eq
sinh
βEq
2
sinh
βEp
2
[
R∧(p,q) +R∨(p,q)− 4Γpδ(p− q)
]
fOTOC(t,q). (6.23)
To obtain this equation we changed the sign of the outflow term in (6.22) and divided the function
f(t,p) by sinh
βEp
2 . The function fOTOC(t,p) measures the infected particle density. If this qualitative
picture is applicable to the system (6.17) and infected particles are analogs of particles affected by a
perturbation, then the epidemic growth is equivalent to scrambling. Hence, one expects that the growth
rate of fOTOC(t,p) coincides with the growth rate of C(t).
Indeed, it was shown in [84, 170] that equation (6.23) can be deduced from the IR limit of Bethe-
Salpeter equation for OTOC (in this limit Bethe-Salpeter equations decouple). Therefore, one can evaluate
the Lyapunov exponent by diagonalizing (6.23) instead of (6.18). In particular, this method reproduces
the result (6.20) in the limit N  1, mβ  1. Note that this approach also can be applied to other
weakly coupled systems.
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A One-dimensional Majorana fermions
In this section we consider representations of the one-dimensional Majorana fermions [1, 103,171,172]:
{χi, χj} = δij , i, j = 1 . . . N, (A.1)
where χi = χ
†
i . For convenience we restrict ourselves to the even number
31 N = 2K. In this case we can
combine even and odd operators into non-Hermitian ones:
ci =
1√
2
(χ2i − iχ2i+1) , c†i =
1√
2
(χ2i + iχ2i+1) , i = 1 . . .K, (A.2)
which obey the standard anticommutation relations as a corollary of (A.1):
{ci, cj} = {c†i , c†j} = 0, {ci, c†j} = δij . (A.3)
They are the creation and annihilation operators of the fermion field. Hence, we can build the standard
representation for the fermionic modes using these operators. Namely, we define the vacuum state as the
state that is annihilated by all annihilation operators: ci|0〉 = 0, and build k-particle states using creation
operators:
(
c†1
)n1 · · ·(c†K)nK |0〉, where ni = 0, 1 and n1 + · · ·+ nK = k. There are 2K such states. One
can also build an explicit representation for these operators using 2K × 2K matrices [103], but we do not
need it in this paper.
Let us calculate finite-temperature two-point correlation functions using this representation. We
remind that in the free theory (3.1), Jijkl = 0, Hamiltonian is identically zero, so we rewrite the thermal
average as follows:
〈T χi(τ)χj(0)〉β =
tr
[T e−βH0χi(τ)χj(0)]
tr [e−βH0 ]
=
tr [T χi(τ)χj(0)]
tr [1]
= θ(τ)
tr [χiχj ]
tr [1]
+ θ(−τ)tr [χjχi]
tr [1]
, (A.4)
where the trace denotes summation over all possible states. The last identity is valid for τ ∈
[
−β2 , β2
)
,
for other times we use the antiperiodycity of the propagator under the change τ → τ + β to restore the
correct answer. Obviously, the average (A.4) equals zero if |i − j| > 1, because in this case it contains
averages of different creation and annihilation operators which anticommute with each other (e.g. 〈c1c2〉β
or 〈c1c†2〉β). The case |i− j| ≤ 1 is more subtle. Let us separately consider four averages that correspond
31As was shown in [120, 173], the spectrum of SYK model also depends on the value of N mod 8, but we will not discuss
this point here.
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to this case:
tr [χ2iχ2i] =
1
2
tr
[
cic
†
i + c
†
ici
]
=
1
2
2K−1
[
〈0|cic†i + c†ici|0〉+ 〈1i|cic†i + c†ici|1i〉
]
= 2K−1, (A.5)
tr [χ2i+1χ2i+1] =
1
2
tr
[
cic
†
i + c
†
ici
]
=
1
2
2K−1
[
〈0|cic†i + c†ici|0〉+ 〈1i|cic†i + c†ici|1i〉
]
= 2K−1, (A.6)
tr [χ2iχ2i+1] =
i
2
tr
[
cic
†
i − c†ici
]
=
i
2
2K−1
[
〈0|cic†i − c†ici|0〉+ 〈1i|cic†i − c†ici|1i〉
]
= 0, (A.7)
tr [χ2i+1χ2i] =
i
2
tr
[
c†ici − cic†i
]
=
i
2
2K−1
[
〈0|c†ici − cic†i |0〉+ 〈1i|c†ici − cic†i |1i〉
]
= 0, (A.8)
where we denoted |1i〉 ≡ c†i |0〉 and used the relations (A.2). Now it is easy to find that the free Wightman
function is:
〈χiχj〉β = tr [χiχj ]
tr[1]
=
1
2
δij . (A.9)
Taking formal limit β →∞ we find the free zero-temperature Feynman propagator:
〈T χi(τ)χj(0)〉 = 1
2
sgnτδij . (A.10)
This expression is also valid for the finite-temperature Feynman propagator for τ ∈
[
−β2 , β2
)
. At the
same time, the propagator is antiperiodic under the change τ → τ + β. Using this property we restore
the finite-temperature correlation function for all τ :
〈T χi(τ)χj(0)〉 = 1
2
sgn
(
sin
piτ
β
)
δij . (A.11)
Finally, one can prove Wick’s theorem for n-point correlation functions using representation (A.2) and
standard textbook argumentation [112, 174]. However, note that for a non-equilibrium initial state this
theorem does not work (e.g. see [175]). This is a pecularity of the (0 + 1)-dimensional quantum field
theory.
B Functional integral over Majorana fermions
Different one-dimensional Majorana fermions anticommute, but the square of the single fermion is not
zero (see the relations (3.2)). Hence, these fermions cannot be described by neither normal nor Grassmann
numbers. This means that a naive definition of the functional integral over Majorana fermions (e.g. (3.38))
is unclear: how can one integrate over the variables χi if one does not even know what algebra they obey?
However, in the appendix A we have shown that the set of N = 2K one-dimensional Majorana
fermions can be rewritten in terms of the ordinary Dirac fermions:
χ2i =
1√
2
(
ψi + ψ¯i
)
, χ2i+1 =
i√
2
(
ψi − ψ¯i
)
, i = 1 . . .K, (B.1)
which become grassmanian upon quantization (A.3). So we define the measure of the integration as
follows:
Dχ2iDχ2i+1 =
∣∣∣∣∂(χ2i, χ2i+1)∂(ψi, ψ¯i)
∣∣∣∣DψiDψ¯i = DψiDψ¯i. (B.2)
Using these definitions we calculate the gaussian integral from the subsection 3.4. Now it is an ordinary
integral over Grassmann variables:∫ (2K∏
i=1
Dχi
)
exp
[
−1
2
2K∑
i=1
∫
dτdτ ′ χi(τ)A(τ, τ ′)χi(τ ′)
]
=
=
∫ ( K∏
i=1
DψiDψ¯i
)
exp
[
−
K∑
i=1
∫
dτdτ ′ ψ¯i(τ)A(τ, τ ′)ψi(τ ′)
]
= tr log
√
A(τ, τ ′).
(B.3)
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Here we used that the function A(τ, τ ′) = −δ(τ − τ ′)∂τ − Σ(τ, τ ′) is antisymmetric under the change
τ ↔ τ ′. Note that the factor 12 is cancelled, as it was expected.
C Correlator of energy fluctuations in SYK model
Following [5], in this appendix we show that the expression (4.24) is nothing but the correlator of the
energy fluctuations. In order to to do this, we need the following thermodynamic relation:
− logZ = βF = N
[
−S0 − 2pi
2C
βJ
+O
(
1
(βJ)2
)]
+ βE0 +
3
2
log(βJ) + const +O
(
1
N
)
, (C.1)
where E0 is the ground state energy, S0 is the zero-temperature entropy and coefficient C is the same
coefficient as in the Schwarzian action (3.64). The derivation of this identity can be found in [5, 8, 120].
Varying (C.1), in the leading order in N and βJ we find that:
δE = 4pi2C
Nδβ
β3J
. (C.2)
Now let us consider a small variation of the temperature in the propagator (3.34):
Gβ+δβc (τ)
Gβc (τ)
= 1− 2∆
β
(
1− piτ
β tan piτβ
)
δβ. (C.3)
Substituting (C.2) and averaging over the quantum fluctuations, we obtain the connected four-point
function:
〈Gβ+δβc (τ1, τ2)Gβ+δβc (τ3, τ4)〉
Gβc (τ1, τ2)G
β
c (τ3, τ4)
− 1 = ∆
2
4pi4C2
(
1− piτ12
β tan piτ12β
)(
1− piτ34
β tan piτ34β
)
β4J2
N2
〈
(δE)2
〉
. (C.4)
The average square of the energy fluctuation can be found from (C.1):〈
(δE)2
〉
= ∂2β logZ =
4pi2C
β3J
, (C.5)
so the correlation function is as follows:
〈Gβ+δβc (τ1, τ2)Gβ+δβc (τ3, τ4)〉
Gβc (τ1, τ2)G
β
c (τ3, τ4)
− 1 = ∆
2
pi2C
βJ
N
(
1− piτ12
β tan piτ12β
)(
1− piτ34
β tan piτ34β
)
. (C.6)
This expression coincides with (4.24) for ∆ = 14 .
D Integral over the product of two eigenfunctions
To deduce the explicitly SL(2,R)-invariant decompositions for the identity operator and four-point func-
tion, we need to calculate the following integral:
A(h) =
∫ ∞
−∞
dω
2pi
Ψhω(τ1, τ2)Ψhω(τ3, τ4)
∗. (D.1)
Using the symmetry of the integral under the changes h → 1 − h, ω → −ω and substituting the eigen-
functions (4.47) we obtain the following expression:
A(h) =
2
pi
∫ ∞
0
dω cos (ω(τ13 + τ24))

cos2(pih2 )
cos2(pih)
Jh− 1
2
(ω|τ12|)Jh− 1
2
(ω|τ34|) + (h→ 1− h) , h = 2n,
sin2( ipis2 )
sin(ipis) Jis(ω|τ12|)Jis(ω|τ34|) + (s→ −s) , h = 12 + is.
(D.2)
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Then we use the identity established in appendix D of [4] as a generalization of Eq. 6.612 from [124]:
∫ ∞
0
dx cos(ax)Jν(bx)Jν(cx) =
1
pi
√
bc

Qν− 1
2
(z), z > 1,
Q˜ν− 1
2
(z), |z| < 1,
− sin(piν)Qν− 1
2
(z), z < −1,
(D.3)
where we have introduced the variable z:
z =
−a2 + b2 + c2
2bc
, (D.4)
and defined the function Q˜ν(z), which is analytic on the real interval z ∈ (−1, 1):
Q˜ν(z) ≡ 1
2
[Qν(z + i0) +Qν(z − i0)] . (D.5)
Here Qν(z) is the usual Legendre function of the second kind, while Q˜ν(z) is reffered to as the Legendre
function on the cut. Applying this identity to the integral (D.2) and using Eqs. 8.335, 8.820, 9.134
from [124] we obtain the required formula:
A(h) =
1√|τ12τ34|

Γ(h2 )Γ(
1−h
2 )√
pi 2
F1
[
h
2 ,
1−h
2 ,
1
2 ,
(
2−χ
χ
)2]
, if χ > 1,
cos2(pih2 )
cos(pih)
Γ(h)2
Γ(2h)χ
h
2F1 (h, h, 2h, χ) + (h→ 1− h), if 0 < χ < 1,
(D.6)
where χ is the SL(2,R)-invariant cross-ratio. Note that the function (D.6) is invariant wrt the transfor-
mation χ→ χχ−1 , which allows one to calculate A(h) for negative cross-ratios.
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