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In this correspondence, we develop a novel blind multiuser detection scheme which shows
clear superiority to the conventional subspace-based blind multiuser detector by improving the
condition of the signal subspace. The performance advantages are shown to be more obvious
as the number of active users increases, which makes it an attractive solution in heavily loaded
systems.
Introduction: In the recent decade, there have been significant efforts in developing multiuser
detection technologies to alleviate the effect of multiple access interference (MAI) in code-
division multiple-access (CDMA) systems. Blind multiuser detection is of special interest for
MAI mitigation in CDMA systems since it is impractical to assume perfect knowledge of
parameters such as spreading codes, time delays and amplitudes of all the users in a rapidly
changing mobile environment. In [1], the blind decorrelating detector and the minimum mean
square error (MMSE) detector were developed based on subspace estimation and derived in
closed forms of the signal subspace components. In order to combat frequency-selective fading,
the subspace approach to blind multiuser detection was extended to multi-carrier CDMA (MC-
CDMA) systems, e.g., in [2]. In this correspondence, we further develop the algorithm presented
in [1, 2], and show how the condition of the signal subspace can be improved by using not only
the autocorrelation, but also the pseudo-autocorrelation of the received observations, leading
to an improved performance in blind multiuser detection. To the best of our knowledge, the
development of blind multiuser detectors using condition improved subspace has not been
addressed in the existing literature.
The notations are summarized as follows: (·)H matrix conjugate transpose, (·)T matrix trans-
pose, (·)∗ matrix conjugate, E[·] expectation operation, C complex filed.
System Model: We consider a synchronous MC-CDMA system employing binary phase-shift
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2keying (BPSK) modulation to transmit signals through multipath channels. Each modulated
data symbol bk(i) ∈ {+1,−1} follows identical independent distribution (i.i.d.) and is spread
using a spreading sequence of N chips, ck = [ck(0) ck(1) . . . ck(N − 1)]T , where ck(i) ∈
{ −1√
N
, +1√
N
}, i = 0, . . . , N−1. Each set of N chips is serial to parallel converted and is imposed
onto N sub-carriers by means of inverse fast Fourier transform (IFFT). The output from each
IFFT block is converted into serial data and a cyclic prefix (CP) is inserted to form one OFDM
symbol for transmission. The length of the CP is assumed to be longer than the impulse response
of the channel to combat inter-symbol interference and inter-carrier interference. The OFDM
signal propagates through a L-path channel, whose coefficients can be represented in a vector
form as hk = [hk(0) hk(1) . . . hk(L− 1)]T . After chip-matched filtering followed by chip-rate
sampling, the received samples corresponding to the CP are removed. The total received signal
is the superposition of the information-bearing data signals (after performing FFT operation)
from K users plus the additive white Gaussian noise (AWGN), i.e.,
r(i) =
K∑
k=1
Akbk(i)Ckgk + v(i) =
K∑
k=1
Akbk(i)sk + v(i), (1)
where Ak, bk(i) are the amplitude, the ith transmitted information symbol from the kth user,
respectively; v(i) is the noise vector, each element of which is a zero-mean Gaussian random
variable with variance σ2; Ck = diag{ck(0) ck(1) . . . ck(N −1)} denotes the spreading matrix,
and gk = [gk(0) gk(1) . . . gk(L − 1)]T is the channel frequency response vector for the kth
user, which can be obtained by gk = FNh′k, where FN represents the N -point FFT matrix, and
h′
k
denotes an N -point zero padded version of hk; sk = Ckgk is the effective signature for the
kth user.
For the signal model expressed by (1), a linear multiuser detector for the kth user is in the form
of a correlator followed by a hard limiter, i.e., bˆk(i) = sgn(Re{mHk r(i)}), where mk ∈ CN .
A novel Blind multiuser detector: For blind detection schemes, mk is derived only based on
the parameters (e.g., the signature waveform) of the desired user. To simplify notation, the
symbol index i is sometimes omitted whenever no ambiguity arises. Assume that user 1 is
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3the user of interest. The linear MMSE multiuser detector m1 of user 1 minimizes the mean
square error  = E[|A1b1 − mH1 r|2]. The Wiener solution to this minimization problem is
mwiener1 = A1C
−1
rr s1, where the autocorrelation matrix is defined as Crr = E[rrH], and is
usually estimated based on n received signal vectors, i.e., Crr ≈ 1n
∑
n
i=1 r(i)r
H(i). In practice,
there are always inaccuracies in measured data. For an ill-conditioned matrix Crr, small errors
in the coefficients are substantially amplified to produce large deviation in the solution. The
problem can be alleviated by singular value decomposition (SVD), and zeroing out the small
singular values [3, p. 415]. In our case, after zeroing out all the singular values that are equal to
the noise variance σ2, and computing the inverse of the resulting matrix, a condition improved
linear blind detector can be derived as [1, 2]
m1 = A1(UsΛsU
H
s )
−1s1 = A1UsΛ−1s U
H
s s1, (2)
where Λs is a K ×K diagonal matrix, whose diagonal elements contain the largest eigenvalues
of Crr that are greater than σ2, and Us is an N × K matrix containing the corresponding
orthonormal eigenvectors. The columns of Us span the signal subspace.
For a complex random vector r, its second-order statistics are completely characterized by
its autocorrelation matrix Crr = E[rrH] as well as the pseudo-autocorrelation matrix C˜rr =
E[rrT ] [4]. Most existing receiver algorithms (including the one presented above) only use
the information contained in the autocorrelation function of the observed signal. The pseudo-
autocorrelation matrix C˜rr is usually not considered and is implicitly assumed to be zero.
While this is the optimum strategy when dealing with circular complex random processes (i.e.,
when C˜rr is vanishing), it turns out to be sub-optimum in situations where the transmitted
signals and/or interference are non-circular random processes (i.e., C˜rr is non-vanishing). The
conditions under which estimators utilizing C˜rr can yield significant improvements are detailed
in [5]. In what follows, we show how the condition of the signal subspace can be improved
by incorporating the pseudo-autocorrelation function to the blind detection scheme. In order
to utilize the pseudo-autocorrelation function, we re-define the MMSE criterion as follows
′ = E[|wHy − A1b1|2] subject to wHs′1 = 1, where w = 1√2
[
m m∗
]T
, y = 1√
2
[
r r∗
]T
,
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4s′1 =
1√
2
[
s1 s
∗
1
]T
. With the method of Lagrange multipliers, we obtain
λ(w) = E{|w
Hy −A1b1|2} − µ(wHs′1 − 1) = w
HCyyw − (A21 + µ)w
Hs′1 −A1s
′H
1 w + (A
2
1 + µ),
(3)
where µ is the Lagrange multiplier and Cyy = E{yyH} = 12 E



 r
r∗

[rH rT
]

 =
1
2

Crr C˜rr
C˜∗rr C∗rr


.
Differentiating λ(w) in (3) with respect to w, we obtain ∂λ(w)
∂w
= (Cyyw)
∗ − A1s′∗1 , setting
which to zero yields the optimum detector for the first user w1 = A1C−1yys′1. By performing
SVD of Cyy, we obtain
Cyy =
[
U′s U′n
]Λ
′
s 0
0 Λ′n



U
′H
s
U′Hn

 , (4)
where U′s is a 2N×K matrix whose columns are the eigenvectors of the signal subspace, and Λ′s
is a K ×K diagonal matrix whose diagonal elements are the corresponding eigenvalues; while
the columns of U′n are eigenvectors of the noise subspace, and Λ′n contains the corresponding
eigenvalues. In order to improve the matrix condition, we replace Λ′n in (4) with 0 (in order
to zero out the singular values corresponding to the noise subspace), and substitute Cyy in
w1 = A1C
−1
yys
′
1 with the resulting matrix, leading to an improved blind detector
w1 = A1U
′
sΛ
′−1
s U
′H
s s
′
1. (5)
Note that the conventional linear MMSE detector expressed by (2) is derived only using the
subspace components obtained from the autocorrelation of the observation Crr. The pseudo-
autocorrelation matrix C˜rr is implicitly assumed to be zero, leading to suboptimal solutions.
For a hermitian matrix X, the degree to which it is ill conditioned can be measured by a
condition number [3, p. 293] defined as κ(X) = λmax(X)
λmin(X)
, where λmax(X) and λmin(X) represent
the largest and smallest eigenvalues of X, respectively. A matrix with a large condition number
is said to be ill conditioned. It has been theoretically proven in [6] that κ(R′) ≤ κ(R), where
R′ = U′sΛ′sU′H, and R = UsΛsUH. This means that as a consequence of utilizing the pseudo-
autocorrelation matrix C˜rr, the condition of the new signal subspace spanned by the columns
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5of U′s is improved compared to the original signal subspace. Note that κ(R′) ≤ κ(R) was used
in [6] only to show that the widely linear least mean square (WL-LMS) algorithm achieves faster
convergence than the conventional LMS algorithm.
Results: Numerical results are presented in this section to demonstrate the effectiveness of the
proposed scheme. In Fig. 1, we compare the performance of the Wiener detector, conventional
blind MMSE detector and the proposed blind detectors at different SNR levels for a K = 10
user system. By zeroing out small singular values and thus improving the matrix condition, the
conventional blind detector yields better performance than the Wiener detector. One can also
see from the figure that the proposed blind detector achieves up to 1 dB gain compared to the
conventional blind detector. The performance gap tends to increase at higher SNR, which follows
from the fact that their difference in the condition ∇κ = κ(R) − κ(R′) becomes larger when
SNR increases as shown in Table I.
The system capacity, i.e., the number of users that can be supported by a system with
acceptable BER, for the two detectors, is examined in Fig. 2. The SNR value is set to be
Eb/N0 = 10 dB. Apparently, the proposed detector increases the system capacity significantly
compared to the conventional detector, and the performance advantages obtained by applying
the proposed scheme become more obvious as the number of users increases, which can also
be explained by the fact that ∇κ becomes larger when the number of users increases as shown
in Table I.
Conclusions: A new multiuser detector based on signal subspace estimation is developed for
MC-CDMA systems in frequency-selective channels in this paper. Comparing to the conven-
tional subspace-based blind multiuser detector, the proposed blind detector achieves a superior
performance by exploiting the information contained in the pseudo-autocorrelation matrix and
improving the condition of the signal subspace.
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8Figure captions:
Fig. 1 Performance comparison in a K = 10-user system. In our simulations, user 1 is the desired user,
whose effective signature waveform is assumed to be known. The spreading codes are randomly generated
and normalized, and the spreading gain as well as the number of sub-carrier is set to be N=32. The length
of CP is chosen to be Lcp = 4. The complex channel coefficients of each user are randomly generated
and normalized and have exponential decay profile. The number of multipath is L = 3. We consider
balanced transmission, i.e., the amplitude Ak is equal for all the users. During each Monte-Carlo run, the
block size is set to 50000 bits, of which n = 5000 are used to estimate the signal subspace. All presented
results are averaged over at least 100 Monte Carlo simulations.
Fig. 2 Comparison of system capacity (Eb/N0 = 10 dB). The parameter setting is the same as in Fig. 1.
Table 1 Comparison of condition numbers. The upper 4 rows correspond to Fig. 1, the bottom 4 rows
correspond to Fig. 2. The table shows that the condition of the signal subspace can be improved by
exploiting the information contained in the pseudo-autocorrelation matrix.
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TABLE I
Eb/N0[dB] 6 8 10 12
κ(R) 4.0740 4.7587 5.3753 5.9901
κ(R′) 3.0568 3.4196 3.5074 3.6349
∇κ 1.0172 1.3391 1.8679 2.3552
K 9 12 15 18
κ(R) 4.7659 6.8164 9.7474 12.7580
κ(R′) 3.1531 4.1318 5.3035 6.6060
∇κ 1.6128 2.6846 4.4439 6.1520
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