Imagine that you are following a route that you regularly walk to reach the campus of your university. When you arrive at the pedestrian crossing, you press the button that controls the traffic lights and start to wait patiently for the 'walk signal'. As the time elapses, you start feeling impatient and increasingly eager to cross the road. This should sound familiar as we routinely form estimates of event durations and organize our behaviors accordingly. The extent to which we rely on such temporal estimates should become even clearer if you imagine that the button did not register input: you would probably stop waiting and jaywalk at some point. What guides your behavior in this instance is your sense of time regulated by a neural mechanism with the operational characteristics of a conventional stopwatch. Although a number of parts of the brain, including cortical areas such as the pre-supplementary motor area, the basal ganglia and the thalamus have been implicated in keeping track of time (for example [1, 2] ), the neural control of timing is still poorly understood. An important step is reported in this issue of Current Biology by Toda et al. [3] , who have investigated the neuroanatomical basis of understudied features of the 'internal stopwatch' in the context of timed conditioned responses. This was accomplished by manipulating the activity of a specific group of neurons in the mouse brain using optogenetic techniques.
Optogenetic methods that have been developed in recent years are now commonly used to manipulate the activity of a specific class of neurons by shining light on a region of the brain that has been modified to express particular types of light-sensitive ion channels (for review see [4] ). For instance, when exposed to blue light one type of these membranebound channels, Channelrhodopsin-2 (ChR2), opens to allow the influx of cations, which cause the blue-lightsensitive neurons to fire. Importantly, the specificity and precision of this method are a lot higher than those of pharmacological manipulations and lesions. Toda et al. [3] capitalized on these methodological advances with experiments that had the overall goal of mapping the timing circuits responsible for controlling the 'internal stopwatch' in terms of its 'Run', 'Stop' and 'Reset' modes of operation [5] .
Toda et al. [3] focussed on the GABAergic nigro-tectal circuitry that coordinates drinking behavior [6] . This makes their study all the more impressive as the authors were able to demonstrate how timing can be integrated into a very specific behavioral circuit. For this purpose, Toda et al. [3] first developed a sensitive head-fixed peak-interval procedure in the context of mouse licking behavior. They delivered sucrose solution to the head-fixed mice every 10 seconds while recording their licks ( Figure 1A ). These responses can be thought to be similar to the salivation response of Pavlov's dogs in anticipation of the food delivery, but in a setting where it is the elapsing time, rather than an overt conditioned stimulus, that elicits the conditioned responses. Mice very quickly learn to exhibit timed anticipatory licks that typically started halfway into the reward availability time ( Figure 1B ). The rapid acquisition is an essential feature, something that has been typically overlooked in previous work (but see [7] ). This is literally only half of the story, however, as the procedure I have just described would only allow one to observe when the animals start anticipating the reward during the trial. How could you get the 'full picture' of the temporal expectancy of the reward? Well, one common way of achieving this is to omit the reward sporadically so as to capture the full temporal profile of the anticipatory responses (called peak trials), which is exactly what Toda et al. [3] did: they observed that the average rate of licking exhibited a bell-shaped curve as a function of trial time, with its peak around the actual target time. As in other domains [8] , however, averaging the data causes artifacts: the pattern of responding in individual trials is not a bell-curve but a boxcar demarcated by the abrupt increases and decrements in response rate [9] . Toda et al. [3] carried out a not only more appropriate but also theory-driven level of analysis, and quantified the delays at which mice started and stopped anticipating the reward delivery in individual peak trials ( Figure 1B ). Having validated this novel task on a psychophysical basis, they were able to make their optogenetic manipulations on solid empirical behavioral grounds.
Toda et al. [3] stimulated the pathway that has been implicated for drinking behavior, namely the GABAergic nigrotectal pathway, at different periods prior to and after the reinforcement delivery. The activation of this pathway at different frequencies (10-100 Hz) suppressed the licking behavior in a dose-dependent fashion. However, the photo-stimulation at 100 Hz within 1 second before or after the reward delivery also delayed the occurrence of anticipatory licking on the next trial ( Figure 1B) . The observed delay in the timing of subsequent anticipatory responses is attributed to the transient stopping of the timer as a result of the photostimulation ( Figure 1C) . Importantly, the timing effect was not observed with lower frequencies, although photostimulation at those frequencies still suppressed licking behavior, indicating that the suppressed behavior itself did not cause delays in the timing of the subsequent responses. This is a crucial dissociation between the motor and temporal control of responding, suggesting that, in parallel to the activity of the downstream pathways that control the licking response itself, information might also be sent to higher control brain regions where the clock signaling presumably takes place.
Within the framework of the striatal beat frequency model [10, 11] , it is at the cortical level where the modulation of the nigro-tectal pathway would alter the timing of motor responses by modulating the oscillatory activity through the cortico-striatal-thalamic pathway.
Importantly, this means that the behavioral system and tools used by Toda et al. [3] offer a potentially powerful approach to elucidating the mechanisms that underlie the clockspeed effects, one of the most popular questions pursued in related fields (for example [12, 13] ).
These results complement and add a new perspective to the increasingly richer picture that has been emerging regarding the neural bases of timing and outlined by the results of recent studies [13] [14] [15] [16] [17] using similar approaches to Toda et al. [3] . For instance, one of the recent papers [13] reported that dopamine activity reflected and determined the subjective time judgments via modulating the speed of the internal stopwatch. Another paper [17] showed that optogenetic stimulation of medial frontal neurons that express D1 dopamine receptors at delta frequency improved timing-related ramping activity and timing performance in mice with disrupted mesocortical dopaminergic activity. The neuroscientific and behavioral approaches adopted by Toda et al. [3] carry the potential to lead to a paradigm shift in our conceptualization of timing and its functional architecture. The head-fixed method offers many opportunities in the future; this procedure can be easily combined with fiber photometry or calcium/two-photon imaging to study the upstream of the circuit.
Finally, the work of Toda et al. [3] is also a very good example of the integrated approach of behavioral analysis, computational analysis and optogenetic manipulation for timing research as well as the value of utilizing theory-driven quantitative characterization of the behavior as an interface for understanding the effects of neuronal manipulations at the algorithmic level of explanation [18] . This level of understanding is not always possible based on the crude behavioral outputs that are free of (quantitative-) theoretical motivation (for example, latency before finding the escape route in a maze). Although in a different research domain, we have recently adopted a similar approach in our human research that investigated the causal role of right presupplementary motor area activity in speed-accuracy tradeoff [19] and altered decision-making dynamics in obsessive compulsive disorder subclinical and clinical groups (for example [20] ). In all of these instances, the isolated analysis of decision outputs did not necessarily reveal the effects/differences, which were clear at the level of the latent variables that underlie the observed behaviors and are estimated based on computational modeling. I believe that combining psychological theory-driven quantitative approaches with recent neuroscientific developments will add new and translational dimensions to our understanding of how brain leads to adaptive behaviors. (A) The head-fixed mouse has access to the drinking spout placed very close to its mouth. A microprocessor controls the delivery of 10% sucrose solution. In some trials photostimulation is applied to the substantia nigra pars reticulata (SNr)-superior colliculus (SC) GABAergic pathway. (B) The effect of photostimulation on 'temporal integration' is depicted along with the trials without photostimulation. Temporal signals are integrated until the reward delivery and it is reset upon the reward delivery. Two types of trials are shown, fixed-time trials (FT) and peak trials. Temporal integration is stopped during the photostimulation (photostimulation only after the reward delivery is depicted). (C) Observed behavioral effect of photostimulation of the SNr-SC pathway is attributed to its modulation of the hypothetical internal stopwatch. The stopwatch runs during periods in which no photostimulation is applied and it stops during photostimulation of the SNr-SC pathway.
New research into tool crafting in New Caledonian crows has uncovered factors that influence tool shape and the foraging advantages that these characteristics confer.
When asked to envisage the evolution of tool use in humans one might conjure up images of archaeological artefacts, starting with crude stone tools wielded by our distant ancestors [1] , gradually increasing in complexity and finesse to the beautifully crafted axes, arrowheads and hooks of later modern humans [2, 3] . What is often overlooked is the perishable: implements made of materials such as bone and wood are rarely preserved in the deep archaeological record and these items have been argued to comprise the 'missing majority' of tools used and crafted by early humans and their hominin forbearers [4] . Researchers have therefore turned to extant nonhuman analogues of tool use to gain insight into the murky world of the unpreservable. This is a fascinating realm, as these rather ephemeral tissues tend to be highly varied in their physical properties [5, 6] , offering a diverse array of methods by which they can be turned into tools. A new study by Sugasawa et al. [7] , reported in this issue of Current Biology, demonstrates that the crafting of elaborate wooden hooks by New Caledonian crows is influenced by age, manufacture method and plant material properties. The shape variation in tool morphology is further demonstrated to have significant effects on foraging efficiency. This new work illustrates the causes and consequences of non-human tool-shape variation, and may shed light on the fine-scale crafting of wooden tools by extinct hominins.
Many animal species, from wasps to dolphins [8] , have been reported using tools. Probably the most famous examples are from our own order, the primates, whose exploitative talents feed our curiosity about technological evolution in humans. Evidence exists in the animal kingdom for tool kits and sets [9] [10] [11] , material preferences [12] and design modifications [10, 13] . Yet
