Supervisor localization procedure can be employed to construct local controllers corresponding to component agents in discrete-event systems. This proposed method in [11] is based on state reduction of a monolithic supervisor with respect to each set of controllable events corresponding to each component agent. A supervisor is localizable if state cardinality can be reduced from the reduced supervisor to each local controller. Although event reduction is an important property, the original supervisor localization procedure did not guarantee event reduction in each local controller comparing to the reduced supervisor. In this paper, we propose a method to localize a supervisor with event reduction in each local controller comparing to the reduced supervisor. State reduction facilitates the implementation of local controllers on industrial systems, whereas event reduction reduces communication traffic between each pair of local controllers.
Introduction
The supervisory control theory (SCT) encounters with some issues such as discreteevent modeling and computational complexity [1] . Modular [2] [3] [4] [5] and incremental/compositional [6] [7] [8] [9] approaches try to overcome the complexity of the supervisor synthesis. Other approaches tend to reduce the supervisor for simple implementation [10] . Such approaches do not affect on computational complexity reduction.
Supervisor localization procedure, introduced in [11] , is a method to distribute the supervisory control of discrete-event systems. This procedure achieves two goals: i) it preserves the optimality (i.e. minimally restrictive) and non-blocking of the monolithic supervisor, and ii) it dramatically simplifies each local controller based on the state size criterion. Namely, a supervisor is localizable if the state size of each local controller is less than the state size of the reduced supervisor. Both goals are achieved by a suitable extension of supervisor reduction procedure [10] . This procedure is carried out using control information relevant to the target agent. As the result, each agent obtains its own local controller. However, the control authority of a local controller is strictly local; the observation scope of each local controller is systematically determined in order to guarantee the correct local control action. This procedure cannot guarantee event reduction in each local controller comparing to the reduced supervisor. This procedure has been extended in [12] , for localization of the supervisory control under partial observation and using relative observability property [13] . Some applications of supervisor localization can be found in [14] .
On the other hand, decomposition of a supervisor [15] is an alternative method to reduce the number of events, considered in decision making by each decentralized supervisor. This method constructs a distributed supervisory control with restricted control authority and restricted observation scope.
In this paper, we propose a supervisor localization procedure which ensures the event reduction from the reduced supervisor to each local controller.
The main common concepts in the supervisor reduction/localization procedures are control consistency of states. A cover on the set of states is constructed so that at least a pair of states which are not control consistent with respect to all controllable events but are control consistent with respect to a subset of controllable events corresponding to a component of the plant belongs to a subset of states which are lumped. Also, the next state by such transitions from a pair of states in the plant correspondingly should not be the same.
It is proved that, each local controller which is constructed by the proposed method has less number of events comparing to the reduced supervisor (in the sense of normality [16, 17] ). It is an important result. However, event reduction in each local controller does not guarantee decomposability of a supervisor; each local controller needs fewer events for consistent decision making, comparing to the reduced state supervisor. It shows reducing the communication traffic between local controllers in a distributed supervisory control.
An induced generator is constructed by substituting one state for each subset in the control cover. The constructed induced generator must be a deterministic automaton. The set of constructed induced generators is control equivalent to the supervisor with respect to (w.r.t.) the plant.
In Section 2, the necessary preliminaries are reviewed. In Section 3, we give a short review on supervisor reduction procedure. In Section 4 we propose a method to localize the supervisory control with event reduction. Finally, conclusions and future work are given in Section 5.
Preliminaries
A discrete-event system is presented by an automaton = ( , , , , ), where is a finite set of states, with ∈ as the initial state and ⊆ being the marked states; is a finite set of events ( ) which is partitioned as a set of controllable events , and a set of uncontrollable events , where = ⨃ . is a transition mapping : × → , ( , ) = ′ gives the next state ′ is reached from by the occurrence of . In this context ( , )! means that is defined for at . ( ) ≔ ∈ * | ( , )! is the closed behavior of and ( ) ≔ ∈ ( )| ( , ) ∈ is the marked behavior of [18, 19] . In this paper, we assume that consists of component agents , defined on pairwise disjoint events sets ( ∈ , is an index set), i.e. = ⨃ | ∈ . Let ≔ ( ) and , ≔ ( ), the closed and marked behaviors of are ( ) =∥ | ∈ and ( ) =∥ * , + ∈ ,, respectively, where ∥ denotes synchronous product [19] . We assume that for every ∈ , -, = is true. Then is necessarily non-blocking (i.e. -( ) = ( )). A set of all control patterns is denoted with . = / ∈ 012( )|/ ⊇ . A supervisor of a plant , is a map 4: ( ) → ., where 4( ) represents the set of enabled events after the occurrence of the string ∈ ( ). A pair ( , 4) is written by 4/ and called is under supervision by 4. A behavioral constraint on is given by specification language 6 ⊆ * . Let 7 ⊆ ( ) ∩ 6 be the supremal controllable sublanguage of 6 w.r.t. ( ) and , i.e. 7 = 9:;( ( ) ∩ 6). If 7 ≠ ∅, >?@ = (A, , B, C , A ) is recognizer of 7. Write | . | for the state size of DES. Then |>?@| ≤ | ||F|. In applications, engineers want to employ the reduced supervisor G>?@, which has a fewer number of states and is control equivalent to >?@ w.r.t. [10] , i.e.
( ) ∩ (G>?@) = (>?@), (1) ( ) ∩ (G>?@) = (>?@).
(2) A generator HIJ over , is a local controller for agent , if HIJ can disable only events in , where = ∩ . Precisely, for all ∈ * and ∈ , there
The observation scope of HIJ is not limited to . But, the control authority of a local controller is strictly local [11] .
A set of local controllers HIJ = HIJ | ∈ is constructed, each one for an agent, with (HIJ) =∩ (HIJ )| ∈ and (HIJ) =∩ (HIJ )| ∈ such that the following relationships hold, ( ) ∩ (HIJ) = (>?@), (3) ( ) ∩ (HIJ) = (>?@).
(4) We say that, HIJ is control equivalent to >?@ w.r.t. , if (3) and (4) . The effect of an arbitrary natural projection 0 on a string ∈ * is to erase the events in , that do not belong to observable events set, . The natural projection 0 can be extended and denoted by 0: 012( * ) → 012( * ). For any ⊆ * , 0( ) ≔ 0( )| ∈ . The inverse image function of 0 is denoted by 0 TU : 012( * ) → 012( * ) for any ⊆ * , 0 TU ( ) ≔ ∈ * |0( ) ∈ . 7 is relative observable w.r.t. ; ̅ , and 0, for 7 ⊆ ; ⊆ ( ), where 7 W and ; ̅ are prefix closed languages, if for every pair of strings , ′ ∈ * such that 0( ) = 0( ′), the following two conditions hold [13] ,
In the special case, if ; = 7, then the relative observability property is tighten to the observability property. An observation property called normality was defined in [16] , that is stronger than the relative observability. 7 is said to be normal w.r.t. ( ( ), 0), if 0 TU 0(7 W ) ∩ ( ) = 7 W , where ( ) is a prefix closed language and 0 is a natural projection.
Supervisor reduction procedure
A procedure was proposed in [10] , to reduce the state size of a monolithic supervisor. This method is employed to construct a generator, which is control equivalent to the monolithic supervisor w.r.t. the plant. Let >?@ = (A, , B, C , A ) and define 6: A → 012( ) as 6(C) = ∈ |B(C, )! . 6(C) denotes the set of
(6) While ℛ is reflexive and symmetric, it need not be transitive, consequently it is not an equivalence relation. This fact underlies the next definition. A cover f = A g ⊆ A|h ∈ i of A is called a control cover on >?@ if [10] , Overlapping of some states results that h and p may not be uniquely determined. If f is control congruence, then o is uniquely determined. Generally, o is control
Given two generators G>?@ and o are DES-isomorphic with isomorphism {, if there exists a map {: v → i such that,
If >?@ is supremal supervisor for and G>?@ is any normal supervisor w.r.t >?@ such that it is control equivalent to >?@ w.r.t , then there exists a control cover f on >?@ for which some induced supervisor o is DES-isomorphic to G>?@ [10] . (
Supervisor localization procedure with event reduction
Where i is some index set. Given f ‚ on A, based only on the control information of , an induced generator o = (i , , p , h , i ) is obtained by the following construction, (h)h ∈ i such that C ∈ A g t • ,
We can obtain a set of induced generators HIJ = HIJ | ∈ . Let (HIJ) ≔∩ (HIJ )| ∈ and (HIJ) ≔∩ (HIJ )| ∈ . HIJ is a solution to the distributed supervisory control problem with event reduction.
A DES HIJ = (v " , , w " , x ", , v ", ) is normal w.r.t >?@ if, (18) is satisfied.
(h)(∀x " ∈ v " )y∃ ∈ (>?@)zwyx ," , z = x " , (hh)(∀x " ∈ v " )(∀ ∈ )[w(x " , )! ⇒ y∃ ∈ (>?@)z l ∈ (>?@)& wyx ," , z = x " n], (hhh)y∀x " ∈ v ," zy∃ ∈ (>?@)zwyx ," , z = x " .
In the following proposition, it is proved that each local controller, constructed by the proposed method in this paper, has at least one self-looped event at one state.
Proposition 1: Let be the non-blocking plant, which consists of components , ∈ , >?@ be the supervisor of , and HIJ be the local controller corresponding to . If ∃C, C′ ∈ A, and ∃ ∈ m , k ≠ such that (14) does hold, then is self-looped at a state in HIJ , which is constructed by a subset of states that C, C′ belong to it.
Proof: Assume C, C′ ∈ A, such that C = B(C , ), C′ = B(C , ′). According to (14) , there exists ∈ 6(C) ∩ ](C ′ ) or ∈ 6(C′) ∩ ](C). Assume ∈ 6(C) ∩ ](C ′ ).
Since ∉ 6(C) ∩ ] (C ′ ), is disabled at C ′ in >?@, but cannot be disabled there in HIJ . On the other hand, is defined at the corresponding state in and according to (14) , if we can find , ′ so that = ( , )! , Z = ( , Z )!, then ≠ ′. Hence, must becomes a self loop transition at the state which is substituted for lumped states C, C′ in HIJ . Otherwise, HIJ becomes nondeterministic automaton. Similarly, the proposition can be proved in the case of ∈ 6(C′) ∩ ](C).
Corollary 1:
In Proposition 1, since is disabled at some states of the supervisor, its observation affects the behavior of the supervisor. It means that, if is not observed, then the supervisor makes inconsistent decisions.
In order to prove the main claim, we show that appears as a self loop transition at all states of HIJ . Since HIJ is not authorized to disable , it is sufficient to prove that appears as a self loop transition at states, where it is enabled. In Lemma 1, we prove the claim in a special case.
Lemma 1: Let be the non-blocking plant, which consists of components , ∈
, and HIJ be a local controller corresponding to each . Let ∈ m , k ≠ , and one string belongs to (HIJ ) be as shown in Fig. 1 . If [(∃ ∈ * ), ( , )!, ¬ ( , U )!, ∃h, x g = w " yx ", , z ⟹ x g = w " (x g , )], then [∀h, w " (x g , )! ⟹ x g = w " (x g , )].
Proof: Assume the set of states and strings, are shown in Fig. 1 . Define 0: * → * , = −
. We should prove that each pair of states, where occurs in between, can be considered one state. We know that 0( U ′ ) = 0( U ′). Since a language, constructed by local controllers in the plant, is same as the language of the monolithic supervisor (see (3) and (4)), we can extend the observability property of the monolithic supervisor to each local controller. Thus, from Fig. 1, we 
The string which occurs in both the local controller and the plant is shown in the first term of the antecedent in (21). Since U ∉ ( ), then U Z ∉ ( ). Thus, (21) is true. Similarly, U Z ∈ (HIJ ) ∩ ( ), U Z ∈ (HIJ ) ∩ ( ) ⟹ U Z ∈ (HIJ ).
(20) Since U Z ∉ ( ), then U Z ∉ ( ). Thus, (20) is true. Therefore, x † and x † ‡U can be considered one state, where is a self-looped transition. However, the proposed supervisor localization procedure considers the plant cyclic (the task of the plant is assumed to be cyclic), even if it is not cyclic, we assume is a cyclic plant. Thus, for ∀h, w " (x g , )! we use the above argument and conclude that x g = w " (x g , ).
Since HIJ is not authorized to disable , it can be considered a self loop transition at other states, where is not defined in , correspondingly, i.e. (∃ ∈ * )l ( , ) = & x g = w " yx ", , z & ¬ ( , )!n ⟹ x g = w " (x g , ).
Therefore, is self-looped at all states in HIJ . (22) Now, we prove that (21) and (22) are true, even if U ∈ ( ). From Fig. 1 , we know that U ∈ (HIJ ). There may be two cases related to U : (a) U is a transition from C, or (b) U is a transition from C′, in >?@.
(a) If U is enabled at C, then U is enabled at C′, or ′ U ∉ ( ). If ′ U ∉ ( ), then according to Lemma 1, is self looped at all states of HIJ . Now, assume that U is enabled at C′. Since HIJ is deterministic automaton, the next state from C and C′ by transition U must be the same. It means that transition U is defined in from two different states , ′ to one state g . From (14) , it cannot be satisfied. Thus, the next states by transition U must be merged with C, C′ and U is self-looped there. This argument can be continued for other subsequent states, until either all subsequent transitions become self-looped at the lumped states, in which C, C′ belongs to their subset (in this case, HIJ is reduced to one state with self loop transitions, and the claim is proved), or some enabled events can be found such that they are not defined at corresponding state in . The latter was proved in Lemma 1.
It means that, there is a natural projection 0: * → * , = − and 0( U … †TU ) = 0( U … †TU ), such that ∃ † ∈ , U … †TU † ∉ ( ) and U … †TU † ∈ (HIJ ) ∩ ( ), U … †TU ∈ (HIJ ), U … †TU † ∈ ( ) ⟹ U … †TU † ∈ (HIJ ).
(b) It can be proved similar to case (a), that is self looped at all states in HIJ . We summarize the above argument in the following statement, If an event , which is not disabled in HIJ , is self-looped at one state, then some other events may be self-looped there, until we can find some enabled events, such that they are not defined at corresponding state in . Thus, there is a natural projection 0: * → * , = − , such that 0( ) = 0( ′), ∈ (HIJ ) ∩ ( ), ′ ∈ (HIJ ), ′ ∈ ( ) ⟹ ′ ∈ (HIJ ), and ′ ∉ ( ).
Similar to the method, proposed in [11] , we prove that the local controllers, constructed by (15) Proof: This theorem can be proved similar to Proposition 1 in [11] .
However, we prefer a set of local controllers, with fewer states than the reduced supervisor; the localization procedure in this paper guarantees less number of events in each local controller comparing to the reduced supervisor. In the next section we illustrate the proposed method by an example.
Examples-Localization of supervisory control of transfer line with event reduction
Industrial transfer line consists of two machines M 1 , M 2 and a test unit TU, that are linked by buffers B 1 and B 2 with capacities 3 and 1, respectively (Fig. 2) . If a work piece is accepted by TU, it is released from the system; if rejected, it is returned to B 1 for reprocessing by M 2 . The specification is based on protecting B 1 and B 2 against underflow and overflow [19] . All events involved in the DES model are = 1,2,3,4,5,6,8 , where controllable events are odd-numbered. After the synthesis of the supremal controllable supervisor, we obtain the reduced supervisor by supreduce procedure in TCT software [20] (Fig.  3) . Moreover, we construct local controllers for each component M 1 , M 2 and TU, by the proposed procedure in this paper ( Figs. 4-6 ). Obviously, we see that each local controller has less number of states and less number of events, comparing to the reduced supervisor. In this example, the local controller M 1 does not use events 3, 4, 5, 8. Also, events 1, 6 are not used by the local controller M 2 and events 1, 2, 3, 6, 8 are not used by the local controller TU for decision making. Thus, the synthesized supervisor for industrial transfer line is localizable in terms of state reduction and event reduction criteria.
Conclusions
This paper addresses the new procedure for localization of the supervisory control, in which the local controllers have less number of events comparing to the reduced supervisor. In fact, this localization procedure provides fewer states, for easier implementation of each local controller on industrial systems, and provides fewer events, in order to reduce the communication traffic between local controllers. Reduction in the number of communicated events between local controllers is important due to efficiency of a distributed supervisory control. We can only use the event reduction criterion for checking localizability of a supervisor. Localizability is satisfied by state reduction in each local controller, in the sense of [11] , whereas, event reduction guarantees reduction in communication traffic between local controllers. By event reduction property, we can investigate and compare the localizability and decomposability of a supervisor, in future work.
