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Abstract
We report on dual-gate reflectometry in a metal-
oxide-semiconductor double-gate silicon transis-
tor operating at low temperature as a double quan-
tum dot device. The reflectometry setup consists
of two radio-frequency resonators respectively
connected to the two gate electrodes. By simulta-
neously measuring their dispersive responses, we
obtain the complete charge stability diagram of the
device. Electron transitions between the two quan-
tum dots and between each quantum dot and either
the source or the drain contact are detected through
phase shifts in the reflected radio-frequency sig-
nals. At finite bias, reflectometry allows probing
charge transitions to excited quantum-dot states,
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thereby enabling direct access to the energy level
spectra of the quantum dots. Interestingly, we find
that in the presence of electron transport across the
two dots the reflectometry signatures of interdot
transitions display a dip-peak structure containing
quantitative information on the charge relaxation
rates in the double quantum dot.
Keywords: dispersive readout, reflectometry,
double quantum dot, charge relaxation, high-
frequency resonator, silicon.
Integration of charge sensors for the readout of
quantum bits (qubits) is one of the necessary in-
gredients for the realization of scalable semicon-
ductor quantum computers.1 In most qubits devel-
oped so far in silicon, like electron or nuclear spins
in quantum dots and single atoms,2–4 charge5 or
hybrid spin-charge states,6 qubit readout has been
performed with the aid of quantum point con-
tacts (QPCs) or single-electron transistors (SETs).
These charge-sensitive devices, however, involve
a significant overhead in terms of gates and con-
tact leads, posing an issue for scalability towards
many-qubit architectures.
Gate-coupled radio-frequency (RF) reflectome-
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try7–9 has been recently proposed as an alterna-
tive approach to qubit readout. In this technique,
the charge sensing required to sense the qubit state
is accomplished by measuring the dispersive re-
sponse of an electromagnetic RF resonator con-
nected to one of the qubit gates and excited at its
resonance frequency. The absence of local charge
sensors simplifies the qubit physical layer1 and al-
lows for a tighter qubit pitch. Further, the RF
resonator can be a microscopic circuit shared by
many qubits through frequency multiplexing.10
Before its first implementation in a gate-coupled
geometry,7 RF reflectometry has been (and still
is) applied to increase the readout bandwidth and
sensitivity of electrometers such as QPCs, SETs
or Cooper-pair transistors.11–14 Also, it has been
used to discern remote charge traps in the polysil-
icon gate stack15 or in the channel16 of silicon
nanowire field-effect transistors (FETs).
Gate-coupled reflectometry has been shown9 to
achieve bandwidths and sensitivities comparable
to those of on-chip charge detectors. Combined
with spin-to-charge conversion processes,17 it has
allowed detecting spin-related effects in double
quantum dots (DQDs).18–21 In a recent experi-
ment, gate reflectometry has also been used to
reveal coherent charge oscillations in a silicon
DQD22 and measure coherence times of the order
of 100 ps, consistent with those found in an earlier
study based on DC transport.23
Here we apply gate reflectometry to investigate the
electronic properties of a silicon DQD. Besides
probing the full charge stability diagram at equilib-
rium (i.e. zero drain-source bias voltage Vds), we
shall present reflectometry measurements at finite
Vds, where we will show that i) gate reflectometry
allows probing excited quantum dot levels (even
when the DC current is too small to be measured),
and ii) the dispersive response of a resonator is
strongly influenced by the conductive regime of
the DQD and the associated charge relaxation rate.
Measurements are carried out on double-gate sil-
icon nanowire FETs fabricated on a 300-mm,
silicon-on-insulator (SOI) wafer using an industry-
standard complementary metal oxide semiconduc-
tor (CMOS) processing facility. Device fabrica-
tion relies entirely on deep ultra-violet lithogra-
phy except for one step, based on electron-beam
lithography and used in the definition of the two
gates, whose spacing is well below optical resolu-
tion.24 Fig. 1a) shows a false color scanning elec-
tron micrograph of a typical device. Transistors
present a silicon channel thickness tSi = 11 nm and
width WSi = 15 nm, whereas gates, denoted as G1
and G2, are patterned with a length Lg = 35 nm
and a spacing Sgg = 35nm. At low temperature,
the two gates are employed in accumulation mode
to define two electron quantum dots in series.
DC charge transport measurements are performed
by grounding the source electrode, S, and connect-
ing the drain contact, D, to a transimpedance am-
plifier with adjustable reference potential. Two
lumped-element resonators, S1 and S2, are con-
nected to G1 and G2, respectively. Each resonator
is composed of a surface-mount inductor (nominal
inductances: L1 = 270 nH and L2 = 390 nH for S1
and S2, respectively) and the parasitic capacitance
Cp at the corresponding gate7–9,25 [see Fig. 1b)].
The resulting resonance frequencies are f (1)0 = 421
MHz and f (2)0 = 335 MHz, respectively. Unlike
drain-based reflectometry, where the LC circuit
provides impedance-matching conditions for the
source-drain resistance of the charge sensor (SET
or QPC), here the purpose of the inductor along
with its parasitic capacitance is to provide a reso-
nant network sensitive to small changes in the load
capacitance (in this case the total capacitance seen
by the gate). The dispersive responses of S1 and S2
are simultaneously recorded using homodyne de-
tection on the reflected RF signals.
A circuit representation of the DQD system is
shown in Fig. 1c). We label the quantum dot accu-
mulated below G1 (G2) as “dot 1” (“dot 2”). The
electrostatic influence of gate j on dot i (i, j= 1,2)
is mediated by a capacitance Ci j. The DQD is
electrically connected to the S and D reservoirs via
tunnel barriers with characteristic tunnel rates ΓL
and ΓR, respectively. We operate the device in a
regime where kBTe . 2t < ∆, with kB is the Boltz-
mann constant, Te ∼ 300 mK is the electron tem-
perature, t the interdot tunnel coupling and ∆ is the
mean level spacing in each dot [typical range in
our devices is from∼ 0.1 to few meV,26,27 consis-
tently with Figs. 2d) and 4h)]. Resonator S1 (S2) is
sensitive through G1 (G2) to changes in the quan-
tum admittance of the DQD system.28 More pre-
cisely, an electron tunneling between two dots or
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Figure 1: a) False color scanning electron mi-
crograph of a typical double gate device nomi-
nally identical to the measured samples. Orange
denotes the gate electrodes, whereas spacers are
dark grey. Heavily-doped regions of reservoirs are
highlighted in yellow. b) Schematic of the dual-
port measurement setup. Each gate is connected to
a resonator for dispersive readout. Demodulation
is performed at room temperature by a Ultra High
Frequency dual lock-in. c) Equivalent circuitry of
the sensed quantum system. The two quantum dots
are red circles. Labels and elements are explained
in the main text.
between a dot and a reservoir gives rise to a small
capacitance C jdiff seen by the resonator Sj in addi-
tion to the geometric capacitances of Fig. 1c). The
differential capacitance of a dot coupled to gate j
is
C jdiff =−eα j
∂ 〈ν〉
∂VGj
. (1)
e is the electron charge, α j is the lever-arm to con-
vert the gate voltageVGj into energy and 〈ν〉 is the
average excess charge flowing through the dot.
If the charge dynamics is faster than the probing
frequency f ( j)0 of resonator Sj, the reflected sig-
nal experiences a phase variation δΘ j ∝ −C jdiff,14
hence non zero in correspondance of the charge
transitions.
Let’s now define the formalism for an isolated
DQD. No charges are given to or removed from
the reservoirs but a single electron can be switched
between the two dots, corresponding to an excess
electron in either dot 1 or dot 2. Interdot dynam-
ics between the localized states |1〉 and |2〉, respec-
tively of dot 1 and dot 2, is described by the Hamil-
tonian H = (ε/2)σz+ tσx: ε is the detuning pa-
rameter, i.e. the misalignement between chemical
potentials of the two dots in the limit of vanish-
ing interdot coupling t, and σz,x are Pauli matrices.
The eigenstates of such two-level system are
|ψ−〉= sin(θ/2)|1〉− cos(θ/2)|2〉
|ψ+〉= cos(θ/2)|1〉+ sin(θ/2)|2〉,
(2)
where tanθ = 2t/ε and |ψ−〉, |ψ+〉 correspond to
the bonding and antibonding molecular states ex-
pressed in terms of the localized states |1〉 and
|2〉. The two eigenvalues, basically the states of
a charge qubit, are E± = ±
√
ε2+(2t)2/2. For
small excitations applied by gate j to dot i, i.e.
δVGj 2t/eαi j (see Supporting Information), the
differential capacitance for resonator Sj reads22
C jdiff =
β 2j
2
(dPd
dε
ε√
ε2+(2t)2
+Pd
(2t)2
[ε2+(2t)2]3/2
)
,
(3)
with Pd = P−−P+ the difference between the oc-
cupation probabilities of |ψ−〉 and |ψ+〉; β j ≡
−e(α1 j−α2 j) is the detuning lever-arm factor for
gate j. The first term of Eq. (3), called tunnel ca-
pacitance, counts for transitions whose occupation
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probabilities P− and P+ depend on the detuning,
whereas the second one, named quantum capaci-
tance, is related to band curvature ∂ 2E±/∂ε2.14
We now present our experimental results. Fig. 2
contains a representative set of stability diagrams
measured by gate reflectometry. Panels a) and b)
display color maps of the phase responses δΘ1 and
δΘ2 obtained from S1 and S2, respectively. These
two data sets have been simultaneously recorded
for the same range of gate voltages VG1 and VG2
at Vds = 0. Denoted the electron number in dot 1
and dot 2 as M and N respectively, dot-lead charge
transitions (M,N) ↔ (M + 1,N) ((M,N + 1) ↔
(M,N)) are detected primarily by resonator S1
(S2). Interdot transitions (M+1,N)↔ (M,N+1)
in principle could be equally sensed by both S1
and S2; in the case of Fig. 2, however, they hap-
pen to be clearly visible only in the δΘ2 phase
plot. Interdot lines can also be found in δΘ1 sig-
nal in other regions of the stability diagram (not
shown). Such behavior is probably related to the
fact that the two quantum dots are not precisely po-
sitioned under the respective gates, and that their
exact location changes with the electron filling of
the channel. Panel c) is simply the superposition
of a) and b). It clearly shows that the two RF res-
onators together allow detecting all charge bound-
aries in the stability diagram. In the rest of the pa-
per we will always show the most representative
dispersive signal between δΘ1 and δΘ2.
Let us now focus on interdot charge transitions.
Since h f ( j)0 < 2t (h is Planck’s constant), inter-
dot tunneling is adiabatic andCdiff is dominated by
the quantum capacitance associated to |ψ−〉, lead-
ing to a negative phase shift, i.e. a dip in the dis-
persive signal.21 This result is expected at equilib-
rium, where the DQD lies in its ground state |ψ−〉.
Out of equilibrium, a non negligible probability of
occupying the excited state |ψ+〉, which gives a
positive phase shift, can qualitatively change the
dispersive response. For instance, Ref. 22 reports
a strongly driven two-level system (i.e. h f > 2t)
in which non-adiabatic transitions between |ψ−〉
and |ψ+〉 result in a Landau-Zener-Stu¨ckelberg in-
terference pattern with both negative and positive
phase shifts in the reflected signal. Indeed Eq. (3)
holds also for DQDs out of equilibrium as long
as the resonators sense the stationary occupation
propabilities of the DQD states. In the follow-
ing, we investigate the out-of-equilibrium regime
resulting from a finite Vds. At positive detuning
the excited state |ψ+〉 is populated in the pro-
cess of charge tunneling from the source reser-
voir. Fig. 2d) shows the phase response on S2 in
a conducting regime of the DQD atVds= 5.75 mV.
The first thing we learn from this measurement is
that, similarly to current transport, gate dispersive
readout can detect excited-state transitions. These
transitions, denoted by green arrows, form a set of
lines running parallel to the base of the triangular
regions, which corresponds to ground-state tunnel
events.29 Given the sign of the applied bias volt-
age, electrons flow from dot 1 to dot 2. As a result,
the observed lines correspond to excited states of
dot 2. On the other hand, the line denoted by a
blue arrow, running parallel to the almost horizon-
tal edge of the upper triangle is associated with an
excitation in dot 1 occurring during tunneling from
the source contact to dot 1.
We remark that the demonstrated use of gate re-
flectometry as a tool for energy-level spectroscopy
could be extrapolated to DQDs with extremely
weak coupling to the source and drain reservoirs,
where the more standard transport-based spec-
troscopy is hindered by unmeasurably small cur-
rent levels.
Fig. 2d) bares a second important message. All
inter-dot transitions display a clear peak-dip struc-
ture. This is revealed by a measurement of the
phase response as a function of the detuning ε ,
see the δΘ2(ε) trace in the inset to Fig. 2d) cor-
responding to a line cut along the black solid line.
To understand the physical origin of the observed
peak-dip structures we focus on the charge trans-
port regime involving the ground states of both
dots, corresponding to a regime around ε = 0. We
initially derive a set of master equations for the oc-
cupation probabilities of the DQD states. At pos-
itive Vds, electron transport involves cyclic tran-
sitions in the charge states of the DQD, notably
(M+1,N)→ (M,N+1)→ (M,N)→ (M+1,N)
for the lower triangular region of Fig. 3a), and
((M + 1,N) → (M,N + 1) → (M + 1,N + 1) →
(M + 1,N)) for the upper one. For the sake of
simplicity, let us consider only the first of these
two options. These corresponding charge states
can be mapped onto the “molecular” basis states
{|0〉, |ψ−〉, |ψ+〉}, where |0〉 refers to the (M,N)
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Figure 2: a), b) Charge stability diagrams around
triple points at nominal 0 bias from detector S1 and
S2 respectively. c) Overlap of panels a) and b).
Here M . 5,N . 10. d) Triple points of another
sample with M,N ∼ 15, measured at Vds = 5.75
mV. The plot in d) exhibits the orbital spectrum of
the DQD through lines parallel to the base of the
triangles and lines parallel to the edges.
Figure 3: Schematic stability diagram around two
triple points at small bias voltage [contrary to
Fig. 2d), here transport through excited states is
not visible]. a) Schematic stability diagram at fi-
nite bias voltage. Numbers in the brackets denote
the fixed-charge domains of the DQD; the light-
blue triangular areas highlight the conductance re-
gions. b) Ground and excited states of the DQD in
presence of an extra charge. The light-blue back-
ground indicates the conductive condition. In the
hybridization region |ε| < 2t the E± band curva-
ture is maximized: resonators are sensitive to elas-
tic and inelastic charge transfers. In the far detuned
limit ε > 2t, |ψ−〉 and |ψ+〉 are more localized,
hence well approximated by single dot states |1〉
and |2〉: inelastic transitions are weakly sensed due
to the lack of band curvature. c), d), e) Occupa-
tion probabilities of the ground (P−), excited (P+)
and empty (P0) configuration of the DQD from Eq.
(4). The correspondant phase shift δΘ is com-
puted from Eq. (3). When there are no inelastic
interdot transitions [γ/t = 0, panel c)], the disper-
sive response is a symmetrical dip-peak line shape.
Such resonance gradually becomes asymmetric by
setting some charge relaxations [γ/t = 0.1, panel
d)], till it is just a dip for fast relaxations [γ/t = 2,
panel e)]. In these plots ΓR= 10µeV, ΓL= 20µeV
and t = 50µeV.
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charge configuration. The rate equations for the
corresponding occupation probabilities are:30
P˙0 =−ΓLP0+ζΓRP−+ΓR(1−ζ )P+
P˙− = ΓL(1−ζ )P0−ζΓRP−+ γP+
P˙+ = ζΓLP0+[ΓR(ζ −1)− γ]P+
(4)
with P0 +P−+P+ = 1, ζ ≡ cos2(θ/2) and γ the
inelastic interdot tunnel rate [in other words, the
relaxation rate between the energy levels E± of the
charge qubit, see Fig. 3b)]. The stationary occupa-
tion probabilities P0,P−,P+ depend on the dot-lead
rates ΓL, ΓR and the elastic and inelastic interdot
rates, respectively t and γ . In particular, γ has to be
seen as an average rate over the sensitivity region
of the resonators around ε = 0. Once estimated P+
and P− from Eq. (4), the resulting phase response
δΘ is computed by Eq. (3).
To perform the simulations of Figs. 3c), d) and e)
we assume from the device symmetry the access
barriers ΓL, ΓR differ from one other by one or-
der of magnitude at maximum; in particular, we
notice that ΓL does not significantly influence the
δΘ lineshape, whereas ΓR rules the height of the
whole phase resonance. The excited state |ψ+〉
originates the peak side of the dip-peak structure
when ΓR > γ . Finally, the full width at half maxi-
mum (FWHM) of the dip is found to be∼ 2t when
dip and peak are both present and ∼ 2.5t for a
dip-only resonance. Under these costraints, the
asymmetry between the dip and peak amplitudes
is set mostly by γ/t, as displayed in Figs. 3c), d)
and e). In absence of energy relaxation (γ = 0,
panel c)), charge transport makes |ψ−〉 mainly oc-
cupied for ε < 0 and |ψ+〉 mainly occupied for
ε > 0. Equal occupation probabilities are found
for ε = 0. Since E−(ε) and E+(ε) have exactly op-
posite curvatures, the dispersive response δΘ(ε) is
characterized by a dip-peak structure with equally
strong peak and dip components, as shown in the
bottom panel of Fig. 3c). In presence of energy re-
laxation (γ > 0), the average probability to be at
energy E+ for positive detuning decreases, result-
ing in a reduced amplitude of the positive δΘ com-
ponent (see bottom panel of Fig. 3d)). Finally, for
a strong energy relaxation rate (γ t), the DQD is
predominantly in the |ψ−〉 state for any detuning,
and the dispersive response exhibits only a dip in
δΘ, as shown in Fig. 3e).
Fig. 4 provides an experimental demonstration of
the three regimes of Figs. 3c), d) and e). Line cuts
are taken from the dispersive maps away from the
triple points to avoid thermal broadening effects
from the leads, and then are fitted to Eq. (3).
Panel a) shows a transport measurement with a
pair of bias triangles in which the inelastic cur-
rent is barely visible, indicating a slow relaxation
rate. In the corresponding reflectometry signal,
presented in panel b), the overlapping bases of the
triangles appear with a pronounced dip-peak struc-
ture. Data along the dashed line are displayed in
panel c) revealing that peak and dip have almost
identical amplitudes, as expected for γ/t  1.
From the FWHM of the dip, t = 40µeV. Given the
assumptions above, the phase trace is fitted with
fairly good agreement, yielding γ = 2± 1µeV,
thus γ/t ≈ 1/20.
The intermediate regime, where energy relaxation
starts to be important, is observed on a different
pair of bias triangles, where the inelastic current
is small but clearly visible, as shown in panel d).
A dip-peak structure is still visible in the corre-
sponding reflectometry signal [see panel e) and
line cut in panel d)], but the peak component is
now weaker, as expected from a non negligible
energy relaxation. For t = 90µeV, the fit to Eq.
(3) results again in a good agreement, yielding
γ/t = 0.08±0.02.
The strong relaxation regime is observed on a third
pair of bias triangles. The transport data in panel
g) show a pronounced inelastic current. The (posi-
tive) peak component has completely disappeared
from the phase response leaving only a dip struc-
ture. In fact, two dip structures are seen in pan-
els h) and j). They correspond to different or-
bital levels of dot 2. Given t = 35µeV, the fit
gives γ/t = 3.0±0.3, consistent with the observa-
tion of strong energy relaxation. Referring back to
Fig. 2d), we note that our fitting procedure is also
applicable to interdot transitions to excited states,
which potentially allows to correlate the dominant
tunnel processes (elastic or inelastic) with the or-
bital character of the wave functions involved.31
To complete the discussion, the time scales to ob-
tain coherent oscillations between the states of a
DQD out of equilibrium can be found in Supple-
mental Material.
In summary, we have studied silicon double quan-
6
tum dots by means of a dual RF gate reflectometry
setup. Two resonators operate in-parallel as inde-
pendent charge transfer detectors. Such dispersive
readout technique enables the mapping of DQD
charge stability diagrams both at zero and finite
bias voltage. For a net source-drain current across
the DQD, the dispersive response is sensitive to
charge relaxation between double-dot molecular
states; by taking into account transport rate equa-
tions, we fit the reflected phase signal to extract the
interdot tunnel coupling and the charge relaxation
rate. Ref. 32 and a recent proposal about Si/SiGe
DQD dispersive readout by a superconducting mi-
crowave resonator31 testify the relevance of dis-
persive sensing of level structure and interdot cou-
pling rates of DQDs, e.g. for metrology33 and
quantum information. Indeed, by expedients like
frequency multiplexing10,34 and use of specific RF
cryo-electronics,35 multi-gate reflectometry may
represent a viable technique for scalable single-
shot readout of quantum dot arrays.36
Supporting Information Available: RF mod-
ulation amplitudes analysis and discussion on pos-
sible regimes to realize coherent oscillations. This
material is available free of charge via the Internet
at http://pubs.acs.org/.
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Figure 4: Stability diagrams of bias triangles recorded by source-drain current [panels a), d), f)] and
dispersive signal [panels b), e), h)] relative to three different triple points characterized respectively by
weak, medium and fast relaxation rate γ . Reflectometry data are plotted for the gate detector with better
interdot signal. Black dashed lines indicate the detuning axis setting the energy scale on the plots for
fitting on the right [c), f) and j)]. Triple point edges in a) are marked by white dashed lines as a guide for
the eyes.
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