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ABSTRACT
PERFORMANCE IMPROVEMENTS IN WIRELESS CDMA
COMMUNICATIONS UTILIZING ADAPTIVE ANTENNA ARRAYS
by
Weichen Ye
This dissertation studies applications of adaptive antenna arrays and spacetime adaptive processing (STAP) in wireless code-division multiple-access (('D11 A)
communications. The work addresses three aspects of the CDMA communications
problems: (I) near-far resistance, (2) reverse link, (3) forward link. In each case,
adaptive arrays are applied and their performance is investigated.
The near-far effect is a well known problem which affects the reverse link of
CDMA communication systems. The near-far resistance of STA P is analyzed for two
processing methods: maximal ratio combining and optimum combining. It. is shown
that while maximal ratio combining is not near-far resistant, optimum combining is
near-far resistant when the number of cochannel interferences is less than the system
dimensionality. The near-far effect can be mitigated by accurate power control at
the mobile station. With practical limitations, the received signal power at a base
station from a power-controlled user is a random variable clue to power control error.
The statistical model of signal-to-interference ratio at the antenna array output of
a base station is presented, and the outage probability of the ('DMA reverse link is
analyzed while considering Rayleigh fading, voice activity and power control error.
New analytical expressions are obtained and demonstrated by computer simulations.
For the application of an adaptive antenna. array at the forward link, a receiver
architecture is suggested for the mobile station that utilizes a small two-antenna
array For interference suppression. Such a receiver works well only when the channel
vector of the desired signal is known. The identifying spreading codes (as in IS-95A
for example) are used to provide an adaptive channel vector estimate, and control

t he beam steering weight, hence improve t he receiver performance. Numerical results
are presented to illustrate the operation of the proposed receiver model and the
improvement in performance and capacity.
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CHAPTER 1
INTRODUCTION

The 1990s have been described as the decade of wireless telecommunications. Along
with die fast growth of wireless communications market, wireless Communication
technology has evolved from simple first-generation analog systems to secondgeneration digital systems with rich features til'e's and services for residential and business
customers. The new version of communications for individuals, known as personal
comninnications systems (PCS) will enable the network to deliver
telecommunication services (voice, data, video, etc) without restrictions on the users' terminal,
location in the work, point of access to the network, access technology, or transport
method [I].
As second generation systems, both time-division multiple access (TDMA) and
code-division multiple access (CDMA) are standardized and widely accepted. In
particular, CDMA has demonstrated a capacity increase over analog system,
advanced mobile phone service (AMPS), of at least a factor of ten, which means
only less than 1/10 base stations will be required when customers demand service
increases [2]. CDMA also offers unproved performance over

TDM A

based networks [3,4,5,6]. CDMA provides a superior, spectrally efficient, digital solution
for cellular/HIS services. The CDMA air interface is near its use
of the mobile station transmitter power, enabling the widespread use of low-cost,
hand-held portable units. The technology is also near optimum in its
link budget, minimizing the number of

base stations required for a satisfactory

grade of service coverage. The use of Sort handoff nearly eliminates

annoyance

of dropped calls, fading, and poor voice quality.
CDMA is a. modulation and a multiple access technique based on spreadspectrum communications. Each signal consists of a different pseudo random binary

2

sequence that modulates a. carrier, spreading the spectrum of the waveform. A large
number of CDMA signals share the same frequency hand. The signals are separated
in the receiver by using a correlator that accepts only the signal from the selected
binary sequence and despreads its spectrum. The other users' signals, whose codes
do not match, are not. despread and contribute only to the noise and represent interference generated by the system.
The increased demand for cellular/PCS service makes the industry under
pressure to develop efficient systems with enhanced capability to support a larger
number of subscribers on the limited frequency spectrum band. There are several
ways to improve the capacity of a cellular/ITS system while maintaining a specified
quality of service. One way is to decrease the frequency reuse factor and keep all
other system parameters unchanged. Another way to increase system capacity is by
shrinking cell size. The third one is to remove part or total interference power while
effectively increase the signal-to-interference ratio [7j.
In IS-95A cellular CDMA, the transmitting bandwidth is l.25 MHz, and
the same bandwidth is occupied by every cell, making the frequency reuse factor
equal to one, thus reaching a limit which cannot, be reduced. The second way
mentioned above, shrinking cell size, raises system cost by requiring more base
station equipments, which are very expensive, and also causes more frequent handoffs
for fast moving mobile stations. For the third way, one of most important, met hods
to reduce interference is to introduce spatial filtering into the system. Spatial
filtering (adaptive beam forming) is now among the key components for performance
improvement in the IMT-2000, the third generation universal wireless communications system. IMT-2000 will combine all of the possible advanced technologies used

in fixed and mobile networks, including cordless, high and low mobility cellular/PCS,
and mobile satellite technology. By exploiting the spatial domain via an adaptive

3
antenna array, the operational benefits to the network operator can be summarized
as follows [8]:
1. Capacity enhancement
2. Coverage extension
3. Ability to support high data rates
4. Increased immunity to -near-far" problems
Adaptive array processing has been investigated and applied by the sonar and
radar communities. It now appears that its ultimate technological home will be
in wireless communications [9]. Applications of antenna arrays in wireless communications capture increasing amount of research in both academic institutions and
industry [10, I 1, 12, 13, 14, 15]. In a wireless communication system, a signal
can travel from transmitter to receiver over multiple paths. This effect

use

fluctuations in the received signal's amplitude, phase, and angle of arrivaf, referred
to as multipath fading [16]. Fading effects are commonly modeled as large-scale or
small-scale, according to their rates of change over the spatial separation between
transmitter and receiver. Large-scale lading represents the average signal power
attenuation or path loss due to motion over large areas. This phenomenon is
affected by prominent terrian features between the transmitter and receiver, known
as shadowing. Small-scale fading refers to the rapid changes in signal am plit ud e
and phase over a small spatial separation. If the multiple reflective paths are
large in number and there is no line-of-sight signal component, the envelope of the
received signal is statistically described by a Rayleigh distribution. When there is
a dominant nonfading signal component present, such as a line-of-sight propagation
path, the small-scale fading envelope is described by a Rician distribution [17]. In
this dissertation, it is assumed that no dominant signal component is present, and
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therefore, small-scale fading is referred to as Rayleigh fading. In direct. sequence
CDMA, multiple propagation paths can be exploited by the RAKE receiver (181.
The signal processing with adaptive antenna. array and RAKE receiver is referred
to as space-time adaptive processing (STA P). Maximal ratio combining (M RC) and
optimum combining (OC) are two important techniques used for signal combining
in both the space and time domains. With MRC, the signals received by an antenna
array are combined to combat, multipath Rayleigh fading of the desired signal. NIRC
provides the highest output signal-to-interference plus noise ratio (SINN) at th
e receiver when the interferences at each antenna element and at each RAKE
finger are independent [19]. However, in a wireless communications scenario, the
interfering signals presented at the antenna elements and the RAKE lingers are generafly
correlated. With OC, the received signals are weighted and combined to suppress
interfering signals while combating desired signal lading, and hence, output. SINR is
maximized [10].
In wireless CDMA, it is possible for The strongest mobile station to capture I lie
base station even when other mobile stations are also transmitting. Often the closest
transmitter is able to capture the base suit ion because of the small propagation path
loss. This is called the near-far effect [20].
Receivers based on signal processing not susceptible to the near-far effect are known as near-far resistant.In recent
years t here has been considerable interest in the design and analysis of multiuser
near-far resistant. receivers [21, 22, 23, 24]. With current second generation COMA
systems, near-far effects are mitigated through power control. While I his approach
provides some relief, it. is limited by practical considerations. STAP is a performance
enhancement to single user detection which provides an alternative to multiuse
r detection. Since adaptive antennas have been suggested for the base stations of
CDMA systems, the near-far resistance analysis of STAP is of high interest.
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Due to the susceptibility of CDMA systems to the near-far problem, power
control is the most important system requirement. in current CDMA. The CDMA
system capacity is maximized if each mobile transmitter power level is controlled
so that its signal arrives at time base station with the minimum required signal-tointerference ratio (SIR) [20]. Generally, signal strength variation in path losses and
shadowing effects is slow enough to be controfled, but variation due to Rayleigh fading
is too rapid to be tracked by power control. However, based on the analysis [ 18] and
experimental measurements [25], the received signal power at a base station from a
power-controlled user varies according to a log-normal distribution with a standard
deviation (power control error PCE) on the order of 1.5 to 2.5 dB. Therefore, the
total interference power is the power sum of multiple log-normal components. Hue
computation of the distribution of a. sum of log-normal random variables (RVs) has
been examined in many publications [26, 27, 28, 29]. A closed forum solution for
the distribution is not known.
However Marlow gave a normal limit theorem for the power stun of independent RVs in [26], which showed that minder very general

conditions the power sum of independent random variables will be asymptotically normally distributed. Therefore, the common method used in
these publications is to approximate the sum of log-normal RVs to another log-normal z amid
presented an approximation technique for the evaluation of the mean and variance
of the power sums with independent log-normal components [27]. In [28], Schwartz
and Yeh's approach was extended for the case of correlated log-normal RVs. Another
approximation introduced in [27] is Wilkinson's approach, which also approximates
distribution of the power sum of log-normal RVs as normal, and then find die first
two moments of the power sum. Several approaches that can be used to compute
the distribution of a sum of log-normal RVs were investigated in [29], which showed
that among the methods considered Wilkinson's approach could be the best. method
to compute the distribution of the sums of correlated log-normal RVs.
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Adaptive antenna. arrays along with

RAKE receiver provide space-time

processing to mitigate small-scale fading effects and utilize. multiple paths in mobile
communications. On two-way telephone conversations, numerous measurements
have established that voice is active less than 50 percent, of the tittle. To further
reduce. interference, a unique processing feature, voice activity gating, is added to the
CDMA systems. This technique involves the monitoring of voice activity such that.
each transmitter is switched off during periods of no voice activity, thus cochannel
interference (CCI) is reduced.
Since the scenario in mobile communications is very complicated, most of the
research results about system performance only take into account. some of the effects
that were mentioned above. The performance analysis related to the log-normal
interference can be found in [4, 5, 29, 30, 31, 32], however these results didn't take
into account, the effect of Rayleigh fading, and therefore cannot be extended to be
used with space diversity techniques. The analysis of interference with both fading
and shadowing has been considered in the recent. publications [33, 34, 35, 36, 37
38]. Unfortunately, some of the results were not. in closed-forms, and others were
approximations, which are generally not accurate enough to show t he effect, of small
To predict, the performance
of CDMA systems, it is of great interest to be able to develop closed-form expressions which incorporate the effects of power control
error, Rayleigh fading, voice activity and space-time processing.
While most, of the publications explore the benefits of adaptive antenna arrays
at. the base station (reverse link receiver), it is also interesting to study the application ion
of adaptive antenna arrays at the mobile station (forward link receiver). The capacity
wireless CDMA systems in the forward link is limited by both intra cell and intercell cochannel interferences. In particular, if the mobile station is close to a cell
boundary, the desired signal from the home base station is disturbed by relatively
strong interference from neighboring base stations. The third generation wireless

communication systems are expected to support high bit. rate wireless internet access,
which raises the demand of capacity improvement in forward link. Antenna. arrays
have not been often suggested for the design of the mobile stations since the size of
mobile limits effectiveness of space diversity. On the other hand, the antenna array
with elements separated by an order of one half wavelength is particufarly effective
for interference suppression. Hence, it is a suitable candidate for mitigating inter-cell
interference which strongly limits CDMA forward link performance.
Adaptive interference cancellers utilizing either known direct ion of signal arrival
or known signal waveform structure have been analyzed in the past [39, 40]. The
former, cafled the directionally constraint array, is the more suitable for use in point,to-point communications, but, with substantial sensitivity to pointing errors [41, 42].
latter canceller, in which the waveform reference is generated in the receiver
using some known signal characteristics such as the code used in spread spectrum
modulation was also developed for communication applications. A hybrid scheme
using both types of constraints was suggested and a self-correcting of t h e pointing
error was also shown in [43] to improve performance of a two-element. array for spread
spectrum analog communications. It uses the high SINR despread signal to provide

a reference, which controls the phase of one of the inputs to the array. Another similar canceller based on Applebaum and Chapman model is the generanized sidelobe
canceller (GSC). Its operation and steady state analysis were given in [44, 45]. Since
the performance of this system also degrades due t.o pointing or random angle errors,
a self-correcting loop in GSC for joint estimation-calibration in adaptive radar was
proposed in [46], where a. Doppler technique is used to provide cleaner reference of
the desired signal for steering, vector correction. These structures assume t hat the
signals received at all antenna elements are with the same amplitudes but different
phase delays. In a wireless communications scenario, however, the fading channels
result, in different amplitudes and phase delays of the signals among the antenna.
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elements with only one half wavelength separation. Therefore, the antenna. arrays
used in point-to-point communications and adaptive radar cannpt be easily applied
in wireless cellular/PCS communications.
The focus of this dissertation is to study the applications of adaptive antenna
arrays in wireless CDMA communications. The contributions of this dissertation are
1. Asymptotic efficiency and near-far resistance of STAP are analyzed and their closed-form expressions are derived for OC and MRC when the desired signal and cochannle interferers undergo frequency selective fading.
summarized as follows:

2. The performance of STAP is analyzed in terms of outage probability for instantaneous output. SIR, and its closed-form approximation is derived while taking
into account space-diversity. Rayleigh fading, voice activity and PCE. This

performance measure is suitable for the communication which is sensitive to short-term SIR outage, such as high bit rate data communication.
3.
5.
4. When the system is used for voice transmission, a meaningful
p
erformance
measure
is the average
SIRout
outage
similar
closed-form
imation
of outage
probability
for average
SIP isprobability.
obtained forAthis
scenario.

approx

Another important communications system performance, average probability
of LP
error, is also analyzed and its expression is
derived.
The analyses of system performance (outage probability

and probability

of bit

error) are extended to more general cases, which include other-cell interference,
correlation of shadowing among different users, channel with time dispersion,
pilot tone effect, and performance in terms of Erlang capacity.
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6. To improve the wireless CDMA forward link capacity, a smart antenna receiver
structure is proposed at. the CDMA mobile station. A new algorithm is
developed to adaptively control the beam steering weight and thus to improve
the receiver performance (This work was done in collaboration with Professor
Yeheskel Bar-Ness).
The rest, of this dissertation is organized as follows: For reverse link, STAP
in wireless CDMA base station is introduced and its near-far resistance in Rayleigh
lading environment, is analyzed in Chapter 2. New analytical results of outage probability and probabilty of bit, error in reverse link are obtained in Chapter 3 while
taking into account power control error, Rayleigh
fading, voice activity and space diversity. For forward link, a smart, antenna at the mobile station is proposed in
Chapter 4 to mitigate interference and improve performance. Computer simulations
are generated to verify the theoretical analyses in corresponding chapters. Finally,
the conclusions are drawn in Chapter 5.

CHAPTER 2
SPACE-TIME PROCESSING AND NEAR-FAR RESISTANCE FOR
WIRELESS CDMA COMMUNICATIONS

In a Rayleigh fading environment, direct sequence spread spectrum CDMA systems
are not only resistant, to multipath fading, but they can actually utilize the multipath
components to improve the system performance. A PARE receiver uses multipath
correlators to separately detect the several strongest multipath components, which
convey the same transmitted information signal, but with different time delays. The
Output of each correlator are weighted to provide a better estimate of the transmitted
signal than is collected from any single component,. Spatially separated antennas
along with a RAKE receiver at the base station exploit signal information from both
space and time domains, and provide space-time adaptive processing (STAP) in the
receiver. This chapter introduces the STAP receiver model in COMA reverse link,
and analyzes its near-far resistance to cochannel interference (CCI). Both analytical
and simulation results are presented.

2.1 Space-Time Adaptive Processing
Consider the reverse link of a (1)MA cell, which serves K+1 active users, and
uses a. base station with an M-element, antenna array. The channel is assumed to
be frequency-selective with with L resolvable paths. The fading
is assumed slow, i.e., condtant during the processing interval. Figure 2.1 shows the general configuration
of the space-time receiver. The receiver consists of antenna elements with sufficient
separation to provide for independent paths, and o r tap-delay lines that align the
multipath products. Assuming coherent carrier demodulation, the complex envelope
of the signal received at the mth antenna element can he written as:

(2.1)

10

11

t meCDMA receiver.
Figure 2.1 General configuration of the space- i

where the complex-valued scalars

represent the kth

user channel coefficients,
users, dk(t)
are

are the amplitudes of the different

are binary symbols, uk(/) are signal tire waveforms with unit energy,

Tk

the delays with respect, Co user 0 (desired user), and Td represents the tap-delay

in the channel model. Communication is to be carried out with user
k = o, while users k = 1,...,K supply the CCI. The desired user's delay
the receiver. Time noise process V m(t)

T is assumed known to

o

is complex-valued, circularly symmetric, while Gaussian with zero-mean and variance o2. Iii the context, matrices and vectors will
be denoted by bold uppercase a Ild bold lowercase let tors, respectively,
Spread spectrum demodulation is applied at each antenna iii and tap-delay 1.
At the end of the iih symbol interval, the demodulated output is given by

(2.2)
where Ts is the symbol interval, xm

is measured at, the l th tap-delay in the receiver,

____________________________________
i.e.,
signal at the other taps lead with respect to xm (t)
(t). The outputs of the demodu-

1This model is not applicable to IS-95A, as the signature is the same for each symbol
interval.

lators are stacked to form an ML dimensional vector, and are grouped according to
components related to the desired user, interference and noise, yielding the expression
(see [14] for details):
(2.3)
where Ao and do(i) are respectively the user's amplitude after demodulation and
symbol, at the time under consideration. The vector y(i) can be written as
(2.4)
where "1"' denotes transpose, co is the channel vector of the desired user, which can
be given by
(2.5)
and v(i) is the noise vector, with zero-mean and covariance matrix E[v(i)v(i)11] =
o2I, where I is an AIL x AIL identity matrix. To simplify I he ensuing analysis,
it is assumed that, self-interference terms are neglgible, and that all sources are
synchronized. In this case, the interference can be written as
(2.6)
where Ak is the amplitude of kth interference source after demodulation, and c k is I he
channel coefficient vector of kth interference source. It is noted that. the assumption
of synchronized sources is not. necessary, since if all signals have the same period,
synchmization always exists between do(i) and, at most, parts of two consecutive
symbols of each cochannel interference.
The output of the space-time processor is given by:

(2.7)
where the superscript "H" denotes complex conjugate transpose, w is the weight
vector determined by the combining criterion.
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There are different criteria which can be used by the space-time processor to
combine the signals. The weight vector that. maximizes the signal-to-noise ratio
(SNH) is simply the matched filter to the desired signal channel c0 [10, 19]. The
combining method using this weight is referred to as maximal ratio combing (MRC). RC).
For MRC,
(2,8)
When interference is present, MRC does not maximize signal-to-interference plus
noise ratio (SINR), but joint domain optimum combining (OC) maximizes SINR at
the array output [47]. For joint, domain OC, the weight vector is given I n
(2.9)

where FL is the interference and noise covariance matrix, and can be expressed as:

(2.10)

2.2

Near-Far Resistance of STAP

Near-far resistance is one of the performance measure

of receivers. In

conventional single-user detect loll, the receiver at the base station consists of a
group of demodulators, for each user. obviously, the single-user detector suffers
from the near-far problem when the CDMA signature sequences are not orthogonal.
Multiuser detection uses information about multiple users to improve detection of
each individual user. Multiuser detectors were studied extensively to overcome the
near-far problem in CDMA communications [23].
STAP can be applied to mitigate lading of desired signal as well as suppress CCI
in wireless CDMA communications [13, 14]. STA P foflowed by single-user detection
provides an alternative to the multiuser detectors for performance improvement, of
the current CDMA systems. In this section, the near-far resistance of STAP is
investigated for joint domain MRC and OC processing.

Performance degradation due to the presence of CCI can be quantified by the
asymplotic efficiency [21]. Let ϒ denote the user output. SNR in the absence of CCI.
Using (2.7), ϒ can be written as
(2. 11)
where ||w||2 = w11w. In a coherent binary phase-shift keying (BPSK) system, the
bit error rate (BER) is a function of output SNR [17]:
(2.12)
where Q(•) is the Gaussian tail function, defined by [48]

In the presence of CCI, for the same power of the desired signal, the BER Pe

>

Q√ϒe. The effective SNR ϒe is defined as the SNR required to achieve the
BEReP= Q(√ϒe). The ratio ϒe/ϒ represents the performance loss due to CCI. Then the
asymptotic efficiency is defined as [22, 17]:
(2.13)
As the noise tends to zero, the effective SNR ϒe becomes dependent on the inter
ference term i(i). By convention, the asymptotic efficiency is defined such that the
interference resultant, i(i) reduces the user's signal (when the transmitted lilt is
positive). Thus the effective SNR is expressed as

(2.1.1)
where the expectation operator is with respect to the background noise
and the interference, but is conditioned on the channel vectors. Therefore, the asymptotic
efficiency is:
(2.15)
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The near-far resistance is a performance measure that captures the system
performance under worst-case conditions; it is defined as the greatest lower bound
of the asymptotic efficiency over all possible combinations of power, channel vectors
and interference hits,

Worst-case conditions are specified as follows:

1. Channel vectors representing cc! form an orthogonal set, which can be
expressed as:
(2.16)
Where

(2.17)
In this case, each source consumes exactly one degree of freedom.
2. All interferences combine coherently t.o reduce the desired signal, i.e., the
e ffect i ve ampli tu d e is given by
3. The interference power goes to infinity,
Under above conditions, the near-far resistance

can then

be expressed

(2.18)

Mite ignores CCI, it is not expected to lie near-far resistant. Indeed, for
w = co, the near-far resistance is given by

MRC
(2.19)
is clearly not, near-far resistant.

Joint domain OC maximizes SINR at array output even when interference is
present. The weight vector of joint domain OC is written by
(2.20)
where Rk is the interference and noise covariance matrix associated with the
K CCI sources [14]:

(2.21)
It is easy to show that A2k||Ck||2 and Ck/||Ck|| are the principal eigenvalues and eigenvectors
of RE , respectively. Utilizing the result in [49, 50], we have the inverse of matrix
R1 as:
( 2.22 )
The near-far resistance, as defined in (2.18), is invariant to gain factor in the
weight vector w. Using (2.20) and (2.22), and ignoring the 1/σ-2 gain factor, the
weight vector is given by
(2.23)
As σ2 ---> U, the weight, vector can be expressed by
(2.24)
From this expression, and after sonic algebra (see Appendix A for details), one
obtains
(2.25

)

Substituting (2.24) and (2.25) in (2.18), and after some algebraic manipulations (see
Appendix A for details), the near-far resistance of joint domain OC is given by
(2.26)
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To obtain an expression for n independent. of the channels, it is assumed that co,
Ck are random vectors independently distributed as CN [0, I), where the symbol CAT
stands for the complex-valued normal distribution. '['he near-far resistance averaged
over the channels is given by:

(2.27)

In [51] it. was shown that.

(2.28)

hence for K < Al L, the near-far resistance can he written as
(2.29)

or for au arbitrary K, it is
(2.39)

In the absence of CCI, all available ML degrees of freedom can be applied to diversity
processing. In the worst-case, each interference source consumes one complete degree
of freedom. Since the space-time architecture has ML degrees of freedom, STAP is
near-far resistant as long as the number of interference sources is less than the signal

space dimensionality.

2.3 Numerical Results
Computer simulations are used to verify the analyses in the last section. Figure 2.2
shows the asymptotic efficiency of space-time processing for 1, 2, 4, and 8 interference
sources respectively, with processing gain of 127, and system dimension ML = 8.
The curves were generated using (2.15) and realizations of channel vectors co, CA
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distributed as CN [0,I]. All interference sources have the same power level at. the
base station. The abscissa of the plot. is SNRi-SNRo where, SNRi is the input
interference-to-noise power ratio per channel, and SNRo denotes the input desired
signal-to-noise ratio per channel. Curves shown aro averages of 200 Monte Carlo
runs. The simulation demonstrates that. MRC is not near-far resistant., hut. OC is
near-far resistant with the loss of one degree of freedom for each interference source.
When the number of interference sources reaches the system dimension, 00 is no
longer near-far resistant,. '11w near-far resistance clearly servos as a lower hound for
the asymptotic efficiency.
The BER expressed in (2.12) is conditioned on the SNR ϒ . The BER, when ϒ

is

random, can be obtained by taking the average over the probability density function
of ϒ. Thus the average 13ER of the system is given by [17]:
(2.31)
where f (ϒ) is the probability density function of 1. Figure 2.3 shows simulation
curves of the BER for both MRC and OC. For K = ML, interference sources and
using OC, the BER. increases dramatically close 0.5 as the power of interference
sources increases. The system is clearly near-far resistant. for K < ML.

2.4 Summary
STAP in CDMA reverse link receiver was introduced and its near-far resistance was
analyzed when applying MRC and OC. Roth analytical and simulation results show
that. while MRC is not, near-far resistant, OC is near-far resistant when the number
of CCI sources is less than the system dimensionality. Generally, there are dozens of
interfering signals present in a CDMA system, therefore, power control is still a key
requirement in CDMA even when STAP with OC is applied. In the case that. the
system fails in the power control of a few number of reverse link signals (less than
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system dimensionality), the STAP with OC can relief the effect of strong interference
and thus improve the system performance.
The CDMA reverse link performance will be investigated further in the next
chapter when the power control is imperfect..
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Figure 2.2 Asymptotic efficiency of an antenna. array with system dimension ML=
8, K is the number of interference sources.

Figure 2.3 Bit. error rate of a. COMA receiver with system dimension
is the number of interference sources.

ML = 8, K

CHAPTER 3
PERFORMANCE OF CELLULAR CDMA WITH CELL SITE
ANTENNA ARRAYS FOR FREQUENCY-SELECTIVE FADING
AND POWER CONTROL ERROR
In Chapter 2, the near-far resistance of STA P was studied. It. was shown by both
analyses and simulations that STAP in wireless CDMA is generally not. near-far
resistant., while STAP with OC can mitigate the effect. of a few strong interferences.
The solution to the near-far problem is still the use of power control, which attempts
to ensure that all signals from the mobile stations within a given cell arrive at the base
station of that cell with equal power. The primary motivation of power control is to
maximize capacity, all additional benefit. being to mobile station power conservation.
As stated in Chapter 1, power control accuracy is limited by practical considerations.
The effect. of power control error (PCE) results in degradation of system performance
and capacity. This chapter details the performance and capacity analysis of a wireless
CDMA system while taking into account. the PCE, Rayleigh fading, voice activity
and STA P.

3.1

System Model

The system model represents the reverse link of a single cell CDMA system which
serves Ku users, and uses a base station with a ll M-element antenna array. The
received signals are assumed to undergo independent. Rayleigh fading, and only one
path for each user's signal is present.. It is further assumed that. the fading is flat and
slowly varying such that. the lowpass equivalent channel seen by each antenna can be
characterized by a complex-valued scalar. The system is assumed interference limited
with negligible thermal noise. The CDMA reverse link receiver model is shown in
Figure 3.1. The complex envelope of the signal received at the base station is then
expressed by an M-dimensional vector:
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Figure 3.1 CDMA reverse link receiver model

(3.1)

where the first and second terms respectively represent the desired signal and the
are the powers off the received signals, Ck are normalized
complex Gaussian channel vectors with

identity

matrix, the superscript denotes transpose and complex conjugate, sk(l) are NRZ
waveforms of the users' data, nk(t) are the spreading sequences, f k are binary random
variables indicating the users' voice activities, mid

TA.

are the users' delays. Let

where h(l) is the basic pulse shape, 7', is the symbol
interval, and

an. the users binary data. with
where

and

and

otherwise. The signature

waveforms are normalized to unit. energy over the symbol interval. For convenience,
In a system with perfect power control, all λk's are equal. The received
powers λk are the result of path loss, shadowing and imperfect power control, and
are modeled as independent identically distributed (i.i.d.) random variables with
log-normal distribution, but the values of λk change slowly compared to R.ayleigh
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fading. If λk's have a. log-normal distribution, then Qk = 10 log10 k are normal. The
standard deviation of o k is the PCE measured in dB. The voice activity ek is modeled
as a Bernoulli (p) random variable with Pr(e k =1) =

p, where p is the voice activity

factor.
Following spread spectrum demodulation and sampling at. the symbol interval,
the received signal can be written:

(3.2)
where

are the

correlations between user signatures. User signatures may be supplied by a long code
such as in IS-95A, however it is assumed that the correlations above are independent
of the symbol interval index i.
The antenna array outputs y(i) are combined using the method of maximal
ratio combining (MRC). The array weight vector w then acts as a channel matched
filter, w = c1. The array output is expressed:

(3.3)
where
(3.4)
and
(3.5)
are the desired signaland CCI respectively, at the array output. Over the duration
of a. bit, it is assumed that the interference can be approximated by an equivalent.
source using the following expression:
(3.6)
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where s(i) combines the total interference bit. effects during the bit duration and nk
is a. gain factor incorporating the effect of cross-correlation with the desired user's
signal. This model is a worst case of sorts, in which it. is not. assumed independence
among the interference sources. This model has the advantage of being tractable
analytically (see also [10]). The instantaneous output. SIR is written as:
(3.7)
where Ps and Pj are respectively the desired signal and interference powers. Utilizing
the expressions in (3.4) and (3.6), Ps and Pj are given by:
(3.8)
( 3 . 9)
In the next section, the system performance is based on this signal model.

3.2 Analysis of PCE and Fading Effects
In this section, relations are established for performance measures such as outage
and bit error rate, as functions of PCE and other system parameters. The outage
probability is defined as the probability that. the output. SIR falls below a prescribed
level. The analysis is carried out for two different definitions of file outage. The first
case studied is outage of the instantaneous SIR. This definition befits the case of
data.

transmission, where even

a. brief outage may affect performance. Alternatively,

outage may he defined with respect to the SIR averaged over Rayleigh fading. This
approach is suitable for voice transmission, as the human ear will detect only longer
duration outages.

3.2.1 Outage Probability of Instantaneous SIR
In the first case, the goal is to compute the instantaneous SIR outage averaged over
Rayleigh fading, PCE, and voice activity. Utilizing the signal model in Section 3.1,
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the instantaneous SIR is given by:

(3.10)
The cumulative distribution function of conditioned on the input SIR p was found
in [19, 1.0]
(3.11)
where
(3.12)
It is noted that the input SIR p is a function of the shadowing \ A and the
voice activity Ek, and hence is a. random variable. To fully characterize the outage
probability, it is desired to obtain the density function of p.

Let. I &wk. the

interference power, then from (3.12)
(3.13)
Since

is the sum of log-normal random variables. The number of

elements in the sum

is

A method to approximate the distribution of a
sum

of log-normal random variables based on cumulant matching was introduced
in [27, 29]. The method assumes that. I is log-normal; it then proceeds to match

E [I]

and P[I2 ] computed from (3.13) with the corresponding cumulants of the log-

normal distribution. Consistent with the assumption that I is log-normal,
can be expressed as I = eh , where b has a. normal distribution,

1.11V

mean mb and the variance σ2/b are to be determined. It follows that.
(3.14 )
(3.15)
Let the user powers Ak be expressed in terms of the normal, random variables ak ti
The random variable ak is related to the quantity ak defined

26

in the Section 3.1,
(3.16)
From (3.13), and taking the expectation over ek and a k,

(3.17)

(3.18)

By equating (3.14) with (3.17) and (3.15) with (118), the unknown quantities ni b ,
σ2/b
σ2/b can be expressed
(3.19)

(3.20)

Now, from (3.12) and the log-normality of A i and I, ii. follows that µ is also lognormal. Indeed,
(3.21)
is normal, and hence µ = e^g is log-normal. The density function of µis determined
from the mean and variance of g :
(3.22)
(3.23)

all the ingredients required to compute the density function of µ are available.
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The outage probability is defined as the probability a that. the output. SIR. y,
falls below a threshold ( , Po = Pr(ϒ < C,). The outage probability conditioned on the
input SIR p is given by (3.11),

(3.24)
The outage probability averaged over Rayleigh fading, PCE and voice activity

is

given by
(3.25)
or since p = e9,
(3.2(i)
where
(3.27)
An exact closed-form expression for the integral in (3.26) is not. available, however an
approximation exists for Eg[Po(g)] when y is normal. The approximation is for au
arbitrary function Po(g) and is expressed in terms of the mean my and the standard
deviation σg [52]:

(3.28)
previous relation provides for the closed-form computation of the average outage
probability
derived from the instantaneous SIR as a function of Rayleigh fading, PCE,
and voice activity.

3.2.2 Outage Probability of Average SIR
The outage probability provides an indicator of how often the communication link's
quality is under a specified acceptable level. The system capacity is generally
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computed for a set outage. When the mobiles transmit voice rather than data,
it is more suitable to consider longer duration outages. In this case it is better to
define the outage with respect to the SIR averaged over the Rayleigh fading. We
proceed to determine the average power of the signal and interference.
=

Given the vector of channel coefficientsC1 = [C11,..., C1M] T, where ctm

• • ,M) are independent complex Gaussian random variables with zero mean and

[|cim|2] = 1, the average signal power at the array output is expressed:

(3.29)

It can be shown that (see Appendix II for details)

(3.30)

The average interference power at the array output is given by:

(3.31)

The vector

Gaussian
has
a complex

distribution with zero mean and

covariance matrix IL, whore I was defined in (3.13), and 1. is la identity matrix, It
follows that one can set
(:1.32)
where

is complex Gaussian With zero mean and

The average interference power can then be writton as (see Appendix B for details):

(3.33)

The average SIR can be expressed as:

(3.34

)
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The outage is now defined as the probability that

PoE =

1E falls below a threshold (,E:

Pr(ϒE < ζE). Utilizing (3.34), and the expression

g=

In

the outage

probability can be written:
(3.35)

g

Since

is normally distributed, (3.35) can be expressed
(3.36)

where

in,

and σg were previously defined in (3.22) and (3.23).

Eqs.(3.28) and (3.36) are expressions of the outage probability for two different
criteria. When the communication link quality is sensitive to the instantaneous SIR,
(3.28) should be used to evaluate the outage probability. Conversely, (3.36) is to be
used when the average SIR. determines the performance.

3.2.3 Probability of Bit Error
Average probability of bit error

(Pe)

is another important parameter to evaluate

the performance of a. wireless communications system. Computation of the bit error
requires one La determine the distribution of the interference at array oul put. Due
to dissimilar shadowing and fading effects, interferers are not identically distributed,
hence the central limit theorem cannot be strictly invoke d to cla i m the caussi an
property. Nevertheless, the Gaussian properly is often assumed in such analyses
[33, 36, 53, 511]. In this paper, the Gaussian assumption is validated h a chi-square
Lost presented in Section 3.4
For BPSK and Gaussian interference, the bit error as conditional on the SIR
is given by
(3.37)
The density of ϒ conditioned on the input SIR µ is found from (3.11):
(3.38)
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The bit error averaged over 7 I it is given by:

(3.39)
Following [55], (3.39) can be expressed utilizing hypergeometric fund ions as:

(3.1(J)
where

and 2F2(•) it generalized hypergeometric function, and is defined [56]:
(3.41)

F(•) is standard gamma function defined by:

Eq.(3.40) can be evaluated by using software packages such as Maple, Mathematica,
etc. Alternatively, (3.39) can be evaluated numerically.
µ:

The unconditional probability of Int error is found by averaging P(c|µ

) over

( 3.42 )
Replacing /1 by 0, one gets
(3.43)

where Pe(g) is similar to (3.40), with µ replaced by e^g. Using all approach similar to
the one used in the calculation of outage probability, finaf expression of average
probability of bit error can be written as:
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3.3 Extensions of Previous Results
Some of the results developed up to now can be extended to more general cases.
These include: other cell interference, correlation of shadowing among different users,
channels with time dispersion, pilot tone effect, and system performance in terms of
Erlang.

3.3.1 Other-Cell Interference
Since the reuse factor in CDMA systems is one, the users in neighboring cells also
provide CCI. If the same loading is assumed in all cells, the effect of CCI introduced
by users of all other cells is equivalent to t he effect of CCI front qKu users of the
home cell [18]. With soft. handoff, q lies between 0.5 and 0.6. Let
then
all the results developed so far apply with Ku replaced by

3.3.2 Correlation of Shadowing Among Users
We assumed independent shadowing for different users in previous analyses, however
the shadowings may be correlated in some practical situations even with individual
power control when the received signals are shadowed by the same obstacles acles near I he
base station. In this case, a k are not lid RVs. The correlation coefficient between
and aj, is defined by:
(:1.15)
where ak and aj are still assumed identically distributed with same mean and
variance. For simplicity, we assume rk j = r for k ≠ j and k, j = 1, •••,1 uK
Eq. (3.17) is still valid', but, (3.18) should be modified as:

(3.46)
and (3.23) becomes:
(3.47)
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where rob is the correlation coefficient between a l and b. The above results can be
easily extended to the general case when rkj., are not equal, and ak have different
mean values and variances (see [28, 29] for more details about. the expression of (-6
and calculation of rab ). All other results still hold.

3.3.3 Time Diversity
The reverse link channel is assumed frequency-selective with L resolvable paths. A
RAKE receiver is used to track and combine t he paths. The received signal of the /th
path after spread spectrum demodulation can be expressed by the AL-dimensional
vector:

(3.48)

where k = 1 , ... , ,K'u is the user index, n = 1, ... ,L is the path index, \k„ are the

received signal powers, ckn are the channel vectors, Tkl and Tkn are the delays, and

Assume that. all paths associated with a user have the same shadowing effect, that
is λkl = λk , but are affected by independent Rayleigh fading. It. is also assumed that
the cross-correlations are independent or the path
Signal vectors associated with the different paths, yi(i) (1 = I, • • • , L), are slacked to
form an ML-dimensional vector, y(i), and grouped according to components related
to the desired signal, interference and noise, yielding the expression (see [14] for
details):
(3.49)
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The first term in the

where

relation above represents the desired signal, i(i) is the interference, and the superscript "T" denotes transpose.
When MRC is used in both space domain (antenna array) and time domain
(RAKE receiver), the output is the same as the output. obtained by applying 1\ IR('
to the stacked vector in (4.14). The M RC weight vector is given by w = c1 . Similar
to the approach taken earlier, it is assumed that the interference can be expressed
as an equivalent source:

(3.50)
where s(i) is the CCI source bit, nkn is a. gain factor representing the cross-correlation
between codes. The double sum over the. ML-dimensional Gaussian distributed
vectors ckn is equivalent to another Gaussian vector,

where

(3.51)

(3.52)
where

This form is similar to (3.13), therefore, (3.17) and (3.18) can

be modified as:

(3.5:1)

(3.54)
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where the other-cell interference and the correlations of shadowings have been taken
into account.. Eqs.(3.19) and (3.20) are still valid while defining
Since the space-time processing provides ML-branch diversity, the CDF and
PDF of the output SIR (ϒ) conditioned On the input. SIR, can be written as
(3.55)

and
(3.56)
where

All other results in Section 3.2 hold by using ML instead of M.

Therefore; the effects of multipath and RAKE receiver result are the gain of degree
of diversity and the increase of total interference power.

3.3.4 Pilot -Aided Coherent Detection
Pilot-aided coherent detection and perfect channel estimation iii reverse link are
assumed. The power-split. ratio for the pilot is rp, t,hen the fraction of the total
transmitted power used for information traffic is 1/(1 + rp). With thi
s model instantaneous output SIR is given by ϒ'
= kϒ, w here k=1/(1+rp), and ϒ was given
in (3.10). Therefore the CDF and PDF of ϒ' can be modified from (3.55) and (3.56):
(3 57)

(3.58)
Other results, Po(g) and Pe(g), can be modified accordingly. Especially, for average
SIR outage, the average signal power at the array output is given by

and the average SIR is written as
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Finally (3.36) can be modified as
(3.59)

3.3.5 Performance in Terms of Erlang Capacity
For a communication system, another capacity measurement is in terms of Erlangs
per cell. ln slotted communication systems (frequency-division and time-division
multiple access), blocking probability is used in the Erfang capacity analysis. For
nonslotted CDMA system, Erlang capacity is determined by the outage probability.
In this case, the number of active users in the system is a random variable, which
follows Poisson distribution fig]:
(3.60)

where the parameter β is related to the call arrival rate and call service rate. The
parameter β is amended to β(1 + q) for K'u if we take into account the other cell
interference. Pot' a Poisson RV, the mean value and variance of

are given by

Utilizing this model, the first. and second moment of in (3.53) and (3.54) should
be averaged over ek, a k and K'u. For brevity, we assume vk = v. Then (3.53) and
(3,5,1) can he modified as:

(3.61)
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(3.62)

By using (3.61)

and (3.62) instead of (3.53) and (3.54), the outage probability of

both instantaneous SIR and average SIR can be

expressed in tones of Erlangs per

cell (β).

3.4 Numerical Results
Numerical results in this section are generated from computer simulations of a cellular
CDMA system employing BPSK modulation and BPSK spreading, with a voice

activity factor of p = 3 / 8 and a spreading ratio of 156. The spreading ratio
correspoonds to a bandwidth of 1.25 MHz and an information bandwidth of

8 kHz. The

channel was assumed flat. and subject to Rayleigh fading.
First, the goodness of I he Gaussian approximation was evaluated with the
number of multiple paths L = 1. The number of antenna elements assumed was
M=4,

the number of users Ku = 30, and PCE = 1.5 dB. To that end, the histogram

of the interference was generated and compared to the a theoretical Gaussian curve.
This is shown in Figure 3.2. Additionally, a chi-square test was applied (see [48] for
details) to determine 1.1w goodness of lit. of a. Gaussian distribution to the computer
generated data of interference. The sample space was partitioned

into 21 disjoint

intervals, and the chi-square statistic D^2 had a pdf that, was approximately a
chisquare pdf with 20 degrees of freedom. Standard chi-square test tables show that for
20 degrees of freedom, the threshold for a. I% significance level is 37.57. Calculated
from the simulation and averaged over 200 Monte Carlo runs, the chi-square statistic

37
D2 is 22.14, which does not, exceed the threshold. From both the Gaussian curve
fitting and the chi-sqaure test, it can be concluded that. the Gaussian approximation
is valid for the interference.
The outage probability with respect to the instantaneous SIR is plotted in
Figure 3.3 as a function of the capacity (number of users/cell) with the PCE as a
parameteri The outage threshold is set. at. ζ = 7 dB. Analytical curves are calculated
from (3.28). Simulation curves are averages compiled from one million samples. For
an outage probability of 10-2
10-2 , the system capacity is approximately 38, 32, 22, and
10 users/cell for PCE = 0, 1.5, 2.5 and 4.0 dB, respectively. in a ('DMA system with
PCE 1..5 to 2.5 dB, the system capacity degrades by 16% to 42% as compared to
the case of perfect power control. Figure 3.3 shows a good match between analytical
results and simulations.
To see the effect of PCE on the system capacity clearly, Figure 3.4 shows the
capacity versus PCE, for an outage of 1%. The parameters used in this figure is

the same as in Figure 3.3. This Result demonstrates that the relation between the system capacity and PCB is nonlineari In the range of PCE = 1 to 4 dB, the
capacity decreases almost linearly at the rate of abouti 8 users/cell/dB. When the
PCE increases to 6 dB, the system capacity is below 5 users/cell.
The effect of space diversity (analytical results only) is shown in Figure :1.5,
for PCB = 1.5 dB, M = 1 to 8, and all other parameters are similar to those mused
in Figure 3.3. With Po=

10-2, 8-branch space diversity provides a capacity of

87 users/cell, while the capacity for two-branch space diversity i s only 9 users/cell
Without. space diversity ( M = I ), the system capacity is below 5 users/cell. Utilizing
the results in Figure 3.5, and,
setting
Figure
Po =
, 3.0 shows that the capacity
increases almost linearly with the degrees of space diversity; the capacity increase
for each additional degree of space diversity is approximately 13 users/cell.
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Now, we examine the outage probability of average Slit. The outage threshold
is set at ζE = 7 d13. The analytical curves in Figure 3.7 are computed from (3.36),
and the simulation curves are based on ten million samples. For an outage of 10',
the system capacity is approximately 357, 170, 90 and 30 users/cell for PCE =
0, 1.5, 2.5 and 4.0 (113, respectively. Consequently, for PCE = 1.5 to 2.5 d13, the
system capacity degrades by 52% to 75% as compared to the case of perfect power
control. Comparing Figures 3.3 and 3.7, we conclude that for same threshold, the
system capacity is much larger for an outage computed from the average SIR than
for the computation based on the instantaneous Slit. However, the average Silt
outage degrades faster due to PCE. The effect of space diversity on the outage
probability for average Slit is shown in Figure 3.8 for parameters similar to those
Forused
the probability of bit errin
or, Figure 3.Figure
10 displays both the simulation and 3.5.
analytical results for thFor
e probability of bit erPo
ror as a function=
of the number10-2,
of users per cell. The simulthe
ation results are obtsystem
ained using 200,000 samples per datcapacity
a point. The system capacity is the same as iis
n Figure 3.3about,
. If the desired performance is Pe 31
= 10-3, the capacito
ty is respect276
ively 51, 42, 30 and 15users/cell
users/cell for PCE = 0, 1.5,
for Al = I to 8, i.e., the average capacity increase for each additional degree of space
diversity is about 34 users/cell. To see clearly t he effects of PCE and antenna arrays,
Figure 3.9 gives the analytical results of capacity change with the PCE and number
of antenna elements for PoE( ϒE < 7dB) = 0.01. The figure shows that for capacity
(30 users/cell, single-element receiver at base station requires less 1.7 dB PCE, while
eight-element. receiver can relief this requirement to 3.8 d I. For certain system PCE,
the capacity can be found for different number of antenna elements. For example,
when PCE = 2.5 dB, the system capacity is 35 users/cell to 165 users/cell fur Al
to 8, respectively. '[h is figure can be easily used to estimate the system capacity
when the system configuration and power control capability are known.
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2.5 and 4.0 dB. In a CDMA system with PCP 1.5 to 2.5 dB, the system capacity
degrades by 18% to 41% as compared to the case of perfect. power control. Figure 3.11
gives the analytical curves for PCP = 1.5 dB, :11 = 1 to 8. For Pe = 10-3 , the capacity
is about 11 to 110 users/cell, respectively.
Next , we examine the extended results in Section 3.4. It is assumed that M = 4

L = 4 and r = 0, all other parameters are the same as in Figure 3.7. Figure 3.12
shows the outage probability for average SIR. For Po = 10^-2

Figure 3.12 shows that

the system capacity K'u is 300, 115, 76 and 25 users for PCE = 0, 1.5, 2.5 and 11.0
respectively. Figure 3.13 also gives the curves for PCE = 1.5 dB, and M = 1 to 8.

The effect of correlation between the shadowings is also examined. Figure 3.14
shows the curves for PCE = 1.5 dB, M = 4, L = 4 and different values of correlation
coefficient (r). For r = 0.2 to I, the system capacity degrades by 6% to 23% as
compared to the uncorrelated shadowing case (r = 0).

In this chapter, we have studied the reverse link performance of cel ular CDMA systems, included the ef ects of spaced-time proces ing, Rayleigh fading, power control er or and voice activity factor. The performance was analyzed in terms outage probability for instantaneous output SIR and average output SIR, as average probability of bit er or. The analytical results gave the simple, but ac urate ap roximations to the system performance, and al I the parameters ne ded in calculation could be measured from the data. The results were also extended

3.5 Summary

In this chapter, we have studied the reverse link performance of cel ular CDMA systems, included the ef ects of spaced-time proces ing, Rayleigh fading, power control er or and voice activity factor. The performance was analyzed in terms outage probability for instantaneous output SIR and average output SIR, as average probability of bit er or. The analytical results gave the simple, but ac urate ap roximations to the system performance, and al I the parameters ne ded in calculation could be measured from the data. The results were also extended
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to more general cases, which include other cell interference, correlation between
the shadowing, pilot tone effect and performance in terms of Erlang capacity. The
analysis showed that space-time processing, which was provided by cell site antenna
arrays along with RAKE receivers, improved the system performance and capacity,
and compensated the performance loss due to power control error in cellular CDMA
systems. Computer simulations showed a good match to the analytical expressions
developed in the context.
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Figure 3.2 Interference distribution

Figure 3.3 Outage probability versus capacity. Four antenna. elements (M = 4),
different PCEs, and p = 3/8.
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Figure 3.4 Capacity (users/cell) versus PCE. Analytical results for M=4,
and Po(ϒ < 7 dB) =-210

p = 3/8

Figure 3.5 Outage probability versus capacity. Analytical results for PCE=1.5
dB, M = 1 to 8, and p = 3/8.
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2

10-

Figure 3.6 Capacity (users/cell) versus number of antenna elements. Analytical
results for PCE = 1.5 d13, p = 3/8 and Po(ϒ < 7 dB) =

Figure 3.7 Outage probability versus capacity (users/cell), consider the avearge
SIR. Four antenna elements (M = 4), different PCEs, and p = 3/8.
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Figure 3.8 Outage probability versus capacity (users/cell), consider the avearge
SIR. Analytical results for POE = 1.5 dB, M = 1 to 8, and p = 3/8.

Figure 3.9 Capacity (users/cell) versus PCE for PoE(ϒE < 7 dB) = 0.01. Analytical
results for M = 1 to 8, and p = 3/8.
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Figure 3.10 Probability of hit error versus capacity (users/cell). Four antenna
elements (M = 4), different PCEs, and p = 3/8.

Figure 3.11 Probability of bit error versus capacity (users/cell). Analytical results
for PCE = 1.5 dB, M = 1 to 8, and p = 3/8.
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Figure 3.1.2 Outage probability versus capacity (users/cell), consider the avearge
SIR. Pour antenna elements (M = 4), four resolvable paths (L = 4), r =0, different
PCEs, and p = 3/8.

Figure 3.13 Outage probability versus capacity (users/cell), consider the avearge
SIR. Analytical results for PCE = 1.5 dB, four resolvable paths (L = 4), r= 0,
M = 1 to 8, and p = 3/8.
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Figure 3.14 Onlage probability versus capacity (users/cell), consider the avearge
SIR. Four antenna. elements (Al = 1), four resolvable paths (L = 4), PCE = 1.5 dB,
different values of correlation efficient (r), and p = 3/8.

Figure 3.15 Outage probability versus Erlang capacity, consider the avearge SIR
Four antenna. elements (M = 4), one resolvable path (L = 1 ), r = 0, different PCEs,
and p = 3/8.

CHAPTER 4
APPLICATION OF ADAPTIVE ANTENNA ARRAY IN CDMA
FORWARD LINK RECEIVER

This chapter explores the application of an antenna array in the forward link
receiver of a CDMA communications system. While the accurate synchronization
and orthogonality of Walsh codes in forward link can minimize nil ra-cell interference,
asynchronous signals from neighboring base stations cause inter-cell interference. In
fact, the intra-cell interference cannot. be eliminated since multipath fading treats
self interference. Figure 4.1 shows the cellular structure for wireless CDMA communications. At the cell boundary point. p, the mobile station (communicating with
base station Bo) may confront strong interference from base stations B2 and B3 while
the desired signal from home base station Bo is weaker, causing the communication
performance to degrade.
An adaptive antenna array, which is referred to as a smart antenna, is proposed
at the mobile station for interference suppression; the performance improvement due
to such an antenna. array is analyzed and demonstrated by numerical simulations.
Since the proposed wireless CDMA systems, like J-STD-008 (PCS) and J-STD-015
(Wideband CDMA) are all based on IS-95A, in the context, N-95A CDMA will be
used as an example to illustrate the implementation of the proposed smart antenna.

4.1 CDMA Forward Link Spreading Logic
To design the adaptive antenna array used at the mobile station, first, it is useful to
describe the forward link signal structure transmitted by the base station. In IS-95A
CDMA, all base stations radiate a universal code which is searched by the mobile
stations. All base stations are synchronized to a universal system time by global
positioning system (CPS), then phases of the universal codes can be coordinated.
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Figure 4.1 Cellular structure for wireless CDMA communications.
In particular, base stations are assigned different phases in order to make them
distinguishable by the mobile stations.
The minimum separation of code phases is related to the largest. cells present
in a. system. The separation must be larger than the propagation delay that can be
incurred by a. usable base station. The air interface standards call out. a separation
increment of 64 chips (about. 15.6 km of one-way propagation delay) between base
stations.
The universal code, which is also referred to as short code, has a period of 215 ,
which is 27.667 ins at. the 1.2288 MHz spreading rate. The short code is composed of
two different, sequences, one for the 1-channel and another for the Q-channel. They
have different generators and low cross-correlation. The, short code is generated from
a period

— 1 linear feedback shift register (1,1NR) sequence, and an extra zero

hit is added to bring the length to an even power of two.

The maximum-length shift-register (MLSR) sequences produced by LFSRs are
widely used to generate pseudo-noise (1)N) sequence for direct, sequence spectrum
spreading. An m-bit MLSR produces a sequence of period 2m — 1. If the sequence is
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mapped to a binary valued waveform by mapping a binary zero to —1 and binary 1
to + 1, then the auto-correlation is unity for zero delay, and —1/(2m — 1) at. all other
delays [17, 18].
The short code FSR tap polynomials are [20, p.527], for the I-sequence

(4.1)
and for the Q-sequence

(.1.2)

The extra zero bit is inserted in each sequence immediately after the occurence of 14
consecutive zeros front the generator register. This occurs once per period.
Because each base station must serve many users at the same time, there must
be some way of creating independent communication channels

. Moreover, because

these channels all come from the same base station, they can share precise timing,
and must. somehow share the common PN short code spreading. Each forward link
traffic channel is spread with a Walsh function, which consists of 64 binary sequences.
These sequences have the property that the "dot product" of any two of then is

Zero.

The Walsh function of order 4, for example, is:

(.I.:1)

From the nth order Walsh function Wu, one can generate the 2nth order Walsh
function W2u according to dn. relation [17]:

(1.1)

where Wn denotes the complement of Wn.

51

Base Station
Figure 4.2 CDMA forward link spreading logic.

Walsh function of order 64 is used in the forward CDMA channel to create 64
orthogonal channels. There is exactly one period of the Walsh sequence per code
symbol. These channels are readily generated by the binary logic shown in Figure 1.2.
The "impulse modulators" generate a discrete ±1 out puts in response to binary (0,1)
inputs. Summing the code symbols, the Walsh cover, and the two PN short code
sequences, and changing to the bipolar ±I representation, result in a. quadra- ture
(I,Q) sequence of elements. These elements drive a modulator that generates the
appropriately bandlimited analog output.
One of the Walsh sequences, numbered zero, has all 0,1 chips the same. By I he
logic of Figure 1.2, this is just the "bare" PN short. code spreading. It is the universal
pilot sequence that all mobile stations use as their search target.

4.2 System Model
Based on the forward link signal structure, a. small antenna array with two elements
is considered at a mobile station of a cellular CDMA system. Assume that there are
one home base station (j = 0), and J neighboring base stations, where the Au
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0,1,• • • , J) base station serves K j + 1 active users. The signal from each base station
is composed of K

+ I users information waveforms and one pilot. waveform. The

signals from different. base stations are assumed to independently undergo Rayleigh
fading, while the K + 2 waveforms that, arrive from the same base station at a
given mobile station propagate over the same path. In this section, a single path is
assumed, and the multipath case will be discussed in Section 4.5. With the above
model, the complex envelope of the received signal at. two antenna elements of the
mobile station is given by a 2 x 1 vector:

(4.5)
where cj(t) are 2 x 1 vectors representing complex Gaussian channels, d jk(I) are
transmitted information symbols, Pju

andjpP
are the unfaded received powers of

the users' and the pilot signals respectively, uj(t) are the PN short codes, and v(t)
is a 2 x 1 vector representing AWGN. Since symbol timing of all base stations are
synchronized with a GPS signal, as reference to this
time,T j is the propagation delay fromuj(t)
the jth base station, ujk(t) = Wik(t)• u j(t) with W jk(t) the Walsh squence of
user
u(t -kT'and base station j.
zero shift. and

T.

Also
j),

=

where u(t) is the short code with

the shift of the short, code of the corresponding ham. station. The

following assumptions are adopted in the analysis:
•

intra-cell interference is eliminated due to the orthogonality among ujk(t) for users
in same cell.

communication performance is examined for user 0 in cell 0, for which the
channel vector can be written as: C0 = [C01, C02]T

•

without loss of generality, set T0 =T'0 = 0.
A generalized sidelobe canceller (GSC) with a small antenna array (two

elements) can be applied for spread spectrum communications, and its operation
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can be explained by referring to Figure 4.3. The complex parameter St is the beam
steering weight, which, when properly set., generates an amplitude equal and phase
coherent, signals at. two inputs of the hybrid. The hybrid which generates the sum
(

) and the difference (z) signals eliminates the desired signal at point z. The

yb so
weights is used for estimating the interference, which is substracted front yb,

that higher SINR can be obtained at the array output y and the despread output.
The weight S2 can be updated by several methods, such as least mean square
(UN), recursive least square (RLS), or direct matrix inversion (DMI). When the
channel vector estimate is erroneous, S1 will not. result in null difference between the
desired signals received at two antennas, the residual desired signal contributions at,
z will be interpreted by the array as interference, and hence cancelled. This results

in performance degradation of the canceller [41, 42].

4.3 Adaptive Correction
In Figure 4.4 an adaptive loop is proposed for self-correcting the beam steering
weight s1

Using the home base station PN short code u(1), the processor at the

mobile station despreads the array output of ith symbol interval y(i,t) (t =
iTs ~ (i+1)Ts), averages over time Ts, then respreads with the same on-time code to get

a reference signal g(i ,t), where Ts denotes symbol interval. The control signal

h1(i)

is generated by accumulating the output of multiplying of g(i,t) and z(i,t) over one
symbol interval, while h2(i) i s generated by accumulating the output of
multiplying g(i, t) and r1(i,t) over the saute symbol interval. Both signals S2(i) and h2(i) are
used to correct, the beam steering weight S1. The Algorithm for adaptive correction
of1Sis formulated as follows:

Figure 4.3 Interference canceller for spread spectrum communications.
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Figure 4.4 Smart antenna at the mobile station for wireless CDMA communications.
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Algorithm:

1.

1 (0) can be chosen according to prior desired signal channel
s

estimation, or simply set. S1 (0)= 1.
2. For symbol interval i = 0, 1,...
where n denotes nth chip in it ith symbol.
3.
4.
5.
where the weigh s2(i) can be computed, for example, by DMI. since S2(i) is a
scalar,
the correlation
matrix
cross-correlation
vector
for theand
DMI become scalars.
By DMI,

where
and the superscript "*" denotes

complex conjugate, and Np is is the number of code chips per symbol.
6. The at- ray Output:
7. Despreading: go(i)
8. Respreading:

10.
(i)
9. h2
h1(i)
11. The estimated weight S1 can be calculated through the recursion:

(4.6)
which is used to process the signal of the ith symbolinterval.
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12. The it (i) is used as the initial weight for next time interval:

+ = 1(i).

(4.7)

The value of h t (i) depends on the beam steering weight error and the signal
power from the home base stationi Therefore, b 2(i) is used to estimate the signal
power from home base station, such that the self-correcting loop can extract the
information only related to the beam steering weight error in step I I. Note that
only if the weight. s t is properly set, and z.(i,n) contains no signal front the home
base station, the reference signal g(1, n) is uncorrelated with

II),

h 1 (1) wifl be zero

and the beam steering weight s t keeps unchange, which is the desired rosuft. lI

( .811

be shown thati this algorithm gives an estimate of the channel vector error between
two antenna. elements, and the weight. s u = c01 /e0u2 when pure reference signal is
available at gi Since y is with higher SINR. than the array input, the matcfied filter
to (matched to the channel attenuation and phase delay) operated front y is inure
accurate than the one estimated from single antenna inputi ri:
Np

11)

=

A/
%177:71 lYp

E 11

) 110PU101

where b.,'„ denotes the energy per chipi The array output y is despread by pilot and
kilt user's Walsh sequence 11(k) to generate the 0th put t(k).

4.4 Error Analysis
Even with correction, the weight ti t is not expected to lw exactly tfie ideal solution.
This section attempts to analyze the weight (NI ) (TRW after correction compared

It)

the ideal weight.. Consider a simple case where only signals from du, home base
station and one interfering base station are present at the mobile station receiver.
Then the signal vector at the array input of the mobile station is given by

r(i) = [v1(0, 7'2(011',

(4.8)
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The signal at two elements, rm (t) (m =

1,2) can be written as

(1.9)
where the notations are the same as in (4.5), again

To = T'o=

0, and the noise term

is neglected. The first and second terms in (4.9) are the users' signals from the home
base station; the third term is the home base station pilot; the fourth term is the
users' signals from the interfering base station; and the fifth term is the interfering
base station pilot. The signal y(t) will contain the same terms modified by the
weights a l and so. Therefore, if despreading of y(1) is performed by correlating
the home base station pilot sequence u(t), which is the home base station short code,
due to
thefirst
zero average
then
the
and second terms in (4.9) will be eliminated
of the Walsh sequences Wok(t) (k = 0, ... , Ko). For brevity, the contribution of the
fourth term is neglected in

analysis, but will be discussed at. the end of this

section. Following this argument, in the sequel only the contribution corresponding
to the third and the filth terms in (1.9) will be considered, where the third term
is our desired signal and the fifth term provides I he interference. Assume that all
brevity, the symbol
index notation
is ignored.
channels
keep constant
during
at least, one symbol interval In the interest of

In step 2 of the algorithm, one of the hybrid inputs, is obtained by weighting
the Mimi signal at the second element

(4.10)

where the time index has also been omitted in cnm, which are constant. during the
processing interval. The difference and sum signals at, the output of the hybrid are
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given respectively by

(4.11)

(4.12)
The signal yα(n) provides an estimate of interference at yb(n), is given by

(4.13)
where s2 is the DMI solution of the weight (see step 5 in the algorithm). Combining
(4.12) and (4.13), one has the expression of the array output. as follows

(4.14)
where the quantities α0 and α1are given by:

IL

is noticeable that |αo| and |α1| are time amplitudes of Lime desired signal and

interference at point y, respectively. After despreading, th e output g0 caneb
written
as
(4.15)
tvliere it is assumed that

and

p is

correlation

between home base station short code amid interfering base station short. code•, with
The reference signaI is given by

0.16)
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The control signals h i and 1i 2 calculated in steps 9 and 10 of the algorithm are
given by

(1.17)

(1.18)

Hy using (4.17) and (1.18), the estimation of ideal weight S1in step 11 of the
algorithm can be written as

(4.19)

where the terms with p2 are dropped since p << I in practice. As stated previously,
the ideal weight S1should be set such that there is no signal power from home base
station at point which means that. the first. term in (1.11) Num Is

IL)

zero, therefore,

the ideal solution Of S1 in ith symbol interval is: .s1(i) = c02/c01. Hence, the error of
the estimated ideal weight

(1) compared to the ideal weight is given by

where the terms with p at, the denominator are ignored. Eq.(4.20) gives the error
expression when considering the effect of third and fifth terms in (4.9). If we also take
into account the fourth term of (4.9), then the numerator in (4.20) should include
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the items with

where

home base station pilot. sequence

u(i)

p.

are the cross coefficients between

and interfering signal spreading sequences
shows that higher home base station

pilot power (Pop ), lower interfering signal power
correlations

(p

and

ph.)

(Pip

and P1„) and smaller cross-

between the spreading codes result in less estimation error of

beam steering weight.. Especially, when

p

and

pk

-> 0 (in case of orthogonal codes

for example), the estimation error

4.5 Multipath Solution
in the previous section, only a. single path of each signal is assumed in the system. In
terrestrial communication, the transmitted signal is reflected

by a variety of smooth

and
Each
rough
individual
terrains,
path also
soarrives
that italisitsreplicated
own amplitude
at and
the carrier
receiver
phase.
with
In this
several time delays.

case, the received signal at the mobile station can he written as:

(4.21)
where cji(t) represents the complex channel vector of the /th pal h and the jth base
station,

L is the number of resolvable paths and all other parameters are the same

as in (1.5). Similar to the reverse link receiver, the RAKE

receiver

is used as the

optimum demodulator structure for I. multiple propagation paths. The combined
smart antenna and RAKE receiver structure is shown in Figure 4.5, the scheme in
Figure 1.1 is used for each of I. parallel demodulators (HAKE fingers). The optimum
demodulator forms the summation of weighted, phase-adjusted, and delay-adjiisied

L

components, and makes final detection of the kth user's signal.
CDMA provides soft handoff. As the mobile station moves to the edge of its

home cell, the adjacent base station assigns a modem to the call, while the current
base station continues to handle the call. The call is handled by both base stations

14
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on a make-before-break basis. The mobile station will receive the transmission from
the two base stations as additional multipaths Its in the RAKE receiver and will process
them as one signal. In the proposed smart antenna receiver, RAKE fingers search
the strongest. I. paths from both base stations. In each finger only one path is
demodulated as the desired signal, all others are treated as interference, which is
similar to regular multipath combining. `Therefore, the proposed receiver structure
can also work well during the soft handoff.

4.6 Numerical Results
Computer simulations are used to show the operat ion of the proposed smart antenna,
and to examine the receiver performance improvement due to the smart antenna. The
following assumptions are made in the simulations:
1. Three resolvable paths for each signal arc present, the relative delay between
paths from the same base station is four chip intervals. In each of the RAKE
fingers, there are one desired signal path and two interfering paths (selfinterference) from home base station, as well as three interfering paths from
each of six neighboring base stations.
2. The signals at two antenna elements have complex Gaussian channels with
cross-correlation a.
3. Slow fading is assumes, and t lie channels are constant during one symbol
interval Ts.
4. The distances between the mobile station and neighboring base stations Dj are
modeled as uniformly distributed from Ro to 3Ro, where Ro is the radius of
the cell.

Figure 4.5 Smart antenna receiver at kth user's CDMA mobile station.
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5. The distance between the mobile station and the home base station is (2/3)R0 ,
and the received signal power at the mobile station is proportional to 1/D4j
6. The short code is generated from the LFSR with tap polynomials in (4.1).
7. 20 percent of total transmitted power from each base station is used for pilot
channel, the users' information channels equally share the other 80 percent. of
the transmitted power.
8. Assume
no prior knowledge of the channel information, and the initial weight
s1(0)=1.

To see clearly the performance improvement. due to the proposed smart antenna
receiver, we examine three different receiver models:
1. One antenna. followed by RAKE demodulator.
2. Two antennas with maximal ratio combining (MRC) followed by RAKE
demodulator.
3. Proposed smart antenna. followed by RAKE demodulator.
In Figure 4.6, we assumed 20 active users per cell, the curves are obtained from
200 Monte Carlo runs. The signal channels at Iwo antenna elements are assumed
uncorrelated
the curves
(a = 0). For receivers
depict
1 and 2 , the average
out put SINR over symbols 1 to 20. For the receiver with smart antenna, the
curve depicts the output SINR at b(k) of Figure 4.5 is averaged over symbols 1 to 5,
while taking the initial beam steering weight s1 = 1. Starting from symbol 6, the smart antenna uses
the proposed algorithm to control the weight1,s and the output SINR is averaged
over symbols 6 to 20. This curve shows that after the weight (s1 ) correction starts,
the receiver with the proposed smart antenna achieves 1.5 dB and 3.5 dB higher
output SINR compared to receivers l and 2, respectively.
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To see the capacity improvement due to the proposed receiver with smart,
antenna, Figure 4.7 depicts the simulation results of probability of symbol error.
Pe , versus number of users per cell, where the voice activity is assumed to be 37.5%.
For performance requirement Pe = 10-2 the system capacity is 22, 35 and 43 users
per cell for receivers 1, 2 arid 3, respectively. That. is, with receiver 3, the system
capacity increases by 95% and 23% conipared to receivers 1 and 2, respectively.
Next, we examine the effect of correlation between the received signals at two
antenna elements. Figure 4.8 shows the results for correlation coefficients a =
and 0.6. For comparison, the results with a = 0 are also plotted. The figure depicts
that even with a = 0.3 and 0.6, the performance of receiver 3 is almost the same as
in the case of a = 0 (cannot he distinguished in the figure), while the output SINR
of receiver' degrades by 0.3 dB and by 0.9 dB, respectively.

The effect of mobile station movement is also studied. Here the fading is modeled by the autoregressive (AR) process (see [51] for details):c j(i+1) = βcj(i) + ∆(i), where 0 < β < 1, and ∆(i) is AWGN with variance of corresponding element (1 - β2)|c jm(0)|2. For the mobile station speeds of 30 mph anti NI) mph, fi
becomes 0.995 and 0.986 respectively while other conditions stay unchanged. Since
the channel estimate is performed at each symbol, Figure 4.9 shows that even for it
fast moving mobile station (v = 60 mph), the proposed receiver also
obtain the same performance as for stationary it station.

4.7 Summary

Adaptive antenna array application for interference suppres ion at the mobile station of a wireles CDMA system was studied. A new algorithm utilizing home base station short code to generate a reference signal was proposed. The algorithm, besides facilitating interference suppres ion, adaptively controls the beam steering weight and thus overcomes the channel estimation error. It was shown that the beam
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steering weight error could be substantially reduced by this algorithm, and averaging
only on part of the PN short. code has small effect. Numerical results were presented
to illustrate the operation of the algorithm and the improvement of performance.
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Figure 4.6 Output. SINR versus iteration number with a = 0 and v = 0 mph

Figure 4.7 Probability of symbol error versus number of users per cell with a = 0
and v = 0 mph
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Figure 4.8 Output SIN R. versus iteration number with a. = 0, 0.3 and 0.6, v = 0
mph

Figure 4.9 Output SINR versus iteration number with a = 0, v = 0, 30 and 60 mph

CHAPTER. 5
CONCLUSIONS

In this dissertation, applications of adaptive antenna arrays in wireless CDMA

were

studied. Adaptive antenna arrays along with RAKE receivers provide space-time
processing, improves the CDMA system performance, and increases both the reverse
link and forward link capacity.
In Chapter 2, the system model of space-time adaptive processing in the reverse
link receiver was introduced. Two combining methods in joint space and time
domains were considered in the analysis. MRC maximizes the output SNP, while
OC maximizes SINR. The asymptotic efficiency and its worst. case result, known as
near-far resistance, were analyzed and their analytical expressions were derived. It
was shown that while MRC is not near-far resistant., joint. domain O(' is near-far
resistant when the number of cochannel interference sources is less than t he degrees
of STA P freedom. The STAP with OC can mitigate the CCI and thus improve the
system performance.
More detailed reverse link performance analyses were carried out in Chapter 3,
where the system performance was analyzed ill terms of outage probability and probability of bit error. Two different definitions of the outage were used in t he analyses,
one is for the instantaneous SIR, the other for Lill' average Sift. The performance
analyses included the following effects: STAP (joint domain MRC), Rayleigh lading,
PCE, voice activity, other cell interference, correlated shadowing, and pilot. tone.
The system capacity could be obtained in terms of both the number of users per
cell and Erlang per cell. New analytical expressions were derived and verified by
computer simulations. The results showed the performance loss due to PCE and
performance improvement by STA P.
Application of STAP in the forward link receiver was investigated in Chapter 4,
where a. novel receiver with smart antenna. (two antenna. elements) followed by a
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RAKE demodulator at the mobile station was proposed for interference suppression
and diversity combining. For the specific application of IS-95A CDMA, a new
algorithm was developed to utilize the pilot signal for adaptive control of the
beam steering weight and thus overcome the channel estimation error. Computer
simulations showed that the proposed smart, antenna structure outperforms the one
antenna receiver as well as the two-antenna receiver with M RC, and the capacity
improvement with 1% BER was 95% and 23%, respectively (two antennas are
uncorrelated). With certain correlation between the two antennas, output. SINR of
two-antenna receiver with MRC degraded while the proposed smart antenna receiver
had no performance loss.
Based on above studies of STAP, it is concluded that adaptive antenna arrays
could he among the strongest. candidates for further capacity improvement of wireless
CDMA systems. The exploitation of STAP is under active research in both research
institutions and industry. It is expected that. adaptive antenna array will be one of

the key elements for system performance improvement in the next. generation wireless
communication infrastructure.

APPENDIX A
DERIVATION OF THE NEAR-FAR RESISTANCE OF THE JOINT
DOMAIN OPTIMUM COMBINING
This

appendix derives the expressions given in (2.25) and (2.26). Utilizing (2.21),

one has

where the assumption of orthogonality in (2.16) is applied.
To derive the result of (2.26), we use the expression of (2.18). The second term

in

the max(•) function of (2.18) can be calculated as

Since the result in (A.2) is always greater than or equal to zero, the max(•) expression
in (2.18) is just equal to the second term. Thus, the near-far resistance of the joint
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domain OC expressed in (2.18) can be written as

(A .3)
which is the result in (2.26).

APPENDIX B
DERIVATION OF AVERAGE SIGNAL POWER AND
INTERFERENCE POWER OVER RAYLEIGH FADING
This appendix derives the expressions in (3.30) and (3.33). The expectation
expression at the right hand side of (3.29) can be written as

(B.1)
The first term in (13.1) is given by

(B.2)
where we used the assumption that c1m are i.i.d. RVs. Since the channel coefficient11c is assumed to be a complex symmetric Gaussian RV, with zero mean and E[|c11|2]=1, one can write c11=c11R+jc11I, where c11R and c11I are i.i.d. Gaussian RV (m~N c, σ2c) with mc = 0 and σ2c = ½. Therefore,

and

(B.3)
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The fourth moment. of Gaussian RV c11R is given by

(B.4)
Substituting (13.4) into (B.3), one has
(B.5)
Thus the first term in (B.1) is

(B.6)
The second term in (B.1) can be written as

(B.7)
Applying (13.6) and (13.7) in (B.1), one has

(13.8)
Using (13.8) in (3.29), one obtains (3.30).
For the expression in (3.33), we have

(13.9)
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Since c1m, cpm, c1i and pic (i ≠ m) are independent Gaussian RVs, with zero mean, the second term in (B.9) is equal to zero. Thus

(B.10)

APPENDIX C
GLOSSARY OF ABBREVIATIONS
AMPS: advanced mobile phone system
AR: autoregressive
ARQ:
AWGN:

automatic repeat request.

additive white Gaussian noise

BER: bit error rate
BPSK: binary phase-shift keying
CCI: cochannel interference
CDF: cumulative distribution function
CDMA: code-division multiple access
DMI: direct matrix inversion
FDMA: frequency-division multiple access
CPS: global positioning system
GSC: generalized sidelobe canceller
i.i.d.:

independent, identically distributed

LMS:

least, mean square

LFSR: linear feedback shift register
MIL: matrix inversion lemma
MLSR: maximum-length shift-register
MRC: maximal ratio combining
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NRZ: nonreturn-to-zero
OC: optimum combining
PCE: power control error
PCS: personal communications systems
PDF: probability density function
PN: pseudo-noise
RLS: recursive least square
RV:

random variable

SINR: signal-to-interference plus noise ratio
SIR: signal-to-interference ratio
SNR: signal-to-noise ratio
STAP:

space-time adaptive processing

TDMA: time-division multiple. access
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