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Abstract
We establish the Alexandroff–Bakelman–Pucci estimate, the Harnack inequality, and the
Ho¨lder continuity of solutions to degenerate parabolic equations of the non-divergence form
Lu :¼ xa11uxx þ 2
ﬃﬃﬃ
x
p
a12uxy þ a22uyy þ b1ux þ b2uy  ut ¼ g ð*Þ
on xX0; with bounded measurable coefﬁcients. We also establish similar regularity results in
the corresponding elliptic case.
r 2002 Published by Elsevier Science (USA).
1. Introduction
This paper concerns with the regularity of solutions to degenerate parabolic
equations of the non-divergence form
Lu :¼ xa11uxx þ 2
ﬃﬃﬃ
x
p
a12uxy þ a22uyy þ b1ux þ b2uy  ut ¼ g ð1:1Þ
on xX0; with bounded measurable coefﬁcients which satisfy the weak ellipticity
condition
aijxixjXljxj2 ð1:2Þ
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for some l > 0; and the lower bound b1Xn > 0: More precisely, we will establish the
Alexandroff–Bakelman–Pucci estimate, the Harnack inequality, and the Ho¨lder
continuity of solutions to Eq. (1.1), generalizing the classical results of Krylov and
Safonov [KS] and Tso [T], for the strictly parabolic case. Because of the degeneracy
of Eq. (1.1) one needs to scale all estimates according to a suitable to the problem
singular metric s: This allows us to obtain sharp results.
The existence of regular solutions to the Dirichlet problem of (1.1) has been shown
by Kohn and Nirenberg [KN] and, for a more general class of equations with smooth
coefﬁcients, by Lin and Tso [LT]. In both [KN,LT] their authors also established
global L2-estimates of solutions of (1.1) in suitable weighted Sobolev norms. The
applications of such degenerate problems to probability theory [F1,F2] was
commented in [KN].
Our motivation for the study of (1.1), besides its own interest, arises from the
regularity question of the free-boundary problem associated with the Gauss
Curvature ﬂow with ﬂat sides. This is the ﬂow describing the deformation of a
weakly convex compact surface S in R3 by its Gaussian Curvature [H,DH1]. If the
initial surface S has ﬂat sides, then the parabolic equation describing the motion of
the hypersurface becomes degenerate where the curvature becomes zero. Hence, the
junction curve G between each ﬂat side and the strictly convex part of the surface,
where the equation becomes degenerate, behaves like a free-boundary propagating
with ﬁnite speed. Assuming that the surface S near the interface is represented by a
graph z ¼ f ðx; y; tÞ; the function f evolves the fully non-linear equation
ft ¼ det D
2f
ð1þ jDf j2Þ3=2
: ð1:3Þ
The ﬂat side is the region S1ðtÞ ¼ fðx; y; tÞ j f ðx; y; tÞ ¼ 0g: Daskalopoulos and
Hamilton [DH1], showed the existence of a smooth, up to the interface, solution of
(1.3), under the initial assumption that g ¼ ﬃﬃﬃﬃﬃ2fp vanishes linearly at the interface
and hence the equation for gðx; y; tÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2f ðx; y; tÞp has a linear degeneracy. A simple
local coordinate change from ðx; y; gðx; y; tÞÞ to ðhðz; y; tÞ; y; zÞ transforms the free-
boundary g ¼ 0 into the ﬁxed hyperplane z ¼ 0: Moreover, h satisﬁes the fully non-
linear equation of
ht ¼
zðh2zy  hzzhyyÞ þ hzhyy
ðz2 þ h2z þ z2h2yÞ3=2
ð1:4Þ
and its linearized equation satisﬁes a degenerate equation of type (1.1), under
suitable conditions. The short time existence of a smooth up to the interface solution
z ¼ gðx; y; tÞ in [DH1] is based on sharp C2;as a priori Schauder estimates for
solutions of (1.1) with Cas -coefﬁcients. Let us emphasize that due to the degeneracy
of the equation the Ho¨lder spaces are scaled according to a suitable to the problem
singular metric s:
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In [DL2], the authors have recently shown that the function z ¼ gðx; y; tÞ will
remain smooth up to the interface, for all time 0otoTc; with Tc denoting the
vanishing time of the ﬂat side. By means of ﬁrst and second a priori derivative
bounds it is shown in [DL2] that each ﬁrst order derivative of z ¼ hðx; y; tÞ satisﬁes
an equation of form (1.1). Therefore, the Ho¨lder continuity result, Theorem 3.1 in
Section 3, implies that h is of class C1;a; which constitutes the basic regularity
estimate in [DL2].
The known proofs of the Alexandrov–Bakelman–Pucci estimate, the Harnack
Inequality and Ho¨lder continuity for solutions to uniformly elliptic and parabolic
equations in non-divergence form [KS,T,CC,W1,W2,GT] do not generalize in this
case due to the degeneracy of Eq. (1.1). To obtain sharp Ho¨lder estimates, one needs
to scale all spaces according to a suitable singular metric.
Similar regularity questions arise in the free-boundary problem associated to the
porous medium equation [DH2,K]
ft ¼ fDf þ njDf j2; n > 0 ð1:5Þ
satisﬁed by the pressure f of a gas through a porous medium. Indeed, Daskalopoulos
et al. [DHL] showed the all-time CN regularity of solutions to (1.5) with root
concave initial data, based on Ho¨lder a priori estimates of solutions to degenerate
equations of the divergence form
xnDRn1u  xsn @xnðx1þsn aj@juÞ  ut ¼ g: ð1:6Þ
Such estimates were shown by Koch [K], via a Moser’s iteration argument,
appropriately scaled according to a suitable for the problem singular metric s: Local
a priori C2;as -estimates for degenerate equations of the form
Lu :¼ xða11uxx þ 2a12uxy þ a22uyyÞ þ b1ux þ b2uy  ut ¼ g ð1:7Þ
with Cas -coefﬁcients satisfying the ellipticity condition (1.2) and the lower bound
b1Xn > 0; were shown in [DH2], as the main step on establishing the short time
existence of a smooth up to the interface solution of (1.5) with suitable C2;as initial
data. Because of the degeneracy of the equation, all the estimates in [DH2] are scaled
according to an appropriate singular metric s:
All the above results generalize in dimensions n > 2: The question of Ca-regularity
of solutions to the non-divergence form Eqs. (1.7) with bounded measurable
coefﬁcients satisfying (1.2) and b1Xn > 0; is still an open problem. One also may ask
similar questions on various other types of degeneracy of the form
Lu :¼
Xn
i¼1
xai xaj aijuii þ
Xn
i¼1
biui þ cu  ut ¼ g: ð1:8Þ
Let us also mention that the Ca; C1þa and C2þa regularity of solutions to
degenerate elliptic equation of the type of (1.7) in the case that b1p0 has been
established by Lin and Wang [LW].
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We will assume throughout this paper that the coefﬁcients of the operator L in
(1.1) satisfy the bounds
aijxixjXljxj2 8xAR2\f0g ð1:9Þ
and
jaij j; jbijpl1 ð1:10Þ
and
2b1
a11
Xn > 0 ð1:11Þ
for some constants 0olo1 and 0ono1: Eq. (1.11) will guarantee the ellipticity
since xuxx and ux are competing to each other as x goes to 0. It also ensure the
comparison principle even though xuxx ¼ 0 at x ¼ 0: The comparison principle holds
without prescribing the values of u on x ¼ 0; which makes x ¼ 0 a part of interior
points with respect to the operator L in (1.1).
We will begin, in Section 2 by establishing the Alexandroff–Bakelman–Pucci
estimate, the Harnack estimate and the Ho¨lder continuity of solutions to the
corresponding elliptic equations
Lu :¼ xa11uxx þ 2
ﬃﬃﬃ
x
p
a12uxy þ a22uyy þ b1ux þ b2uy ¼ g ð1:12Þ
under the same assumptions (1.9)–(1.11) on its coefﬁcients. In Section 3 we will show
how the elliptic results generalize to the parabolic case.
Let us emphasize again that all of our proofs in Sections 2 and 3 generalize to
higher dimensions nX3:
2. The elliptic case
Let ðx0; y0Þ be a point in R2; with x0X0: For any number r > 0; let us denote by
Crðx0; y0Þ the cube
Crðx0; y0Þ ¼ fðx; yÞ : xX0; jx  x0jpr; jy  y0jprg:
Let us also denote by m the measure
dm ¼ xn21 dx dy: ð2:1Þ
Our goal is to prove the following result:
Theorem 2.1. Assume that the coefficients of the operator L are smooth on
Crðxo; yoÞ; r > 0; and satisfy bounds (1.9) and (1.11). Then, there exist a number
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0oao1 so that, for any ror
jjujjCas ðCrðx0;y0ÞÞpCðr; rÞ jjujjcðCrðx0;y0ÞÞ þ
Z
Cr
g2 dm
 !1=20@
1
A
for all smooth functions u on Crðx0; y0Þ for which Lu ¼ g:
From now on we will assume that the operator L satisﬁes conditions (1.9) and
(1.11). Throughout this section we will denote by s the variable
s ¼ ﬃﬃﬃxp :
The operator L can be expressed in the ðs; yÞ variables as
Lsu :¼ a11
4
uss þ a12usy þ a22uyy þ a11
4s
2b1
a11
 1
 
us þ b2uy;
and hence introducing the new elliptic coefﬁcient matrix
a˜11 a˜12
a˜12 a˜22
 !
¼
a11
4
a12
2
a12
2
a22
0
B@
1
CA
the operator Ls takes the form
Lsu ¼ a˜11uss þ 2a˜12usy þ a˜22uyy þ a˜11
s
b1
2a˜11
 1
 
us þ b2uy: ð2:2Þ
The matrix a˜ij satisﬁes
*ljxj2pa˜ijxixjp*l1jxj2 8xAR2\f0g ð2:3Þ
with *l ¼ l=4 and
jbijpl1 and b1
2a˜11
Xn > 0 ð2:4Þ
with 0ono1: We will also denote by %Ls our model operator
%Lsu ¼ uss þ uyy þ ðn 1Þ us
s
which may also be expressed in the form
%Lsu ¼ s1n½sn1uss þ uyy:
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2.1. Alexandrov–Bakelman–Pucci estimate
Let us consider the new variable z ¼ s
2n
2 n: Then
dz
ds
¼ s1n
implying that
%Lsu ¼ s2ð1nÞuzz þ uyy:
Pick a point ðs0; y0Þ such that s0X0 and for r > 0 we deﬁne the cube
Crðs0; y0Þ ¼ fðs; yÞ : sX0; js  s0jpr; jy  y0jprg:
Consider the gradient map Z ¼ ðuz; uyÞ in the ðz; yÞ variables, and deﬁne the set
Gþ ¼ ðs; yÞABr : @ðuz; uyÞ
@ðz; yÞ p0; uzp0
 
: ð2:5Þ
We will show the following Alexandrov–Bakelman–Pucci maximum principle for
solutions of Eq. (1.12). Our arguments follow the ideas in the proof of Theorem 9.1
in [GT]. However, because of the degeneracy of Eq. (1.12) we need to scale the
estimates differently. To simplify the notation, we will denote in the next two
Theorems by ðaijÞ the matrix ða˜ijÞ and by l the number *l:
Theorem 2.2. Let u be a classical subsolution of equation
Lsu :¼ a11uss þ 2a12usy þ a22uyy þ a11
s
b1
2a11
 1
 
us þ b2uyXg ð2:6Þ
on Cr ¼ Crðs0; y0Þ; ro1; with coefficients satisfying conditions (2.3) and (2.4).
Assume in addition that up0 on fjs  s0j ¼ r; jy  y0j ¼ rg-Crðs0; y0Þ: Then,
sup
Cr
uþpCðl; nÞr12rnðs0Þ
1
2
Z
Gþ
ðgÞ2ðs; yÞsn1 ds dy
 1=2
with
rnðs0Þ ¼ ðs0 þ rÞ2n  s2n0 : ð2:7Þ
Proof. Assume that uþ takes a positive maximum
M ¼ max
Cr
uþ
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at the point ðs; yÞ and let rn be the distance deﬁned by (2.7). Consider the set Gþ
deﬁned by (2.5). Let us observe that since u is a classical subsolution of (2.6), and
therefore at least C2-smooth up to x ¼ 0; we have us ¼ 2sux ¼ 0 at s ¼
ﬃﬃﬃ
x
p ¼ 0 and
in addition uz ¼ sn1us ¼ 2snux ¼ 0 at s ¼ z ¼ 0: In particular, this implies that
fusp0g ¼ fuzp0g: Then, a simple geometric argument shows that
D ¼  cM
rnðs0Þ
; 0
 
 cM
r
;
cM
r
 
CZðGþÞ
for some uniform constant c; where ZðGþÞ denotes the image of Gþ under the
gradient map Z ¼ ðuz; uyÞ: Hence
jDjpjZðGþÞj ¼
Z
Gþ
det
@Z
@ðs; yÞ
 
ds dy: ð2:8Þ
On the other hand
jZðGþÞj ¼
Z
Gþ
det
@Z
@ðs; yÞ
 
ds dy ¼
Z
Gþ
det
@Z
@ðz; yÞ
 
dz
ds

ds dy
¼
Z
Gþ
det
@Z
@ðz; yÞ
 
s1n ds dy ¼
Z
Gþ
juzzuyy  u2zyjs1n ds dy
¼
Z
Gþ
js2ð1nÞuzzuyy  ðs1nÞ2u2zyjsn1 ds dy
¼
Z
Gþ
jdetEjdm ð2:9Þ
with dm ¼ sn1ds dy and
E ¼ s
2ð1nÞuzz s1nuzy
s1nuzy uyy
 !
¼ uss þ
ðn 1Þus
s
usy
usy uyy
0
@
1
A:
Since,
@ðuz;uyÞ
@ðz;yÞ p0 on Gþ;EX0; i.e., jdet Ej ¼ detðEÞ: Hence, by formula (9.10) in
[GT] and (2.6), we conclude
2½detðaijÞ  detðEÞ
1
2
p a11 uss þ ðn 1Þus
s
 
þ 2a12usy þ a22uyy
 
p a11uss þ 2a12usy þ a22uyy þ
a11½ b12a11  1
s
us þ
a11½n b12a11
s
us
 !
pg þ jb2jjuyj þ
a11½n b12a11
s
us
 !
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The last term in the above estimate is actually equal to zero, since uz ¼ us=sp0 on
Gþ and n b1
2a11
p0 by condition (2.4). Hence
2½detðaijÞ  jdet Ej
1
2pg þ jb2jjuyj:
Ho¨lder’s inequality then implies the estimate
2½detðaijÞ  jdet Ej
1
2pðk2ðgÞ2 þ jb2j2Þ
1
2  ðk2 þ juyj2Þ
1
2
for all numbers k > 0: Using the bound detðaijÞXl2 we then conclude the bound
jdetEj12  ðk2 þ juyj2Þ
1
2p12 l1ðk2ðgÞ2 þ jb2jÞ
1
2: ð2:10Þ
Considering the function G on R2 deﬁned by
Gðx; zÞ ¼ ðk2 þ x2Þ1;
instead of (3.4) we have the formula
Z
D
Gp
Z
Gþ
GðZÞ @Z
@ðs; yÞ

ds dy ¼
Z
Gþ
ðk2 þ u2yÞ1jdet Ejdm: ð2:11Þ
Combining (2.10) and (2.11) and using the bound jb2jpl1; we obtain the estimateZ
D
Gp 1
4l2
Z
Gþ
ðk2ðgÞ2 þ l2Þ dm: ð2:12Þ
To compute the integral
R
D
G; let us recall that D ¼ ½ cMrnðs0Þ; 0  ½
cM
r ;
cM
r ; so that
Z
D
GX
Z 0
cM
rnðs0Þ
Z cM
r
cMr
ðk2 þ x2Þ1 dx dz
X
cr
rnðs0Þ
Z
BcM
r
ðk2 þ x2 þ z2Þ1 dx dz
¼ cr
rnðs0Þ
log 1þ c
2k2M2
r2
 
ð2:13Þ
for some small constant c ¼ cðl; nÞ > 0: From (2.12) and (2.13) we obtain
cr
rnðs0Þ
log 1þ c
2k2M2
r2
 
p 1
4l2
Z
Gþ
ðk2ðgÞ2 þ l2Þ dm:
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Let us set k by k2 ¼ l2 RGþ ðgÞ2 dm in the above estimate so that
1
4l2
Z
Gþ
ðk2ðgÞ2 þ l2Þ dm
¼ 1
4l4
1þ
Z
Gþ
dm
 
pCðlÞ 1þ
Z
Cr
sn1 ds dy
 !
pCðl; nÞ
for some constant C ¼ Cðl; nÞ: Combining the above we conclude that
r
rnðs0Þ
log 1þ c
2k2M2
r2
 
pCðl; nÞ:
Since a ¼ rrnðs0ÞX1; when s0o1 and ro1; the estimate a logð1þ xÞXlogð1þ axÞ then
implies that
log 1þ c
2k2M2
rrnðs0Þ
 
pCðl; nÞ:
Exponentiating, we ﬁnally obtain the estimate
MpCðl; nÞr12rnðs0Þ
1
2
Z
Gþ
ðgÞ2 dm
 1
2
ﬁnishing the proof of the Theorem. &
Replacing u by u in the above theorem and deﬁning the set
G ¼ ðs; yÞACr : @ðuz; uyÞ
@ðz; yÞ X0; uzX0
 
we obtain:
Theorem 2.3. Let u be a classical supersolution of equation
Ls :¼ a11uss þ 2a12usy þ a22uyy þ a11
s
b1
2a11
 1
 
us þ b2uypg ð2:14Þ
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on Cr ¼ Crðs0; y0Þ; with coefficients satisfying conditions (2.3) and (2.4). Assume in
addition that uX0 on fjs  s0j ¼ r; jy  y0j ¼ rg-Crðs0; y0Þ: Then,
sup
Cr
upCðl; nÞr12rnðs0Þ
1
2
Z
G
ðgþÞ2ðs; yÞsn1 ds dy
 1=2
with rnðs0Þ as in (2.7).
2.2. The barrier function
We will construct, in this paragraph, an important, for our purpose, barrier
function. A similar function was introduced by Caffarelli [C]. To simplify the
computations in this paragraph we will go back to the original ðx; yÞ variables,
assuming that L satisﬁes conditions (1.9)–(1.11). We begin by introducing a new
distance function. For a point ðx0; y0ÞAR2; with 0px0p1; let us deﬁne the distance
function dg by
d2g ððx; yÞ; ðx0; y0ÞÞ ¼ ð
ﬃﬃﬃ
x
p  ﬃﬃﬃxp 0Þ2 þ g2ðy  y0Þ2 ð2:15Þ
with
g2 ¼ nl
10
:
Recall that 0olo1 is the ellipticity constant and 0ono1 the positive constant so
that (1.11) holds. Notice that in the ðs; yÞ variables, with s ¼ ﬃﬃﬃxp the distance
function d2g may be expressed as
d2g ððs; yÞ; ðs0; y0ÞÞ ¼ ðs  s0Þ2 þ g2ðy  y0Þ2:
For r > 0; let Qrðx0; y0Þ denote the cube
Qrðx0; y0Þ ¼ fðx; yÞ : xX0; j
ﬃﬃﬃ
x
p  ﬃﬃﬃxp 0jpr; gjy  y0jprg
and let Brðx0; y0Þ denote the ball
Brðx0; y0Þ ¼ fðx; yÞ : xX0; dgððx; yÞ; ðx0; y0ÞÞprg:
Lemma 2.4. There exists a smooth function f on the half-space R2þ and positive
constants C and K > 1 depending only on the constants l and n; such that
fX0 on R2þ\B3 ﬃﬃ2p ðx0; y0Þ;
fX 2 in Q3
2
ðx0; y0Þ
8<
: ð2:16Þ
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and
LfpCx on R2þ; ð2:17Þ
where x ¼ %xðd2Þ is a continuous function on Rn with 0pxp1 and supp xCQ1
2
ðx0; y0Þ:
Moreover, fX K on R2þ:
Proof. To simplify the notation, let us set for any r > 0; Br ¼ Brðx0; y0Þ and
Qr ¼ Qrðx0; y0Þ: Introducing the new distance function
%d2 ¼ ðx  x0Þ
2
x þ x0 þ g
2 ðy  y0Þ2:
one can easily see that
dgp %dp
ﬃﬃﬃ
2
p
dg ð2:18Þ
since
j ﬃﬃﬃxp  ﬃﬃﬃﬃﬃx0p jp jx  x0jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x þ x0
p p
ﬃﬃﬃ
2
p
j ﬃﬃﬃxp  ﬃﬃﬃﬃﬃx0p j:
Deﬁne the function
f ¼ M1  M2ð %d2Þa on B4\B14
with a > 0 a sufﬁciently large constant, depending only on l and n; to be determined
in the sequel. One can choose M1 and M2; depending on l; n and a; so that
f  0 on %d ¼ 3
ﬃﬃﬃ
2
p
and f ¼ 2 on %d ¼ 3:
Hence, by (2.18)
fp0 on B4\B3 ﬃﬃ2p and f ¼ 2 on B3 ﬃﬃ2p =2\B1
4
:
It is possible to extend f as a smooth function f ¼ %fð %dÞ on R2þ in such a way that
(2.16) holds and also Lfp0 on R2þ\B4: This, in particular, will imply that
LfpCðn; lÞx on Q3
2
,ðR2þ\B3Þ:
Hence, it remains to show that LfpCðn; lÞx on B4\Q3
2
: Since B1
4
CQ3
2
; it is enough
to show that
Lfp0 on B4\B1
4
: ð2:19Þ
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To simplify the notation, let us set y ¼ %d2; so that
f ¼ M1  M2ya :
A direct computation shows that
Lf ¼ xa11 aM2
yaþ1
yxx  aðaþ 1ÞM2
yaþ2
y2x
 
þ a22 aM2
yaþ1
yyy  aðaþ 1ÞM2
yaþ2
y2y
 
 2 ﬃﬃﬃxp a12 aðaþ 1ÞM2
yaþ2
yxyy
 
þ b1 aM2
yaþ1
yx
 
þ b2 aM2
yaþ1
yy
 
i.e.,
Lf ¼ aM2
yaþ1
½xa11yxx þ a22yyy þ b2yy þ b1 aM2
yaþ1
yx
 
 aðaþ 1ÞM2
yaþ2
½xa11y2x þ 2
ﬃﬃﬃ
x
p
a12yxyy þ a22y2y
Notice ﬁrst that by the ellipticity condition (1.9) we have
xa11y
2
x þ 2
ﬃﬃﬃ
x
p
a12yxyy þ a22y2yXl½xy2x þ y2y:
Also, by direct calculation
yx ¼ ðx þ 3x0Þðx  x0Þðx þ x0Þ2
and yxx ¼ 8x
2
0
ðx þ x0Þ3
while
yy ¼ 2nl
10
ðy  y0Þ and yyy ¼ 2nl
10
:
Hence, using again the bounds (1.9)–(1.11), we obtain
Lfp aM2l
1
yaþ1
8xx20
ðx þ x0Þ3
þ 2nl
10
þ ðx þ 3x0Þðx  x0Þ
þ
ðx þ x0Þ2
þ 2nl
10
jy  y0j
" #
 naM2
yaþ1
ðx þ 3x0Þðx  x0Þ
ðx þ x0Þ2
" #
 2laðaþ 1ÞM2
yaþ2
xðx þ 3x0Þ2ðx  x0Þ2
ðx þ x0Þ4
þ 4n
2l2
100
ðy  y0Þ2
" #
: ð2:20Þ
Let us consider a point P ¼ ðx; yÞAB4\B1
4
: We will show that there exists a constant
a ¼ aðn; lÞ; sufﬁciently large, for which Lfp0 at P: We separate the two cases:
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Case 1: xp12x0: In this case, (2.20) implies that
Lfp aM2l
1
yaþ1
8x
x0
þ 2nl
10
jy  y0j
 
 naM2
yaþ1
3
8
 2
10
 
 2laðaþ 1ÞM2
yaþ2
9x
x0
 ðx  x0Þ
2
x þ x0 þ
4n2l2
100
ðy  y0Þ2
" #
: ð2:21Þ
Since dgððx; yÞ; ðx0; y0ÞÞX14 we have yXcðl; nÞ > 0: In addition
j ﬃﬃﬃxp  ﬃﬃﬃﬃﬃx0p j2X 1
32
or
ln
10
jy  y0j2X 1
32
:
When j ﬃﬃﬃxp  ﬃﬃﬃﬃﬃx0p j2X 132; one can deduce from (2.21) that
Lfp aM2
yaþ1
8l1x
x0
þ 2n
10
jy  y0j  n
10
 
 aðaþ 1ÞM2
yaþ1
c1ðn; lÞ x
x0
þ c2ðn; lÞðy  y0Þ2
 
p0
for a sufﬁciently large, depending only on l and n: On the other hand, when
ln
10
jy  y0j2X 132 the estimate (2.21) implies that
LfpaM2
yaþ1
½Cðn; lÞ  cðn; lÞðaþ 1Þp0
again for a ¼ aðl; nÞ sufﬁciently large.
Case 2: xX1
2
x0: Then for a point P ¼ ðx; yÞAB4\B1
4
where
1
4
pj ﬃﬃﬃxp  ﬃﬃﬃﬃﬃx0p j2 þ ln
10
jy  y0j2p4;
and with x0p1; (2.20) implies the estimate
LfpaM2
yaþ1
½Cðl; nÞ  ðaþ 1Þcðl; nÞp0
for a ¼ aðl; nÞ sufﬁciently large.
The following Lemma follows by simply rescaling the function f: &
Lemma 2.5. Given r > 0; there exists a smooth function fr on the half-space R
2
þ and
positive constants C and K > 1 such that
frX0 on R
2
þ\B3 ﬃﬃ2p rðx0; y0Þ;
frX 2 in Q3r
2
ðx0; y0Þ;
8<
: ð2:22Þ
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Lfrp
C
r2
xr; on R
2
þ; ð2:23Þ
where 0pxrp1 is a continuous function on Rn with supp xrCQr
2
ðx0; y0Þ: Moreover,
frX K on R2þ:
Proof. Let f ¼ %fð %d2Þ be the function constructed in the previous Lemma. Deﬁne the
function fr by
fr ¼ %f
%d
r
 
:
Then, clearly fr satisﬁes conditions (2.22). Moreover,
LfrðdÞ ¼
1
r2
L %f
d
r
 
implying condition (2.23). &
2.3. The Harnack inequality
Fix a point ðx0; y0ÞAR2þ and set s0 ¼
ﬃﬃﬃﬃﬃ
x0
p
: Let us now go back to the ðs; yÞ
variables (with s ¼ ﬃﬃﬃxp Þ assuming, throughout this section, that the operator Lsu is
deﬁned as
Lsu :¼ a11uss þ 2a12usy þ a22uyy þ a11
s
b1
2a11
 1
 
us þ b2uy ð2:24Þ
with Ls satisfying conditions (2.3) and (2.4). Denoting, for any r > 0; by Qrðs0; y0Þ
the cube
Qrðs0; y0Þ ¼ fðs; yÞ : sX0; js  s0jpr; gjy  y0jprg
we will show the following Harnack inequality for solutions to equation Lsu ¼ g:
Theorem 2.6. Let uX0 be a classical solution of equation Lsu ¼ g in Qrðs0; y0Þ; where
g is a bounded and continuous function on Qrðs0; y0Þ; 0oro1: Then,
sup
Qr
2
ðs0;y0Þ
upC inf
Qr
2
ðs0;y0Þ
u þ r12rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
0
@
1
A ð2:25Þ
with dm ¼ sn1 ds dy and rnðs0Þ given by (2.7).
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Theorem 2.6 follows as a direct consequence of the next basic for our purposes
Lemma.
Lemma 2.7. Let uX0 be a classical solution of equation Lsu ¼ g in
Q3
ﬃﬃ
2
p
rðs0; y0Þ; 0oro1; where g is a bounded and continuous function on
Q3
ﬃﬃ
2
p
rðs0; y0Þ: Then, there exists constants e0 and C depending only on l and n; such
that whenever infQr
8
ðs0;y0Þup1 and
r
1
2rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p rðs0;y0Þ;dmÞpe0;
then supQr
8
ðs0;y0Þ upC:
Let us begin the proof of Lemma 2.7 by showing the following corollary of
Theorem 2.3 and Lemma 2.5. In the sequel we will denote by jAjm the normalized
measure of a set A with respect to dm ¼ sv1ds dy; namely
jAjm ¼
gn
2
Z
A
sn1ds dy:
For future reference, let us notice that the measure jQrðs0; y0Þjm of the cube
Qrðs0; y0Þ is equal to
jQrðs0; y0Þjm ¼
gn
2
Z y0þrg
y0rg
Z s0þr
s
sn1ds dy ¼ ½ðs0 þ rÞn  %sn0r ð2:26Þ
with %s0 ¼ maxðs0  r; 0Þ:
Lemma 2.8. Let u be a classical supersolution of equation Lsupg in Q3 ﬃﬃ2p rðs0; y0Þ:
Then, there exist constants e0 > 0; 0oko1 and K > 1 so that if uX0 in Q3 ﬃﬃ2p rðs0; y0Þ
with infQ3r
2
ðs0;y0Þup1 and
r
1
2rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p rðs0;y0Þ;dmÞpe0 ; ð2:27Þ
then
jfupKg-Qrðs0; y0ÞjmXkjQrðs0; y0Þjm: ð2:28Þ
Proof. To simplify the notation, we will denote for any r > 0;Qr ¼ Qrðs0; y0Þ and
Br ¼ Brðs0; y0Þ; where
Brðs0; y0Þ ¼ fðs; yÞ : %dgððs; yÞ; ðs0; y0ÞÞprg:
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Set w ¼ u þ fr; where fr is the barrier function of Lemma 2.5, expressed in the ðs; yÞ
variables. Then,
Lswpg þ Cr2xr on B3
ﬃﬃ
2
p
r:
In addition, wX0 on @B3
ﬃﬃ
2
p
r; since uX0 on Q3
ﬃﬃ
2
p
r and frX0 on R
2\B3
ﬃﬃ
2
p
r: Also,
infQ3r
2
wp 1; since infQ3r
2
up1 and wp 2 on Q3r
2
: Hence, infB3 ﬃ2p r wp 1: We
therefore can apply the ABP estimate, Theorem 2.3, to conclude that
1p inf
B3
ﬃ
2
p
r
wpCðl; nÞr12rnðs0Þ
1
2
Z
G
ðg þ CxÞ2ðs; yÞsn1 ds dy
 1=2
with rnðs0Þ given by (2.7) and
G ¼ ðs; yÞAB3 ﬃﬃ2p r : @ðuz; uyÞ@ðz; yÞ X0; uzX0
 
; z ¼ s
2n
2 n:
Using that 0pxrp1 and supp xCQ2
r
; we conclude the estimate
1pCr
1
2rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p rðx0;y0Þ;dmÞ þ r12rnðs0Þ12 Cr2 jG-Qr2j
1
2
m:
Choosing e0 sufﬁciently small so that Cr
1
2rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p rðx0;y0Þ;dmÞp12; the previous
estimate implies the lower bound
1
2
pCr
3
2rnðs0Þ
1
2jG-Qr
2
j
1
2
m:
Observing also that wp0 on G so that uðxÞp fðxÞpK ; we ﬁnally conclude the
estimate
c
r3
rnðs0Þ
pjfupKg-Qr
2
jm:
Since jfupKg-QrjmXjfupKg-Qr
2
jm; to ﬁnish the proof of (2.28), it is enough to
show that for r sufﬁciently small
jQrðs0; y0Þjmp
Cr3
rnðs0Þ
: ð2:29Þ
Indeed, using (2.26) we have
dðrÞ :¼ rnðs0Þ
r3
 jQrðs0; y0Þj ¼ 2½ðs0 þ rÞ
2n  s2n0   ½ðs0 þ rÞn  %sn0
r2
:
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When s0p2r; then
dðrÞp2ð3rÞ
n  ð3rÞ2n
r2
pCðnÞ:
On the other hand, when s0 > 2r; then s0  rXrXs0=2; implying that
dðrÞp2½ðs0 þ rÞ
2n  s2n0   ½ðs0 þ rÞn  ðs0  rÞn
r2
pCðnÞs1n0 sn10 pCðnÞ
proving (2.29), therefore ﬁnishing the proof of the lemma. &
Before we proceed with the continuation of the proof of Lemma 2.7, we will state
the following Corollary of the well-known Caldero´n–Zygmund decomposition.
Starting with the cube Qrðs0; y0Þ; we split it into four cubes of half-size and we split
each one of these four cubes into four other cubes of half the size. Iterating this
process we obtain cubes called dyadic cubes. If Q is a dyadic cube different than
Qrðs0; y0Þ; we say that Q˜ is the predecessor of Q; if Q is one of the four cubes
obtained from dividing Q˜: Recalling that jAjm ¼ gn2
R
A s
n1 ds dy; we have the
following Lemma:
Lemma 2.9. Let ACBCQrðs0; y0Þ be measurable sets and 0odo1 such that
(a) jAjmpdjQrðs0; y0Þj; and
(b) If Q is a dyadic cube such that jA-Qjm > djQjm; then Q˜CB:
Then, jAjmpdjBjm:
Proof. The proof of this lemma is very similar to the standard case (see in [CC],
Lemma 4.2). We use the Caldero´n–Zygmund technique, following the lines of the
proof of lemma 4.2 in [CC]. By assumption we have that
jA-Qrðs0; y0Þjm
jQrðs0; y0Þjm
¼ jAjmjQrðs0; y0Þjm
pd:
We subdivide Qr into four dyadic cubes. If one of these cubes, Q; satisﬁes
jA-Qjm=jQjmpd; we then split Q into four dyadic cubes and we iterate this process.
In this way we ﬁnd a family of dyadic cubes, Q1;Q2;y (different from Qrðs0; y0ÞÞ
satisfying
jA-Qijm
jQijm
> d 8i
and such that if xe,Qi; then x belongs to a inﬁnite number of closed dyadic cubes
Q with diameters tending to zero and jA-Qijm=jQijmpdo1: Applying the Lebesgue
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differentiation theorem to wA with respect to the measure dm; and using that dm is
absolutely continuous with respect to the Lebesgue measure, we deduce that
wApdo1 for a.e. xe,Qi: Hence, AC,Qi except of a set of measure zero.
Consider the family of predecessors of the cubes Qi; and relabel them so that
fQ˜igiX1 are pairwise disjoint. Then, AC,Q˜i and from the way we chose the cubes
Qi; we have
jA-Q˜ijm
jQ˜ijm
pd 8i:
Since jA-Qijm=jQijm > d and (b) holds, we have that Q˜iCB; for every iX1: Hence
AC
[
iX1
Q˜iCB:
We conclude that
jAjmp
X
iX1
jA-Q˜ijmpd
X
iX1
jQ˜ijm ¼ dj,Q˜ijmpdjBjm;
ﬁnishing the proof of the Lemma. &
Lemma 2.10. There exist universal constants e0 > 0; 0oko1 and K > 1 so that if
uX0 is a supersolution of equation Lsupg in Q3 ﬃﬃ2p rðs0; y0Þ with infQ3r
2
ðs0;y0Þ up1 and g
satisfies (2.27), then
jfuXKjg-Qrðs0; y0Þjmpð1 kÞj jQrðs0; y0Þjm ð2:30Þ
for j ¼ 1; 2; 3;y :
As a consequence, we have, that
jfuXtg-Qrðs0; y0ÞjmpdtejQrðs0; y0Þjm 8t > 0; ð2:31Þ
where d and e are positive universal constants.
Proof. To simplify the notation, let us denote for any r > 0 by Qr ¼ Qrðs0; y0Þ: We
will proceed by induction. For j ¼ 1; (2.30) follows from (2.28). Suppose that (2.30)
holds for j  1 and set
A ¼ jfuXKjg-Qrjm and B ¼ jfuXKj1g-Qrjm:
We will apply Lemma 2.9. Clearly ACBCQr and
jAjmpjfu > Kg-Qrjmpð1 kÞjQrjm
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by Lemma 2.8. It remains to prove condition (b) in Lemma 2.9, that is we need to
show that if Q ¼ Qr
2i
ð%s; %yÞ is a dyadic cube such that
jA-Qjm > ð1 kÞjQjm; ð2:32Þ
then Q˜CB: Assume the opposite, namely that there exists a point P such that
PAQ˜ and uðPÞoKj1: ð2:33Þ
Consider the function
u˜ ¼ u
Kj1
:
Then u˜ satisﬁes
Lu˜pg˜ on Q3 ﬃﬃ2p lð%s; %yÞ
with g˜ ¼ g=Kj1 and l ¼ 1=2i: Also, notice that since PAQ˜CQ3l
2
ð%s; %yÞ; we have
inf
Q3l
2
ðs˜;y˜Þ
u˜puðPÞ
Kj1
p2:
It is easy to check that u˜ satisﬁes all the other hypotheses of Lemma 2.8, implying
that
jfu˜pKg-QjmXkjQjm
or equivalently
jfupKjg-QjmXkjQjm:
Hence
jQ-Ajm ¼ jfu > Kjg-Qjmpð1 kÞjQjm
contradicting (2.32). This ﬁnishes the proof of (2.30). The proof of (2.31) follows
immediately from (2.30) taking d ¼ ð1 kÞ1 and e such that 1 k ¼ Ke: &
Lemma 2.11. Let u be a classical subsolution of equation LsuXg in Q3
ﬃﬃ
2
p
rðs0; y0Þ:
Assume that g satisfies (2.27) and u satisfies (2.31). Then, there exist constants K0 > 1
and s > 1 such that for e as in (2.31) and y ¼ K0=ðK0  1Þ > 1; the following holds: if
iX1 is an integer and P ¼ ðs1; y1Þ is a point such that
PAQr
4
ðs0; y0Þ ð2:34Þ
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and
uðPÞXyi1K0; ð2:35Þ
then
Qi :¼ QlirðPÞCQrðs0; y0Þ and sup
Qi
uXyiK0;
where li ¼ sKe=20 yei=2:
Proof. We follow the lines of the proof of Lemma 4.7 in [CC]. Take s > 0 and
K0 > 0 such that
ðiÞ 1
2
s2 >
122 d2e
n
and ðiiÞ sKe=20 þ dKe0 p
1
6
ð2:36Þ
with d and e as in (2.27). Assuming that supQi uoyjK0; we will derive a
contradiction. By (2.34) and (2.36) (ii), we have
Qlir=ð3
ﬃﬃ
2
p ÞðPÞCQlirðPÞCQrðs0; y0Þ:
Hence (2.31) implies
uXyi
K0
2
 
-Qlir=ð3 ﬃﬃ2p ÞðPÞ


m
p uXyi K0
2
 
-Qrðs0; y0Þ


m
pdyie K0
2
 e
jQrðs0; y0Þj: ð2:37Þ
Consider now the function
v ¼ yK0  u
yi1
 
½ðy 1ÞK0:
We claim that v satisﬁes the assumptions of Lemma 2.10 on Qlir=ð3
ﬃﬃ
2
p ÞðPÞ: Hence, by
(2.31) we conclude that
jfvXK0g-Qlir=ð3 ﬃﬃ2p ÞðPÞjmpdKe0 jQlir=ð3 ﬃﬃ2p ÞðPÞjm:
Since upyjK0=2 if and only if vXK0; we conclude that
upyj K0
2
 
-Qlir=ð3 ﬃﬃ2p ÞðPÞ


m
pdKe0 jQlir=ð3 ﬃﬃ2p ÞðPÞjm: ð2:38Þ
Combining (2.37) and (2.38) we obtain
jQlir=ð3 ﬃﬃ2p ÞðPÞjmpdyie K02
 e
jQrðs0; y0Þjm þ dKe0 jQlir=ð3 ﬃﬃ2p ÞðPÞjm: ð2:39Þ
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To estimate the ratio
R ¼ jQrðs0; y0ÞjmjQlir=ð3 ﬃﬃ2p ÞðPÞjm
from above, we apply formula (2.26) to show the estimate
jQrðs0; y0Þjmp½ðs0 þ rÞn  ðs0  rÞnr
and
jQlir=ð3 ﬃﬃ2p ÞðPÞjmX s1 þ lir3 ﬃﬃﬃ2p
 n
sn1
 
lir
3
ﬃﬃﬃ
2
p Xn s1 þ lir
3
ﬃﬃﬃ
2
p
 n1
lir
3
ﬃﬃﬃ
2
p
 2
;
when P ¼ ðs1; y1Þ: Combining the above we ﬁnd that
Rp 1
nr
½ðs0 þ rÞn  ðs0  rÞn s1 þ lir
3
ﬃﬃﬃ
2
p
 1n
3
ﬃﬃﬃ
2
p
li
 !2
: ð2:40Þ
When s0p2r; then ðs0 þ rÞn  ðs0  rÞnpð3rÞn and s1p9r=4 (since PAQr
4
ðs0; y0ÞÞ in
(2.40). Hence
Rp3
n
n
9
4
þ li
3
ﬃﬃﬃ
2
p
 1n
3
ﬃﬃﬃ
2
p
li
 !2
:
Using the bound li
3
ﬃﬃ
2
p p3=4 we conclude that
Rp3
n
3
ﬃﬃﬃ
2
p
li
 !2
if s0pr:
On the other hand, when s0X2r; the estimates
ðs0 þ rÞn  ðs0  rÞnpnrðs0  rÞn1pnr s0
2
 n1
and
s1 þ lir
3
ﬃﬃﬃ
2
p ps0 þ r
4
þ lir
3
ﬃﬃﬃ
2
p ps0 þ rp2s0
in (2.40), imply
Rp41n 3
ﬃﬃﬃ
2
p
li
 !2
if s0Xr:
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Combining both cases, and using that no1 we ﬁnally obtain the bound
R ¼ jQrðs0; y0ÞjmjQlir=ð3 ﬃﬃ2p ÞðPÞjmp
4
n
6
li
 2
¼ 1
n
12
li
 2
which in combination with (2.39) gives
l2i
122
pd
n
yie
K0
2
 e
þdKe0
l2i
122
:
Using (2.36) (ii) we conclude
1
2
l2i
122
pd
n
yie
K0
2
 e
:
The deﬁnition of li in the above estimate gives
s2
2
p12
2 d2e
n
a contradiction to (2.36)(i).
It remains to verify that v satisﬁes the assumptions of Lemma 2.10 on Q *rðPÞ; with
p˜ ¼ lir=ð3
ﬃﬃﬃ
2
p Þ: Clearly, the function v satisﬁes the equation Lvpg˜ on Q *rðPÞ; with
g˜ ¼  g
yi1ðy 1ÞK0
:
In addition v > 0 on Q *rðPÞ; since supQlirðPÞoy
iK0; by assumption. Also, (2.35)
implies that infQ *rðPÞp1: It remains 3 verify that
*r
1
2 *rnðs1Þ
1
2 jjg˜jjL2ðQ *rðPÞ;dmÞpe0
with *rnðs1Þ ¼ ðs1 þ *rÞ2n  s2n1 : Since
jjg˜jjL2ðQ *rðPÞ;dmÞ ¼
1
yi1ðy 1ÞK0
jjgjjL2ðQ *rðPÞ;dmÞ;
Q *rðPÞCQrðs0; y0Þ and g satisﬁes (2.27), it is enough to show that
*r
1
2 *rnðs1Þ
1
2
yi1ðy 1ÞK0
pr
1
2rnðs0Þ
1
2:
Let us ﬁrst estimate from above the ratio
Z ¼ *rnðs1Þ
rnðs0Þ
¼ ðs1 þ *rÞ
2n  s2n1
ðs0 þ rÞ2n  s2n0
:
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When s0pr=2; then s1p3r=4: Using also that *r ¼ lir=ð3
ﬃﬃﬃ
2
p Þp3r=4; we obtain
Zp ðs1 þ *rÞ
1n
*r
r2n  r
2
 2np
ð2rÞ1n lir
3
ﬃﬃﬃ
2
p
ð22n  1Þ r
2
 2np 8li3 ﬃﬃﬃ2p :
When s0Xr=2; then s1 þ *rps0 þ rp3 s0 implying the estimate
Zpð3s0Þ
1n
*r
s1n0 r
p liﬃﬃﬃ
2
p p 8li
3
ﬃﬃﬃ
2
p :
In both cases Zp8li=ð3
ﬃﬃﬃ
2
p Þp3lip3li: Therefore, if
z ¼ 3li
yi1ðy 1ÞK0
p1
the desired estimate holds. To show the last inequality, let us use that y > 1; y ¼
2ðy 1ÞK0 and li ¼ sKe=20 yei=2 to ﬁnd that
z ¼ 6sK
e=2
0 y
ei=2
yi
p6sKe=20 :
Hence, zp1; by (2.36) (ii), therefore ﬁnishing the proof of the lemma. &
We are now in position to give the proof of Lemma 2.7.
Proof of Lemma 2.7. By the assumptions of Lemma 2.7, and using Lemmas 2.8 and
2.10, one can easily show that u satisﬁes the hypotheses of Lemma 2.12. Since
li ¼ sKe=20 yei=2; with K0 > 1 and y > 1; there exists a large integer i0; depending
only on universal constants, such that
_
iXi0
lip
1
8
: ð2:41Þ
We claim that
sup
Qr
8
ðs0;y0Þ
upyi01K0
therefore ﬁnishing the proof of the lemma. To show this claim, we proceed by
contradiction. If the claim is not true, then there exists a point Pi0 with
Pi0AQr
8
ðs0; y0Þ and uðPi0ÞXyi01K0:
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In particular Pi0AQr
4
ðs0; y0Þ: Hence, by Lemma 2.11, there exists a point Pi0þ1 such
that
Pi0þ1AQli0rðPi0Þ and uðPi0þ1ÞXy
i0K0:
We can repeat this process, to obtain a sequence of points Pi; iXi0; such that
Piþ1AQlirðPiÞ and uðPiþ1ÞXyiK0 8iXi0
if we can actually show that each such point Pi satisﬁes
PiAQr
4
ðs0; y0Þ:
To this end, let Pi ¼ ðsi; yiÞ: Then, by (2.41) we have
jsi  s0jpjsi0  s0j þ
Xi1
k¼i0
jskþ1  skjpr
8
þ
X
kXi0
lkrp
r
4
and also
gjyi  y0jpgjyi0  y0j þ
Xi1
k¼i0
gjykþ1  ykjpr
8
þ
X
kXi0
lkrp
r
4
implying that PiAQr
4
ðs0; y0Þ; therefore ﬁnishing the proof of Lemma 2.7. &
Proof of Theorem 2.6. Let ð%s; %yÞ be a point in Qr
2
ðs0; y0Þ and set *r ¼ r=100 so that
Q3
ﬃﬃ
2
p
*rð%s; %yÞCQrðs0; y0Þ: One can easily check that, for any d > 0; the function
ud ¼ inf
Q *r
8
ð%s; %yÞ
u þ dþ e10 *r
1
2 *rnð%sÞ
1
2jjgjjL2ðQ3 ﬃ2p *rð%s; %yÞ;dmÞ
0
B@
1
CA
1
satisﬁes the hypotheses of Lemma 2.7 on Q3
ﬃﬃ
2
p
*rð%s; %yÞ: Hence by Lemma 2.7 we
conclude that supQ *r
8
ð%s; %yÞudpC; implying, after letting d-0; that
sup
Q *r
8
ð%s; %yÞ
upC inf
Q *r
8
ð%s; %yÞ
u þ *r12 *rð%sÞ
1
2jjgjjL2ðQ3 ﬃ2p *rð%s; %yÞ;dmÞ
0
B@
1
CA ð2:42Þ
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for a universal constant C: One can easily show, using the same arguments as in the
proof of Lemma 2.11, that
Z ¼ *rnð%sÞ
rnðs0Þ
pZ0
for some universal constant Z0: Hence, (2.25) follows from (2.42) via a standard
covering argument.
We ﬁnish this section with two important theorems (see also [GT,CC]). The ﬁrst
theorem is a weak Harnack estimate for non-negative supersolutions u of equation
Lsupg: &
Theorem 2.12. Let uX0 be a supersolution of equation Lsupg in Qrðs0; y0Þ; where g is
a bounded and continuous function on Qrðs0; y0Þ: Then, there exist universal constants
p0 > 0 and C such that
=
Z
Qr
4
ðs0 ;y0Þ
up0 dm
0
B@
1
CA
1
p0
pC inf
Qr
2
ðs0;y0Þ
u þ r12rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
8<
:
9=
; ð2:43Þ
with dm ¼ sn1 ds dy and rnðs0Þ given by (2.7).
Proof. Let uX0 be a supersolution of equation Lsupg in Q3 ﬃﬃ2p rð%s; %yÞ such that
infQ3r
2
ð%s; %yÞup1 and r
1
2rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p rð%s; %yÞ;dmÞpe0; with e0 as in Lemma 2.8. Then, by
Lemma 2.10, we have
jfuXtg-Qrð%s; %yÞjmpdtejQrð%s; %yÞjm:
As a consequence, for p0 ¼ e2; we obtainZ
Qrð%s; %yÞ
up0 dm ¼ p0
Z N
0
tp01jfuXtg-Qpð%s; %yÞjm
p p0
Z 1
0
tp01 dt þ
Z N
1
tp01te dt
 
jQrð%s; %yÞjm
¼CðeÞjQrð%s; %yÞjm: ð2:44Þ
Let ð%s; %yÞAQr
4
ðs0; y0Þ and *r ¼ r100 sufﬁciently small so that Q3 ﬃﬃ2p rð%s; %yÞCQrðs0; y0Þ:
Set
ud ¼ u dþ inf
Q3 *r
2
ð%s; %yÞ
u þ e10 *r
1
2 *rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p *rð%s; %yÞ;dmÞ
0
B@
1
CA;
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so that ud satisﬁes all the assumptions of Lemma 2.10 on Q3
ﬃﬃ
2
p
*rð%s; %yÞ: Hence
Z
Qrð%s; %yÞ
u
p0
d dm
 ! 1
p0
pCjQrð%s; %yÞj
1
p0
m :
The desired inequality (2.43) now follows via a standard covering argument. &
The last Theorem in this section is a local maximum principle for subsolutions u of
equation LsuXg:
Theorem 2.13. Let u be a subsolution of equation LsuXg in Qrðs0; y0Þ; where g is a
bounded and continuous function on Qr: Then, for any p > 0; we have
sup
Qr
2
ðs0;y0Þ
upCðpÞ =_Q3r
4
ðs0;y0Þ u
p dm
 !1
p
þr12rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
8><
>:
9>=
>; ð2:45Þ
with dm ¼ sn1 ds dy; rnðs0Þ given by (2.7), and CðpÞ a constant depending only on l; n
and p:
Proof. Let u be subsolution of equation LsuXg in Q3
ﬃﬃ
2
p
rð%s; %yÞ; where
r
1
2rnðs0Þ
1
2jjgjjL2ðQ3 ﬃ2p rð%s; %yÞ;dmÞpe0; with e0 as in Lemma 2.8. If, in addition,
uþALeðQrð%s; %yÞÞ with
jjuþjjLeðQrð%s; %yÞ;dmÞpd
1
e jQrð%s; %yÞj
1
e
then
jfuXtg-Qrð%s; %yÞjmpte
Z
Qrð%s; %yÞ
ðuþÞe dmpdtejQrð%s; %yÞjm
It follows that (2.31) holds for u and hence the proof of Lemma 2.7, which only
uses (2.31), implies that
sup
Q *r
8
ð%s; %yÞ
pC:
Rescaling, as in Theorem 2.12 we obtain (2.45) with p ¼ e: To obtain (2.45) for all
p > 0 we use interpolation. &
ARTICLE IN PRESS
P. Daskalopoulos, K.-A. Lee / Journal of Functional Analysis 201 (2003) 341–379366
2.4. Ho¨lder continuity
In this section we will present the proof of Theorem 2.2. First, under the same
notation as in the previous section, we will show the following continuity result:
Lemma 2.14. Let u be a classical solution of equation Lsu ¼ g in Qrðs0; y0Þ; where g is
a bounded and continuous function. Then, for a universal constant yo1; and a universal
constant C; we have
osc
Qr
2
ðs0;y0Þ
upy osc
Qrðs0;y0Þ
u þ Cr12rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ: ð2:46Þ
Proof. For any r > 0; set mr :¼ infQrðs0;y0Þ u; Mr :¼ supQrðs0;y0Þu and or :¼
oscQrðs0;y0Þu: Applying the Harnack inequality (2.25) to the non-negative functions
u  mr and Mr  u on Qrðs0; y0Þ we obtain
Mr
2
 mrpC mr
2
 mr þ r
1
2rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
 
and
Mr
2
 mr
2
pC Mr  Mr
2
þ r12rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
 
:
Adding both inequalities we get
or
2
þ orpC or  or
2
þ r12rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
 
which implies that
or
2
pC  1
C þ 1or þ
2C
C þ 1 r
1
2rnðs0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ:
We are now in position to prove our Ho¨lder continuity result. Theorem 2.1 is a
direct consequence of the next Theorem. &
Theorem 2.15. Let u be a classical solution of Eq. (2.24) in Qr0ðs0; y0Þ; where g is a
bounded and continuous function. Then, there exist positive constants C and ao1
2
;
depending only on l and n; such that
osc
Qrðs0;y0Þ
upCra ra0 sup
Qrðs0;y0Þ
juj þ r
1
2
a
0 ðs0 þ r0Þ
1
2jjgjjL2ðQrðs0;y0Þ;dmÞ
 !
: ð2:47Þ
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Proof. Set oðrÞ ¼ oscQrðs0;y0Þ u: By Lemma 2.14 we have
oðr=2ÞpyoðrÞ þ kðrÞ
with yo1 an absolute constant and
kðrÞ ¼ r12ðs0 þ r0Þ
1
2jjgjjL2ðQr0 ðs0;y0Þ;dmÞ:
Both functions o and k are non-decreasing. Hence, (2.47) follows by Lemma 8.23
in [GT]. &
3. The parabolic case
We will now extend the results of the previous section to the parabolic case. We
will consider degenerate equations of the form
Lu  ut ¼ g;
where L is the operator deﬁned given by (1.1)and satisfying conditions (1.9)–(1.11).
Denoting, for any number r > 0 and any point ðx0; y0; t0Þ; x0X0; by Cr ¼
Crðx0; y0; t0Þ the parabolic cube
Cr ¼ fðx; y; tÞ : xX0; jx  x0jpr2; jy  y0jpr; t0  r2ptpt0g
and by m the measure dm ¼ xn21dx dy; we will show the following analogue of
Theorem 2.1.
Theorem 3.1. Assume that the coefficients of the operator L are smooth on Cr; r > 0;
and satisfy bounds (1.9)–(1.11). Then, there exist a number 0oao1 so that, for any
ror
jjujjCarðCrÞpCðr; rÞ jjujjCðC1Þ þ
Z
Cr
g3ðx; tÞ dm dt
 !1=30@
1
A
for all smooth functions u on Cr for which Lu  ut ¼ g:
The proof of Theorem 3.1 follows the lines of the proof of the corresponding
elliptic result, Theorem 2.1. We will only present the proof of Alexandroff–
Bakelman–Pucci estimate, Theorems 3.2 and 3.3, and the proof of the existence of
the barrier function, Lemma 3.4, which differs from the elliptic case. The rest of the
results follow from the elliptic analogies in a standard manner, as in [W1,W2].
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3.1. Alexandrov–Bakelman–Pucci estimate
In this section we will show the parabolic version of the Alexandrov–Bakelman–
Pucci estimate, following the lines of the proof elliptic result, Theorem 2.2. The proof
of the ABP estimate in the strictly parabolic case was given by Tso [T]. As in
paragraph 2.1, because of the degeneracy of the equation, we introduce the new
variable z ¼ s2n
2n; so that
dz
ds
¼ s1n: Consider this time the gradient map
Zðz; y; tÞ ¼ ðuz; uy; u  ðzuz þ yuyÞÞ ð3:1Þ
so that
det
@Z
@ðz; y; tÞ
 
¼ ut det @
%Z
@ðz; yÞ
  
; %Zðz; yÞ ¼ ðuz; uyÞ ð3:2Þ
and set
Gþ ¼ ðs; y; tÞACr : @ðuz; uyÞ
@ðz; yÞ p0; uzp0; utX0
 
:
Denoting by Crðs0; y0; t0Þ the cube
Crðs0; y0; t0Þ ¼ fðs; yÞ : sX0; js  s0jpr; jy  y0jpr; t0  r2ptpt0g
for any point ðs0; y0; t0Þ with s0X0 and any r > 0; we will show the following
parabolic analogue of the Alexandrov–Bakel’man–Pucci maximum principle
(Theorems 2.2 and 2.3 of paragraph 2.1).
Theorem 3.2. Let u be a classical solution of equation Lsu  ut ¼ g on Cr ¼
Crðs0; y0; t0Þ; with coefficients satisfying conditions (2.3) and (2.4). Assume in addition
that up0 on fjs  s0j ¼ r; jy  y0j ¼ r; t  t0 ¼ r2g-Cr: Then,
sup
Cr
uþpCðl; nÞr23rnðs0Þ
1
3
Z
G
ðgÞ3ðs; y; tÞsn1ds dy dt dt
 1=3
with
rnðs0Þ ¼ ðs0 þ rÞ2n  s2n0 : ð3:3Þ
Proof. We will only give an outline of the proof, pointing out the differences from
the elliptic case. Let us suppose that uþ takes a positive maximum
M ¼ max
Cr
uþ
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at the point ðs; y; Þ and let rn be the distance deﬁned by (3.3) Then
D ¼  cM
rnðs0Þ
; 0
 
 cM
r
;
cM
r
 
 cM
r
;
cM
r
 
CZðGþÞ
for some uniform constant c; where ZðGþÞ denotes the image of Gþ under the
gradient map Z given by (3.1). Hence
jDjpjZðGþÞj ¼
Z
Gþ
det
@Z
@ðs; y; tÞ
 
ds dy dt: ð3:4Þ
On the other hand, (3.2) and the computations leading to formula (2.9), imply that
jZðGþÞj ¼
Z
Gþ
jut det Ejdm dt ð3:5Þ
with dm ¼ sn1 ds dy and
E ¼ s
2ð1nÞuzz s1nuzy
s1nuzy uyy
 !
¼ uss þ
ðn 1Þus
s
usy
usy uyy
0
@
1
A:
Since, utX0 and
@ðuz;uyÞ
@ðz;yÞ p0 on Gþ; jut detEj ¼ utðdet EÞ: Hence the estimate
3½ut detðaijÞ  ðdetEÞ
1
3p a11 uss þ ðn 1Þus
s
 
þ 2a12usy þ a22uyy  ut
 
implies the bound
3½ut detðaijÞ  jdet Ej
1
3pg þ jb2jjuyj
and by Ho¨lder’s inequality
3½ut detðaijÞ  jdet Ej
1
3pðk3ðgÞ3 þ jb2j3Þ
1
3  ðk32 þ juyj
3
2Þ23
for all numbers k > 0: Using the bound detðaijÞXl2 we then conclude the estimate
ðutjdet EjÞ
1
3  ðk32 þ juyj
3
2Þ23p1
3
l1ðk3ðgÞ3 þ jb2jÞ
1
3: ð3:6Þ
Hence, considering the function G on R3 deﬁned by
Gðx; z; tÞ ¼ ðk32 þ x32Þ2
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we have the formulaZ
D
Gp
Z
Gþ
GðZÞ det @Z
@ðs; y; tÞ
 
ds dy dt ¼
Z
Gþ
ðk32 þ u
3
2
yÞ2jut det Ejdm dt: ð3:7Þ
Combining (3.6) and (3.7) and using the bound jb2jpl1; we obtain the estimateZ
D
Gp 1
27l3
Z
Gþ
ðk3ðgÞ3 þ l3Þ dm dt: ð3:8Þ
To compute the integral
R
D
G; let us recall that D ¼ ½ cMrnðs0Þ; 0  ½
cM
r ;
cM
r  
½cMr ; cMr ; so that, similarly to (2.13) we obtainZ
D
G ¼ cr
rnðs0Þ
Z
BcM
r
ðk32 þ x32Þ2 dx dz dt
X
cr
rnðs0Þ
Z
BcM
r
ðk3 þ x3Þ1 dx dz dtX cr
rnðs0Þ
log 1þ c
3k3M3
r3
 
: ð3:9Þ
From (3.8) and (3.9) we obtain
cr
rnðs0Þ
log 1þ c
3k3M2
r3
 
p 1
27l3
Z
Gþ
ðk3ðgÞ3 þ l3Þ dm dt:
Let us set k by k3 ¼ l3 RGþðgÞ3 dm dt to ﬁnally conclude (after some calculations)
that
r
rnðs0Þ
log 1þ c
3k3M3
r3
 
pCðl; nÞ:
Since a ¼ rrnðs0ÞX1; when s0o1 and ro1; the estimate a logð1þ xÞXlogð1þ axÞ then
implies that
log 1þ c
3k3M3
r2rnðs0Þ
 
pCðl; nÞ:
Exponentiating, we ﬁnally conclude the estimate
MpCðl; nÞr23rnðs0Þ
1
3
Z
Gþ
ðgÞ3 dm dt
 1
3
ﬁnishing the proof of the theorem.
ARTICLE IN PRESS
P. Daskalopoulos, K.-A. Lee / Journal of Functional Analysis 201 (2003) 341–379 371
Replacing u by u in the above theorem and deﬁning the set
G ¼ ðs; yÞACr : @ðuz; uyÞ
@ðz; yÞ X0; uzX0; utX0
 
we obtain:
Theorem 3.3. Let u be a classical solution of equation
Ls :¼ a11uss þ 2a12usy þ a22uyy þ a11
s
b1
2a11
 1
 
us þ b2uy ¼ g
on Cr ¼ Crðs0; y0Þ; with coefficients satisfying conditions (2.3) and (2.4). Assume in
addition that uX0 on fjs  s0j ¼ r; jy  y0j ¼ r; t  t0 ¼ r2g-Cr: Then,
sup
Cr
upCðl; nÞr23rnðs0Þ
1
3
Z
G
ðgþÞ3ðs; y; tÞsn1ds dy dt
 1=3
with rnðs0Þ given by (3.3).
3.2. The barrier function
We will construct in this section a suitable barrier function, similar to the barrier
function introduced by Wang [W1]. This function will play an important role in the
proof of the Harnack estimate. To simplify the computations in this paragraph we
will go back to the original ðx; y; tÞ variables, assuming that L satisﬁes conditions
(1.9) and (1.11). Similarly to paragraph 2.2, for any two points ðx; yÞ and ðx0; y0Þ in
R2þ; we introduce the distance function dg deﬁned by
d2g ððx; yÞ; ðx0; y0ÞÞ ¼ ð
ﬃﬃﬃ
x
p  ﬃﬃﬃﬃﬃx0p Þ2 þ g2ðy  y0Þ2 ð3:10Þ
with g > 0 a sufﬁciently small constant depending on l; n; to be determined in the
sequel. Recall that 0ol; no1 the positive constant so that (1.11) holds. Notice that
in the ðs; yÞ variables, with s ¼ ﬃﬃﬃxp the distance function d2g can be expressed as
d2g ððs; yÞ; ðs0; y0ÞÞ ¼ ðs  s0Þ2 þ g2ðy  y0Þ2:
For r > 0; let Qrðx0; y0; t0Þ denote the cube
Qrðx0; y0; t0Þ ¼ fðx; yÞ : xX0; j
ﬃﬃﬃ
x
p  ﬃﬃﬃﬃﬃx0p jpr; gjy  y0jpr; t0  r2ptpt0g:
Also let us denote by Brðx0; y0Þ the ball
Brðx0; y0Þ ¼ fðx; yÞ : xX0; dgððx; yÞ; ðx0; y0ÞÞprg
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and by Krðx0; t0; y0Þ the parabolic cylinder
Krðx0; t0; y0Þ ¼ Brðx0; y0Þ  ðt0  r2; t0:
We will show the following analogue of Lemma 2.2 in [W1].
Lemma 3.4. For any point ðx0; y0ÞAR2 with 0px0p1 and any number 0orp1 let us
set K3
ﬃﬃ
2
p
r ¼ B3 ﬃﬃ2p rðx0; y0Þ  ð0; 18r2Þ; Q1r
2
¼ Qr
2
ðx0; y0; r24 Þ and Q23r
2
¼ Q3r
2
ðx0; y0; 10r24 Þ:
Then, there exists a function fr on K3
ﬃﬃ
2
p
r; such that
frX1 in Q
2
3r
2
frp0 on @pK3 ﬃﬃ2p r
8<
: ð3:11Þ
and
Lfr  ðfrÞtX0 on K3 ﬃﬃ2p r\Q1r
2
: ð3:12Þ
Moreover, we have
jjfrjjC1;1ðK3 ﬃ2p rÞpCðl; nÞr2 :
Proof. This lemma is the parabolic analogue of Lemma 2.5. As in the elliptic case,
we will ﬁrst show the lemma in the case that r ¼ 1: The general case will follow by an
appropriate dilation. Similarly to Lemma 2.4 we introduce the new distance function
%d2g ¼
ðx  x0Þ2
x þ x0 þ g
2ðy  y0Þ2;
which is equivalent to dg since
dgp %dp
ﬃﬃﬃ
2
p
dg: ð3:13Þ
Let us consider the function
oðx; y; tÞ ¼ ½18 %d2ððx; yÞ; ðx0; y0ÞÞLðx; y; tÞ
with
Lðx; y; tÞ ¼ 1
4pt
e
%d2ððx;yÞ;ðx0;y0ÞÞ
t :
For numbers 0ot0o1; m > 1 and l > 1; to be determined in the sequel, set
uðx; y; tÞ ¼ emtolðx; y; t þ t0Þ  Mðt0Þ
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with
Mðt0Þ ¼ supfolðx; y; t0Þ : %dððx; yÞ; ðx0; y0ÞÞX12g:
Then, it follows by (3.13) that up0 on @pK3 ﬃﬃ2p \Q11
2
: Moreover, we can
choose t0 sufﬁciently close to zero, depending only on g; such that we still have
u > 0 on Q23
2
:
To simplify the notation let us set yðx; yÞ ¼ %d 2ððx; yÞ; ðx0; y0ÞÞ; so that
o ¼ ð18 yÞL and L ¼ 1
4pt
e
y
t :
Also, let us set
Lu :¼ ut  Lu ¼ ut  ða˜ijuij þ biuiÞ
with
a˜11 a˜12
a˜21 a˜22
 !
¼ xa11
ﬃﬃﬃ
x
p
a12ﬃﬃﬃ
x
p
a21 a22
 !
:
A direct computation shows that
Lu ¼ emtol2fl½oðot  a˜ijoij  bioiÞ  ðl  1Þa˜ijoioj  mo2g
with
oi ¼  1
t þ t0 ð18 yÞ þ 1
 
Lyi and ot ¼ ð18 yÞL yðt þ t0Þ2
 1
t þ t0
" #
and
oij ¼  1
t þ t0 ð18 yÞ þ 1
 
Lyij þ 1
t þ t0
1
t þ t0 ð18 yÞ þ 2
 
Lyiyj:
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Combining the above we ﬁnd that
Lu ¼ lemtol2L2 ð18 yÞ2 yðt þ t0Þ2
 1
t þ t0 þ
1
t þ t0 a˜ijyij
"(
 1ðt þ t0Þ2
a˜ijyiyj þ 1
t þ t0 biyi 
m
l
#
þ ð18 yÞ a˜ij yij  2
t þ t0 yiyj
 
þ biyi
 
 ðl  1Þa˜ij 1þ 1
t þ t0 ð18 yÞ
 2
yiyj
)
: ð3:14Þ
Hence, using that l > 1; we obtain
Luplemtol2L2½ð18 yÞ2I þ ð18 yÞII 
with
I ¼ yðt þ t0Þ2
 1
t þ t0 þ
1
t þ t0 a˜ijyij 
1
ðt þ t0Þ2
a˜ijyiyj þ 1
t þ t0 biyi 
m
l
and
II ¼ a˜ijyij  2ðl þ 1Þa˜ij 1
t þ t0 yiyj þ biyi:
By Assumptions (1.9) and (1.11) we have
a˜ijyijpl1½xyxx þ yyy
and
a˜ijyiyjXl½xy2x þ y2y
while
jbijpl and b1Xnl
2
:
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Also, by direction computation
yx ¼ ðx þ 3x0Þðx  x0Þðx þ x0Þ2
and yxx ¼ 8x
2
0
ðx þ x0Þ3
while
yy ¼ 2g2ðy  y0Þ and yyy ¼ 2g2
and yxy ¼ 0: In particular one can observe that
jyj; jyxj; jyyj; jxyxxj; jyyyjpCðgÞ on K3 ﬃﬃ2p ðP0Þ
when x0; jy0jp1: Therefore, the term I can be easily estimated as
IpCðg; l; nÞ
t20
 m
l
p m
2l
for m
l
sufﬁciently large, depending only on g; l and n (since t0 depends only on g). The
term II can be estimated as
IIpl1½xyxx þ yyy þ jyyj þ yþx  
nl
2
yx  cðg; lÞðl þ 1Þ½xy2x þ y2y;
where yij and yi are given above. When dgððx; yÞ; ðx0; y0ÞÞX14; then one may the same
arguments as in the proof of Lemma 2.4 to deduce that IIp0; when g ¼ gðl; nÞ and
l ¼ lðl; nÞ are chosen sufﬁciently large. In the case where dgððx; yÞ; ðx0; y0ÞÞo14 we
have ð18 yÞXcðn; lÞ > 0 and hence
IIpCðn; lÞpCðn; lÞð18 yÞ
so that we still have
ð18 yÞ2I þ ð18 yÞIIpð18 yÞ2 m
2l
þ Cðn; lÞ
h i
p0
by choosing m sufﬁciently large.
Summarizing the above, we have constructed a function u satisfying Lup0 in
K3
ﬃﬃ
2
p and also such that up0 on @pK3 ﬃﬃ2p \Q11
2
u > cðn; lÞ > 0 on Q23
2
: Moreover, it is
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easy to observe that
jjujjC1;1pCðn; lÞ: ð3:15Þ
We can modify u in such a way that (3.15) still holds, Lup0 on K3 ﬃﬃ2p \Q11
2
; up0 at
@K3
ﬃﬃ
2
p and u > 0 in Q23
2
: Finally, setting
f ¼ u
infQ2
3
2
u
so that fX1 in Q23
2
; we conclude that f is the desired barrier function.
We have constructed above the barrier function f ¼ %fð %d; tÞ on K3 ﬃﬃ2p : To construct
the barrier function fr on K3
ﬃﬃ
2
p
r; for any 0oro1; we set
fr ¼ %frð %d; tÞ ¼ %f
%d
r
;
t
r2
 
:
Clearly
Lfr  ðfrÞt ¼
1
r2
ðLf ftÞX0 on K3 ﬃﬃ2p r\Q1r
2
and it also satisﬁes (3.11). Moreover, we have
jjfrjjC1;1ðK3 ﬃ2p rÞ ¼ 1r2jjfjjC1;1ðK3 ﬃ2p ÞpCðn; lÞr2
concluding that fr satisﬁes all the required conditions.
3.3. The Harnack inequality
Fix a point ðx0; y0; t0Þ with x0X0; and set s0 ¼ ﬃﬃﬃﬃﬃx0p : Let us now go back to the
ðs; yÞ variables (with s ¼ ﬃﬃﬃxp ) assuming, throughout this section, that u is a solution
of the equation
Lsu :¼ a11uss þ 2a12usy þ a22uyy þ a11
s
b1
2a11
 1
 
us þ b2uy  ut ¼ g ð3:16Þ
with Ls satisfying conditions (2.3) and (2.4). Denoting, for any r > 0; by Qrðs0; y0; t0Þ
the cube
Qrðs0; y0; t0Þ ¼ fðs; yÞ : sX0; js  s0jpr; gjy  y0jpr t0  rptpt0g
we have the following Harnack inequality for solutions to (3.16).
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Theorem 3.5. Let uX0 be a classical solution of Eq. (3.16) in Qrðs0; y0; t0Þ; where g is a
bounded and continuous function on Qrðs0; y0; t0Þ: Then,
sup
Qr
2
ðs0;y0;t03r
2
4
Þ
upC inf
Qr
2
ðs0;y0;t0Þ
u þ r32rnðs0Þ
1
2jjgjjL3ðQrðs0;y0;t0Þ;dmÞ
0
@
1
A ð3:17Þ
with dm ¼ sn1 ds dy dt and rnðs0Þ given by (3.3).
The proof of Theorem 3.5, based upon the A–B–P estimate, Theorem 3.3, and the
barrier function given in Lemma 3.4, follows along the lines of the proof of the
corresponding elliptic Theorem 2.6. One may now follow the proof of Theorem 2.1,
with the standard adaptations to the parabolic case to show Theorem 3.1.
We ﬁnish by stating the parabolic analogies of the weak Harnack estimate,
Theorem 2.12 and the local maximum principle Theorem 2.13.
To simplify the notation, let us set, for any r > 0;Qr :¼ Qrðs0; y0; t0Þ and Qr :¼
Qrðs0; y0; t0  3r24 Þ:
The ﬁrst Theorem is a weak Harnack estimate for non-negative supersolutions u
of equation Lsupg:
Theorem 3.6. Let uX0 be a supersolution of equation Lsupg in Qr :¼ Qrðs0; y0; t0Þ;
where g is a bounded and continuous function on Qr: Then, there exist universal
constants p0 > 0 and C such that
=_Qr
4
up0 dm
 ! 1
p0
pC inf
Qr
2
u þ r12rnðs0Þ
1
2jjgjjL2ðQr;dmÞ
0
@
1
A ð3:18Þ
with dm ¼ sn1 ds dy dt; and rnðs0Þ given by (3.3).
The last theorem in this section is a local maximum principle for subsolutions u of
equation LsuXg:
Theorem 3.7. Let u be a subsolution of equation LsuXg in Qr :¼ Qrðs0; y0; t0Þ; where g
is a bounded and continuous function on Qr: Then, for any p > 0; we have
sup
Qr
2
upCðpÞ =_Q3r
4
updm
 !1
p
þr12rnðs0Þ
1
2jjgjjL3ðQr;dmÞ
8><
>:
9>=
>; ð3:19Þ
with dm ¼ sn1ds dy dt; rnðs0Þ given by (3.3), and CðpÞ a constant depending only on l; n
and p:
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