Abstract: Arabic manuscripts are worthy sources of knowledge that have been highly underutilized. Because, the vast content of the Arabic manuscript and the need of getting information from them, in a fast, efficient, and accurate way, it is essential to develop a system that supports the retrieval procedure from them. In this paper, a Content-Based Image Retrieval (CBIR) system is proposed to retrieve the Arabic manuscript images. The system has three stages: Preprocessing, feature extraction, and feature similarity matching. The features extraction techniques are the effective step for the performance of CBIR system. For this reason, we propose to apply Binary Robust Invariant Scalable Key points (BRISK) and Speeded-up Robust Feature (SURF) as features extraction techniques. The Hamming distance with BRISK and Sum of square differences (SSD) with SURF are used at the matching stage. The results of proposed system show that for SURF the average Recall is 85% and average Precision is 77%. The average time is 207.3 seconds per image. For BRISK, the average Recall is 69% and average Precision is 68%. The average time is 256.7 seconds per image. The SURF features yield the best performance for Arabic manuscript retrieval. For better time performance of the system we propose to use parallel computing as a future work.
INTRODUCTION
The definition of a manuscript from Harrods's Librarians' Glossary is: "a document of any kind that written by hand or the text of music or literary composition in handwritten or typescript form, and which in that form, has not been reproduced in multiple copies" [1] . An Arabic manuscript is a handwriting document written in Arabic. These documents may contain marginal notes, signs, ink smears, etc., and these are of significant value as shown in the sample manuscript [2] in Fig. 1 .
The number of the digitized documents in an image form is increasing for the historical manuscripts [3] . Hence, image retrieval could be used to retrieve Arabic manuscripts. Image retrieval is a technique whereby similar images from a dataset that are visually similar to a given query image can be retrieved. It is a generic technique that can be applied to recover any image using the features of this image. There are two types of image retrieval: the text-based image retrieval and the ContentBased Image Retrieval (CBIR). Text -based image retrieval uses a text description in a retrieval system. CBIR is an automated and efficient system, which can retrieve and rank similar images. CBIR relies on computer vision techniques to solve the problem of searching for the digital image in a large dataset.
Arabic language in a manuscript has specific features such as diacritics, decanters, ascenders, and loops or holes. Also, it has many different morphologies of handwritten words. For these reasons, CBIR is a suitable technique that could be used to retrieve Arabic manuscripts. CBIR is also known as content-based visual information retrieval and query of image content.
CBIR has two main stages: feature extraction and feature matching. The extracted features may be global or local [4] . The global features describe the visual content of the image or the global image properties such as intensity histogram, mean and standard deviation values of pixel distribution. The local features describe the content of image region or specific image properties of local image region such as edges, corners, lines, and curves [5] . The local features are used to detect objects http://dx.doi.org/10.12785/ijcds/070604 http://journals.uob.edu.bh under occlusions, and they are invariant to scale as well as rotation changes. Figure 1 . An example of Arabic manuscript [2] In Arabic manuscript retrieval, the interest points or key point's features is a suitable local feature of the image. The most popular feature extraction techniques for a key point are SURF [6] and (BRISK) [7] . These features are used in the matching stage for image matching, similarity, and searching.
In this paper, we propose a CBIR system to retrieve Arabic manuscripts with the following contributions:
1) Collecting Arabic manuscripts image dataset. The collected dataset is classified to 29 different classes based on their sources.
2) Investigating two different local features extraction techniques, BRISK and SURF, for their suitability for Arabic manuscripts retrieval.
The rest of this paper is organized as follows: Section 2 presents the related work on Arabic manuscripts retrieval. Section 3 presents the collected Arabic manuscripts dataset. The proposed Arabic manuscripts CBIR system and its stages is explained in Section 4. Section 5 illustrates the experiments and implementation results. Finally, the conclusion and future work is drawn in section 6.
RELATED WORK
There are various techniques that addressed the problem of retrieving Arabic manuscripts, such as Optical Character Recognition (OCR), But the cursive nature of the Arabic script is a challenge for OCR systems [8] [9] . Another technique is word spotting that is defined as a pattern analysis task that consists of finding keywords in handwritten document images. However, word spotting technique is used in semantic content-based image retrieval [10] .
The patent of Yahia and Al-Khatib [10] concerned on the semantic content-based image retrieval of Arabic Manuscripts. They focused on Latent semantic indexing (LSI) method for indexing each sub-word in a manuscript. They used segmentation process after preprocessing to segment the sub-word from the image. Otherwise, their system used novel circular polar grid feature set to extract features from sub-word and store the information in the word (image name, etc.) into the database. In the same time, they construct LSI index of the image. They used 34 pages from "Sahih Al Bukhari" to test their system, and their result is 85% of recall, and 80% of Precision. Their work is like a word spotting where a word is used as a match point.
Sari and Kefali [11] used also a word spotting technique. They proposed a system of a search engine of Arabic based on sub-word representation as ASCII codes. Each sub-word has selected a sequence of codes according to its morphological features. Loops, ascenders, decanters, up and down diacritics are the characteristics their method used. Extracting feature phase has three modules: baseline detection, median zone detection, and contour following. When the user writes a query word, the system converts it into the code and matching it with the indexing word dependent code. In their testing they used Arabic manuscripts from different sources using some query word. They got a recall of about 56.62% and a precision approximating 77.78%.
Shahab, et.al. [12] proposed a computer-aided indexing Arabic manuscript system for retrieving an image of the manuscript. They used geometric features (height of sub-word, width of sub-word, and aspect ratio (height/width), Hu's Moments (seven invariant moment descriptors), DFT of sub-word profiles, concentric circle features, and angular lines features. They used Euclidean Distance, Product of Manhattan Distance of features, and Angular separation as match similarity techniques. They apply experiments for different combinations of feature sets and similarity techniques. The experiment of the combination of the concentric circle features, the width feature, the angular line feature and the 15-point DFT have participated in at least one set of features producing a high match rate.
Herzog, et.al. [13] proposed a technique uses CBIR on a pattern from query image to find a matched image. They used Harris corner detector to detect the interesting point in the writing pattern and the query image. Then computed the combining for each interesting point with the structure tensors of all points in the neighborhood into a large feature vector characterizing strength and directionality of intensity gradient. In the matching stage they compared between the interesting point of the query and interesting point of the data construct by the probabilistic model. The target is considered a match of the query if both tests were succeeded. The experiments are conducted on Chinese and Arabic manuscripts. The result of Chinese manuscript includes many correct hits, but one hit is a false positive. While SIFT and SURF are extracting floating point features, BRIEF and BRISK are popular binary features extraction methods. However, an excellent performance technique depends on the domain of application [15] .
In this paper, a CBIR system is proposed to retrieve Arabic manuscripts. The two local features extraction techniques, BRISK and SURF, are investigated for their suitability for Arabic manuscripts retrieval.
ARABIC MANUSCRIPTS IMAGE DATASET
A dataset of Arabic manuscripts images is collected from 30 books of different subjects containing 1669 images. the dataset is classified into 29 different classes depending on their sources. The images are in the same class if they are from the same book and its other editions if exist, and if they are belonging to the same writer. Each image in the dataset is in RGB Jpg format and labeled by the class number and the image number in the form Class#_Image#. This uniform naming convention facilitates the feature extraction from all images in the dataset. Fig. 2 shows the 29 Arabic manuscripts classes, the manuscripts book title for each class, the image of the first page of the manuscript and the number of images in each class.
THE PROPOSED ARABIC MANUSCRIPT CBIR SYSTEM
In the proposed Arabic manuscript CBIR System, the images in the dataset and the query image are first preprocessed. Then, their SURF and BRISK local features are extracted. The features vectors of the dataset images are stored in the database. Feature similarity between the query image feature vector and the dataset images feature vectors is measured in the matching stage by Hamming distance. The output of the matching is ranked similar images. Fig. 3 shows the block diagram of the proposed system. In the following sub-sections, each stage is explained.
A. The preprocessing Stage
The first step is to transform the image in 256-gray levels. Then, the image is resized to a size of 265*265 pixels. Finally, Otsu's method is utilized to binarize the image, the primary goal of binarization is getting the text and other contents of the manuscript in the foreground [19] . Fig. 4 illustrates the preprocessing steps applied to a sample manuscript image. http://journals.uob.edu.bh SURF is proposed by Herbert Bay [6] as a novel scaleand rotation-invariant Interest point detector and descriptor. It detects the interesting point for the image then produces a set of 64-dimensional descriptors for each interesting point. There are four steps of SURF as described in [20] .
BRISK is proposed by Stefan Leutenegger et.al. [7] . It has three main steps: feature detection, descriptor composition, and key point matching.
An example of the extracted features from the manuscript image shown in figure 4(c) is illustrated in Figure 5 . The SURF features are shown in Figure 5 (a) and they are 265 features for this image. The BRISK features are shown in Figure 5 (b) and they are 284 features for this image. BRISK features are more than SURF features and covers many pieces on the manuscript.
C. The features matching stage
The Hamming distance is used in the proposed system for BRISK feature matching. The Hamming distance between two vectors is the number of points in which they differ [21] . However, Sum Square of difference (SDD) is sum of square differences between entries of the two descriptors that's suitable with SURF features [22] . Figure 6 shows the matched SURF keypoints between query images and sample images from the dataset. Figure  7 shows the same for the matched BRISK keypoints.
EXPERIMENTS AND RESULT
MATLAB 2017 is used as a framework of programming the proposed system. The system runs on a PC with Intel® Core ™ i7 -8550U CPU @ 1.80 GHz 1.99 GHz with Windows 10.
We have two phases: training and testing. First, the system is trained on 90 query images from the collected dataset to rank the similar images. The extracted images are sorted according to the number of similar features N, then we found the maximum number of matched features with an image, N max and the minimum number of matched features which is greater than zero, N min . The retrieved ranked images are images that have matched features from N max to (N max + N min )/2. This range is found to give the best results based on the experiments on the 90 query images.
In the testing phase, the performance of the system is evaluated using Recall, Equation (1), and Precision, Equation (2) 8 shows examples of the retrieval results using SURF and BRISK feature matching for a query image from the collected dataset. Table 1 and Table 2 show the results of the testing phase using 10 query images with 100 images dataset size when using SURF and BRISK features respectively. Fig.  9 shows a comparison of the system performance using SURF and BRISK features. For SURF, the average Recall is 85% and average Precision is 77%. The average time is 207.3 seconds per image. For BRISK, the average Recall is 69% and average Precision is 68%. The average time is 256.7 seconds per image. Using BRISK takes more time than using SURF as BRISK features are more than SURF features, as illustrated in Fig. 5(b) . From Fig. 9 , it is clear that the SURF features yield the best performance for Arabic manuscript retrieval.
In Fig. 10 , the retrieval average time is calculated with the increase of the dataset size to demonstrate the performance of the proposed system in terms of time complexity. we notice the exponential increase after 1100 images dataset size. To enhance the time, we suggest using parallel computing as a future work.
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CONCLUISIONS AND FUTURE WORK
A CBIR system on Arabic manuscript is proposed using two different features extraction techniques SURF and BRISK. A dataset of Arabic Manuscripts is collected and classified into 29 different classes. The proposed CBIR on Arabic manuscript is trained on 90 query images to find a ranking method by sorting the retrieved images according to the number of similarity features N, then get N max and N min which is greater than zero. After that, retrieve ranked images from N max to (N max + N min )/2.
The performance of the proposed Arabic manuscript CBIR is measured in terms of the time complexity, Recall, and Precision. SURF features are found to give better results than BRISK features.
As a future work, different feature extraction methods will be investigated. Collecting more Arabic manuscript dataset. Using parallel computing to enhance the time complexity especially when the dataset size increases. The left side chart shows the accuracy's result, the right one shows the time's result. 
