Estimation of the extreme-value index of a heavy-tailed distribution is addressed when some random covariate information is available and the data are randomly right-censored. An inverse-probability-of-censoring-weighted kernel version of Hill's estimator of the extremevalue index is proposed and its asymptotic normality is established. Based on this, a Weissman-type estimator of conditional extreme quantiles is also constructed. A simulation study is conducted to assess the finite-sample behaviour of the proposed estimators.
Introduction
Estimation of extreme quantiles has become a crucial issue in many fields, such as hydrology, insurance, medicine and reliability. Let Y be a random variable with cumulative distribution function F and let Y 1 , . . . , Y n be independent copies of Y . Extreme quantiles of F are defined as quantities of the form
where α is so small that this quantile falls beyond the range of the observed Y 1 , . . . , Y n . This problem is closely related to estimation of the extreme-value index of Y . The extreme-value index drives the behavior of F in its right tail and thus plays a central role in the analysis of extremes. Recent monographs on extreme value theory and in particular on estimation of the extreme-value index and extreme quantiles include Embrechts et al. (1997) , , Reiss and Thomas (2007) and Novak (2012) . When some covariate information X is available and the distribution of Y depends on X, the problem is to estimate the conditional extreme-value index and conditional extreme quantiles F ← (1−α|x) = inf{y : F (y|x) ≥ 1−α} of the distribution F (·|x) of Y given X = x. Motivating examples include estimation of extreme rainfalls given the geographical location perspectives are given in Section 5. All proofs are deferred to an appendix.
Construction of the estimator and asymptotic properties

The proposed estimator
Let (X i , Y i ), i = 1, . . . , n, be independent copies of the random pair (X, Y ) where Y is a non-negative random variable and X ∈ X (with X some bounded set of R p ) is a p-dimensional covariate with probability density function g. We assume that Y can be right-censored by a non-negative random variable C. Thus we really observe independent triplets (X i , δ i , Z i ), i = 1, . . . , n, where Z i = min(Y i , C i ), δ i = 1 {Y i ≤C i } and 1 {A} is the indicator function of the event A. The random variable C is defined on the same probability space (Ω, C, P) as Y . We assume that C 1 , . . . , C n are independent of each other and that Y and C are independent given X. Let F (·|x) and G(·|x) denote the conditional cumulative distribution functions of Y and C given X = x, respectively. Let alsoF (·|x) = 1 − F (·|x) andḠ(·|x) = 1 − G(·|x) be the conditional survival functions of Y and C given X = x.
In this paper, we focus on heavy tails. Precisely, we assume that the conditional survival functions of Y and C given X = x satisfy
where γ 1 (·) and γ 2 (·) are unknown positive continuous functions of the covariate x and for x fixed, L 1 (·|x) and L 2 (·|x) are slowly varying functions at infinity, that is, for all λ > 0,
This amounts to saying thatF (·|x) andḠ(·|x) are regularly varying functions at infinity with index −1/γ 1 (x) and −1/γ 2 (x) respectively. Condition (C1) also amounts to assuming that the conditional distributions of Y and C given X = x are in the Fréchet maximum domain of attraction. In what follows, the functions γ 1 (·) and γ 2 (·) are referred to as conditional extreme-value index functions.
Remark 1. By conditional independence of Y and C, the conditional cumulative distribution function H(·|x) of Z given X = x is also heavy-tailed, with conditional extreme-value index γ(x) = γ 1 (x)γ 2 (x)/(γ 1 (x) + γ 2 (x)). To see this, note that for every u and x, H(u|x) := 1 − H(u|x) =F (u|x)Ḡ(u|x
where γ(x) is as above and L(u|x) = L 1 (u|x)L 2 (u|x). Moreover,
L 2 (λu|x) L 2 (u|x) = 1.
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If the Z i were uncensored (that is, Z i = Y i for all i), Goegebeur et al. (2014b) propose to estimate γ 1 (x) by the following kernel version of Hill's estimator:
where K h (x) := h −p K(x/h), K is a probability density function on R p , h := h n is a positive non-random bandwidth sequence such that h → 0 as n → ∞ and t n is a positive non-random threshold sequence with t n → ∞ for n → ∞.
The estimator (2.1) is not consistent for γ 1 (x) if it is directly applied to the censored sample (X i , δ i , Z i ), i = 1, . . . , n. Indeed, under appropriate regularity assumptions, estimator (2.1) will converge to the extreme-value index γ(x) of the conditional distribution of Z given X = x (Goegebeur et al., 2014b) . To accommodate censoring, we suggest to divide (2.1) by the proportion p tn (x) of uncensored observations among the {Z i , i = 1, . . . , n} that are larger than t n , in a neighborhood of x:
and the weights B i (x) are defined as:
Therefore, we propose to estimate γ 1 (x) by
This estimator depends on both the bandwidth h and threshold t n . The choice of h and t n will be discussed in the simulation study of Section 4. The limiting distribution of γ (c,H) tn (x) is investigated in the next section.
Asymptotic results
Some regularity conditions are needed for proving our results (these conditions are adapted from Daouia et al. (2011) and Goegebeur et al. (2014b) ). First, we require that some Lipschitz conditions hold (in these conditions, d denotes the Euclidean distance on R p ). For all (x, x ) ∈ X × X , we assume that:
The next condition is classical in extreme value theory where it is called a second-order condition.
(C5) There exists a function ρ(x) < 0 and a regularly varying function b(·|x) with index ρ(x) such that for all u > 0,
Finally, we impose the following condition on the kernel function K:
(C6) K is a bounded density function on R p , with support S included in the unit ball of
We are now in position to state our results. We first investigate the asymptotic distribution of p tn (x), which is interesting on its own (thereafter, D → will denote the convergence in distribution). The proof is given in Appendix A.
Proposition 2.1. Suppose (C1)-(C6) hold. Let t n be such that t n → ∞, nh pH (t n |x) → ∞ and nh p+2H (t n |x)(log t n ) 2 → 0 as n → ∞. Then, for all x ∈ X such that g(x) > 0,
as n → ∞,
We now derive the limiting distribution of the proposed estimator (2.3) of γ 1 (x). The proof is given in Appendix A.
Theorem 2.2. Suppose that conditions (C1)-(C6) hold. Let t n be such that t n → ∞, nh pH (t n |x) → ∞, nh p+2H (t n |x)(log t n ) 2 → 0 and nh pH (t n |x)b(t n |x) → 0 as n → ∞. Then, for all x ∈ X such that g(x) > 0,
We note that the asymptotic variance in (2.4) is the same (up to the scale factor K 2 2 /g(x)) as the asymptotic variance obtained by Beirlant et al. (2007) for the adapted Hill estimator under the Hall model when censoring occurs and there is no covariate. We also note that when there is no censoring, the asymptotic variance in (2.4) reduces to the asymptotic variance of Goegebeur et al. (2014b) 's estimator (2.1).
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Estimation of conditional extreme quantiles
In this section, we address the problem of estimating conditional extreme quantiles q(α n |x) of order 1 − α n of the conditional distribution F (·|x) of Y given X = x. Such quantiles verifyF (q(α n |x)|x) = α n where α n → 0 as n → +∞.
First, we consider the kernel conditional Kaplan-Meier estimator ofF (·|x) (see Dabrowska (1992) ), defined for all (x, t) ∈ X × [0, ∞) by
and F n (t|x) = 0 if t > Z (n) , where Z (1) ≤ ... ≤ Z (n) denote the order statistics of Z 1 , . . . , Z n . Based on this, an estimator of the conditional quantile q(α|x) (for fixed α ∈ (0, 1)) can be defined via the generalized inverse of F n (·|x), as:
When α n → 0 as n → ∞, we propose to estimate the conditional extreme quantile q(α n |x) by the following Weissman-type (Weissman, 1978) estimator:
an extrapolation factor and γ
is the estimator (2.3) with t n replaced by Z (n−k) . The choice of the threshold Z (n−k) (or equivalently, of the indice k) is discussed in the simulation study.
Remark 2. When there is no censoring, F n (t|x) reduces to
and q c n (α|x) becomes
Several authors have considered the estimator (3.9) when α ∈ (0, 1) is fixed. In particular, the consistency of (3.9) was established by Stone (1977) and Gannoun (1990) . Asymptotic normality was proved by Stute (1986) , Samanta (1989) and Berlinet et al. (2001) . The asymptotic normality of (3.8) was established by Daouia et al. (2011) when t := t n → ∞ (i.e., when (3.8) is used to estimate small tail probabilities). Daouia et al. (2011) also proved asymptotic normality of (3.9) when estimating extreme quantiles (i.e., when α := α n → 0 as n → ∞).
In the present paper, we assess the properties of the proposed estimator (3.7) via simulations.
Simulation study
In this section, we assess the finite-sample performance of the proposed estimators (2.3) and (3.7).
The study design
The simulation design is as follows. We simulate N = 100 samples of size n (n = 200, 400, 600, 800) of independent replicates (Z i , δ i , X i ), where Z i = min(Y i , C i ) and X i ∈ R is uniformly distributed on [0, 1]. The conditional distribution of Y i given X i = x is Pareto with parameter γ 1 (x) = 0.5 0.1 + sin(πx) × 1.1 − 0.5 exp −64 (x − 0.5) 2 . The distribution of C i is Pareto and its parameter γ 2 is chosen to yield the desired censoring percentage c (c = 10%, 25%, 40%). The pattern of γ 1 (·) is given in Figure 1 . For each of the N simulated samples, we estimate γ 1 (·) at x = (0. 1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0 .9) using the estimator (2.3) with a biquadratic kernel K(x) = 15 16
(1 − x 2 ) 2 1 {−1≤x≤1} . In order to calculate our estimator, we need to choose the bandwidth h and threshold t n . As mentioned in Section 3, we take t n as the (n − k)th order statistic Z (n−k) , as is classical in extreme value statistics. Now, we propose an algorithm for choosing (h, k). This algorithm is adapted from Goegebeur et al. (2014b) . First, we select the bandwidth h using the following cross-validation criterion, introduced by Yao (1999) and also implemented by Daouia et al. (2011) :
where F n,−i is the kernel conditional Kaplan-Meier estimator (3.5) (depending on h) calculated on the sample {(X j , δ j , Z j ), j = 1, . . . , n, j = i} and H is a grid of h (we take
where the points h 2 , . . . , h M −1 are regularly distributed between h 1 = 1/(5 log n) and h M = 0.5, with M = 60). Once the bandwidth is determined, we choose k as follows:
1. we compute the estimate γ
2. we form several successive "blocks" of estimates γ (c,H) Z (n−k) (x) (one block for k ∈ {1, . . . , 15}, a second block for k ∈ {16, . . . , 30} and so on), 3. we calculate the standard deviation of the estimates within each block, 4. we determine the k-value to be used (thereafter denoted by k * ) from the block with minimal standard deviation. Precisely, we take the middle value of the k-values in the block.
Finally, we estimate γ 1 (x) from (2.3) with (h, k) = (h * , k * ).
Results
For each configuration sample size×censoring percentage×covariate value of the simulation design parameters, we calculate the averaged estimate of γ 1 (x) and the empirical root mean square error (RMSE) and mean absolute error (MAE) over the N estimates. We also obtain asymptotic 95%-level confidence intervals for γ 1 (x) (the lower and upper bounds are averaged over the N samples) and the averaged amplitude of the N intervals. Variance estimates are obtained from a plug-in approach. The results are given in Table 1 .
To assess the value of our estimator, we also provide a comparison with two simple alternative estimation strategies. These alternatives will provide a useful benchmark for evaluating the gain obtained by using our estimator. The first alternative is a completecase procedure ("CC" for short): we remove all censored observations from the simulated samples and we calculate Goegebeur et al. (2014b) 's kernel version of Hill's estimator (2.1) on the resulting datasets. In the second alternative, we treat each observation Z i as if it were uncensored and we calculate the estimator (2.1) on the whole simulated datasets. We refer this alternative to as "CI" (for Censoring-Ignored). We obtain the averaged (over the N simulated datasets) estimates of γ 1 (x) for both alternative strategies. We also provide the empirical RMSE and MAE. The results are reported in Table 3 (for CC) and Table 4 (for CI) in Appendix B (in order to save space and since they do not add much to the comparison, the confidence intervals and averaged amplitudes are omitted).
From Table 1 , the proposed estimator (2.3) of γ 1 (x) performs quite well in every simulation scenario. As expected, its quality deteriorates as the censoring percentage increases and the sample size decreases. However, the numerical results indicate that the estimator still behaves reasonably when censoring is large or the sample size is moderate. Indeed in both cases, the bias and variability stay limited. Overall, the results are quite robust to censoring. Figure 2 shows the boxplots of the N realizations of estimator (2.3) for each x (x = 0. 1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9) . From this figure, it appears that the estimator (2.3) captures quite well the shape of the conditional extreme-value index function x → γ 1 (x). From Table 3 and Table 4 , we observe that the CC and CI estimators of γ 1 (x) are generally biased (sometimes strongly) even when censoring is moderate. The proposed estimator (2.3) clearly outperforms these simple alternative strategies.
Estimation of conditional extreme quantiles
In this paragraph, we assess performance of the estimator (3.7) of the conditional extreme quantile q(1/1000|x) of order 1−1/1000 of the conditional distribution of Y given X = x, for x = (0. 1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9) . The simulation setting is the same as above. For each configuration of the simulation design parameters, we calculate the estimate (3.7) with (h * , k * ) obtained in Section 4.1. Based on the N simulated samples, we obtain the averaged estimate of q(1/1000|x) and the RMSE and MAE. The results are given in Table 2 . Similarly as above, we apply the CC and CI strategies to estimate q(1/1000|x) from the simulated samples. The results are given in Table 5 (for CC) and Table 6 (for CI) in Appendix B.
From Table 2 , we observe, as expected, that the performance of the proposed estimator deteriorates as censoring increases and the sample size decreases. When the sample size is moderate (n = 200, say) and the censoring percentage is moderate to high (c ≥ 25%, say), the bias can be quite large. For moderate sample size (n = 200), the bias stays limited however, when censoring does not exceed 10%. When the sample size is sufficiently large (n ≥ 400, say), the bias of the proposed estimator stays limited in almost all simulation scenarios. Finally, Figure 3 shows the boxplots of the N realizations of estimator (3.7) for every x in {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. Similarly as above, we observe that estimator (3.7) captures quite well the shape of the conditional extreme quantile function x → q(1/1000|x). From Table 5 and Table 6 , the CC and CI estimators of q(1/1000|x) are strongly biased (the bias is particularly noticeable when censoring exceeds 10%). These estimators generally underestimate the true quantile, which could be expected since these methods ignore the residual survival experience of the censored patients.
Conclusion and perspectives
In this paper, we address estimation of the extreme-value index and extreme quantiles of a heavy-tailed distribution when some random covariate information is available and the data are randomly right-censored. We constructed an inverse-probability-of-censoringweighted kernel version of Hill's estimator of the extreme-value index and we established its asymptotic normality. We also proposed a Weissman-type estimator of conditional extreme quantiles. We assessed the finite-sample performance of these estimators via simulations. From these simulations, the proposed estimators perform well provided that the sample size is reasonably large, even when the censoring percentage is high. When the sample size is moderate, the proposed estimators still perform well provided that censoring stays limited. Moreover, the proposed estimators appear to correctly capture the shape of the unknown conditional extreme-value index function and conditional extreme quantile function. Finally, the proposed estimators clearly outperform simple existing alternatives, such as the classical complete-case approach. Now, several issues deserve attention. In particular, a rigorous derivation of asymptotic properties of the proposed estimator (3.7) of conditional extreme quantiles is needed. This is a topic for our future research. Extending our convergence results to uniform (over x) convergence results is also of interest. Uniform convergence results would allow construc-tion of simultaneous confidence bands for the conditional extreme-value index function and conditional extreme quantile function. .1394, [0.1342, [0.1222, [0.2150, [0.2078, [0.1839, [0.2800, [0.2622, [0.2261, [0.2486, [0.2256, [0.2022, [0.2244, [0.2146, [0.1964, 0.3115 .1624, [0.1562, [0.1454, [0.2660, [0.2581, [0.2412, [0.3257, [0.3145, [0.2926, [0.3144, [0.3047, [0.2828, [0.2833, [0.2784, [0.2620, 0.2815 .1732, [0.1680, [0.1592, [0.2892, [0.2779, [0.2618, [0.3487, [0.3339, [0.3222, [0.3371, [0.3262, [0.3122, [0.3060, [0.3041, [0.2939, 0.2709 .1827, [0.1787, [0.1729, [0.2932, [0.2844, [0.2751, [0.3705, [0.3600, [0.3450, [0.3580, [0.3430, [0.3250 [0.2960, [0.2906, [0.2817, 0.2649 [0.2476, [0.2276, [0.2766, [0.2548, [0.2468, [0.2314, [0.2239, [0.2075, [0.1370, [0.1288, [0.1184, 0.6178 Table 2 . Simulation results for q(1/1000|x). For each configuration of the simulation parameters (n, c, x), the first line gives the averaged value of the N = 100 estimates of q(1/1000|x). (·): empirical RMSE.
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Appendix A: proofs
We first provide some additional notations and intermediate technical lemmas. Proofs of Proposition 2.1 and Theorem 2.2 are given in paragraph 6.2.
Preliminary results
Note first thatH n (t|x) andH
is the classical kernel estimator of the density function g. Recall thatH(t|x) = P(Z > t|X = x) is the conditional survival function of Z given X = x and letH 1 (t|x) = P(Z > t, δ = 1|X = x) be the sub-distribution conditional survival function of Z. We further define ϕ(t, x) =H(t|x)g(x), ψ(t, x) =H 1 (t|x)g(x),
and
Finally in what follows, will denote the transpose. Lemma 6.1 investigates the limit of ψ(t, x)/ϕ(t, x) as t → ∞. A similar lemma is obtained by Brahimi et al. (2013) in the unconditional case.
Lemma 6.1. Suppose that (C1) holds and let x ∈ X . Then lim t→∞ ψ(t, x)/ϕ(t, x) = p x .
Proof. Note first that ψ(t, x)/ϕ(t, x) =H 1 (t|x)/H(t|x). A straightforward calculation yieldsH 1 (t|x) = ∞ tḠ (u|x)dF (u|x). The change of variableF (u|x) = 1/v yields
where v →R(v|x) is a regularly varying function with index −(1+γ 1 (x)/γ 2 (x)). By Theorem 1.2.2 of de Haan and Ferreira (2006),
(1/F (t|x)|x) when t is large. Now,R(1/F (t|x)|x) =F (t|x)Ḡ(t|x) =H(t|x) thus
when t is large, which implies that lim t→∞H Lemma 6.2. Suppose (C1), (C2) and (C3) hold. If t n → ∞ and h log t n → 0 as n → ∞, then
Proof. The proof is similar to proof of Lemma 1 in Daouia et al. (2011) and is therefore omitted.
The next lemma is dedicated to the asymptotic properties ofφ n (t, x) andψ n (t, x) .
Lemma 6.3. Suppose (C1)-(C6) hold. Let t n be such that t n → ∞, h log t n → 0 and nh pH (t n |x) → ∞ as n → ∞. Then, for all x ∈ X such that g(x) > 0,
Proof.
1. We prove that E [φ n (t n , x)] = ϕ(t n , x)(1 + O(h log t n )) (the proof is similar forψ n (t n , x) and is thus omitted). The observations (Z i , X i , δ i ), i = 1, ..., n are identically distributed, thus
Under (C4) and since g(x) > 0, we have
(6.10) By Lemma 6.2, we have
Combining (6.10) and (6.11) concludes the proof. 2. We first prove asymptotic normality of W n,ϕ (x) (the proof for W n,ψ (x) is similar and is thus omitted). Let
where Λ n (x) = (nh p ϕ(t n , x)) −1/2 . Straightforward calculations allow to rewrite W n,ϕ (x) as:
that is, as the row sum of the triangular array of random variables (T i,n , i = 1, . . . , n), n ≥ 1, where for fixed n, T i,n , i = 1, . . . , n are independent and identically distributed zero-mean random variables. Thus, to establish the asymptotic normality of W n,ϕ (x), we verify Lyapunov's condition for triangular arrays of random variables. As a preliminary step, we first calculate the variance of W n,ϕ (x). We have:
From Lemma 2 of Goegebeur et al. (2014b) 6.12) and thus,
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From this, we deduce that var(W n,ϕ (x)) → K 2 2 as n → ∞. Now, we prove that Lyapunov's condition for triangular arrays is satisfied, namely we show that n i=1 E| T i,n | 3 → 0 as n → ∞, where T i,n := T i,n / {ϕ(t n , x)Λ n (x)n}. It is straightforward to prove that
where · ∞ denotes the supremum norm and thus
| T i,n | 2 . Taking expectation on both sides of this inequality yields
and using (6.12), we obtain that
According to Cramér-Wold device (e.g., van der Vaart (1998)), it is sufficient to prove that
2 , = 0. Some simple algebra yields:
Similar calculations as for var(T
and thus
Asymptotic normality of W n (x) follows from Lyapunov's condition: lim n→∞ n i=1 E|T * i,n / {ϕ(t n , x)Λ n (x)n} | 3 = 0 (calculations are similar as above and are omitted for conciseness). Thus, for all ∈ R 2 , = 0, W n (x) converges in distribution to the univariate normal distribution N (0, M ). Cramér-Wold device finally implies that
Proofs of main results
Proof of Proposition 2.1. We decompose
We first prove that the first term in this sum is asymptotically normal. This follows from an application of the Delta method. We have:
As n → ∞, ψ(t n , x)/ϕ(t n , x) → p x by Lemma 6.1. Moreover, by statement 1 in Lemma 6.3, E[ψ n (t n , x)]/ψ(t n , x) − 1 = O(h log t n ) and E[φ n (t n , x)]/ϕ(t n , x) − 1 = O(h log t n ) (note that under the conditions of Proposition 2.1, the condition h log t n → 0 of Lemma 6.3 is satisfied). Finally by assumption, nh p+2H (t n |x)(log t n ) 2 → 0 as n → ∞. If follows that nh pH (t n |x)
By statement 2 in Lemma 6.3, this converges in distribution to a bivariate Gaussian vector N (0, Σ), with
.
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Consider the function φ(x, y) = x y . The map φ is differentiable at (x, y) (if y = 0), with derivative φ (x, y) = ( 1 y , − x y 2 ). It follows from the Delta method (van der Vaart, 1998) that Table 4 . Simulation results for γ 1 (x): censoring-ignored procedure. For each configuration of the simulation parameters (n, c, x), the first line gives the averaged value of the N = 100 CI-estimates of γ 1 (x 
