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This dissertation proposes novel Bayesian semiparametric and nonparametric
methods for complex, large and potentially high-dimensional longitudinal and sur-
vival data. The first part, comprising the bulk of this thesis, develops sophisticated
dynamic partition models for longitudinal data that allow common features to be
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two outcomes via common features in parts of the induced marginal partitions. In
terms of flexibility and interpretability, the methods presented here provide signifi-
cant improvements over many previously available tools and techniques, leading to
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This chapter illustrates the research motivations underlying my doctoral the-
sis. In the following, we focus on the development of novel statistical approaches that
aid in the study of complex phenomena and provide new insights into related scien-
tific queries. The motivating applications arise from diverse areas, including auditory
neuroscience and disease recurrence. We believe that the contributions presented in
this thesis have the potential to improve current scientific results and statistical prac-
tice. A brief overview of our methodological innovations are presented, followed by
the general thesis outline.
1.1 Scientific Motivations
The line of research presented in Chapter 3 is motivated by auditory be-
havioral neuroscience experiments studying Mandarin tone learning mechanisms in
non-native speakers. The longitudinal evolution of the underlying mechanisms dur-
ing the learning period is critical to understand the cognitive dynamics of speech
learning. Neuroscientists are usually interested in assessing if and how the percep-
tual stimuli affect the underlying learning processes at different longitudinal stages
of the experiments. The statistical challenge is to make this assessment from data
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on response accuracies and response times.
Chapter 4 proposes a novel framework for regression of longitudinal data with
high dimensional categorical predictors. When dealing with highly heterogeneous
data collected over time, assessing the local variations in the response profiles can
provide valuable insights into the underlying data generating mechanisms. However,
most existing methods only allow for curve profiles that are either completely different
or completely identical across the entire longitudinal domain. Such models can be
hard to interpret and they have small estimation efficiency when applied to data that
exhibit ‘local’ heterogeneity.
Chapter 5 considers the open problem of estimating a joint distribution of two
outcomes - specifically, infection time and time to symptoms - from current status
data of infectious diseases. This particular research is motivated by a randomized
controlled trial studying recurrent infections of sexually transmitted diseases such
as chlamydia and gonorrhea. Current status datasets are routinely encountered in
many medical applications, i.e. when patients fill a symptoms survey and are tested
for a specific disease. Despite extensive literature on inference approaches for current
status data, there are no widely available methods for the case of bivariate outcomes.
1.2 Research Contributions
In Chapter 3, we identify the tone learning problem as a decision-making task
under perceptual stimuli. Drift-diffusion processes are popular models for decision-
making as they can mimic evidence accumulation through increased firings of neu-
rons in the brain. The statistical challenge then translates into developing a flexible
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locally varying longitudinal drift-diffusion mixed model. The proposed model and
associated computational machinery make innovative use of B-spline mixtures, hid-
den Markov models (HMM) etc. to address daunting statistical challenges. Applied
to the motivating longitudinal tone learning study, the proposed method provides
significant novel insights into the cognitive dynamics, allowing us to answer impor-
tant scientific questions outside the scope of the previously existing literature. These
include a detailed understanding of how biologically interpretable model parameters
evolve with learning, differ between input-response tone combinations, and differ be-
tween well and poorly performing adults. The novel drift-diffusion model has also
been used in further studies (Roark et al., 2021) to understand how learning across
modalities (i.e. auditory and visual) can share some characteristics.
Chapter 4 generalizes some of the previous ideas to the setting of multiple pre-
dictors. In particular, we propose an efficient and flexible Bayesian semiparametric
longitudinal mixed model for functional data in the presence of multiple categorical
covariates. The proposed model infers dependent random partitions of the covariate
space at several locations. These local partitions allow for the automated assessment
of the predictors’ time-varying local influences on the response variable. Addition-
ally, shrinkage priors on the partition structures enable dynamic variable selection
by eliminating redundant predictors, which in turn facilitates model interpretability.
Although the literature on longitudinal data analysis methods is vast, such problems
had not been addressed before.
In Chapter 5, we address the nonidentifiability issues of nonparametric estima-
tion of a bivariate density for current status data. We show that simple assumptions
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on the dependence structure between the two events can fix this problem, and we
design a model that is tailored to the motivating case study. Additionally, we move
beyond the independent censoring assumption by exploiting some minimal known
dependence between censoring times and event times. Applied to a recurrent infec-
tion study, the method provides novel insights into how symptoms-related hospital
visits are affected by covariates.
1.3 Thesis Outline
This thesis is organized as follows. In Chapter 2, the background methodology
and the statistical tools used in the rest of the thesis are reviewed. The three main
chapters illustrate our statistical proposals and they are arranged in order of publica-
tion. Chapter 3 discusses our novel longitudinal drift-diffusion mixed model for with
an application to tone learning. Chapter 4 extends the methodological framework to
longitudinal mixed models with locally informative predictors. Chapter 5 introduces
a bivariate survival regression model for current status data. Concluding remarks
and possible future research avenues are presented in Chapter 6.
For the sake of coherence, only three main methodological chapters were in-
cluded in this thesis. However, as part of my doctoral research I have also worked
on dependent partition models for single-cell RNA sequencing data (manuscript in
preparation), posterior summaries of random partitions that favor repulsiveness (in-
vited discussion of Wade and Ghahramani (2018)), flexible logistic mixed-effects
models for learning curves (Paulon et al., 2019), as well as the application of the




In this chapter, we review the statistical methodologies upon which our con-
tributions are based. Chapter 3 and Chapter 4 both use semiparametric regression
techniques similar to the ones described in Section 2.2. Chapter 5 proposes a fully
nonparametric survival regression based on the methods illustrated in Section 2.3.
All chapters in this thesis use finite or infinite mixture models, whose main ideas are
covered in Section 2.4. In order to accommodate time-varying partitions, Chapter 3
and Chapter 4 use (factorial) hidden Markov models (Section 2.5 and 2.6). Chapter 4
also uses ideas from tensor factorization methods (Section 2.7) to achieve significant
reduction in model size.
2.1 Density Estimation via the Dirichlet Process
Density estimation problems involve inference about an unknown distribution
H on the basis of an observed i.i.d. sample,
yi | H iid∼ H, i = 1, . . . , n.
If we wish to proceed with Bayesian inference, we need to complete the model with
a prior probability model for the unknown “parameter” H. Assuming a prior model
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on H requires the specification of a probability model for an infinite-dimensional
parameter, that is, a BNP prior.
One of the most popular BNP models is the Dirichlet process (DP) prior.
We refer to Müller et al. (2015, Chapter 2) for a full review of DP and DP mix-
tures as well as their practical applications. The DP was originally introduced
by Ferguson (1973) and can be defined from its finite-dimensional analog. We
write H ∼ DP (M,H0) if the random distribution H is such that for any partition
A1, . . . , AK of the sample space the random vector of the H(Ai) follows a Dirichlet
distribution, (H(A1), . . . , H(AK)) ∼ Dir{MH0(A1), . . . ,MH0(AK)}. The DP prior
is indexed by the total mass parameter M (which controls the variance) and by the
centering measure H0 (which defines the expectation). In fact, E[H(A)] = H0(A)
and Var[H(A)] = H0(A){1 − H0(A)}/(M + 1). Alternatively, Sethuraman (1994)





with πk = qk
∏
l<k(1− ql), qk
iid∼ Beta(1,M) and θk iid∼ H0.
The DP generates almost surely discrete probability measures. For this rea-
son, often an additional convolution with a continuous kernel k(y | θ) is used to
represent a random probability measure
fH(y) =
∫




with H ∼ DP (M,H0). The model is known as DP mixture (DPM). The discrete
nature of the DP draws can be useful when clustering of the observations is the main
focus of the analysis. See Section 2.4 for more details.
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2.2 Semiparametric Regression via B-splines
The generic regression framework attempts to explain an outcome variable yi
as a function of a covariate xi ∈ X. For ease of exposition we assume that both yi
and xi are univariate. The regression problem can be stated as
yi = f(xi) + εi, i = 1, . . . , n,
where f(·) is an unknown mean function and εi ∼ fε are residuals. Usually, residuals
are assumed to be independent and to satisfy Efε(εi) = 0. If the function f and
the residual distribution are indexed by a finite dimensional parameter vector, then
the problem reduces to traditional parametric regression, for example, normal linear
regression. Bayesian nonparametric regression methods are available when relaxing
restrictive parametric assumptions is of paramount importance.
A possible approach is to use flexible priors for random mean functions f , such
as Gaussian process priors. However, many approaches do not define the probability
model directly on f but instead expand the mean function on predetermined basis
functions. Consider a function basis B(t) = {B1(t), . . . , BK(t)}ᵀ and let β denote





Defining a probability model on β implicitly defines a probability model on the
unknown mean function. Note that a fully nonparametric prior would require K =
∞. However, in practice only few of the weighted basis functions matter and the
sum is truncated in some fashion.
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A very flexible and popular basis expansion approach is based on B-splines
(de Boor, 1978). A B-spline is a particular piecewise-differentiable polynomial of a
given degree d, typically fixed at d = 2 or d = 3. B-splines are typically used with
a rather large number K of basis functions. To avoid overfitting, a global level of
smoothness is incorporated into such models by encouraging neighboring coefficients
to be similar; the more regular the coefficients are, the less wiggly f is. A popular




2, the sum of
squares of the second order differences in β.
2.2.1 Linear B-splines
The construction of linear B-spline bases is detailed below. Consider knot
points t1 = t2 = A < t3 < · · · < B = tK+2 = tK+3 that divide [A,B] into K equal
subintervals, where t2:(K+2) are equidistant with δ = (t3 − t2). For j = 2, 3, . . . , K,
linear B-splines B1,j are then defined as
B1,j(t) =

(t− tj)/δ if tj ≤ t < tj+1,
(tj+2 − t)/δ if tj+1 ≤ t < tj+2,
0 otherwise.
The components at the ends are likewise defined as
B1,1(t) =
{




(t− tK+2)/δ if tK+1 ≤ t < tK+2,
0 otherwise.







A = t1 = t2 t3 t4 t5 t6 t7 t8 = t9 = B
Figure 2.1: Plot of 7 linear B-splines on an interval [A,B] defined by 9 equidistant
knot points that divide [A,B] into 6 equal subintervals.
2.2.2 Quadratic B-splines
The construction of quadratic B-spline bases is detailed below. Consider knot-
points t1 = t2 = t3 = A < t4 < · · · < B = tK+3 = tK+4 = tK+5, where t3:(K+3) are




{(X − tJ−1)/δ}2/2 if tJ−1 ≤ X < tJ ,
−{(X − tJ)/δ}2 + (X − tJ)/δ + 1/2 if tJ ≤ X < tj+2,
{1− (X − tj+2)/δ}2 if tj+2 ≤ X < tj+3,
0 otherwise.
The components at the ends are likewise defined as
B2,1(X) =
{




−{(X − t3)/δ}2 + (X − t4)/δ + 1/2 if t3 ≤ X < t4,





{(X − tK+1)/δ}2/2 if tK+1 ≤ X < tK+2,




{(X − tK+2)/δ}2/2 if tK+2 ≤ X < tK+3,
0 otherwise.






1 = t1 = t2 = t3 t4 t5 t6 t7 t8 t9 = t10 = t11 = T
Figure 2.2: Plot of 8 quadratic B-splines on an interval [1, T ] defined by 11 knot
points that divide [1, T ] into 6 equal subintervals.
2.3 Fully Nonparametric Regression
Fully nonparametric Bayesian regression methods allow both the mean func-
tion and the residual distribution to be modeled nonparametrically. These ap-
proaches, also known as density regression, imply that the complete shape of the
response distribution is allowed to change as a function of the predictors. A general
statement of the generic regression problem is
yi | xi ∼ Hxi
with a family H = {Hx, x ∈ X} of probability measures indexed by x ∈ X. The
model is completed with a BNP prior on H. A meaningful prior on H needs to
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include dependence of the Hx’s.
One of the most popular prior models for a family of random probability
measures is the dependent DP (DDP), first introduced in MacEachern (1999). The





In the DDP model dependence is induced by assuming that, for fixed k, the atoms
µxk are realizations of a Gaussian process, indexed by x. Independence across k,
together with the stick-breaking prior for the common weights πk (not indexed by
x), maintains the marginal DP prior on Hx. This instance of the DDP model is
known as “common weights DDP.” Alternative implementations are possible, with
dependent (across x) weights πxk and common atoms (“common atoms DDP”), or
the most general DDP model with dependent weights and atoms.
In the case of multiple categorical predictors x, a simpler form of priors on
family of random probability measures is a normal linear ANCOVA model for the
atoms (De Iorio et al., 2004), i.e. {µxk,x ∈ X}. For instance, if x1 ∈ {0, 1} and
x2 ∈ {0, 1}, a simple model is
µxk = δk + αkx1 + βkx2,
In general, letting d = (1, x1, x2)
ᵀ denote a design vector to select the desired ANOVA
effects we can write µxik = d
ᵀ
imk, where mk = (δk, αk, βk)
ᵀ are the linear model
coefficients. This model induces the desired dependence of Hx across x by sharing,
for example, the same βk for any two covariate vectors x and x
′ that share the same
x2.
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2.4 Clustering and Bayesian Mixture Models
A Bayesian mixture model assumes that data y = {yi}ni=1 are drawn from a





Usually the component density f is fixed and known, whereas the component-specific
parameters θk and the weights πk are considered to be unknown. The number of com-
ponents K is often assumed to be finite, in which case it is given a prior distribution.
However, K can also be assumed to be infinity in the population. In this latter case,
a stochastically decreasing prior on the weights is usually adopted and the finite
sample will only use a finite number of components.
Mixture models may be adopted under a belief that the data are clustered,
with observations within each cluster drawn from some simple parametric distri-
bution. An alternative representation of Bayesian mixture models is the following.
Suppose the population from which we are sampling is heterogeneous: there are
multiple groups (or “clusters”), indexed by k = 1, . . . , K, present in the population
in proportions πk, k = 1, . . . , K. When sampling from group k, observations are
assumed drawn from the density f(· | θk). Equivalently,
yi | zi ∼ f(θzi) with p(zi = k) = πk.
The term “cluster” simply suggests both a degree of homogeneity within a cluster
and a degree of separation between clusters. Hidden Markov models (see Section
2.5) can also be interpreted as finite mixture models with serial dependence in the
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clustering allocations. We use HMM induced clustering in Chapter 3 and Chapter
4.
An important implication of the stick-breaking representation of DP draws
(Section 2.1) is the fact that some values are coincident with positive probability.
Thus, a partition of the indexes {1, 2, . . . , n}, denoted with ρn = {S1, . . . , SK}, and
therefore a clustering structure are induced by the ties in the sample, where K is the
number of unique values in the sample and Sj = {i ∈ {1, . . . , n} s.t. Yi = Yj} are the
indexes of the jth group. Let us denote with n = (n1, . . . , nK) the cluster sizes for a
partition of n observations into clusters S1, . . . , SK . The prior distribution induced








where n is such that
∑K
j=1 nj = n. This prior distribution on random partition is also
known as exchangeable product partition function (EPPF). Chapter 5 uses random
partitions induced by a DP prior model.
2.5 Hidden Markov Model (HMM)
The basic HMM (Frühwirth-Schnatter, 2006; McDonald and Zucchini, 1997,
etc.) consists of two processes: an observed process {yt} recorded sequentially over a
set of discrete time points t = 1, 2, . . . , T and an associated hidden process {zt} which
evolves according to a first order Markov chain with discrete state space. Specifically,
an HMM makes the following set of conditional independence assumptions to model
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the hidden and the observed processes
p(zt | z1:(t−1)) = p(zt | zt−1),
p(yt | y1:(t−1), z1:t) = p(yt | zt).
The distributions p(zt | zt−1) and p(yt | zt) are often referred to as the transition
distribution and the emission distribution, respectively. Thus, the HMM admits a
factorization of the joint distribution of (y1:T , z1:T ):
p(y1:T , z1:T ) = π0(z1)p(y1 | z1)
T∏
t=2
p(zt | zt−1)p(yt | zt),
where π0 denotes the distribution of the initial hidden variable z1.
z1 z2 . . . zT
y1 y2 . . . yT
Figure 2.3: Directed acyclic graph (DAG) of an HMM.
Under a Bayesian set-up, efficient algorithms have been proposed in order to
sample from the posterior distribution of the hidden states z1:T . As one can see in
Figure 2.3, the joint conditional posterior distribution of the latent states can be
factorized as
p(z1:T | y1:T , ζ) = p(zT | zT−1,y1:T , ζ) . . . p(z2 | z1,y1:T , ζ)p(z1 | y1:T , ζ),
where p(zt | zt−1,y1:T , ζ) ∝ mt(zt)p(yt | zt, ζ)p(zt | zt−1, ζ) and the backward mes-
sages are defined as mt(zt) = p(yt+1,yt+2, . . . ,yT | zt). To sample z1:T from its
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full conditional we first pass messages mt(zt) backwards and then sample forwards.
Recursion relations for backward messages can be derived using the conditional in-
dependence properties of the chain, i.e.












p(yt+1 | zt+1)p(zt+1 | zt)mt+1(zt+1),
with final condition
mT (zT ) = 1.
Chapter 3 adapts such message passing algorithm to a different conditional indepen-
dence structure.
2.6 Factorial HMM (fHMM)
In factorial HMMs (Ghahramani and Jordan, 1997), the latent states are rep-
resented by a collection of variables {zt} = {(z(1)t , . . . , z(m)t )} where each component
{z(`)t } now evolves according to a first order Markov chain with discrete state spaces,
and the observed process {yt} is observed sequentially as before over a set of discrete
time points t = 1, 2, . . . , T . An fHMM thus makes the following set of conditional
independence assumptions to model the hidden and the observed processes






































. . . z
(p)
T
y1 y2 . . . yT
Figure 2.4: Directed acyclic graph (DAG) of a fHMM with p layers.
In Chapter 3, we adapt the basic fHMM to characterize local influences of cat-
egorical predictors in longitudinal functional models. For each categorical predictor
xj ∈ {1, . . . , xj,max}, we introduce an fHMM {zj,t = (z(1)j,t , . . . , z
(xj,max)
j,t )} with xj,max
layers, one for each level of xj. Conditional on (z
(x1)
1,t , . . . , z
(xp)
p,t ) = (z1,t, . . . , zp,t), we
then associate the coefficients βt,x1,...,xp of a predictor dependent B-spline mixture
model with atoms β?t,z1,t,...,zp,t . Specifically, we let
p(zt | z1:(t−1)) =
∏p









j,t = zj,t, j = 1, . . . , p} = β?t,z1,t,...,zp,t .
Forward-backward (or backward-forward) algorithms for HMMs rely on pass-
ing messages forward (or backward) and then sampling backward (or forward) (Ra-
biner, 1989; Scott, 2002). While adapting such algorithms to fHMMs, the require-
ment to sum over all possible configurations in computing the messages becomes
a challenge. Hamming ball samplers for fHMMs (Titsias and Yau, 2014) avoid
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this computationally expensive step by introducing and conditioning on an auxil-
iary variable that restricts the sampling to only a slice (Neal, 2003) of the entire
high-dimensional space. In doing so, the sampler also allows localized joint updating
of all constituent chains, making it less prone to get trapped in local modes.
Let h(zt,vt) =
∑L
`=1 1{z`t 6= v`t} denote the Hamming distance between
the vectors zt = (z
(1)
t , . . . , z
(L)
t )
T and vt = (v
(1)
t , . . . , v
(L)
t )
T, and let Hm(zt) =
{vt : h(zt,vt) ≤ m} denote a Hamming ball of radius m around zt. Consider an
fHHM, as shown in Figure 2.4 but with L component chains each with state space
{1, . . . , d}. Introducing an auxiliary variable v following a conditional probabil-
ity distribution p(v | z) = ∏Tt=1 p(vt | zt), the augmented joint model becomes
p(y, z,v) = p(v | z)p(y | z)p(z) =
{∏T




t=2 p(zt | zt−1).
Sampling v from the posterior can then be done by sampling independently from
the full conditionals p(vt | zt). Sampling z from the posterior can still be carried out
using forward-backward (or backward-forward) message passing algorithms but with
the augmented full conditional p(z | y,v) ∝
{∏T






The set of possible configurations needed to compute the messages at time t is
now restricted to the support of p(vt | zt). If this can be made much smaller compared
to the original size of the state space, computational burden can be greatly reduced.
The Hamming ball algorithm does this by setting p(vt | zt) ∝ 1{vt ∈ Hm(zt)}, that
is, by sampling the vt’s uniformly from Hm(zt). By symmetry, since vt ∈ Hm(zt) if
and only if zt ∈ Hm(vt), the support of each zt in the full conditional p(z | y,v) is
then restricted only to Hm(vt).
17
z1 z2 . . . zt
y1 y2 . . . yt
v1 v2 . . . vt
z1 z2 . . . zt
y1 y2 . . . yt
v1 v2 . . . vt
Figure 2.5: Graph of a Hamming ball sampler (left panel) and a locally informed
Hamming ball sampler (right panel) for fHMM.
The Hamming ball sampler is still limited in its ability to efficiently ex-
plore the neighborhood of zt as it blindly proposes new values along arbitrarily
chosen directions within the ball. More informed moves can be proposed utilizing
the information contained in the likelihood function (Zanella, 2019). For instance,
p(vt | zt,yt) ∝ g{p(yt | vt)}1{vt ∈ Hm(zt)}, for proper choices of g(·), favors
moves along directions that increase the conditional likelihood p(yt | vt) (Figure
2.5). The augmented joint model now becomes p(y, z,v) = p(v | y, z)p(y | z)p(z) ={∏T
t=1 p(vt | yt, zt)p(yt | zt)
}{∏T
t=2 p(zt | zt−1)
}
p(z1). Sampling z from the pos-
terior can be carried out using message passing algorithms as before with each zt





t=2 p(zt | zt−1)
}
p(z1).
2.7 Tensor Factorization Methods
In this section, we provide a brief review of the different main types of tensor
factorizations (Hitchcock, 1927; Tucker, 1966; De Lathauwer et al., 2000; Kolda and
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Bader, 2009).
A d1×· · ·×dp dimensional tensor β = {βh1,...,hp : hj = 1, . . . , dj, j = 1, . . . , p}
admits a parallel factor (PARAFAC) decomposition with rank r (Figure 2.6) if it







j,z for each (h1, . . . , hp), (2.2)






+ · · · + a1,r
a2,r
a3,r
Figure 2.6: Pictorial representation of PARAFAC of a three dimensional tensor.
A d1×· · ·×dp dimensional tensor β = {βh1,...,hp : hj = 1, . . . , dj, j = 1, . . . , p}





· · ·∑rpzp=1 β?z1,...,zp∏pj=1 a(hj)j,zj for each (h1, . . . , hp), (2.3)
where β? = {β?z1,...,zp : zj = 1, . . . , rj, j = 1, . . . , p} is an r1 × · · · × rp dimensional
‘core tensor’ with 1 ≤ rj ≤ dj for each j, and Aj = {a(hj)j,zj : hj = 1, . . . , dj, zj =
1, . . . , rj}, j = 1, . . . , p are dj × rj dimensional ‘mode matrices’ or ‘factor matrices’





j=1 rj. A significant reduction in dimensions is therefore
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j=1 dj, that is, the size of the core





Figure 2.7: Pictorial representation of HOSVD of a three dimensional tensor.
The PARAFAC representation is obtained as a special case of the Tucker
decomposition with r1 = · · · = rp = r and βh1,...,hp = 1{h1 = · · · = hp}. Compared
to the PARAFAC, the Tucker decomposition thus typically achieves a much greater
reduction in the dimension of a tensor.
The compact higher order singular value decomposition (compact HOSVD)
of a tensor is a special case of the Tucker decomposition, where the mode matrices
Aj’s are restricted to be semi-orthogonal, that is, they satisfy A
T
j Aj = Irj for all j.
While none of these representations are fully identifiable, the compact HOSVD
results in an equally flexible but much more interpretable form of the Tucker decom-
position.
In formulating our model for the fixed effects in Chapter 4, we structure the
parameters for different predictor combinations as a x1,max×· · ·×xp,max dimensional
tensor βk = {βk,x1,...,xp : (x1, . . . , xp) ∈ X} for different predictor combinations at





j,k , j = 1, . . . , p} =
∑
z1,k
· · ·∑zp,k β?k,z1,k,...,zp,k∏pj=1 1{z(xj)j,k = zj,k},
where β?k = {β?k,z1,k,...,zp,k : (z1,k, . . . , zp,k) ∈ Zk} is a `1,k × · · · × `p,k dimensional
core tensor and zj,k = {1{z(xj)j,k =zj,k} : xj ∈ Xj, zj,k ∈ Zj,k} are xj,max × `j,k dimensional
allocation matrices with binary entries. This is a compact HOSVD-type factorization




Drift-Diffusion Mixed Models for Tone Learning
in Adults
This chapter is based on the publication Paulon et al. (2020) and it intro-
duces a novel methodology for multi-alternative decision making in longitudinal set-
tings. Understanding how adult humans learn non-native speech categories such as
tone information has shed novel insights into the mechanisms underlying experience-
dependent brain plasticity. Scientists have traditionally examined these questions via
longitudinal learning experiments under a multi-category decision making paradigm.
Drift-diffusion processes are popular in such contexts for their ability to mimic under-
lying neural mechanisms. Motivated by these problems, we develop a novel Bayesian
semiparametric inverse Gaussian drift-diffusion mixed model for multi-alternative
decision making in longitudinal settings. We design a Markov chain Monte Carlo
algorithm for posterior computation. We evaluate the method’s empirical perfor-
mances through synthetic experiments. Applied to our motivating longitudinal tone
learning study, the method provides novel insights into how the biologically inter-
This chapter appears as: G. Paulon, F. Llanos, B. Chandrasekaran, A. Sarkar. Bayesian
semiparametric longitudinal drift-diffusion mixed models for tone learning in adults. Journal of the
American Statistical Association, 2020. My contributions include data preparation and analysis,
methods development, manuscript writing and preparation, and software implementation.
22
pretable model parameters evolve with learning, differ between input-response tone
combinations, and differ between well and poorly performing adults.
3.1 Introduction
Understanding the cognitive and biological mechanisms underlying our abil-
ity to learn new speech categories in adulthood constitute important questions in
auditory neuroscience. Recent studies have demonstrated that adults are capable of
learning features of a second language to a high degree of efficiency, demonstrating
that age need not always constrain language learning abilities. The inherent dynamic
complexities underlying learning in adulthood are not yet well understood but are
being studied through extensive ongoing research.
The research reported here is motivated particularly by experiments on the
acquisition of Mandarin tones by native speakers of English. Native speech cate-
gories are acquired during the first year of life, within a so-called phonetic sensitivity
period. There is a greater neural commitment to native-language speech sounds,
and this commitment may preclude the learning of novel speech categories in adult-
hood (Johnson and Newport, 1989; Iverson et al., 2003). In Mandarin Chinese, there
are four tone categories that systematically change word meaning, similar to conso-
nants and vowels in English. These tones are, however, linguistically irrelevant in
English. English native speakers thus struggle to distinguish the four tones and gen-
eralize their differences (Wang et al., 1999; Chandrasekaran et al., 2010; Maddox and
Chandrasekaran, 2014). In laboratory settings, combining exposure to perceptually
variable tones with trial-by-trial corrective feedback can improve tone categorization
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skills within a few hundred trials. Reaching a native like proficiency, however, may
take several sessions of training (Xie et al., 2017; Reetzke et al., 2018). The percep-
tual and sensory representation of Mandarin tones gets fundamentally refined over
the course of this learning period (Feng et al., 2019). Understanding this longitudi-
nal evolution is critical to assess the cognitive dynamics of speech category learning.
The statistical challenge is to make this assessment indirectly from behavioral data
on tone categorization responses and response times.
To this end, we identify the Mandarin tone categorization problem with the
broader class of problems of multi-category decision making under perceptual stim-
uli (Smith and Ratcliff, 2004; Heekeren et al., 2004; Gold and Shadlen, 2007; Schall,
2001; Purcell, 2013; Glimcher and Fehr, 2013). In such contexts, drift-diffusion pro-
cesses are popular models for behavioral accuracies and response times as they mimic
the accumulation of sensory evidence in favor of different decision alternatives in the
human brain (Ratcliff, 1978; Ratcliff et al., 2016). The existing literature on drift-
diffusion models is substantive (Smith and Vickers, 1988; Ratcliff and Rouder, 1998;
Ratcliff and McKoon, 2008). These classical methods, as well as their recent adap-
tations using reinforcement learning based ideas (Fontanesi et al., 2019; Pedersen
et al., 2017; Peters and D’Esposito, 2020), are, however, heavily focused on the two
category case with a single latent diffusion process and two boundaries, one for each
of the two decision alternatives. This is despite the fact that humans often are re-
quired to learn more than two categories at once. For example, English has 14 vowels
and 24 consonant phonemes; Mandarin has four tone categories, etc. The joint like-
lihood of accuracies and response times under models with a single diffusion process
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is mathematically complex and computationally expensive (Navarro and Fuss, 2009;
Tuerlinckx, 2004; Tuerlinckx et al., 2001). Inference in such models is thus often
based on approximations of the likelihood (Vandekerckhove and Tuerlinckx, 2007),
or on the conditional likelihood of the response times, conditioned on the decisions
(Vandekerckhove et al., 2008). Multi-category drift-diffusion models with separate
latent processes, one for each decision category and simultaneously at play, have been
developed to address some of the limitations (Usher and McClelland, 2001; Brown
and Heathcote, 2008; Leite and Ratcliff, 2010; Dufau et al., 2012; Kim et al., 2017),
but the relevant literature remains sparse and focused only on simple static designs.
Learning to distinguish Mandarin tones or, more generally, to make catego-
rization decisions is, however, a dynamic process, driven by continuous and nuanced
perceptual adjustments in our brain and behavior over time. The existing simple
static models are thus severely limited in their ability to capture the true inherent
complexities, including assessing the biologically relevant changes that take place
over the learning period. Principled statistical approaches to multi-category dynamic
drift-diffusion mixed effects models, that appropriately accommodate fixed effects of
experimental factors as well as random effects due to subjects, are therefore highly
needed but present daunting methodological and computational challenges.
In this chapter, we address these challenges by developing a novel biologi-
cally interpretable flexible Bayesian semiparametric inverse Gaussian drift-diffusion
mixed model for studying multi-alternative perceptual decision making processes in
longitudinal settings.
Our construction proceeds by characterizing the accumulation of evidence for
25
different input-response tone combinations by associated independent Wiener diffu-
sion processes, resulting in an inverse Gaussian distribution based joint probability
model for the final response tone and the associated response time. To adapt this to
a longitudinal mixed model setting, we then assume the model parameters to com-
prise input-response tone specific fixed effects and subject specific random effects,
modeling them both by mixtures of locally supported B-spline bases (de Boor, 1978;
Eilers and Marx, 1996) spanning the length of the longitudinal experiment. Both
these effects are thus allowed to evolve flexibly as smooth functions over the train-
ing period (Ramsay and Silverman, 2007; Morris, 2015; Wang et al., 2016) as the
participants get more experience and training in their assigned decision tasks.
Dependence in the fixed effects model spline coefficients across adjacent tem-
poral regions is induced via hidden Markov models (HMMs) (McDonald and Zuc-
chini, 1997; Rabiner, 1989; Frühwirth-Schnatter, 2006; Cappé et al., 2005), one for
each input-response tone combination but all sharing a common state space, as well
as a novel smoothness inducing Markovian prior on the core spline coefficients. The
HMMs, adapted in such novel ways, induce a local clustering of the fixed effects
spline coefficients associated with different input-response tone combinations, in ef-
fect, allowing us to assess local similarities and differences between the corresponding
parameter trajectories in different learning phases.
This ability to infer local similarities and differences in the cognitive dynamics
is theoretically and practically relevant for tone learning applications. The underlying
mechanisms are expected to be very similar when the participants are first introduced
to the tones; differences may appear as they get better at identifying the tones as
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some tones may be easier to identify than others in this stage; these differences may
start to disappear again in later stages of the experiment as the participants become
highly proficient in identifying all the different tones. As for individual heterogeneity,
neural measures of sensory encoding information collected prior to the learning task
show no clear individual differences, even though the process of learning itself results
in good and poor learners (Reetzke et al., 2018).
The literature on longitudinal data analysis models is enormous. See, for
example, books by Diggle et al. (2002); Singer et al. (2003); Fitzmaurice et al. (2008)
and the references therein. Bayesian methods for longitudinal data have also been
extensively developed (Daniels and Pourahmadi, 2002; Chib and Hamilton, 2002;
Li et al., 2010; Müller et al., 2013; Quintana et al., 2016, etc.). The problem of
modeling locally clustered effects has, however, not garnered much attention. We can
only mention Petrone et al. (2009); Nguyen and Gelfand (2011, 2014), all of which
were designed primarily for normally distributed functional data with continuous
covariates. It is not clear how these approaches can be adapted to our problem.
Overall, our proposed method takes the existing state-of-the-art many signif-
icant steps forward, including (a) introducing a novel biologically interpretable class
of multi-category inverse Gaussian drift-diffusion models for decision making, (b)
accommodating fixed effects of perceptual stimuli and random effects due to subject
specific heterogeneity in such models in a statistically principled manner, (c) adapt-
ing these models to longitudinal study designs, studying the temporal evolution of
the underlying process parameters as the subjects get trained and experienced in
their assigned decision tasks, (d) allowing the process parameters to be locally clus-
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tered, enabling the assessment of their similarities and differences in various learning
stages.
Applied to our motivating tone learning data set, the proposed method pro-
vides many novel insights into the cognitive dynamics, allowing us to answer impor-
tant scientific questions completely outside the scope of the previously existing liter-
ature. These include a detailed understanding of how biologically significant model
parameters, that systematically relate to the underlying neural processes, evolve and
interplay to enable gradual longitudinal learning in the participants, how similar or
different these parameters are across different input and output tone combinations
in different learning phases, how these processes differ between a good and a bad
learner, etc.
Outline of the Chapter: The rest of this chapter is organized as follows.
Section 3.2 introduces the real data and the relevant scientific background. Section
3.3 develops the generic longitudinal drift-diffusion mixed model. Section 3.4 de-
velops a Markov chain Monte Carlo (MCMC) algorithm for posterior computation.
Section 3.5 presents the real data application. Section 3.6 and 3.7 show compar-
isons with competing models. Section 3.8 presents the results of simulation studies.
Section 3.9 contains concluding remarks.
3.2 Behavioral Data and Scientific Background
The behavioral data set that motivated our research comes from an intensive
multi-day longitudinal speech category training study reported previously in Reetzke
et al. (2018). In this study, n = 20 native English-speaking adults were trained to
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categorize Mandarin Chinese syllables into lexical tone categories as a function of
their pitch contour. Mandarin Chinese has four syllabic pitch contours or tones that
are used to convey different lexical meanings. For example, in Mandarin Chinese, the
syllable ‘ma’ can be interpreted as ‘mother’, ‘hemp’, ‘horse’, or ‘scold’ depending on
whether is pronounced with a high-level (T1), low-rising (T2), low-dipping (T3), or
high-falling (T4) tone, respectively. The stimuli consisted of these tones pronounced
by four native Mandarin speakers. The trials were administered in homogeneous
blocks. Each block comprised 40 categorization trials for 40 different speech exem-
plars, corresponding to different combinations of speakers, syllables, and input tones.
Participants were trained across several days, with five blocks on each day. On each
categorization trial, participants indicated the tone category they heard via a button
press on a computer keyboard. Following the button press, the participants were
given corrective feedback (‘Correct/Incorrect’) on a computer screen which was pre-
viously shown to be more effective in enhancing learning compared to full feedback
(for example, ‘Incorrect, that was a category 2’) (Chandrasekaran et al., 2014). Indi-
vidual categorization performance was monitored across training sessions until each
participant achieved and maintained accuracy levels comparable to that of native
speakers of Mandarin.
The data consist of the tone responses and the associated response times for
different input tones for the 20 participants. We focus here on the first two days of
training (10 blocks in total) as they exhibited the steepest improvement in learning
as well as the most striking individual differences relative to any other collection of
blocks (Figure 3.1). In that sense, they provide an optimal longitudinal frame to
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assess the effects of learning on decision making variables.
Low-dipping: ǎ High-falling: à
High-level: ā Low-rising: á

















Low-dipping: ǎ High-falling: à
High-level: ā Low-rising: á

















Figure 3.1: Left panel: Proportions of times an input tone was classified into different
tone categories by different subjects. The thick line represents the average perfor-
mance across subjects. Right panel: Associated response times averaged across sub-
jects for clarity. In both panels, high-level tone responses are shown in red; low-rising
in blue; low-dipping in green; and high-falling in purple.
Tone learning can be viewed from a broader perspective of multi-category de-
cision making tasks, and hence can be studied using computational models developed
for such tasks. We present here a brief nontechnical overview of how these models
relate to the underlying neurobiology. Mathematical details and developments are
deferred to Section 3.3.
In a typical multi-category decision task, the brain accumulates sensory evi-
dence in order to make a categorical decision. This accumulation process is reflected
in increasing firing rate at local neural populations associated with alternative deci-
sions. A decision is taken when neural activity in one of these populations crosses
a particular threshold level. The decision category that is finally chosen is the one
whose decision threshold is crossed first (Gold and Shadlen, 2007; Brody and Hanks,
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2016).
Changes in evidence accumulation rates and decision thresholds can be in-
duced by task difficulty, neurostimulation, and/or individual differences in cognitive
function (Cavanagh et al., 2011; Ding and Gold, 2013). Decision-making is also regu-
lated by demands on both speed and accuracy as a function of the task (Bogacz et al.,
2010; Milosavljevic et al., 2010). The overall learning accuracies (‘Correct/Incorrect’
response proportions) in our data set were previously analyzed in Paulon et al. (2019)
using a binary logistic longitudinal mixed model. In a different context, Craigmile
et al. (2010) had developed a model for response times. Separate models for accura-
cies and response times cannot, however, provide a meaningful interpretation of the
speed-accuracy trade-off.
An excellent basis for jointly modeling accuracies and response times is ob-
tained by imitating the underlying neural evidence accumulation mechanisms via
latent drift-diffusion processes racing toward their respective boundaries, the process
reaching its boundary first producing the final observed decision and the time taken
to reach this boundary giving the associated response time (Figure 3.2) (Usher and
McClelland, 2001). The drift and the boundary parameters jointly explain the dy-
namics of choice, including the speed-accuracy trade-off. Broadly speaking, decision
thresholds remaining fixed, higher drift rates lead to faster and more accurate re-
sponses; for fixed drift rates, higher decision thresholds, on the other hand, increase
response times as well as inaccuracies.
In our motivating tone learning experiment, we are interested in understand-
ing the evolution and interplay of the drift and the boundary parameters behind the
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Figure 3.2: Drift-diffusion model for perceptual decision making. After an initial
δs amount of time required to encode an input signal s, the evidence in favor of a
response category d accumulates according to a Wiener diffusion process with drift
µd,s. The decision d is eventually taken if the underlying process is the first to reach
its decision boundary bd,s. Here we illustrate a tone learning trial with input tone
T1 (s = 1) that was eventually correctly identified. Section 3.2 provides additional
neurobiological background. Section 3.3 provides additional mathematical details.
improved tone identification performances over training. Importantly, as was also
discussed in the introduction, we are not just interested in estimating the overall
trajectories of these parameters but also how they might differ between different
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input-response tone combinations locally in different longitudinal stages of the ex-
periment. Additional interest lies in assessing subject level heterogeneity in these
parameter trajectories, including particularly how they differ between good versus
bad learners.
3.3 Longitudinal Drift-Diffusion Mixed Models
The basic Wiener diffusion process can be specified as W (τ) = µτ + σB(τ),
where B(τ) is the standard Brownian motion, µ is the drift rate, and σ is the diffu-
sion coefficient (Cox and Miller, 1965; Ross et al., 1996). The process has indepen-
dent normally distributed increments, that is, ∆W (τ) = {W (τ + ∆τ) −W (τ)} ∼
Normal(µ∆τ, σ2∆τ), independently from W (τ). The first passage time of crossing
a threshold b, τ = inf{τ ′ : W (0) = 0,W (τ ′) ≥ b}, is then distributed according to
an inverse Gaussian distribution (Whitmore and Seshadri, 1987; Chhikara, 1988; Lu,
1995) with density







, b > 0, µ > 0, σ2 > 0.
With θ = (µ, σ, b)T, we have E(τ | θ) = b/µ and var(τ | θ) = bσ2/µ3.
Given perceptual stimuli and a set of decision choices, the neurons in the brain
accumulate evidence in favor of the different alternatives. Modeling this behavior
using Wiener processes with unit variances, assuming that a response is given when
the decision threshold for one of the options is crossed, a probability model for the
time τd to reach the threshold for the d
th decision category under the influence of the
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sth stimulus is obtained as







where µd,s denotes the rate of accumulation of evidence, bd,s the decision boundaries,
and δs an offset representing the collective time required to encode the s
th signal
before evidence accumulation begins, the time to press a computer key to record a re-
sponse after a decision is reached, etc. (Figure 3.2). We now let θd,s = (δs, µd,s, bd,s)
T.
Since a decision d is reached at response time τ if the corresponding threshold is
crossed first, that is when {τ = τd}∩d′ 6=d {τd′ > τd}, we have d = arg min τd′ . Assum-
ing simultaneous accumulation of evidence for all decision categories, modeled by
independent Wiener processes, and termination when the threshold for the observed
decision category d is reached, the joint distribution of (d, τ) is thus given by
f(d, τ | s,θ) = g(τ | θd,s)
∏
d′ 6=d
{1−G(τ | θd′,s)}. (3.2)
where, to distinguish from the generic notation f , we now use g(· | θ) and G(· | θ)
to denote, respectively, the probability density function (pdf) and the cumulative
distribution function (cdf) of an inverse Gaussian distribution, as defined in (3.1).
We refer to model (3.2) as the inverse Gaussian drift-diffusion model.
The marginal distribution of the response times τ under the influence of stim-
ulus s is then obtained as






{1−G(τ | θd′,s)} . (3.3)
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The marginal probability of taking decision d under the influence of stimulus s is
likewise obtained as






{1−G(τ | θd′,s)} dτ. (3.4)
Interestingly, model (3.4) is similar to traditional multinomial probit/logit regression
models (Borooah, 2002; Agresti, 2018) except that the latent variables are now inverse
Gaussian distributed as opposed to being normal or extreme-value distributed, and
the observed category is associated with the minimum of the latent variables in
contrast to being identified with the maximum of the latent variables.
In an interesting recent work, Kunkel et al. (2019) have also used an inverse
Gaussian distribution based hierarchical Bayesian model for decision making, albeit
in a simpler binary category case, focusing primarily on individual level models with
no mechanism to assess population level effects or their dynamic complexities.
For our motivating longitudinal tone learning experiment described in Section
3.2, for i ∈ {1, . . . , n = 20}, ` ∈ {1, . . . , L = 40}, t ∈ {1, . . . , T = 10}, let si,`,t denote
the input tone for the ith individual in the `th trial in block t. Likewise, let di,`,t and
τi,`,t denote, respectively, the selected Mandarin tone and the time taken to reach
the corresponding threshold by the ith individual in the `th trial in block t. We now
have





















The drift rates µ
(i)
d,s(t) and the decision boundaries b
(i)
d,s(t) now also vary with the








d,s(t) to also depend on the subject index i. We let yi,`,t = (di,`,t, τi,`,t), y = {yi,`,t}i,`,t,
and d0 = 4 be the number of possible decision categories (T1, T2, T3, T4). The
likelihood function of our longitudinal drift-diffusion mixed model thus takes the
form















3.3.1 Modeling the Offsets
The offset parameters δ
(i)
s , we recall, signify the times spent on encoding the
different input tones, the time to press computer keys to record the responses, etc.,
and hence are not directly relevant to the actual decision making processes. These
parameters are thus biologically not very interesting but may still vary between indi-
viduals and have an important effect on the estimates of drift rates and boundaries
(Teichert et al., 2016). We thus let them vary between input stimuli and participants
but assume them to remain stable across blocks as in (3.5).
We assign uniform priors on δ
(i)
s ∼ Unif(0, δs,i,max), where δs,i,max is the min-
imum of all response times under stimulus s for individual i, that is, δs,i,max =
min{(`,t):si,`,t=s} τi,`,t.
3.3.2 Modeling the Drifts and the Boundaries
Our modeling efforts concentrate henceforth on flexibly characterizing the






these parameters over training blocks explain perceptual learning in the participants.
Variations across participants, on the other hand, explain their performance hetero-
geneity. Following the discussion in the introduction, of particular interest are the lo-
cal similarities and differences between these parameters for different input-response
tone combinations (d, s) in different learning phases.





d,s(t). For ease of exposition avoiding unnecessary repetition, we describe below only
these common strategies using simplified generic notations. With x = (d, s) ∈ X =
{(1, 1), (1, 2), . . . , (4, 4)} ≡ {1, 2, . . . , xmax}, xmax = 4× 4, succinctly representing the
input-response tone combinations and, with some abuse, θ
(i)






θ(i)x (t) = exp{fx(t) + u(i)x (t)}, u(i)x (t) ∼ fu{u(i)x (t)}. (3.6)
The exponentiation in (3.6) enforces positivity constraints; fx(t) and u
(i)
x (t) denote,
respectively, additive fixed and random effects components in the exponential scale;
fu denotes the underlying random effects distribution. When needed, the fixed and
random effects components for the drifts and the boundaries, as well as associated
parameters and hyper-parameters, will be distinguished by reintroducing the sub-




b,x(t) etc. To further simplify notation, generic data
recording experimental blocks in {1, . . . , T} as well as other generic time points in
[1, T ] will both be denoted by t. Likewise, generic input-response tone combinations
as well as their particular values will both be denoted by x and so forth.
We model the components fx(t) and u
(i)
x (t), and hence θ
(i)
x (t), to all be
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smoothly varying functions over t ∈ [1, T ]. A functional approach is not strictly
necessary if inference is restricted only to the T data recording blocks blocks t ∈
{1, . . . , T}. Learning may, however, be viewed as a continuous process - the brain
synthesizes information from relevant past experiences even when not being actively
engaged in actual decision making. A functional approach to modeling fx(t) and
u
(i)
x (t) for any t ∈ [1, T ], not just the experimental blocks t ∈ {1, . . . , T}, thus facili-
tates parameter interpretability. A functional approach is also practically convenient
in characterizing smoothly varying longitudinal parameter trajectories.
In modeling the fixed effects components fx(t), we are not only interested
in characterizing their overall trajectories over time t for different input-response
combinations x = (d, s) but also how they might vary locally between different values
of x in different learning stages. Compared to the fixed effects, we have to, however,
rely on much less data to estimate the random effects u
(i)
x (t) for different x = (d, s)
and different participant i, especially for d 6= s toward later stages of the experiment
when most participants identify the input tones with high accuracies. Our models
and inferential goals for the random effects u
(i)
x (t) will therefore be relatively modest.
3.3.2.1 Locally Varying Functional Fixed Effects
We now propose a novel approach to modeling the latent functions fx(t) using
basis decomposition methods that allow them to smoothly vary with the blocks t







where B(t) = {B1(t), . . . , BK(t)}T are a set of known locally supported basis func-
tions spanning [1, T ], β(x) = (β
(x)
1 , . . . , β
(x)
K )
T are associated unknown coefficients to
be estimated from the data. In this work, we use quadratic B-spline bases with knot
points coinciding with the block locations. B-splines are non-negative, continuous
and have desirable local supports (Figure 2.2). Mixtures of B-splines are highly
flexible (de Boor, 1978). Allowing the β
(x)
k ’s to flexibly vary with x, the model can
accommodate widely different shapes for different input-response tone combinations.
It is difficult to assess how similar or different these functions are using such
unstructured models. One potential solution is to cluster the spline coefficients β(x)
associated with different input-response tone combinations x. If, for example, β(x1) =
β(x2) for two combinations x1 and x2, then we have fx1(t) = fx2(t) for all t.
Such global clustering of all elements of β(x) together does not, however, allow
us to straightforwardly assess the local similarities and differences between these
functions in different learning phases. To induce a desirable local cluster inducing
mechanism, we introduce a set of latent variables z
(x)
k for each input-response tone















The set of B-spline coefficients to be estimated at the kth location now com-
prises the β?k,zk ’s that are indexed by z
(x)










k and the implied functions
fx1(t) and fx2(t) will tend to be similar at location k. Indeed, for quadratic B-splines










In theory, we could use B-splines of other small degrees as they all enjoy local
support properties. With linear splines, however, smoothness becomes harder to
control, and with cubic splines, three latent variables would be needed to determine
the cluster configuration at each block t. We found quadratic B-splines to be a
good compromise between the two for modeling smoothly varying curves while also
maintaining easy interpretability of the latent variables.
Letting Zk = {zk : z(x)k = zk for some x ∈ X}, the case |Zk| = 1 then
characterizes the scenario when the the spline coefficients for all input-response tone
combinations x are the same at location k. On the other end, when |Zk| = xmax =
4× 4, the spline coefficients are all different for different x at location k. In our tone
learning application, |Zk| tend to be much smaller than xmax uniformly for all k and
the restricted support z
(x)
k ∈ {1, . . . , zmax} ⊂ X with zmax = 8 < xmax = 16 will
suffice.
We model the temporal evolution of the latent local cluster indicators z
(x)
k , k =
1, . . . , K, using hidden Markov models (HMMs) (Figure 3.3). We consider two types
of dynamics for the latent states corresponding to correct (C) and incorrect (I) iden-
40
z1 z2 . . . zT































Figure 3.3: Left panel: Graph of a conventional HMM. Right panel: Graph of our
proposed functional HMM model (3.8) with quadratic B-splines (Figure 2.2) with
knots points coinciding with the data recording time blocks (T = K − 1).





k−1 = zk−1) ∼ Mult(π
(C)
zk−1,1





k−1 = zk−1) ∼ Mult(π
(I)
zk−1,1
, . . . , π(I)zk−1,zmax) when d 6= s.
The latent cluster inducing variables z
(x)
k ’s are shared between fµ,x(t) and fb,x(t),
reducing computational complexities while also facilitating model interpretability.
We assign Dirichlet priors on the transition probabilities
π(C)z = (π
(C)
z,1 , . . . , π
(C)
z,zmax)
T ∼ Dir(α(C)/zmax, . . . , α(C)/zmax) with α(C) ∼ Ga(aα, bα),
π(I)z = (π
(I)
z,1, . . . , π
(I)
z,zmax)
T ∼ Dir(α(I)/zmax, . . . , α(I)/zmax) with α(I) ∼ Ga(aα, bα).
We next consider priors for the atoms β?k,zk . Conditional on the z
(x)
k ’s and






















k = {x : z
(x)
k = zk} is the set of values of x that, at the location k, are
assigned the label zk. In constructing the prior in this manner, we center the core
coefficients around the ones that are ‘expressed’ at the previous location (Figure 3.4),
penalizing their first order differences. The coefficients that are not associated with
any levels of x are assigned a normal prior with a large variance σ2β,0. The initial
coefficients are assigned non-informative flat priors as β?1,zk ∼ 1.



































β?k,1 ∼ Normal(β?k−1,1, σ2β,1),β?k,3 ∼ Normal(β?k−1,1, σ2β,1),β?k,2 ∼ Normal(µβ,0, σ2β,0)
































β?k,1 ∼ Normal(β?k−1,1, σ2β,1) · Normal(β?k−1,3, σ2β,1),β?k,2,β?k,3 ∼ Normal(µβ,0, σ2β,0)
Figure 3.4: An illustration of the prior on the spline core coefficients β?k,zk at location
k (marked by the dashed vertical lines) in the fixed effects model developed in Section
3.3.2.1 for a synthetic scenario with x ∈ {1, 2, 3}, where the curves corresponding to
the three levels of x are initially equal, the curves for x = 1, 3 (in red) and x = 2 (in
blue) then diverge at t = 6, merging back again at t = 15.
As an illustration on the smoothness inducing prior, consider the example in
Figure 3.4. In the left panel, at location k − 1 = 5, all of the levels for the covariate
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x are assigned to the first latent state, yielding the same curve for the three levels
of x. At location k = 6, levels 1 and 3 are assigned to the first latent state, whereas
level 2 is assigned to the third latent state. This corresponds to the case in which
the curves for x = 1, 3 and x = 2 diverge. Therefore, using (3.9),
• X(1)k = {x : z
(x)
k = 1} = {1, 3} and the conditional prior for the core coef-











• X(2)k = {x : z
(x)
k = 2} = ∅ and the conditional prior for the core coefficient of
the second latent state is β?k,2 ∼ Normal(µβ,0, σ2β,0),
• X(3)k = {x : z
(x)
k = 3} = {2} and the conditional prior for the core co-









In the right panel, at location k − 1 = 14, levels 1 and 3 are assigned to the
first latent state, whereas level 2 is assigned to the third latent state. At location
k = 15, all of the levels for the covariate x are assigned to the first latent state.
This corresponds to the case in which the curves for x = 1, 3 and x = 2 merge back.
Therefore,
• X(1)k = {x : z
(x)
k = 1} = {1, 2, 3} and the conditional prior for the core coeffi-
















• X(2)k = {x : z
(x)
k = 2} = ∅ and the conditional prior for the core coefficient of
the second latent state is β?k,2 ∼ Normal(µβ,0, σ2β,0),
• X(3)k = {x : z
(x)
k = 3} = ∅ and the conditional prior for the core coefficient of
the third latent state is β?k,3 ∼ Normal(µβ,0, σ2β,0).
The smoothness of the curves is controlled by the parameter σ2β,1 and is as-
signed a prior, allowing it to be informed by the data. We let
σ2β,1 ∼ C+(0, 1),
where C+(a, b) denotes a half-Cauchy distribution (Gelman, 2006; Polson and Scott,
2012) with location parameter a and scale parameter b. The half-Cauchy distribution,
which attains its mode at zero, is capable of capturing strong smoothness, while also
having heavy tails, thus being capable of capturing wiggly functions. The choice of
the scale hyper-parameter is discussed in Section 3.4.2.
Importantly, although our basic building blocks for the fixed effects compo-
nents comprise conventional HMMs, one for each input-response tone combination









multaneously appear in equation (3.2). For each input tone, the graph for our tone
learning model (Figure 3.5 and Figure 3.7) thus resembles a factorial HMM (Ghahra-
mani and Jordan, 1997, fHMM) with four hidden layers. In the posterior, a latent
state z
(d,s)
k is thus informed by all responses generated under the tone s, not just the
subset corresponding to x = (d, s). This has important consequences for posterior




























































































Figure 3.5: Graph of the proposed fixed effects model for tone learning.
3.3.2.2 Locally Varying Functional Random Effects
We now focus on flexibly modeling the functional random effects components.
For reasons outlined before Section 3.3.2.1, estimating u
(i)
x (t) for each different x is
a challenging task. For any participant, the random effects for correct and incorrect
identification of the tones may, however, be expected to be on the opposite sides of the
corresponding population level curves. Taking a middle path, we thus allow different
random effects u
(i)
C (t) and u
(i)











I (t) when d 6= s.
We adopt a common strategy to model both u
(i)
C (t) and u
(i)
I (t). Suppressing
the subscripts to simplify notation and avoid repetition, we model the time-varying






β(i)u ∼ MVNK{0, (σ−2u,aIK + σ−2u,sPu)−1},
(3.10)
where β(i)u = (β
(i)
1,u, . . . , β
(i)
K,u)
T are subject-specific spline coefficients, MVNK(µ,Σ)
denotes a K dimensional multivariate normal distribution with mean µ and co-
variance Σ. We choose Pu = D
T
uDu, where the (K − 1) × K matrix Du is such
that Duβ
(i)
u computes the first order differences in β
(i)




2 = β(i)Tu Puβ
(i)
u , the sum of squares of first order differences in β
(i)
u
(Eilers and Marx, 1996). The random effects variance parameter σ2u,s models the
smoothness of the random effects curves, smaller σ2u,s inducing smoother u
(i)(t)’s.
Additional variations from the constant zero curve are explained by σ2u,a (Figure
3.6). The absence of random effects is signified by the limiting case σ2u,s = σ
2
u,a = 0.
We assign half-Cauchy priors on the variance parameters as
σ2u,s ∼ C+(0, 1), σ2u,a ∼ C+(0, 1).
Modeled in the same space of quadratic B-splines, the fixed and the random
effects curves thus share similar smoothness properties. Having different smoothness
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σu,a



























Figure 3.6: An illustration of the functional random effects model proposed in Section
3.3.2.2. Each panel shows a collection of 10 random draws from the random effects
distribution for a combination of values of (σ2u,s, σ
2
u,a).
controlling parameters, they are, however, allowed to have different smoothness lev-
els. A similar approach, but with additional assumptions on the covariance matrix of
the random effects, has previously been developed in Guo (2002). To our knowledge,
model (3.10) for the random effects is thus also novel to the literature.
Integrating out the random effects, the corresponding population level pa-
rameters θx(t) are obtained as
θx(t) =
∫









Posterior inference for conventional HMMs can generally be based on sam-
ples drawn from the posterior using dynamic message passing MCMC algorithms
(Rabiner, 1989; Scott, 2002). The nonstandard inverse Gaussian likelihood and the
fHMM type model structure of our proposed longitudinal drift-diffusion mixed model,
however, bring in significant additional complexities. We adapt recent advances in
MCMC algorithms for discrete spaces (Neal, 2003; Van Gael et al., 2008; Titsias and
Yau, 2014; Zanella, 2019) in novel non-trivial ways, designing locally informative slice
sampling moves that carefully exploit the conditional independence relationships en-
coded in the model to overcome the computational challenges.
3.4.1 MCMC Algorithm
Posterior inference for the longitudinal drift-diffusion mixed model, described
in Section 3.3, is based on samples drawn from the posterior using a message passing
MCMC algorithm.
In what follows, ζ denotes a generic variable that collects all other variables
not explicitly mentioned, including the data points. Also, p0 will sometimes be
used as a generic for a prior distribution without explicitly mentioning its hyper-
parameters. The sampler for the drift diffusion model of Section 3.3 comprises the
following steps.
1. Update the offset parameters δ
(i)
s , s = 1, . . . , d0. The full conditionals p(δ
(i)
s | ζ) ∝
p0(δ
(i)
s )L(y | s,θ) do not have closed forms. Metropolis-Hastings (MH) steps with
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log-normal proposals centered on the previous sampled values are used to update
these parameters.
2. Jointly update the drift and boundary spline coefficients (β?µ,k,zk , β
?
b,k,zk
), for k =
1, . . . , K.
(a) If the parameters are assigned to one of the clusters, the full conditionals
do not have closed forms. MH steps are therefore used with the smoothness
inducing priors (3.9) on (β?µ,k,zk , β
?
b,k,zk
) as the proposal distributions.
(b) If the parameters are not assigned to any of the clusters, the full conditional
distribution is the second term of the prior in (3.9).













































(b) Back-propagate the messages mk(z
(s)













































































































































starting with the final condition mK(z
(s)



















































































































































































Figure 3.7: Locally informed Hamming ball sampling of the latent states in our
tone-learning longitudinal drift-diffusion mixed model. See also Figure 3.5.
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∼ Dir(α(C)/zmax + n(C)z,1 , . . . , α(C)/zmax + n(C)z,zmax)(
π(I)z | ζ
)







k = z, z
(x)
k+1 = z
′} is the number of transitions from z to z′ for
the HMMs associated with the correct identification of the tones, that is, with x s.t.
d = s. A similar definition holds for n
(I)
z,z′ .
6. Update the cluster specific smoothness parameter

















MH steps with log-normal proposals centered on the previous sampled values are
used to update these parameters.




b,k,u: The full conditional
does not have a closed form. An MH step with a normal proposal centered on the
previous value was used.







The full conditional for σ2µ,u,a is given by


















MH steps with log-normal proposals centered on the previous sampled values are used
to update these parameters.
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The main challenge here arises from the nonconjugacy of the inverse Gaussian
distribution based likelihood function, requiring MH steps for updating δ
(i)
s , β?b,k,zk
and β?µ,k,zk . We employed the adaptive MH algorithm (Roberts and Rosenthal, 2009)
for updating δ
(i)
s and the variance parameters, avoiding the difficult task of choosing
the parameters of their proposal distributions while also improving mixing. Specifi-
cally, for every batch of 50 iterations, we inflate or deflate the standard deviation of
the proposal distribution such that the optimal acceptance rate of 44% is achieved
(Roberts et al., 2001). The adaptive MH could not be employed for the cluster spe-
cific parameters (β?b,k,zk , β
?
µ,k,zk
) due to label switching, so we used tempered MH steps
instead. For the proposal distributions for (β?b,k,zk , β
?
µ,k,zk
), we used the smoothness
inducing conditional prior distributions p0(β
?
µ,k,zk
| β?µ,k−1)×p0(β?b,k,zk | β
?
b,k−1). Since
the conditioning variables β?µ,k−1 and β
?
b,k−1 are also updated at every iteration, the
values sampled from the smoothness inducing priors are frequently accepted.
Based on M thinned samples {θ(m)}Mm=1 drawn from the posterior after the


























k,u,µBk(t) etc. The popula-
tion level drift parameters are likewise estimated as
µx(t) =
∫



















3.4.2 Prior Hyper-parameters and MCMC Initializations
The fixed effects parameters of the drift-diffusion mixed effects model (3.6)
are initialized with an empirical Bayes type approach. As discussed in Section 3.3,
the boundary and the drift parameters are related to the first two moments of the
response times. Thus, we can use the empirical distribution of the response times to
choose the initial guess for both drift and boundary parameters for each combination
of input stimulus and response. The random effects are instead initialized at zero.
The clustering configuration is initialized with all the success curves in different
clusters, and all the failure curves in the same cluster.
Other crucial hyper-parameters are the mean and the standard deviation for
the prior term of the unassigned components of β(x)µ and β
(x)
b , that is, the second
term in the prior (3.9). We use the empirical distributions of the response times
at every time point to set µβ,0, σ
2
β,0. The hyper-parameters in the Gamma(aα, bα)
prior for the concentration parameters α(C) and α(I) of the Dirichlet distributions
characterizing the latent variable dynamics are set at aα = bα = 1, as recommended
in Escobar and West (1995). The half-Cauchy priors C+(0, 1) on the smoothness
parameters are non-informative for the smoothness of the corresponding longitudinal
curves. The C+(0, 1) distribution attains its mode at zero and hence is capable of
capturing strong smoothness but also has heavy tails and is thus also capable of
capturing wiggly functions. The left panel of Figure 3.8 shows some draws from
µx(t) | σ2βµ,1 with independent draws of the corresponding smoothness controlling
parameter σ2βµ,1 from a C
+(0, 1) prior. A wide variety of curves are clearly sampled -
some very smooth, some very wiggly, and many in between. Also, as the right panel
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of Figure 3.8 illustrates, the posterior distributions of the smoothness parameters
in our model all concentrate well within a region of flat C+(0, 1) prior probability
density. This is additional evidence that our prior is not producing any consistent





















Figure 3.8: Left: 10 conditionally independent draws from µx(t) | σ2βµ,1 with inde-
pendent draws of σ2βµ,1 from a C
+(0, 1) prior. Right: The C+(0, 1) prior distribution
(in blue) and the corresponding posterior distribution (in red) for the smoothness
parameter σ2βµ,1.
3.4.3 Convergence Diagnostics
This section presents some convergence diagnostics for the MCMC sampler.
The results presented here are for the tone learning data set. Diagnostics for the
simulation experiments were similar and hence omitted.
Figure 3.9 shows the trace plots of some individual level parameters at differ-
ent training blocks. Figure 3.10 shows the trace plots of some individual level offset
parameters. These results are based on the MCMC thinned samples. As these figures
show, the running means are very stable and there seems to be no convergence issues.
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Figure 3.9: Trace plots of the individual drift rates µ
(i)
1,1(t) and boundary parameters
b
(i)
1,1(t) corresponding to the success categorization of tone T1 evaluated at each of the
training blocks. The two rows correspond to the two different classes of parameters,
and the ten columns to the training blocks. In each panel, the solid red line shows the
running mean. Results for other drift and boundary parameters were very similar.
Additionally, the Geweke test (Geweke, 1991b) for stationarity of the chains, which
formally compares the means of the first and last part of a Markov chain, was also
performed. If the samples are drawn from the stationary distribution of the chain,
the two means are equal and Geweke’s statistic has an asymptotically standard nor-
mal distribution. The results of the test, reported in Table 3.1 and Table 3.2, indicate
that convergence was satisfactory for the parameters considered. Only one parame-
ter, µ
(i)
1,1(2) in the second row of Table 3.1, had a significant p-value. Some chance
rejections are expected in multiple hypothesis testing scenarios. A visual inspection
56
1 2 3 4






Figure 3.10: Trace plots of the individual level offset parameters δ
(i)
s for the four
possible input tones. The four columns correspond to the input stimuli s. In each
panel, the solid red line shows the running mean. Results for other offset parameters
were very similar.
of the corresponding trace plot, however, does not indicate any serious issue.
t = 1 t = 2 t = 3 t = 4 t = 5 t = 6 t = 7 t = 8 t = 9 t = 10
boundary
1.161 0.973 1.162 -1.287 -1.080 -0.554 0.164 -0.285 0.481 0.894
(0.25) (0.33) (0.25) (0.20) (0.28) (0.58) (0.87) (0.78) (0.63) (0.37)
drift
1.884 3.467 -0.102 -0.863 -1.171 -0.845 0.445 0.821 0.362 0.607
(0.06) (0.00) (0.92) (0.39) (0.24) (0.40) (0.66) (0.41) (0.72) (0.54)
Table 3.1: Geweke statistics and associated p-values assessing convergence of the
individual drift rates µ
(i)
1,1(t) and boundary parameters b
(i)
1,1(t) corresponding to the
success categorization of tone T1 evaluated at each of the training blocks. Results
for other drift and boundary parameters were very similar.
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s = 1 s = 2 s = 3 s = 4
-0.395 -0.848 -0.019 -0.217
(0.69) (0.40) (0.98) (0.83)
Table 3.2: Geweke statistics and associated p-values assessing convergence of the of
the individual level offset parameters δ
(i)
s for the four possible input tones. Results
for other offset parameters were very similar.
3.4.4 Software, Runtime, etc.
The results reported in this chapter are all based on 5, 000 MCMC iterations
with the initial 2, 000 iterations discarded as burn-in. The remaining samples were
further thinned by an interval of 5. We programmed in R and C++. The MCMC
algorithm takes 10 hours on a Dell machine with 16 Gb RAM.
3.5 Application to Tone Categorization Data
In this section, we discuss the results produced by our method applied to the
tone category learning data described in Section 3.2. Our primary inference goals, we
recall, include understanding systematic longitudinal variations in perceptual catego-
rization decision as the participants get better at identifying the four Mandarin tones
with there being some additional interests in assessing individual specific trajectories,
especially how they differ between good and bad learners.
Figure 3.11 shows the posterior mean trajectories and associated 90% cred-
ible intervals for the boundaries bd,s(t) and the drift rates µd,s(t) estimated by our
method for different combinations of (d, s). Figure 3.12 reports the estimated poste-





= 6 pairs of success (d = s) parameters to cluster
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together in different blocks. These results suggest that after an initial learning phase,
where the underlying processes are all similar across all input tones, there are two
main learning groups. Two of the tones {T1, T3} seem to be easier to learn, as the
corresponding drift parameters are larger, and tones {T2, T4} are more challenging.
These findings are corroborated by empirical evidence and have significant biolog-
ical relevance. The similarity groups of the mandarin tones are in fact {T1, T3},
which are characterized by the height of the pitch, and tones {T2, T4}, which are
characterized by the direction of the pitch and are more challenging to learn. Tone
T3, in particular, has a unique ’dipping’ pitch pattern that is rarely encountered
in English (Song et al., 2008), and therefore is easier to categorize. Our proposed
method allows similar inferential questions to be answered for the drift parameters
corresponding to misclassifications, as well as for all the boundary parameters. The
misclassification drift curves are mostly similar to each other, although some minor
local differences can be found. Notable exceptions are µ1,3(t) and µ3,1(t) which are
significantly smaller than all other drifts after the third block. As the participants
get trained and experienced, for input tone T1, evidence in favor of tone T3 is thus
collected more slowly compared to evidence in favor of T2 and T4, and vice versa.
Likewise, while the boundary curve estimates mostly remain constant over the train-
ing blocks and similar to each other, b1,3(t) and b3,1(t) again differ from the rest and
actually increase over the blocks. As the participants get trained and experienced,
more evidence in favor of tone T3 is thus needed to misclassify tone T1 as tone T3
and vice versa. These suggest that, as the participants get trained and experienced,
tones T1 and T3 become harder to misclassify for one another.
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Figure 3.11: Results for tone learning data: Estimated posterior mean trajectories of
the population level drifts µd,s(t) (left panel) and boundaries bd,s(t) (right panel) for
the proposed longitudinal inverse Gaussian drift-diffusion mixed model. The shaded
areas represent the corresponding 90% point wise credible intervals. Parameters for
the high-level tone response category T1 are shown in red; low-rising T2 in blue;
low-dipping T3 in green; and high-falling T4 in purple.
Importantly, our proposed drift-diffusion mixed model not only allows pop-
ulation level inference about the underlying processes but also allows us to assess
individual specific parameter trajectories. Figure 3.13 shows the posterior mean tra-
jectories and associated 90% credible intervals for the drift rates µ
(i)
s,d and the bound-
aries b
(i)
s,d estimated by our method for the different success combinations of (d, s)
for two participants - the one with the best accuracy averaged across all blocks, and
the one with the worst accuracy averaged across all blocks. These results suggest
significant individual specific heterogeneity. Importantly, the differences in the per-
formances can again be explained mostly by differences in the drift trajectories. For
the well performing participant, the drift trajectories increase rapidly with the train-
ing blocks before plateauing down around block 6 at which stage the participant has
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Figure 3.12: Results for tone learning data: Pairwise posterior co-clustering prob-
abilities of the parameter trajectories for successful identification (d = s) of differ-
ent input tones in different learning phases. The estimated posterior probability of
(µ2,2, b2,2) and (µ3,3, b3,3) being clustered together, and hence being equal, in the 3
th
block is thus 0.64, as shown in row (2, 3) and column 3. Equivalently, the estimated
posterior probability of (µ2,2, b2,2) and (µ3,3, b3,3) being different in the 3
th block is
0.36.
other hand, the drift trajectories remain approximately constant across all 10 blocks.
We compare the performance of our method with that of the linear ballistic
accumulator (LBA) model (Brown and Heathcote, 2008), discussed in detail in Sec-
tion 3.6. Similar to our model, the LBA uses independent evidence accumulators
starting at δ that continue until a response threshold b is reached. The accumulator
that first reaches the boundary corresponds to the decision outcome, and the time
taken to reach this decision boundary is the observed response time. The LBA model,
however, assumes that the evidence accumulates linearly at the rate µ, reaching the
boundary b precisely at time τ = b/µ. Unlike in drift-diffusion models, where trial-
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Figure 3.13: Results for tone learning data: Estimated posterior mean trajectories for
individual specific drifts µ
(i)
d,s(t) = exp{fµ,d,s(t) +u
(i)
µ,C(t)} (left panel) and boundaries
b
(i)
d,s(t) = exp{fb,d,s(t) + u
(i)
b,C(t)} (right panel) for successful identification (d = s) for
two different participants - one performing well (dotted line) and one performing
poorly (dashed line). The shaded areas represent the corresponding 90% point wise
credible intervals. Parameters for the high-level tone response category T1 are shown
in red; low-rising T2 in blue; low-dipping T3 in green; and high-falling T4 in purple.
by-trial variability is explained by stochastically different diffusion paths, the LBA
model explains trial-by-trial variability assuming the slopes µ for different trials to
be drawn from a Normal(md,s, vd,s) distribution.
The literature on LBA models has many serious limitations. The normality
assumption on the slopes µ clearly does not satisfy any non-negativity constraints.
Existing LBA models are also limited in their use of a common boundary bs for
all decision categories d. There is also no principled way to incorporate systematic
stimulus and decision category specific fixed or individual specific random effects
into the LBA model. Existing literature is also limited to static settings, there is no
mechanism to estimate smoothly varying longitudinal parameter trajectories as the
participants get trained and experienced in their decision tasks. In our implementa-
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tion, we thus fitted the LBA model separately for each block. Finally, the likelihood
function of the LBA model is non-convex in the parameters. Parameter estimation
based on optimization of the likelihood function is thus fraught with convergence
issues. We used the rtdists package in R, using several random initializations and
tracking the objective function to ensure convergence.
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Figure 3.14: Results for tone learning data: Left: Estimated mean slopes md,s,t
for the LBA model. Right: Estimated boundaries bs,t for the LBA model. In the
left panel, md,s,t’s for the high-level tone response category T1 are shown in red;
low-rising T2 in blue; low-dipping T3 in green; and high-falling T4 in purple.
Results produced by the LBA model applied to our motivating tone-learning
data are reported in Figure 3.14. Owing to the limitations discussed above, the
inference we make with such models is very limited. For instance, only non-smooth
population level estimates are available, individual specific trajectories can not be
assessed, etc. Some of our findings can, however, be confirmed by the LBA method.
For example, looking at the drift parameter estimates, one can see that tone T3 is
consistently associated with larger drifts. As was also seen in the estimates returned
by our method, tones {T2, T4} have similar values for the drift and the boundary
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parameters. Except such general overall findings, the LBA model, however, can not
answer scientific questions related to the dynamics of category learning with fine
detail.
Our method, on the other hand, provides a biologically interpretable, statisti-
cally principled approach to accommodate fixed effects of input stimuli and decision
categories as well as random subject specific heterogeneity, allows MCMC algorithm
based efficient estimation of longitudinally smoothly evolving parameter trajectories,
borrowing information across sample subgroups, participants as well as adjacent time
stamps through many layers of hierarchy. Crucially, building on a novel local cluster
inducing mechanism, our method also allows automated assessment of local similari-
ties and differences in the parameter trajectories in very fine detail as the participants
get trained and experienced in their decision tasks.
On the scientific side, the detailed insights obtained here point toward inter-
esting and novel hypotheses about learning. For example, we demonstrate that a
difference in drift rates, associated with the speed of sensory evidence accumulation,
is critical in determining good vs poor learners. Evidence thresholds, on the other
hand, remain relatively stable over training blocks as well as across participants. Re-
cent studies have shown that the process of evidence accumulation can be selectively
targeted by brain stimulation (Van der Groen et al., 2018). Novel tone learning stud-
ies are currently being designed to test if such neurostimulation primarily improves
the drift rates but not the evidence thresholds.
On the practical side, the insights obtained above can have important im-
plications for developing advanced training regimens in language learning platforms
64
used by millions of adults. Due to poor understanding of the temporal dynamics of
learning, especially in multi-category learning problems, current training regimens
are neither time adaptive nor individualized. Similar to personalized medicine, next-
generation speech training paradigms seek to optimize and individualize training to
reduce vast inter-individual differences in learning success (Wong et al., 2017; Bird-
song, 2004). With our ability to assess detailed longitudinal confusion patterns, we
can set up efficient training paradigms that can change the dynamics of learning in
specific ways. For example, learners may generally benefit from introducing greater
variability in pitch height that allows them to shift their focus on pitch direction
and hence can reduce disparities in tone confusions like that between T2 and T4;
poor learners may additionally benefit from ‘perceptual fading’ - beginning with
easy tones like {T1,T3} and making the training more challenging afterward with
the introduction of tones like {T2,T4}; etc. As mentioned before, non-invasive and
safe brain stimulation approaches like transcranial random noise stimulation and va-
gus nerve stimulation can be leveraged to selectively improve the process of sensory
accumulation that could enhance the performance in poor learners.
3.6 Linear Ballistic Accumulator Model
We present here a review of the LBA model (Brown and Heathcote, 2008) for
easy reference.
The LBA model is a popular framework for studying neural mechanisms un-
derlying choice between multiple alternatives. Similar to our model, it uses indepen-
dent evidence accumulators starting at δs that continue until a response boundary
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bs is reached. The accumulator that first reaches the boundary corresponds to the
decision outcome, and the time at which the boundary is reached is the response
time. The evidence, however, accumulates linearly at the rate µd,s, reaching the
boundary bs precisely at time τd = bs/µd,s. To explain trial-by-trial variability, the
LBA model assumes that the slopes µ for different trials are random draws from a
Normal(md,s, vd,s) distribution. The cumulative distribution function for the bound-
ary crossing time τd for the d
th category is thus given by
FLBA(τd | θd,s) = 1− Φ (bs/τd | md,s, vd,s) ,
where θd,s = (md,s, vd,s, bs)
T. The likelihood of the LBA model at the tth time point
is thus











{1− FLBA(τi,`,t | θd′,s,t)}
]1{di,`,t=d}
,
where θd,s,t = (md,s,t, vd,s,t, bs,t)
T, and fLBA(τ) =
dFLBA(τ)
dτ
is the pdf of τ .
The existing literature on LBA models has many serious limitations. The
normality assumption on the slopes µ in the LBA model does not satisfy a non-
negativity constraint. A common boundary bs for all decision categories d is also
inflexible. Importantly, there is no principled method to incorporate systematic
stimulus and decision category specific fixed or individual specific random effects
into the LBA model. Existing literature is also limited to static settings, there is no
mechanism to estimate smoothly varying longitudinal trajectories as the participants
get trained and experienced in their decision tasks. In our implementation, we thus














Figure 3.15: Representation of the underlying evidence accumulation processes for
our drift-diffusion model (left) and the LBA model (right) for 30 independent trials
with fixed stimulus and decision categories d = s = 1. The red line represents
the drift parameter µ1,1 for the drift-diffusion model (left) and the mean of the
drift parameters m1,1 for the LBA (right). In drift-diffusion models, trial-by-trial
variability is explained by stochastically different diffusion paths for different trials.
In the LBA model, trial-by-trial variability is explained by stochastically varying
slopes drawn from a Normal distribution.
of the LBA model described above is non-convex in the parameters. Parameter
estimation based on optimization of the likelihood function is thus fraught with
convergence issues. We used the rtdists package (Singmann et al., 2019) in R,
using several random initializations and tracking the objective function to ensure
convergence.
3.7 Comparison with a Simpler Sub-Model
In this section, we summarize the results produced by a simpler alterna-
tive model, specifically, a reduced static version of our proposed longitudinal drift-
diffusion mixed model fitted separately to data from each block as in the case
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of the LBA model. Using notation similar to those in our proposed longitudi-
nal mixed model, we now let µ
(i)
x,t = exp{fµ,x,t + u(i)µ,x,t} be the drift rates and
b
(i)
x,t = exp{fb,x,t + u(i)b,x,t} be the boundary parameters. The time index t now ap-
pears in subscript, as opposed to as an argument within parenthesis in our original
longitudinal functional model. Other relevant parts of the model, including the pri-
ors, remain unchanged.
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Figure 3.16: Results for tone learning data: Estimated posterior mean trajectories of
the population level drifts µd,s,t (left panel) and boundaries bd,s,t (right panel) for the
inverse Gaussian drift-diffusion mixed model applied independently for each block.
The shaded areas represent the corresponding 90% point wise credible intervals.
Parameters for the high-level tone response category T1 are shown in red; low-rising
T2 in blue; low-dipping T3 in green; and high-falling T4 in purple.
Figure 3.16 shows the posterior means and associated 90% credible intervals
for the population level boundaries bd,s,t and drift rates µd,s,t estimated by fitting
the above described static drift-diffusion model fitted separately to data from each
block. These results are generally consistent with the ones illustrated in Figure 3.11.
However, this reduced model yields less interpretable results for at least three reasons.
First, the absence of functional dependence makes it harder to pinpoint a general
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trend because the estimates are not smooth but very wiggly across the training
blocks. Second, the fixed effects parameters are not allowed to cluster across input-
response combinations, which results in many redundant configurations. Third, the
parameter estimates under our proposed model seem to have smaller uncertainty due
borrowing of information across adjacent blocks as well as across input-output tone
combinations via local clustering.
3.8 Simulation Studies
In this section, we discuss the results of some synthetic numerical experiments.
We are not aware of any other method from the existing literature that can be
readily applied or at least be easily adapted to our data settings and inferential
challenges. We thus restrict our focus mostly on evaluating the performances of the
proposed longitudinal inverse Gaussian drift-diffusion mixed model. We do present
a comparison with the LBA model though, applying it separately for each block as
in Section 3.5.
In designing the simulation scenarios, we have tried to closely mimic our
motivating tone learning data set. We thus chose n = 20 participants being trained
over T = 10 blocks to identify d0 = 4 tones. We set µd,s(t), bd,s(t) to values that
are very similar to the corresponding estimated values for the real data set. The
local differences were all set to be in the drift curves; additionally, some boundary
trajectories were globally different from each other. We slightly simplified the local
clustering structure, however, to be able to better illustrate the workings of our








b (t), δs etc. to
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be the estimated posterior means obtained for the real data set.
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Figure 3.17: Results for synthetic data: Estimated posterior mean trajectories of
the population level drifts µd,s(t) (left panel) and boundaries bd,s(t) (right panel) for
the proposed longitudinal inverse Gaussian drift-diffusion mixed model. The shaded
areas represent the corresponding 90% point wise credible intervals. The solid black
lines represent underlying true curves. Parameters for the high-level tone response
category T1 are shown in red; low-rising T2 in blue; low-dipping T3 in green; and
high-falling T4 in purple.
We experimented with 50 synthetic data sets generated according to the de-
sign described above. The results produced by our method were highly stable and
consistent across all data sets. The results summarized below represent a typical
scenario.
Figure 3.17 shows the posterior mean trajectories and associated 90% credi-
ble intervals for the the drift rates µd,s(t) and boundaries bd,s(t), for every possible
combination of (d, s). This figure suggests that the underlying true curves are all re-
covered well by our method. In comparison, the results obtained by the LBA model,
displayed in Figure 3.18, suffer from the same limitations discussed in Section 3.5.
Furthermore, Figures 3.19 and 3.20 suggest that the underlying true local partition
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structure, as well as the individual specific parameter trajectories, are also estimated
quite well by our method.
Figure 3.18 presents the results obtained by the LBA model applied to the
synthetic data set. There is a general agreement between the population level es-
timates produced by our method and the LBA. However, as discussed in detail in
Section 3.5 and Section 3.6, the LBA model has many serious limitations, including
being incapable of producing individual level estimates, having shared boundary pa-
rameters across all input tones, not borrowing any information across adjacent time
stamps etc. Only a very limited set of inferential questions can therefore be answered
by the LBA model.
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Figure 3.18: Results for synthetic data: Left: Estimated mean slopes md,s,t for the
LBA model. Right: Estimated boundaries bs,t for the LBA model. In the left panel,
md,s,t’s for the high-level tone response category T1 are shown in red; low-rising T2
in blue; low-dipping T3 in green; and high-falling T4 in purple.
3.9 Discussion
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Figure 3.19: Results for synthetic data: The left panel shows the true clustering struc-
ture of the underlying parameter trajectories for successful identification (d = s) of
different input tones in different learning phases. The right panel shows the corre-
sponding posterior co-clustering probabilities estimated by our proposed method.
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Figure 3.20: Results for synthetic data: Estimated posterior mean trajectories for
individual specific drifts µ
(i)
d,s(t) (left panel) and boundaries b
(i)
d,s(t) (right panel) for
two different participants - one performing well (dotted line) and one performing
poorly (dashed line). The shaded areas represent the corresponding 90% point wise
credible intervals. The solid black lines represent underlying true curves. Parameters
for the high-level tone response category T1 are shown in red; low-rising T2 in blue;
low-dipping T3 in green; and high-falling T4 in purple.
mixed model for perceptual decision making, allowing the underlying mechanisms to
be similar or different at different longitudinal stages. Our research was motivated
primarily by auditory neuroscience experiments where scientists are interested in
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understanding how the decision making mechanisms evolve as the participants get
more training in the decision tasks. Our model was built on a novel statistical
framework for longitudinal data that exploited local support properties of B-spline
bases and (factorial) HMMs to allow automated assessment of local similarities and
differences in the underlying parameter trajectories.
Application to our motivating tone categorization experiments provided inter-
esting novel insights into the underlying learning mechanisms. Notably, we discovered
that the improvements and the local variations in tone categorization performance
can be explained mostly by variations in the underlying drift parameters while the
boundaries mostly remain constant. We also discovered local groupings among the
underlying parameter curves in various phases of the learning experiments, how they
differ between well and poorly performing participants etc. Such inferences were
outside the scope of the previously existing literature.
Methodological extensions: Methodological extensions and topics of our
ongoing research include adapting the proposed models to time constrained learning
experiments, developing nested models to capture the dynamics within the blocks,
accommodating sleep induced overnight ‘consolidation’ effects, fully developing the
inverse-probit model (3.4) for accuracies introduced in Section 3.3, etc.
Broader scientific impact: The proposed approach, we believe, takes the
existing literature on drift-diffusion decision making models many significant steps
forward, enabling neuroscientists to study the longitudinal behavior of biologically
interpretable model parameters in much finer detail than what previous methods
could achieve.
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As reported in Section 3.5, the findings of our motivating speech learning ex-
periment help formulate interesting novel scientific hypotheses about speech learning.
The findings are also practically highly significant in providing exciting opportuni-
ties for developing time adaptive and individualized training regimens for language
learning.
Efficient estimation of group and individual level trajectories also open excit-
ing avenues for potential adaptations in clinical settings, especially in conjunction
with simultaneously performed imaging studies.
Finally, the scope of proposed method is also not restricted to auditory neu-
roscience problems but the approach can be readily applied to study decision making
mechanisms in other areas of neuroscience as well.
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Chapter 4
Bayesian Semiparametric Longitudinal Functional
Mixed Models with Locally Informative Predictors
We extend the methodology for locally varying partitions introduced in the
previous chapter to the case of multiple predictors. In particular, we present a flex-
ible Bayesian semiparametric mixed model for longitudinal functional data analysis
in the presence of potentially high-dimensional categorical covariates. Our proposed
method allows the fixed effects components to vary between dependent random par-
titions of the covariate space at different time points. The mechanism not only allows
different sets of covariates to be included in the model at different time points but
also allows the selected predictors’ influences to vary flexibly over time. Smooth
time-varying additive random effects are used to capture subject specific heterogene-
ity. We establish posterior convergence guarantees for both function estimation and
variable selection. We design a Markov chain Monte Carlo algorithm for posterior
computation. We evaluate the method’s empirical performances through synthetic
experiments and demonstrate its practical utility through real world applications.
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4.1 Introduction
We propose a novel statistical framework for modeling longitudinally vary-
ing continuous response trajectories in the presence of categorical covariates. Such
settings may be viewed as longitudinal adaptations of static analysis of variance
(ANOVA) designs and hence are very generic and almost ubiquitously encountered
in modern scientific research in many diverse fields, examples from recent statistics
literature including pharmacodynamics (De Iorio et al., 2004), mass spectroscopy
(Morris and Carroll, 2006), early pregnancy loss studies (MacLehose and Dunson,
2009), etc. In such scenarios, assessing the local variations in the response profiles,
including especially how the associated predictors might influence the response dif-
ferently in different stages of the longitudinal process, can provide valuable insights
into the underlying data generating mechanisms.
Existing Methods: The literature on longitudinal data analysis is really
vast (see, for example, books by Diggle et al., 2002; Singer et al., 2003; Fitzmaurice
et al., 2008, and the references therein). Bayesian methods for longitudinal data have
also been extensively developed (Daniels and Pourahmadi, 2002; Chib and Hamilton,
2002; Li et al., 2010; Müller et al., 2013; Quintana et al., 2016, etc.). However, the
problem of characterizing dynamically varying variable importance in such settings
has not received much attention. This chapter presents a novel Bayesian semipara-
metric method that addresses such needs.
Our work in this direction was inspired by the existing sparse literature on
local clustering in functional data (Duan et al., 2007; Petrone et al., 2009; Nguyen,
2010; Nguyen and Gelfand, 2011). These Bayesian nonparametric approaches assume
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that the mean functions of interest can be represented by a smaller set of canoni-
cal curves that are in turn modeled, for instance, as independently and identically
distributed (i.i.d.) realizations from a stationary Gaussian process. Gelfand et al.
(2005) specify an infinite mixture of these global functional atoms in which each
observation is a noisy realization around a draw from the set of canonical curves.
Such an approach allows for curves that are either completely different or completely
identical across the entire functional domain, capturing only their global difference
patterns. Many applications, however, involve data exhibiting local heterogeneity.
Local clustering in such cases could greatly improve estimation and prediction, bor-
rowing information across locally homogenous regions, as well as interpretability and
inference, providing potentially interesting insights into the underlying causes of local
heterogeneity. Toward this goal, Duan et al. (2007) proposed a solution by defin-
ing a stick-breaking construction at each location, which allows for local selection of
curves. Petrone et al. (2009) assumed that the individual curves can be obtained
as hybrid species defined as recombinations of different portions of the canonical
curves. Both these approaches define the local allocation rules by means of a single
hidden labeling process that indicates which canonical curve is chosen at each time
stamp. Additional challenges are represented by the choice of functional dependence
in the labeling process, whose theoretical properties have been studied by Nguyen
and Gelfand (2011). Suarez and Ghosal (2016) proposed an alternative approach,
using independent priors at different time points to cluster wavelet basis coefficients
first, but then using these local features to find global functional clusters as the final
inference goal.
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The approaches mentioned above have limitations that deserve attention.
First, defining the mean functions as recombinations of canonical curves implies
that these curves are discontinuous, which can be an impractical assumption in most
applications. Continuous curves may be desired, for instance, in dose-response rela-
tionships (De Iorio et al., 2004). Second, the inclusion of covariates in these models
has only been accomplished via an additive term in the mean function. Even when
flexible random effects are used, the linearity assumption of the covariate effects can
be quite restrictive in practice. Furthermore, the problem of dynamically character-
izing variable importance in these settings has not been addressed.
Alternative approaches to model time-varying predictor effects and interac-
tions in longitudinal data include tree based methods. Bayesian additive regression
trees (BART) (Chipman et al., 2010) perform well when the regression function con-
sists of low order nonlinear interactions. With time as an additional covariate, these
models can be adapted to capture longitudinally varying influences of the predictors
(Sparapani et al., 2016). Separate ideas involving a single tree have also been pro-
posed (Taddy et al., 2011; Gramacy et al., 2013) where the tree structure evolves
when new data streams become available. Linero and Yang (2018) and Starling
et al. (2020) proposed smoothing the covariate effects which yields more appropriate
results when the outcome is expected to vary smoothly over time. These models,
albeit flexible, do not directly assess the local influence of each individual predictor
but measure variable importance by calculating their contributions to reducing the
in-sample mean squared error. With such heavy emphasis on prediction, they often
include many weakly informative or even spurious predictors in the ensembles and
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lack parsimony and interpretability as a result (Breiman, 2001; Efron, 2020).
Yet another related strategy comprises varying coefficients (VC) regression
models where the regression coefficients are allowed to smoothly vary over a set
of chosen modifiers (Hastie and Tibshirani, 1993). VC models have been adapted
to longitudinal data by considering time as the only modifier (Hoover et al., 1998).
More recently BART priors (Deshpande et al., 2020) and variable selection techniques
(Koslovsky et al., 2020) have also been adapted to VC settings. While VC models
allow for an easy assessment of the predictors’ importance, they are restricted in
their ability to accommodate interactions between predictors. For example, for p
categorical predictors xj ∈ {1, . . . , xj,max}, j = 1, . . . , p, it is necessary to include∑p
j=1(xj,max−1) dummy variables for the main effects,
∑
j1 6=j2(xj1,max−1)(xj2,max−1)
for the first order interactions, and so on.
Our Proposed Approach: We propose a longitudinal functional mixed ef-
fects model that combines predictive power and interpretability by addressing the
limitations of the local clustering approaches cited above. Most existing methods im-
ply a tension between the main goals of statistical analysis (Breiman, 2001), namely
estimation, attribution and prediction (Efron, 2020). Our proposed approach tries
to strike a balance - it is highly flexible, being able to accommodate higher order
interactions between the predictors, but also favors parsimony, modeling these com-
plex effects implicitly and compactly, while also allowing some ease of interpretation,
including explicitly encoding each predictor’s varying overall significance at different
time points. Our method also comes with theoretical guarantees for both function
estimation and variable selection. Table 4.1 shows what different classes of methods
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BART methods × × ×
VC methods × × ×
LASSO methods × ×
Table 4.1: A broad comparison of what different existing approaches are able to infer
in regression for longitudinal data with categorical predictors. No other method al-
lows for borrowing of information across covariate levels through dynamic partitions.
The construction of our proposed model proceeds by characterizing the lon-
gitudinal evolution of both the predictor dependent fixed effects and the subject
specific random effects as flexible functions of time (Ramsay and Silverman, 2007;
Morris, 2015; Wang et al., 2016) modeled by mixtures of locally supported spline
bases (de Boor, 1978; Eilers and Marx, 1996). The fixed effects model spline coeffi-
cients are allowed to vary with the associated predictors’ level combinations, thereby
accommodating all order interactions between them. Structuring these coefficients
as multi-way tensors and applying a novel higher order singular value (HOSVD) type
decomposition (Tucker, 1966; De Lathauwer et al., 2000; Kolda and Bader, 2009), we
reduce the high-dimensional problem of modeling the complex joint influence of many
different predictors to that of estimating much smaller-dimensional core coefficients.
In effect, this induces a local partitioning of the joint covariate space such that the
different predictor level combinations belonging to the same partition set will have a
similar effect on the response variable. The local partitions constructed this way can
in fact be indexed by combinations of separate latent allocation indicators, one for
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each level of the associated categorical predictors, facilitating separate assessment
of the influences of each individual covariate (Sarkar and Dunson, 2016). To induce
dependence between the adjacent local partitions, we allow the latent allocation
indicators evolve according to a factorial hidden Markov model (fHMM) (Ghahra-
mani and Jordan, 1997). In constructing the model this way, we break free from the
assumption of separate canonical curves of the previously existing Bayesian nonpara-
metric literature cited above but allow the dependencies across adjacent temporal
locations be further informed by the associated local partition configurations through
a novel conditionally Markov prior on the core spline coefficients, conditional on the
partition structure, improving model interpretability and estimation efficiency. The
proposed functional approach also has the important advantage of avoiding to have
to impute missing data when they are missing under simple mechanisms (Little and
Rubin, 2019). We establish theoretical results on posterior consistency of the pro-
posed method for both function estimation and variable selection. We evaluate its
numerical performance in simulation experiments where it significantly outperformed
its competitors not just on average but also uniformly in all simulation instances.
Finally, we illustrate the method’s practical performance in real data applications
from diverse domains.
The methodology presented here is highly generic and broadly adaptable to
diverse problems. For instance, Paulon et al. (2020) developed a similar local cluster-
ing method in the presence of a single categorical predictor x with a small number of
levels for a specific application with a complex drift-diffusion likelihood function. The
focus of this work, however, is on developing a general methodology with an emphasis
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on the multivariate case (x1, . . . , xp) which presents significant and unique additional
modeling and computational challenges. For instance, redefining the
∏p
j=1 xj,max level
combinations of (x1, . . . , xp) as the levels of a new single predictor x, while concep-
tually straightforward, does not provide a practically effective solution as it does not
allow separate characterization of the local importances of the different predictors
and, with
∏p
j=1 xj,max increasing exponentially fast with p, quickly becomes compu-
tationally inefficient even in small to moderate dimensional problems. The strategy
is practically useless, for instance, in a real data applications we discuss in Section
4.6, where
∏p
j=1 xj,max = 580, 608. Our proposed dynamic HOSVD based approach,
in contrast, not only provides a flexible and highly efficient tool for dimension reduc-
tion and simultaneous variable selection but also does this locally at each time point
while borrowing information across a number of levels.
Our proposed approach to flexible longitudinal mixed model regression and
simultaneous variable selection does not partition the response values directly, which
has been considered by many in the static setting (Hartigan, 1990; Denison et al.,
2002; Quintana and Iglesias, 2003) and by some in the dynamic setting (Barry and
Hartigan, 1992; Page et al., 2020). Instead, we partition the covariate space accord-
ing to their influences on the response. Separately, the literature on HMMs and
fHMMs is also vast (Rabiner, 1989; Scott, 2002; Frühwirth-Schnatter, 2006; Zucchini
et al., 2017). To our knowledge, however, they have never been adapted in the novel
ways proposed in this chapter to dynamic variable selection problems. There is also
a growing body of literature on regression methods for tensor valued predictors with
tensor factorization techniques used as a dimension reduction tool. These methods,
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however, apply tensor factorizations with all continuous components, where the gen-
eral Tucker decomposition runs into identifiability and interpretability problems. To
avoid these issues, the literature has focused on parallel factor (PARAFAC) type de-
composition (see, e.g., Guhaniyogi et al., 2017; Papadogeorgou et al., 2019, etc.), a
much simpler but restrictive special case of the Tucker. Aside from the development
of sophisticated dependence models for the tensor components in a longitudinal set-
ting, our proposal is also novel in that we employ a compact HOSVD, a flexible but
interpretable version of the Tucker decomposition, where the core tensors take con-
tinuous values but the mode matrices comprise specially structured binary elements,
resulting in interpretable partition structures that allow dynamic variable selection.
Outline of the Chapter: The rest of this chapter is organized as follows.
Section 4.2 develops the generic longitudinal mixed model framework. Section 4.3
establishes posterior convergence guarantees for the proposed model, for both func-
tion estimation and variable selection. Section 4.4 develops Markov chain Monte
Carlo (MCMC) algorithms for posterior computation. Section 4.5 presents the re-
sults of simulation experiments. Section 4.6 presents real data applications. Section
4.7 contains concluding remarks.
4.2 Longitudinal Functional Mixed Model
In this section, we develop a novel generic statistical framework for longitu-
dinal functional mixed model (LFMM), where a response y is generated under the
influence of p categorical predictors xj ∈ {1, . . . , xj,max} = Xj, j = 1, . . . , p longitudi-
nally over time. To be precise, data yi,`,ti , available for individuals i ∈ {1, . . . , n} and
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trials ` ∈ {1, . . . , Li,ti} at time points ti ∈ {ti,1, . . . , ti,T}, are generated under the
influence of the predictors xj, j = 1, . . . , p. Importantly, we are not only interested
in assessing the overall global influences of the predictors but also how they affect
the responses locally at various times of the longitudinal studies.
We consider the following generic class of LFMMs
{yi,`,t | xj,i,`,t = xj, j = 1, . . . , p} = fx1,...,xp(t) + ui(t) + εi,`,t, εi,`,t ∼ fε, (4.1)
where fx1,...,xp(t) denotes time-varying fixed effects due to associated predictors x =
(x1, . . . , xp) ∈ X1 × · · · × Xp = X, ui(t) are time-varying subject specific random
effects, and εi,`,t are random errors, i.i.d. from fε, satisfying Efε(εi,`,t) = 0. We
assume that fx1,...,xp(t) and ui(t) evolve continuously with time. In this work, we focus
on normally distributed errors with an inverse-Gamma prior on the error variance as




ε ∼ Inv-Ga(aσ, bσ).
For ease of exposition, we assume in (4.1) and henceforth that the data points
are measured at a common set of equidistant time points {t1, . . . , tT}, denoted simply
as {1, . . . , T}. With some abuse of notation, generic values taken by the response
y, the predictors xj are also denoted by y, xj, etc. Without loss of generality, we
also assume henceforth the same number of replicates Li,t = L for all i, t. To further
simplify notation, generic data recording time stamps in {1, . . . , T} as well as other
generic time points in [1, T ] will both be denoted by t.
For longitudinal data observed on a regular time grid, as in the setting con-
sidered in this work, continuous functional parameter trajectories may still be more
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appealing and interpretable to a practitioner. A functional approach to modeling lon-
gitudinal data also does not require to impute missing data when they are missing
at random (Little and Rubin, 2019).
The focus of this work is on continuous responses with categorical predictors.
In many applications, the covariates are exogenous, that is, for each i, the xj,i,`,t’s
equal some fixed level xj for all `, t. When they are time-varying, we assume that
all levels of xj are present in the sample at each t for each j. A nonideal but
easy and practically useful approach to include continuous and ordinal predictors in
model (4.1) would be to categorize them by binning their values into intervals (for
example, using their quantiles) or by ignoring their order. Non-continuous responses
of various types can likewise be conveniently analyzed via latent continuous variable
augmentations (Albert and Chib, 1993; Dunson, 2000; Polson et al., 2013).
4.2.1 Fixed Effects Model
We propose a novel approach to model the latent functions fx1,...,xp(t) using
basis decomposition methods that allow them to flexibly vary with time t while also




where B(t) = {B1(t), . . . , BK(t)}T are a set of known locally supported basis func-
tions and βx1,...,xp = {β1,x1,...,xp , . . . , βK,x1,...,xp} are unknown coefficients to be esti-
mated from the data. We use B-spline bases (de Boor, 1978) which are nonnegative,
continuous and have desirable local support properties (Figure 2.1). Allowing the
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βk,x1,...,xp ’s to vary with all predictor combinations (x1, . . . , xp), the model also accom-
modates all order interactions among the predictors. In the following, we use knots
at the observed locations, hence K = T . This choice favors model interpretability
since knot locations represent the set of time points where local variable selection is
performed. As noted in Ruppert (2002), once smoothing is controlled by a penalty
parameter, the number of knots K is not a crucial parameter as long as it is larger
than a minimum threshold.
For most practical applications, the size K
∏p
j=1 xj,max of the unstructured
model (4.2) may, however, be too big to allow efficient estimation of the parameters.
It is also difficult to assess local influences of the predictors using such unstruc-
tured models. A potentially efficient solution that can greatly reduce dimensions
while also facilitating the assessment of predictors’ importance is to cluster the pa-
rameters by allowing them to have common shared values across different predictor
combinations. If, for example, βx1,...,xj,1,...,xp = βx1,...,xj,2,...,xp for all combinations of
(x1, . . . , xj−1, xj+1, . . . , xp), then not only have we reduced the number of parameters
to be modeled but have also established that the two levels xj,1 and xj,2 of xj have
no differential effect on the data generating mechanism.
Local Clustering via Multi-layer Partitions: Such global clustering of
all elements of βx1,...,xp together will still be highly restrictive in most practical ap-
plications. More realistically, the elements of βx1,...,xp should be allowed to cluster
locally. To achieve this, we introduce local random partitions ρk = {ρk,1, . . . ,ρk,mk}
of X, where mk denotes the cardinality of ρk, and let








{βk,x1,...,xp | (x1, . . . , xp) ∈ ρk,hk , k = 1, . . . , K} = β??k,hk .
While other higher order B-splines can also be used, in this work, we use
linear B-splines (Figure 2.1) whose local support properties result in locally linear
approximations of the fixed effects function with a simple expression {fx1,...,xp(k) |
(x1, . . . , xp) ∈ ρk,h} = β??k,h at the kth knot point, allowing simpler interpretations for
the local partitions ρk’s and also easier theoretical treatment and posterior compu-
tation.
In applications with large p, defining local partitions of the predictors’ space
presents daunting computational challenges due to the possible inclusion of all p co-
variates. Such curse of dimensionality can be overcome by defining the local random
partitions in two steps (see Figure 4.1). First, we perform local variable selection by
clustering the levels of each of the p marginal predictors individually. Defining the
joint local partition as the product of the p marginal partitions can be restrictive
in practice as it often yields overparametrized models. Thus, in the second step we
construct the final joint partition by further clustering the product of the marginals.
The multi-layer nature of the proposed local random partitions allows for a parsi-
monious representation of the set of B-spline coefficients, as well as for an intuitive
specification of the dynamic partitions for the marginal predictors.
To construct the first layer of the local random partitions, we introduce the
latent variables z
(xj)




j,k = zj,k for two different levels xj,1
and xj,2 of the j

















































1st layer 2nd layer
Figure 4.1: Illustration of the two layers of latent variables that induce the partition
of the covariate space at a fixed location k in the case with two categorical predictors
x1, x2 with x1,max = x2,max = 3 levels each. In this example, ρk,1 = {(1, 1), (1, 2)},
ρk,2 = {(2, 3), (3, 3)}, ρk,3 = {(1, 3), (2, 1), (2, 2), (3, 1), (3, 2)}, `k = 4, mk = 3.




is thus no significant difference between how the two levels xj,1 and xj,2 influence the
response y at location k. Letting
Zj,k = {zj,k : z(xj)j,k = zj,k for some xj ∈ Xj},
Zk = {(z1,k, . . . , zp,k) : (z(x1)1,k , . . . , z
(xp)
p,k ) = (z1,k, . . . , zp,k) for some (x1, . . . , xp) ∈ X},
the set of B-spline coefficients to be estimated at location k is at most |Zk|. When
the z
(xj)
j,k ’s are assigned probability models supported on Xj, the number of distinct
values taken on by the z
(xj)
j,k ’s, namely |Zj,k| = `j,k, may be less than |Xj| = xj,max.
The maximum size of the coefficient space |Zk| at location k is |Zk| =
∏p
j=1 `j,k ≤∏p





j=1 xj,max. Importantly, the case |Zj,k| = 1 characterizes the
scenario when xj has no influence on y at location k. On the other end, when
|Zj,k| = xj,max, the z(xj)j,k ’s take on different values for different levels of xj, implying
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that the spline coefficients are all different for different level of xj at location k. All
levels of xj now significantly differently influence the response generating mechanism
at location k.
Furthermore, we introduce the second layer of latent variables z
(z1,k,...,zp,k)
k ∈
{1, . . . , `k} with `k =
∏p
j=1 `j,k that construct the final joint partition by further
clustering the product marginals (Figure 4.1). Specifically, we let
{β?k,z1,k,...,zp,k | (z
(x1)
1,k , . . . , z
(xp)
p,k ) = (z1,k, . . . , zp,k), z
(z1,k,...,zp,k)
k = zk} = β??k,zk .
Dynamically Evolving Partition Structures: We now consider the prob-
lem of specifying probability models for the z
(xj)
j,k ’s that allow them to be temporally
dependent across k. We model the temporal evolution of the z
(xj)
j,k ’s using hidden
Markov models (HMMs). For each predictor combination (x1, . . . , xp), the collec-
tion z(x1,...,xp) = {z(xj)j,k , k = 1, . . . , K, j = 1, . . . , p} then defines a factorial HMM
(Ghahramani and Jordan, 1997) (see Section 2.6). We characterize the dynamics of





j,k−1 = zk−1) ∼ Mult(π
(j)
zk−1,1
, . . . , π(j)zk−1,zj,max) for j = 1, . . . , p.
We assign Dirichlet priors on the transition probabilities
π(j)z = (π
(j)
z,1, . . . , π
(j)
z,zj,max
)T ∼ Dir(α(j)/zj,max, . . . , α(j)/zj,max) with α(j) ∼ Ga(aα, bα).
In general, the maximum number of distinct values of the z
(xj)
j,k ’s is xj,max. However,
in most applications, |Zj,k| will be much smaller than xj,max uniformly for all k
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and the restricted support z
(xj)
j,k ∈ {1, . . . , zj,max}, zj,max < xj,max will suffice. We
impose parsimony by assigning exponentially decaying prior on the partition sizes
|Zj,k| = `j,k, favoring smaller partitions as
`j,k ∝ exp(−ϕj`j,k), ϕj ∼ Ga(aϕ,j, bϕ,j), j = 1, . . . , p, k = 1, . . . , K.
Larger values of ϕj here induce faster decay. Gamma hyper-priors on the ϕj’s further
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p,K
β1,x1:p β2,x1:p . . . βK,x1:p
Figure 4.2: Left panel: The directed acyclic graph (DAG) of a conventional fHMM
with p latent layers. Right panel: DAG of our proposed fixed effects model (4.3)
with p categorical predictors x1:p = (x1, . . . , xp).
The second layer latent allocation variables z
(z1,k,...,zp,k)
k are assigned multino-
mial distributions with Dirichlet priors on the probability parameters as
(z
(z1,k,...,zp,k)
k | π?k) ∼ Mult(π?k,1, . . . , π?k,`k),
π?k = (π
?
k,1, . . . , π
?
k,`k
)T ∼ Dir(α?/`k, . . . , α?/`k) with α? ∼ Ga(aα? , bα?).
When the z
(xj)
j,k ’s corresponding to two different categories of xj are equal in a
temporal region, the local support properties of B-splines then cause the underlying
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curves to be the same in that region. Conversely, if the z
(xj)
j,k ’s corresponding to two
different values of xj are different, the underlying curves will be distinct unless the
second layer of latent variables maps them to the same joint partition element.




































k = 1,ρk,1 = {(1, 3), (2, 3)}
z
(1,1)





β??k,1 ∼ Normal(β??k−1,1, σ2β), β??k,2 ∼ Normal(β??k−1,1, σ2β)












































β??k,1 ∼ Normal(β??k−1,1, σ2β) · Normal(β??k−1,2, σ2β)
Figure 4.3: An illustration of the prior on the spline core coefficients β??k,zk at location
k (the dashed vertical lines) in the fixed effects model developed in Section 4.2.1
for a scenario with two categorical covariates x1 ∈ {1, 2} and x2 ∈ {1, 2, 3}, where
the curves corresponding to all levels of (x1, x2) are initially equal, the curves for
x2 = 1, 2 (in blue) and x2 = 3 (in red) then diverge at t = 5, merging back again at
t = 15.
Conditionally Markov Regression Coefficients: We next consider priors




k ’s, and the coefficients at













zk−1 : zk−1 = z
(z1,k−1,...,zp,k−1)
k−1 ; (z1,k−1, . . . , zp,k−1) = (z
(x1)
1,k−1, . . . , z
(xp)
p,k−1);
(x1, . . . , xp) ∈ ρk,zk
}
and ρk,zk is the partition element comprising the covariates
levels (x1, . . . , xp) that, at location k, are assigned the label zk. Simply put, we center
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the core coefficients around the ones that are ‘expressed’ at the previous location
(Figure 4.3), thus effectively penalizing their differences. The initial coefficients are
assigned non-informative flat priors as β??1,z1 ∼ 1. The smoothness of the curves is
thus controlled by the parameter σ2β and is assigned a prior, allowing it to be informed
by the data. We let
σβ ∼ C+(0, sσ),
where C+(a, b) denotes a half-Cauchy distribution (Gelman, 2006; Polson and Scott,
2012) with location parameter a and scale parameter b.
In designing the model in this way, we deviate from existing approaches
of informing the smoothness only through underlying canonical parameter curves
(Petrone et al., 2009; Nguyen and Gelfand, 2011, 2014), thereby improving model























Figure 4.4: Model (4.3) with three covariates viewed as a dynamic HOSVD.
Alternative Characterization as HOSVD: The dimension reduction and
local cluster inducing properties of our model can alternatively be understood and in
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fact were originally conceived of through the lens of HOSVD (Tucker, 1966; De Lath-
auwer et al., 2000). Specifically, structuring the parameters for different predic-
tor combinations as a x1,max × · · · × xp,max dimensional tensor βk = {βk,x1,...,xp :
(x1, . . . , xp) ∈ X} for different predictor combinations at each location k and then




j,k , j = 1, . . . , p} =
∑
z1,k
· · ·∑zp,k β?k,z1,k,...,zp,k∏pj=1 1{z(xj)j,k = zj,k},
where β?k = {β?k,z1,k,...,zp,k : (z1,k, . . . , zp,k) ∈ Zk} is a `1,k × · · · × `p,k dimensional core
tensor and zj,k = {1{z(xj)j,k =zj,k} : xj ∈ Xj, zj,k ∈ Zj,k} are xj,max × `j,k dimensional
allocation matrices. In doing so, the problem of modeling the original parameter
tensors βk is effectively reduced to that of modeling the smaller-dimensional core
tensors β?k. Significant reduction in model size is achieved at the location k when∏p
j=1 `j,k 
∏p
j=1 xj,max. Dynamic time-varying dependency structures appropriate
for longitudinal settings are then accommodated via fHMM priors on the allocation
variables zj,k and novel Markovian priors on the core tensors β
?
k. The varying sizes
and structures of the core tensors β?k at different locations k (Figure 4.4) crucially
allow the model to identify different sets of important predictors at different locations







further refines the model (Figure 4.1), making the final partition structure fully
flexible.
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The HOSVD characterizes each xj’s overall significance explicitly and their
joint influences implicitly but very compactly, efficiently eliminating the redundant
variables and achieving significant reduction in dimensions, but avoids explicitly de-
scribing their main and lower-dimensional interaction effects (Johndrow et al., 2017)
which are often very useful to practitioners for their easy interpretation. These ef-
fects may, however, be meaningfully defined (and easily estimated from the posterior
samples) directly as















− fxj1 (t)− fxj2 (t)− f0(t), etc.,
(4.5)
where x−j = (x1, . . . , xj−1, xj+1, . . . , xp)
T ∈ X1× · · ·×Xj−1×Xj+1× · · ·×Xp = X−j,
and so on.
Our proposed HOSVD based methodology provides a straightforward way
to test for the presence of local overall effects of different predictors xj using their
marginal posterior inclusion probabilities (Figure 4.7), with consistency proven in
Theorem 3.
When a predictor is found important overall, interest may additionally lie
in testing the significance of its main and lower order interaction effects. We do
not pursue the problem in more detail in this work but provide a general recipe for
doing this by testing their pairwise differences here. For the main effects of predictor
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pairwise tests of the type
H0,j,`1,`2(t) :
∣∣∣fxj`1 (t)− fxj`2 (t)∣∣∣ ≤ ∆j(t) vs. H1,j,`1,`2(t) : ∣∣∣fxj`1 (t)− fxj`2 (t)∣∣∣ > ∆j(t),
where we have followed (Berger, 1985, Chapter 4, pp. 148) in replacing conventional
point nulls by reasonable interval nulls. If H0,j,`1,`2(t) is rejected in favor of H1,j,`1,`2(t)
for some `1 6= `2, we can conclude that the main effects of xj are significant at time
t. The interaction effects can be similarly tested.
Letting dj,`1,`2(t) = 1 [Π{H1,j,`1,`2(t)|data} > β] denote the decision rule, the




max{∑ dj,`1,`2(t), 1} ,
can then be controlled at the level 1 − β (Müller et al., 2004). For a fixed β, the
FDRpost depends on the choice of ∆. To obtain the optimal ∆, we can compute
posterior FDRpost’s on a grid of ∆ values in (0, 1) and set ∆ = inf∆′ FDRpost(∆
′) ≤
1− β.
The HOSVD view is relevant particularly for the extremely challenging mul-
tivariate predictor problem (x1, . . . , xp) but not for a single predictor x, in which
case the fHMM (Figure 4.2, right panel) simplifies to an HMM with a single layer
z
(x)






not needed. As discussed in the Introduction, the focus of the chapter is primarily
on the multivariate case. Our implementation, however, is automated to adjust to
both scenarios.
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4.2.2 Random Effects Model








i ∼ MVNK{0, (σ−2u,aIK + σ−2u,sPu)−1},






1,i , . . . , β
(u)
K,i)
T are subject specific spline coefficients, MVNK(µ,Σ)
denotes a K dimensional multivariate normal distribution with mean µ and co-
variance Σ. We choose Pu = D
T
uDu, where the (K − 1) × K matrix Du is such
that Duβ
(u)
i computes the first order differences in β
(u)








i , the sum of squares of first order differences in β
(u)
i
(Eilers and Marx, 1996). This induces a first order Markov dynamics for the spline
coefficients, evident from the tridiagonal structure of the precision matrix in (4.6)
that encodes their conditional dependence relationships. The random effects vari-
ance parameter σ2u,s models the smoothness of the random effects curves, smaller
σ2u,s inducing smoother ui(t)’s. Additional variations from the constant zero curve
are explained by σ2u,a (Figure 4.5). The absence of random effects is signified by the
limiting case σ2u,s = σ
2
u,a = 0.
A similar model for functional random effects but with additional assumptions
on the covariance matrix has previously been developed in Guo (2002). If we ignore
the sharing of information through model hierarchies, the data for estimating an
individual level effect come from that individual alone whereas the data for estimating
the fixed effects come from many individuals with shared predictor levels. In the
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Figure 4.5: An illustration of the functional random effects model proposed in Section
4.2.2. Each panel shows a collection of 10 random draws from the random effects
distribution for a combination of values of (σu,s, σu,a).
literature on mixed models, the random effects are thus often kept much simpler
compared to the associated fixed effects models. In similar vein, we have focused
here on time-varying random intercept type models. When categorical covariates,
say x′1, . . . , x
′
p′ , are desired to be included in the random effects model, ui(t) can be
modified as ux′1,...,x′p′ ,i(t) and the modeling strategies for the fixed effects components
described in Section 4.2.1 can potentially be used.
4.3 Posterior Consistency
This section presents some convergence results for our proposed longitudinal
functional mixed model. We focus on the case where n → ∞ but L, the number
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of replicates per individual, and T , the number of data recording time points, are
kept fixed, which constitutes an appropriate asymptotic regime for the applications
discussed later. Under this framework, we focus mainly on the recovery of the fixed
effects components. When L → ∞, similar results can also be established for the
individual specific effects. We restrict ourselves to consistency at the knot points
which coincide with the set of unique data observing time points in the setting of
this work. The functional domain remaining fixed to a finite interval, say [A,B],
when the number of data recording time points inside the domain T →∞ and some
additional mild smoothness assumptions are made on the true underlying functions,
the results can also be extended to the entire domain.
Our proofs rely on some results and ideas from Ghosal et al. (1999) and Suarez
and Ghosal (2016). We first show consistency for the functional fixed effects. Using
this result, we then show that our proposed model can also recover the underlying
true local partitions of the covariate space and hence perform consistent variable
selection.
We let Π(·) denote the prior distribution induced by our model on the space
of fixed effects functions fx(t) and Π(·|data) denote the corresponding posterior. We
let g(x) denote the probability distribution of x. We consider the g-weighted local







linear B-spline mixtures used in this work, fx(k) = βk,x.
Integrating out the random effects distribution (4.6) from model (4.1), we
obtain
{yi,`,t | xj,i,`,t = xj, j = 1, . . . , p} ∼ Normal{fx(t), σ2ε + σ2u(t)}, (4.7)
98
where σ2u(t) = {(σ−2u,aIK + σ−2u,sPu)−1}t,t. In our proof, we deviate slightly from our
stated model in assuming exponentially decaying tails for the priors on the variance
parameters σ2u,a and σ
2
u,s instead of the more non-informative half-Cauchy priors we
used in our implementation.
Theorem 1 (function estimation). For any ε > 0, Π(||f − f0||2,g,loc < ε | data)→ 1.
Proof. For notational convenience, we let fk,x,0 = fx,0(k) be denoted, without loss of
generality, by βk,x,0. As our focus is on the parameters f of a conditional probability
distribution of the type p(y|f,x), we can fix the marginal distribution g(x) of x at its
true value, say g0(x), and model the unknown conditional distribution p(y|f,x) in-
dependently of g(x). We can simply restrict ourselves to the set of joint distributions
such that p(y,x|f) = p(y|f,x)g0(x). With some abuse of notation, we have thus not
distinguished between g(x) and g0(x), nor between the joint distribution of (y,x|f)
and the conditional distribution of (y|f,x) but denote them both by pf .
We start by proving that the true data generating density pf0 is in the Kullback-
Leibler support of the prior Π, i.e., Π (dKL(pf , pf0) < ε) > 0 ∀ε > 0. The KL support
property shows the theoretical flexibility of the proposed model in encompassing a
large class of true data generating scenarios. We note that
Π
(














|β??k,z − β??k,z,0|2 < ε2/(K |X| δg,max), ∀x,∀k | A
}
Π(A),
where δg,max = maxx g(x), the event A = {z(xj)j,k = xj ∀j, k; z
(x1,...,xp)
k = z; mk = `k}
denotes a special case when no clustering occurs at any time point, or, in other words,
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the different possible level combinations of x all form their own separate clusters
at all time points. By the construction of our partition model, the event A has a
positive prior probability. It is possible to explicitly calculate the prior on the spline
































The above result follows by assuming that β??1,x ∼ Normal(µ0, σ20), which approx-
imates the setting of this work in the limiting case σ20 → ∞. When σ20 is fi-
nite, the precision matrix of the prior on the spline coefficients is symmetric pos-
itive definite. Since the joint distribution of the spline coefficients has full sup-
port on RK, it follows that Π
(
‖f − f0‖2,g,loc < ε
)
> 0. This shows the positiv-
ity of any Kullback-Leibler neighborhood since in the case of a Gaussian likelihood
dKL(pf , pf0) = ‖f − f0‖22,g,loc /(2σ2n).
To establish strong consistency for the posterior distribution of f(t), we apply
Theorem 2 of (Ghosal et al., 1999) stated below for easy reference.
Theorem 2 (Ghosal et al., 1999). Let Π be a prior on F. Suppose pf0 ∈ F is in the
KL support of Π and let U = {pf : ‖pf − pf0‖ < ε}, where ‖·‖ is the L1-norm for the
densities. If there is a δ < ε/4, c1, c2 > 0, α < ε
2/8 and Fn ⊂ F such that, for all n
large:
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(i) Π(Fcn) < c1 exp(−nc2), and
(ii) J(δ,Fn, ‖·‖) < nα,
then Π(U | data)→ 1.
For δ > 0, the metric entropy J(δ,Fn, ‖·‖) is the logarithm of the minimum
of all k such that there exist p1, p2, . . . , pk ∈ F with the property Fn ⊂ ∪ki=1{p :
‖p− pi‖ < δ}. We can construct a sieve in the parameter space Hn = {θ : ||β??||∞ <
M1n,m2n < σ
2
n < M2n} and Fn = {pf : θ ∈ Hn}.
We have already verified the KL support condition. Similarly, we can use
results for the Gaussian likelihood to bound the L1 distance as ‖pf − pf0‖ ≤ C1 ‖f−f0‖∞σn
for some constant C1. The logarithm of the minimum number of brackets of size δ
required to cover Fn is bounded as
J(δ,Fn, ‖·‖) < J(m2nδ/C1, {β??, σ2n : ‖β??‖∞ < M1n,m2n < σ2n < M2n}, ‖·‖∞)
< K log{3C1KM1n/(δm2n)}.




u(t) to find a bound for the
sieve complement. Using Cramer’s rule to calculate the inverse matrix, it is easy to
see that σ2u(t) = {(σ−2u,aIK + σ−2u,sPu)−1}t,t = O(σ2u,a). Thus, σ2n = O(σ2ε) + O(σ2u,a).
The prior probability of the sieve-complement can then be bounded as
Π(Hcn) < Π(β
?? /∈ [−M1n,M1n]K) + Π(σ2n /∈ [m2n,M2n])
< K exp(−R1M t11n) + exp(−R2M t22n)
(4.8)
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for some constants R1, t1, R2, t2 and some sequences M1n,m2n,M2n. In order to apply
Theorem 2, we then need, for δ < ε/4 and α < ε2/8, that
K log{3C1KM1n/(δm2n)} < nα and
K exp(−R1M t11n) + exp(−R2M t22n) < c1 exp(−nc2).
(4.9)
Conditions 4.8 and 4.9 are satisfied by choosing M1n to be a positive polynomial
of n, m2n be a negative polynomial of n, and M2n be an exponential function of
n, depending appropriately on the constants in these equations. Hence, we have
Π(||pf − pf0|| < ε | data) → 1. We conclude that the posterior distribution is con-
sistent relative to the L1 distance. Finally, since ‖f − f0‖2,g,loc . ‖pf − pf0‖ we get
Π(‖f − f0‖2,g,loc < ε | data)→ 1.
Without any loss of generality, we assume that g(x) > 0 for all x ∈ X.
If not, we can simply restrict ourselves to the set on which g(x) > 0. We then
have nx → ∞ as n → ∞ for all x ∈ X. The asymptotic regime can then be





by σ2n,x = n
−1
x {σ2ε + σ2u(t)}. Theorem 1 then implies that, for any x ∈ X and ε > 0,






For a given location k, let ρk = {ρk,1, . . . ,ρk,mk} be a random partition
of X, the space of vectors of length p whose individual entries have values in Xj,
respectively. The partition ρk is defined in the following way:
β??k,x = β
??
k,x′ ⇐⇒ x,x′ ∈ ρk,h for some h ∈ {1, . . . ,mk}.
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Our hierarchical prior for the random partitions assigns a positive probability to each
possible configuration. Let ρk,0 be the partition generated by the true values of the
parameters at location k. Then the following theorem holds.
Theorem 3 (variable selection). Π(ρk = ρk,0 | data)→ 1.
Proof. Let a compatible model be a collection of all parameter values corresponding
to a partition which is finer than ρk,0. Let an incompatible model be any collection
of parameters that does not result in a compatible model.
Theorem 1 implies that the posterior probability for any neighborhood of the
true value βk,x,0 for the spline coefficients converges to 1. For incompatible models,
there exists an incorrect assignment for a pair (x,x′), i.e., βk,x = βk,x′ when βk,x,0 6=
βk,x′,0. Therefore, is it possible to find a neighborhood of βk,x,0 that does not contain
βk,x, which contradicts Theorem 1.
Hence, we can focus exclusively on the set of compatible models. Let ρk =
{ρk,1, . . . ,ρk,mk} be a compatible model and ρk,0 = {ρk,1,0, . . . ,ρk,mk,0,0} be the true
model. Since ρk is a finer partition, we can assume without loss of generality that
mk > mk,0 and that ρk,h ⊆ ρk,h,0 for h = 1, . . . ,mk,0. In Section 4.4, we calculated
the marginal likelihood of the model as





























































p(yk | ρk, ζ)
p(yk | ρk,0, ζ)
=
√∏mk,0




































To examine the behavior of this expression, note that mk > mk,0, and nk,h < nk,h,0,
h = 1, . . . ,mk,0. Now, the expression under the square root converges to 0 as n→∞
since mk > mk,0 implies that the denominator is of a higher order.





k,h,0 are On(1). Moreover, the only terms in the exponential that are not






















The expression in the square brackets can be rewritten as a quadratic form yᵀAy
for some matrix A which is On(1). Since the dispersion matrix of y is σ
2
nIn, the
variance of yᵀAy is On(1/n) as n→∞. Therefore, the exponential term is bounded
in probability as n→∞.
Thus, we have shown that the probability of any incompatible model goes to
zero. Along with the fact that for any compatible model the marginal likelihood ratio
tends to 0 implies that the only model that can possibly retain positive probability is
the truth. Since for any fixed k there are only finitely many models for {βk,x}x∈X,
the probability of the true model must tend to 1.
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The construction of our model in Section 4.2.1 is such that the influences of
the predictors are encoded precisely by the model induced partition structures - the
predictor xj is important at location k if its levels belong to at least two different sets
in the partition ρk. Consistency in recovering the local partitions thus immediately
implies consistency in local variable selection.
We have not studied posterior contraction rates here which would require
quantifying bounds for the prior concentration around the truth, the entropy of
the model, etc. (Ghosal and Van der Vaart, 2017) under the complex dependence
relationships induced by our model via the many sophisticated layers of hierarchy
discussed in Section 4.2, daunting tasks that we view to be outside the scope of this
work.
4.4 Posterior Inference
Inference for the proposed LFMM is based on samples drawn from the pos-
terior using an MCMC algorithm. In our model, the values of `j,k’s are crucial
in controlling the model size since they act as local covariate importance indica-
tors. Varying values of `j,k’s, however, result in varying dimensional models, posing
daunting computational challenges. Dynamic message passing algorithms, such as
the forward-backward sampler, are popular strategies for inference in HMMs and
fHMMs (Rabiner, 1989; Scott, 2002). However, it is not clear how message passing
strategies can be adapted to include inferences about the `j,k’s.
We address these challenges by designing an efficient trans-dimensional tran-
sition step which updates the partition structure and the corresponding local curves
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at every location. First, for every location k, an update in the partition struc-
ture ρk is proposed. Second, conditional on ρk, samples of the spline coefficients
β??k = {β??k,h}mkh=1 are drawn from their Gaussian full conditional distributions.
Specifically, the first step involves updating, for every predictor j at each
location k, the first layer of latent variables zj,k = (z
(1)
j,k , . . . , z
(xj,max)
j,k ), the implied
partition sizes (`1,k, . . . , `p,k), and the corresponding second layer of latent variables
zk = z
(z1,k,...,zp,k)
k . Designing an efficient such proposal is made challenging by the
discrete and potentially high-dimensional support of the latent variables zj,k and zk.





k | `j,k, zj,k, zk) = q1(`′j,k, z′j,k | `j,k, zj,k)q2(z′k | `′j,k, z′j,k).
First, we perturb the current state zj,k to a new configuration z
′
j,k by sampling
uniformly in a Hamming ball of radius r around zj,k (Titsias and Yau, 2014), resulting





j,k | `j,k, zj,k) = Unif{z′j,k | Hm(zj,k)}1{`′j,k = |Z′j,k|}.
Conditioning on the first layer of latent variables, we update the second layer as
q2(z
′
k | `′j,k, z′j,k) = Mult (1/`k, . . . , 1/`k) .
In terms of the implied marginal partition structure Zj,k, when r = 1, this corre-
sponds to (A) selecting a covariate level and either (Ba) merging it to one of the
other existing partition elements or (Bb) creating a singleton by separating it from
its partition element. Since the first layer proposal distribution is symmetric, the
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resulting acceptance rate of the Metropolis-Hastings (M-H) step is
racc =
p(yk | ρ′k, σ2ε , σ2β, ζ)









q2(zk | `′j,k, z′j,k)
q2(z′k | `′j,k, z′j,k)
, (4.10)
where ζ denotes a generic variable that collects all other variables not explicitly
mentioned here, including the data points, and yk = {yi,`,k}i,`. Importantly, the
spline coefficient parameters β??k at each location k can be analytically integrated
out of the posterior of the corresponding partition structure. This allows for an
efficient scheme for sampling the random partition structures based on their marginal
likelihood




p(yk | β??k,h,ρk,h, σ2ε)p(β??k,h | σ2β, ζ)dβ??k,h.
The second term in the integral is the conditional smoothing prior for the spline
coefficients

















zk−1 : zk−1 = z
(z1,k−1,...,zp,k−1)
k−1 ; (z1,k−1, . . . , zp,k−1) = (z
(x1)
1,k−1, . . . , z
(xp)
p,k−1);




zk+1 : zk+1 = z
(z1,k+1,...,zp,k+1)
k+1 ; (z1,k+1, . . . , zp,k+1) =
(z
(x1)
1,k+1, . . . , z
(xp)
p,k+1); (x1, . . . , xp) ∈ ρk,h
}
are the indexes of the coefficients expressed
at the previous and following locations, respectively, n−k,h = |Z−k,h| and n+k,h = |Z+k,h|


















−1 are the resulting smoothing prior mean and variance parameters. Hence we
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get

























































where r(m) = {yi,`,t−ui(t)}i,`,t are the main effects residuals, nk,h = |{(i, l) s.t. xi,`,t ∈
ρk,h}| is the number of observations allocated to the spline coefficient β??k,h, σ?2k,h =(

















Conditional on the partition structure ρk, the group specific curves are sam-
pled from their Gaussian full conditional distribution









To simplify posterior sampling for the scale parameter σβ, we used a hier-
archical scale mixture representation of the half-Cauchy distribution (Makalic and
Schmidt, 2016). Introducing an auxiliary variable νβ, the C
+(0, sσ) prior can be
represented as
σ2β ∼ Inv-Ga(1/2, 1/νβ), νβ ∼ Inv-Ga(1/2, 1/s2σ).
Posterior full conditionals for the σ2β and νβ then belong to the inverse-Gamma family
and can be easily sampled from. The same trick, however, does not yield tractable
full conditionals for σ2u,s and σ
2
u,a. M-H steps are used for these parameters.
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The full MCMC sampler comprises the steps reported in Algorithm 1 in Sec-
tion 4.4.1. Our software implementation in R and C++ is highly automated, requiring
only the available data points and the values of a few prior hyper-parameters as in-
puts. These hyper-parameters appear deep inside the model hierarchy and inference
is highly robust to their choices.
4.4.1 MCMC Algorithm
We summarize here the steps of the MCMC algorithm used to sample from
the posterior of our model.
Algorithm 1





1: For k = 1, . . . , K, j = 1, . . . , p, sample `j,k, zj,k and z
(z1,k,...,zp,k)
k using the M-H
step with acceptance rate (4.10).
Updating the cluster specific parameters β??k,h and the smoothness σ
2
β
2: For k = 1, . . . , K, h = 1, . . . ,mk sample the group specific curves β
??
k,h from their
Gaussian full conditionals (4.11)







3: Sample the smoothness parameter σ2β from its inverse-Gamma full conditional






Updating the initial distributions π
(j)








1{z(xj)j,1 = h}. For j = 1, . . . , p, sample π(j)0 as









1{z(xj)j,k = h, z
(xj)
j,k−1 = h
′}. For j = 1, . . . , p, h =
1, . . . , xj,max, sample π
(j)
h as
{π(j)h (1), . . . , π
(j)
h (xj,max)} | ζ ∼ Dir{α(j)/xj,max + n
(j)





6: For j = 1, . . . , p, sample α(j) using an M-H step from its full conditional





Updating the second layer probabilities π?k
7: Let n?k,h =
∑
z1,k,...,zp,k
1{z(z1,k,...,zp,k)k = h}. Sample π?k as
{π?k(1), . . . , π?k(`k)} | ζ ∼ Dir{α?/`k + n?k,1, . . . , α?/`k + n?k,`k}.
Updating the random effects parameters
8: Let r(r) = {yi,`,t−fx1,...,xp(t)}i,`,t be the random effects residuals. For i = 1, . . . , n,



























, Bi = {Bk(ti)}ti,k.
9: Sample the random effects smoothness parameter σu,s using an M-H step from
its full conditional




i | σu,s, σu,a).
10: Sample the random effects scale parameter σu,a using an M-H step from its full




i | σu,s, σu,a).
Updating the global variance parameter
11: Let r = {yi,`,t−fx1,...,xp(t)−ui(t)}i,`,t be the residuals. Sample the error variance
σ2ε as σ2ε | ζ ∼ Inv-Ga{aσ + nLT/2, bσ + rᵀr/2}.
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4.4.2 Prior Hyper-parameters and MCMC Initializations
The fixed effects parameters of the longitudinal mixed effects model (4.1)
are initialized at the maximum likelihood estimate for the spline coefficients of the
simplified model with no smoothing and no predictors included. The random effects
are initialized at zero.
The hyper-parameter for the half-Cauchy prior on the smoothing parameters
is sσ = 1. The C
+(0, 1) distribution has its mode at zero and hence is capable
of capturing strong smoothness but also has heavy tails and is thus also capable
of capturing wiggly functions. The hyper-parameters for the inverse-Gamma prior
on the residual variance are set at aσ = bσ = 1. The hyper-parameters on the
Gamma prior for the mass of the Dirichlet distributions on the transition dynamics
are aα = bα = aα? = bα? = 1, as recommended in Escobar and West (1995). Finally,
the hyper-parameters for the Gamma prior on ϕj,k are aϕ,j = 5, bϕ,j = 1.
4.4.3 Software, Runtime, etc.
The results reported in this chapter are all based on 7, 500 MCMC iterations
with the initial 2, 500 iterations discarded as burn-in. The remaining samples were
further thinned by an interval of 5. We programmed in R interfaced with C++ through
Rcpp (Eddelbuettel et al., 2011) and RcppArmadillo (Eddelbuettel and Sanderson,
2014). The MCMC algorithm takes 10 minutes on a Macbook laptop with 8 Gb
RAM for the synthetic examples. In all experiments, the posterior samples produced
very stable estimates of the population and individual level parameters of interest.
MCMC diagnostic checks were not indicative of any convergence or mixing issues.
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4.5 Simulation Studies
In synthetic experiments, the proposed longitudinal framework achieved ex-
cellent empirical performance in recovering the true fixed and random effect curves
and associated local cluster configurations from noisy subject level data. Figure 4.7
illustrates the scenario used in the simulation studies. We considered T = 20 time
points {1, . . . , T}. We generated p = 10 predictors, x1, x2 ∈ {1, 2} and x3, . . . , x10 ∈
{1, 2, 3}. The total number of possible level combinations of (x1, . . . , x10) across all
time points to consider in a fully flexible but completely unstructured model would
thus be T
∏10
j=1 xj,max = 20 × 22 × 38 = 20 × 26, 244 = 524, 880. The true data
generating mechanism is such that x1 and x3 are locally important whereas all other
covariates are redundant at all time points. The fixed effects curves corresponding
to the levels {1, 2} and {3} of x3 are initially equal, then diverge at t = 5 and finally
merge back at t = 17, conditional on x1 = 1. The fixed effects curves corresponding
to the levels {1} and {2} of x1 are initially equal and then diverge at t = 8. We
generated n = 100 individual specific curves with Li,t = 2 repeated measurements at
each time point. The residual variance was set at σ2ε = 1, whereas the variance and
the smoothness of the random effects were σ2u,s = 0.1 and σ
2
u,a = 2, respectively.
As shown in Figure 4.6, our method correctly recovers x1 and x3 as the only
significant predictors. In fact, the estimated number of groups `j,k associated with the
other predictors consistently equals to one. The posterior probabilities also correctly
estimate two groups for x1 starting from t = 8 and two groups for x3 starting from
t = 5. Estimates of the fixed effects curves and a few individual level curves obtained
by our method are shown in Figure 4.7. Our model estimates the fixed (left panel)
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as well as the individual specific (right panel) effects very precisely by borrowing
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Figure 4.6: Results for synthetic data: The estimated posterior probabilities for the
number of clusters of the predictors’ levels over time for x1, x2 and x3. The predictors
x1 and x3 were locally important. The remaining predictors, namely (x2, x4, . . . , x10),
including x2 shown here, were never included in the model - their levels always formed
a single cluster.
We compare the out-of-sample predictive performance of our proposed LFMM
with state-of-the-art parametric and nonparametric regression alternatives. We focus
particularly on BART models by fitting both the original BART (Chipman et al.,
2010) and the smooth BART (Linero and Yang, 2018) to the synthetic data sets.
In addition, we apply a LASSO regression model, implemented using the function
glmnet in R, independently at each time point. Figure 4.8 compares the out-of-sample
predictive performance (left panel) and the coverage of the 95% prediction intervals
(right panel) for the different methods for 100 simulated data sets with 75%-25%
training-test splits. Remarkably, our proposed LFMM not only had substantially
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Figure 4.7: Results for synthetic data: Scenario with ten covariates (x1, . . . , x10)
where only (x1, x3) are locally important, as described in Section 4.5. Left panel:
Estimated posterior means (colored lines) and 95% point wise credible intervals for
the fixed effects, superimposed on slightly jittered response values yi,`,t for all com-
bination of the levels of the significant predictors (x1, x3). The true fixed effects are
superimposed (black lines). Right panel: Estimated posterior means (colored lines)
and 95% point wise credible intervals for three individual specific curves, superim-
posed on the associated observed individual response values yi,`,t. The figure here
corresponds to the synthetic data set that produced the median root mean squared
error.
smaller out-of-sample RMSEs, it actually performed uniformly better than all other
approaches in all simulated data sets. Our method also produced prediction intervals
with coverages probabilities close to the nominal rate.
As described in Section 4.2.1, our methodology can also recover main and
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Figure 4.8: Results for synthetic data: The left panel shows the out-of-sample root
mean squared error. The right panel shows the coverage of 95% prediction intervals.
All measures reported are obtained over 100 75%-25% training-test splits. The red
points represent the averages across simulations, whereas the red intervals represent
the interquartile ranges across simulations.
true main and interaction effects for various levels and level combinations of x1 and
x3, and the corresponding estimated posterior means and 95% point wise credible
intervals.
4.6 Applications
In this section, we discuss the results of our method applied to five data sets,
including one with time-varying predictors.
4.6.1 Progesterone Data
We describe here an application of our proposed approach to modeling proges-
terone data (Brumback and Rice, 1998; Nguyen and Gelfand, 2011) that record the






































Figure 4.9: Results for synthetic data: Scenario with covariates (x1, . . . , x10) with
significant predictors (x1, x3) described in Section 4.5. Showing their true effects
(black lines) and their estimated posterior means (colored lines). Clockwise from
top left: overall mean; main effects of x1; main effects of x3; and interaction effects
of (x1, x3). The figure here corresponds to the synthetic data set that produced the
median root mean squared error.
cycles, measured by urinary hormone assay. Measurements of 51 female subjects
occur during a monthly cycle ranging from -8 to 15 (8 days pre-ovulation to 15 days
post-ovulation). There are a total of 91 cycles: the first 70 cycles belong to the
non-conceptive group, the remaining 21 cycles belong to the conceptive group. The
type of cycle is the single categorical predictor used in the analysis.
Figure 4.10 (left) shows the estimated posterior means and associated 95%
point wise credible intervals for the group specific curves. The population level
curves for conceptive and non-conceptive cycles are clustered together in the early
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Figure 4.10: Results for the progesterone data: The left panel shows the estimated
posterior means and 95% point wise credible intervals for the fixed effects curves,
superimposed on slightly jittered response values yi,`,t for different levels of x. The
right panel shows three examples of individual specific curves, their estimated poste-
rior means (solid lines) and 95% point wise credible intervals, superimposed on the
associated observed individual response values (dashed lines) yi,`,t.
part of the cycle but become different in the late post ovulation period. In particular,
the late conceptive cycles are associated with higher levels of progesterone. Global
clustering methods would not allow clustering of the groups in the pre-ovulation
period and would simply separate the two groups across all time points. Figure 4.10
(right) shows the estimated posterior means and associated 95% point wise credible
intervals for the individual specific curves. These estimates show how our model can
flexibly recover the individual level variations.
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4.6.2 Health and Retirement Study Data
We analyze publicly available data from a longitudinal survey of US adults,
the Health and Retirement Study (HRS). The HRS was established to assess the
health implications of aging at both individual and population levels and has been
fielded biennially years since 1992. Three categories of data - public, sensitive and
restricted - can be accessed on the HRS website or, alternatively, via the RAND HRS
longitudinal file. The HRS is sponsored by the National Institute on Aging and
the University of Michigan and has previously been analyzed in Sonnega et al. (2014)
and most recently in Deshpande et al. (2020).
The goal of the study is to understand how life course processes influence
the trajectories of cognitive health. Therefore, we focus on predicting each subject’s
later-life cognitive function over time using life course socio-economic position (SEP)
indicators. The p = 13 covariates include measures of SEP in childhood (SEP index),
early adulthood (educational attainment), and later-life (household wealth) as well
as measures of later-life mental and physical health (binary indicators of physical
activity, diabetes, heart problems, high blood pressure, loneliness and stroke as well
as BMI and depression index) and socio-demographic factors (race, gender). The
size of the unstructured model T
∏p
j=1 xj,max = 32× 580, 608 = 18, 579, 456 makes it
impossible to estimate the parameters without adopting a dimensionality reduction
approach. The outcome is cognitive function as measured by a series of listening
and memory tests that the HRS used to construct a score ranging from 0 to 35.
We restricted our analysis to subjects aged between 65 and 96 years with at least
two cognitive scores recorded between 2000 and 2016. This resulted in a sample
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of n = 4, 167 subjects who were administered a total of N = 27, 820 surveys, each
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Figure 4.11: Results for the HRS: The estimated posterior probabilities for the num-
ber of clusters of the predictors’ levels over time for x1 = education, x2 = gender,
and x3 = race. The predictors x1 and x3 were locally important. The remaining pre-
dictors, including x2 shown here, were never included in the model since the number
of clusters of their levels was always 1.
Figure 4.11 shows the posterior probabilities for the number of groups `j,k
associated to three of the predictors (education, gender, race). The other predictors’
levels were grouped together at each location k and therefore they did not affect the
outcome. Figure 4.12 shows the effect of education and race, i.e., the two predictors
that were selected by the model. These results highlight the importance of educa-
tional attainment due to its association with cognition. It appears that higher levels
educational attainment are associated with higher cognitive function across adult-
hood. This confirms that socioeconomic position in early adulthood as measured
by education can have later life effects on cognition. Conversely, it appears that
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Figure 4.12: Results for the HRS: The left panel shows the estimated posterior means
and 95% point wise credible intervals for the fixed effects curves corresponding to
different education levels, superimposed on slightly jittered response values yi,`,t.
The right panel shows the estimated posterior means and 95% point wise credible
intervals for the fixed effects curves corresponding to different races, superimposed
on slightly jittered response values yi,`,t.
the other SEP measures have no predictive effect on later-life cognition. In middle
aged invididuals, three groups of educational attainment seem to differently affect
the outcome: 1-8, 9-12, 13+. In old aged invididuals, instead, only two groups of
educational attainment are significant: 1-8, and 9+. As far as race is concerned,
it appears that after controlling for the other covariates in this study, white and
non-white individuals have significant differences in cognitive scores during later-life.
This finding also confirms the results in Deshpande et al. (2020), who estimated
that white people’s intercept parameter is larger than the one for other races, and is
consistent with previous literature (Wilson et al., 2015; Dı́az-Venegas et al., 2016).
This result indicates that other factors that are unaccounted for (i.e., quality of ed-
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ucation or literacy) are affecting the estimated cognitive scores for each race/ethnic
group. Crucially, our model is able not only to flexibly estimate the cognitive score
functions, but also to pool information across different covariate subgroups. Borrow-
ing information across curves becomes especially important to estimate the cognitive
score of older aged individuals due to the decrease in sample size.
4.6.3 Beat the Blues Data
We consider longitudinal data from a randomized clinical trial of an interac-
tive multimedia program known as “Beat the Blues” which was designed to deliver
cognitive behavioral therapy to depressed patients via a computer terminal. Patients
with depression recruited in primary care were randomized to either the Beating the
Blues program, or to “Treatment as Usual” (TAU), and they were followed up for a
maximum of 4 visits. Other than the treatment indicator, the two additional predic-
tors include dummy variables indicating if patients take anti-depressant drugs and
if the length of the current episode of depression is less or more than six months.
Thus, the size of the unstructured model T
∏p
j=1 xj,max = 5× 23 = 40 makes it hard
to estimate the parameters with the small sample size n = 380, typical of a clinical
trial. The measured outcome is the Beck Depression Inventory II (BDI), a popular
depression screening instrument. The data is publicly available, for instance, via
the R package HSAUR2 (Hothorn and Everitt, 2014). The efficacy of computerized
cognitive behavioral therapy was first detected in Proudfoot et al. (2003) via a linear
mixed effects model but was not replicated in the randomized clinical trial of Gilbody
et al. (2015).
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Figure 4.13: Results for the Beat the Blues data: The left panel shows the estimated
posterior means and 95% point wise credible intervals for the fixed effects, super-
imposed on the observed trajectories yi,`,t. The right panel shows the estimated
posterior means and 95% point wise credible intervals for three individual specific
curves, superimposed on the associated individual responses yi,`,t.
Figure 4.13 (left panel) shows the estimated posterior means and associated
95% point wise credible intervals for the group specific curves for each of the eight
possible combinations of the three categorical predictors. As illustrated, no signif-
icant differences were detected at any time point by our model. Thus, our model
seems to confirm the conclusions of Gilbody et al. (2015). Figure 4.13 (right panel)
shows the estimated posterior means and associated 95% point wise credible intervals
for three individual specific curves.
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4.6.4 Childhood Asthma Management Program (CAMP) Data
The CAMP study (Group, 2000) was a randomized clinical trial for children
with asthma. We analyze a subsampled and anonymized version of the original data,
publicly available at the National Institute of Health (NIH) website. We use this
semi-synthetic data set for illustrative purposes alone, the conclusions must not be
extended to the original study.
The trial’s goal was to infer the long-term impact of three treatment assign-
ments (Budesonide, Nedocromil, or placebo) on pulmonary function. A total of
n = 1, 041 children aged 5-12 years were enrolled and balanced across the treatment
groups. We use one of the endpoints of the trial as the response variable, namely lung
function as measured by the Forced Vital Capacity (FVC). Other predictors include
the children’s gender and ethnicity as well as dummy variables indicating if partic-
ipants shared their house with pets and/or smokers. The size of the unstructured
model is T
∏p
j=1 xj,max = 16× 3× 23 × 4 = 1, 536.
Figure 4.14 (left panel) shows the estimated posterior means and associated
95% point wise credible intervals for the fixed effects curves for each of the six possible
paired combinations the predictors, namely treatment assignment and presence of
smokers in the household. The only significant predictor in the model is the treatment
assignment variable. In particular, participants assigned to Budesonide appear to
have larger FVC. These differences, however, emerge only after the third visit and
seem to become more pronounced as time progresses. Figure 4.14 (right panel) shows
the estimated posterior means and associated 95% point wise credible intervals for
three individual specific curves, exhibiting a high degree of heterogeneity around the
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Figure 4.14: Results for the CAMP data: The left panel shows the estimated poste-
rior means and 95% point wise credible intervals for the fixed effects, superimposed
on the observed trajectories yi,`,t. The right panel shows the estimated posterior
means and 95% point wise credible intervals for three individual specific curves,
superimposed on the associated individual responses yi,`,t.
mean profiles.
4.6.5 National Longitudinal Survey of Youth Data
The national longitudinal survey of youth of 1997 (NLSY97, Moore et al.,
2000) is a longitudinal study that follows a nationally representative sample of the
American youth born between 1980 and 1984 on various aspects of life. Participants
enter the study between the ages of 12 and 16. Interviews were conducted annually
from 1997 to 2011 and biennially since then. The NLSY97 collects information on
respondents’ labor market behavior and educational experiences. The survey also
includes data on the participants’ family backgrounds to help researchers assess the
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impact of environmental factors on these labor statistics. We use a publicly available
version of the data that can be found at the U.S. Bureau of Labor Statistics website.
We analyze a subsample of the original data consisting of a random 25% of
the participants which resulted in n = 2, 120 youths surveyed for a total of 16, 188
questionnaires. We use yearly income (in $10, 000 units) as the response variable and
determine the effects of the socio-demographic variables on this outcome. The ex-
ogenous covariates include the participants’ gender and ethnicity. The time-varying
predictors are region, marital status and a dichotomous variable indicating if the
participants live in urban or rural areas. The size of the unstructured model is
T
∏p
j=1 xj,max = 16× 22 × 42 × 5 = 5, 120.
Our analysis produced three significant predictors, namely gender, ethnicity
and marital status. Displaying every level combination of these predictors is difficult,
so we show only their main effects as defined in equation (4.5). Figure 4.15 shows the
estimated posterior means and associated 95% point wise credible intervals for the
overall mean (top left) and the predictors’ main effects (other panels). The top left
panel shows that incomes increase as a function of age on average across the entire
sample. The top right panel shows a gender gap that becomes especially important
between the ages of 21 and 26, with men earning up to $5, 000 more than women. A
racial gap also appears to be significant, with African American participants having
lower earnings, as illustrated in the bottom left panel. Finally, as illustrated in the
bottom right panel, married couples seem to have higher incomes compared to single






































Figure 4.15: Results for the NLSY97 data: the significant predictors were gender,
ethnicity and marital Status. Showing their estimated posterior means (colored lines)
and 95% point wise credible intervals. Clockwise from top left: overall mean; main
effects of gender; main effects of ethnicity; and main effects of marital status.
4.7 Discussion
In this chapter, we developed a flexible Bayesian semiparametric approach to
longitudinal functional mixed models in the presence of categorical covariates. Build-
ing on novel fHMM infused mixtures of locally supported B-splines, our proposed
method allows the fixed effects components to vary flexibly with the associated co-
variates, allowing potentially different sets of important covariates to be included in
the model at different time points. The mechanism not only allows different sets of
covariates to be included in the model at different time points but also allows the se-
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lected predictors’ influences to vary flexibly over time. Flexible time-varying additive
random effects, modeled also by Markovian mixtures of B-splines, are used to capture
subject specific heterogeneity. We established theoretical results on posterior consis-
tency of the proposed method for both function estimation and variable selection.
In simulation experiments, the method significantly outperformed the competitors.
We illustrated the method’s practical utility in real data applications.
The methodology presented here is highly generic and broadly adaptable to
diverse other problems. While the focus of this work has been on dynamically varying
longitudinal data models, the methodology could also be useful in static multiway
mixed ANOVA designs. Methodological extensions we are pursuing as topics of
separate research include dynamic partition models for observational units; spatial
and spatiotemporal settings models for multivariate responses; principled approaches
to accommodate continuous, ordinal and mixed type covariates; etc.
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Chapter 5
Bayesian Nonparametric Bivariate Survival
Regression for Current Status Data
This chapter considers Bayesian nonparametric inference for event time dis-
tributions based on current status data. We show that in the case of independent
censoring conventional mixture priors, including the popular Dirichlet process mix-
ture prior, lead to biologically uninterpretable results as they unnaturally skew the
probability mass for the event times toward the extremes of the observed data. Sim-
ple assumptions on dependent censoring can fix the problem. We then extend the
discussion to bivariate current status data with partial ordering of the two outcomes.
In addition to dependent censoring, we also exploit some minimal known structure
relating the two event times. We design a Markov chain Monte Carlo algorithm for
posterior simulation. Applied to a recurrent infection study, the method provides
novel insights into how symptoms-related hospital visits are affected by covariates.
5.1 Introduction
We develop Bayesian nonparametric survival regression for bivariate event
times that are subject to a single censoring time. In particular, we consider bivariate
current status data (Groeneboom and Wellner, 1992), referring to situations where
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the only available information on each event time is whether or not it exceeds a
monitoring time that is common to the two outcomes. Data of this type are often
collected in studies on the prevalence of recurrent infectious diseases such as partner
studies of HIV infections (Jewell and Shiboski, 1990), or in carcinogenicity testing
when a tumor under investigation is occult (Dunson and Dinse, 2002). Wang and
Ding (2000) show that the distribution for bivariate current status data is not identi-
fiable using nonparametric maximum likelihood estimation. The goal of this chapter
is twofold: first (Section 5.3), we propose a dependent censoring scheme that is use-
ful for modeling univariate event time data; second (Section 5.4), we embed such
dependent censoring within a flexible model that can identify the joint distribution
of bivariate outcomes with the aid of weak structural assumptions.
Our goal is to develop a flexible model whose parameters have a biologically
meaningful interpretation. Bayesian models are especially useful in such scenarios
because of their ability to accommodate prior information. Nonparametric priors are
often used to flexibly model a baseline survival function, usually completed with a
parametric component that relates survival to a number of predictors. For example,
Bayesian extensions of the proportional hazards (PH) model (Cox, 1972) have been
proposed in Kalbfleisch (1978) and in Hjort (1990). Generalizations of the accelerated
failure times (AFT) model (Buckley and James, 1979) based on a Dirichlet process
prior appear in Christensen and Johnson (1988), Kuo and Mallick (1997), Kottas and
Gelfand (2001), Hanson and Johnson (2004), or alternatively using Polya trees, for
example in Hanson and Johnson (2002). In other cases the main inference target is
the hazard function. Sparapani et al. (2016), for instance, construct nonparametric
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survival regression using a Bayesian additive regression tree (BART) model (Chip-
man et al., 2010) by adding time as an ordinal predictor to a BART-probit model
for the hazard function.
In general, censored observations contribute limited information, via the dis-
tribution function or survival function as the corresponding factors of the joint like-
lihood. This becomes problematic in the case of current status data, as we shall
demonstrate. Some proposals have been put forward to tackle these issues. In the
case of univariate survival regression, generalizations of the PH model for current
status data have been introduced in Cai et al. (2011), Wang et al. (2015) and in
Huang (1996). Xue et al. (2004) propose a partly linear AFT model for univariate
current status data. More similar to our approach, Wang and Ding (2000) model
dependence between bivariate event times via a copula function. Dunson and Dinse
(2002) use a Bayesian probit model with normal frailties to induce dependence among
multivariate current status data. Nevertheless, there remains a gap in the literature
concerning flexible nonparametric regression models for bivariate current status data
under dependent censoring.
The motivating case study is inference for the Partner Notification Study
(Golden et al., 2005). The goal of the study is to understand the times of development
of infection and symptoms for recurrent episodes of gonorrhea and/or chlamydial
infections. The study design includes a single follow-up visit for each individual.
During this visit the presence of symptoms and infection was recorded, leading to all
censored data with shared censoring times for the two outcomes.
Let S denote the time of the onset of symptoms, I the time of infection,
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and C the time of the hospital visit. Thus, four responses are possible: presence
of both disease and symptoms (I < C, S < C), absence of both (I > C, S > C),
absence of symptoms and presence of disease (I < C, S > C), and symptoms without
disease (I > C, S < C). The latter can be explained by the fact that the surveyed
symptoms are very generic and might also arise due to other underlying causes.
This setup yields data that are bivariate in nature as two outcomes are registered.
However, the censoring times, i.e. the hospital visit times, are restricted to a lower
dimensional subspace, with a single follow-up visit to assess the presence of both
symptoms and disease. Additional complexity arises from the partial ordering of
the two outcomes: the infection time is a priori unlikely to follow the symptoms
time. This can only occur when the symptoms arise due to other causes. Our
model introduces features to reflect this consideration. We use a mixture model with
one submodel being subject to an order constraint, representing symptoms due to
the infection of interest, and another submodel without such constraint, allowing
for symptoms due to other causes. While our discussion is motivated by a specific
application, we note that similar data formats arise frequently in any study that
involves data collection during follow-up visits. For example, doctors might record
tumor recurrence using a CT scan and symptoms as reported by patients.
In the first part of this chapter, we demonstrate with simple examples the
problems arising from the use of standard techniques with current status data. We
then introduce structural assumptions that allow us to identify a meaningful dis-
tribution of the latent bivariate outcomes. We propose a Bayesian nonparametric
(BNP) approach for modeling the joint distribution under these assumptions. An
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important feature of BNP models is their large support, allowing us to approximate
essentially arbitrary distributions (Ishwaran and James, 2001). To handle covariates,
our approach is based on the dependent Dirichlet process (DDP) prior introduced by
MacEachern (1999). See also the discussion in De Iorio et al. (2004) for the special
case of categorical covariates.
Outline of the Chapter: The rest of this chapter is organized as follows.
Section 5.2 describes the clinical study that motivates this article. Section 5.3 devel-
ops the proposed inference approach starting from a simple univariate case. Section
5.4 uses the univariate model as a building block for bivariate outcomes and out-
lines an MCMC strategy for estimation. Section 5.5 develops a Markov chain Monte
Carlo (MCMC) algorithm for posterior computation. Section 5.6 presents the results
of simulation studies. Section 5.7 presents the results of the proposed method applied
to the Partner Notification Study. Section 5.8 finishes with concluding remarks.
5.2 The Partner Notification Study
The Partner Notification Study (Golden et al., 2005) enrolled men and women
who received a diagnosis of gonorrhea or genital chlamydia at most 14 days prior
to enrollment. It was conducted in King County Seattle (Washington state, U.S.A.)
from September 1998 to March 2003. Researchers contacted clinicians who diag-
nosed and treated the infections to seek permission to contact their patients. To
minimize the likelihood of reinfection before randomization, patients who could not
be contacted within 14 days after treatment were not eligible for the study, yielding
a total of n = 1864 participants. The study was designed to gather current status
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data of recurrent gonorrhea or chlamydial infection in patients 3 to 19 weeks af-
ter randomization to standard (control group, 933 individuals) or expedited partner
therapy (intervention group, 931 individuals). The primary outcome was persis-
tent or recurrent gonorrhea and/or chlamydial infection in the original participants
within 90 days after enrollment, although actual follow up times varied considerably
(19 to 161 days) due to both difficulty scheduling follow-up visits and anticipated
hospitalizations due to symptoms. The issue of patient noncompliance is handled by
our model via a dependent censoring mechanism. Sal y Rosas and Hughes (2011)
previously analyzed data on infection times from the same study, explicitly allowing
for outcome misclassification.
When visiting the hospital, two outcomes were recorded for each patient:
presence of reinfection (Ii) and of symptoms (Si). Thus, two latent event times
(Ii, Si) correspond to a common censoring time Ci, i.e. the time of the hospital visit.
The data record for each patient Ci, and whether the patient has already experienced
the infection ∆Ii = 1(Ii < Ci) and some symptoms ∆Si = 1(Si < Ci). While in
general symptoms should follow the onset of infection, the definition of symptoms in
this study is very generic and they might also be due to other causes. In the case
Ii < Si it is impossible to tell whether symptoms are due to the disease of interest or
any other cause, while when Ii > Si the symptoms are known to be due some other
cause.
The recorded n = 1832 follow-up visits included patients reporting all four
possible combinations of censoring for the two outcomes: n00 = 1303 patients did not
experience symptoms and tested negative for the infection; n10 = 121 patients tested
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positive for the infection but were not experiencing any symptoms (asymptomatic
infections); n01 = 325 patients tested negative for the infection but were experiencing
symptoms (due to other causes); n11 = 83 patients tested positive for the infection
and were also experiencing symptoms (symptomatic infections).
Figure 5.1 shows two univariate nonparametric maximum likelihood estimates
(MLE) (Groeneboom and Wellner, 1992) for the distributions of time to infection Ii
and time to symptoms Si, stratified by two covariates (gender and intervention) under
the assumption of independent censoring. Female participants seem to experience
symptoms sooner than men. The flat region of survival probability in the middle of
the range of the observed data is typical for the nonparametric MLE and is clinically
highly implausible. In Section 5.3 we show that the accumulation of probability
mass toward the bounds of the observation range is a common issue when dealing
with current status data. Moreover, these nonparametric MLE estimates represent
marginal effects and do not take into account any correlation that is expected between
the time to infection and time to symptoms.
5.3 Univariate Survival Analysis for Current Status Data
We introduce a Bayesian nonparametric (BNP) modeling strategy for current
status data, first in a simple univariate case. We show that the nonparametric MLE
for current status data under independent censoring has an undesirable feature that
makes it biologically uninterpretable. More specifically, most of the probability mass
is accumulated toward the extremes of the data range.
Let Si represent the latent event time for patient i, ∆i be a censoring indicator
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Figure 5.1: Nonparametric MLE for infection times (left panel) and time until symp-
toms (right panel), stratified by the binary covariates gender and treatment fixing age
to the average age in the sample. Shaded areas represent pointwise 95% confidence
intervals.
with ∆i = 1 if the event has been detected and ∆i = 0 otherwise, and let Ci denote
the censoring time. That is, when ∆i = 1, then Si ≤ Ci (left censored), otherwise
Si > Ci (right censored). We want to infer the unknown density fS(s) based on only
the observed censoring times and indicators (Ci,∆i), i = 1, . . . , n.
5.3.1 Limitations of the Maximum Likelihood Estimator
We show that under moderate sample sizes the nonparametric MLE under
independent censoring does not provide meaningful estimates of the event time
distribution for current status data. Without loss of generality, we assume that
the censoring times are ordered, Ci ≤ Ci−1, and that ∆1 = 1,∆n = 0. Define
A = {i > 1 s.t. ∆i = 1,∆i−1 = 0} ∪ {1} as the set of indices of left censored obser-
vations immediately following a right censored observation, i.e. the set of indices of
the pairs (∆i−1,∆i) = (0, 1). Next, let J = |A| and C? = (C?1 , . . . , C?J) = (Ci, i ∈ A)
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Figure 5.2: An example with n = 12 latent event times. The set of support points
is A = {1, 4, 7, 10}. On the x-axis, 0 and 1 indicate the values of ∆i.
Let C?J+1 denote any point to the right of the last right censored observation.
The times C? ∪ {C?J+1} are the only points where probability mass can accumulate
under the nonparametric MLE. In other words, the support of a discrete nonpara-
metric density estimate for the latent event times can have probability mass only at
the left censoring times. More specifically, the support of the MLE is restricted to
Ci’s corresponding to (i) the left censored observation in every “01” pair, (ii) the first
left censored observation, and (iii) any point to the right of the last right censored
observation. To see this, write the unknown distribution fS(·) of the latent times Si





We denote with Fj =
∑
k≤j pk the cumulative density function (c.d.f.) and with
F̄j = 1 − Fj the survival function at the supporting point C?j . To see that the
nonparametric MLE for fS(s) can only have support on the set C
?, assume that
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fS(s) were to include any additional probability mass p at Ci 6= C?j , j = 1, . . . , J .
Let j? = maxj{C?j < Ci} and j′ = minj{C?j > Ci} denote the point mass in C?
closest to Ci from the left and from the right, respectively. Then, if ∆i = 1 one could
move the probability mass p to C?j? , and if ∆i = 0 one could move the probability
mass p to C?j′ . Either would leave the likelihood function unchanged.
Groeneboom and Wellner (1992) introduce a simple EM algorithm to estimate
the unknown c.d.f for the latent times under the independent censoring assumption.
Let lj = #{Ci s.t. ∆i = 1, C?j ≤ Ci < C?j+1} and rj = #{Ci s.t. ∆i = 0, C?j <
Ci ≤ C?j+1} denote the runs of left and right censored observations, respectively. Let
Y = {(Ci,∆i)}ni=1 denote the data and p = {pj}J+1j=1 denote the parameters. The








{lj logFj + rj log F̄j}.
If instead we knew the latent times z = {Si}ni=1, we could use the full data log-
likelihood `(p, z) =
∑J
j=1 nj log(pj) where nj = #{Si = C?j }. The expectation of
this full data log-likelihood with respect to z involves only E(nj | p). This motivates
an easy Expectation Maximization (EM) algorithm, illustrated below.
We illustrate the algorithm on simulated data with n = 200 latent times gen-
erated from a mixture of three normal distributions with weights π = (0.4, 0.2, 0.4)ᵀ,
locations µ = (20, 40, 60)ᵀ and scale parameters σ2 = (25, 25, 25)ᵀ. The censoring
times Ci were simulated according to model (5.2), defined below. As shown in Figure
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Algorithm 2 (Expectation Maximization)
E-step
1: For given p = p(t), evaluate the expectation of the nj’s w.r.t. the latent censored
event times. This involves distributing lj to all C
?
j′ , j
′ ≤ j with weights pj′/Fj;
and rj to all C
?
j′ , j
′ > j with weights pj′/F̄j, i.e.








2: Replacing the unknown nj’s with their expectations ñj makes the maximization















(a) Green vertical pins represent the non-
parametric MLE estimate for the point
masses obtained via the EM algorithm.










(b) In blue, posterior mean (and shaded
pointwise 95% credible intervals) for a sim-
ple mixture of K = 3 normal distributions.
In black, the simulation truth.
Figure 5.3: Simulated data. Right and left censoring times are represented by black
“0” and red “1”, respectively, on the x-axis. Vertical dashed lines represent the
possible support points for fS(s).
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5.3a, despite a large number of support points C?, in this simulation study most of
the probability mass under the unconstrained MLE accumulates close to the bounds
of the range of the data. One might conjecture that the issue is caused by the exces-
sively flexible nature of the unconstrained MLE. However, even parametric models
fail to capture the underlying distribution of the latent times. For comparison, we
carried out inference using a mixture of K = 3 Gaussian distributions for the latent
times S, matching the nature of the actual simulation truth. In Figure 5.3b, we
show the posterior mean for the unknown event time distribution under this model
when fitted to the current status data in the simulation study. The posterior esti-
mated distribution still allocates most probability mass toward the extremes of the
data and misses the central peak, despite using an analysis model that matched the
actual simulation truth.
5.3.2 A Bayesian Nonparametric Model
We introduce some assumptions to address the issues described in the previous
section. In short, we regularize the model by (i) explicitly modeling the dependence
between censoring times and latent event times, and (ii) introducing prior shrinkage
with a flexible nonparametric Bayesian prior.
Knowledge about dependent censoring allows us to gain some information
on fS(·) from the censoring times. For example, in the motivating case study it
is expected that patients seek help shortly after they experience symptoms. This
information can be incorporated in the model in many ways. For our specific appli-
cation, we assume that the censoring times Ci’s arise from a race between a return
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by schedule versus a return driven by the onset of symptoms, as
Ci | Si, λ = min{Si + Exp(λ); Unif(A,B)}, (5.2)
where A and B represent the range of the observation window, and Exp(λ) and
Unif(A,B) refer to random variables with the respective distribution. In other words,
the visit time to the hospital can either occur uniformly in the observation range
(visit by protocol) or it can closely follow the symptoms onset (visit prompted by
symptoms). The resulting distribution is easily evaluated.
Lemma 1. The p.d.f. of the conditional distribution of censoring times given the
event times is given by
fC|S(c | s) =
1{c ≤ s}
B − A +
1{c > s}
B − A e
−λ(c−s){1 + λ(B − c)}.
Proof. Recall that
{C | S = s} = min{s+ Exp(λ); Unif(A,B)}.
Then, the inverse cumulative density function for the conditional distribution of cen-
soring times given the latent times is given by the survival function
F̄C|S(c) = P[min{s+ Exp(λ); Unif(A,B)} > c]
= P[s+ Exp(λ) > c; Unif(A,B) > c]





1{c ≤ s}+ e−λ(c−s)1{c > s}
]
.
The condition 1(A,B)(c) will be considered to be always true, and hence omitted, in the















and by differentiation we get
fC|S(c) =
1
B − A1{c ≤ s}+
e−λ(c−s)
B − A {1 + λ(B − c)}1{c > s}.
The regularization induced by the dependent censoring mechanism in (5.2)
yields more intepretable inference, but some issues remain. Figure 5.4 shows the
nonparametric density estimate for such a model under dependent censoring, and it
highlights that inference still fails to recover the simulation truth. Two important
features that are missing from this model are prior smoothing for the distribution
of the latent event times as well as borrowing of information within homogeneous
patient subpopulations.
Motivated by the described limitations we specify a Bayesian nonparametric
prior for the latent event times. Relaxing parametric assumptions allows for greater
modeling flexibility, robustness against misspecification of a parametric statistical
model and, as a result, more honest uncertainty assessment than under a parametric
model. At the same time, prior smoothing and shrinkage result in more realistic
and clinically meaningful estimates compared to a nonparametric MLE. In addition,
a BNP model can allow to accommodate heterogeneous patient populations, for
example using a Dirichlet process (DP) mixture model.
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Let f denote the distribution of the variable of interest (in our case the event
times). A DP mixture model assumes f(y) =
∫
k(y | θ) dH(θ) with H ∼ DP (M,H0),
where DP indicates a DP prior with total mass α and base measure H0. See Chapter
2.1 for a more thorough review of the DP and DP mixtures. For later reference we
note that H =
∑∞
h=1 πhδθh is a.s. discrete with θh
iid∼ H0, and a stick breaking prior
(Sethuraman, 1994) for the weights πh = qh
∏
`<h(1 − q`) with qh
iid∼ Beta(1,M).
Two natural choices of sampling models k(y | θ) for survival data are the log normal
and the Weibull families. In applications with event times close to 0, it can be
convenient to first log transform the data and then use normal kernels, i.e. use log
normal kernels. In many instances, however, a mixture of normals may suffice (Lo,
1984) and is often preferred.
The BNP-CS model
The resulting model can be summarized as
Ci | Si, λ = min{Si + Exp(λ); Unif(A,B)}
Si | H ∼
∫
N(Si | µ, σ2)dH(µ, σ2), H ∼ DP(M,H0).
(5.3)
The model is completed with hyperpriors
H0 = N(µk | µ0, σ2k/κ0)× IG(σ2k | aσ, bσ),
M ∼ Gamma(aM , bM) and λ ∼ Gamma(aλ, bλ). We refer to (5.3) as BNP for current
status (BNP-CS) model, with the name implying that alternative BNP priors other
than the DPM (see, e.g. Müller et al., 2015) could be used if desired. Using the stick-
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breaking construction of the DP, the second line of model (5.3) can be rewritten as
Si | {µk, σ2k, πk}+∞k=1 ∼
+∞∑
k=1
πkN(Si | µk, σ2k)
with (µk, σ
2
k) ∼ H0, i.i.d., and π ∼ SB(M), where SB(M) denotes the stick-breaking
construction for the weights, with concentration parameter M . In our implementa-
tion, we also use priors on the hyperparameters µ0, κ0, bσ.











BNP−CS Mix−N NP NP & dep. censoring Truth
Figure 5.4: Simulated data: Right and left censoring times are represented by “0”
and “1”, respectively, on the x-axis. The green step function shows an estimate of the
survival function under the nonparametric MLE using independent censoring. The
gray step function shows an estimate of the survival function under the nonparametric
MLE using dependent censoring. The blue curve shows an estimate of the survival
function under a mixture of normals model (note that the simulation truth is in the
same parametric family). The red curve shows an estimate of the survival function
under the proposed model. Shaded areas represent pointwise 95% credible intervals
for the estimated survival functions. The black dashed line represents the simulation
truth.
Inference under the BNP-CS model for the same data used in the illustra-
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tion of Section 5.3.1 recovers the underlying truth better than inference under the
model with independent censoring. Figure 5.4 shows the survival function estimated
under (i) an unconstrained nonparametric model, (ii) a nonparametric model under
dependent censoring, (iii) a mixture of K = 3 normal distributions with independent
censoring, and (iv) the proposed nonparametric model with dependent censoring. Al-
though the model under (iii) matches the simulation truth, inference under models
(i) - (iii) fails to recover a meaningful estimate, while inference under (iv) successfully
exploits the information that is contained in the observed Ci.
5.4 Bivariate Survival Regression for Partially Ordered Cur-
rent Status Data
5.4.1 A Bivariate Event Time Model
We now use the BNP-CS model (5.3) as a building block for bivariate out-
comes. Beyond the already discussed dependence of Si and Ci, we add some more
structure based on prior knowledge of the underlying process. Without additional
assumptions, the joint distribution for bivariate current status data is not likelihood
identifiable, in general (Wang and Ding, 2000).
To see that this is the case, let FI = P (Ii ≤ Ci) = P (∆Ii = 1), FS = P (Si ≤
Ci) = P (∆Si = 1), and FIS = P (Ii ≤ Ci, Si ≤ Ci) = P (∆Ii = ∆Si = 1). Note that
FI , etc. are functions of Ci. Assuming independent censoring the joint likelihood
function for bivariate current status data Y = (∆Ii ,∆Si , Ci, i = 1, . . . , n) is then∏
i
{





where, for ease of notation, we suppressed the i index in ∆I and ∆S. Only the
three univariate distributions FI , FS and FIS are likelihood identifiable. To achieve
inference on the joint distribution of (I, S) we can therefore either (i) estimate the
joint distribution under parametric or semiparametric assumptions, or (ii) build the
joint model from the two identifiable marginal distributions and a particular choice
for their dependence structure. Our approach follows mainly the latter strategy.
In words, we assume that symptoms can arise either due to the infection of
interest, or due to other causes. In the former case, we assume a parametric model
for the lag time L = S − I between infection time I and onset of symptoms S. In
the latter case, we assume independence between I and S. That is, we model the
bivariate event time distribution fIS(I, S) as a mixture model in which one of the
two components is subject to the order constraint I < S, i.e.
fIS(I, S) = wf
?
IS(I, S) + (1− w)f ′IS(I, S) (5.5)
where f ′IS(I, S) is subject to I < S, whereas f
?
IS(I, S) is not. Therefore, f
?
IS(I, S)
can be interpreted as the distribution of (I, S) for a patient with symptoms “due to
other causes”. Figure 5.5 shows the support of the two components of the mixture as
well as the support for the latent times corresponding to the four possible censoring
indicators, i.e. factors in (5.4).
We add two main assumptions to introduce more structure in (5.5), which
will eventually facilitate inference: (i) under f ?IS(I, S), the time to symptoms (due to
other causes) and time to infection are independent; (ii) under f ′IS(I, S), the latency


















(d){Ii ≤ Ci, Si > Ci}
(Ci, Ci)
(Cj, Cj)
Figure 5.5: Support for the latent times I > 0, S > 0, corresponding to the four cases.
The gray quadrants represent the support for the latent times corresponding to the
observed censoring times (Ci, Ci) under f
?
IS(I, S). The area with red horizontal lines
represents the support for the latent times under f ′IS(I, S).
the onset of illness to the development of symptoms. The assumed marginal fI(·) on
I is shared by both, f ?IS and f
′
IS. Thus, model (5.5) becomes
fIS(I, S) = wfI(I)f
?
S(S) + (1− w)fI(I)fL(S − I). (5.6)
Finally, note that by introducing in (5.6) dependence between S and I, we implicitly
also introduce dependence between I and C through (5.3), thus regularizing inference
on both fI and fS. For later reference we note that sampling (Ii, Si) ∼ fIS can
be equivalently written as a hierarchical model with latent indicators, say vi, with
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p(vi = 1) = w and




S(S) if vi = 1
fI(I)fL(S − I) if vi = 0.
(5.7)
The second component in (5.6) includes the constraint I < S as a positivity
constraint on the latency time L > 0. Recent approaches to deal with hard con-
straints use relaxation methods that replace the hard constraint with priors that
penalize departures outside of the constraint subspace (Duan et al., 2020). Alter-
natively, Patra and Dunson (2018) developed methodology that uses unconstrained
inference and then projects the posterior draws onto the constrained subspace. In
our model, assigning positive support to the reparametrized variable L automati-
cally ensures the required order constraint I < S. In the following, we will use
L | λL ∼ Exp(λL). As a consequence, under f ′IS(I, S) = fI(I)fL(S − I), time to
symptoms and time to infection are dependent.
Let M00,M01,M11,M10 denote the likelihood factors corresponding to the four
cases in Figure 5.5, i.e. the four factors in (5.4). Dropping the subject subscripts,
let FI = FI(Ci), F̄I = 1 − FI(Ci), and similarly for F ?S and F̄ ?S . The structural
assumptions allow us to replace the general bivariate quantiles arising from (5.5)
by simple expressions that only use the univariate marginal distributions, which are
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identifiable. Hence we get
M00 = wF̄I F̄
?
















5.4.2 Bayesian Nonparametric Priors
The model is completed by introducing priors for the two unknown distribu-




























where θ(I) = (µ(I), σ(I)2) and θ(S) = (µ(S), σ(S)2). Here H(I)(·) = ∑k π(I)k δθ(I) , and
similarly H(S), are the random mixing measures. The model is completed with a
prior probability model on H(I) and H(S). Prior distributions on random probability
measures are known as nonparametric Bayes (BNP) models.
Using a nonparametric prior on H(I) and H(S) the model becomes a mixture
of normals with respect to the chosen random mixing measure. For example, in our
implementation we assume a DP prior again, as in (5.3), now using two instances for
fI and f
?
S. Alternatively, any other nonparametric Bayesian prior (e.g. James et al.,
2009) could be used. The following result gives the marginal distributions implied
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by our construction.





























k , λL), (5.10)
where EMG(µ, σ2, λ) denotes the exponentially modified Gaussian distribution first
introduced in Grushka (1972).




= wfI(I) + (1− w)fI(I)
∫
fL(S − I)dS



























































Model (5.6) together with (5.8) and (5.3) for p(Ci | Si) defines the proposed
bivariate BNP-CS model for current status data.
One of the reasons for the wide use of BNP mixtures like (5.8) is the induced
prior on a random partition. Consider Ii ∼ fI , i = 1, . . . , n. Under model (5.8) we
can introduce latent indicators, say r
(I)
i , and write instead
p(Ii | r(I)i = k) = N(µ(I)k , σ
(I)2
k ) and p(r
(I)





i ’s can be interpreted as cluster membership indicators. We see then
how this formulation implicitly defines a probability model p(r(I)) on a partition
r(I) = (r
(I)
1 , . . . , r
(I)
n ). Two observations are clustered together if they are assigned
the same group-specific parameters θk = (µk, σ
2
k), where for brevity we now omit
the superscript (I). Recall the indicators vi in (5.7). Without loss of generality
assume that vi = 1 (symptoms due to other causes) for i = 1, . . . , n1, and vi = 0
(symptoms due to disease), i = n1 + 1, . . . , n. Similar to p(r
(I)) we get a random
partition p(r
(S)
? ) induced by sampling from f ?S(·) for patients i = 1, . . . , n1. For
i = n1 + 1, . . . , n we have Si = Ii + Li with the infection times Ii subject to the
already described partition r(I), and Li i.i.d. under the assumed parametric model
for the lag times Li = Si − Ii. In words, under the proposed model, the clustering
structures r(S) and r
(S)
? for symptoms due to infection and for symptoms due to other
causes, respectively, are modeled separately and are independent. In fact, symptoms
due to infection inherit the clustering structure r(I), which is induced by the marginal
distribution for the infection times.
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In order to cluster grouped data, other approaches have been proposed (Teh
et al., 2005; Rodriguez et al., 2008; Camerlenghi et al., 2019; Argiento et al., 2020).
These strategies allow for the possibility of sharing atoms of the random probability
measures across groups, thus borrowing information and yielding more precise infer-
ence. However, the random partition is not the main inference target here and we
shall therefore not further explore such alternatives.
5.4.3 Regression on Covariates
We now add covariate effects in the proposed nonparametric model. In the
context of model (5.8) this takes the form of replacing H(I) and H(S) by families of
random probability measures (r.p.m). That is, we introduce a family {H(I)x ,x ∈ X},
and similarly for H(S). Here x are patient specific covariates, and we replace H(I)




xi for patient i in equation (5.8). Dropping for the moment
the superscript for easier exposition, let H = {Hx =
∑
k πxkδµxk ,x ∈ X} denote a
family of r.p.m.’s indexed by x. The most widely used class of priors on families like
H are dependent DP (DDP) models (MacEachern, 1999). The DDP construction
implies marginally for each Hx a DP prior, and allows for the desired dependence
across x. The definition of the marginal DP implies that the µxk’s are independent
across k and that the weights have stick-breaking priors, but it does not restrict
the distribution across x. This is what the DDP construction exploits to borrow
information across covariate values. The DDP induces dependence across x through
the atoms µxk and/or the weights πxk of the marginal r.p.m.’s.
In the Partner Notification study the predictors are xi = {gender, arm, age} ∈
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{0; 1}2×R+, i.e. two binary and one continuous covariate. We use a simple ANOVA
structure to induce dependence of µxk across x and common weights πh. DDP mod-
els with ANOVA-type dependence across categorical factors are introduced as the
ANOVA-DDP in De Iorio et al. (2004) and then extended to continuous covariates in
De Iorio et al. (2009). The dependence structure of the random probability measures
Hx is modeled by constructing the atoms as µxk = δk + αkx1 + βkx2 + γkx3. The
interpretation of the linear model coefficients mk = (δk, αk, βk, γk)
ᵀ is exactly as in
an ANOVA model, inducing the desired dependence of Hx across x by sharing, for
example, the same βk for any two covariate vectors x and x
′ that share the same x2.
Finally, using a design vector di = (1, xi1, xi2, xi3)
ᵀ to select the desired ANOVA ef-
fects we can write µxik = d
ᵀ
imk to get Hxi =
∑+∞










and push the linear model into the mixture kernel in (5.8). We now add back the
superscripts (I) and (S) for the two models H(I) and H(S) in equation (5.8). Using
H(I) the marginal distribution fI(Ii | xi) can thus be rewritten equivalently as a
DP mixture of linear models, now using a single mixing measure H for all x (linear
dependent DDP, Jara et al., 2010)
fI(Ii | xi) =
∫
N(Ii | dᵀim(I), σ(I)2)dH(I)(θ(I)) with H(I) ∼ DP(M (I), H(I)0 ).
(5.11)
Another instance of the same model is used for the marginal distribution of symptoms
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due to other causes f ?S(Si | xi). The full model is
Ci | Si, λ = min{Si + Exp(λ); Unif(A,B)}
(Si, Ii) | θ(S),θ(I), w, λL ∼ fIS(I, S).
using (5.11) for fI and similarly for f
?
S. The complete model now defines a bivariate
BNP-CS survival regression. Using the stick-breaking representation, the DP
priors on H(I) and H(S) can be written as follows. Using superscripts E ∈ {I, S} to
refer to the construction of fI and f
?








0 )× IG(σ(E)2k | a(E)σ , b(E)σ )
π(E) |M (E) ∼ SB(M (E)); M (E) ∼ Ga(aM , bM),
and λ ∼ Ga(aλ, bλ), λL ∼ Ga(aL, bL), w ∼ Beta(aw, bw). This completes the model
construction. Hyperparameter choices are described in Section 5.5.2.
For later reference we note that the random probability measures H(I)(θ(I))
and H(S)(θ(S)) that serve as the mixing measure in (5.11) are multivariate distri-











denote the implied univariate marginal for the ANOVA effect β(I). Analogous no-
tation can be used for H
(S)
β and any of the other ANOVA effects. We will later use
inference on H
(E)
β , E ∈ {I, S}, to summarize inference on the treatment effect.
5.5 Posterior Inference
To implement posterior inference under a Dirichlet process mixture model,
the two main strategies are marginal (Escobar and West, 1995; MacEachern and
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Müller, 1998; Neal, 2000) and conditional (Ishwaran and James, 2001; Kalli et al.,
2011) MCMC posterior simulation. In our implementation, we employ the latter. In
particular, we rewrite the mixture model as a hierarchy by explicitly introducing the
latent cluster membership variables v, r(I) and r
(S)
? . Moreover, we impute the latent
symptoms and infection times from their corresponding full conditionals. We use
efficient sampling for truncated normal distributions, originally proposed in Geweke
(1991a). This allows us to use standard algorithms for inference under a DPM.
The total masses M (I) and M (S) for the two random probability measures
are included in the MCMC scheme and assigned Gamma priors, as recommended
in Escobar and West (1995). Moreover, we put priors on the hyperparameters for




0 . Additional details of the algorithm are described
below.
5.5.1 MCMC Algorithm
Posterior inference for the bivariate survival regression model, described in
Section 5.4, is based on a posterior Monte Carlo sample generated using a Gibbs
sampler simulation. In what follows, ζ denotes a generic variable that collects all
other variables not explicitly mentioned, including the data.
The algorithm imputes the latent times to symptoms and times to infection.
Due to space constraint in the table in Algorithm 3, we detail here how these param-
eters can be sampled. The times until symptoms due to the infection are sampled
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from
p(Si | ζ) ∝ Exp(λL − λ)
∣∣Ci
Ii
if ∆Si = 1, vi = 0
p(Si | ζ) ∝ Exp(λL)
∣∣+∞
max{Ci,Ii}
if ∆Si = 0, vi = 0.
Times until symptoms due to other causes are sampled from




−∞ if ∆Si = 1, vi = 1





if ∆Si = 0, vi = 1.
Times until infection are sampled from






−∞ if ∆Ii = 1, vi = 0







if ∆Ii = 0, vi = 0




−∞ if ∆Ii = 1, vi = 1





if ∆Ii = 0, vi = 1.
As mentioned above, we use a truncated approximation to the infinite mixture
model. Let Kmax be the truncation level (in the following, we fix Kmax = 40).
We describe here the case without covariates, although the regression terms are
straightforward to include in the algorithm. We also do not include the update for
the base measure hyperparameters as it consists of a simple normal full conditional.
The sampler for the proposed model of Section 5.4 comprises the steps outlined in
Algorithm 3.
5.5.2 Prior Hyper-parameters and MCMC Initializations
The parameters λ and λL were assigned Gamma priors λ ∼ Ga(aλ, bλ),
λL ∼ Ga(aL, bL). The hyperparameters were chosen to imply the 95% prior cred-
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Algorithm 3 (Gibbs Sampler)
Updating the symptoms parameters
1: For i = 1, . . . , n, sample the latent times until symptoms Si as described above.


























p(Si | µ(S)k , σ
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Updating the infection parameters
5: For i = 1, . . . , n, sample the latent infection times Ii as described above.


























p(Ii | µ(I)k , σ
(I)2
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Updating the global parameters
9: Update the dependent censoring parameter λ with a M-H transition probability
using the target distribution
p(λ | ζ) ∝ p0(λ)
∏
i s.t.∆Si=1
p(Ci | Si, λ).

















i,0 = (1− w)λe−λ(Si−Ii).
11: Sample the probability for dependent symptoms w | ζ ∼ Beta(aw +
∑
i vi, bw +
n−∑i vi).






ible intervals for the latency times to be [0.05, 9] days, yielding aλ = aL = 10,
bλ = bL = 20. The proportion w of individuals with symptoms due to other causes
has a Beta(aw, bw) prior. The hyperparameters were chosen so that aw = bw = 1, i.e.
a uniform prior.
The total masses for the two random probability measures M (I) and M (S)
are included in the MCMC scheme and assigned Gamma priors, as recommended in
Escobar and West (1995). We use aM = 10, bM = 1 for both of them. Recall the
base measures H
(E)








0 )× IG(σ(E)2k | a(E)σ , b(E)σ ).
We use vague priors for m0j




σ ∼ Ga(1, 1), whereas we fix a(E)σ = 1.
The initialization for the partitions of infection times and times until symp-
toms were obtained by using a K-means algorithm on the censoring times, with
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K = 5. The group-specific location and scale parameters were initialized to the
corresponding maximum likelihood estimators. The remaining parameters were ini-
tialized from their priors.






























































Figure 5.6: Prior mean density estimate for f ?IS, f
′
IS and fIS corresponding to the
baseline covariate levels (male, control group, mean age). The green line corresponds
to the 45◦ line, i.e. I = S.
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5.5.3 Convergence Diagnostics
This section presents some MCMC convergence diagnostics for the proposed
Gibbs sampler. The results presented here are obtained on the real data analysis.
The Geweke test (Geweke, 1991b) for stationarity of the chains, which for-
mally compares the means of an early vs a later part of a Markov chain (by default
the first 10% and the last 50%), is also performed. If the samples were from the
stationary distribution of the chain, the two means are equal and Geweke’s statistic
has an asymptotically standard normal distribution. We perform the Geweke test to
assess convergence using the global parameters, i.e. those that are not affected by
label switching. Both the exponential parameters λ and λL as well as the proportion
of patients with symptoms due to other causes w, have very stable traceplots (see
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Figure 5.7: Trace plots of the exponential parameters λ and λL. In each panel, the
solid red line shows the running mean.
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5.5.4 Software, Runtime, etc.
We programmed in R interfaced with C++. A total of 35000 MCMC iterations
were run with the initial 10000 iterations discarded as burn-in. The chain was sub-
sequently thinned every 20 iterations. The MCMC algorithm takes 10 minutes on a
Macbook laptop with 8 Gb RAM.
5.6 Simulation Studies
In this section, we discuss the results of some simulated numerical experi-
ments. In designing the simulation scenarios, we have tried to closely mimic our
recurrent infection dataset. We thus chose n ∈ {250, 1000} participants being fol-
lowed in the time window [A,B] = [0, 200]. We also simulate two covariates: a binary
X1 and a continuous X2. The underlying distribution for the infection times is a





2 ] = ((40,−5, 0)ᵀ, (100,−10,−15)ᵀ) and scale parameters
σ(I)2 = (102, 102)ᵀ. The distribution for the symptom times due to other
causes is a mixture of two linear models with weights π(S) = (0.4, 0.6)ᵀ, location




2 ] = ((70, 0, 20)
ᵀ, (110,−5, 0)ᵀ) and scale parameters
σ(S)2 = (102, 202)ᵀ. Figure 5.8 shows the results when the proportion of patients
with symptoms due to other causes is w = 0.75. In this simulation, the latency time
parameter between infection times and symptom times λL as well as the dependent
censoring parameter λ are chosen to be 0.2. As one can see in Figure 5.8 the un-
derlying true bivariate density is recovered well by our method. Estimates for other

























































Figure 5.8: Results for simulated data: Posterior mean density estimate for f ?IS, f
′
IS
and fIS corresponding to the baseline covariate levels. The green line is the 45
◦ line
I = S. The corresponding marginal distributions are shown on the top and right
side of the density plot. The white points are a sample of the true latent times
corresponding to the same covariate levels.
We show how the proposed model compares with two independent ANOVA-
DDP models for the marginal distributions, as well as with the bivariate Gumbel
model in a variety of scenarios. In particular, we design three studies when the
simulated data have the following features: (I) independent censoring (λ ≈ 0) and
dependent symptoms (w = 0.5), (II) dependent censoring (λ = 0.2) and indepen-
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dent symptoms (w = 1), and (III) dependent censoring (λ = 0.2) and dependent
symptoms (w = 0.5). All the other parameters are kept fixed as described above.
To evaluate model performance, we measure how well the models are able to
recover the functional form of the survival curves for the two marginal distributions.
In particular, we use the mean integrated squared error (MISE). The MISE for







We estimate the MISE by averaging the estimated integral across D simulated data






i=1 ∆i{f(ti) − f̂ (d)(ti)}2, where ∆i = ti − ti−1, {ti}Ni=1
are a set of grid points on the range of the data and f̂ (d) is the estimated function
of interest for data set d. In Table 5.1, the reported estimated MISEs are based
on D = 50 simulated data sets. This simulation shows how the proposed model
outperforms the marginal ANOVA-DDP models and the bivariate Gumbel model
by exploiting the dependence structure of the data under a wide variety of data
generating mechanisms.
5.7 Partner Notification Study - Results
We apply the proposed model for inference in the Partner Notification study
described in Section 5.2. The primary inference goal is to understand the effect of
covariates, in particular treatment assignment, on the joint distribution of the two
latent times of interest. Furthermore, we are interested in assessing what factors
drive time to reinfection and how time to symptoms onset of these cases can improve
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Sample Size Distr. De Iorio et al. Bivariate Gumbel Our method
(I)
n = 250
Inf. 1.64 (0.92, 3.01) 4.01 (3.14, 5.59) 1.10 (0.09, 2.24)
Sym. 2.98 (1.11, 5.01) 6.15 (5.31, 8.77) 1.33 (0.18, 3.72)
n = 1000
Inf. 1.32 (0.73, 1.90) 3.76 (3.19, 4.54) 0.50 (0.04, 1.80)
Sym. 2.32 (1.19, 3.25) 5.99 (5.31, 6.99) 1.30 (0.54, 2.66)
(II)
n = 250
Inf. 0.96 (0.74, 1.56) 3.44 (3.08, 4.59) 0.99 (0.13, 2.07)
Sym. 8.44 (5.21, 12.30) 11.75 (9.18, 18.01) 0.76 (0.22, 2.16)
n = 1000
Inf. 0.80 (0.50, 1.10) 3.12 (3.03, 3.41) 0.19 (0.05, 0.50)
Sym. 8.18 (6.28, 10.32) 10.74 (9.58, 12.49) 0.12 (0.02, 0.37)
(III)
n = 250
Inf. 4.45 (3.00, 6.30) 4.24 (3.09, 5.79) 0.45 (0.08, 1.14)
Sym. 9.82 (6.70, 13.20) 8.08 (5.72, 12.15) 0.24 (0.03, 0.81)
n = 1000
Inf. 4.10 (3.18, 4.96) 3.96 (3.24, 4.81) 0.13 (0.01, 0.35)
Sym. 9.94 (8.44, 11.71) 7.98 (6.31, 10.06) 0.05 (0.01, 0.15)
Table 5.1: Results for simulated data: Estimated median integrated squared error
(MISEest) performance of the survival regression model described in Section 5.4 com-
pared with the method of De Iorio et al. (2009) and with a bivariate Gumbel survival
regression. We have reported here the MISE values for estimating the two marginal
distributions (infection and symptoms, respectively) corresponding to the baseline
covariate levels. In parenthesis, the 95% credible intervals for the MISE values are
reported. When a method significantly outperforms the other, the corresponding
MISE value is highlighted in bold.
such estimation.
Inference under the proposed model includes the full joint distribution of la-
tent times to symptoms and infection times. Figure 5.9 shows the posterior estimated




IS(I, S) corresponding to
a ‘baseline’ covariate combination (male, control group, median age). There is signif-
icant probability mass in the lower triangle (S < I) that is not concentrated around
the 45◦ line but is quite spread out. Instead, for the constrained component (S > I)
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the probability mass is concentrated very close to the 45◦ line. In other words, most
of the inferred symptoms times due to infection concentrate in I < S < I + 10.



























































Figure 5.9: Results: Posterior mean density estimate for f ?IS, f
′
IS and fIS correspond-
ing to the baseline covariate levels (male, control group, mean age). The green line
corresponds to the 45◦ line, i.e. I = S. The corresponding marginal distributions
are shown on the top and right side of the density plot.
These results differ from the prior expectation implied by our choice of the
hyperparameters. As one can see in Figure 5.6, the prior is much more diffuse than
the posterior density estimate.
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To show the estimated covariate effects, we could compare estimated survival
functions for different combinations of the predictors. Alternatively, we can report
posterior estimated marginal distributions of the ANOVA effects, for example H
(E)
β ,
E ∈ {I, S} from (5.12). These are the univariate marginal distributions of the
treatment effect in the DDP model, and concisely summarize the change of the
bivariate survival distribution with respect to treatment versus control. The top
center panel in Figure 5.10 shows the posterior estimated distributions E(H(I)β | data),
and similarly for other regression effects. Two significant effects can be detected.
Importantly, treatment delays reinfection times, confirming what was found in an
earlier analysis in Sal y Rosas and Hughes (2011). Moreover, gender has an effect
on the time to symptoms due to other causes, with women seeking hospital visits
earlier, when the visit is prompted by symptoms. This might be simply due to the
fact that women are more aware of their symptoms and are more inclined to hospital
visits, suggesting that a health education campaign for men might improve their
health outcome. Age has also been found to have a weak effect: younger individuals
have shorter times to reinfection, possibly due to their more risky behaviour.
Two parameters of the model, namely λL and λ, can give insights into how
long it takes for participants to develop symptoms and to seek a visit to the hos-
pital. In particular, the 95% credible interval for the exponential parameter λ is
[0.70, 1.42], suggesting that people seek a doctor visit, on average, one day after on-
set of symptoms. Moreover, the 95% credible interval for the exponential parameter
λL is [0.22, 0.80], which implies that patients develop symptoms due to infection, on



















Figure 5.10: Results: Estimated distributions Hα, Hβ and Hγ for the regression




of patients that experience symptoms due to the infection, in our notation 1−w. The
posterior mean of such proportion is 0.18 (95% CI: [0.12, 0.24%]). This is coherent
with what we see empirically in the data. There are more observed symptoms than
observed infections, which implies that most of the symptoms should be attributed
to other causes. This finding has important practical implications as it can help
better planning for the treatment of patients.
By way of comparison we carry out alternative inference, first using a model
with flexible marginal distributions that assumes independence between the two
events, and then using a model with parametric marginal distributions that instead
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implies dependence between the events. For the first strategy, we implement in-
ference under two independent linear dependent Dirichlet process (LDDP) mixture
of survival models for the marginal distributions of infection and symptoms times.
This method is described in De Iorio et al. (2009) and implemented in the DPpackage
(Jara et al., 2011). For a fair comparison, we used the same prior specifications for
the shared parameters under the two models. The results are shown in Figure 5.11.




































Male, Control Male, Treatment Female, Control Female, Treatment
Figure 5.11: Results: LDDP estimated survival curves for infection times (left panel)
and times until symptoms (right panel) corresponding to the possible combinations
of the binary covariates gender and treatment fixing the predictor age to the average
age in the sample.
The second comparison uses a bivariate Gumbel model (Gumbel, 1960). Two
variables (I, S) have a Gumbel bivariate exponential distribution if their probability
density function is
f(I, S) = λIe
−λIIλSe
−λSS[1 + α{1− 2e−λII}{1− 2e−λSS}],
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where −1 ≤ α ≤ 1 is a measure of dependence between the two variables. To
include covariates, we generalize this model to a bivariate Gumbel regression by
using log(λI) = λI0 + X
ᵀβ, log(λS) = λS0 + X
ᵀγ. Under this model, both I and
S have marginal exponential distributions with parameters λI and λS, respectively.




































Male, Control Male, Treatment Female, Control Female, Treatment
Figure 5.12: Results: Estimated survival curves under the bivariate Gumbel model
for infection times (left panel) and times until symptoms (right panel) corresponding
to the possible combinations of the binary covariates gender and treatment fixing
the predictor age to the average age in the sample.
Some consistent results can be found across the models. For example, under
the estimated models women have shorter time until symptoms as measured by the
distribution for the corresponding regression coefficient in Figure 5.10 and by the
survival curves in Figure 5.11 (right) and Figure 5.12 (right). Unlike inference under
the competing models, inference under the proposed bivariate model also shows an
effect of the treatment on the infection time. Patients in the intervention group have
a delayed re-infection time. The proposed model yields more interpretable results
compared to the two independent LDDP models. In fact, under the LDDP models
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the probability mass accumulates toward the bounds of the observed censoring times,
yielding a “flat” survival curve in the middle region (see Figure 5.11), exactly where
we expect events to happen. In fact, most right censored observations are imputed to
the right of the rightmost censoring time, whereas most left censored observations are
imputed to the left of the leftmost censoring time. This shows that the prior shrinkage
alone does not suffice for regularization, and it is consistent with the observations
of Section 5.3.1. On the other hand, the Exponential marginal distributions implied
by the bivariate Gumbel model represent a very strict parametric assumption that
seems not to fit well the data. The specification of such a simple parametric model
also yields underestimation of uncertainty. The bivariate Gumbel model also implies
a positive correlation between the events, as measured by the 95% credible interval
for the parameter α is [0.72, 0.99].
5.8 Discussion
We proposed a novel Bayesian nonparametric bivariate survival regression
model that is especially suited for current status data (BNP-CS regression). This
research was motivated by the failure of available methods for such data formats.
For example, we showed that widely used nonparametric mixture priors lead to
biologically uninterpretable results. Our model was built by incorporating simple
structural dependence assumptions in a linear dependent Dirichlet process mixture
of survival models.
Applied to a recurrent infection study, the method provides novel insights
into how symptoms-related hospital visits are affected by covariates. Notably, we
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were able to replicate previous results showing a significant effect of the intervention
in the randomized clinical trial under consideration. In particular, patients in the
intervention group have an improved outlook as measured by delayed reinfections.
We also detect an effect of age, with young people having earlier reinfections, which
might be due to more risky behaviours. Furthermore, we show that gender has
a significant effect on the time until symptoms, but not on infection times. Our
study shows that men seek hospital visits later compared to women, suggesting that
investing in an awareness campaign could be beneficial.
The ideas presented in this work can be extended to different dependence
structures. The present data called for a positive correlation between infection times
and infection-related symptom times. A similar model specification can be used for
negative correlations. Once the marginal models are flexibly specified, one could
for example use copula models to construct a joint distribution with the desired
dependence structure. A similar approach, but with positive correlations, could be
used for general positively correlated event times when the assumptions used in this




In this chapter we summarize our principal contributions and discuss possi-
ble future research directions. A common theme of the three projects presented in
this thesis is the development of flexible Bayesian regression methods and compu-
tational tools for longitudinal and survival data characterized by varying levels of
heterogeneity in parts of their domain.
In Chapter 3, we proposed a novel longitudinal drift-diffusion mixed model
for perceptual decision making. Our research was motivated primarily by auditory
neuroscience experiments where scientists are interested in understanding how the
decision making mechanisms evolve with training. The application to our moti-
vating tone categorization experiments helped formulate interesting novel scientific
hypotheses about speech learning. Notably, we discovered that the improvements
and the local variations in tone categorization performance can be explained mostly
by variations in the parameters reflecting neuron firing rates, while the participants’
caution remains constant. We also discovered local groupings among the underlying
parameters in various phases of the learning experiments, how they differ between
well and poorly performing participants etc. The proposed approach takes the exist-
ing literature on drift-diffusion decision making models many steps forward, enabling
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neuroscientists to study the longitudinal behavior of biologically interpretable model
parameters in much finer detail than what previous methods could achieve.
Methodological extensions and topics of our ongoing research include adapt-
ing the proposed models to time constrained learning experiments, accommodating
sleep induced overnight ‘consolidation’ effects, relating our findings with neuroimag-
ing data, etc. Finally, the scope of proposed method is not restricted to auditory
neuroscience problems but the approach can be readily applied to study decision
making mechanisms in other areas of neuroscience as well.
The crucial element in the development of the drift-diffusion models was to
allow the underlying parameters to be similar or different at different longitudinal
stages. Such modeling component, which we refer to as local clustering, was ini-
tially developed for a single predictor in Chapter 3. Chapter 4 further extends this
strategy by developing a flexible Bayesian semiparametric approach to longitudinal
functional mixed models in the presence of multiple categorical covariates. Building
on mixtures of locally supported B-splines, our proposed method allows the fixed
effects components to vary flexibly with the associated covariates, including poten-
tially different sets of covariates at different time points. The mechanism not only
allows different sets of covariates to be included in the model at different time points
but also allows the selected predictors’ influences to vary flexibly over time.
While the focus of Chapter 4 was on dynamically varying partitions for lon-
gitudinal data, the same methodology is highly generic and could also be useful in
static multiway mixed ANOVA designs. Methodological extensions worth pursuing
as topics of separate research include dynamic partition models for the observational
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units, as well as spatial and spatiotemporal models for multivariate responses. We
also envision to develop principled approaches to accommodate continuous, ordinal
and mixed type covariates.
In Chapter 5 we proposed a novel Bayesian nonparametric bivariate survival
regression model that is especially suited for current status data. This research was
motivated by the failure of available flexible methods to identify the joint distri-
bution of two events from such data formats. In contrast, our model was built by
incorporating biologically meaningful dependence assumptions in a linear dependent
Dirichlet process mixture of survival models. Applied to a recurrent infection study,
our method provides novel insights into how symptoms-related hospital visits are
affected by covariates. Moreover, we were able to replicate previous results show-
ing a significant effect of the intervention in the randomized controlled trial under
consideration.
The ideas presented in Chapter 5 can be extended to different dependence
structures. The motivating study called for a positive correlation between infection
times and infection-related symptom times. However, we are currently investigating
a copula model specification for outcomes that are negatively correlated, such as
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