Abstract In the present study, we examined the behavior of two indices for measuring the intraclass correlation in the one-way random effects model: the prevailing ICC(1) (Fisher, 1938) and the corrected eta-squared (Bliese & Halverson, 1998) . These two procedures differ both in their methods of estimating the variance components that define the intraclass correlation coefficient and in their performance of bias and mean squared error in the estimation of the intraclass correlation coefficient. In contrast with the natural unbiased principle used to construct ICC(1), in the present study it was analytically shown that the corrected eta-squared estimator is identical to the maximum likelihood estimator and the pairwise estimator under equal group sizes. Moreover, the empirical results obtained from the present Monte Carlo simulation study across various group structures revealed the mutual dominance relationship between their truncated versions for negative values. The corrected eta-squared estimator performs better than the ICC(1) estimator when the underlying population intraclass correlation coefficient is small. Conversely, ICC(1) has a clear advantage over the corrected eta-squared for medium and large magnitudes of population intraclass correlation coefficient. The conceptual description and numerical investigation provide guidelines to help researchers choose between the two indices for more accurate reliability analysis in multilevel research.
participants is rated independently by n judges. For the simplest case, the one-way random effect model assumes that the random participant represents the only systematic source of variation (without judge effect). On the other hand, the twoway random or mixed effect model assumes there is a systematic source of random or fixed judge effect as well as the random participant variation. Moreover, the two-way random and mixed models can be extended to accommodate the additional participant-judge interaction effect. Notably, these four two-way models differ in whether judge represents random or fixed effects and in whether the mode includes an interaction component (For ease of reference, the prescribed five models were noted as Cases 1, 2A, 3A, 2, and 3 in Table 1 of McGraw and Wong 1996) . Consequently, the conceptual modeling difference among these five models ultimately leads to a distinct and unique definition of ICCs. The corresponding standard ANOVA estimators can be constructed with the mean square expectation (as shown in Tables 3 and 4 of McGraw & Wong, 1996) . However, McGraw and Wong's primary focus was to provide a comprehensive account of procedures for computing confidence intervals and constructing significance tests. Hence, the existence and comparison of alternative estimators of ICC reliability measure were not considered. Note that there is a considerable amount of recent literature pertaining to both the theoretical and practical problem of meaningfully and efficiently estimating correlations among individuals in nested designs (e.g., Alferes & Kenny, 2009; Beal & Dawson, 2007; Bliese, 1998 Bliese, , 2000 Bliese & Halverson, 1998; Castro, 2002; Courrieu, Brand-D'abrescia, Peereman, Spieler, & Rey, 2011; Hedges & Rhoads, 2011; LeBreton & Senter, 2008; O'Connor, 2004; Wampold & Serlin, 2000) .
In the present article, we focused on the intraclass correlation coefficient that quantifies the homogeneity level in responses by individuals from the same group for the outcome of a one-way random-effects model, which is often useful as an initial step in the development of a multilevel analysis. Accordingly, the ICC(1) index, introduced by Fisher (1938) , is the most frequently adopted measure of intraclass correlation. A comprehensive review of various inference procedures for the ICC in the one-way random-effects model was given by Donner (1986) . Moreover, an extensive description of various methods for estimating and testing the within-groups and between-groups variances was presented in Searle, Casella, and McCulloch (1992) . The purposes of the present study were (a) to explicate the essential issues concerning the estimation of ICC, and (b) to provide specific guidance for the use of proper ICC index in the light of new empirical evidences based on simulation technique. Despite the widespread use and apparent utility of ICC in several different fields of research, the most fundamental interpretation is that it is a measure of the proportion of the total variance in the outcome that is accounted for by the group membership. In multiple linear regression, it is well known that the coefficient of determination R 2 represents the overall usefulness of the regression model, making it an appealing measure for the strength of association or the percentage of total variance that is explained by the predictor variables. However, the advocated contention regarding the role of R 2 in linear regression models does not generalize to a one way random-effects model in a straightforward manner. Interestingly, the corresponding measure for the proportionate reduction in error is denoted by b η 2 in the context of ANOVA designs, and both R 2 and b η 2 have the identical formulation, as was noted by Maxwell, Camp, and Arvey (1981) . Although b η 2 is widely used in organizational research to draw inferences about group membership cohesion, it was shown in Bliese and Halverson (1998) that the sample eta-squared estimator b η 2 is an inaccurate measure of the amount of the total variance that is due to the group level properties. Specifically, their simulation study revealed that b η 2 provides a positively biased estimate of ICC and that the performance varies with group size and underlying magnitude of population intraclass correlation. Although the inappropriateness of b η 2 as an estimate of ICC was effectively demonstrated in the empirical results of Bliese and Halverson, there remains the problem: Which other indices should be used, and which ones are preferable under particular conditions? Accordingly, Bliese and Halverson (1998) suggested the corrected eta-squared Eta 2 (C) formula as a modification of b η 2 to provide more accurate estimates of the intraclass correlation. Although the proposed estimator Eta 2 (C) may be useful in many settings, it was noted that Eta 2 (C) systematically underestimates the population group level property and that the magnitude of underestimate is caused without adjusting the degrees of freedom associated with a sample when drawing inferences about the population intraclass correlation. Instead, Bliese and Halverson recommended the well-known ICC(1) formula because ICC(1) estimates are not biased by either group size or the number of groups in the sample. Since the empirical investigation of Bliese and Halverson focused on the behavior of b η 2 , they did not present any numerical examinations regarding the properties of Eta 2 (C) and ICC(1) in their estimation of intraclass correlation. From a methodological standpoint, the prescribed features of Eta 2 (C) and ICC(1) in Bliese and Halverson, therefore, should be clarified.
In addition, the following three caveats seem to have been overlooked. First, although ICC(1) is strongly tied to normal theory and unbiased estimation of variance components, the derivation of Eta 2 (C) is not clearly conveyed relative to the existing estimation principles and formulas. Second, a serious disadvantage of the two estimators Eta 2 (C) and ICC(1) is that they can assume negative values even though ICC is defined as a nonnegative parameter. In practice, the estimate is often set equal to zero when this occurs. Although this simple and intuitive adjustment is of practical meaning, the fundamental behavior of the ICC estimator is inherently altered. Third, regarding the estimation appraisal, unbiasedness is certainly not the only criterion of theoretical importance. Mean square error (MSE) is another useful performance criterion obtained by incorporating the bias (accuracy) and variability (precision) of an estimator. Realistically, however, the existing results are arguably not detailed enough to demonstrate the explicit and relative estimation performance between the two indices. In the present research, we took up the aforementioned methodological and theoretical issues with technical clarifications and numerical investigations. Finally, Monte Carlo simulation study was conducted to assess the bias and MSE of the truncated counterparts of Eta 2 (C) and ICC(1) for negative values under several model configurations in terms of varied group structure and magnitude of intraclass correlation. The present account helps to clarify their unique and contrasting behavior and to choose an appropriate ICC measure in the context of studying the degree of clustering.
Measures of intraclass correlation
In a two-level study design, suppose the response variable is measured on each of n i individuals within each of g groups that arise from the one-way random effects model assuming the following form:
where Y ij is the individual level outcome, μ is the grand mean, γ i and ε ij are independent random variables with g i $ N 0; σ 2 g , and
" , where σ 2 g represents the between-groups variance and σ 2 " represents the within-groups variance. Accordingly, the ICC ρ is defined as ρ ¼ σ
, which can be interpreted as a simple correlation coefficient Corr (Y ij , Y ij' ) between any two observations, Y ij and Y ij' , in the same group with j ≠ j'. We are interested in assessing the magnitude of ICC, which is directly interpretable as the proportion of the total variance of the response that is accounted for by the clustering or group cohesion.
From the one-way random effects model defined in Eq. 1, the estimated measure of proportionate reduction in error is
where SSB is the between-groups sum of squares, and SST is the total sum of squares. Although b η 2 accurately describes the effect of group membership in a sample, it systematically overestimates ICC (Bliese & Halverson, 1998) . The well-established ANOVA estimator b ρ A is obtained by replacing variance parameters in population ICC ρ with corresponding unbiased estimators:
where MSB is the between-groups mean square, MSW is the within-groups mean square,
is the total number of observations, and F* 0 MSB/ MSW. For a group size of equal number, n i 0 n, it is readily apparent that b ρ A reduces to the familiar formula
Although b ρ A is the most frequently adopted measure of intraclass correlation, it is not unbiased (Donner, 1986) . Unfortunately, this general result contradicts the position of Bliese and Halverson that ICC (1) is not biased by either group size or the number of groups. Such conflicting results will be discussed later in the numerical investigation. Note that Olkin and Pratt (1958) derived the minimum variance unbiased estimator of the intraclass correlation, but its use has been impeded by the lack of a closed form expression. The corresponding computation requires a special purpose computer program (see, e.g., Donoghue & Collins, 1990) . Apparently the computational complexity of the unbiased estimator has resulted in limited acceptance for practical use. Thus, it is worthwhile to consider alternative formulas that might yield similar results with less computation.
Alternatively, the maximum likelihood estimator b ρ M of ρ can be derived, although an explicit expression generally Table 2 The bias of ICC indices for g ¼ 4 and does not exist. However, much of the complexity is considerably simplified if each group is of the same size. As was noted by Donner (1986) concerning the special case of n i 0 n, the maximum likelihood estimator b ρ M coincides with the pairwise estimator b ρ P , defined as the Pearson productmoment correlation computed over all possible pairs of observations that can be constructed within groups:
Moreover, in line with the estimation of ICC, the corrected eta-squared estimator Eta 2 (C) suggested by Bliese and Halverson (1998, Eq. 4) can be written in our notation as
It is straightforward, then, to show from Eq. 2 that b η
, and MSW 0 SSW/{g(n -1)} under balanced design. Hence, an alternative form of Eta 2 (C) given in Eq. 6 can be readily established by using the new expression of b η 2 that Eta 2 (C) 0 {F* -1 -1/(g -1)}/{F* + n -1 + (n -1)/(g -1)}. Consequently, the formulation of Eta 2 (C) yields the equivalence property for the three estimators
Interestingly, this fundamental correspondence among the three indices of Eta 2 (C), b ρ P and b ρ M was not addressed in Bliese and Halverson. In view of the strong connection of Eta 2 (C) with the maximum likelihood principle, it is natural to present a simplified approximation for the case of unequal group sizes with the advantage of giving accessible expression. Accordingly, the following formula with computational ease and general accessibility is considered
Although a similar notion was presented in Bliese and Halverson, no numerical evidence was provided to demonstrate its estimation property.
Thus, it is easy to see from Eqs. 4, 5 and 6 that Eta 2 C ð Þ ¼ b ρ P ð Þand ICC(1) are virtually equivalent if the number of groups g is large, although Eta 2 (C) is always slightly less than ICC(1) for all values of g > 1. Although there are several comparative studies about the finite-sample properties of the aforementioned estimators (e.g., Bliese & Halverson, 1998; Donner & Koval, 1980; Swiger, Harvey, Everson, & Gregory, 1964) , they appear to overlook the fact Table 3 The bias of ICC indices for g ¼ 10 and C permit negative values whenever F* < 1 or F* < g/(g -1), respectively. In practice, the estimate is set to zero when this occurs. This modification incurs a truncated form of estimator, and the associated estimation performance differs from the original counterpart, especially when the underlying ICC is small. In fact, it was reported in Bliese (2000) that the ICC(1) values are typically between 0.05 and 0.20, which implies that the true magnitudes of ICC tend to be small in practical applications. Consequently, the existing numerical results for untruncated formulas do not necessarily apply to the truncated versions of the two estimators. To extend the concept and applicability of the ICC indices, it is prudent to investigate the estimation behavior of their truncated forms.
Numerical study
In this section, we consider the performance appraisal in point estimation of ICC following the notion of choosing a profound index for the level of reliability. In view of the common practice of reporting zero estimates of ρ when ICC measures yield negative values, it is natural to consider the truncated version for such occurrence. The corresponding C , when the underlying coefficient parameter ρ is small. However, a unified and rigorous presentation of these truncated measures of ρ does not exist to our knowledge. For pedagogical purposes, it is constructive to provide informative results that not only permit new insights into their relationships but also allow clear representations of various methodological issues.
Note that the estimators b ρ A and b η 2 C are functions of F*, as are the two modifications b ρ TA and b η 2 TC It follows from the model assumption with balanced group sizes n i 0 n that the F* statistic is distributed as a multiple of an
where F is an F distribution with (g -1) and 
where the expectation is taken with respect to the distribution of F*. However, the distributional result does not extend directly to unbalanced group size settings; see Searle et al., 1992 . Because of the complexity of the estimation problem, analytical justifications of the theoretical discrepancies of the two estimators are generally not feasible. Thus, a large-scale simulation study is employed to assess the estimation properties of the prescribed truncated formulas b ρ TA and b η 2 TC given in Eqs. (8) and (9), respectively.
Study design
To demonstrate the potential extent of characteristics that an applied work may reflect in clustering research, the number of groups and average group size are set as g 0 4 and 10, and n ¼ N =g ¼ 5 and 50, respectively. Moreover, the group sizes are designated to have three different characteristics: equal, linear, and extreme structures so as to exemplify notable circumstances of practical importance. Specifically, the group sizes {n i , i 0 1, …, g} for the combination of g 0 4 and N ¼ 20ðn ¼ 5Þ are:
Equal structure: {5, 5, 5, 5}; Linear structure: {2, 4, 6, 8}; Extreme structure: {14, 2, 2, 2}.
In the case of g 0 4 and N ¼ 200ðn ¼ 5Þ, the group sizes are chosen as:
Equal structure: {50, 50, 50, 50}; Linear structure: {20, 40, 60, 80}; Extreme structure: {194, 2, 2, 2}.
On the other hand, the group sizes for the setting of g 0 10 and N ¼ 50ðn ¼ 5Þ are:
Equal structure: {5, 5, 5, 5, 5, 5, 5, 5, 5, 5}; Linear structure: {1, 2, 3, 4, 5, 5, 6, 7, 8, 9};  Extreme structure: {32, 2, 2, 2, 2, 2, 2, 2, 2, 2}. The group structures are expanded to N 0 500 with g 0 10 and n ¼ 50 as follows:
Equal structure: {50, 50, 50, 50, 50, 50, 50, 50, 50, 50}; Linear structure: {10, 20, 30, 40, 50, 50, 60, 70, 80, 90};  Extreme structure: {482, 2, 2, 2, 2, 2, 2, 2, 2, 2}.
Note that the linear structures are approximately but not exactly linear in group sizes because of a minor adjustment made so that their sum meets the selected total number of observations. We also conducted a simulation study for g 0 100 with n ¼ 5 and 50; however, the general phenomenon between the two indices b ρ TA and b η 2 TC was similar to that of g 0 10, and the discrepancies were rather small. To conserve space, the details are not provided here.
Accordingly, the performance of bias and MSE of b ρ TA and b η Tables 5, 6 , 7 and 8. These numerical results reveal unfamiliar and essential relations between the competing formulas.
Empirical results
Although it was noted previously that the b η 2 C index tends to underestimate ρ, it can be readily seen from Tables 1, 2 ,3 and 4 that the modified version b η 2 TC incurs slightly positive bias when ρ is near zero because of truncation for negative values. In general, however, it remains negatively biased, and the estimation behavior varies with group structures. Unlike the documented claim that modified ICC (1) is not affected by group size and the number of groups (Bliese & Halverson, 1998, p. 168) , the performance of b ρ TA differs across the aforementioned four diverse group characteristics. Explicitly, the extensive empirical results showed that the performance of the truncated indices improves with an increasing number of groups and increasing average group size. On the other hand, it is noteworthy that their accuracy deteriorates as the group size allocation changes from equal, linear to extreme structures. The same phenomenon can be seen for the RMSE results in Tables 5, 6 , 7 and 8 as well. Furthermore, there is an important distinction between the two estimators. The absolute bias of b η 2 TC is smaller than that of b ρ TA at very small values of ρ. Specifically, the simulated biases associated with four groups and 20 total observations in Table 1 show that Bias b η 2 TC ; ρ < Bias b ρ TA ; ρ ð Þfor all three group-size structures when ρ ≤ 0.10. In additional, Table 3 (10 groups and 50 total observations) shows the same dominance at ρ 0 0 and 0.05 for equal and linear structures, and at ρ ≤ 0.10 for extreme structure. In the cases of four and 10 groups with the average sample size n ¼ 50 of Tables 2 and 4 , the situation occurs only at ρ 0 0 for equal and linear structures, and at ρ 0 0 and 0.05 for extreme structure. In contrast, it can be concluded that b ρ TA is consistently more accurate than b η 2 TC at values of ρ ≥ 0.15 for all three group size structures with respect to bias assessment. On the other hand, the computed RMSE results in Tables 5, 6 , 7, and 8 basically reveal the same phenomenon that b η 2 TC performs better than b ρ TA for small values of ρ, whereas the opposite is true for moderate and large values of ρ. However, the condition is slightly more prevalent than that in the evaluation of bias. Table 5 . The dominance situations only occurred at the values of ρ ≤ 0.25 in Tables 6 and 7 . Moreover, the results in Table 8 basically maintain almost the same pattern for ρ ≤ 0.25 with the only exception at ρ 0 0.25 for the extreme group size structure. Overall, the truncated Table 7 The root mean squared error of ICC indices for g ¼ 10 and TC is closely related to group structures when the true value of ρ is between 0.20 and 0.35. In other words, each estimator is better only for certain combined configurations of ρ, numbers of groups, average group sizes, and group size structures.
Implication for intraclass correlation analysis
In the present article, we focused our attention on the two general formulas b ρ TA and b η 2 TC for their appealing features of overall accuracy and computational ease. The detailed numerical investigation further helps differentiate the use of a proper ICC index from others under various circumstances. First, the ICC(1) or b ρ A index is used by authors and requested by reviewers almost reflexively in multilevel analysis. The empirical evidence demonstrates that further improvement may be obtained by adopting the corrected eta-squared estimator when the magnitude of an intraclass correlation is small. Second, according to the body of accumulated knowledge in field research (Bliese, 2000) , the underlying magnitudes of ICC are typically less than 0.20. Thus, Eta 2 (C) or b η 2 C appears to be a more appropriate estimate of the strength of intraclass correlation. With the reported values of F*, the number of groups, and actual group sizes in actual practice, the corrected eta-squared estimators can be readily computed with the prescribed formulas. On the other hand, it can be shown that Eta 2 (C) and b η 2 C can be recovered directly from ICC(1) and b ρ A through the identity
respectively. Thus, for example, an ICC(1) of 0.20 with the number of groups g 0 10 and group size n 0 5 translates into having an Eta 2 (C) value of 0.17 with Eq. 11. Similarly, the correspondence between b ρ A and b η 2 C can be established through Eq. 12 for a given value n 0 . In short, Bliese and Halverson (1998) asserted that ICC(1) and Eta 2 (C) provide significant improvements over b η 2 for describing the effect of group membership. In the present article, we presented a comprehensive treatment to provide operational guidelines and practical implications for choosing between the two indices ICC (1) and Eta 2 (C) and their extended formulas.
Conclusion
The present article concerns the use of two ICC indices as strength of association measures for clustering studies. Despite their routine and common application in empirical studies, the fundamental properties of ICC indices are not sufficiently illustrated in the literature. The well-known ANOVA estimator and the previously suggested corrected eta-squared formulas were closely examined with respect to their point estimation principle, unbalanced data extension, and practical truncation consideration. In view of estimation principle, ICC(1) was obtained by substituting the variance components in population ICC with corresponding unbiased estimators. In contrast, the corrected eta-squared estimator was identical to the maximum likelihood estimator and the pairwise estimator under equal group sizes. Although their expressions were tractable and easy to compute, the intrinsic estimation complexity prevented analytical justification. Therefore, contemporary computer capabilities were used to conduct intensive simulation study for the bias and MSE performance of the two competing formulas. The numerical examinations revealed their critical and subtle discrepancy in estimating population ICC: Their estimation properties varied with the number of groups, average group size, and group size structure. Moreover, the modification of corrected eta-squared estimator performed better for small values of ICC, and the adjusted ICC(1) was preferred for moderate and large ICC values. Recognizing the different behavior of the two estimators helps to clarify the issue of evaluating the strength of the group property and how to choose an appropriate estimate in multilevel analysis. This information may be useful in selecting an appropriate measure of the intraclass correlation when a researcher has a basic conceptual idea about the underlying ICC in conjunction with the fundamental configurations of the obtained sample, such as the number of groups, average group size, and group size structure.
