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Let {Xn,n  1} be a sequence of i.i.d. random vectors taking values in a 2-smooth
separable Banach space, and set Sn = X1 + · · · + Xn . For 0 < p < 2 and r  1 ∨ p, put
f (ε) =∑n1 nr/p−2 P (‖Sn‖ εn1/p), ε > 0. Jain (1975) [4] proved that f (ε) < ∞, ε > 0, if
and only if E‖X1‖r < ∞ and E X1 = 0. We strengthen this result by showing that, except
for the case p = r = 1, which is treated separately, ∫∞
δ
f (ε)dε < ∞, δ > 0, if and only if
E‖X1‖r < ∞ and E X1 = 0.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let (B,‖ · ‖) be a 2-smooth separable Banach space. For any B-valued random vector X , if E‖X‖ < ∞, then E X is to be
understood in the Bochner sense. From Assouad [1] we know that there exists D ∈]0,∞[ such that
E‖X1 + · · · + Xn‖2  D
(
E‖X1‖2 + · · · + E‖Xn‖2
)
(1.1)
for any sequence of B-valued martingale differences {Xn,n  1}. In particular (1.1) is satisﬁed whenever {Xn,n  1} is
a sequence of independent mean zero random vectors, i.e. B is of type 2. Specialization of Lemma 6 in Dedecker and
Merlevède [3], which in turn rests on Theorem 3.4 in Pinelis [7], yields the next basic result.
Theorem A. Let X1, . . . , Xn be independent B-valued random vectors, and set Sk = X1 + · · · + Xk, 1 k  n. Assume E Xk = 0 and
‖Xk‖ c, 1 k n, and∑nk=1 E‖Xk‖2  y. Then
P
(
max
1kn
‖Sk‖ x
)
 2exp
{
− yD
2
c2
h
(
xc
yD2
)}
, x > 0,
where h(u) = (1+ u) log(1+ u) − u, u > 0.
In what follows we deal with a sequence {Xn,n  1} of i.i.d. B-valued random vectors, and write Sn = X1 + · · · + Xn ,
n  1, as usual. Let {X ′n,n  1} denote an independent copy of {Xn,n  1}, and consider the symmetrized random vectors
Xsn = Xn − X ′n , Ssn = Xs1 + · · · + Xsn , n  1. Under the auxiliary condition (1.1), Jain [4] proved the following result offering
rates of convergence for the tail probabilities P (‖Sn‖ εn1/p), ε > 0, 0 < p < 2.
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A. Spa˘taru / J. Math. Anal. Appl. 386 (2012) 236–240 237Theorem B. Let 0 < p < 2 and r  1 ∨ p. Then∑n1 nr/p−2P (‖Sn‖ εn1/p) < ∞ for every ε > 0 if and only if E‖X1‖r < ∞ and
E X1 = 0.
The purpose of this paper is to strengthen this theorem by showing that, except for the case p = r = 1, which will be
treated separately, the same moment conditions E‖X1‖r < ∞ and E X1 = 0 are in fact equivalent to the ﬁniteness of the
integral
∫∞
δ
(
∑
n1 n
r/p−2P (‖Sn‖ εn1/p))dε for any δ > 0. Thus∑
n1
nr/p−2P
(‖Sn‖ εn1/p)< ∞, ε > 0, ⇐⇒ ∑
m1
∑
n1
nr/p−2P
(‖Sn‖mn1/p)< ∞.
In the real-valued case, the similar problem of strengthening classical theorems concerning series was addressed in Spa˘taru
[8,10] and Li and Spa˘taru [6], the results reﬁning the rate of convergence for tail probabilities of the type P (|Sn|  εan).
Such results are useful in the theory of branching processes (see Athreya [2] and Spa˘taru [9]).
We collect the auxiliary lemmas in Section 2, after which Section 3 is devoted to the strengthening of Theorem B. In the
sequel, log+ x = log(e ∨ x), x 0, and C shall denote positive constants, possibly varying from place to place.
2. Preliminary lemmas
The proof of the next lemma is easy and omitted.
Lemma 1. For m 1, we have
exp
{
−1
u
h(mu)
}
 e
m
mm
· 1
um
, u > 0.
The results of the following two lemmas are taken from Spa˘taru [10].
Lemma 2. Let p, r > 0, and let X be a nonnegative random variable with E Xr < ∞. Then∑
n1
nr/p−1P
(
X  εn1/p
)
 Cε−r E Xr, ε > 0.
Lemma 3. Let 0 < p < 2, and let X be a nonnegative random variable with E X p < ∞. Then∑
n1
n1−4/p
(
E
[
X2 I
{
X < εn1/p
}])2  Cε−2p+4(E X p)2, ε > 0.
Lemma 4. Let δ > 0, and let X be a nonnegative random variable. Then
∞∫
δ
(∑
n1
P (X  εn)
)
dε < ∞ ⇐⇒ E[X log+ X]< ∞. (2.1)
Proof. Clearly,
∞∫
δ
(∑
n1
P (X  εn)
)
dε < ∞ ⇐⇒
∞∫
δ
( ∞∫
1
P (X  εx)dx
)
dε < ∞. (2.2)
Putting εx = y, we have
∞∫
δ
( ∞∫
1
P (X  εx)dx
)
dε =
∞∫
δ
( ∞∫
ε
P (X  y)dy
ε
)
dε =
∞∫
δ
P (X  y)(log y − log δ)dy. (2.3)
Now
∞∫
δ
P (X  y)(log y − log δ)dy < ∞ ⇐⇒ E[X log+ X]< ∞. (2.4)
Thus (2.2)–(2.4) imply (2.1). 
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For n 1 and ε > 0, put Xn,k = Xk I{‖Xk‖ < εn1/p}, 1 k n, and Un = Xn,1 + · · · + Xn,n . Then, for m 1, we have
P
(‖Sn‖mεn1/p) P(‖Un‖mεn1/p)+ P (Sn 	= Un)
 P
(‖Un‖mεn1/p)+ nP(‖X1‖ εn1/p). (3.1)
Notice that ‖Xn,k‖ < εn1/p , 1 k n, and
n∑
k=1
E‖Xn,k‖2 = nE
[‖X1‖2 I{‖X1‖ < εn1/p}]. (3.2)
Theorem 1. Assume that 0 < p < 2, r  1∨ p and r > 1. Then
∞∫
δ
(∑
n1
nr/p−2P
(‖Sn‖ εn1/p)
)
dε < ∞, δ > 0, (3.3)
if and only if E‖X1‖r < ∞ and E X1 = 0.
Proof. If (3.3) holds, then
∑
n1 n
r/p−2P (‖Sn‖ εn1/p) < ∞, ε > 0, and so E‖X1‖r < ∞ and E X1 = 0 by Theorem B.
Conversely, without loss of generality, assume that E‖X1‖r = 1 and E X1 = 0. Suppose ﬁrst that X1 is symmetric, so that
we may apply Theorem A with Xn,k in place of Xk , 1 k n. We distinguish three cases.
Case p < r  2. (3.2) gives
∑n
k=1 E‖Xn,k‖2  nε2−rn2/p−r/p = ε2−rn2/p−r/p+1. Applying Theorem A with x = 2εn1/p , c =
εn1/p and y = ε2−rn2/p−r/p+1, and Lemma 1 with u = εrnr/p−1D−2, we get
P
(‖Un‖ 2εn1/p) 2exp
{
−ε
2−rn2/p−r/p+1D2
ε2n2/p
h
(
2ε2n2/p
ε2−rn2/p−r/p+1D2
)}
= 2exp{−ε−rn−r/p+1D2h(2εrnr/p−1D−2)} Cε−2rn−2r/p+2. (3.4)
From (3.1), (3.4) and Lemma 2, we obtain∑
n1
nr/p−2P
(‖Sn‖ 2εn1/p)∑
n1
nr/p−2P
(‖Un‖ 2εn1/p)+∑
n1
nr/p−1P
(‖X1‖ εn1/p)
 Cε−2r
∑
n1
n−r/p + Cε−r = Cε−2r + Cε−r,
and so (3.3) is satisﬁed.
Case r > 2. (3.2) yields
∑n
k=1 E‖Xn,k‖2  n. Choose m > r−p2−p > 1. Applying Theorem A with x = mεn1/p , c = εn1/p and
y = n, and Lemma 1 with u = ε2n2/p−1D−2, we have
P
(‖Un‖mεn1/p) 2exp
{
− nD
2
ε2n2/p
h
(
mε2n2/p
nD2
)}
= 2exp{−ε−2n−2/p+1D2h(mε2n2/p−1D−2)} Cε−2mn−2m/p+m. (3.5)
From (3.1), (3.5) and Lemma 2, since r/p − 2− 2m/p +m < −1, we get∑
n1
nr/p−2P
(‖Sn‖mεn1/p)∑
n1
nr/p−2P
(‖Un‖mεn1/p)+∑
n1
nr/p−1P
(‖X1‖ εn1/p)
 Cε−2m
∑
n1
nr/p−2−2m/p+m + Cε−r = Cε−2m + Cε−r,
whence (3.3) follows.
Case p = r. Applying Theorem A with x = 2εn1/p , c = εn1/p and y = nE[‖X1‖2 I{‖X1‖ < εn1/p}], and Lemma 1 with
u = ε2n2/p y−1D−2, yields
P
(‖Un‖ 2εn1/p) 2exp
{
− yD
2
ε2n2/p
h
(
2
ε2n2/p
yD2
)}
 Cε−4n−4/p y2
= Cε−4n2−4/p(E[‖X1‖2 I{‖X1‖ < εn1/p}])2. (3.6)
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n1
n−1P
(‖Sn‖ 2εn1/p)∑
n1
n−1P
(‖Un‖ 2εn1/p)+∑
n1
P
(‖X1‖ εn1/p)
 Cε−4
∑
n1
n1−4/p
(
E
[‖X1‖2 I{‖X1‖ < εn1/p}])2 + Cε−p
 Cε−2p
(
E‖X1‖p
)2 + Cε−p = Cε−2p + Cε−p,
and so (3.3) is fulﬁlled.
Consider now the general case. Since the symmetric random vector Xs1 satisﬁes E‖Xs1‖r  2E‖X1‖r < ∞ and E Xs1 = 0,
we have
∞∫
δ
(∑
n1
nr/p−2P
(∥∥Ssn∥∥ εn1/p)
)
dε < ∞, δ > 0, (3.7)
by the above step of the proof. By Lemma 4.2 in Jain [4], we deduce that {Sn/n1/p, n 1} is bounded in probability, and so
there is a > 0 such that
1/2 P
(‖Sn‖ < an1/p) P(‖Sn‖ < εn1/p), ε > a, n 1.
This entails (see Ledoux and Talagrand [5, p. 150]) that
P
(‖Sn‖ 2εn1/p) 2P(∥∥Ssn∥∥ εn1/p), ε > a, n 1. (3.8)
In view of (3.8) and (3.7), we see that
∞∫
δ
(∑
n1
nr/p−2P
(‖Sn‖ 2εn1/p)
)
dε < ∞, δ > a,
whence (3.3) follows. 
Corollary 1. If 0 < p < 2, r  1∨ p and r > 1, then∑
m1
∑
n1
nr/p−2P
(‖Sn‖mn1/p)< ∞ ⇐⇒ E‖X1‖r < ∞, E X1 = 0.
The case p = r = 1 needs to be treated separately, because the assumptions E‖X1‖ < ∞ and E X1 = 0, while equivalent
to the convergence of the corresponding series, are no longer equivalent to its integrability. As the next theorem shows,
they have to be augmented.
Theorem 2.We have
∞∫
δ
(∑
n1
n−1P
(‖Sn‖ εn)
)
dε < ∞, δ > 0, (3.9)
if and only if E[‖X1‖ log+ ‖X1‖] < ∞ and E X1 = 0.
Proof. Assume that (3.9) holds. Then
∞∫
δ
(∑
n1
n−1P
(∥∥Ssn∥∥ εn)
)
dε < ∞, δ > 0, (3.10)
and so
∑
n1 n
−1P (‖Ssn‖ εn) < ∞, ε > 0. This implies E‖Xs1‖ < ∞ by Theorem B, and so limn→∞ nP (‖Xs1‖ n) = 0. Then,
by Lemma 3 in Li and Spa˘taru [6], and Lévy’s inequality (see Proposition 2.3 in Ledoux and Talagrand [5]), we have
nP
(∥∥Xs1∥∥ εn) C P( max
1kn
∥∥Xsk∥∥ εn) C P(∥∥Ssn∥∥ εn), ε  1. (3.11)
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∞∫
δ
(∑
n1
P
(∥∥Xs1∥∥ εn)
)
dε  C
∞∫
δ
(∑
n1
n−1P
(∥∥Ssn∥∥ εn)
)
dε < ∞.
By Lemma 4, this entails that E[‖Xs1‖ log+ ‖Xs1‖] < ∞, which is tantamount to E[‖X1‖ log+ ‖X1‖] < ∞. On the other hand,
(3.9) implies
∑
n1 n
−1P (‖Sn‖ εn) < ∞, ε > 0, and so E X1 = 0 by Theorem B.
Conversely, suppose that E[‖X1‖ log+ ‖X1‖] < ∞ and E X1 = 0. Moreover, assume that X1 is symmetric. Then (3.2) gives∑n
k=1 E‖Xn,k‖2  Cεn2(log+ δn)−1, ε  δ. Applying Theorem A with x = 2εn, c = εn and y = Cεn2(log+ δn)−1, and Lemma 1
with u = ε2n2 y−1D−2, we have
P
(‖Un‖ 2εn) 2exp
{
− yD
2
ε2n2
h
(
2
ε2n2
yD2
)}
 Cε−2
(
log+ δn
)−2
, ε  δ. (3.12)
From (3.1) and (3.12), we obtain∑
n1
n−1P
(‖Sn‖ 2εn)∑
n1
n−1P
(‖Un‖ 2εn)+∑
n1
P
(‖X1‖ εn)
 Cε−2 +
∑
n1
P
(‖X1‖ εn), ε  δ. (3.13)
Finally, on account of (3.13) and Lemma 4, (3.9) obtains. The desymmetrization procedure follows as in the proof of Theo-
rem 1 and is omitted. 
Corollary 2.We have∑
m1
∑
n1
n−1P
(‖Sn‖mn)< ∞ ⇐⇒ E[‖X1‖ log+ ‖X1‖]< ∞, E X1 = 0.
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