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Affective computing draws more and more attention to the human-computer interaction. Based on physiological signals acquired
by body sensor network, within the affection recognition process, the problem that training samples have larger class distance and
smaller intraclass distance must be considered. For the class divisibility and intraclass compactness problem, researching method
of samples validity was proposed based on metric multidimensional scaling. With dissimilarity matrix, scalar product matrix was
calculated. Subsequently, individual attribute reconstructing matrix could be got using principal components factor analysis to
display samples difference in low dimension. By means of experiment results, training and testing samples for sentiment classifier
will be selected instructionally.
1. Introduction
To realize natural human-computer interaction, more per-
sonalizedservicesarerequiredduringtheinteractiveprocess.
Therefore, it is an effective way to bring in a user’s affection
with body sensor network to the service. The artificial
psychological and affective computing are becoming new
research directions in the field of artificial intelligence [1].
Generally, researches focus on simulating affective recogni-
tion, modeling, and expression mainly. The affective recogni-
tion consists of two types. One is recognizing user’s affection
which is user centered, and the other is recognizing affection
incontent,suchaslighteffect,context,andcharactersinfilm,
music, and art painting, which is content centered [2].
Forthefirsttype,researchescanusemultitypesofsensors
t om e a s u r eu s e r ’ sa ff e c t i o n .K i me ta l .s u r v e y e dt h ea m o u n t
of sweat, pulse, body temperature, and blood pressure. Based
on this physiological information, they determined the user’s
affective state after data fusion and fuzzy inference [3].
Nguyenusedfewersensors,onlywithpulseandbodytemper-
ature, to acquire affection [4]. Arapakis proposed a method
withfacialexpression[5].Inaddition,themeasuringmethod
also includes the questionnaire or its extended form. It is an
indirect way. Gonz´ a l e ze ta l .u s e de m o t i o nq u o t i e n t( E Q )t e s t
table [6]. Ai Thanh Ho provided a group of different colors
to select for user and determined the user’s affection based
on his selection. The features of these affection acquiring
methods are compared in Table 1.
Themethodbasedontheuser’sphysiologicalinformation
to judge the affective state is better than others in porta-
bility, signal continuity, sensibility, and comfort as shown
in Table 1. Therefore, researches on physiological divisibility
of affection attract the interest of researchers in the field of
human-computer interactionMany psychologists got differ-
ent conclusions on autonomic nervous system (ANS). On
the one hand, paper [7], regarded that the ”detest” affection
has specific ANS proposed. But on the other hand, the
opposite researching view was also studied in [8]. However,
the existence of specific affection ANS has got more and
more support from recent studies [7–16]. In the research of
affection recognition based on physiological signals, some
affective physiological data sample libraries were established
as shown in Table 2.H o w e v e r ,t h e s el i b r a r i e sp r o v i d eaf o u n -
dation for comparison and analysis of affective physiological
f e a t u r es e l e c t i o na n ds e n t i m e n tc l a s s i fi c a t i o n ,w h e t h e rt h e y
are valid, that is, whether or not having a larger class distance2 International Journal of Distributed Sensor Networks
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Figure 1: Data organization of affection database DataSet I.
Table 1: Comparison among the methods of affection accessing.
Method Portability Continuity Sensibility Comfort
Expression Poor Poor General General
Voice General Poor General Good
Eye
movement
General General General Poor
Brainwave Poor Good Good Poor
Behavior Poor Poor General General
Physiological
information
Good Good Good General
Questionnaire General Poor General Poor
and a smaller intraclass distance, as training data is worthy
of study. For the affective physiological database proposed in
[17], this paper analyzes the divisibility and compactness of
20 groups of samples with 8 kinds of affections.
2. Affective Physiological Samples
Affective database DataSet I, which is established by Picard,
recorded physiological data of 20 days. The samples include
4t y p e s :m y o e l e c t r i c i t y𝐸,p u l s e𝐵,s k i nc o n d u c t a n c e𝑆,a n d
respiratory 𝑅.Andtheaffectivestateshave8classes.Theyare
calmness(N),anger(A),hate(H),grief(G),platoniclove(P),
romantic love (L), joy (J), and reverence (R). These signals
were sampled in 100 seconds. The length of the time series
is 𝑁 = 2001. So daily physiological data has 8 × 4 × 2001 =
64032intotal.TheorganizationofaffectiondatabaseDataSet
Ii ss h o w ni nFigure 1.
3. Analysis of Divisibility and Compactness
In the affective state discriminating process with physio-
logical signals, for feature-based classification methods, the
training samples and selected feature impact on the classifier
directly. Due to the different deployment of sensors in
body sensor network and the participant’s daily life, training
samples have more noise. So samples, which have a larger
class distance and a smaller intraclass distance, should be
selectedtotraintheclassifier.Inaddition,fordifferentfeature
sets, dispersion between classes or within one class should
be discussed. Therefore, after selecting a certain feature set,
validity analysis for affective physiological sample is one of
the key factors in training the affective state classifier. Based
on the multidimensional scaling theory, this paper illustrates
a general validity analysis method by using the dataset
proposed in [17]. From the view of similarity or dissimilarity
of affective physiological signals, we represent the samples in
the low-dimensional space to reveal the underlying structure
of the sample.
Theliteratureinpsychophysiologyandrelateddisciplines
described features about affective state recognition based on
facial muscle movement, heart rate changes, and so on [10].
Picard et al. proposed 6 static characteristics. They are mean
value 𝜇𝑖,s t a n d a r dd e v i a t i o n𝜎𝑖, mean value of the first-order
differential absolute value 𝗿𝑖, its normalized value ̃ 𝗿𝑖,m e a n
value of the second-order differential absolute value 𝗾𝑖,a n d
itsnormalizedvalue ̃ 𝗾𝑖 [17].Supposethatthe𝑖th𝑖∈{1,2,3,4}
typeofphysiologicalsignalacquiringdevicesgetsthe𝑛th𝑛∈
{1,2,...,𝑁}measured value 𝑋
𝑖
𝑛.A n di t sn o r m a l i z e dv a l u ei s
̃ 𝑋
𝑖
𝑛.S ot h e6s t a t i cf e a t u r e sc a nb eo b t a i n e db yf o r m u l a s( 1)
and (2) as follows:
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1
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where ̃ 𝑋
𝑖
𝑛 =( 𝑋
𝑖
𝑛 −𝜇 𝑖)/𝜎𝑖,
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Table 2: Library of affective physiological samples.
Researcher Inducing method Affection types Physiological signals Sample size
Picard et al. [17]I m a g e A n g e r ,h a t e ,g r i e f ,p l a t o n i cl o v e ,
romantic love, joy, and reverence
EMG, pulse, skin conductance, and
respiratory
20 groups of a single
participant
Kim et al. [18] Audio and video Sadness, depression, anger, and
surprise
ECG, pulse rate, skin temperature,
and skin conductance
175 groups of 125
participants and 50
participants
Li and Chen [19] Movie clips Fear, happiness, and easily ECG, skin temperature, skin
conductance, and respiratory
55 participants
Kim and Andr´ e
[20] Music Happiness, anger, sadness, and
joy
EMG, skin conductance, ECG, and
respiration
90 groups of three
participants
Wen et al. [16] Movie clips Happiness, surprise, disgust,
sadness, anger, and fear
Skin conductance, heart rate, pulse,
ECG, respiratory, facial
electromyography, and frontal lobe
EEG
300 participants
Table3:Summaryofaffectiveeigenvectorsrestructuringprocesson
the 𝐷th day.
Day Young’s
S-stress
Kruskal’s
stress
Determination
coefficient
RSQ
Sample with smaller
class distance (affection)
1 0.00407 0.01264 0.99922 L, J
2 0.00451 0.01007 0.99954 —
3 0.00102 0.00473 0.99993 R, G, P, J, L
4 0.00132 0.00160 0.99999 —
5 0.00347 0.01847 0.99919 N, H, P, J, L
6 0.00121 0.00319 0.99996 J, G
7 0.00038 0.00617 0.99994 N, G and H, P, J, L, R
8 0.00954 0.00997 0.99936 —
9 0.00877 0.01504 0.99912 H, P, J, R
10 0.00446 0.00973 0.99968 —
11 0.00559 0.00875 0.99968 P, R
12 0.01004 0.02010 0.99876 H, P, L, R
13 0.00196 0.00451 0.99992 —
14 0.00394 0.00689 0.99988 P, J, L
15 0.00485 0.00568 0.99988 P, L
16 0.00699 0.01512 0.99902 P, L, R
17 0.00888 0.01170 0.99940 J, R
18 0.04481 0.08798 0.96343 A, G and H, N
19 0.00187 0.00909 0.99979 —
20 0.05319 0.07584 0.97629 —
Based on the features above, time series acquired by the
𝑖th type of physiological signal acquiring devices can be
described with ⃗ 𝐹𝑖 =[ 𝜇𝑖 𝜎𝑖 𝗿𝑖 ̃ 𝗿𝑖 𝗾𝑖 ̃ 𝗾𝑖].S ot h ef e a t u r e
vector of the 𝑗th class of affective states is denoted as ⃗ 𝑆𝑗 =
[ ⃗ 𝐹1 ⃗ 𝐹2 ⃗ 𝐹3 ⃗ 𝐹4]∈R
1×24. This dataset contains 8 types
of affective state data in 20 days. In order to discuss the
difference in these data, that is, dispersion between classes
or within one class, two affective state feature matrixes 𝑆
𝐷
and 𝑆
∗ are established with ⃗ 𝑆𝑗. 𝑆
𝐷 is composed of 8 types of
affective state feature vectors on day 𝐷 ∈ {1,2,...,20;t h a t
is, 𝑆
𝐷 =[⃗ 𝑆1 ⃗ 𝑆2 ⋅⋅⋅ ⃗ 𝑆8]
𝑇
∈ R
8×24.A n d𝑆
∗ is composed of
t h es a m et y p e so fa ff e c t i v es t a t ef e a t u r ev e c t o r si n2 0d a y s ;
that is, 𝑆
∗ =[ ⃗ 𝑆1 ⃗ 𝑆2 ⋅⋅⋅ ⃗ 𝑆20]
𝑇
∈ R
20×24. According to
multidimensional scaling theory [21], build a dissimilarity
matrix Δ𝐿×𝐿 with affective state feature matrix and especially
𝐿 ∈ {8,24} in this paper. 𝜛𝑖𝑗 in Δ c a nb ec a l c u l a t e da s
𝜛𝑖𝑗 =𝑑 𝑖𝑗 =[ ( ⃗ 𝑆𝑖 − ⃗ 𝑆𝑗)( ⃗ 𝑆𝑖 − ⃗ 𝑆𝑗)
򸀠
]
1/2
=[ ∑
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2
]
1/2
∀𝑖,𝑗 ∈ {1,2,...,𝐿},𝑘 ∈ {1,2,...,24}.
(3)
Then, calculate the inner product matrix Γ. Its element 𝑟𝑖𝑗 is
𝑟𝑖𝑗 = −0.5 × (𝜛
2
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2
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2
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(5)
Designate reconstructed matrix in low-dimensional space
as ̂ Ω𝐿×𝑀 (𝑀 < 24),w h i c hc o u l db eg o tt h r o u g ha ff e c t i v e
state feature matrix. And correspondingly, its affective state
dissimilarity matrix is recorded as 𝐷.B a s e do nt h et h e o r yo f
metric multidimensional scaling, Δ is similar to 𝐷 in a sense.
Then,
Γ=̂ Ω̂ Ω
򸀠
. (6)4 International Journal of Distributed Sensor Networks
Table 4: Summary of 8 types of affective eigenvectors restructuring process.
Affection Young’s S-stress Kruskal’s stress Determination coefficient RSQ Sample with bigger
intraclass distance (day)
N 0.02821 0.04515 0.99073 1, 3, 4, 5
A 0.01213 0.05945 0.99445 1, 3, 4, 5, 7
H 0.02534 0.04995 0.99102 1, 3, 4, 5
G 0.05502 0.07292 0.98062 1, 3, 4, 5
P 0.01861 0.04275 0.99384 1, 3, 4, 5
L 0.03656 0.06468 0.98685 1, 3, 4, 5
J 0.02771 0.06226 0.98909 1, 3, 4, 5
R 0.03550 0.07736 0.98321 1, 3, 4, 5
Solving (6), affective state feature reconstructed matrix in
low-dimensionalspace ̂ Ωcould be got. That is to say affective
state feature could be presented in low-dimensional space.
Atthesametime,itiseasytoobtaineigenvalues𝜆𝑗 which
the 𝑗th dimension of ̂ Ω is corresponding to:
𝜆𝑗 = ∑
𝑖
̂ 𝜓
2
𝑖𝑗, (7)
where ̂ 𝜓𝑖𝑗 are elements of ̂ Ω.
4. Experiment
4.1. Class Divisibility. Take 8 classes of affective state feature
vectorontheday𝐷toformamatrix𝑆
𝐷 =[ ⃗ 𝑆1 ⃗ 𝑆2 ⋅⋅⋅ ⃗ 𝑆8]
𝑇
∈
R
8×24. And based on the theory of metric multidimensional
scaling above, after reconstructing affective state feature
matrix in low-dimensional space, analyze the class distance
of samples measured by the body sensor network. According
to Kruskal’s stress requirements, in this paper, each affection
feature vector is reconstructed in two-dimensional space as
shown in Figure 2.
In Figure 2,N ,A ,H ,G ,P ,L ,J ,a n dRr e p r e s e n t8c l a s s e s
o fa ff e c t i v es t a t e s ,r e s p e c t i v e l y .Th ea x e so ft h el e ftfi g u r e s
mean relative distance between reconstructive points. Take
Figure 2(a) as an example; points L and J are closer, which
demonstrates that the two types of affection, romantic love
L and happiness J, only have few differences for the first day
samples while affective physiological data are described with
6 static features above. Their class divisibility is too poor to
t r a i na ne ff e c t i v ec l a s s i fi e r .P o i n t sR ,P ,H ,a n dGh a v ef e w
differencesindimensionIIbutsomedifferencesindimension
I. However, there are large differences for points A and N no
matter in dimension I or II.
Th er i g h tp a r to fFigure 2(a) shows the linear fit scatter
plot of reconstructionprocess. The 𝑥-axis means the samples
disparity, and the 𝑦-axis reflects the fitting distance. Fitting
coefficient 𝑅
2 = 0.999 is good enough. Young’s S-stress and
Kruskal’s stress reach 0.407% and 1.264%, respectively. And
the determination coefficient RSQ is 0.99922, which means
thattheproportionofexplainingbyrelativespatialdistanceis
larger. The affection eigenvector reconstruction process data
of the 𝐷th day are summarized in Table 3.
4.2. Intraclass Compactness. Affective state feature matrix
𝑆
∗ =[⃗ 𝑆1 ⃗ 𝑆2 ⋅⋅⋅ ⃗ 𝑆20]
𝑇
∈ R
20×24 consists of the same type
of affective state feature vector for 20 days. Based on metric
multidimensional scaling theory stated above, reconstruct
a ff e c t i v es t a t ef e a t u r ei nl o w - d i m e n s i o n a ls p a c et oa n a l y z e
thein trac las sdis ta nceo fsa m p les.Ther eco n s tructio nintw o-
dimensional space is as shown in Figure 3.
In Figure 3, points Day 1–Day 20 denote the eigenvectors
of 20 days for the same kind of affective state. From the left
part of Figure 3, the axes also mean relative distance between
reconstructive points. Points Day 1, Day 3, Day 4, and Day 5
are far away from the rest of the reconstructive points. That
is to say intraclass distances of the same type of affective
physiological data for the first day and the 3th–5th days are
larger. Their intraclass compactness is poor. In addition, the
7thdaysamplesalsohavealargerintraclassdistanceforanger
affective state.
The right part of Figure 3 shows the linear fit scatter
plot of reconstruction process. The 𝑥-axis means the samples
disparity, and the 𝑦-axis reflects the fitting distance. Fitting
coefficient 𝑅
2 is close to 1. Young’s S-stress, Kruskal’s stress,
and determination coefficient RSQ for the reconstructive
p r o c e s so f8t y p e so fa ff e c t i v es t a t ef e a t u r ev e c t o ra r es u m -
marized in Table 4.
5. Conclusions
As training samples of a classifier, the validness of affective
physiologicalfeaturevectorsisworthyofstudy.Largerclasses
distance and smaller intraclass distance are needed. An
analysis method is proposed for body sensor network, which
collectsaffectivephysiologicaldata.Particularly,inthispaper,
we take the affective physiological database DataSet I as
an example, and analyze divisibility and compactness of 20
groups of samples belonging to 8 types of affections.
B a s e do nt h e6s t a t i cf e a t u r e sd e s c r i b e db yf o r m u l a s( 1)–
(2),withthesamplesinDataSetI,classdivisibilityispoorfor
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Figure 3: Restructuring graph of 8 types of affective eigenvectors.
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