We consider the model: Y = X + , where X and are independent random variables. The density of is known whereas the one of X is a finite mixture with unknown components. Considering the "ordinary smooth case" on the density of , we want to estimate a component of this mixture. To reach this goal, we develop two wavelet estimators: a nonadaptive based on a projection and an adaptive based on a hard thresholding rule. We evaluate their performances by considering the mean integrated squared error over Besov balls. We prove that the adaptive one attains a sharp rate of convergence.
Motivations
We consider the following model:
(1.1) v ∈ {1, . . . , n}, n ∈ N * = {1, 2, . . .}, where X 1 , . . . , X n are independent random variables and 1 , . . . , n are i.i.d. random variables. For any v ∈ {1, . . . , n}, X v and v are independent. The density of 1 is known and is denoted by g. For any v ∈ {1, . . . , n}, the density of X v is the following finite mixture:
where
..,n}×{1,...,m} are known positive weights such that, for any v ∈ {1, . . . , n},
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• f 1 , . . . , f m are unknown densities.
For a fixed d * ∈ {1, . . . , m}, we aim to estimate f d * when only Y 1 , . . . , Y n are observed.
In the literature, the model (1.1) has been recently described for a particular mixture in van Es, Gugushvili and Spreij (2008) and Lee et al. (2010) . In the simplest case where m = 1, w 1 (1) = . . . = w 1 (n) = 1 and f d * = f 1 = f , (1.1) becomes the standard convolution density model. See e.g. Caroll and Hall (1988) , Devroye (1989 ), Fan (1991 , Pensky and Vidakovic (1999) , Fan and Koo (2002) , Butucea and Matias (2005) , Comte, Rozenholc and Taupin (2006), Delaigle and Gijbels (2006) and Lacour (2006) . The estimation of f d * when only X 1 , . . . , X n are observed has been investigated in some papers. See e.g. Maiboroda (1996), Hall and Zhou (2003) , Pokhyl'ko (2005) and Prakasa Rao (2010). However, to the best of our knowledge, the estimation of f d * from Y 1 , . . . , Y n is a new challenge.
Considering the ordinary smooth case on g (see (2.2)), we estimate f d * by two wavelet estimators: a linear nonadaptive and a nonlinear adaptive based on the hard thresholding rule. The construction of our adaptive estimator is "similar" to the one of Pensky and Vidakovic (1999) and Fan and Koo (2002) . It has the originality to include some technical tools on mixture and a new version of the "observations thresholding" introduced in wavelet estimation theory by Delyon and Juditsky (1996) in the context of the nonparametric regression. The performances of our estimators are evaluated via the mean integrated squared error (MISE) over a wide class of functions: the Besov ball B s p,r (M ) (to be defined in Section 3). Under mild assumptions on the weights of the mixture, we prove that our adaptive estimator attains the rate of convergence:
, where z n depends on these weights and δ is a factor related to the ordinary smooth case. This rate of convergence is sharp in the sense that it is the one attained by the "best" nonadaptive linear wavelet estimator up to a logarithmic term.
The paper is organized as follows. Assumptions on the model and some notations are introduced in Section 2. Section 3 briefly describes the wavelet basis and the Besov balls. The estimators are presented in Section 4. The results are set in Section 5. Technical proofs are given in Section 7.
Assumptions and Notations
Assumption on f 1 , . . . , f m . Without loss of generality, for any d ∈ {1, . . . , m}, we assume that the support of f d is [−Ω, Ω].
