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Abstract 
Many advanced grid applications need access to ontologies represent-
ing knowledge about a certain application domain. To deal with the 
high heterogeneity of available ontologies, we propose a general ser-
vice-oriented middleware for making ontologies accessible to grid ap-
plications. Our implementation is integrated in the German D-Grid in-
frastructure and provides several applications a uniform access to 
biomedical ontologies such as Gene Ontology, NCI Thesaurus and 
several OBO ontologies. 
1 Introduction 
Grid computing provides scientists with a distributed infrastructure for 
collaboration and massive amounts of computing, storage and data re-
sources. Ontologies increasingly gain importance for grid computing to se-
mantically describe resources and to support an improved interoperability 
between applications. Especially applications in the biomedical domain 
make use of the ontology concept. For example, in biology and bioinformat-
ics ontologies have become essential for annotating molecular biological 
objects or publications and integrating heterogeneous data resources. 
Recently, several proposals and recommendations for a semantic grid ar-
chitecture were made. A reference architecture for semantic grids, S-OGSA, 
is presented in [1]. The model architecture includes ontology services that 
enable access to conceptual models and ontologies. While this underlines the 
high need of a service-based grid middleware for ontology access, the ser-
vices have not yet been implemented. At a recent workshop, two services 
were discussed to access RDF-based metadata: OGSA-DAI-RDF [11] and 
WS-DAIOnt (OntoGrid) [7]. However, both approaches are limited to RDF-
based resources while many ontologies, e.g. in the biomedical domain, are 
stored in relational, XML, OWL, CSV or standardized flat file formats. 
We thus propose a generic service-based middleware for ontology access 
in grid systems which can accommodate ontologies stored in different for-
mats. The goal is to provide grid applications with a uniform and transparent 
access to different distributed ontologies hiding specifics of their storage 
location and formats. Our middleware services have already been imple-
mented based on Grid standards and are part of the German D-Grid [2] mid-
dleware. First applications using the ontology services have been developed 
within the MediGRID [12] community project.  
In the next section, we give an overview of our service-based middleware 
for ontology access in grid systems. We show and explain the parts of the 
middleware and give examples for the used resources. Section 3 presents a 
detailed interaction scenario between clients and the middleware. Section 4 
discusses current applications of our middleware, namely portlets in the 
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MediGRID portal that use our middleware to access biomedical ontologies 
in MediGRID. We conclude with a summary and outlook. 
2 Architecture of ontology access middleware 
2.1 Overview 
In order to deal with the various formats of ontologies and to be compati-
ble with the D-Grid infrastructure and its basis software, we decided to reuse 
and extend OGSA-DAI [10] features in our middleware. The architecture of 
the ontology access middleware consists of three main parts (Fig. 1): ontol-






















































Figure 1: The architecture of the ontology access middleware 
 
2.2 Ontology Sources 
We support different source formats for ontologies, in particular rela-
tional databases, XML, CSV and standardized flat file formats like OBO 
(Open Biomedical Ontologies). The approach is generic and extensible be-
cause adaptors for other formats can be added and included in the middle-
ware. Ontology sources are independent of our middleware, i.e. administra-
tors can update and manage them through their own specialized APIs. Fur-
thermore the location of an ontology source needs not to be on the same site 
as an ontology service that accesses it. 
Currently we have integrated about 15 ontology sources in the Medi-
GRID project. These include the GeneOntology (GO) [5], the thesaurus of 
the National Cancer Institute (NCIThesaurus)  [16] and several Open Bio-
medical Ontologies (OBO) [14] like HumanDiseaseOntology, ProteinPro-
teinInteractionOntology or SequenceOntology (SO) [3]. GO is distributed as 
a relational database and provides a controlled vocabulary to describe gene 
and gene product attributes of different organisms using three sub ontolo-
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gies: molecular function, biological process and cellular component. 
NCIThesaurus is available in CSV and XML formats. It focuses on the 
medical domain of cancer research and covers vocabularies for clinical care, 
translational and basic research as well as public information and administra-
tive activities. The OBO ontologies are stored in flat files consisting of at-
tribute – value combinations. This format is supported for freely available 
biomedical ontologies. 
 
2.3 Ontology Services and the Ontology Information Service 
Ontology services are at the heart of the access architecture. An ontology 
service is a grid service providing a uniform access interface to one or sev-
eral ontology sources. Each ontology source is connected with at least one 
ontology service but can also be assigned to several distributed ontology 
services. Hence, there is a many-to-many relationship between ontology 
services and ontology sources. This is illustrated in Fig. 1 where ontology 
source 2 is associated with two ontology services.  On the other side, ontol-
ogy services 1 and 2 provide access to more than one ontology source. This 
architectural flexibility is important for load balancing and a high reliability 
so that ontologies remain usable even under high performance demands and 
in the presence of server failures.  
Within our architecture we provide an information structure to support 
ontology discovery for clients and services. This is achieved by a central grid 
service called ontology information service. The service enables clients and 
other services to search and discover the distributed ontologies and their 
associated ontology services in the grid. Typically, this central service is the 
starting point for interacting with the ontology middleware. 
The ontology services are based on the grid data services of OGSA-DAI 
and the Web Services Resource Framework (WSRF) [4]. Our implementa-
tion of the access middleware uses the OGSA-DAI resources to access the 
physical ontology sources. An ontology service thus has a resource descrip-
tion for each physical ontology source containing information needed for 
interaction with the ontology. For instance, a resource for accessing a rela-
tional ontology keeps information on the JDBC driver, mappings between 
user credentials and database logins, and database locations.  An important 
advantage is that resources and thus ontologies can dynamically be added to 
or removed from an ontology service.  This makes it easy to support addi-
tional ontologies.  
Ontology services support an OntologyActivity API to allow clients a uni-
form access to different ontologies.  This API contains a variety of methods 
to access information of ontology concepts, e.g. accession ID, name, defini-
tion, synonyms, relations to other concepts and cross references. For each 
ontology, ontology activities need to be provided implementing the API 
methods. To this end we extend the currently available activities of the 
OGSA-DAI framework. As shown in Fig. 2, the general OGSA-DAI activi-
ties and the ontology-specific activities represent an inheritance hierarchy. 
This hierarchy of ontology activities simplifies the integration of new on-
tologies. In particular, we can reuse existing ontology activities, e.g. Ab-
stractOntologySQLActivity or AbstractOBOActivity, to develop more spe-
cial ontology activities for additional ontology sources. 
 
 


















Figure 2: Ontology activities and the OntologyActivity interface (dotted 




A large variety of clients can make use of the provided ontology services, 
e.g. stand-alone applications, grid services or portlets in grid portals. A ge-
neric ontology client is used to request and receive information from both the 
ontology information service and the ontology services and their resources. 
To access an ontology, a request document is generated and sent to an ontol-
ogy service registered in the ontology information service and responsible 
for the desired ontology. An access method and its parameters are specified 
in the request document. The corresponding ontology activity uses the pa-
rameters and information of the request to perform an access to the specified 
ontology source. The result of an access is returned to the client as a CSV -
styled document. The client extracts the returned ontology information from 
the document for further data processing. 
The next section will describe a detailed scenario using the introduced in-
frastructure for accessing an ontology. 
 
3 A Detailed Access Scenario 
To illustrate ontology access using the proposed architecture we explain a 
typical access scenario which is illustrated in Fig. 3. The various steps in-
volved are explained in the following.  
As a first step the application selects the ontology of interest. For this 
purpose, a request is sent to the ontology client (1) and then to the ontology 
information service to obtain all registered ontologies in a response docu-
ment (2). The possible ontologies are returned to the client application (3), 
where one is selected.  
In the next step the client application specifies the request method and its 
parameters (4). Currently we provide basic and more complex methods for 
retrieving information of an ontology. Methods are search facilities for con-
cepts, getter methods for ID, name, definition and synonyms of a concept, 
and complex methods like retrieval of relations between concepts (e.g. ‘is_a’ 
and ‘part_of’) or cross references to other ontologies or associated databases. 
Furthermore, an overall method is provided collecting all information about 
an existing concept. Each method requires specific parameters for its work. 
E.g. the search method needs search terms to look for, ID or the name of a 
concept are needed to access concrete information of a concept. 
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Figure 3: Scenario of an interaction with the ontology access middleware 
 
If the client application has specified the ontology, method and parame-
ters, the ontology client contacts the central information service to look for 
possible grid resources (ontology services) that can handle the request (5). 
Thereby the ontology information service checks which ontology services 
are currently available and provide access to the specified ontology. The list 
of matched resources is used to randomly select one ontology service to be 
used for interaction. The location and name of the selected ontology service 
are returned to the ontology client, where the next step is initiated. 
Based on the specified method and its parameters a request document 
(SOAP message) is generated automatically with the help of the ontology 
client and OGSA-DAI toolkit facilities (6). This request document is sent to 
the ontology service that was determined by the ontology information ser-
vice in step (5). 
When an ontology service receives a request document (7), it parses the 
specified method and parameters of the request. With the help of this infor-
mation the ontology service selects and instantiates a corresponding internal 
method that is used to obtain information of the desired ontology. These 
internal methods are part of the ontology activities (Sec. 2.3) and contain 
special access tasks, e.g. a query on a relational database, a flat file reader or 
a parser for a XML document. The results of an access are converted into a 
CSV - styled result schema. This schema is used to build a response docu-
ment that is generated automatically by the OGSA-DAI infrastructure. Fi-
nally the response document is sent back to the calling client (8). 
In the final step (9) the generic ontology client de-serializes the received 
response document and extracts the CSV - styled information of the ontol-
ogy access. These results are now used by the ontology client to build up an 
easy to handle representation of the data for client applications. For exam-
ple,. the search results can simply be converted into a list of concepts. More-
over, objects representing the information of an ontology concept are built 
and used by client applications for further processing. These objects store the 
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desired concept information like ID, name, definition, comments, synonyms 
or relations to other concepts of the ontology. Supplementary functions of 
these objects allow the generation of more complex representation formats, 
e.g. images showing the relations of a concept to other concepts or the hier-
archy between the root concept and the stored one. For instance, these repre-
sentations are used by applications in the MediGRID portal. 
4 Applications using the ontology access middleware 
Current grid technologies are often difficult to learn and use. Therefore, 
developing an easy-to-use portal interface on top of these grid technologies 
can make it easier for users to utilize grid technologies and underlying re-
sources such as our middleware for ontology access. In MediGRID, a portal 
based on the GridSphere Portal Framework [13] and its Grid Portlets exten-
sion [15] is used to interact with community-specific grid applications. Thus, 
we integrated our generic ontology client in portlets to enable access to bio-
medical ontologies for MediGRID portal applications.  
Currently, three MediGRID applications, namely the Ontology Look Up 
Service, the gene predication tool AUGUSTUS [17] and the SNPSelection 
Service [8] make use of the proposed ontology access middleware to inter-
link application specific data with available ontologies. The next sections 
will describe these applications and their usage of ontologies. 
 
4.1 Ontology Look Up Service 
The Ontology Look Up Service is designed as a portlet that enables look 
up and information features for all integrated ontologies in MediGRID. The 
portlet uses the generic ontology client of our middleware to search in on-
tologies and to present ontology information via the portal user interface. 





Figure 4: Monitoring of ontology services in the MediGRID portal 
 
 With the help of monitoring users can obtain information about available 
ontologies and ontology services in the grid. An integrated map displays all 
registered ontologies and their services with information about their avail-
ability status (Fig. 4). In the Search panel users find a list of available on-
tologies and a text field for keyword search actions. The user chooses an 
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ontology and submits keyword(s) of interest to the system. After a lookup 
via an ontology service a list of matched concepts is displayed. By selecting 
one of these concepts a user can request more detailed information. 
In the Result panel (Fig. 5) detailed information of a concept is presented 
with the help of tables and graphs. Simple information like name, ID, defini-
tion, comments or synonyms is printed in tabular form, while relationships 
between concepts are displayed in a graph. With the help of these relation-
ships users can navigate through the existing ontology to get information 
about more general or more specific concepts compared to the selected one. 
The underlying middleware allows MediGRID users to utilize these func-
tions uniformly across different ontologies. New ontologies can easily be 




Figure 5: Representation of ontologies in the Look Up Service 
 
 
4.2 AUGUSTUS gene prediction 
AUGUSTUS is a tool that predicts genes in eukaryotic genomic se-
quences. Sequences of different species (e.g. human, mouse, fly) are being 
compared, a result file describing gene locations and further information is 
produced. The result file is based on the standardized General Feature For-
mat (GFF) [6], which is easy to parse and process by a variety of applica-
tions. The format is record-based, i.e. each feature of the result is described 
on a single line.  
Particularly, AUGUSTUS produces a GFF file that describes gene loca-
tions and other features annotated with names of the Sequence Ontology 
(SO). We interlink these feature names with entries in the SO by utilizing the 
ontology client to search for concepts in the SO. The connection is displayed 
as a link on the result file in the AUGUSTUS portlet. A click on the link 
leads the user to a special ontology page displaying detailed ontology infor-
mation about the used feature. 
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4.3 SNPSelection 
The SNPSelection application uses direct regions (e.g. chromosome posi-
tions) or keywords (e.g. gene name or RefSeq ID) and population informa-
tion to compute an optimal genetic marker set for given constraints. The data 
for the calculation is located in publicly available databases, namely Hap-
Map release 20 [9] and UCSC (hg17). 
We use the parameters of SNPSelection to build a mapping between input 
IDs and GeneOntology (GO) concepts to annotate the result with semantic 
information about biological processes, molecular functions and cellular 
components. For this purpose we integrated the Ensembl data source 
(www.ensembl.org) for Homo Sapiens as a OGSA-DAI data service in 
MediGRID. Ensembl supports users with protein data and several associa-
tions to other biological databases, in our case RefSeq IDs (ID as registered 
in the RefSeq database) and GeneOntology concepts. The mapping between 
RefSeq IDs and GO concepts is computed via the OGSA-DAI service, the 
result is integrated in the portlet application of SNPSelection (Fig. 6). For 
further information about the annotated GO concepts, we again interlink the 
concepts with our ontology access middleware. If a user is interested in de-
tailed information about a concept of GO, the generic ontology client of the 
ontology access middleware is used to serve further information like a con-
cepts definition or relationship graph. Comparable to AUGUSTUS, a link 






Figure 6: GO annotation in the SNPSelection portlet 
 
5 Summary and outlook 
We described a generic, service-based middleware to access ontologies in 
grid systems. Our ontology services provide grid applications a uniform and 
transparent access to ontologies in grids. The implementation is based on 
OGSA-DAI and compatible with the D-Grid infrastructure. New ontologies 
can easily be added. The usage of several ontology services supports good 
performance (load balancing) and availability.  First applications in the 
MediGRID community project are using these services, in particular portlets 
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to search and browse biomedical ontologies, the gene prediction tool AU-
GUSTUS and the SNPSelection portlet. 
In the future, we will investigate more complex grid services for data in-
tegration and ontologies especially in the life sciences domain. Furthermore, 
we plan to provide a wiki-like system for collaborative editing and develop-
ment of domain-specific ontologies. 
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