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EXISTENCE OF MARTINGALE AND STATIONARY SUITABLE
WEAK SOLUTIONS FOR A STOCHASTIC NAVIER-STOKES
SYSTEM
MARCO ROMITO
ABSTRACT. The existence of suitable weak solutions of 3D Navier-
Stokes equations, driven by a random body force, is proved. These so-
lutions satisfy a local balance of energy. Moreover it is proved also the
existence of a statistically stationary solution.
1. INTRODUCTION
The suitable weak solutions of three dimensional Navier-Stokes system
are weak solutions which satisfy a local energy inequality. The local energy
inequality can be seen as a mathematical counterpart of a local balance
of the variation of the energy of the fluid governed by the Navier-Stokes
equations. This additional property in general is not verified by solutions
to Navier-Stokes equations (e.g. solutions obtained by Galerkin approxima-
tions), but, from a physical viewpoint, it is natural to choose solutions which
have more regularity properties and so a more precise physical meaning.
The concept of suitable weak solution was introduced firstly by Caf-
farelli, Kohn and Nirenberg in [4], with the aim to study the partial reg-
ularity of solutions of Navier-Stokes system. With this approach the local
energy inequality is turned out to be a crucial tool and it has brought Caf-
farelli, Kohn and Nirenberg to show in [4] the best known result in this
setting.
The suitable weak solutions were already defined in the papers of Schef-
fer [16], [17], [18], even if in a rather implicit way. Scheffer gives an in-
terpretation of the local energy inequality in terms of the existence of an
external force f acting against the flow, in other words
f (t,x) ·u(t,x)≤ 0.
In this paper we will show the existence of martingale suitable weak so-
lutions of three dimensional Navier-Stokes system. These are solutions of
the Navier-Stokes equations driven by a random body force (a white noise).
Different interpretations can be given to these terms. A random force can
represent all those phenomena that are usually neglected where the system
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is stable. A random solution of the Navier-Stokes equations can take into
account that flows with a large Reynolds number are chaotic and sensitive to
microscopic perturbations. Sources of perturbations can be the roughness
of the boundary, or the effects of the environment external to the system,
such as acoustic waves, etc.
We will prove also the existence of stationary suitable weak solutions,
where stationary has to be understood in a statistical sense. These solutions
may describe a fluid in a turbulent regime. The partial regularity of these
solutions will be studied in other papers (see [7], [8] and [15]).
Many authors have proved the existence of deterministic suitable weak
solutions, see for example Caffarelli, Kohn and Nirenberg [4], or P.L. Lions
[13], Beirao da Veiga [2], Lemarie-Rieusset [11]. None of the methods used
in these papers is well suited to prove the existence of martingale solutions.
The existence of suitable weak solutions in a stochastic setting seems to be
new.
1.1. Notations. Let D be an open bounded subset of R3 having a smooth
boundary and for each T > 0 set DT = (0,T )×D. Define the space
H = {u : D → R3 |u ∈
(
L2(D)
)3
, divu = 0, u ·n|∂D = 0},
where n is the outer normal to ∂D (see for example Temam [22]), and the
space
V = {u ∈
(
H1(D)
)3
|divu = 0, u|∂D = 0}.
The L2-norm of elements of H will be denoted by | · | and the H1-norm of
elements of V will be denoted by ‖ · ‖. If the space H is identified with its
dual and the space H ′ is identified with a subspace of V ′, then
V ⊂ H ⊂V ′.
The operator A : D(A)⊂ H → H is defined as Au =−P△u, where P is the
orthogonal projection from L2(D)3 onto H and D(A) = H2(D)3 ∩V . The
operator A is positive self adjoint with compact resolvent. The eigenvalues
of A are denoted by 0 < λ1 ≤ λ2 ≤ . . . and e1, e2, . . . is a corresponding
complete orthonormal system of eigenvectors.
Moreover, if the dual space of D(A) is denoted by D(A−1), then identifi-
cations as above give the dense continuous inclusions
D(A)⊂V ⊂ H ⊂V ′ ⊂ D(A−1).
The fractional powers Aα of A, α ≥ 0, are simply defined by
Aαx =
∞
∑
i=1
λαi 〈x,ei〉ei
with domain
D(Aα) = {x ∈ H |‖x‖D(Aα) < ∞}
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where
‖x‖2D(Aα) =
∞
∑
i=1
λ2αi 〈x,ei〉2 = |Aαx|2.
The space D(Aα) is an Hilbert space with the inner product
〈x,y〉D(Aα) = 〈Aαx,Aαy〉, x,y ∈ D(Aα).
Notice that D(Aα)⊂ H2α(D).
Since V coincides with D(A1/2) (see Temam [23] Section 2.2, or Temam
[24], Ch. III, Section 2.1), the space V can be endowed with the norm
‖u‖= |A1/2u|. The Poincare` inequality gives
||u||2 ≥ λ1|u|2.
Moreover we will consider the Sobolev spaces W s,p(0,T ;H) endowed
with the norm
‖ f‖pW s,p =
∫ T
0
| f |p dt +
∫ T
0
∫ T
0
| f (t)− f (s)|p
|t− s|1+sp
dsdt
Finally we define the bilinear operator B : V ×V →V ′ as
〈B(u,v),w〉=
∫
D
w · (u ·∇)vdx, w ∈V.
The operator B can be extended in many different spaces (see for example
Temam [23]).
In the sequel we will largely use the following local Sobolev inequality.
Let u ∈ H1(Br), then
(1.1)
∫
Br
|u|q ≤C
(∫
Br
|∇u|2
)a(∫
Br
|u|2
) q
2−a
+
C
r2a
(∫
Br
|u|2
) q
2
,
where q ∈ [2,6] and a = 34(q−2).
2. DEFINITIONS AND MAIN RESULTS
We consider a viscous incompressible homogeneous Newtonian fluid in
the bounded open domain D ⊂ R3, described by the Navier-Stokes equa-
tions
(2.1)


∂tu+(u ·∇)u+∇P = ν△u+ f +∂tg in DT
divu = 0 in DT
u = 0 on [0,T ]×∂D
u(0) = u0
where u is the velocity field, P is the pressure field and ν is the kinematic
viscosity. For simplicity we will take ν = 1, since its value is not relevant in
the present setting. The term ∂tg represents a rapidly fluctuating force and
in this paper it will be model by a white noise. In order to handle this term
we introduce the new variables
v = u− z, pi = P−Q,
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where the pair (z,Q) solves the following Stokes equation
(2.2)


∂tz+∇Q =△z+ f +∂tg,
divz = 0,
z = 0 on ∂D,
z(0) = 0,
in [0,T ]×D. Then the new variables (v,pi) solve the following equation
(2.3)


∂tv+((v+ z) ·∇)(v+ z)+∇pi =△v,
divv = 0,
v = 0 on ∂D,
v(0) = u0,
where the white noise term has disappeared. We will ask for a path-wise
local energy inequality to the pair (v,pi), as we shall see in the sequel.
2.1. Assumptions on the data. We will model the fluctuation part of the
body force ∂tg as a noise white in time ∂tB, so that B is a Brownian motion.
We will assume throughout the paper the following assumptions
(As)
u0 ∈ H,
f ∈ L2(0,T ;H),
B is a Brownian motion with trajectories in D(Aδ)
for a small δ > 0. It is possible to see that this set of assumptions implies
that the trajectories of the solution z of equations (2.2) have the following
regularity properties
(2.4) z ∈ L∞(0,T ;H)∪L2(0,T ;V )∩L∞(0,T ;L4(D)) P− a.s.
(see Flandoli [6]).
Remark 2.1. Another way to give assumptions (As) regarding the Brown-
ian motion B is to consider the covariance operator O, which is a positive
bounded self-adjoint operator. We suppose that O maps H into D(Aδ). So
a sufficient condition that ensures (As) is that the operator AδOAδ has a
bounded extension to H which is of trace class (see [5] for more).
Remark 2.2. Even if we are mainly interested in interpreting the fluctuation
∂tg as a white-noise, in view of stationary solutions we will consider also
deterministic solutions. In this case we will assume
(Ad)
u0 ∈ H,
f ∈ L2(0,T ;H),
g ∈C
1
2−ε([0,T ];D(Aδ)), g(0) = 0,
for δ > ε > 0, so that again property (2.4) holds (we refer again to Flandoli
[6]). Note that it is possible to choose the function g with different regularity
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properties, combining in different ways the differentiability with respect to
time and the differentiability with respect to space.
2.2. Martingale suitable weak solutions. We start with the definition of
martingale suitable weak solutions and we give the main theorem about
their existence.
Before doing this, we define the suitable solutions in a deterministic set-
ting, so that the derivative of g with respect to time has to be understood in
the sense of distributions.
Definition 2.3. Let T ∈ (0,∞]. A suitable weak solution to Navier-Stokes
equations is a pair (u,P) such that if v = u− z and pi = P−Q, where (z,Q)
is the solution of equation (2.2), then
1. v is weakly continuous with respect to time,
2. v ∈ L∞(0,T ;H)∩L2(0,T ;V ) and pi ∈ L5/3loc (DT ),
3. (v,pi) satisfies equation (2.3) in the sense of distributions on DT ,
4. for all t ≤ T and almost all s < t,
|v(t)|2+2
∫ t
s
‖v‖2 dr ≤ |v(s)|2+
∫ t
s
∫
D
z · ((v+ z) ·∇)vdxdr
(v) for any φ ∈C∞c (DT ), φ ≥ 0,
2
∫ T
0
∫
D
|∇v|2φ ≤
∫ T
0
∫
D
|v|2(∂tφ+△φ)+2
∫ T
0
∫
D
pi(v ·∇φ)
+
∫ T
0
∫
D
(|v|2+2v · z)((v+ z) ·∇φ)
+2
∫ T
0
∫
D
φz · ((v+ z) ·∇)v
A martingale suitable weak solution for the Navier-Stokes equations will
be the solution of a stochastic differential equation driven by an additive
noise such that its trajectories are suitable weak solutions in the sense of the
definition above. More precisely:
Definition 2.4. A martingale suitable weak solution is a process (u,P) de-
fined on a stochastic basis
(Ω,F ,(F )t≥0,P,(Bt)t≥0),
where B is a Brownian motion adapted to the filtration with values in D(Aδ),
such that
ω ∈ Ω → (u(ω),P(ω)) ∈ L2(0,T ;H)×L5/3loc (DT )
is a measurable mapping and such that there exists a set Ω0 ⊂ Ω of full
probability such that the pair (u(·,ω),P(·,ω)) is a suitable weak solution in
the sense of Definition 2.3, with respect to the body force f +∂tBt(ω), for
all ω ∈ Ω0.
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We want to explain the meaning of the last part of this definition. Since
B is a Brownian motion, under assumption (As) it has P-a.s. trajectories
in C 12−ε([0,T ];D(Aβ)), for 0 < ε < β ≤ δ. So for every given ω ∈ Ω0, we
have that B(ω) ∈C 12−ε([0,T ];D(Aβ)), the solution (z(ω),Q(ω)) enjoys the
regularity stated in (2.4) and the pair (u(ω),P(ω)) satisfies all the conditions
of Definition 2.3 with respect to these functions.
We can give now the main existence theorem for martingale suitable
weak solutions.
Theorem 2.5. Assume (As). There exists a martingale suitable weak solu-
tion (in the sense of Definition 2.4 above) with initial data u0. Moreover
(2.5) E|u(t)|2H +E
∫ t
s
‖u‖2V dr ≤ E|u(s)|2H +σ(t− s)+E
∫ t
s
‖ f‖V ′ ds,
and
E
[
sup
(s,t)
|uN(r)|
2
H
]
+E
∫ t
s
‖uN‖
2
V dr ≤ 2E|u0|2H +2
∫ t
0
‖ f‖2V ′ ds
+2σ(1+σC21)(t− s).(2.6)
where σ is the variance of B and C1 is a universal constant.
Remark 2.6. It can be noticed that, as in [4], the complete local energy
inequality∫
D
|u(t)|2φ+2
∫ t
0
∫
D
|∇v|2φ ≤
≤
∫ t
0
∫
D
|v|2(∂tφ+△φ)+2
∫ t
0
∫
D
pi(v ·∇φ)
+
∫ t
0
∫
D
(|v|2+2v · z)((v+ z) ·∇φ)+2
∫ t
0
∫
D
φz · ((v+ z) ·∇)v
can be recovered using a cut-off function χ:
0 ≤ χ ≤ 1, χ = 0 for s ≤ 0, χ = 1 for s ≥ 1;
for each t we use φε(x,s) = φ(x,s)χ( t−sε ) as a test function and, as ε → 0,
we obtain the full local energy inequality.
Remark 2.7. The definition of suitable weak solution we have given seems
to depend on the solution z of the linear problem. This is not true, the
definition given above has been introduced only to deal with the term ∂tg.
Indeed, it is possible to show the following result, which will be proved in
Section 3.
Theorem 2.8. The property of being a suitable weak solution for a pair
(u,P) does not depend on the solution (z,Q) chosen for the linear problem.
The previous theorem tells us that, when g ≡ 0, there is no difference
between the suitable weak solutions in the sense of Caffarelli, Kohn and
Nirenberg [4] and ours.
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2.3. Stationary solutions. The approach we follow here concerning the
framework of the path space and the introduction of stationary solutions is
due to Sell [19] (see also [9]) and gives a solution to the problem of studying
the asymptotic behaviour of dynamics when the dynamic itself cannot be
well defined, as for Navier-Stokes equations.
A stationary solution is a measure on the space of all trajectories (u,W)
that are solutions to Navier-Stokes equations, which is invariant for the
time-shift. In this setting we will not consider the pressure term P explicitly,
since we are mainly interested in the statistical properties of the velocity. In
fact in [8] a regularity criterion will be proved which involves only the gra-
dient of the velocity.
In order to have an equation whose deterministic part is autonomous, we
will suppose that the deterministic forcing term f ∈ L2(D) is independent
of time. The time-shift will act on the increments of the Brownian motion
in order to preserve the stationarity of its increments.
Let C0([0,+∞),H) be the set of all continuous functions which take value
0 in t = 0 and let S be the subset of L2loc(0,+∞;H)×C0([0,+∞),H) of all
suitable weak solutions in (0,∞)×D, that is the set of all pairs (u,W),
where W ∈ C1/2−ε([0,T ];D(Aβ)) for 0 < ε < β ≤ δ, and u is a suitable
weak solution in the sense of Definition 2.3 for all T > 0 under the body
force f +∂tW . In this setting the pressure P is treated as an auxiliary scalar
field. We will see that this set is not empty. Let us define a metric on S . Let
d1(u1,u2) =
∞
∑
n=1
2−n
(
1∧
∫ n
0
|v1− v2|2 dt
)1
2
,
d2(W 1,W 2) =
∞
∑
n=1
2−n
(
1∧ sup
(0,n)
|W 1−W 2|
)
,
and the metric on S is defined as
d
(
(u1,W 1),(u2,W 2)
)
= d1(u1,u2)+d2(W 1,W 2).
Let Cb(S) be the space of all bounded real continuous functions on S with
the uniform topology, let B be the Borel σ-algebra of (S ,d) and M1(S) be
the set of all probability measures on (S ,B).
Let τt : S → S , (t ≥ 0) be the time shift on S , defined as
τt(u,W)(s) = (u(s+ t),W(t + s)−W (t)).
Notice that the map (t,u,W)→ τt(u,W) is continuous from [0,∞)×S to S .
We denote again by τt the induced mapping on Cb(S), defined as
τtφ(u) = φ(τtu)
and by τtµ the image measure of any µ ∈ M1(S) under τt , in the sense that
〈τtµ,φ〉= 〈µ,τtφ〉
for each φ ∈Cb(S).
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Definition 2.9. A probability measure µ∈M1(S) is time-stationary if τtµ =
µ for all t ≥ 0. A probability measure µ has finite mean dissipation rate if∫
S
[∫ T
0
∫
D
|∇u|2 dxdt
]
µ(du)< ∞
for all T > 0.
Remark 2.10. The property of having a finite dissipation rate is exactly the
one we will need to apply the regularity criterion presented in [8]. Notice
that this property does not depend on the presence of the noise, since there
exist stationary solutions with finite dissipation rate also for the determinis-
tic solution (see [7]).
Theorem 2.11. Let f ∈ L2(D) be independent of time. There exists a time
stationary probability measure µ ∈M1(S) with finite mean dissipation rate.
Moreover, there exists a constant Cµ > 0 such that for all t ≥ s ≥ 0,
(2.7)
∫
S
[∫ T
0
∫
D
|∇u|2 dxdt
]
µ(du) =Cµ(t− s).
Finally, the image measure of µ under the projection onto the second com-
ponent is a Wiener measure whose covariance operator maps H in D(Aδ),
for a small δ > 0.
The last claim of the theorem says poorly that the standard process on S
having law µ is a martingale suitable weak solution driven by a Brownian
motion satisfying assumption (As).
3. THE PROOF OF THEOREM 2.8
Let (u,P) be a suitable weak solution in the sense of Definition 2.3, that
is, with respect to the solution (z,Q) of problem (2.2). Let (z1,Q1) be the
solution of the equation{
∂tz1−△z1+∇Q1 = f1,
divz1 = 0,
with initial condition z1(0) = z0, and set
w = z− z1 and R = Q−Q1.
Then v1 = v+w, pi1 = R+pi and v+ z = v1 + z1 = u. We show that (u,P)
is a suitable weak solution with respect to (z1,Q1). In order to do this, we
have only to show that v1 satisfies the local energy inequality (3.3) (which
has an additional term which takes into account the term f − f1).
The function w is the solution of

∂tw−△w+∇R = f2,
divw = 0,
w(0) =−z0,
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where f2 = f − f1. It is easy to see, by mollification, that for any φ ∈
C∞c (DT ), φ ≥ 0,
2
∫ T
0
∫
D
|∇w|2φ =
∫ T
0
∫
D
|w|2(∂tφ+△φ)+2
∫ T
0
∫
D
R(w ·∇φ)+2
∫ T
0
∫
D
φ f2 ·w.
Lemma 3.1. With the notations above, for any φ ∈C∞c (DT ),
4
∫ T
0
∫
D
φ∇v ·∇w =
= 2
∫ T
0
∫
D
v ·w(∂tφ+△φ)+2
∫ T
0
∫
D
R(v ·∇φ)+2
∫ T
0
∫
D
pi(w ·∇φ)
+2
∫ T
0
∫
D
φ f2 · v+
∫ T
0
∫
D
(2w · z−|w|2)((v+ z) ·∇φ)
+2
∫ T
0
∫
D
φz · ((v+ z) ·∇)w−2
∫ T
0
∫
D
φw · ((v+ z) ·∇)v1
Proof. Let φ ∈ C∞c (DT ); by mollification in a neighbourhood U of Suppφ
we obtain (wε,Rε) such that wε → w in L∞(L2), ∇wε →∇w in L2 and Rε →
R in L5/3 in U .
Since (v,pi) is a weak solution of (2.3), we use φwε as a test function to
have
(3.1)
∫ T
0
∫
D
v ·wε∂tφ+
∫ T
0
∫
D
φv ·∂twε +
∫ T
0
∫
D
(v+ z) · [(v+ z) ·∇] (φwε)+
+
∫ T
0
∫
D
piwε ·∇φ =
∫ T
0
∫
D
∇v ·∇(φwε)
Moreover we have in Suppφ{
∂twε−△wε +∇Rε = f2,
divwε = 0
and multiplying by φv and integrating by parts gives
(3.2)
∫ T
0
∫
D
φv ·∂twε+
∫ T
0
∫
D
∇wε ·∇(φv) =
∫ T
0
∫
D
Rε(v ·∇φ)+
∫ T
0
∫
D
φ f2 ·v.
Then we subtract (3.2) from (3.1) and we use the following facts (they can
be easily obtained by integration by parts)∫ T
0
∫
D
∇v ·∇(φwε)+∇wε ·∇(φv) =
∫ T
0
∫
D
2φ∇v ·∇wε− v ·wε△φ,∫ T
0
∫
D
φv((v+ z) ·∇)wε =−∫ T
0
∫
D
φwε
(
(v+ z) ·∇
)
v+
−
∫ T
0
∫
D
(v ·wε)
(
(v+ z) ·∇φ)
2
∫ T
0
∫
D
φwε
(
(v+ z) ·∇
)
wε =−
∫ T
0
∫
D
|wε|
2(v+ z) ·∇φ,
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so that we finally have
4
∫ T
0
∫
D
φ∇v ·∇wε =
2
∫ T
0
∫
D
v ·wε(∂tφ+△φ)+2
∫ T
0
∫
D
Rε v ·∇φ+2
∫ T
0
∫
D
piwε ·∇φ
+2
∫ T
0
∫
D
φv · f2+
∫ T
0
∫
D
(2z ·wε−|wε|2) [(v+ z) ·∇φ]
+2
∫ T
0
∫
D
φz [(v+ z) ·∇]wε−2
∫ T
0
∫
D
φwε [(v+ z) ·∇](v+wε)
and, as ε goes to 0, the conclusion follows. 
With the help of the above lemma, we can conclude the proof of Theorem
2.8. Let φ ∈C∞c (DT ), with φ ≥ 0, and t ∈ (0,T ]. By definition
2
∫ T
0
∫
D
φ|∇v1|2 = 2
∫ T
0
∫
D
φ|∇v|2+2
∫ T
0
∫
D
φ|∇w|2 +4
∫ T
0
∫
D
φ∇v ·∇w.
Since (v,pi) satisfies the energy inequality and using the energy equality for
(w,R) and the previous lemma, we have
2
∫ T
0
∫
D
φ|∇v1|2 ≤
≤
∫ T
0
∫
D
(|v|2 +2v ·w+ |w|2)(∂tφ+△φ)+2
∫ T
0
∫
D
(pi+R)(v ·∇φ)
+
∫ T
0
∫
D
(|v|2 +2v · z+2w · z−|w|2)((v+ z) ·∇φ)
+2
∫ T
0
∫
D
φz · ((v+ z) ·∇)(v+w)+2
∫ T
0
∫
D
(R+pi)(w ·∇φ)
+2
∫ T
0
∫
D
φ f2 · (v+w)−2
∫ T
0
∫
D
φw · ((v+ z) ·∇)v1.
Now we use the fact that v1 = v+w, pi1 = pi+R, v+ z = v1 + z1 and that
|v|2 +2v · z+2w · z−|w|2 = |v1|2 +2v1 · z1
to obtain the local energy inequality for v1
2
∫ T
0
∫
D
φ|∇v1|2 ≤
∫ T
0
∫
D
|v1|
2(∂tφ+△φ)+2
∫ T
0
∫
D
pi1(v1 ·∇φ)
+
∫ T
0
∫
D
(|v1|
2 +2v1 · z1)((v1 + z1) ·∇φ)(3.3)
+2
∫ T
0
∫
D
φz1 · ((v1 + z1) ·∇)v1 +2
∫ T
0
∫
D
φv1 · f2.
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4. PROOFS OF THE EXISTENCE THEOREMS
In this section we will prove Theorem 2.5, on existence for martingale
suitable weak solutions, and Theorem 2.11, about the existence of stationary
solutions. Prior to do this, we show a path-wise existence result, which will
be the basis of the proofs of the two main theorems.
4.1. Path-wise existence. In this section it will be proved the existence of
suitable weak solutions as defined in Definition 2.3. In other words we will
show the following theorem
Theorem 4.1. Assume (Ad). There exists a suitable weak solution in the
sense of Definition 2.3.
The proof of this theorem is given in three steps. In the first step we
solve a linearised version of the equation, whose higher regularity will let
us prove the local energy inequality for such solutions. The second step
will consist in the application of the Banach fixed point theorem to get the
solution of an approximated nonlinear problem. In the third step we will
find, in the limit of the approximation, a solution as requested by Theorem
4.1.
We start with the first step.
Lemma 4.2. Let u0 ∈ V , w ∈ L∞ (DT )∩L2(0,T ;V ) and ξ ∈ L2(0,T ;V )∩
L∞(0,T ;H). Then there exists a unique solution (u, p) of the problem

∂tu−△u+∇p+(w ·∇)(u+ξ) = 0,
divu = 0,
u = 0 on (0,T )×∂D,
u(0) = u0,
with u ∈C([0,T ];H10 (D))∩L2(0,T ;H2(D)) and p ∈ L2(0,T ;H1(D)).
Moreover we have ∂tu ∈ L2(DT ) and for any φ ∈C∞c (DT ), φ ≥ 0,
2
∫ T
0
∫
D
|∇u|2φ =
∫ T
0
∫
D
|u|2(∂tφ+△φ)+2
∫ T
0
∫
D
p(u ·∇φ)
+2
∫ T
0
∫
D
(|u|2+2u ·ξ)(w ·∇φ)+2
∫ T
0
∫
D
φξ · (w ·∇)u
Proof. Let B : L2(0,T ;V )→ L2(0,T ;L2(D)) be the operator
Bu = (w ·∇)u
It is easy to see that (Bu,v)L2(D) = −(Bv,u)L2(D) for u, v ∈ V and so it is
easy to deduce that (Bu,u)L2(D) = 0.
We look for a solution u ∈ L2(0,T ;V ) of the problem{
d
dt (u,v)H +(u,v)V +(B(u+ξ),v)L2(D) = 0 for each v ∈V ,
u(0) = u0.
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We will see that u ∈ V ∩H2, then Au ∈ H and so u′ =−Au−P B(u+ξ) in
H and u′ ∈ L2(0,T ;H), i.e. u is equal a.e. to a continuous function from
[0,T ] to H (see Temam [22], Lemma 3.1.1) and the initial condition makes
sense.
We prove existence by means of the Galerkin method. Let v1, . . . ,vm, . . .
be a basis as above. We define for each m ≥ 1 the approximate solution um
of the problem as follows
um =
m
∑
i=1
uim(t)vi
and{
(u′m,v j)H +(um,v j)V +(B(um+ξ),v j)L2(D) = 0 j = 1, . . . ,m
um(0) = u0m,
where u0m is the orthogonal projection in H of u0 on the linear space spanned
by v1, . . . ,vm. This finite-dimensional linear system has a unique solution.
First we obtain an estimate of um in L∞(0,T ;H)∩L2(0,T ;V ). Multiply
each equation respectively by uim and sum to have
d
dt |um|
2
H +2||um||2V +2(B(um+ξ),um)L2(D) = 0.
Since
2(B(um +ξ),um)L2(D) =−2(Bum,ξ)L2(D)
≤ ‖um‖
2
V +
∫
D
|ξ|2|w|2
≤ ‖um‖
2
V +‖w‖
2
L∞(D)‖ξ‖2L2(D),
we have
d
dt |um|
2
H + ||um||
2
V ≤ ‖w‖
2
L∞(D)‖ξ‖2L2(D)
and consequently, integrating in time,
sup
(0,T )
|um|
2
H ≤ |u
0
m|
2
H +T‖w‖
2
L∞(DT )‖ξ‖2L∞(L2(D))
and ∫ T
0
‖um‖
2
V ≤ |u
0
m|
2
H +T‖w‖
2
L∞(DT )‖ξ‖2L∞(L2(D)).
Then we obtain an estimate of um in L∞(0,T ;V )∩L2(0,T ;H2(D)) and
of u′m in L2(0,T ;H). Multiply each equation by uim
′
and sum to obtain
|u′m|
2
H +
1
2
d
dt ||um||
2
V +(B(um +ξ),u′m)L2(D) = 0,
and so, by using Cauchy inequality and Young inequality,
|u′m|
2
H +
1
2
d
dt ||um||
2
V ≤
1
2
|u′m|
2
H +
1
2
∫
D
|w|2|∇um+∇ξ|2,
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that is
|u′m|
2
H +
d
dt ||um||
2
V ≤
∫
D
|w|2|∇um+∇ξ|2,
in particular
d
dt ‖um‖
2
V ≤
∫
D
|w|2|∇um +∇z|2 ≤ 2‖w‖2L∞(D)‖um‖2V +2‖w‖2L∞(D)‖ξ‖2V .
By Gronwall lemma we get
‖um(t)‖
2
V ≤ ‖u
0
m‖
2
V e
2T‖w‖2L∞(DT ) +2‖w‖2L∞(DT )‖ξ‖2L2(V )e
2T‖w‖2L∞(DT ) ,
and, by integration by time, then we have∫ T
0
|u′m|
2
H ≤ ‖u0‖
2
V +2‖w‖2L∞(DT )
(
‖um‖
2
L∞(V )+‖ξ‖2L2(V )
)
.
In conclusion we obtain that um is bounded in L∞(0,T ;V ) and u′m is bounded
in L2(0,T ;H). From the equation then we get
Aum =−u′m−P B(um +ξ)
and so Aum ∈ L2(0,T ;H); by the regularity theory for the Stokes operator,
we obtain a bound for um in the space L2(0,T ;H2(D)).
Then there exist a subsequence (um′)m′∈N of (um)m∈N and a function u
such that um′ converges weakly to u in L2(0,T ;V ) and L2(0,T ;H2(D)) and
converges weakly∗ in L∞(0,T ;V ) and in L∞(0,T ;H). Moreover u′m′ con-
verges weakly to u′ in L2(0,T ;H).
Taking the limit in the equation gives
d
dt (u,v)H +(u,v)V +(B(u+ξ),v)L2(D) = 0 for each v ∈V
in the sense of distributions on [0,T ].
We can easily see that the solution is unique, that u ∈ C([0,T ];V ) and
that
u′+Au+P B(u+ξ) = 0 in H.
This means that P (u′+Au+B(u+ξ)) = 0. Since u′ +Au + B(u+ ξ) ∈
L2(DT ), there exists a function p such that ∇p(t) ∈ L2(D) for a.e. t, and
∂tu−△u+(w ·∇)(u+ξ)+∇p = 0
whence ∇p ∈ L2(DT ). Normalising p by imposing that
∫
D pdx = 0, we
obtain p ∈ L2(0,T ;H1(D)).
Now we prove the energy equality. Let φ∈C∞c (DT ) and G=−(w·∇)(u+ξ). Then
∂tu−△u+∇p = G;
we mollify in R4 this equation in order to obtain smooth functions um, pm
and Gm such that {
∂tum−△um+∇pm = Gm
divum = 0
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in a neighbourhood of Suppφ and such that
um → u in L∞(L2(D)),
∇um → ∇u in L2,
pm → p in L2,
Gm → G in L2;
then we multiply by umφ and integrate by parts to have
2
∫∫
|∇um|2φ=
∫∫
|um|
2(∂tφ+△φ)+2
∫∫
pm(um ·∇φ)+2
∫∫
(um ·Gm)φ.
As m → ∞, we recover the energy equality, using the fact that G = −(w ·
∇)(u+ξ) and by integration by parts. 
In the second step of the proof of Theorem 4.1, we obtain the solution
for the approximated nonlinear equation. We firstly define a regularisation
procedure. Let v1, . . . ,vm, . . . be an orthonormal basis in H of eigenfunctions
of the operator A. For any N ∈N and v∈H, we denote by vN the projection
of v on the span of v1, . . . ,vN . The following properties hold
1. |vN|H ≤ |v|H;
2. ‖vN‖V ≤ ‖v‖V ;
3. ‖v− vN‖V → 0 if v ∈V .
Notice that, by virtue of assumption (Ad), we know that
z ∈ L∞(0,T ;H)∩L2(0,T ;V )∩L8+ε(0,T ;L4(D)).
for some ε > 0. Actually we know much more, namely that z is bounded
with values in L4(D), but, as we shall see, a weaker bound (like the one
given above) is sufficient.
Lemma 4.3. Assume (Ad). Let N ∈N, then there exists a pair (vN,piN), with
vN ∈ L2(0,T ;H2(D))∩C([0,T ];H10 (D)) and ∂tvN ∈ L2(DT ), piN ∈ L2(DT )
with
∫
D piN = 0, that solves the following equation
∂tvN −△vN +
[(
(vN)
N + zN
)
·∇
]
(vN + z)+∇piN = 0
with initial condition vN(0) = uN0 , and such that for any φ ∈C∞c (DT ), φ≥ 0,
the following energy equality holds
2
∫ T
0
∫
D
|∇vN |2φ =
∫ T
0
∫
D
|vN |
2(∂tφ+△φ)+2
∫ T
0
∫
D
piN(vN ·∇φ)
+
∫ T
0
∫
D
(|vN|
2 +2vN · z)
(
((vN)
N + zN) ·∇φ)
+2
∫ T
0
∫
D
φz · (((vN)N + zN) ·∇)vN
Proof. Fix N ∈ N and let
C = {w ∈ L2(0,T ;V )∩L∞(0,T ;H) |‖w‖C ≤ R0},
EXISTENCE OF MARTINGALE AND STATIONARY... 15
where
‖ · ‖C = (‖ · ‖
2
L2(V )+‖ · ‖
2
L∞(H))
1/2
and R0 will be fixed later. Define a function F from C to L∞(0,T ;H)∩
L2(0,T ;V ) as follows: if w∈ C , we take the regularisation wN as above and
u = F w is the solution of the problem
1. ∂tu−△u+
[
(wN + zN) ·∇
]
(u+ z)+∇p = 0,
2. divu = 0,
3. u(0) = uN0 ,
4. u ∈ L2(0,T ;H2(D))∩C([0,T ];H10 (D)),
5. ∂tu, p ∈ L2(DT ) and
∫
D pdx = 0,
6. for any φ ∈C∞c (DT ), φ ≥ 0,
2
∫ T
0
∫
D
|∇u|2φ =
∫ T
0
∫
D
|u|2(∂tφ+△φ)+2
∫ T
0
∫
D
p(u ·∇φ)
+
∫ T
0
∫
D
(|u|2+2u · z)
(
(wN + zN) ·∇φ)
+2
∫ T
0
∫
D
φz · ((wN + zN) ·∇)u
The existence and uniqueness of this solution is guaranteed by the previous
lemma, once we apply it with w → wN + zN and ξ → z.
First we show that F maps C into itself. In order to show this, we shall
only choose a suitable R0. We have
‖F w‖2L∞(H)+2‖F w‖
2
L2(V ) ≤ |u
N
0 |
2 +2
∫ T
0
∫
D
|z| · |wN + zN | · |∇F w|
≤ |u0|
2 +‖F w‖2L2(V )+
∫ T
0
∫
D
|z|2|wN + zN|2
and so, since in finite-dimensional spaces all the norms are equivalent, we
have
‖wN + zN‖L∞ ≤CN‖wN + zN‖L∞(H) ≤CN‖w+ z‖L∞(H).
Then
‖F w‖2L∞(H)+2‖F w‖
2
L2(V ) ≤ |u0|
2
H +C2NT‖z‖2L∞(H)‖w+ z‖
2
L∞(H)
≤ |u0|
2
H +2C2NT‖z‖2L∞(H)
(
R20 +‖z‖
2
L∞(H)
)
≤ R20
if we choose R0 > |u0|2 and T small enough.
Then we show that F is a contraction. Let w1, w2 ∈ C and set w = w1−
w2, v = F w1 −F w2 and p = p1 − p2, where p1, p2 are the corresponding
pressures. Then
∂tv−△v+∇p =−(wN ·∇)(F w1 + z)−
[
(wN2 + z
N) ·∇
]
v,
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and so, using the fact that v(0)=0, we have
‖v‖2L∞(H)+2‖v‖
2
L2(V ) ≤ 2
∫ T
0
∫
D
|F w1 + z| · |w
N| · |∇v|
≤ 2‖F w1 + z‖L∞(H) · ‖wN‖L∞(DT )
∫ T
0
‖∇v‖L2(D)
≤ 2T
1
2‖F w1 + z‖L∞(H) · ‖w
N‖L∞(DT )‖∇v‖L2(DT ).
In particular
‖v‖L2(V ) ≤ T
1/2‖F w1 + z‖L∞(H) · ‖w
N‖L∞(DT ),
and it follows that
‖v‖2L∞(H)+‖v‖
2
L2(V ) ≤ 2T‖F w1 + z‖
2
L∞(H) · ‖w
N‖2L∞(DT )
≤ 4TC2N
(
R20 +‖z‖
2
L∞(H)
)
‖w‖2C .
In conclusion
‖F w1−F w2‖
2
C ≤ 4TC2N
(
R20 +‖z‖
2
L∞(H)
)
‖w1−w2‖
2
C
and, if we choose the time interval small enough, the map F is a contrac-
tion. 
Then the last step of the proof follows. We show that the sequence
(vN,piN) converges to a weak solution (v,pi) satisfying the properties of Def-
inition 2.3.
Proof of Theorem 4.1. First we get an estimate of the solutions in the spaces
L∞(0,T ;H) and L2(0,T ;V ). Indeed, multiply the equation by vN and inte-
grate by parts to get
(4.1) 1
2
d
dt |vN|
2
H +‖∇vN‖2L2(D) =
∫
D
z ·
[(
(vN)
N + zN
)
·∇
]
vN ,
By using Ho¨lder inequality and Young inequality we get∫
D
z ·
[(
(vN)
N + zN
)
·∇
]
vN ≤
≤
∫
D
|z| · |∇vN| · |(vN)N |+
∫
D
|z| · |zN| · |∇vN|
≤ ‖∇vN‖L2(D)‖(vN)N‖L4(D)‖z‖L4(D)+‖∇vN‖L2(D)‖z‖L4(D)‖zN‖L4(D)
≤C2‖∇vN‖7/4L2(D)|vN |
1/4
H ‖z‖L4(D)+C‖∇vN‖L2(D)|z|
1/4
H ‖z‖
3/4
V
≤
1
2
‖∇vN‖2L2(D)+C
2‖z‖2L4(D)|z|
1/2
H ‖z‖
3/2
V +
77
210
C16‖z‖8L4(D)|vN|
2
H
and so
d
dt |vN|
2 +‖∇vN‖2 ≤ 2C2‖z‖2L4(D)|z|
1/2‖z‖3/2 +
77
29
C16‖z‖8L4(D)|vN|
2,
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since, for any suitable ξ, by virtue of Sobolev inequalities,
‖ξN‖L4(D) ≤C|ξN|1/4H ‖ξN‖3/4V ≤C|ξ|1/4H ‖ξ‖3/4V .
Then, by Gronwall lemma,
sup
(0,T )
|vN|
2
H ≤C(T,z)+ |uN0 |2H ≤ |u0|2H +C(T,z)
and, integrating with respect to time,∫ T
0
‖∇vN‖2L2 ≤ |u0|
2
H +C(T,z),
where C(T,z) is a constant which depends only on T and on the function z.
Then we give an estimate of the pressure term. By Theorem 15 of [20] we
can deduce that ∇piN are bounded in L5/4((ε,T );L5/4(D)) for every ε > 0.
Then using the argument given in [4] (page 781), we can conclude that piN
are bounded in L5/4((ε,T );L5/3loc (D)), provided that∫
D
piN dx = 0
at each time.
We can improve the regularity of piN using the general result of Sohr and
Von Wahl [21] or the simplified argument of Lin [12], to obtain that piN are
bounded in L5/3loc ((0,T ]×D).
At last, using an argument similar to the one in Lemma 4.2 (Chapter III)
of [22], we know that vN are bounded in W 1,2(0,T ;D(A−1)) and so, by
virtue of Theorem 2.1 (Chapter III) of [22], (vN)N∈N is compact in L2(DT ).
We can deduce then that there exist a subsequence of (vN,piN)N∈N, which
we call again (vN,piN), and functions (v,pi) such that
1. vN → v weakly∗ in L∞(0,T ;L2(D)),
2. ∇vN → ∇v weakly in L2(DT ),
3. vN → v strongly in L2(DT ),
4. piN → pi weakly in L
5/3
loc ((0,T ]×D),
5. v′N is bounded in L2(0,T ;D(A−1)).
These convergence properties are sufficient to verify that the limit v is a
weak solution of Navier-Stokes system. Moreover the initial condition is
satisfied, in fact vN are weakly continuous uniformly, by the bound of their
derivatives, and so
v(0) = lim
N
vN(0) = u0.
At last, thanks to the uniform bound on the time derivative, the limit is
continuous as a function from [0,T ] to the space H with the weak topology.
Now we prove the classical energy inequality. Integrate (4.1) in time
between s and t, then in the limit as N → ∞, the classical energy inequality
for v is obtained.
The last step of the proof is to prove that the limit v verifies the local
energy inequality. Since vN → v in L2(DT ) and vN are bounded in L10/3(DT )
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by Sobolev inequalities, then vN → v in Lq(DT ) for any q ∈ [2, 103 ). By the
properties of the regularisation, we can deduce that (vN + z)N → (v+ z) in
L2(DT ) and, in the same way as above, in Lq(DT ).
Let ϕ ∈C∞c (DT ). We know that∫∫
|∇vN|2ϕ =
∫∫
|vN|
2(∂tϕ+△ϕ)+
∫∫
2piNvN ·∇ϕ
+
∫∫
(|vN|
2 +2vN · z)
(
(vN + z)
N ·∇ϕ
)
+2
∫∫
ϕz ·
[
(vN + z)
N ·∇
]
vN .
By lower semi-continuity∫∫
|∇v|2ϕ ≤ liminf
∫∫
|∇vN|2ϕ;
moreover, since vN converges strongly in Lq(DT ), with q ∈ [2, 103 ), and pN
converges weakly in L5/3loc (DT ), the first three terms converge. In order to
show that the last term also converges, we use the fact that z is bounded in
L8+ε(0,T ;L4(D)), with ε > 0 (this is the only step of the proof where we
need this fact). Let
q =
6(8+ ε)
12+ ε
∈ (4,6), p = 4q
3q−6 ∈ (2,
8
3
)
then we know that (vN + z)N converges in Lp(DT ), by the previous consid-
erations, and is bounded in Lp(0,T ;Lq(D)) by the Sobolev inequality. Thus
by interpolation (vN + z)N converges in the space Lp(0,T ;L4(D)) and this
is sufficient to conclude since
1
2
+
1
p
+
1
8+ ε = 1.

4.2. The proof of Theorem 2.5. We can use now the results of the pre-
vious section to show the existence of martingale suitable weak solutions.
There are some technical points in the proof of this theorem, mostly linked
to the fact that we deal with a pair (v,pi) of processes, where we have no
information on the tightness of the laws of the approximating sequence of
pressures. We solve the problem by means of the following lemma, which
is given in a generalised setting.
Let (S,dS) and (T,dT ) be two complete separable metric spaces and con-
sider the product metric space S×T , endowed of the product metric. Let
pi : S×T → S be the canonical projection onto the first component, that is
pi(s, t)= s for (s, t)∈ S×T . Let a sequence of measure νn be given on S×T
such that
µn = piνn ⇀ µ,
where µ is a measure on S.
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Lemma 4.4. There exist a probability space (Ω,F ,P), a sequence of ran-
dom variables (Xn,Yn) on S×T , the laws of which are νn, and a random
variable X on S having µ as its law, such that
Xn → X P−a.s.
Proof. From Theoreme 1, §6, No. 1 of Bourbaki [3], since T is a complete
separable metric space, it may be homeomorphic-ally embedded as a Gδ
subset (a countable intersection of open sets), and so as a Borel set, of a
compact metrizable space ˜T . So measures νn can be extended to measures
ν˜n in the space ˜T : in this way the sequence (ν˜n)n∈N is tight and by Pro-
horov theorem there exists a subsequence, called again (ν˜n)n∈N, converging
weakly to a measure ν˜ on ˜T . Obviously p˜iν˜n = µn and p˜iν˜ = µ, where p˜i
is the projection of the space S× ˜T onto the first component. By Skorohod
theorem there exist a probability space (Ω,F ,P), random variables ( ˜Xn, ˜Yn)
on S× ˜T , with laws ν˜n, and ( ˜X , ˜Y ), with law µ˜, such that
( ˜Xn, ˜Yn)→ ( ˜X, ˜Y ) P− a.s.
Since ν˜n(S×T ) = 1, the restrictions to the space S×T of the previous ran-
dom variables (Xn,Yn) (notice that Xn = ˜Xn), have νn as their laws. More-
over, ˜X has µ as its law and Xn → ˜X , P-a. s. 
Remark 4.5. In [15] it is given an alternative proof of this fact, showing
that actually the claim is true for the whole sequence, not only for a sub-
sequence. Since we will use the lemma together with a compactness argu-
ment, we don’t really need the complete result.
Proof of Theorem 2.5. Let z be the stochastic process which is solution of
system (2.2). We know that for a.e. ω ∈ Ω we have that W (ω) is in the
space C1/2−ε([0,T ];D(Aδ)) for all ε < δ, and so by [6] we can deduce that
z(ω) satisfies (2.4). So we can apply path-wise the results of the previous
section. For a.e. ω ∈ Ω we use Lemma 4.3 to get for each N ∈ N a pair
(vN,piN). The map
ω ∈ Ω 7→ (vN(ω),piN(ω),z(ω),W(ω))
with values in
L2(0,T ;H)×L5/3loc (DT )×C([0,T ];H)×C0([0,T ];H)
is measurable for any T > 0. The random variable vN(t) is measurable for
almost each t ≥ 0 since each vector field is continuous with values in H. In
fact, if ηε are mollifiers, then
ηε ∗ vN(t)→ vN(t) in H
and ηε ∗ vN are measurable. In the same way, thanks to uniqueness of the
solutions, we can use a smarter regularisation, namely
v0N +
1
ε
∫ t
0
e
s−t
ε (vN(s)− v
0
N)ds
to show that vN is a progressively measurable process.
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So it is well defined a random variable (vN(·,ω),piN(·,ω),z(·,ω),W(·,ω))
such that z satisfies (2.2), (vN,piN) is the solution of the approximated prob-
lem for almost each ω ∈ Ω, and W is a Brownian motion.
Let νN be the law of (vN ,piN,z,W ) in
E = L2(0,T ;H)×L5/3loc (DT )×C([0,T ];H)×C0([0,T ];H)
and let µN be the projection of νN in the variable v, that is the law of vN . We
want to show that the family of measures µN is tight, that is for each ε > 0
there exists a compact set Kε in E such that
µN(Kε)≥ 1− ε N ∈ N.
We take
Kε =
{
v |‖v‖2L∞(0,T ;H)+‖v‖
2
L2(0,T ;V )+‖v‖H1(0,T ;D(A−1)) ≤Cε
}
.
The set Kε is compact in L2(0,T ;H) and, moreover,
P [v 6∈ Kε]≤
1
Cε
E(‖vN‖
2
L∞(0,T ;H)+‖vN‖
2
L2(0,T ;V )+‖vN‖H1(0,T ;D(A−1)))
and the right hand side is smaller than ε if the above mean values are uni-
formly bounded with respect to N and Cε is chosen properly. To see this,
fix N ∈ N and let uN = vN + z. First we have (this can be done as in Lemma
2.3 in [12])
‖∂tvN‖L2(0,T ;D(A−1)) ≤ ‖vN‖L2(0,T ;V )+‖uN‖L2(0,T ;H)‖uN‖L2(0,T ;V ),
moreover E‖z‖2L2(0,T ;V )+E‖z‖
2
L∞(0,T ;H) is finite and so the only thing we
need to show is that
E‖uN‖
2
L∞(0,T ;H)+E‖uN‖
2
L2(0,T ;V )
is bounded uniformly in N. We know that
uN(t) = v
N
0 +
∫ t
0
(AuN +((uN)N ·∇)uN + f N)ds+Wt
and so (see Pardoux [14], The´ore`me 3.1)
(4.2) |uN(t)|2H +2
∫ t
0
‖uN‖
2
V ds =
= |uN0 |
2
H +2
∫ t
0
〈 f N,uN〉H ds+2
∫ t
0
〈uN(s),dWs〉H +σt.
Notice that, if τR = inf{t > 0 | |uN(t)|> R}, then
(4.3)
∫ t
0
〈uN(s),dWs〉H
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is a local martingale with respect to the stopping time τR, and so, taking the
expectation of (4.2) at time t ∧ τR,
E|uN(t∧ τR)|
2
H +2E
∫ t∧τR
0
‖uN‖
2
V ds =
= E|uN0 |
2
H +E
∫ t∧τR
0
| f N |2H ds+E
∫ t∧τR
0
|uN|
2
H ds+σt∧ τR,
Let ϕ(t) = E|uN(t ∧ τR)|2H , then we have
ϕ(t)≤ ϕ(0)+
∫ t
0
| f |2H ds+
∫ t
0
ϕ(s)ds+σt
and by Gronwall’s lemma we can deduce that ϕ(t) is bounded by a constant
independent of R. So, as R ↑∞, we can deduce that E|uN(t)|2H ≤C(T ), and
then that (4.3) is a martingale.
So, by taking the expectation in (4.2), we obtain first that
E|uN(t)|
2
H +E
∫ t
s
‖uN‖
2
V dr ≤E|uN(s)|2H +σ(t− s)+E
∫ t
s
‖ f N‖V ′ ds,
and then, using the Burkholder-Davis-Gundy inequality, that
E
[
sup
s≤t
|uN(s)|
2
H
]
+E
∫ t
0
‖uN‖
2
V ds ≤
≤E|uN0 |
2
H +
∫ t
0
‖ f N‖2V ′ ds+σt +2σC1E
[∫ t
0
|uN|
2
H ds
] 1
2 .
We can conclude that
E
[
sup
s≤t
|uN(s)|
2]+E∫ t
0
‖uN‖
2 ds≤ 2E|uN0 |2+2
∫ t
0
‖ f N‖2V ′ ds+2σ(1+σC21) t
and the claim is proved.
By Lemma 4.4, there exist a probability space ( ˜Ω, ˜F ,P) and random
variables ˜UNk = (v˜Nk , p˜iNk, z˜, ˜W )∈E such that the law of each ˜UNk is νNk and
v˜Nk → v˜
˜
P−a.s.,
where v˜ is a random variable whose law is µ.
It is easy to check that ˜W is a Wiener process which keeps the same
regularity properties of W . Notice that
P
[
vN ∈ L2(0,T ;D(A))∩C([0,T ];V )
]
= 1,
and so the same holds true for the new random variables v˜Nk . In the same
way we can deduce that piNk ∈ L2(DT ) and so on. Now we need to show that
the v˜Nk satisfy the equations and the energy inequalities. We give a proof,
using a trick of Bensoussan [1], for the local energy inequality (actually it
is an equality for the vN). Given φ ∈ C∞c (DT ), define the random variable
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XN : (Ω,F )→ (R,B(R)) as
XN =
∣∣∣2∫ T
0
∫
D
|∇vN |2ϕ−
∫ T
0
∫
D
|vN|
2(∂tϕ+△ϕ)
−
∫ T
0
∫
D
(|vN|
2 +2vN · z)
(
(vN + z)
N ·∇ϕ
)
−2
∫ T
0
∫
D
ϕz · ((vN + z)N ·∇)vN −
∫ T
0
∫
D
2piNvN ·∇ϕ
∣∣∣,
and let ˜XNk be the analogue of XN for the ˜UNk .
We know that XN = 0, P-a. s., and so
E
XN
1+XN
= 0.
Notice that
XN
1+XN
= Φ(uN),
where Φ is a deterministic bounded continuous function on the subspace
of E where the νN are concentrated (remember that the UN are far more
regular than the elements of E) and so
˜
E
˜XNk
1+ ˜XNk
= ˜EΦ( ˜UNk) =
∫
E
Φ(u)νNk(du) = EΦ(UNk) =E
XNk
1+XNk
= 0;
this means
˜XNk = 0 ˜P−a.s.
If we do this for a dense set of functions in C∞c (DT ), we can conclude that
there exists a set ˜Ω0 ⊂ ˜Ω of full measure such that the local energy inequal-
ity holds for each ω ∈ ˜Ω0 and φ ∈C∞c (DT ).
From now on, since the two sequences enjoy the same properties, we will
omit the tilde.
The last step of the proof is to show that the limit process is a martingale
solution. We need to find the limit of the sequence of the pressures in such
a way that the equations and the energy inequalities are satisfied. First we
observe that the vNk solve the equation
∂tvNk +AvNk +B((vNk)Nk + z,vNk + z) = 0
P-a.s. in V ′, so in the limit
∂tv+Av+B(v+ z,v+ z) = 0, P-a.s in V ′.
Thus there exists a distribution pi such that (2.3) holds true. Normalise pi in
such a way that ∫
D
pi(t)dx = 0 a.e. t.
The set of ω ∈ Ω such that W (ω), and so z(ω) and all vNk(ω), has the
suitable regularity we need, such that (vNk(ω),piNk(ω)) satisfy the modified
Navier-Stokes equations and such that vNk(ω)→ v(ω), has probability one.
Take an ω ∈ Ω in this way. Then there exists a subsequence of piNk(ω)
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which converges weakly in L5/3loc (DT ). Taking the limit in the equations, we
observe that the equations are satisfied both by pi(ω) and by the limit of
piNk(ω). This means that the two are equal (they have both zero mean in D)
and
piNk(ω)→ pi(ω) weakly in L
5/3
loc (DT ).
We need only to verify that (v(ω),pi(ω)) satisfies the local energy inequal-
ity. This can be done as in the third step of the proof of Theorem 4.1, since
vNk(ω) converges to v(ω) strongly in L2(DT ), weakly in L2(0,T ;H10 (D))
and weakly∗ in L∞(0,T ;L2(D)), while piNk(ω) converges to pi(ω) weakly in
L5/3loc (DT ).
Finally we set u = v+ z and P = pi+Q and we can conclude that (u,P)
is a martingale suitable weak solution in the sense of Definition 2.4. 
4.3. The proof of Theorem 2.11. In this last section we prove the exis-
tence of stationary solutions. The proof is given using the classical Krylov-
Bogoliubov method, where the initial measure is given by the law of a mar-
tingale solution.
In order to show the existence of time-stationary measures, we need the
following compactness lemma.
Lemma 4.6. Let (TN) be a sequence of positive real numbers such that
TN ↑ ∞, let k(TN) be an increasing sequence of positive constants and let
β, s, p > 0 be such that β > 0, s < 12 and s p < 1. Then the set K of all
(u,W) ∈ S such that
‖u‖2L∞(0,TN ;H)+‖u‖
2
L2(0,TN ;V )+ ||W ||
p
W s,p(0,TN ;D(Aβ))
≤ k(TN)
for each N ∈ N is compact in S .
Proof. Since the u ∈ K are bounded in L∞(0,T ;H) and in L2(0,T ;V ) and
they satisfy equation (2.1) in distributions, it follows that they are bounded
in H1(0,T ;D(A−1) (see Temam [22]).
Moreover the immersion of the space W s,p(0,T ;D(Aβ)) in C([0,T ];H)
is compact. In conclusion, for any given TN , we need only to show that, if
(un,Wn) ∈ K and
(un,Wn)→ (u,W) in L2(0,TN;H)×C0([0,TN];H)
then (u,W ) ∈ S , that is (u,W) is a suitable weak solution in [0,TN].
Let zn be the solution of the Stokes equation (2.2) with ∂tWn as a forcing
term and let vn = un − zn and pin = Pn −Qn. By well known results on
the Stokes equation (see [6]) we know that zn are bounded in L∞(0,T ;H),
L2(0,T ;V ) and L∞(0,T ;L4(D)) and moreover zn → z in L2(0,T ;H). Then
vn are bounded in L∞(0,T ;H)∩L2(0,T ;V ) and so we can proceed as in the
third step of the proof of Theorem 4.1 to get all the convergence properties
we need to take the limit in the equations and in the local energy inequality.

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Proof of Theorem 2.11. We use the Krylov-Bogoliubov procedure for the
semigroup τt in S . Let u0 ∈ H. In the previous section we have shown
the existence of at least one martingale suitable weak solution u of Navier-
Stokes system driven by a Brownian motion W and with initial condition
u0. Let ν0 ∈ M1(S) be the law of the stochastic process (u,W ) with values
in S . Let νt = τtν0 and set µt = 1t
∫ t
0 νs ds. Notice that the W -component of
νt and µt is always the Wiener measure given by the Brownian motion W ,
due to the stationarity of this process.
Suppose that for each ε > 0 there exists a compact set Kε in S such that
(4.4) νt(Kε)≥ 1− ε for all t ≥ 0
(this claim will be proved in the sequel of the proof), so that µt(Kε)≥ 1−ε,
and the family of measures (µt)t≥0 is tight. By means of Prohorov theorem
there is a subsequence (µtn)n∈N which converges weakly to some µ∈M1(S).
The measure µ is time stationary, in fact if t ≥ 0 and φ ∈Cb(S),
(τtµ)(φ) = µ(τtφ)
= lim
n→∞
µtn(τtφ) (since τtφ ∈Cb(W ))
= lim
n→∞
1
tn
∫ tn
0
ν0(τs+tφ)ds
= lim
n→∞
1
tn
∫ t+tn
t
ν0(τrφ)dr
= lim
n→∞
µtn(φ)+ lim
n→∞
1
tn
(∫ t+tn
tn
ν0(τrφ)dr−
∫ t
0
ν0(τrφ)dr
)
= µ(φ) (ν0(τrφ) is bounded in r).
Then we show the claim in (4.4). In order to show that νt is a tight family
of measures, we need only to show that
E
[
sup
(0,T )
|τtu|
2
+
∫ T
0
‖τtu‖
2 dt + ||τtW ||pW s,p
]
≤C(T ) uniformly in t ≥ 0,
in fact if we take k(Tn)> 2n+1εC(Tn) and Kε as in Lemma 4.6, we have
νt [Kcε ] = P[τt(u,W ) 6∈ Kε]
= P
[
∪n∈N{ sup
(0,Tn)
|τtu|
2
+
∫ Tn
0
‖τtu‖
2 dt + ||τtW ||pW s,p > k(Tn)}
]
≤
∞
∑
n=0
P
[
sup
(0,Tn)
|τtu|
2
+
∫ Tn
0
‖τtu‖
2 dt + ||τtW ||pW s,p > k(Tn)
]
≤
∞
∑
n=0
1
k(Tn)
E
[
sup
(0,Tn)
|τtu|
2
+
∫ Tn
0
‖τtu‖
2 dt + ||τtW ||pW s,p
]
≤
∞
∑
n=0
C(Tn)
k(Tn)
< ε.
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To prove the claim, we use (2.5) and Poincare´ inequality to get
E|u(t)|2H +λE
∫ t
s
|u(r)|2H dr ≤E|u(s)|2H +(σ+‖ f‖2V ′)(t− s),
then using Lemma 4.9 it follows that
E|u(t)|2 ≤ sup
s∈(0,1)
E|u(s)|2+
σ+‖ f‖v′
λ2 for almost every t.
Finally by (2.6) we obtain
E|τtu|
2
L∞(0,T ;H)∩L2(0,T ;V ) =E
[
sup
(t,t+T)
|u(s)|2H +
∫ t+T
t
‖u(s)‖2V ds
]
≤ 2E|u(t)|2H +2
(
‖ f‖2V ′ +σ(1+σC21)
)
T
≤ 2 sup
s∈(0,1)
E|u(s)|2+
2σ+‖ f‖V ′
λ2(4.5)
+2
(
‖ f‖2V ′ +σ(1+σC21)
)
T.
The estimate on the Brownian motion is classical:
E‖τtW‖pW s,p ≤
∫ T
0
E‖τtW (r)‖pD(Aβ) dr
+
∫ T
0
∫ T
0
E‖τtW (r1)− τtW (r2)‖pD(Aβ)
|r1− r2|1+sp
dr1 dr2
≤Cp
∫ T
0
rp/2 dr+Cp
∫ T
0
∫ T
0
|r1− r2|
( 12−s)p−1 dr1 dr2
≤Cp,T ,
since s < 12 .
We want to show now that the stationary measure has finite mean dissi-
pation rate. We consider
φ(u) =
∫ T
0
‖u(t)‖2 dt,
this is a lower semi-continuous function on S , then there exists an increasing
sequence of functions φN ∈ Cb(S) such that φN ↑ φ. From the monotone
convergence theorem 〈φN,µ〉 converges to 〈φ,µ〉, even if the last term is not
finite. So it is sufficient to show that 〈φN,µ〉 is bounded independently from
N. Now
〈φN,µ〉= lim
n→∞
1
tn
∫ tn
0
〈φN,νs〉ds
and by (4.5),
〈φN,νs〉= Eφn(τs(u))≤ Eφ(τs(u))≤ E‖τs(u)‖L2(0,T ;V ) ≤CT .
Finally we show (2.7). Let
Θ(t) =
∫
S
[∫ t
0
‖u‖2
]
µ(du),
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then by the invariance of µ,
Θ(t)−Θ(s) =
∫
S
∫ t−s
0
‖u(r+ s)‖2 dr µ(du)
=
∫
S
∫ t−s
0
‖u(r)‖2 dr µ(du)
= Θ(t− s).
Since Θ is non decreasing, then Θ(t) =Ct. 
Remark 4.7. When the dynamic is well defined, one can be interested in
studying other mathematical objects, which can give some asymptotic in-
formation on the solutions. For example the dynamic for the linear Stokes
equations is well defined and one can study the invariant measures of this
equation. Then it can be easily seen that any time-stationary solution in the
path space, frozen at an arbitrary time, is an invariant measure. In fact let
pT : z 7→ z(T ) : C([0,∞);H)→ H,
such mapping is continuous. Let µz be the the time-invariant measure which
can be built for the Stokes equation.
Proposition 4.8. The image measure of µz through pT is an invariant mea-
sure for the Stokes equation (2.2).
Proof. By the proof of the previous theorem
µz = lim
n→∞
1
tn
∫ tn
0
τsν
z
0 ds,
where νz0 is the law of ω → z(·,ω) in C([0,∞];H). Then
pT µz = lim
n→∞
1
tn
∫ tn
0
pT τsνz0 ds = limn→∞
1
tn
∫ tn
0
pT+sνz0 ds,
since pT ◦ τs = pT+s. Now, since νz0 is the law of z(·,0), then pT+sν
z
0 is the
law of z(T + s,0), that is the law of z(s,z(T,0)). In conclusion
pT µz = lim
n→∞
1
tn
∫ tn
0
Lz(s,z(T,0))ds
and, by Proposition 11.3 of [5], pT µz is an invariant measure. 
Finally we prove the easy exotic Gronwall lemma we used in the proof
of the previous theorem.
Lemma 4.9. Suppose the function v : [0,+∞)→ R satisfies
v(t)≤ v(s)−λ
∫ t
s
v(r)dr+C(t− s)
for all t ≥ 0 and almost all s ≤ t. Then
v(t)≤ sup
s∈(0,1)
v(s)+
C
λ
for almost all t ≥ 0.
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Proof. Let t > 0 and let N be the set of Lebesgue measure zero for which
the inequality does not hold. Set u(s) =−v(t − s) for s ∈ [0, t]. It is easy to
see that for each s ∈ [0, t] such that t− s 6∈ N , we have
u(s)≤ u(0)+λ
∫ s
0
u(r)dr+Cs
and, by Gronwall lemma
u(s)≤ u(0)eλs +Cλ (e
λs−1).
This means
v(t)≤ v(t− s)e−λs +
C
λ (1− e
−λs)≤ v(t− s)+
C
λ ,
and then we can conclude that
v(t)≤ sup
s∈(0,1)
v(s)+
C
λ .

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