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ABSTRACT
In this thesis. we develop a model of sampling plans for variables
with a polynomial loss function, in which the decision function is
either one sided or two sided. In the two sided case, both asymmetric
and symmetric decision functions are considered. Based on the Bayesian
approach, a prior distribution for the mean of the variable measured
for each item of the batch as well as two different prior distributions
for the variance of the variable are imposed. Then we show that the
Bayes risk can be expressed in some basic terms. After we achieve an
upper bound of the optimal sample size, a finite algorithm is suggested
to determine the optimal single sampling plan. Quadratic loss function
is introduced as an example. The Bayes risks are expressed explicitly.
By using our algorithm, several computer programs written in FORTRAN are
implemented. Through some numerical results. the effects of the
variations of the parameters in the model are established.
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It is well-known that, in general, there are two kinds of
sampling inspection plans: attribute sampling plans and variable
sampling plans. For inspection by attributes, each item in a batch is
simply classified as defective or nondefective. A single sampling plan
is defined by means of two integers, n and c, with the following rules:
take a sample of size n from the batch, count the number of defective x,
accept the batch if x c or reject it otherwise. Nevertheless, in the
case of inspection by variables, the quality of an item in a batch is
measured by a continuous variable. Under some acceptance criterion, the
batch is sentenced to be accepted or rejected. To design a single
sampling plan for variables, we must determine an integer n and some
specification limit b ('s). To apply this plan, we have to take a
sample of size n, measure the variable values and then determine whether
we accept the batch or reject it by comparing the variable values with
6 ('s) under some specified acceptance criterion.
Many schemes are suggested for choosing a single sampling plan
(see Wetherill, 1977). Among these schemes, the decision theory scheme
is perhaps more realistic hence it has been paid more and more
attentions by many statisticians, such as Wetherill and Campling (1966),
Hald (1968), Guenther (1971), Fertig and Mann (1974), and also Wetherill
and Kollerstrom (1979). They have considered either attribute sampling
2plans or variable sampling plans based on decision approach.
However, these papers dealt with the case of linear los
functions only. In practice, on certain problems, we are required t
consider the sampling inspection plans with more general loss functions
By using the edgeworth expansion of the OC function, Hald (1967 any
1981) considered the Bayesian single sampling plan for the case o:
polynomial loss function. Nevertheless, the optimal sample size si
obtained is usually not an integer as the nature of the sample siz(
requires
Lam (1988a-b) treated the variable single sampling plans with
polynomial loss functions in a different way. First of all, he found an
explicit expression of the Bayes risk, thereafter, he showed that after
a finite-step search, an optimal single sampling plan with integer
sample size could be determined and also, he suggested a simple and
applicable algorithm for searching this optimal sampling plan.
In this thesis, we generalize the model suggested by Lam
(1988a-b). In his papers, he assumed that the 'variance of the
underlying distribution of the variables was known. In practice, it is
not always true. Thus, instead of knowing the variance, we assume that
it follows a prior distribution. Then we can also find an expression of
the Bayes risk and also suggest a finite algorithm for searching an
optimal sampling plan with integer sample size. Moreover, through some
3examples, we show the effects on the Bayes risks and the corresponding
optimal single sampling plans if parameters in the models vary.
First of all, we show the necessity of introducing a
polynomial loss function and the reasonableness-of considering one sided
as well as two sided decision functions through two examples which are
given by Lam(1987) in an unpublished report.
Example 1.1 (Lam, 1987)
Alter casting, a batch or rough casts (e.g. screws) are
available for further processing. The quality of a cast is measured by
its diameter x. The standard value p0 of the diameter x is specified by
the state-standard institution or the contract regulation. If x /do,
it can be reprocessed by a lathe, the extra lathing work is proportional
therefore we can accept it with a cost proportional
However, if x /r., we muss
scrap it that will cost Ct.
Now, assume that the diameter x of the casts in the batch is a
random variable with normal distribution N(m,r2) where m can be regarded
as the quality characteristic of the batch, which changes from one batch
to other. It is plausible to assume that m has a prior normal
distribution N(pu,o2) where both p and o2 are known.
4Thus, let N be the number of casts in the batch, the cost
function when the batch is accepted is given by
(1.1)
where 9=-( m- PO)/ r, T (t) and (t) are the probability density
function and the cumulative distribution function of the standard normal
distribution respectively, i.e.,
and
It is well known that
wher
5are the Hermite polynomials. Note that if k is even, then Hk(t) is an
even function otherwise if k is odd, then Hk(t) is an odd function.




Now, we can substitute (1.4a) and (1.4b) into (1.1) and expand ?(t) and




respectively. Thus (1.1) becomes
6(1.6)
where CC, C1, C2.... are all independent of m. Note that (1.6) is a
).power series of( m.- p,,
Example 1.2(Lam, 1987)
H UdLCn or toilet tissue has been scrolled for inspection.
The quality of a scroll of toilet tissue in the batch is measured by its
diameter x of the scroll. The standard value of x is assumed to be p 0
which may be specified by the production specifications. For a scroll
of toilet tissue, if x p0, it can be reprocessed by tearing some
surplus paper from the scroll then accept it, the extra work is
2 2
proportional to 4( x- PO), so the cost of acceptance is also
proportional to 4( x2- p02 Ca( x2- p02) say. Otherwise, if
x p0, it can be reprocessed by rolling some additional paper, the
extra expense now is proportional to n 2_ 2
4 N0 x so we can accept
it with a cost proportional to 4 p 2- x2), Ca (02 x2) say.
As in Example 1.1, we assumed that the diameter X of a scroll
in the batch is a random variable with normal distribution N(m,r2) where
m can be regarded as the characteristic of the batch. Furthermore, we
assume that m has a prior normal distribution N(p,a 2) where both p and
2
nPP knnwn
7Get N be the number of toilet tissue in the batch, by a
similar argument as in Example 1.1, the cost function when the batch is
accepted is given by
(1.7)
where CO, C1, C2,... are independent of m. Note that (1.7) is again a
nnwer sPriPS of( m- u)
These two practical examples are typical. In practice, these
two kinds of problems are very popular. For these kinds of sampling
plans, if n is the sample size, Cs refers to the cost of sampling per
item and Cr is the cost of rejecting a batch, then the loss function
8where 8(x) is a decision function which depends on the result of the
random sample vector x=( x1, x2,... ,xn), and d0 and d1 are the
policies of accepting and rejecting the batch respectively. Therefore,
as a more precise approximation, in general, we need to introduce a
polynomial loss function rather than a linear loss function. Moreover,
C0± C1(m- u0)+ C2(m- p0) 2+... as the cost due to acceptance of the
batch is always non-negative. As a result, an approximate loss function
will be appropriate if it is never less than the sampling cost n C no
s
matter what value m is.
As the different natures of these two examples, it is natural
that the decision function 6(x) for Example 1.1 should be one sided,
(1.9)
otherwise
however, the decision function 5(x) for Example 1.2 should be two sided,
i.e.,
(1.10)
In Example 1.2, if the cost Ca equals to Ca, i. e., the cost
for processing larger scroll and the cost for processing smaller scroll
with the same deviation from the standard value N0 are equal to each
other, then it will be reasonable to assume that Ca= Ca. Thus the
9decision function b(x) should be symmetric two sided. i.e.
(1.11)
We can always assume that 0= 0, otherwise we can take a
transformation x'= x
- P c
In many paper, such as Wetherill and Campling (1966), Owen
.(1967), Wetherill and Kolierstrom (1979) and Lam (1988a-b), the variance
of a batch is usually assumed to be fixed no matter whether it is known
or not. But in the real case, the variance of a batch may change from
one batch to other. More realistically, we may assume that the variance
r2 of a batch follows a prior distribution in two cases. The first case
is that r2 is uniformly distributed in an interval (a,b), i.e., the
density of r2 is
otherwise,
where b a 0. If by the past information, the variance of a batch is
flatly distributed in an interval, this prior distribution may be a good
approximation. Suppose in a.manufacturing plant, a batch is defined as
all products in a day and will be placed in the warehouse each day. The
variance of a batch may increase almost linearly from Monday to Saturday
10
because of the wear of machines, but after a routine maintenance on
Sunday, the variance of the batch for the following Monday will turn
down to the original level more or less the same as that for the
previous Monday. Whenever there is an order, the required number of
items are taken from a batch randomly chosen from the warehouse.
Therefore, from the point of view of a customer, the uniform prior
distribution of the variance of a batch may be appropriate as he does
not know on which day the batch is produced.
The second case is that r2 follows a translated exponential
distribution Exp(E,A), i.e., the density function of r2 is
otherwise
where A is positive and s is non-negative real number. e is introduced
if we believe that a lower bound, 6 say, of the variance of a batch
exists. Moreover, such a lower bound is not easily achieved, But
usually, in the ordinary steady condition, the variance of a batch is
more likely close to this lower bound than far away from it. Extremely
large variance will be found occ tionally due to the occurrence of the
defects on machines. Then this prior distribution may be appropriate.
Notice that if we let b tend to a in the first case and let A tend to
infinity in the second case, both cases will tend to the case that the
variance r2 of a batch is fixed and known to be a or e respectively
11
which has been considered in Lam(1988a-b).
Now, we are available to formulate a decision model for the
single variable sampling plans with a polynomial loss function in
Chapter 2, in which we also derive the explicit expression of the
Bayesian risk funtion. In Chapter 3, by estimating an upper bound of
the optimal sample size, we suggest a finite algorithm for the
determination of an optimal single sampling plan with integer sample
size and real specification limits. Then. we discuss the computational
techniques used in this thesis. In Chapter 4, quadratic loss function
is introduced as an example. Through some numerical results, we
demonstrate the effects on the optimal single sampling plans for
variations in the parameters of the models.
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Chapter 2 Models and Bayesian risk
%2.1 Models
Now we formulate the models which we concern. Consider
industrial process. A batch of N components is presented to E
inspection station either for further processing or for acceptant
inspection. We make the following assumptions:
Al: A single measurement X is taken on each item, X is assumed to
be a random variable with normal distribution N(m,r2) where m has a
prior distribution N(pt,c2) with known p and c2 and r2 has one of
the follnwing prir distrihtinns F
Case 1: F is U(a,b), i.e., the density function f(x) of F is
Case 2: F is a translated exponential distribution Exp(e,A), i.e.,
the density function f(x) of F is
otherwise
where A 0 and e 0.
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Furthermore, we assume that m and r2 are statistically
independent. The standard value of X is No, which is specified by
the state-standard. institution or the contract regulation.
A2: A random sample X=( Xl, X2,..., Xn) of size n is take
from the batch. Let the observation vector of X be x
A3: According to the observation vector x, a decision 5(x), either
d0 or di, is adopted, where d0 and d1 denote the policies of
accepting the batch and rejecting the batch respectively.
The decision function may be one sided, two sided or symmetric











where x= Z xi/ n is the sample mean, a, a and S are all
i=1 1 2
S
A4: The loss function is given by
(2.1.4)
where CO, C1,..., Ck, Cr and Cs are all constant and chosen such
that Cr and C0+ C1(m-p0)+...+ Ck(m p0)k are all non-negative no
matter what value m is. Note that e(m,r 2,5(x)) is a function of r2
through b(x).
%2.2 Expectation of the loss function conditional on rz
Standard Bayesian approach is to determine the decision
function 6(X,) such that the Bayes risk is minimized. In other words, in
one sided case, we have to design a single sampling plan (n,6) of size n
and one specification limit b, so that the decision function 6(X) given
by (2.1.1) will minimize the Bayes risk
15
(2.2.1)
where Er2(•) and Em(•) are the expectations with respect to r2 and n
respectively. The last equality holds by the assumption that m and r`
are independent. In two sided case, a single sampling plan (n,b1,b 2) of
size n and two specification limits b1 and b2 is determined such that
with the decision function 5(X) given by (2.1.2), the Bayes risk
(2.2.2)
is minimized. In symmetric two sided case, a single sampling plan (n,5)
of size n and one specificaton limit 5 is determined so that the Bayes
risk r(n,5) of the same form as (2.2.1) is minimized under the decision
functon (2.1.3).
Without loss of generality, we can always assume that p0= 0
otherwise we let X'= X- PO, m'= m= NO and p'= p- p0. The models
are still. of the same.form but with new standard value E.tO= 0.
Before we evaluate the Bayes risk r(n,b) or r(n,b1,b2), we




where h is independent of rz and may depend on the specification
limit 5( bl or b2 Then we can evaluate r(n,b) by considering
E( e(m,r 2 ,5(x)) r 2) as the first step, then evaluate its expectation
with respect to r2 because the expectations of (2.2.3) and (2.2.4)
w.r.t. 7 2 can be evaluated systematically.





where pk is the k th moment of m, which can be obtained from the
characteristic function or moment generating function of normal
distribution. The above formula (2.2.5) consists of a constant term and
terms of
i= 1,2.
Lam (1988a) has derived a recursive formula for In(a,)f3) (see Appendix
A). Using (A.3), (A.4) and (A.10)- (A.13), we can calculate In(a j3)
recursively, hence R' (r2,n,81,62).
In Appendix B, we show that, for our a i and and for all n





n /n n n-
onsequently, terms in R'(r',n,81,5 2), the conditional expectation given
2
1 are also in the forms of (2.2.7) or (2.2.8).
For example, as in Lam's (1988a) paper, let the polynomial
loss function be quadratic.. Then the Bayes risk conditional on a given
value of r2 is given by
where
and
HA Ci L C:O41
expectation of (2.2.7) and (2.2.8) with respect to r2.
Up to now, we use two sided case as our example. in ract, the
19
expression of the conditional Bayes risk of one sided case and symmetric
two sided case are the same as the one of two sided case except that in
one sided case, we let 81= 0 and in symmetric two sided case, we let
81= 82= 8. The derivations are exactly the same.
%2.3 Bayes risk for r2 following U(a.b)
As the discussion in %2.2, if we can find the expectations of
(2.2.7) and (2.2.8), the Bayes risk can then be found.
In this section, the prior distribution of r2 is U(a,b) with
0 a b, i.e., the density function of T2 is
(2.3.1)
Let Kp(h) be the expectation of (2.2.7). Thus
From (C.4), it follows that the expectation of (2.2.8) can be expressed
in terms of K0(h) and K1(h). Using (C.2) and (C.3), we can find all
K_(h) recursively and then the expectation of (2.2.8). Hence, we can
20
obtain the expression of the Bayes risk.
For example, as before, let the loss function be quadratic and
consider the two sided case first. Then the Bayes risk is given by
2





Using (C.2)- (C.4), we have
k.,J.s)
This is the expression of the Bayes risk for two sided case.
As mentioned before, the expression for one sided case is the same as
(2.3.3) by setting 81= 0. Letting 81= 82= 8, (2.3.3) is also the
expression of the Bayes risk for the symmetric two sided case.
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%2.4 Bayes risk for r2 following Exp( e. A)
As we have shown that R'( r, n b 1 ,b 2) depends on 72 through
the terms of (2.2.7) and (2.2.8) where hi does not depend on r2.
Therefore, we have just to evaluate the expectations of (2.2.7) and
(2.2.8) if we wish to obtain the value of the Bayes risk.
Now assume that the prior distribution of r2 is Exp( E., A). Let
Hp(h) be the expectation of (2.2.7), i.e.,
Then, (D.2) gives the recursive formula to find all Hp(h) if H0(h) and
H1(h) are given.
Also. (D.3) show that the expectation of (2.2.8) can be
expressed in terms of H1(h). Hence, the Bayes risk can now be
calculated, if H0(h) and H1(h) have first been evaluated. In this
thesis we evaluate them by numerical integration. The method will be
discussed in Chapter 3.
As before, we use the quadratic loss function as an
illustration. The Bayes risk for two sided case is given by taking the
expectation of (2.2.9) w.r.t. r2, i.e.,
23
(2.4.1)
where A, B, C, d1 and d2 have the same expression as before.




It is obvious that the Bayes risks for one sided decision
function and symmetric two sided decision function have the same forms
as (2.4.2) by the same derivations but letting'a1= 0 in the one sided
case and letting S1= a2= a in the symmetric two sided case.
25
Chapter 3 Algorithm for searchin optimal single sampling plans
3.1 Algorithm
In Chapter 2, we have found the expressions for the Bayes risk
and have also shown that the Bayes risk r(n,8) can be evaluated
explicitly (if necessary, calculate H0(h) and H1(h) first). In this
state, we are now going to find the optimal single sampling plan by
minimizing the Bayes risk. In one sided or symmetric two sided cases,
we have to find a pair( n0, b0 so that the Bayes risk is minimized.
This is a problem of two dimensional minimization. But if we can fix
the sample size n first, then the problem is reduced to a one
dimensional minimization and then becomes simple. One method used in
this thesis, is to solve the equation a d (n,5)= 0 for f ixed n to
find out the corresponding specification limit. After that, changing n
to n+ 1, we repeat the above one dimensional minimization procedure,
and so on. Finally, by comparision, an optimal single sampling plan is
obtained by choosing a pair (n0, 80) which corresponds to the smallest
value of the Bayes risk r(n, 8). Similar procedure can be applied in
two sided case, except that the minimization is taken with respect to S
and 82. In the first sight, a two dimensional minimization should be
performed. However, after a careful review of (2.2.5), we find that
each term in the Bayes risk conditional on r2, R' (r2,n,81,82), does not
depend on both 8. and 5,,, but either of them or non of them. Hence,
26
terms in r( n, a,, a 2) also have this property. Therefore, we may
solve two independent equations a r(n,81 a2) 0 and a r(n,al ,a2)a al a s2
0 separately to find the corresponding a1,0 and d2 0. Thus, we need
only to perform the nnP diPncinnnl mir%.,.,+......._..,.
This search method will be applicable if the optimal sample
size is bounded above. In this case the above method will be finite,
i.e., an optimal single sampling plan can be found after finite steps.
Lam (1988a-b) said that it was true by showing the following theorem.
Theorm 3.1 (Lam, 1988a)
The optimal sample size n0 satisfies the following inequality:
n0 min([ Cr/ Cs],[( CO+ C1 P+...+ Ck Pk)/ Cs
where [a] is the integer part of a and pk is the k th moment of m.
Proof:
First of all, we consider one sided case.
Remember that we have assumed, in Chapter 2, that C0+ C1 m+...+
Ck mk is always non-negative no matter what value m is. Therefore,
from (2.1.4), we have
r( n0, b0) n0 Cs
Let( 0, 0) be the single sampling plan that rejects the batch without
sampling and( 0,) be the one that accepts the batch without




Therefore, Theorem 4.1 holds for one sided case. Similar argument show
that it is also true for two sided case and symmetric two sided case.
Now, a finite algorithm for searching an optimal singl
sampling plan is provided as follows. Here, we still study one side
case as an example.
Step 1:




Determine the upper bound of the optimal sample size, i.e.,
Take n= 1.
Step 3
For a given n, by using some one dimensional minimization method,
find the minimum Bayes risk with respect to 6 and then denote the
minimum value by r( n, 5 ) (Note 5 will be a vector
( or two sided case).
Stpn 4r
Take n = n + 1. Repeat step 3 until n = K.
Choose the smallest value out of r( 0, 6 ), r( 1, 5 ),
(K)
r( K, 5 ) to be r( n, 6 ). The corresponding sample size and
specification limit(s) ( nQ, 5Q ) constitute an optimal single
sampling plan.
Clearly, step 3 is the main step in the algorithm. The
minimization method used in this thesis will be discussed in the next
spotion.
ft O O f~ «% +• 4 «m 4 4b 4 4- rf-fc i
There are many methods for one dimensional minimization of
r( n, 5 ) with respect to 5 for fixed n. One of them is to solve the
pkniiPi + i nn
(3.2.i;
which is used in this thesis. Using this method, we have to find the
29
partial derivative of r( n, a) with respect to 4
As we have shown that the Bayes risk is in terms of the
expectations of (2.2.7) and (2.2.8), i.e.,
(3.2.2)
(3.2.3
Therefore, we just have to find the partial derivatives of above






in our case since (2.2.8a), hence (3.2.4) and (3.2.5) can be obtained by
30
evaluating (3.2.2) which has been discussed in %2.3 and %2.4 for two
prior distributions respectively.




Thus, the partial derivative of the Bayes risk with respect to a
can be expressed in terms of Kp(h). By (3.2.6) and (3.2.7), the second
derivative of the Bayes risk can be expressed in the same way. As
Appendix C shows that Kp(h) can be obtained recursively, the first and
second derivatives of the Bayes risk can then be evaluated.




Again, the partial derivative of the Bayes risk with respect to 8 can be
expressed in terms of Hp(h). By (3.2.4) and (3.2.5), the second
derivative of the Bayes risk is also possible to express in terms of
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Hp(h). As Appendix D show that Hp(h) can be obtained recursively if
H0(h) and H1(h) are given, the first and second derivatives of the Bayes
risk can then be evaluated.
Now, we need to calculate H0(h) and H1(h) which include
integration. The close forms of them are preferred, but it is hard to




We use four-point Newton-Cotes formula (See Johnson and




The error term is
Hence the speed of convergence is fast.
Since the form of a r( n,
a b is quite complicated, it is
difficult to solve (3.2.1) directly. One of the numerical methods for
solving it is Newton method which is suggested here. The speed of
convergence for Newton method is fast. But it may not converge if a
bad initial value is used. In this case, we use Bracketing method which
guarantee the convergence but the speed of convergence is slow.
Therefore, we use Bracketing method only if Newton method seems to be
divergent. These two numerical methods for solving nonlinear equations
will be discussed in the following sections.









at the point 8= a
(k'
Stop is




Let k= k+ 1 and repeat step 2.
This algorithm may not converge, but the speed of convergence is fast
whenever it works.
From the above algorithm, we find that an initial value b
and the second derivative of the Bayes risk are needed.
The evaluation of a r/ a 5 and a 2r/ a b2 has been discussed
in X3.2. To find an initial value b(0) for the algorithm, we search
from b= 0. and increase a by a particular, but not large, increment.
a r
Stop this process when (i) the value of 8 changes from negative to
positive, or (ii) when 8 is very large. In the first case, we let the
34
first value of b such that d 0 be our S In the second case,(0)
we assume that is always negative, i.e., for such a given n, the
Bayes risk r( n, 6) is a decreasing function for b. Then we let
If 3 b 0 for 5= 0, then 6= 0 is a local minimun.





is snffiriPntly cmnl l anal than letStop this process if
c be our approximate solution
3 tep
Let k= k+ 1
Repeat step 2.
This algorithm guarantees convergence, but the speed of convergence is
slow. Therefore, we apply Bracketing method only when Newton method
35
seems not to converge.
It is obvious that this method is always applicable if and
only if step 1 can hold, i.e., if and only if we can find such an
interval( a(0), b(0)). In fact, in our cases, such an interval is
obtained when we search an initial value for Newton method. Therefore,
Bracketing method is always available whenever Newton method is not
workable.
36
Chapter 4 Examples with quadratic loss function
In the previous chapters, we have shown that the Bayes risk
r( n, b), the first derivative and the second derivative of the Bayes
risk can be evaluated. In this chapter, we give the explicit expressios
of them by acmi nay a
(4.1)
where C2 0 and C12- 4 C0 C2 0 to guarantee that the cost is
always non-negative no matter what value m is. Then some numerical
result based on this quadratic loss function will be given by some
computer programs written in FORTRAN. We will see the effects of
changine coeffcients of the less finction or parameters of the mode
Without any declaration, all symbols used in this chapter have the
mmeanings defined in the previous chapters.
%4.1 Bayes risk and its first and second derivatives-
uniform distribution case
First of all, we use two sided decision function as an
37
illustraton. Then we discuss the cases of one sided decision function
and symmetric two sided decision function. In %2.3, the explicit
expression of the Bayes risk is given by (2.3.3). Thus, by using










In the case of one sided decision function, al is always fixed
to be zero. The first and second derivatives of r( n, a) are given by
(4.1.2) and (4.1.4) respectively with 6,= b.
If the decision function is symmetric two sided, both bl and
6_ are equal to b. Let r- and r, be the Bayes risks for symmetric two
39




(4.1.6) holds since no terms in r,, depend both 6 and b_, hene
is zero
14.2 Bay-es risk and its first and second derivatives
translated exponential distribution case
Consider the case of two sided decision function first. In
%2.4, we have found that the Bayes risk is given by (2.4.1) or (2.4.2).
Thus, by using (3.2.8), (3.2.9), (D.2) and (D.3) the first derivatives









With the same discussion as in %4.J, in the one sided case,
the first and second derivatives of r( n, a) are given by (4.2.2) and
(4.2.4) respectively with 8= s_
In the symmetric two sided case, (4.1.5) and (4.1.6) are still
true. Clearly, we must evaluate the values of H0(h) and H1(h) brefore
we are going to compute the values of the Bayes risk and its
derivatives. Remember that we will calculate them by numerical
integration.
%4.3 Examples
In this chapter, the expressions of the Bayes risk and its
derivatives have been given for the quadratic loss function. By using
the algorithm suggested in §3.1, for each prior distribution for r 2, a
computer program written in FORTRAN is implemented for each kind of
decision function, hence totally, six computer programs are available.
We only need to input the parameters of the models. Then the optimal
single sampling plan and the corresponding Bayes risk are provided.
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The parameters of the model includes
i) the coefficients CC, C1, C2, Cr and Cs of the loss function:
ii) the parameters p and a for prior distribution N(p,a2) of the
mean m
and either




iiib) the parameters s and A for the prior distribution Exp(e,A) of the
2
variance r
In these examples, we always let C0= C1= 0 to reduce the
number of the parameters. Moreover, we use C2= 10.0, Cr= 10.0, Cs=
0.1, (p,o)= (1.0,1.0) and (a,b)= (0.5,1.5) or (e.,A)= (0.8,3.4657) as
a reference for comparison. In each table, only one of the parameters
varies and the others are fixed. Then we may see the trends of the
optimal single variable sampling plans and the corresponding Bayes risks
caused by the variations of such narameters_
Note that, in both cases of different prior distributions of
r2 the medians of r2= 1.0 and the variances of r2= 0.0833. Hence,
the comparisons between two cases with the same changes in the other
parameters may be meaningful.
Moreover, for the case that 7 e is fixed and known to be one,
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based on the algorithm suggested in Lam(1988a), we also give the
corresponding optimal single sampling plans in Table 1- Table 18 as a
reference for comparison. The optimal single sampling plans for r2
U(a,b) are established in Table 19- Table 39 and finally, Table 40-
2
Table 63 show the optimal single sampling plans for r Exn(E.A.
From these tables, we can observe that if only one parameter
varies and the others are fixed, then the optimal sample size n0,
specification limit(s) 60(61,0',52,0) and the Bayes risk seem to be
monotone or unimodal functions of this varying parameter
Comparing three cases, we can see that the corresponding
optimal sampling plans are quite similar with the same values of the
parameters and the same median of r2. Furthermore, the Bayes risks for
the case that r2 Exp(e,A) are the largest among those for three cases
and that for T`r- 1. (a,b) is t e smallest. From Tah?e '2'..'5, Table 32 and
Table 39, we find that if the length of the interval (a,b) decreases and
the whole interval tends to the point 1.0, then the optimal single
sampling 2^- 2
plans for r U(a,b) are nearly the same as that for r= 1.0.
The similar results can be observed from Table 46. Table 47. Table 54.
Table 55, Table 62 and Table 63. As A incearses, the variance of r2
decreases, i. e., r 2 tends to the point 1.0. Therefore, the
corresponding optimal single sampling plans for r2 Exp(e,A) will
2
change closer to that for r= 1.0.
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Chapter 5 DiscussionE
The optimal sample size obtained from our examples is ver,,
small, usually not more than ten. Therefore, it seems to b,
practicable.
The algorithm suggested in %3.1 is finite and simple. It is
very efficient if the upper bound of the optimal sample size obtained
from Theorem 3.1 is not very large. However, if the sampling cost is
very small, such upper bound will be very large and then more CPU time
is needed for providing an optimal single sampling plan. But in our
examples, we can find that the actual sample size compared with its
upper bound obtained from Theorem 3.1'is very small. For instance, let
CO= 0.0, C1= 0.0, C2= 10.0, Cr= 10.0, Cs= 0.1, p= 1.0 and a= 1.0.
The upper bound so obtained is 100. But from our tables, the actual
optimal sample size is usually 6, a small value compared with 100. Also
by my experience in the computer work of a lot of examples, for the
Bayes risks obtained from our algorithm{ r(n,b(n)')), n= 0, 1, 2,...
,K, where K is the upper bound of the optimal sample size, there is
usually only one minimum point for n. Hence the first minimum point for
n is usually the global minimum point which our algorithm wishes to
obtain. Therefore, even the algorithm may stop when the sequence
{ r(n,b(n))), n= 0, 1, 2,..., K, has obtained the first minimum
point for n. With this modification, our algorithm is still efficient
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if our upper bound of the optimal sample size is very large.
Comparing the optimal single sampling plans obtained for
different prior distribution of T2 with those obtained for fixed T2, we
can find a little difference if the variance of T2 is small. Therfore,
assumption of fixed r2 is recommended if the variance of the T2 is
small. Lam(l.988a-b) suggested an algorithm for searching the optimal
single sampling plans for fixed T2. Such algorithm is nearly the same
as the one in this thesis but the minimization step is much simplier.
However, if the variance of. T2 is large and the cost due to non-optimal
sampling plan is large, we should use the appropriate prior distribution
to describe T2 more precisely and find out a more accurate optimal
sampling plan to minimize the cost.
In addition to the optimal solution of the model, one may wish
to investigate the behaviour of the solution due to changes of the
parameters of the model. This is usually referred to as sensitivity
analysis. In particular, such an analysis is needed when the parameters
of the model cannot be estimated accurately. As the computer programs
have been implemented for searching optimal single sampling plan, a
little modifications of them will fulfil this purpose. Based on the
incorrect parameters, a single sampling plan as well as the
corresponding 'minimum' Bayes risk are suggested by the computer
program. As this 'minimum' Bayes risk is evaluated under our estimated
parameters, we call it the estimated Baves risk. By using the correct
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parameters, the true (but not optimal) Bayes risk for this non-optimal
single, sampling plan suggested under the inaccurately estimated
parameters is obtained. Moreover, for the correct value of the
parameters, the actual. optimal single sampling plan with its optimal
Bayes risk can be obtained by our standard computer program. Then the
comparison of the true Bayes risk and the opt. i ma,i Bayes risk can be
performed. For example, for r2 U(a,b), lot the true parameters he C
0
= 0.0, C1= 0.0, C2= 10.0, Cr= 10.0, Cs= 0.1., p= 1.0, c= 1.0, a=
0 .5 and h= 1. 5. The following Table 5.1 gives the results of
comparison for the case of two sided decision function and inaccurate
estimation in C
r
Table 5.1 Effects on the Bayes risk if inaccurate estimation of C use
r
Suggested Percentage
Estimated sampling plan Estimated True of the optima
C n0 5 1 5 2 Bayes risk Bayes risk Rayes risk
5 4 0.9255 0.4407 4.8722 8.5436' 1.06.3f
* * *
10 6 1.2447 0.9150 8.0311 8.0311 100.00
15 6 1.5262 1.1930 10.4901 8.2964 103.3C
20 6 1.7597 1.4230 12.4607 8.9315 111.21
40 6 2.4734 2.1227 17.2020 12.7062 158.21
C= 10.0 is the true value.
r
* *
8.0311 is the optimal Bayes risk
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if Cr is inaccurately estimated to he 5.0, then the single sampling plan
suggested by the computer program is (n0, b1, 52) (4, 0.9255, 0.4407)
and the correspond irig estimated Rayes risk is 4.8722. However, as the
true value of C r is 1.0.0, the true (but not optima-1) Bayes risk should
be 8.5436. Under the t.rire parameter, the optimal single sampling plan
and its corresponding optimal Rayes risk are (6, 1. 2447, 0.9150) and
8.0311. Comparing the true Bayes risk 8.5436 and the optimal Rayes risk
8.0311, we find that if we use the suggested single sampling plan under
the inacclrra t:e estimated C r= 5.0, the Bayes risk will he 106.38% of the
optimal one. For other estimated C r' s, the same interpretations can be
made. From Tabl e 5. 1, we can see that this model i s not scansitive to
the parameter Cr at the values of the parameters stated before. T1-cc
sensitivity analysis of other parameters or at. other values of the
parnlmeters can be dorle in the same way. Here, we only introduce the
merhod by using out modified comnllter programs.
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where ?(u) and t(u) are the density function and the cumulative
distribution function of standard normal distribution respectively, a
and Q are real number and k is a nnn-npaafiira infnernr
Grundy, Headly and Rees (1956) gave the following formula for
(A.3
where 'r
















For k 0, from (A.1) and through integration by part, we have
wnicn is (A.10)





By differentiating (A.10) and (A.11) with respect to C and using
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(A.7) and (A.9), the above theorem immeiatpl fnllnwo
Now the required recursive formulae have come out. In fact (A.3),
(A.4), (A.10), (A.11), (A.12) and (A.13) give us the possibilty to
calculate all Ik(a,,3) and Jk(a,A), hence as' well as the conditional
2
expectation of the polynomial loss function for a given r.
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Appendix B
fe are going to show the assertion that, in our problem,
(B.1)
(B.2)
for all non-negative integer k.
In fact, in our problem,
and
i= 1, 2










Therefore, our assertion-is true for k= 0, 1.
Since the recursive formula (A.10),
by induction, it is suffice to show that aiik(a,,D) are in terms of (B.1)
and (R_2)





Both of them are in terms or kn.
From the recursive formula (A.12) for J (a,3),K
By substituting our and 3 and multiplying to both side of it, we
have
(B. 7)
Hence, if oc.J (a.,3.) and a.J (a.,3.) are in terms of (B.l), then so1 K-l 11 1 K 1 1
is a.J (a.,3.). Therefore, from (B.7) with (B.5) and (B.6) and by1 K+111




Then, for p= 1,2,3,..
(C.2)


















If r'd follows Exp( e, A) and H0(h) and H1(h) are given, (D.2) an





where fr2(x) is the probability density function of r2. Moreover,
(E.2)
(E.1) and (E.2) show that the derivative of the Bayes risk, which in
terms of (3.2.2) and (3.2.3), with respect to b is also in terms of
Kp(h)'s or Hp(h)'s. Therefore, it can be obtained by calculating Kp(h)
and Hp(h) recursively.
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Table 7. The Optimal Sampling Plan as C9 Varies for r= 1.0
Two Sided Case






































































































































































































































































































































































































































































































































































































Table IT. The Optimal Sampling Plan as a Varies for 1.0
Two Sided Case
o









































































































































































































































































































































Table 13. The Optimal Sampling' Plan as C Varies for r= 1.0






















































































































Table 14. The Optima] Sampling Plan as Varies for 1.0
























































































































Table 15. The Optimal Sampling Plan as C Varies for r2= l.o
s









































































































































Table 16. The Optima] Sampling Plan as jj Varies for t= 1.0































































































Table 17. The Optimal Sampling Plan as a Varies for r= 1.0
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Table 18. The Optimal Sampling Plan as t Varies But Fixed





























































































































































































































































































































































































































































































































































































































































































































The Optimal Sampling Plan as the Location of the Interval (a,b) Varies
But Fix the Length of the Interval =1.0 for r2 ~ U(a,b)
One Sided Case
























































































































The Optimal Sampling Plan as the Length of the Interval (a,b) Varies
But Fix the Median of r2 = 1.0 for r2 ~ U(a,b)
One Sided Case
























































































rTable 26. The Optimal Sampling Plans as C varies for r ~ U(0.5,1.5)
Two Sided Case


















































































































































Table 27. The Optimal Sampling Plan as Varies for r2 ~ U(0.5,1.5)
Two Sided Case
C



















































































































































































































































































































Tabble 29. The Optimal Sampling Plan as j Varies for ~ U(0.5,1.5)
Two Sided Case






















































































































iab]e 30, ihe Optimal Sampling Plan as a Varies for ~ U(0.5,1.5)
Two Sided Case
C
no 6i. 0 52,0
risk
r i-



























































































































































The Optimal Sampling Plan as the Location of the Interval (a,b) Varies
But Fix the Length of the Interval = 1.0 for ~ U(a,b)
Two Sided Case


















































































































































The Optimal Sampling Plan as the Length of the Interval (a,b) Varies
But Fix the Median of r2 = 1.0 for r2 ~ U(a,b)
Two Sided Case
( a, b )
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Table 33. The Optimal Sampling Plan as C Varies for r2 ~ U(0.5,1.5)
Symmetric Two Sided Case



















































































































Table 34. The Optimal Sampling Plan as Varies for r2 ~ 0(0.5,1.5)




















































































































Table S 5. The Optimal Sarni)] ir» Plan as C s Varies for r2~0(O.5, 1 .5)




0.001 67 0.9961 6. 9276
0.005 29 0.991.2 7.0912
0.01 21 0.9880 7.2126
0.02 14 0.9824 7.3822
0.03 12 0. 9796 7.5109
0.04 10 0.9758 7.6179
0.05 9 0.9733 7.711.7
0.06 8 0.9701 7.7996



























Table 36. The Optimal Sampling Plan as fJ Varies for r2 ~ U(0.5,1.5)
Symmetric Two Sided Case
no 50





























































































Table 37. The Optimal Sampling Plan as a Varies for t ~ U(0.5,1.5)

































































































































The Optimal Sampling Plan as the Location of the Interval (a,b) Varies
But Fix the Length of the Interval =1.0 for ~ U(a,b)
Symmetric Two Sided Case
























































































































The Optimal Sampling Plan as the Length of the Interval (a,b) Varies
But Fix the Median of r2 = 1.0 for r2 ~ U(a,b)
Symmetric Two Sided Case








































































































































































































































































































































































































































































































































Table 44. The Optimal Sampl.i.np Plan as a Varies for r2- Exp(0.8,3.4657)
nn(' Sided Case
0 n b risk
o 0
0.1.0 0 0.0000 10.0000
0.20 0 0.0000 10. 0000
0.30 6 0.9127 9.7923
0.40 7 0.9239 9.4776
0.50 7 0.9230 9.2657
0.60 7 0.9222 9.1-558
0.70 7 0.921.6 9.1197
0.80 7 0.9212 9. 1306
0.90 6 0.9073 9.1654
1.00 6 0.9069 9.2116
1.10 6 0.9066 9. 2653
1.20 6 0.9064 9.3218
1.30 5 0.8867 9.371.9
1.40 5 0.8864 9.4209
1.50 5 0.8862 9.4681.
1.60 5 0.8860 9.5129
1 .70 5 0.8859 9.5552












































































































































































































































































Table 47. The Optimal Sampling Plan as e Varies for r2 ~ Exp(e,A)









































































Table 48. The Optimal Sampling Plan as varies for Exp(0.8,3.4657)
Two Sided Case


















































































































































Table 49. The Optimal Sampling Plan as C r Varies for r2 Exp(0.8,3.4657)
Two Sided Case
0 n br risk1,0 5 2, 0
2.C 0 0.0000 0.0000 2.0000
4.C 0 0.0000 0.0000 4.0000
6.C 5 1.0030 0.5759 5.6180
8.0 5 1.1735 0.7447 6.9163
1.0.0 6 1.2663 0.9069 8.0788
12.0 6 1.3887 1.0282 9.1341
14.0 6 1.5001 1.1383 10.0971
16.0 7 1.5547 1.2436 10.9764
18.0 7 1.6478 1.3357 11.7792
20.0 7 1.7356 1.4225 12.5155
22.0 7 1.8189 1.5048 13.1913
24.0 7 1.8982 1.5832 13.8117
26.0 7 1.9742 1.6582 14.3815
28.0 7 2.0473 1.7302 14.9048
30.0 7 2.1177 1.7996 15.3855
32.0 7 2.1858 1.8666 15.8271
.7
34.0 2.2517 1.9314 16.2326
36.0 6 2.3873 2.0103 16.6048
38.0 6 2.4515 2.0729 16.9442
40.0 6 2.5140 2.1339 17.2554
42.0 6 2.5750 2.1933 17.5407
44.0 6 2.6346 2.2513 17.8023
46.0 6 2.6928 2.3080 18.0420
48.0 6 2.7499 2.3634 18.2616
50.0 6 2.8058 2.4176 18.4628
60.0 5 3.2043 2.7182 19.2224
70.0 4 3.6940 3.0403 19.6855
80.0 3 4.4511 3.4295 19.9502
90.0 0 20.0000
Table 50. The Optimal Sampling Plan as C Varies for 72-~ Exp(0 . 8 , 3 .4657 )s
Two Sided Case
C














































































































































































































































































0.10 0 0.0000 0.0000 10.000
0.20 2 0.7433 9.9500
0.30 4 0.8694 9.6133
0.40 6 0.9113 9. 1763
0.50 6 0.9101 8.7720
0.60 6 2.0690 0.9092 8.4574
0.70 6 1.6774 0.9084 8.2395
0.80 6 1.4788 0.9078 8.1165
0.90 6 1.3531 0.9073 8.0699
1.00 6 1.2663 0.9069 8.0788
1.10 6 1.2030 0.9066 8.1241
1.20 6 1.1553 0.9064 8.1915
1.30 6 1.1].82 0.9061 8.2710
1.40 6 1.0890 0.9060 8.3560
6 1.06541.50 0.9059 8.4423
6 1.04611.60 0.9057 8.5273
1.03001.70 6 0.9056 8.6096




















0.00 3 1.1331 0.9563 7.4729
0.20 4 1.1761 0.9404 7.6748
0.40 5 1.201.0 0.9310 7.8324
0.60 5 1.2598 0.9096 7.9656
0.80 6 1.2663 0.9069 8.0788
1.00 6 1.3149 0.8888 8.1817
1.20 7 1.3124 0.8896 8.2761
1.40 7 1.3539 0.8739 8.3598
1.60 7 1.3953 0.8581 8.4394
1.80 7 1.4366 0.8421 8.5151
2.00 8 1.4192 0.8488 8.5834
2.20 8 1.4552 0.8347 8.6480
2.40 8 1.4911 0.8206 8.7101
2.60 8 1.5269 0.8063 8.7696
2.80 8 1.5626 0.7919 8.8267
3.00 9 1.5333 0.8037 8.8798
3.20 9 1.5649 0.7909 8.9304
3.40 9 1.5966 0.7781 8.9792
3.60 9 1.6281 0.7652 9.0263
3.80 9 1.6597 0.7522 9.0719
4.00 9 1.6911 0.7392 9.1159
5.00 10 1 .7650 0.7081 9.3140
6.00 10 1.9048 0.6478 9.4817
7.00 10 2.0435 0.5864 9.6276
8.00 2.18101.0 0.5239 9.7553
2.31769.00 10 0.4603 9.8677








0.10 10 2.2394 0.6045 9.9018
0.20 9 1.8048 0.7287 9.3374
0.30 9 1.6140 0.7903 9.0542
0.40 8 1.5729 0.8026 8.8807
0.50 8 1.5035 0.8259 8.7587
0.60 8 1.4556 0.8421 8.6699
0.70 8 1.4205 0.8540 8.6023
0.80 7 1.4468 0.8439 8.5488
0.90 7 1.4229 0.8521 8.5028
1.00 7 1.4034 0.8588 8.4648
2.00 7 1.3118 0.8907 8.2770
3.00 6 1.3251 0.8852 8.2030
4.00 6 1.3061 0.8920 8.1630
5.00 6 1.2945 0.8961 8.1.384
6.00 6 1.2867 0.8990 8.1217
7.00 6 1.2811 0.9010 8.1096
8.00 6 1.2768 0.9025 8.1004
9.00 6 1.2746 0.9037 8.0933
610.00 1.2709 0.9047 8.0875
620.00 1.2589 0.9090 8.0613
630.00 1.2549 0.9105 8.0524
640.00 1.2529 0.9112 8.0479
6 1.251750.00 0.9117 8.0452
6 1.250960.00 0.9120 8.0434
670.00 1.2503 0.9122 8.0422
1.2498680.00 0.9123 8.0412
6 1.249590.00 0.9125 8.0404
1.24926 0.9126100.00 8.0398
6 1.2473 0.9133500.00 8.0355
Table 55. The Optimal Sampling Plan as e Varies for Rxp(e,A)
2
and Median of r = 1.0, i.e., A = - In (0.5) (1 - e.)
Two Sided Case
e























































































Table 56. The Optimal Sampling Plan as Varies for r2~ Exp(0.8,3.4657)






















































































































Table 57. The Optimal Sampling Plan as Varies for r2- Exp(0.8,3.4657)























































































































Table 58. The Optimal Sampling Plan as C S Varies for r2- Exp(O.8,3.4657)
Symmetric Two Sided Case
C no b0 riskS
0.001 69 0.9959 6.9334
0.005 31 0.9911 7.1.040
0.01 21. 0.9869 7.2305
0.02 15 0.9820 7.4071
0.03 12 0.9778 7.5410
0.04 10 0.9737 7.6532
0.05 9 0.9709 7.7505
0.06 8 0.9676 7.8387
0.07 8 0.9676 7.9187
0.08 7 0.9633 7.9919
0.09 7 0.9633 8.0619
0.10 6 0.9576 8.1269
0.11 6 0.9576 8.1869
0.12 6 0.9576 8.2469






















Table 59. The Optimal Sampling Plan as u Varies for T2- Exp(O.8,3.4657)
Symmetric Two Sided Case
n 5 risk
0 o
0.00 6 1.0853 6.4989
0.10 6 1.0835 6.5198
0.20 6 1.0783 6.5819
0.30 6 1.0699 6.6832
0.40 6 1.0587 6.8204
0.50 6 1.0452 6.9894
0.60 6 1.0299 7.1853
0.70 6 1.0131 7.4026
0.80 6 0.9953 7.6357















Table 60. The Optimal. Samlinc Plan as a Varies for Exp(0
Symmetric Two Sided Case
riskQ no o
0.10 0 0.0000 10.000
0.20 2 0.8191 9.971
0.30 4 0.8797 9.620
0.40 6 0.9162 9.1.81
0.50 6 0.9213 8.788
0.60 6 0.9294 8.488
0.70 6 0.9387 8.286
0.80 6 0.9473 8.170
0.90 6 0.9537 8.123,
1.00 6 0.9576 8.126'
1.1.0 6 0.9593 8. 164
1.20 6 0.9592 8.224
1.30 6 0.9578 8.297,
1.40 6 0.9557 8.376!
1.50 6 0.9530 8.458f
1.60 6 0.9502 8.540:
1.70 6 0.9473 8.61.9















Table 61. The Optimal Sampling Plan as e Varies for r2- Exp(e,3.465'
Symmetric Two Sided Case
6 nfl 5 risk
0
0.00 3 0.9791 7.4858
0.20 4 0.9718 7.6971
0.40 5 0.9677 7.8611
0.60 6 0.9651 8.0027


























Table 62. The Optimal Sampling Plan as A Varies for T2- Exp(1.0,A
Symmetric Two Sided Case
ri0IFA no 5-
0.10 0 0.0000 10.0000
0.20 11 0.8944 9.5274
0.30 10 0.9136 9.2065
0.40 1.0 0.9282 9.0104
0.93050.50 9 8.8744
0.93710.60 9 8.7751-
























Table 63. The Optimal Sampling Plan as c Varies for T2 - Exp(E,A)
and Median of T2 = 1.0, i.e., A = - ln(0.5)/(1 - E)
Symmetric Two Sided Case
6 no b0 risk
0.00 7 0.9596 8.2518
0.10 7 0.9597 8.2412
0.20 7 0.9598 8.2294
0.30 7 0.9601 8.2165
0.40 7 0.9605 8.2023
0.50 6 0.9551 8.1865
0.55 6 0.9554 8.1778
0.60 6 0.9558 8.1686
0.65 6 0.9562 8.1589
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