Network modeling of macrophage activation predicts responses to combinations of 22 cytokines along both the M1-M2 polarization axis and a second axis associated with a 23 mixed macrophage activation phenotype.
Introduction 51
Macrophages are central mediators of inflammation across a diverse range of protective 52 or pathogenic processes including antimicrobial defense, anti-tumor immune responses, 53 allergy and asthma, wound healing, and autoimmunity.
[1]-[6] Tumor-associated 54 macrophages generally exhibit an anti-inflammatory phenotype in response to hypoxic 55 tumor microenvironment signals. [5] In rheumatoid arthritis, both pro-and anti-56 inflammatory cytokines stimulate macrophages to control inducible nitric oxide synthase 57
(iNOS) expression and nitric oxide production, which is implicated in inflammation, 58
angiogenesis, and tissue reconstruction.
[6] After myocardial infarction, the macrophage 59 population consists of subtypes that regulate the early pro-inflammatory and later anti-60 inflammatory reparative phases of infarct remodeling. Pro-inflammatory macrophages 61 mediate the release of pro-inflammatory cytokines, whereas anti-inflammatory 62 macrophages mainly participate in wound-healing.
[7]- [11] 63
Macrophage infiltration into tissue and activation are coordinated by a variety of 64 chemokines and cytokines. These environmental cues induce different macrophage 65 phenotypes, characterized by distinct gene expression patterns and cell functions. 66
Historically, macrophages in vitro have been classified into the classically (pro-67 inflammatory, M1) activated and the alternatively (anti-inflammatory, M2) activated 68 phenotypes, each associated with specific markers. Lipopolysaccharide (LPS) and 69
interferon-γ (IFNγ) are the prototypical stimuli for M1-type activation, and interleukin(IL)-70 4 is a prototypical M2-type stimulus.
[12], [13] However, a number of studies have shown 71 more diverse, stimulus-dependent macrophage phenotypes.
[1], [4] , [14] - [17] In vivo 72 studies further indicate that macrophages respond to more complex, tissue-specific 73 combinations of signaling factors than typically studied in vitro.
[18], [19] Several recent 74 reviews have noted that macrophage activation, orchestrated by complex 75 spatiotemporally signaling cues, extends well beyond the linear M1/M2 spectrum and 76 requires reassessment of current conceptual models.
[20]-[22] 77
Developing more accurate conceptual models will require comprehensive 78 assessments of macrophage phenotypes and systems biology frameworks that 79 mechanistically link cues to phenotype. Advances in transcriptomics have provided 80 genome-scale signatures of macrophage responses that extend beyond the limited 81 marker panels previously considered. Omics studies have been critical in defining the 82 complexity of macrophage responses that depend on cell source, timepoints of 83 evaluation, and stimuli applied. [14] , Figure 1 ). Using this network structure, a logic-based differential equation (LDE) model 113 of this signaling network was automatically generated as previously described (see 114
Methods).[35]-[37]
A full description of model structure, parameters, and supporting 115 literature is provided in Supplementary Table S1 . 116 117
Predicting signaling and gene expression dynamics in response to pro-and anti-118
inflammatory stimuli 119
The model was used to predict the dynamics of macrophage gene expression in 120 response to stimulation by either pro-inflammatory LPS+IFNγ or anti-inflammatory IL4 121 (Figure 2A) . Consistent with previous studies, genes used as pro-inflammatory 122 phenotype markers such as IL1 and iNOS mRNAs were specifically induced by 123
LPS+IFNγ stimulation, while anti-inflammatory markers such as arginase 1 (Arg1) 124 mRNA were specifically induced by IL4 stimulation. IL1, IκBα, and matrix 125 metallopeptidase 3/7/9 (MMP3/7/9) mRNAs were predicted to exhibit adaptive 126 expression due to negative feedback regulation. Suppressor of cytokine signaling 1 127 (SOCS1) expression was predicted to increase under both conditions, but somewhat 128 more strongly with LPS+IFNγ ( Figure 2B) . Network-wide responses to LPS+IFNγ and 129 IL4 stimulation are visualized in Supplementary Figure S1 . 130
Model predictions of mRNA expression were compared to experimental 131 transcriptome responses of peritoneal macrophages stimulated with LPS+IFNγ or IL4 132
for 4 h (Figure 2C ; see Supplementary Figure S2 for differential expression analysis). 133
Semi-quantitative comparisons between the model and experimental measurements 134
were performed by root-mean squared (RMS) normalization of log2 fold changes in 135 gene expression. For both LPS+IFNγ and IL4 stimulated conditions, we observed high 136
consistency between the predicted model and experimentally measured expression 137
profiles. In the LPS+IFNγ stimulated macrophages, 27 out of 29 genes were semi-138 quantitatively consistent (absolute difference in RMS-normalized fold change less than 139 0.4). The two quantitatively inconsistent genes, C-C motif chemokine ligand 17 (CCL17) 140
and peroxisome proliferator-activated receptor-γ (PPARγ), both qualitatively decreased 141
in the RNA-Seq data and model predictions. In IL4-stimulated macrophages, 26 out of 142 29 genes were semi-quantitatively consistent. Two of the three inconsistent genes, 143
CCL17 and SMAD7, both qualitatively increased in the RNA-Seq data and model 144
prediction. IL4 Receptor-α (IL4Rα) was predicted to be increase yet was not significantly 145 differentially expressed in the RNA-Seq data. Overall the model exhibited 91.4% (53 of 146 58) semi-quantitative match and another 6.9% (4 of 58) trend match with RNA-Seq 147
data, for a total match of 98.3% (57 of 58). 148
To identify the key drivers of differential macrophage responses to LPS+IFNγ 149 and IL4 input-dependent differential responses, we simulated network-wide node 150
knockdowns. As shown in Supplementary Figure S3 , the network response to 151 knockdowns differed considerably between LPS+IFNγ and IL4 conditions. Network 152 influence of a given node was quantified by summing the absolute change in all network 153 nodes when that node was knocked down (columns in Supplementary Figure S3 ). The 154 most influential nodes in LPS+IFNγ -treated macrophages differed considerably from 155 the most highly influential nodes with IL4 treatment (Figure 3A) . Node sensitivity was 156 quantified by summing the absolute change in that node across all node knockdowns 157
(rows in Supplementary Figure S3 ). 158
Based on network-wide knockdown simulations, the top 10 most influential nodes 159 and top 10 most sensitive nodes were ranked for both the LPS+IFNγ and IL4 stimulated 160
conditions. Under LPS+IFNγ stimulation, the most influential nodes are the LPS-toll like 161
receptor 4 (TLR4)-myeloid differentiation 88 (MyD88)-TNF receptor associated factor 6 162 (TRAF6) signaling axis, phosphoinositide 3-kinases (PI3K)/AKT, and pro-inflammatory 163 transcriptional factors signal transducer and activator of transcription 1 (STAT1) and 164
nuclear factor κB (NFκB) (Figure 3B, left panel) . The nodes most sensitive to 165 knockdowns under LPS+IFNγ stimulation were induced by mitogen-activated protein 166 kinases (MAPKs) and IL1 autocrine signaling, suggesting a highly interactive and 167 feedback-dependent network. In contrast, with IL4 stimulation the most influential nodes 168
were associated with the IL4-STAT6 signaling axis except IκBα (which was negatively 169 regulated by the IL4-STAT6 pathway) and SOCS1, which negatively fed back to STAT6 170 activation. The most sensitive nodes under IL4 stimulation were all STAT6-induced, 171
consistent with the dominant signaling through the IL4-STAT6 signaling axis ( Figure  172 3B, right panel).
174
Distinct macrophage phenotypes predicted in response to stimuli combinations 175
During inflammation, macrophages are subjected to multiple, sometimes conflicting 176
cues. Responses to combinations of stimuli may reveal the crosstalk mechanisms that 177 underlie cellular decision making. To this end, we simulated the 9 single input stimuli, 36 178 pairwise combinations, and negative control conditions. Network responses to cytokine 179 combinations clustered into 6 phenotypes, which were largely determined by a 180 dominating role of LPS, TNFα/IFNγ/IFNβ, IL1, or IL4 ( Figure 4A , conditions listed in 181 Table 1 ). Signaling modules distinctly induced by these stimuli are visualized in 182
Supplementary Figure S4 . and they both strongly stimulated the NFκB module. However, LPS was distinguished 189 along PC2 by stronger activation of MAPKs and STAT1 modules and IL1 mRNA 190 expression, while IFNγ stimulated glycogen synthase kinase 3 (GSK3) (Figure 4C) . and IL10-dominated combinations were both located in the positive PC1 direction, 192
associated with a M2-like phenotype. However, PC2 distinguished their distinct 193 regulation of STAT6 and STAT3 modules (Figure 4C) Co-stimulation of LPS, TNFα, IFNγ, or IFNβ with IL4 produced a mixed 199 phenotype distinct from that observed with any individual stimulus ( Figure 4B) . As 200 expected, combinations of these pro-and anti-inflammatory stimuli were mutually 201
inhibiting along the M1-M2 axis. Surprisingly, these combinations were mutually 202
activating along the PC2 dimension. PCA did not resolve unique markers of the mixed 203 phenotype, indicating that closer examination of particular conflicting stimuli was 204 needed to identify the drivers of mutual inhibition and activation. Compared to analysis 205 of single treatments alone (Supplementary Figure S5) , combination treatments 206 decreased the variance explained by PC1 from 61% to 55% and increased the variance 207 explained by PC2 from 14% to 17%. Together these results indicate an important 208 dimension to macrophage activation beyond the classic M1-M2 polarization paradigm. 209 210
Antagonistic stimulus combinations elicited both antagonistic and mutualistic responses 211
in different signaling modules. 212
To identify network mechanisms that may contribute to cross-talk between conflicting 213 cues, we focused on IFNγ with IL4, as this pair often co-exists in vivo and has been 214 studied experimentally.
[40] Signaling module activation was quantified by the sum of the 215 node activities within each module, as identified in the hierarchical clustering analysis. 216
Addition of a conflicting stimulus decreased activity of IFNγ -induced MAPKs, NFκB, 217
and STAT1 modules and IL4-induced STAT6 modules, demonstrating mutual inhibition 218 of these modules (Figure 5A) . In contrast, STAT3 and PI3K modules were further 219 activated by co-stimulation with the pro-and anti-inflammatory inputs, consistent with 220 our observation of a unique mixed phenotype. 221
We further examined potential cross-talk between IFNγ and IL4 on gene 222 expression, which was validated against independent published RNA-Seq data of 223 murine bone marrow-derived macrophages treated with IFNγ and IL4 combinations for 224 4 h (Figure 5B) induced genes suppressed by co-stimulation with IL4 (TNFα, IL18, IKBα, IL15, CXCL10, 229 6 IRF1, SOCS3, iNOS, ICAM1). One exception was CCL5 mRNA, which was not 230
predicted to be differentially regulated by either IFNγ or IL4. The model also correctly 231
predicted IFNγ -mediated inhibition of four IL4-induced genes (KLF4, Fizz1, Myc, Arg1). 232
In addition to these mutually inhibitive effects, the model correctly predicted mutual 233 induction of SOCS1 and IL4Rα gene expression by IFNγ+IL4 co-stimulation (predicted 234 kinetics shown in Figure 5C ). 235
Responses to IFNγ+IL4 co-stimulation were visualized to identify network 236 mechanisms contributing to mutual inhibition or activation (Supplementary Figure S6) . 237 SOCS1 mRNA was induced by IFNγ-stimulated interferon regulatory factor 1 (IRF1) and 238
IL4-stimulated STAT6. Mutual induction of IL4Rα mRNA was mediated by IFNγ-239 stimulated STAT3 and IL4-stimulated STAT6. Mutual activation of PI3K/AKT was 240 mediated by IFNγ-stimulated IL10 and TNFα as well as IL4-stimulated growth factor 241 receptor-bound protein 2 (GRB2). Under combined IFNγ+IL4, network-wide 242 knockdowns demonstrate that mutually activated PI3K and SOCS1 became highly 243 influential in suppressing pro-inflammatory and anti-inflammatory genes, respectively 244
( Figure 5D and Supplementary Figure S7 ).
246
Discussion 247
Here, we developed a computational model that provides a quantitative framework with 248
which to understand how macrophages integrate and respond to multiple, often 249
conflicting cues. The model was validated against transcriptome measurements from 250 pro-and anti-inflammatory cues (LPS+IFNγ and IL4, respectively), as well as mixed 251
IFNγ + IL4 stimulation. In response to combined treatments, macrophages were 252 predicted to respond not only along the classic M1-M2 polarization axis but also along a 253 second, orthogonal dimension differentiating inactive (M0) macrophages from 254 macrophages that are activated by mixed cues. The model predicted key network 255 mechanisms that mediate mutual inhibition among M1 and M2-associated cues, which 256
include predicted mutual activation of the PI3K/STAT3 signaling module and enhanced 257 gene expression of SOCS1 mRNA and IL4Rα. Overall, this study illustrates how 258 systems analysis of responses to combined stimuli can reveal network principles that 259 underlie cellular decision making. 260
The classic M1-M2 paradigm distinguishes between pro-and anti-inflammatory 261 macrophages through differential expression of phenotype markers (e.g. IL1, IL6, iNOS, 262
TNFα for M1; (Arg1, found in inflammatory zone 1 (Fizz1), PPARγ for M2 and predicted distinctly influential signaling nodes under these conditions. In response 273
to 36 stimulus pairs, the macrophage network model responded not only along the 274 classic M1-M2 polarization axis but also along a second axis that further differentiated 275 among macrophage phenotypes (Figure 6) between their model and ours, a logic-based differential equation version of the Boolean 299 model also predicts gene expression in response to LPS or IL4 that is mostly consistent 300
with the RNA-Seq data from peritoneal macrophages used in our analysis 301 (Supplementary Figure S8) In conclusion, the macrophage network model developed here provides a 313 framework for network-based understanding of how macrophages respond to complex 314 stimuli. Integrated network analyses and experimental studies in the context of mixed 315
stimuli are needed to better characterize and understand the spectrum of macrophage 316 phenotypes in physiologic and pathologic settings. 317 318 319
Materials and Methods 320
Model development 321
An initial macrophage signaling network was constructed based on literature search in 322
PubMed, identifying review articles and original articles using the search terms 323 "macrophage polarization", "macrophage activation", "computational modeling", and 324
"peritoneal macrophages".
[1], [30]-[32] The signaling network was then extended to 325 include additional established macrophage activation markers that were differentially 326 expressed in peritoneal macrophages from wild type (WT) C57/BL6J mice treated with 327 either 1 µg/ml LPS and 20 ng/ml IFNγ or 20 ng/ml IL4 for 4h (see RNA-seq analysis, 328 below).
329
Differences between initial model predictions and experimental measurements 330
indicated an important role of crosstalk between pro-and anti-inflammatory stimuli. Transcriptome measurements and analyses were performed as previously 373
described [63] , [64] . RNA was extracted using the Pure Link RNA Mini Kit (Ambion, 374
Foster Sensitivity analysis 408
Comprehensive single-knockdowns were simulated to identify the functional influence of 409 each node in a given experimental condition. [37] Complete knockdown was simulated 410
by setting ymax = 0 for that node. Change in activity was calculated as the difference in 411 an individual node activity with and without knockdown in response to the specified 412 stimulus at 4 h. The sensitivity of a node in a given condition was quantified by summing 413 the absolute activity changes for that node across all node knockdowns (e.g. the 414
corresponding row of Supplementary Figure 3) . The influence of a node in a given 415 condition was quantified by summing the absolute activity changes of all nodes in 416 response to that knockdown of that node (e.g. the corresponding column of 417
Supplementary Figure 3) . 418 419
Combined stimuli screening 420
Network responses to the 9 single inputs, 36 pairwise combinations, and control 421
conditions were hierarchically-clustered to identify macrophage phenotypes and 422 signaling modules. Phenotypes were identified by clustering across conditions (rows) 423
using the Ward method, focusing on the variance between different treatment 424 responses. Signaling modules were identified by clustering across nodes (columns) 425
using the complete linkage method, which focuses on the associations among the The authors declare no conflict of interest. 443 444
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