We consider a monotone multistate system with conditionally independent c o m p onents given the component reliabilities, and random component reliabilities. Upper and lower bounds are derived for the moments of the random reliability function, extending results for binary systems. The second moment of the reliability function is given special attention, as this quantity is used to calculate the standard deviation of the system availability estimate.
Introduction
We shall consider a multistate monotone system with n components, as de ned and studied for example in Gri th 9] and Natvig 14] .
For i = 1 : : : n , l e t X i denote the state of the ith component, the set of possible states being S i = f0 1 : : : M i g. W e assume that the states in each S i are linearly ordered, with 0 denoting the worst state (\complete failure") and M i 1 being the best state (\perfect functioning").
The state vector of the system is X = ( X 1 : : : X n ), with possible values in S S 1 S n . W e furnish S with the componentwise partial order de ned by x = ( x 1 : : : x n ) y = ( y 1 : : : y n ) , x i y i for i = 1 : : : n For convenience we shall later write x < y to mean that x y and x i < y i for at least one i.
In multistate reliability theory, one de nes a structure function : S ! f 0 1 : : : M g, with (x) denoting the state of the system when the components are in states x, see e.g. 14]. Here M( 1) denotes the perfect system state, and states are then ordered down to 0, which corresponds to complete system failure. The function is assumed to be increasing with respect to the partial order on S, i.e.
x y ) (x) (y) which means that improvements of one or more component states cannot lead to a lower performance of the system. Natural requirements are also (0 0 : : : 0) = 0 and (M 1 M 2 : : : M n ) = M. Note that here and in the sequel we shall write increasing to mean the more precise notion of non-decreasing. Let P ij = P(X i = j) i = 1 : : : n j = 0 : : : M i
The marginal distribution of X i is thus given by the vector P i (P i0 : : : P iM i ). We shall in this paper assume that the component states X 1 : : : X n are stochastically independent given the P i , so that the array P 0 B @ P 1 : P n 1 C A completely speci es the joint distribution of X.
For later use we shall also de ne F i (j) = P ( X i j) R i (j) = P (X i j)
for i = 1 : : : n j= 0 1 : : : M i .
A main objective i n m ultistate reliability theory is to compute probabilities of the form h j h j (P ) = P ( (X) j) j = 1 : : : M
More generally one might b e i n terested in computing expected values E (X). But
h j so we are back to the problem of computing the h j in (1) . (See, however, the last section regarding the computation of moments of E (X) when P and hence the h j are random). The sets fx : ( x) jg are increasing sets with respect to the partial order on S, (recall that a subset C of S is called increasing if x 2 C and y x implies y 2 C ). Thus one is in e ect interested in computing probabilities h C h C (P ) = P(X 2 C ) for increasing subsets C of S. Note that to any increasing set C there exists a structure function and a j such that h C is of the form h j , just let be the indicator function of C, I C (x) = ( 1 i f x 2 C 0 otherwise (2) We m a y think of h C as the functioning probability of the system.
Exact computation of the h C for given P and C is in principle straightforward (see section 2), but can for large systems be a formidable (often practically impossible) task. Upper and lower bounds can be computed for example by the methods considered in Funnemark and Natvig 8] (see lemma 5 in section 5).
In this paper we assume that the array P = ( P ij ) de ning the distribution of X is random.
This in turn makes h C (P ) a random variable, which is the focus of our interest in the paper.
As there is usually no hope of nding the exact distribution of h C (P ), we will mainly be concerned with its moments, i.e. m E h m C (P )] m = 1 2 : : : Note that here and in the following we use the notation h m ( ) to mean fh( )g m .
The motivation for our study is to establish a basis for uncertainty analysis and Bayesian estimation in connection with multistate systems. The distribution of P then re ects our uncertainty about P. Moreover, a prior uncertainty m a y be updated through observations to give a posterior distribution for P .
As an example, assume that the P i = ( P i0 : : : P iM ) f o r i = 1 : : : nare stochastically independent random vectors. A rather exible and mathematically tractable probability model for the distribution of P i is the Dirichlet where ;( ) is the usual gamma-function. Note that for j = 0 : : : M , the marginal distribution of Y j is a Beta-distribution with parameters ( j P i6 =j i ). The Dirichlet distribution is the conjugate family for the multinomial distribution. This means that if the prior distribution of the P i are Dirichlet distributions, and we h a ve m ultinomial data on the components, then the posterior will also be a Dirichlet distribution.
A considerable number of papers consider uncertainty analysis for binary systems (see e.g. 12] for further references). The purpose of this paper is to show h o w some of the ideas from the binary case can be carried over to the multistate one. As we shall see, this extension requires some care concerning assumptions on the distribution of P. As for the binary case, the systems very easily become too complex to allow exact computation of moments. Thus approximative methods are needed. Simulation is one possibility. We shall instead focus attention on easily computable upper and lower bounds for the moments. Bounds for the second moment are of particular interest in practice since they lead to bounds for the standard deviation.
The given setup can easily be modi ed to cover more general applications, e.g. ow networks (Doulliez-Jamoulle 7], Aven 4] ) and Pert networks (see e.g. Stoyan 18] ). Typically, in these cases the states of the components are modeled as discrete nonnegative random variables with state spaces S i = fx i0 : : : x iM i g, and the main interest is in the throughput ( o f a o w network) and the duration time of the project (for Pert-networks), which are often given by increasing functions of the component state vector.
In section 2 we consider exact computation of the moments m . The main section is section 3. Here we establish an upper bound for m in the case of independent component reliability v ectors P i . In section 5 we consider positively dependent (associated) component reliability v ectors. The paper is concluded by an example, and some important and useful extensions of the results.
Exact computation of moments
As in section 1, let C be an increasing subset of S, with indicator function I C and functioning probability h C . In order to simplify notation, we shall mostly consider the increasing set C xed, and we m a y t h us drop the subscript C.
Then for given P we h a ve
where I( ) I C ( ) i s g i v en by (2) . Computing the mth power and taking expectation we get m = X x (1) :::
It is clear that this formula is not suited for practical computations, since the sum is over ( Q n i=1 (M i + 1 ) ) m terms. However, the expression will prove useful for establishing an upper bound, see section 3
Note that if the random vectors P 1 : : : P n are stochastically independent, then the expectation operator E in (6) can be put inside the product sign Q n i=1 . In this case we h a ve
where EP denotes the matrix of expected values of the elements in P. Corresponding simple exact results do not exist for the higher moments, however.
For practical computation of the m we need an expression for h(P ) with considerably fewer terms than (4)- (5) . For binary systems useful expressions are obtained e.g. by a l g orithms for \sum of disjoint products", see the review by A g r a wal and Barlow 1 ] . A corresponding algorithm for multistate systems has been suggested by A v en 3], who adapts an algorithm by for expected throughput in ow-networks to multistate reliability systems with given minimal path and -cut vectors.
For later reference we recall the de nition of minimal path vectors and minimal cut vectors.
First, a vector y 2 S is a path vector to the increasing set C if y 2 C . W e c a l l y a minimal path vector if y is a path vector and x < y ) x 6 2 C . The minimal path vectors will be denoted y (1) : : : y (k) . A v ector z 2 S is a cut vector to the increasing set C if z 6 2 C . W e c a l l z a minimal cut vector if z is a cut vector and x > z ) x 2 C . The minimal cut vectors will be denoted z (1) : : : z (l) .
It is well known that an increasing set C can be represented by means of either the minimal path or minimal cut vectors in the following manner, C = k r=1 fx : x y (r) g (7) C = \ l r=1 fx : x 6 z (r) g (8) 3 Upper bound for m in the case of independent P i Let the situation be as in the previous section. The purpose of this section is to show h o w the upper bounds derived in Lindqvist 11] can be generalized to the multistate case. One advantage of these bounds is that they can be computed from a single evaluation of h(A), with a suitably chosen parameter matrix A. Their usefulness for binary systems is studied in 13] .
The point of departure of this section is the expression (6) ) and probability distribution
Proof: This is immediate from (6) .
Note that we u s e P E to denote probabilities and expectations with respect to the arti cial system, while P E correspond to the original distribution of P.
It is seen that (y) is the structure function (0-1 valued) of a series system of m modules each with structure function I. Assume now that the rows P i of P are stochastically P-independent. With respect to the arti cial system it is then seen that the n vectors Y i (X We can now state the following key result:
Theorem 1 Suppose the P i comprising P are s t o chastically independent. Let A = ( ij : i = 1 : : : n j = 0 : : : M i )
be given by the preceding construction, i.e. such that (12) and (13) 
Proof: By lemma 1 and the fact that is increasing,
The question in practice is how to construct the X it is instructive to note that we can obtain equality in (14) when is a kind of generalized series system (Corollary 1). More generally we can formulate the following necessary and su cient condition for equality:
Theorem 3 Suppose the P i comprising P are stochastically independent, and that P with Proof: To prove the \if" part, suppose conditions (i) and (ii) hold for all components i. F rom (7) and the inclusion-exclusion formula for the probability of a union of events it follows that for given P, h(P ) is a linear combination of terms of the form
where d i 2 D i for all i. F rom condition (ii) thus follows that, for some constant c,
Now the independence of the P i implies the independence of the U i , s o
From condition (i) we readily get
Thus condition (ii) holds also for the rows of the nonrandom A, with U i replaced by the
. Therefore h m (A) equals (17) so equality holds in (14) . To p r o ve \only if", suppose equality holds in (14) for a given value m. Fix a component, which without loss of generality can be taken to be component 1. Suppose D 1 has r elements a 1 : : : a r corresponding to the r di erent minimal path vectors to C given by (a l b l2 : : : b ln ) l = 1 : : : r
The assumption of equality in (14) implies that E (Y 1 y 2 : : : y n ) = E (Y + 1 y 2 : : : y n )
for each xed set of values for y 2 : : : y n . Suppose now for simplicity that r = m. (This is unreasonable, but is done for simplifying the exposition. We shall later see how w e c a n a void 
The clue of our proof is that for this choice of y 2 : : : y n we h a ve ( v y It follows from the last inequality a b o ve that equality in (18) implies condition (i). Moreover, the condition for equality i n H older's inequality is that the R 1 (a k )
are proportional (with probability 1). This is exactly condition (ii) of the theorem. Thus we are done if r = m. If r < m , t h e n i n ( 1 9 ) w e can ll the entries r + 1 : : : mconsistently by repeating some of the r given minimal path vectors. If r > m , then we can use any s e t o f m minimal path vectors to construct (19) and every time we will get the proportionality condition of (ii) for a subset of D 1 . Since any subset can be used we m a y conclude that condition (ii) holds for the entire D 1 . Corollary 1 Let the assumptions be a s i n t h e orem 3, but suppose C has a single minimal path vector (a 1 : : : a n ) (we may call the corresponding system a generalized series system, since i t w o r k s p r ovided e ach component exceeds a certain level). If the ij can be chosen to satisfy (i) of theorem 3 with d = a i , then equality holds in (14) . 4 Upper bound for m when M = 2 m= 2
We study in detail this case which i s i n teresting for applications, since it will enable us to compute upper bounds for the second moment and hence the standard deviation of h(P ) for systems with 3-state components.
Let Z and W be as described in section 3. We n o w consider vectors Z = ( Z 1 Z 2 ) w i t h Z k 2 f 0 1 2g (and similarly for W). 
for all increasing subsets A of K, 6 = A 6 = K. These sets are A 1 = f(2 2)g A 2 = f(2 2) (2 1)g A 3 = f(2 2) (2 1) (1 1)g A 4 = f(2 2) (2 1) (2 0)g A 5 = f(2 2) (2 1) (1 1) (2 0)g A 6 = f(2 2) (2 1) (1 1) (2 0) (1 0)g As we s a w in the example following theorem 2, this condition is not implied by the su cient conditions. Thus we state the following result, which is best possible in the sense that none of the inequalities can be removed in general: which is the right hand side of (24).
It is interesting to note that condition (24) in theorem 4 is unnecessary when T is Dirichlet- Proof: Suppose T is Dirichlet-distributed with parameters ( 0 1 2 ). Let 1 2 be such that (22) and (23) Now (28) Theorem 6 Let M i = 2 for i = 1 : : : nand let C be a n i n c r easing set in S. Further let P 1 : : : P n be independent with nondegenerate Dirichlet distributions. Then for h(P ) = P(X 2 C ) we where the rightmost`is taken over all vectors (r 1 : : : r m ) w i t h e a c h r k 2 f 1 2 : : : n g. This is in turn a special case of the following result, which is proved in essentially the same way as (31), and which is needed in the nal section. ))
The same line of proof gives the upper bound.
Assume now that P is random. Then we can de ne random variables U r = P(X y Finally, lemma 4 implies the result on the Dirichlet case.
Numerical example
We n o w turn to an example of a multistate system considered by Natvig et al. 15] , concerning an electric system on an oil rig. Natvig et al. 15 ] studies the time-dependent b e h a vior of the system, computing bounds for the system availability in xed time intervals using a Markovian approach. Thus our application here will be quite di erent. The system consists of two generators and a control unit. Each of the generators can (if working properly) supply the rig with a su cient amount o f p o wer, and hence only one generator is normally working while the other is in cold standby. If the operating generator experiences trouble, then the control unit is responsible for starting the spare generator.
Each of the two generators can be in any of three states, which w e n a m e f0 1 2g. The control unit can also be in any of three states, which are 2: Operating properly, 1 : F ails to start the spare generator, 0: Halts the operating generator without starting the spare.
We let X 1 represent the control unit, while X 2 and X 3 are the states of generator 1 and 2, respectively.
Assume now that the rig gets su cient p o wer as long as at least one of the generators are supplying power at level 1, i.e., if and only if X 2 C , where C = fX : ( X 1 1 \ X 2 1) (X 1 = 2 \ X 3 1)g
The minimal path and -cut vectors of this increasing set are: With these parameter choices, we nd Eh(P) = h(EP ) = 0 :8035, which s e r v es as our estimate for P(X 2 C ). However, suppose we are also interested in quantifying the uncertainty of this estimate, represented by, e.g., SD(h(P)). Thus we calculate bounds for Eh 2 (P) and utilize these to obtain bounds for the standard deviation:
Upper bounds Inequality Theorem 6 Theorem 7
Result 0:65871 0:77950
Lower bounds Inequality Theorem 7 Trivial
Result 0:65092 0:64568 (The \trivial" bound is simply (Eh(P )) 2 ). The results are very informative, in fact we nd 0:651 Eh 2 (P) 0:659, or equivalently, 0 :0724 SD h(P)] 0:114.
Extensions
New bounds obtained by duality From the example in section 6 we see that the upper bound of 2 given by theorem 7 is too large to be of interest. Motivated by results for binary systems ( 11] , 12], 13]) we try in this section to apply inequalities for 2 to the dual of the original system, and then to transform results back to the original one. In fact the idea will also work for higher moments than 2, but seems to be most successful for that case.
We can of course write h(P) = 1 ; P(X 2 C c ) where C c , the complementary set of C in S, i s a decreasing set in S. H o wever, this set can be made increasing by reversing the order of the states within each component state space S i . Thus relabel the states of the ith component so that the new statej corresponds to M i ; j,(i = 1 : : : n j = 0 1 : : : M i ): Denote byC the set C c in this new setting. Theñ C is increasing. Moreover, lettingX i = M i ; X i andP ij P(X i =j)P i M i ;j , w e g e t h(P ) P(X 2C) = 1 ; h(P )
If I C ( )(IC( )) is the indicator function of C (C), then IC( ) is called the dual of I C ( ). Any upper or lower bound derived for the moments of h(P ) can now be applied toh(P ), and through (34) it can give rise to new bounds for the moments of h(P ). In particular we have for the second moment, E h 2 (P )] = E h 2 (P )] + 2Eh(P ) ; 1 from which w e obtain upper (lower) bounds for E h 2 (P)] from upper (lower) bounds of E h2 (P )] and Eh(P ) (where the latter may in applications often be computed exactly).
The following remarks are important for practical application of the duality approach. Remark 1. There is a close connection between minimal path and cut vectors corresponding to the original set C and the derived setC. In fact, if a = ( a 1 : : : a n ) is a minimal path (cut) vector of C, then (M 1 ; a 1 : : : M n ; a n ) is a minimal cut (path) vector ofC. A s w e have seen earlier, equality in theorem 1 can be obtained for generalized series system. The dual of such a system is a system with a single minimal cut vector. This is a system which fails whenever all components fall below prespeci ed levels, and may be called a generalized parallel system. T h us, computing bounds for 2 by the methods of section 3 using both the system itself and its dual, we m a y expect to get close to the exact value for 2 if the system is nearly a generalized series system or is nearly a generalized parallel system. Remark 2. If the (R i (j)) corresponding to P are associated random variables, then this also holds for (R i (j)) corresponding toP . This follows since decreasing functions of associated random variables are associated. Thus the inequalities of section 5 can be applied to the dual if they can be applied to the original system. This is immediate from the de nition of the Dirichlet-distribution. Thus theorems 6 and 7 can be applied to the dual system if they can be applied to the original system.
Numerical example (continued): The results of the example of section 6, when using the approach of this section, were found to be: Upper bounds Inequality Theorem 6 Theorem 7 Dual result 0:66231 0:66160
Lower bounds Inequality Theorem 7 Trivial Dual result 0:63233 0:64568 It is remarkable that the upper bound of theorem 7 is now v ery close to the best upper bound of section 6, while the same theorem applied to the original system gave a m uch too large value. However, the lower bound from theorem 7 is now m uch w orse than before, and is in fact useless since it falls below the trivial bound (Eh(P )) 2 .
The expected system state This problem is, however, only slightly more complicated than the problem of computing or bounding the moments m = E h m (P )] considered so far in this paper.
To be speci c, consider rst the formula (6) The ideas leading to an upper bound for m in section 3 are easily generalized to j 1 ::: jm , simply by rede ning (y) t o Q m k=1 j k (x (k) ). Similarly, the bounds in section 5 are generalized in a rather straightforward manner, using the general inequalities (29) and (32).
