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Motion Target Tracking technology have broad application prospects in military 
and civilian areas. However, the target tracking system always work in clutter 
environment which includes partial or completely occlusion, appearance change, pose 
change, illumination change, such factors leads a integrate trouble for tracking 
technology. 
This paper used multiple feature fusion, CUDA programming techniques 
combined with random forests theory. We propose an more accurate and robust 
tracking algorithm based on Haar Hough forests. The main work and contribution of 
this paper is as follows: 
Firstly, we propose an effective and robust tracking algorithm based on Haar 
Hough forests. The algorithm adopts the LBP feature because LBP is a feature that 
can be used to characterize the texture feature information. Besides, we proposed a 
new strategy of splitting function during the training phase. In the training phase of 
the original Hough forests, decision function randomly selected two points where the 
pixel values, representative of this information is not enough, we consider the use of 
the Harr-like response instead, this can get more neighborhood information near the 
selected points. 
Secondly, Implementation of Hough forests tracking algorithm based on CUDA. 
We use CUDA parallel programming techniques to build and test Hough forests, 
experiments show that CUDA technology effectively improve the speed of training of 
the forests, and achieved a high speedup. 
Apply this paper’s algorithm on single object tracking sequences, and compared 
the tracking accuracy with other five state of the art single object tracking 
algorithms(Frag, MIL, IVT, PN, VTD), experiments show that our approach is 
superior to the other five algorithms on average center location error. We have 
achieved accurate and robust tracking.  
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标依然是一项富有挑战性的研究工作。目标跟踪的基本流程如图 1-1 所示。 
 
 






















件，大部分的计算任务都是由 CPU 完成。随着 GPU 的可编程能力不断增强，为
了能更好地整合计算资源，人们开始考虑如何使用 GPU 进行通用计算。合理利
用 GPU 强大的并行处理能力和 CPU 串行处理能力成为了计算机科学（Computer 
Science）领域近几年的研究热点。 
1.2 国内外研究现状  
目标跟踪作为计算机视觉和机器学习的重要研究领域，一直以来吸引了大量
国内外学者进行深入而广泛的研究。当前在许多国际权威期刊，如 PAMI（Pattern 
Analysis and Machine Intelligence）、IJCV（International  Journal  of  Computer 
Vision）和计算机视觉领域国际顶级会议如 CVPR（Computer Vision and Pattern 
Recognition）、 ICCV（ International Conference on Computer Vision）、ECCV







































科夫模型（Hidden Markov Model）、贝叶斯网络模型（Bayesian Networks）等。 
在目标跟踪算法中，采用生成模型的过程是先建立目标的外观模型，然后利
用重构误差 小化来寻找目标。采用生成模型代表性的目标跟踪算法有： Ryuzo 
Okada[3]等人于 1996 年提出基于时间序列光流和边缘信息来实现运动目标的跟
踪； Black 和 Jepson 等人[4]提出了一种基于目标特征空间学习的方法，利用主成
分分析技术（Principal Component Analysis）构造目标外观模型用于目标跟踪；
























件随机场（Conditional Random Fields）[10]等。 
在目标跟踪领域，采用判别模型的跟踪器的主要目标是寻找一个合理的判别
条件将目标从背景中分离出来。典型的采用判别模型的目标跟踪算法有：M. 
Ozuysal 和 V. Lepetit[11-13]于 2006 年提出的基于随机森林分类器以目标的二值像




位置。S. Avidan[16]于 2007 年提出集成学习算法，集成算法将若干个弱分类器集
合成一个强分类器，用于对图像中的各个候选像素进行分类，继而判断像素是否
属于感兴趣的目标， 后通过查找各个像素的置信度峰值来确定当前帧的目标所
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