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Abstract
For X a metrizable space and (Y,ρ) a metric space, with Y pathwise connected, we compute the
density of (C(X, (Y,ρ)), σ )—the space of all continuous functions from X to (Y,ρ), endowed with
the supremum metric σ . Also, for (X,d) a metric space and (Y,‖ · ‖) a normed space, we compute
the density of (UC((X,d), (Y,ρ)), σ ) (the space of all uniformly continuous functions from (X,d)
to (Y,ρ), where ρ is the metric induced on Y by ‖ · ‖). We also prove that the latter result extends
only partially to the case where (Y,ρ) is an arbitrary pathwise connected metric space.
To carry such an investigation out, the notions of generalized compact and generalized totally
bounded metric space, introduced by the author and A. Barbati in a former paper, turn out to play a
crucial rôle. Moreover, we show that the first-mentioned concept provides a precise characterization
of those metrizable spaces which attain their extent.
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In this paper we study the density of two spaces of functions which are well-known in
the literature. For X a topological space and (Y,ρ) a metric space, the set C(X, (Y,ρ)) (or
simply C(X,Y ), when no ambiguity may occur about which metric on Y we are consider-
ing) of all continuous functions from X to Y may be endowed with the “supremum metric”
σ , defined by:
σ(f,g) = min{sup{ρ(f (x), g(x)) | x ∈ X},1}
(see, for example, [5, considerations after Theorem 4.2.13] or [12, §1.3]).
In the special case where X is metrizable, and we fix a compatible metric d on X, a dis-
tinguished subspace of C(X, (Y,ρ)) is UC((X,d), (Y,ρ)), the collection of all uniformly
continuous functions from (X,d) to (Y,ρ)—we will always use the same symbol for the
distance σ , whether it is considered as a metric on C(X,Y ) or on UC(X,Y ).
It seems that the density of such spaces has not been systematically studied so far, except
for establishing when it equals ℵ0. Actually, it is a well-known fact which may be found
in several textbooks about function spaces, that if X is a Hausdorff space and (Y,ρ) is a
metric space, then (C(X,Y ), σ ) is separable if and only if X is compact and metrizable,
and Y is separable.
As for UC(X,Y ), a simple argument based on the completion of a metric space, and
a well-known extension property for uniformly continuous functions, makes it possible to
use the result about C(X,Y ) in order to establish that, for metric spaces (X,d) and (Y,ρ),
UC(X,Y ) is separable if and only if (X,d) is totally bounded and (Y,ρ) is separable.
In this paper, we always restrict ourselves to the case where X is metrizable, and (Y,ρ)
is pathwise connected (the reason for the latter assumption will be clear later—see con-
siderations before Proposition 2.5). Since the separability of C(X,Y ) or UC(X,Y ) has
proved to be closely linked, respectively, to the properties of compactness or total bound-
edness of X, it seems natural to consider, for investigating density in the general case, the
notions of generalized compact space and generalized totally bounded space (shortly, GK
and GTB space), introduced in [1] for a metric space (X,d), and extensively studied later
in [2]. Actually, it turns out that such concepts allow us to compute exactly the density of
C(X,Y ) in terms of the density of X and Y (Theorem 2.6), and to give in the same vein
a quite strict estimate for the density of UC(X,Y ) (Theorem 3.7); moreover, such an esti-
mate becomes again a precise evaluation in case the metric ρ on Y is induced by a norm
(Theorem 3.11).
In particular, in the special case where (Y, d) is separable, letting ν = d(X) we have that
d(C(X,Y )) is either 2<ν or 2ν , according to whether X is GK or not, and that d(UC(X,Y ))
is either 2<ν or 2ν according to whether (X,d) is GTB or not. Such results have a precise
analogy with those concerning the density of the hyperspace of a metric space, endowed
with either the locally finite or the Hausdorff metric topology [1, Theorems 22 and 17].
Now, while the equality d(C(X, (Y,ρ))) = d(CL(X),LF) (for (Y,ρ) a separable, pathwise
connected metric space) does not seem to have any suggestive and natural interpretation,
the equality d(UC((X,d), (R, η))) = d(CL(X),Hd) (where η stands for the Euclidean met-
ric on the real line) points out that the density of all uniformly continuous, real valued
functions defined on a metric space (X,d) coincides with that of a rather narrow its sub-
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closed subset of it.
A further similarity between the present paper and [1,2] consists in the kind of tech-
niques used. To compute the density of a function space, as well as that of a hyperspace, it
is often useful to establish which are the possible cardinalities for a uniformly discrete, or
closed and discrete, subset of a given metric space. Actually, during our investigation we
have come up with the problem of when a (metrizable) space X attains its extent
e(X) = sup{|D| | D is closed and discrete in X}.
Developing a result by Fitzpatrick Jr et al. [6, Lemma 1], it has turned out that X enjoys
such a property if and only if it is not GK. This result is of some independent interest,
inasmuch as it falls within the category of the sup = max problems, which make sense for
cardinal functions defined as the supremum of some set of cardinals (cf. [10, Chapter 3]
and [11, Chapter 4]).
The last section of the paper is devoted to the construction of two examples, which show
that in general the inequalities obtained for the density of UC((X,d), (Y,ρ)), in the case
where (Y,ρ) is not GTB, cannot be replaced by equalities.
2. The density of C(X,Y)
Throughout the paper, we will denote by d(X), e(X), w(X) and L(X), respectively, the
density, the extent, the weight and the Lindelöf number of a space X. It is well-known (see
for example [8, Theorem 8.1(c)]) that for a metrizable space X all these cardinal functions
coincide.
Since we prefer to exclude finite spaces from our treatment, because they can give rise
to anomalous situations and damage the elegance of some statements, we are going to
prove now a result which appears as the only reasonable extension to the finite case of
Theorems 2.6 and 3.7 below.
Proposition 2.1. Let (X,d) be a finite (nonempty) metric space, and (Y,ρ) a (non-
trivial) pathwise connected metric space; let also d(Y ) = ξ . Then d(UC(X,Y )) =
d(C(X,Y )) = ξ .
Proof. Fix a dense subset E of Y with |E| = ξ , and let F be the set of all functions from
X to E. Then F = ξ |X| = ξ , and every element of F is trivially continuous and uniformly
continuous. Since F is easily seen to be dense in C(X,Y ), we have that d(UC(X,Y )) 
d(C(X,Y )) ξ . On the other hand, the set of all constant functions from X to Y is a subset
of UC(X,Y ) homeomorphic to Y—and isometric to (Y,min{ρ,1}). Hence d(UC(X,Y )) =
d(C(X,Y )) = ξ . 
From now on, all spaces are assumed to be infinite. For every space X and x ∈ X, we
will denote by ld(x,X) the local density of x in X, i.e.,
ld(x,X) = min{d(V ) | V is an open neighbourhood of x in X}
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Let us recall some other notations and definitions from [1,2]. Given a metric space
(X,d), for every ε > 0 we denote by UDε(X,d) (or, simply, UDε(X)) the collection of all
ε-uniformly discrete subsets of X (i.e., the collection of all D ⊆ X such that d(x′, x′′) ε
for distinct x′, x′′ ∈ D), and by UDmaxε (X) the collection of all elements in UDε(X) which
are maximal with respect to set-theoretic inclusion. Note that an element M of UDε(X)
belongs to UDmaxε (X) if and only if it is ε-dense, i.e., such that for every x′ ∈ X there exists
x′′ ∈ M with d(x′, x′′) < ε.
A metrizable space X is said to be GK (compact in the generalized sense) if for every
open cover A of X there exists a subcover B of A with |B| < d(X). A metric space (X,d)
is said to be GTB (totally bounded in the generalized sense) if for every ε > 0 there exists
an ε-dense subset D of X with |D| < d(X) (i.e., X may be covered by a collection of less
than d(X) open balls of radius ε).
For a metrizable space X, we also denote by ∆(X) the set {x ∈ X | ld(x,X) = d(X)};
it follows from [1, Lemmas 10 and 11] that, when X is GK, such a subset is compact and
nonempty (actually, this result is also a consequence of [6, Lemma 1] and Proposition 2.3
below). The following property of ∆(X) will play a crucial rôle for our future investiga-
tions.
Lemma 2.2. Let X be a GK metrizable space and Ω an open subset of X including ∆(X).
Then d(X\Ω) < d(X).
Proof. Let d(X) = ν. Towards a contradiction, suppose d(X\Ω) = ν: notice that in this
case X\Ω must be GK (otherwise, letting A an open cover of X\Ω in X such that no
subcollection F of A with |F| < ν may cover X\Ω , we would have that A ∪ {Ω} is an
open cover of X with no subcover of cardinality less than ν). But then ∆(X\Ω) must con-
tain at least a point x¯, and for such a point we would have that ld(x¯,X\Ω) = ν. Since, of
course, ld(x¯,X\Ω)  ld(x¯,X), we also have that ld(x¯,X) = ν, i.e., x¯ ∈ ∆(X): a contra-
diction. 
Remark. An alternative proof of the previous lemma could be obtained by combining [7,
Theorem 3.2] and Proposition 2.3 below.
Proposition 2.3. A metrizable space X attains its extent if and only if it is not GK.
Proof. Let d(X) = ν. If X attains its extent then, since e(X) = d(X), we have that there
exists a closed and discrete D ⊆ X with |D| = ν. Letting A = {X\(D\{x}) | x ∈ D}, we
obtain a minimal open cover of X having cardinality ν, so that X cannot be GK.
Suppose now that X does not attain its extent. By [6, Lemma 1], we know that ∆(X) is
compact and nonempty. Given an open covering A of X, let F be a finite subset of A such
that ∆(X) ⊆⋃F. Set C = X\⋃F: then by the previous lemma, d(C) < d(X) = ν. Since
L(C) = d(C) < ν, there exists G⊆A with C ⊆⋃G and |G| L(C) < ν. Therefore, F∪G
is a subcover of A having cardinality strictly less than ν. 
Now we are going to provide an upper estimate for d(C(X,Y )).
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denote by Sd(x, ε) and Sd(x, ε), respectively, the open and closed balls centered at x and
of radius ε—i.e., Sd(x, ε) = {x′ ∈ X | d(x, x′) < ε} and Sd(x, ε) = {x′ ∈ X | d(x, x′) ε}.
Also, for arbitrary sets L,M , we will denote by LM the set of all functions from L to
M . In particular, in case X is a metrizable space and (Y,ρ) a metric space, the set XY may
be endowed with the supremum metric exactly as its subset C(X,Y ), by putting
σ(f,g) = min{sup{ρ(f (x), g(x)) | x ∈ X},1}.
This means that we may consider C(X,Y ) as a subspace of XY , and the metric σ on
C(X,Y ) as a restriction of the metric σ on XY (for the sake of simplicity, we do not give
them different names). As a consequence, by a well-known property of metric spaces, to
prove that d(C(X,Y )) is not greater than a given cardinal number ζ it is sufficient finding
a subset G of XY such that |G| ζ and
∀f ∈ C(X,Y ): ∀ε > 0: ∃g ∈ G: σ(f,g) ε.
Finally, we warn the reader that the symbol | · | is used in the paper to denote, accord-
ing to the context, either cardinality or absolute value. He may easily check that no real
situations of ambiguity will occur.
Definitions. Let us recall that for cardinals ξ, ν, it is customary to put ξ<ν = sup{ξζ | ζ <
ν, ζ cardinal}. In an analogous way, we will also put (< ξ)ν = sup{µν | µ < ξ, µ cardinal}
and (< ξ)<ν = sup{µζ | µ < ξ, ζ < ν, µ, ζ cardinals}. In particular, the expression (< ξ)
without exponents is always to be intended as (< ξ)1, and is clearly equal to ξ whenever ξ
is a non-successor cardinal.
Proposition 2.4. Let X be a metrizable space and (Y,ρ) a metric space, with d(X) = ν
and d(Y ) = ξ . We have that:
(a) d(C(X,Y )) |C(X,Y )| ξν ;
(b) if (Y,ρ) is GTB, then d(C(X,Y )) (< ξ)ν ;
(c) if X is GK, then d(C(X,Y )) ξ<ν ;
(d) if X is GK and (Y,ρ) is GTB, then d(C(X,Y )) (< ξ)<ν .
Proof. (a) Fix a dense subset D of X with |D| = ν. Since d(Y ) = ξ , by a well-known
property of metrizable (actually, of sequential) spaces, we have that |Y | ξℵ0 . Therefore,
|DY | = |Y ||D|  (ξℵ0)ν = ξν .
For every f ∈ C(X,Y ), consider ψ(f ) = f D : then ψ is one-to-one, because two
continuous functions which coincide on a dense subset of the domain must coincide every-
where. Therefore, |C(X,Y )| |DY | ξν .
(b) For every n ∈ N, take an En ∈ UDmax1/n (Y ) such that |En| = ξn < ξ (this is possible
by [1, Theorem 4]); thus we may index En as {yn,β | β ∈ ξn}. Let also B be a base for X
with |B| = w(X) = d(X) = ν, and write B as {Bα | α ∈ ν}.
For n ∈ N, set: Φn =⋃A⊆ν Aξn,
Φ∗n =
{
ϕ ∈ Φn | ∃g ∈ C(X,Y ): ∀α ∈ domϕ: g(Bα) ⊆ Sρ(yn,ϕ(α),1/n)
}
,
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∀α ∈ domϕ: gϕ,n(Bα) ⊆ Sρ(yn,ϕ(α),1/n). (2.1)
Then G =⋃n∈N{gϕ,n | ϕ ∈ Φ∗n} has cardinality not greater than:∑
n∈N
∣∣Φ∗n ∣∣∑
n∈N
|Φn|
∑
n∈N
(
2ν · ξνn
)=∑
n∈N
ξνn 
(
sup
n∈N
ξνn
)
· ℵ0 = sup
n∈N
ξνn  (< ξ)ν.
We are going to prove that G is dense in C(X,Y ).
Actually, given a continuous f :X → Y and an ε with 0 < ε  1, let n¯ ∈ N be such
that 1
n¯
< ε2 . Let A
∗ = {α ∈ ν | ∃β ∈ ξ : f (Bα) ⊆ Sρ(yn¯,β, 1n¯ )}, and fix a ϕ :A∗ → ξ
such that f (Bα) ⊆ Sρ(yn¯,ϕ(α), 1n¯ ) for every α ∈ A∗: then ϕ ∈ Φ ∗¯n . Moreover, notice that{Bα | α ∈ A∗} covers X: indeed, given x¯ ∈ X, we know that there exists β ∈ ξ such
that f (x¯) ∈ Sρ(yn¯,β , 1n¯ ). Then, by continuity, there exists α ∈ ν such that x¯ ∈ Bα and
f (Bα) ⊆ Sρ(yn¯,β, 1n¯ ), and the latter relation entails at the same time that α ∈ A∗.
Now, since ϕ ∈ Φ ∗¯n , we may consider gϕ,n¯: we claim that σ(f,gϕ,n¯) ε — i.e., that
∀x ∈ X: ρ(f (x), gϕ,n¯(x)) ε.
Indeed, given xˆ ∈ X, we have that there must exist αˆ ∈ A∗ such that xˆ ∈ Bαˆ . Since f (Bαˆ) ⊆
Sρ(yn¯,ϕ(αˆ),
1
n¯
) (because αˆ ∈ A∗ = domϕ) and gϕ,n¯(Bαˆ) ⊆ Sρ(yn¯,ϕ(αˆ), 1n¯ ) by (2.1), we have
that ρ(f (xˆ), gϕ,n¯(xˆ)) ρ(f (xˆ), yn¯,ϕ(αˆ))+ ρ(yn¯,ϕ(αˆ), gϕ,n¯(xˆ)) < 1n¯ + 1n¯  ε2 + ε2 = ε.
(c) and (d) We first consider the case where the space X is compact, and prove that
d(C(X,Y ))  ξ (observe that ξ<ℵ0 = ξ , and if Y is GTB then by [1, Corollary 5] the
cofinality of ξ is ℵ0, hence for ξ > ℵ0 we have (< ξ)<ℵ0 = sup{ξ ′m | m ∈ ω, ξ ′ <
ξ, ξ ′ cardinal} = sup{ξ ′ | ξ ′ < ξ, ξ ′ cardinal} = ξ , and for ξ = ℵ0 we have as well
(< ℵ0)<ℵ0 = sup{mn | m,n ∈ N} = ℵ0). For every n ∈ N, take an En ∈ UDmax1/n (Y )—
so that |En|  ξ , and index it as {yn,β | β ∈ ξ}. Fix a base {Bm | m ∈ ω} for X, let
Φn =⋃{AEn | A ⊆ ω, A finite} and
Φ∗n =
{
ϕ ∈ Φn | ∃g ∈ C(X,Y ): ∀m ∈ domϕ: g(Bm) ⊆ Sρ(yn,ϕ(m),1/n)
}
for every n ∈ N. Then, of course, |Φ∗n | |Φn|
∑
m∈ω ξm = ξ . Now we can argue as in
case (b), to get from the sets Φ∗n a subset G = {gϕ,n | n ∈ N, ϕ ∈ Φ∗n} of C(X,Y ), satisfy-
ing a suitable analogous of (2.1); thus for such a G we will have that |G|∑n∈N |Φ∗n |
ξ · ℵ0 = ξ . To prove that G is dense in C(X,Y ), given f ∈ C(X,Y ) and ε with 0 < ε  1,
let again n¯ ∈ N be such that 1
n¯
< ε2 . Putting A
′∗ = {m ∈ ω | ∃β ∈ ξ : f (Bm) ⊆ Sρ(yn¯,β, 1n¯ )},
we have as in (b) that {Bm | m ∈ A′∗} covers X, hence by compactness there exists
a finite A∗ ⊆ A′∗ such that ⋃m∈A∗ Bm = X. Therefore fixing a ϕ :A∗ → ξ such that
f (Bm) ⊆ Sρ(yn¯,ϕ(m), 1n¯ ) for every m ∈ A∗, we can prove as in case (b) that σ(f,gϕ,n¯) ε.
Consider now the case where X is GK but not compact. Let K = ∆(X): then we have
already proved that there exists a dense subset FK of C(K,Y ) with |FK |  ξ . For every
m ∈ N, let Ωm = Sd(K, 1m) =
⋃
x∈K Sd(x, 1m). Since, thanks to Lemma 2.2, X\Ωm has
density νm < ν, by case (a) we may consider a dense subset Gm of C(X\Ωm,Y ) with
|Gm|  ξνm ; moreover, if we are in case (d), we may further assume by (b) that |Gm| 
(< ξ)νm . Let also jm :Ωm → K (not necessarily continuous) such that d(jm(x), x)  1m
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necessarily continuous) as:
hf,m,g(x) =
{
g(x) for x ∈ X\Ωm,
f (jm(x)) for x ∈ Ωm.
Let H = {hf,m,g | f ∈ FK, m ∈ N, g ∈ Gm}: then |H| ξ · ℵ0 · ξ<ν = ξ<ν , and if we are
in case (d) we further have that |H| ξ · ℵ0 · (< ξ)<ν = (< ξ)<ν . We want to prove that
∀h ∈ C(X,Y ): ∀ε > 0: ∃h′ ∈H: ρ(h,h′) ε.
Indeed, let hˆ ∈ C(X,Y ) and εˆ with 0 < εˆ  1 be fixed. Take fˆ ∈ FK such that σ(fˆ , hˆK)
εˆ
3 , and for every x ∈ K , consider m(x) ∈ N such that
hˆ
(
Sd
(
x,
2
m(x)
))
⊆ Sρ
(
hˆ(x),
εˆ
3
)
. (2.2)
By compactness, there exist x1, . . . , x ∈ K such that K ⊆⋃i=1 Sd(xi, 1m(xi) ); using com-
pactness again, we also see that there must be mˆ ∈ N with Sd(K, 1mˆ ) ⊆
⋃
i=1 Sd(xi, 1m(xi) ),
and clearly we may further suppose that mˆ  max{m(x1), . . . ,m(x)}. Take gˆ ∈ Gmˆ such
that σ(gˆ, hˆX\Ωmˆ) εˆ: we claim that
σ
(
hˆ, h
fˆ ,mˆ,gˆ
)
 εˆ.
Actually, by our choice of gˆ, we only have to show that ρ(hˆ(x), h
fˆ ,mˆ,gˆ
(x)) εˆ for every
x ∈ Ωmˆ. Indeed, given x¯ ∈ Ωmˆ, we know that hfˆ ,mˆ,gˆ(x¯) = fˆ (jmˆ(x¯)). Since x¯ ∈ Ωmˆ =
Sd(K,
1
mˆ
) ⊆⋃i=1 Sd(xi, 1m(xi) ), there exists ıˆ ∈ {1, . . . , } such that x¯ ∈ Sd(xıˆ , 1m(xıˆ ) ); then
from d(x¯, jmˆ(x¯)) < 1mˆ we deduce that d(xıˆ , jmˆ(x¯))  d(xıˆ , x¯) + d(x¯, jmˆ(x¯)) < 1m(xıˆ ) +
1
mˆ
 1
m(xıˆ )
+ 1
m(xıˆ )
= 2
m(xıˆ )
(thanks to our assumption that mˆ  max{m(x1), . . . ,m(x)}).
Therefore, by (2.2) we have that ρ(hˆ(xıˆ), hˆ(jmˆ(x¯))) < εˆ3 . At the same time, from x¯ ∈
Sd(xıˆ ,
1
m(xıˆ )
) ⊆ Sd(xıˆ , 2m(xıˆ ) ) we deduce (using (2.2) again) that ρ(hˆ(x¯), hˆ(xıˆ )) <
εˆ
3 , so that
ρ(hˆ(x¯), hˆ(jmˆ(x¯))) < ρ(hˆ(x¯), hˆ(xıˆ)) + ρ(hˆ(xıˆ), hˆ(jmˆ(x¯))) < εˆ3 + εˆ3 = 23 εˆ. Finally, since
σ(fˆ , hˆK) εˆ3 , we have that
ρ
(
hˆ(x¯), h
fˆ ,mˆ,gˆ
(x¯)
)
 ρ
(
hˆ(x¯), hˆ
(
jmˆ(x¯)
))+ ρ(hˆ(jmˆ(x¯)), fˆ (jmˆ(x¯)))
 2
3
εˆ + εˆ
3
= εˆ. 
Remark. The proof of part (b) of the previous theorem, as well as the proof of part (c)
and (d) in the case where X is compact, are generalizations of a well-known separability
argument (cf. [12, Proposition 1.3.3]). It is natural wondering whether a similar argu-
ment could work as well when X is a generic GK space. However, it seems that this is
not the case. Indeed, after having defined the sets Dn as in the case where X is com-
pact, and having fixed a base {Bα | α ∈ ν} for X, we should consider for every n ∈ N
the families Φn = {ADn | A ⊆ ν, |A| < ν} (= {ADn | A ∈ [ν]<ν}) and Φ∗n = {ϕ ∈ Φn |
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can obtain for |Φ∗n | is |Φ∗n | |Φn|
∑
A∈[ν]<ν |Dn||A|  ν<ν · ξ<ν , and it is possible that
ν<ν > ξ<ν for a cardinal ν of cofinality ℵ0 (for example, if ξ = ℵ0 while ν is a strong limit
greater than ℵ0 and of cofinality ℵ0, then ℵ0<ν = 2<ν = ν and ν<ν = νℵ0 > ν—see [9, Ex-
ercise 6.14 and Corollary 4 to Theorem 17]).
Thus it seems necessary, to prove (c) and (d) in the general case, using in a deeper way
the inner structure of GK spaces.
Now we would like to reverse the inequalities of Proposition 2.4. As already observed in
the Introduction, this is not possible without some supplementary assumption on Y . Indeed,
consider for example the following situation: X is pathwise connected and non-separable,
while (Y,ρ) is an infinite separable metric space containing no nondegenerate path (in
particular, we could take the rational line endowed with the Euclidean metric). Then
C(X,Y ) consists exactly of the constant functions from X to Y , so that (C(X, (Y,ρ)), σ )
is easily seen to be isometric to (Y,min{ρ,1})—hence homeomorphic to Y . Therefore,
d(C(X,Y )) = d(Y ) = ℵ0, which is clearly strictly less than each of the numbers ℵ0d(X),
ℵ0<d(X), (< ℵ0)d(X) and (< ℵ0)<d(X), appearing in the statement of Proposition 2.4.
Thus, it seems reasonable to assume that Y is pathwise connected. Observe that this
also includes the case, of special interest, where Y is a normed space.
Our main tool to achieve the evaluation of d(C(X,Y )) is the following result, whose
proof bears some resemblance to that of [2, Theorem 5].
Proposition 2.5. Let D be a closed and discrete subset of a metrizable space X, let 0 <
ε  1 and E be an ε-uniformly discrete subset of a pathwise connected metric space (Y,ρ).
Then there exists an ε-uniformly discrete subset of C(X,Y ) of cardinality |E||D|.
Proof. By collectionwise normality, it is possible to associate to every x ∈ D an open set
Ωx  x, in such a way that the family {Ωx | x ∈ D} be discrete. If for every x ∈ D we take
δx > 0 such that Sd(x, δx) ⊆ Ωx , then the family {Sd(x, δx) | x ∈ D} is discrete, too.
Fix a point y¯ of Y , and for every y ∈ E consider a path ψy : [0,1] → Y such that
ψy(0) = y and ψy(1) = y¯. We will associate to every ϕ :D → E a gϕ ∈ C(X,Y ) in the
following way. Given ϕ ∈ DE, put
gϕ(x
′) =
{
ψϕ(x)
(
d(x,x′)
δx
)
if x′ ∈ Sd(x, δx) for a (unique) x ∈ D,
y¯ if x′ /∈⋃x∈D Sd(x, δx).
First of all, observe that gϕ is well defined, because if x′ belongs both to Sd(x¯, δx¯)
for an x¯ ∈ D and to X\⋃x∈D Sd(x, δx), then we have of necessity that d(x¯, x′) = δx¯ , so
that ψϕ(x¯)( d(x¯,x
′)
δx¯
) = ψϕ(x¯)(1) = y¯, which coincides with the definition of gϕ(x′) when
x′ /∈⋃x∈D Sd(x, δx). Now, since the family {Sd(x, δx) | x ∈ D} is discrete,
C= {Sd(x, δx) | x ∈ D}∪ {X\ ⋃
x∈D
Sd(x, δx)
}
is a closed, locally finite covering of X. Thus, to prove continuity of gϕ , we just have to
show the continuity of each its restriction to an element of C; and this is clear because
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that of d(x, ·) and of ψϕ(x).
Observe that for every x ∈ D we have the equality gϕ(x) = ψϕ(x)( d(x,x)δx ) = ψϕ(x)(0) =
ϕ(x). Therefore, for distinct ϕ′, ϕ′′ ∈ DE, picking an x∗ ∈ D with ϕ′(x∗) = ϕ′′(x∗) we
have that σ(gϕ′ , gϕ′′) = supx′∈X ρ(gϕ′(x′), gϕ′′(x′))  ρ(gϕ′(x∗), gϕ′′(x∗)) = ρ(ϕ′(x∗),
ϕ′′(x∗))  ε, because E is ε-uniformly discrete. Therefore, {gϕ | ϕ ∈ DE} is an ε-
uniformly discrete subset of C(X,Y ), of cardinality |E||D|. 
Theorem 2.6. Let X be a metrizable space and (Y,ρ) a pathwise connected metric space,
with d(X) = ν and d(Y ) = ξ . We have that:
(a) if X is not GK and (Y,ρ) is not GTB, then d(C(X,Y )) = ξν ;
(b) if X is not GK and (Y,ρ) is GTB, then d(C(X,Y )) = (< ξ)ν ;
(c) if X is GK and (Y,ρ) is not GTB, then d(C(X,Y )) = ξ<ν ;
(d) if X is GK and (Y,ρ) is GTB, then d(C(X,Y )) = (< ξ)<ν .
Proof. (a) and (b) Since X is not GK, by Proposition 2.3 there exists a closed and discrete
subset D of X with |D| = ν. Now, if we are in case (a), then by [1, Theorem 4] there exists
a uniformly discrete subset E of Y with |E| = ξ ; while, if we are in case (b), then taking
for every n ∈ N an En ∈ UDmax1/n (Y ), and letting |En| = ξn, we have by [1, Theorem 1]
that supn∈N ξn = ξ . Therefore, using Proposition 2.5, we have in case (a) that there is
a uniformly discrete subset F of C(X,Y ) with |F| = ξν , and in case (b) that for every
n ∈ N there is a Fn ∈ UDmax1/n (C(X,Y )) with |Fn| = ξνn . Thus the conclusion follows from
parts (a) and (b) of Proposition 2.4.
(c) and (d) Since e(X) = d(X) and ν has cofinality ℵ0 [1, Theorems 5 and 8], there exists
a sequence {Dm}m∈N of closed and discrete subsets of X, such that supm∈N |Dm| = ν. Now,
if we are in case (c), then arguing as in part (a) we can find for every m ∈ N a uniformly
discrete subset Fm of C(X,Y ) with |Fm| = ξ |Dm|; while if we are in case (d), then arguing
as in part (b) we obtain for every m,n ∈ N a Fm,n ∈UDmax1/n (C(X,Y )), with |Fm,n| = ξ |Dm|n ,
where {ξn}n∈N is a sequence of cardinals having ξ as their supremum. Hence, again, we
easily get the conclusion. 
3. The density of UC(X,Y )
Now we consider the case where the metrizable space X is endowed since the beginning
with a compatible metric d . We first state and prove the analogous of Proposition 2.4 for
the space of uniformly continuous functions.
Proposition 3.1. Let (X,d), (Y,ρ) be metric spaces, with d(X) = ν and d(Y ) = ξ . We
have that:
(a) d(UC(X,Y )) |UC(X,Y )| |C(X,Y )| ξν ;
(b) if (Y,ρ) is GTB, then d(UC(X,Y )) (< ξ)ν ;
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(d) if (X,d) and (Y,ρ) are both GTB, then d(UC(X,Y )) (< ξ)<ν .
Proof. (a) and (b) Since UC(X,Y ) ⊆ C(X,Y ), which is a metrizable space, these items
immediately follow from the corresponding ones of Proposition 2.4.
(c) First of all, fix a dense subset E of Y with |E| = ξ . For every m ∈ N, since X is GTB,
there exists a 1
m
-dense subset Dm of X with |Dm| < ν. Then there also exists a function
(of choice) jm :X → Dm such that, for every x ∈ X, d(x, jm(x)) < 1m . Let Φm = DmE,
and for every ϕ ∈ Φm put gϕ,m = ϕ ◦ jm. Then |⋃m∈N{gϕ,m | ϕ ∈ Φm}|∑m∈N |Φm| =∑
m∈N |E||Dm|  ξ<ν · ℵ0 = ξ<ν . We want to prove that
∀f ∈ UC(X,Y ): ∀ε > 0: ∃m ∈ N: ∃ϕ ∈ Φm: σ(f,gϕ,m) ε. (3.1)
Indeed, given fˆ ∈ UC(X,Y ), and εˆ > 0, we know by uniform continuity that there exists
m¯ ∈ N such that
∀x′, x′′ ∈ X:
(
d(x′, x′′) < 1
m¯
⇒ ρ(fˆ (x′), fˆ (x′′))< εˆ
2
)
. (3.2)
Consider a ϕ¯ ∈ Dm¯E = Φm¯ such that, for every x ∈ Dm¯:
ρ
(
ϕ¯(x), fˆ (x)
)
<
εˆ
2
. (3.3)
Then given any x ∈ X, we have that
ρ
(
gϕ¯,m¯(x), fˆ (x)
)
 ρ
(
gϕ¯,m¯(x), fˆ
(
jm¯(x)
))+ ρ(fˆ (jm¯(x)), fˆ (x))
= ρ(ϕ¯(jm¯(x)), fˆ (jm¯(x)))+ ρ(fˆ (jm¯(x)), fˆ (x)).
Since d(x, jm¯(x)) < 1m¯ , it follows from (3.2) that ρ(fˆ (x), fˆ (jm¯(x))) < εˆ2 ; on the other
hand, (3.3) implies that ρ(fˆ (jm¯(x)), ϕ¯(jm¯(x))) < εˆ2 . Therefore, ρ(gϕ¯,m¯(x), fˆ (x)) < εˆ.
(d) For every m,n ∈ N, let Dm,En be, respectively, 1m -dense in X and 1n -dense in Y ,
with |Dm| < ξ and |En| < ν. For m,n ∈ N, define jm :X → Dm as in part (c), let Φm,n =
DmEn and for every ϕ ∈ Φm,n put gϕ,m,n = ϕ ◦ jm. Then |⋃m,n∈N{gϕ,m,n | ϕ ∈ Φm,n}|∑
m,n∈N |Φm,n| =
∑
m,n∈N |En||Dm|  (< ξ)<ν · ℵ0 · ℵ0 = (< ξ)<ν .
To prove the analogous of (3.1) of part (c), let fˆ ∈ UC(X,Y ) and εˆ > 0 be given, and
let m¯ ∈ N be such that (3.2) holds; also, pick n¯ ∈ N with 1
n¯
 εˆ2 , and consider ϕ¯ ∈ Dm¯En¯ =
Φm¯,n¯ such that ρ(ϕ¯(x), fˆ (x)) < 1n¯ 
εˆ
2 for every x ∈ Dm (this is possible because En¯ is
1
n¯
-dense in Y ). Then we can prove as in part (c) that ρ(gϕ¯,m¯,n¯(x), fˆ (x)) < εˆ for every
x ∈ X. 
Remark. For ν = ℵ0, items (c) and (d) of the above proposition may be proved by applying
the corresponding items of Proposition 2.4. Indeed, it is sufficient to use the well-known
facts that every uniformly continuous function from a metric space (X,d) to a complete
metric space (Y,ρ) may be extended to a (uniformly) continuous function defined on the
completion of (X,d), and that the completion of a totally bounded metric space is compact.
However, there seems to be no way for extending such an argument to the case where
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More dramatically, for every uncountable cardinal ν of cofinality ℵ0 there exists a GTB
metric space of density ν, which cannot be embedded as a dense subspace in any GK
space having the same density [2, Example 21].
Again, as in Section 1, we wish to obtain the reverse inequalities of Proposition 3.1, un-
der the assumption that Y is pathwise connected. To this end (which will be achieved only
partially), we need some preliminary considerations about uniformly continuous functions.
Definition. Let f be uniformly continuous function between metric spaces (X,d), (Y,ρ).
We call modulus of uniform continuity of f the function η(f ) :N → N defined by:(
η(f )
)
(n) = min
{
m ∈ N | ∀x′, x′′ ∈ X:(
d(x′, x′′) < 1
m
⇒ ρ(f (x′), f (x′′))< 1
n
)}
. (3.4)
Of course, a natural interpretation of the modulus of uniform continuity is that if f1, f2
are uniformly continuous and η(f1)∗ η(f2) (i.e., (η(f1))(n) (η(f2))(n) for all but a fi-
nite number of n ∈ N), then f1 is continuous in a “more uniform way” than f2. Observe that
the modulus of continuity is always a non-decreasing function, and that if f ∈ UC(X,Y )
is Lipschitz with Lipschitz constant k ∈ N, then η(f )(n) kn for every n ∈ N.
Lemma 3.2. Let f :X1 → X2 and g :X2 → X3, where (X1, d1), (X2, d2) and (X3, d3) are
metric spaces. Then, if g is uniformly continuous, f is Lipschitz and m¯ ∈ N is a Lipschitz
constant for f , we have that:(
η(g ◦ f ))(n) m¯ · (η(g))(n)
for every n ∈ N.
Proof. Given n¯ ∈ N, it is sufficient to prove that
∀x, y ∈ X1:
(
d1(x, y) <
1
m¯ · (η(g))(n¯) ⇒ d3
(
g
(
f (x)
)
, g
(
f
(
y)
))
<
1
n¯
)
.
Actually, d1(x, y) < 1m¯·(η(g))(n¯) implies that d2(f (x), f (y))  m¯ · d1(x, y) < 1(η(g))(n¯) ;
therefore, by the definition of η(g), we have that d3(g(f (x)), g(f (y))) < 1n¯ . 
Let us recall the following notation from [2] (see the proof of Theorem 5 there): for two
nonempty subsets A,B of a metric space (X,d), we define the gap Dd(A,B) between A
and B as: inf{d(x′, x′′) | x′ ∈ A, x′′ ∈ B}.
Lemma 3.3. Let (X,d) be a metric space, C a closed cover of X such that C′  C′′
for distinct C′,C′′ ∈ C, and, for every C ∈ C, fC a uniformly continuous function from
C to a metric space (Y,ρ). Moreover, suppose that fC1C1∩C2 = fC2C1∩C2 for every
C1,C2 ∈ C, and that there exists ηˆ :N → N such that (η(fc))(n)  ηˆ(n) for every C ∈ C
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tinct C1,C2 ∈ C. Then f :X → Y , defined as f (x) = fC(x) for x ∈ C (∈ C), is uniformly
continuous.
Proof. Given εˆ > 0, let nˆ ∈ N be such that 1
nˆ
< εˆ, and put δ∗ = min{ 1
ηˆ(nˆ)
, δˆ}. Then, if
x′, x′′ ∈ X are such that d(x′, x′′) < δ∗, there must exist Ĉ ∈ C with x′, x′′ ∈ Ĉ (otherwise,
taking C′,C′′ ∈ C with x′ ∈ C′ and x′′ ∈ C′′, we would have that Dd(C′\C′′,C′′\C′) 
d(x′, x′′) < δ∗  δˆ). Since (η(fĈ))(nˆ)  ηˆ(nˆ) by hypothesis, it follows that δ∗  1ηˆ(nˆ) 
1
(η(fĈ ))(nˆ)
. Thus by the definition of ηˆ we obtain: ρ(f (x′), f (x′′)) = ρ(fĈ(x′), fĈ(x′′))
1
nˆ
< εˆ. 
Proposition 3.4. Suppose (X,d), (Y,ρ) be metric spaces, δ > 0, 0 < ε  1, D ∈ UDδ(X)
and E ∈UDε(Y ). Suppose also that for every y ∈ E there exists a (uniformly) continuous
ψy : [0,1] → Y , such that ψy(0) = y and ψy(1) = y¯, where y¯ is a fixed point of Y ; and
that there exists η˜ :N → N such that η(ψy)  η˜ for every y ∈ E. Then there is an F ∈
UDε(UC(X,Y )) such that |F| = |E||D|.
Proof. Let T = X\⋃x∈D Sd(x, δ3 ) and, for every x ∈ D, Cx = Sd(x, δ3 ) ∪ T . For every
x ∈ D, define f ∗x , fx :X → R as f ∗x (x′) = 3δ d(x, x′), and fx(x′) = min{f ∗x (x′),1}. Since,
as is well known, the distance from a fixed point is a constant-1 Lipschitz function, each
f ∗x is a constant- 3δ Lipschitz function, and the same clearly holds for fx . Picking m¯ ∈ N
with m¯ 3
δ
, we have by Lemma 3.2 that
∀y ∈ E: η(ψy ◦ fx) m¯ · η(ψy). (3.5)
Now, for every ϕ ∈ DE, consider the function gϕ :X → Y defined as:
gϕ(x
′) = ψϕ(x)
(
fx(x
′)
)
, for x′ ∈ X with x′ ∈ Cx.
Observe that this is a correct definition, because if x′ belongs to Cx1 ∩ Cx2 for two
distinct x1, x2 ∈ D, then x′ ∈ T , so that fx1(x′) = fx2(x′) = 1 and ψϕ(x1)(fx1(x′)) =
ψϕ(x2)(fx2(x
′)) = y¯. Observe also that for distinct x1, x2 ∈ D we have: Cx1\Cx2 =
Sd(x1,
δ
3 ) and Cx2\Cx1 = Sd(x2, δ3 ), so that Dd(Sd(x1, δ3 ), Sd(x2, δ3 ))  δ3 (because D ∈
UDδ(X)). Finally, the fact that η(ψϕ(x) ◦ fx)  m¯ · η(ψϕ(x))  m¯ · η˜ for every x ∈ D al-
lows us to apply Lemma 3.3 (with ηˆ = m¯ · η˜), obtaining that gϕ is uniformly continuous.
On the other hand, since
∀ϕ ∈ DE: ∀x ∈ D: gϕ(x) = ψϕ(x)
(
fx(x)
)= ψϕ(x)(0) = ϕ(x)
(as, of course, x ∈ Cx ), we have—like in the proof of Proposition 2.5—that σ(gϕ′ , gϕ′′) ε
for distinct ϕ′, ϕ′′ ∈ DE. Thus F = {gϕ | ϕ ∈ DE} is the required family. 
Proposition 3.5. Let (X,d) be a metric space, δ > 0 and D a δ-uniformly discrete sub-
set of X; let also (Y,ρ) be a metric space, containing at least a non-trivial path. Then
(UC(X,Y ), σ ) contains a uniformly discrete subset of cardinality 2|D|.
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[0,1] to Y such that ψ(0) = ψ(1). Let the sets Cx and the functions fx be defined as
in the previous proposition, and let ψ0,ψ1 : [0,1] → Y be defined by ψ0(t) = ψ( 12 t) and
ψ1(t) = ψ(1 − 12 t). Then set Φ = D{0,1}, and for every ϕ ∈ Φ define
gϕ(x
′) =
{
ψ0(fx(x′)) if x′ ∈ Cx for some x ∈ D with ϕ(x) = 0,
ψ1(fx(x′)) if x′ ∈ Cx for some x ∈ D with ϕ(x) = 1.
Since for every x′ ∈ T = X\⋃x∈D Sd(x, δ3 ), every ι ∈ {0,1} and every x ∈ D with ϕ(x) =
ι, we have that ψι(fx(x′)) = ψι(1) = ψ( 12 ), it follows that gϕ is well defined. To prove
uniform continuity, using an analogous argument to that of Proposition 3.4, we just have
to exhibit an ηˆ ∈ NN such that η(ψι ◦ fx)  ηˆ for every ι ∈ {0,1} and every x ∈ D with
ϕ(x) = ι.
Actually, picking (as in the previous proposition) m¯ ∈ N with m¯  3
δ
, we have again
that η(ψι ◦ fx)  m¯ · η(ψι) for every ι ∈ {0,1} and x ∈ D with ϕ(x) = ι; therefore, ηˆ =
max{m¯ · η(ψ0), m¯ · η(ψ1)} does the job.
Now, put ρ(ψ(0),ψ(1)) = εˆ, and let ϕ′, ϕ′′ be two arbitrary distinct elements of Φ .
Then there exists xˆ ∈ D with ϕ′(xˆ) = ϕ′′(xˆ), and we may clearly suppose that ϕ′(xˆ) = 0
and ϕ′′(xˆ) = 1. Then gϕ′(xˆ) = ψ0(fxˆ(xˆ)) = ψ0(0) = ψ(0) and gϕ′′(xˆ) = ψ1(fxˆ(xˆ)) =
ψ1(0) = ψ(1), so that σ(gϕ′ , gϕ′′)min{ρ(gϕ′(xˆ), gϕ′′(xˆ)),1} = min{εˆ,1}. 
Corollary 3.6. Suppose (X,d), (Y,ρ) be metric spaces, δ > 0, 0 < ε  1, D ∈ UDδ(X)
and E ∈UDε(Y ), with |D| = ν and |E| = ξ . Suppose also that for every y ∈ E there exists
a (uniformly) continuous ψy : [0,1] → Y , such that ψy(0) = y and ψy(1) = y¯, where y¯ is
a fixed point of Y . Then for every cardinal ξ ′ < ξ there exists an F′ ∈ UDε(UC(X,Y ))
with |F′| = ξ ′ν (so that d(UC(X,Y )) = e(UC(X,Y )) supξ ′<ξ ξ ′ν = (< ξ)ν ). Moreover,
if ξ  c (= 2ℵ0 ) or if ξ is regular, then there is an F ∈ UDε(UC(X,Y )) with |F| = ξν (so
that, in this case, d(UC(X,Y )) = e(UC(X,Y )) ξν ).
Proof. If ξ  c, then 2ν  ξν  (2ℵ0)ν = 2ν ; therefore, the result follows from Proposi-
tion 3.5. If, on the contrary, ξ > c, then for every ϑ ∈ NN consider the set Eϑ = {y ∈ E |
η(ψy) = ϑ}. Since E =⋃ϑ∈NNEϑ and ξ > c = |NN|, we must have that supϑ∈NN |Eϑ | =
ξ ; and, if ξ is regular, then there also is a ϑˆ ∈ NN with |E
ϑˆ
| = ξ . Therefore, given any cardi-
nal ξ ′ < ξ , we may take a ϑ ′ ∈ NN with |Eϑ ′ | ξ ′ and apply Proposition 3.4 with E = Eϑ ′
and ηˆ = ϑ ′, getting an F′ ∈UDε(UC(X,Y )) with |F′| = ξ ′ν . Also, if ξ is regular, then we
may apply Proposition 3.4 with E = E
ϑˆ
and ηˆ = ϑˆ , getting an F ∈ UDε(UC(X,Y )) with
|F| = ξν . 
Theorem 3.7. Let (X,d) be a metric space and (Y,ρ) a pathwise connected metric space,
with d(X) = ν and d(Y ) = ξ . We have that:
(a) if neither (X,d) nor (Y,ρ) is GTB, then (< ξ)ν  d(UC(X,Y ))  ξν ; moreover, if
ξ  c or if ξ is regular, then d(UC(X,Y )) = ξν ;
(b) if (Y,ρ) is GTB while (X,d) is not, then d(UC(X,Y )) = (< ξ)ν ;
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ξ  c or if ξ is regular, then d(UC(X,Y )) = ξ<ν ;
(d) if (X,d) and (Y,ρ) are both GTB, then d(UC(X,Y )) = (< ξ)<ν .
Proof. (a) and (b) Since (X,d) is not GTB, there exist δ > 0 and D ∈ UDδ(X) with
|D| = ν. Now, if we are in case (a), then there also exist ε > 0 (which we may further
suppose to be not greater than 1) and E ∈ UDε(Y ), with |E| = ξ . Therefore, by Corol-
lary 3.6 we have that d(UC(X,Y ))  (< ξ)ν , and d(UC(X,Y ))  ξν when ξ  c or ξ is
regular. While, if we are in case (b), then we can write ξ as supn∈N ξn, with ξn < ξ for every
n ∈ N; thus, given any ξ ′ < ξ , there must exist n′ ∈ N with ξn′ > ξ ′, and by [1, Lemma 2]
there exist ˆ ∈ N and E′ ∈ UDmax
1/ˆ
(Y ) with |E′|  ξn′ . Therefore, it follows again from
Corollary 3.6 that d(UC(X,Y ))  (< ξn′)ν  ξ ′ν , whence we conclude by the arbitrarity
of ξ ′ < ξ that d(UC(X,Y )) (< ξ)ν .
(c) and (d) Let ν = supm∈N νm: then for every m ∈ N we have by [1, Lemma 2] that there
exist kˆ ∈ N and Dm ∈UDmax1/kˆ (X) with |Dm| νm. Thus, if we are in case (c), we may argue
as in case (a) to show that d(UC(X,Y )) (< ξ)νm , and that d(UC(X,Y )) ξνm when ξ 
c or ξ is regular; by the arbitrarity of m ∈ N, it then follows that d(UC(X,Y )) (< ξ)<ν ,
and that d(UC(X,Y ))  ξ<ν when ξ  c or ξ is regular. And, if we are in case (d), then
we can argue as in case (b) to show that d(UC(X,Y )) (< ξ)νm , whence we obtain again
by the arbitrarity of m ∈ N that d(UC(X,Y )) (< ξ)<ν . 
We will see in Section 4 that there are situations where, under the assumptions cor-
responding to part (a) of the above theorem, we have d(UC(X,Y )) < ξν , and under the
assumptions corresponding to part (c) we have d(UC(X,Y )) < ξ<ν . However, we are also
going to prove that in the special case where Y is a normed space this cannot happen, so
that the value of d(UC(X,Y )) turns out to be completely determined. Actually, in that case
the statement corresponding to the above theorem will be considerably simplified, because
of the next result.
Lemma 3.8. If (Y,‖ · ‖) is a normed space and ρ is the metric induced on Y by ‖ · ‖, then
(Y,ρ) is not GTB.
Proof. Let ξ = d(Y ): if ξ = ℵ0, then we have to show that (Y,ρ) is not totally bounded,
and this is apparent because fixing a nonzero vector u ∈ Y , the set {nu | n ∈ N} turns out to
be an infinite, uniformly discrete subset of Y (as a matter of fact, for n′ = n′′ we have that
‖n′u − n′′u‖ = |n′ − n′′| · ‖u‖ ‖u‖).
Thus, assume ξ > ℵ0: we will prove a property stronger than being non-GTB, namely
that for any ε > 0 there cannot exists an ε-dense subset of Y having cardinality less than
ξ . Towards a contradiction, suppose εˆ > 0 and D ⊆ Y be such that |D| = ζ < ξ and D is
εˆ-dense in Y . For every n ∈ N, the set Dn = { 1nv | v ∈ D} is easily seen to be εˆn -dense in Y :
indeed, given u ∈ Y there must exist v ∈ D with ‖v − nu‖ < εˆ, so that ‖ 1
n
v − u‖ = 1
n
‖v −
nu‖ < εˆ
n
. Also, since |Dn| = |D| = ζ for every n ∈ N, we have that the set D∞ =⋃n∈NDn
has cardinality equal to max{ℵ0, ζ }, and is dense in Y by [1, Lemma 2]. Of course, this
contradicts d(Y ) = ξ . 
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Lemma 3.9. If (Y,‖ · ‖) is a normed space with d(Y ) = ξ > ℵ0, and ρ is the metric induced
on Y by ‖ · ‖, then the unitary open ball Sρ(0,1) centered at the origin (hence any open
ball in Y ) is not GTB.
Proof. Notice that since Y =⋃n∈N Sρ(0, n) and since d(Sρ(0, n)) = d(Sρ(0,1)) for every
n ∈ N (because homotheties are homeomorphisms), we have that d(Sρ(0,1)) = d(Y ) = ξ .
Towards a contradiction, suppose Sρ(0,1) is GTB: then there exist an infinite cardinal
ζ < ξ and a set D1 ⊆ Y with |D1| ζ and⋃v∈D1 Sρ(v, 12 ) ⊇ Sρ(0,1). Since each Sρ(v, 12 )
is the image of Sρ(0,1) under applying first the homothety ψ(u) = 12 u and then the trans-
lation Λv(u) = u + v, we have that D2 =⋃v∈D1 Λv(ψ(D1)) is such that |D2| ζ · ζ = ζ
and
⋃
v∈D2 Sρ(v,
1
4 ) ⊇
⋃
v∈D1 Sρ(v,
1
2 ). Proceeding inductively in this way, we can find for
every n ∈ N a subset Dn of Y with |Dn| ζ and ⋃v∈Dn Sρ(v, 12n ) ⊇⋃v∈Dn−1 Sρ(v, 12n−1 ).
Let Ωn =⋃v∈Dn Sρ(v, 12n ) for every n ∈ N, Ω =⋃n∈NΩn and D =⋃n∈NDn: then
|D| = ζ , and D is dense in Ω . Indeed, let εˆ > 0: taking nˆ ∈ N with 12nˆ < εˆ, we see that
for every u ∈ Ω there must exist n¯ ∈ N such that u ∈ Ωn for every n  n¯. Thus taking
n∗ = max{n¯, nˆ}, we have that there exists v ∈ Dn∗ ⊆ D such that u ∈ Sρ(v, 12n∗ )—i.e.,
ρ(u,v) < 12n∗ < εˆ.
Therefore, d(Ω) ζ ; and since, of course, Sρ(0,1) ⊆ Ω , we also have that d(Sρ(0,1))
ζ , while we have already shown that d(Sρ(0,1)) = d(Y ) = ξ . 
Proposition 3.10. Suppose (X,d) is a metric space, (Y,‖ · ‖) a normed space and ρ the
metric induced by ‖ · ‖ on Y . Let d(Y ) = ξ , and let D be a uniformly discrete subset of X.
Then there exists a uniformly discrete subset F of UC(X,Y ) with |F| = ξ |D|.
Proof. If D is finite, then ξ |D| = ξ : thus, taking a uniformly discrete subset E of Y with
|E| = ξ (which exists because Y is not GTB), we have that the collection F of all constant
functions from X to E has cardinality ξ and is uniformly discrete. Therefore, we may
suppose D infinite.
If ξ = ℵ0, then fix again a uniformly discrete E ⊆ Y with |E| = ξ : since ℵ0|D| = 2|D|,
the result follows from Proposition 3.5. Thus, we may further assume that ξ > ℵ0. In
this case, by the previous lemma we have that Sρ(0,1) is not GTB; since d(Sρ(0,1)) =
d(Y ) = ξ , there exist ε > 0 and an E ∈UDε(Sρ(0,1)) with |E| = ξ . Now, for every y ∈ E
let ψy : [0,1] → Y be defined by ψy(t) = (1 − t)y for every t ∈ [0,1]: then ψy(0) = y,
ψy(1) = 0 and ψy is a constant-1 Lipschitz function. This means that η(ψy)  idN for
every y ∈ E (where idN stands for the identity on N), so that we may apply Proposition 3.4
to get an F ∈UDε(UC(X,Y )) with |F| = |E||D| = ξ |D|. 
Theorem 3.11. Let (X,d) be a metric space, (Y,‖ · ‖) a normed space and ρ the metric
induced by ‖ · ‖ on Y . Letting d(X) = ν and d(Y ) = ξ , we have that:
(a) if (X,d) is not GTB, then d(UC(X,Y )) = ξν ;
(b) if (X,d) is GTB, then d(UC(X,Y )) = ξ<ν .
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by Proposition 3.10 we obtain a uniformly discrete F ⊆ UC(X,Y ) with F = ξν , so that
d(UC(X,Y )) ξν .
If, on the contrary, (X,d) is GTB, then we may consider for every cardinal ν′ < ν
a uniformly discrete subset D′ of X with |D′| = ν′, and arguing as before we de-
duce that d(UC(X,Y ))  ξν′ . Therefore, by the arbitrarity of ν′ < ν, we have that
d(UC(X,Y )) ξ<ν . 
Observe that, if (X,d) is a metric space and (Y,‖ · ‖) a normed space, then by Theo-
rems 2.6 and 3.11 there are only few cases where d(C(X,Y )) may fail to coincide with
d(UC((X,d),Y ))—namely, when (X,d) is GTB but not GK. Since a metrizable space X
is GK if and only if all compatible metrics on it are GTB [1, Theorem 8], it follows that for
every metrizable space X and every normed space Y there exists a compatible metric d on
X such that d(C(X,Y )) = d(UC((X,d),Y )).
Still in connection with the above theorem, it is natural wondering “how many” sit-
uations there can be, where it applies. The answer to such a question is “as many as
possible”. Actually, we know that for every cardinal ν of cofinality ℵ0, there is a GTB
(and also a GK) metric space of density ν [1, Examples 6 and 9]; and obviously for every
infinite cardinal ν, a set X of size ν, endowed with the 0–1 metric, gives an example of
a non-GTB space of density ν. Moreover, a stronger form of the latter result also holds,
in the sense that for every infinite cardinal ξ there exists a normed space of density ξ .
Indeed, given ξ as above, we may consider the vector space F(ξ) of all functions from
ξ to R which take a nonzero value only on a finite number of elements of the domain,
endowed with the componentwise sum, difference and multiplication by a scalar. We put
on F(ξ) the norm ‖ · ‖∞, defined as ‖u‖∞ = maxα∈ξ |u(α)| (of course, we may envisage
(F (ξ),‖ · ‖∞) as a subspace of (∞(ξ),‖ · ‖∞), the space of all bounded functions from ξ
to R endowed with the supremum norm—cf. [4, Example 6.5 of Chapter I]). Then the set
Q(ξ) = {u ∈ F(ξ) | ∀α ∈ ξ : u(α) ∈ Q} is easily seen to be dense in F(ξ), and has cardi-
nality equal to
∑
M∈[ξ ]<ω ℵ0|M| = 1 +
∑
M∈[ξ ]<ω\{∅} ℵ0 = 1 + ℵ0 · ξ<ω = ξ (where [ξ ]<ω
denotes, as usual, the collection of all finite subsets of ξ ); therefore, d(F (ξ)) ξ . On the
other hand, letting vα ∈ F(ξ) be defined, for every α ∈ ξ , by:
vα(β) =
{0 for β = α,
1 for β = α, (3.6)
we have that ‖vα′ − vα′′‖∞ = 1 for α′ = α′′, and hence {vα | α ∈ ξ} ∈ UD1(F (ξ)). Thus,
d(F (ξ)) = ξ .
4. Counterexamples
We are going to illustrate a scheme for constructing some metric spaces (Y,ρ), having
an underlying tree-like structure, and whose density is the supremum of a given strictly
increasing sequence of cardinals. It will turn out that, if the above sequence is chosen in a
suitable way, then there are metric spaces (X,d) for which the inequalities in the statement
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d(UC(X,Y )) = ξ<ν , respectively.
Let {ξn}n∈ω be a strictly increasing sequence of cardinals (where, of course, ω = N ∪
{0}), and let Θ be the set of all functions having as domain some m ∈ ω and such that
∀ϑ ∈ Θ: ∀n ∈ domϑ : ϑ(n) ∈ ξn
(observe, in particular, that the empty function 〈 〉 = ∅ belongs to Θ). Let us also put, for
the sake of simplicity, I0 = {0} and In =]n − 1, n] for every n ∈ N; then set Y = {(ϑ, r) |
ϑ ∈ Θ, r ∈ Idomϑ }. We can introduce on Y a natural relation  of partial order, by letting
(ϑ1, r1)  (ϑ2, r2) ⇐⇒
(
ϑ1  ϑ2 ∨ (ϑ1 = ϑ2 ∧ r1  r2)
)⇐⇒ (ϑ1 ⊆ ϑ2 ∧ r1  r2).
In particular, observe that two elements (ϑ1, r1), (ϑ2, r2) of Y are comparable with re-
spect to  if and only if ϑ1, ϑ2 are comparable with respect to ⊆; and that, if two
(ϑ1, r1), (ϑ2, r2) ∈ Y are such that ϑ1  ϑ2, then of necessity r1 < r2.
The partial order ⊆ on Θ gives it a tree structure, i.e., for every ϑ ∈ Θ the set {ϑ ′ ∈ Θ |
ϑ ′  ϑ} is well-ordered by ⊆. The partially ordered set (Y,) is not a tree, but it enjoys
the weaker property that for every (ϑ, r) ∈ Y the set {(ϑ ′, r ′) ∈ Y | (ϑ ′, r ′)  (ϑ, r)} is
totally ordered—actually, it is similar to the interval [0, r[ of the real line, endowed with
its standard order relation.
Now we define a metric ρ on Y in the following way. Given (ϑ1, r1), (ϑ2, r2) ∈ Y , if
ϑ1, ϑ2 are comparable with respect to ⊆ (equivalently, if (ϑ1, r1), (ϑ2, r2) are comparable
with respect to ), then put ρ((ϑ1, r1), (ϑ2, r2)) = |r1 − r2|. Otherwise, let:
n˜(ϑ1, ϑ2) = max{n ∈ ω | ϑ1n = ϑ2n}
= min{m ∈ dom(ϑ1)∩ dom(ϑ2) | ϑ1(m) = ϑ2(m)},
and put ρ((ϑ1, r1), (ϑ2, r2)) = r1 + r2 − 2n˜(ϑ1, ϑ2) (observe that the last value turns out
to be greater than 0, because r1 ∈]domϑ1 − 1,domϑ1], r2 ∈]domϑ2 − 1,domϑ2], and
both domϑ1 and domϑ2 are natural numbers strictly greater than n˜(ϑ1, ϑ2)).
The only non-trivial verification, to prove that ρ is a metric, is the one concerning tri-
angular inequality. We first point out some basic facts (whose proof is straightforward)
about the properties of Θ . In the following, according to the usual terminology (that we
have already used above), we will say that ϑ ′, ϑ ′′ ∈ Θ are comparable if either ϑ ′ ⊆ ϑ ′′
or ϑ ′′ ⊆ ϑ ′ (or both), and that they are uncomparable otherwise; in the latter case, we will
also write ϑ ′ ⊥ ϑ ′′. An analogous terminology will be adopted for the elements of Y .
Lemma 4.1. Let ϑ,ϑ ′, ϑ ′′ ∈ Θ be such that ϑ ⊥ ϑ ′ and ϑ ⊥ ϑ ′′. Then:
(a) If n˜(ϑ,ϑ ′) < n˜(ϑ,ϑ ′′), then ϑ ′ ⊥ ϑ ′′ and n˜(ϑ ′, ϑ ′′) = n˜(ϑ,ϑ ′);
(b) if n˜(ϑ,ϑ ′) = n˜(ϑ,ϑ ′′), then either ϑ ′, ϑ ′′ are comparable, or n˜(ϑ ′, ϑ ′′) n˜(ϑ,ϑ ′) =
n˜(ϑ,ϑ ′′).
Proof. (a) By the definition of n˜(ϑ,ϑ ′′), we have that ϑ(m) = ϑ ′′(m) for m< n˜(ϑ,ϑ ′′)—
hence in particular ϑ(n˜(ϑ,ϑ ′)) = ϑ ′′(n˜(ϑ,ϑ ′)). Since ϑ ′(n˜(ϑ,ϑ ′)) = ϑ(n˜(ϑ,ϑ ′)) (by the
definition of n˜(ϑ,ϑ ′)), we have that ϑ ′(n˜(ϑ,ϑ ′)) = ϑ ′′(n˜(ϑ,ϑ ′)). Thus ϑ ′ ⊥ ϑ ′′ and
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ϑ ′(m) = ϑ(m) = ϑ ′′(m), so that n˜(ϑ ′, ϑ ′′) must coincide with n˜(ϑ,ϑ ′).
(b) Suppose that n˜(ϑ,ϑ ′) = n˜(ϑ,ϑ ′′) = nˆ and ϑ ′ ⊥ ϑ ′′. For m < nˆ we have by the
definitions of n˜(ϑ,ϑ ′) and n˜(ϑ,ϑ ′′) that ϑ ′(m) = ϑ(m) = ϑ ′′(m); therefore, n˜(ϑ ′, ϑ ′′) 
nˆ. 
Corollary 4.2. If ϑ,ϑ ′, ϑ ′′ ∈ Θ are pairwise uncomparable, then the set{
n˜(ϑ,ϑ ′), n˜(ϑ,ϑ ′′), n˜(ϑ ′, ϑ ′′)
}
consists at most of two elements.
Proof. By hypothesis, we know in particular that ϑ ⊥ ϑ ′ and ϑ ⊥ ϑ ′′. Thus, if n˜(ϑ,ϑ ′) <
n˜(ϑ,ϑ ′′) then n˜(ϑ ′, ϑ ′′) = n˜(ϑ,ϑ ′), and if n˜(ϑ,ϑ ′′) < n˜(ϑ,ϑ ′) then n˜(ϑ ′, ϑ ′′) = n˜(ϑ,ϑ ′′)
(by part (a) of the above lemma). Finally, if n˜(ϑ,ϑ ′) = n˜(ϑ,ϑ ′′), then we are done any-
way. 
Now we can pass to check the triangular inequality, for three arbitrary (ϑ1, r1), (ϑ2, r2),
(ϑ3, r3) ∈ Y .
1st case. (ϑ1, r1)  (ϑ3, r3).
We have the following subcases.
1st subcase. (ϑ1, r1)  (ϑ3, r3)  (ϑ2, r2).
Then
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r3 − r1  (r2 − r3)+ (r3 − r1) = r2 − r1
= ρ((ϑ1, r1), (ϑ2, r2))
 ρ
(
(ϑ1, r1), (ϑ2, r2)
)+ ρ((ϑ2, r2), (ϑ3, r3)).
2nd subcase. (ϑ1, r1)  (ϑ2, r2)  (ϑ3, r3).
Then
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r3 − r1 = (r3 − r2)+ (r2 − r1)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
3rd subcase. (ϑ2, r2)  (ϑ1, r1)  (ϑ3, r3).
Then
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r3 − r1  (r3 − r1)+ (r1 − r2) = r3 − r2
= ρ((ϑ2, r2), (ϑ3, r3))
 ρ
(
(ϑ1, r1), (ϑ2, r2)
)+ ρ((ϑ2, r2), (ϑ3, r3)).
4th subcase. (ϑ1, r1)  (ϑ2, r2) and ϑ2 ⊥ ϑ3.
Then, since r2 > dom(ϑ2)− 1 n˜(ϑ2, ϑ3), we have that:
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r3 − r1 < r3 − r1 + 2r2 − 2n˜(ϑ2, ϑ3)
= (r2 − r1)+ r2 + r3 − 2n˜(ϑ2, ϑ3)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
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In this subcase we also have that ϑ2 ⊥ ϑ3: indeed, ϑ1 ⊥ ϑ2 means that there exists
m ∈ dom(ϑ1) ∩ dom(ϑ2) such that ϑ1(m) = ϑ2(m) (actually, n˜(ϑ1, ϑ2) is by definition
the minimum of such m’s), thus from ϑ1 ⊆ ϑ3 we obtain that the above m belongs also
to dom(ϑ3), and ϑ3(m) = ϑ1(m) = ϑ2(m). Then by Lemma 4.1(a) we may have neither
n˜(ϑ1, ϑ2) < n˜(ϑ3, ϑ2) nor n˜(ϑ3, ϑ2) < n˜(ϑ1, ϑ2) (because in either case it would follow
that ϑ1 ⊥ ϑ3), and hence we may put nˆ = n˜(ϑ1, ϑ2) = n˜(ϑ3, ϑ2). Therefore, both r1 and r2
turn out to be greater than nˆ, and we obtain that:
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r3 − r1 < r3 − r1 + 2r1 + 2r2 − 4nˆ
= (r1 + r2 − 2nˆ)+ (r3 + r2 − 2nˆ)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
2nd case. (ϑ3, r3)  (ϑ1, r1).
Analogous to the 1st case.
3rd case. ϑ1 ⊥ ϑ3.
Again, we have a number of subcases.
1st subcase. (ϑ2, r2)  (ϑ1, r1) and (ϑ2, r2)  (ϑ3, r3).
Then from ϑ2 ⊆ ϑ1 and ϑ2 ⊆ ϑ3 we deduce that, for every m ∈ domϑ2, ϑ1(m) = ϑ2(m) =
ϑ3(m); therefore
n˜(ϑ1, ϑ3) = min
{
m ∈ dom(ϑ1)∩ dom(ϑ3) | ϑ1(m) = ϑ3(m)
}
> dom(ϑ2)− 1,
and hence n˜(ϑ1, ϑ3) dom(ϑ2) r2. It follows that:
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r1 + r3 − 2n˜(ϑ1, ϑ3)
= (r1 − r2)+ (r3 − r2)+ 2r2 − 2n˜(ϑ1, ϑ3)
 (r3 − r2)+ (r1 − r2)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
2nd subcase. (ϑ2, r2)  (ϑ1, r1) and ϑ2 ⊥ ϑ3.
Arguing as in the 5th subcase of the 1st case, we have by Lemma 4.1(a) that n˜(ϑ1, ϑ3) =
n˜(ϑ2, ϑ3). Thus
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r1 + r3 − 2n˜(ϑ1, ϑ3) = (r1 − r2)+ r2 + r3 − 2n˜(ϑ2, ϑ3)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
3rd subcase. (ϑ1, r1)  (ϑ2, r2).
Clearly, we can have neither ϑ2 ⊆ ϑ3 (because this would imply that ϑ1 ⊆ ϑ3) nor ϑ3 ⊆ ϑ2
(because, since Θ is a tree, we would have that ϑ3 is comparable with ϑ1). Therefore,
ϑ2 ⊥ ϑ3, and we may argue again applying Lemma 4.1(a) to obtain that n˜(ϑ1, ϑ3) =
n˜(ϑ2, ϑ3). Thus
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r1 + r3 − 2n˜(ϑ1, ϑ3) r2 + r3 − 2n˜(ϑ2, ϑ3)
= ρ((ϑ2, r2), (ϑ3, r3))
 ρ
(
(ϑ1, r1), (ϑ2, r2)
)+ ρ((ϑ2r2), (ϑ3, r3)).
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Analogous to the 2nd subcase.
5th subcase. (ϑ3, r3)  (ϑ2, r2).
Analogous to the 3rd subcase.
6th subcase. ϑ1 ⊥ ϑ2, ϑ2 ⊥ ϑ3.
By Corollary 4.2, we know that (at least) one of the following equalities must hold:
n˜(ϑ1, ϑ3) = n˜(ϑ1, ϑ2) or n˜(ϑ1, ϑ3) = n˜(ϑ2, ϑ3) or n˜(ϑ1, ϑ2) = n˜(ϑ2, ϑ3). Now, if n˜(ϑ1,
ϑ3) = n˜(ϑ1, ϑ2), then using the inequality r2 > dom(ϑ2)− 1 n˜(ϑ2, ϑ3) we have that
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r1 + r3 − 2n˜(ϑ1, ϑ3)
< r1 + r3 − 2n˜(ϑ1, ϑ2)+ 2r2 − 2n˜(ϑ2, ϑ3)
= r1 + r2 − 2n˜(ϑ1, ϑ2)+ r2 + r3 − 2n˜(ϑ2, ϑ3)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3));
while, if n˜(ϑ1, ϑ3) = n˜(ϑ2, ϑ3), then thanks to the inequality r2 > dom(ϑ2) − 1 
n˜(ϑ1, ϑ2) we have that
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r1 + r3 − 2n˜(ϑ1, ϑ3)
< r1 + r3 − 2n˜(ϑ2, ϑ3)+ 2r2 − 2n˜(ϑ1, ϑ2)
= r1 + r2 − 2n˜(ϑ1, ϑ2)+ r2 + r3 − 2n˜(ϑ2, ϑ3)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
Finally, if n˜(ϑ1, ϑ2) = n˜(ϑ2, ϑ3), then we may apply Lemma 4.1(b) (with ϑ ′ = ϑ1, ϑ =
ϑ2 and ϑ ′′ = ϑ3) to get that n˜(ϑ1, ϑ3)  n˜(ϑ1, ϑ2) = n˜(ϑ2, ϑ3), whence −n˜(ϑ1, ϑ3) 
−n˜(ϑ2, ϑ3). Thus, using again the inequality r2 > n˜(ϑ1, ϑ2), we have as before that:
ρ
(
(ϑ1, r1), (ϑ3, r3)
)= r1 + r3 − 2n˜(ϑ1, ϑ3)
< r1 + r3 − 2n˜(ϑ2, ϑ3)+ 2r2 − 2n˜(ϑ1, ϑ2)
= r1 + r2 − 2n˜(ϑ1, ϑ2)+ r2 + r3 − 2n˜(ϑ2, ϑ3)
= ρ((ϑ1, r1), (ϑ2, r2))+ ρ((ϑ2, r2), (ϑ3, r3)).
Therefore, ρ is actually a metric on Y . Observe that for every (ϑ, r) ∈ Y with ϑ = 〈 〉,
the function ψϑ,r : [0, r] → (Y,ρ) defined as ψϑ,r(t) = (ϑnˆ(t), t), where nˆ(t) is such that
nˆ(t) − 1 < t  nˆ(t), is an isometry with respect to the Euclidean metric on [0, r]. This
implies, in particular, that Y is pathwise connected (as ψϑ,r(0) = (〈 〉,0) and ψϑ,r(r) =
(ϑ, r)).
For every n ∈ N, let
Yn =
{
(ϑ, r) ∈ Y | r  n}= {(ϑ, r) ∈ Y | domϑ  n}= Sρ((〈 〉,0), n)
and
En =
{
(ϑ, r) ∈ Y | r = n}= {y ∈ Y | ρ((〈 〉,0), y)= n}.
Since for every n ∈ N we have that |En| = |{ϑ ∈ Θ | domϑ = n}|, it follows from the
definition of Θ that |En| =∏ ξi = ξn. For any two distinct elements (ϑ1, n), (ϑ2, n)0in
1076 C. Costantini / Topology and its Applications 153 (2006) 1056–1078of En, we have that ρ((ϑ1, n), (ϑ2, n)) = n + n − 2n˜(ϑ1, ϑ2)  2 (because n˜(ϑ1, ϑ2) <
min{domϑ1,domϑ2} = n); therefore, En ∈ UD2(Y ). This clearly implies that d(Yn) ξn
for every n ∈ N; on the other hand, since Yn = {(〈 〉,0)} ∪ (⋃1n′n⋃(ϑ,n′)∈En′ {(ϑ, r) |
n′ − 1 < r  n′}), we have that d(Yn)∑nn′=1∑(ϑ,n′)∈En′ d({(ϑ, r) | n′ − 1 < r  n′}) =∑n
n′=1(|En′ | · ℵ0) =
∑n
n′=1 ξn′ = ξn. Therefore, we conclude that d(Yn) = ξn for every
n ∈ N.
Observe also that since Y = ⋃n∈N Sρ((〈 〉,0), n) = ⋃n∈N Yn, it is easily shown that
d(Y ) = supn∈N ξn = ξ . Moreover, (Y,ρ) is not GTB. Indeed, let
E =
⋃
n∈N
En =
{
(ϑ,n) ∈ Y | n ∈ N}= {(ϑ,n) ∈ Y\{(〈 〉,0)} | dom(ϑ) = n},
then |E| = ξˆ . We claim that E ∈ UD1(Y )—so that we may apply [1, Theorem 4]. Ac-
tually, given two distinct (ϑ ′, n′), (ϑ ′′, n′′) ∈ E, suppose first that ϑ ′, ϑ ′′ are compara-
ble: since n′ = dom(ϑ ′) and n′′ = dom(ϑ ′′), we clearly have that n′ = n′′, and hence
ρ((ϑ ′, n′), (ϑ ′′, n′′)) = |n′ − n′′|  1. Suppose now that ϑ ′ ⊥ ϑ ′′: since n′ = dom(ϑ ′) 
n˜(ϑ ′, ϑ ′′) + 1 and n′′ = dom(ϑ ′′)  n˜(ϑ ′, ϑ ′′) + 1, we have that ρ((ϑ ′, n′), (ϑ ′′, n′′)) =
n′ + n′′ − 2n˜(ϑ ′, ϑ ′′) 2.
Now define by induction ξˆ0 = ℵ0 and ξˆn+1 = 2ξˆn , and let ξˆ = supn∈N ξˆn (i.e., using
customary set-theoretic notation, ξˆ = ω); we have that ξˆ is a strong limit cardinal, greater
than ℵ0 and of cofinality ℵ0. Then let (Ŷ , ρˆ) be the metric space obtained by the above-
illustrated construction, choosing the sequence of cardinals {ξˆn}n∈ω.
We recall the following well-known space. Given any infinite cardinal number ζ , the
hedgehog of spininess ζ (endowed with its usual distance function) is the metric space
(Jζ , dζ ), where Jζ = {0} ∪ (ζ×]0,1]) and dζ is defined by:
dζ (0,0) = 0;
dζ (0, (α, t)) = d((α, t),0) = t
for every α ∈ ζ and t ∈]0,1];
dζ ((α, t1), (α, t2)) = |t1 − t2|
for every α ∈ ζ and t1, t2 ∈]0,1];
dζ ((α1, t1), (α2, t2)) = t1 + t2
for any two distinct α1, α2 ∈ ζ and every t1, t2 ∈]0,1]
(cf. [5, Example 4.1.5], where a slightly different presentation is adopted). The fact
that dζ is actually a metric is folklore, and easy to check. Notice that each “spine”
{0}∪ ({α}× ]0,1]), with α ∈ ζ , is homeomorphic and isometric to [0,1]; on the other hand,
the set {(α,1) | α ∈ ζ } is 2-uniformly discrete and has cardinality ζ . Therefore d(Jζ ) = ζ ,
and (Jζ , dζ ) is not GTB by [1, Theorem 4].
Now let A0 = ξˆ0 (= ℵ0), and An+1 = ξˆn+1\ξˆn for n ∈ ω with n > 0; for every α ∈ ξˆ ,
denote by n˜(α) the unique n ∈ ω such that α ∈ An˜(α). Consider the subset X̂ of Jξˆ defined
as
X̂ = {0} ∪
{
(α, r) ∈ J
ξˆ
| r ∈
]
0,
1
]}
,
n˜(α)
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ξˆ
(which we will still denote by d
ξˆ
). Then
since each “reduced” spine has still density ℵ0, and since for every n ∈ N the set {(α, 1n ) ∈
X̂ | n˜(α) n} is 2
n
-uniformly discrete and has cardinality ξˆn, we easily see that the density
of X̂ is still ξˆ . However, (X̂, d
ξˆ
) is GTB: indeed, given any εˆ > 0, let T be a countable
dense subset of [0,1] (with respect to the Euclidean metric), let nˆ ∈ N be such that 1
nˆ
< εˆ,
and put L = {0} ∪ {(α, t) ∈ X̂ | n˜(α) < nˆ, t ∈ T∩]0, 1
n˜(α)
]}. Then |L| = ξˆnˆ−1 and L is
εˆ-dense in X̂.
Now we recall the following notion from [3]. A metric space (X,d) is said to be
uniformly chainable if for every δ > 0 there exists an n ∈ N, such that for any two
points x′, x′′ ∈ X there are points x0, x1, . . . , xm ∈ X with m  n, x0 = x′, xm = x′′ and
d(xi−1, xi) < δ for i = 1, . . . ,m.
Both (X̂, d
ξˆ
) and the spaces (Jζ , dζ ) are uniformly chainable. Indeed, given δˆ > 0,
choose n∗ ∈ N such that 1
n∗ < δˆ: then we are going to prove that for every element x of Jζ
(of X̂) there exist points x0, x1, . . . , xn∗ in Jζ (in X̂) with x0 = x, xn∗ = 0 and d(xi−1, xi) <
δˆ for i = 1, . . . , n—and this will clearly imply that taking n = 2n∗ satisfies the condition
for uniform chainability. Actually, since the case x = 0 is trivial, consider an arbitrary
element (α, r) of Jζ \{0} (of X̂\{0}): let xi = (α, n∗−in∗ r) for i = 0, . . . , n∗ − 1, and xn∗ = 0.
Then it is immediately checked that d(xi−1, xi) = rn∗  1n∗ < δˆ for i = 1, . . . , n∗.
The relevance of uniformly chainable metric spaces for our construction is due to the
next result. Let us recall that a metric space (X,d) is bounded if its diameter diam(X) =
supx′,x′′∈X d(x′, x′′) is less than +∞; equivalently, (X,d) is bounded if for every x ∈ X
there exists s > 0 such that X = Sd(x, s). Of course, when we consider a subset T of a
metric space (X,d), we say that T is bounded if it is bounded as a metric space, once
endowed with the distance function induced from d (equivalently, T ⊆ X is bounded if
for every x ∈ X there is s > 0 such that T ⊆ Sd(x, s)). Note that clearly every uniformly
chainable metric space is bounded.
Lemma 4.3. Let f be a uniformly continuous function from a uniformly chainable metric
space (X,d) to a metric space (Y,ρ). Then the image of f is a bounded subset of (Y,ρ).
Proof. Straightforward. 
Now, let us consider the spaces UC((Jℵ0 , dℵ0), (Ŷ , ρˆ)) and UC((X̂, dξˆ ), (Ŷ , ρˆ)): since
both (Jℵ0 , dℵ0) and (X̂, dξˆ ) are uniformly chainable, we have that for every f belonging
to either UC((Jℵ0 , dℵ0), (Ŷ , ρˆ)) or UC((X̂, dξˆ ), (Ŷ , ρˆ)), there exists n ∈ N such that the
image of f is included in Sρˆ((〈 〉,0), n) = Ŷn. This means that
UC
(
(Jℵ0, dℵ0),
(
Ŷ , ρˆ
))= ⋃
n∈N
UC
(
(Jℵ0, dℵ0),
(
Ŷn, ρˆŶn×Ŷn
))
and that
UC
((
X̂, d
ξˆ
)
,
(
Ŷ , ρˆ
))= ⋃ UC((X̂, d
ξˆ
)
,
(
Ŷn, ρˆŶn×Ŷn
))
.n∈N
1078 C. Costantini / Topology and its Applications 153 (2006) 1056–1078Since for every n ∈ N we have already shown the equality d(Ŷn) = ξˆn, it follows
from Proposition 3.1(a) that d(UC(Jℵ0, Ŷ )) 
∑
n∈N d(UC(Jℵ0, Ŷn)) 
∑
n∈N ξˆ
ℵ0
n ∑
n∈N ξˆ
ξˆn
n = ∑n∈N 2ξˆn = ∑n∈N ξˆn+1  ξˆ · ℵ0 = ξˆ , and from Proposition 3.1(c) that
d(UC(X̂, Ŷ )) 
∑
n∈N d(UC(X̂, Ŷn)) 
∑
n∈N ξˆ
<ξˆ
n  (< ξˆ)<ξˆ · ℵ0 = (< ξˆ)<ξˆ (hence, by
Theorem 3.7, we have equalities).
Now we are going to prove the strict inequalities ξˆ < ξˆℵ0 and (< ξˆ)<ξˆ < ξˆ<ξˆ . Ac-
tually, the former is just an immediate consequence of a well-known rule for exponen-
tiation of cardinals, because ξˆ has cofinality ℵ0 (see the already quoted [9, Corollary 4
to Theorem 17]); as for the latter, taking the previous result into account we have that
(< ξˆ)<ξˆ = sup{ξˆ ξˆnn | n ∈ N} = sup{2ξˆn | n ∈ N} = sup{ξˆn+1 | n ∈ N} = ξˆ < ξˆℵ0  ξˆ<ξˆ .
We end this paper with two open questions which naturally arise from the above exam-
ples and Theorem 3.11.
Question 4.4.
(a) Is it possible to find non-GTB metric spaces (X,d), (Y,ρ), with d(X) = ν and d(Y ) =
ξ , such that (< ξ)ν < d(UC(X,Y )) < ξν?
(b) Is it possible to find a GTB metric space (X,d) and a non-GTB metric space (Y,ρ),
with d(X) = ν and d(Y ) = ξ , such that (< ξ)<ν < d(UC(X,Y )) < ξ<ν?
Acknowledgements
The author is indebted with A. Negro for many stimulating conversations about the
subject of this paper, and for giving the original spur to write it. He is also very grateful to
J. Pelant and M. Forti, for pointing out to him bibliographic references concerning spaces
of functions and exponentiation of cardinals.
References
[1] A. Barbati, C. Costantini, On the density of a hyperspace of a metric space, Comment. Math. Univ. Car-
olin. 38 (1997) 349–360.
[2] A. Barbati, C. Costantini, On a generalization of totally bounded and compact metric spaces, Topology
Proc. 22 (1997) 1–22.
[3] G. Beer, Which connected metric spaces are compact? Proc. Amer. Math. Soc. 83 (1981) 807–811.
[4] C. Bessaga, A. Pełczyn´ski, Selected Topics in Infinite-Dimensional Topology, PWN, Warsaw, 1975.
[5] R. Engelking, General Topology, revised and completed ed., Heldermann, Berlin, 1989.
[6] B. Fitzpatrick Jr, G.F. Gruenhage, J.W. Otto, Topological completions of metrizable spaces, Proc. Amer.
Math. Soc. 117 (1993) 259–267.
[7] W.G. Fleissner, J. Porter, J. Roitman, Coarser connected topologies, Topology Appl. 142 (2004) 131–157.
[8] R. Hodel, Cardinal functions I, in: K. Kunen, J.E. Vaughan (Eds.), Handbook of Set-Theoretic Topology,
North-Holland, Amsterdam, 1984, pp. 1–61 (Chapter 1).
[9] T. Jech, Set Theory, Academic Press, New York, 1978.
[10] I. Juhász, Cardinal Functions in Topology, In collaboration with A. Verbeek, N.S. Kroonenberg, Math.
Centrum, Amsterdam, 1971.
[11] I. Juhász, Cardinal Functions in Topology—Ten Years Later, second ed., Math. Centrum, Amsterdam, 1980.
[12] J. van Mill, Infinite-Dimensional Topology. Prerequisites and Introduction, North-Holland, Amsterdam,
1989.
