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Abstract
We present a set of difference equations which represents the discrete counterpart of a large class of continuous model concerning
the dynamics of an infection in an organism or in a host population. The limiting behavior of the discrete model is studied and a
threshold parameter playing the role of the basic reproduction number is derived.
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1. Introduction
Most of the continuous problems representing the dynamics of a population in the presence of an infection consists of
a set of ordinary differential equations involving typically at least two populations or dependent variables: susceptible
individuals (S(t)) and infectious ones (I (t)). In this paper we choose some continuous-time models representing
the spread of an infection in an host population or in an organism [2,7,10,17] and we use them as a starting point
for constructing an unifying discretization. It is well known that there are two ways to construct discrete models of
population dynamics (and in general of any phenomenon) starting from a continuous one. The ﬁrst consists of trying to
mimic the mechanism underlying the continuous model and deriving a discrete-time system which directly represents
the phenomenon; the second instead is inspired by the discretization of the continuous problem. For example difference
equations have been classically used for modelling “directly” nonoverlapping populations, because they account for
the discrete nature of reproductive events. The “philosophy” of this paper is instead the latter, i.e., we start from
a variety of continuous problems and among all the possible discretizations we try to construct a unique one that
reproduces the main features of all the continuous problems (see for example [12–15] for a similar approach). We
propose the following set of ﬁrst order difference equations, where n is the discrete-time step (and 1 is its length) which
aims to represent the dynamics of a population (for example cells or individuals) in the presence of an infective one
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(viruses or infective individuals).
y(n + 1) = + (1 − )y(n) − I y(n + 1)xI (n + 1), n0,
x1(n + 1) = (1 − a1)x1(n) + 1(y(n))xL(n), 1ILm,
xi(n + 1) = (1 − ai)xi(n) + i (y(n))xi−1(n), i = 2, . . . , m,
y(0)> 0, xi(0)> 0, ai > 0, i = 1, . . . , m, > 0, > 0, I 0,
i : y ∈ R → i (y) ∈ R, i = 1, . . . , m continuous and differentiable. (1.1)
Moreover, we assume that one of the functions i (y) coincides with I y depending on the value of I and L. More
speciﬁcally we assume that
K(y) = I y, K =
{1 if I = L,
I + 1 if I <L. (1.2)
As we shall see in the sequel the assumption (1.2) and the presence of the indexes I and L allows to discretize by (1.1) a
very large class of population dynamics models. Generally speaking we can think about y(n), xi(n), i=1, . . . , m as the
number of individual belonging to different populations which are present in a (biological) system at time n. Only the
populations y and xI have a ﬁxed role and they can be envisaged as the susceptible and the infective one, respectively,
and they correspond to S(t) and I (t) mentioned at the beginning of the section. The parameters , ai are the relative
removal rates (death rates) of populations y(n), xi(n), respectively,  is the absolute rate at which the population y(n)
is provided (birth rate). The functions i can be interpreted as generic “growth” functions of the populations xi(n).
The system (1.1) can be viewed as the discretization of the following continuous system:⎧⎨
⎩
Y ′(t) = − Y (t) − I Y (t)XI (t),
X′1(t) = −a1X1(t) + 1(Y (t))XL(t),
X′i (t) = −aiXi(t) + i (Y (t))Xi−1(t), i = 2, . . . , m,
(1.3)
where K is given by (1.2). We can note that an implicitness is introduced in the treatment of the ﬁrst equation. In
particular the approximation y(n+1) of Y (n+1) is given by a “mixed type” formula, which uses implicit Euler method
for the linear part and explicit Euler method for the right-hand side of the ﬁrst equation, and all the other components
of Xi of the solutions of (1.3) are approximated by explicit Euler method.
Compared with continuous models, discrete systems present of course some advantages and some drawbacks. One
of the main advantages lies in the easy computability of the solution, but on the other hand, from a mathematical point
of view, a discrete system is less “tractable” than its continuous counterpart, because not all the results which are known
for differential problem remain valid for difference equations.
The paper is organized as follows. In the next section we report various examples of continuous models which can
be discretized by (1.1). In Section 3 we prove some basic properties of the solution of the proposed scheme such as
positivity and boundedness which makes it meaningful in the applications. Our main result is proved in Section 4 where
the question of the asymptotic behavior of the solution is investigated.We prove a sufﬁcient condition for the vanishing
of the sequences {xi(n)} and we derive the expression of the basic reproduction number, a threshold parameter which
allows to predict whether the infection develops or not. Such a parameter permits to check that, in all the examples
quoted in Section 2, the asymptotic behavior of the discrete and continuous problem coincides, therefore our discrete
system incorporates the dynamical characteristics (such as positivity and steady states) of the continuous-time models.
The analysis of the limiting behavior of themodel is completed in Section 5. Finally Section 6 contains some concluding
comments.
2. Continuous models
In this section we consider different classes of continuous models which are particular cases of (1.3) and therefore
can be discretized by means of (1.1). In particular we report the following model representing the spread of HIV-1
infection inside the human organism [7]. Here S(t) represents the number of susceptible cells which are present at time
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t in a unit of plasma. The process of infection of a cell is divided into several sequential stages, therefore, Tj (t) is the
number of infected cells at time t at stage j. The variable V (t) is the number of viruses at time t. The meaning of the
rest of symbols can be found in [7].
S′(t) = a − bS(t) − cS(t)V (t),
I ′1(t) = cS(t)V (t) − kI 1(t),
I ′j (t) = k(Ij−1(t) − Ij (t)), j = 2, . . . , 5,
V ′(t) = pI 5(t) − qV (t). (2.1)
Rewrite (1.1) at a general time step t the length of which is h and put
m = 6, I = L = 6, 1(y) = 6y = y, i (y) = kh, i = 2, . . . , 5, 6(y) = ph,
ai = kh, i = 1, . . . , 5, a6 = qh, = ah, = bh, = ch. (2.2)
We obtain
y(t + h) − y(t) = ah − bhy(t) − chy(t + h)x6(t + h),
x1(t + h) − x(t) = −khx1(t) + chy(t)x6(t),
xi(t + h) − x(t) = −khxi(t) + khxi−1(t), i = 2, . . . , 5,
x6(t + h) − x(t) = −qhx6(t) + phx5(t), i = 6. (2.3)
This can be easily seen (see for example [15]) to be the discrete analogue of (2.1) by dividing each equation by h.
In conclusion, by assuming h = 1, we have that (1.1) is the discrete counterpart of (2.1) provided that
m = 6, I = L = 6, 1(y) = cy, i (y) ≡ k, i = 2, . . . , 5, 6(y) ≡ p,
ai = k, i = 1, . . . , 5, a6 = q, = a, = b.
The role of y, xi, i = 1, . . . , 6 is related to that of the variable of (2.1) according to the following scheme y ↔ S, x1 ↔
I1, . . . , x5 ↔ I5, x6 ↔ V .
Observe that y(n) and x6(n) play the role of S(t) and V (t), respectively, and therefore they correspond to the
susceptible and infective populations as we mention in the introduction. Other continuous models which could be
discretized by means of (1.1) can be found for example in [10, model (2.5)], [17,2]. They represent the classical SIR
model and the spread of HTLV-I, HIV-I infection in an human organism, respectively.
It is just the case to note that (1.1) can be iterated explicitly. Of course this reasoning can be applied to many other
continuousmodel.We have reported these examples in order to show how, thanks to the possibility of choosing different
values for I and L, (1.1) can be considered the discrete analogue of continuous models accounting for many different
features related to infections dynamics.
3. Basic properties
As we have just seen, the solutions {y(n)}, {xi(n)} of (1.1) represent different kind of populations (cells, viruses,
human individuals). Therefore, in order to have results which are meaningful from the biological point view, we need
that the solutions are positive and bounded. The proof of the positivity is one of the crucial points in the use of discrete
models applied to biology because very often it requires some technical hypotheses which have no counterpart in the
applications. In our case, the difference scheme is managed in order to get the positivity ﬁrst of all. In fact, thanks to
the implicitness of the ﬁrst equation (1.1), we can prove the positivity of y(n), xi(n) by using very natural hypotheses.
Theorem 3.1. Assume that
(i) < 1; (ii) ai < 1, i = 1, . . . , m; (iii) ′i (y)0, y ∈ R, i (0)0, i = 1, . . . , m.
Then y(n)> 0, xi(n)> 0, n0, i = 1, . . . , m
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Proof. From (ii), (iii) and the positivity of xi(0) we have xi(1)> 0, i = 1, . . . , m. Now assume
y(1)0. (3.1)
Because of the nonnegativity of I we get I y(1)0 and from (i) and the ﬁrst of (1.1) we obtain y(1)> 0 which
contradicts (3.1). The rest of the theorem can be proved in the same way. 
With the same hypotheses the following theorem is proved.
Theorem 3.2. Assume that all the hypotheses of Theorem 3.1 hold. Then the sequences {y(n)}, {xi(n)}, i = 1, . . . , m
are bounded.
Proof. In order to prove this theorem it is convenient to represent (1.1) in the form of the following system of Volterra
difference equations (see for example [3,6])
y(n + 1) = 

[1 − (1 − )n+1] + (1 − )n+1y(0) −
n+1∑
l=1
(1 − )n+1−lI y(l)xI (l),
x1(n + 1) = (1 − a1)n+1x1(0) +
n∑
l=0
(1 − a1)n−l1(y(l))xL(l), 1Lm,
xi(n + 1) = (1 − ai)n+1xi(0) +
n∑
l=0
(1 − ai)n−li (y(l))xi−1(l), i = 2, . . . , m. (3.2)
Since the hypotheses are the same of the previous theorem positivity of the sequences {y(n)}, {xi(n)} is assured. By
recalling I 0 and from the ﬁrst of (3.2) we have
y(n + 1) max
{


, y(0)
}
= yM . (3.3)
Let us assume I = L. From (3.2) and the ﬁrst of (1.2) there results 1(y) = I y and
x1(n + 1) = (1 − a1)n+1x1(0) + (1 − a1)nI y(0)xI (0) +
n∑
l=1
(1 − a1)n−lI y(l)xI (l). (3.4)
Replacing in (3.4) the expression of I y(l)xI (l) obtained from the ﬁrst of (1.1) we have
x1(n + 1) = (1 − a1)n+1x1(0) + (1 − a1)n+1I y(0)xI (0) +
n∑
l=1
(1 − a1)n−l[+ y(l − 1)(1 − ) − y(l)].
By taking into account the positivity of y(l), (i), (ii) and (3.3) leads to
x1(n + 1)x1(0) + I y(0)xI (0) +
+ yM(1 − )
a1
= x1,M . (3.5)
Let us consider the third of (3.2) for i = 2. In view of (iii) and (3.5) we have
x2(n + 1)x2(0) + x1,M2(yM)
n∑
l=0
(1 − a2)n−lx2(0) + x1,M2(yM)
a2
= x2,M .
The boundedness of the remaining sequences can be proved in the same way.
Let us assume
I <L. (3.6)
214 G. Izzo, A. Vecchio / Journal of Computational and Applied Mathematics 210 (2007) 210–221
In this case the difference equation whose left-hand side contains xI+1 reads
xI+1(n + 1) = (1 − aI+1)n+1xI+1(0) +
n∑
l=0
(1 − aI+1)n−lI y(l)xI (l).
Proceedings analogously to the previous case we have
xI+1(n + 1)xI+1(0) +
n∑
l=0
(1 − aI+1)n−lI y(l)xI (l)
and hence
xI+1(n + 1)xI+1(0) + I y(0)xI (0) +
+ yM(1 − )
aI+1
.
Analogously to the previous case we immediately prove the boundedness of xi(n), i = I + 1, . . . , m. This together
with (3.6) assures also the boundedness of xL(n)which in turns implies the boundedness of x1(n). Following the same
reasoning the boundedness of all the sequence xi(n) can be assured and the theorem is proved. 
Observe that the hypotheses (i) and (ii) of Theorem 3.1 mean that the removal rates , ai of each population is such
that, at each unit time, only a portion of the whole population is removed. The opposite would mean that the population
immediately extinguishes and is trivial. In this sense we can claim that the Hypotheses (i) and (ii) are natural. In the
continuous case (1.3), the corresponding of Theorems 3.1 and 3.2 can be analogously proved under the hypotheses
y(0)> 0, > 0, I 0, xi(0)> 0, ′i (y)0, i (0)0, i = 1, . . . , m for the positivity, together with > 0, ai > 0,
i = 1, . . . , m for the boundedness.
Remark 3.1. In (1.1) we have assumed xi(0)> 0, i = 1, . . . , m. Observe that in the case xi(0) = 0, i = 1, . . . , m we
have limn→∞ y(n) = / which means that the point / is the equilibrium point of the sequence y(n) when all the
sequences xi(n) are null. Biologically speaking this means that in the absence of all the populations xi(n) the population
y(n) becomes stationary at /.
Remark 3.2. Observe that the implicitness of the ﬁrst equation of (1.1) is a crucial assumption in order to get the
positivity of the solution. Toillustrate this point let us consider the following simple explicit system:{
yn+1 = + (1 − )yn − xnyn,
xn+1 = (1 − a)xn + xnyn, (3.7)
with > 0, 0< < 1, > 0, 0<a < 1, > 0. It can be easily seen that a sufﬁcient condition for the positivity of xn
and yn is given by the following restriction on the initial value x0, y0:
x0
1 − 

,


y0
a

. (3.8)
Whereas, if the ﬁrst of (3.8) is not satisﬁed and y0 > − /(1 − − x0) we immediately have y1 < 0.
4. Asymptotic behavior
In this section we want to describe the behavior of the sequences {y(n)}{xi(n)} as n goes to inﬁnity. In the whole
section we assume that all the hypotheses of Theorem 3.1 hold in such a way to deal with positive and bounded
sequences.
In order to get our main theorem we have to recall the known result which is usually summarized by the formula
[9, p. 126]: l1 ∗ c0 ⊂ c0 where l1 is the space of absolute summable sequences and c0 is the space of sequences
converging to zero. We sketched its proof in [11].
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Lemma 4.1. Assume that {n}n0, {n}n0 are two sequences such that
(i)∑∞n=0 |n| = ¯; (ii) limn→∞ |n| = 0. Then limn→∞ n = limn→∞∑nk=0 |n−k||k| = 0.
Theorem 4.1. Assume that all the hypotheses of Theorem 3.1 hold then limn→∞ y(n) = / iff limn→∞
xI (n) = 0.
Proof. “⇒”. Assume limn→∞ y(n) = /. If I > 0, the ﬁrst of (1.1) implies limn→∞ I y(n)xI (n) = 0 and hence
limn→∞ xI (n) = 0. If I = 0, then by (1.1) and (1.2), we have that limn→∞ x1(n) = 0 provided that I = L and
limn→∞ xI+1(n) = 0 otherwise. By (3.2) and Lemma 4.1 can be easily proved that limn→∞ xI (n) = 0.
“⇐”. Assume
lim
n→∞ xI (n) = 0 (4.1)
and let us rewrite the ﬁrst of (3.2) in the form
y(n + 1) = 

[1 − (1 − )n+1] + (1 − )n+1y(0) − Z(n + 1), (4.2)
with Z(n) =∑nl=1 (1 − )n−lI y(l)xI (l). It can be easily seen that Z(n) has the same form of n in Lemma 4.1 with
n = (1 − n); n = I y(n)xI (n). In view of (4.1) they satisfy Lemma 4.1 and hence limn→∞ Z(n) = 0. From here
and (4.2) we get limn→∞ y(n) = /. 
An immediate consequence of such a proof is the following:
Corollary 4.1. Assume that all the hypotheses of Theorem 3.1 hold and there exists i∗, 1 i∗L such that
limn→∞ xi∗(n) = 0. Then limn→∞ xi(n) = 0, i = 1, . . . , m.
For the sake of simplicity hereafter we assume
y(0)/. (4.3)
This is reasonable from a biological point of view because it means that y(0) cannot exceed the value that the population
y(n) assume at its equilibrium point when no other populations are present (see Remark 3.1).
Denote by R0 the quantity
R0 =
L∏
i=1
i (/)
ai
. (4.4)
As we will see in the sequel such a quantity plays the role of the basic reproduction number (see for example [1,4,5,8])
of the proposed model.
Theorem 4.2. Assume that all the hypotheses of Theorem 3.1 hold. Then R0 < 1 implies
lim
n→∞ xi(n) = 0, i = 1, . . . , m, limn→∞ y(n) = /. (4.5)
R0 = 1 implies lim infn→∞xL(n) = 0, i = 1, . . . , m, lim infn→∞y(n) = /.
Proof. Put x(n) = [x1(n), x2(n), . . . , xL(n)]T and consider the bounded and positive sequence
A(x(n)) = xL(n) +
L−1∑
i=1
L−1∏
j=i
j+1(/)
aj
xi(n). (4.6)
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Assume L = 1 and compute its ﬁrst difference, there results
A(x(n + 1)) − A(x(n)) = xL(n)
⎡
⎣−aL + L−1∏
j=1
j+1(/)
aj
1(y(n))
⎤
⎦
+
L−1∑
i=2
L−1∏
j=i
j+1(/)
aj
[−aixi(n) + i (y(n))xi−1(n)] + L(y(n))xL−1(n)
−
L−1∏
j=1
j+1(/)
aj
a1x1(n) = xL(n)
⎡
⎣−aL + L−1∏
j=1
j+1(/)
aj
1(y(n))
⎤
⎦
+
L−1∑
i=1
L−1∏
j=i
j+1(/)
aj
[−aixi(n)] +
L∑
i=2
L−1∏
j=i
j+1(/)
aj
i (y(n))xi−1(n),
where
∏i−1
j=i = 1. Hence
A(x(n + 1)) − A(x(n)) = xL(n)
⎡
⎣−aL + L−1∏
j=1
j+1(/)
aj
1(y(n))
⎤
⎦
−
L−1∑
i=1
L−1∏
j=i+1
j+1(/)
aj
i+1(/)xi(n)
+
L−1∑
i=1
L−1∏
j=i+1
j+1(/)
aj
i+1(y(n))xi(n). (4.7)
As it can be easily seen this equality also holds for L = 1. From the ﬁrst of (3.2) and (4.3) it is
y(n)/, (4.8)
then, by taking into account the fact that i is nondecreasing, we have
A(x(n + 1)) − A(x(n))aLxL(n)
⎡
⎣−1 + 1(y(n))
1(/)
L∏
j=1
j (/)
aj
⎤
⎦ , 1Lm (4.9)
and from (4.4)
A(x(n + 1)) − A(x(n))aLxL(n)
[
−1 + 1(y(n))
1(

 )
R0
]
, 1Lm. (4.10)
Once again by recalling that 1 is nondecreasing and R01 we have
A(x(n + 1)) − A(x(n))aLxL(n)[R0 − 1]0, 1Lm. (4.11)
This implies that the sequence A(x(n)) is convergent; therefore, there exist A¯ such that
lim
n→∞A(x(n)) = A¯. (4.12)
Assume R0 < 1. From (4.11) and the Squeeze theorem we have limn→∞ xL(n) = 0 and the thesis follows in view
of Theorem 4.1 and Corollary 4.1.
Assume R0 = 1. In such a case (4.10) becomes
A(x(n + 1)) − A(x(n))aLxL(n)[−1 + 1(y(n))/1(/)]0, 1Lm,
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hence in view of the Squeeze theorem there results
lim
n→∞ xL(n)[−1 + 1(y(n))/1(/)] = 0 (4.13)
and the thesis follows by recalling that xL(n)> 0, [−1 + (1(y(n))/1(/))]< 0, n0. 
Theorem 4.3. Assume that all the hypotheses of Theorem 3.1 hold and R0 = 1. Then ∀> 0 there exists > 0 such
that ultimately is xi(n)< , i = 1, . . . , m for any x(0) with ‖x(0)‖< .
Proof. From the deﬁnition of A we have
lim
x(0)→0A(x(0)) = 0
which means that
∀> 0, ∃> 0, such that if ‖x(0)‖<  then A(x(0))< . (4.14)
Moreover, from (4.11), it is A(x(n))A(x(0)) hence (4.6) and (4.14) imply
xL(n)A(x(n))< , n0 (4.15)
provided that ‖x(0)‖< . The thesis follows from (4.15) and Corollary 4.1. 
Remark 4.1. It is also interesting, at least from a mathematical point of view, to consider the case y(0)> /. It can
be easily seen that the results of Theorems 4.2 and 4.3 remain valid in this case. In fact, if there exists r ∈ N such that
y(r)/, Theorems 4.2 and 4.3 can be applied using y(r) as starting value instead of y(0). Otherwise, we have
y(i)>


∀i ∈ N, (4.16)
and from the ﬁrst of (1.1) we obtain
y(n + 1) − y(n) = − y(n) − I y(n + 1)xI (n + 1)0,
so the bounded sequence y(n) is monotonic, then it converges and the same is true for xI . Let us put ly = limn→∞ y(n)
and lxI = limn→∞ xI (n). As n goes to inﬁnity, from (4.16) and from the ﬁrst of (1.1), we obtain
0 

− ly = I ly lxI

0
and so
ly = lim
n→∞ y(n) =


.
Note that in the case (4.16) the asymptotic behavior of y(n) does not depend on R0. 
The parameter R0 is also useful for determining a special type of solution of (1.1) which are particularly interesting
in the applications. We deﬁne it as follows.
Deﬁnition 4.1. A solution {xj (n)}n0 of (1.1) is said to be of type NI (No Infection) if and only if (i) xj (n)xj (0),
n0; (ii) limn→∞ xj (n) = 0.
Such a deﬁnition is particularly interesting when it is applied to xI (n) which, as we already wrote, represents the
infective population of the biological system. In this case the deﬁnition 4.1 says that the infection caused by the
population xI does not develop. In fact if xI is of type NI, we not only have that the infective population extinguishes
(limn→∞ xI (n) = 0) but its amount cannot overcome its initial value xI (0).
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Theorem 4.4. Assume that all the hypotheses of Theorem 3.1 hold and (iv) I = L; (v) R0 < 1; (vi) xi(0) = 0, i = I .
Then {xI (n)} is of type NI.
Proof. From (4.6) and (4.11) we get xI (n)A(x(n))A(x(0))=xI (0). The proof is complete by taking into account
Theorem 4.2. 
Observe that the hypothesis (vi) is very common in mathematical infection models and it means that at the beginning
of the infection (n= 0) only the amount of infective population (xI (0)), among all the populations xi , is different from
zero.
For a subclass of models of the type (1.1) we can prove that the condition R01 is also necessary for having (4.5).
Such a subclass is characterized by
i (y) ≡ i , i = 2, . . . , L. (4.17)
This assumption is not very restrictive, in fact all the model representing the spread of infection in an organism or in a
population, reported in Section 2, satisﬁes it.
Theorem 4.5. Assume that all the hypotheses ofTheorem3.1hold and (iv)i (y) ≡ i , i=2, . . . , L, (v) limn→∞ y(n)=
/. Then R01.
Proof. From (v), Theorem 4.1 and Corollary 4.1 there follows lim xi(n)= 0, i = 1, . . . , m and hence limA(x(n))= 0.
SoA(x(n)) is a positive vanishing sequence and there exists a subsequenceA(x(nk)) such thatA(x(nk+1))−A(x(nk))
0, k0. From (4.10) and (iv) there results
A(x(nk + 1)) − A(x(nk)) = aLxL(nk)[R01(y(nk))/1(/) − 1]0, k0.
The conclusion follows from the positivity of xL(nk), by passing to the limit as k goes to inﬁnity, and (v). 
It is now clear that the parameter R0 plays the role of an important threshold parameter for the model (1.1) and it
can be considered as the basic reproduction number [1,4,5,8] of the discrete model (1.1).
Finally we observe that the computation of R0, by means of (4.4) in all the discrete cases reported in the examples of
Section 2, provide the same values as in the continuous case [2,7,10,17] and the study of the basic reproduction number
furnishes the same information on the asymptotic behavior of the solution both in the continuous and discrete case.
5. A particular case
In this section we want to study the asymptotic behavior of (1.1) in the case R0 > 1. To this purpose we need some
additional hypotheses.We have to assume that at least one of the sequences {xi(n)} converges and moreover that (4.17)
holds for i = 2, . . . , m. In other words we are considering the following system:
y(n + 1) = + (1 − )y(n) − I y(n + 1)xI (n + 1), n0,
x1(n + 1) = (1 − a1)x1(n) + 1(y(n))xL(n), 1ILm,
xi(n + 1) = (1 − ai)xi(n) + ixi−1(n), i = 2, . . . , m
y(0)> 0, xi(0)> 0, ai > 0, i = 1, . . . , m, > 0, > 0, I 0,
1 : y ∈ R → 1(y), continuous and differentiable (5.1)
1(y) = I y, if I = L, I+1 = I if I <L. (5.2)
It can be easily seen that in such a case the expression of R0 is given by
R0 = 1(/)
a1
L∏
i=2
i
ai
. (5.3)
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Theorem 5.1. Assume that
(i) < 1,
(ii) ai < 1, i = 1, . . . , m,
(iii) ′1(y)0, y ∈ R, 1(0)0,
(iv) ∃i∗, 1 i∗m such that limn xi∗(n) = lxi∗ .
Then each sequence {y(n)}, {xi(n)}, i = 1, . . . , m, of (5.1) converges.
Proof. The case lxi∗ = 0 can be proved as in Corollary 4.1, therefore let us treat the case lxi∗ = 0. Assume i∗ = 1 and
lim inf
n→∞ x2(n)< lim supn→∞
x2(n).
From (5.1) for i = 2 there results
lim sup
n→∞
x2(n) = lim sup
n→∞
[(1 − a2)x2(n) + 2x1(n)]
= (1 − a2) lim sup
n→∞
x2(n) + 2 lim
n→∞ x1(n).
Hence
lim sup
n→∞
x2(n) = 2
a2
lim
n→∞ x1(n)
and the same is true for lim infn→∞x2(n). Therefore, we have
lim inf
n→∞ x2(n) = lim supn→∞ x2(n) =
2
a2
lim
n→∞ x1(n)
and the convergence of x2(n). The rest of the thesis can be proved analogously.
Assume i∗ = 1. From (5.1) for i = i∗ we immediately obtain
lim
n→∞ xi∗−1(n) =
ai∗
i∗
lim
n→∞ xi∗(n)
and analogously to the previous case
lim
n→∞ xi∗+1(n) =
i∗
ai∗
lim
n→∞ xi∗(n).
The convergence of the remaining sequences can be proved by using the same technique.
Now we are ready to prove the convergence of y(n). This is obvious in the case R01 in view of the proof
Theorem 4.2. Assume R0 > 1 and put
lim
n→∞ xL = lxL > 0.
Thus,
lim
n→∞1(y(n)) = a1
lx1
lxL
.
From here we obtain
lim
n→∞ y(n) = 
−1
1
(
a1
lx1
lxL
)
. 
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In the next theorem the value of the limit of the sequence {y(n)}{xi(n)} in the case R0 > 1 are given. Put
	= −11
⎛
⎝a1 L∏
j=2
aj
j
⎞
⎠
. (5.4)
Then, it is obvious that R0 > 1 implies 	< /.
Theorem 5.2. Assume that all the hypotheses of Theorem 5.1 hold and (v) R0 > 1.
Then
lim
n→∞ y(n) = 	<


,
lim
n→∞ xi(n) =
− 	
	
I∏
j=i+1
aj
j
i∏
j=I+1
j
aj
,
where
∏s
j=r = 1 if r > s, and
∏I
j=2 aj /j = 1(	)/a1
∏L
j=I+1 j /aj .
Proof. From proof of Theorem 5.1, (v) and Theorem 4.2 we have limn→∞ xi(n) = li > 0, i = 1, . . . , m, hence by
the deﬁnition of A(x(n)) (4.6) there results
lim
n→∞[A(x(n + 1)) − A(x(n))] = 0.
On the other hand it is
A(x(n + 1)) − A(x(n)) = aLxL(n)
⎡
⎣−1 + 1(y(n))
a1
L∏
j=2
j
aj
⎤
⎦
= aLxL(n) 1
a1
L∏
j=2
j
aj
⎡
⎣1(y(n)) − a1
L∏
j=2
aj
j
⎤
⎦ (5.5)
and as it is limn→∞ xL(n)> 0, (5.5) implies
0 = lim
n→∞
[A(x(n + 1)) − A(x(n))]
xL(n)
= lim
n→∞
⎡
⎣1(y(n)) − a1
L∏
j=2
aj
j
⎤
⎦
and therefore
lim
n→∞1(y(n)) = a1
L∏
j=2
aj
j
, lim
n→∞ y(n) = 	.
The rest of the thesis comes immediately from (5.1). 
Observe that in this section we are assuming that at least one of the sequences {xi(n)} converges. In other words we
cannot exclude that the solutions have an oscillatory behavior in the case R0 > 1. In [1] a periodic behavior of a SIR
model is reported. We note that our model does not include that example because it is an implicit model whereas [1]
treats the case of an explicit one. Anyway if we assume m = 2 and L = 1 our system can be viewed as the implicit
version of the model reported in [1, p. 98].
Remark 5.1. Finally we remark that a complete correspondence of the results on the asymptotic behavior of the
solution and on the role of the basic reproduction number for (1.1) and its continuous counterpart (1.3) can be observed
by comparing the results of this and the previous section with the ones reported in [8] where one of the authors consider
a model which includes (1.3).
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6. Concluding remarks
We have proposed an implicit nonlinear system of difference equations which represents the discrete counterpart of
a large class of continuous model concerning the population dynamics in the presence of an infection. Inspired by the
papers of [12–15] we have managed the difference scheme in order to get ﬁrst the positivity of the solution and then
the dynamical consistency of the discrete model to the continuous one. The scheme is constructed in order to mimic
the qualitative behavior of the biological phenomenon and therefore the time stepsize represents a generic time unit
and is assumed to be one. Nevertheless, it can also be used as a “computational model”, that is as a method to predict
the value of the solution in some points of interest, but in such a case the convergence of the discrete model to the
continuous one (see for example [16]) should be taken into account and speciﬁc stepsize h should be used.
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