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INTRODUCTION 
In the boolean dynamical approach 
developed by Thomas (1973), boolean 
variables, that can take two values, 
classically 0 and 1, are used to describe 
the state of a system. This state 
determines the value of boolean functions 
each one associated with a particular 
variable and govening in turn its 
changes. The variable x represents the 
state, present or absent, of the component 
X of the system; the value of the 
associated function X tells whether or 
not this component is currently 
synthesized and so indicates the next 
potential value of the variable. In fact 
we have the following rule : a boolean 
variable takes a new value of its 
associated function after a specific delay 
if and only if the function maintains this 
new value during all the delay (see 
FIG. 1) 
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FIG. 1. Behaviour of a boolean variable 
in function of the value of its associated 
function. 
In the classical boolean approach, one 
implicitely distinguishes two domains of 
concentration of the component separated 
by a single threshold of concentration : 
it is considered that below this threshold 
the component is absent and above it it is 
present. Thus one is normally limited to 
systems where the components have at most 
two domains of activity. For example, we 
can describe a system where x represses 
the synthesis of y : when x is absent 
the synthesis of y can take place but 
when x is present there is no synthesis 
of y . However it is not easy to consider 
situations like the following : 1) the 
synthesis of y requires some quantity of 
x but is repressed at high concentration 
of x (thus the synthesis of y takes 
place only at intermediary concentration 
of x);Z) x represses the synthesis of 
and but their repression take 
ilace atwd/fferent concentration of x 
This paper introduces a multilevel 
generalization of the boolean dynamical 
approach that allow the easy tratment of 
such situations. This generalization 
systematizes some previous tentatives (see 
for example Thomas, 1983, and Kaufman et 
al, 1985) and uses theoretical bases 
stated by Van Ham (1979). This 
generalization will be more fully 
described in a further paper. 
In the next section, we shall state 
theoretically the principles of the 
multilevel dynamical approach. Afterwards 
we shall derive multilevel logical models 
for a system involving two key glycolytic 
reactions. Two methods will be used. First 
a logical model will be derived from a 
preexisting continuous model. Next, 
another model will be derived directly 
from the verbal description of the 
interactions present in the system. 
THEORETICAL STATEMENT 
OF THE MULTILEVEL LOGICAL DYNAMICS 
In the boolean dynamical approach, the 
function associated to a variable plays 
the role of a boolean time derivative of 
this variable, 1 meaning an 
;F-transition (O+I) or the maintenance 
1 of the variable and 0 meaning a 
down-transition (l+O) or the maintenance 
at 0 . We propose to use a multilevel 
;Iy;;;choinlwhi8ch a variable can take the 
n and the associated 
function ;emiin; boolean and indicates the 
direction, up or down, of the transition 
of the variable to which it is associated. 
We have to write boolean equations that 
give their value to the functions, but the 
variables are no more boolean. In practice 
we shall use a compact notation proposed 
by Van Ham (1979) : instead of the 
multilevel variable x , taking the 
values 0, 1, . . . . n, we shall use n 
boolean variables, xi (i=l, . . ..n) 
such that xi=0 if x<i and xi=1 if x>i. 
588 
DERIVATION OF A MULTILEVEL MODEL 
FROM A CONTINUOUS MODEL 
In order to derive a multilevel model from 
a continuous model, we shall choose the.. 
number of levels of the logical variables 
such that it will be pos.sible to draw a 
caricature of the diagram of the 
continuous nullclines of the differential 
equations; this caricature will follow 
the border of the logical levels and will 
preserve the different domains 
characterized by different combinations of 
the signs of the continuous derivatives in 
the original diagram. For the different 
logical states of the system, the value of 
the boolean functions will be attributed 
according to the sign of the corresponding 
derivatives in the corresponding 
continuous domain (a negative - resp. 
positive - continuous derivative being 
transposed into the value 0 - resp. 1 - 
of the logical function). 
The system we shall modelise involves two 
reactions that account for the 
oscillations observed in the glycolysis 
in Vitho; these enzymatic reactions involve 
a product activations (see FIG. 2). 
FIG. 2. Reactions of the glycolysis 
involving a product activation. 
Sel'kov (1968) proposed the following 
differential equations as a model of 
these reactions 
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FIG. 5. Logical caricature of 
the nullcline diagram. 
For a = 1.1 and y= 2, the system (1) 
admits, in the finite part of the x-y 
plane, a unique steady state which is 
unstable. Numerical integrations give 
either an evolution toward a limit cylcle 
(FIG. 3A and 38) or an infinite increase 
of X with a concomitant decrease of y 
(FIG. 38). 
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FIG. 4. Diagram of the nullclines of 
the derivatives of the system (1). 
FIG. 4 shows the diagram of the nullclines 
of the derivatives of (1); the sign of the 
derivatives, (%,j), is indicated in the 
different domains delimited by the 
nullclines. FIG. 5 shows the logical 
cariacture of the nullclines diagram : the 
logical variables, x and y, have both 
three levels and the value of the 
associated boolean functions, X and Y, 
is indicated. 
FIG. 3. Numerical integrations of the system of differential equations (1). 
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Now one can easily derive the following such with the implicit assumption that it 
transition graph; the values of the is at the same concentration threshold 
multilevel variables are written at the that y triggers the two different 
left of the / and the values of the processes described by X and Y . In 
boolean functions at its right (WY/X?!). the framework of the multilevel approach 
we shall consider this situation as a 
limit case; we shall generally consider 
OZ/lO - 12/00 + 22/01 that a component triggers its different 
control at different thresholds. It is 
+ + 4 the reason why, in a set of logical 
equations, we shall affect each variable 
with a different index at each of its 
Ol/lO + ll/lO + 21/11 occurence. 
+ + In the present case we shal have to 
consider two different models. 
OO/lO + lO/lO + 20/10 First case. 
In this transition graph, two 
characteristic behaviours can be 
x=y 1 
(4) 
recognized : 1. a cycle that is 
homologous to the limit cycle of the 
Y = x*y2 
continuous model and 2. a trajectory 
leading to the state 20/10 corresponding The transition graph of this system is the 
to the set of continuous trajectories following (as in the preceding section, 
where x increases and y , the notation XYlXY is used here) : 
concomitantly, decreases. By the methods 
described by Thomas and Van Ham (1974). it 
can be shown that these two trajectories 02/00 + 12/01 
coexist fcra large range of values of the 
transition times. + 
Thanks to the techniques currently used in 
the boolean approach, it is possible to 
write the following logical equations that 
account for the behaviour of the system : 
Ol/OO + 11/00 
+ + 
x = x1 + T2 
DERIVATION OF A MULTILEVEL MODEL 
FROM THE VERBAL DESCRIPTION OF THE SYSTEM 
Let us restate the verbal description of 
the glycolytic system we are considering. 
It is composed of a substrate, x , and a 
product, y . The substrate is supplied at 
a constant rate. The product itself 
activates the enzymatic conversion of the 
substrate into the product. 
OO/lO + 10110 
All the trajectories of this graph lead to 
the state lO/lO and we do not observe a 
cycle. In the multilevel diagram (FIG. 6) 
derived from this model, it appears that 
the "nullclines" of the boolean functions 
do not intersect. So this multilevel model 
corresponds to a continuous model with no 
finite steady state (it is beyond the 
scope of this paper to design the 
continuous model corresponding to such a 
situation). 
The accumulation of the substrate is only 
possible in the absence of the product 
because this product activates the 
transformation (and thus the 
disappearance) of the substrate. So we 
write the following logical equation : 
x=ij (3a) 
The accumulation of the product requires, 
of course, the presence of the substrate 
but also the presence of the product 
itself because it activates the 
transformation of the substrate into the 
product; we thus write the equation : 
FIG. 6. Logical "nullclines" diagram 
of system (4). 
Second case. 
Y - x*y (Sb) 
Let us remark that y appears in both 
equations. In the classical boolean 
approach these equations will be used as 
x=y 
2 
Y = X'YI 
(5) 
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The transition graph of this system is the 
following : 
02/00 + 12101 _- 
Ol/lO + ll/ll 
c 
OO/lO + lO/lO 
Here we recognize two distinct 
trajectories, a cycle and a trajectory 
leading to the state lO/lO i.e. the two 
characteristic behaviours of the 
multilevel model (2) of the preceding 
section and of the continuous model (1). 
What distinguishes model (2) from model 
(5) is the term x in the equation of 
X (2). and the consecutive use of a 
3-level variable for x . This term 
introduces a refinement in the description 
of the system, but it is in no way 
indispensable for the correct prediction 
of the characteristic behaviours of the 
system. 
CONCLUSION 
In this paper we have presented a 
multilevel generalization of the logical 
dynamical approach developed by Thomas 
(1973). In our multilevel approach a 
variable can take the values 0, 1, 2, . . . . 
n, but its associated function remains 
boolean and indicates the direction of the 
transition of the variable This attitude 
results in a great simplicity with regard 
to the previous multilevel approach 
proposed by Van Ham (1979). We have also 
shown two methods to derive multilevel 
logical models. The principle of the first 
one is to realise a logical caricature of 
the continuous nullclines of a continuous 
model; of course this method is only 
applicable when there exists a preexisting 
continuous model. The other method starts 
from the verbal description of the system 
exactly as the classical boolean approach. 
The fundamental difference with this one, 
and the great novelty, is that it is 
assumed that a component, controlling 
different processes, triggers each of 
these processes at different 
concentration. 
It was first thought that the boolean 
approach was an idealization where the 
processes are described by step functions 
and the interactions completely 
non-linear. However many observations 
showed that the boolean approach can 
describe systems with low non-linearity 
(see for example. Kaufman et al, 1985). 
The discrete logical dynamics (multilevel 
or boolean) in fact, takes into account 
the qualitative changes without 
quantitative restrictions and thus any 
type of systems, not only biological or 
chemical, can be taken into consideration. 
The multilevel generalization increases 
considerably the field of application of 
the logical dynamics by allowing to treat 
systems where the components have more 
than two domains of activity. 
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