Introduction
Present day control theory is very much centered around the problem of designing a feedback loop around a given system in such a way that in the closed loop system certain design specifications are satisfied. The plant under consideration typically has control inputs, exogenous inputs, measured outputs, and exogenous outputs. The controller to be designed should take the measured outputs of the system as its inputs, and should, on the basis of these inputs, generate control inputs for the plant. These controllers should be designed in such a way that the resulting closed loop system meets the specifications. The above general scheme of approaching control design problems has been called the intelligent control paradigm One of the main features of the behavioral approach as a foundational framework for the theory of dynamical systems is that it does not take the input/output structure as the starting point for describing systems in interaction with their environment. Instead, a mathematical model is simply viewed as any relation among variables. In the dynamic case this relation constrains the time-evolution which a set of variables can take. The collection of time trajectories which the model declares possible is called the behavior of the dynamical system. This behavior, hence a set of time functions, can be specified in many different ways. Often, in problem fields as mechanical engineering or electrical engineering, the behavior will be given as the solution set of a system of differential equations, often called the behavioral equations. It is our conviction that, in such cases, it is more natural to view controller design as the problem of designing for a given plant an additional set of 'laws' that the variables appearing in the system should obey. More specifically, if a plant is modelled as a set of 'behavioral equations', then the controller design question is to invent an additional set of equations involving the signals appearing in the system, in such a way that the 'controlled system' (i.e., the system consisting of those signals that are compatible with both sets of equat.ions) satisfies the given control specifications, see e.g. [4] , [l], 161, [7] . In this note we will explain our new view of control, and (see ~41).
address some issues that come up in developing a theory of control in a behavioral setting. We will also give a few examples of control problems in behavioral setting.
Control in a behavioral setting
We will first briefly recall our view of control in the context of the behavioral approach to dynamical systems. 
Linear t,ime-invariant different ial systems
In this paper we restrict ourselves to systems described by linear differential equations with constant coefficients. 
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compact support. Here, (., .) denotes the standard inner product on Rq .
We define the behavior of 3.1 in terms of its weak solutions: 3.1 defines the dynamical system C ( R ) = (R, Rq , '23(R)) with %(R) the set of weak solutions of 3.1. It can be shown that % ( R ) n Cm(R, Rq) is dense (in the topology of L'Oc(R, R'J)) in % ( R ) . Thus, every weak solution of 3.1 can actually be approximated by a C"" one.
This means that intuitively we can usually think of % ( R ) as simply consisting of the set of C" solutions of 3.1.
The set of all systems obtained in this way is denoted by Cq. A representation of the system C E Cq in terms of a differential equation 3.1 is called a kernel representation of C .
We will now recall the notion of controllability. 
e., the complex matrix R(X) has constant rank for all A. 
is called the set of uncontrollable exponents of C . They play the role of the uncontrollable modes in state space systems. More generally, assume that R is minimal. i.e., the number of rows of R is equal to p ( C ) . 4 Pole placement and stabilization in a behavioral framework.
In this section we will study our first control problem, with control viewed as interconnection as explained in section 2. The plant is a given dynamical system C E CQ. We will assume that the controller (and hence the controlled system) is also a linear differential system. Let CI, = (R,RQ,BI,) E CQ, k = 1,2. 
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particular stabilizability thus holds by simple interconnection, regardless of the location of the uncontrollable exponents of C. This result is due to the fact that the class of admissible controllers was chosen to be all of C9.
In particular by taking C' = (R,RQ,O) stability is trivially obtained. We will return to the question how such a control law could be implemented.
Regular interconnection.
We will now introduce an important type of interconnection (which, as was shown in [2], corresponds to singular feedback). Let C, C' E Lq. We will call C A C' a regular
There are a number of alternative equivalent ways of expressing this. First, if C = kerR(2) and C' = C ( R ' ) ,
with R and R' of full row rank, then C A C' is a regular interconnection if and only if 1 1 is also a full row
It is trivial to see that any subsystem C" of C can be realized through interconnection. Indeed if we take C' = C" then obviously C A E' = C". However, this interconnection is regular only in the trivial case p ( C ) = 0. The question thus arises when C" can be achieved by regular interconnection. Actually, we shall now see that any subsystem of C can still be realized through regular interconnection provided that C is controllable! Theorem 5.1 : Assume that C E CQ is controllable. Let C" E CQ be a subsystem of C . Then there exists a C' E LQ such that C A C' = C" and such that this interconnection is regular.
The important conclusion which may be drawn from the above theorem will be that singular feedback control problems for controllable systems amounts to looking for a suitable subsystem. One important variation of the above theorem worth stating is the following.
Theorem 5.2 : Assume that C E CQ and let r E R[5] be monic. Then there exists C' E CQ such that C A C' is (i) a regular interconnection and (ii) xcAcl = r if and only if x? is a factor of r .
In particular, Theorem 5.2 implies that there exists a C' such that C A C' is (i) a regular interconnection and (ii) stable if and only if C is stabilizable.
Linear differential systems with disturbances
In problems of pole-placement and stabilization, we will typically look for controllers that make the controlled system autonomous. Thus, a controller C, will be admissible only if the controlled :system C, A C, is autonomous, i.e.,
In many control problems, in te plant C, to be controlled, some components of the manifest variable will play the role of unknown disturbances and other components will play the role of vamables to be kept small.
In such cases, our starting point is that the manifest variable w of the plant C, consist of three components, w = (z,d,c). Here, z is the signal that we want to keep small and d is the disturbance. Finally, c is the interconnection variable as referred to in section 2. Accordingly, the signal space of Cl, is equal to the Cartesian product Typically, in the controlled system we want the signal z to be small, regardless of the disturbance d that occurs. This specification can of course be formalized in many ways. One possibility is to assume that T , the time axis, is equal to R and that the signal spaces 2, D and C are finite dimensional Euclidean spaces. The size of the signals z and d can, for example, be measured by their quadratic integrals 11z11: = s Ilz(t)l12dt and lldlli = s Ild(t)l12dt, where the integrals range over R.
For a given finite dimensional Euclidean space X , let L 2 ( R , X ) be the space of all functions f from R to X for which Ilf(t)112dt is finite. The H , performance of the controlled system C, A C, is defined as
The H , optimal control problem is to minimize J(C,) over all admissible controllers E,. Of course, sometimes it makes more sense to measure the size of the signals appearing in the system using L1-norms. This leads to the L1-optimal control pro'blem in a behavioral setting. The issue of stability can be incorporated in this context by defining an admissible omtroller C, to be a stabilizing controller if in the controtlled system the signal z converges to zero whenever d = 0, i.e., if ( z , 0 ) E % implies that limt-,, z(t) = 0.
In this section we deal with differential systems whose manifest variable w consists of three components, w = col(z,d,c). Let C, E , ! ? (the plant) be such a system. We assume that z , d, and c take their values in Rz, Rd, and Rc respectively, so the signal space of C, equals Rq = Rz x Rd x Rc. A standin,g assumption will be that the system E, is controllable. It was shown in Without loss of generality, we assume moreover that this image representation is observable, i.e., that W(X) has full column rank m for all X E C. According to the partition of w into col(z, d, e ) , we partition w = ( 3). Thus, we assume that, in our plant E,, the variable d is Cw-free. Hence, in 6.1 we will assume that the polynorriial matrix D has full row rank d , equivalenlly, that the differential operator D ( 2) is surjective.
We will now specify the set of admissible controllers in the context of linear differential systems. In principle, any linear differential system C, = (Iw, Etc, %, ) with manifest variable c and signal space equal to the interconnection space Iwc of the plant C, is a candidate admissible controller. However, for obvious reasons, we will require that in the interconnected system C, A E,, the variable d should still be free. In the context of linear differential systems we will interpret this in the sense that d should remain C"-free: the linear differential system C, = (R, Rc , BC) is called an admissible controller for our plant C, if in C, A C, the variable d is C"-free. Let us study how this requirement translates into a property of a kernel representation of the controller E,. Suppose that K is a real polynomial matrix such that K ( & ) e = 0 is a kernel representation of E,. It is easily seen that the condition that in the interconnected system d is Coo-free is equivalent to the requirement that for all d E C"(R,Rd) there exists l E Cm (Iw, IW1) 
The following lemma shows how to translate this condition in terms of a rank condition on the polynomial matrices defining the system and the controller: and the set of controllers of the form (7.4) d dt K(--)e = 0 yields one and the same set of controlled systems. Therefore, we may without loss of generality restrict ourselves to the set of all controllers given by 7.3 (with behavior given by (7.2)), where K' ranges over the set of all poynomial matrices with 1 columns. 
