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Summary
Obesity rates have been increasing over recent decades, causing signicant concern among
policy makers. Excess body fat, commonly measured by body mass index (BMI), is a major
risk factor for several common disorders including diabetes and cardiovascular disease, placing
a substantial burden on health care systems. To guide eective public health action, we need
to understand the complex system of intercorrelated inuences on BMI. This paper, based on
all eligible articles searched from Global health, Medline and Web of Science databases, reviews
both classical and modern statistical methods for BMI analysis. We give a description of each of
these methods, exploring the classication, links and dierences between them and the reasons
for choosing one over the others in dierent settings.
Keywords:
Body mass index (BMI); obesity; regression model; risk factors; statistical analysis
Acknowledgements
We thank Dr Zhuo Sheng and Mr Nicola Attard-Montalto for collecting some references of this
review. This work has been supported in part by the National Institute for Health Research
Method Grant (NIHR-RMOFS-2013-03-09).
Address for correspondence: Department of Mathematics, Brunel University London, UK.
E-mail: keming.yu@brunel.ac.uk
1
Conict of interest statement
None of the authors have declared a conict of interest.
1 Introduction
Obesity is considered one of the most important medical and public health problems of our
time (Ells and Cavill, 2009). Excess body fat has been identied as a major risk factor for
several common disorders including diabetes and cardiovascular diseases and imposes a sub-
stantial burden on health care systems. Recently, the American Medical Association clas-
sied obesity itself as a disease (http://www.forbes.com/sites/brucejapsen/2013/06/18/
ama-backs-disease
-classification-for-obesity/), increasing the focus on its importance as a public health
concern.
Obesity can be measured in various ways. Body mass index (BMI) is the most commonly
used measure of relative weight. It can be used both at individual level to asses body weight
in a clinical setting and at population level where it would be impractical or too expensive to
measure (excess) body fat accurately and consistently. Based on individual height and weight,
BMI is dened as body weight measured in kilograms divided by the square of height in meters:
BMI =
mass(kg)
height(m)2
:
Applications of BMI often rely on the classication of `healthy' and `unhealthy' segments of
the BMI distribution (W. H. Organization, 2000).The contribution of statistical methods to
understanding BMI is in collection, organization, analysis and presentation of data as well as
the interpretation of results and prediction. The use of statistical methods in BMI-related
research may provide support to:
1. Investigate factors associated with BMI, and identify the relationship between BMI and
correlated (potentially causal) factors.
Although BMI itself is easy to calculate, the system of underlying contributing factors
and their intercorrelation is multifaceted. At the individual level, obesity is caused by a
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continuously positive energy balance, when more calories are consumed than expended.
However, the inuences driving individual choices which aect the energy balance are
highly complex. Within the UK Government's Foresight Programme, a system map was
developed that describes the obesogenic environment of interacting inuences on weight
gain, without identifying any single dominating factor (Vandenbroeck et al., 2007). In
addition to food and physical activity choices, these inuences include biological and
medical traits, social and psychological components, as well as eects from the built
environment and infrastructure.
2. Investigate how BMI may contribute to morbidity and mortality from various related
diseases. In a public health context, BMI can be used as a predictor of unhealthy body
weight and related disease at a population level. Applying statistical methods to analyse
BMI data may help to identify the correlations between obesity, health characteristics
and inuencing factors. For example, obesity and inactivity are known risk factors for
type 2 diabetes and evidence has been published on the associations between BMI and
(i) dierent types of cancer (Renehan et al., 2008; Larsson and Wolk, 2008) and (ii) risk
of gestational diabetes mellitus (GDM) (Torloni et al., 2009).
3. Explore the classication of BMI and address uncertainty.
BMI is a suciently good proxy to capture obesity on population level, but does not pro-
vide a direct indication of the distribution of body fat. Statistical methods can provide
a way to investigate the distribution of body fat based on BMI datasets. According to
Dinsdale et al. (2011), the British 1990 growth reference (UK90) is recommended for pop-
ulation monitoring and clinical assessment in children aged four years and over providing
centile curves for BMI as a norm against which changes in individual measurements can
be monitored.
4. Inform policy making process by evaluation and prediction.
A better understanding of how individual characteristics, choices and inuences aect
body weight and how excessive body fat is associated with increased risk of disease and
mortality is essential for the identication of cost-eective interventions. Various statisti-
cal designs and methods can be used for the analysis of BMI improving the understanding
of (i) how to target inuencing factors in order to change BMI, and (ii) how to predict
variation in BMI based on specic factors.
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1.1 Overview of statistical methods
Statistical methods to identify patterns and trends within large datasets are now integrated to
the development of scientic research in biological and process modelling, personalized health-
care, pharmacology, health economics, and public health policy. In addition to general con-
cerns such as environmental inuences, genetics and disease prevalence, statistical issues that
necessitate more advanced models for the analysis of BMI data include skewness, outliers and
non-response values.
Table 1 provides a summary of a range of statistical methods and models that can be
applied to address BMI related issues. Most of these statistical models could be summarized
by a single equation:
h(m(Y )) = f1(
0 x) + f2(0Z) + f3(t) + ; (1)
where Y is the response variable such as BMI or disease incidence, m(Y ) is a characteristic of
Y such as the mean E(Y ), probability related to Y or quantile Q(Y ), and h() denes a link
function such as a logarithm function or logistic function. 0x species a linear combination
of explanatory variables x, 0Z is a collection of random factors taking grouping of data into
account.  is the model error or random noise. Each of f1(:), f2(:) and f3(:) could be a
linear function such as f(0x) = 0x, a nonlinear function such as f2(0Z) = I[0Z > 30] , a
nonparametric regression function such as an unknown smooth function f3(t) over time t, or
even a time series such as an autoregressive model.
1.2 Review of the literature
We conducted a literature review to identify statistical methods that could be applied
to BMI based research. The search was conducted in Global health, Medline and Web of
Science databases using the Web of Knowledge interface, searching for the following terms:
Topic=(health OR nutrition OR medic) AND Topic=(statistics analysis  OR regression
model OR BMI data analysis OR obesity). The search was restricted to research articles in
English. No date restrictions were applied.
The search identied more than 100 relevant papers. We classied these according to
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research questions and modelling methods. Rather than enumerate all papers, we identied the
range of methods and selected papers accordingly to illustrate the methods, as described below.
Where possible, we also mention software packages for R to ease the application of statistical
models.
The review aims to produce a representative review of statistical methods used in analyses
that involve BMI in some way and provide a useful resource for obesity-related research. The
detailed results of the BMI studies via dierent statistical methods and models are summarized
in Table 2.
2 Mean methods: what are they and where to use?
Mean-based methods mainly includes correlation analysis and linear regression modelling. The
former is used to measure dependency of BMI and other factors and the latter is modelling
the relationship between BMI and other factors. Both approachers are in terms of expected
value or mean. These methods are often the rst choices for BMI-based investigation and data
analysis and are implemented in all statistical packages.
2.1 Correlation analysis
The population correlation coecient corr(X;Y ) between two random variables X and Y with
expected values E(X) and E(Y ) can be applied for the simple dependency measurement of BMI
and other factors. While measurement needs to take into account potential time-variation and
repeated measurement of BMI, component analysis based dependency measurers can be used
for this purpose. For example, Tangugsorn et al. (2001) used canonical-correlation analysis
(CCA) to demonstrate the relationship of cervico-craniofacial skeletal and upper airway soft
tissue morphology to comprehend the complicated pathogenic components in obese (BMI >=
30kg=m2) and non-obese (BMI < 30kg=m2) patients. Hu et al. (2000) used CCA to examine
the relationship between obesity, body fat distribution and lipoprotein proles. R-packages
CCA can be used in numerical analysis.
Other modern dependency measurements such as the Functional Singular Component
Analysis developed by Yang et al. (2011) have been used in quantifying the dependency be-
tween BMI and systolic blood pressure (SBP) as an indicator of the general individual health
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status.
2.2 Linear regression modelling : Examples
Based on longitudinal data from a population-based mammography screening program intro-
duced between 1987 and 1990 in central Sweden, Newby et al. (2006) used a linear regression
model
Y = 0x+ ;
with assumption of E() = 0 to estimate the associations between a change in BMI and changes
in food patterns. Below is an example of linear mixed model.
While a genetic contribution to obesity susceptibility has been identied (Yang et al.,
2007), the correlation between longer duration of breastfeeding and the fat mass- and obesity-
associated (FTO) gene has been subject to further analysis. Based on cohort data for children
who were followed up from birth to 14 years of age, Abarin et al. (2012) rst set the cut o
to be age 1.5 years for all individuals to model BMI denoted as Y in terms of xr representing
time-independent covariates, including two FTO genotypes:
Y =
8><>: 0;0 + 1;0age+ xr
0
r : age < 1:5
0;1 + 1;1age+ xr
0
r : age  1:5;
where each of the models is a xed eect model. BMI is continuous across all ages, so that the
model with enforced continuity at the cut o may best match the BMI process and then have
an equation as a mixed eect model
Y = 0 + 1(age  1:5) + I(age<1:5)infant2 (age  1:5)2 + I(age1:5)child2 (age  1:5)2
+x0rr + :
Where the indicator function I[] indicates age group the child belongs to. The intercept term
0 here represents a random eect intercept due to the heterogeneity of age groups or the
dierence in BMI growth trajectories across individuals. Accordingly, both 1 and 2 are the
random eect coecients. Let  = (0; 1; 
infant
2 ; 
child
2 )
0 be a collection of these random
coecients then these rst four terms of the model can be written as 0Z. Hence, the model
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above is a standard linear mixed model and also a special case of model (1):
Y = 0Z + 0x+ ; (2)
where  = r and x = xr stand for the xed eects term. We assume that E() = 0 and
variance-covariance matrix V ar() = G is known.
Model (2) can be extended into a semiparametric model
Y = X  + Z u+ f3(t) + ;
and a nonparametric model
Y = f1(X ) + f2(Z u) + f3(t) + ;
respectively where f1(:) and f2(:) are nonparametric and non-random functions and f3(:) spec-
ies a random function.
Warrington et al. (2013) used a linear mixed-eects approach to model BMI trajectories in
children for genetic association studies by comparing four dierent mixed-eect models for their
data from the Western Australian Pregnancy Cohort. They found that the semiparametric
linear mixed model was the most ecient for modelling childhood growth to detect modest
genetic eects in this cohort. R packages such as lme4 are available to implement linear mixed-
eects models.
3 Probability models : what are they and where to use?
Probability models for BMI mainly includes Logistic regression and Probabilistic index models.
The former is used to model the probability of binary outcomes from BMI and the latter can
be used to analyse continuous outcomes on a ratio scale from BMI. In contrast to mean-based
model and analysis, the probability models focus on the investigation of the probability of an
event such as cancer related to BMI.
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3.1 Logistic regression
Logistic regression is often used to check the probability of risk with diseases due to BMI, where
BMI is an independent variable or predictor. For example, logistic regression can be used to
explore the association of BMI with diabetes risk, setting the categorical dependent variable
Y as binary, Y = 1 for diabetes, and Y = 0 otherwise. Boetta et al. (2011) examined the
association in logistic regression models
logit(P [Y = 1]) = log(
P [Y = 1]
P [Y = 0]
) = 0 + 1 x1 + :::+ m xm;
by employing BMI as an independent categorical variable: ten BMI categories were established.
The categories were chosen to improve the ability to investigate the association between BMI
and diabetes, in particular at the extremes of the BMI distribution.
Razak et al. (2013) examined the change in BMI across all segments of the BMI distribution
in 96 countries, and assessed whether the BMI distribution is changing between cross-sectional
surveys conducted at dierent time points. As the number of survey cycles per country varied
between two and ve, they use multilevel regression models, between countries and within
countries over survey cycles.
A logistic multilevel regression such as
log(
pij
1  pij ) =  xij + ujZij ;
which employs the same logistic transformation as binary logistic regression above, can be used
to analyze data for participants that are organized at more than one level, where one considers a
level-1 outcome, Yij , taking on a value of 1 with conditional probability pij , and uj is a random
eect across level 2 units (within a country).
3.2 Probabilistic index models
Individual BMI may be aected by several risk factors. The location, skewness and shape of
BMI distributions may change with covariate patterns (Beyerlein et al., 2008, Beyerlein et al.,
2008). Probabilistic index models (PIMs) have been proposed (Thas et al., 2012) as a semi-
parametric framework for modelling the probabilistic index (PI) as a function of covariates.
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PIMs summarize the covariate eects on the shape of the response distribution, while providing
sucient information on the covariate eect sizes. For the model, Y and Y  are independent
random response variables associated with covariate patterns X and X, respectively, where
(X;Y ) and (X; Y ) denote two independent and identically distributed random vectors. The
PIM is denoted as Pr[Y < Y jX;X] = g 1(ZT) where g is a link function dening the
relationship between the PI and a linear predictor. Z is a vector that contains elements from
X and X, Z = X  X, where X and X are 0/1 dummies coding for two distinct groups of
the population.
4 Quantile methods: what are they and where to use?
In contrast to mean method in Section 2, quantile methods mainly model the dependency of
quantile of BMI on others. Because extreme BMI such as obesity can not be represented by
mean, but quantile due to the typical skewness of the distribution of BMI (Bottai et al., 2014).
A good introduction to QR can be found in Koenker and Hallock (2001) and Yu et al.
(2003). Assume a random variable Y has a cumulative distribution function F and F is con-
tinuous. Given a probability level  2 [0; 1], the th quantile of Y , denoted as Q(), is dened
as the inverse function of F (:): Q() = F 1(): And Q() can be estimated via the following
optimization problem with observations on Y :
min
Y
X
i
(Yi  Q());
where (u) = u(   I[u  0]) is a check function and I[] is an indicator function. The R
package quantreg can be used for the optimization above.
Applying mean-based regression on the studies of the relationship between sleep duration
and BMI has shown inconsistent results, because only the long or short sleep duration has sig-
nicant impact on BMI. Chen et al. (2012) re-examined the relationship by quantile regression
to account for the potential heterogeneous eect of sleep duration on BMI in dierent BMI
categories and compared estimation results from dierent types of models. Beyerlein et al.
(2008) employed dierent regression approaches to predict childhood BMI by using parental
socio-demographic and lifestyle information as well as child data on sex and age. In a similar
study, Yang et al. (2014) used quantile regression to analyze the relationships between sleep,
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stress, and obesity by gender. They found that the relationships between BMI and covariates
were not constant across the BMI distribution and between women and men.
All of the models below can be regarded as specic cases of equation (1) withm(Y ) = Q(Y ).
Quantile models mainly include parametric, nonparametric, semiparametric models and density
regression approach.
4.1 Parametric quantile regression
Under a parametric regression model, th conditional quantile of Y , such as BMI, given X is
modelled as
QY (jX) = X 0();
where () is the regression coecient. () can be estimated by solving
^() = argmin
X
i
(Yi  X 0i): (3)
Examples of parametric quantile modelling include Costa-Font et al. (2009), who studied
the cross-country gap in BMI between Italy and Spain in 2003 by applying a decomposition
methodology to the entire BMI distribution, by
BMI = x0 + f 0 + e0 + ;
where f is vector of food consumption measures, e represents covariates of physical activity, x
is a vector of individual characteristics, and  represents residuals due to unobserved eects.
Fenske et al. (2011) extended the QR framework to an additive model to include k additive
eects, which allows the inclusion of nonlinear eects
QY (jX;Z) = X 0 +
kX
i=1
f;i(Z);
where X considers six eects: child's age, duration of breastfeeding, maternal BMI, maternal
age, years of maternal education, years of education of the mother's partner, Z is a vector of ad-
ditional variables, including education, marital status, work stress, behaviours such as smoking
and breakfast, diet, etc, and the nonlinear terms, f;i, for i = 1; :::; k, denote generic functions of
10
Z with nonlinear relationship. Sturm and Datar (2005) examined the association of BMI among
US elementary school children with food price and restaurant density. Stifel and Averett (2009)
used a quantile regression approach to explore the correlates of childhood overweight and eth-
nicity, gender and other inuences in the United States. Popkin (2010) found a parametric
QR with actual BMI data regressed against age and age squared to be the best t to provide
estimates for relations between age and BMI for upper extremes of the BMI distribution.
4.2 Nonparametric quantile regression
If the relationship between BMI and other factors or variables is complicated beyond of a
parametric model such as a polynomial, then a parametric model is possibly misspecied in
this case, nonparametric regression models oer a more exible way of modelling a relationship
than parametric models, but may require more sophisticated methods and large sample sizes.
For example, a nonparametric model for BMI would imply that the relationship between BMI
and other covariates is unknown but assumed to follow an estimated smooth function. Fitting
a smoothing quantile function could be done using a spline according to Koenker (1994) and R
function rqss. Alternatively, Li et al. (2010) considered a nonparametric model for age-specic
BMI that uses a double-kernel-based method and an automatic bandwidth selection procedure.
The method employs the basic settings of a double-kernel estimator from Yu and Jones (1998),
which uses two local-linear kernels to smooth both variables Y = BMI and T = age with some
adaptation for the survey data. Dierent from spline smoothing, kernel smoothing is a weighted
average of all data points around a local area, where the weights are specied using a standard
probability function as the kernel function and using a bandwidth to control the local area.
4.3 Semiparametric quantile regression
In order to deal with non-normal and non-homogeneous distributions of BMI among dierent
age groups, one of the most successful and most widely applied methods is the LMS (lambda-
mu-sigma) model introduced by Cole and his collaborators (Cole, 1988, 1990; Cole and Green,
1992). The LMS model uses an age-specic Box-Cox power transformation to yield normality.
Let (T ) and (T ) be the age-specic mean and standard deviation, and (T ) the Box-Cox
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power, then the age-dependent th regression quantile of the BMI distribution is given by
Q(jT ) = (T )  1 +  1()(T )(T )1=(T ) ; (4)
where Q(jT ) is the conditional th quantile given T ;  1() is the inverse of standard normal
distribution. Then smoothing functions (T ), (T ) and (T ) are tted nonparametrically.
Cole et al. have implemented the LMS method in several fundamental BMI studies
(Cole et al, 1995, Cole et al, 2000 and Cole et al, 2007). The LMS method has been exten-
sively used in weight-related research, and has become a `standard' framework for studying
age-specic BMI or other growth references, along with an application in plotting charts for
BMI or other growth references. For example, Ogden et al (2002) compare the U.S. Centers
for Disease Control and Prevention (CDC) growth data from 2000 with historical data from
1977 using the LMS method. Onis et al (2007) consider the LMS method for the development
of BMI cut-os for both children and adults.
Heagerty and Pepe (1999) considered a semiparametric model for age-specic BMI. Their
model is based on the following linear representation of BMI:
Y = (T ) + (T )(T );
where T could be age or time or a continuous variable, (T ) and (T ) are the location and
scale functions, and (T ) is the function of the noise term that depends on T . Under this model
the th conditional quantile of T is dened as
Q(jT ) = (T ) + (T )z(jT );
where z(jT ) is the th quantile of (T ). This model is specied as a parametric model in
terms of (T ) and (T ), but nonparametric smoothing methods mentioned in Section 4.3 are
used to t both (T ) and (T ). An alternative and popular semiparametric quantile regression
model uses a normal transformation-based approach.
4.4 Density regression approach
Dunson et al (2007) proposed a density regression to study the association between Luteinizing
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hormone (LH) and BMI in randomly selected women dened by:
f(yjx) =
1X
k=1
wk(x)N(x
0; 2):
Where BMI is an independent variable. The aim of this study was to identify how changes in
LH may aect the BMI distribution while adjusting for the potentially confounding eect of
age. The conditional BMI distribution was not assumed to be normally distributed, but could
be regarded as a mixture of conditional normal densities because mixtures of a suciently large
number of normal densities can be used to approximate any smooth density accurately. Where
the weights wk could or could not depend on x, and could be inference by classical methods
or Bayesian methods, although Dunson et al (2007) assumed their dependency of x and used
nonparametric Bayesian inference.
5 Data quality issues: what are they and how to address?
Data quality issues include missing values, measurement error and non-response. The methods
dealing with missing values are Multiple imputation (MI) methods and ignorable likelihood
(IL) method; the methods dealing with measurement error are instrumental variable approach
and auxiliary data and the methods dealing with non-response are two-stage clustering and
Bayesian inference.
5.1 Multiple imputation methods for missing values
Elliott and Stettler (2007) used survey data and a mixture model based multiple imputation to
obtain the BMI distribution for a paediatric population in the presence of clerical errors.
The mixture model is dened by latent classes that have common means, conditional on age
and health centre to accommodate the disproportional sample design, but diering covariances.
The clerical error class is the class with the largest covariance matrix determinant.
The general approach for multiple imputation is as follows. For the ith individual, i =
1; :::; n; let Zi be a q dimensional outcome of interest. Each individual value is assumed to
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depend on a set of p covariates xi. The associated covariance is given by the individual's
latent variance class membership, which is denoted by the unobserved latent variable Ci, where
Ci = K indicates that the ith individual belongs to the clerical error class with the largest
variability. The Ci can be regarded as missing for all subjects belonging to the clerical error
class. The complete-data mixture model considered is
ZijCi = k  Nq(i; k);
Ci  MULTI(1; pi; :::; pk)
Once priors are postulated for model parameters , k and others such as (p1; :::; pK) 
DIRICHLET (1; 1; :::; 1), proper Bayesian inference such as Gibbs sampler can be applied.
All missing values are then replaced by imputed values from the Gibbs sampling procedure.
5.2 Ignorable likelihood method for missing values
In a study by Little (2011), some variables of interest, including BMI, were subject to missing
data. They applied an ignorable likelihood (IL) method to multiply impute the full sample, and
then used it for regression analyses. Results for dierent imputing methods were compared and
yielded similar estimates for the eect of household income and education on blood pressure.
In general, the IL approach requires a model for the distribution of covariates W and an
outcome variable Y , both with missing values, given a fully observed covariate set Z, indexed
by parameters , for example p(wi; yijzi; ), where fully observed covariates can be treated as
xed (Little and Rubin, 2002). Integrating the missing variables out of the joint distribution
and treating  as the argument of the resulting density yields the IL
Lign() =/
nY
i=1
p(wobs;i; yobs;ijzi; );
where (wobs;i; yobs;i) are the observed components of (wi; yi).
5.3 Instrumental variable approach for measurement error
Many survey data sets rely on self-reported measures of BMI. It is suggested that people often
underreport their weight and overstate their height. So BMI is measured with error. The
14
typical instrument in BMI-based analysis is to use the BMI of a sibling or other relative to
instrument for the respondents BMI on the assumption that this should pick up genetic and
environmental factors. see Bound (2001) for the details.
5.4 Auxiliary data for measurement error
Cawley (2004) corrects for measurement error in reported BMI by predicting true height and
weight by using information on the relationship between true and reported values in the Third
National Health and Nutrition Examination survey. Here he treated BMI as an independent
variable.
5.5 Two-stage clustering for non-response
Data may be missing due to non-response. Rubin (1976) and Little (1994) classied non-
response mechanisms into three types: missingness completely at random (MCAR), when the
probability of the non-response does not depend on clusters or survey variables; missingness
at random (MAR), when the probability of response depends only on the observed values;
and non-ignorable non-response, when the probability of non-response depends on unobserved
values. In their analysis, Yuan (2007) dealt with a unit non-response rate about 40% when
households failed to answer questions in a questionnaire. To assess the relationship between
cluster response rates and cluster means, they plotted cluster sample response rates against
cluster sample means of log(BMI), which displayed a slightly linear trend with a correlation
coecient of 0.32, suggesting that the non-response mechanism is not missingness completely
at random (MCAR), and a cluster-specic non-ignorable (CSNI) non-response mechanism may
be indicated.
Based on a logarithm transformation of BMI measurements, they proposed several model-
based estimates of the nite population mean for two-stage samples with unit non-response
and compared them with existing methods by a simulation study. These models include: (1)
applying standard two-stage mean estimators from complete response observations (Horvitz,
1952) to non-response observations; (2) discarding non-respondents and basing estimates on
predictions from a random-eects model tted to respondents; (3) adding non-informative priors
for the xed parameters of a random-eects model and simulating draws from the posterior
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distribution of the parameters.
5.6 Bayesian method for non-response
In order to deal with serious non-response and selection bias due to missing BMI values for a
considerable number of individuals, Nandram (2010) used dierential probabilities for selection
of these individuals A non-ignorable non-response model was proposed to estimate the nite
population means of covariates where the log(BMI) values were used to obtain more normally
distributed data. The model included a spline regression of log(BMI) on age, adjusted for
several individual characteristics.
Their data contained information on Ni individuals for i countries The authors assumed
that the response indicator rij for jth individual within the ith country related to BMI value
xij via
rij jxij ; iid Bernoullifexp(0i + 1ixij)=(1 + exp(0i + 1ixij))g;
and employed a hierarchical setting for the regression parameters above. These xij are a
regression function of other covariates such as age, ethnicity and sex. Within the Bayesian
framework, the sampled non-respondent BMI values are then obtained from their conditional
posterior densities in the Metropolis-Hastings algorithm, and the non-sampled BMI values are
drawn from their conditional posterior densities.
6 Data complexity issues: what are they and how to
address?
Many scientic questions related to BMI can be answered by the analysis of cross-sectional
data. However, BMI and associated factors may vary over time, resulting in repeated observa-
tions of the same variable at dierent time points. or anthropometric measurements required
for BMI-related research are naturally longitudinal observations correlated to other factors. If
longitudinal data are available, specic statistical methods or models are needed to take ac-
count of the nature of data and fully use the information provided. In general, complex data
issues may arise due to the functional nature of the data, dimensional problems in modeling
due to a high number of factors. The following sections describe typical approaches used in
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these contexts, which includes Generalized estimating equations (GEE), Generalized method
of moments (GMM) and Generalized additive model (GAM).
6.1 Generalized estimating equations (GEE)
Remmers et al (2013) examined longitudinal relationships between PA and BMI z-scores by
using GEE for the analysis. Remmers et al (2013) and Branum et al (2011) applied GEE in
the analysis of BMI data by taking account of individual information being stratied by gender
and baseline weight status.
GEE (Liang and Zeger, 1986) can be considered as a method for combining certain esti-
mating equations in presence of time-dependent covariates. Given a mean model, mij subject to
unknown parameter vector , and a variance structure, Vi, the estimating equation is described
as:
U() =
NX
i=1
@ij
@k
V  1i fYi  mi()g:
The parameter estimates solve U() = 0.
The GEE algorithm has been incorporated into many major statistical software packages,
including SAS, STATA, SPSS and R.
6.2 Generalized method of moments (GMM)
Lai and Small (2007) analysed the relationship between BMI and future morbidity among chil-
dren using longitudinal data with time-dependent covariates. They found that some of the
estimating equations combined by GEEs with an independent correlation structure are not
valid. The authors distinguished between three types of time-dependent covariates and pro-
vided a test for whether a time-dependent covariate is of a certain type. Results indicated that
when a covariate is of type I or II, valid estimating equations are available that are not exploited
by GEEs assuming an independent correlation structure. As a likelihood analysis is impossible
or extremely dicult in this case, and to make optimal use of the valid estimating equations,
they use the generalized method of moments (GMM) (Hansen, 1982).
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6.3 Generalized additive model (GAM)
Generalized additive models (GAM) combine properties of generalized linear models with addi-
tive models (Hastie, 1990). Each additive term is typically modelled as nonparametric function.
Gregory (2011) used GAM to analyse how wages are aected by BMI and age. They model
both BMI and wages nonparametrically by use of an oracle estimator. This study, however,
focused on young workers and did not examine whether the eect of obesity changes as people
age.
6.4 Variable selection
Modern variable selection methods including ridge regression, bridge regression (Frank, 1993),
least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996), elastic net (Zou and Hastie,
2005) and clipped absolute deviation method (Zou and Hastie, 2005) can be used for factor se-
lection when covariates available for the analysis of BMI and the extent of their correlation may
vary substantially between groups and settings(Hesterberg et al., 2008).
The LASSO technique is particularly suitable when the number of variables p exceeds the
number of observations n, i.e. where p > n poses a problem for the regression analysis. How-
ever, although Lasso is popular for its mathematical performance, it is not robust to skewed
distributions. For highly skewed distributions, such as diabetes prevalence in the population,
robust regression methods such as least absolute deviation (LAD) and quantile regression meth-
ods have received considerable attention recently in variable selection methods (Bradic et al.,
2008; Wu and Liu, 2009).
7 Conclusions
Obesity rates have been increasing over recent decades, causing signicant concern among
policy makers. Understanding which factors inuence individual body weight when BMI is
taken as the dependent variable, and how exactly excess body fat is contributing to increased
risk for disease, when BMI is regarded as one of independent variables involved, may help to
reduce the increased prevalence of several common disorders associated with obesity, thereby
lessening the burden placed on health care systems. Use of appropriate statistical methods
18
is essential to produce high quality research that can inform public health policy. Depending
on the specic policy concern, research question or data available for analysis, both classical
and modern methods can be used to improve the understanding of the complex system of
intercorrelated inuences on BMI. Since the choice of a specic method and its implementation
may be challenging, this paper aimed to give an overview of available methods and guide the
statistical analysis of BMI-related research.
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Table 1: Statistical Methods or Models
Methods or models Sections
Correlation Analysis or Eect Analysis 2, 4
Multiple linear regression 2, 3, 4
Random or mixed eect regression 2, 3
Quantile regression 4
Ignorable likelihood and multiple imputation methods 5
Longitudinal models and Methods 2, 6
Bayesian methods 4, 5
Moment methods and estimation equations 6
Dimension reduction methods 2, 6
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