In this Article, a fast numerical numerical algorithm for pricing discrete double barrier option is presented. According to Black-Scholes model, the price of option in each monitoring date can be evaluated by a recursive formula upon the heat equation solution. These recursive solutions are approximated by using Legendre multiwavelets as orthonormal basis functions and expressed in operational matrix form. The most important feature of this method is that its CPU time is nearly invariant when monitoring dates increase. Besides, the rate of convergence of presented algorithm was obtained. The numerical results verify the validity and efficiency of the numerical method.
Introduction
Barrier options play a key role in the price risk management of financial markets. There are two types of barrier options: single and double. In single case we have one barrier but in double case there are two barriers. A barrier option is called knock-out (knock-in) if it is deactivated (activated) when the 5 stock price touches one of the barriers. If the hitting of barriers by the stock price is checked in fixed dates, for example weakly or monthly, the barrier option is called discrete.
Option pricing as one of the most interesting topics in the mathematical finance has been investigated vastly in the literature. Kamrad and Ritchken [1] , Boyle and Lau [2] , Kwok [3] , Heyen and Kat [4] , Tian [5] and Dai and Lyuu [6] used standard lattice techniques, the binomial and trinomial trees, for pricing barrier options. Ahn et al. [7] introduce the adaptive mesh model (AMM) that increases the efficiency of trinomial lattices. The Monte Carlo simulation methods were implemented in [8, 9, 10, 11, 12] . In [13, 14] , numerical algorithms 15 based on quadrature methods were proposed.
Actually a great variety of semi-analytical methods to price barrier options have been recently developed which are based on integral transforms [15, 16, 17] , or on the transition probability density function of the process used to describe the underlying asset price [13, 14, 18, 19, 20, 21, 22, 23] . These techniques are 20 very high performing for pricing discretely monitored one and double barrier options and our computational results are in very good agreement with them. We would like to make the following essential remarks. An analytical solution for single barrier option is driven by Fusai et. al. in [15] where the problem of one barrier is reduced to a Wiener-Hopf integral equation and a given z-transform 25 solution of it. To derive a formula for continuous double barrier knock-out and knock-in options Pelsser inverts analytically the Laplace transform by a contour integration [24] . Broadie et. al. have found an explicit correction formula for discretely monitored option with one barrier [19] . However, these three wellknown methods [15, 19, 24] have not been still applied in the presence of two 30 barriers, i.e. a discrete double barrier option. Farnoosh et al. [25, 26] presented numerical algorithms for pricing discrete single and double barrier options with time-dependent parameters. Also, in my last work [27] a numerical method for pricing discrete single and double barrier options by projection methods have been presented. 35 This article is organized as follows. In Section 2, the process of finding price of discrete double barrier option under the Black-Scholes model by a recursive formula has bean explained. Definition and some features of Legendre multiwavelets are given in section 3. In section 4, Legendre multi-wavelet expansion is implemented for pricing of discrete double barrier option. Finally, numerical 40 results are given in section 5 to confirm efficiency of proposed method.
The Pricing Model
We assume that the stock price process follows geometric Brownian motion:
where S 0 ,r and σ are initial stock price, risk-free rate and volatility respectively. We consider the problem of pricing knock-out discrete double barrier call option, 45 i.e. a call option that becomes worthless if the stock price touches either lower or upper barrier at the predetermined monitoring dates:
If the barriers are not touched in monitoring dates, the pay off at maturity time is max(S T − E, 0), where E is exercise price. The price of option is defined discounted expectation of pay off at the maturity time.
Based on Black-Scholes framework, the option price P (S, t, m − 1) as a function of stock price at time t ∈ (t m−1 , t m ), satisfies in the following partial differential equations [28] − ∂P ∂t +rS ∂P ∂S
subject to the initial conditions:
where P (S, t m , m − 1) := lim t→tm P (S, t, m − 1). By change of variable z = ln S L the partial differential equation 1 and its initial condition is reduced as follows:
the equation 2 is reduced to the well known heat equation:
that could be resolved analytically, see e.g [29] as follows;
By assuming that monitoring dates are equally spaced, i.e; t m = mτ where τ = T M , h (z, t m , m − 1) is a function of two variables z, m. Therefore, by defining f m (z) := h(z, t m , m − 1), we have:
where
by defining f m (z) := f m (θz) and
we reach the following relations from 4,5 and 6:
which helps us to use Legendre multiwavelete on interval [0, 1].
Legendre Multiwavelet
Let (MRA) with multiplicity r of L 2 ([0, 1]) is defined as follows:
is called orthonormal multi resolution analysis of multiplicity r if:
The propertyiii of MRA shows that dim(V j ) = dim(W j ) = r2 j . Let the function vector Ψ = [ψ 0 , ..., ψ r−1 ] be vector of orthonormal basis of W 0 , that is called multiwavelet vector, then the structure of MRA implies that
where ψ l j,k := 2 j/2 ψ l (2 j x − k). According to iii and 11 for any V j we have two 95 orthonormal basis set as follow:
or equivalently
where d j,k = 1 0 f (x)φ l j,k (x)dx. In order to simplify notation, we denote the i-th element of Ψ j (x) by ψ i (x), so:
and then we can rewrite 17:
We use Legendre polynomial to construct Legendre Multiwavelet that has introduced by Alpert in [30] . Legendre polynomial, p i (x), is defined as follows
with the following recurrence formula:
The
where 1] ). Now let φ l be a Legendre multiscaling function, that is defined as
and Φ := [φ 0 , ..., φ r−1 ] T be the multiscale vector. It is easy to verify that
forms an orthonormal basis for V j . Now let Ψ = [ψ 1 , ..., ψ r−1 ] be the Legendre multiwavelet vector. Because of W 0 ⊂ V 1 each ψ l could be expanded as follows:
In addition, W 0 ⊥ V 0 and 1, x, .., x r−1 ∈ V 0 , so the first r moment of {ψ l } r−1 l=0 vanish:
on the other hand, we have
so for finding 2r 2 unknown coefficients g i,j in 25, it is enough to solve 2r 2 equations 26 and 27. If f ∈ L 2 ([0, 1]) be k times differentiable, the following 120 theorem about bound of error is obtained [30] :
Then P J (f ) approximates f with the following error bound:
Legendre multiscaling and multiwavelet functions are presented for r = 4 as follows [31] : 
Pricing by Legendre Multiwavelet
Let operator K : L 2 ([0, 1]) → L 2 ([0, 1]) is defined as follows:
where κ is defined in 7. Because κ is a continuous function, K is a bounded linear compact operator on L 2 ([0, 1]) [32, 33] . According to the definition of 130 operator K, equations 8 and 9 can be rewritten as below:
f m = Kf m−1 m = 2, 3, ..., M
We denotef
where P J K is as follows:
Since the continuous projection operators P J converge pointwise to identity operator I, then operator P J K is also a compact operator and lim n→∞ P J K − K = 0 (36) (see [34] ). With attention to the following inequality (37) and relation 36 by induction we get
Therefore, the following convergence result is concluded:
(39) From 37 and 39, we infer that the rate of convergencef m,J to f m and P J K to K are the same. Using the relation 28 and properties of integral operator K, it is easy to confirm that
Since,f m,J ∈ V J for m ≥ 1, we can writẽ
Since V J is a finite dimensional linear space, thus the linear operator P J K on V J could be considered as a r2 J × r2 J matrix K. Consequently equation 41 can be written as following matrix operator form
For evaluation of the option price by 42, it is enough to calculate the matrix operator K and the vector F 1 . It is easy to check (see [27] ) that:
Therefore,the price of the knock-out discrete double barrier option can be estimated as follows:
where z 0 = log S0 L andf M,n from 42. The matrix form of relation 42 implies that the computational time of presented algorithm be nearly fixed when monitoring dates increase. Actually, if we set N = r2 J the complexity of our algorithm is O(N 2 ) that dose not depend on number of monitoring dates.
Numerical Result 160
In the current section, the presented method in previous section for pricing knock-out call discrete double barrier option is compared with some other methods. The numerical results are obtained from the relation 43 with r2 J basis functions. In the following we denote f m,J − f m by e 2 (J) and L 2 − error(J).
As we discussed in the previous section, the rate of convergencef m,J to f m and 165 P J K to K are the same. Therefore, e 2 (J − 1)/e 2 (J) must be about 2 r from 40. In addition, relation 40 implies that the slope of log(L 2 − error(J)) be about α = −rlog (2) . Source code has been written in Matlab 2015 on a 3.2 GHz Intel Core i5 PC with 8 GB RAM. Example 1. In the first example, the pricing of knock-out call discrete double 170 barrier option is considered with the following parameters: r = 0.05, σ = 0.25, T = 0.5, S 0 = 100, E = 100, U = 120 and L = 80 , 90 , 95 , 99 , 99.5. In table 1, numerical results of presented method with Milev numerical algorithm [14] , Crank-Nicholson [35] , trinomial, adaptive mesh model (AMM) and quadrature method QUAD-K200 as benchmark [36] are compared for various number of monitoring dates. In addition, it can be seen that CPU time of presented method is fixed against increases of monitoring dates. The L 2 − error(J) are demonstrated for L = 90 and M = 250 in Table 2 which results verify the convergence rate of our algorithm. Fig.1 shows the plot of log(L 2 − error(J)) for r = 3, 4 and it can be seen that the slope of log(L 2 − error(J)) is near to α = −rlog(2). Example 3. Due to the fact that the probability of crossing upper barrier during option's life when U ≥ 2E is too small, the price of discrete single down-andout call option can be estimated by double ones by setting upper barrier greater than 2E (for more details see [14] ). Now, we consider a discrete single down- Table 4 : Single barrier option pricing of Example 3: T = 0.5, r = 0.1, σ = 0.2, S 0 = 100, E = 100, U = 250.
Conclusion and remarks
In this article, we used the Legendre multiwavelet for pricing discrete sin-200 gle and double barrier options. In section 4 we obtained a matrix relation 42 for solving this problem. Numerical results confirm that growth of computational time is negligible when the number of monitoring dates increase. On the other hand, the rate of convergence of presented algorithm has been obtained theoretically and verified numerically .
