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ABSTRACT
We present a generic mechanism for the thermal damping of compressive waves in the interstellar
medium (ISM), occurring due to radiative cooling. We solve for the dispersion relation of magnetosonic
waves in a two-fluid (ion-neutral) system in which density- and temperature-dependent heating and
cooling mechanisms are present. We use this dispersion relation, in addition to an analytic approx-
imation for the nonlinear turbulent cascade, to model dissipation of weak magnetosonic turbulence.
We show that under typical ISM conditions, the cutoff wavelength for magnetosonic turbulence be-
comes tens to hundreds of times larger when the thermal damping is added to the regular ion-neutral
damping. We also run numerical simulations which confirm that this effect has a dramatic impact on
cascade of compressive wave modes.
Subject headings:
1. INTRODUCTION
Turbulence is ubiquitous in the interstellar medium
(ISM), and is extended over an extremely wide range
of scales (Chepurnov & Lazarian 2010; Armstrong et al.
1995; Minter & Spangler 1996). Turbulence on large
scales plays an essential role in the theory of star forma-
tion (McKee & Ostriker 2007). The origin of this turbu-
lence is debated (Mac Low & Klessen 2004; Glazebrook
2013; Krumholz & Burkhart 2016). Two main classes
of driving mechanisms are gravitational instabilities and
supernova blast waves. Both input energy at scales of
parsecs or larger. The turbulent cascade then brings this
energy to small scales, generating density and velocity
structure which profoundly impacts the star formation
process.
The ISM is composed of gas with a wide range of ion-
ization degrees, ranging from almost completely ionized
near massive stars (Strömgren 1939) to lower than 10−8
in dense molecular cloud cores (Caselli et al. 2002). It is
currently thought that MHD turbulence in partially ion-
ized gas in the ISM is damped primarily by ion-neutral
friction (Kulsrud & Pearce 1969; Balsara 1996). Li &
Houde (2008) studied the line widths of both charged and
neutral species in a molecular cloud, and found that the
ion line widths were systematically narrower than those
of the neutrals. They suggest that this occurs because
the ion motions are damped more strongly than the neu-
tral motions at the scale of ion-neutral decoupling. Xu
et al. (2016) provide an analytic calculation of the scales
at which different wave modes in the gas are damped.
Wave modes may also be damped by collisionless Lan-
dau damping (see, e.g., Ginzburg 1970). Because most
of the present paper is focused on studies of waves in
regimes where the dominant ion (C+) is a factor of 5–8
heavier than the mean particle mass, we expect the ion
contribution to the damping to be suppressed by a sub-
stantial exponential factor. Landau damping due to elec-




rate for compressive modes (in units of wave frequency)
should be at most of order
√
me/mp (Ginzburg 1970).
We neglect this contribution, too, as the magnitude of
damping effect studied here is substantially higher.
Understanding the turbulent cascade at small scales
is important for a number of astrophysical applications,
particularly in molecular clouds. Such sub-parsec scale
turbulence affects the diffusion of low-energy cosmic rays
which determine the heating and ionization of molecular
gas (Xu & Yan 2013; Silsbee & Ivlev 2019). Turbulent
eddies on small scales (Ormel & Cuzzi 2007) are also
likely the dominant source of relative motion between
dust grains in many environments, thus determining the
grain coagulation (Ossenkopf 1993; Gong et al. 2020; Sils-
bee et al. 2020).
In this paper we show that compressive modes in weak
MHD turbulence are strongly damped due to radiative
energy losses. This thermal damping occurs at much
larger scales than those on which ion-neutral friction be-
comes important. The damping mechanism is as follows.
The steady-state gas temperature is determined by a bal-
ance of global heating and cooling. As a compressive dis-
turbance propagates, the gas undergoes adiabatic heat-
ing and cooling in response to the pressure perturbation,
while the global processes bring it back to an equilibrium
state on some characteristic timescale, which we call the
cooling time τc. If τc is large compared to ω
−1, then an
adiabatic equation of state is appropriate and thermal
damping is negligible. If τc is small, then the wave speed
may be modified (by the different equilibrium tempera-
tures in the compressed and rarefied parts of the wave),
but the wave amplitude also remains constant. However,
if the cooling time is comparable to ω−1, then the restor-
ing pressure force (which governs the wave propagation)
is reduced, thus damping the wave. This damping effect
has been studied previously in the context of waves in
the solar atmosphere (e.g. Souffrin 1972; Mihalas & Mi-
halas 1983; Bunte & Bogdan 1994). In the present paper,
we focus on the effect of such damping on the turbulent
cascade in the ISM.



























netosonic waves in a two-fluid ion-neutral plasma in the
presence of thermal damping. In Section 3, we plot
the dispersion relation for realistic astrophysical envi-
ronments, and show that the effect of radiative cooling
is important for wavelengths a few orders of magnitude
larger than those for which ion-neutral friction is impor-
tant. In Section 4, we present a simplified model for the
turbulent cascade, and show that under reasonable as-
sumptions, thermal damping may play a dominant role
in damping turbulence. In Section 5, we describe the
results of numerical simulations illustrating this effect.
Our conclusions are presented in Section 6.
2. DISPERSION RELATION
In this section we derive the dispersion relation for
compressive MHD waves propagating in a medium in
which there are gas heating and cooling mechanisms. As-
suming small perturbations of density, ρ = ρ0 + δρ, and
temperature, T = T0 + δT , we can write a linearized en-
ergy conservation equation (see, e.g., Landau & Lifshitz
1960), where the thermal and magnetic parts of the en-
ergy remain decoupled. The resulting equation for the










+ Cpρ0T0∇ · v = δq. (1)
Here, v is the fluid velocity, t is time, ρ ≈ ρi + ρn is
the total gas density, Cv and Cp are the heat capac-
ities of the gas at constant volume and pressure, and
q(ρ, T ) ≡ Λh(ρ, T )−Λc(ρ, T ) is the net energy deposition
per unit volume from all heating and cooling processes.
In addition, we have the linearized continuity equation:
∂δρ
∂t
+ ρ0∇ · v = 0. (2)
Equations (1) and (2) yield the relation
∂δT
∂t










where γ ≡ Cp/Cv, q′ρ ≡ ∂q/∂ρ and q′T ≡ ∂q/∂T . Now,
let us assume harmonic perturbations proportional to
























We note that τc is always positive because q
′
T must be
negative to ensure thermal stability. We find in Section
3.2 that the thermal damping effect is only relevant for
k such that ions and neutrals experience many collisions
per ω−1. This allows us to consider the plasma as one
fluid, assuming the ions and neutrals to be perfectly cou-
pled, both thermally and mechanically.
In what follows, we introduce the effect of thermal
damping into the standard framework of the two-fluid
approach. For this, we consider the separate motion of
ions and neutrals, still assuming that ions and neutrals
are perfectly thermally coupled. Following Equations 1–3
in Soler et al. (2013), we then write a linearized equation







(∇× δB)×B0− ξ (vi − vn) . (6)
Here B0 and δB are the mean magnetic field and its
perturbation, vi and vn are the ion-electron and neutral
velocities, respectively, and δpi is the pressure perturba-




= ∇× (vi ×B0). (7)
ξ is a constant describing the magnitude of the ion-





where 〈σv〉in = 4πa20
√
(α/a30)IH/µ is expressed via
the Bohr radius a0, the Rydberg energy IH, and µ =
mimn/(mi + mn). The dimensionless polarizability of
the neutral species, α/a30, is 4.5 for atomic hydrogen and
5.52 for molecular hydrogen (Raizer et al. 2011).




= −∇δpn − ξ (vn − vi) . (9)
By writing δpi,n = ni,nkBδT + kBT0δni,n, where kB is
the Boltzmann constant, ni ≈ 2ρi/mi and nn = ρn/mn,

























We note that χ > 0 is the requirement for a stable equi-
librium to exist. As shown in Appendix A, the imaginary
part of the frequency in the long-wavelength regime be-
comes positive when χ > 1. This would imply a ther-
mal instability. In principle, this could be realized if
the concentration of a dominant coolant were strongly
suppressed at higher density. We do not consider such
a hypothetical situation in this paper, and thus assume
0 < χ < 1.
Combining Equation (10) with Equation (2), we obtain
iωδpi,n = c
2
i,nρi,nf(ω)∇ · vi,n . (15)
Note that we are are interested in magnetosonic pertur-
bations, as non-compressive Alfvénic perturbations are
not radiatively damped. Hence, following Soler et al.
(2013), we take the time derivative of the divergence of
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Equation (6). Using Equation (7) and writing ∆i = ∇·vi
for brevity, we find
− ω2ρi∆i = c2i ρif(ω)∇2∆i
− 1
4π
∇ · {[∇×∇× (vi ×B0)]×B0}+ iωξ (∆i −∆n) .
(16)
For B0 = B0ẑ, some manipulation of the middle term in
Equation (16) allows us to write








+ iωξ (∆i −∆n) , (17)
where ∆
‖
i ≡ dvzi /dz is the parallel component of the di-


















Analogous equations can be derived for ∆n and ∆
‖
n.














and assuming all perturbed quantities to be proportional
to exp(−iωt+ik·r), we can write the following 4 coupled
equations[


























These can be combined to obtain a 9th order polyno-
mial dispersion relation describing the modes present in
a medium with thermal damping.
3. MAGNETOSONIC MODES IN ASTROPHYSICAL
ENVIRONMENTS
In this section, we numerically calculate the disper-
sion relation on the basis of Equations (21)–(23), with
and without thermal damping, and analyze important
features introduced by the damping. The results are il-
lustrated for characteristic astrophysical environments.
3.1. Astrophysical Environments
We consider three representative phases of the ISM: the
warm neutral medium (WNM), the cold neutral medium
(CNM), and the envelope of a molecular cloud. Their
properties are assumed to be as follows.
3.1.1. WNM
We assume an ionization fraction of 1.7%, where the
ion is H+ and the neutral component is atomic hydrogen.
We ignore the presence of helium. The heating in the
WNM is dominated by the photoelectric effect on dust,
and we adopt a constant heating rate of Λh = 1.4 ×
10−26(ng/cm
−3) erg cm−3 s−1 from Draine (2011), and
the cooling function Λc is estimated from Figure 30.1 of
Draine (2011). We set the gas number density nH =
0.4 cm−3, and calculate an equilibrium gas temperature
T0 = 8.7 × 103 K. This yields a gas cooling time τc =
5× 1013 s−1, and χ = 0.37.
3.1.2. CNM
The CNM is made up of atomic hydrogen, for which
we assume nH = 20 cm
−3. The ion is C+, and the
ionization fraction is 1.6 × 10−4. Again, we use Λh =
1.4 × 10−26(ng/cm−3) erg cm−3 s−1. The cooling is
from fine-structure lines of C+, and we use the optically
thin cooling prescription considering collisions with H
atoms and electrons from Gong et al. (2017). This gives
T0 = 60 K, τc = 6× 1011 s−1, and χ = 0.22.
3.1.3. Cloud Envelope
The neutral constituent is assumed to be molecular
hydrogen, the ion is C+, and the ionization fraction
is 0.032% (implying, as in the CNM, a C/H ratio of
0.016%). Goldsmith (2001) suggests that Λc = 4.4 ×
10−27(T/K)2.4 erg cm−3 s−1 for nH2 = 10
3 cm−3, and
Λh = 1.0×10−24 erg cm−3 s−1. Setting nH2 = 103 cm−3,
we obtain T0 = 9.6 K, τc = 8× 1011 s−1, and χ = 0.35.
3.2. Effect of Thermal Damping
Figure 1 illustrates the dispersion relation for magne-
tosonic waves, showing a comparison of the cases with
and without the thermal damping effect. For all panels,
we set an angle θ between k and B0 of 45
◦ and assume
that the neutral sound speed cn is equal to 1.4 times









This is the speed of Alfvén waves in the regime where
collisions are so frequent that the neutrals are dragged
along by the ions, i.e., everything to the right of the gray
region in Figure 1. The coefficient 1.4 was derived from
the respective magnetic and thermal energies indicated in
Table 1.5 of Draine (2011). This corresponds to a plasma










The dispersion relation is plotted as a function of wave-
length λ = 2π/k. We have only plotted propagating
modes (those with a non-zero real part). In each case,
there is a corresponding mode (not shown) with a nega-
tive real part of equal magnitude.
The solid lines in Figure 1 show the dispersion rela-
tion derived from Equations (21)–(23). The dashed lines
depict the results in the adiabatic limit τc → ∞ [where
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Fig. 1.— Illustration of the dispersion relation derived from Equations (21)–(23) for three characteristic phases of ISM. The solid curves
show the real and imaginary parts of the dispersion relation plotted as a function of the wavelength λ. The dashed curves show the result
in the limit τc →∞ studied in Soler et al. (2013). Here, we have assumed an angle θ of 45◦ between k and B, and that the loaded Alfvén
speed cLA = 1.4cn (corresponding to plasma β = 0.6). The shaded gray region indicates the decoupling gap – the wavelength range over
which the decoupling of ions and neutrals occurs. The blue and green vertical lines show the wavelengths where Re ω = τ−1c , near where
the thermal damping peaks for the corresponding mode. The decoupled, loaded (L), and loaded modified (M) regimes are indicated above
the top left panel (see Section 3.2 for a detailed discussion).
there is one mode, shown in green, which is continu-
ously present at all λ. For the chosen parameters, this
is the loaded fast mode in the long-wavelength regime,
which becomes the neutral acoustic mode in the short-
wavelength (decoupled) regime (see Section 3.4 and Ap-
pendix B for general analysis). Also plotted are the
loaded slow mode (blue), the decoupled fast and slow
modes (red and orange), as well as a low-frequency mode
(violet), present at intermediate wavelengths.
The speeds of the decoupled fast and slow modes, cf,s,
can directly obtained from Equations (21) and (23) by
neglecting the frictional coupling terms. This yields the












2 − 4c2Ac2i cos2 θ
]
. (26)
In the loaded regime, where ions and neutrals are moving
together, the speeds cLf,s of loaded fast and slow modes
are given by Equation (26) where cA is replaced by cLA,
and ci is replaced by cn. The range of wavelengths over
which ion-neutral decoupling occurs – referred below as
the decoupling gap – is indicated in each panel of Figure 1
by the shaded gray region. As shown in Appendix B,
the right edge of the decoupling gap is approximately
described by the condition kcLA ≈ 2νni cos θ for cLA 
cn (where cLf ≈ cn and cLs ≈ cLA cos θ), and by kcLA ≈
2νni in the opposite limit (where cLf ≈ cLA and cLs ≈
cn cos θ). In Figure 1, the edges of the decoupling gap
were determined numerically. In Appendix B we present
a detailed analysis of wave modes in the loaded regime
and their connection to the decoupling gap.
The blue and green vertical lines on the right side
from the decoupling gap correspond to the condition
Re ω = τ−1c , where ω is the frequency represented by
the curve of the same color. These lines approximately
5
match the peak of the damping associated with radia-
tive cooling, where the real parts of the loaded fast and
slow modes change to their modified values. These are





as follows from Equations (10) and (13) in the low-
frequency limit.
We see that thermal damping is only important in the
modified regime, at λ much larger than the scale of ion-
neutral decoupling. This justifies our initial assumption
that ions and neutrals are thermally coupled. For the
chosen parameters, thermal damping has a rather moder-
ate effect on the real part of both modes, but a dramatic
effect – ranging from a factor of several in the CNM to
several hundred in the case of the cloud envelope – on
the imaginary part.
We note also that collisionless Landau damping, which
is proportional to k, provides a floor on the imaginary
part of the modes. Based on the considerations in
Ginzburg (1970), we estimate this floor to be around
10−3 − 10−2 depending on the value of β and θ. The
Landau damping is significantly stronger in the WNM,
where the dominant ion is H+. For this reason, and be-
cause the damping peaks at such large scales, we do not
further consider the WNM in this analysis.
3.3. Thermal Damping versus Propagation Angle
Figure 1 suggests that thermal damping can increase
the imaginary part of wave modes in the modified regime
by over two orders of magnitude. For that reason, in this
section we focus on the damping rate and explore how
that depends on propagation angle. In Appendix A we
show that the imaginary part of the modified fast and
slow modes is approximately given by














is a parameter proportional to plasma β.
The strength of thermal damping is related to the de-
gree to which the mode results in compression of the gas.
Therefore, we expect the imaginary part of the dispersion
relation in the modified regime to be a function of (k·v)2,
where v is the velocity eigenvector. The components v⊥
and v‖ of the eigenvector, perpendicular and parallel to




cos 2θ − β∗ ±
√
1 + β2∗ − 2β∗ cos 2θ
sin 2θ
, (30)
for the fast (+) and slow (−) mode. Using Equations (30)
and (A6), we find that
F = 2(k̂ · v̂)2. (31)
This dependence allows us to easily understand the be-
havior of Ff,s, plotted in Figure 2 as a function of θ for
different values of β∗. For large β∗ (i.e., weak magne-
tization) the fast mode is approximately the (modified)
















Fig. 2.— Prefactor Ff,s of the thermal damping rate, given by
Equation (28). Curves are potted as a function of θ for different
values of β∗ = χγβ/2. The solid lines correspond to the fast mod-
ified mode Ff , and the dashed lines to the slow modified mode,
Fs = 2−Ff .
neutral sound mode, with v almost parallel to k, while
v of the slow mode (with cMs ≈ cLA cos θ) is almost per-
pendicular to k, as follows from Equation (30). There-
fore, the damping of the fast mode is strong and almost
independent of θ (Ff ≈ 2), while the damping of the
slow mode is weak. On the contrary, for small β∗ (strong
magnetization) we have cMf ≈ cLA with v almost per-
pendicular to B0, and cMs ≈ cMn cos θ with v parallel to
B0. In this case, we have Ff ≈ 2 sin2 θ and Fs ≈ 2 cos2 θ.
We note that the damping of the fast and slow modes is
symmetrically opposite, generally following Ff+Fs = 2.
3.4. Thermal Damping of the Continuous Mode
Let us determine a condition for the existence of the
continuous mode. In all environments considered in this
paper, ρi  ρn. In this limit, if there is a continu-
ous mode, it is the neutral sound mode in the decou-
pled regime and throughout the decoupling gap. In Ap-
pendix B we derive that, depending on parameters, it
can switch either to the loaded fast mode (as illustrated
in Figure 1) or to the loaded slow mode at the right edge
of the decoupling gap. Figure 3 shows that the conti-
nuity is determined by two parameters, cn/cLA and θ.
For θ . 64◦, the neutral sound branch switches between
the loaded fast and slow branches at the solid line, de-
scribed by Equation (B6). However, the neutral sound
mode disappears completely within the decoupling gap
for sufficiently small cn/cLA and large θ, i.e., for the pa-
rameters bound in the right bottom corner of Figure 3
by the dashed lines, no mode is continuous for all k.
Now we can evaluate the damping rate of the contin-
uous mode in the modified regime. From Figures 2 and
3 we conclude that for large cn/cLA ≡
√
β∗/χ, the con-
tinuous mode in the modified regime is represented by
the fast mode, whose damping is strong and almost in-
dependent of θ. For small cn/cLA, the continuous mode
(for θ where it exists) is the slow mode, which is strongly
damped too (although the damping decreases with θ).
In the range of 0.45 . cn/cLA < 1, the continuous mode
switches from the slow to the fast mode as θ increases.
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Fig. 3.— The parameter space of cn/cLA ≡
√
β∗/χ and θ, show-
ing where either the fast mode, the slow mode, or neither mode are
continuous with the neutral sound mode in the decoupled regime
(see the left panel of Figure 1). The solid line is the analytical
condition cn/cLA = cos θ, Equation (B6), the dotted lines are com-
puted numerically.
The damping is then described by the dashed green or
blue lines in Figure 2 at smaller θ, switching to the re-
spective solid lines at larger θ.
Something qualitatively different occurs when 1 <
cn/cLA < 1/
√
χ. In this range, the continuous mode
is the fast mode, but we see in Figure 2 (where the cor-
responding range is χ < β∗ < 1) that the fast mode is
then weakly damped at small θ. This implies that the
resulting turbulent spectrum is expected to be strongly
anisotropic for this range of cn/cLA.
We conclude that thermal damping of the continuous
mode – as long as it exists – is generally strong. The
damping rate can vary with θ, depending on the value of
cn/cLA, but this variation is rather insignificant outside
the relatively narrow range of 1 < cn/cLA < 1/
√
χ. In
the next section, where we analyze the impact of thermal
damping on the turbulent cascade, the damping rate is
therefore assumed to be independent of θ.
4. TURBULENT CASCADE
In order to assess the importance of the thermal damp-
ing mechanism, we include it in a simple model of the
turbulent cascade. We consider both a Kolmogorov and
a Kraichnan cascade. A model equation for the steady-
state spectral energy density of waves with the amplitude








Here, Γ(k) = −Im ω(k) and W (k) is the turbulent en-
ergy spectrum of magnetic field fluctuations. We assume
equipartition between the energy spectrum of magnetic
fluctuations and the kinetic energy density of the turbu-
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cn/cLA = 5/7  ( = 0.6) cn/cLA = 2  ( = 4.8)
n = 1/10 n = 1/3 n = 1
Fig. 4.— The turbulent energy spectrum described by Equation
(32), with τnl given by Equation (34) appropriate for a Kolmogorov
cascade. Different colors correspond to different injection velocities
v0, as shown in the legend in terms of the sonic Mach number
Mn = v0/cn. Thermal damping is included for the solid lines, but
omitted for the dotted lines. Turbulence is injected at a scale λ0
of 1 pc for the cloud envelope, and 10 pc for the CNM. In the left
panels, the magnetic field is chosen such that cLA = 1.4cn, as in
Figure 1; in the right panels, cLA = 0.5cn. The colored vertical
lines correspond to our analytic estimate for the damping scale
λdamp provided in Equation (37). The black vertical lines indicate






τnl(W,k) is the characteristic timescale of the nonlinear











where CKol ≈ 12 and CKr ≈ 1.
Figure 4 shows the steady-state turbulent spectrum
provided by Equation (32) with the Kolmogorov cascade
time given by Equation (34). We took Γ(k) appropriate
for the continuous mode (depicted by the green line in
Figure 1). The left panels are for the same parameters as
considered in Figure 1. In the right panels, the magnetic
field strength has been reduced by a factor of ≈ 2.8, so
that cLA = cn/2 (corresponding to β = 4.8). Different
color curves correspond to different turbulent velocities
at the injection scale (10 pc for the CNM, and 1 pc for
the cloud envelope). In all cases, we have used the wave
modes for a propagation angle of 45◦ as representative.
As shown in Section 3.4, it is only for a narrow range of
7
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cn/cLA = 5/7  ( = 0.6) cn/cLA = 2  ( = 4.8)
n = 1/10 n = 1/3 n = 1
Fig. 5.— Analogous to Figure 4, but τnl was taken from Equation
(35) appropriate for a Kraichnan cascade.
β that there is a strong variation of the damping of the
continuous mode with propagation direction.1
It is evident that the thermal damping has a profound
effect on the turbulent spectrum. Comparing the right
and left panels in Figure 4, it is apparent that even a
relatively modest decrease in the magnetic field (below
the value which we consider in our “standard” case de-
picted in Figure 1) allows the cascade to proceed to much
smaller λ if the thermal damping is not considered. On
the contrary, when thermal damping is included, the cas-
cade is cut off at slightly larger λ as the magnetic field
is reduced. This is because the restoring force at lower
magnetization is more due to gas pressure and is thus
more heavily influenced by the cooling.
The black vertical lines in Figure 4 show the locations
of the peak of the damping, λpeak, approximated by the
condition Re ω = τ−1c (and indicated in Figure 1 by
the green vertical line for the continuous mode). The
turbulence is cut off near or slightly above these values
of λ. For stronger turbulence at the injection scale, the
cascade is damped at shorter λ, since τnl is smaller for
larger W .
In the modified regime ω  τ−1c , the thermal damping
is much stronger than the damping due to ion-neutral
friction. We substitute the damping rate Γ(k) = Rk2,
where R is evaluated from Equation (28) at θ = 45◦.





















where Mn = v0/cn is the sonic Mach number, intro-
1 Of the four cases shown in Figures 4 and 5, the damping
strongly depends on θ only for high β and the CNM environment.




0 , with the subscript
0 referring to the value of the quantity at the injec-
tion scale. We can solve Equation (36) for kdamp such
that W (kdamp) = 0, which gives a damping wavelength








These values for different Mn are shown by the vertical
lines in Figure 4.
Figure 5 is the same as Figure 4, but τnl is given by
Equation (35), appropriate for a Kraichnan cascade. The
differences are very minor. Using Equation (33), one can
write the ratio of the cascade times given by Equations
(34) and (35) as τKolnl /τ
Kr
nl ≈ 8.4v(k)/cLA. This ratio is of
order unity for most of our examples, so the cutoff occurs
at similar k.
Under the same assumptions as for the Kolmogorov



















whereMLA = v0/cLA is the Alfvénic Mach number. Set-








shown by the vertical lines in Figure 5. We point out that
if λdamp were significantly smaller than the wavelength of
peak damping λpeak, then the above analysis (assuming
Γ ∝ k2) would break down. In this case the turbulence
would continue to cascade to smaller wavelength (where
Γ is constant) until it is eventually damped by viscosity.
For the environments we consider, however, this would
only happen if Mn > 1, at which point our analysis is
not valid anyway.
5. MHD SIMULATIONS WITH COOLING
In addition to the analytic approach followed in the
previous sections, we also ran MHD simuations with con-
tinuously driven turbulence. We ran a simulation with
explicit cooling as well as two additional simulations with
an isothermal and an adiabatic equation of state. For
these simulations, we adopt the CNM parameters de-
scribed in Section 3.1.2. Here we also include helium
with abundance xHe = 0.1. The mean molecular weight
of the gas is then 1.4 accounting for helium. The specific
heat capacity per H atom at constant volume is given by
CHv = 1.5kB(1 + xHe), (40)
ignoring the minor contribution from metals and elec-
trons.
We perform the simulations using the MHD code
Athena++ (Stone et al. 2020). The simulation set-up
is very similar to the driving turbulence simulations in
Gong et al. (2020), and we refer the readers to that pa-
per for more details. We adopt a Cartesian coordinate
system with periodic boundary conditions on all sides.






























Fig. 6.— Kinetic energy spectra Wkin(k) from MHD simula-
tions with explicit gas heating and cooling (black), as well as with
isothermal (green) and adiabatic (blue) equations of state. The
vertical axis is in arbitary units and the curves in each simula-
tion are shifted vertically for clarity. In each case, the solid line
shows the time-averaged spectrum at steady state for the total ki-
netic energy and the dotted line represents the compressive modes.
The shaded area indicates the 1σ dispersion among the different
time snapshots. The gray dash-dotted line indicates the slope for
the Kolmogorov spectrum of k−5/3. The vertical gray dashed line
shows the location for the fastest damped mode kpeak = 2π/λpeak
from the linear theory. In the isothermal or adiabatic cases, the
energy spectrum of the compressive modes has a similar shape to
the total energy spectrum and only slightly less power. In the case
with explicit cooling, the compressive mode is damped strongly,
with a much steeper spectral slope and much less power.
Riemann solver (Miyoshi & Kusano 2005), with the
third-order Runge–Kutta integrator and third-order spa-
tial reconstruction. For each simulation, turbulence was
driven with an energy spectrum of E(k) ∝ k−3 at integer







2. k̃ ≡ k/kL, where kL is the value corresponding to the
box size. The turbulence is driven with a fully compres-
sive velocity field, but there is a small solenoidal compo-
nent in the driving due to the finite forcing correlation
time (Grete et al. 2018). The simulations are run with
a box-size of Lx = Ly = Lz = 1 pc, and a resolution of
Nx = Ny = Nz = 180. For the fast mode, with θ = 45
◦,
thermal damping is peaked at λpeak = 0.13 pc, and we
assume this to be the scale at which the damping effect
is strongest. With this resolution, the scale λpeak is well
resolved by 23 cells. In the isothermal simulation, we
adopt the sound speed at the equilibrium temperature,
0.62 km/s. In the adiabatic simulation, we use the adi-
abatic index of 5/3 and start with the gas at the equi-
librium temperature. The gas heats up gradually (the
temperature increases by about 10% at the end of the
simulation) as kinetic energy is injected by turbulence
driving. In the simulation with cooling, we use an ex-
plicit cooling solver, with a limitation on the simulation
time step so that the gas temperature in each cell changes
less than 10% during each time step.
We run the simulations for about 1000 Myr, more than
10 turbulence crossing times, and analyse the results at
steady state between 600 – 1000 Myr. The steady state
sonic turbulent Mach number Mn at a scale of 1 pc is
0.02–0.08. We pick this low value so as to avoid the intro-
duction of non-linear effects which might complicate the
analysis. We start with a plasma β = 2 in all simulations,
and its value does not vary significantly in these cases due
to the weak turbulence. We experimented with a lower
resolution of Nx = Ny = Nz = 100, a higher steady-state
Mach number around 0.2, and a higher β around 10, and
found very similar results to the simulations shown here.
The energy spectra of the turbulence from the simula-
tions are shown in Figure 6. The lines are vertically offset
for clarity. In the isothermal and adiabatic simulations,
the energy spectrum in the compressive modes are simi-
lar to the total energy spectrum, with only slightly less
power and slightly steeper slopes. With realistic cooling,
the compressive modes decay much more rapidly with
k than the solenoidal ones, resulting in a much steeper
spectrum and much less power in the compressive modes.
The agreement with the analytic model is at this stage
only qualitative. Due to the limited numerical resolution,
we cannot precisely describe the turbulent spectrum. At
high k, the spectrum is affected by numerical damping,
and at low k the cascade is not fully developed. In the
analytic case, the damping cuts off the spectrum sharply
at a particular scale. In the simulation, there is not a
sharp cutoff, but rather a substantially steeper slope over
a wide range of k. Despite of these limitations, however,
the simulations clearly show that the compressive modes
of the turbulence are damped efficiently by gas cooling.
6. CONCLUSION
In this work, we introduce and analyze the effect of
thermal damping on MHD turbulence in the ISM. We
show that weak magnetosonic turbulence is damped at
wavelengths such that the gas cooling time is compa-
rable to the inverse frequency of the wave modes. De-
pending on the environment, the damping peaks at tens
to hundreds of times the ambipolar damping scale – the
characteristic wavelength at which the ions and neutrals
decouple. We confirm, using a simple analytic model of
the turbulent cascade as well as MHD simulations in-
cluding cooling, that thermal damping has a substantial
effect on the turbulent spectrum for parameters appro-
priate for several characteristic phases of the ISM. We
find, for typical turbulent velocities, that the turbulent
cutoff scale is comparable to the scale at which the ther-
mal damping peaks. In typical WNM conditions, the
peak occurs at scales of around 100 pc, whereas in the
CNM or in low-density molecular gas, the effect peaks
around 0.1 pc.
For the conditions we considered, the effect of thermal
damping is most pronounced in molecular clouds. As
shown in Xu & Yan (2013) and Silsbee & Ivlev (2019),
if properly taken into consideration, this will result in a
higher degree of cosmic ray mobility, thus increasing the
ionization rate in the cores of molecular clouds. Addi-
tionally, dust coagulation in molecular clouds is sensitive
to the degree of turbulence on very small scales (Ormel
& Cuzzi 2007). If the turbulence is damped at larger
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scales, the evolution of the dust population is expected to be much slower.
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APPENDIX
APPENDIX A: RATE OF THERMAL DAMPING
Thermal damping generally dominates in the modified regime ωτc  1. This allows us to ignore ion-neutral friction
and derive an analytic formula for the damping rate, considering the limit of small ionization fraction for simplicity.
We begin from the ideal MHD equations, but instead of the normal adiabatic relation, we use Equation (10). Then









Mn(1− iηωτc) cos2 θ = 0, (A1)
where cMn is given by Equation (27) and
η = χ−1 − 1, (A2)
is a positive number.
We can present the solution for the modified (fast or slow) mode as
ω = kcMf,s − iδf,s , (A3)
where cMf,s is the fast or slow mode speed, given by Equation (26) with cA replaced with cLA, and ci replaced with







c2Mf,s − c2LA cos2 θ
2c2Mf,s − c2LA − c2Mn
)
k2 ≡ Rf,sk2. (A4)











LA ≡ γχβ/2, and
Ff,s(β∗, θ) = 1∓
cos 2θ − β∗√
(cos 2θ − β∗)2 + sin2 2θ
. (A6)
We note that Fs + Ff = 2.
APPENDIX B: LOADED REGIME AND DECOUPLING GAP
A general dispersion relation given by Equations (21)–(23) can be substantially simplified for wave modes sustained
in the loaded regime and in the decoupling gap (see Section 3.2). For this, we require the ratio of the ion-to-neutral
densities, ρi/ρn, to be a sufficiently small number, so that the relative width of the decoupling gap is large, ∼
√
ρn/ρi
(e.g., Kulsrud & Pearce 1969). As damping near the decoupling gap is dominated by ion-neutral friction, for simplicity
we neglect thermal damping and set f(ω) = 1.
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Let us identically rewrite Equation (22), by replacing in the first term ∆n with ∆i and subtracting from the resulting










resulting four equations, we obtain:[
ω2 − k2(c2A + c2i ) +
iωνin











ω2 + iωνni − k2c2n
k2zc
2
n ∆i = 0. (B2)
We are interested in wave modes with |ω| ∼ νni, corresponding to the right edge of the decoupling gap (see below), and
therefore in deriving Equation (B2), we neglected terms ∝ νni/νin = ρi/ρn, and terms ∝ ω/νin ≡ (ρi/ρn)(ω/νni). For
the same reason, the third term in the brackets in Equation (B1) is estimated as ∼ (νin/νni)ω2, and therefore the first
term ω2 can be omitted. We can also neglect c2i next to c
2
A, because cLA ≡ cA
√
ρi/ρn in our analysis is assumed to
be comparable to cn ∼ ci. Substituting νin = (ρn/ρi)νni, after some manipulation we obtain the following dispersion
relation:
k2c2LAω(ω
2 − k2c2n) = iνni(ω2 − k2c2Lf)(ω2 − k2c2Ls), (B3)
where c2Lf,s are given by Equation (26) with cA replaced by cLA, and ci replaced by cn.
Equation (B3) has an intuitive structure. For sufficiently small k, representing wavelengths λ to the right of the
decoupling gap (see Section 3.2 and Figure 1), we can ignore the LHS (since ω  νni) and thus recover the loaded fast
and slow modes: Re ω ≈ kcLf,s and −Im ω ∝ k2/νni. For large k, corresponding to the decoupling gap, we recover the
neutral sound mode with Re ω ≈ kcn and −Im ω ∝ νni. Equation (B3) is not valid on the left side of the decoupling
gap, because the assumption we made that ω  νin breaks down in this regime.














Then Equation (B3) becomes







A condition for the neutral sound mode to switch between the loaded fast and slow modes (depicted by the solid line
in Figure 3) is easily derived by substituting c̃ = −1/c̃∗ in Equation (B5). This transforms the fast mode into the
conjugate slow mode (with the real part of the opposite sign) and vice versa. The resulting equation for c̃∗ is then




n, which yields the sought condition. Using Equation (26)
for c2Lf,s, we obtain that the switch between the fast and slow modes occurs at
cn
cLA
= cos θ. (B6)
We now can derive an approximate condition for the right edge of the decoupling gap. Substituting x = ic̃ transforms
Equation (B5) into an equation with all real coefficients. In the case that cLf  cLs, we can find approximate solutions
for the loaded fast mode by discarding the linear and constant terms in the transformed equation, and for the loaded
slow mode – by discarding the 3rd- and 4th-order terms. This results in the following equations:
Loaded fast : x2 − x
λ̃
+ c̃2Lf + c̃
2











Ls = 0. (B8)
We keep in mind that if Equation (B7) or (B8) has two real solutions, then the corresponding modes have no real
solutions. For cn  cLA, we expect the loaded slow mode to be cut off at the right edge of the decoupling gap and the
loaded fast mode to be continuous with the neutral sound mode (see Section 3.4). Hence, by setting the discriminant
of Equation (B8) to zero, we can solve for the right edge in this limit: k = 2(νni/cLA) cos θ. Conversely, for cn  cLA
we expect the loaded fast mode to be cut off; setting the discriminant of Equation (B7) to zero yields k = 2νni/cLA.
A condition that the continuous mode ceases to exist (depicted by the dashed lines in Figure 3) is equivalent to
that Equation (B5) written for x = ic̃ has four real roots at 0 < x <∞. In principle, this condition could be derived
analytically, using Sturm’s theorem for the number of real roots of a polynomial, but we found it more convenient to
compute these boundaries numerically.
