In this paper, we propose an algorithm for object tracking through frames of video using a fast partial shape matching technique. The tracking is divided into two modules. 1) Moving object extraction followed by colorledge segmentation, and 2) Tracking through frames using partial shape matching. The major challenges of object tracking, such as occlusions, splitting of one object and appearance and disappearance of objects, are effectively resolved. The proposed algorithm is tested on several synthetic and real life video sequences and has proven to be very effective in identifying and tracking moving objects independent of translations, rotations, scale variations and occlusions.
INTRODUCTION
Object recognition and tracking is of vital importance to image understanding and computer vision. It often constitutes the backbone required to build effective military, security, and commercial surveillance systems. Applications stemming from effective recognition and tracking techniques include homeland security (airports, border control, sports stadiums, city monitoring), military operations (tracking of enemy tanks, vehicles, digital battlefields), vehicle/robot navigation, and patient/elderly care to name just a few.
Although identification and tracking of objects comes naturally to human observers due to our sophisticated shape matching capabilities under a variety of transformations, computer-based object tracking has proven to be a very difficult task. Several methods have been proposed in the literature. They can, in general, be classified into four major groups: 1) Region based tracking methods that identify and track blobs of pixels. These methods rely on properties such as motion, size, color and texture [1, 2] . They work well for a small number of moving objects, but cannot handle occlusion problems in dense situations; 2) Active contourbased tracking models that focus on the contours of the moving object. These algorithms generally rely on the boundary contours to allow tracking of rigid and non rigid moving objects [3, 4] thereby reducing computational complexity. However, they cannot effectively handle partial occlusions and generally exhibit initialization problems; 3) Feature-based tracking methods that select and track common features of moving objects continuously [5, 6] . These methods overcome the problem of occlusion, but identification of features belonging to the same object is a major drawback; and 4) 3D-model based tracking techniques that utilize the geometry of the camera and the scene to generate a 3-D geometrical representations of known objects [7] . These methods are capable of handling partial occlusions but are very computationally intensive.
In this paper, we propose a partial shape matching based algorithm for tracking moving objects through frames of video. The algorithm is divided into two major steps: low level frame analysis and object tracking. The low level frame analysis is designed to provide an effective segmentation map of the regions that exhibit motion changes through frames of video as identified by background subtraction. This helps to significantly reduce the computational burden of the segmentation process. The object tracking step utilizes the segmentation map regions that make up the object(s) in frame t as template(s) for matching to frame t+1 and so on using a partial shape matching algorithm [10] . The partial shape matching algorithm is capable of handling full and partial shape matches invariant to translations, rotations, scale variations, reflections, and occlusions. Thus, the tracker is capable of matching moving objects undergoing various occlusions.
The remainder of the paper is organized as follows: Section 2 reviews low level image analysis and sub-matrix method for shape matching between two 2-D views using distance matrices. Section 3 introduces the partial shape matching based tracking algorithm. Experimental results are presented in Section 4. Conclusions are drawn in Section 5.
BACKGROUND

Low level Image Analysis
In general, the first step for object tracking in a video sequence is extracting the Moving Video Objects (MVOs).
MVOs are typically the areas that are changing or have changed in the scene and are detected by observing the difference between the current and previous frame using a background subtraction method [8] . This approach suppresses shadows and hence provides a robust framework for the identification of object shape. Once the MVOs are extracted, they are further divided into "homogeneous" color regions by utilizing a Gibbs Random Field based segmentation algorithm [9] . Segmentation based on color and edge information provides "meaningful regions", (defined as regions with distinct colors whose boundaries coincide with connected spatial edges). Each elementary region and all valid combinations of neighboring regions in each frame are utilized to establish intra-frame partial or full matches to the moving object.
Sub-matrix partial shape matching
The partial shape matching algorithm [10] is utilized to identify objects of similar shape through frames of video independent of translations, rotations, scale variations, reflections and occlusions. It consists of two major steps: 1) Feature extraction: In this step, the region contours are smoothed using B-Spline fitting thereby providing more reliable estimation of high curvature points (HCP) [11 ] . This process is applied for all the regions of the MVO in frame t to be matched to frame t+±.
2) Similarity matching: Let (2) 3. PROPOSED TRACKING ALGORITHM The proposed tracking algorithm (see Fig. 1 ) is capable of tracking partially occluded objects and correctly label disjointed parts of the same object using a partial shape matching procedure. It consists of two major steps: lowlevel frame analysis and object tracking.
The low-level frame analysis step serves to identify the objects of interest in consecutive frames (labeled as t and t+±) and provides their respective segmentation maps. Objects of interests are defined by those elementary regions that exhibit motion changes in subsequent frames as identified by background subtraction.
The object tracking stage matches and tracks potential objects of interest found in the segmentation map for frames t and t+1 respectively. To this effect, the identified objects of frame t are utilized as templates for partial matching to potential objects found in frame t+±. Let MVO t and MVO t+l (i, j =1, 2,..., n) denote MVOs in frames t and t+1 respectively. The algorithm steps (see Fig. 1 Figure 1 : Proposed hybrid tracking algorithm until all the moving objects in the scene have been examined. This yields match(es) for all the MVOs in frame t to their respective objects in frame t+±. Every shape match is validated by utilizing the procedure described in Section 2 followed by a simple color distance measurement calculated as the distance between the mean colors of the matching regions from frames t and t+±. The match is valid if the color distance is less than a user specified threshold. Note that the algorithm was developed and coded in Matlab and can be made to operate in real or near real time using hardware implementations.
When two or more objects "interact" thereby creating partial or full occlusion scenarios, our algorithm uses shape templates (represented by a combination of elementary regions discovered in previous frames) of each MVO undergoing occlusion for partial shape matching as explained above. Thus, the tracker identifies and separately tracks each object throughout the frames independent of translations, rotations, scale variations, and occlusion.
To reduce the computational complexity, an MVO of a given frame t is matched only to those MVOs in frame t+1 that are within a maximum allowable displacement of an object between two frames. The value of the displacement can be set according to the application at hand.
EXPERIMENTAL RESULTS
Our proposed algorithm was tested successfully on several video sequences. Figure 2 shows 6 non consecutive frames of the "toy truck" sequence taken from [12] . The sequence consists of 40 frames in which the car and truck are moving in opposite directions. Note that the car undergoes various scenarios of partial occlusion due to the presence of the box in the scene where in some frames the front and rear end of the car are visible while the center section is totally occluded. Fig. 2b-2f shows the blue truck and green car being tracked by our proposed algorithm, where each object is given a unique label. To this effect, the matched object boundaries are highlighted in "yellow" and "purple" for display purposes. The green car front end is being progressively occluded (Fig. 2b, 2c) , displays a "split" occlusion scenario-center section occluded - (Fig. 2d, 2e ) resulting in 2 objects, and then progressive back end deocclusion (Fig. 2f) . The algorithm still manages to assign the same object label to the car and truck objects by using the partial shape matching module. If the objects being tracked are small in size, one can upsample the image regions to obtain better contours for shape matching. In our experiments, for the toy trucks sequence the regions are upsampled by a factor of 2. Figure 3 shows similar tracking results on sample frames of a 10 seconds outdoor video sequence acquired, with a hand held video camera, at a junction at the Rochester Institute of Technology. The sequence was selected to test the robustness of the algorithm where occlusions are being created by moving objects. The frames shown in Fig. 3 display a truck and a van approaching towards each other (Fig. 3a) resulting in an early partial occlusion which lasts for approximately 10-12 frames, developing progressive occlusion (Fig. 3b, 3c ), undergoing severe occlusion (Fig. 3d) , and then progressive deocclusion (Fig. 3e, 3f ). Note the background complexity in this "real life" sequence. Our proposed algorithm effectively tracks each object independent of the occlusion scenario throughout the sequence providing each of them with a coherent label over time. Similar results were obtained on other sequences with multiple objects displaying similar scenarios to the ones described above. 
CONCLUSIONS AND FUTURE WORK
This paper describes a tracking algorithm that utilizes partial shape matching to track objects in video surveillance scenes. The algorithm is capable of handling translations, rotations, scale variations and is effective in instances of occlusions.
The approach was successfully tested on several video surveillance sequences. The performance of the tracker requires that the region(s) that constitute the object(s) be clearly separated by the segmentation algorithm from the "clutter". It should be noted that any effective region segmentation technique can be utilized to perform this particular step. In instances where the object has undergone full occlusions and then re-appeared in the scene, it may take more than 1 frame to re-establish tracking. In future studies, we plan to incorporate a Kalman prediction mechanism to mitigate the above scenario.
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