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a b s t r a c t
In order to solve the time-dependent Stokes equation, we follow the ‘‘Method of Lines’’
to obtain structured linear constant-coefficient differential–algebraic equations (DAEs). By
taking advantage of the structure, we propose a class of waveform relaxation methods,
called continuous-time accelerated block SOR (CABSOR) methods, for solving the obtained
DAEs. The new methods are theoretically analyzed. The theory is applied to a two-
dimensional time-dependent Stokes equation and verified by numerical experiments.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
LetΩ ⊂ Rd, with d = 2 or 3, be a locally Lipschitz bounded domain in the d-dimensional real space Rd with boundary
∂Ω . Consider the time-dependent Stokes equation of the form
∂ u⃗
∂t
− ν ∇2u⃗+∇p = 0, inΩ × R+,
∇ · u⃗ = 0, inΩ × R+,
u⃗ = 0, on ∂Ω × R+,
u⃗ = u⃗0, onΩ × {0},
(1.1)
where u⃗ := u⃗(x, t) is a vector-valued function representing the velocity of the fluid, and p := p(x, t) is a scalar
function representing the pressure. The time-dependent Stokes equation (1.1) is a fundamental model of viscous flow
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in computational fluid dynamics. The first equation in (1.1) is called the momentum equation, which represents the
conservation of the momentum of the fluid. Here, the convection term does not appear as the ‘‘low-speed’’ assumption
has been imposed to the above model. The second equation in (1.1) is referred to as the incompressibility constraint, which
enforces the conservation of mass. Such flows arise, for example, in dust particles settling in the engine oil, and in the flow
of blood in parts of the human body, etc., if the fluid is very viscous or else is tightly confined.
In general, numerical methods for solving the time-dependent Stokes equation (1.1) may be classified into two main
categories: the explicit time stepping schemes and the implicit time stepping schemes. Since instability is inherent to the
former, research has been focused on the latter. Traditionally, we distinguish between two different approaches, named
‘‘Rothe Method’’ and ‘‘Method of Lines’’, in the implicit time stepping schemes. In the ‘‘Rothe Method’’, the time variable
is first discretized by certain time differencing scheme to obtain a sequence of steady Stokes problems, and each of these
problems is then solved by some spatial discretization method; see [1]. And in the ‘‘Method of Lines’’, the spatial variable
is discretized firstly to obtain a system of differential–algebraic equations (DAEs), and certain time differencing scheme is
then applied to solve this DAEs; see [2,3].
Specifically speaking, the ‘‘Rothe Method’’ provides flexibility to vary the spatial discretization during the time-stepping
process. One intensive research subject is how to deal with varying spatial discretization within a time-stepping process
while maintaining higher-order accuracy and conservation properties. Doing the mesh-transfer with full remeshing in each
time step by L2 projection is an essential but costly approach; see [4]. In the second step of ‘‘Method of Lines’’, the so-
called ‘‘One-Step-θ Scheme’’ is the most frequently used strategy. A good θ is chosen such that the time-stepping scheme
satisfies the following four properties: A-stability (local convergence), global stability (global convergence), strong A-stability
(smoothing property), and low dissipation (energy preservation). Alternative schemes like Runge–Kutta formulas and
backward differencemultistep formulas arewell known in the ordinary differential equation (ODE) literature. Nevertheless,
these schemes are not widely used in flow computations due to their complexity and storage requirements compared with
the ‘‘One-Step-θ Scheme’’. Moreover, less theoretical results are available for these methods when applied to stiff ODEs as
well as flow computations; see [4].
In this paper, we propose a class of continuous-time accelerated block successive overrelaxation (CABSOR) methods for
solving the time-dependent Stokes equation (1.1).When establishing thesemethods, we follow the first step of the ‘‘Method
of Lines’’ to obtain linear constant-coefficient DAEs (2.2) of the saddle-point structure. The sufficient solvable condition for
this structured DAEs is discovered by using the theory in [5,6]. A great attention is hereby paid to algorithmic construction
and convergence analysis of the CABSOR method. By making use of the basic scheme of the waveform relaxation method
and applying the general successive overrelaxation technique proposed in [7], we have designed the CABSOR method. The
theoretical framework developed in [8] is adopted to demonstrate the convergence property of this newmethod. Theoretical
analysis and numerical experiments have shown that the CABSOR method is efficient and reliable.
The paper is organized as follows. In Section 2, we briefly state the general form of linear constant-coefficient DAEs
obtained from the spatial discretization of the time-dependent Stokes equation (1.1). In Section 3, a solvability theorem is
demonstrated for the obtained DAEs and a basic framework of waveform relaxation methods is described. A framework of
the CABSORmethods is described in Section 4, and its asymptotic convergence property is also analyzed there. The numerical
results are listed in Section 5. Finally, in Section 6, we state some concluding remarks.
2. DAEs from the spatial discretization of the Stokes equation
When the time-dependent Stokes equation (1.1) is discretized in space by using the method of lines, we can obtain the
following differential–algebraic equations (DAEs) of linear constant coefficients:
B z˙(t)+Az(t) = b(t), z(0) = z0, (2.1)
whereB andA are squarematrices of suitable dimensions. More specifically, if finite difference scheme is used to discretize
the space variables in (1.1), we obtain DAEs of the form
B

x˙(t)
y˙(t)

+A

x(t)
y(t)

=

f (t)
g(t)

, (2.2)
where,
B =

I 0
0 0

and A =

A B
−BT 0

,
with A ∈ Rr×r being a symmetric positive definite matrix, B ∈ Rr×l a full column-rank matrix, and I ∈ Rr×r the identity
matrix. Here, r and l are knownpositive integers and BT denotes the transpose of thematrix B.While if finite element scheme
is used to discretize the space variables in (1.1), we obtain DAEs of the form
B

x˙(t)
y˙(t)

+A

x(t)
y(t)

=

f (t)
g(t)

,
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where
B =

H 0
0 0

and A =

A B
−BT 0

,
with H ∈ Rr×r and A ∈ Rr×r being symmetric positive definite matrices, and B ∈ Rr×l a full column-rank matrix. Here, r
and l are known positive integers, too. In fact, these two types of DAEs are algebraically equivalent, as the second one can
be easily transformed to the first one through a block-diagonal scaling, say,
S =

L−1H 0
0 I

,
where H = LHLTH is the Cholesky factorization of the matrix block H .
3. Solvability and the waveform relaxation method
In this section, we discuss the solvability of the DAEs (2.2) and the basic theory of the waveform relaxation method for
linear constant-coefficient DAEs. Several notations used here and in the subsequent discussions are as follows:L represents
the Laplace transform, sp(·) and sp(·, ·) denote the eigenvalue and the generalized eigenvalue sets of the corresponding
matrix and matrix pair, respectively, andℜ(·) represents the real part of the corresponding complex number.
3.1. Solvability
The DAEs (2.1) has been deeply and extensively studied in electrical engineering and control theory [9,10]. If b(t) = 0,
in looking for solutions of the form eλtx0 wemay need to consider the matrix pencil λB+A. If the determinant of λB+A,
denoted as det(λB + A), is not identically zero as a function of λ, then this matrix pencil is said to be regular. With the
regularity of this matrix pencil, we have a nice characterization for the solvability of the DAEs (2.1).
Theorem 3.1 ([5,6]). The DAEs (2.1) is solvable if and only if λB +A is a regular matrix pencil.
A direct application of Theorem 3.1 to DAEs (2.2) leads to the following theorem about its solvability.
Theorem 3.2. The DAEs (2.2) is solvable if BTB is nonsingular.
Proof. According to Theorem 3.1, the DAEs (2.2) is solvable if and only if the matrix pencil
λ

I 0
0 0

+

A B
−BT 0

is regular, which means that
det

λI + A B
−BT 0

≠ 0 (3.1)
for some λ. As
λI + A B
−BT 0

=

I 0
−BT (λI + A)−1 I

λI + A B
0 BT (λI + A)−1B

holds for all λ ∉ sp(−A), we see that the inequality (3.1) is true if and only if det(BT (λI + A)−1B) ≠ 0.
As the matrix A is symmetric positive definite, for any λ ≥ 0 the matrix λI+A is symmetric positive definite, too. Hence,
for a given λ ≥ 0, the smallest eigenvalue of the matrix BT (λI + A)−1B is given by
min
y∈Rl\{0}
yTBT (λI + A)−1By
yTy
> 0
due to the positive definiteness of thematrix BTB. It then follows that BT (λI+A)−1B is nonsingular for any λ ≥ 0. Therefore,
the DAEs (2.2) is solvable. 
3.2. The waveform relaxation method
The waveform relaxation method can be regarded as a natural extension of the classical relaxation methods for
solving systems of algebraic equations with iterating space changing from Rn to the time-dependent functional space; see,
e.g., [11–14]. For the DAEs (2.1), we split the square matricesB andA ∈ Rn×n into
B = MB − NB and A = MA − NA,
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respectively. Then the corresponding waveform relaxation method can be defined as
MB z˙(k)(t)+MAz(k)(t) = NB z˙(k−1)(t)+ NAz(k−1)(t)+ b(t),
z(k)(0) = z0. (3.2)
According to Theorem3.1, we need to impose the condition that thematrix pencilλMB+MA is regular so that the solvability
of (3.2) is guaranteed. Moreover, z0 should be chosen as the so-called consistent initial condition or admissible initial value,
which admits a smooth solution for the problem defined by (3.2); see [5,15].
In what follows, we use C, C∞, and C∞0 to denote the linear spaces of continuous functions, infinite-order differentiable
functions, and infinite-order differentiable functionswith compact supports, respectively. Note that C∞0 ⊂ C∞ ⊂ C.Without
causing any confusion we may omit the variable t of the functions z(k)(t) and b(t), etc.
In accordance with [16], the weak solution of the time-dependent Stokes equation (1.1) on any bounded time interval
[0, T ] is
u⃗ ∈ L2([0, T ];H2(Ω)) ∩ C([0, T ];Vdiv) and p ∈ L2([0, T ];H1(Ω)) ∩ C([0, T ]; L2(Ω)),
where Vdiv = {v⃗ ∈ H10(Ω) : ∇ · v⃗ = 0}. Therefore, the corresponding weak solution of (1.1) on the unbounded time interval
R¯+ := [0,∞] is
u⃗ ∈ L2loc(R¯+;H2(Ω)) ∩ Cloc(R¯+;Vdiv) and p ∈ L2loc(R¯+;H1(Ω)) ∩ Cloc(R¯+; L2(Ω)), (3.3)
where
L2loc(R¯+;H2(Ω)) := {v⃗(t) | v⃗(t) ∈ L2([0, T ];H2(Ω)), ∀[0, T ] ⊂ R¯+}.
The function space Cloc(R¯+;Vdiv), L2loc(R¯+;H1(Ω)) and Cloc(R¯+; L2(Ω)) are defined similarly.
After spatial discretization of (1.1), we obtain DAEs of the form (2.2), where the vector-valued functions x(t) and y(t) are
related to the velocity u⃗ and the pressure p, respectively. According to (3.3) we conclude that each component e(t) of the
solution z(t) = (x(t)T , y(t)T )T for the DAEs (2.2) stays in L2loc(R¯+), where
L2loc(R¯+) := {e(t) | e(t) ∈ L2([0, T ]), ∀[0, T ] ⊂ R¯+}.
Let {tn}∞n=0 be an increasing series of positive reals satisfying limn→∞ tn = ∞, and denote by Ωn = [0, tn]. Then we have
R¯+ = ∪∞n=0Ωn. In accordance with the theory of Sobolev space [17,18], we know that the set of restrictions to Ωn of the
functions in C∞0 (R¯+) ⊂ C∞(R¯+) is dense in L2(Ωn). This shows that each component e(t) of z(t), when restricted to Ωn,
can be well approximated by the functions in C∞(Ωn). Noticing that limn→∞Ωn = R¯+, we can then conclude that the
above-mentioned approximation can be done on the domain R¯+.
For a given small positive real number γ , we define a function space on R¯γ = [γ ,+∞) as
C∞γ (R¯γ ) = {e(t) : ∥e(t)∥γ ,∞ <∞},
where the norm ∥ · ∥γ ,∞ is defined as
∥e(t)∥γ ,∞ = sup
m≥0
max
t∈R¯γ
dme(t)dtm
 .
According to the analysis in [8], C∞γ (R¯γ ) is complete under the norm ∥ · ∥γ ,∞. Moreover, we define
Tσ ,γ = {e(t) : e−σ te(t) ∈ C∞γ (R¯γ )},
and equip Tσ ,γ with the norm
∥e(t)∥σ = ∥e−σ te(t)∥γ ,∞.
Since C∞γ (R¯γ ) is complete, Tσ ,γ is also complete under the norm ∥ · ∥σ . We smoothly prolong e(t) ∈ Tσ ,γ as a function
such that e(0) = e0 and consider different prolongations of e(t) as the same function. Denote by Tσ the set of all the above
prolonged functions, and define the norm in Tσ as ∥ · ∥σ again. Then we conclude that Tσ is complete under the norm ∥ · ∥σ .
Therefore, the iterating functional space of the waveform relaxation method (3.2), say, Tnσ , is defined according to
Tnσ := Tσ × Tn−1σ , n = 2, 3, . . . , with T1σ = Tσ ,
whereσ is the abscissa ofTnσ . From [8]we know that thewaveform relaxationmethod (3.2) has the following twoproperties.
Theorem 3.3. Consider the initial-value problem of linear constant-coefficient DAEs (2.1) with regular matrix pencil λB + A.
Let
B = MB − NB and A = MA − NA
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be splittings of the matrices B,A ∈ Rn×n such that λMB + MA is a regular matrix pencil. Assume that z0 is a consistent initial
condition, and both z(k−1)(t) and b(t) belong to Tnσ , with σ a real number. Then the waveform relaxation method (3.2) can be
rewritten into the operator form
z(k) = K(z(k−1))+ Φ(b),
where
K(z) = (L−1(sMB +MA)−1(sNB + NA)L)(z)
and
Φ(b) = (L−1(sMB +MA)−1L)(b).
Moreover, if ℜ(s) ≤ σ holds for ∀s ∈ sp(MA,−MB) = {s ∈ C : det(MA + sMB) = 0}, then z(k) also belongs to Tnσ , which
means that the iteration (3.2) is closed in Tnσ .
We remark thatK is a linear operator due to the linearity of the Laplace transformL.
Theorem 3.4. Consider the initial-value problem of linear constant-coefficient DAEs (2.1) with regular matrix pencil λB + A.
Let
B = MB − NB and A = MA − NA
be splittings of the matrices B,A ∈ Rn×n such that λMB + MA is a regular matrix pencil. Assume that z0 is a consistent initial
condition, and both z(k−1)(t) and b(t) belong to Tnβ , with β a real number. Define σ = max{α, β}, with α the least upper bound
of ℜ(s) such that s ∈ sp(A,−B). Then, for ∀s ∈ sp(MA,−MB)withℜ(s) ≤ σ , the spectral radius of the iteration operator K
of the waveform relaxation method (3.2) is given by
ρ(K) = sup
ℜ(s)=σ
ρ((sMB +MA)−1(sNB + NA)).
Obviously, when we consider the bounded case, i.e., σ = 0, it holds that
ρ(K) = sup
ℜ(s)=0
ρ((sMB +MA)−1(sNB + NA)).
This result coincides with that in [19,15,20–22]. We remark that the waveform relaxation method (3.2) is convergent when
ρ(K) = sup
ℜ(s)=σ
ρ((sMB +MA)−1(sNB + NA)) < 1.
4. The continuous-time accelerated block SOR method
Now, we split the matrices in the DAEs (2.2) as
B = MB − NB =

I 0
0 0

− 0
and
A = MA − NA =
 1ωA 0
−BT 1
τ
Q
−


1
ω
− 1

A −B
0
1
τ
Q
 ,
where Q ∈ Rl×l is a prescribed symmetric positive definite matrix. Following the generalized successive overrelaxation
(GSOR) method in [7] for solving the saddle-point linear systems, we can define the following waveform relaxationmethod,
called the continuous-time accelerated block successive overrelaxation (CABSOR) method, for solving the time-dependent
Stokes equation (1.1).
Method 4.1 (The CABSOR Method). Let Q ∈ Rl×l be a prescribed symmetric positive definite matrix approximating (or
preconditioning) the Schur complement BTA−1B. For two positive integers r and l, let x(0) ∈ Trσ and y(0) ∈ Tlσ be given initial
vector-valued functions. For k = 0, 1, 2, . . . until the iteration sequence {(x(k)T , y(k)T )T } is convergent to the exact solution of the
DAEs (2.2), compute

ω
d
dt
+ A

x(k+1) = (1− ω)Ax(k) + ω(f − By(k)),
y(k+1) = y(k) + τQ−1(g + BT x(k+1)),
where ω and τ are two relaxation parameters, with ω, τ ≠ 0.
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Because both λB + A and λMB + MA are regular matrix pencils, the DAEs (2.2) and the corresponding DAEs in every
iteration step of Method 4.1 are solvable. A remarkable feature of Method 4.1 is that at each iteration step we only need to
solve a standard system of ordinary differential equations.
Note that the solution of the DAEs (2.2) belongs to Tr+lσ for some real number σ , and the convergence property of
Method 4.1 is closely related to this σ . Hence, we see that determining the value of σ is very important. Before doing so, we
first introduce a useful lemma.
Lemma 4.1. Let A ∈ Rr×r be a singular and symmetric matrix, and B ∈ Rr×l be a full column-rank matrix, with r ≥ l. Then the
saddle-point matrix
A =

A B
−BT 0

is singular if null(A) ∩ null(BT ) ≠ {0}, where null(·) denotes the kernel space of the corresponding matrix.
Now, the real number σ can be determined according to the following theorem.
Theorem 4.1. Let σ = max{α, β}, with α being equal to the least upper bound of ℜ(s), ∀s ∈ sp(A,−B), and β being the
abscissa of ( fg ). Assume that
null(λI + A) ∩ null(BT ) ≠ {0}, ∀λ ∈ sp(−A).
Then
σ = max

sup
s∈sp(−A)
{s}, β

.
Proof. By definition, we have
α = sup
s∈sp(A,−B)
ℜ(s).
Note that
λB +A =

λI + A B
−BT 0

.
If λ ∉ sp(−A), then the matrix λI + A is nonsingular and, hence, it holds that
λB +A =

I 0
−BT (λI + A)−1 I

λI + A B
0 BT (λI + A)−1B

.
It immediately follows that λB +A is nonsingular, which implies λ ∉ sp(A,−B), or in other words
sp(A,−B) ⊆ sp(−A).
And if λ ∈ sp(−A), then the matrix λI + A is singular and, hence, it holds that
null(λI + A) ∩ null(BT ) ≠ {0}, ∀λ ∈ sp(−A).
According to Lemma 4.1, we see that λB +A is singular for ∀λ ∈ sp(−A). Thus
sp(−A) ⊆ sp(A,−B).
This inclusion relationship, together with
sp(A,−B) ⊆ sp(−A),
readily leads to
sp(A,−B) = sp(−A).
Therefore,
α = sup
s∈sp(−A)
{s}.
By the definition of σ we obtain
σ = max

sup
s∈sp(−A)
{s}, β

. 
To prove the convergence of Method 4.1, we need to use the following lemma about the location of the zero points of a
complex quadratic equation.
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Lemma 4.2 ([7,23]). Let φ and ψ be two complex constants. The roots of the complex quadratic equation
λ2 + φλ+ ψ = 0
have modulus less than one if and only if
|φ − φ¯ψ | + |ψ |2 < 1,
where φ¯ denotes the conjugate complex of φ.
The convergence property of Method 4.1 is precisely described in the following theorem, which determines convergence
domain of Method 4.1 with respect to the relaxation parameters ω and τ .
Theorem 4.2. Consider the DAEs (2.2) and the corresponding CABSOR method, i.e., Method 4.1. Denote the smallest and the
largest eigenvalues of the matrix A by ηmin and ηmax, and those of the matrix (BTB)−1Q by µmin and µmax, respectively. Then the
CABSOR iteration sequence is convergent, provided
(a) when 0 ≤ σ
ηmax
≤ σ
ηmin
,
0 < τ < 2ηminµmin

1+ σ
ηmax

, 0 < ω < 1,
0 < τ < 2ηminµmin

2
ω
+ σ
ηmax
− 1

, 1 ≤ ω < 2;
(b) when−1 < σ
ηmin
≤ σ
ηmax
< 0,
0 < τ < 2ηminµmin

1+ σ
ηmin

, 0 < ω < 1,
0 < τ < 2ηminµmin

2
ω
+ σ
ηmin
− 1

, 1 ≤ ω < 2ηmin
ηmin − σ ;
(c) when σ
ηmin
≤ σ
ηmax
< −1,
2ηminµmin

2
ω
+ σ
ηmax
− 1

< τ < 0,
2ηmax
ηmax − σ < ω < 1,
2ηminµmin

1+ σ
ηmax

< τ < 0, 1 ≤ ω < 2.
Proof. According to Theorem 3.4, we know that the spectral radius of the iteration operatorK of Method 4.1 is given by
ρ(K) = sup
ℜ(s)=σ
ρ((sMB +MA)−1NA)
= sup
ℜ(s)=σ
ρ

sI + 1ωA 0
−BT 1
τ
Q

−1

1
ω
− 1

A −B
0
1
τ
Q

 .
Let λ be an eigenvalue of the matrixsI + 1ωA 0
−BT 1
τ
Q

−1

1
ω
− 1

A −B
0
1
τ
Q
 (4.1)
and

x
y

be the corresponding eigenvector. Then we have

1
ω
− 1

A −B
0
1
τ
Q
xy

= λ
sI + 1ωA 0
−BT 1
τ
Q
xy

,
or equivalently
(1− ω − λ) Ax = ωBy+ λωsx,
(λ− 1)Qy = λτBT x. (4.2)
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(a) If λ = 1− ω for some s = σ + ıξ , ∀ξ ∈ R, where ı denotes the imaginary unit, then from (4.2) we have
(1− ω)sx+ By = 0,
(1− ω)τBT x+ ωQy = 0,
or 
sI B
τBT ωQ

x˜
y

= 0, with x˜ = (1− ω)x. (4.3)
(a1) For s = 0, from (4.3) we have
0 B
τBT ωQ

x˜
y

= 0. (4.4)
Since r > l, in accordance with Lemma 4.1 the coefficient matrix of the linear system (4.4) is singular. Therefore, the
linear system (4.4) has at least one nonzero solution. This implies that λ = 1−ω is an eigenvalue of the matrix in (4.1).
(a2) For σ > 0, from (4.3) we have
sI B
0
ωs
τ
I − Q−1BTB

x˜
y

= 0. (4.5)
As s = σ + ıξ ≠ 0, the coefficient matrix of the linear system (4.5) is singular if and only if the matrixW (ω, τ ; s) :=
ωs
τ
I−Q−1BTB is singular. Obviously, the eigenvalues of Q−1BTB are all positive reals. So, thatW (ω, τ ; s) is singular can
occur only if ωτ > 0 and ξ = 0. Therefore, when ξ = 0 or s = σ , there is at least one nonzero solution for the linear
system (4.5), which means that λ = 1− ω is an eigenvalue of the matrix in (4.1) for some ω and τ .
(a3) For σ < 0, similarly to the argument in (a2) we see that the matrix W (ω, τ ; s) is singular only if ωτ < 0 and ξ = 0.
Therefore, when ξ = 0 or s = σ , there is at least one nonzero solution for the linear system (4.5), which indicates that
λ = 1− ω is an eigenvalue of the matrix in (4.1) for some ω and τ .
Concludingly, λ = 1− ω could be an eigenvalue of the matrix in (4.1). In this case, we need to impose the condition
|1− ω| < 1 (4.6)
to guarantee the convergence of Method 4.1.
(b) If λ ≠ 1− ω, then by solving y from the second equation in (4.2) we obtain
y = λτ
λ− 1Q
−1BT x.
After substituting this equality into the first equation in (4.2) we have
(1− ω − λ)Ax = λωτ
λ− 1BQ
−1BT x+ λωsx.
Without loss of generality, we may normalize the vector x such that x∗x = 1. Here and in the sequel, we use x∗ to denote
the conjugate transpose of the vector x. Through premultiplying x∗ from left on both sides of the above equality, we get
(1− ω − λ)x∗Ax = λωτ
λ− 1x
∗BQ−1BT x+ λωs. (4.7)
Denote by
γa = x∗Ax and γq = x∗BQ−1BT x.
Then we discuss the roots of the equation in (4.7) according to the cases whether x ∈ null(BT ) or not.
(b1) If BT x = 0, i.e., x ∈ null(BT ), we immediately get from (4.7) that
(1− ω − λ)γa = λωs
or
λ = (1− ω)γa
γa + ωs .
After substituting s = σ + ıξ , ∀ξ ∈ R, into the above equality, we get
λ = 1− ω
1+ ωδ + ıξ ,
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where δ = σ
γa
and ξ := ω
γa
ξ . Hence, |λ| < 1 whenever
(1− ω)2 < (1+ ωδ)2 + ξ 2, ∀ξ ∈ R.
Evidently, this equality holds true for ∀ξ ∈ R only if
(1− ω)2 < (1+ ωδ)2. (4.8)
(b2) If BT x ≠ 0, i.e., x ∉ null(BT ), we obtain from (4.7) that
(ωs+ γa)λ2 + (τωγq − ωs+ ωγa − 2γa)λ+ γa(1− ω) = 0,
where s = σ + ıξ , ∀ξ ∈ R. With the notations
δ = σ
γa
and γ = γq
γa
,
this quadratic equation can be rewritten in the form
λ2 + φλ+ ψ = 0,
where
φ = τωγ − ωδ + ω − 2− ıξ
1+ ωδ + ıξ
and
ψ = 1− ω
1+ ωδ + ıξ .
By direct computations we have
|φ − φ¯ψ | + |ψ |2 =
[ω(1+ δ)(τωγ − ωδ + ω − 2)− ξ 2]2 + ξ 2τ 2ω2γ 2 + (1− ω)2
(1+ ωδ)2 + ξ 2 .
According to Lemma 4.2 we know that |λ| < 1 if and only if
|φ − φ¯ψ | + |ψ |2 < 1,
or equivalently
[ω(1+ δ)(τωγ − ωδ + ω − 2)− ξ 2]2 + ξ 2τ 2ω2γ 2 < (1+ ωδ)2 + ξ 2 − (1− ω)2. (4.9)
The inequality (4.9), togetherwith (4.6) and (4.8), immediately lead to the following feasible domains described in (a)–(c)
about the relaxation parameters ω and τ :
(a) when δ ≥ 0, ω and τ satisfy
0 < τ <
2(1+ δ)
γ
, 0 < ω < 1,
0 < τ <
2[2+ ω(δ − 1)]
ωγ
, 1 ≤ ω < 2;
(b) when−1 < δ < 0, ω and τ satisfy
0 < τ <
2(1+ δ)
γ
, 0 < ω < 1,
0 < τ <
2[2+ ω(δ − 1)]
ωγ
, 1 ≤ ω < 2
1− δ ;
(c) when δ < −1, ω and τ satisfy
2[2+ ω(δ − 1)]
ωγ
< τ < 0,
2
1− δ < ω < 1,
2(1+ δ)
γ
< τ < 0, 1 ≤ ω < 2.
We refer to Lemma A.1 for detailed derivations of the convergence domain in (a)–(c) about the relaxation parameters ω
and τ .
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Recalling that δ = σ
γa
, γ = γq
γa
, and γa ∈ [ηmin, ηmax], γq ∈ [ 1µmax , 1µmin ], we can easily calculate the smallest and the
largest bounds about δ and γ , denoted as δmin, γmin and δmax, γmax, respectively, as follows:
(i) when σ ≥ 0, it holds that
δmin = σ
ηmax
, δmax = σ
ηmin
and γmin = 1
ηmaxµmax
, γmax = 1
ηminµmin
;
(ii) when σ < 0, it holds that
δmin = σ
ηmin
, δmax = σ
ηmax
and γmin = 1
ηmaxµmax
, γmax = 1
ηminµmin
.
By making use of these bounds, from the feasible domain about ω and τ determined in (a)–(c), we can straightforwardly
obtain the following convergence domains for Method 4.1:
(a) when δmin ≥ 0, ω and τ satisfy
0 < τ <
2(1+ δmin)
γmax
, 0 < ω < 1,
0 < τ <
2[2+ ω(δmin − 1)]
ωγmax
, 1 ≤ ω < 2;
(b) when−1 < δmin ≤ δmax < 0, ω and τ satisfy
0 < τ <
2(1+ δmin)
γmax
, 0 < ω < 1,
0 < τ <
2[2+ ω(δmin − 1)]
ωγmax
, 1 ≤ ω < 2
1− δmin ;
(c) when δmax < −1, ω and τ satisfy
2[2+ ω(δmax − 1)]
ωγmax
< τ < 0,
2
1− δmax < ω < 1,
2(1+ δmax)
γmax
< τ < 0, 1 ≤ ω < 2.

5. Numerical results
Let
Ω = {(x, y) | −1 ≤ x ≤ 1, − 1 ≤ y ≤ 1} ⊆ R2
be a square domain on the (x, y) plane, and consider the two-dimensional time-dependent Stokes equation (1.1) of the form
∂u
∂t
− ν

∂2u
∂x2
+ ∂
2u
∂y2

+ ∂p
∂x
= 0,
∂v
∂t
− ν

∂2v
∂x2
+ ∂
2v
∂y2

+ ∂p
∂y
= 0,
∂u
∂x
+ ∂v
∂y
= 0.
(5.1)
Note that this equation has an analytic solution of the form
u⋆(x, y; t) = u(y)eθx−ζ t , u(y) = c1 sin(θy)+ 2κ
θ
c2 sin(κy),
v⋆(x, y; t) = v(y)eθx−ζ t , v(y) = c1 cos(θy)+ 2c2 cos(κy),
p⋆(x, y; t) = p(y)eθx−ζ t , p(y) = ζ
θ
c1 sin(θy),
where c1, c2, θ and ζ are arbitrary coefficients, and
κ =

1+ θ
2ζ
ν
. (5.2)
By imposing the boundary conditions
u(−1) = u(1) = v(−1) = v(1) = 0
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on the functions u(y) and v(y), we have
c1 sin(θ)+ 2κ
θ
c2 sin(κ) = 0,
c1 cos(θ)+ 2c2 cos(κ) = 0.
Clearly, the Eq. (5.1) has a nontrivial solution if the coefficients c1 and c2 do not vanish simultaneously, which is guaranteed
by
det

sin(θ)
2κ
θ
sin(κ)
cos(θ) 2 cos(κ)

= 0,
or equivalently,
φ(κ) := sin(θ) cos(κ)− κ
θ
cos(θ) sin(κ) = 0.
Set θ = 1 and κ be the nearest root of φ(κ) around 3. Then κ = 3.5545, and the coefficients c1 and c2 can be chosen as
c1 = 3.390472650419484 and c2 = 1.
In actual implementations, we compute the solution of the Eq. (5.1) only in a finite time interval Ωt = (0,1t × ℓt),
where1t and ℓt represent the time step size and the number of the steps, respectively, and, at every iterate of Method 4.1,
we apply the backward Euler formula with the step size h to solve the sub-system of ordinary differential equations. The
stopping criterion for Method 4.1 is
ϵ(k) =
sup
Ω×Ωt
{|u(k)h − u∗h|, |v(k)h − v∗h |, |p(k)h − p∗h|}
sup
Ω×Ωt
{|u∗h|, |v∗h |, |p∗h|}
< 10−6,
where u(k)h , v
(k)
h and p
(k)
h are the entries of the k-th iterate generated by Method 4.1, and u
∗
h , v
∗
h and p
∗
h are the entries of the
exact solution of the DAEs (2.2) resulting from the spatial finite-difference discretization of the Eq. (5.1). The initial waves
are chosen as
u(0)h =
1
1+ 10000ζ t u⋆(x, y; 0), v
(0)
h =
1
1+ 10000ζ t v⋆(x, y; 0)
and
p(0)h =
1
1+ 10000ζ t p⋆(x, y; 0),
and the relative errors with respect to the numerical solutions u(k)h , v
(k)
h and p
(k)
h are defined by
ϵ(k)u =
sup
Ω×Ωt
|u(k)h − u⋆|
sup
Ω×Ωt
|u⋆| , ϵ
(k)
v =
sup
Ω×Ωt
|v(k)h − v⋆|
sup
Ω×Ωt
|v⋆| and ϵ
(k)
p =
sup
Ω×Ωt
|p(k)h − p⋆|
sup
Ω×Ωt
|p⋆| .
5.1. Feasibility tests
If the so-called inf-sup condition is not satisfied, then the spatial finite-difference discretization of the Stokes equation
(either stationary or time-dependent) suffers from spurious mode (i.e., numerical oscillation) on the pressure; see [24–26].
In this part, we are going to show that the CABSOR method will stably and accurately compute an approximate solution for
the DAEs derived from the spacial finite-difference discretization of the time-dependent Stokes equation (5.1) no matter
whether the spurious mode appears or not.
Let ν = 1. Then from (5.2) we have ζ = (κ2 − 1)ν/θ2 = 11.6348. Moreover, we take1t = 0.001 and ℓt = 100.
By simply adopting the centered difference scheme to both space and pressure variables of the time-dependent Stokes
equation (5.1) on a discretization grid with step sizes
hx = 2
ℓx + 1 and hy =
2
ℓy + 1 ,
we obtain the so-called Scheme I. Analogously, Scheme II is defined by applying the centered difference scheme to the
Laplacian, performing forward difference scheme to the pressure variable, and discretizing the third equation in (5.1) by
the backward difference scheme on the same discretization grid as Scheme I. The actual expression of the correspondingly
induced linear constant-coefficient DAEs (2.2) is precisely described in Appendix B. We have noticed that Scheme II satisfies
the inf-sup condition, so it does not suffer from spurious mode, but Scheme I does.
Fig. 1 shows the exact u-component u⋆ of the velocity field in the Eq. (5.1) at the 24th time step, and the relative errors
ϵ
(k)
u with u
(k)
h being generated byMethod 4.1with respect to Schemes I and II, respectively, on the 24×24 grid. From Fig. 1(b)
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Fig. 1. (a) The exact solution u⋆ of the Stokes equation (5.1). (b) The relative error ϵ
(k)
u from Scheme I. (c) The relative error ϵ
(k)
u from Scheme II.
and (c), we observe that the relative errors ϵ(k)u are less than 0.02 for Scheme I and 0.03 for Scheme II in thewhole computing
domain. Therefore, Method 4.1 yields acceptable approximate solutions u(k)h with respect to both Schemes I and II. As the
surface of the relative error shown in Fig. 1(b) is strongly discontinuous and drastically oscillating, we know that numerical
oscillation occurs when using Scheme I. The surface of the relative error shown in Fig. 1(c) is, however, much smoother than
that in Fig. 1(b), which implies that Scheme II will not experience spurious mode.
Fig. 2 shows the exact v-component v⋆ of the velocity field in the Eq. (5.1) at the 24th time step, and the relative errors ϵ(k)v
with v(k)h being generated by Method 4.1 with respect to Schemes I and II, respectively, on the 24× 24 grid. Our observation
is essentially the same as that about the u-component depicted in Fig. 1.
Fig. 3 shows the streamlines of the exact solution of the Eq. (5.1) at the 24th time step, and two approximate solutions
yielded byMethod 4.1 with respect to Schemes I and II. Because Fig. 3(b) and (c) are almost the same as Fig. 3(a), Method 4.1
with respect to Schemes I and II results in acceptable approximate solutions to the velocity field of the Eq. (5.1). This
phenomenon coincides with those shown by Figs. 1 and 2.
Fig. 4 shows the exact pressure field p⋆ in the Eq. (5.1) at the 24th time step, and the relative errors ϵ
(k)
p with p
(k)
h being
generated by Method 4.1 with respect to Schemes I and II, respectively, on the 24 × 24 grid. From Fig. 4(b) we see that
the upper bound of the relative error ϵ(k)p is about 1.5, and the surface of the relative error meets strong discontinuity and
great oscillation almost all over the computing domain. This phenomenon indicates that Scheme I meets drastic numerical
oscillation when used to produce an approximate solution to the pressure p in the Eq. (5.1). And from Fig. 4(c) we see that
the relative error ϵ(k)p is less than 0.1 and the corresponding surface keeps much smooth, so Scheme II does not cause any
spurious mode. The above observations have readily confirmed that the CABSOR method can produce reliable numerical
solutions for the DAEs derived from both Schemes I and II.
In Table 2 we list the numerical results for Method 4.1 corresponding to three different choices of thematrix Q described
in Table 1 and two different grid sizes 12 × 12 and 24 × 24. For a fixed grid size, the results are precisely the same with
respect to the same discretization scheme and the different matrices Q . Scheme I leads to numerical oscillation on the
pressure field, while Scheme II does not. Hence, the CABSORmethod is reliable in solving the DAEs (2.2) spatially discretized
from the two-dimensional time-dependent Stokes equation (5.1).
Table 3 lists the experimentally found optimal parameters ω and τ and the corresponding number of iteration steps
(denoted as IT) for the CABSOR method. We see that the first two choices of the matrix Q lead to considerably smaller
numbers of iteration steps than the third one. Moreover, the numbers of iteration steps with respect to Q1 and Q2 remain
almost the same when the grid size is increased from 12× 12 to 24× 24. Roughly speaking, the choice Q2 outperforms the
choice Q1, as the former results in less numbers of iteration steps than the latter.
5.2. Robustness tests
In this part, we are going to comprehensively demonstrate how the numerical behavior of the CABSOR method depends
on both time interval length and time step size, when this waveform relaxation iteration method is used to solve the
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Fig. 2. (a) The exact solution v⋆ of the Stokes equation (5.1). (b) The relative error ϵ(k)v from Scheme I. (c) The relative error ϵ
(k)
v from Scheme II.
Fig. 3. (a) The streamline of the exact solution of the Stokes equation (5.1). (b) The streamline of the numerical solution from Scheme I. (c) The streamline
of the numerical solution from Scheme II.
Table 1
The choices of the matrix Q .
Case no. Matrix Q Description
Q1 BTA−1B A = tridiag(A)
Q2 BTA−1B A = diag(A)
Q3 tridiag(BTA−1B) A = tridiag(A)
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Fig. 4. (a) The exact solution p⋆ of the Stokes equation (5.1). (b) The relative error ϵ
(k)
p from Scheme I. (c) The relative error ϵ
(k)
p from Scheme II.
Table 2
The relative errors with respect to u-, v- and p-components.
ℓx × ℓy 12× 12 24× 24
Case no. Scheme supΩ ϵ
(k)
u supΩ ϵ(k)v supΩ ϵ
(k)
p supΩ ϵ
(k)
u supΩ ϵ(k)v supΩ ϵ
(k)
p
Q1
Scheme I 0.0428 0.0445 1.0816 0.0178 0.0211 1.3898
Scheme II 0.0615 0.0585 0.1274 0.0328 0.0302 0.1207
Q2
Scheme I 0.0428 0.0445 1.0816 0.0178 0.0211 1.3898
Scheme II 0.0615 0.0585 0.1274 0.0328 0.0302 0.1207
Q3
Scheme I 0.0428 0.0445 1.0816 0.0178 0.0211 1.3898
Scheme II 0.0615 0.0585 0.1274 0.0328 0.0302 0.1207
Table 3
The optimal iteration parameters and the corresponding iteration steps.
ℓx × ℓy 12× 12 24× 24
Case no. Scheme ω τ IT ω τ IT
Q1
Scheme I 0.3 4.0 182 0.9 1.1 122
Scheme II 0.6 4.6 139 0.9 1.1 141
Q2
Scheme I 0.8 3.0 162 0.5 0.8 125
Scheme II 0.5 2.6 137 0.5 0.8 131
Q3
Scheme I 0.3 6.0 973 0.2 3.0 2194
Scheme II 0.1 20.0 857 0.2 10.0 1815
DAEs (2.2) resulting from the spatial discretization of the two-dimensional time-dependent Stokes equation (5.1). To this
end, we perform numerical tests for different lengths of time intervals while the time step size is fixed and, alternatively,
for different time step sizes while the time interval length is fixed.
Three different spatial discretization schemes without spurious mode have been adopted in our tests. They are Scheme
II defined in Section 5.1, and the so-called Schemes III and IV, for which Scheme III applies the centered difference scheme
to the Laplacian, the backward difference scheme to the pressure variable, and the forward difference scheme to the third
equation in (5.1), and Scheme IV is the ‘‘staggered mesh scheme’’ defined in [27].
From Section 5.1 we have known that the matrix choices Q1 and Q2 result in better performance in the numerical
implementations. Hence, in this partwe choose thematrixQ to beQ1 andQ2. Also, we adopt the spatial grid sizes 12×12 and
24× 24. In addition, as in Section 5.1 we let θ = 1 and ν = 0.1. Then from (5.2) it holds that ζ = (κ2− 1)ν/θ2 = 1.16348.
Firstly, we fix the time step size to be 1t = 0.01, and choose five different time intervals 1t × ℓt = 0.4, 0.8, 1.2, 1.6
and 2.0. Note that the dimension of the linear system derived from the DAEs (2.2) depends on both time step size and time
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Table 4
Numerical results based on Scheme II for grid size 12× 12 and for varying time interval.
1t × ℓt Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.4 0.650 6.079 70 9.265E−07 0.996 5.138 51 3.393E−07 17,280
0.8 0.650 4.086 124 9.709E−07 0.996 2.670 114 6.715E−07 34,560
1.2 0.650 4.086 164 9.411E−07 0.996 1.848 169 9.693E−07 51,840
1.6 0.650 3.214 212 9.097E−07 0.996 1.745 208 9.901E−07 69,120
2.0 0.650 3.090 257 7.507E−07 0.996 1.025 283 8.982E−07 86,400
Table 5
Numerical results based on Scheme II for grid size 24× 24 and for varying time interval.
1t × ℓt Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.4 0.756 2.335 60 5.691E−07 0.868 1.435 51 6.074E−07 69,120
0.8 0.756 1.590 109 7.334E−07 0.868 0.767 111 7.259E−07 138,240
1.2 0.756 1.218 159 7.424E−07 0.868 0.545 165 7.404E−07 207,360
1.6 0.756 0.845 214 8.013E−07 0.868 0.323 233 9.681E−07 276,480
2.0 0.756 0.845 254 8.969E−07 0.868 0.323 269 9.903E−07 345,600
Table 6
Numerical results based on Scheme III for grid size 12× 12 and for varying time interval.
1t × ℓt Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.4 0.548 5.813 73 8.438E−07 0.932 5.138 51 4.831E−07 17,280
0.8 0.548 4.841 118 7.671E−07 0.932 3.390 104 8.804E−07 34,560
1.2 0.548 4.112 161 9.893E−07 0.932 1.848 165 9.963E−07 51,840
1.6 0.548 3.139 213 8.925E−07 0.932 1.745 205 8.807E−07 69,120
2.0 0.548 3.017 252 7.677E−07 0.932 1.025 275 9.483E−07 86,400
interval length. Hence, for a fixed1t , when the time interval length1t × ℓt grows from 0.4 to 2.0, the number of unknowns
(NoU) of the linear system will increase from ten thousands to hundred thousands.
In Tables 4–9, for varying time interval we list the numbers of iteration steps and the relative errors of the approximate
solutions with respect to Schemes II–IV, matrix choices Q1 and Q2, and spatial grid sizes 12 × 12 and 24 × 24. From these
tables we observe that the numbers of iteration steps for Schemes II–IV remain almost unchanged for each fixed choice of
the matrix Q , when the spatial grid size is increased; for Schemes II–IV, the two choices Q1 and Q2 of the matrix Q perform
equally good; and for bothmatrix choices, Schemes II–IV show about the same iteration steps and relative errors. Moreover,
we see that the number of iteration steps required to obtain an approximate solution is increasing linearly with respect to
the linear growth of the time interval length and the number of unknowns. The only exception occurs in Scheme IV with the
spatial grid size 24× 24 due to being unable to find the experimentally optimal parameters ω and τ such that the explored
results do appear; see Table 9.
Secondly, we fix the time interval length to be1t × ℓt = 2.0, and choose four different time step sizes1t = 0.01, 0.02,
0.04 and 0.05. Note that when the time step size1t grows from 0.01 to 0.05, the number of unknowns of the linear system
will decrease from hundred thousands to ten thousands.
In Tables 10–15, for varying time step we list the numbers of iteration steps and the relative errors of the approximate
solutions with respect to Schemes II–IV, matrix choices Q1 and Q2, and spatial grid sizes 12 × 12 and 24 × 24. From these
tables we observe that the numbers of iteration steps for Schemes II–IV remain almost unchanged for each fixed choice of
the matrix Q , when the spatial grid size is increased; for Schemes II–IV, the two choices Q1 and Q2 of the matrix Q perform
equally good; and for bothmatrix choices, Schemes II–IV show about the same iteration steps and relative errors. Moreover,
we see that the number of iteration steps required to obtain an approximate solution is decreasing linearly with respect to
the linear growth of the time step size and the linear reduction of the number of unknowns.
Evidently, for this example the CABSORmethod could not achieve higher computing efficiency on very long time intervals
and for too fine step sizes. A possible strategy for avoiding this shortcoming could be adopting other techniques, e.g., the
windowing technique in the implementation of the CABSOR method; see [28].
6. Concluding remarks
We have studied both theoretical and numerical properties of the CABSOR method applied to solve the time-dependent
Stokes equation (1.1). The CABSOR method is efficient and reliable. The oscillations, however, could be observed during
the iteration procedure, although we have already applied the experimentally found optimal parameters. Both theoretical
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Table 7
Numerical results based on Scheme III for grid size 24× 24 and for varying time interval.
1t × ℓt Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.4 0.820 2.335 57 9.309E−07 0.900 1.413 51 6.861E−07 69,120
0.8 0.820 1.590 108 9.435E−07 0.900 0.887 109 6.661E−07 138,240
1.2 0.820 1.218 156 8.033E−07 0.900 0.625 156 7.756E−07 207,360
1.6 0.820 0.845 212 9.408E−07 0.900 0.363 223 8.331E−07 276,480
2.0 0.820 0.845 268 6.778E−07 0.900 0.363 258 8.078E−07 345,600
Table 8
Numerical results based on Scheme IV for grid size 12× 12 and for varying time interval.
1t × ℓt Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.4 0.548 0.951 66 8.525E−07 1.850 0.247 100 9.386E−07 17,280
0.8 0.548 0.951 111 6.752E−07 1.850 0.174 143 9.890E−07 34,560
1.2 0.548 0.951 156 9.438E−07 1.850 0.174 157 9.859E−07 51,840
1.6 0.548 0.982 204 4.647E−07 1.850 0.174 199 8.875E−07 69,120
2.0 0.548 0.100 353 9.830E−07 1.850 0.100 251 9.742E−07 86,400
Table 9
Numerical results based on Scheme IV for grid size 24× 24 and for varying time interval.
1t × ℓt Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.4 0.820 0.383 57 6.669E−07 0.868 0.100 142 9.443E−07 69,120
0.8 0.820 0.100 203 9.964E−07 0.868 0.100 142 9.443E−07 138,240
1.2 0.820 0.100 203 9.964E−07 0.868 0.100 142 9.443E−07 207,360
1.6 0.820 0.100 203 9.964E−07 0.868 0.100 142 9.443E−07 276,480
2.0 0.820 0.100 203 9.964E−07 0.868 0.100 218 8.818E−07 345,600
Table 10
Numerical results based on Scheme II for grid size 12× 12 and for varying time step.
1t Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.01 0.868 2.787 256 2.495E−05 0.833 1.549 256 9.776E−07 86,400
0.02 0.868 2.749 127 5.868E−05 0.833 0.922 148 9.127E−07 43,200
0.04 0.868 2.136 64 4.090E−07 0.833 0.922 70 9.047E−07 21,600
0.05 0.868 1.791 52 8.600E−07 0.833 0.922 54 7.552E−07 17,280
Table 11
Numerical results based on Scheme II for grid size 24× 24 and for varying time step.
1t Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.01 0.532 0.845 254 5.776E−07 0.510 0.323 269 8.638E−07 345,600
0.02 0.532 0.761 126 6.348E−07 0.510 0.323 134 7.587E−07 172,800
0.04 0.532 0.473 73 8.348E−07 0.510 0.267 77 8.164E−07 86,400
0.05 0.532 0.473 66 8.413E−07 0.510 0.267 68 8.113E−07 69,120
Table 12
Numerical results based on Scheme III for grid size 12× 12 and for varying time step.
1t Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.01 0.842 3.017 252 4.945E−04 0.833 1.549 266 6.332E−07 86,400
0.02 0.842 2.699 127 9.576E−07 0.833 0.922 143 8.962E−07 43,200
0.04 0.842 2.086 64 7.375E−07 0.833 0.922 69 8.420E−07 21,600
0.05 0.842 2.045 53 9.583E−07 0.833 0.922 54 9.890E−07 17,280
and numerical determinations about the optimal iteration parameters, as well as acceleration techniques for the CABSOR
method will be important topics in future study.
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Table 13
Numerical results based on Scheme III for grid size 24× 24 and for varying time step.
1t Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.01 0.532 0.749 254 9.789E−07 0.499 0.363 258 8.656E−07 345,600
0.02 0.532 0.749 123 8.633E−07 0.499 0.363 130 8.681E−07 172,800
0.04 0.532 0.473 74 8.143E−07 0.499 0.306 80 9.167E−07 86,400
0.05 0.532 0.473 68 5.602E−07 0.499 0.306 71 9.137E−07 69,120
Table 14
Numerical results based on Scheme IV for grid size 12× 12 and for varying time step.
1t Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.01 0.842 0.100 353 9.907E−07 0.833 0.100 249 9.823E−07 91,200
0.02 0.842 0.100 250 9.985E−07 0.833 0.100 188 9.848E−07 45,600
0.04 0.842 0.100 197 9.906E−07 0.833 0.100 159 9.637E−07 22,800
0.05 0.842 0.100 188 9.842E−07 0.833 0.100 156 9.839E−07 18,240
Table 15
Numerical results based on Scheme IV for grid size 24× 24 and for varying time step.
1t Q1 Q2 NoU
ω τ IT ϵ(k) ω τ IT ϵ(k)
0.01 0.532 0.100 203 9.948E−07 0.510 0.100 218 6.355E−07 355,200
0.02 0.532 0.100 201 9.607E−07 0.510 0.100 132 7.439E−07 177,600
0.04 0.532 0.100 197 9.606E−07 0.510 0.100 128 9.944E−07 88,800
0.05 0.532 0.100 194 9.832E−07 0.510 0.100 130 9.962E−07 71,040
Appendix A
Lemma A.1. Let γ be a positive constant and δ a real number. Then ω and τ satisfying the following three inequalities
|1− ω| < 1, (a)
(1− ω)2 < (1+ ωδ)2, (b)
[ω(1+ δ)(τωγ − ωδ + ω − 2)− ξ 2]2 + ξ 2τ 2ω2γ 2 < (1+ ωδ)2 + ξ 2 − (1− ω)2, (c)
(A.1)
with ξ ∈ R, should be in the intervals described below:
(a) when δ ≥ 0, ω and τ satisfy
0 < τ <
2(1+ δ)
γ
, 0 < ω < 1,
0 < τ <
2[2+ ω(δ − 1)]
ωγ
, 1 ≤ ω < 2;
(b) when−1 < δ < 0, ω and τ satisfy
0 < τ <
2(1+ δ)
γ
, 0 < ω < 1,
0 < τ <
2[2+ ω(δ − 1)]
ωγ
, 1 ≤ ω < 2
1− δ ;
(c) when δ < −1, ω and τ satisfy
2[2+ ω(δ − 1)]
ωγ
< τ < 0,
2
1− δ < ω < 1,
2(1+ δ)
γ
< τ < 0, 1 ≤ ω < 2.
Proof. By solving the inequality (A.1)(a), we have
0 ≤ ω ≤ 2.
Analogously, we can obtain that the inequality (A.1)(b) holds true whenever
(a) when δ ≥ 1, ω satisfies 0 < ω < 2;
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(b) when−1 < δ < 1, ω satisfies 0 < ω < 21−δ ;
(c) when δ < −1, ω satisfies 21−δ < ω < 2; and
(d) when δ = −1, ω satisfies ω ∈ ∅ (the empty set).
Now, we turn to solve the inequality (A.1)(c). Under the inequality (A.1)(b) we see that the right-hand side of the
inequality (A.1)(c) is positive. Hence, we can simplify (A.1)(c) to
[ω(1+ δ)(τωγ − ωδ + ω − 2)− ξ 2]2 + ξ 2τ 2ω2γ 2 < [(1+ ωδ)2 + ξ 2 − (1− ω)2]2,
or equivalently,
ω2(1+ δ)2(τωγ − ωδ + ω − 2)2 + ξ 2τ 2ω2γ 2
< 2ξ 2ω(1+ δ)(τωγ − ωδ + ω − 2)+ ω2(1+ δ)2[2+ (δ − 1)ω]2 + 2ξ 2ω(1+ δ)[2+ (δ − 1)ω].
Note that when δ = −1, there is no feasible domain forω. Therefore, in the followingwe assume that δ ≠ −1. After dividing
by ω2(1+ δ)2 on both sides, we can rewrite the above inequality as
(τωγ − ωδ + ω − 2)2 − [2+ (δ − 1)ω]2 < ξ 2τγ

2
1+ δ −
τγ
(1+ δ)2

,
or more simply,
τω(τωγ − 2ωδ + 2ω − 4) < ξ 2τ

2
1+ δ −
τγ
(1+ δ)2

. (A.2)
We are continuing the discussions about the feasible domains with respect to ω and τ by distinguishing between the cases
τ > 0 and τ < 0.
When τ > 0, from (A.2) we have
τ <
2[2ω(1+ δ)2 + ω2(δ − 1)(1+ δ)2 + (1+ δ)ξ 2]
γ [(1+ δ)2ω2 + ξ 2] .
By introducing the one-variable function
η(t) = 2ω(1+ δ)
2 + ω2(δ − 1)(1+ δ)2 + (1+ δ)t
(1+ δ)2ω2 + t , t ≥ 0,
we can simply express the above inequality as
τ <
2η(ξ 2)
γ
.
In addition, straightforward computations show that
dη(t)
dt
= 2(1+ δ)
2ω(ω − 1)
[(1+ δ)2ω2 + t]2 .
When 0 < ω < 1, it holds that dη(t)dt < 0, ∀ t ≥ 0. Hence, η(t) is a monotonically decreasing function with respect to t .
It then follows that
0 < τ <
2η(ξ 2)
γ
, ∀ξ ∈ R,
holds true whenever
0 < τ <
2η(+∞)
γ
= 2(1+ δ)
γ
.
With this inequality, together with the domains determined by (A.1)(a) and (A.1)(b), we obtain the following domains:
(i) when δ > −1, ω and τ satisfy
0 < τ <
2(1+ δ)
γ
, 0 < ω < 1; and
(ii) when δ < −1, ω and τ satisfy
τ ∈ ∅, 2
1− δ < ω < 1.
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When 1 ≤ ω < 2, it holds that dη(t)dt ≥ 0, ∀ t ≥ 0. Hence, η(t) is a monotonically increasing function with respect to t . It
then follows that
0 < τ <
2η(ξ 2)
γ
, ∀ξ ∈ R,
holds true whenever
0 < τ <
2η(0)
γ
= 2[2+ ω(δ − 1)]
ωγ
.
With this inequality, together with the domains determined by (A.1)(a) and (A.1)(b), we obtain the following domains:
(i) when δ ≥ 0, ω and τ satisfy
0 < τ <
2[2+ ω(δ − 1)]
ωγ
, 1 ≤ ω < 2;
(ii) when−1 < δ < 0, ω and τ satisfy
0 < τ <
2[2+ ω(δ − 1)]
ωγ
, 1 ≤ ω < 2
1− δ ; and
(iii) when δ < −1, ω and τ satisfy τ ∈ ∅ and ω ∈ ∅.
When τ < 0, from (A.2) we can similarly obtain the following domains:
(i) when δ > −1, there is no feasible domain for τ and ω;
(ii) when δ < −1, ω and τ satisfy
2[2+ ω(δ − 1)]
ωγ
< τ < 0,
2
1− δ < ω < 1,
2(1+ δ)
γ
< τ < 0, 1 ≤ ω < 2.
By summarizing the above discussions, we can immediately determine the feasible domains with respect to ω and τ as
described in this lemma. 
Appendix B
The DAEs (2.2) determined by the two-dimensional time-dependent Stokes equation (5.1) is specifically described as
follows. The matrix blocks A and B are given by
A =
Iℓy×ℓy ⊗ D+
1
h2y
E˜y ⊗ Iℓx×ℓx 0
0 Iℓy×ℓy ⊗ D+
1
h2y
E˜y ⊗ Iℓx×ℓx

and
B =

1
hx
Iℓy×ℓy ⊗ Ex
1
hy
Ey ⊗ Iℓx×ℓx
 ,
where E˜y = tridiag(−1, 0,−1) ∈ Rℓy×ℓy ,⊗ represents the Kronecker product symbol, and
D = 2

1
h2x
+ 1
h2y

Iℓx×ℓx +
1
h2x
E˜x, E˜x = tridiag(−1, 0,−1) ∈ Rℓx×ℓx ,
with tridiag(η−1, η0, η1) being the tridiagonal matrix of the diagonal, the lower sub-diagonal and the upper sub-diagonal
entries η0, η−1 and η1, respectively.
The right-hand side vector blocks are given by
f =
ν fˆ
(u) + 1
hx
f˜ (u)
ν fˆ (v) + 1
hy
f˜ (v)
 and g = 1hx g(u) + 1hy g(v),
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and the unknown vector blocks are given by
x =

u˜
v˜

and y = p˜,
respectively. In addition, u˜, v˜ and p˜ are ℓy-dimensional block vectors with their j-th block entries being u˜j, v˜j and p˜j, which
are again ℓx-dimensional vectors of the i-th entries u⋆i,j(t), v
⋆
i,j(t) and p
⋆
i,j(t), respectively, where
u⋆i,j(t) = u⋆(x0 + ihx, y0 + jhy; t),
v⋆i,j(t) = v⋆(x0 + ihx, y0 + jhy; t),
p⋆i,j(t) = p⋆(x0 + ihx, y0 + jhy; t).
Also, fˆ (u), f˜ (u), fˆ (v) and g(u) represent block vectors with their j-th block entries being fˆ (u)j , f˜
(u)
j , fˆ
(v)
j and g
(u)
j , respectively.
The matrix E, the vectors f˜ (v) and g(v), and the vector blocks fˆ (u)j , f˜
(u)
j , fˆ
(v)
j and g
(u)
j are varying according to the actual
discretization schemes adopted.
For Scheme I, the matrices Ex and Ey are given by
Ex = tridiag(−1, 0, 1) ∈ Rℓx×ℓx and Ey = tridiag(−1, 0, 1) ∈ Rℓy×ℓy ,
the vectors f˜ (v) and g(v) are given by
f˜ (v) = (p˜T0, 0, . . . , 0, − p˜Tℓy+1)T
and
g(v) = (v˜T0, 0, . . . , 0, − v˜Tℓy+1)T ,
and the vector blocks fˆ (u)j , f˜
(u)
j , fˆ
(v)
j and g
(u)
j are given by
fˆ (u)j =
1
h2x
(u⋆0,j(t), 0, . . . , 0, u
⋆
ℓx+1,j(t))
T ,
f˜ (u)j = (p⋆0,j(t), 0, . . . , 0, − p⋆ℓx+1,j(t))T ,
fˆ (v)j =
1
h2x
(v⋆0,j(t), 0, . . . , 0, v
⋆
ℓx+1,j(t))
T
and
g(u)j = (u⋆0,j(t), 0, . . . , 0, − u⋆ℓx+1,j(t))T ,
respectively.
For Scheme II, the matrices Ex and Ey are given by
Ex = tridiag(0,−1, 1) ∈ Rℓx×ℓx and Ey = tridiag(0,−1, 1) ∈ Rℓy×ℓy ,
the vectors f˜ (v) and g(v) are given by
f˜ (v) = (0, 0, . . . , 0, − p˜Tℓy+1)T
and
g(v) = (0, 0, . . . , 0, − v˜Tℓy+1)T ,
and the vector blocks fˆ (u)j , f˜
(u)
j , fˆ
(v)
j and g
(u)
j are given by
fˆ (u)j =
1
h2x
(0, 0, . . . , 0, u⋆ℓx+1,j(t))
T ,
f˜ (u)j = (0, 0, . . . , 0, − p⋆ℓx+1,j(t))T ,
fˆ (v)j =
1
h2x
(0, 0, . . . , 0, v⋆ℓx+1,j(t))
T
and
g(u)j = (0, 0, . . . , 0, − u⋆ℓx+1,j(t))T ,
respectively.
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