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Abstract 
The normal equations constructed by a Toeplitz matrix are studied, in order to find a 
suitable preconditioner related to the discrete sine transform. New results are given 
about the structure of the product of two Toeplitz matrices, which allow the CGN 
method to achieve a superlinear rate of convergence. This preconditioner outperforms 
the circulant one for the iterative solution of Toeplitz least-squares problems; such 
strategy can also be applied to nonsymmetric linear systems. A block generalization is 
discussed. 0 1998 Elsevier Science Inc. All rights reserved. 
Ah4S classification: 65FlO; 65F15 
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1. Introduction 
Let IZ,,~ E R”‘” be a Toeplitz matrix, that is its (i,j) element is a function ci_, 
of the difference of indices. When the elements {Q} on each diagonal come 
from the formal Laurent expansion of a function T-(Z) = C,‘=“_, ck.2 on the unit 
circle, we use the notation C,,,n = Tm,“(r) (or T,(r) if m = n) and r is called the 
generating function of C,,. 
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0024-3795/98/$19.00 0 1998 Elsevier Science Inc. All rights reserved. 
PII:SOO24-3795(98)10115-5 
230 F. Di Benedetto I Linear Algebra and its Applications 285 (1998) 229-255 
A classical assumption considers r belonging to the Wiener class, for which 
the condition C,‘=“_, jckl < +oo holds. We characterize in this way a proper 
subset of continuous functions. 
The singular values of C,,,n are distributed (in the sense specified by Tyr- 
tyshnikov [32]) as the values of the function Y(Z), as shown in [28,32]. If r(z) 
vanishes at some point of the unit circle then the singular values tend to ac- 
cumulate at the origin, and we therefore say that the matrices {C,,,} are as- 
ymptotically ill-conditioned. 
In many applications, especially those involving image restoration [7,27], it 
is required to solve a least-squares problem like 
where C,>, is a m x n (block) Toeplitz matrix, often ill-conditioned. 
There is an extensive literature about numerical methods for treating the 
case where m = n and T,,(r) is nonsingular 
T&)x = y. (2) 
Recently, particular attention has been paid for preconditioning techniques 
(see the survey [l 11) allowing one to compute the solution in a parallel loga- 
rithmic cost per iteration; on the other hand, “superfast” direct methods [5,1] 
are intrinsically sequential and could be unstable in presence of nonsymmetry. 
The first idea of choosing the preconditioner P,, for m(r) in the circulant 
class [13,14,24,23,6], for which P;’ is computed by the discrete Fourier 
transform, has been generalized in order to solve a least-squares problem. 
More precisely, a “circulant approximation” P,,,, of C,,n can be used for this 
purpose, by proving that P&P,,,, is a good preconditioner for the normal 
equations 
ci$m,nx = C,,Y, (3) 
such theoretical results hold under the (strong) assumption that [r(z) I > 0 [8,7]. 
A different approach tries to find a circulant approximation to the coefficient 
matrix in Eq. (3), but does not remove the positivity assumption [9]. 
The Y class [3,18,17], related to the discrete sine transform, is another 
family of efficient preconditioners for Toeplitz matrices. With this choice it is 
possible to solve symmetric, ill-conditioned Toeplitz systems in a number of 
iterations not depending on the dimension [15,19], and this is not achieved by 
the use of a circulant preconditioner. 
Unfortunately, the 5 class is intrinsically symmetric and it is hopeless to 
look for a 9 approximation of the matrix C,,, appearing in Eq. (l), in order to 
improve the performance of the circulant approach. 
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In this paper we overcome this problem by finding directly a F approxi- 
mation P to R, = C,‘,C,,,,, based on the key result that the product of two 
Toeplitz matrices is no longer Toeplitz, but it preserves this structure after 
slight corrections. 
In particular, for a matrix of the form TTT (where T is Toeplitz) we find a 
closely related Toeplitz matrix TO: if T is banded, then TO differs from TTT by a 
low-rank update; if T is full, then a further term whose norm is neglectable is added. 
We finally prove that choosing P as the standard approximation of To in F 
leads to a clustering behaviour of the eigenvalues of P-’ ( TTT) around 1, which 
ensures a fast convergence of the Conjugate Gradient method applied to the 
Normal equation (CGN [21]). 
The above result not only holds under the assumption /r(z) 1 > 0, but also for 
every banded Toeplitz matrix, though asymptotically ill-conditioned: in this 
case the circulant preconditioner fails to achieve a superlinear rate of conver- 
gence. The same approach can be used also in the case m = n, in order to solve 
the nonsymmetric system (2) by an iterative method; in fact, it is well-known 
that the CGN method is effective when a good preconditioner of the coefficient 
matrix in Eq. (3) is at our disposal. 
In Section 2 we recall the definition and the main properties of the 9 class. 
Section 3 contains our new results concerning the structure of a product of two 
Toeplitz matrices, for which the preconditioner is constructed and analyzed; 
the banded case is considered first, the argument is extended later to full ma- 
trices. In Section 4 some numerical examples are reported, while in Section 5 
we give an outline of the generalization of such results to block Toeplitz ma- 
trices. 
Notations. We define BM.N,P as the set of np x np matrices having the following 
pattern 
in /$W E [w”PxM’ and @SC E [wNP"NP are concentrated the only nonzero ele- 
ments of E, whence rk(E) < (M + N)p. 
The “dual” family L!~Z,~,~ consists of block matrices E E Wpxnp partitioned as 
follows: 
where each Eij E [wpxp belongs to L?J~,~,,. In this case, rk(E) does not exceed 
(K + L)n. 
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2. The algebra 7 
We will recall in this section the definition and the algebraic properties of the 
class Y, that has been introduced the first time in [2] and generalized later in 
[26] to the block case. 
Let E,, = (,/msin(nij/(n + l))):j=, be the n x IZ matrix associated to 
the discrete sine transform; E, is symmetric and orthogonal. The class Y-, is 
defined as 
Y-, = {P E R”“” : E,,PE, is diagonal}, 
it is an algebra of symmetric matrices, containing all the Toeplitz tridiagonal 
matrices as a particular case. 
The computation of the eigenvalues of a matrix P E F,, from its first column 
can be performed by a fast sine transform at a cost of O(n log n) operations or 
0( log n) parallel steps with O(n) processors: this can be used in order to solve 
a linear system associated to P at the same cost. 
It is possible to relate a Y, matrix to a given real-valued Wiener function 
f(z), through a standard correction of the Toeplitz matrix T’(J). If 
f(x) = f(e”) = E cjeijx (Cj = C-j) 
is the Laurent expansion off on the unit circle S’, define 
observe that the first term is exactly Tncf), while the second one has the Hankel 
structure (i.e. each entry depends on the sum of the subscripts) and it is per- 
symmetric (i.e. symmetric with respect to the secondary diagonal). In this case, 
the eigenvalues of r,(J) are given by the values {f2n(~_j/(n + l))}j=l ,,,,n, wheref, 
is the nth partial Fourier sum off. In [3,15] it is studied the behaviour of z,u) 
in the preconditioning of the conjugate gradient method applied to Tncf); the 
same results have been independently rediscovered in the more recent papers 
~4,121. 
Similarly, we may define the block extension fnp: if E,,p is the Kronecker 
product E, 8 Ep, involving the discrete sine transform in two dimensions, the 
new definition is 
Y n,p = {P E wJ=-: E,,pPE,,p is diagonal }. 
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Now, the solution of a linear system in F,,P can be solved with O(np log(np)) 
operations or 0( log n + log p) parallel steps and O(np) processors. 
Every matrix P E Fns is quadrantally symmetric; that is, if P is partitioned 
as 
P1.l ’ . Pl,n 
with pij E WxP, 
then the conditions pij = pj>i and pij = pi’J hold. 
As in the scalar case, from the bivariate Laurent expansion 
&x,y) = @(e”,eiy) = ffJ 
j&-m 
on the Cartesian product S’ x S’ we can define 
where 
Cj,O 
i. 
. . . cj,p- 1 
cj= : . . : 
. . 
Cjp-1 ,.. ci,O 
- L 
C2 . . . G-l 0 0 
. : 0 
Gil-1 0 cn-I 
. 0 . 
0 0 cn-] . . . c2 
- 0 cj.p- 1 
. 0 . 
..I 0 0 Cj)p_l ... cj,2 
Cj>2 . . . I-cj,p- 1 cjs- 1 0 0 0 
In, [17] it is shown that the eigenvalues of tn,p[4] are related to the ordinates 
{4(rcj/(n + l), rrnk/(p + l))}j,k; the preconditioning properties of Fn,p are also 
studied in the same work. 
The classes F-n and F,,p are well-suited for preconditioning Toeplitz ma- 
trices that are (quadrantally) symmetric and positive definite; on the other 
hand, symmetry is a strong restriction for their use in more general settings. 
The results of the next section will enlarge the range of applicability of the 
algebra F. 
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3. Main results 
3.1. The banded case 
Theorem 3.1. Let a(z) and b(z) be Laurent polynomials such that: 
a(z) = a_NzPN + . . + a0 + . . . + aMP, 
b(z) = b_Mz-M + . . . + b. + . + bNp, 
then the matrices T,(a b) and Tn,m(a) . T,‘,,,(b) agree except 
west and N x N south-east corners; that is, their difference 
Proof. Let k = M + N; define A,B as the band upper 
matrices of order n x (m + k) 
A= 
B= 
b-M . . . b. . bN 0 
0 b_u . . b. . . bN 
The matrices A and B can be partitioned as 
01 / UB 
A= 
aM . . . a0 . . . a-N 0 
0 aM . . a0 . . a-N 
their M x M north- 
is a %??8M,N,1 matrix. 
triangular Toeplitz 
0 T,.m(b)T 0
0 LB 
where uA, uB are M x M upper triangular, LA, LB are N x N lower triangular 
Toeplitz matrices (provided that N < m - n, the latter blocks vanish). 
Then we are able to express the matrix product A . BT as 
ABT = ( uAz :) + G.,(a)G,,,(b) + (i LAli), (5) 
but its (i,j) element is also directly given, for 0 < i, j< n - 1, by 
m+k-1 
c 
ai-,+Mb,-j_M = 2 a,bi_j_, = ci_j, 
I=0 i-=-N 
which is exactly the coefficient of .z-j in a(z)b(z); this implies 
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ABT = T,(ub). (6) 
Comparing Eqs. (5) and (6) yields the thesis. 0 
If N = M, b(z) = LZ(Z-‘) and T,,,,n(b) has full rank, then the square symmetric 
matrix T,,,(b)TT,,,(b) = T,,,(a)T,,,(b) is positive definite; by Theorem 3.1, such 
matrix is close to the spd Toeplitz matrix T,,(ab). So we can apply the cor- 
rection r,(ab) of T, (ub) in F for preconditioning the matrix T,,,(b)TT,,n(b). In 
other words, we propose to apply the CG method to the normal equations (3) 
by using r,(ab) as a preconditioner. When n = m, this reduces to using a 
preconditioned CGN method for solving the nonsymmetric linear system (2). 
The effectiveness of this strategy is ensured by the following result: 
Theorem 3.2. Let R, = Tm,n(b)TTnt,n(b), P,, = z,(ab) us above. Then 
Pn-‘R, = I, + E, with rk(E,) < 4 . max(d+, d-) - 2, 
where di and d- are the degrees of the Laurent polynomial b(z). Hence, the CG 
method applied to R,x = T,,,(b)Ty computes the solution in exuct arithmetic in 
4 max(d+, d-) - 2 iterations. 
Proof. If A,, = R, - P,, we have P;‘R, = I,, + P;‘A,, so that it suffices to prove 
that rk(A,) < 4 max(d+, d-) - 2. Write 
A,, = (T’,,(b)TT,.,(b) - T,(ab)) + (T,(ab) - r,(ab)) (7) 
and observe that the first difference of Eq. (7) vanishes except in the north-west 
and south-east corners of maximal size N = max(d+, d-), as we have seen in 
Theorem 3. I. By Eq. (4), the second difference equals a persymmetric Hankel 
matrix whose nonzero elements are concentrated in the leading and trailing 
principal submatrices of order 2N - 1, that is the bandwidth of T, (ub). Then A, 
has a pattern quite similar to the latter, and its rank cannot exceed 4N - 2. 
Now it suffices to invoke a well-known convergence result on the conjugate 
gradient method [20] to prove the thesis. 0 
Remark. No assumption is made in Theorem 3.2 about the condition number 
of T,,,(b). The result is true even though the generating function b(z) vanishes 
somewhere on the unit circle. 
3.2. The fill case 
The preconditioning technique described so far is effective for full Toeplitz 
matrices too: if T,,,(f) is the rectangular Toeplitz matrix generated by the 
function f which is not a polynomial, we still propose to apply the CG method 
to R, = T,,nCf)TT,,,, cf) by using the matrix P, = z,(gf) E F as a precondi- 
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tioner, with g(z) = f(zz’). Th e main difference with respect to the banded case 
is that the eigenvalues of Pi’ T, no longer equal 1 exactly, but they cluster 
around unity. In order to prove this, we need to estimate the norm of a Toeplitz 
matrix in relation to its generating function. 
Lemma 3.1. Let r(z) be a complex-valuedfunction on the unit circle S’ belonging 
to Lm; then the inequality 
II~m,n(r)ll* G lI4x2 
holds, where (Ir((oo denotes its supremum norm on S’. 
Proof. It is a straightforward generalization to the rectangular case of the 
Corollary of Lemma 4.2 in [28]. 0 
We are ready to compare the matrix R, to the Toeplitz matrix T,(gf); the 
following result deals with the more general case where g and f are not related. 
Theorem 3.3. rf f (z) and g( z are Wiener functions, for every 6 > 0 there exist ) 
N,M such that 
Tn,m(g)GJf) - T,(gf) = E:, + E:: 
for all n s@ciently large, with llE{jj2 < E and Ek E SM,N,I. 
(8) 
Proof. Since f (z) and g(z) belong to the Wiener class, for all E > 0 we can define 
polynomials a(z) and b(z) coming from a suitable truncation of the Laurent 
series off(z) and g(z), such that 
l141m G 2llf llco, llbll, G 2ll&~ Ilf - all, < 4 llg - bll, < 6 (9) 
with 6 = c/3(llf (Im + llgll,). The product g. f is also well approximated by 
b . a, since 
llgf - ball, = llgf - w + w - W, G Ilgll,llf - all, + Il4,llg - 41, 
< W& + wllm)~ (10) 
Split now the difference in Eq. (8) as 
T,,&)T,Jf) - C(gf) = E; + F, + G 
with: 
E:, = G,,(b)&,(a) - T,(ba), 
F, = G(ba) - T,(gf ), 
G = Tn,m(g)GJ_f) - G,,(b)T&(a). 
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If the degrees N and M of u(z) and b( z are chosen according to the assump- ) 
tions of Theorem 3.1, we immediately deduce that the matrix EL has the desired 
pattern. Since F, equals the Toeplitz matrix generated by b(z)a(z) - g(z)f(z), 
by Lemma 3.1 and Eq. (10) we have 
II% < Wll, + w-II,)~ 
Finally, we can write 
IlGllz G IIT,dg - ~)ll,IlT,,V)ll, + IIT,,m(~)ll~IlCvCf - ~111~ 
G l/g - uJlfll, + IlaJ- - 4100 < Wll, + 211gllcJ 
in view of Eq. (9). We can so derive that the matrix Ei = F, + G, satisfies 
IIE~II~ G IIEzlh + IlGllz < 3Wll, + Ilsll,) = % 
that completes the proof of (8). 0 
This result is new but has interesting connections with the existing literature. 
A recent theoretical result of Tyrtyshnikov [32] claims that finding EL and Ez 
such that 
rk(EA) = o(n) and llE~I$ = o(n) (11) 
is sufficient to prove that the singular values of T,,,(g)T,,,cf) and T,(gf) are 
“equally distributed” in the sense of Weyl (see [32] for more details). 
The same author provides in [3 l] a different proof for this equal distribution, 
under the more general assumption off and g belonging to L”. On the other 
hand, our relation appearing in the statement of the previous theorem is much 
stronger than Eq. (1 l), and this allows us to obtain a superlinear convergence 
rate for our preconditioning technique, as shown in Theorem 3.4 below. 
Moreover, Theorem 3.3 was already known in the particular case 
n = m, g = l/f [lo], which led to the proposal of preconditioning the Her- 
mitian Toeplitz matrices Tncf) by T,(l/f)-‘. Instead, we want to set here 
g(z) = f (z) in order to prove the clustering of the preconditioned spectrum for 
our CGN method. 
Theorem 3.4. Let f (z) b e a Wiener function with no root on the unit circle; setting 
R, = T,,,,Cf)TT,,,Cf) and P, = z,(lf 12), then the eigenvulues of P;‘R, satisfy the 
clustering property 
VE IN: Vn > N: #{,I E a(Pi’R,): (A - l( 3 E} <N; 
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that is, the CG iterations applied to the system (3) converge to the solution at a 
superlinear rate. 
Proof. Let us study the eigenvalues of the matrix A,, = R, - P,, which is related 
to P;‘R, by the formula P;‘R, = I,, + P;‘A,. If we set g(z) =f(z-‘) in the 
assumptions of Theorem 3.3, we get the splitting 
R, - Tn(V12) = E:, + E; 
with 1jEi1\2 < 6 arbitrary and 
(12) 
E:, = 
whose nonzero blocks have size Nt depending only on 6. 
Since P,, is the correction in the class Y of T,( lf12), it can also be chosen N2 
such that for n 2 N2 
rn(\fl’) -P, = _q + ,q, (13) 
where ]]pi]]2 < 6 and pH vanishes except in the N2 x N2 leading and trailing 
principal submatrices (compare [3]). From Eqs. (12) and (13) it follows 
A,=E;+E;+B:,+ti;, 
rk(El, + En) <N = 2 max(N,, Nz), llEl+ pill2 < 26. 
Sincefis continuous and has no root on the unit circle, the minimum value of 
]fl2 for Iz( = 1 must be positive; this yields the uniform invertibility of P,,, that 
is 
for a suitable constant c (see [3]). 
By the Courant-Fischer minimax characterization and the Cauchy inter- 
lacing theorem [20], it can be deduced that all the eigenvalues of P;‘A, lie in the 
interval (-6, E) with E = 2~6, except N possible outliers. This also proves the 
clustering of (r(P;‘R,) around unity; it then suffices to follow the proof in [13] 
in order to deduce the superlinear convergence rate of the conjugate gradient 
method. ??
By following the terminology used in [32], the statement claims that 
a(P;‘R,) has a “proper cluster” at 1. 
It turns out that the statement of Theorem 3.4 is still valid if we replace P, by 
whatever approximation P,, in the class F giving an error of order e with re- 
spect to the 2-norm. This can be particularly useful if the generating function f 
F. Di Benedetto I Linear Algebra and its Applications 285 (1998) 229-255 239 
is not explicitly known, so that the computation of lfl2 (and the construction of 
P,) cannot be carried out exactly. 
If tk)kcZ 
i, 
are the coefficients of the matrix Tncf), then the Laurent expansion 
of ]f] is given by 
If(z = 2 aj$, aj = E tktk+j, 
j=-cc k=-cc 
we could approximate the desired values {Uj}j=O,,,,,n_I with the truncated sums 
M 
aj = 
c tktkij > 
k=-M 
with M appropriately chosen. The 6,‘s will give the “Toeplitz part” of our 
preconditioner j,, E Y: the approximation error ((P,, - Fn/12 can be made ar- 
bitrarily small by a suitable choice of the truncation level M. 
In fact, since P, and jn both belong to the same algebra we may consider 
118 - Pnllz = m/aXllj(P,) - /zi(Pn>l> 
and the eigenvalues of P, or yn are the discrete sine transform of the values {Uj} 
and {6j}, respectively [3]. Thus, the error affecting 6, controls the 2-norm 
distance between P,, and pn),. 
Finally, observe that all the results of this section also hold if f(z) belongs to 
the Dini-Lipschitz class. It suffices to invoke Weierstrass’ theorem in order to 
find two Laurent polynomials a(z) and b(z) satisfying the inequalities (9) at the 
beginning of the proof in Theorem 3.3, and then to notice that Eq. (13) is valid 
as well [29]. 
4. Numerical results 
In this section we want to test the effectiveness of our preconditioning 
strategy by some preliminary MATLAB experiment. 
It is worth pointing out that we cannot expect our method to be competitive 
with respect to other techniques which iteratively solve a nonsymmetric system 
without using the normal equations. 
For example, the circulant preconditioner proposed in [24] directly ap- 
proximates the nonsymmetric matrix T,t’J); it can so be used in connection to 
the CGS method [30], which often outperforms other methods like CGN. We 
meet the only exception where Tn(jJ is a banded matrix with f vanishing on 
some point of the unit circle: our Theorem 3.2 still holds, while the convergence 
results of [24] do not apply. 
Hence, the following experiments are mainly concerned with least-squares 
Toeplitz problems, by proving that the solution can be computed in a lower 
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number of iterations if the normal equations are preconditioned by a sine 
transform instead of a circulant approximation. In particular, the last nu- 
merical example deals to a regularized inverse problem related to image res- 
toration, where the solution of the normal equations is required. 
In the first three examples, we consider the overdetermined linear system 
Cm,n~ = y whose right-hand side is y = (1,. . . , l)*, for increasing values of n 
and m = 2n: we often set it as a decremented power of two, since in this case the 
(H + 1)-point sine transform underlying the inversion in the F class becomes 
faster. The starting vector is the null vector, and the iterations are stopped 
when IlC,‘,,,(y - Cm,~4112 < lo- . l2 We apply the CGN method with F or 
circulant preconditioning; if C,,, is partitioned as 
the circulant preconditioner is defined as 
Pj" ( ) pi21 ’ 
each P,? being the minimizer of ((P, - CnllF, as firstly proposed by Chan [14]. 
Example 1. C,,, is banded, well-conditioned and generated by 
f(z) = -23 + 22 + 9z + 3 - 22-l - 3z-2 + z-3. 
We sketch in Table 1 below the number of iterations performed by the various 
preconditioning methods. 
The conclusions of Theorem 3.2 give 4max(d+, d-) - 2 = 10: our experi- 
mental results are close enough to such estimate, explaining why the sine 
transform works better. 
Example 2. C,,,n = T,,,(f), where f(z) is the rational function 
1 + 0.72 1 - 0.82-l 
1 - 0.9z + 1 +0.72-l ’ 
the subdiagonal entries of C, decay like 0.9’, so that for small values of n the 
Table 1 
II Circulant 
31 11 17 
63 11 17 
127 11 17 
255 11 16 
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approximation of T,,+ Cf)TTm,,, (f) by T, (If 1’) is not accurate. This explains the 
poor performance of our method for n = 31 (Table 2). 
Example 3. The expression of the kth diagonal ck of C,, is 
( 
l/k2 for k 3 1, 
ck= 2 for k = 0, 
l/k3 for k< - 1, 
C,,,” = T’,nCf) where f is a nonrational Wiener function: our approach keeps 
being superior with respect to circulant preconditioning (Table 3). 
Example 4. C,, = T’(j) where f(z) = (1 - ~)~(2 - z-*)(3 +z-‘); now y is the 
right hand side corresponding to the true solution x = (1,. . . , l)r, and the 
circulant preconditioner is just the optimal approximation to C,,. Our method 
becomes the most efficient for square nonsymmetric systems too, since 
Theorem 3.2 still applies while the assumption r(z)/ > 0 (required by the 
circulant preconditioning) is not verified for every z in the unit circle. In this 
situation it makes sense to compare the F preconditioned CGN method with 
the CGS method, which in the other examples is the best choice for a square 
linear system (Table 4). 
Actually, the number of iterations increases with n due to the ill-condi- 
tioning of C,. 
Example 5. In this example the elements of C, = Y”u) are 
Table 2 
n Circulant 
31 18 13 
63 9 13 
127 6 13 
255 5 12 
Table 3 
n Circulant 
31 10 15 
63 8 13 
127 8 12 
255 8 11 
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Table 4 
n z?- Circulant 
CGS CGN 
31 9 13 19 
63 11 17 25 
127 13 21 35 
255 16 28 51 
ck =-e G -a2k2 if Ikl < 8, ck = 0 otherwise, 
where (r = 401303. 
Setting n = 100, we consider the vector x representing the image plotted in 
Fig. 1; define y = C,,x + q, where q is a normally distributed noise vector 
whose relative norm is 10m3. A plot of y is presented in Fig. 2. 
The matrix C, is very ill-conditioned, so that reconstructing x from y be- 
comes an inverse problem; as an example, see in Fig. 3 the solution directly 
computed from y by a circulant preconditioned CG method. It is therefore 
6 1 
1 
5- 
4- 
3- 
2- 
l- 
o 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 
Fig. 1. 
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-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 
Fig. 2. 
400 - 
200 - 
OG 
-200 - 
-400 - 
i i;l 
Fig. 3. 
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necessary to apply a regularization technique; precisely, we search for the so- 
lution of the normal equations HTHk = HTy where 
H= 
G 
( > fi ’ 
,u being the regularization parameter (0.1 in this case) and L = T,(2 - z - z-‘) 
discretizing the second-derivative operator, in order to make the approximate 
solution 2 smooth enough. 
The CGN method can be applied in connection to the preconditioners 
P, = z,(Vj2) + p2L2 
belonging to r, and 
P, = circ(C,)2 + p2circ(L)2 
where circ(.) is the optimal circulant approximating matrix, as proposed in [8]. 
The iterations were stopped when the relative residual of the normal 
equations became less than 10e3; in Figs. 4 and 5 we report the solutions 
computed by the two methods, after 4 and 8 iterations, respectively. 
As it can be seen, the same precision is obtained by the Y preconditioner in 
fewer iterations. 
6 I I 
-1' I I I I 
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 
Fig. 4. 
F. Di Benedetto I Linear Algebra and its Applications 285 (1998) 229-255 
Fig. 5. 
5. Generalization to block Toeplitz matrices 
In some applications (multichannel signal processing, two-dimensional im- 
age restoration, PDE’s) the elements defining each diagonal of a Toeplitz 
matrix are no longer scalars, but general p x p matrices: this is the classical case 
of block Toeplitz matrices like 
G.?i = G?P-,? co 
. . 
cm-1 . . . &II-n 
with ci = (co’))” _ T.S r;r-1 - 
For such matrices too, one can naturally define a generating function in 
terms of its diagonals: the main complication consists of the range of the 
function. In fact, its values don’t belong to the complex scalar field, but to the 
algebra of complex p x p matrices. Precisely, Cm,n is associated to the function 
f: S' -+ Cpxp if
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.fll I c, ,<+cx, (15) 
j=-m 
and the equality f(z) = CT=:, z’cj is componentwise fulfilled. If so, we still use 
the notation &, = Tm,ncf). 
A sensible simplification arises when the blocks defining the diagonals of a 
block Toeplitz matrix have in turn a strong structure: this is the case of doubly 
Toeplitz matrices [22,25] characterized by the pattern 
co . . . C-,+1 
cj.O c,,-1 . . cj,-p+l 
. . 
. 
cn,n = Cj = cj.l Cj,O ’ . 1 Cm-n CO > 
. . cj,-l 
. . 
ii ... :.. Cjp-1 “’ ci,l I 
,C,_l *.. cm-i? cj.O 
If we consider the generating function of such a matrix, we obtain a function 
f : s’ -+ 6yxp whose range is contained in the subspace of p x p Toeplitz 
matrices. That is, for every z E S’ the matrix f(z) is Toeplitz itself and, of 
course, we could associate to it a scalar generating function 4(z, .) : S’ + C, 
depending on z. 
It is more practical to view 4 as a bivariate function going from S’ x S’ to @ 
and to say that C,>, is directly generated by 4(z, w), by writing C,,E = Tm,n,p[$] 
(or simply Tn,P[~] if m = n). 
Clearly, C,,n is completely determined by the two-dimensional sequence 
{cj,k}, whose entries represent the Fourier coefficients of 4: 
1 
ci,k = 4712 4(e~, eiy)e-itix+ky) & dY, 
2 
9 being the square [-rc, rc]’ in R2. In this case, we still refer to 4 as a Wiener 
function. 
5.1. Structure properties 
We point out that most of the results presented in the previous section about 
the structure of the product of Toeplitz matrices are directly extendable to the 
block case. Moreover, if the Toeplitz pattern is present in the inner blocks too, 
such results can be re-stated in a particular form in order to exploit the ad- 
ditional information. 
For example, the proof of Theorem 3.1 does not care about the nature of the 
elements of T,,,(a) and T,,n(b), it still holds if such entries belong to a generic 
noncommutative algebra. It suffices to replace the ordinary transpose by the 
block transpose 
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( 
co . . . cm-, , . . Gl-1 
tyn = i . . . . . . ; 
c-,+1 . . . co . . . G-II 1 
if &, is given by Eq. (14). 
The new statement becomes 
241 
Theorem 5.1. Ifa and b( z are p x p matrix Laurent polynomials such that ) 
a(z) = u_NZ-N + . . . + a0 + . . . + u,$.fP 
b(z) = b_Mz-M + . . . + b. + . +. + bNfl, 
then T,(a . b) and T,,m(a) ’ T,,,(b) differ by a @M>,v~ matrix. 
In the doubly Toeplitz case, we obtain the following version. 
Corollary 5.1. Let CI(Z, w) and j?(z, w) be scalar functions defined as 
U(Z, W) = C Uj,kzid, B(Z, W> = C bj,dd; 
-N<,<M -M<,6N 
-LCkhK -K<kCL 
then the dl&%;;F; Tlk;D] - Tn,,,,&] . Tm,,,JP] can be written as El + E2, where 
EI E BM,N,p 2 K,L,n' 
Proof. For all z E S’, let a(z), b(z) be the p x p Toeplitz matrices 
a(z) = Tp(+, .)), b(z) = Tp(B(z, .)), 
these are matrix polynomials satisfying the assumptions of Theorem 5.1. It 
follows 
K(a . b) - L&l . Tm,n,p[P1 = EI, (16) 
with El E %4,Np, since T,,,(a) = Tn,,&] and T,,,(b) = Tm,n,P[p]. Moreover, 
Theorem 3.1 can be applied for each z to the product u(z) b(z) 
Tp(a(z, .) B(z, -1) - 4.4 . b(z) = 44, (17) 
where e(z) E 9 K,L,i. Taking the two members of Eq. (17) as generating func- 
tions of suitable block Toeplitz matrices yields 
T,,&. PI - T,(a + b) = T,(e) 
with T,(e) E A#&, by construction. By recalling Eq. (16) we get the thesis 
K,& . Bl - L&4 . G,ns[P1 = 4 + E;, 
where E2 = T,(e). 0 
A slight complication arises when we go to examine full matrices. In order to 
reduce our study to the banded case, we need a generalization of Lemma 3.1 
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allowing us to estimate the norm of a block Toeplitz matrix in terms of the 
p x p matrix function that generates it. Assume that r : S’ -+ Cpxp satisfies 
Eq. (15); define the quantity 
Illrlll := ~$l+)llz7 (18) 
it is not difficult to check that 111 . 111 .1s a sub-multiplicative norm on matrix 
functions. We are now ready to prove the extension of Lemma 3.1. 
Lemma 5.1. Let r(z) be a matrix-valued function defzned on the unit circle 
satisfying the condition (15). Zf I ) (r( I I ’ d ji IS e ne as in Eq. (18), then the inequality d 
II~m,n(r)ll* G lllrlll 
holds. 
Proof. Since T,,n(r) is generated by r(z), we have the following integral 
representation for the block rj of T,+(r) 
1 77 
ri =2n s 
r(ei6)e -ti@ de, j=-n+l,...,m-1, (1% 
--li 
where the equality is satisfied componentwise. 
In the following, assume that every vector of np elements be partitioned 
according to the block pattern of T,,,(r) 
u = (“(0) . .“(n-‘))*, UCk) = (U@ . . . U+I)T. 
We may derive from Eq. (19) an integral expression for the element vj,h of the 
vector T,,,(r)u: 
= -& ( [r(eiO)u(eie)]h, eti’); 
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(., .) is the hermitian scalar product in L2(S1), u(e’“) is the vector trigonometric 
polynomial CiIi dk)eiRB, e(f) is the jth orthonormal function (1 /a)e@. 
The squared norm of the vector T,+(r)u can then be computed as 
having applied the Bessel inequality to the expansion of [r(ei”)u(ei”)lh with 
respect to the trigonometric basis. 
Moreover, 
& 511 [r(ei”)u(ei”)jh l/f2 = -$zJ ( [r(ei”)“(ei”)jh I2 do 
h=O h=O 
--I( 
1 =P-l 
=- 
2n SC 
h=O 1 [r(ei")u(ei")lh I2 d0 
-77 
(21) 
by the definition (18). 
The last integral can be manipulated as 
by Pythagoras’ theorem, the inner L2-norm is equal to c;iA I&12. Recalling 
Eqs. (20) and (21) we deduce 
IITm>n(rM1* z 6 &12 -2n~~bk.,12 = bli’. bll; 
I=0 k=O 
for every vector u, which proves the thesis. 0 
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If f,g: s’ -+ FXP are arbitrary functions in the Wiener class, it is now 
straightforward to parallel the proof of Theorem 3.3 in order to get the fol- 
lowing generalization. 
Theorem 5.2. For every E > 0 there exist N,M, v such that for n 2 v 
G,,,,(g) . TmJf) - T,(g . f) = E’ + E”, 
where IjE”1\2 < E and E’ E 9_?M,Ng. 
Corollary 5.2. If ~(z, w) and $( z, w are Wiener functions, then for every E > 0 ) 
there exist N, M, K, L, v such that for n,p 2 v 
Tn,m,p[~l . GvsMl - T,,pb .$4 = EI + -5 + E3, 
with El E BM,N,~, E2 E g&n and llE31)2 < E. 
Proof. Define g(z) = T,(y(z, .)), f(z) = Tp(4(z,.)): they satisfy Eq. (15). We 
can apply Theorem 5.2 to T,(g . f) obtaining 
Tn,m,pM . L,p[d4 - G(g.f) = E’+E” (22) 
with E’ E BM,N,p and ((E”jI, < e/2. Moreover, the same theorem gives 
g(z) . f(z) = Tp(~(z, .) . 4(z, .)I + Ed (4 + 44 
with ei(z) E gKC,, and lje2(z)l12 < e/2 for all z, whence Ille2111 < e/2 by defini- 
tion (18). Thus 
T,(g .f) = Tn,p[~. 41+ T,(el) + T,(e) (23) 
where T,(el) E a&n and IIT,(e2)l12 6 Ille2111 < e/2 by Lemma 5.1. By Eqs. (22) 
and (23) we deduce the desired relation, by setting El = E’, E2 = T,(el) and 
E3 = E” + T,(e,). 0 
5.2. The block preconditioner 
The preconditioning in the F class remains effective in the two-level setting. 
The basic idea still consists of finding a suitable approximation to the “normal 
equations” matrix Ci,C,,,,,. Recall from Section 2 that our preconditioner 
P, E Y-n,p must have a ‘quadrantally symmetric pattern, which is equivalent to 
the condition 
P, = q&I] with O(Z, w) = B(z-‘, w) = O(z, w-l), (24) 
for a suitable Wiener function 6. Let us study the structure of Cz,nCm,n by using 
the results of the previous section 
C:.,Cm,, = T,,m,&l . Gv&% (25) 
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where 4(z, w) is the bivariate generating function of the doubly Toeplitz matrix 
C,,,n and $(z,w) = 4(z-’ , w-I), as it can be easily checked, generates the 
transpose. 
By Corollary 5.2, the right-hand side of Eq. (25) can be written as 
where El and E2 are sparse and the norm of E3 can be taken arbitrarily small 
(or zero in the banded case). Thus, the natural definition of P, should be the 
following 
it is then evident that P, is well defined if the condition (24) is verified for 
% w) = NZ> &H- > w-‘). For this, it suffices to assume that 
Vj: Cj = CJT, (26) 
i.e. the matrix C,,n is symmetric at the inner level; this implies 
+(z, w) = 4(z, w-l) whence the condition (24) for 8. The hypothesis (26) is not 
too restrictive, being very common in practice. 
Moreover, the positive definiteness of P,, is ensured by the nonnegativity of 
its generating function, according to the properties recalled in Section 2: in 
fact, 
@, w) = 4(z, +$(z-’ ,w-‘1 = ~(Z,~)~(Z,~) = I#@, w)l’ 
for all z, w on the unit circle. In particular, P, and T,g[8] are both well-condi- 
tioned if 4 does not vanish on any point of S’ x S’ . 
We can start to analyze the banded case: let R, = Ci,,C,,,, and assume that 4 
be a bivariate polynomial. 
Theorem 5.3. Let #(z, w) = cr~~;2; cj,kzjwk; then . . 
P,-‘R, =I,,+E, 
with rk(E,) < (M + N)p + (K + L)n. 
Proof. Define A, = R, - P,, and observe that 
the two terms both belong to aMflNs + @??,“, by Corollary 5.1 and ([17], 
Theorem 3.2), respectively. Recalling that P;‘R, = Z, + A,,, the thesis fol- 
lows. ??
Corollary 5.3. The CG method applied to the normal equations (3) with 
preconditioner P,, converges in exact arithmetic within O(n +p) iterations. 
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Finally, when P,, is well-conditioned we have the clustering of the spectrum 
of P;‘R, around the unity: the proof is based on Corollary 5.2 and ([17], 
Theorem 3.3). 
Theorem 5.4. Let $(z, w) be a Wiener function without zeroes on S’ x S’. If C is 
the spectrum of Pn-‘R,, then 
VE > 0 3:&p 2 v #{A E E )A - 11 3 E} 6 O(n +p). 
According to the notions introduced in [32], the statement above implies the 
existence of a “general (or weak) cluster” at 1 for C. Notice the difference with 
respect to the scalar case, where the cluster is “proper”: in the block setting we 
cannot prove a superlinear convergence result for the preconditioned CGN 
method. 
Example 6. We report from [ 161 a block version of the experiment performed in 
Example 5. Here C,,,n = T’,n,P[$] E R4096x4096, with 
$(z, w) = c e-“~‘~*-tk2)ZiWk and m = n = p = 64. 
lil.lkl $8 
Now x represents the 2-d image of 64 x 64 pixels given in Fig. 6, q is chosen as 
in Example 5 in order to get the blurred and noisy image y = cZ,,,~X + q plotted 
in Fig. 7. 
Define 
4. 
3. 
2. 
1. 
0 
80 
80 
Fig. 6. 
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Fig. 8. 
where p = 0.1 is the regularization parameter and I is the identity matrix (in 
this way we control the size of the solution). If we solve the normal equations 
HTH% = HTy by the CGN method with the preconditioner 
after 13 iterations we obtain the reconstruction shown in Fig. 8 and a residual 
error reduced by a factor 10e3. 
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