As a quadrature rule the numerical steepest descent method is very efficient for computing highly oscillatory integrals with analytic integrands. In this paper we show that the method can also be applied to compute oscillatory singular integrals of the form
Introduction
Consider a singular oscillatory integral of the form
where −∞ < a < b < c < ∞ and f (z) is of exponential order as (z) → ∞, non-oscillatory, and analytic function on the strip B = {z ∈ C : a ≤ (z) ≤ c, (z) ≥ 0}.
Here f (z) is of exponential order as (z) → ∞ means that there exist positive constants m and M such that |f (x+iy)| ≤ Me m|y| holds for all y ≥ 0. This type of integrals arises in many applications in engineering, and applied sciences.
For α = β = δ = 0 the integral (1) becomes an ordinary Fourier integral and therefore can be efficiently approximated by one of the methods for highly oscillatory integrals such as Levin-type method, Filon-type method, the asymptotic method, or the numerical steepest descent method. For these and other methods for oscillatory integrals, see, e.g., [1, 2, 4, 5, 6, 7, 8, 9] and the references therein. If at least one of the parameters {α, β, δ} is negative, neither Levin-type method nor Filon-type method is suitable for the evaluation of this integral.
Let
If x ∈ [a, c] and the parameters α, β, δ are negative, ψ is a real valued function defined on [a, c]\{a, b, c}. A modification of the steepest descent method [7] proposed by R. Chen in [1] can not be applied to the integral (1) since ψ(z) is nowhere analytic in the complex plane. In the next section choosing an appropriate path in the complex plane we give a modification of the steepest descent method for fast computation of (1). We also give a Mathematica [11] code for automatic implementation of the method.
Note that if the frequency ω is small, say ω < 20, then Gauss-Jacobi quadrature rule [3] , which can be applied over the subintervals [a, b] and [b, c] , may be more efficient than the method presented in this paper. In this case and for moderate values of ω the double exponential method [6] may also be applied to the integral on each of the subintervals 
An appropriate numerical method for (1)
The integral (1) can be written as where
Now consider Figure 1 and closed contour CL = 6 k=1 C k , where 
and
for ω > m, where the orientation of CL is taken as shown in Figure 1 .
Proof.
Since the integrand is analytic on CL and inside the region bounded by CL, the first result is a direct consequence of Cauchy-Goursat Theorem.
For the second result we have to show that the integral over each quarter circle centered at a and b respectively tends to zero as r → 0, and that the integral over the top side of the left rectangle in Figure 1 tends to zero as R → ∞.
On the quarter circle centered at a we have
where F is a continuous function of r and t. Since α > −1 and the integral of F is continuous with respect to r, the limit of the right hand side (and hence the left hand side) of the above inequality for r → 0 is zero. The same conclusion is obtained for the integral along the quarter circle C 3 . On C 5 , taking z = t + iR in the corresponding integral we have
and sufficiently large R, taking the limit as R → ∞ we obtain the desired result. Now using the above results and the parametrization for each of C 2 , C 4 and C 6 we obtain the second result of Lemma. Q.E.D.
A similar result is obtained for the integral I 2 [f ] . In this case we use the right panel of Figure 1 as the contour for the integral. Combining these two results we obtain the result in the following theorem. [3] . If we use the n-point Gauss-Laguerre rule for each integral, we need 3n integrand evaluations to get an approximation to I[f ]. For automatic calculation of these integrals by the Gauss-Laguerre rule and to obtain an approximation to the original integral I[f ] we give a Mathematica program in the next section. Note that each integral in the theorem can also be calculated by a modified version of the double exponential method [10] , which is denoted by DoubleExponentialOscillatory in Mathematica. Here AbsError is the magnitude of difference of two results obtained by the n-point and (n + inc)-point Gauss-Laguerre rules. The above results show that the 3-point Gauss rule for each integral is sufficient to obtain a 16-digit accurate result for the given integral. Actually, the program with the use of 3 × 3 = 9 integrand evaluation yields an approximation to the integral with |error| ≈ 3. × 10 −27 . The last row in the output given above shows the execution time in seconds, for this example it is equal to 0.016.
Theorem 2.2 The integral given by (1) can be written in the form
I[f ] = i α+1 e iωa ω α+1 ∞ 0 (b − a − it ω ) β (c − a − it ω ) δ f (a + it ω )t α e −t dt + [i β+1 + (−i) β+1 ]e iωβ ω β+1 ∞ 0 (b − a + it ω ) α (c − b − it ω ) δ f (b + it ω )t β e −t dt + (−i) δ+1 e iωc ω δ+1 ∞ 0 (c − a + it ω ) α (c − b + it ω ) β f (c + it ω )t δ e −t dt.
A Mathematica program for the method

Numerical results and comparison
Consider the integral
We computed this integral using singNSDM taking {prec=16, dig=32, inc=1} and NIntegrate's DoubleExponential method taking {AccuracyGoal=16, WorkingPrecision=32}. Table 1 shows the required number of integrand evaluations, N f , and the execution time in seconds for ω = 10, 10 2 , 10 3 , 10 4 . Integrand evaluations for the error estimation is also included in N f . Observe that for low frequency, ω = 10, the execution time for both methods is nearly equal but for larger frequencies the double exponential method (DoubleExponential) requires much more time and function evaluations than our method. This is an expected behavior of the steepest descent method since the asymptotic order of the method is equal to 2n, i.e.,
. In other words, as frequency increases the number of function evaluations required for the steepest descent method decreases.
Note that singNSDM with {prec=14, dig=16} also yields correct results, correct to (at least) 14-digit accuracy. As the parameters approach to −1 it gives accurate results too. We have observed that DoubleExponential in Mathematica (v.8.0) usually fails when the parameters are in (−1, −9/10]. We also computed each integral in Theorem 2.2 using NIntegrate's DoubleExponentialOscillatory method [11] , which is a modified version of the double exponential method for infinite range oscillatory integrals. The results are shown in the last two rows of Table 1 . Our method is also suitable to obtain very high precision approximations. For example, with {prec=600, dig=1100} singNSDM produced a 1000-digit accurate approximation to I 1 (−1/2, −9/10, −1/4, 10 6 ), in 14 seconds on our PC. For this computation singNSDM used 112 × 3 + 115 × 3 = 681 integration points.
Conclusion
Using well-known contour integration technique we have developed a method for the evaluation of a certain class of highly oscillatory singular integrals. The examples given in this paper and our other numerical experiments have shown that the proposed method requires less integrand evaluations and execution time than the double exponential method and its modification. Moreover it is stable, easy to implement on a computer, and does not require any derivative computation. It is obvious that the proposed method can be generalized to compute integrals of the form
Finally, the Mathematica program given in this paper is very useful for the implementation of the method. Similar programs can easily be developed in FORTRAN, C, Matlab, or Maple.
