Two kinds of methods will be used: (i) those based on the structure of singularities of the solutions (Painlevé analysis [11] ), (ii) those based on the growth of solutions near infinity (Nevanlinna theory [27] ). We will not use here methods based on Lie symmetries.
These two methods present an important difference: Painlevé analysis always considers the general solution (or particular solutions, i.e. obtained from the general solution by assigning numerical values to the integration constants) and only assumes singlevaluedness, while Nevanlinna theory considers particular solutions (which may be the general solution) and always assumes meromorphy on C. However, the synergy of these two methods is considerable, the main achievement being that, under mild assumptions, any solution meromorphic on C is necessarily elliptic or degenerate elliptic and hence it allows one to find all meromorphic solutions.
As compared with previous tutorial presentations of ours [10] [11] [12] [13] [40] this short paper insists on the following features.
The reason why elliptic functions (one should say the elliptic function because they are all equivalent under birational transformations) are privileged is that they are the only functions defined by irreducible (i.e. not linearizable) first order algebraic ODEs. They are therefore the natural building blocks for representing a wide class of particular solutions of ODEs of higher order.
Second order equations and meromorphic functions
Irreducible second order first degree ODEs in the class
with F rational in u ′ and u, analytic in x, have the property that all their movable singularities are poles [32] . Note that, if the dependence on u is algebraic, there exist equations with movable isolated essential singularities in their general solution. Therefore, elliptic functions naturally occur at first order, and meromorphic functions at second order.
Insufficiency of the truncation methods
Let us now explain why the so-called "truncation methods" cannot achieve our goal (to find all singlevalued solutions).
The four types of expressions considered up to now obey the sequence of inclusions multivalued ⊃ singlevalued ⊃ meromorphic ⊃ elliptic ,
and this sequence admits an important group of invariance. Homographic transformations are the unique bijections of the analytic plane C. Each of the four above mentioned subsets is invariant under homographies (on the condition to consider holomorphic functions as particular meromorphic functions, so that for instance the transform U of u = 1/x by u = 1/U is meromorphic).
Therefore, any method claiming to possibly find all singlevalued solutions must be invariant under homographies.
Truncation methods 2 are the main class of methods able to find singlevalued particular solutions. Their common feature (see the summer school lecture notes [7] ) is to assume the unknown solution to belong to a given class of expressions, for instance polynomials in tanh(kx) and sech(kx) [8] . They essentially rely on the pioneering work of Weiss, Tabor and Carnevale [39] . Although very successful to find some solutions, they miss by construction any solution outside the given class. For instance, if one considers the rational trigonometric function
and builds the first order ODE which it obeys (this is a common way to construct examples),
then no assumption u polynomial in tanh(kx) can succeed to find its solution.
One immediately notices the reason for this failure: this is the noninvariance of these truncation methods under homographies.
It is therefore necessary to build a method invariant under homographies.
Up to now, we do not know of a method able to find all singlevalued solutions, but there do exist methods to possibly find all meromorphic solutions, this is the subject of the present chapter.
A simple pedagogical example
Let us first outline the method on a very simple example.
The Kuramoto and Sivashinsky (KS) equation
with (ν, b, µ) constants in R, admits a travelling wave reduction defined as
in which A is an integration constant. It has a chaotic behavior [28] , and it depends on two dimensionless parameters, b 2 /(µν) and νA/µ 3 . It admits only eight meromorphic solutions, which are all elliptic or degenerate of elliptic, 1. one nondegenerate elliptic solution [19, 25] with codimension one,
2. six degenerate elliptic solutions rational in one exponential [24] with codimension two,
detailed in Table 1 ; 
Let us prove that no more meromorphic solutions exist. 
Outline of the method
The successive steps of the method, to be detailed soon, are 1. Count the number of different Laurent series of u.
2. Apply a useful result of Nevanlinna theory, known as Clunie's lemma to show that u has infinitely many poles if u is nonrational.
If in addition the number of Laurent series is finite (which follows from the non-existence of positive Fuchs indices), one can prove that any meromorphic solution is elliptic or degenerate elliptic.
3. If the solution is nondegenerate elliptic, compute its closed form, for instance by its Hermite decomposition.
4. If the solution is rational in one exponential e kx , with k unknown, then its closed form is again provided by its Hermite decomposition.
5. If the solution is rational in x, then its closed form is provided by the classical partial fraction decomposition.
Before proceeding, let us mention the main contributions to the method, in chronological order: [30] , [23] , [18] , [12] , [13] , [17] . We would also like to reiterate that this method (originated from Eremenko's work [18] ) allows one to find all meromorphic solutions if they exist.
Let us now detail the successive steps on our pedagogical example.
Step 1. Counting the Laurent series
Taylor series are here excluded. One applies the method of Kowalevski and Gambier [6] to look for all algebraic behaviours
in which p is not a positive integer. This defines the unique dominant behaviour p = −3, u 0 = 120ν, obtained by requiring the terms νu ′′′ and u 2 /2 to both behave like the same power χ q , here q = −6. Next, one must compute the Fuchs indices [11] of the linearized equation near this triple pole. This is a classical computation, which can be detailed as 
where χ = x − x 0 and it is unique (no arbitrary coefficient enters the series); consequently, for each set of arbitrary values of ν, b, µ, A, there exists at most one one-parameter singlevalued function solution of (9).
Step 2. Clunie's lemma
This is a very useful lemma in Nevanlinna theory to show that certain transcendental (i.e. nonrational) meromorphic function has infinitely many poles. This theory uses a specific vocabulary which we will not detail here, referring to the book [27] . Combined with the finiteness of the number of Laurent series, its main conclusion is that "meromorphic implies elliptic or degenerate elliptic".
Lemma 1 (Clunie's lemma). Let f (z) be a nonrational meromorphic solution of
where n is a nonzero positive integer, P and Q are polynomials in f and its derivatives with meromorphic coefficients {a λ |λ ∈ I}, such that for all λ ∈ I, m(r, a λ ) = S(r, f ), where I is some known index set. If the total degree 3 of Q as a polynomial in f and its derivatives is less than or equal to n, then
Equation (9) does fit (18), with n = 1, P = u, Q = −2(νu ′′′ + bu ′′ + µu ′ + A), and all its coefficients obey the smallness assumption of the lemma because they are constant. Hence, it follows from Clunie's lemma that m(r, P ) = m(r, u) = S(r, u). By the First Main Theorem of Nevanlinna theory ( [27] ), one can deduce that u must have infinitely many poles {z n } if u is a transcendental meromorphic solution of (9) . Notice that if a meromorphic solution u has a pole at a, then u(z + z n − a) is also a meromorphic solution with a pole at a because the ODE (9) is autonomous. Then a simple demonstration [13] , which essentially assumes the number of Laurent series to be finite (which is our case), proves that any meromorphic solution must be periodic and hence elliptic or degenerate elliptic. Remark 1. Using this method, one can prove that for a large class of n-th order autonomous algebraic ODEs, their meromorphic solutions must be elliptic or degenerate elliptic (see [31] ). The method fails if there is a positive Fuchs index and hence one cannot conclude the finiteness of the number of Laurent series. In such cases, it is possible to have meromorphic solutions which are neither elliptic nor degenerate elliptic (see Lemma 4.5 of [16] ).
The remaining work is now to obtain all these solutions in closed form. 
Hermite decomposition
The classical decomposition of a rational function as a finite sum of poles has been extended by Hermite to rational functions of one exponential, nondegenerate elliptic functions and even to elliptic functions of the second and third kinds [20] . It fits our goal (to find closed forms) for two reasons: it is a finite expression and therefore closed form, it makes use of the singularity structure established in Step 1. Let us recall these results of Hermite, a nice account of which can be found in a review by Paul Appell [1] .
Given a function u(x) which is elliptic or degenerate elliptic, its partial fraction decomposition (Ref. [21] in the elliptic case, Ref. [20, pages 2, 321, 352, 365] in the trigonometric or rational case) is the sum of two parts: the principle part (sum of the principal parts at the poles) and the regular part (an entire function). If one requires both parts to be elliptic or degenerate elliptic, then the entire function can only be a constant (elliptic case), the sum of a polynomial of e kx and a polynomial of e −kx (rational of e kx case), a polynomial of x (rational case), and the decomposition is unique,
rat(e kx ),k = 0 :
in which ζ is the function introduced by Weierstrass(ζ ′ = −℘), N is the number of poles in a period parallelogram, x j the affixes of the poles, n j the order of the pole
Note that each elementary unit (élément simple) has by convention one simple pole of residue unity at the origin.
The c jq coefficients are in one-to-one correspondence with the coefficients of the principal part of the finitely many Laurent series established in Step 1.
Step 3. Nondegenerate elliptic solutions
In our example (9), since there is only one pole (N = 1), the constraint that the sum of residues of the Laurent series should vanish imposes b 2 = 16µν. The closed form of Hermite is then
and a straightforward computation yields (10). 
Step 4. Solutions rational in one exponential
In the closed form (21), a simple computation (we will come back to it later) first shows that the entire part reduces to a constant, yielding the closed form, (24) and there only remains to compute k 2 , the constant and the possible constraints on the fixed parameters ν, b, µ, A. The output is the six codimension-two solutions (11) and Table 1 .
Step 5. Rational solutions
Finally, the decomposition (22) of rational solutions reduces to
which yields the unique codimension-three solution (12).
3 Lessons from this pedagogical example
On truncations
1. This example (9) is too simple in the sense that truncation methods also succeed to achieve the full results. Indeed, if one assumes the truncation [19, 25] 
and eliminates the derivatives of ℘ with
the left-hand side of (9) becomes an expression similar to (26), i.e. a polynomial in ℘, ℘ ′ of degree one in ℘ ′ , (28) and the resolution of the six determining equations E j,k = 0 yields the unique solution (10) .
Similarly, the trigonometric assumption if which τ is defined so as to have one simple pole of residue unity,
generates the seven determining equations
whose solutions are the six trigonometric solutions (case S = 0 and τ = k 2 coth k 2 (x − x 0 )) and the rational solution (case S = 0 and τ = 1/(x − x 0 )). 2. A contrario, the example (7), built to escape the truncation methods, is easily integrated by the above procedure. It admits two Laurent series with equal residues (χ = x − x 0 ),
it fits Clunie's lemma (n = 3,
, and its two-pole Hermite decomposition with a constant entire part is,
One then identifies the Laurent expansion of (33) near x = x 1 (resp. x = x 2 ) to the Laurent series (32) with ε = 1 (resp. ε = −1). This yields c 0 = 0, k 2 = 4, tanh 2 ((x 1 − x 2 )/2) = −2 or −1/2 (remember that tanh and coth only differ by a shift).
On positive integer Fuchs indices
Let us explain on an elementary example why positive integer Fuchs indices harm the procedure. Given the ODE with a meromorphic general solution [5] ,
the question is to integrate this ODE with the Hermite decomposition, in the rational case to simplify. Since it admits the two sets of Laurent series (χ denotes x − x 0 , with x 0 movable), 
which is unpleasant, although one of these decompositions does succeed. One way out is to look for a first integral of (34) associated to the positive Fuchs index 1. Such a first integral K does exist in the present case, it is easily obtained with the assumption (41) below with m = 2,
it admits finitely many (two) distinct Laurent series,
and none of them admits the suppressed positive Fuchs index. This defines two admissible Hermite decompositions,
and one of them (N = 2) succeeds to represent the general solution.
Remark 2. Once reduced to its first integral (37) , this example is similar to the previous one (two Laurent series only).
Another characterization of elliptic solutions: the subequation method
If one knows (or assumes) that the solutions of the given N -th order ODE are elliptic, the structure of its polar singularities allows one to characterize each such solution by a first order ODE, which will still remain to be integrated. This is the subequation method [30, 12] , based on two classical theorems of Briot and Bouquet, which we first recall.
Definition 4.
Given an elliptic function, its elliptic order is defined as the number of poles in a period parallelogram, counting multiplicity. It is equal to the number of zeros.
Theorem 1.
[3, theorem XVII p. 277]. Given two elliptic functions u, v with the same periods of respective elliptic orders m, n, they are linked by an algebraic equation
with deg(F, u) = order(v), deg(F, v) = order(u). If in particular v is the derivative of u, the first order ODE obeyed by u takes the precise form • it must have the form (41),
• its general solution is either elliptic (two periods) or rational in one exponential e kx (one period) or rational in x (no period) (successive degeneracies
Remark 3. Equation (41) is invariant under an arbitrary homographic transformation having constant coefficients, this is another useful feature of elliptic equations.
The algorithm of the subequation method is the following.
Input: an N -th order (N ≥ 2) any degree autonomous algebraic ODE
admitting at least one Laurent series
Output: all its elliptic or degenerate elliptic solutions in closed form. Successive steps [30, 11] :
1. Enumerate the pole orders m i of all distinct Laurent series (excluding Taylor series). This is Step 1 section 2.2. Deduce the list of elliptic orders (m, n) of (u, u ′ ), with m equal to all possible partial sums of the m i 's. For each element (m, n) of the list, perform the next steps.
Example 1: the ODE (9) admits only one series u with a triple pole, therefore (m, n) can only be (3, 4) . 
therefore the list of elliptic orders (m, n) is (1, 2), (2, 4).
2. Compute J terms in the Laurent series, with J slightly greater than (m + 1) 2 .
3. Define the first order m-th degree subequation F (u, u ′ ) = 0 (it contains at most (m + 1) 2 coefficients a j,k ),
4. For each Laurent series (43) whose elliptic order m i contributes to the current sum m, require the series to obey F (u, u ′ ) = 0,
and solve this linear overdetermined system for a j,k .
5. Integrate each resulting first order subequation F (u, u ′ ) = 0. This can be achieved either by the Hermite decomposition (section 2.4 above), or section 5 below.
Remark 4. The fourth step generates a linear, infinitely overdetermined, system of equations F j = 0 for the unknown finite set of coefficients a j,k . It is quite an easy task to solve such a system, and this is the key advantage of the present algorithm.
Tutorial examples
The travelling wave reduction of the Korteweg-de Vries (KdV) equation
admits an infinite number of Laurent series (notation χ = x − x 0 ),
In the infinite list (m, n) = (2k, 3k), k ∈ N, let us start with k = 1 and define (step 3) This generates (step 4) the linear overdetermined system (47),
whose unique solution is
Therefore U 4 and U 6 are interpreted as the two first integrals of (48), and they are generated by the method. Consider a second example which requires no computation,
whose Laurent series are (45), defining a list (m, n) made of two elements, (1, 2) and (2, 4).
Step 4 generates the constraint c = 0 for (m, n) = (1, 2) and no constraint for (m, n) = (2, 4).
Step 5 yields the general solution in each case, respectively a coth function (c = 0) and a Jacobi elliptic function (c = 0). For the application to KS ODE (9), see [12] .
An alternative to the Hermite decomposition
This section only applies to first order autonomous equations which have the Painlevé property, such as (41) , and it represents its elliptic or degenerate elliptic solution with a closed form different from that of Hermite. A classical 19th century result due to Picard [37, §33] states that, if an algebraic curve F (u, v) = 0 can be parametrized by functions u and v meromorphic on C, then the genus can only be one or zero.
If the genus is one (nondegenerate elliptic case), there exists a birational transformation between (u, v) and (℘, ℘ ′ ),
thus generating the representation (1) of the elliptic function u. If the genus is zero (degenerate elliptic), the algebraic curve F (u, v) = 0 admits a proper rational parametric representation,
and the condition du/dx = v yields for t either a rational function of one exponential e kx or a rational function of x. Both cases are implemented in the package algcurves written by Mark van Hoeij [22] in the computer algebra language Maple.
The genus one case is processed as with(algcurves); load the package genus ((52),u, u ′ ); check that genus is one Weierstrassform ((52),u, u ′ , ℘, ℘ ′ ); the last command yielding the four formulae (54), the first one being the desired answer.
In the genus zero case, the statement parametrization ((37),u, u ′ , t); answers (K = 1),
Remark 5. The output (54) of Weierstrassform is returned modulo the addition formula of ℘ and thus may not be simplified enough. For instance, Weierstrassform
while the simplest answer is u independent of ℘ ′ and homographic in ℘.
The important case of amplitude equations
Let us denote A(x, t) a complex amplitude depending on the time t and on one space variable x. We consider two amplitude equations, i.e. partial differential equations obeyed by the complex amplitudes. In the following, p, q, r denote complex constants, and γ a real constant. These equations are: the one-dimensional cubic complex Gingburg-Landau equation (CGL3)
the one-dimensional cubic-quintic complex Gingburg-Landau equation (CGL5)
We will also use the real notation
These equations are generic equations for slowly varying amplitudes, with many physical applications (pattern formation, superconductivity, nonlinear optics, . . . ), see the reviews [2, 36] . In most physical applications, the quintic term r|A| 4 A is zero. Only when the cubic term fails to describe the required features (bifurcation, stability, etc) is the quintic term necessary. We will only consider the most interesting (and most challenging) physical situations, i.e. the so-called "complex case" in which q/p (CGL3) or r/p (CGL5) is not real. Moreover, we will discard the plane wave solutions
because they don't capture the nonlinearity. Since these two PDEs are autonomous, they admit a traveling wave reduction, i.e. a reduction to an ordinary differential equation (ODE) in the independent variable ξ = x − ct, with c an arbitrary real constant.
Physicists prefer to represent the complex amplitudes by their modulus and phase, and therefore to define the traveling wave reduction of (59) by two real variables M (ξ), ϕ(ξ),
From a mathematical point of view, the search for solutions becomes much simpler if one chooses a different representation for the complex amplitudes. One first represents the traveling wave reduction by one complex function a, A(x, t) = a(ξ)e −iωt , A(x, t) =ā(ξ)e iωt , c and ω ∈ R, pa ′′ + qa 2ā + ra 3ā2 − ica ′ + (ω − iγ)a = 0 and complex conjugate (c.c.)
Then, after introducing the logarithmic derivative,
the optimal system to be considered is the closed system made of,
and its complex conjugate,
The further elimination of the modulus M between (65) and (66) defines a single third order ODE for the logarithmic derivative U . We will not write explicitly this equation, simply referring to it as (66U ).
Remark 6. This single ODE (66U ) is a differential consequence of the Riccati ODE defined by setting M = 0 in (65).
Remark 7. For CGL3 and for the pure quintic case q = 0 of CGL5, the degree of this third order ODE is one. For the cubic-quintic case of CGL5 (q = 0), because M + q/(2r) as defined by (65) is the square root of a differential polynomial of U , this degree is two, therefore (66U ) may admit a singular solution (defined by canceling an odd-multiplicity factor of the discriminant); this is indeed the case, but this singular solution, defined by M = 0, represents the plane wave solution (61), which we have discarded. Step 2 (section 2.3) of the method succeeds to prove that, for both CGL3 and CGL5 and for all values of the fixed parameters p, q, r, γ, c, ω of the reduced ODE, all meromorphic traveling waves M are elliptic or degenerate elliptic. However, the proof (see Refs. [30, 23] for CGL3 and Refs. [15] for CGL5) needs a lot of details and for this reason will not be reproduced in this short chapter. In particular, the three functions M , ϕ ′ , U of ξ are birationally equivalent [15] , therefore the meromorphy of anyone implies the meromorphy of the two others. As a consequence, all meromorphic traveling waves M of both CGL3 and CGL5 have been determined. Several results had been previously obtained [30, 23, 38] for finding such solutions, but they were incomplete.
Let us rather focus here on the following topics: (i) the advantages of the logarithmic derivative U over the physical variables square modulus M and phase ϕ ′ ; (ii) the singularity structure (Step 1); (iii) the integration by the Hermite decomposition.
Advantages of the logarithmic derivative variable
There are two advantages. The first one is that all the poles of the logarithmic derivative variable are simple.
The second one is the following. Suppose one has found an admissible Hermite decomposition for U . Then, by construction, the corresponding complex amplitude A is recovered simply by one quadrature, see (64),
in which σ(z) is the Weierstrass entire function or one of its degeneracies sinh(kz)/k or z. As opposed to previous work using the physical variables M and ϕ ′ , we therefore choose here to consider the logarithmic derivative U .
Laurent series of U of CGL3 and CGL5
As is well known, an elimination may create extraneous solutions, therefore Laurent series computed from the single equation (66U ) may not all be admissible for the system (65)-(66). To be safe, one should proceed as follows.
Using the single equation (66U ), one first computes all the polar behaviours of U . These poles are all simple, the residues U 0 being the three roots of (CGL3) :
i.e. the three values (CGL3) : 
Next, one computes the behaviour of M when U ∼ U 0 /(ξ − ξ 0 ), by solving the algebraic first degree (CGL3 case) or second degree (CGL5 case) equation (65) for M , then by requiring M to also obey (66). The behaviour of (logā) ′ follows by (64), and the result is summarized in Table 2 . Table 2 . Laurent series of U . For each polar behaviour of U , this table displays: the leading behaviours of M and (logā) ′ , the Fuchs indices of the Laurent series of U , the number of distinct Laurent series of U of the considered line. The (unphysical) solution M = 0 of (66) is recovered by setting both arbitrary constants m 1 , m 2 to zero.
Poles of
und.
Remark 8. The table enumerating all the Laurent series of M is quite different from Table 2 . For instance, whatever be q in CGL5, the poles of M with principal parts ± 2α k e i ξ −1 define four distinct Laurent series of M , and these are the only ones.
For each of the two families with irrational Fuchs indices, the number of Laurent series U is equal to the degree (one or two) of the third order algebraic ODE for U in its highest derivative U ′′′ . For CGL3 and the case q = 0 of CGL5, this degree is one. For the case q = 0 of CGL5, this degree is two and the two Laurent series only differ by signs, (CGL5) ∀q : For the residue unity of U in the CGL5 case, the dependence on m 1 , m 2 (the two arbitrary coefficients) and q,q of the couple (U, M ) is,
in which the dots (.) represent constants independent of m 1 , m 2 , q,q. This allows one to compute the Fuchs indices of U in both subcases q =q = 0 and= 0 and to check that the expansion is free from movable logarithms.
To conclude, the set of poles in the Hermite decomposition of any solution U which is elliptic or degenerate elliptic is made of: an undetermined number of poles of residue unity, two poles (CGL3, resp. CGL5 q = 0) of residues −1 + iα k , resp. −1/2 + iα k , or four poles (CGL5 q = 0) of residues −1/2 + iα k .
Entire part of a toy ODE
In the method, one must also compute the regular parts of the partial fraction decompositions, Eqs. (21) and (22) . Let us first present this computation on a toy ODE.
Let us consider (then forget) the rational function of e kx ,
build the first order autonomous ODE by elimination of x 0 ,
then process it in order to compute the Laurent polynomial 1 m=−2 d m e mkx (last two terms of (76)).
1. Assuming u to be a rational function of X = e qx , one builds the ODE for for
2. Look for an algebraic behaviour U ∼ cX p , as X → ∞, with cp = 0,
which yields the two solutions, pq = k, u ∼ ce kx , c undetermined,
and the final assumption for the Hermite decomposition of (77)
with q and the d m 's to be determined.
the number of solutions U in that class is also finite, and so is the number of their Hermite decompositions. In particular, one concludes that the number N 1 of poles of U with residue unity in any Hermite decomposition of U is finite, and we leave it to the reader to establish the upper bound of N 1 . For CGL3, restricting to N 1 ≤ 1, the list contains six elements, characterized by their residues, The list for the pure quintic case q = 0 of CGL5 is the same, after replacing −1 + iα k by −1/2 + iα k .
For the cubic-quintic case of CGL5 (q = 0), the multiplicity of each residue −1/2 + iα k is two, thus defining a list made of twenty-four elements (restricting to
(87) 7 Nondegenerate elliptic solutions
Nondegenerate elliptic solutions of CGL3
Given the set of three residues defined in (70), with respective multiplicities (undetermined, zero or one, zero or one), the only realization of the constraint N j=1 c j0 = 0 in (20) is: two copies of the Laurent series with residue one, plus one copy of each of the two others, with the additional condition α 1 = −α 2 = √ 2 (i.e. d r = 0). However, the zero sum condition further applied to various differential polynomials of U (which must also be elliptic) generates additional necessary conditions which prevent CGL3 to admit nondegenerate elliptic solutions.
This result was first established by Hone [23] by considering the variable |A| 2 , but his argument is here simplified by the proof that each residue −1 + iα k is associated to one and only one Laurent series.
Nondegenerate elliptic solutions of CGL5
Similarly, given the three residues (71), with respective multiplicities (unknown, zero or one or two, zero or one or two), there exist two sets whose weighted sum is zero, obtained by taking each residue once or twice with the additional condition
e. e r = 0), first set, any q : 1,
second set (q = 0) : 1, 1,
For the first set, the zero sum condition further applied to various differential polynomials of U generates three more necessary conditions, equivalent to the conditions [14, Eq. (25) ] generated by the consideration of M instead of U . The result is a unique elliptic solution,
Detailed in [15, Eq. (61) ], this codimension-four solution is an extrapolation of a previous result [38] , and the relation M = |A| 2 defines a Landen transformation [15, Appendix] between ζ( * , g 2 , g 3 ) and ζ( * , G 2 , G 3 ). As to the second set, it cannot define a nondegenerate elliptic solution since, as proven in [15] , (90) is the unique such solution.
Degenerate elliptic solutions 8.1 Method of resolution
Processing the single third order ODE (66U ) might result in too large expressions, therefore it is better to again take advantage of the logarithmic derivative, as we now illustrate on the example of trigonometric solutions of CGL3 made of one principal part.
Given the trigonometric one-pole assumption 
and the case Im(1/p) = 0 is,
Results
By lack of space, we postpone the exhaustive list of results to a forthcoming paper, but, essentially, the only new recent result is the elliptic solution of the purely quintic CGL5 [15, Eq. (61)], recalled in Eq. (90).
Current challenges and open problems
The two examples of this chapter are not independent, and CGL3 admits a scaling limit [35] under which the variable u = arg A obeys the KS PDE (8), this is why in this section we concentrate on KS.
1. All meromorphic solutions of the third order ODE (9) have been found.
2. Since they all have a nonzero codimension, the problem remains open to find a closed form of the Laurent series (17) for generic values of (ν, b, µ, A). If it exists, the results of Eremenko prove that it is not meromorphic.
3. A numerical investigation by Padé approximants [41] of the singularities of the sum of the Laurent series (17) for generic values of (ν, b, µ, A) confirms (this is not a proof) the absence of any multivaluedness and displays a nearly doubly periodic pattern for the singularities, the unit cell being made of one triple pole and three simple zeroes (Fig. 1) . Then singlevalued nonmeromorphic closed forms matching this description could involve the expression of Picard [34] ℘((ω/(iπ)) log(x − c 1 ) + c 2 , g 2 , g 3 ) (with 2ω a period of ℘), which admits the isolated movable noncritical essential singularities x = c 1 +2niπ, n integer. 
