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Abstract
In this paper, we deal with numerical approximations for solving the Black-Scholes Partial Differential Equation
(PDE). This PDE is well known to be degenerated. The space discretization is performed using the classical finite
volume method with Two-Point Flux Approximation (TPFA) and a novel scheme called fitted Two-Point Flux
Approximation (TPFA). The fitted Two-Point Flux Approximation (TPFA) combines the fitted finite volume method
and the standard TPFA method. More precisely the fitted finite volume method is used when the stock price
approaches zero in order to handle the degeneracy of the PDE and the TPFA method is used on the rest of space
domain. This combination yields our novel fitted TPFA scheme. The Euler method is used for the time discretization.
We provide the rigorous convergence proofs of the two fully discretized schemes. Numerical experiments to support
our theoretical results are provided.
Keywords: Black Scholes PDE, Degenerated PDE, fitted finite volume method, Two-point Flux Approximation
methods
1. Introduction
A financial market is a market whereby investors, companies and governments meet to trade financial securities such
as bonds, stocks, precious metal. A good number of transactions on financial markets are about buying and selling
options. Indeed, an option is a contract which gives the right to buy (call) or to sell (put) an underlying asset at
an agreed price (strike) on (European options) or before (American options) a specified date (maturity). In their
seminal paper [1], Fisher Black and Myron Scholes stated the famous Black Scholes model. Under some assumptions,
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the derivation of the Black Scholes model leads to a second order parabolic Partial Differential Equation (PDE) with
respect to time and the underlying stock price. An analytical solution has been found for the Black Scholes PDE only
for pricing European options with constant coefficients. Therefore, numerically algorithms are usually used to solve
the general Black Scholes PDE. The first numerical method used to solve the Black Scholes PDE was the lattice
method in [2]. Afterwards, several numerical methods such as the finite difference method [3], the finite volume
method and the finite elements methods [4] have been used to solve the Black Scholes PDE. However, the Black
Scholes PDE is degenerated when the stock price approaches zero (see [3]). This degeneracy may affect the accuracy
of the numerical method used if sophistical technique is not used. Thereby in [5], S. Wang proposed a fitted finite
volume method with the corresponding convergence proof in space to tackle the degeneracy of the Black- Scholes
PDE. Moreover, under less restrictive and more realistic assumptions, a convergence proof in space of the fitted finite
volume method for pricing American options is proposed in [6]. Furthermore, in [7], a rigorous convergence proof
of a fully discretized scheme using the fitted finite volume method and θ−Euler method for pricing both American
and European options is provided. In [8], a novel fitted Multi-Point Flux Approximation (MPFA) to pricing two
dimensional options have been provided where the standard MPFA have been coupled with the fitted technique
in [7, 6]. It has also been shown computationally in [8] that the fitted MPFA is more accurate than the fitted
finite volume method [7, 6] for pricing options. In one dimensional case, the MPFA method is simply reduced to
the classical Two Point Flux Approximation (TPFA) method. Note that convergence proofs of the TPFA method
are provided in [9, 10] for non degenerated parabolic PDE. Their proofs are based on the fact that the diffusion
coefficient can not reach zero, therefore such proofs can not be extended to the degenerated Black Scholes PDE
where the diffusion coefficient is zero at s = 0 (stock price is zero). To the best of our knowledge, the convergence
of classical TPFA method for degenerated PDE have been lacking in the literature due to the complexity of that
degeneracy.
In this work, we fill the gap by providing a rigorous convergence proof of a fully discretized scheme using the classical
TPFA method for degenerated Black Scholes PDE in one dimension. Furthermore, we also derive the fitted-TPFA
method for the degenerated Black Scholes PDE by combining the classical TPFA method and the fitted finite volume
method[7, 6] and provide rigorous convergence proof of a fully discretized scheme where the time discretization is
performed using the classical Euler methods. Note the fitted finite volume method [7, 6] in this combination has for
goal to handle the degeneracy of the PDE when the stock price approaches zero.
The outline of this work is the following. In section 2, notations and mathematical setting of the continuous problem
are provided. In section 3 the spatial discretization using the standard finite volume method with Two Point
Flux Approximation are provided along with the corresponding novel fitted scheme. The coercivity proofs of the
corresponding discrete bilinear forms are also provided to ensure the existence and uniqueness of the discrete solution
after TPFA spatial discretization and fitted TPFA spatial discretization. The full discretization of the Black Sholes
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degenerated PDE and the convergence results are performed in section 4. Note that the temporal discretization is
performed using the standard θ− Euler method. Finally, numerical experiments are given in section 5 to support
theoretical results.
2. Notations and mathematical setting
Let us first introduce some functional spaces and their associated norm that we will use in this work. For an open
set Ω ⊂ R, the space of square integrable functions is denoted L2(Ω). We denote also by C(Ω) (respectively C(Ω))
the set of continuous functions over Ω (respectively on Ω). For any Hilbert space G(Ω) of classes of functions defined
on Ω, we let L2
(
0, T ;G(Ω)
)
denote the space defined by
L2
(
(0, T );G(Ω)
)
=
{
v/v(·, t) ∈ G(Ω) a.e in (0, T ); ||v(·, t)||G ∈ L2
(
(0, T )
)}
, (1)
where || · ||G denotes the natural norm on G(Ω). The norm on this space is denoted by || · ||
L2
(
0,T ;G(Ω)
) and is defined
by
||v||
L2
(
0,T ;G(Ω)
) = (∫ T
0
||v(·, t)||2Gdt
)1/2
. (2)
The Black-Scholes operator being degenerated, we introduce a weighted L2-norm || · ||ω defines by
||v||ω =
(∫
Ω
x2v2dx
)1/2
. (3)
The space of all weighted square integrable functions is defined as
L2ω(Ω) =
{
v : ||v||ω <∞
}
, (4)
and the corresponding weighted inner product on L2ω(Ω) by
(u, v)ω =
∫
Ω
x2uvdx. (5)
Thereby, we define the weighted Sobolev spaces as follows:
H1ω(Ω) =
{
v ∈ L2(Ω) : ∃g ∈ L2ω(Ω) such that
∫
Ω
vϕ′ = −
∫
Ω
gϕ ∀ϕ ∈ Cc(Ω)
}
. (6)
Note that in (6), g = v′ is the weak derivative. We also denote by
H10,ω(Ω) =
{
v : v ∈ H1ω(Ω) and v
∣∣
∂Ω
= 0
}
. (7)
Using the inner products on L2(Ω) and L2ω(Ω), we define the norm || · ||1,ω on H1ω(Ω) by
∣∣∣∣v∣∣∣∣
1,ω
=
[∣∣∣∣v∣∣∣∣2
L2(Ω)
+
∣∣∣∣v′∣∣∣∣2
ω
]1/2
=
[
(v, v) + (x2v′, v′)
]1/2
. (8)
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Without loss the generality 1, let us consider the Black-Scholes equation PDE
LV :=
∂V
∂t
− 1
2
σ2(t)x2
∂2V
∂x2
− r(t)x∂V
∂x
+ r(t)V = 0, (9)
in (x, t) ∈ Ω = (0, xmax) × (0, T ], where V is the option value, x the stock price, σ the volatility, r the risk free
interest ,t is the time and T is the maturity time. The corresponding initial and boundary conditions are:
V (x, 0) = g1(x)
V (0, t) = g2(t)
V (xmax, t) = g3(x),
(10)
where g1, g2 and g3 are functions depending on type of options we are pricing. Our study is conducted under the
following assumption.
Assumption 1. We assume that the coefficient r and σ are sufficiently smooth and satisfy
0 ≤ r(t) ≤ r¯ σ ≤ σ(t) ≤ σ¯ (11)
and we denote by
β := sup
t∈[0,T ]
σ2(t). (12)
Multiplying by eβt and adding f(x, t) = −eβtLV0(x) to both sides of (9), we can therefore transform the boundary
conditions in (10) to homogeneous Dirichlet boundary conditions by using the following linear transformation
V0(x, t) = g2(t) +
x
xmax
(
g3(t)− g2(t)
)
. (13)
Furthermore, we introduce a new variable u = eβt
(
V − V0
)
and we get this new PDE in its following divergence
form:
∂u
∂t
− ∂
∂x
[
a(t)x2
∂u
∂x
+ b(t)xu
]
+ c(t)u = f(x, t), (14)
where
a(t) =
1
2
σ2(t), b(t) = r(t)− σ2(t), c(t) = 2r(t) + β − σ2(t), (15)
with the following initial and homogeneous boundary conditions u(0, t) = 0 = u(xmax, t) t ∈ [0, T )u(x, 0) = g1(x)− V0(x) x ∈ Ω. (16)
It can be proved the solving (14)-(16) is equivalent to the following problem:
1The American options are solved by just adding a nonlinear term called Penalty
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Problem 1. Find the function u ∈ L2(0, T,H10,ω(Ω)) such that
(u′(t), v) +A(u, v; t) =
(
f, v
)
∀ v ∈ H10,ω(Ω) (17)
with
A(u, v; t) :=
(
ax2u′ + bxu, v′
)
+
(
cu, v
)
. (18)
The follolwing lemma is key to prove the existence and uniqueness of the solution of Problem 1.
Lemma 1. There exist positive constants C and M such that for any v, z ∈ H10,ω(Ω),
A(v, v; t) ≥ C||v||21,ω, (19)
A(z, v; t) ≤ M · ||z||1,ω · ||v||1,ω. (20)
Proof 1. Integrating by parts, we have, for any v ∈ H10,ω(Ω),∫
Ω
bxvv′ =
1
2
bxv2
∣∣∣
∂Ω
− 1
2
∫
Ω
bv2dx. (21)
Since v ∈ H10,ω(Ω), then v
∣∣
∂Ω
= 0. Thereby, we have∫
Ω
bxvv′ = −1
2
∫
ω
bv2dx. (22)
Indeed, we also have
A(v, v; t) =
(
ax2v′, v′
)
+
(
bxv, v′
)
+
(
cv, v
)
=
(
ax2v′, v′
)
− 1
2
(
bv, v
)
+
(
cv, v
)
=
(
ax2v′, v′
)
+
1
2
((
3r + 2β − σ2)v, v).
By using (12), we have 2β − σ2 > 0 which leads to
A(v, v; t) ≥ 1
2
× σ2
(
x2v′, v′
)
+
1
2
× 3r
(
v, v
)
(23)
≥ 1
2
min
(
σ2, 3r
)[(
x2v′, v′
)
+
(
v, v
)]
A(v, v; t) ≥ C∣∣∣∣v∣∣∣∣2
1,ω
. (24)
Theorem 1. Under Asumption 1,Problem 1 have a unique solution.
Proof 2. The proof uses lemma 1 and can be found in [12, Theorem 1.33].
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3. The finite volume formulation
3.1. Finite volume grid and discrete representation of the exact solution
Let Ω be subdivided into sub-intervals as follows:
Ωi = [xi;xi+1] i = 0, .., N, (25)
with 0 = x0 < x1 < x2 < . . . < xN < xN+1 = xmax and hi = xi+1−xi. We also defined the following mid-points
of the intervals Ωi by
xi− 12 =
xi−1 + xi
2
and xi+ 12 =
xi + xi+1
2
for i = 0, 1, 2, . . . , N + 1,
with x− 12 = x0 and xN+ 32 = xmax. These mid-points help us to define another partition Ki of Ω, called dual partition,
defined by
Ki = [xi− 12 ;xi+ 12 ] li = xi+ 12 − xi− 12 i = 0, .., N.
Assumption 2. [Local quasi-uniformity of the spatial mesh]
There exists a constant c > 0 such that
li+1
c
≤ li ≤ cli+1 i = 0, 1, . . . , N. (26)
Since the dual partition Ki is linked to the partition Ωi, Assumption 2 implies that
hi+1
c
≤ hi ≤ chi+1 i = 0, 1, . . . , N. (27)
We can now apply the finite volume method by integrating (14) over each interval Ki for i = 1, . . . , N .∫
Ki
∂u
∂τ
dx−
∫
Ki
∂
∂x
[
ax2
∂u
∂x
+ bxu
]
dx+
∫
Ki
cudx =
∫
Ki
f(x, t)dx. (28)
Multiplying 28 by an arbitrary real number vi for each i = 1, . . . , N and summing them up, we get
N∑
i=1
∫
Ki
∂u
∂τ
vidx−
N∑
i=1
∫
Ki
∂
∂x
[
ax2
∂u
∂x
+ bxu
]
vidx+
N∑
i=1
∫
Ki
cuvidx =
N∑
i=1
∫
Ki
f(x, t)vidx. (29)
Besides, for a function v ∈ C(Ω) we define the mass lumping operator Lh define as follows:
Lh : C(Ω) −→ L∞(Ω)
v 7→ Lhv
∣∣
Ki
:= v(xi), i = 1, . . . , N.
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Moreover, if the function v satisfies homogeneous Dirichlet boundary conditions, we have Lhv
∣∣
∂Ω
= 0. Then using
the operator Lh, we can re-write (29) as follows:(− u˙(t), Lhv)+ aˆh(u(t), v; t) = (f(t), Lhv), (30)
where
aˆh
(
ω, v; t
)
:=
N∑
i=1
(
F (ω(xi+ 12 ))− F
(
ω(xi− 12 )
))
Lhv(xi) +
(
c(t)ω,Lhω
)
, (31)
with F denoting the continuous flux defined as follows:
F
(
ω(xi+ 12 )
)
:= −a(t)x2i+ 12
∂ω
∂x
(xi+ 12 )− b(t)xi+ 12ω
(
xi+ 12
)
i = 0, ..., N. (32)
Note that (30) is a representation of the exact solution on the dual partition Ki and will play a key role in our error
analysis.
3.2. The Two Point Flux Approximation (TPFA) method
We are now ready to approximate u in the dual partition Ki. Indeed we denote by u(xi, t) ≈ ui. To approximate
some integral terms of (28), we use the mid-quadrature rule as follows:∫
Ki
∂u
∂τ
dx ≈ li dui
dτ
,
∫
Ki
cudx ≈ licui,
∫
Ki
f(x, t)dx ≈ lifi fi = f(xi, t). (33)
Since the Black-Scholes equation (9) is one dimensional in space, instead of the Multi-Point Flux Approximation
(MPFA) method we use the Two-Point Flux Approximation (TPFA) method to approximate the following second
term of (28) ∫
Ki
∂
∂x
[
ax2
∂u
∂x
]
dx. (34)
The Two-Point Flux Approximation (TPFA) method is used to approximate the term (34) as follows:∫
Ki
∂
∂x
[
a(t)x2
∂u
∂x
]
dx =
[
a(t)x2
∂u
∂x
]x
i+1
2
x
i− 1
2
= a(t)x2
∂u
∂x
∣∣∣∣∣
x
i+1
2
− a(t)x2 ∂u
∂x
∣∣∣∣∣
x
i− 1
2
.
Let us set
H(x) = k(x, t)
∂u
∂x
with k(x, t) =
1
2
σ2(t)x2. (35)
Over an interval Ki, k(x, t) in (35) will be replaced by its average value defined as follows:
ki =
1
meas(Ki)
∫
Ki
1
2
σ2(t)x2dx =
1
6
σ2(t)
x3
i+ 12
− x3
i− 12
xi+ 12 − xi− 12
, (36)
where meas(Ki) is the length of the interval Ki. Thereby from Figure (3.2), Hi+ 12 can be evaluated at each side of
7
xi−1 xi xi+1
xi− 12 xi+ 12 xi+ 32
xi+2
Ki Ki+1
Figure 1: Interval
xi+ 12 as follows:
Hi+ 12 = 2ki
ui+ 12 − ui
li
, Hi+ 12 = 2ki+1
ui+1 − ui+ 12
li+1
. (37)
Using the continuity of the flux at the interface xi+ 12 , we can equate the two terms in(37). This leads to
ui+ 12 =
ki
li
ui +
ki+1
li+1
ui+1
ki
li
+ ki+1li+1
. (38)
By setting Ti =
ki
li
, we can rewrite Hi+ 12 in (37) as follows:
Hi+ 12 = τi+
1
2
(ui+1 − ui), τi+ 12 =
2TiTi+1
Ti + Ti+1
. (39)
Besides, to approximate the third integral term of (28), we use the upwind method as follows:∫
Ki
∂
∂x
[
b(t)xu
]
dx =
[
b(t)xu
]x
i+1
2
x
i− 1
2
≈ b(t)
(
xi+ 12ui+
1
2
− xi− 12ui− 12
)
(40)
with
ui+ 12 =
 ui if b > 0ui+1 if b < 0 (41)
Therefore, the discrete formulation of (28) is:
li
dui
dτ
+ Fh(ui+ 12 )− Fh(ui− 12 )− licui = lifi i = 1, ..., N, (42)
where
Fh(ui+ 12 ) = −τi+ 12 (ui+1 − ui)− xi+ 12
(
b+ui + b
−ui+1
)
, Fh(ui− 12 ) = −τi− 12 (ui − ui−1)− xi− 12
(
b+ui−1 + b−ui
)
, (43)
with b+ = max(b, 0) and b− = min(b, 0). Moreover, in order to analyse the above scheme, it is convenient to rewrite
it in a discrete variational form. Multiplying equation (42) by arbitrary real numbers vi and summing the result over
all the intervals Ki of Ω, we get:
N∑
i=1
li
dui
dτ
vi +
N∑
i=1
(
Fh(ui+ 12 )− Fh(ui− 12 )
)
vi + c
N∑
i=1
liuivi =
N∑
i=1
lifivi. (44)
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Let us denote by Vh ⊂ H1ω(Ω) the space of continuous functions that are piecewise continuous over the the grid (Ki)
of Ω. Thereby, the TPFA method (42) is equivalent to
ah(uh, vh) = a
1
h(uh, vh) + a
2
h(uh, vh) + c
N∑
i=1
liuivi uh, vh ∈ Vh, (45)
with
a1h(uh, vh) =
N∑
i=1
[
− τi+ 12 (ui+1 − ui) + τi− 12 (ui − ui−1)
]
vi, (46)
and
a2h(uh, vh) =
N∑
i=1
[
− xi+ 12
(
b+ui+1 + b
−ui
)
+ xi− 12
(
b+ui−1 + b−ui
)]
vi. (47)
Let us notice that we can rewrite the bilinear form in (45) as:
ah(uh, vh) =
N∑
i=1
(
Fh(ui+ 12 )− Fh(ui− 12 )
)
vi + c
N∑
i=1
liuivi, (48)
where Fh is the discrete flux in given in (43).
3.3. The fitted Two Point Flux Approximation method
Since the PDE (14) is degenerated when x approaches zero, the second term of (28), at the point x = x1/2, will be
approximated using the fitted finite volume method introduced [5]. The fitted finite volume method will consist to
solve a two-point value problem over the interval K1. Thereby, from [5], we have
ax2
∂u
∂x
+ bxu
∣∣∣∣∣
x1/2
≈ 1
4
x1[(a+ b)u1 − (a− b)u0]. (49)
On the the rest on the study domain (Ki, i = 2, .., N), we apply the TPFA method coupled to the upwind method
introduced in section 3.2. Therefore, the discrete approximation of (28) by the fitted TPFA method is given
li
dui
dτ
+Gh(ui+ 12 )−Gh(ui− 12 )− licui = lifi i = 1, ..., N, (50)
where
Gh(ui+ 12 ) = −τi+ 12 (ui+1 − ui)− xi+ 12
(
b+ui + b
−ui+1
)
Gh(ui− 12 ) = −τi− 12 (ui − ui−1)− xi− 12
(
b+ui−1 + b−ui
)
, i 6= 1 (51)
Gh(u1/2) = −1
4
x1(a+ b)u1,
with b+ = max(b, 0) and b− = min(b, 0). Thereby, the discrete spatial formulation is given by
N∑
i=1
li
dui
dτ
vi +
N∑
i=1
(
Gh(ui+ 12 )−Gh(ui− 12 )
)
vi + c
N∑
i=1
liuivi =
N∑
i=1
lifivi. (52)
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We define the corresponding bilinear form bh by:
bh(uh, vh) = b
1
h(uh, vh) + b
2
h(uh, vh) + c
N∑
i=1
liuivi uh, vh ∈ Vh, (53)
with
b1h(uh, vh) =
N∑
i=1
[
− τi+ 12 (ui+1 − ui)
]
+
N∑
i=2
[
τi− 12 (ui − ui−1)
]
vi, (54)
and
b2h(uh, vh) =
1
4
x1(a+ b)u
2
1 +
N∑
i=1
[
− xi+ 12
(
b+ui + b
−ui+1
)]
vi +
N∑
i=2
[
xi− 12
(
b+ui−1 + b−ui
)]
vi. (55)
The bilinear form bh in (53) can be rewritten as:
bh(uh, vh) =
N∑
i=1
(
Gh(ui+ 12 )−Gh(ui− 12 )
)
vi + c
N∑
i=1
liuivi, (56)
where Gh is the discrete flux given by the fitted TPFA in (51).
3.4. Coercivity and Flux consistency for TPFA and fitted TPFA
Let us denote by
(·, ·)
h
the scalar product on C(Ω) ⊃ Vh by
(
u, v
)
h
= (Lhu, Lhv) =
N∑
i=1
liuivi u, v ∈ C(Ω), (57)
and its corresponding norm || · ||0,h by
||v||20,h =
N∑
i=1
liv
2
i , (58)
we define the discrete H10 (Ω) norm by
||uh||20,ω =
N∑
i=1
τi+ 12 |ui+1 − ui|
2, (59)
and weighted discrete H1ω− norm is then
||uh||2ω,d = ||uh||20,ω + ||uh||20,h. (60)
Indeed it is easy to show that ||.||0,ω is a semi-norm in Vh since τi+ 12 > 0.
Theorem 2. [Coercivity of bilinear forms]
Under the regularity of the mesh (see Assumption 2) and Assumption 1, there exists a constant α > 0 independent
of h such that,
ah(uh, uh) ≥ α||uh||ω,d ∀uh ∈ Vh. (61)
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where ah is the bilinear form given by (45) for the TPFA method. Simlilarly, when the fitted TPFA method (50) is
used for the space discretization, there exists a constant γ > 0 independent of h such that
bh(uh, uh) ≥ γ||uh||ω,d ∀uh ∈ Vh. (62)
where the bilinear form bh is given by (53).
Remark 1. Note that using the coercivity properties in (61) and (62), with the fact that the linear mapping
v → (f, v)h is continuous in Vh, the existence and uniqueness of the discrete solution uh is ensure for both the TPFA
and fitted TPFA methods in (44) and (52). The proof is done exactly as for the continuous case (see [12, Theorem
1.33]).
Proof 3. Here we distinguish two cases which are: 1stcase: The standard TPFA method is used for the spatial
discretization In this case, the discrete flux is given by (51) and the corresponding bilinear form (45) is
ah(uh, vh) = a
1
h(uh, vh) + a
2
h(uh, vh) + c
N∑
i=1
liuivi uh, vh ∈ Vh
with
a1h(uh, vh) =
N∑
i=1
[
− τi+ 12 (ui+1 − ui) + τi− 12 (ui − ui−1)
]
vi
and
a2h(uh, vh) =
N∑
i=1
[
− xi+ 12
(
b+ui+1 + b
−ui
)
+ xi− 12
(
b+ui−1 + b−ui
)]
vi (63)
thereby, we have:
a1h(uh, uh) =
N∑
i=1
[
− τi+ 12
(
ui+1 − ui
)
+ τi− 12
(
ui − ui−1
)]
ui
=
N∑
i=1
−τi+ 12
(
ui+1 − ui
)
ui +
N−1∑
k=0
τk+ 12
(
uk+1 − uk
)
uk+1
= τ1/2
(
u1 − u0
)
u1 +
N−1∑
i=1
τi+ 12
(
ui+1 − ui
)(
ui+1 − ui
)− τN+ 12 (uN+1 − uN)uN
= τ1/2
(
u1 − u0
)(
u1 − u0
)
+
N−1∑
i=1
τi+ 12
(
ui+1 − ui
)2
+ τN+ 12
(
uN+1 − uN
)(
uN+1 − uN
)
= τ1/2
(
u1 − u0
)2
+
N∑
i=1
τi+ 12
(
ui+1 − ui
)2
a1h(uh, uh) ≥ ||uh||20,ω, (64)
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and also
a2h(uh, uh) =
N∑
i=1
[
− xi+ 12
(
b+ui+1 + b
−ui
)
+ xi− 12
(
b+ui−1 + b−ui
)]
ui
=
N∑
i=1
−xi+ 12
(
b+ui+1 + b
−ui
)
ui +
N∑
i=1
xi− 12
(
b+ui−1 + b−ui
)
ui
=
N∑
i=1
−xi+ 12
(
b+ui+1 + b
−ui
)
ui +
N−1∑
i=0
xi+ 12
(
b+ui + b
−ui+1
)
ui+1
= x1/2
(
b+u0 + b
−u1
)
u1 +
N−1∑
i=1
xi+ 12
[
b−
(
u2i+1 − u2i
)]
− xN+ 12
(
b+uN+1 + b
−uN
)
ui
= −b−x1/2
(
u20 − u21
)− b− N−1∑
i=1
xi+ 12
(
u2i − u2i+1
)
− b−xN+ 12
(
u2N − u2N+1
)
= −b−
N∑
i=0
xi+ 12
(
u2i − u2i+1
)
.
We also have
a2h(uh, uh) = −b−
[
N∑
i=0
(
xi− 12 + li
)
u2i −
N∑
i=0
xi+ 12u
2
i+1
]
= −b−
[
N−1∑
i=−1
(
xi+ 12 + li+1
)
u2i+1 −
N∑
i=0
xi+ 12u
2
i+1
]
= −b−
[
x− 12u
2
0 +
N−1∑
i=−1
li+1u
2
i+1 − xN+ 12u
2
N+1
]
= −b−
N∑
i=0
liu
2
i
a2h(uh, uh) ≥ 0, (65)
then, using (64) and (65), we get:
ah(uh, uh) ≥
∣∣∣∣uh∣∣∣∣0,ω + c N∑
i=1
liu
2
i . (66)
Moreover, we have
c = 2r + β − σ2 > 0, (67)
therefore, this yields to
ah(uh, uh) ≥ α
(∣∣∣∣uh∣∣∣∣0,ω + ∣∣∣∣uh∣∣∣∣0,h), (68)
with α = min(1, c). Hence we get
ah(uh, uh) ≥ α
∣∣∣∣uh∣∣∣∣ω,d. (69)
12
2nd case The fitted TPFA method is used for the spatial discretization. Here, Gh defined in (50), gives the discrete
flux. Thereby, the corresponding bilinear form (53) is given by
bh(uh, vh) = b
1
h(uh, vh) + b
2
h(uh, vh) + c
N∑
i=1
liuivi uh, vh ∈ Vh (70)
b2h(uh, vh) =
1
4
x1(a+ b)u
2
1 +
N∑
i=1
[
− xi+ 12
(
b+ui + b
−ui+1
)]
vi +
N∑
i=2
[
xi− 12
(
b+ui−1 + b−ui
)]
vi (71)
with
b1h(uh, vh) =
N∑
i=1
[
− τi+ 12
(
ui+1 − ui
)]
ui +
N∑
i=2
τi− 12
[(
ui − ui−1
)]
ui
= −τ 3
2
(
u2 − u1
)
u1 +
N∑
i=2
[
− τi+ 12
(
ui+1 − ui
)
+ τi− 12
(
ui − ui−1
)]
ui
= −τ3/2
(
u2 − u1
)
u1 +
N∑
i=2
−τi+ 12
(
ui+1 − ui
)
ui +
N−1∑
k=1
τk+ 12
(
uk+1 − uk
)
uk+1
= −τ3/2
(
u2 − u1
)
u1 + τ3/2
(
u2 − u1
)
u2 +
N−1∑
i=2
τi+ 12
(
ui+1 − ui
)2
+ τN+ 12
(
uN+1 − uN
)2
= τ3/2
(
u2 − u1
)2
+
N∑
i=2
τi+ 12
(
ui+1 − ui
)2
=
N∑
i=1
τi+ 12
(
ui+1 − ui
)2
b1h(uh, uh) = ||uh||20,ω, (72)
and we have also
b2h(uh, uh) =
1
4
x1(a+ b)u
2
1 +
N∑
i=1
[
− xi+ 12
(
b+ui + b
−ui+1
)]
ui +
N∑
i=2
[
xi− 12
(
b+ui−1 + b−ui
)]
ui
=
1
4
x1(a+ b)u
2
1 +
N∑
i=1
[
− xi+ 12
(
b+ui + b
−ui+1
)]
ui +
N−1∑
i=1
[
xi+ 12
(
b+ui + b
−ui+1
)]
ui+1
=
1
4
x1(a+ b)u
2
1 +
N−1∑
i=1
xi+ 12 b
−(u2i+1 − u2i )− xN+ 12 b−u2N
b2h(uh, uh) =
1
4
x1(a+ b)u
2
1 +
N∑
i=1
xi+ 12 b
−(u2i+1 − u2i ) (73)
1. 1stcase: b ≥ 0 if b > 0 then b− = 0 so
b2h(uh, uh) =
1
4
x1(a+ b)u
2
1 > 0 (74)
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2. 2ndcase: b < 0
b2h(uh, uh) =
1
4
x1(a+ b)u
2
1 +
N∑
i=1
xi+ 12 b
−(u2i+1 − u2i )
=
1
4
x1(a+ b)u
2
1 − b−
(
N∑
i=1
(
xi− 12 + li
)
u2i −
N∑
i=1
xi+ 12u
2
i+ 12
)
=
1
4
x1(a+ b)u
2
1 − b−
(
N−1∑
i=0
(
xi+ 12 + li+1
)
u2i+1 −
N∑
i=1
xi+ 12u
2
i+ 12
)
=
1
4
x1(a+ b)u
2
1 − b−
(
x1/2 + l1
)
u21 −
N∑
i=1
liu
2
i − xN+ 12u
2
N+1
=
1
4
x1(a+ b)u
2
1 − x3/2b−u21 − b−
N∑
i=1
liu
2
i
=
1
4
x1au
2
1 +
(1
4
x1b− x3/2b−
)
u21 − b−
N∑
i=1
liu
2
i
b2h(uh, uh) ≥ 0. (75)
Thus for any b, we have
b2h(uh, uh) ≥ 0, (76)
thereby, using (72) and (76) in (53), we have:
bh(uh, uh) ≥
∣∣∣∣uh∣∣∣∣0,ω + c N∑
i=1
liu
2
i . (77)
Besides, we have
c = 2r + β − σ2 > 0, (78)
therefore, this yields to
bh(uh, uh) ≥ γ
(∣∣∣∣uh∣∣∣∣0,ω + ∣∣∣∣uh∣∣∣∣0,h), (79)
with γ = min(1, c). Hence we get
bh(uh, uh) ≥ γ
∣∣∣∣uh∣∣∣∣ω,d. (80)
Proposition 1. Flux consistency
Let Ih be the interpolation operator defines as follows:
Ih : C(Ω) −→ Vh
v 7→ Ihv(x) :=
N∑
i=1
v(xi)φxi(x), x ∈ Ω
14
where {φxi}Ni=1, with φxi(xj) = δij, is the nodal basis to {xi}Ni=1, xi ∈ Ki. Let F be the total (continuous) flux
function defined for ω ∈ C(Ω¯) as
F
(
ω(xi+ 12 )
)
:= −k(xi+ 12 )
∂ω
∂x
(
xi+ 12
)− bxi+ 12ω(xi+ 12 ) xi+ 12 ∈ Ωi. (81)
When the TPFA method is applied for the spatial discretization i.e the discrete flux is given by Fh defined in (43),then
for ω ∈ H20,ω(Ω), there is a positive constant C1 such that∣∣∣F (w(xi+ 12 ))− Fh(Ihw(xi+ 12 ))∣∣∣ ≤ C1 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx i = 0, ..., N. (82)
Similarly, when the fitted TPFA is applied for the spatial discretization i.e the discrete flux is given by Gh defined in
(51),then for ω ∈ H20,ω(Ω), there is a positive constant C2 such that∣∣∣F (w(xi+ 12 ))−Gh(Ihw(xi+ 12 ))∣∣∣ ≤ C2 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx. i = 0, ..., N. (83)
Before proving the proposition (1), let us state the following lemma:
Lemma 2. For i = 1, . . . , N , there exist two constants C3 and C4 independent of h such that the transmissibility
coefficient τi+ 12 defined in (39) and its inverse are bounded as follows:∣∣∣τi+ 12 ∣∣∣ ≤ C3, 1τi+ 12 ≤ C4hi i = 0, . . . , N. (84)
Proof 4. In one hand, we have∣∣∣τi+ 12 ∣∣∣ = kiki+1li+1ki + liki+1
=
σ2
6
(
x3
i+ 12
− x3
i− 12
)(
x3
i+ 32
− x3
i+ 12
)
l2i+1
(
x3
i+ 12
− x3
i− 12
)
+ l2i
(
x3
i+ 32
− x3
i+ 12
)
≤ σ
2
6
(
x3
i+ 12
− x3
i− 12
)
l2i
,
so ∣∣∣τi+ 12 ∣∣∣ ≤ σ26
(
x3
i+ 12
− x3
i− 12
)
(
xi+ 12 − xi− 12
)2
≤ σ
2
6
x2
i+ 12
+ xi+ 12xi− 12 + x
2
i− 12
xi+ 12 − xi− 12
≤ σ
2
6
xi+ 12
(
1 +
x
i− 1
2
x
i+1
2
+
(
x
i− 1
2
x
i+1
2
)2)
1− xi− 12x
i+1
2
≤ σ
2xmax
6
1
1−Xi
(
1 +Xi +X
2
i
)
.
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Let us define
Xi =
xi− 12
xi+ 12
with 0 < Xi < 1. (85)
Thereby, using the Taylor expansion, we have
1
1−Xi = 1 +Xi +O(X
2
i ). (86)
Then there exists a constant M1 such that
1
1−Xi ≤ 1 +Xi + M1X
2
i ≤ 2 + M1. (87)
Since 0 ≤ Xi ≤ 1, we have also
0 ≤ 1 +Xi +X2i ≤ 3, (88)
thus using Xi in (87) and (88), we therefore have ∣∣∣τi+ 12 ∣∣∣ ≤ C3 (89)
with C3 =
β
2
(
2 + M1
)
xmax. In another hand we have:
1
τi+ 12
=
li+1ki + liki+1
kiki+1
=
li+1 × σ26li
(
x3
i+ 12
− x3
i− 12
)
+ li × σ26li+1
(
x3
i+ 32
− x3
i+ 12
)
σ2
6li
(
x3
i+ 12
− x3
i− 12
)
· σ26li+1
(
x3
i+ 32
− x3
i+ 12
)
=
36lili+1
(
li+1 × σ26li
(
x3
i+ 12
− x3
i− 12
)
+ li × σ26hi+1
(
x3
i+ 32
− x3
i+ 12
))
σ4
(
x3
i+ 12
− x3
i− 12
)(
x3
i+ 32
− x3
i+ 12
)
=
6σ2l2i+1
(
x3
i+ 12
− x3
i− 12
)
+ 6σ2l2i
(
x3
i+ 32
− x3
i+ 12
)
σ4
(
x3
i+ 12
− x3
i− 12
)(
x3
i+ 32
− x3
i+ 12
)
=
6l2i+1
σ2x3
i+ 32
(
1−
(x
i+1
2
x
i+3
2
)3) + 6l2i
σ2x3
i+ 12
(
1−
(x
i− 1
2
x
i+1
2
)3)
=
6
σ2x2
i+ 32
(
1−
(x
i+1
2
x
i+3
2
)3) × l2i+1xi+ 32 + 6σ2x2
i+ 12
(
1−
(x
i− 1
2
x
i+1
2
)3) × l2ixi+ 12
≤ 6
σ2x2max
· 1
x2
i+1
2
x2max
[
1
1−
(
x
i+1
2
x
i+3
2
)3 × l2i+1xi+ 32 + 1
1−
(
x
i− 1
2
x
i+1
2
)3 × l2ixi+ 12
]
. (90)
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Moreover, we have
li = xi+ 12 − xi− 12 then li ≤ xi+ 12 thus
1
xi+ 12
≤ 1
li
similarly
1
xi+ 32
≤ 1
li+1
.
Thereby, we have
l2i
xi+ 12
≤ li and
l2i+1
xi+ 32
≤ li+1. (91)
Besides, we set
Wi =
xi+ 12
xmax
Yi =
xi+ 12
xi+ 32
Zi =
xi− 12
xi+ 12
. (92)
Coming back to (90) and using Assumption 2, equations (91) and (26) we have
1
τi+ 12
≤ 6
σ2x2max
· 1
W 2i
·
[
1
1− Y 3i
li+1 +
1
1− Z3i
li
]
1
τi+ 12
≤ 6
σ2x2max
· 1
W 2i
·
[
c
1− Y 3i
+
1
1− Z3i
]
li. (93)
Let us notice also that for i = 0, . . . , N
0 < Wi < 1 0 < Yi < 1 0 < Zi < 1, (94)
then
0 < W 2i < 1 0 < Y
3
i < 1 0 < Z
3
i < 1. (95)
Using the Taylor expansion, we have:
1
W 2i
= 1 + (1−W 2i ) +O(W 4i )
1
1− Y 3i
= 1 + Y 3i +O(Y 6i )
1
1− Z3i
= 1 + Z3i +O(Z6i ).
This leads to
1
W 2i
≤ 1 + (1−W 2i ) + M2W 2i ≤ 2 + M2
1
1− Y 3i
≤ 1 + Y 3i + M3Y 6i ≤ 2 + M3 (96)
1
1−Xi ≤ 1 + Zi + M4X
2
i ≤ 2 + M4,
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where M2,M3,M4 are positive constants. Using (93),and (96), we get
1
τi+ 12
≤ 6
σ2x2max
·
(
2 + M2
)(
2c+ 2 + M3 + M4
)
li,
therefore we have
1
τi+ 12
≤ C4hi, (97)
with li ≤ 12
(
1 + c
)
hi for i = 0, . . . , N and
C4 =
3(1 + c)
σ2x2max
·
(
2 + M2
)(
2c+ 2 + M3 + M4
)
.
Let us prove now, proposition (1).
Proof 5. Here we have two cases which are:
• 1stcase:The TPFA method is applied for the spatial discretization. Thereby, for i = 0, . . . , N we have:
∣∣∣Fh(Ihω(xi+ 12 ))− F (ω(xi+ 12 ))∣∣∣ =
∣∣∣∣∣− τi+ 12(ω(xi+1)− ω(xi))− xi+ 12(b+ω(xi) + b−ω(xi+1))
+k(xi+ 12 )ω
′(xi+ 12 ) + bxi+ 12ω
(
xi+ 12
)∣∣∣∣∣∣∣∣Fh(ω(xi+ 12 ))− F (ω(xi+ 12 ))∣∣∣ ≤ ∣∣∣k(xi+ 12 )∣∣∣ ·
∣∣∣∣∣ω′(xi+ 12 )− ω(xi+1)− ω(xi)hi
∣∣∣∣∣
+xi+ 12
∣∣∣∣∣bω(xi+ 12 )− (b+ω(xi) + b−ω(xi+1))
∣∣∣∣∣
+
∣∣∣∣∣k(xi+ 12 )hi − τi+ 12
∣∣∣∣∣ ·
∣∣∣∣∣ω(xi+1)− ω(xi)
∣∣∣∣∣.
Let us estimate P1 defined as follows:
P1 := k
(
xi+ 12
)(ω(xi+1)− ω(xi)
hi
− ω′(xi+ 12 )
)
. (98)
Indeed using the Sobolev embedding theorem, as we are in dimension 1, H2(Ω) ↪→ C1(Ω), using the Taylor
expansion with integral remainder, we have
ω(xi+1) = ω
(
xi+ 12
)
+
hi
2
ω′
(
xi+ 12
)
+
∫ xi+1
x
i+1
2
(
xi+1 − x
)
ω′′(x)dx. (99)
Similarly, we have
ω(xi) = ω
(
xi+ 12
)− hi
2
ω′
(
xi+ 12
)
+
∫ xi
x
i+1
2
(
xi − x
)
ω′′(x)dx. (100)
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Using (99) and (100), we get
ω(xi+1)− ω(xi)
hi
− ω′(xi+ 12 ) =
1
hi
∫ x
i+1
2
xi
(
xi − x
)
ω′′(x)dx+
1
hi
∫ xi+1
x
i+1
2
(
xi+1 − x
)
ω′′(x)dx. (101)
Since ∣∣∣∣∣
∫ xi+1
x
i+1
2
(
xi+1 − x
)
ω′′(x)dx
∣∣∣∣∣ ≤ hi2
∫ xi+1
x
i+1
2
|ω′′|dx∣∣∣∣∣
∫ x
i+1
2
xi
(
xi − x
)
ω′′(x)dx
∣∣∣∣∣ ≤ hi2
∫ x
i+1
2
xi
|ω′′|dx,
then ∣∣∣∣∣ω(xi+1)− ω(xi)hi − ω′(xi+ 12 )
∣∣∣∣∣ ≤ 12
∫ xi+1
xi
|ω′′|dx.
Besides, we have
k(xi+ 12 ) =
1
2
σ2x2i+ 12
,
thus
|P1| ≤
σ2x2
i+ 12
4
∫ xi+1
xi
|ω′′|dx ≤ σ
2
4
∫ xi+1
xi
(xi+ 12
x
)2
|x2ω′′|dx. (102)
For x ∈ Ωi = [xi;xi+1], we have
xi ≤ x ≤ xi+1 ⇒ 1
xi+1
≤ 1
x
≤ 1
xi
⇒
xi+ 12
xi+1
≤
xi+ 12
x
≤
xi+ 12
xi
. (103)
We have also, using (26)
xi+ 12
xi
=
xi + xi+1
2xi
=
1
2
(
2 +
hi
xi−1 + hi−1
)
,
so
xi+ 12
xi
≤ 1
2
(
2 +
hi
hi−1
)
,≤ 1
2
(
2 + c
)
xi+ 12
xi
≤ 1 + c
2
.
(104)
Coming back to (102), we have
|P1| ≤ σ
2
4
(
1 +
c
2
)2 ∫ xi+1
xi
|x2ω′′|dx. (105)
Since, by definition of F , we have
F ′
(
(ω(x)
)
= −ax2ω′′(x)− (2a+ b)xω′(x)− bω(x), (106)
then we have
a|x2ω′′| ≤ |F ′(ω(x))|+ |(2a+ b)x| · |ω′(x)|+ |b| · | ω(x)|. (107)
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Thus, we obtain
|P1| ≤ C14
∫ xi+1
xi
(
|F ′(ω(x))|+ |ω′(x)|+ |ω(x)|)dx, (108)
with
C14 =
σ2
4
(
1 +
c
2
)2
max
((
β + r¯
)
xmax, r¯ + β, 1
)
.
We have
P2 := xi+ 12
(
bω
(
xi+ 12
)− (b+ω(xi) + b−ω(xi+1))). (109)
1. 1stcase : b > 0: Let us estimate P2 defined as follows:
P2 = bxi+ 12
(
ω
(
xi+ 12
)− ω(xi)). (110)
By applying the Taylor theorem with integral remainder we have also
ω(xi+ 12 ) = ω(xi) +
∫ x
i+1
2
xi
ω′(x)dx, (111)
then
|P2| ≤ |b|xmax
∫ xi+1
xi
|ω′(x)|dx, (112)
2. 1stcase : b < 0:
P2 = bxi+ 12
(
ω
(
xi+ 12
)− ω(xi+1)). (113)
By applying the Taylor theorem with integral remainder we have also
ω(xi+1) = ω(xi+ 12 ) +
∫ x
i+1
2
xi
ω′(x)dx, (114)
then
|P2| ≤ |b|xmax
∫ xi+1
xi
|ω′(x)|dx, (115)
From (112) and (115), we have finally
|P2| ≤
(
r¯ + β
)
xmax
∫ xi+1
xi
|ω′(x)|dx. (116)
Similarly, we have
ω(xi+1) = ω(xi) +
∫ xi+1
xi
ω′(x)dx. (117)
then
|ω(xi+1)− ω(xi)| ≤
∫ xi+1
xi
|ω′(x)|dx. (118)
Let us bound ∣∣∣τi+ 12 − k(xi+ 12 )hi
∣∣∣. (119)
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Indeed we have: ∣∣∣τi+ 12 − k(xi+ 12 )hi
∣∣∣ ≤ ∣∣∣τi+ 12 ∣∣∣+ ∣∣∣k(xi+ 12 )hi
∣∣∣. (120)
Here, we have:
∣∣∣k(xi+ 12 )
hi
∣∣∣ = σ2x2i+ 12
2hi
=
σ2
4
(xi + xi+1)
2
xi+1 − xi =
σ2
4
x2i+1
(
1 + 2 xixi+1 +
(
xi
xi+1
)2)
xi+1
(
1− xixi+1
) = σ2
4
xi+1 × 1 + 2Zi + Z
2
i
1− Zi∣∣∣k(xi+ 12 )
hi
∣∣∣ ≤ σ2
4
xmax ×
(
1 + 2Zi + Z
2
i
)
× 1
1− Zi . (121)
with Zi defined as follows
Zi =
xi
xi+1
0 < Zi < 1, (122)
using a similar argument as in (87) and (88), there exists a positive constant M4 such that∣∣∣k(xi+ 12 )
hi
∣∣∣ ≤ σ2xmax × (2 + M4), (123)
in the other hand, using (89) we have, ∣∣∣τi+ 12 ∣∣∣ ≤ σ22 (2 + M1)xmax. (124)
Coming back to (120), and by using (123) and (89) we have∣∣∣τi+ 12 − k(xi+ 12 )hi
∣∣∣ ≤ ∣∣∣τi+ 12 ∣∣∣+ ∣∣∣k(xi+ 12 )hi
∣∣∣
≤ σ
2
2
(
2 + M1
)
xmax + σ
2xmax
(
2 + M4
)
∣∣∣τi+ 12 − k(xi+ 12 )hi
∣∣∣ ≤ σ2xmax(M1 + M4 + 3
2
)
, (125)
then the estimate of P3 defined as follows
P3 :=
(
τi+ 12 −
k(xi+ 12 )
hi
)(
ωi+1 − ωi
)
, (126)
is, by using (118) and (125). We therefore have
|P3| ≤
∣∣∣∣∣τi+ 12 − k(xi+ 12 )hi
∣∣∣∣∣∣∣∣ωi+1 − ωi∣∣∣
≤ σ2xmax
(
M1 + M4 +
3
2
)∫ xi+1
xi
|ω′(x)|dx
|P3| ≤ σ2xmax
(
M1 + M4 +
3
2
)∫ xi+1
xi
|ω′(x)|dx. (127)
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Using (102),(116) and (127)∣∣∣Fh(w(xi+ 12 ))− F (w(xi+ 12 ))∣∣∣ ≤ |P1|+ |P2|+ |P3|
≤ C14
∫ xi+1
xi
(
|F ′(ω)|+ |ω′|+ |ω|
)
dx+ |r − σ2|xmax
∫ xi+1
xi
|ω′(x)|dx
+σ2xmax
(
M1 + M4 +
3
2
)∫ xi+1
xi
|ω′(x)|dx
∣∣∣Fh(w(xi+ 12 ))− F (w(xi+ 12 ))∣∣∣ ≤ C1 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx, (128)
with
C1 = C14 +
(
r¯ + β
)
xmax + βxmax
(
M1 + M4 +
3
2
)
,
• 2ndcase : The fitted TPFA method is applied for space discretization at x1/2 we have:∣∣∣Gh(ω(x1/2)− F (ω(x1/2)∣∣∣ = ∣∣∣− 1
4
x1(a+ b)ω(x1) + k(x 1
2
)ω′
(
x 1
2
)
+ bx 1
2
ω
(
x 1
2
)∣∣∣
=
∣∣∣− 1
4
x1(a+ b)
(
ω(x1)− ω(x0)
)
+ k(x 1
2
)ω′
(
x 1
2
)
+ bx 1
2
ω
(
x 1
2
)∣∣∣
=
∣∣∣∣∣k(x 12 )
(
ω′
(
x 1
2
)− ω(x1)− ω(x0)
h0
)
+ bx 1
2
(
ω(x1/2)− ω(x0)
)
+
(
k(x1/2)− 1
4
x1(a+ b)
)(
ω(x1)− ω(x0)
)∣∣∣∣∣∣∣∣Gh(ω(x1/2)− F (ω(x1/2)∣∣∣ ≤ ∣∣k(x 1
2
)
∣∣ · ∣∣∣∣∣ω′(x 12 )− ω(x1)− ω(x0)h0
∣∣∣∣∣+ |b|x 12 ∣∣∣ω(x1/2)− ω(x0)∣∣∣∣∣∣k(x1/2)− 1
4
x1(a+ b)
∣∣∣∣∣∣ω(x1)− ω(x0)∣∣∣,
it follows that: ∣∣∣k(x1/2)− 1
4
x1(a+ b)
∣∣∣ ≤ ∣∣∣k(x1/2)∣∣∣+ ∣∣∣1
4
x1(a+ b)
∣∣∣
≤
∣∣∣k(x1/2)∣∣∣+ 1
4
xmax
(
r¯ + β
)
.
Thereby, using (123), 98 and 108, (110) and 112, we get∣∣∣Gh(ω(x1/2)− F (ω(x1/2)∣∣∣ ≤ C2 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx
where
C2 = C14 +
[(
r¯ + β
)
+
(
β
(
M1 +
5
2
)
+
1
4
r¯
)]
xmax.
Besides, since for i = 1, . . . , N
Gh
(
w(xi+ 12 )
)
= Fh(w(xi+ 12 )
)
, (129)
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similarly to 128, we get∣∣∣F (w(xi+ 12 ))−Gh(Ihw(xi+ 12 ))∣∣∣ ≤ C2 ∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx
with
C2 = C14 +
(
r¯ + β
)
xmax + βxmax
(
M1 + M4 +
3
2
)
.
Finally, when the fitted TPFA method is applied for the space discretization, there exists a positive constant
satisfying (83).
4. Full discretization and errors estimates
Let 0 := t0 < t1 < . . . < tM−1 < tM := T be a subdivision of the time interval [0, T ] with the step sizes ∆tm =
tm+1− tm, m ∈ {0, . . . ,M − 1} and ∆t = max1≤m≤M−1 ∆tm. The full discretization of (14) using the combination
of the TPFA method with the parameter θ ∈ [0, 1] can be formulated as : Find a sequence u1h, . . . , uMh ∈ Vh such
that for m ∈ {0, . . . ,M − 1}
(
um+1h − umh
∆tm
, vh
)
h
+ ah
(
θum+1h + (1− θ)umh , vh; tm+θ
)
=
(
θfm+1 + (1− θ)fm, vh
)
h
u0 = uoh
(130)
where tm+θ = θtm+1 + (1− θ)tm and the bilinear form ah is given by (48). Similarly, when the fitted TPFA method
is applied for the the spatial discretization, the full discretization is formulated as follows:
Find a sequence u1h, . . . , u
M
h ∈ Vh such that for m ∈ {0, . . . ,M − 1}
(
um+1h − umh
∆tm
, vh
)
h
+ bh
(
θum+1h + (1− θ)umh , vh; tm+θ
)
=
(
θfm+1 + (1− θ)fm, vh
)
h
u0 = uoh
(131)
where the bilinear form bh is given by (56).
4.1. Errors estimates
Theorem 3. Let us consider the unique solution u of (17) and ζmh the numerical solution of the fully discretized
scheme using the TPFA method (42)(ζmh = u
m
h for the TPFA method) or the fitted TPFA method (50) (ζ
m
h = z
m
h for
fitted TPFA method). Let θ ∈ [1/2; 1], if u ∈ H1
(
0, T ;H1(Ω)
)
∩H2
(
0, T ;L2(Ω)
)
and F (u) ∈ C(0, T,H1(Ω)), then
there exists a positive constant C, independent of h, ∆t, M , and N such that
∣∣∣∣u(tm)− ζmh ∣∣∣∣0,h ≤ C(h+ ∆t). (132)
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Proof 6. Indeed the proofs follow the same lines as that in [7, Theorem 7]. We summarise the keys steps. Here we
have two cases:
1st case When the TPFA method is applied for the space discretization.
Here, we take ζmh = u
m
h . Let us notice that∣∣∣∣u(tm)− umh ∣∣∣∣0,h ≤ ∣∣∣∣u(tm)− Ihu(tm)∣∣∣∣0,h + ∣∣∣∣Ihu(tm)− umh ∣∣∣∣0,h (133)
where Ih is the interpolation operator introduced in (81). In one hand, in order to bound the first term on the right
hand side of (133), let us recall the following result. Since u(t) ∈ H2(Ω) then there exists a constant C31 depending
on u (see Theorem 3.25, page 138 in [11]) such that
∣∣∣∣Ihu(t)− u(t)∣∣∣∣0,h ≤ C31 · h2 · |u(t)|2 (134)
where | · |2 is the semi-norm of H2(Ω). Furthermore, for u ∈ C(
(
0, T
)
, H2(Ω)), there exists a positive constant
C32 = C31(u, T ) · xmax such that ∣∣∣∣Ihu(tm)− u(tm)∣∣∣∣0,h ≤ C32 · h. (135)
We now estimate Wm := Ihu(tm)− umh in the discrete L2-norm. We define the expression A by
A =
(
Wm+1 −Wm
∆tm
, vh
)
h
+ ah
(
θWm+1 + (1− θ)Wm, vh; tm+θ
)
, (136)
where ah is the bilinear form given by (45) when the TPFA method is applied. By some arithmetic manipulations,
we have
A =
N∑
i=1
li
Wm+1i −Wmi
∆tm
vi + ah
(
θWm+1 + (1− θ)Wm, vh; tm+θ
)
=
N∑
i=1
li
Ihui(tm+1)− Ihui(tm)
∆tm
vi + ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh; tm+θ
)
−
N∑
i=1
li
uh
m+1
i − uhmi
∆tm
vi − ah
(
θum+1h + (1− θ)umh , vh; tm+θ
)
=
N∑
i=1
li
Ihui(tm+1)− Ihui(tm)
∆tm
vi + ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh; tm+θ
)
−
N∑
i=1
li
uh
m+1
i − uhmi
∆tm
vi − ah
(
θum+1h + (1− θ)umh , vh; tm+θ
)
−
(
θu˙(tm+1) +
(
1− θ)u˙(tm), Lhvh)
+
(
θu˙(tm+1) +
(
1− θ)u˙(tm), Lhvh)+ θaˆh(u(tm+1), vh; tm+1)+ (1− θ)aˆh(u(tm), vh; tm)
−θaˆh
(
u(tm+1), vh; tm+1
)− (1− θ)aˆh(u(tm), vh; tm). (137)
24
We also have
A =
[
N∑
i=1
li
Ihui(tm+1)− Ihui(tm)
∆tm
vi −
(
θu˙(tm+1) +
(
1− θ)u˙(tm), Lhvh)]
+
[
ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh; tm+θ
)
− θaˆh
(
u(tm+1), vh; tm+1
)− (1− θ)aˆh(u(tm), vh; tm)]
+
[(
θu˙(tm+1) +
(
1− θ)u˙(tm), Lhvh)+ θaˆh(u(tm+1), vh; tm+1)+ (1− θ)aˆh(u(tm), vh; tm)]
−
N∑
i=1
li
uh
m+1
i − uhmi
∆tm
vi − ah
(
θum+1h + (1− θ)umh , vh; tm+θ
)
. (138)
Remember that (see (44))
N∑
i=1
li
uh
m+1
i − uhmi
∆tm
vi + ah
(
θum+1h + (1− θ)umh , vh; tm+θ
)
=
(
θfm+1 + (1− θ)fm, vh
)
h
, (139)
and also (
θu˙(tm+1) +
(
1− θ)u˙(tm), Lhvh)+ θaˆh(u(tm+1), vh; tm+1) +
(
1− θ)aˆh(u(tm), vh; tm) = (θfm+1 + (1− θ)fm, Lhv).
(140)
Thereby, we get
A = Y m1 + Y
m
2 + Y
3
m, (141)
where
Y m1 =
N∑
i=1
li
Ihui(tm+1)− Ihui(tm)
∆tm
vi −
(
θu˙(tm+1) + (1− θ)u˙(tm), vh
)
, (142)
Y m2 = ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh; tm+θ
)
− θaˆh
(
u(tm+1), vh; tm+1
)
−(1− θ)aˆh
(
u(tm), vh; tm
)
(143)
and
Y m3 =
(
θfm+1 + (1− θ)fm, Lhv
)
−
(
θfm+1 + (1− θ)fm, vh
)
h
. (144)
The estimation of Y m1 is done exactly as in [7, (54)] and we have:
Y m1 =
(
ωm, Lhvh
)
(145)
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ωm :=
Lhu(tm+1)− Lhu(tm)
∆tm
− θu˙(tm+1)− (1− θ)u˙(tm) (146)
|Y m1 | ≤ ||ωm||L2(Ω)||vh||0,h (147)
with
||ωm||L2(Ω) ≤ Qm1
(
∆tm, h
)
:=
1
∆tm
∫ tm+1
tm
∥∥(Lh − I) ◦ u˙(s)∥∥L2(Ω)ds+ ∫ tm+1
tm
||u¨||L2(Ω)ds.
Estimate of Y m2
Y m2 = ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh
)
− θaˆh
(
u(tm+1), vh
)
− (1− θ)aˆh
(
u(tm), vh
)
. (148)
By adding and extracting the term aˆh
(
θu(tm+1) + (1− θ)u(tm), vh, tm+θ
)
we get
Y m2 = ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh, tm+θ
)
− aˆh
(
θu(tm+1) + (1− θ)u(tm), vh, tm+θ
)
+aˆh
(
θu(tm+1) + (1− θ)u(tm), vh, tm+θ
)
− θaˆh
(
u(tm+1), vh, tm+1
)
−(1− θ)aˆh
(
u(tm), vh, tm
)
=: Y m21 + Y
m
22 , (149)
where
Y m21 = ah
(
θIhu(tm+1) + (1− θ)Ihu(tm), vh; tm+θ
)
− aˆh
(
θu(tm+1) + (1− θ)u(tm), vh; tm+θ)
)
, (150)
and
Y m22 = aˆh
(
θu(tm+1) + (1− θ)u(tm), vh; tm+θ)
)
− θaˆh
(
u(tm+1), vh; tm+1
)
− (1− θ)aˆh
(
u(tm), vh; tm
)
, (151)
with tm+θ = θtm+1 + (1− θ)tm θ ∈ [1/2, 1]. Estimate of Y m21
Note that
Y m21 = θ
(
ah
(
Ihu(tm+1), vh; tm+θ
)− aˆh(u(tm+1), vh; tm+θ))
+(1− θ)
(
ah
(
Ihu(tm), vh; tm+θ
)− aˆh(u(tm), vh; tm+θ)).
Let us consider the term
δ21(ω, vh, s) := ah(Ihω, vh; s)− aˆh(ω, vh; s) (152)
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Thereby, using (48) we have:
δ21(ω, vh, s) = ah(Ihω, vh; s)− aˆh(ω, vh; s)
=
N∑
i=1
(
Fh
(
Ihω(xi+ 12 )
)− Fh(Ihω(xi− 12 ))
)
· vi +
(
c(s)Ihω, vh
)
h
−
N∑
i=1
(
F
(
ω(xi+ 12 )
)− F (ω(xi− 12 ))
)
· vi −
(
c(s)ω,Lhvh
)
=
N∑
i=1
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)
vi −
N∑
i=1
(
Fh
(
Ihω(xi− 12 )
)
−F (ω(xi− 12 ))
)
· vi + c(s)
((
Ihω, vh
)
h
−
(
ω,Lhvh
))
=
N∑
i=1
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)
· vi −
N−1∑
i=0
(
Fh
(
Ihω(xi+ 12 )
)
−F (ω(xi+ 12 ))
)
· vi+1 + c(s)
((
LhIhω,Lhvh
)
−
(
ω,Lhvh
))
.
We can also expand as
δ21(ω, vh, s) = −
(
Fh
(
Ihω(x 1
2
)
)− F (ω(x 1
2
)
))
v1 +
N−1∑
i=1
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)
· (vi − vi+1)
+
(
Fh
(
Ihω(xN+ 12 )
)− F (ω(xN+ 12 ))) · vN + c(s)
((
Lhω,Lhvh
)
−
(
ω,Lhvh
))
=
(
Fh
(
Ihω(x 1
2
)
)− F (ω(x 1
2
)
)) · (v0 − v1)
+
N−1∑
i=1
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)
· (vi − vi+1)
+
(
Fh
(
Ihω(xN+ 12 )
)− F (ω(xN+ 12 ))) · (vN − vN+1)+ c(s)(Lhω − w,Lhvh)
=
N∑
i=0
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)
· (vi − vi+1)+ c(s)((Lh − I)ω,Lhvh),
= δ211 + δ212, (153)
where I is the identity operator and δ211 defined as follows:
δ211 =
N∑
i=0
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)
· (vi − vi+1) (154)
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Moreover, we also have
|Fh
(
Ihω(x 3
2
)
)− F (ω(x 1
2
)
)(
v0 − v1
)| = | 1
τ1/2
(
Fh
(
Ihω(x 3
2
)
)− F (ω(x 1
2
)
))
τ1/2
(
v0 − v1
)|
≤ 1
τ1/2
(
Fh
(
Ihω(x 3
2
)
)− F (ω(x 1
2
)
))
τ1/2|v1|
≤ C4h0
∫ x1
x0
(
|F ′(ω)|+ |ω′|+ |ω|
)
dx× C3|v1|
≤ C15h0
[∫ x1
x0
(
|F ′(ω)|+ |ω′|+ |ω|
)2
dx
]1/2√
h0v21
|Fh
(
Ihω(x 3
2
)
)− F (ω(x 1
2
)
)(
v0 − v1
)| ≤ C15h0[∫ x1
x0
(
|F ′(ω)|+ |ω′|+ |ω|
)2
dx
]1/2√
h0v21 ,
where the positive constant C2 and C3 are given in (84) and C15 = max
(
C3, C4
)
. Besides, we have:
N∑
i=1
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)(
vi − vi+1
)
=
N∑
i=1
1√
τi+ 12
(
Fh
(
Ihω(xi+ 12 )
)
(155)
−F (ω(xi− 12 ))
)
×√τi+ 12(vi − vi+1)
Thereby, using (82) and (84) in (155) then we have
N∑
i=1
|
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)(
vi − vi+1
)| ≤ N∑
i=1
(√
C2hi
∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)dx
×√τi+ 12 |(vi − vi+1)|
)
≤
√
C4
N∑
i=1
(
hi
[∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2
×√τi+ 12 |(vi − vi+1)|
)
≤
√
C4
N∑
i=1
([∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2
×√τi+ 12 |(vi − vi+1)|
)
h
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Indeed, we also have
N∑
i=1
|
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)(
vi − vi+1
)| ≤ √C4( N∑
i=1
∫ xi+1
xi
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx)1/2 (156)
×
(
N∑
i=1
τi+ 12
(
vi − vi+1
)2)1/2
h
N∑
i=1
|
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)(
vi − vi+1
)| ≤ h√C4[∫ xN+1
x1
(∣∣F (ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2∣∣∣∣vh∣∣∣∣0,ω
(157)
Coming back to δ11 defined in (154), and using the equations (155), (156), and also the fact that h0 ≤ cl1 from
Assumption (2), we get:
δ211 ≤ C16
(
h0
[∫ x1
x0
(
|F ′(ω)|+ |ω′|+ |ω|
)2
dx
]1/2√
h0v21 (158)
+
[∫ xN+1
x1
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2h∣∣∣∣vh∣∣∣∣0,ω
)
≤ C17h
[∫ xN+1
x0
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2(√l1v21 + ∣∣∣∣vh∣∣∣∣0,ω)
≤ C18h
[∫ xN+1
x0
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2(l1v21 + ∣∣∣∣vh∣∣∣∣20,ω)1/2
≤ C18
[∫
Ω
(∣∣F ′(ω)∣∣+ ∣∣ω′∣∣+ ∣∣ω∣∣)2dx]1/2 · h · ∣∣∣∣vh∣∣∣∣ω,d
≤ C211
(∣∣F (ω)∣∣
1
+
∣∣∣∣ω∣∣∣∣
1
)
· h · ∣∣∣∣vh∣∣∣∣ω,d. (159)
Note that ‖.‖1 and |.|1 are respectively the H1(Ω) norm and semi-norm.
For the second term of (153), δ212 is estimated as in [7] and we have∣∣∣∣∣c(s)((Lh − I)ω,Lhvh)
∣∣∣∣∣ ≤ C212 · h · ∣∣∣∣ω∣∣∣∣1,ω · ∣∣∣∣vh∣∣∣∣0,h.
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Thus
|δ21(ω, vh, s)| ≤
∣∣∣∣∣
N∑
i=0
(
Fh
(
Ihω(xi+ 12 )
)− F (ω(xi+ 12 ))
)(
vi − vi+1
)∣∣∣∣∣
+
∣∣∣∣∣c(s)((Lh − I)ω,Lhvh)
∣∣∣∣∣
≤ C211
(∣∣F (ω)∣∣
1
+
∣∣∣∣ω∣∣∣∣
1
)
· h · ∣∣∣∣vh∣∣∣∣ω,d + C212 · h · ∣∣∣∣ω∣∣∣∣1,ω · ∣∣∣∣vh∣∣∣∣0,h (160)
≤ C211
(∣∣F (ω)∣∣
1
+
∣∣∣∣ω∣∣∣∣
1,ω
)
· h · ||vh||ω,d + C212 · h ·
∣∣∣∣ω∣∣∣∣
1,ω
· ∣∣∣∣vh∣∣∣∣ω,d
|δ21(ω, vh, s)| ≤ C21
(∣∣F (ω)∣∣
1
+
∣∣∣∣ω∣∣∣∣
1,ω
)
· h · ||vh||ω,h (161)
Using (152), we have
|Y m21 | ≤ θ
∣∣∣δ21(u(tm+1), vh, tm+θ)∣∣∣+ (1− θ)∣∣∣δ21(u(tm), vh, tm+θ)∣∣∣
≤ C21
(∣∣F (ω)∣∣
1
+
∣∣∣∣ω∣∣∣∣
1,ω
)
· h · ||vh||ω,h (162)
Estimate of Y m22 is done as [7]and we have
|Y m22 | ≤ C22∆tm||vh||0,h. (163)
Estimate of Y m3 is done as in [7, Y
m
4 ] and we have∣∣Y m3 ∣∣ ≤ C3h∣∣∣∣vh∣∣∣∣0,h. (164)
Coming back to the equation above
N∑
i=1
li
Wm+1i −Wmi
∆tm
vi + ah
(
θWm+1 + (1− θ)Wm, vh; tm+θ
)
= Y m1 + Y
m
2 + Y
m
3 .
Using (147),(162),(163) and (164) we get
N∑
i=1
li
Wm+1i −Wmi
∆tm
vi + ah
(
θWm+1 + (1− θ)Wm, vh; tm+θ
)
≤
(
1
∆tm
∫ tm+1
tm
||(Lh − I)u˙(s)||L2(Ω)ds+
+
∫ tm+1
tm
||u¨||L2(Ω)ds
)
||vh||0,h
+C21 · h · ||vh||1,ω + C22(∆tm)||vh||0,h
+C3h
∣∣∣∣vh∣∣∣∣0,h. (165)
30
By replacing vh by W
θ
h = θW
m+1 + (1− θ)Wm in (165), as in [7] using the coercivity property, we have:
1
2∆tm
[
||Wm+1||20,h − ||Wm||20,h
]
+ α||W θh ||2ω,d ≤ Qm(∆tm, h)||W θh ||ω,d
(166)
with
Qm(∆tm, h) ≤ Qm1 (∆tm, h) + C ′ ·
(
h+ ∆tm
)
,
and
Qm1 (∆tm, h) =
1
∆tm
∫ tm+1
tm
||(Lh − I)u˙(s)||L2(Ω)ds+ ∫ tm+1
tm
||u¨||L2(Ω)ds.
Following [7], we therefore
m−1∑
k=0
∆tk
[
Qk1
(
∆tk, h
)] ≤ 2m−1∑
k=0
[∫ tk
tk+1
||(Lh − I)u˙(s)||2L2(Ω)ds+ (∆tk)2
∫ tk
tk+1
||u¨(s)||2L2(Ω)ds
]
≤ 2
∫ T
0
||(Lh − I)u˙(s)||2L2(Ω)ds+ (∆t)2
∫ T
0
||u¨(s)||2L2(Ω)ds, (167)
where ∆t := maxm=0,...,M−1 |∆tm|. As in [7], we have
||(Lh − I)u˙(s)||L2(Ω) ≤ h|u˙(s)|1
then we get
m−1∑
k=0
∆tk
[
Qk1
(
∆tk, h
)] ≤ 2[h2||u˙||2
L2
(
0,T ;H1(Ω)
) + (∆t)2||u¨||2
L2
(
0,T ;L2(Ω)
)]. (168)
Following [7, (66)], (168) yields
||Wm||20,h ≤ ||W 0||20,h + C ′
(
h2 + (∆t)2
)
. (169)
By taking u0 = Ihu0, we have ||W 0||0,h = 0 and therefore
||Wm||0,h ≤ C(h+ ∆t), (170)
which is actually
||Ihu(tm)− umh ||0,h ≤ C(h+ ∆t). (171)
Therefore, using (135) and (171), we get
∣∣∣∣u(tm)− umh ∣∣∣∣0,h ≤ ∣∣∣∣u(tm)− Ihu(tm)∣∣∣∣0,h + ∣∣∣∣Ihu(tm)− umh ∣∣∣∣0,h
≤ C32 · h+ C ′(h+ ∆t)∣∣∣∣u(tm)− umh ∣∣∣∣0,h ≤ C(h+ ∆t). (172)
2ndcase: The proof for fitted TPFA method is done exactly in the same way.
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5. Numerical experiments
In this section, we perform numerical experiments for an European call option pricing problem. The error are
computed with respect to the following analytical solution of the Black-Scholes PDE (see [13]):
C(x, t) = xN(d1)−Ke−rtN(d2), (173)
where
d1 =
ln( xK ) +
(
r + σ
2
2
)
t
d2 = d1 − σ
√
t. (174)
with t the time to maturity and N(·) the standard cumulative normal distribution function. The computational
domain is Ω = [0, xmax] × (0, T ] with xmax = 300 and the maturity time T = 1. These numerical experiments are
performed using the risk free interest rate r = 0.1, the volatilty σ = 0.5 and the strike price K = 100. Here we have
(a) (b)
Figure 2: Analytical solution in (a) and numerical solution from fitted TPFA in (b) at maturity time T = 1
performed space errors by fixing the time step at dt = 1/100 and vary the space step h.
HHHHHHHHH
Num
meth
Nb
Grids pts
100 150 200 250 300 350 400 450 500
TPFA 0.0104 0.0069 0.0052 0.0042 0.0035 0.003 0.0026 0.0023 0.0021
Fitted TPFA 0.0103 0.0069 0.0052 0.0041 0.0034 0.0029 0.0026 0.0023 0.0021
Table 1: Table of space errors. The time step is fixed to be dt = 1/100.
For the time error, we fix the space step at h = 0.25, and vary the time step dt.
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Num
meth
Nb
Time subdivisions
100 150 200 250 300 350 400
TPFA 8.98.10−4 8.83.10−4 8.75.10−4 8.71.10−4 8.69.10−4 8.66.10−4 8.656.10−4
Fitted TPFA 8.98.10−4 8.83.10−4 8.75.10−4 8.71.10−4 8.69.10−4 8.66.10−4 8.656.10−4
Table 2: Table of time errors. The space step is fixed to be h = 0.25.
Figure 3: Space step versus L2 Errors in loglog scale. This graph shows the convergence in space of the fitted TPFA. The order of
convergence in space is O(h), this is in agreement with the theoretical result in Theorem 3. The time step is fixed to be dt = 1/100.
6. Conclusion
In this paper, we have presented two spatial numerical methods for spatial discretization of the Black-Scholes PDE
for pricing options. The first scheme is the classical finite volume method with Two-Point Flux Approximation
(TPFA) and the second scheme is a novel scheme called fitted Two-Point Flux Approximation (TPFA). The novel
fitted Two-Point Flux Approximation (TPFA) combines the classical fitted finite volume method and the standard
TPFA method. The classical fitted finite volume method is used to tackle the degeneracy of the Black-Scholes PDE
near zero. The convergence analyses are performed along with numerical experiments to confirm the theoretical
results.
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