A robust Root Mean Square Standardized Effect Size (RMSSE R ) was developed to address the unsatisfactory performance of the Root Mean Square Standardized Effect Size. The coverage performances of the confidence intervals (CI) for RMSSE R were investigated. The coverage probabilities of the non-central F distribution-based CI for RMSSE R were adequate.
Introduction
Using an effect size (ES) in addition to or in place of a hypothesis test has been enthusiastically advocated by many statistical methodologists because ESs are regarded as more appropriate and more informative (Cohen, 1965 (Cohen, , 1994 Cumming & Finch, 2005; Finch, et al., 2002; Hays, 1963; Meehl, 1967; Nickerson, 2000; Steiger, 2004; Steiger & Fouladi, 1997; Zhang, 2009; Zhang & Algina, 2008) . Reporting an ES has become mandatory or strongly recommended in some editorial policies in the last two decades (Murphy, 1997; Thompson, 1994) . The Publication Manual of the American Psychological Association (2001) stated that it is almost always necessary to include some index of ES or strength of relationship in the results section of a research report. Inference, 1999 ) not only supports the use of ESs but also requires researchers to provide confidence intervals (CI) for all principal outcomes. A CI for an ES is recommended as a superior replacement for significance testing because it is argued that CI contains all the information found in the significance tests and vital information not provided by the significance tests about the magnitude of effects and precision of estimates (Cohen, 1994; Steiger & Fouladi, 1997; Wilkinson, et al., 1999; Cumming & Finch, 2001 , 2005 Zhang, 2009) .
Guili Zhang is an Assistant Professor of Research and Evaluation Methodology in the
The increased interests in ES and CI have motivated explorations of their usefulness and effectiveness within recent years (Algina & Keselman, 2003a , 2003b Bird, 2002; Cumming & Fitch, 2001; Zhang & Algina, 2008) . In the two group case, it has been reported that -in both the independent and dependent samples cases -CIs for Cohen's δ , arguably the most widely accepted ES index for a pairwise contrast on means, may be misleading due to poor coverage probability when data are nonnormal and can grossly misrepresent the degree to which two distributions differ (Algina & Keselman, 2003b; Algina, et al., 2006; Algina, et al., 2005a; Kelly, 2005; Wilcox & Keselman, 2003) . However, research has shown that the CIs for R δ , a robust version of δ based on trimmed means and Winsorized variances, have better coverage probability than do CIs for Cohen's δ under data nonnormality (Algina & Keselman, 2003b) .
In the more than two group case, Zhang and Algina (2008) investigated the coverage performance of the noncentral F distributionbased CI and the percentile bootstrap CI for one of the most commonly used generalized effect size indices, the Root Mean Square Standardized Effect Size (RMSSE), proposed by Steiger and Fouladi (1997) , denoted by 2 1 * 2 ( )  in a one-way, fixed-effects, between-subjects ANOVA. Both CIs were implemented for all combinations of the following five factors: (1) five population distributions including the normal distribution and four additional cases from the family of the g and h distributions that are nonnormal (Hoaglin, 1983 , Martinez & Iglewicz, 1984 ; (2) two numbers of levels for treatment groups: J = 3 and J = 6; (3) three cell sample sizes in each treatment; (4) six values of population RMSSEs; and (5) two mean configurations, the equally spaced mean configuration and the one extreme mean configuration. Each condition was replicated 2,500 times and the number of bootstrap replications in the bootstrap procedure was 1,000. Zhang and Algina found that both the noncentral F distribution-based CI and the percentile bootstrap CI for RMSSE yielded inadequate coverage probabilities under data nonnormality. According to arguments in Wilcox and Keselman (2003) .642 1 .642 1 
A CI for * R f can be constructed based on the noncentral F distribution. Consider a one-way, between-subjects, fixed-effects ANOVA with j n observations in the j th group and J groups.
The robust F statistic is calculated by using (Yuen, 1974 )
where
RB MS and
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are the robust mean square between and robust mean square within respectively, and are calculated by using:
and 
To find a (1 − α )% (95% in this study) CI for * R f , the noncentral F distribution was first used to find a 95% CI for R λ . After the CI on R λ is found, equation 9 is applied to transform the endpoints of the CI for R λ to obtain the endpoints for the CI for
Although the noncentral F distribution can be used to obtain a CI for * R f , because this CI construction method is based on the assumption that the data are drawn from a normal distribution, when the data are nonnormal the coverage probability for this interval may be poor and the percentile bootstrap CI may have better coverage probability (Algina & Keselman, 2003b; Efron & Tibshirani, 1993) . Therefore, the performances of the percentile bootstrap method for the construction of CIs for * R f were examined and compared to the noncentral F distribution-based method in terms of the probability coverage and interval width.
Coverage Performance of the Confidence Interval for Robust Root Mean Square Standardized Effect Size
To investigate the coverage performance of the CIs for * R f , the noncentral F distributionbased and the percentile bootstrap CIs were implemented for all combinations of the following five factors: (1) five population distributions including the normal distribution and four additional cases from the family of the g and h distributions that are nonnormal (Hoaglin, 1983 , Martinez & Iglewicz, 1984 ; (2) two numbers of levels for treatment groups: J = 3 and J = 6; (3) three cell sample sizes in each treatment; (4) six values of population RMSSE R ; (5) two mean configurations, the equally spaced mean configuration and the one extreme mean configuration. The nominal confidence level for all intervals investigated was 0.95 and each condition was replicated 2,500 times. The number of bootstrap replications in the bootstrap procedure was 1,000.
Conditions
Data for all five distributions were generated from the g and h distributions: (1) 0 g h = = , the standard normal distribution The four nonnormal distributions cover a wide range of nonnormality including distributions that are strongly nonnormal. Such a selection of distributions allows the researcher to investigate the performances of the CIs under a wide range of the data conditions. The goal is to find which procedure or procedures are likely to work well over a wide range of distributions because it is impossible for any one of the simulations to include every possible distribution that might be encountered in real data or to anticipate what types of distributions are realistic in all of social and behavioral science fields. The inclusion of the normal distribution provides a reference for judgments on the CIs' performance under data that deviate from normality.
The numbers of treatment groups investigated were 3 and 6 (J = 3 and J = 6), and sample sizes in each treatment included were 20 j n = to 50 in steps of 15. In other words, the treatment groups have equal sample size and the sample sizes investigated were 20, 35 and 50. The number of treatment groups equal to 3 and 6 was selected because this covers the likely range encountered in most research in the social and behavioral sciences. Sample sizes ranging from 20 to 50 are fairly typical of sample sizes used in social science research, although clearly do not cover sample sizes found in very small or very large studies.
The treatment group means followed two mean configurations: the equally spaced mean configuration and the one extreme mean configuration. A mean configuration is a specification of the arrangement of the treatment groups means. Denoting the smallest and the largest means by μ min and μ max , if the means other than μ min and μ max are equally spaced between these two extremes, the configuration is referred to as an equally spaced configuration (Cohen, 1969) . If one of the means is equal to μ min and the rest of the means are all equal to μ max , or, if one of the means is equal to μ max and the rest of the means are equal to μ min , then the configuration is called a one extreme mean configuration. Mean configurations are an artifice adopted because the actual configuration of means in social science research is quite variable.
Nevertheless, the selected configurations cover a range of possibilities and will allow determination of whether results tend to generalize over configurations.
Six values of The nominal confidence level for all intervals investigated was .95 and each condition was replicated 2,500 times, assuring sufficient precision for an adequate initial investigation into the sampling behaviors of the CIs. The number of bootstrap replications in the bootstrap procedure was 1,000.
Analyses Conducted
The study was designed to investigate the robustness of the noncentral F distributionbased CIs and the percentile bootstrap CIs for * R f to sampling from nonnormal distributions.
Coverage probabilities for the noncentral F distribution-based and bootstrap CIs for * R f were estimated. Additionally, the average width of the noncentral F distribution-based and bootstrap CIs for * R f were compared.
Variables conforming to a g and h distributions are transformations of a standard normal distribution. When g and h are both nonzero,
where Z is a standard normal variable, and Y is the g and h distributed variable. When g is zero,
Standard normal variables (Z ij ) were generated by using RANNOR function in SAS (SAS, 1999) . Then the Z ij were converted to the desired g and h distributed random variable by using Equations 11 and 12. To create scores corresponding to the selected values of * R f , it is necessary to linearly transform the g and h distributed variables. Data were generated for three samples and six samples in each replication of each condition by the following steps: First, for the first sample 1 n scores were generated from the appropriate distribution. Secondly, 2 n scores from the same distribution were generated and a constant was added to each score. Thirdly, 3 n scores from the same distribution were generated and a constant was added to each score and so forth until J n scores from the same distribution were generated and a constant was added to each score. The constants were chosen such that the population RMSSE R , For the equally spaced mean configuration, the Y variables were obtained by using
For the configuration with one extreme mean,
To find a (1 α − )% (95% in the current study)
confidence interval for 
3. The 1,000 Tables 1 to 4 . First, when sampling from a normal distribution, the coverage probability of the noncentral F distribution-based CIs should be 0.975 when Second, considering the results in all four tables, coverage probability for the noncentral F distribution-based CI for * R f tends to be appreciably better than for the bootstrap CI both when sampling from normal and nonnormal distributions. When sampling from the normal distribution, when J = 3 the coverage probability for the noncentral F distributionbased CI is outside the [.925, .975 ] interval in only 1 case out of a total of 36, while the bootstrap CI has a total of 20 cases outside this interval. Under normality, when J = 6, the noncentral F distribution-based CI coverage probabilities are outside [.925, .975 ] in 2 out of 36 cases, while the bootstrap CI coverage probabilities are outside this interval in 6 out of 36 cases.
For the nonnormal distributions, the noncentral F distribution-based CI for Third, the performance of the noncentral F distribution-based CI under the four nonnormal distributions reveals some common characteristics across Table 1 to Table 4 Overall, under all data distributions, the coverage probabilities of the noncentral F distribution-based CI for Presented in Table 6 , the average widths of the noncentral F distribution-based and bootstrap CIs for * R f under J = 3 and the one extreme mean configuration shows little difference from those from the widths for the equally spaced mean configuration in Table 5 . This suggests that the type of mean configuration does not affect the precision of estimation for * R f . Table 7 shows the average widths of the noncentral F distribution-based and bootstrap CIs for * R f under J = 6 and the equally spaced mean configuration. It is fairly apparent that, when J increases from 3 to 6, the intervals become narrower. This is observed for all combinations of conditions. It is also observed that, generally, the average widths of the noncentral F distribution-based CIs for Table 8 . Again there is little difference between these widths and the widths in the equally spaced mean configuration in Table 7 , in terms of values as well as patterns observed. This suggests that the type of mean configuration does not strongly affect the estimation accuracy for * R f .
Conclusion
Confidence intervals for effect size have been strongly advocated by statistical methodologists to be used as a useful supplement to and maybe even a superior replacement for the traditional hypothesis testing. Despite the increasing need for using CIs, much remains to be known about the robustness of the CIs in order to ensure their proper usage. Investigation and evaluation of the performance of the CIs and their robustness under various conditions are urgently needed.
In the two-group case, it has been reported that in both the independent samples and dependent samples case CIs for Cohen's δ may be misleading because of poor coverage probability when data are nonnormal (Algina & Keselman, 2003b; Algina, et al., 2005a , Algina, et al., 2006 Kelly, 2005) . A second problem with using Cohen's δ is that, although it is intended as a measure of group separation, it is not always an adequate measure of group separation due to the fact δ can be dramatically affected by outliers and long-tailed distributions (Keselman & Wilcox, 2003) . Algina, et al. (2005b) recommended a robust version of Cohen's δ defined by 2 1
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Algina and Keselman (2003b) and Algina, et al. (2005b) reported that CIs for R δ have better coverage probability than do CIs for Cohen's δ , and that the actual coverage probability is closer to the nominal coverage probability for CIs constructed by using the percentile bootstrap than for the CIs constructed by using the noncentral t distribution-based method.
In the more than two group cases, Zhang and Algina (2008) .000
.109
.000
.225
.760
.098
.225 When J = 6, the bootstrap CIs were mostly inside the [.925, .975 ] criterion interval under normality. However, under all other data distribution conditions, they were outside of the interval when sample size was small: most cases for n = 20 as well as some cases for n = 35.
For both the noncentral F distributionbased and the bootstrap CIs for * R f , the mean configuration did not appear to alter the pattern of the probability coverage performance. However, sample sizes seem to be slightly positively related to probability coverage. The widths of the noncentral In summary, both the noncentral F distribution-based and the bootstrap CIs for * f , which are based on the usual least-square estimators, yielded inadequate coverage probabilities. Thus, an important task to help researchers who want to set a CI around * f is developing a better interval than the noncentral F distribution-based or percentile bootstrap CI. The noncentral F distribution-based CIs for * R f , which was proposed in the current study and was formulated with the robust parameters including the trimmed means and Winsorized variances, yielded fairly adequate coverage probabilities and better coverage probability than the percentile bootstrap CI. Accordingly, researchers who want to set a CI for * R f can use the CI constructed by using the noncentral F distribution and will enjoy the additional benefit of using a robust measure of effect size, that is, a measure that is not likely to be strongly affected by outlying data points.
