Abstract. A constructive lower bound on the quasi-Ramsey numbers and the tournament ranking function was obtained in [S. Poljak, V. Rödl, and J. Spencer, SIAM J. Discrete Math., (1) 1988, pp. 372-376]. We consider the weighted versions of both problems. Our method yields a polynomial time heuristic with guaranteed lower bound for the linear ordering problem.
1. Introduction. The quasi-Ramsey number g(n) is defined as the maximum discrepancy between the number of edges and nonedges that appears on some induced subgraph of any graph of order n, i.e., 
. , n, f is a function from [n]
2 into {−1, 1} and f (S) = e∈S 2 f (e). It is well known (Erdös and Spencer [4] ) that for some positive, absolute constants c 1 , c 2 c 1 n 3/2 ≤ g(n) ≤ c 2 n 3/2 .
The tournament ranking function h(n) is defined as the maximum size of an acyclic (undirected) subgraph that appears in any tournament of order n. More precisely, let T n be a tournament on n vertices, P n a transitive tournament on n vertices, and let |T n ∩ P n | denote the number of common oriented arcs of T n and P n ; then h(n) = min Tn max Pn |T n ∩ P n |.
It was shown by Spencer ([14] , [15] ) that 1 2
where c 1 and c 2 are positive absolute constants. The proof of the upper bound has been simplified by Fernandez de La Vega [5] . Using the method of Spencer, the lower bound on h(n) can be obtained by an algorithmic argument from the lower bound on g(n). Poljak, Rödl, and Spencer [12] proposed a fast O(n 3 log n) time algorithm that finds a set S with discrepancy at least π −1/2 24 n 3/2 , the corresponding result for the tournament ranking function h(n) is also presented in [12] . We will consider the weighted version of both problems. Our algorithm uses the Erdös-Selfridge method of conditional expectations that was also applied in [12] . For the lower bound on the quasi-Ramsey number g(n) we prove the following result. Moreover, S can be found in O(n 3 lg (nd) lg n) time, provided the weights are integers from {−d, . . . , d}.
The weighted version of the tournament ranking problem is also known as the linear ordering problem (see Grötschel, Jünger, and Reinelt [10] ). The problem can be formulated in the following way: For a given tournament T with weight c(i, j) on the arc (i, j) ∈ T , find the ordering σ of vertices for which the sum is a maximum. The list of applications of the linear ordering problem can be found in Lenstra [11] . It includes applications from different areas of econometrics (inputoutput matrix analysis), sociology (social choice), psychology, machine scheduling, and even archaeology. The problem is NP-complete (see Garey and Johnson [8] ), but there were several methods developed for solving small instances, e.g., up to order of 50 by Grötschel, Jünger, and Reinelt [10] . Using the algorithm from Theorem 1, we will get a polynomial time heuristic with a guaranteed lower bound.
Theorem 2. Let T be a tournament on n vertices with nonnegative weights w(e) on edges. Then there is an ordering σ such that the sum of weights on edges that agree with the ordering is at least
where K is the total sum of weights. The ordering σ can be constructed by a O(n 3 lg (nd) lg n) time algorithm, provided weights are integers from {0, . . . , d}.
From the upper bound on h(n), we conclude that there exists weight function for which the heuristic is best possible (up to a constant factor).
Given a real number ρ, 0 < ρ < 1 a polynomial time approximation scheme (PTAS) for an optimization problem is an algorithm which when given an instance of size n, finds in polynomial time (in n) a solution of value at least (1 − ρ)OP T , where OP T is the optimal value. Using the regularity lemma and its constructive version of Alon et al. [1] , we design a PTAS for the "dense" quasi-Ramsey problem and for tournament ranking. For the quasi-Ramsey number we have the following theorem.
Theorem 3. Let c > 0 be fixed. If OP T (f ) ≥ cn 2 , then for every ρ, 0 < ρ < 1, there is a O(n 2.4 ) time algorithm that constructs set S such that
For the tournament ranking we prove the following theorem for the case when OP T (T n ) = max Pn |T n ∩ P n | for a tournament T n .
Theorem 4. For 0 < ρ < 1 there is a polynomial time algorithm that constructs an ordering σ of vertices of T n so that at least (1 − ρ)OP T (T n ) of arcs agree with σ.
Note that Theorem 3 and Theorem 4 are in some sense counterparts to Theorem 1 and Theorem 2. For example, Theorem 1 provides the existence of a polynomial time algorithm to find the set S with |f (S)| being the guaranteed minimum; Theorem 3 gives for every ρ the const(ρ)n 2.4 algorithm that finds a set S with f (S) being a (1 − ρ) multiple of the optimal. Theorem 3 is based on the algorithmic version of the regularity lemma which "approximates the graph with error of ǫn 2 ". Therefore, it can be applied only to instances with OP T (f ) ≥ cn 2 . On the other hand, in case of Theorem 4, clearly OP T (T n ) ≥ 1 2 n 2 and, therefore, a PTAS for the linear ordering problem can be obtained with no additional assumptions. Independently, very recently Frieze and Kannan [6] and [7] applied a version of the regularity lemma to the maximum subgraph problem, an equivalent to tournament ranking. Our arguments differ from those in [7] . The rest of the paper is organized as follows: In section 2, for a given − → v 1 , . . . , − → v n ∈ R k , we will show how to construct sign vector − → X = (X 1 , . . . , X n ) such that
where
The algorithm is later applied to quasi-Ramsey numbers and to the linear ordering problem. Section 3 includes the applications of the regularity lemma. We conclude with an open problem in section 4. 
The proof can be found in [12] . For 1 ≤ i ≤ n, let X i be independent random variables with distribution P r(X i = 1) = P r(X i = −1) = 1 2 . Lemma 6. Let b 1 , . . . , b n and a be real numbers and let u be the arithmetic mean of |b 1 |, . . . , |b n |. Then we have the following inequality:
Proof. We may assume that all b i 's are nonnegative since the random variables Z i = sgn(b i )X i have the same distribution as X i , i.e., E(|a
be the vector obtained from − → w by cyclic shifting, with ith coordinate w (l) i = w i+l mod n for i = 1, 2, . . . , n. We have
Proof. From Lemma 5 and Stirling's formula, we obtain
Let u j be the arithmetic mean of absolute values of the jth components of − → v 1 , . . . , − → v n , where j = 1, . . . , k and let − → u = (u 1 , . . . , u k ). Using Lemma 6 with a = 0 we have
n such that
Next we will show that a vector − → X = (X 1 , . . . , X n ) from Corollary 8 can be constructed by a polynomial time algorithm. The idea is as follows. We have
− → v i in the beginning. (For later convenience, we write the vectors in the reverse order.) Let us assume that signs X n , X n−1 , . . . , X i+1 are chosen, one in each step, such that
At this moment there are two possible choices of X i , and we take the better one (the one that maximizes the value of the expectation). As we cannot compute quickly the
To describe the algorithm more precisely, we need to introduce some notation.
. . , n, let u ij denote the arithmetic mean of absolute values of the jth coordinates of
.) Now we choose
We can formalize the algorithm in the following procedure.
Algorithm
The above algorithm returns a vector (X 1 , . . . , X n ) such that
The first inequality holds by the choice of X i , the second one by Lemma 6, and the (obvious) fact that u ij is an arithmetic mean of v ij and i − 1 copies of u i−1j . Hence
Proof. The procedure consists of n iterations for computing X n , . . . , X 1 . At each step we evaluate the expression W ( − → S i , i, − → u i ). To keep the computation in integers we replace it by
l can be evaluated in advance using the identity
Since i is of size at most n and the terms S ij , iu ij are of size nd, we can compute |iS ij
The number i l is less than 2 n and so the multiplication
Using the divide and conquer technique, one can design a slightly faster algorithm that gives a little worse results (for details consult [2] ).
We will now apply the algorithm to quasi-Ramsey numbers and to the linear ordering problem. Let us start with the proof of Theorem 1.
Proof of the Theorem 1. We use the same technique that was applied in [12] . Let
2 |f (e)|. First we need to find a large cut of K n with edge weights |f (e)|. Obviously, by a greedy procedure we can construct disjoint sets X and Y such that
Indeed, assume that sets
(Using the GoemansWilliamson algorithm from [9] , one can possibly improve a constant in our theorem. However, since the result in [9] provides .878 approximation of the optimal cut, it does not guarantee that the produced cut is bigger than K 2 . For slightly better cut algorithms consult [13] .) Let X = {x 1 , . . . , x n1 }, Y = {y 1 , . . . , y n2 }. We assume n 1 ≤ n/2. Assign a vector − → v i = (v i1 , . . . , v in2 ) to each vertex x i , where v ij = f (x i , y j ), i = 1, . . . , n 1 , j = 1, . . . , n 2 . Using the algorithm from section 2, we construct a sign vector (X 1 , . . . , X n1 ) such that
We partition sets
Hence, we can choose X * ∈ {X
Taking K = n 2 we obtain a lower bound on the quasi-Ramsey numbers. Corollary 11.
We can now apply the result of Theorem 1 to the linear ordering problem. Since the proof resembles the reasoning for the corresponding result in [12] , we omit the details.
Proof of Theorem 2. Let w ij be the weight of the pair {i, j}.
Let X * , Y * be the sets constructed in the proof of Theorem 1 and let R = [n] − X * − Y * . Construct ≺ in the following way. Construct ranking on X * such that at least half of the arcs with both endpoints in X * are consistent with the ranking. (This can be obtained by considering an arbitrary ordering and its inverse.) Similarly construct rankings of Y * and R. Assume that f (X * , Y * ) ≥ 0; then for x ∈ X * and y ∈ Y * let x ≺ y. Suppose that f (X * ∪ Y * , R) ≥ 0; then for r ∈ R and z ∈ X * ∪ Y * let z ≺ r.
3. Applications of the regularity lemma. In this section we present the applications of the regularity lemma to both quasi-Ramsey and tournament ranking functions. A variant of the regularity lemma was applied for max-cut, graph bisection, and a quadratic assignment problem in Frieze and Kannan [6] and for computing frequencies in graphs in Duke, Lefmann, and Rödl [3] . For simplicity, we restrict our discussion to the unweighted case, but similar results can be obtained for weighted graphs and tournaments. Let (V, E) be a graph on n vertices, for
, where e(V 1 , V 2 ) denotes the number of edges between V 1 and V 2 .
Definition 12. A pair of subsets (V 1 , V 2 ) is called ǫ-regular if for every W 1 ⊂ V 1 , with |W 1 | ≥ ǫ|V 1 | and for every W 2 ⊂ V 2 , with
Let us now state the powerful regularity lemma of Szemerédi [16] . Lemma 14. For every ǫ > 0 and every integer l there exist N and L such that any graph with at least N vertices admits an ǫ-regular partition
The following version can be easily concluded from the original proof [16] . Lemma 15. For every ǫ > 0 and every integer l, there exists an N such that for any graph with at least N = N (l, ǫ) vertices and any partition P of the graph into m subsets, there exists L = L(l, ǫ, m) and an ǫ-regular partition
which is a refinement of P .
The partition postulated in both lemmas can be found in O(n 2.4 ) time using the algorithm described in Alon et al. [1] .
Proof of Theorem 3. The algorithm is as follows:
Fact 16. Let T * be a minimal set that maximizes f * . Then for every l such that
We use proof by contradiction. Assume that there exists l such that
and we get the contradiction with minimality of T * . Fact 17. Let T * be a minimal set that maximizes f
Note that Fact 17 implies that if S is a set found by the algorithm, then |f * (S)| ≥ f * (T * ) as the algorithm checks all the possible unions of V i 's to maximize |f * |. In the same way, one can show that |f
Proof.
Hence, f * (T * ) ≤ f * (T * ∪ V l ) and the equality holds only if
by the previous fact. It will be convenient to use the following notation. For two functions A(n) and B(n), we write A(n) = ǫ B(n) if |A(n) − B(n)| ≤ ǫn 2 for n large enough. Our main lemma shows that f * is a "good" approximation for the discrepancy function f .
Lemma 18. For every U ⊂ V |f
2 ǫn 2 . Proof. We divide the proof into five claims. 
Together with Claim 20, this shows that
Thus,
which proves the claim.
From Lemma 18 we can easily conclude that the set S found by the algorithm has discrepancy |f (S)| ≥ (1 − ρ)OP T (f ). Indeed, let T be such that |f (T )| = OP T (f ) and S be the set chosen by the algorithm. From the note after Fact 17 we know that |f * (S)| ≥ |f * (T )| and Lemma 18 implies
Since |f (T )| ≥ cn 2 and ǫ = ρc 7 we get |f (S)| ≥ (1 − ρ)|f (T )|. We will now turn our attention to the linear ordering problem. Let T n = (V, A) be a tournament with V = [n]. We denote by OP T (T n ) = max Pn |T n ∩ P n |, where max is taken over all transitive tournaments of order n. For a pair of subsets (V 1 , V 2 ) with V 1 ∩ V 2 = ∅ we define the tournament density d T (V 1 , V 2 ) as follows:
|V1||V2| , where arcs(V 1 , V 2 ) is the number of arcs that start at V 1 and end at V 2 .
Proof of Theorem 4. The ranking σ ′ can be constructed by the following procedure: Let ǫ = (
which is a refinement of
Extend σ inside each of V i in an arbitrary way to obtain the ranking σ ′ of V . Let us first observe that in the first two steps of the algorithm we actually construct an ǫ-regular partition of the tournament T , where the regularity is defined as follows.
Definition 24. A pair of subsets (
Then, since max U i < min U j for i < j, the following fact holds.
Thus V 1 ∪ · · · ∪ V k is an ǫ-regular partition of a tournament T . Without loss of generality, we may assume that the optimal ordering of V is 1 < 2 < · · · < n. For a subset S ⊂ V , define h(S) as the number of arcs of T that agree with the optimal ordering, i.e., h(S) = |{(i, j) ∈ A : i < j, and i, j ∈ S}|. For sets S 1 , S 2 ⊂ V with S 1 ∩ S 2 = ∅ let h(S 1 , S 2 ) be the number of arcs of T between S 1 and S 2 that agree with the optimal ordering, i.e., h(S 1 , S 2 ) = |{(i, j) ∈ A : i < j, i ∈ S 1 , j ∈ S 2 or i ∈ S 2 , j ∈ S 1 }|. Note that h(S 1 , S 2 ) = h(S 2 , S 1 ). Define sets Z j = { 1.
2.
. . , k and j = 1, . . . , s. We define
We will show that the number of arcs that agree with the optimal ordering cannot be much larger than h * , namely, the following.
Before giving a proof we will establish some auxiliary facts.
Indeed, since {W ij } is a partition of V we have
by Fact 26. We adopt the notation from the proof of Lemma 18.
To prove the claim we bound 1≤j1<j2≤s (i1,i2)∈I h(W i1j1 , W i2j2 ) from above.
Proof of Lemma 27. To show Lemma 27, we need to prove that h(V
From Claim 30
To complete the proof of Theorem 4, we first introduce an auxiliary digraph K with vertices corresponding to sets W ij , weights on arcs corresponding to approximation of the number of arcs that are consistent with optimal ordering. More formally, let K be a complete k-partite, symmetric digraph with a vertex set V (K) = {y ij : i ∈ [k], j ∈ [s]} and with weights on arcs defined as follows: w(y i1j1 , y i2j2 ) = d T (V i1 , V i2 )|W i1j1 ||W i2j2 | if i 1 = i 2 , and w(y i1j1 , y i1j2 ) = 0. Let Y i = j∈[s] {y ij }. Vertex y ij ∈ Y i corresponds to the set W ij ⊂ V i and Y i corresponds to V i , i∈ [k] y ij to Z j . We define the ordering ≺ of V (K) in the following way: y i1j1 ≺ y i2j2 if and only if either j 1 < j 2 or j 1 = j 2 and i 1 < i 2 . Then
w(y i1j1 , y i2j2 ) ≤ yi 1 j 1 ≺yi 2 j 2 w(y i1j1 , y i2j2 ).
The final part of the proof is based on the following lemma. Lemma 31 (ordering lemma). There exists a permutation σ : [k] → [k] such that for every ordering ≺ of V (K) yi 1 j 1 ≺yi 2 j 2 w(y i1j1 , y i2j2 ) ≤ 1≤i1<i2≤k j1,j2∈ [s] w(y σ(i1)j1 , y σ(i2)j2 ).
In other words, the sum of weights of the arcs is maximized for an ordering < in which Y i1 < Y i2 < · · · < Y i k . We postpone the proof of Lemma 31 until the end of this section.
Lemma 32. h * ≤ max σ 1≤i1<i2≤k d T (V σ(i1) , V σ(i2) )|V σ(i1) ||V σ(i2) | Proof. By the ordering lemma, there exists a permutation σ : [k] → [k] such that h * ≤ yi 1 j 1 ≺yi 2 j 2 w(y i1j1 , y i2j2 ) ≤ 1≤i1<i2≤k j1,j2∈ [s] w(y σ(i1)j1 , y σ(i2)j2 )
The number of arcs that are consistent with constructed ranking σ ′ is at least max σ 1≤i1<i2≤k d T (V σ(i1) , V σ(i2) )|V σ(i1) ||V σ(i2) |, which by Lemma 27 and Lemma 32 is at least h(V ) − 1 2 (5ǫ + 3 √ ǫ)n 2 . When we combine it with the lower bound h(V ) = OP T (T n ) ≥ 1 4 n 2 mentioned in the introduction we conclude that the number of arcs that are consistent with constructed ordering is at least (1 − ρ)OP T (T n ) since ρ ≥ 10ǫ + 6 √ ǫ.
We will now prove the ordering lemma.
Proof of the ordering lemma. To prove the lemma, it is sufficient to show that the sum of weights of arcs is maximized for an ordering in which every Y i is an interval. Let ≺ be an ordering of V (K). We denote by h(≺) the sum yi 1 j 1 ≺yi 2 j 2 w(y i1j1 , y i2j2 ) and for every Y i , where i = 1, . . . , k, we define a gap-number g i = gap ≺ (Y i ) as the minimum number of intervals I ij such that Y i =
