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Abstract
General Stochastic Hybrid Systems (GSHS) have been formulated to represent various types of uncertainties in hybrid
dynamical systems. In this paper, we propose computational techniques for Bayesian estimation of GSHS. In particular, the
Fokker-Planck equation that describes the evolution of uncertainty distributions along GSHS is solved by spectral techniques,
where an arbitrary form of probability density of the hybrid state is represented by a mixture of Fourier series. The method
is based on splitting the Fokker-Planck equation represented by an integro-partial differential equation into the partial
differentiation part for continuous diffusion and the integral part for discrete transition, and integrating the solution of each
part. The propagated density function is used with a likelihood function in the Bayes’ formula to estimate the hybrid state for
given sensor measurements. The unique feature of the proposed technique is that the probability density describing complete
stochastic properties of the hybrid state is constructed without relying on the common Gaussian assumption, in contrast
to other methods that compute certain expected values such as mean or variance. We apply the proposed method to the
estimation of two examples: the bouncing ball model and the Dubins vehicle model. We show that the proposed technique yields
propagated densities consistent with Monte Carlo simulations, more accurate estimates over the Gaussian based approach and
some computational benefits over a particle filter.
Key words: hybrid system, stochastic jump processes, filtering technique, state estimation, numerical methods.
1 Introduction
General Stochastic Hybrid System (GSHS) is a stochas-
tic dynamical systems that incorporates both continu-
ous and discrete dynamics [10]. A GSHS describes the
time evolution of a hybrid state, consisting of a discrete
state which takes values in a set of countably many dis-
crete modes; and a continuous state which takes values
in Euclidean space, or more generally a smooth mani-
fold. The dynamics of the continuous state is governed
by a set of stochastic differential equations (SDEs) as-
sociated with the discrete modes; and the discrete jump
is usually triggered by the continuous state entering a
guard set, or by a Poisson rate function dependent on
the hybrid state. During the discrete jump, the hybrid
state is reset according to a stochastic kernel function.
GSHS is one of the most general formalism to inject un-
certainties into a hybrid system. For example, piece-wise
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deterministic Markov process [12] requires the evolution
of continuous state to be deterministic (i.e., governed
by ordinary differential equations), and therefore it can
be considered as a special case of GSHS. Switching dif-
fusion process [17] assumes that the discrete jump does
not reset the continuous state, so its kernel function can
be represented as a delta function over the continuous
space, thus it is another special case of GSHS. The com-
mon Markov jump linear system [11] further requires the
triggering of the discrete jump does not depend on the
continuous state, and the continuous dynamics is lin-
ear; the piecewise affine model is similar, but requires
the discrete transitions can be only triggered by poly-
hedral guard sets. With its great versatility, GSHS has
been widely used to model complicated dynamical sys-
tems with uncertainties, such as air traffic management
[7,32,34], chemical process [19], neuron activities [28], or
communicating networks [18].
In this paper, we study the uncertainty propagation and
Bayesian estimation problem for GSHS, i.e., for a given
initial probability density function (PDF) of a hybrid
state, we wish to compute its PDF at any time in the
future and possibly conditioned by noisy measurements.
Previous studies on the state estimation of stochastic
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hybrid systems mostly focused on some special cases of
GSHS. The model received most attention is the switch-
ing diffusion process, and the typical method to estimate
its hybrid state is the multiple model approach, which
uses a bank of Kalman filters to keep track of the state
trajectories. Various methods have been proposed to
deal with the exponentially increasing number of trajec-
tories. The interacting multiple model (IMM) technique
merges trajectories under the same mode by matching
a Gaussian distribution to Gaussian mixtures [8]. Alter-
natively, only the several most probable trajectories are
tracked in [20]. The moving horizon method [14] opti-
mizes a Kalman type loss function, which is essentially
picking out the most probable trajectory. The method in
[42] averages the dynamics of different modes, leading to
a single filter solution. The Kalman filter in the multiple
model method can be replaced by extended or unscented
Kalman filters to deal with the non-linearity in the con-
tinuous dynamics [31]. However, these methods do not
incorporate the reset of continuous state during a dis-
crete jump. In addition, system identification algorithms
have also been proposed for the piecewise affine model to
estimate unknown parameters [3,5,15,22,30,27]. These
should be distinguished from the proposed estimation
scheme designed for the unknown state of a hybrid sys-
tem.
Estimation of GSHS with a continuous state reset has
been considered in [6], where a set theoretic method was
applied to a different formalism of stochastic hybrid sys-
tem. Thus, it is not readily applicable to GSHS. In [24],
the authors studied the continuous filtering problem for
GSHS by solving the Zakai equation. This is achieved by
a two-step process: a GSHS is first approximated by a
discrete-time Markov chain, and then the discretized Za-
kai equation is solved using a finite difference method. Fi-
nally, we should mention that the Sampling-Importance-
Resampling (SIR) based particle filter is applicable to
the most general GSHS [23,9,39]. Nonetheless, although
the particles in a particle filter also encode the informa-
tion of PDF, it is usually computational intensive to re-
cover the PDF from particles, especially when the num-
ber of them is large.
Here, we propose a spectral technique for uncertainty
propagation and Bayesian estimation of GSHS, which
can be regarded as an alternative to the finite difference
method adopted in [24]. The objective is to construct
the probability density function of hybrid state directly,
which contains much more stochastic information of the
hybrid state than mere the estimates. According to the
framework of Bayesian estimation, it is composed of un-
certainty propagation between measurements, and cor-
rection when a measurement becomes available.
The uncertainty propagation part is addressed by solv-
ing the Fokker-Planck (FP) equation constructed for
GSHS [4,18], which is an integro-partial differential
equation (IPDE) describing the evolution of the PDF.
It is solved by a splitting method: the IPDE is split into
the partial differentiation part for continuous diffusion,
and the integration part for stochastic discrete transi-
tion. The former is solved by a spectral technique where
the PDF is represented by Fourier series, so that its
evolution is described by a linear ordinary differential
equation (ODE) system of the Fourier coefficients. The
latter part of IPDE is tackled by using a quadrature rule
to approximate the integration term, so that the evolu-
tion of PDF is described by another linear ODE system.
The PDF and its Fourier coefficients are converted back
and forth to combine the two parts of solutions. This
part of work has been presented in [41].
Next, for the correction part, the posterior PDF is ob-
tained according to Bayes’ theorem for given sensor mea-
surements. In short, we show that the Fokker-Planck
equation for uncertainty propagation and estimation can
be transformed into a set of ODEs via the spectral tech-
nique. The superiority of the proposed method is an ar-
bitrary form of the estimated PDF is constructed di-
rectly, without limiting to a certain canonical form such
as a Gaussian distribution, or the need to count parti-
cles in a grid. As such, this should be distinguished from
other estimation techniques where only selected stochas-
tic properties, such as mean and variance, are computed.
To verify the validity and versatility of the proposed un-
certainty propagation and estimation method, we ap-
ply it to two examples: the bouncing ball model and
the Dubins vehicle model. Despite its simplicity (only
one discrete mode), the bouncing ball model is a typical
GSHS that cannot be modeled as a switching diffusion
process, because it resets the velocity of the ball during
its collision with the ground. The Dubins vehicle model
is a more complex one, with three discrete modes and
three dimensional continuous space, and is used to rep-
resent a scenario in air traffic control where the state
of an airplane avoiding collisions with obstacles is esti-
mated. We first verify the propagated uncertainty with-
out measurements using the proposed method is con-
sistent with Monte Carlo simulations. Then with noisy
measurements, we compare the proposed technique with
a particle filter in both examples, and with an IMM
in the Dubins vehicle model. Results indicate the pro-
posed method is superior both in estimation accuracy
and computation efficiency than the IMM method, and
has similar accuracy but faster computation speed com-
pared to the particular particle filter implemented. The
MATLAB implementation can be found in [40].
The remainder of this paper is organized as follows. In
Section 2, GSHS and its FP equation are introduced,
and the Bayesian estimation problem is formulated. In
Section 3, the numerical method is developed to solve
the FP equation, and the resulting PDF is used in Bayes’
formula to estimate the hybrid state. This method is
applied to the bouncing ball model and Dubins vehicle
model in Section 4 and 5, followed by discussions and
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conclusions in Section 7 and 8.
2 Problem Formulation
In this section, we introduce the definition of GSHS
and the corresponding Fokker-Planck equation that de-
scribes the evolution of its PDF. Later, we formulate the
Bayesian estimation problem considered in this paper.
2.1 General Stochastic Hybrid System (GSHS)
The GSHS is defined as a collectionH = {X, a, b, Init, λ,K}
described as follows:
• X = (RNr , S) is the hybrid state space, where RNr
is Nr-dimensional Euclidean space, and S is the set
of Ns discrete modes. The hybrid state is denoted by
x = (r, s) ∈ X, where r ∈ RNr is the continuous state,
and s ∈ S is the discrete mode.
• Init : B(X) → [0, 1] is the initial distribution of the
hybrid state, where B(X) is all Borel sets in X.
• The continuous state evolves according to the follow-
ing stochastic differential equation:
dr = a(t, r, s)dt+ b(t, r, s)dWt, (1)
where a : (R+, X) → RNr is the drift vector, b :
(R+, X) → RNr×Nw is the coefficient matrix of dif-
fusion, and Wt is a standard Nw-dimensional Wiener
process.
• The discrete transition is triggered by a Poisson rate
function, λ : X → R+, i.e. the probability that a
transition happens in a time interval ∆t is λ(r, s)∆t+
o(∆t).
• During each discrete transition, the hybrid state is re-
set according to the stochastic kernelK : X×B(X)→
[0, 1]. Specifically, K(x−, X+) gives the probability
that the hybrid state is reset into X+ ⊆ X from x−.
A notable restriction of the GSHS considered here com-
pared to [10] is that we do not consider the “forced”
discrete jump which is triggered by the continuous state
entering a guard set. However, the forced jump can be
approximated by a “spontaneous” jump triggered by a
rate function as in [1,18]. Specifically, if the rate func-
tion is set to zero outside the guard set, and it is set to
be large inside the guard set, then the jump triggered
by the rate function closely mimics the jump triggered
by the guard set. Later, we demonstrate this approxi-
mation in the bouncing ball example, where the discrete
jump happens when the ball touches the ground with a
negative velocity.
Let (Ω,F ,P) be the underlying probability space,
where Ω is the sample space, F is a σ-algebra over
Ω, and P denotes the probability measure. We fur-
ther assume the distribution of the hybrid state
has a PDF p(t, r, s) such that for all measurable
A ⊆ X, P{(r, s) ∈ A} = ∑s∈S ∫{r: (r,s)∈A} p(t, r, s)dr.
Also, the kernel function can be represented as
a set of density functions: κ(x−, x+), such that
K(x−, X+) =
∫
X+
κ(x−, x+)dx+.
For a given ω ∈ Ω, let {uk(ω)} be a sequence of inde-
pendent, uniform random variables on [0, 1]. An execu-
tion (a right-continuous sample path) of a GSHS can be
generated as follows:
(1) Initialize r(ω, t0) = r0, s(ω, t0) = s0 according to
the initial distribution.
(2) Let t1(ω) = sup
{
t : e
−
∫ t
t0
λ(r(ω,t′),s(ω,t′))dt′
> u1(ω)
}
be the first jump time.
(3) During t ∈ [t0, t1(ω)), s(ω, t) = s0 and r(ω, t) is a
sample path of SDE (1) with s = s0.
(4) At time t1, the state is reset to r(ω, t
+
1 ) and s(ω, t
+
1 )
as a sample from the kernel κ(r(ω, t−1 ), s0, r
+, s+).
(5) if t1 <∞, repeat from 2) with t0, s0, t1, u1 replaced
by tk(ω), s(ω, t
+
k ), tk+1(ω), uk+1 for k = 1, 2, . . .
2.2 Uncertainty Propagation and Estimation
For a given GSHS and its initial PDF p(0, r, s), we wish
to determine the PDF of the hybrid state at any time in
the future, conditioned by the measurements available.
The resulting PDF can be used to compute any stochas-
tic property of the estimated hybrid state. According to
the Bayesian estimation formulation, it is composed of
the uncertainty propagation and the correction.
First, the propagation of the PDF can be calculated by
solving the following Fokker-Planck equation general-
ized for GSHS [18],
∂p(t, r, s)
∂t
=−
Nr∑
i=1
∂
∂ri
(ai(t, r, s)p(t, r, s))
+
Nr∑
i,j=1
∂2
∂ri∂rj
(Dij(t, r, s)p(t, r, s))
+
∑
s′∈S
∫
RNr
κ(r′, s′, r, s)λ(r′, s′)p(t, r′, s′)dr′
− λ(r, s)p(t, r, s), (2)
where ri, ai are the i-th component of r and a respec-
tively, D = 12bb
T , and Dij is the i, j-th component of D.
Note that (2) represents a set of Ns IPDEs as s varies in
S. For a specific s, (2) can be decomposed into the contri-
bution due to the continuous SDE and the discrete jump,
corresponding to the first two terms, and the last two
terms on the right-hand side (RHS) of (2), respectively.
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To clearly distinguish these two parts, it is rewritten as:
∂p(t, r, s)
∂t
= L∗cp(t, r, s) + L∗dp(t, r, s), (3)
where L∗c and L∗d denote the adjoint of the infinitesimal
generators of the continuous SDE and the discrete jump
respectively. Because of the presence of both partial dif-
ferentiation and integration in (2), solving it is funda-
mentally challenging. In the next section, we present a
numerical method to tackle this problem based on the
splitting and spectral methods.
Second, for the correction part, we assume the hybrid
state is observed by a measurement function
zk = hk(rk, sk, vk), (4)
at a sequence of time {tk}, where vk ∈ V is a sequence
of independent measurement noises in arbitrary noise
space with density function pv,k(v). There is no general
way to calculate the likelihood function from h and pv,
but when the noise is addictive, i.e., zk = hk(rk, sk)+vk,
the likelihood function has a simple form as pv,k(zk −
hk(rk, sk)). Here, we assume the likelihood function is
given as pk(zk|xk), the goal of this paper is to find the
posterior PDF p (xk|z1:k). The posterior PDF can be
easily distilled into any estimation results, such as the
mean, variance, mode of the continuous state, and the
most probable discrete state, etc.
3 Spectral Bayesian Estimation
The proposed method solves the FP equation (3) by
splitting it into two equations, solving them inde-
pendently and combining them through the splitting
method [16]:
∂pc(t, r, s)
∂t
= L∗cpc(t, r, s) (5a)
∂pd(t, r, s)
∂t
= L∗dpd(t, r, s) (5b)
The first equation (5a) caused by continuous diffusion is
a PDE, and we solve it using the spectral method; the
second equation (5b) caused by discrete jump is an inte-
gral equation, and we approximate it with an ODE sys-
tem using a quadrature rule. The resulting uncertainty
propagation technique is used with a correction step to
conduct Bayesian estimation of the GSHS.
3.1 Spectral Method for Continuous Evolution
It is well known that the Fourier series
{
e2piinx/L
}∞
n=−∞
form an orthonormal basis of L2([−L2 , L2 ]), i.e. the space
of square integrable functions on [−L2 , L2 ], for any L >
0 [36]. In addition, the PDF of a real valued random
variable p ∈ L1(R) is the limit of a series of compact
supported functions {pn}. Let pn be a “close enough”
approximation of p inL1 sense. Then, pn can be regarded
as a function in L2([−L2 , L2 ]) for some L, as it has a
compact support and is integrable. As a result, pn can
be further represented by its Fourier series. The above
argument can be extended to the PDF of a GSHS, as
p(t, r, s) ∈ L1(RNr ) for any s ∈ S and t ∈ R+. Therefore,
in this section we assume p(t, r, s) can be approximated
to an arbitrary precision with its truncated Fourier series
on r, for any time t and discrete state s.
The benefit of using Fourier series is that the PDF is
not restricted to a specific form, such as the Gaussian
distribution that is commonly used in assumed density
filters. Furthermore, the concept of Fourier series can be
extended to a compact Lie group, such as the rotational
group SO(3), by Peter-Weyl Theorem [29] which states
that the matrix components of the irreducible unitary
representations form a complete orthonormal basis for
the space of square integrable functions defined on that
group. This means the numerical methods developed in
this section can be extended to a GSHS with a compact
Lie group as the continuous state space, which can be
very useful if the attitude of a rigid body is considered.
We will study a simpler example in the Dubins vehicle
model where the heading angle lies in the circular space
homeomorphic to the unit circle S1.
In this subsection, we use the spectral method to solve
(5a) caused by the continuous SDE. Equation (5b)
caused by discrete jump is considered in Section 3.2.
The key idea is to use discrete Fourier transform (DFT)
to convert this PDE into a linear ODE system which
can be solved efficiently using matrix exponential. To
derive this transformation in a concise manner, we first
consider a simpler case where the dimension of the con-
tinuous space is one, and at the end of this sub-section
we show how it can be generalized to multi-dimensional
cases.
Let fˆn[g] denote the n-th Fourier coefficient of a function
g ∈ L2([−L2 , L2 ]), where n ∈
{−N2 ,−N2 + 1, . . . , N2 − 1}
for some even number N . The Fourier coefficient fˆn[g]
can be calculated using DFT:
fˆn[g] =
1
N
N
2 −1∑
j=−N2
g(rj)e
− 2piinrjL , (6)
where rj =
jL
N is a pre-defined grid on [−L2 , L2 ) with N
points. The approximation of function g can be recovered
using inverse DFT (IDFT):
g˜(r) =
N
2 −1∑
n=−N2
fˆn[g]e
2piinr
L . (7)
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Equation (7) is exact at the grid points rj , and further-
more it is a good interpolation of function g between two
grid points [35]. In the following development, we do not
distinguish g and g˜.
Another desirable feature of the Fourier transform is
that there are several operational properties, where the
Fourier coefficients of differentiation and product of
functions can be represented by their own Fourier coef-
ficients. The formulae for DFT-based differentiation in
frequency domain can be found in [21]:
fˆn
[
dg
dr
]
=
2piincn
L
fˆn[g],
fˆn
[
d2g
dr2
]
= −4pi
2n2
L2
fˆn[g].
(8)
where cn = 0 for n = −N2 and cn = 1 otherwise. We can
also use the discrete convolution to calculate the Fourier
coefficients of the product of two functions:
fˆn[gh] =
N
2 −1∑
k=−N2
fˆn−k[g]fˆk[h]. (9)
Using (8) and (9), the Fourier coefficients of the RHS
of (5a) can be expressed as a linear combination of the
Fourier coefficients of p on r, given any time t and dis-
crete state s, which is summarized in the following the-
orem.
Theorem 1 The Fourier coefficients of the PDF
pc(t, r, s) in (5a) evolve approximately according to Ns
linear ODE systems corresponding to all discrete modes
s ∈ S:
dfˆ [pc](t, s)
dt
= A(t, s)fˆ [pc](t, s), (10)
where fˆ [pc](t, s) =
[
fˆ−N2 [p
c](t, s), . . . , fˆN
2 −1[p
c](t, s)
]T
,
and fˆn[·](t, s) means the Fourier coefficient is dependent
on time t and discrete mode s. Also, the matrix A(t, s) ∈
CN×N is defined as:
A(t, s) =

d−N2 ,−N2 . . . d−N2 ,N2 −1
...
. . .
...
dN
2 −1,−N2 . . . dN2 −1,N2 −1
 , (11)
where
dj,k = −2piijcj
L
fˆj−k[a](t, s)− 4pi
2j2
L2
fˆj−k[D](t, s). (12)
Proof : Denote the RHS of (5a) by F , represent both
sides by their Fourier series, we get
∂
∂t
N
2 −1∑
n=−N2
fˆn[p
c](t, s)e
2piinr
L =
N
2 −1∑
n=−N2
fˆn[F ](t, s)e
2piinr
L .
(13)
Because the Fourier series are orthonormal basis,
each of the coefficients of e2piinr/L can be equated, so
d
dt fˆn[p
c](t, s) = fˆn[F ](t, s). By noting the two terms in
F are the products of p with known functions a and
D (one dimensional here), followed by differentiation
operations, the product formula (9) and differentiation
formulae (8) can be used to express fˆn[F ](t, s) in terms
of fˆn[p](t, s), then we get the following ODE system:
d
dt
fˆn[p
c](t, s) =− 2piincn
L
N
2 −1∑
k=−N2
fˆn−k[a](t, s)fˆk[pc](t, s)
− 4pi
2n2
L2
N
2 −1∑
k=−N2
fˆn−k[D](t, s)fˆk[pc](t, s),
(14)
from which A(t, s) can be derived. 
Note that the Fourier coefficient is N -periodic, i.e.
fˆn+kN [·] = fˆn[·] for any integer k. So in (12), if
j−k < −N2 or j−k > N2 −1, the index can be wrapped
into [−N2 , N2 − 1] based on this peroidicity. In addition,
if the SDE of the continuous state (1) is time-invariant,
i.e. a(r, s) and b(r, s) do not depend on time t, then the
coefficient matrices A(s) also do not depend on t, and
the ODE systems become time-invariant and can be
analytically solved by matrix exponential:
fˆ [pc](t, s) = eA(s)tfˆ [pc](0, s). (15)
The numerical algorithms to calculate matrix expo-
nential have been summarized and compared in [26].
Though this may be computational intensive for large
matrices in higher dimensional space, they only need
to be calculated once in implementation, and the only
repeated calculation is matrix-vector multiplication.
Finally we show how the spectral transform approach
can be generalized to multi-dimensional continuous
space. Suppose r ∈ RNr , the Fourier series can be re-
placed by exp
{
2pii
(
n1r1
L1
+ n2r1L2 + . . .+
nNr rNr
LNr
)}
. The
summation in the DFT (6) and IDFT (7) is changed
to multi-summation along each axis, with the grid de-
fined as rj1j2...jNr =
(
j1L1
N1
, j2L2N2 , . . . ,
jNrLNr
NNr
)
, where
jk ∈
{−Nk2 , . . . , Nk2 − 1} for 1 ≤ k ≤ Nr. The equations
(8) do not change if the differentiation is replaced by
partial differentiation. The product formula (9) remains
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discretization by Ng points
...
propagation via
continuous Markov chain (16)
reconstruction
via harmonic analysis
s = 1
s = 2
...
s = Ns
p(t, r, s) p(t) p(t′) p(t′, r, s)
Fig. 1. Uncertainty propagation through discrete jumps: the sample values of the probability density are obtained at {ri}Ngi=1
for each s ∈ S. Then, the Fokker–Planck equation describing the evolution of a probability density over discrete transitions
is approximated by a continuous-time Markov chain and the sample values of the probability density are propagated via (18)
explicitly, from which the propagated density function is reconstructed using harmonic analysis.
true if the RHS is replaced by multi-dimensional dis-
crete convolution. From these, the ODE system (14) can
be similarly derived for multi-dimensional continuous
space, which is given in (A.1).
3.2 Propagation Over Discrete Transition
Next, we consider the evolution of PDF due to the
stochastic discrete transition, as given by (5b). For no-
tation simplicity, let the grid points over the continuous
state space defined in the last paragraph of Section 3.1
be re-parameterized by {rj}, where j ∈ {1, 2, . . . , Ng},
and Ng =
∏Nr
k=1Nk is the total number of grid points.
The key idea of the proposed approach is that the evo-
lution of the PDF on the grid over (5b) is described by
a linear ODE system as follows.
Theorem 2 The values of the PDF pd(t, rj , s) on the
grid points in (5b) evolve approximately according to a
linear ODE system:
dpd(t)
dt
= Bpd(t), (16)
where pd(t) is all
[
pd(t, r1, s), . . . , p
d(t, rNg , s)
]T
concate-
nated into a column vector from s = s1 to s = sNs . The
coefficient matrix B is given in (B.2).
Proof : Replace the integral term in (5b) by a finite sum-
mation, it can be approximated by:
∂pd(t, ri, s)
∂t
= −λ(ri, s)pd(t, ri, s)+∑
s′∈S
Ng∑
j=1
κ(r′j , s
′, ri, s)λ(r′j , s
′)pd(t, r′j , s
′)∆(r′j), (17)
where ∆(r′j) is the weight for a quadrature rule. Because
κ and λ are fixed functions and do not depend on t, (17)
is a time invariant linear ODE system of pd(t, rj , s), for
j = 1, . . . , Ng and s = 1, . . . , Ns. And the coefficient
matrix B can be derived from (17). 
The simplest form of weight ∆(r′j) in (17) is
∏Nr
k Lk/Nk,
i.e. the volume of one grid block. Similar to (15), the
solution to (17) can also be solved analytically using
matrix exponential:
pd(t) = eBtpd(0), (18)
Once the probability density at each grid point is propa-
gated via (18), the Fourier series can be calculated from
DFT (6), and the PDF between grid points can be in-
terpolated by IDFT (7). These are illustrated in Fig. 1.
In general, the matrixB is a
∏Nr
k=1NkNs-by-
∏Nr
k=1NkNs
real valued matrix, but for a switching diffusion process,
(17) can be significantly simplified as follows. Because in
a switching diffusion process, the continuous state is not
reset, the kernel function can be written with a Dirac
delta function over the continuous state:
κ(r−, s−, r+, s+) = δ(r+ − r−)κ˜(r−, s−, s+). (19)
Substitute (19) into (5b), the integral over delta function
can be simplified:
∂pd(t, r, s)
∂t
=
∑
s−∈S
κ˜(r, s−, s)λ(r, s−)pd(t, r, s−)
− λ(r, s)pd(t, r, s). (20)
Equation (20) is a linear ODE system of pd(t, r, s) for
s = 1, . . . , Ns at any r ∈ RNr , so the off-diagonal terms
in B between different grid points ri and rj are elimi-
nated. Taking values at those grid points, (20) becomes
a set of Ng ODE systems, each of which is of dimension
Ns. Intuitively, since the discrete jump does not reset the
continuous state, the marginal distribution of the con-
tinuous state does not change, and what happens dur-
ing the jump is the point masses of the discrete modes
switch between each other at each r.
3.3 Splitting Method
The splitting technique is used to combine the solution
of (5a) solved in Section 3.1 and the solution of (5b)
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pck = pk p
c
k+1
pdk = p
c
k+1 pk+1 = p
d
k+1
-
-

t = tk t = tk+1
cont. dyn.
(5a)
re-initialization
disc. dyn.
(5b)
Fig. 2. Splitting methods: the initial uncertainty pk is prop-
agated for the continuous process to obtain pck+1, which is
used as the initial condition pdk of the discrete dynamics to
find pk+1.
solved in Section 3.2 as a solution of (3). Let time t be
discretized by {tk}∞k=1. Given a PDF p(tk, r, s) at t = tk,
we initialize pc(tk, r, s) as p(tk, r, s), and solve (5a) from
tk to tk+1 to get p
c(tk+1, r, s). This is chosen as the ini-
tial condition for (5b) at time tk (re-initialization), i.e.
pd(tk, r, s) = p
c(tk+1, r, s). Then we solve (5b) again
from tk to tk+1 and get p
d(tk+1, r, s) = p(tk+1, r, s). See
Fig. 2. This is repeated at each step, and the combined
solution converges to the solution to (3) if the time-step
is sufficiently small [16]. Note that the values of PDF
at grid points and its Fourier coefficients contain equiv-
alent information, and can be converted to each other
using DFT (6) and IDFT (7). These two formulae are
repeatedly used in the switching between propagating
the continuous and discrete dynamics.
It should be noted that the entire equation (2) can be
converted to an ODE system by DFT without resorting
to the splitting method [41]. However, the resulting co-
efficient matrix of the ODE system is very complicated
and hard to compute due to the complexity in the third
term on the RHS.
3.4 Bayesian Estimation
Next we consider the correction step of Bayesian esti-
mation when a new measurement is available. With the
propagated PDF of the GSHS and the likelihood func-
tion, it is straightforward to use the Bayes’ formula to
calculate the posterior PDF:
p(tk, r, s|z1:k) ∝ p (zk|r, s) p(tk, r, s|z1:k−1), (21)
where p(tk, r, s|z1:k−1) is the prior PDF propagated from
p(tk−1, r, s|z1:k−1) using the method introduced in this
section. From the posterior distribution, the hybrid state
can be estimated as a point estimation problem by min-
imizing a loss function. For example, minimizing least
squared error leads to the expected value as the estimate,
which is typically used for continuous uni-modal distri-
butions. For multi-modal distributions and the discrete
state, using the state that maximizes the posterior PDF
is the easiest yet reasonable choice. The pseudo-code of
proposed estimation scheme is listed in Table 1.
Table 1
Estimation for general stochastic hybrid system
1: procedure Estimate the hybrid state for GSHS
2: Initial PDF p0
3: repeat
4: pk+1 =Propagation(pk, ak, bk)
5: k = k + 1
6: until zk+1 is available
7: pk+1 =Correction(pk+1, zk+1)
8: Calculate estimates or other stochastic properties of
the state using pk+1
9: go to Step 3
10: end procedure
11: procedure pk+1=Propagation(pk, ak, bk)
12: Let pck = pk, do DFT and get fˆ [p
c
k]
13: Propagate fˆ [pck] over (15) for time-invariant systems,
or solve (10) for time-variant systems, and get fˆ [pck+1]
14: Do IDFT to fˆ [pck+1] and get p
c
k+1
15: Let pdk = p
c
k+1, propagate p
d
k over (18) and get p
d
k+1,
let pk+1 = p
d
k+1
16: end procedure
17: procedure p+=Correction(p−, z)
18: Use (21), where zk = z, p(tk, r, s|z1:k−1) = p−, and
p(tk, r, s|z1:k) = p+
19: end procedure
4 Application to Bouncing Ball
In this section, we apply the proposed uncertainty prop-
agation and estimation methods presented in last section
to the classic bouncing ball model. As noted in the in-
troduction, the bouncing ball model is a representative
GSHS as it cannot be modeled as a switching diffusion
process that has been repeatedly studied in estimation
of stochastic hybrid systems.
4.1 Bouncing Ball Model
In the formulation of GSHS, the bouncing ball model
has only one discrete mode, and its continuous state
is r = (y, y˙) ∈ R+ × R, which is the position (height
measured from the ground surface) and velocity of the
ball. The continuous SDE is given by
d
[
y
y˙
]
=
[
y˙
−g − νy˙|y˙|
]
dt+
[
0
σv y˙
2
]
dWt, (22)
where the constant g ∈ R is the gravitational accelera-
tion, and ν ∈ R is an atmospheric drag coefficient which
is disturbed by a Gaussian white noise with strength
σv ∈ R. In other words, the uncertainties in the contin-
uous dynamics are caused by an imperfect modeling of
the drag.
The bounce happens when the state enters the guard set
{y ≤ 0, y˙ < 0} in a deterministic fashion. As the discrete
jump is triggered spontaneously by a rate function in the
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Table 2
Parameters of the bouncing ball model
g ν σv c σc σm
9.8 m
s2
0.05 1
m
0.01
√
s
m
0.95 0.5 m
s
0.3m
GSHS formulation considered in this paper, we define
the rate function to approximate the effects of the guard
as follows [18]:
λ(y, y˙) =

100, if y < 0, y˙ < 0
30, if y = 0, y˙ < 0
0, otherwise
. (23)
In other words, (23) implies the jump never occurs when
y > 0 or y˙ ≥ 0, and it is very likely to occur when y ≤ 0
and y˙ < 0. As the proposed computational method re-
lies on a fixed time step, the height may have a negative
value temporarily. In the above equation, the transition
rate for y < 0 is greater, as we wish to quickly remedy
the occasion of negative height. This issue can be ad-
dressed by time-stepping in the numerical integration of
the Fourier parameters in the future work.
During the discrete jump, the hybrid state is reset to
y+ = |y−|, y˙+ = −cy˙− + wc, where wc ∼ N (0, σ2c ) andN stands for the Gaussian distribution. Thus, the reset
kernel is given as
κ(y−, y˙−, y+, y˙+) =
δ(y+ − |y−|)√
2piσc
e
− (y˙++cy˙−)2
2σ2c , (24)
where δ is Dirac delta function, c is the coefficient of
restitution associated with the collision, and s, s′ are
omitted because there is only one discrete mode. There-
fore, the uncertainties in the discrete transitions corre-
spond to the randomness in the velocity immediately af-
ter bouncing. In (24), y+ is reset to |y−| because at the
discretized time, if the ball goes below 0, the kernel will
reset the position to its reflection −y− = |y−| rather
than 0, which is more realistic.
The parameters of the bouncing ball model used in this
simulation are given in Table 2. The simulation lasts un-
til t = 6 seconds, and the time-step is 0.025 seconds. The
PDF p(t, y, y˙) is assumed to be supported on a rectangle
[−2.5, 2.5]×[−8, 8] in the two space parameters, which is
discretized as a 100×100 grid. We also compare the pro-
posed method for propagating the PDF of a bouncing
ball to a Monte Carlo simulation, where 1,000,000 sam-
ples are used to approximate the PDF by counting sam-
ples in the grid blocks. The simulation is implemented
in MATLAB R2019a, and the DFT (6) and IDFT (7)
are carried out using the built-in fft, fft2 and ifft2
functions respectively.
For numerical implementation, the PDF of bouncing ball
has a sharp change at {y = 0}. Though the spectral
Table 3
Simulation time of the bouncing ball using two methods.
total time step time
Spectral-splitting 2 min 38 s 0.076 s
Monte Carlo 10 min 44 s 2.67 s
Note: step time indicates the CPU time spent to propagate
the PDF in one time-step.
method is good at dealing with large space variations
[38], it still poses a challenge, since the vanishing rate of
the Fourier coefficients is directly related to the smooth-
ness of the PDF [37]. The lost information in the high
order harmonics neglected in (14) could accumulate nu-
merical errors with time. Therefore, after each step, we
set the PDF to exact 0 if p(y, y˙) < 3 × 10−3 (including
all negative values) and re-normalize it to eliminate the
small ripples caused by the higher order terms omitted
in (14).
4.2 Uncertainty Propagation Results
We first propagate the PDF assuming that there is no
measurement available. The initial distributions of the
position and velocity for uncertainty propagation are
set to be independent, as y ∼ N (1.5, 0.22), and y˙ ∼
N (0, 0.52). In other words, the ball is dropped from 1.5 m
with zero initial speed with some uncertainties.
The PDF of the bouncing ball model calculated from
the proposed method is compared with the Monte Carlo
method in Fig. 3. At t = 0 s, the ball is at about 1.5 m
with the velocity of approximately 0 m/s. Then, the
height reduces and the velocity decreases to be neg-
ative due to the gravity, and at about t = 0.6 s, the
first bounce occurs and its velocity jumps to be posi-
tive (from left to right in the figure). Interestingly, the
non-zero values of the probability density are split into
two parts: the left group represents the cases before any
bouncing, and the right group after the first bouncing.
Due to the additional uncertainties in the discrete tran-
sition, the latter is more dispersed. Then the position
begins to rise and the velocity is decelerated by gravity.
These are repeated after the velocity becomes reduced
to zero again. Due to the accumulation of uncertainties,
the PDF gradually becomes more and more dispersed as
time increases. At t = 6 s, the ball has roughly bounced
6-7 times, and the distribution becomes a shape of
the letter “U” inverted. Such a distribution cannot be
approximated by the common Gaussian distribution.
Furthermore, the PDF calculated from the spectral-
splitting method is almost identical to the Monte Carlo
simulation, thereby verifies its accuracy. The compu-
tation time of the two methods is compared in Table
3. Because the burdensome calculation of the matrix
exponential in (15) and (18) can be reused in each time
step, the splitting-spectral method is much more effi-
cient in propagating the density over one time-step than
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Fig. 3. The evolution of the PDF of the bouncing ball model
calculated by (a) the proposed spectral-splitting method,
and (b) Monte Carlo method from 0s to 5.4s.
the Monte Carlo method, which needs to propagate a
lot of samples and count them in each grid block.
4.3 Estimation Results
For the estimation simulation, the initial distribution is
set to be uniform on [0, 2.5] × [−8, 8], implying there
is completely no prior knowledge about the state. The
height of the ball y is assumed to be measured by a
sensor, and the measurement function is
z = y + v, (25)
where v ∼ N (0, σ2m) is the measurement noise. There-
fore, the likelihood function is given as
p (z|y, y˙) = 1√
2piσm
e
− (z−y)2
2σ2m . (26)
Measurements are assumed to be available in every time
step. Although the velocity y˙ is not directly measured,
it builds up correlations with the height y through the
dynamics, so the measurement can still make proper cor-
rections to y˙.
Because multiplying the likelihood function could poten-
tially magnify the numerical errors caused by neglecting
the higher order harmonics, we adopt a stronger crite-
rion than in the uncertainty propagation simulation, i.e.
all densities smaller than 1/40 of the peak density are
set to zero, to eliminate the ripples in the prior density.
Fig. 4. Estimation results of the bouncing ball. (a) The pos-
terior PDF from 0s to 5.4s, the red dots represent the true
state. (b) The true, estimated, measured position and veloc-
ity of the ball.
In addition, the posterior distribution becomes multi-
modal around collisions, therefore we choose the state
maximizing the PDF as the estimated state.
The proposed method is compared with an ISR parti-
cle filter with 1,000,000 particles. The resampling step
is implemented in every time step by the systematic re-
sampling scheme [2]. In each step, the PDF is recovered
by counting particles over the grid. Sixty simulations
with randomly generated true sample paths and noises
are used to test the two estimation methods.
The results of an example simulation using the proposed
splitting-spectral method are shown in Fig. 4. In subfig-
ure (a), the posterior PDF is presented, which converges
quickly from uniform distribution at t = 0 s to a con-
centrated distribution peaked around the true state. In
subfigure (b), the true, estimated and measured hybrid
states are compared. Again, the estimated position and
velocity quickly converge around the true state, though
the velocity is not directly measured. Furthermore, even
though the initial state is completely unknown, the es-
timated position is much more accurate than the mea-
surement, which demonstrates the contributions from
the model dynamics.
The comparisons of estimation accuracy and step time
with the particle filter are presented in Table 4. The
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Table 4
Comparison between the proposed and particle filters
position
error (m)
velocity
error (m/s)
step
time (s)
Proposed 0.091±0.017 0.68±0.14 0.098±0.029
Particle
0.091±0.015
(p=0.41)
0.73±0.14
(p<0.001)
2.99±0.05
(p<0.001)
errors and computation time are averaged across time
steps in each simulation, and further averaged across
sixty simulations. The p-values are obtained from paired
t-tests (N = 60, α = 0.05) to indicate statistical differ-
ences. It is shown that the spectral-splitting method has
more accurate velocity estimates and is more computa-
tionally efficient than this particular particle filter. The
major reason for the particle filter to be less accurate
in velocity is during the converging process, the uncer-
tainty is large, therefore some particles are outside of the
grid but counted as in the boundary blocks to construct
the PDF, making the PDF peak at the boundary.
5 Application to Dubins Vehicle
In the bouncing ball example, there is only one dis-
crete mode. To demonstrate the efficacy of the proposed
method, here we apply it to a Dubins vehicle model with
multiple modes [13]. Dubins vehicle is a simple kinematic
model that moves along its heading direction at a con-
stant speed with a turning control, and it is commonly
used for motion planning of wheeled robots in robotics
or airplanes in air traffic control. We consider three dis-
crete modes: moving forward, turning left and turning
right. However, the continuous state is not reset during
the discrete jump, and consequently, the Dubins vehicle
model is a switching diffusion process.
5.1 Dubins Vehicle Model
The Dubins vehicle is assumed to be moving on a hor-
izontal plane with fixed speed and a controllable head-
ing angle. The continuous state is r = (y, θ), where
y = (y1, y2) ∈ R2 is the horizontal position of the vehi-
cle, and θ ∈ R/2pi is the heading angle. The continuous
dynamics is given as the following SDE:
d

y1
y2
θ
 =

v cos θ
v sin θ
u(s)
dt+

0
0
σu
dWt, (27)
where v ∈ R+ is the constant speed, u(s) is a set of
turning rates disturbed by a Gaussian white noise with
strength σu. The turning rate u(s) is associated with
three discrete modes S = {1, 2, 3}, corresponding to
moving forward, turning left, and turning right, as fol-
0 0.2 0.4 0.6 0.8 1
0
50
Schematic of two rate functions against distance to obstacle
Fig. 5. The “in” and “out” rate functions plotted against the
distance to the obstacle.
Table 5
Parameters of the Dubins vehicle model
v a σu yoi,1
1 m/s 2 rad/s 0.2 rad/
√
s 0, 1, 1 m
yoi,2 d σl κl
0, -1.5, 1.5 m 0.5 m 0.5 m 30
lows:
u(s) =

0 s = 1
a s = 2,
−a s = 3
(28)
where a ∈ R+ is a constant value. The vehicle cannot
make a sharp turn, but follows an arc with radius v/a
during turning. It should be noted the heading angle θ
belongs to a compact circular space homomorphic to S1,
where the Fourier series is naturally defined.
We place three obstacles on the plane at {yoi}3i=1, and
the discrete jump is designed to avoid collisions with
these obstacles as follows. When the vehicle comes
sufficiently close to any obstacle, and enters the set
{‖y − yoi‖ < d} for d > 0, it turns either left or right
depending on whether the obstacle is on its right side
of the path or on the left side. After it moves suffi-
ciently far away from the obstacle and leaves the set,
it stops turning and continues to move forward. More
specifically, we use the following two rate functions with
non-intersecting supports to model the two discrete
transitions.
λin(y) =

50, if ∃i, ‖y − yoi‖ < 0.1
50 sin
(
0.5−‖y−yoi‖
0.4
pi
2
)
,
if ∃i, 0.1 6 ‖y − yoi‖ < 0.5
0, if ∀i, ‖y − yoi‖ > 0.5
,
λout(y) =

50, if ∀i, ‖y − yoi‖ > 0.9
50 sin
(
‖y−yoi‖−0.5
0.4
pi
2
)
,
if ∃i, 0.5 < ‖y − yoi‖ 6 0.9
0, if ∃i, ‖y − yoi‖ 6 0.5
,
and
λ(y, s) =
{
λin(y), if s = 1
λout(y), if s = 2 or 3
. (29)
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Fig. 6. The evolution of the position marginal PDF of the
Dubins vehicle model calculated by (a) the proposed spec-
tral-splitting method, and (b) Monte Carlo method from 0s
to 3.6s. The black dots and circles are the obstacles and their
affecting ranges.
The non-intersecting supports guarantee the discrete
mode does not switch back and forth between going
straight and turning at the edge of the obstacle. The sin
function is used to connect the two rates (0 and 50) as
depicted in Fig. 5.
Let Yi = {‖y − yoi‖ < d} denote the set where the ve-
hicle should make a turn, and Y = R2 \ ∪3i=1Yi denote
the set where the vehicle should move forward. Because
the discrete jump does not reset the continuous state,
the kernel function is expressed as the product of Dirac
delta functions:
κ˜(r, s−, s+) =

δ(s+ − 1), if s− = 2 or 3 and y ∈ Y
δ(s+ − 2), if s− = 1, ∃i, y ∈ Yi,
and −pi 6 θoi − θ < 0
δ(s+ − 3), if s− = 1, ∃i, y ∈ Yi,
and 0 6 θoi − θ < pi
,
and
κ(r−, s−, r+, s+) = δ(r+ − r−)κ˜(r−, s−, s+), (30)
where θoi = atan2(yoi,2 − y2, yoi,1 − y1) corresponds to
the direction toward the i-th obstacle from the vehicle.
As noted in Section 3.2, the discrete dynamics can be
propagated using the simplified ODE system (20).
The parameters of the Dubins vehicle model used in this
simulation are given in Table 5. The simulation lasts un-
til t = 4 seconds, and the time-step is 0.025 seconds.
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Fig. 7. Heading marginal PDF of the Dubins vehicle model.
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Fig. 8. Discrete mode marginal PDF of the Dubins vehicle
model.
The PDF p(t, y1, y2, θ, s) is supposed to be supported on
[−3, 3] × [−3, 3] × [0, 2pi) in the continuous state space,
which is discretized as a 100×100×50 grid. We also com-
pared the proposed uncertainty propagation algorithm
to a Monte Carlo simulation with 1,000,000 samples.
5.2 Uncertainty Propagation Results
We first propagate the PDF without any measurements.
The initial distribution is set as y1 ∼ N (0, 0.22), y2 ∼
N (−2, 0.22), θ ∼ VM(pi/2, 20), P(s = 1) = 1, and they
are independent, where VM(µ, κ) stands for the von
Mises distribution. The von Mises distribution is the
analog of Gaussian distribution defined in the compact
circular space R/2pi [25], and has density function:
p(θ;µ, κ) =
1
2piI0(κ)
eκ cos(θ−µ), (31)
where I0 is the modified Bessel function of the first kind
In other words, the vehicle starts at around y = (0,−2),
with initial heading angle at around pi/2, and in discrete
mode s = 1 (moving forward).
The propagated marginal PDF of the Dubins vehicle
model on position, heading angle and discrete mode are
shown in Fig. 6-8 respectively. During t = 0 s to t = 1.2 s,
the vehicle moves forward from its initial position. The
heading angle becomes more dispersed as the uncer-
tainty in turning rate accumulates, and the position den-
sity becomes arc-shaped. At about t = 1.6 s, the vehicle
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Table 6
Simulation time of the Dubins vehicle using two methods.
total time step time
Spectral-splitting 10 min 30 s 3.07 s
Monte Carlo 20 min 39 s 7.70 s
encounters the first obstacle, and the density bifurcates
into two directions: one half part turns left (s = 2) and
the other half turns right (s = 3). Then after the vehicle
leaves the first obstacle at around t = 2.8 s, it continues
to move forward (s = 1). Finally at t = 3.6 s, the vehicle
meets another obstacle, and the two branches of density
bifurcate again into four branches.
Furthermore, the PDF calculated using the spectral-
splitting approach matches the Monte Carlo simulation
almost exactly. The computation time of the two meth-
ods are compared in Table 6. It is shown that even in this
more complex model, the proposed method is still more
efficient than the Monte Carlo method with the same
number of samples as in the bouncing ball example.
5.3 Estimation Results
For Bayesian estimation, it is assumed that the position
of the vehicle is measured by a Lidar located at yl =
(0,−3). The Lidar measures the distance dl ∈ R+ from
itself to the vehicle, and the angle θl ∈ R/2pi formed
by the vehicle, itself and positive y1 axis. Therefore, the
measurement function is given as
z =
[
dl
θl
]
=
[
‖y − yl‖+ vd
atan2(y2 − yl2, y1 − yl1) + vθ
]
, (32)
where vd ∼ N (0, σ2l ), and vθ ∼ VM(0, κl) are measure-
ment noises. Therefore, the likelihood function is
p(dl, θl|y, θ, s) = 1
(2pi)3/2σlI0(κl)
e
− (dl−d˜l)
2
2σ2
l
+κl cos(θl−θ˜l)
,
(33)
where d˜l = ‖y − yl‖, θ˜l = atan2(y2 − yl2, y1 − yl1). The
measurement is assumed to come at every time step. It
should be noted the heading angle and discrete mode are
unobserved states, but they build correlations with the
position through the dynamics equations, thus they can
be corrected by the measurement as well.
The initial distribution for the estimation simulation is
assumed to be uniform on the continuous grid and in
discrete modes, i.e., there is no prior information about
the vehicle’s initial state. We use the expected value as
the position estimate, the mean direction (see [25] p.29)
as the heading estimate, and the most probable mode as
the discrete state estimate.
The proposed spectral-splitting method is compared
with an ISR particle filter with 1,000,000 particles and
Fig. 9. Marginal posterior PDF of the Dubins vehicle with
Lidar measurements on: (a) position, (b) heading angle, and
(c) discrete mode. Red dots represent the true state.
an IMM approach modified to handle the continuous
state dependent transition. The resampling for the par-
ticle filter is implemented in every time step by the
systematic method. For the IMM approach, the dis-
crete state transition matrix is obtained by numerically
integration given by the following equation
p(sk = j|sk−1 = i) =∫
r∈R3
(1− e−λ(y,i)∆t)κ˜(r, i, j)pk−1(r, i)dr, (34)
where pk−1(r, i) is the Gaussian density in the Kalman
filter of discrete mode i. To match the proposed and par-
ticle filters, the order of continuous and discrete propa-
gation in IMM is reversed compared to the original al-
gorithm [8], i.e. the continuous propagation is applied
first, which we assume is a minor modification to facili-
tate comparisons. Sixty randomly generated true sample
paths and noises are used to test these algorithms.
An example simulation of the Dubins vehicle estimated
by the spectral-splitting method is shown in Fig. 9 and
10. Fig. 9 presents the posterior marginal density, it can
be seen the position PDF quickly converges from uni-
form at t = 0 s to a concentrated density peaked around
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Fig. 10. Estimation of the hybrid state of the Dubins vehi-
cle: (a) position y1, (b) position y2, (c) heading angle θ, and
(d) discrete mode s. The dash-dot lines represent the triple
standard deviation (σ) bound calculated from the marginal
PDF, the σ in (c) is computed as the circular standard de-
viation, see [25] p.30.
the true position. Because the heading angle is not di-
rectly observed, it converges slower. The discrete mode
also converges from equally distributed point masses to
exclusively at s = 1 (moving forward) in a short time.
The true, estimated and measured states are compared
in Fig. 10, with 3σ bounds shown for continuous states.
After convergence, the position and heading estimates
follow closely to the true trajectories, even when the ve-
hicle moves far away from the Lidar and the noise in
angle measurement gradually degrades the position ac-
curacy (Fig. 10(a)). Upon transitions between going for-
ward and turning, due to the noisy measurement, den-
sity in the false branch during bifurcation sometimes
becomes larger, causing false estimates of the discrete
mode, and increased uncertainties in continuous states
(around 3.3s).
The comparisons in estimation accuracy and computa-
tion time of the three filters are shown in Table 8. The
error terms and computation time are similarly defined
as in the bouncing ball example, except for the mode
error which represents the percentage of false estimates
in a simulation averaged across sixty simulations. The
spectral-splitting method is significantly better than the
IMM in both estimation accuracy and computation ef-
Table 7
Comparison with [24]: accuracy and computation time
grid
size (m)
distance
error (m)
mode
accuracy (%)
step
time (ms)
5 18.3±3.8 85±4 110
10 18.3±3.8 85±4 28
20 18.6±3.8 85±4 6.9
25 19.4±3.8 85±4 4.6
30 20.9±3.8 85±4 3.4
40 26.3±4.1 85±4 2.0
ficiency. The particle filter achieves similar estimation
accuracy except for the mode estimate, which is slightly
but significantly worse than the proposed method. More-
over, the computation time of the proposed method is
less than this particular particle filter.
6 Comparison with [24]
Since this paper is similar to [24] in the idea of solving
the FP equation (2), but differs in numerical method
(spectral vs. finite difference), in this section we apply
the proposed spectral-splitting method to the aircraft
chasing example in [24] (Section V) to conduct a com-
parison study. The model and parameters are chosen ex-
actly the same as [24], with the grid size ranging from 5
meters to 40 meters. Sixty Monte Carlo simulations were
conducted, the accuracy and computation step time are
shown in Table 7. Readers are invited to compare these
results with Fig. 9 and Table II in [24]. The continuous
state error and estimated discrete state probability from
one Monte Carlo simulation with 5m grid size are shown
in Fig. 11.
In short, with the same grid size, the estimation of con-
tinuous state using the proposed method is more ac-
curate than the method in [24], at the cost of longer
computation time. This is anticipated because as sug-
gested in [38], the spectral method is typically more ac-
curate but computational intensive than the finite dif-
ference method. The reason is that the spectral method
is “global”, i.e. it uses all the information from grid to
approximate the differentiation; whereas the finite dif-
ference method only uses the nearby grid points. The
accuracy of discrete state estimation seems to be worse
than the method in [24], however, this is more possibly
due to different implementations of generating the true
trajectory, as there are a lot of oscillations between the
two discrete states in the true trajectory we generated
(see Fig. 11(b)) compared to that in [24].
7 Discussion
The proposed spectral-splitting method and particle
filter are the so called “exact” Bayesian filtering ap-
proaches, which approximate the PDF directly instead
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Table 8
Accuracy and computation time comparisons of spectral-splitting, particle and IMM filters.
y1 error (m) y2 error (m) θ error (rad) mode error (%) computation time (s)
Proposed 0.083±0.025 0.092±0.024 0.35±0.10 8.3±6.1 3.8±0.1
Particle 0.083±0.024 (p=0.67) 0.093±0.024 (p=0.06) 0.35±0.10 (p=0.08) 8.6±6.2 (p=0.02) 8.9±0.1
IMM 0.156±0.086 0.194±0.15 0.70±0.40 13.5±8.6 10.5±0.2
The p-values between the proposed method and the other two methods are below 0.001 except those indicated.
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Fig. 11. Comparison with [24]: (a) Estimation vs. observation
error of the continuous state. (b) Estimated discrete state
probability vs. true discrete state.
of using parametric assumptions, such as mean and
variance for Gaussian distributions. Even though the
noises are assumed to be Gaussian in both examples,
the solutions to the FP equations are no longer Gaus-
sian, and sometimes become even multi-modal, because
of discrete transitions and non-linearities involved in
the continuous SDEs. Therefore, it is expected that the
IMM approach which relies on the Gaussian assumption
and linearization is much less accurate than the other
two filters in the Dubins vehicle example. Furthermore,
due to the numerical integration in (34) for IMM, it
does not show any computational advantage over the
proposed method. Approaches have been proposed to
avoid this numerical integration [33], but at the cost of
even compromised estimation accuracy.
The sequential importance resampling (SIR) particle fil-
ter is capable of estimating all kinds of GSHS, and does
not assume any specific distribution or suffer lineariza-
tion errors. The performance of a particle filter is highly
dependent on implementation, especially the number of
particles and the frequency of resampling. The parti-
cle filters tested in this paper have a million particles
and perform resampling every step, which seems a little
bit redundant, especially for the simple bouncing ball
model. Nevertheless, one of the motivations of the pro-
posed method is to calculate the PDF of hybrid states,
which encodes much more stochastic information than
mere the estimates. Even though the PDF can also be
recovered from particles, this operation is computational
intensive, which makes the particle filter less efficient.
More importantly, when the distribution is widely dis-
persed, the particles are scattered into a lot of, instead
of a few, grid blocks. This makes the number of particles
needed to give a reliable density function increase dras-
tically compared to a concentrated distribution. In the
simulation, it is observed that even with a million par-
ticles, the heading density of the Dubins vehicle model
is very rough in the first a few steps, because the distri-
bution is converging from a uniform density and is very
widely dispersed.
The proposed spectral-splitting method originates from
numerically solving the Fokker-Planck equation (2).
Similar to other numerical methods for PDEs, includ-
ing the finite difference method adopted in [24], the
guard set presents significant challenges, as it makes the
PDF in continuous state space discontinuous, where the
approximation of derivatives breaks down. Compared
to the finite difference method, the spectral method
is regarded as “global”, since it uses all the informa-
tion from the grid to approximate the differentiation,
whereas the finite difference method only uses the grid
points nearby. Therefore, the spectral method adopted
in this paper is typically more accurate with the same
grid size but at the cost of higher computational de-
mand. Also, the proposed method suffers the so called
curse of dimensionality, as it is clearly seen that the grid
size increases exponentially with the dimension of the
continuous space. On the other hand, the computation
complexity only grows linearly with the number of dis-
crete states. Therefore, the proposed method is more
suitable for a GSHS with a large number of discrete
modes but a few continuous dimensions.
One potential way to mitigate the two aforementioned
drawbacks is to further split the continuous state space
into partially overlapped tiles. Since in the estimation
problem, the PDF is usually supported in a small region,
it is highly possible to be supported in one of the tiles,
and the FP equation can be only solved in this tile where
a finer and smaller grid can be used. This could avoid the
“waste of grids” when the PDF on most grid points are
zero, and therefore carry little information of the distri-
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bution as seen in Fig. 4 and 9. Besides, by utilizing non-
commutative harmonic analysis, the proposed method
can be naturally extended to a compact Lie group as the
continuous state space, such as the circular space and
especially SO(3), SE(3) which are ubiquitous in robotics
and aerospace applications.
8 Conclusions
In this paper, we propose a computational approach to
conduct Bayesian estimation of a GSHS, consisting of an
uncertainty propagation step and a correction step. For
the uncertainty propagation, we use spectral method to
solve the partial-differential part of the FP equation, nu-
merical integration to solve the integral part, and split-
ting method to combine the two solutions into the solu-
tion to the entire FP equation. The propagated uncer-
tainty, i.e. the PDF of GSHS, is used with a likelihood
function in the Bayes’ formula to estimate the hybrid
state in an exact manner. We test the proposed spectral-
splitting method in two examples: the bouncing ball
model and the Dubins vehicle model to demonstrate its
effectiveness in different types of GSHS. The PDF prop-
agated by the proposed method is consistent with that
propagated by a Monte Carlo simulation. When mea-
surements are available, the proposed method achieves
similar estimation accuracy and higher efficiency com-
pared with the particular particle filter tested, and is
much better in both aspects than the Gaussian based
IMM approach in the Dubins vehicle model.
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A Multi-dimensional continuous space
We give the multi-dimensional version of (14) using the
notations from the last paragraph in Section 3.1. The
proof is similar to (14) using multi-dimensional versions
of differentiation and product formulae. As it is straight-
forward and tedious, we skip the detailed proof. But, the
resulting ODE is presented at (A.1).
B Coefficient matrices of the ODE systems
The coefficient matrix B in (16) is given at (B.2), where
the variable ei,j,m,n is defined as
ei,j,m,n =

κ(rm, sn, ri, sj)λ(rm, sn)∆(rm)− λ(ri, sj),
if m = i and n = j
κ(rm, sn, ri, sj)λ(rm, sn)∆(rm),
otherwise.
(B.1)
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ddt
fˆn1,...,nNr [p
c](t, s) = −
Nr∑
α=1
2piinαcnα
Lα
N1
2 −1∑
k1=−N12
· · ·
NNr
2 −1∑
kNr=−
NNr
2
fn1−k1,...,nNr−kNr [aα](t, s)fk1,...,kNr [p
c](t, s)

−
Nr∑
α=1
Nr∑
β=1
β 6=α
4pi2nαnβcnαcnβ
LαLβ
N1
2 −1∑
k1=−N12
· · ·
NNr
2 −1∑
kNr=−
NNr
2
fn1−k1,...,nNr−kNr [Dαβ ](t, s)fk1,...,kNr [p
c](t, s)

−
Nr∑
α=1
4pi2n2α
L2α
N1
2 −1∑
k1=−N12
· · ·
NNr
2 −1∑
kNr=−
NNr
2
fn1−k1,...,nNr−kNr [Dαα](t, s)fk1,...,kNr [p
c](t, s)
 (A.1)
B =

e1,1,1,1 . . . e1,1,Ng,1 e1,1,1,Ns . . . e1,1,Ng,Ns
...
. . .
... . . .
...
. . .
...
eNg,1,1,1 . . . eNg,1,Ng,1 eNg,1,1,Ns . . . eNg,1,Ng,Ns
...
. . .
...
e1,Ns,1,1 . . . e1,Ns,Ng,1 e1,Ns,1,Ns . . . e1,Ns,Ng,Ns
...
. . .
... . . .
...
. . .
...
eNg,Ns,1,1 . . . eNg,Ns,Ng,1 eNg,Ns,1,Ns . . . eNg,Ns,Ng,Ns

. (B.2)
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