We consider a problem of localizing the destination of an activated path signal supported on a graph. An "activated path signal" is a graph signal that evolves over time that can be viewed as the trajectory of a moving agent. We show that by combining dynamic programming and graph partitioning, the computational complexity of destination localization can be significantly reduced. Then, we show that the destination localization error can be upper-bounded using methods based on large-deviation. Using simulation results, we show a tradeoff between the destination localization error and the computation time. We compare the dynamic prograrmning algorithm with and without graph partitioning and show that the computation time can be significantly reduced by using graph partitioning. The proposed technique can scale to the problem of destination localization on a large graph with one million nodes and one thousand time slots.
INTRODUCTION
Data with unstructured forms and rich types are being generated from various sources, such as social networks and the Internet ofThings. These data are often generated with some inherent correlation that can be represented using graphs. This important feature inspired the emerging field on graph signal processing [1 , 2] , where signals are supported on a graph, instead of on the Euclidean domain (e.g., time signals or image signals). This key difference spurred works that aim to generalize classical problems and techniques to graph signal processing, including sampling [3, 4] , recovery [5, 6] , signal representations [7, 8] , uncertainty principles [9, 10] , and graph signal transforms [11] [12] [13] [14] [15] .
In this paper, we study a special type of graph signals that evolve over time called "path signals". A path signal (see Fig. 1 for details) only has non-zero value on a connected trajectory, i.e., the signal is non-zero at only one location on each time slot of the graph signal, and the non-zero locations at consecutive time slots are connected on the graph. A path signal is a perfect abstraction of a moving agent on a graph, where the non-zero location of the path signal at a particular time slot represents the location of the moving agent at time t. Thus, the study of path signals is deeply related to the literature of tracking and surveillance [16] [17] [18] [19] . Here, we study the path signal on large-scale graphs from the perspective of graph partitioning and graph signal dimension reduction.
Due to the increasing size of graphs, many graph partitioning and graph signal dimension reduction techniques have been proposed, wh ich include community detection and clustering on graphs [20] [21] [22] [23] , and signal coarsening on graphs [24] [25] [26] . These newly proposed techniques and related ideas have provided great improvements in computation speed and storage cost for algorithms on large-scale graphs, including PageRank [27] , graph generation [28] and graph semantic summarization [29] . Here, we use dimension reduction techniques in signal tracking, with the specific focus on path signals.
We consider the problem of "destination localization" for a path signal on a large-scale graph. The aim is to estimate the final position of the moving agent from noisy observations of the path signal. We measure the accuracy of destination localization using the Euclidean distance in the real space where the graph is embedded in (i.e., a geometric graph). First, we propose to use dynamic programming to obtain an estimate of the destination of the path signal on the original graph. Then, we propose to use graph partitioning techniques to divide the graph into small communities and reduce the graph size by merging one conununity into one "super-node". Then, we carry out dynamic programming algorithms on a graph formed by these super-nodes and significantly reduce the number of states in dynamic programming, and hence improve the computation time. Using a large-deviation-based technique, we provide an upper bound on the error of the destination localization which can be computed in polynomial time for general graphs and general non-overlapping graph partitioning algorithms. Finally, we test this fast dynamic programming technique both on random geometric graphs and a real graph called AS-Oregon [30] . Our algorithm shows significant speedup compared to dynamic programming without graph partitioning, and it obtains comparable localization error. In MATLAB simulations, the proposed technique can scale to the path localization problem on a graph with one million nodes and with one thousand time slots.
The proposed path localization problem does not only apply to tracking problems, but also applies to road congestion monitoring and satellite searching. A signal path on a road network can be viewed as a slowly moving congested segment on the graph formed by roads and intersections. A signal path in satellite searching can be viewed as the trajectory of a moving plane debris or a small refugee lifeboat in the sea, while the observation noise may come from the satellite inaccuracy and the bad illumination condition at night.
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where the noise Wt rv N(o ,O' 2 I). Our goal is to estimate the final position VT of the path signal (VI , V2 , ... , VT) on the graph 9 = (V, E) with elevated mean JL from the noisy observations Yt, t = 1, 2, ... , T. We define the sum weight on an arbitrary path P = (VI, V2, ... , VT) E V T as (2) t=l Intuitively, a path with a higher sum weight should be more likely to be the true path Po. To see this, we have
Then,
t=l t=l
Dynamic Programming for Path Signal Localization
In Algorithm I, we describe a dynamic programming algorithm to compute the path with the maximum sum weight. This algorithm is also known as the Viterbi decoding algorithm [31] 
FOR t=2: T
• For all nodes v in V, find the path P u,t-I with the largest sum weight S(Pu,t-I ) for all nodes u in the neighborhood N ( v); plexity O(nT) can still be high for a large graph and large overall time T, wh ich motivates us to design algorithms that may not output the exact estimate, but have low computational complexity (see Section 3). Thus, we first define an error metric for the destination localization problem. between the two nodes VT and VT, where d can be any distance measure defined for the graph g, such as the Euclidean distance in the real space where the graph is embedded in (i.e., a geometric graph).
REDUCED-STATE DYNAMIC PROGRAMMING ON PARTITIONED GRAPHS
In this section, we describe a new way of doing path destination localization with graph partitioning and graph signal dimension reduction. The main idea is to first partition the graph into communities [32] and then localize the path on the graph formed by the communities I. A graph formed by communities Fig. 2 . The graph on the right is an illustration of the community graph. In the original graph!J, we partition the nodes into non-overlapping communities. Then, we shrink each community to one "super-node" and connect two super-nodes if there exist two connected nodes in the corresponding two communities. Note that the community graphs may have self-Ioops.
Suppose we partition the nodes of the graph !J = (V, E)
into m non-overlapping communities m
Then, we shrink each community into a "super-node" and construct a graph formed by these super-nodes. We use !Je = 
VE V i
Then, we use the same dynamic programming algorithm as Algorithm 1 to obtain an estimate of the trajectory of the path signal on the community graph.
Remark 1. Note that after graph partitioning, the sum weight maximization does not equal to the MLE. However, we still obtain a numerical method to iteratively compute an upper bound on the expectation of the destination distance between the true path and the path estimate on the community graph !Je (see Section 3.1). Note that our algorithm and bound apply to worst-case path signals and graph partitioning, which is different from the Bayesian settings in [18, 19] . 
T
Sum weight on the path estimate P:
In Algorithm 2, we select the path with the maximum sum weight. Therefore, we will choose the path estimate P with sum weight Sc instead of the true path Po with sum weight ST, only if Sc ?: ST . This event happens with exponentially low probability because the signal on the true path has a shifted mean value tL > 0, while the signal on P has mean value 0 when the two paths do not overlap. where S c {1 , 2, ... , T} is set of time slots when Vt i-Vt.
Using Lemma 3.1, we immediately obtain the following result on the destination distance defined in Definition 1.
Theorem 3.1. The expectation of the destination distance between the path estimate and the true path measured on the community graph is upper bounded by
All poss ible palhs i> = ('V" V2 , . .. , VT) (8) where S(P) c {I , 2, ... ,T} is the set of time t when Vt iVt, and d(VT , VT ) is the distance metric between the two super-nodes VT and VT in the community graph.
Proof in Sketch The proof can be obtained by directly upper-bounding Pr(P is chosen as the estimate) with (7) Since there are exponential number of possible paths in T time slots, one may think that the bound is not computable. However, the special structure of the bound (a sum-product structure) makes it computable in polynomial time. and T is the number of time slots.
SIMULATION
First, we test the algorithm on a random geometric graph with 20000 randomly generated nodes that are distributed according to the Poisson point process on a square area with length 1. Two nodes are connected if they are within distance 0.02. Then, we partition the square areas into m sub-squares using direct square partitioning and merge the nodes in each square into one "super-node". The number of communities can be m = 400, 900 or 2500. After that, we generate a ran- The result in Fig. 3 shows the destination localization error versus the signal to noise ratio fL/ (J with different number of communities in the graph partitioning stage. We also include one simulation for a geometric graph with one million nodes and 2500 communities. The result in Fig. 4 shows the computation time of one step in the FüR-Ioop in Algorithm 1 when the number of communities differ. We can see from Fig. 3 that when the number of communities increases, the localization error decreases, while the computation time increases. In practice, one should find the optimal number of communities to obtain a tradeoff between computation time and destination localization eITor. Then, we test our algorithm on the AS-üregon graph of Autonomous Systems (AS) peering information infeITed from üregon route-views [30] . We use Slashburn [23] , which is a partitioning algorithm with interleaving stages of node ordering with node-centrality (slash) and removal of edges connected to high-centrality nodes (burn), to speed up the computation time. The result on the localization eITor versus the signal to noise ratio fL / (J is shown in Fig. 5 . The computation time of one step of dynamic programming with and without graph partitioning (i.e. , Algorithm 2 and Algorithm 1) are respectively 0.0085 seconds and 3.5344 seconds. Note that the destination distance (EucIidean distance) here does not have a specific meaning, so we use the Hamming distance DH(PO, P) = L t=l ](Vt i-Vt) instead.
CONCLUSIONS
In this paper, we study the problem of localizing the final position of a path signal on a large-scale graph. The proposed technique reduces the complexity of dynamic programming using graph partitioning. A meaningful future work is to study the effect of applying different low-complexity partitioning algorithms to the same path localization problem.
