Abstract-
II. HIDDEN MARKOV MODELS
We consider Hidden Markov Models with a general state space X and a general observation or read-out space Y. Both are assumed to be Polish spaces, i.e. they are complete, separable metric spaces.
Definition 2.1: The pair (X n , Y n ) is a Hidden Markov process if (X n ) is a homogenous Markov process, with state space X and the observations (Y n ) are conditionally independent and identically distributed given (X n ).
Example 2.1: Assume that the observations are of the form
for any integer n ≥ 0, where { n , n ≥ 0} is a Gaussian white noise sequence independent of the Markov process {X n , n ≥ 0}, and h : X → R.
To illustrate the basic concepts let the state space of the Hidden Markov Model be finite in this paper, i.e. |X |=N . The results for compact state space are very similar.
Let Q * be the transition matrix of the unobserved Markov process (X n ), i.e. Q * ij = P (X n+1 = j|X n = i), where * indicates that we take the true value of the corresponding unknown quantity. If Y is finite, say |Y| = M , then we have
In this case we will use the following notations
Continuous read-outs will be defined by taking the following conditional densities:
where λ is a fixed nonnegative, σ-finite measure. Let For notational convention we use Q > 0 if all the elements of the transition probability matrix are strictly positive.
A key quantity in estimation theory is the predictive filter defined by 
T , the filter process satisfies the Baum-equation
both in discrete and continuous read-out cases, where π is the normalizing operator: for [3] . Here p * j 0 = P (X 0 = j). In practice, the transition probability matrix Q * and the initial probability distribution p * 0 of the unobserved Markov chain (X n ) and the conditional probabilities b * i (y) of the observation sequence (Y n ) are possibly unknown. For this reason we consider the Baum-equation in a more general sense
with initial condition p 0 = q, where Q is a stochastic matrix, p n is a probability vector on X , and B(y) = diag(b i (y)) is a collection of conditional probabilities.
We will take an arbitrary probability vector q as initial condition, and the solution of the Baum equation will be denoted by p n (q).
A key property of the Baum equation is its exponential stability with respect to the initial condition. This has been established in [23] for finite state space with continuous readouts and in [11] for compact state space with continuous read-outs. Here we state the result only for HMMs with positive transition probability matrix: Proposition 2.1: Assume that Q > 0 and b x (y) > 0 for all x, y. Let q, q be any two initializations. Then
where T V denotes the total variation norm and 0 < δ < 1. That is, the filter forgets its initial condition with exponential rate. An essential feature of the result is that, q − q T V shows up in the upper bound, see [2] . We note that Proposition 2.1 is a non-probabilistic statement.
If Q is only primitive, i.e. Q r > 0 with some positive integer r > 1, then (4) holds with a random C.
Consider the following estimation problem: let Q and b be parameterized by θ ∈ D ⊂ R r , and let
Usually the entries of Q are part of θ. Assume that Q and b are smooth functions of θ.
The k-th term in (5) for k ≥ 1 can be written as
For the off-line maximum-likelihood estimation we should solve the following equation
The aim of this paper is to investigate the on-line estimation procedure.
III. ON-LINE ESTIMATION
In the on-line estimation procedure we define a stochastic algorithm with Markovian dynamics, see Benveniste, Metivier and Priouret [4] , as follows.
Let us denote the on-line estimation of the parameter at step n by θ n . Consider the parameter-dependent Baumequation
To simplify the notations we drop the dependence on the parameter θ. Differentiating p n+1 with respect to θ we have
where
Let the score function be
Using (6) we get
and consider the following adaptive algorithm.
For the convergence of this algorithm we use the approach of Benveniste, Metivier and Priouret, see [4] . In the next section we summarize the results therein.
IV. THE BMP SCHEME In this section we present the basics of the theory of recursive estimation developed by Benveniste, Metivier and Priouret, BMP henceforth (see Chapter 2, Part II. of [4] ).
Let a family of transition probabilities
where U is a Polish space. Let us denote the metric by d. Note that in [4] U is R n , but the results can be generalized for complete separable metric space. Let D be an open set. Assume that for any θ ∈ D there exists a unique invariant probability measure, say µ θ . Let (U n (θ)) be a Markov-chain such that its initial state
Then the basic estimation problem of the BMP-theory is to solve the equation
Assume that a solution θ * ∈ D exists.
The BMP-scheme. The recursive estimation procedure to solve the above equation is then defined as
where U n is the time-varying process defined by
Here F n is the σ-field of events generated by the random variables U 0 , . . . , U n and A is any Borel subset of U.
To specify the class of functions H for which the theory is developed consider a Lyapunov function V : U → R + and define for real-valued functions g on U and any p ≥ 0 the norms
.
Introduce the class of functions
and
Conditions of BMP. All but one condition will be formulated in terms of the Markov chain {U n (θ) : n ≥ 0} for a fixed θ ∈ D with an arbitrary non-random initial value U 0 (θ) = u. The conditions are as follows. The real number p ≥ 0 is fixed all over the conditions A1.-A3. below.
A1. For any compact subset
Conditions A1 and A2 imply geometric ergodicity of the Markov chains in the following sense: for any θ ∈ D, u ∈ U and any g ∈ C(p + 1) there exists a Γ θ g such that
A key contribution of the BMP theory is that the above geometric ergodicity is derived by verifying conditions on a much more convenient class of test functions, namely Li(p). It follows that that there exists a unique invariant measure µ θ such that
for g ∈ C(p + 1).
A3.
For any compact subset Q of D there exists a constant
In other words the kernels Π n θ are supposed to be Lipschitzcontinuous, uniformly in n, with respect to the parameter θ when applied to a small set of test functions Li(p).
Let D 0 ⊂ D be a fixed compact truncation domain such that θ * ∈ intD 0 . Define the stopping time
In addition let be a fixed small positive number, and define
The stability of the time-varying process U n is enforced by stopping it at τ ∧ σ.
A4. For any compact subset Q of D there exists a constant K = K(Q) such that for any n ≥ 0 and arbitrary starting values θ ∈ Q, u ∈ U
Regularity of the function H is required in the next condition:
Remark: In fact it is sufficient to require the above condition for Π θ H θ , thus H may be discontinuous. Since H(θ, ·) ∈ Li(p) we may set as above
The associated ODE is then given bẏ
To ensure the convergence of the SA-procedure we require global asymptotic stability of the associated ODE by assuming the existence of a Lyapunov function:
Theorem 13, p. 236 of [4] yields the following convergence result.
Theorem 4.1: Assume that Conditions A1 -A6 are satisfied, and is sufficiently small. Let θ ∈ intD 0 , U m = u ∈ U, and consider the stopped process θ • n = θ n∧τ ∧σ . Then for any 0 < λ < 1 there exist constants B and s such that for all m ≥ 0 we have lim θ
• n = θ * with probability at least
V. EXPONENTIALLY STABLE NONLINEAR SYSTEMS
In the rest of the paper conditions (A1)-(A4) are verified for Hidden Markov Models. For this we consider general results, then conclude for HMMs. For the sake of readability, all proofs are relegated to the Appendix.
Consider a Polish space X and a sequence of independent, [0, 1]-uniform random variables (E n ) on a probability space (Ω, F, Q). Let f be a Borel measurable deterministic function f : X × [0, 1] −→ X . Then the sequence (X n ) defined by
is a Markov chain, where x ∈ X is an arbitrary initialization. Conversely, any Markov chain can be represented by (15) , see [20] . In the following we will denote the random mapping f (·, E n−1 ) by T n , i.e. for x ∈ X
The process defined by X n+1 = T n+1 X n is Markov. The representation can be given in a constructive way but it should be noted that it is not unique. This representation plays a key role in subsequent analysis.
Next we are going to introduce the notion of Doeblincondition, see [7] : Definition 5.1: Given a Markov chain (X n ) with state space X . If there exists an integer m ≥ 1 such that
is valid for all x ∈ X and A ⊂ B(X ) with δ > 0 and some probability measure ν, then we say that the Doeblincondition is satisfied. Here δ can be interpreted as the weight of the i.i.d. factor of the Markov chain. The following lemma, see [7] , shows the relation between the Doeblin-condition and the representation of the Markov chain. Lemma 5.1: Let (X n ) be a Markov chain. The Doeblincondition is valid with m = 1 if and only if there exists a representation such that Q(T n ∈ Γ c ) ≥ δ, where Γ c is the set of constant mappings.
Proposition 5.1: Assume that the Doeblin-condition holds with m = 1 for a Markov chain (X n ). Then there exists an invariant distribution π, and
for ∀A ∈ B(X ). (17) Now we formulate a general concept of exponential stability motivated by Proposition 2.1. Let X be a Polish space and let us denote the metric on X by d X . Furthermore let Z be a Banach space. Let f : X × Z −→ Z be a Borel-measurable function, and for a fixed sequence (x n ) n≥0 , x n ∈ X consider the recursion
Let the solution be denoted by z n (ξ). To simplify the notations we drop the dependence on the sequence (x n ) and the parameter θ.
Definition 5.2:
The mapping f is uniformly exponentially stable if for every sequence (
where C > 0, 1 > > 0 are independent of the sequence (x n ). We say that the process z n is exponentially stable if (19) holds. Under reasonable technical conditions this condition is satisfied for the Baum-equation. Define the process (Z n ) by
where (X n ) is a Markov chain which satisfies the Doeblin condition. Let
where (T n ) is a sequence of i.i.d. random mappings, see (16) .
where u = (x, z) and u = (x , z ), and let the Lyapunov function be
In the following subsection conditions (A1)-(A3) are verified for the process U n defined above.
A. Verification of BMP conditions
By Proposition 5.1 a stationary distribution of X n exists. Let us denote it by π. For assumption (A1) we need two conditions: the first one ensures that there are no states in "large distances", the second one is (A1) for one-step when X 0 has an invariant distribution.
Condition 5.1: Let the distribution of X 1 be π 1 . Assume
Condition 5.2:
Assume for all ξ ∈ Z and for p ≥ 1
Theorem 5.1: Consider a process U n = (X n , Z n ) defined by (20) , where f is an exponentially stable mapping and X n is a Markov chain satisfying the Doeblin condition. Assume that Conditions 5.1 and 5.2 are satisfied. Then assumption (A1) holds.
Proof: Following the route of the proof of Lemma V.1 in [19] we get that
where Z 0 = ξ is a fixed constant initialization. Using the definition of the function V , see (23) we get (A1). Note that in Theorem 5.1 X can be any abstract set, we do not use the metric property here. Furthermore we do not use the Doeblin property of the Markov chain X n .
For assumption (A2) we need two more conditions for the stability of the process (X n ).
Condition 5.3: Assume that f is Lipschitz continuous in
Condition 5.4: Assume that for the process (X n ) we have
Consider a process U n = (X n , Z n ) defined by (20) , where f is an exponentially stable mapping and X n is a Markov chain satisfying the Doeblin condition. Assume that Conditions 5.1, 5.2, 5.3 and 5.4 are satisfied. Then assumption (A2) holds.
Proof: Using the definition of d(u, u ) and the idea of Lemma V.1 in [19] we get that Conditions 5.3 and 5.4 imply
where K is independent of n.
Let A = {ω :
Thus from the definition of d and the exponential stability of the mapping f we have on the set A
Taking the expectation of both sides of (26) and considering (25) we have
Consider now the complement of A. We have P (A c ) = (1 − δ) n/2 . Taking the expectation of (26) on the set A c and using (25) we have
Adding (27) and (28) we finish the proof. For assumption (A3) we need the smoothness of f with respect to the parameter θ.
Theorem 5.3: Consider a process U n = (X n , Z n ) defined by (20) , where f is an exponentially stable mapping and X n is a Markov chain satisfying the Doeblin condition. Assume that Conditions 5.1 and 5.2 are satisfied. Then assumption (A3) holds.
Proof: Observe that if f is a uniformly exponentially stable mapping, then the derivative process w n = ∂z n ∂θ is also exponentially stable, i.e. we have
where η = ∂ξ ∂θ . Consider the derivative of g(x n , z n ) with respect to the parameter θ:
Using (29) and the fact that g ∈ Li(p) we have for a fix
Taking the expectation of both sides and using Theorem 5.1 we get the proof. We conclude this section with the following theorem. Theorem 5.4: Consider a process U n = (X n , Z n ) defined by (20) , where f is an exponentially stable mapping and X n is a Markov chain satisfying the Doeblin condition. This limit exists, see e.g. [19] . The following local identifiability condition is assumed.
Condition 6.1: (Identifiability condition)
∂ ∂θ h(θ * ) > 0. (10), (11), (12) converges to the true value θ * with probability arbitrary close to 1.
The above techniques can be used for recursive estimation in so called ARCH or GARCH processes playing an important role in mathematical finance. These processes introduced by Engle in [13] and Bollerslev in [8] are used to model the log-return of a stock-price process. For the best recent results on the estimation of GARCH processes see Berkes et al. [5] 
VII. CONCLUSION
In the paper we have provided a description for the convergence of the recursive estimation procedure introduced in [24] for Hidden Markov Models using the theory of [4] . For this purpose we considered a general class of Markov models in which a simple Markov process was passed through an exponentially stable non-linear system.
