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third applies directly to the space of trade-off parameters.
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In two earlier papers we have developed a methodology for decision analysis with multi-attribute utilities which does not
require the speciﬁcation of precise trade-offs between different risks. Multi-attribute utilities may be imprecisely speciﬁed,
due to an unwillingness or inability on the part of a client to specify ﬁxed risk trade-offs or because of disagreement within a
group with responsibility for the decision.
In [3] we introduced our approach to constructing imprecise multi-attribute utility hierarchies. We described the struc-
ture which we use, which is based on a utility hierarchy with utility independence at each node, and explained the notion of
imprecise utility trade-offs for such a hierarchy, based on limited collections of stated preferences between outcomes. This
leads to a set R of possible trade-off speciﬁcations h. In this context we used a concept of Pareto optimality to reduce the set
of alternatives. These methods and some associated theory are summarised in Section 2 of this paper.
We are particularly concerned with problems where the number of alternatives among which we must choose is large.
Many real decision problems, for example in experimental design, have very large spaces of possible choices. Relaxing the
requirement for precise trade-off speciﬁcation reduces our ability to eliminate choices by dominance and can leave us with
a large class of choices, none of which is dominated by any other over the whole range of possible trade-offs allowed by the
imprecise speciﬁcation. We are therefore faced with the need for methods to reduce the decision space which are tractable
even when the decision space is very large and there is a complicated multi-attribute utility structure to consider. Such
methods should respect the range R of trade-offs and favour choices which perform well, in some sense, compared to others
over the whole of R. In [4] we described ways to reduce the class of alternatives that we must consider, by eliminating
choices which are ‘‘e-dominated” and combining choices which are ‘‘e-equivalent”. We explored the effects of different val-
ues of e and of different parts of the hierarchy to see when and why choices are eliminated.. All rights reserved.
.uk (M. Farrow), Michael.Goldstein@durham.ac.uk (M. Goldstein).
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choose the choice which is the last to be eliminated as we increase the value of our e criterion as described in [4]. We
can then ﬁnd the set D* of choices which are ‘‘almost equivalent” to d* and perhaps use secondary considerations to choose
among them. We review boundary linear utility in Section 3 of this paper.
In Section 4 we describe methods, based on the boundary linear utility, for exploring the sensitivity of possible choices to
variation in the utility trade-offs. This helps us to ﬁnd a decision which, as far as possible, is a good choice over the whole
range of possible trade-offs.
The practical implementation of our approach is illustrated throughout by an example concerning the introduction of a
new course module at a university, which we ﬁrst described in [4].
2. Mutually utility independent hierarchies and imprecise utility trade-offs
2.1. Mutually utility independent hierarchies
In [3] we proposed a general class of multi-attribute utility functions. This uses the concept of mutual utility indepen-
dence among sets of attributes in order to impose a structure on the utility function. Attributes Y = (Y1, . . . ,Yk) are utility inde-
pendent of the attributes Z = (Z1, . . . ,Zr) if conditional preferences over lotteries with differing values of Y but ﬁxed values, z, of
Z, do not depend on the particular choice of z. Attributes X = (X1, . . . ,Xs) are mutually utility independent if every subset of X is
utility independent of its complement. If attributes X are mutually utility independent, then the utility function for Xmust be
given by the multiplicative form1þ kUðXÞ ¼
Ys
i¼1
½1þ kaiUiðXiÞ ð1Þor the additive formUðXÞ ¼
Xs
i¼1
aiUiðXiÞ ð2Þ(see [7]) where UiðXiÞ is a conditional utility function for attribute Xi, namely an evaluation of the utility of Xi for ﬁxed values
of the other attributes. The coefﬁcients in (1) and (2) are the trade-off parameters. The ai reﬂect the relative importance of the
attributes. For a more detailed discussion of the role of k, see Chapter 6 of [7]. In the case where s = 2, k reﬂects the degree to
which rewards may be regarded as complementary, if k > 0, or as substitutes, if k < 0.
The assumption of mutual utility independence, which many people would often be prepared to make, is enough in itself
to reduce the problem to one of considering a ﬁnite number of parameters.
Keeney and Raiffa [7] also describe the idea of a hierarchy of utilities, as follows. We form an overall multi-attribute utility
from marginal utilities for the various attributes by a hierarchical structure in which, at each node, several utilities are
merged into a combined utility. This combined utility is merged with others at a node in the next level until, ﬁnally, one
overall utility function is formed. If, at each node, we have mutual utility independence for the utilities combined at that
node, then we term such a utility function a Mutually Utility Independent Hierarchic (MUIH) utility. Thus, in a MUIH utility,
at each node we combine utilities using either (1) or (2). An example of such a hierarchy is shown in Fig. 1.
Our hierarchical structure allows us to relax the requirement for overall mutual utility independence by allowing the user
to specify utility independence just at the nodes of the hierarchy and, of course, the user can choose this structure.Fig. 1. Utility hierarchy for the course design example.
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‘‘lower” levels. We refer to the nodes corresponding to the individual attributes, that is nodes which have no predecessors, as
marginal nodes. We refer to a direct predecessor of a node as a parent and a direct successor as a child. For each node n, we
denote by H(n), the sub-hierarchy under n, where H(n) is the set of nodes containing n and all of its predecessors. We divide
the child nodes in the hierarchy into the following three types:
1. an additive node, where utilities are combined as in (2) with
Ps
i¼1ai  1 and ai > 0 for i = 1, . . . ,s;
2. a binary node, where precisely two utilities are combined, where we rescale the combined utility asU ¼ a1U1 þ a2U2 þ hU1U2 ð3Þ
where 0 < ai < 1and ai 6 h 6 1  ai, for i = 1, 2, and a1 + a2 + h  1. Note that (3) is derived by setting s = 2and h = ka1a2 in
(1).
3. a multiplicative node, where more than two utilities are combined and the parameter k in (1) may be nonzero. We rescale
the utility so thatU ¼
Qs
i¼1ð1þ kaiUiÞ  1Qs
i¼1ð1þ kaiÞ  1
ð4Þwhere a1  1, k > 1, and for i = 1, . . . ,s, we have ai > 0 and kai > 1.
We distinguish between binary and multiplicative nodes because certain results may be stated more simply in the binary
case.
In any such hierarchy, for each child node n, we denote by /n ¼ ð/n;1; . . . ;/n;rn Þ the collection of trade-off parameters
which determine how the parent utilities at node n are combined to give the value at the child node. Thus, each /n,j corre-
sponds to an ai in (2), an ai or h term in (3), or an ai or k in (4). If there are N child nodes, then we denote by h = (/1, . . . ,/N) the
collection of all the trade-off parameters in the hierarchy. If we allow imprecision in some of the elements of h, then we refer
to the resulting utility speciﬁcation as an imprecise independence hierarchy (IIH). If the hierarchy contains only additive and
binary nodes, then we refer to the speciﬁcation as a simple imprecise independence hierarchy (SIIH).
The utility at each child node is determined both by the values of the utilities at the marginal nodes and also by the choice
of trade-off parameters. As we shall vary the trade-off parameters, and thus the utilities at the child nodes, we require a stan-
dard scale for all utilities in the IIH, whose interpretation does not depend on the choice of trade-off parameters. This is con-
structed as follows.
We norm all the marginal utilities to lie between 0 and 1. The effect of the scalings that we have chosen for child nodes is
that, at each node n in the hierarchy, the utilities of Cn and cn are 1 and 0, respectively, where Cn(cn) is an outcome such that
all marginal predecessor nodes have utility 1(0). Therefore, a utility value of u at node n may always be interpreted as the
utility of a gamble giving Cn with probability u and cn with probability 1  u, irrespective of the chain of trade-off parameters
in the hierarchy. This utility scale is termed the standard scale and is used for all utilities throughout this paper.
2.2. Example: Designing a new course module at a university
In [4] we introduced an example concerning the design of a new course module at a university. We use the same example
here to illustrate our approach. The module is for ﬁrst-year students. The attributes which we consider in our analysis are as
follows. Further details are given in [4].
 S1: short term learning, as measured by the average ﬁnal marks in this module,
 S2: longer-term learning, as measured by the average ﬁnal marks in a selection of related second-year modules,
 S3: satisfaction, as measured by the score on student response forms,
 V1: staff satisfaction, as measured by the response to a rating scale on the annual staff self-appraisal form,
 V2: institutional beneﬁts, measured using the grades obtained in the Teaching Quality Assessment,
 V3: staff development, representing the University’s future ability to deploy staff experienced in the various teaching
methods, based on a measure of ‘‘experience level”,
 C: ﬁnancial cost.
A marginal utility on a (0,1) scale was formed for each attribute. As for many decision problems, the attributes of interest
are in very different units and it may be difﬁcult to establish precise trade-offs between the attributes in order to rank the
various teaching choices.
2.3. Example: Utility hierarchy
The utility hierarchy is shown in Fig. 1. The three ‘‘Student” attributes, S1, S2, S3 form a group as do the three ‘‘University”
attributes, V1, V2, V3.
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utility isU ¼ aUQUQ þ aUCUC þ hUUQUC
The ‘‘module quality” utility UQ is formed at a binary node and is given byUQ ¼ aQSUS þ aQVUV þ hQUSUV
where US and UV are the utilities for ‘‘Students” and ‘‘University”. Each of these is an additive node which depends on three
marginal utilities:US ¼ aS1US1 þ aS2US2 þ aS3US3
UV ¼ aV1UV1 þ aV2UV2 þ aV3UV3The marginal utilities US1, US2, US3, UV1, UV2, UV3 are associated with the attributes S1, S2, S3, V1, V2, V3. Details of the eval-
uation of expected marginal utilities are given in [4] and in an appendix to this paper.
The utility function is fully speciﬁed when we assign values to all of the trade-off parameters in the above relations. In this
paper, we shall consider how to analyse the problem as a SIIH, when we are unwilling to give precise values to these trade-
offs.
2.4. Using imprecise trade-off parameters
One of the most difﬁcult tasks in specifying a mutually utility independent structure is the quantiﬁcation of the various
trade-off parameters in the forms (2)–(4), as this typically requires the comparison of intrinsically different types of costs
and beneﬁts. Therefore, it is of fundamental interest to consider problems where we are unwilling to ﬁx on particular
trade-off values or where a group of individuals must make a joint decision, and there is broad agreement on the marginal
utilities, but different members of the group have different priorities when trading risks.
Although we are unwilling to place strict values on the trade-offs, there will be certain combinations of outcomes over
which we are prepared to state preferences and these comparisons establish the region of the space of trade-off parameters
which we must consider. We choose to elicit our imprecision in the values of the trade-off parameters h based on our stated
preferences over utility combinations for outcomes, as this is usually more meaningful than considering directly the impre-
cision in the elements of h. So, for each child node, we make a collection of pairwise comparisons between vectors of values
of parent utilities (or, equivalently, the corresponding vectors of attribute values). Details are given in [3].
Some authors also consider imprecision in the marginal utility functions. Recent examples include [8] who describe a
decision support system in which the imprecise multi-attribute utility function is additive and [6], who allow a multiplica-
tive function in which a range for the value of k in (1) is determined by considering the values implied by ranges given for
a1, . . . ,as. In both cases ranges for the trade-off parameters are combined to form a rectangular space. In this paper we only
consider imprecision in trade-offs and assume that the necessary expectations of marginal utilities, and in some cases their
products, can be agreed. However, we do not impose an arbitrary probability distribution over ranges of imprecision, or over
attributes, nor do we assume a rectangular shape for the space of trade-off parameters allowed by the imprecise speciﬁcation
resulting from a careful elicitation process.
For each additive or binary child node, we state whichever preferences we wish between pairs of utility vectors for the
parent nodes. Each stated preference places a linear constraint on the allowable choices for the trade-off parameters /i. We
term the collection, R, of all sets of trade-off parameters consistent with each of the stated preferences the feasible region of
choices for the trade-off parameters. In [3] we showed that the shape of the region of trade-off parameters resulting from the
above elicitation scheme for an SIIH is as follows. At each additive or binary node n, we obtain a convex polyhedron Rn for the
allowable values of /n. The regions R1, . . . ,RN together deﬁne a region R in the combined space of parameters h, where h 2 R if
and only if /n 2 Rn for n = 1, . . . ,N. The vertices of Rn are denoted /ð1Þn ; . . . ;/ðrnÞn and those of R are denoted h(1), . . . ,h(r). Let P be
the set of vertices of R and Pn be the set of vertices of Rn.
We explained in [3] that, in the case of an IIH containing multiplicative nodes where the utilities are combined using (4),
we must modify the elicitation procedure. We also described the shape of the resulting feasible set. If we are willing to
choose a ﬁxed value for k then, at each multiplicative node n, we obtain a bounded rectangular region Rn(k), with vertices
/ð1Þn ; . . . ;/
ðrnÞ
n , for the remaining elements of /n. The shape is somewhat more complicated if the value of k is also treated
as imprecise.
For two alternatives, A, B,we write A  B, over R if UA,hP UB,h"h 2 R, where Ud,h is the utility of alternative d with trade-off
parameters h. Similarly we write A  B, if A  B and UA,h > UB,h for some h 2 R, and A ’ B, if UA,h = UB,h"h 2 R. We call alternative
A Pareto optimal for R if there is no other allowable alternative B for which B  A over R. It seems reasonable to restrict atten-
tion to Pareto optimal alternatives.
2.5. Example: Imprecise trade-offs
The speciﬁcation of imprecise utility trade-offs in this example was described in more detail in [4]. Table 1 gives the
vertex set Pi for the feasible region Ri, at each node i. For example, at node U the feasible region has four vertices,
Table 1
Trade-off parameter values. For example, at node U there are three parameters ac, aq, hU the feasible region has four vertices, /U1, . . . ,/U4. These lie in a plane
since we have ac + aq + hU  1.
Vertex
/U1 /U2 /U3 /U4 /U0
Node U (overall utility)
aC 0.7 0.5 0.7 0.5 0.6
aQ 0.3 0.5 0.4 0.4 0.4
hU 0.0 0.0 0.1 0.1 0.0
Vertex
/Q1 /Q2 /Q3 /Q4 /Q0
Node Q (module quality)
aS 0.890 0.500 0.890 0.500 0.695
aV 0.110 0.500 0.305 0.305 0.305
hQ 0.000 0.000 0.196 0.195 0.000
Vertex
/S1 /S2 /S3 /S0
Node S (students)
aS1 0.2 0.2 0.5 0.3
aS2 0.4 0.7 0.4 0.5
aS3 0.4 0.1 0.1 0.2
Vertex
/V1 /V2 /V3 /V0
Node V (university)
aV1 0.05 0.05 0.20 0.10
aV2 0.50 0.75 0.55 0.60
aV3 0.45 0.20 0.25 0.30
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ﬁnancial cost C and quality Q and an allowance for these to be either slightly complementary (hU = 0.1) or substitutes
(hU = 0.1). For each node, a central value /i0 is also listed, which is the average of the values at each vertex.
The module is to contain six units, or topics, each of which may, for the purpose of this example, be considered to be of the
same size in the sense that, given the same teaching method, they would require the same length of time. Each topic could be
taught by any one of three teaching methods, denoted as follows:
1. ‘‘Lecture”: a traditional course of lectures and tutorials.
2. ‘‘Lab”: a laboratory-based course using a computer algebra package.
3. ‘‘OL”: an ‘‘open learning” course without lectures or formal laboratory sessions.
Thus we have 36 = 729 possible choices of combinations of teaching methods. We can denote a choice (l1, . . . ,l6) where
li = 1, 2 or 3 according to which method is used for unit i. (In practice there are additional choices to be made, but we do not
wish to introduce unnecessary complexity into this example).
The calculation of expected utilities is summarised in Appendix A.
In [4] we found that there were 50 Pareto optimal choices in this example. There were also many pairs of choices, A, B,
with utilities UA(h), UB(h) at trade-off h such that UA(h) = UB(h)"h 2 R. Thus equivalence classes can be deﬁned. At this stage
we retain just one member of each such equivalence class. Later, when we have selected our preferred choice, we may return
to its equivalence class and perhaps compare the members using other, secondary, criteria. In this way 37 alternatives could
be eliminated because they were equivalent to other choices which were retained. In [4] we introduced the ideas of ‘‘almost-
preference” and ‘‘almost-equivalence” as a means of further reducing the set of alternatives which must be considered. We
choose a small positive value e and then deﬁne e-preference, e-equivalence and e-dominance as follows. For two alternatives A
and B, we say that A is e-preferable to B, written A  eB, over the set R of parameter speciﬁcations if infR(dAB(h))P e. Two
alternatives A, B are said to be e-equivalent, written A ’ eB, if both A  eB and B  eA. Alternative A is said to e-dominate alter-
native B, written A  eB, if A  eB but B † eA, where the negation of the relationship is indicated in the usual way. At any value
of ewe can eliminate alternatives which are e-dominated by or e-equivalent to another retained alternative and, by gradually
increasing the value of e, we eliminate more and more alternatives. The value e = 0.012 was chosen to represent practical
indifference and the six alternatives listed in Table 2 are those which were left when this value was reached. These are or-
dered according to our e-preference procedure continued until all but one are eliminated, d6 would be eliminated before d5
and so on. The last remaining choice is d1.
Table 2
Alternatives for comparison. The six numbers in each case
indicate the teaching methods for the six modules.
d1 1, 3, 1, 1, 3, 2
d2 2, 3, 1, 3, 3, 2
d3 1, 3, 1, 3, 3, 2
d4 1, 3, 1, 1, 1, 3
d5 1, 3, 1, 1, 3, 3
d6 2, 3, 1, 1, 3, 2
M. Farrow, M. Goldstein / International Journal of Approximate Reasoning 51 (2010) 1100–1113 11053. Boundary linear utility
3.1. Deﬁnitions and motivation
The feasible region for the trade-off parameters in a SIIH is the convex hull of a ﬁnite collection of trade-off parameters
h(i) 2 P, i = 1, . . . ,r. We now need a way to compare non-dominated choices over this region. Let Ui be the utility function
determined by the choice of trade-offs h(i) 2 P, i = 1, . . . ,r. Any function of the formUk ¼
Xr
i¼1
kiUi ð5Þwhere k = (k1, . . . ,kr) are non-negative constants such that
Pr
i¼1ki ¼ 1 is termed a boundary linear utility. For any such Uk, we
may identify the choice which maximises Ud;k ¼
Pr
i¼1kiUd;i, where Ud,i is the utility of alternative d with trade-off h
(i).
In [3] the boundary linear form is motivated by various axiomatic and natural requirements for the combination of group
preferences. In addition to such theoretical support, the boundary linear form is easy to interpret, gives a clear comparison
between different choices and leads to tractable procedures even for large numbers of alternative decisions. The choice of the
k weights can be used to emphasise or de-emphasise the importance of a particular attribute by putting more or less weight
on vertices corresponding to different values for a particular trade-off.
In particular, if U is to agree with the weak preference ordering, i.e. UðAÞ > UðBÞ;UðAÞP UðBÞ, when A  B, A  B, over P,
respectively, then Harsanyi’s theorem [5] implies that U must be of the form (5), for some k. A further condition that U must
be unaffected by a permutation of the utilities at the points in P would imply that ki = 1 for all i (see, e.g. [9]). Thus equal
weights is a reasonable default value when the decision maker has no reason to emphasise some parts of Rmore than others
but, of course, other values may be used and we describe methods below which are designed to examine sensitivity of a
choice to the value of k.
Clearly the set of k weights is formally equivalent to a probability distribution over the points in P. This fact suggests a
comparison with the methods of, for example [1,2]. In [2] a weight speciﬁcation, known as a second order belief speciﬁcation,
over the ranges of imprecisely speciﬁed probabilities and expected utilities in a decision tree is used to help make a unique
choice of alternative. However, our interpretation of the k weights is not probabilistic but is in terms of the properties of the
boundary linear utility described below and as a means for exploring the robustness of alternatives. In [1] Monte Carlo sim-
ulation is used to generate random samples from a distribution of possible sets of attribute weights in a multi-attribute deci-
sion problem, in some cases constrained by rank ordering of the weights, as a means of exploring sensitivity. However, apart
from rank ordering, [1] does not use elicited ranges as we do, nor the more general hierarchical structure.
3.2. Properties of the boundary linear utility
A Bayes decision is a choice which maximises expected utility. There is a natural relation between Pareto optimality and
Bayes decisions for boundary linear utilities. In [3] we proved the following for a SIIH.
Lemma 1. A decision which is either (i) a unique Bayes decision for some Uk or (ii) a Bayes decision for some Uk with ki > 0 for
i = 1, . . . , r, is Pareto optimal over R.
Each weight ki corresponds to a complete parameter speciﬁcation h(i). It is useful to be able to relate this to weights ap-
plied to parameter speciﬁcations at individual nodes. Denote by k(i1, . . . , iN) the weight applied to the combination of vertices
/ði1Þ1 ; . . . ;/
ðiNÞ
N at nodes 1, . . . ,N, respectively. Denote by kn,i the weight applied to vertex /
ðiÞ
n at node n. A weighting in which
the relative weights applied to vertices at node n do not depend on the choices of vertices at other nodes is called node-inde-
pendent. A weighting wherekði1; . . . ; iNÞ ¼
YN
n¼1
kn;in ð6Þis called a multiplicative weighting. We have the following result.
Lemma 2. A weighting is node-independent if and only if it is multiplicative.
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jn
kði1; . . . ; in1; jn; inþ1; . . . ; iNÞ
¼ kði
0
1; . . . ; i
0
n1; in; i
0
nþ1; . . . ; i
0
NÞP
jn
kði01; . . . ; i0n1; jn; i0nþ1; . . . ; i0NÞ
¼ kn;inwhere in and i
0
n are two different vertices at node n. It follows that (6) holds.
The converse is straightforward. h
For such a speciﬁcation, we may vary the weights at each node separately.
It is often helpful to equate the boundary linear form with the utility at interior trade-off values. It follows directly from
the fact that Ri is a convex polyhedron that, for any h in R, there exists a multiplicative weighting k such that h ¼ hk and, for
any multiplicative weighting k, there exists a h in R such that h ¼ hk, where hk ¼
P
jkjh
ðjÞ and the sum is taken over all of the
vertices of R. In [3] we showed the following.
Lemma 3. In a SIIH, if k is a multiplicative weighting then Uk ¼ UðhkÞ.
This result establishes a correspondence between the elements of R and the multiplicative boundary linear utilities.
From this we know that, for any h in R, we can ﬁnd k1, . . . ,kr such that UðhÞ ¼
P
ikiUi. Values of h not on the boundary of R
will give k values satisfying ki > 0 for i = 1, . . . ,r. Choices which are Bayes for such internal h values will therefore be Pareto
optimal over R.
For illustration of the multiplicative weighting, consider a simple example with three marginal utilities and two additive
nodes whereU0 ¼ /01U1 þ /02U2; U1 ¼ /13U3 þ /14U4
and at each of the two nodes we have two alternative parameter speciﬁcations, corresponding to the vertex values. The two
values for /01 are /011 and /012, etc. Thus R has four vertices. Assign weight kjk to the vertex where node 0 takes parameter
speciﬁcation j and node 1 takes parameter speciﬁcation k. The coefﬁcient of U3 in U0 is nowU3 ¼ ðk11 þ k12Þ/011 þ ðk21 þ k22Þ/012f g  ðk11 þ k21Þ/131 þ ðk12 þ k22Þ/132f gNow introduce weights on the parameter values at the individual nodes and calculate the overall weights from these so
that k11 ¼ kH01kH11; k12 ¼ kH01kH12; k21 ¼ kH02kH11; k22 ¼ kH02kH12, where kH01 is the weight on the ﬁrst parameter set at node 0, etc. and
the weights at each node sum to 1. The coefﬁcient of U3 now simpliﬁes toU3 ¼ kH01/011 þ kH02/012
 
kH11/131 þ kH12/132
  ¼ kH01kH11/011/131 þ kH01kH12/011/132 þ kH02kH11/012/131 þ kH02kH12/012/132
¼ k11/011/131 þ k12/011/132 þ k21/012/131 þ k22/012/132a weighted average of the coefﬁcients at the four vertices, as required.
3.3. Boundary linear utility in a general IIH
The boundary linear utility is easily extended to the case where a hierarchy contains multiplicative nodes where the util-
ities are combined as in (4) provided that a precise value of the parameter k is used. The extension to the case where k is
imprecisely speciﬁed is discussed in [3] where we showed the following result which generalises the correspondence be-
tween the elements of R and the multiplicative boundary linear utilities.
Lemma 4. In any IIH, for any h in R there exists a multiplicative weighting k such that UðhÞ ¼ Uk.3.4. Example: Boundary linear utility
With equal k weights on all vertices, the alternative which maximises EðUkÞ is choice d1 which gives EðUkÞ ¼ 0:5120. The
central point h0, at which UðhÞ ¼ Uk, is given by the centers of each range as given in Table 1.
The k weights could be varied to change the emphasis on different attributes. For example, at node U the coefﬁcient of
ﬁnancial cost varies between 0.5 and 0.7. Putting more weight on all vertices where the coefﬁcient was 0.7 would emphasise
this attribute, whereas more on all vertices where it was 0.5 would de-emphasise it. For illustration we changed the weights
to 2:1 in favour of 0.7 and 2:1 in favour of 0.5. In each case choice d1 maximised EðUkÞ giving values of 0.5096 and 0.5144,
respectively. This increases our conﬁdence in the choice of d1.
Sometimes, we may uniquely choose a collection of k weights under the guidance of one of the formal arguments in [3].
However, usually we will want to consider the robustness of our choice to variation in k, which we now address more
formally.
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4.1. General comments
The boundary linear utility gives us an approach to choosing between alternatives. However, while any given boundary
linear utility function identiﬁes a ‘‘best” alternative, we would usually prefer an alternative which is robust in the sense that
it behaves well compared to most alternatives over most of the range of trade-off parameters. We now consider how such
robustness may be assessed.
When we have chosen a multiplicative boundary linear utility Uk ¼
Pr
i¼1kiUi, we ﬁnd the decision d
w which maximises
expected utility, under Uk. We also deﬁne a ‘central’ parameter speciﬁcation h0 ¼
Pr
i¼1kjh
ðjÞ where this sum is taken over
the elements of P. From Section 3.2 we know that, in a SIIH, when k is a multiplicative weighting, Uðh0Þ ¼ Uk. Thus, we
can explore sensitivity in two ways. First, we can see howmuch we must change the kweightings in order to alter our choice
of best decision and secondly, at least in a SIIH, we can see how far we must move away from the central value h0, to alter our
choice. Effectively, this establishes two separate but related sensitivity metrics. The former is concerned solely with the rel-
ative importance of the various vertices of the trade-off space, irrespective of their Euclidean values, while the latter reﬂects
the actual Euclidean distances between alternative trade-off parameters.
The investigations described below are designed to assess the robustness of our decision to the choice of trade-off. At each
step, if the analysis suggests that there are other alternatives which perform substantially better than our selected choice
over much of the trade-off space, then we may repeat the steps, substituting the suggested alternatives, to see whether a
more robust choice may be found.
Suppose, in what follows, that we have a set D of alternatives for comparison with dw. This set may be a subset of the
Pareto optimal choices formed using the methods in [4]. Suppose also that we have chosen a small increment e > 0 which
we tolerate in comparing utilities, as discussed in [4].
We will illustrate the steps of the investigation by applying them to our example. In the example we have identiﬁed the
choice d1 under the utility with equal weightings at each vertex in P. We will now consider the sensitivity of that choice. Note
that the sensitivity methods described below could also be used to examine the sensitivity of a candidate choice d* which has
been chosen in some other way, for example the stepwise elimination method described in [4]. In fact, in the example, this
method gives the same choice of d*.
4.2. Volume sensitivity
A ﬁrst general robustness measure is as follows. For each alternative in D, we compute the volume of k-space, as a pro-
portion of the total volume within which
P
kj ¼ 1, over which the difference in utility between that alternative and dw is at
least e. If this proportion is very small, then this suggests that dw is robust against that alternative.
As well as assessing global sensitivity over the whole hierarchy, we may also conduct the analysis in any sub-hierarchy.
For any child node i, with utility Ui, we may ﬁnd the proportion of the permissible k-space for the vertices of the feasible
region of parameters in the sub-hierarchy under i in which the difference in expectations of Ui between an alternative
and dw is at least e.
To do these analyses we need to be able to compute the volume of k-space which satisﬁes a conditiongðd1;d2Þ ¼ Ukðd1Þ  Ukðd2Þ > x ð7Þ
for some speciﬁed x, where d1 and d2 are two choices. Let d = (d1, . . . ,de) and U
ðnÞ
k ðdÞ ¼ ðUðnÞk ðd1Þ; . . . ;UðnÞk ðdeÞÞ, where UðnÞk ðdjÞ is
the boundary linear utility evaluated at node n with weights k over the sub-hierarchy H(n) under n.
To evaluate the volume satisfying (7), we can make use of an analogy with probability distributions. As we shall see, this
leads to efﬁcient Monte Carlo algorithms for computing the volumes. If we gave k a uniform distribution over its feasible
region then the required volume would be the probability that (7) is satisﬁed. The utility hierarchy can then be interpreted
as a graph in which the probability distribution of the utilities of a collection of decisions at a child node, given the values of
the parent utilities, would depend only on the distribution of the trade-off parameters at the child node. Thus we can eval-
uate the distribution of UðnÞk ðdÞ higher in the hierarchy through a chain of conditional distributions. See, e.g. [11].
Speciﬁcally, the density of UðnÞk ðdÞ, the values at a child node n with parents n1, . . . ,ns, isfnðUðnÞk ðdÞÞ ¼
Z
	 	 	
Z
fnjHðnÞ U
ðnÞ
k ðdÞ
Uðn
Þk ðdÞh iYs
i¼1
fni ðUðniÞk ðdÞ
( )
dUðn

Þ
k ðdÞ ð8ÞandPrðgn > xÞ ¼
Z
	 	 	
Z
Pr gn > x U
ðn
Þ
k ðdÞ
h iYs
i¼1
fni U
ðniÞ
k ðdÞ
h i( )
dUðn

Þ
k ðdÞ ð9Þwhere Uðn

Þ
k ðdÞ ¼ Uðn1Þk ðdÞ; . . . ;UðnsÞk ðdÞ and fnjHðnÞ UðnÞk ðdÞ
Uðn
Þk ðdÞh i is the conditional density given the values of the boundary
linear utilities evaluated at the parent nodes for the elements of d.
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archy using (8). At a child node n with rn vertices we have, from (5) and (7),gnðd1; d2Þ ¼
Xrn
i¼1
kn;i U
ðnÞ
i ðd1Þ  UðnÞi ðd2Þ
h iwhere UðnÞi ðdÞ is evaluated at vertex i of node n. Thus gn(d1, d2) = x deﬁnes a plane in k-space which may cut the feasible re-
gion. The conditional probability Pr gn > x U
ðn
Þ
k ðdÞ
h i in (9) is then a proportion of the volume of the feasible polyhedron
which can be determined by ﬁnding where gn = x cuts the edges.
Consider the form of the conditional distribution at a child node n with rn vertices. Suppose initially that the number of
decisions which we are considering is at least rn. Let ~d ¼ ðd1; . . . ; drn Þ be rn of these decisions. The boundary linear utility for
choice d is
Prn
i¼1kn;iU
ðnÞ
i ðdÞ. Hence the vector of boundary linear utilities for ~d isUðnÞk ð~dÞ ¼ W ðnÞð~dÞkn ð10Þwhere kn ¼ ðkn;1; . . . ; kn;rn Þ and W ðnÞð~dÞ is the matrix with element, in row d and column i;UðnÞi ðdÞ; the utility of decision d at
vertex iwhich is ﬁxed when we are conditioning on the parent utilities. Now, since kn has a uniform distribution on the rn  1
dimensional region where
Prn
i¼1 ¼ 1 and kn,iP 0, we obtain a uniform distribution for UðnÞk ð~dÞ on the convex hull of the points
UðnÞ1 ðd1Þ; . . . ;UðnÞ1 ðdrn Þ
 
; . . . ; UðnÞrn ðd1Þ; . . . ;UðnÞrn ðdrn Þ
 
lying in the rn  1 dimensional plane. We can drop one of the choices, say
the last, and project onto the plane of UðnÞk ðd1Þ; . . . ;UðnÞk ðdrn1Þ. The conditional distribution is then uniform over the convex
hull of the pointsUðnÞ1 ðd1Þ; . . . ;UðnÞ1 ðdrn1Þ
 
; . . . ; UðnÞrn ðd1Þ; . . . ;UðnÞrn ðdrn1Þ
 The boundary linear utilities UðnÞk ðdrn Þ;UðnÞk ðdrnþ1Þ; . . . of any further choices are now deterministic functions of
UðnÞk ðd1Þ; . . . ;UðnÞk ðdrn1Þ. It is therefore convenient to work in terms of rn  1 decisions or, when considering the whole hier-
archy, the maximum over n of rn  1. Note that, if two or more decisions are equivalent at a node, this just reduces further
the dimensionality of the distribution of UðnÞk ð~dÞ. Similarly, if the number of decisions being considered is less that rn  1, we
can simply add duplicate decisions to make up the number.
Although we can ﬁnd the conditional distribution of UðnÞk ðdÞ at each child node n given the parent utilities, the integrals in
(8) and (9) which are required to ﬁnd the unconditional densities and probabilities can be complicated to evaluate analyt-
ically. However, the calculations can be done easily and quickly using a Monte Carlo algorithm. At each child node n we take
samples of kn from the appropriate uniform distribution, that is a Dirichlet (1, . . . ,1) distribution. The sampled values of kn are
easily transformed into values of UðnÞk using (10) where the parent utilities are either marginal utilities, at the lowest level, or,
at higher levels, obtained from samples made at the preceding stage of the algorithmwhen samples were taken at the parent
nodes. We thus have a sequential Monte Carlo procedure in which each sample from a parent node is associated with a num-
ber of samples at the child node. In large hierarchies random thinning may be used to avoid an excessive number of samples
at the higher nodes. Proportions of volumes which satisfy (7) are easily obtained by counting.
4.3. Example: Volume sensitivity
We computed the volume of k-space, as a proportion of the total volume within which
P
kj ¼ 1, over which the difference
in utility between each of the other retained alternatives and d1 is at least e, at our chosen value of 0.012. We concluded that
the volume over which the difference in favour of any alternative over d1 is greater than e is less than 0.01% of the total vol-
ume and therefore that d1 is a robust choice. The proportion is nonzero, since we know that the difference is greater than e at
some of the vertices. However, the region of k space which we are exploring is a simplex of very high dimension and the
neighbourhoods of the vertices of this simplex contribute only a tiny fraction of the total volume. In terms of the analogy
in Section 4.2 of giving k a uniform distribution, the marginal distribution of any element ki of k, would have density
(1  ki)144/145. The upper 99.9% point of this distribution is about 0.05 but, as we shall see in Section 4.5 below, it is neces-
sary to move k very much further than this in the direction of a vertex before the difference in favour of another choice ex-
ceeds e.
We also computed the proportions of k-volume over which each alternative’s boundary linear utility exceeded that of d1
by at least e for each of the non-marginal nodes in the hierarchy. Table 3 gives the results. The results show that the chal-
lenge to d1 seems to be based in node V. The apparent main challengers, choices d2 and d6, differ only in Unit 4 which is given
by lectures in d6 and open learning in d2. According to the elicited expectations, d6 thus favours the students more.
There are three vertices at node V, and in each comparison with d1, either the utility difference is greater that e at all three
or less that e at all three. The same is true at node S, where again there are three vertices, except for the comparison with d2.
In this case, the vertices in the space of ðUðSÞk ðd1Þ;UðSÞk ðd2ÞÞ are (0.651,0.680), (0.581,0.583), (0.560,0.544), giving a triangle with
area 10.85  105. Only at the ﬁrst of these is the difference in favour of d2 greater than e = 0.012. The line
Table 3
Proportions of k volume where the utility difference is at least e = 0.012 at non-marginal nodes.
Choice Node
U Q S V
d2 0.000 1.000 0.219 1.000
d3 0.000 0.001 0.000 1.000
d4 0.000 0.000 0.000 0.000
d5 0.000 0.000 0.000 0.000
d6 0.000 1.000 1.000 1.000
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where the utility difference is greater than e, is 2.38  105. Hence the proportion is 0.219.
4.4. Distances in k-space
Next, for each alternative in D, we identify those vertices where the difference in utility between that choice and dw is at
least e. For each of these vertices, we ﬁnd the distance, in k-space, in the direction of the vertex, between k0, our original k
speciﬁcation, and the point where the difference in boundary linear utility between that choice and dw ﬁrst reaches e. Let
kkk ¼ ﬃﬃﬃﬃﬃﬃk0kp , where k0 is the transpose of k. We ﬁnd tkkv  k0k, where kv is the k vector for a vertex, t = {e  d(k0)}/{d(kv)  d(k0)}
and d(k) is the difference in boundary linear utility at k. Large values of these distances suggest robustness of dw. In this met-
ric, the distance between any two vertices is
ﬃﬃﬃ
2
p
so we display standardised distances tkkv  k0k=
ﬃﬃﬃ
2
p
.
4.5. Example: Distances in k-space
Table 4 shows the values of the expected marginal node utilities for the members of D and Table 6 shows at which mar-
ginal node each alternative is superior to dw. Table 5 lists the vertices where the difference in utility between one of the other
alternatives and dw is at least e. The vertices are numbered for easy reference. The vertices can be identiﬁed using the num-
bering of the vertices at each node, which is the same as in Table 1. Table 5 then gives the standardised distances, from the
original k speciﬁcation towards these vertices, to reach points where the difference in utility between one of the other alter-
natives and dw is at least e. Almost all of the standardised distances are greater than 0.5. The only exceptions are for choice d2,
notably at vertices 46 and 47. Choice d2 is the retained option with the least dependence on traditional lectures and at these
vertices relatively little weight is placed on ﬁnancial cost but relatively great weight is placed on institutional beneﬁt. To put
the distances in context, observe that each original k value is approximately 0.007. The move required for vertex 46 changes
k46 to approximately 0.6 and therefore the average of the other k values is less than 0.003 or 0.5% of k46. There seems to be
little reason here to change our conclusion that d1 is a robust choice. Notice also how the pattern of marginal nodes in com-
mon between choices in Table 6 tends to be repeated with vertices in common in Table 5.
4.6. Sensitivity in the h-metric
We can quantify sensitivity in the h-metric by looking at the effect of general movement away from h0 as follows. Let the
elements of P be h(1), . . . ,h(r). Deﬁne the scaled range Rt to be the convex hull of Pt, the elements of which are given by
hðiÞt ¼ h0 þ tðhðiÞ  h0Þ for tP 0. We may think of this as expanding a volume (in the h-metric) centered on h0 until a boundary
of the region of optimality of dw is reached. An obvious extension of Lemma 2 in [3] shows that this boundary will be reached
ﬁrst at an element of Pt so we only need to make comparisons at the vertices. For each element of Dwe evaluate, at each of a
range of values of t up to 1, the maximum over Pt of the difference in expected utility compared with dw and plot these values
against t. This plot will serve as an indication of over how large a range around h0 we can judge dw to be robust. This approachTable 4
Values of expected utilities at the marginal nodes.
Choice
d1 d2 d3 d4 d5 d6
C 0.484 0.416 0.476 0.544 0.536 0.424
S1 0.497 0.447 0.463 0.433 0.400 0.480
S2 0.578 0.577 0.528 0.420 0.370 0.627
S3 0.800 0.900 0.800 0.800 0.800 0.900
V1 0.533 0.467 0.433 0.500 0.400 0.567
V2 0.433 0.667 0.533 0.300 0.400 0.567
V3 0.467 0.717 0.583 0.333 0.450 0.600
Table 5
Standardised distances to points where the utility difference is at least e = 0.012.
Vertex Vertex for node Distance for alternative
U Q S V d2 d3 d4 d5 d6
1 1 1 1 1 0.543
2 1 1 1 2 0.543
3 1 1 1 3 0.532
8 1 1 3 2 0.690
9 1 1 3 3 0.672
10 1 2 1 1 0.590
11 1 2 1 2 0.604
12 1 2 1 3 0.648 0.657
16 1 2 3 1 0.704
19 1 3 1 1 0.570
20 1 3 1 2 0.571
21 1 3 1 3 0.548
28 1 4 1 1 0.685 0.635
29 1 4 1 2 0.684 0.647
30 1 4 1 3 0.624 0.700
46 2 2 1 1 0.420 0.637 0.595
47 2 2 1 2 0.430 0.677 0.595
48 2 2 1 3 0.579 0.694
49 2 2 2 1 0.508 0.698
50 2 2 2 2 0.523 0.698
52 2 2 3 1 0.564
53 2 2 3 2 0.583
64 2 4 1 1 0.483 0.623
65 2 4 1 2 0.495 0.624
66 2 4 1 3 0.667
67 2 4 2 1 0.680
68 2 4 2 2 0.703
118 4 2 1 1 0.563
119 4 2 1 2 0.579
121 4 2 2 1 0.703
136 4 4 1 1 0.661
137 4 4 1 2 0.681
Table 6
Marginal nodes at which alternatives are superior to d1.
Choice Marginal node
d2 S3 V2 V3
d3 V2 V3
d4 C
d5 C
d6 S2 S3 V1 V2 V3
0.0 0.2 0.4 0.6 0.8 1.0
−0
.1
0
−0
.0
5
0.
00
0.
05
t
δδ 2
1
Fig. 2. Expansion with respect to all parameters. Maximum, quartiles and minimum of the difference in expected utility between d2 and d1 at 144 vertices,
against expansion factor t. Reference lines are given at zero and ±e.
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tance (in some metric) to a point in the parameter space at which another alternative becomes preferable.4.7. Example: Sensitivity in the h-metric
Fig. 2, shows one of the range expansion plots. The horizontal axis is the expansion factor t. The vertical axis is the dif-
ference in expected utility between an alternative, in this case d2, and dw, in this case d1. At each value of the expansion factor
the values at the 144 vertices of the range were calculated and the maximum, minimum, median and upper and lower quar-
tiles of these 144 values are plotted.
From Fig. 2, we see that d2 does substantially worse than d1 over most of the range but possibly better for large t. Similar
plots for the other alternatives show that none of the other choices does much better than d1 over any part of the range and
some do much worse in some of the range. Generally the maximum difference only exceeds e towards the end of the range.
We conclude that d2 is the only alternative to d1 worth further consideration.5. Conclusion
In [3,4] and this paper we have described an approach to multi-attribute decision analysis where the trade-offs between
attributes are not precisely speciﬁed. Imposing the condition of utility independence makes the dimensionality of the trade-
off speciﬁcation ﬁnite and allows us to work in terms of ranges for trade-off parameters. However, by imposing this condi-
tion only at the nodes of a utility hierarchy we can relax the requirement for mutual utility independence between all attri-
butes. In our earlier papers we discussed how to reduce the number of alternatives for consideration and how to make a
robust choice. In this paper we have considered the examination of sensitivity of our choice, in particular using the boundary
linear utility.
Our procedure may be summarised brieﬂy as follows. Having identiﬁed the attributes of interest, the forms of marginal
utilities and the possible choices and elicited beliefs about the values, we address the multi-attribute utility.
1. We construct a hierarchy combining utilities at nodes where the assumption of mutual utility independence between the
parents can be made. Nodes where just two utilities are combined are binary (3). Nodes where more than two utilities are
combined may be additive (2) or multiplicative (4). In each case the scaling preserves the (0,1) range and the
interpretation.
2. We elicit ranges for the trade-off parameters at each node. See Section 5 of [3].
3. We eliminate choices which are dominated. To do this it is only necessary to consider the vertices of the feasible region R.
See Section 6 of [3]. We also eliminate choices which are equivalent to retained choices, retaining just one member of
each equivalence class.
4. When there is still a large number of choices remaining we eliminate more using the concepts of almost-preference as
described in [4]. Choices which are almost-dominated are eliminated and only one member of each almost-equivalence
class is retained. This requires the choice of a small utility tolerance, e.
5. As described in Section 5 of [4], we explore the hierarchy to identify which nodes are inﬂuential in the elimination of
choices and to examine sensitivity of the selection to the imposition of the elicited trade-off ranges.
6. We determine a candidate choice d* either
(a) by using a boundary linear utility as described in Section 7 of [3] or
(b) by selecting the last remaining choice as we increase the tolerance e, as described in Section 5 of [4].
7. As described in Section 4 of this paper, we examine the robustness of our choice d* in comparison to other retained alter-
natives. We have proposed three procedures to do this. The ﬁrst two are based on the metric induced by the coefﬁcients of
the boundary linear utility. The third uses distances in the space of the trade-off parameters themselves. In each case we
wish to see whether d* ‘‘does well” in comparison to other choices over a large part of the feasible region of trade-offs.Volume sensitivity.We examine sensitivity to the choice of boundary linear utility coefﬁcients k, by ﬁnding the propor-
tion of the volume of possible k vectors where the difference in Uk between d* and another alternative is at least e.
Distance in k-space. A choice of k may have been used to select d*. We examine how far this choice would have to be
changed before another choice would be made.
Sensitivity in the h-metric. A choice of k also determines a central h value, h0. Our choice d* is preferred to all others over
some region around h0. We examine how far we can expand this region before we reach a point where some other
choice would be preferred.
8. Finally we can return to the discarded members of the almost-equivalence class of d* and consider whether we wish to
change to one of these, perhaps using secondary criteria.
In this paper we have described and illustrated the use of three sensitivity measures. Only one, volume sensitivity, gave
any computational challenge and, in this case, we have shown how this may be overcome using an efﬁcient Monte Carlo
algorithm.
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making our choice and greater conﬁdence in our selection of d1. We saw that d2 posed the most important challenge to the
choice of d1 and identiﬁed node V as the main basis for this challenge.
We believe that, in many difﬁcult decision problems where a range of trade-off speciﬁcations must be considered, our
methods could lead to the selection of a choice which is, in practical terms, close to optimal everywhere in the range.
Appendix A. Expectations of utilities
In the example the expectations of marginal utilities were calculated as follows, following a process of elicitation with the
decision maker, Mr. W. Middleton of the University of Sunderland. In the two binary nodes, the product of two parent util-
ities is involved but these were considered to be stochastically independent given a particular choice. The justiﬁcation of
these values and formulae is given in [4].
A.1. ‘‘Student” utilities
The elicited expectations for the utilities of S1 and S2, if the module has n1 lecture-based topics, n2 laboratory-based topics
and n3 open learning topics areTable 7
Expecte
n1 =
1
2
3
4
5
6
Table 8
Expecte
Lectu
Labo
Open
OpenEðUS1Þ ¼ 16 ½0:55n1 þ 0:45n2 þ ð0:6 0:05n3Þn3
 0:01 10
Y6
i¼1
di2 þ 2d62d52 þ d52d42 þ d42d32
" #
EðUS2Þ ¼ 16 ½0:55n1 þ 0:6n2 þ ð0:6 0:07n3Þn3
 0:01 5
Y6
i¼1
di2 þ 5
Y6
i¼3
di2  5d62  4d12
" #where dij = 1 if mi = j, and dij = 0 otherwise, and dij ¼ 1 dij.
The expectations, E(US3), which were directly elicited, are given in Table 7.
A.2. ‘‘University” utilitiesEðUV1Þ ¼ ½0:7n1 þ 0:9n2 þ 0:1n3=6
EðUV2Þ ¼ ½0:1n1 þ 0:9n2 þ 0:7n3=6
EðUV3Þ ¼ ½0:1n1 þ 0:9n2 þ 0:8n3=6d utilities for student satisfaction.
n2
0 1 2 3 4 5 6
0 0.3 0.5 0.9 0.9 0.9 0.7 0.6
0.4 0.8 0.9 0.9 0.9 0.8 –
0.8 0.8 0.9 0.9 0.9 – –
0.8 0.8 0.9 0.9 – – –
0.8 0.8 0.9 – – – –
0.6 0.7 – – – – –
0.5 – – – – – –
d ﬁnancial costs in £ per unit per cohort.
Staff OL Material Laboratory Total
res 600 – – 600
ratory 750 – 300 1050
learning (Unit 2) 300 60 – 360
learning (other) 600 60 – 660
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The utility for ﬁnancial cost is UC = 1  C/7500 where C is the total cost, in £, of the module, calculated using Table 8, and
£7500 represents a ‘‘worst case” cost.
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