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Abstract
A matching M in a graph G is said to be uniquely restricted if there is no other matching in G that
matches the same set of vertices as M . We describe a polynomial-time algorithm to compute a maximum
cardinality uniquely restricted matching in an interval graph, thereby answering a question of Golumbic
et al. (“Uniquely restricted matchings”, M. C. Golumbic, T. Hirst and M. Lewenstein, Algorithmica,
31:139–154, 2001). Our algorithm actually solves the more general problem of computing a maximum
cardinality “strong independent set” in an interval nest digraph, which may be of independent interest.
Further, we give linear-time algorithms for computing maximum cardinality uniquely restricted matchings
in proper interval graphs and bipartite permutation graphs.
1 Introduction
Let G = (V,E) be a graph. A set of edges M ⊆ E(G) is said to be a matching if no two edges of M share
a common vertex. The set of vertices in V that have an edge of M incident on them are called the vertices
matched by M . A matchingM is said to be uniquely restricted if there is no other matching that matches the
same set of vertices asM . The problem of finding a maximum cardinality uniquely restricted matching in an
input graph is known to be NP-complete even for the special cases of split graphs and bipartite graphs [6]. In
their paper initiating the study of uniquely restricted matchings, Golumbic, Hirst and Lewenstein [6] present
linear-time algorithms for the problem on threshold graphs, proper interval graphs, cacti and block graphs,
while leaving open the question of whether polynomial-time algorithms exist for the problem on interval
graphs and permutation graphs. In Section 5, we answer the question for interval graphs by constructing
a polynomial-time algorithm that computes a maximum cardinality uniquely restricted matching in any
interval graph. The algorithm is actually a dynamic programming algorithm that computes a maximum
cardinality “strong independent set” in an interval nest digraph (see Section 5 for definitions)—this problem
is shown to be more general than the problem of computing a maximum cardinality uniquely restricted
matching in interval graphs. Before that, in Sections 3 and 4, we present linear-time dynamic programming
algorithms for computing a maximum cardinality uniquely restricted matching in proper interval graphs and
bipartite permutation graphs respectively. We note that the linear-time algorithm described for the problem
for proper interval graphs in [6] does not appear to work in all cases.
2 Preliminaries
We consider only finite graphs. Wherever it is not specified otherwise, “graph” shall mean an undirected
graph. An edge between vertices u and v in an undirected graph is denoted as uv and a directed edge (arc)
from u to v in a directed graph (digraph) is denoted as (u, v). We shall denote the vertex set and edge set
of a graph or digraph G = (V,E) by V (G) and E(G) respectively. All graphs and digraphs considered are
simple—i.e., there are no loops or multiple edges.
Let M be a matching in a graph G. An even cycle in G is said to be an alternating cycle with respect to
M if every second edge of the cycle belongs toM [6]. The following theorem characterizes uniquely restricted
matchings in terms of alternating cycles.
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Theorem 1 ([6]) Let G = (V,E) be a graph. A matching M in G is uniquely restricted if and only if there
is no alternating cycle with respect to M in G.
Lemma 1 Let G = (V,E) be any graph and let {uv, u′v′} be a matching in it. The following statements are
equivalent:
(i) There is a cycle of length 4 containing the edges uv and u′v′ in G.
(ii) There is an alternating cycle with respect to {uv, u′v′} in G.
(iii) Each of u, v has at least one neighbour in {u′, v′} and each of u′, v′ has at least one neighbour in {u, v}.
Proof. (i)⇔(ii) is straightforward. We shall therefore only prove (ii)⇔(iii).
If there is an alternating cycle with respect to the matching {uv, u′v′}, then it is either uvu′v′u or uvv′u′u.
In any case, it is clear that each of u, v has at least one neighbour in {u′, v′} and each of u′, v′ has at least
one neighbour in {u, v}.
Now suppose that each of u, v has at least one neighbour in {u′, v′} and each of u′, v′ has at least one
neighbour in {u, v}. Then, (vu′ /∈ E(G) or v′u /∈ E(G)) ⇒ (uu′ ∈ E(G) and vv′ ∈ E(G)). This means that
if vu′ /∈ E(G) or v′u /∈ E(G), then uvv′u′u is an alternating cycle with respect to {uv, u′v′} in G. If on the
other hand both vu′, v′u ∈ E(G), then uvu′v′u is an alternating cycle with respect to {uv, u′v′} in G.
3 Proper Interval Graphs
By “interval” we shall mean a closed interval on the real line. An interval is denoted as [a, b] where a, b ∈ R
and a ≤ b, and is the set {x ∈ R: a ≤ x ≤ b}. Given a graph G, a collection {Iu}u∈V (G) of intervals is said to
be an interval representation of G if for distinct u, v ∈ V (G), we have uv ∈ E(G) if and only if Iu ∩ Iv 6= ∅.
Graphs which have interval representations are called interval graphs. The following theorem about uniquely
restricted matchings in interval graphs is from [6].
Theorem 2 ([6]) Let G = (V,E) be an interval graph. Let M be a matching M in G. Then the following
statements are equivalent:
(i) M is uniquely restricted
(ii) There is no alternating cycle of length 4 with respect to M in G
(iii) For any two edges e, e′ ∈M , {e, e′} is a uniquely restricted matching in G
Proof. We shall first show (i)⇔(ii). By Theorem 1, if M is uniquely restricted, then there is no alternating
cycle of any length with respect to M in G. So it suffices to show that when M is not uniquely restricted,
there is an alternating cycle of length 4 with respect to M in G. Let < be an ordering of the vertices of G
according to a non-decreasing order of the left endpoints of their intervals in an interval representation of
G. It is easy to see (and folklore) that the ordering < has the property that for any u, v, w ∈ V (G) such
that u < v < w, uw ∈ E(G)⇒ uv ∈ E(G). Suppose that the matching M is not uniquely restricted. Then,
by Theorem 1, there exists some alternating cycle with respect to M in G. Let C = u1u2u3 . . . uku1 be an
alternating cycle with respect to M of smallest possible length in G. Clearly, k is even and 4 ≤ k ≤ |V (G)|.
If k = 4, then this cycle is an alternating cycle of length 4 with respect to M and we are done. So let us
suppose for the sake of contradiction that k > 4. If uiuj ∈ E(G) for some two vertices ui and uj that are
not consecutive on the cycle C (i.e., uiuj is a “chord” of C) and i and j are of different parity, then one of
the two cycles into which the chord uiuj splits C will be an alternating cycle with respect to M of length
smaller than k. As this is a contradiction to the assumption that C is the alternating cycle with respect to
M of smallest possible length, we can assume that such chords are “forbidden”, or in other words, there are
no such chords for C. We shall also assume without loss of generality that u1 = max<{u1, u2, . . . , uk} and
that uk < u2 (otherwise we can relabel the vertices of the cycle C to satisfy both these conditions). From
the special property of the ordering < and the fact that uku1 ∈ E(G), it can be seen that if uk < u3, then
uku3 ∈ E(G). On the other hand, if u3 < uk, we again have uku3 ∈ E(G) as u3u2 ∈ E(G). As uku3 is a
forbidden chord, we have a contradiction.
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Figure 1: A unit interval graph with vertices arranged according to a proper vertex ordering. The bold edges
represent a maximum cardinality uniquely restricted matching. The algorithm from [6], given a proper vertex
ordering as input, always produces a uniquely restricted matching consisting of edges between consecutive
vertices. But every such matching in this graph, given this particular vertex ordering, has at most two edges.
The proof for (ii)⇔(iii) follows directly from Lemma 1 and Theorem 1.
If every interval in an interval representation is of unit length, then it is said to be a unit interval
representation. Unit interval graphs are the graphs which have unit interval representations. Unit interval
graphs are also called proper interval graphs as these are exactly the graphs that have proper interval
representations—interval representations in which no interval strictly contains another interval.
Definition 1 For a graph G = (V,E), an ordering < of V (G) is said to be a proper vertex ordering if for
u, v, w ∈ V (G) such that u < v < w, uw ∈ E(G)⇒ uv, vw ∈ E(G).
Proper vertex orderings are called “proper orderings” in [6]. Note that in a proper interval representation
of a graph G, the ordering of the vertices of G according to the left endpoints of the intervals corresponding
to them is the same as their ordering according to the right endpoints of their intervals, since no interval
is contained in another. It is easy to see that this ordering is a proper vertex ordering of G. In fact, it is
folklore that a graph is a unit interval graph if and only if it has a proper vertex ordering.
In [6], a linear-time algorithm to compute a maximum cardinality uniquely restricted matching in proper
interval graphs is presented. But this algorithm fails to find out the exact solution in some cases (see Fig. 1).
In this section, we present a linear time algorithm for computing a maximum cardinality uniquely restricted
matching in a given proper interval graph G.
We can assume that G is connected as if it is not, we can easily run the algorithm separately in each
component to find a maximum cardinality uniquely restricted matching in each of them and then take a
union of those to obtain a maximum cardinality uniquely restricted matching in G. We can also assume that
a proper interval representation of the graph G, and therefore a proper vertex ordering of G, is available, as
there are well known linear-time algorithms that can generate the proper interval representation of a graph,
given its adjacency list [2].
Let < be a proper vertex ordering of a graphG. For an edge e = uv ∈ E(G), we define l<(e) = min<{u, v}
and r<(e) = max<{u, v}. We shorten l<(e) and r<(e) to just l(e) and r(e) when the proper vertex ordering
< is clear from the context.
Lemma 2 ([6]) Let G be a proper interval graph with a proper vertex ordering <. If {e, e′} is a uniquely
restricted matching in G, then either r(e) < l(e′) or r(e′) < l(e).
Proof. As {e, e′} is a matching, we can be sure that l(e), r(e), l(e′), r(e′) are all distinct vertices. Suppose that
l(e′) < r(e) and l(e) < r(e′). Let us assume without loss of generality that l(e) < l(e′). Since l(e)r(e) ∈ E(G)
and l(e) < l(e′) < r(e), by Definition 1, we have l(e)l(e′), r(e)l(e′) ∈ E(G). Now if r(e) < r(e′), then as
l(e′) < r(e) < r(e′) and l(e′)r(e′) ∈ E(G), we have by Definition 1 that l(e′)r(e), r(e′)r(e) ∈ E(G). On
the other hand, if r(e′) < r(e), then as l(e) < r(e′) < r(e) and l(e)r(e) ∈ E(G), Definition 1 gives us
l(e)r(e′), r(e)r(e′) ∈ E(G). Thus, in any case, each of l(e), r(e) has a neighbour in {l(e′), r(e′)} and each of
l(e′), r(e′) has a neighbour in {l(e), r(e)}. We can now use Lemma 1 to conclude that there is an alternating
cycle with respect to {e, e′} in G. But as {e, e′} is a uniquely restricted matching, this contradicts Theorem 1.
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Lemma 3 Let G be a proper interval graph with a proper vertex ordering < and let e, e′ ∈ E(G). Then
{e, e′} is a uniquely restricted matching in G if and only if l(e), l(e′) are distinct and nonadjacent or r(e), r(e′)
are distinct and nonadjacent.
Proof. Suppose that {e, e′} is a uniquely restricted matching. Then clearly l(e), r(e), l(e′), r(e′) are all dis-
tinct vertices. If l(e)l(e′) ∈ E(G) and r(e)r(e′) ∈ E(G), then we have the alternating cycle l(e)l(e′)r(e′)r(e)
l(e) with respect to {e, e′} in G, which is a contradiction to Theorem 1.
Let us now prove the other direction of the claim. Suppose that l(e) and l(e′) are distinct and nonadjacent.
We shall assume without loss of generality that l(e) < l(e′). As l(e)l(e′) /∈ E(G) and l(e) < l(e′) < r(e′), we
have from Definition 1 that l(e) has no neighbour in {l(e′), r(e′)}. By Lemma 1 and Theorem 1, this implies
that {e, e′} is a uniquely restricted matching in G. Now let us suppose that r(e) and r(e′) are distinct and
nonadjacent. Again, we shall assume without loss of generality that r(e) < r(e′). As l(e) < r(e) < r(e′)
and r(e)r(e′) /∈ E(G), we have from Definition 1 that r(e′) has no neighbour in {l(e), r(e)}. Lemma 1 and
Theorem 1 can now be used to infer that {e, e′} is a uniquely restricted matching in G.
Lemma 4 Let G be a proper interval graph with a proper vertex ordering <. Let e1, e2, e3 be distinct edges of
G such that l(e1) ≤ l(e2) ≤ l(e3) and r(e1) ≤ r(e2) ≤ r(e3). If {e1, e3} is not a uniquely restricted matching
in G, then neither {e1, e2} nor {e2, e3} is a uniquely restricted matching in G.
Proof. We shall show that {e2, e3} is not a uniquely restricted matching in G. The proof for the case of
{e1, e2} is similar and is left to the reader. If {e2, e3} is not even a matching in G, then we are immediately
done. So we shall assume otherwise—i.e., l(e2), r(e2), l(e3), r(e3) are all distinct vertices of G. This means
that l(e1) ≤ l(e2) < l(e3) and r(e1) ≤ r(e2) < r(e3). By Lemma 3, we now have l(e1)l(e3), r(e1)r(e3) ∈ E(G).
This implies by Definition 1 that l(e2)l(e3), r(e2)r(e3) ∈ E(G). Lemma 3 now implies that {e2, e3} is not a
uniquely restricted matching.
From Lemma 2, it follows that the edges of any uniquely restricted matching M in a proper interval
graph G with a proper vertex ordering < can be labelled as e1, e2, . . . , e|M| such that l(e1) < r(e1) < l(e2) <
r(e2) < · · · < l(e|M|) < r(e|M|). We say that the uniquely restricted matching M starts with the edge e1.
We now give a stronger version of Theorem 2 for the case of proper interval graphs.
Theorem 3 Let G be a proper interval graph and < a proper vertex ordering of it. Let M = {e1, e2, . . . , et}
be a matching in G where l(e1) < l(e2) < · · · < l(et). The matching M is uniquely restricted in G if and
only if {ei, ei+1} is a uniquely restricted matching in G, for each i ∈ {1, 2, . . . , t− 1}.
Proof. As every subset of a uniquely restricted matching is also a uniquely restricted matching, to prove
the theorem, it is sufficient to show that whenever M is not a uniquely restricted matching, {ei, ei+1} is
not a uniquely restricted matching in G for some i ∈ {1, 2, . . . , t − 1}. Suppose that M is not a uniquely
restricted matching. By Theorem 2, there exists some subset {ep, eq} of M , where 1 ≤ p < q ≤ t, such that
{ep, eq} is not a uniquely restricted matching. We choose p and q such that for any p′, q′ with 1 ≤ p′ < q′ ≤ t
and q′ − p′ < q − p, {ep′ , eq′} is a uniquely restricted matching in G. Suppose that q > p + 1. Observing
that l(ep) < l(eq−1) < l(eq), we can deduce that if r(eq) < r(eq−1) or r(eq−1) < r(ep), then by Lemma 2,
either {eq−1, eq} or {ep, eq−1} respectively is not a uniquely restricted matching, in each case contradicting
our choice of p and q. Therefore, we get r(ep) < r(eq−1) < r(eq). Now we can apply Lemma 4 to conclude
that {eq−1, eq} is not a uniquely restricted matching, again contradicting our choice of p and q. Thus we
infer that q = p+ 1. For i = p, we now have that {ei, ei+1} is not a uniquely restricted matching, thereby
completing the proof.
Corollary 1 Let G be a proper interval graph with a proper vertex ordering < and let M be a uniquely
restricted matching in G starting with an edge e′ ∈ E(G). Let e ∈ E(G) be such that r(e) < l(e′) and {e, e′}
is a uniquely restricted matching in G. Then {e}∪M is a uniquely restricted matching in G starting with e.
4
Proof. The proof follows directly from Theorem 3.
From here onwards, we assume that G is a connected proper interval graph with a proper vertex ordering
<. Let V (G) = {v1, v2, . . . , vn} where v1 < v2 < · · · < vn.
Observation 1 For 1 ≤ i < n, vivi+1 ∈ E(G).
Proof. Suppose that for some i ∈ {1, 2, . . . , n− 1}, vivi+1 /∈ E(G). If for some pair of vertices vp, vq, where
1 ≤ p ≤ i < i+ 1 ≤ q ≤ n, we have vpvq ∈ E(G), then from Definition 1, vpvq ∈ E(G)⇒ vpvi+1 ∈ E(G)⇒
vivi+1 ∈ E(G), which is a contradiction. Therefore, there does not exist any edge vpvq ∈ E(G) such that
p ≤ i and q ≥ i+1. But this would mean that there is no edge in G between a vertex in {v1, v2, . . . , vi} and
a vertex in {vi+1, vi+2, . . . , vn}, implying that G is disconnected. This contradicts our assumption that G is
a connected graph.
For u ∈ V (G), we define λ(u) = min<{v ∈ N(u) ∪ {u}} and ρ(u) = max<{v ∈ N(u) ∪ {u}}. We now
associate a pair of edges with each edge of G. The following observation is an easy consequence of the
property of proper vertex orderings given in Definition 1.
Observation 2 For any vertex u ∈ V (G), N(u) = {x ∈ V (G):λ(u) ≤ x ≤ ρ(u)}.
Let e ∈ E(G). The left successor of e, denoted by σl(e), is defined to be the edge vi+1vi+2, where
vi = ρ(l(e)). It is clear from Observation 1 that σl(e) exists in G if and only if ρ(l(e)) < vn−1. The right
successor of e, denoted by σr(e), is defined to be the edge λ(vi+1)vi+1 where vi = ρ(r(e)). Note that for any
vertex u ∈ V (G) for which λ(u) 6= u, we have λ(u)u ∈ E(G). Moreover, by Observation 1, it follows that for
every vertex u ∈ V (G) \ {v1}, λ(u) 6= u. Therefore, it can be concluded that σr(e) exists in G if and only if
ρ(r(e)) < vn.
Observation 3 Let e ∈ E(G).
(a) If σl(e) exists, then r(e) < l(σl(e)) and {e, σl(e)} is a uniquely restricted matching in G.
(b) If σr(e) exists, then r(e) < l(σr(e)) and {e, σr(e)} is a uniquely restricted matching in G.
Proof. We shall first prove (a). As l(e)r(e) ∈ E(G), we know that ρ(l(e)) ≥ r(e). By definition of σl(e),
we have r(e) ≤ ρ(l(e)) < l(σl(e)). Therefore, we have l(e)l(σl(e)) /∈ E(G). This implies by Lemma 3 that
{e, σl(e)} is a uniquely restricted matching in G.
Now let us prove (b). It is clear from the definition of σr(e) that ρ(r(e)) < r(σr(e)). Therefore, we have
r(e) < r(σr(e)) and r(e)r(σr(e)) /∈ E(G). From Lemma 3, we can now conclude that {e, σr(e)} is a uniquely
restricted matching in G. By Lemma 2, we also get that r(e) < l(σr(e)).
Now for each edge e ∈ E(G) we define a set U(e) of edges as follows.
U(e) =


{e} if neither σl(e) nor σr(e) exist
{e} ∪ U(σl(e)) if σr(e) does not exist, or if both exist and |U(σl(e))| ≥ |U(σr(e))|
{e} ∪ U(σr(e)) if σl(e) does not exist, or if both exist and |U(σl(e))| < |U(σr(e))|
From Observation 3, we know that r(e) < l(σl(e)) and r(e) < l(σr(e)). This means that U(e) is well-
defined. The next two lemmas will show that U(e) is always a uniquely restricted matching starting with e
of maximum possible cardinality (among the uniquely restricted matchings starting with e in G).
Lemma 5 For any edge e ∈ E(G), U(e) is a uniquely restricted matching starting with e.
Proof. We shall prove this by induction on |U(e)|. It is clear from the definition of U(e) that |U(e)| ≥ 1. If
|U(e)| = 1, then it must be the case that U(e) = {e}. The statement of the lemma is easily seen to be true
in this case. We shall now assume that |U(e)| > 1 and that the statement of the lemma has been shown to
be true for all e′ such that |U(e′)| < |U(e)|. In this case, from the definition of U(e), one of the following
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occurs: either (a) σl(e) exists and U(e) = {e} ∪ U(σl(e)), or (b) σr(e) exists and U(e) = {e} ∪ U(σr(e)). If
(a) occurs, then we have |U(σl(e))| = |U(e)| − 1, and therefore by the induction hypothesis, U(σl(e)) is a
uniquely restricted matching starting with σl(e). Now, it follows from Observation 3 and Corollary 1 that
{e}∪U(σl(e)) = U(e) is a uniquely restricted matching in G starting with e. On the other hand, if (b) occurs,
then |U(σr(e))| = |U(e)| − 1, and therefore by the induction hypothesis, U(σr(e)) is a uniquely restricted
matching starting with σr(e). Then it follows from Observation 3 and Corollary 1 that {e}∪U(σr(e)) = U(e)
is a uniquely restricted matching in G starting with e. This completes the proof.
Lemma 6 Let M be a uniquely restricted matching starting with an edge e ∈ E(G). Then, |M | ≤ |U(e)|.
Proof. We prove this by induction on |U(e)| = k.
Assume that k = 1. In this case, U(e) = {e}. Suppose that there exists a uniquely restricted matching
M starting with e such that |M | > 1. Then there exists at least one edge e′ in M such that e′ 6= e. Now
since U(e) = {e}, we can see from the definition of U(e) that neither σl(e) nor σr(e) exist. As we noted
earlier, this means that ρ(l(e)) ≥ vn−1 and ρ(r(e)) ≥ vn. As M starts with e and e′ ∈ M , we know by
Lemma 2 that l(e) < r(e) < l(e′) < r(e′). Since ρ(l(e)) ≥ vn−1, it must be the case that ρ(l(e)) ≥ l(e′),
which by Observation 2 implies that l(e)l(e′) ∈ E(G). Similarly, since ρ(r(e)) ≥ vn, we have ρ(r(e)) ≥ r(e′),
from which it follows by Observation 2 that r(e)r(e′) ∈ E(G). From Lemma 3, we now have that {e, e′} is
not a uniquely restricted matching, which is a contradiction to the fact that {e, e′} ⊆ M . Therefore, the
statement of the lemma is true when k = 1.
Now, assume that k > 1 and that the result is true for every edge e′ ∈ E(G) with |U(e′)| < k. Suppose
that there exists a uniquely restricted matching M starting with e in G such that |M | > k. Let U(e) = {e =
e1, e2, . . . , ek} where l(e1) < l(e2) < · · · < l(ek). From Lemma 5, we know that U(e) is a uniquely restricted
matching in G and therefore by Lemma 2, it follows that l(e1) < r(e1) < l(e2) < r(e2) < · · · < l(ek) < r(ek).
Similarly let M = {e = e′1, e
′
2, . . . , e
′
|M|} where l(e
′
1) < r(e
′
1) < l(e
′
2) < r(e
′
2) < · · · < l(e
′
|M|) < r(e
′
|M|). Note
that as k > 1 and |M | > k, the edges e′1, e
′
2 and e
′
3 definitely exist.
Claim 1. Let f ∈ {σl(e), σr(e)}. Then either l(f) > l(e′2) or r(f) > r(e
′
2).
Suppose that this not the case. That is, for some f ∈ {σl(e), σr(e)}, we have l(f) ≤ l(e
′
2) and r(f) ≤ r(e
′
2).
Then we can apply Lemma 4 to the edges f , e′2 and e
′
3 to conclude that {f, e
′
3} is a uniquely restricted
matching in G. Note that as l(f) ≤ l(e′2) < l(e
′
3), this means by Lemma 2 that r(f) < l(e
′
3). Applying
Corollary 1 to the edge f and the uniquely restricted matching {e′3, e
′
4, . . . , e
′
|M|}, we can now infer that
M ′ = {f, e′3, e
′
4, . . . , e
′
|M|} is a uniquely restricted matching starting with f in G. From the definition of
U(e), |U(e)| ≥ |U(f)|+ 1. Therefore, we can infer that |U(f)| ≤ |U(e)| − 1 = k − 1. Then, by applying the
induction hypothesis on f and the matching M ′, we have that |M ′| ≤ |U(f)| ≤ k − 1. As |M ′| = |M | − 1,
we now have |M | ≤ k, which is a contradiction to our assumption that |M | > k. This proves the claim.
Claim 2. l(e)l(e′2) ∈ E(G).
Suppose that l(e)l(e′2) /∈ E(G). In this case, it is clear from Observation 2 that ρ(l(e)) < l(e
′
2) < r(e
′
2).
This implies that ρ(l(e)) < vn−1, telling us that σl(e) exists, and that l(σl(e)) ≤ l(e′2). Note that as
l(σl(e)) ≤ l(e′2), we have from the definition of σl(e) that r(σl(e)) ≤ r(e
′
2). This contradicts Claim 1.
As {e, e′2} is a uniquely restricted matching in G, we now have by Claim 2 and Lemma 3 that r(e)r(e
′
2) /∈
E(G). This implies by Observation 2 that ρ(r(e)) < r(e′2). Note that we now have ρ(r(e)) < vn, which
means that σr(e) exists. It is easy to see using the definition of σr(e) that r(σr(e)) ≤ r(e
′
2). As l(e) < r(e) <
l(e′2), we can deduce from Claim 2 and Definition 1 that r(e)l(e
′
2) ∈ E(G). Therefore, by Observation 2,
ρ(r(e)) ≥ l(e′2). As r(σr(e)) > ρ(r(e)), this gives us l(e
′
2) < r(σr(e)) ≤ r(e
′
2). As l(e
′
2)r(e
′
2) ∈ E(G), we now
have by Definition 1 that l(e′2)r(σr(e)) ∈ E(G), which implies by Observation 2 that λ(r(σr(e))) ≤ l(e
′
2). It
can be seen from the definition of σr(e) that λ(r(σr(e))) = l(σr(e)). Thus, we now have l(σr(e)) ≤ l(e′2).
We again have a contradiction to Claim 1. This concludes the proof.
Remark 1 U(v1v2) is a uniquely restricted matching of maximum cardinality in G.
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Proof. From Lemma 5, it is clear that U(v1v2) is a uniquely restricted matching starting with v1v2 in G.
Let {e1, e2, . . . , ek} be any uniquely restricted matching in G where l(e1) < l(e2) < · · · < l(ek). Clearly,
v1 ≤ l(e1) and v2 ≤ r(e1). From Lemma 2, we have l(e1) < r(e1) < l(e2) < r(e2) < · · · < l(ek) < r(ek).
Therefore, we have v1 ≤ l(e1) < l(e2) and v2 ≤ r(e1) < r(e2). We can now apply Lemma 4 to the edges
v1v2, e1 and e2 to conclude that {v1v2, e2} is a uniquely restricted matching in G. By Corollary 1, we now
have that {v1v2, e2, e3, . . . , ek} is a uniquely restricted matching in G starting with v1v2. As the cardinality
of this matching is k, we have by Lemma 6 that |U(v1v2)| ≥ k.
Theorem 4 There is a linear-time algorithm that computes a maximum cardinality uniquely restricted
matching in a given proper interval graph.
Proof. Let the input graph G have n vertices and m edges. We can assume that G is connected, as if it
is not, we can just run the algorithm separately in each component of G, and then return the union of the
maximum cardinality uniquely restricted matchings found in each component. From the input adjacency
list, we can use the well known O(n +m) time algorithms to generate a proper vertex ordering of G (for
example, [2] or [8]). Assuming that the position of each vertex in the ordering is known as a unique integer in
[1, n] associated with each vertex, we can easily generate l(e) and r(e) for every edge e ∈ E(G) in O(n+m)
time by making one pass through the adjacency list. During the same pass, we can compute λ(u) and ρ(u)
for every vertex u ∈ V (G). Once we are done with this, we can easily find σl(e) and σr(e) for any edge
e ∈ E(G) in O(1) time. For every edge e ∈ E(G), U(e) can be stored as a list, which is empty to start with.
The following subroutine computes U(e) for a given edge e.
Procedure ComputeU(e)
1. if σl(e) exists and U(σl(e)) = ∅ then ComputeU(σl(e))
2. if σr(e) exists and U(σr(e)) = ∅ then ComputeU(σr(e))
3. if both σl(e) and σr(e) exist then
4. if |U(σl(e))| ≥ |U(σr(e))| then set U(e) = {e} ∪ U(σl(e))
5. else set U(e) = {e} ∪ U(σr(e))
6. else if σl(e) exists then set U(e) = {e} ∪ U(σl(e))
7. else if σr(e) exists then set U(e) = {e} ∪ U(σr(e))
8. else set U(e) = {e}
The main algorithm just calls the procedure ComputeU(v1v2), where v1 and v2 are the vertices at the
first and second positions respectively in the ordering (recall that by Observation 1, v1v2 ∈ E(G)). The
algorithm then finishes by returning the set of edges U(v1v2). The correctness of the algorithm is guaranteed
by Remark 1. As every other part of the algorithm except the call to the procedure ComputeU(v1v2) takes
O(n+m) time, we shall restrict our attention to the time taken to complete this call. Notice that for any edge
e ∈ E(G), the time spent inside the procedure ComputeU(e) outside of the recursive calls to ComputeU is
O(1). Also observe that for any edge e ∈ E(G), the call to ComputeU(e) happens at most once, which means
that there are at most m calls to the procedure ComputeU. Therefore, the total time taken to complete the
procedure ComputeU(v1v2) is O(m). Thus, the algorithm runs in time O(n+m).
4 Bipartite Permutation Graphs
A bijection pi of {1, 2, . . . , n} to itself is called a permutation of order n. We write pi = (pi(1), pi(2), . . . , pi(n))
to define a permutation of order n. The simple undirected graph Gpi associated with a permutation pi is a
graph with V (Gpi) = {1, 2, . . . , n} and E(Gpi) = {ij: (i − j)(pi(i) − pi(j)) < 0}. A graph G on n vertices is
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said to be a permutation graph if it is isomorphic to Gpi for some permutation pi of order n. In other words,
a graph G on n vertices is a permutation graph if there exists a bijection f : V (G) → {1, 2, . . . , n} and a
permutation pi of order n such that for u, v ∈ V (G), uv ∈ E(G) ⇔ (f(u) − f(v))(pi(f(u)) − pi(f(v))) < 0.
Let V (G) = {v1, v2, . . . , vn}, where vi = f−1(i) for 1 ≤ i ≤ n.
Definition 2 For a graph G = (V,E), an ordering < of V (G) is said to be a transitive vertex ordering if
for u, v, w ∈ V (G) such that u < v < w,
(a) uv, vw ∈ E(G)⇒ uw ∈ E(G), and
(b) uw ∈ E(G)⇒ uv ∈ E(G) or vw ∈ E(G).
It is easy to see that v1, v2, . . . , vn is a transitive vertex ordering of G. (It is well known and easy to
see that the digraph Gˆ with vertex set V (G) and edge set {(u, v):uv ∈ E(G) and f(u) < f(v)} is a partial
order—in other words Gˆ corresponds to a transitive orientation of G. The bijection f can be seen as a
linear order of V (G) that extends this partial order). Using the fact that permutation graphs are exactly the
graphs that are both comparability and co-comparability [4], it is easy to see (and folklore) that a graph G
is a permutation graph if and only if it has a transitive vertex ordering (to see the sufficiency, observe that
orienting every edge from left to right gives a transitive orientation of G and orienting every non-edge from
left to right gives a transitive orientation of G, the complement of G).
A permutation graph that is also bipartite is called a bipartite permutation graph. The class of bipartite
permutation graphs is known to be the same as the classes of proper interval bigraphs, bipartite asteroidal-
triple free graphs, bipartite co-comparability graphs and bipartite trapezoid graphs [8]. As permutation
graphs do not contain odd induced cycles of length more than three, it is straightforward to verify that
bipartite permutation graphs are exactly triangle-free permutation graphs. For such a graph, the following
observation can easily be seen to be true.
Observation 4 Let < be a transitive vertex ordering of a bipartite permutation graph G.
(a) If u < v and uv ∈ E(G), then there exists no w > v such that vw ∈ E(G).
(b) If u < v < w and uw ∈ E(G), then uv ∈ E(G) or vw ∈ E(G) but not both.
3
1
2 5
6
4
7
8 1 2 3 4 5 6 7 8
Figure 2: The figure on the left shows a bipartite permutation graph where f(u) is written near each vertex
u and pi = (2, 3, 5, 6, 1, 7, 8, 4). The figure on the right shows a transitive vertex ordering of the graph on the
left.
Let G be a bipartite permutation graph with a transitive vertex ordering <. For an edge e = uv ∈ E(G),
we define l<(e) = min<{u, v} and r<(e) = max<{u, v}. When the ordering < is clear from the context, we
shorten l<(e) and r<(e) to l(e) and r(e) respectively.
A vertex u ∈ V (G) is said to be a left-vertex if there is some edge e ∈ E(G) such that u = l(e). Similarly,
a vertex u ∈ V (G) is said to be a right-vertex if there exists some edge e ∈ E(G) such that u = r(e). As
G is a connected graph, it is clear that every vertex in G is either a left-vertex or a right-vertex. We claim
that no vertex can be both a left-vertex and a right-vertex. This is because if a vertex u ∈ V (G) is such
that u = l(e) = r(e′), for some e, e′ ∈ E(G), then we have l(e′) < u < r(e) and l(e′)u, ur(e) ∈ E(G), which
contradicts Observation 4(a). Thus each vertex of G is either a left-vertex or a right-vertex but not both.
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If u is a left-vertex, then it can have no neighbour v such that v < u, because if it does, then u becomes
the right-vertex of the edge vu, which is a contradiction to the fact that no vertex can be both a left-vertex
and a right-vertex. For the same reason, if u is a right-vertex, it can have no neighbour v such that u < v.
Since for every edge e ∈ E(G), l(e) is a left-vertex and r(e) is a right-vertex, it can be concluded that
every edge of G is between a left-vertex and a right-vertex. This tells us that the set of left-vertices and
the set of right-vertices are both independent sets of G. If G has no isolated vertices, these sets form a
bipartition of the bipartite graph G.
We say that a vertex u ∈ V (G) is underneath an edge e ∈ E(G) if l(e) ≤ u ≤ r(e). Suppose that a
left-vertex u ∈ V (G) is underneath an edge e ∈ E(G). Clearly, u 6= r(e), as it is a left-vertex and no vertex
can be both a left-vertex and a right-vertex. If u 6= l(e), it follows from Observation 4(b) that u is adjacent to
r(e) (note that u cannot be adjacent to l(e) as both are left-vertices). If u = l(e), then clearly it is adjacent
to r(e). Therefore, we can conclude that if a left-vertex is underneath an edge e ∈ E(G), then it is adjacent
to r(e). Using very similar arguments, we can also see that if a right-vertex is underneath an edge e ∈ E(G),
then it is adjacent to l(e).
Lemma 7 Let G be a bipartite permutation graph with a transitive vertex ordering < and let e, e′ ∈ E(G)
such that l(e) < l(e′).
(a) If r(e) < l(e′), then {e, e′} is a uniquely restricted matching in G.
(b) If l(e′) < r(e) < r(e′), then {e, e′} is a uniquely restricted matching in G if and only if l(e)r(e′) /∈ E(G).
(c) If r(e′) < r(e), then {e, e′} is not a uniquely restricted matching in G.
Proof. Suppose that r(e) < l(e′). Then as we have l(e) < r(e) < l(e′) < r(e′) and that r(e) is a right-vertex,
neither l(e′) nor r(e′) is a neighbour of r(e). Then it can be seen from Lemma 1 that there is no alternating
cycle with respect to {e, e′} in G, which further implies by Theorem 1 that {e, e′} is a uniquely restricted
matching in G. This proves (a).
Now let us consider the case when l(e′) < r(e) < r(e′). Then, as r(e) is a right-vertex underneath the edge
e′, we know that l(e′)r(e) ∈ E(G). If l(e)r(e′) ∈ E(G), then we have the alternating cycle l(e)r(e′)l(e′)r(e)l(e)
with respect to {e, e′} in G. If l(e)r(e′) /∈ E(G), then we have that there is no neighbour of r(e′) in {l(e), r(e)}
(note that r(e) and r(e′) cannot be adjacent as they are both right-vertices), implying by Lemma 1 that
there is no alternating cycle with respect to {e, e′} in G. This shows that there is an alternating cycle with
respect to {e, e′} in G if an only if l(e)r(e′) ∈ E(G). This implies, by Theorem 1, that {e, e′} is a uniquely
restricted matching in G if and only if l(e)r(e′) /∈ E(G). This proves (b).
Finally, let us consider the case when r(e′) < r(e). Then we have l(e) < l(e′) < r(e′) < r(e). Now,
l(e′) is a left-vertex underneath e and r(e′) is a right-vertex underneath e, implying that we have the edges
l(e)r(e′), l(e′)r(e) ∈ E(G). Now we have the cycle l(e)r(e′)l(e′)r(e)l(e) in G, which is an alternating cycle
with respect to {e, e′} in G. By Theorem 1, {e, e′} is not a uniquely restricted matching in G. This completes
the proof of (c).
Lemma 8 Let G be a bipartite permutation graph with a transitive vertex ordering <. Let e1, e2, e3 ∈ E(G)
such that l(e1) ≤ l(e2) ≤ l(e3) and r(e1) ≤ r(e2) ≤ r(e3). If {e1, e3} is not a uniquely restricted matching in
G then neither {e1, e2} nor {e2, e3} is a uniquely restricted matching in G.
Proof. We shall show only that {e2, e3} is not a uniquely restricted matching, but the same kind of
reasoning can be used to show that {e1, e2} is also not a uniquely restricted matching. If {e2, e3} is not
even a matching, then we are immediately done. So let us suppose that {e2, e3} is a matching. Thus, we
have l(e2) < l(e3) and r(e2) < r(e3), which implies that l(e1) < l(e3) and r(e1) < r(e3). As {e1, e3} is not
a uniquely restricted matching, Lemma 7(a) tells us that we cannot have r(e1) < l(e3). Therefore, it must
be the case that l(e1) < l(e3) < r(e1) < r(e3) (recall that l(e3) 6= r(e1) as one is a left-vertex and the other
a right-vertex), which by Lemma 7(b) means that l(e1)r(e3) ∈ E(G). Note that the previous inequality
means that l(e1) ≤ l(e2) < l(e3) < r(e1) ≤ r(e2) < r(e3). Thus, the left-vertex l(e2) is underneath the edge
l(e1)r(e3), which tells us that l(e2)r(e3) ∈ E(G). We can now apply Lemma 7(b) to the edges e2 and e3 to
conclude that {e2, e3} is not a uniquely restricted matching in G.
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We now show that the statement of Theorem 2 also holds for bipartite permutation graphs.
Theorem 5 Let G = (V,E) be a bipartite permutation graph and let M be a matching in it. Then, the
following statements are equivalent:
(i) M is uniquely restricted
(ii) There is no alternating cycle of length 4 with respect to M in G
(iii) For any two edges e, e′ ∈M , {e, e′} is a uniquely restricted matching in G
Proof. As (ii)⇔(iii) is straightforward consequence of Lemma 1 and Theorem 1, we shall only prove
(i)⇔(ii).
By Theorem 1, if M is a uniquely restricted matching, then there is no alternating cycle of any length
with respect to M in G. So we only need to show that if M is not uniquely restricted, then there is an
alternating cycle of length 4 with respect to M in G.
Let < be a transitive vertex ordering of G. Suppose that the matching M is not uniquely restricted.
Then, by Theorem 1, there exists some alternating cycle with respect to M in G. Let u1u2u3 . . . uku1 be an
alternating cycle with respect to M of smallest possible length in G. Clearly, k is even and 4 ≤ k ≤ |V (G)|.
If k = 4, then this cycle is an alternating cycle of length 4 with respect to M and we are done. So let us
assume that k > 4. We shall also assume without loss of generality that u1 = min<{u1, u2, . . . , uk} and that
u2 < uk (otherwise we can relabel the vertices of the cycle to satisfy both these conditions). Note that this
means that u1 is a left-vertex and that both u2 and uk are right-vertices. Since set of left-vertices and set of
right-vertices are both independent sets, we can see that ui is a left-vertex if and only if i is odd. Now, let us
examine the position of u3 in the ordering <. As u3 is a left-vertex and u2 a neighbour of it, we must have
u3 < u2. As u2 < uk, this means that u3 is underneath the edge u1uk, which implies that u3uk ∈ E(G).
Then, at least one of the cycles u1u2u3uku1 or u3u4u5 . . . uku3 is an alternating cycle with respect to M in
G having length smaller than k. This contradicts our assumption that u1u2 . . . uk is an alternating cycle
with respect to M of smallest possible length in G.
Let M be a matching in a bipartite permutation graph with a transitive vertex ordering <. The edges of
M can be labelled as e1, e2, . . . , e|M| such that l(e1) < l(e2) < · · · < l(e|M|). The matching M is then said
to start with the edge e1.
Theorem 6 Let G be a bipartite permutation graph with a transitive vertex ordering <. Let M = {e1, e2, . . . ,
et} be a matching in G where l(e1) < l(e2) < · · · < l(et). The matching M is uniquely restricted if and only
if {ei, ei+1} is a uniquely restricted matching in G, for each i ∈ {1, 2, . . . , t− 1}.
Proof. The proof this theorem closely follows the proof of Theorem 3. As every subset of a uniquely
restricted matching is also a uniquely restricted matching, to prove the theorem, we only need to show
that whenever M is not a uniquely restricted matching, there exists some i ∈ {1, 2, . . . , t − 1} such that
{ei, ei+1} is not a uniquely restricted matching. Suppose that M is not a uniquely restricted matching.
Then, by Theorem 5, we know that there exists ep, eq ∈ M with 1 ≤ p < q ≤ t such that {ep, eq} is not
a uniquely restricted matching. We choose p and q such that for any p′, q′ with 1 ≤ p′ < q′ ≤ t and
q′ − p′ < q − p, {ep′ , eq′} is a uniquely restricted matching in G. Suppose that q > p + 1. By our choice
of p and q, we know that both {ep, eq−1} and {eq−1, eq} are uniquely restricted matchings. As we have
l(ep) < l(eq−1) < l(eq), we know by Lemma 7(a) that l(eq) < r(ep) and by Lemma 7(c), we have that
r(ep) < r(eq−1) and r(eq−1) < r(eq). We now have l(ep) < l(eq−1) < l(eq) < r(ep) < r(eq−1) < r(eq). By
Lemma 7(b), we can now say that l(ep)r(eq) ∈ E(G) and that l(eq−1)r(eq) /∈ E(G). But this is impossible
as l(eq−1) is now a left-vertex underneath the edge l(ep)r(eq). Therefore, we can conclude that q = p + 1.
For i = p, we now have that {ei, ei+1} is not a uniquely restricted matching, thereby completing the proof.
Corollary 2 Let M be a uniquely restricted matching in a bipartite permutation graph G starting with
e′ ∈ E(G). Let e ∈ E(G) such that l(e) < l(e′) and {e, e′} is a uniquely restricted matching in G. Then
{e} ∪M is a uniquely restricted matching in G starting with e.
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Proof. We shall first show that {e} ∪M is a matching. As {e, e′} is a uniquely restricted matching, it
follows from Lemma 7(c) that r(e) < r(e′). For any edge e′′ ∈ M \ {e′}, we have l(e′) < l(e′′) as M starts
with e′ and therefore, from Lemma 7(c) and the fact that {e′, e′′} is a uniquely restricted matching, we have
r(e′) < r(e′′). This tells us that for every edge e′′ ∈M , r(e) < r(e′′). Note that we also have l(e) < l(e′′) for
every edge e′′ ∈ M . Then, l(e) and r(e) are distinct from l(e′′) and r(e′′) for any edge e′′ ∈ M (recall that
no vertex can be both a left-vertex and a right-vertex). This leads us to the conclusion that {e} ∪M is a
matching. The proof of the corollary now follows directly from Theorem 6.
From here onwards, we assume that G is a bipartite permutation graph with no isolated vertices and
having a transitive vertex ordering <. Let V (G) = {v1, v2, . . . , vn} where v1 < v2 < · · · < vn. For a vertex
u ∈ V (G), as in Section 3, we define λ(u) = min<{v ∈ N(u)∪ {u}} and ρ(u) = max<{v ∈ N(u)∪ {u}}. For
each left-vertex u, we further define γ(u) = min<{v ∈ N(u):u < v}.
For every edge e ∈ E(G), we now define a pair of edges x(e) and y(e) as follows. Let e ∈ E(G) such that
ρ(l(e)) = vi. Then, we define x(e) = λ(u)u, where
u =
{
vi+1 if vi+1 is a right-vertex
γ(vi+1) otherwise
It is easy to see that x(e) does not exist if and only if ρ(l(e)) = vn (recall that G has no isolated vertices).
We define y(e) = uγ(u) where u = min<{v ∈ V (G): v > r(e) and v is a left-vertex}. Clearly, y(e) does not
exist if and only if either r(e) = vn or if every v > r(e) is a right-vertex (again, recall that G has no isolated
vertices).
Observation 5 Let e ∈ E(G).
(a) If x(e) exists, then l(e) < l(x(e)) and {e, x(e)} is a uniquely restricted matching in G.
(b) If y(e) exists, then l(e) < l(y(e)) and {e, y(e)} is a uniquely restricted matching in G.
Proof. We shall first prove (a). By definition of x(e), we know that ρ(l(e)) < r(x(e)). As r(e) ≤ ρ(l(e)),
this implies that l(e) < r(e) < r(x(e)) and that l(e)r(x(e)) /∈ E(G). As l(x(e))r(x(e)) ∈ E(G), this means
that l(x(e)) 6= l(e). If l(x(e)) < l(e), then as we have l(x(e)) < l(e) < r(x(e)), the left-vertex l(e) underneath
the edge l(x(e))r(x(e)) has to be adjacent to r(x(e)), contradicting our previous observation. Therefore,
we can conclude that l(e) < l(x(e)). If r(e) < l(x(e)), then by Lemma 7(a), we have that {e, x(e)} is
a uniquely restricted matching in G, and thus we are done. So let us assume that l(x(e)) < r(e) (note
that they cannot be equal as one is left-vertex and the other a right-vertex). We now have the inequality
l(e) < l(x(e)) < r(e) < r(x(e)). Now since l(e)r(x(e)) /∈ E(G), Lemma 7(b) can be used to conclude that
{e, x(e)} is a uniquely restricted matching in G. This completes the proof of (a).
Next, we shall prove (b). From the definition of y(e), it is clear that r(e) < l(y(e)) and therefore
l(e) < l(y(e)). Furthermore, from Lemma 7(a), we get that {e, y(e)} is a uniquely restricted matching in G,
thus proving (b).
We shall now define a set U(e) of edges for every edge e ∈ E(G) as follows.
U(e) =


{e} if neither x(e) nor y(e) exists
{e} ∪ U(x(e)) if y(e) does not exist, or if both exist and |U(x(e))| ≥ |U(y(e))|
{e} ∪ U(y(e)) if x(e) does not exist, or if both exist and |U(x(e))| < |U(y(e))|
From Observation 5, we know that l(e) < l(x(e)) and l(e) < l(y(e)), which implies that U(e) is well-defined.
The next two lemmas will show that U(e) is always a uniquely restricted matching starting with e and that
it has the maximum possible cardinality among all the uniquely restricted matchings starting with e in G.
Lemma 9 For any edge e ∈ E(G), U(e) is a uniquely restricted matching starting with e in G.
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Proof. We shall prove this by induction on |U(e)|. If |U(e)| = 1, then it must be the case that U(e) = {e}.
In this case, the statement of the lemma is clearly true. Now let us assume that |U(e)| > 1 and that the
statement of the lemma is true for all e′ ∈ E(G) such that |U(e′)| < |U(e)|. As |U(e)| > 1, we know that at
least one of x(e), y(e) exists. From the definition of U(e), it can be seen there are only two possibilities: x(e)
exists and U(e) = {e} ∪ U(x(e)), or y(e) exists and U(e) = {e} ∪ U(y(e)). From the induction hypothesis,
U(x(e)) is a uniquely restricted matching starting with x(e) and U(y(e)) is a uniquely restricted matching
starting with y(e). It now follows from Observation 5 and Corollary 2 that U(e) is a uniquely restricted
matching starting with e.
Lemma 10 Let M be a uniquely restricted matching starting with e in G. Then |M | ≤ |U(e)|.
Proof. We will use induction on |U(e)| = k to prove this. Suppose first that k = 1. Then U(e) = {e}, which
can be the case only if neither x(e) nor y(e) exist. As x(e) does not exist, we have ρ(l(e)) = vn. In this case,
for an edge e′ 6= e in M , we must have r(e′) underneath the edge l(e)ρ(l(e)), implying that l(e)r(e′) ∈ E(G).
As {e, e′} is a uniquely restricted matching, from Lemmas 7(b) and 7(c), we have r(e) < l(e′). This tells us
that r(e) 6= vn and that there exists a left-vertex l(e′) > r(e). But this contradicts the fact that y(e) does
not exist. We can therefore conclude that e′ does not exist, or in other words, M = {e}, thereby proving
the statement of the lemma. We shall now assume that k > 1 and that for any edge e′ ∈ E(G) such that
|U(e′)| < k, the statement of the lemma is true.
Let us assume for the sake of contradiction that |M | > k. From Lemma 9, we know that U(e) is a uniquely
restricted matching starting with e inG. Let U(e) = {e = e1, e2, . . . , ek} such that l(e1) < l(e2) < · · · < l(ek).
Let M = {e = e′1, e
′
2, . . . , e
′
|M|} such that l(e
′
1) < l(e
′
2) < · · · < l(e
′
|M|). Note that as k > 1, we have |M | > 2,
implying that the edges e′1, e
′
2 and e
′
3 definitely exist.
Claim 1. Let f ∈ {x(e), y(e)}. Then either l(f) > l(e′2) or r(f) > r(e
′
2).
Suppose that for some f ∈ {x(e), y(e)}, we have l(f) ≤ l(e′2) and r(f) ≤ r(e
′
2). Then we have l(f) ≤
l(e′2) < l(e
′
3) and r(f) ≤ r(e
′
2) < r(e
′
3). Applying Lemma 8 to the edges f , e
′
2 and e
′
3, we now get that {f, e
′
3}
is a uniquely restricted matching. As {e′3, e
′
4, . . . , e
′
|M|} is a uniquely restricted matching starting with e
′
3,
we can now use Corollary 2 to conclude that M ′ = {f, e′3, e
′
4, . . . , e
′
|M|} is a uniquely restricted matching in
G starting with f . From the definition of U(e), we can see that |U(e)| ≥ |U(f)| + 1. Therefore, we have
|U(f)| ≤ k − 1. Then, by applying the induction hypothesis on f and M ′, we have |M ′| ≤ |U(f)|. As
|M ′| = |M | − 1, this means that |M | − 1 ≤ |U(f)| ≤ k − 1. We thus have |M | ≤ k, which is a contradiction
to our assumption that |M | > k. This proves the claim.
Suppose that l(e′2) < r(e). Since {e, e
′
2} is a uniquely restricted matching, we have from Lemma 7(c)
that r(e) < r(e′2) and then further from Lemma 7(b) that l(e)r(e
′
2) /∈ E(G). This means that r(e
′
2) cannot
be underneath the edge l(e)ρ(l(e)), which implies that ρ(l(e)) < r(e′2). Let ρ(l(e)) = vi. Then, vi+1 ≤ r(e
′
2).
Now suppose that r(x(e)) > r(e′2). Then clearly, r(x(e)) 6= vi+1. This can only mean that vi+1 is a left-
vertex, which implies that vi+1 < r(e
′
2), and that r(x(e)) = γ(vi+1), which implies that γ(vi+1) > r(e
′
2)
(as we have assumed that r(x(e)) > r(e′2)). Since we now have vi+1 < r(e
′
2) < γ(vi+1), the vertex r(e
′
2) is
a right-vertex underneath the edge vi+1γ(vi+1), implying that vi+1r(e
′
2) ∈ E(G). But this contradicts our
choice of γ(vi+1). Therefore, we can conclude that r(x(e)) ≤ r(e′2). It is easy to see that by the definition of
x(e), we always have r(e) ≤ ρ(l(e)) < r(x(e)). As l(e′2) < r(e), we now have l(e
′
2) < r(x(e)) ≤ r(e
′
2). Then,
r(x(e)) is a right-vertex underneath the edge e′2, which means that l(e
′
2)r(x(e)) ∈ E(G). Since by definition
of x(e), we have l(x(e)) = λ(r(x(e))), this implies that l(x(e)) ≤ l(e′2). Since we also have r(x(e)) ≤ r(e
′
2),
we now have a contradiction to Claim 1.
The only remaining case is when r(e) < l(e′2). As l(e
′
2) is a left-vertex that comes after r(e) in the
ordering <, we know that y(e) exists and that l(y(e)) ≤ l(e′2). It can be seen from the definition of y(e) that
r(y(e)) = γ(l(y(e))). If r(y(e)) > r(e′2), then we have l(y(e)) ≤ l(e
′
2) < r(e
′
2) < r(y(e)), and therefore r(e
′
2)
is a right-vertex underneath the edge y(e), which implies that l(y(e))r(e′2) ∈ E(G). But this contradicts the
earlier observation that r(y(e)) = γ(l(y(e))). We can therefore conclude that r(y(e)) ≤ r(e′2). Recalling that
l(y(e)) ≤ l(e′2), we now have a contradiction to Claim 1. This completes the proof.
12
Remark 2 U(v1γ(v1)) is a uniquely restricted matching of maximum cardinality in G.
Proof. From Lemma 9, it is clear that U(v1γ(v1)) is a uniquely restricted matching starting with v1γ(v1)
in G. Let {e1, e2, . . . , ek} be any uniquely restricted matching in G where l(e1) < l(e2) < · · · < l(ek).
Clearly, v1 ≤ l(e1) < l(e2). As {e1, e2} is a uniquely restricted matching, we know from Lemma 7(c) that
r(e1) < r(e2). If r(e1) < γ(v1), then r(e1) is a right-vertex underneath the edge v1γ(v1), implying that
v1r(e1) ∈ E(G). But this would be a contradiction to the choice of γ(v1). It must therefore be the case that
γ(v1) ≤ r(e1). We now have v1 ≤ l(e1) < l(e2) and γ(v1) ≤ r(e1) < r(e2). We can now apply Lemma 8
to the edges v1γ(v1), e1 and e2 to conclude that {v1γ(v1), e2} is a uniquely restricted matching in G. By
Corollary 2, we now have that {v1γ(v1), e2, e3, . . . , ek} is a uniquely restricted matching in G starting with
v1γ(v1). As the cardinality of this matching is k, we have by Lemma 10 that |U(v1γ(v1))| ≥ k.
Theorem 7 There is a linear-time algorithm that given a bipartite permutation graph as input, computes a
maximum cardinality uniquely restricted matching in it.
Proof. We can construct a linear-time algorithm along the lines of the proof of Theorem 4. We first remove
isolated vertices from G and then use one of the known linear-time algorithms to generate a transitive vertex
ordering < of V (G) (for example, [8]). In a single pass through the adjacency list that takes time O(n+m),
every vertex in G can be marked as a left-vertex or right-vertex and the values λ(u), ρ(u) for each vertex
u ∈ V (G) and the value γ(u) for each left-vertex u can be computed. The algorithm further computes for all
u ∈ V (G), a value ν(u) = min<{v ∈ V (G): v > u and v is a left-vertex} using a single pass in the backward
direction through the vertex ordering <, taking O(n) time. It is not hard to see that once this is done, the
values x(e) and y(e) for an edge e ∈ E(G) can be computed in O(1) time. Then, a dynamic programming
algorithm very similar to the one from the proof of Theorem 4 can be used to compute U(e) for every edge
e ∈ E(G), in O(n +m) time. Finally, the algorithm returns U(v1γ(v1)). The correctness of the algorithm
follows from Lemma 9, Lemma 10 and Remark 2 and the algorithm clearly runs in O(n+m) time.
5 Interval Graphs
In this section, we present a polynomial-time algorithm that computes a maximum cardinality uniquely
restricted matching in a given interval graph. Our approach will be to reduce the problem to the problem
of finding a maximum cardinality “strong independent set” in an interval nest digraph, whose interval nest
representation is given.
5.1 The Strong Independent Set Problem in Interval Nest Digraphs
For directed graphs, the term “interval representation” has a different meaning. Given a digraph G, a
collection {(Su, Tu)}u∈V (G) of pairs of intervals is said to be an interval representation of G if for distinct
u, v ∈ V (G), we have (u, v) ∈ E(G) if and only if Su ∩ Tv 6= ∅. The directed graphs which have interval
representations are called interval digraphs [12]. If the collection {(Su, Tu)}u∈V (G) has the property that
Tu ⊆ Su for every u ∈ V (G), then it is called an interval nest representation of G. The digraphs that have
interval nest representations are called interval nest digraphs [11].
For a directed graph G, a set of vertices S ⊆ V (G) is said to be a strong independent set if for any two
vertices u, v ∈ S, either (u, v) /∈ E(G) or (v, u) /∈ E(G).
In this section, we present a polynomial-time dynamic programming algorithm to compute a maximum
cardinality strong independent set in an interval nest digraph G, whose interval nest representation is given.
Note that we can assume that the endpoints of all the intervals in the interval nest representation are
distinct—otherwise, we can slightly perturb the endpoints of the intervals to obtain a new interval nest
representation of the digraph in which this is true. Note also that we can assume every interval in the
interval nest representation has integer endpoints. As there are four endpoints corresponding each vertex,
we can assume that each endpoint in the representation is a unique integer in [1, 4|V (G)|].
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Let the interval nest representation of the input interval nest digraph G be {(Su, Tu)}u∈V (G). For a
vertex u ∈ V (G), let Su = [Lu, Ru] and Tu = [lu, ru]. Because of our assumptions about the interval nest
representation, we have Lu < lu < ru < Ru.
For any vertex x ∈ V (G), let η(x) denote the vertex such that lx < lη(x) but there does not exist any
vertex x′ ∈ V (G) such that lx < lx′ < lη(x).
For vertices u, v ∈ V (G), we define
X(u, v) =
{
{y ∈ V (G): ru < Ly < Ry < lv} when ru < lv and Lv < ru,
∅ otherwise
In addition, for u, v, x ∈ V (G), define
Y (u, v, x) =
{
{y ∈ X(u, v): ly ≥ lx} when ru < lx < lv
∅ otherwise
Note that X(u, v) = Y (u, v, η(u)). We shall now define our dynamic programming table S in which there
is an entry S(u, v, x) ⊆ Y (u, v, x) for every triple of vertices (u, v, x) ∈ V (G)3 (= V (G) × V (G) × V (G)).
Note that by our definition of X(u, v) and Y (u, v, x), the entry S(u, v, x) corresponding to the triple (u, v, x)
will be ∅ if at least one of the conditions ru < lv, Lv < ru or ru < lx < lv is not true. We shall ensure that
S(u, v, x) is a strong independent set of maximum possible cardinality among all the strong independent
sets that contain only vertices in Y (u, v, x). In other words, S(u, v, x) is a maximum cardinality strong
independent set in the subdigraph induced in G by Y (u, v, x).
We give below the pseudocode for a procedure that computes S(u, v, x), given u, v, x ∈ V (G).
Procedure ComputeS(u, v, x)
1. if Y (u, v, x) = ∅ then
2. set S(u, v, x) = ∅
3. return
4. Set T = S(u, v, η(x))
5. if x ∈ X(u, v) then
6. Set T ′ = {x} ∪ S(x, v, η(x))
7. if |T ′| > |T | then set T = T ′
8. Set B = {y ∈ Y (u, v, x):Ly < rx and Rx < ly}
9. for each y ∈ B,
10. Set T ′ = {x} ∪ S(x, y, η(x)) ∪ S(u, v, y)
11. if |T ′| > |T | then set T = T ′
12. Set S(u, v, x) = T
Lemma 11 For (u, v, x) ∈ V (G)3, S(u, v, x) is a subset of Y (u, v, x) and is a strong independent set in G.
Proof. We shall prove this by induction on lv − lx. If lv − lx ≤ 0, then we have Y (u, v, x) = ∅ and therefore
S(u, v, x) = ∅. Clearly, the statement of the lemma is true in this case. Now let us assume that the statement
has been proved for all (u′, v′, x′) ∈ V (G)3 such that lv′ − lx′ < lv − lx.
If S(u, v, x) = ∅, then there is nothing to prove. Otherwise, it is the set that got assigned to T in the last
step where the value of T was changed. This last step where T ’s value was changed might be step 4, step 7
or an iteration of step 11. Moreover, Y (u, v, x) 6= ∅ from which it follows that lx > ru.
First, let us consider the case when the last time T got assigned was in step 4. In this case, S(u, v, x) =
S(u, v, η(x)). As lv − lx > lv − lη(x), we can use the induction hypothesis to conclude that S(u, v, η(x)) ⊆
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Y (u, v, η(x)). Since Y (u, v, η(x)) ⊆ Y (u, v, x) (recall that lx > ru), we have S(u, v, x) = S(u, v, η(x)) ⊆
Y (u, v, x). It is immediately clear from the induction hypothesis that S(u, v, η(x)) = S(u, v, x) is a strong
independent set in G.
Next, we consider the case when the last time T got assigned a set was in step 7. Then, we know that
x ∈ X(u, v) which implies that x ∈ Y (u, v, x). We also have S(u, v, x) = {x} ∪ S(x, v, η(x)). Again, by the
induction hypothesis, we have S(x, v, η(x)) ⊆ Y (x, v, η(x)) and that S(x, v, η(x)) is a strong independent set
in G. As x ∈ X(u, v), we have Y (x, v, η(x)) ⊆ Y (u, v, x). Since we also have x ∈ Y (u, v, x), we can conclude
that S(u, v, x) = ({x}∪S(x, v, η(x))) ⊆ Y (u, v, x). To see that {x}∪S(x, v, η(x)) is a strong independent set
in G, observe that for every vertex w ∈ S(x, v, η(x)) ⊆ Y (x, v, η(x)) = X(x, v), we have rx < Lw, implying
that (w, x) /∈ E(G).
Finally, consider the case when the last time that an assignment to T took place was in an iteration
of step 11. Again, it must be the case that x ∈ X(u, v), which implies that x ∈ Y (u, v, x). Also, we
have S(u, v, x) = {x} ∪ S(x, y, η(x)) ∪ S(u, v, y) for some y ∈ B ⊆ Y (u, v, x) ⊆ X(u, v). By the induction
hypothesis, we have S(x, y, η(x)) ⊆ Y (x, y, η(x)) and S(u, v, y) ⊆ Y (u, v, y). As we have x, y ∈ X(u, v),
we can conclude that Y (x, y, η(x)) ⊆ Y (u, v, x) and thereby S(x, y, η(x)) ⊆ Y (u, v, x). From the definition
of B, it is clear that lx < ly, implying that Y (u, v, y) ⊆ Y (u, v, x), and therefore S(u, v, y) ⊆ Y (u, v, x).
Altogether, we now have S(u, v, x) = ({x} ∪ S(x, y, η(x)) ∪ S(u, v, y)) ⊆ Y (u, v, x). It only remains to be
shown that S(u, v, x) = {x}∪S(x, y, η(x))∪S(u, v, y) is a strong independent set in G. It is easy to see that
for every vertex w ∈ S(x, y, η(x)) ⊆ Y (x, y, η(x)) = X(x, y), we have rx < Lw and therefore, (w, x) /∈ E(G).
Now consider a vertex w′ ∈ S(u, v, y) ⊆ Y (u, v, y). Clearly, lw′ ≥ ly. From the definition of B, we have
Rx < ly which now gives us Rx < lw′ . This means that (x,w
′) /∈ E(G). Finally, let us consider a vertex
w ∈ S(x, y, η(x)) ⊆ Y (x, y, η(x)) = X(x, y) and a vertex w′ ∈ S(u, v, y) ⊆ Y (u, v, y). Clearly, Rw < ly ≤ lw′ ,
implying that (w,w′) /∈ E(G).
Lemma 12 Let (u, v, x) ∈ V (G)3 and let S′ ⊆ Y (u, v, x) be a strong independent set in G. Then |S′| ≤
|S(u, v, x)|.
Proof. We shall prove this by induction on lv − lx. If lv − lx ≤ 0, then we have Y (u, v, x) = ∅ and therefore
S(u, v, x) = ∅. Clearly, the statement of the lemma is true in this case. Now let us assume that the statement
has been proved for all (u′, v′, x′) ∈ V (G)3 such that lv′ − lx′ < lv − lx.
First let us note that the procedure ComputeS(u, v, x) actually computes S(u, v, x) as given by the
following expression, where Max(F) denotes a set of maximum cardinality in a family F of sets.
S(u, v, x) =


S(u, v, η(x)) if x /∈ X(u, v)
Max

 {S(u, v, η(x)), {x} ∪ S(x, v, η(x))}∪
{{x} ∪ S(x, y, η(x)) ∪ S(u, v, y): y ∈ B}

 if x ∈ X(u, v) (1)
Let S′ ⊆ Y (u, v, x) be a strong independent set in G. Let us first consider the case in which x /∈ S′. In this
case, it is easy to see that S′ ⊆ Y (u, v, η(x)). From the induction hypothesis, we have |S′| ≤ |S(u, v, η(x))|.
It follows from equation (1) that |S(u, v, x)| ≥ |S(u, v, η(x))| and therefore we are done.
Now let us consider the case when x ∈ S′. Note that since S′ ⊆ Y (u, v, x) ⊆ X(u, v), we now have
x ∈ X(u, v).
Suppose first that there exists some vertex z ∈ S′ \ {x} such that Lz < rx. Then let z be that vertex
in S′ \ {x} with Lz < rx such that there exists no vertex z′ ∈ S′ \ {x} with lz′ < lz and Lz′ < rx. Let
S′1 = S
′ ∩X(x, z) and S′2 = S
′ \ ({x} ∪ S′1). Note that S
′ is a disjoint union of the sets {x}, S′1 and S
′
2 and
that z ∈ S′2. We claim that for each vertex w ∈ S
′
2, we have lw ≥ lz. Suppose that there exists w ∈ S
′
2
such that lw < lz. As S
′ is a strong independent set containing both w and z, it must be the case that
rw < lz (otherwise, [lw, rw] ∩ [lz , rz] 6= ∅, implying that both (w, z), (z, w) ∈ E(G)). If Lw < rx, then we
have a contradiction to our choice of z. Therefore, we have rx < Lw. Recalling that Lz < rx, we now have
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Lz < rx < Lw < rw < lz. Then, the only reason w /∈ X(x, z) must be the fact that lz < Rw. But now we
have Lz < rw < lz < Rw, implying that both (w, z), (z, w) ∈ E(G). But this is impossible as both z and w
belong to a strong independent set S′ of G. This allows us to conclude that every vertex w ∈ S′2 has the
property that lw ≥ lz. Therefore, recalling that S′ ⊆ X(u, v), we can infer that S′2 ⊆ Y (u, v, z). Clearly,
S′1 ⊆ X(x, z) = Y (x, z, η(x)). Since S
′ ⊆ Y (u, v, x) and z ∈ S′ \ {x}, we have lx < lz < Rz < lv, implying
that lv− lz < lv− lx and lz− lη(x) < lv− lx. By the induction hypothesis, we now have |S
′
2| ≤ |S(u, v, z)| and
|S′1| ≤ |S(x, z, η(x))|. Therefore, |S
′| = 1+|S′1|+|S
′
2| ≤ 1+|S(x, z, η(x))|+|S(u, v, z)|. Recalling that lx < lz,
Lz < rx and that both z and x belong to a strong independent set S
′ of G, we can conclude that Rx < lz.
This means that z ∈ B and from equation (1), we now have |S(u, v, x)| ≥ |{x} ∪ S(x, z, η(x)) ∪ S(u, v, z)| =
1+ |S(x, z, η(x))|+ |S(u, v, z)| (as the sets {x}, S(x, z, η(x)) and S(u, v, z) are pairwise disjoint). This shows
that |S(u, v, x)| ≥ |S′|.
Next, we shall consider the case when there does not exist any vertex z ∈ S′ \ {x} such that Lz < rx.
Then for every w ∈ S′ \ {x}, we have rx < Lw, which implies that S′ \ {x} ⊆ X(x, v) = Y (x, v, η(x)). As
S′ \ {x} is a strong independent set in G and lv − lη(x) < lv − lx, we have |S
′ \ {x}| ≤ |S(x, v, η(x))| by
our induction hypothesis. Therefore, |S′| = 1 + |S′ \ {x}| ≤ 1 + |S(x, v, η(x))| = |{x} ∪ S(x, v, η(x))| (note
that x /∈ S(x, v, η(x))). From equation (1), it is clear that |S(u, v, x)| ≥ |{x} ∪ S(x, v, η(x))|. We thus have
|S′| ≤ |S(u, v, x)| as required.
Theorem 8 There is an O(n4) algorithm that computes a maximum cardinality strong independent set in
an interval nest digraph G, given the interval nest representation of G as input.
Proof. Add the intervals corresponding to two dummy vertices a and b to the input interval nest rep-
resentation. Recalling that the leftmost endpoint in the input representation was 1 and the rightmost
4|V (G)|, let La = −4, la = −3, ra = −1, Ra = 0, Lb = −2, lb = 4|V (G)| + 1, rb = 4|V (G)| + 2 and
Rb = 4|V (G)|+3. The sets X(u, v) for all u, v ∈ V (G)∪{a, b} and Y (u, v, x) for all (u, v, x) ∈ (V (G)∪{a, b})3
can be computed in O(n4) time. The algorithm then calls the procedure ComputeS(a, b, η(a)) and out-
puts the set S(a, b, η(a)). Note that this being a dynamic programming algorithm, a call to S(u, v, x)
for some (u, v, x) ∈ (V (G) ∪ {a, b})3 is made only if S(u, v, x) has not been computed before—or in
other words, the algorithm ensures that a call to ComputeS(u, v, x) is made at most once for each triple
(u, v, x) ∈ (V (G)∪{a, b})3. Therefore, the total number of times the procedure ComputeS needs to be called
recursively during the execution of ComputeS(a, b, η(a)) is at most (n+ 2)3. It is easy to see from the pro-
cedure ComputeS(u, v, x) that the time spent in the computation of S(u, v, x) outside the recursive calls to
the procedure is O(n). Therefore, the total running time of ComputeS(a, b, η(a)) is O(n4), implying that our
algorithm has time complexity O(n4). We only need to show that the output of the algorithm, S(a, b, η(a)),
is a maximum cardinality strong independent set in G. It is clear that X(a, b) = Y (a, b, η(a)) = V (G).
Therefore, by Lemmas 11 and 12, S(a, b, η(a)) is a maximum cardinality strong independent set in G.
5.2 The Uniquely Restricted Matching Problem in Interval Graphs
LetG be an interval graph for which we wish to compute a maximum cardinality uniquely restricted matching.
Note that we can assume that the interval representation of the input graph G is at our disposal. This is
because even if the input graph is provided as an adjacency list, there are well-known algorithms that can
generate an interval representation of G in linear-time [1, 3, 7]. Let {Iu}u∈V (G) be an interval representation
of G. For a vertex u ∈ V (G), let Iu = [lu, ru].
We shall define an interval nest digraphD with V (D) = E(G). The arcs ofD are defined by specifying the
interval nest representation {(Se, Te)}e∈V (D) of D as follows. For each e = uv ∈ V (D), where u, v ∈ V (G),
we define Se = Iu∪ Iv and Te = Iu ∩ Iv. Clearly, for each e ∈ V (D), we have Te ⊆ Se and therefore this is an
interval nest representation (note that the union or intersection of any two intervals that have a nonempty
intersection is again an interval). Thus, D is an interval nest digraph.
Theorem 9 Let G and D be as defined above. Let S ⊆ E(G). Then S is a strong independent set in D if
and only if S is a uniquely restricted matching in G.
16
Proof. Suppose that S is a strong independent set in D. Let e, e′ ∈ S and let e = uv and e′ = u′v′. We first
show that e and e′ cannot be incident on a common vertex. Suppose for the sake of contradiction that the
edges e and e′ of G share a common vertex. We shall assume without loss of generality that v = v′. Then
clearly, Te′ = (Iu′ ∩Iv′ ) ⊆ Iv′ = Iv ⊆ (Iu∪Iv) = Se, implying that Se∩Te′ 6= ∅ and therefore, (e, e′) ∈ E(D).
Similarly, we have Te = (Iu ∩ Iv) ⊆ Iv = Iv′ ⊆ (Iu′ ∪ Iv′ ) = Se′ , leading us to infer that (e′, e) ∈ E(D).
But this contradicts the fact that both e and e′ belong to a strong independent set S in D. Thus, we can
conclude that the edges e and e′ in G have no common vertex, or in other words, {e, e′} is a matching in
G. Next, we show that there is no alternating cycle with respect to {e, e′} in G. Suppose for the sake of
contradiction that there is such a cycle. Then by Lemma 1, we know that in G, each of u, v has at least
one neighbour in {u′, v′} and each of u′, v′ has at least one neighbour in {u, v}. This means that each of Iu
and Iv intersects Iu′ ∪ Iv′ and each of Iu′ and Iv′ intersects Iu ∪ Iv. Since uv, u′v′ ∈ E(G), this implies that
Iu ∩ Iv intersects Iu′ ∪ Iv′ and Iu′ ∩ Iv′ intersects Iu ∪ Iv. We thus have Te ∩ Se′ 6= ∅ and Te′ ∩ Se 6= ∅. By
definition of D, it must then be the case that (e, e′), (e′, e) ∈ E(D). But this contradicts the fact that both e
and e′ belong to a strong independent set S in D. We thus conclude that for any two edges e, e′ ∈ S, {e, e′}
is a matching in G and that there is no alternating cycle with respect to {e, e′} in G. As G is an interval
graph, this implies, by Theorem 2, that S is a uniquely restricted matching in G.
Now suppose that S is a uniquely restricted matching in G. Again let e, e′ ∈ S and let e = uv and
e′ = u′v′. Suppose for the sake of contradiction that (e, e′), (e′, e) ∈ E(D). As (e, e′) ∈ E(D), we can infer
that Se ∩ Te′ 6= ∅, which means that Iu′ ∩ Iv′ intersects Iu ∪ Iv. Therefore, both Iu′ and Iv′ intersect at least
one of Iu or Iv. We can thus conclude that each of u
′, v′ is adjacent to at least one vertex in {u, v}. Now
since (e′, e) ∈ E(D), we can follow the same arguments to reach the conclusion that each of u, v is adjacent
to at least one vertex in {u′, v′}. From Lemma 1, we now have that there is an alternating cycle with respect
to {e, e′} in G. But this contradicts the fact that both e and e′ belongs to a uniquely restricted matching S
in G. Therefore, for any pair of edges e, e′ ∈ S, we have either (e, e′) /∈ E(D) or (e′, e) /∈ E(D), which allows
us to conclude that S is a strong independent set in D.
Theorem 10 There is a polynomial-time algorithm that computes a maximum cardinality uniquely restricted
matching in an interval graph.
Proof. We can generate an interval representation of the input graph G in O(n + m) time using any of
the several well-known algorithms (for example, [9]). The interval nest representation of the digraph D
corresponding to the interval representation of G can be computed in O(m) time. The algorithm described
in the proof of Theorem 8 can now be used to compute a maximum cardinality strong independent set in
D in O(m4) time. It follows from Theorem 9 that this strong independent set corresponds to a maximum
cardinality uniquely restricted matching in G.
6 Concluding Remarks
The complexity status of the problem of computing a maximum cardinality uniquely restricted matching
in a permutation graph remains open. We note here that in permutation graphs, unlike interval graphs or
bipartite permutation graphs, the fact that a matching M is not uniquely restricted does not necessarily
mean that there is an alternating cycle of length 4 with respect to M in the graph. In fact, there does not
exist any constant k such that in any permutation graph with a matching M that is not uniquely restricted,
there exists an alternating cycle of length k with respect to M . The following theorem states this fact.
Theorem 11 For every even integer k ≥ 4, there exists a permutation graph G with a matching M in it
such that the only alternating cycle with respect to M in G has length k.
Proof. For k = 4, the C4 and any perfect matching in it can be easily seen to satisfy the statement of the
theorem. For k ≥ 6, we construct the graph G as shown in Figure 3. The figure on the top left shows how
to choose the matching M when k is not a multiple of 4 and the figure on the top right shows how to choose
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Figure 3: Construction of the graph G in the proof of Theorem 11.
the matching M when k is a multiple of 4. It is clear that the only alternating cycle with respect to M in
G in both cases is the Hamiltonian cycle in G, which has length k. It only remains to be shown that this
graph is a permutation graph. We will use the fact that permutation graphs are exactly the graphs which
have an intersection representation using line segments whose endpoints lie on two parallel lines [5]. It is
easy to verify that the diagram at the bottom of Figure 3 shows such a representation of G (in the figure,
the endpoints of each line segment have been labelled with the name of the vertex that is represented by
that line segment). The graph G is therefore a permutation graph.
Note that the algorithm described in Theorem 8 requires an interval nest representation of the interval nest
digraph as input as the recognition problem for interval nest digraphs is still not known to be polynomial-
time. On the other hand, the recognition problem for interval digraphs is known to be polynomial-time
solvable [10]. It would be interesting to explore whether a polynomial-time algorithm can be constructed for
the maximum cardinality strong independent set problem in interval digraphs.
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