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ABSTRACT
This paper investigates the processes by which stable boundary layers are formed through strong surface cooling imposed on neutrally strati-
fied wall-bounded turbulence using high-resolution direct numerical simulation at a moderate Reynolds number. The adjustment of the flow
to the imposed strong surface cooling is investigated. We further focus on a strongly stable case where turbulence partially collapses. We show
that, due to a significant reduction in turbulence production, turbulence becomes patchy, with a band of turbulence coexisting with quiet
regions. The nature of the quiet regions, which are often characterized as laminar, is investigated and shown to be consistent with viscously
coupled stratified turbulence. The one-dimensional longitudinal streamwise velocity spectrum exhibits k−5x and k−3x behavior in the buffer and
logarithmic layers, respectively, adjacent to an active region of three-dimensional turbulence with a k−5/3x spectrum. Scenarios for turbulence
recovery from such a patchy state are also discussed. We show that the presence of outer layer turbulence above z+ ≈ 300 is a key requirement
for recovery. For higher values of stratification, it is shown that inner layer turbulence is damped entirely and outer layer turbulence is damped
subsequently.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5109797., s
I. INTRODUCTION
Turbulence plays a central role in the dynamics of the atmo-
spheric boundary layer (ABL), e.g., in the mixing of heat and water
vapor, dispersion of air pollutants, and cloud formation. However,
stable stratification, in which heavier air lies under lighter air, signif-
icantly affects boundary layer turbulence.1–4 Strongly stable stratifi-
cation may lead to coexistence of turbulence and internal waves,3,5,6
horizontal intermittency,7 or oblique laminar-turbulent patterns.8
These features of the strongly stable regime demand extra consider-
ation and add additional challenges for numerical simulations (e.g.,
microfronts3 and potential collapse of turbulence4). Because of the
complexity of the stably stratified regime, it presents a challenge for
parameterization of boundary layer mixing in weather forecasting
models.1
The stably stratified boundary layer (SBL) can form by radiative
cooling of the surface (e.g., nocturnal ABL) or by advection of warm
air over cold surfaces (e.g., ABL over sea ice). From an environmen-
tal perspective, the SBL can lead to a decrease in the dispersion of
air pollutants or an accumulation of aerosols (e.g., black carbon9) in
near-surface regions.10,11 The SBL can also adversely impact the local
ecology by rapid depletion of nutrients due to the decrease in surface
layer mixing.12,13 From the perspective of wind energy, stable strat-
ification can cause a significant reduction in the total power output
of large wind farms.14
In the SBL, the dynamics of turbulence and the energy cas-
cade are controlled by the simultaneous effects of stable stratification
and the solid boundary. For stable stratification, energy is trans-
ferred from large anisotropic eddies to smaller and more isotropic
eddies. In particular, for scales above the Ozmidov scale, anisotropy
is characterized by thin pancake vortices, layers of strong shear,
and gravity waves; below the Ozmidov scale, there is a transition to
more isotropic three-dimensional turbulence.15–17 The presence of
the wall, on the other hand, creates another source of anisotropy by
Phys. Fluids 31, 085114 (2019); doi: 10.1063/1.5109797 31, 085114-1
Published under license by AIP Publishing
Physics of Fluids ARTICLE scitation.org/journal/phf
which the size of the energy-containing eddies increases when mov-
ing away from the wall. This causes an inverse spatial cascade in the
near-wall region where energy and momentum are transferred from
smaller eddies to larger eddies aloft.18,19
The SBL has been the subject of numerous studies by numer-
ical simulations and atmospheric measurements and observations.3
However, the interplay of the solid boundary and stratified turbu-
lence, particularly for strong stratification, has been less studied.4
Some of the outcomes of these studies of stably stratified wall-
bounded turbulence (mostly from numerical simulations of closed
or open channel flow) are briefly reviewed here.
SBL flows can be classified into “buoyancy affected,” “buoyancy
controlled,” or “buoyancy dominated” based on Richardson and
Reynolds numbers.20 SBL turbulence is sustained for weak stratifi-
cation or a high Reynolds number (buoyancy affected flows).5,7,20–23
Nevertheless, stratification substantially affects turbulence in the
outer layer, while the near-wall region and the logarithmic layer
remain almost unaffected.21,23 For moderate stratification (buoyancy
controlled flows), symmetry around the center of the closed chan-
nel is broken.20 However, symmetry is eventually restored through
a transition process by eddies crossing over the channel center.20
Open channel flows at moderate stratification have lower turbulent
mass flux, lower density gradient, and higher values for the ratio of
potential energy to vertical turbulent kinetic energy21 compared to
the weak stratification regime.
For strong stratification or a low Reynolds number (buoyancy
dominated flows), the turbulence production mechanism is signif-
icantly suppressed by stratification, leading to decoupling of the
inner and outer layers20 or formation of large laminar patches in
the near-wall region7,8,23,24 (depending on the stratification level)
where strongly stable stratification damps the intensity of near-wall
streaks5,23 generated from global modes.23 The damping of these
modes eventually leads to vanishing of turbulent momentum and
buoyancy fluxes in the core of the channel due to the disappearance
of large-scale streaks in the near-wall region.23 The dominance of
internal gravity waves in the central region has also been observed
for buoyancy dominated flows in closed channel simulations.5,6,23
Although flow characteristics are fundamentally different for
each of these three stratification regimes, they have some com-
mon basic features. For example, increasing stratification leads to
an increase in the mean streamwise velocity, a decrease in the skin
friction coefficient, a decrease in vertical velocity fluctuations, and a
decrease in tangential Reynolds stress.5,7,21–25
In the buoyancy dominated SBL, the ratio of the Monin-
Obhukov (MO) length to the channel height is often used to indicate









where uτ is the friction velocity based on the wall shear stress,
κ ≈ 0.41 is the von Kármán constant, h is a reference length scale
(channel height for open channel flow configuration and channel
half height for closed channel), and θw∣s is the vertical temperature
flux at the bottom surface, where the overbar denotes a horizon-
tal average. Essentially, LMO is the height at which the temperature
flux at the bottom surface is of the same order as the turbulent
energy production in the log-law region, where stratification effects
are assumed to be small.7
Nieuwstadt22 performed pioneering direct numerical simula-
tions (DNSs) of a turbulent open channel flow with a uniformly
cooled bottom surface and fixed-temperature upper surface and
introduced h/LMO as a stability parameter. He reported that turbu-
lence survives only for h/LMO < 1.25, for which most locations in the
channel satisfy Rihg < 0.25, where the gradient Richardson number
Rihg = N2/S2 is the squared ratio between the buoyancy frequency N
and mean shear S averaged over horizontal planes. He showed that
turbulence decays for larger values of h/LMO. Similar criteria have
been found for turbulence collapse at higher Reynolds numbers and
larger computational domain sizes.26
Flores and Riley7 performed DNS of a case similar to Nieuw-
stadt22 at higher Reynolds and Richardson numbers as an idealized
model for the nocturnal atmospheric surface layer. They found that
surface cooling causes the turbulence statistics near the ground to
adjust on a time scale on the order of LMO/uτ . They found that
turbulence is sustained for relatively weak cooling, but when the
Monin-Obukhov Reynolds number ReLMO = LMOuτ/ν falls below
around 100, turbulence collapses.7 Here, ν is the kinematic viscosity.
This criterion implies that the logarithmic layer is not large enough
to accommodate a buffer region beneath when ReLMO ≲ 100 since
the height of the buffer region is about 100ν/uτ .7 A similar study27
related turbulence collapse as a local process, regardless of the outer
region dynamics. To reach that conclusion, they simulated a capped
Ekman layer, which has a different outer flow and found similar
criteria.27
Donda et al.28,29 also performed DNS of a open channel flow
with a setup similar to the work of Nieuwstadt22 and showed that
recovery of turbulence would occur if perturbations of finite ampli-
tude are imposed on the laminarized state after sufficient time. They
argued that in the SBL, the available momentum in the bulk of the
flow limits the downward heat flux to a maximum, which they called
the maximum sustainable heat flux (MSHF). This limit is due to
the fact that the time scale of the boundary layer diffusion is much
smaller than the time scale for flow acceleration30 and therefore
the available momentum for downward heat transport is limited in
the case of strong surface cooling.30 For surface cooling rates larger
than MSHF, efficient vertical heat transport hinders and eventually
causes turbulence to be suppressed fully by the intensive density
stratification.
The focus of these previous studies has been the stationary
SBL when turbulence is strong enough to survive surface cool-
ing5,20,21,23 and/or the determination of conditions for turbulence
collapse.7,22,26–29 Another question that has been less discussed in
the literature is how a neutrally stratified boundary layer trans-
forms to a SBL through surface cooling. This question is of partic-
ular relevance to the formation of a nocturnal ABL. Answering this
question can improve our understanding of (1) the process under
which turbulence collapses for strongly stable stratification and (2)
the mechanism by which turbulence may or may not recover from
such collapse. Addressing these questions is the central focus of this
paper.
In this paper, we aim to study how a neutral boundary layer
evolves into a SBL in the presence of surface cooling. In particular,
we investigate how wall turbulence responds to strong surface cool-
ing, how patchiness appears through adjustment of wall turbulence
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to strong stratification, and how turbulence may recover from such
patchy states. We also consider the properties of the patchy state,
when it is present, and how wall-bounded turbulence is laminarized
for very strong stratification.
This paper starts with a general statement of the problem in
Sec. II where the mathematical formulation, governing equations,
dimensionless parameters, and boundary conditions are introduced.
The computational approach, simulation parameters, and proper-
ties of the database generated in this investigation are discussed
in Sec. III. In Sec. IV, simulation results are presented. First, we
describe the feedback process over which the flow responds to strong
surface cooling. Then, possible feedback mechanisms that may be
responsible for flow adjustment are considered. The paper ends with
concluding remarks in Sec. V.
II. PROBLEM FORMULATION
In this section, we describe the case study, present the gov-
erning equations, boundary conditions, and nondimensionalized
parameters, and outline the different layers of the stratified bound-
ary layer.
A. Test case description
The motivation for the present work is to study turbulence in
the surface layer of a stably stratified dry ABL. To do so, an open
channel flow configuration is considered, with an imposed cooling
flux at the lower boundary and an adiabatic upper boundary. The
geometry of the open channel is shown in Fig. 1. A uniform pressure
gradient drives flow in the x direction, periodic boundary conditions
are applied in both horizontal directions, while no-slip and no-stress
surfaces are applied to the bottom and top boundaries, respectively.
The y axis is the cross-stream direction, and the z axis is normal to
the wall. The velocities in the x, y, and z directions are denoted by u,
v, and w, and we let (x1, x2, x3) = (x, y, z) and (u1, u2, u3) = (u, v, w).
The domain size in the x and y directions is Lx and Ly, respectively,
and the channel depth is h. The temperature field is denoted by θ and
is defined as the fluctuation from background θ0. For simplicity, the
free surface is assumed to be undeformed, an approximation appli-
cable for a low Froude number31–34 which is a common approach in
studies of the idealized ABL.7,22,35
FIG. 1. Stratified open channel configuration.
B. Governing equations and dimensionless
parameters
The governing equations for this work are the Navier-Stokes
equations under Oberbeck-Bousinesq approximation (OBA). The
OBA equations can be normalized using the channel height h, a
reference velocity u0, and the value of the imposed bottom-surface
temperature gradient F. With these choices, the dimensionless OBA



























where Re, Ri, and Pr are reference the Reynolds, Richardson, and
Prandtl numbers. Here, we assume constant background (reference)
temperature θ0 in hydrostatic balance with background pressure.
The variable p is the pressure fluctuation from the background pres-
sure. Density and temperature are related through the linearized
equation of state for an ideal gas.2 In practice, we use unit reference
values u0 = 1, h = 1, and F = 1, so ui and θ can be interpreted as
dimensional variables.











where friction velocity uτ = (τw/ρ0)
1
2 , ρ0 is the reference density,
and g is the gravitational acceleration. Here, τw is the surface shear
stress. The imposed uniform horizontal pressure gradient drives
flow in the x direction and forces the mean flow to balance the mean
wall shear stress (averaged over the horizontal plane) and main-
tain the flow from deceleration in the streamwise direction. Thus,
the time dependant values of Riτ and Reτ will converge to their
corresponding reference values Ri and Re as the flow approaches
stationarity.











where Ub = 1h ∫ u dz is the bulk velocity, and ( ) denotes averag-
ing over horizontal planes at each z. Note that because the vertical
gradient of temperature is specified at the lower surface, Riτ is the
parameter that determines cooling rate and therefore the stratifi-
cation regime. Bulk and friction Richardson numbers are related
through Rib = Riτu2τ/U2b .
The boundary conditions are
z = 0 : u = v = w = 0, ∂θ
∂z
= 1, (7)




= w = ∂θ
∂z
= 0. (8)
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This choice of no heat flux at the upper boundary excludes heat
entrainment from above and provides a framework to focus on
the effect of surface cooling alone on wall generated turbulence.
Although this choice leads to a constant rate of change in mean
temperature,21 it will be shown that the mean velocity, mean tem-
perature gradient, and fluctuating quantities reach equilibrium after
sufficient time.
Two dimensionless scaling quantities, which are called wall




, u+ = u
uτ
. (9)
Throughout the paper, superscript + denotes nondimensionaliza-
tion by near wall scaling parameters (u0τ , ν) (e.g., z+ = zu0τ/ν) and
superscript o represents nondimensionalization by outer layer scal-
ing parameters (u0τ , h) (e.g., to = tu0τ/h), where u0τ refers to the initial
value of the friction velocity (i.e., friction velocity of the neutral
case).
It is well-known that different layers exist in neutrally strati-
fied wall turbulence. These layers are classified as the viscous sub-
layer, buffer layer, logarithmic layer, and outer layer.37–39 With wall
unit parameters, one can obtain universal profiles for mean veloc-
ity at a certain distance from the wall regardless of the details of the
boundary layer.36 Collectively, the viscous sublayer, buffer layer, and
logarithmic layer are referred to as the inner layer in this study. The
outer layer is the outermost part of the boundary layer where viscos-
ity has an insignificant effect on the mean and turbulent quantities.
In the outer layer, the boundary layer thickness δ or channel flow
half height is the length scale of the eddies.37
III. NUMERICAL APPROACH
The numerical model used for this study is Hercules, which is
a scalable open-source DNS solver that solves the OBA equation for
a channel flow configuration.24 Minor modifications to include dif-
ferent type of surface temperature boundary conditions have been
implemented in the code. Hercules has been validated for a wide
range of Reynolds and Richardson numbers in a previous study24
for unstratified channel flow at Reτ = 180, 395, 590 and for a strati-
fied channel flow at Reτ = 180 for Richardson numbers Riτ = 0, 18,
120, 480.
The governing equations are discretized using the Fourier spec-
tral method in the horizontal plane with periodic boundary con-
ditions and a second-order central finite difference scheme in the
vertical direction.25 In horizontal directions, we employ a uniform
mesh, colocated variables and use the Fourier transform to calcu-
late derivatives.40 The two-thirds de-aliasing technique has been
used to prevent aliasing error from energy transfer to unresolved
wavenumbers.41
In the wall-normal direction, a second order finite-difference
scheme is used and the nonlinear terms are treated in skew-
symmetric form to reduce the amplitude of aliasing errors42 for
derivatives in the vertical direction. The mesh is Cartesian and
nonuniform in the vertical direction. A vertically staggered grid
is employed, in which the vertical velocity is located at cell faces
and the horizontal velocity, pressure, and scalars are defined at
cell centers. The staggering is done to remedy the problem of
pressure-velocity decoupling and checkerboard oscillation of pres-
sure.43 Linear interpolation is used to map variables between the
half-grid and full-grid points.24,25
Hyperbolic tangent stretching is used in the z-direction to con-
dense grid points near the solid boundaries to resolve the near-wall
small-scale structures, with level i at24,25






where α = 1.1 is a parameter to control the stretching and Nz is the
number of grid points in the vertical direction.
A. Overview of simulations
In this study, we considered one neutral and five stratified sim-
ulations with Ri up to 2800. A summary table of the simulations is
presented in Table I. Case C1 refers to the neutral case in which






is zero everywhere. Fields from the stationary state of the neutral
case are used to initialize other simulations. The Prandtl number is
set to unity in all cases.
Simulations are performed on a computational domain Lx/h
= 2π, Ly/h = π with resolution Nx × Ny × Nz = 768 × 768 × 384
for a moderate Reynolds number Re = 560 which correspond to
wall unit grid spacings Δx+ = 4.6, Δy+ = 2.3, and Δz+ ∈ [0.08–3.3].
The domain size and physical parameters are comparable to the case
S00-S12 in the work of Flores and Riley7 but approximately three
times higher spatial resolution in the horizontal directions and two
times higher spatial resolution in the vertical direction are used to
analyze small scale features of strongly stable wall turbulence. This
resolution is comparable to the work of Vreman and Kuerten44
which used high resolution to study statistics of velocity deriva-
tives. The time step is equal to Δt = 0.0002 in C1 and C2 and Δt
= 0.000 15 for the other cases. Fields are output with at interval
ts, where tsuτ/h ≈ [0.02–0.1]. This output frequency corresponds
to ts ≈ [1–8]tη, where tη is the Kolmogorov time scale45 obtained
using minimum values of the domain averaged viscous dissipation
throughout simulation time history.
Although the size of the computational domain considered here
is small, it is large enough to contain the widest flow structure
TABLE I. Main simulations parameters. In the last column, tf is the final time of the
simulation. Re and Ri are reference values for friction Reynolds (Reτ ) and Richardson
numbers (Riτ ).
Case Re Ri h/LMO tf u0τ/h
C1 560 0 0 53.2
C2 560 560 0.41 48.5
C3 560 697 0.51 47.7
C4 560 833 0.61 55.19
C5 560 1120 0.82 62.6
C6 560 2800 2.05 30.9
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associated with at least one ejection and corresponding sweep, and
therefore, it allows maintenance of “healthy” turbulence in the sense
of producing correct mean flow behavior and one-point statistics
when compared to simulations with larger domains.46,47 In addi-
tion, it has recently been shown that for channel flow simulations
with passive heat transfer, this domain size accurately predicts the




In this section, we first categorize the different phases of the
wall turbulence response to surface cooling. Then, we further classify
stratification regimes based on differences in the feedback process
for different cooling rates. It will be shown that there is a critical
cooling rate at which turbulence becomes patchy and beyond which
there is total suppression of turbulence. The mechanism for these
feedback processes is also discussed.
Figures 2(a)–2(d) show time series of friction and bulk
Reynolds and Richardson numbers. Figures 2(e) and 2(f) show time
series of domain integrated k and K, where k = u′i u′i/2 is turbulent
kinetic energy (TKE) and K = uiui/2 is mean kinetic energy (MKE).
Prime denotes fluctuation from horizontal average. After stratifica-
tion is introduced at to = 0, the friction velocity initially decreases,
which leads to reduced wall shear stress. This reduction in shear
stress with increasing stratification is consistent with field obser-
vations of stably stratified ABLs49,50 and laboratory experiments of
SBLs.51 Consequently, the bulk velocity and bulk Reynolds num-
ber increase due to flow acceleration. The evolution of the friction
Reynolds number exhibits three different phases: turbulence decay,
turbulence recovery, and a quasistationary state. The evolution of
domain integrated TKE also shows similar trend [Fig. 2(f)].
Turbulence decay starts from the introduction of stratification
at to = 0 and lasts up to to ≈ 4–6 in all cases, where TKE reaches
its minimum through the cooling process. The recovery phase starts
at the time associated with the TKE minimum. The duration of the
recovery phase depends on Ri, where higher Ri requires more time
for recovery. For example, while for case C2, the recovery phase
continues up to to ≈ 20, for C5, it lasts until to ≈ 45. This differ-
ence is consistent with the time scale of the flow adjustment LMO/uτ
as suggested in Ref. 7. However, the recovery phase is different
for the lower Riτ cases (C2 and C3) compared to the higher Riτ
cases (C4 and C5). In the former cases recovery involves a mono-
tonic increase in TKE to a quasistationary state, while in the latter
case, there is an overshoot of TKE before the turbulence approaches
quasistationarity.
Similar to the plots of Reτ in Fig. 2(b), for C2 and C3, k in
Fig. 2(f) decays and then recovers until it reaches quasistationar-
ity, while K monotonically increases until becoming quasisteady,
as shown in Fig. 2(e). By contrast, in C4 and C5, K increases ini-
tially, reaches a maximum, and then decreases to a quasistationary
state, while k decays until t ≈ 4 and then recovers and reaches a
maximum at to ≈ 21 for case C4 and to ≈ 24 for case C5. After
this time, the bulk flow decelerates and k reaches quasiequilibrium.
While the minimum k in the decay phase decreases with increasing
stratification, the k maxima in the recovery phase for cases C4 and
C5 cases increases with stratification.
FIG. 2. Time series of (a) bulk Reynolds number, (b) friction Reynolds number,
(c) bulk Richardson number, (d) friction Richardson number, (e) domain integrated
MKE, and (f) domain integrated TKE. The blue, red, yellow, magenta, green, and
black lines are for C1, C2, C3, C4, C5, and C6, respectively.
Time evolution of the friction and bulk Richardson numbers
are shown in Figs. 2(c) and 2(d). Rib and Riτ are inversely propor-
tional to the bulk and wall scale kinetic energy, respectively. These
plots show a trend opposite to Reb, Reτ suggesting that Rib, Riτ cor-
relates with the conversion of kinetic energy to potential energy in
mean and fluctuating fields, respectively.
The most stratified case C6 in Fig. 2 shows laminarization,
as indicated by the sudden drop in Reτ , until to ≈ 15 (as will be
shown further below). We did not continue this case to achieve
quasistationarity.
These results support earlier studies7,22,26 that have used h/LMO
to categorize the dependence of SBL turbulence on the cooling rate.
For h/LMO < 0.6 (cases C2 and C3), turbulence is affected by strati-
fication but continuously exists, similar to weakly stratified cases as
in earlier works.20,21 For h/LMO ≥ 0.6 (cases C4, C5), in the recov-
ery state, TKE achieves a larger peak than in the neutral case. For
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FIG. 3. Mean velocity profiles for case C5 at early time to
= 0.1 (solid), time of maximum decay to = 3.7 (dashed), end
of recovery to = 23.7 (dashed-dotted), and stationarity to
= 42 (dash-cross sign).
h/LMO ≳ 1 (case C6), the energy-containing modes are strongly
affected by stable stratification and laminarization is the dominant
feature of the decay phase. However, there is uncertainty in the liter-
ature about exact criteria for turbulence collapse for stably stratified
wall-bounded turbulence. The h/LMO > 1.2 criteria was reported22,26
in earlier studies for turbulence collapse. Nevertheless, this crite-
ria might be affected by the Reynolds number,7,26 computational
domain size,23 and also initial conditions.7,28,29
The main focus of the present paper is case C5. However, we
partly discuss other cases and, in particular, C6. The C2–C4 simu-
lations are mainly presented to exhibit the overall effects of weaker
stratification (compared to C5 and C6) on different phases of the
cooling process.
B. Identifying inner and outer regions
To study the response of wall turbulence to surface cooling in
the decay and recovery phases, we now identify how different layers
(viscous sublayer, buffer layer, logarithmic, and outer layer) respond
to different cooling rates.
In C5, because of the initially strong suppression of TKE, the
wall-normal distances over which these layers are defined can be dif-
ferent from the neutral case. To see this discrepancy, consider Fig. 3,
where u+ are shown at different times during the surface cooling
process for case C5. It is clear that the decay phase changes the vis-
cous sublayer such that parabolic behavior of this layer extends up
to z+ = 15 and the buffer layer shrinks. However, log-linear behav-
ior up to 30 ≲ z+ ≲ 100 is still observed but with different constants
in the log-linear profile at different times. By using mixing length
theory and linear variability of length scales with respect to z within
the logarithmic layer,52 the turbulence production in the logarithmic
region is closely related to the slope of the log-linear profile. How-
ever, while the slope is not significantly different at different times
in Fig. 3, the constant in the log-linear profiles varies substantially,
suggesting that this coefficient is set by the details of other layers
and not the logarithmic layer itself. Changes of slope of the log-
linear profile between two successive times are smaller than changes
of the additive constant of the log-linear profile between two suc-
cessive times. The slope increases monotonically, while the additive
constant undergoes sharp changes. The mean velocity profile in the
viscous sublayer and buffer layer at to = 23.7 is similar at to = 42, but
the outer layer behavior is different. This difference in outer layer
behavior suggests that the additive constant in the log-linear pro-
file is set by the details of the outer layer, similar to the unstratified
logarithmic layer.52
To avoid the complication of the evolution of the viscous and
buffer layers as the surface cools, we focus on the inner layer, where
z+ ≤ 100, and outer layer, where z+ > 100. This criterion separates
the inner and outer regions at all times in Fig. 3 and is also valid
for cases C2–C4 (no shown). With this splitting, we can analyze the
differences in how the inner and outer regions respond to surface
cooling.
C. Inner and outer layer response to surface cooling
Figure 4 shows the integrated TKE rate of change over the
inner and outer layers scaled with their initial values in each of those
layers for the decay and recovery phases. In this figure, ⟨dkav/dt⟩ is
FIG. 4. Time-averaged decay rate of scaled (with respect to its initial value for
each layer and each Riτ ) integrated TKE in the inner (circles) and outer (triangles)
layers, averaged over the (a) decay phase and (b) recovery phase.
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the average TKE rate of change, where ⟨ ⟩ means time average of
the quantity over the desired period. The subscript av refers to layer
over which integration of TKE is performed (i.e., inner or outer).
In the decay phase [Fig. 4(a)], it can be seen that for C2 and
C3, the outer layer has the largest decay rate. However, as stratifica-
tion increases, the difference between the decay rate in the inner and
outer layers becomes smaller. Indeed, for C5, the inner layer has the
largest decay rate, suggesting a possible collapse of near-wall turbu-
lence. We will show later that for this case, near wall turbulence does
collapses temporarily and the flow becomes patchy. In the recovery
phase [Fig. 4(b)], the outer layer has the largest recovery rate, but
the difference between recovery rates of the inner and outer layers
increases with increasing Riτ , suggesting that there is a time delay
between the recovery of the inner and outer layers. Generally, the
decay rate is faster than the recovery rate for the cases considered
here.
D. Feedback process in C5 and C6
Turbulence in cases C2–C4 is continuously sustained. How-
ever, in C5, it becomes patchy soon after the beginning of surface
cooling. As shown in Fig. 5, this patchy turbulence exists for about
10 eddy turnover times (to ≈ 10) in the recovery phase until turbu-
lence is eventually fully revived. Our main interest in this paper is to
study features of the turbulence in the strongly stratified case C5. We
present a detailed look at this case in this section. For comparison,
we also consider the most strongly stratified case C6.
Horizontal snapshots of the streamwise velocity fluctuations
for case C5 are shown at four vertical levels in Fig. 5 for different
times during the cooling process. Shortly after the start of surface
cooling at to ≈ 0.1, near-wall streaks spread over the full horizon-
tal plane [Figs. 5(a)–5(c)]. Moving upward from the inner to outer
layer, the streamwise aligned structures become more isotropic, as
FIG. 5. Fluctuating streamwise velocity u′+ at different layers and different times for C5. Each column shows a different level; from left to right, these are z+ = 3.5 [(a), (e), (i),
(m), (q), and (u)], 15 [(b), (f), (j), (n), (r), and (v)], 70 [(c), (g), (k), (o), (s), and (w)], and 300 [(d), (h), (l), (p), (t), and (x)]. Each row shows a different time; from top to bottom,
these are to = 0.1 [(a)–(d)], 3.7 [(e)–(h)], 8.7 [(i)–(l)], 14.7 [(m)–(p)], 23.7 [(q)–(t)], and 29.7 [(u)–(x)]. Colorbars on each layer are based on u′+ for different layers at to = 0.1.
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shown in Fig. 5(d). During the decay phase, turbulence decays in
all layers, and, as shown in Figs. 5(e)–5(g) at to = 3.7, the struc-
tures in the inner layer, and in particular near-wall streaks, disap-
pear in some regions. Interestingly, laminar-turbulence coexistence
is observed in Figs. 5(e)–5(g), 5(i)–5(k), and 5(m)–5(o), with a tur-
bulent strip of spanwise width λy ≈ 1.5h in the viscous sublayer
and buffer layer. Turbulence is suppressed outside the strip. The
turbulent strip becomes narrower in the early part of recovery at
to = 8.7, 14 [Figs. 5(i), 5(j), 5(m), and 5(n)], decreasing to λy ≈
h. Meanwhile, the fluctuations within the turbulent strip become
stronger [e.g., streak velocities become stronger in Figs. 5(i) and
5(m) compared to Fig. 5(e)]. The logarithmic layer also follows the
trend of the near-wall regions as it becomes patchy. However, it has
a wider turbulent strip.
As cooling of the surface continues, the patchiness eventually
extends to the outer region at to = 14.7 as shown in Fig. 5(p), which
strongly supports the necessity of inner layer production in sustain-
ing outer layer turbulence. However, patchiness in the outer layer
disappears after a few eddy turn over times, as shown in Fig. 5(x).
During the recovery in Figs. 5(i)–5(t), inner layer TKE builds
up although some patchiness still exists. The inner layer structures
are fully recovered by to = 23.7. It will be discussed below that the
quiet regions in the neighborhood of the turbulent strip in Fig. 5,
which are often referred to as a laminar region,7,8 actually appear to
consist of layered turbulence with flat structures.
Profiles of k at different times in the cooling process are shown
in Fig. 6. The decay, recovery, and approach to quasiequilibrium can
be seen in this plot. At early times to ≲ 3.7, the TKE maximum shifts
upward to z+ ≈ 30 as a result of the shrinking buffer layer and bound-
ary layer growth, as shown by the mean velocity and temperature
gradients in Fig. 7. At later times, the maximum TKE occurs around
FIG. 6. Instantaneous TKE for C5 at different times. The solid black line is for to
= 0.1, the dashed black line is for to = 3.7, the solid blue line is for to = 14.7, the
dashed blue line is for to = 23.7, the green line is for to = 29.7, and the red line is
for to = 41.9.
FIG. 7. (a) Instantaneous mean temperature and (b) velocity gradient for C5 at
different times. The solid black line is for to = 0.1, the dashed black line is for to
= 3.7, the solid blue line is for to = 14.7, the dashed blue line is for to = 23.7, the
green line is for to = 29.7, and the red line is for to = 41.9.
z+ = 15, suggesting that the buffer layer is rebuilding. During the
recovery phase, when TKE in the buffer layer starts to recover, TKE
in the outer layer with z+ ≳ 300 is still decreasing. This sequencing
strongly suggests that there is a delayed recovery in the outer layer,
which uses energy that has been produced earlier in the buffer layer
during the decay phase. This delay in recovery is consistent with the
discussion given in Sec. IV C.
The boundary layer thickness starts growing during the decay
phase, and it continues growing until to ≈ 13 in the recovery phase,
as shown in Fig. 7. Mean shear at the wall and in the region z+ ≲ 20
is built up during the recovery phase. Therefore, this region may
be responsible for turbulence production when sufficiently large
tangential Reynolds stress is available. Both mean shear and mean
temperature gradient acquire quasiequilibrium at to ≈ 42.
Profiles of the different contributions to the TKE budget are
presented in Fig. 8 (see the Appendix). Except for the viscous sub-
layer, where viscous diffusion has large values, the main balance
in the TKE budget at all times is between production and dissipa-
tion. The peak of buoyancy destruction at z+ ≈ 100 is an order of
magnitude smaller than the peak of production and dissipation. In
the lower part of the viscous sublayer, the wall impermeability pre-
vents turbulent production when z+ ≲ 2 at all times. Except for early
times when peak production shifts upward as a result of boundary
layer growth, dissipation dominates the inner layer outside of the
buffer layer 5 ≲ z+ ≲ 30, where production has larger values. Above
z+ ≈ 100, production and dissipation are balanced. Production and
dissipation are weakened during the decay phase 0.1 ≲ to ≲ 3.7, sug-
gesting that the appearance of the patches results from a lack of
production rather than an excess in dissipation. The impact of lack of
production in turbulence collapse is also supported by experimental
studies of SBLs.51
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FIG. 8. Different contributions to the evo-
lution of TKE for C5 at different times:
(a) production, (b) dissipation, (c) buoy-
ancy destruction, (d) turbulent transport,
(e) pressure-work, and (f) viscous diffu-
sion. The solid black line is for to = 0.1,
the dashed black line is for to = 3.7, the
solid blue line is for to = 14.7, the dashed
blue line is for to = 23.7, the green line
is for to = 29.7, and the red line is for to
= 41.9.
Furthermore, tangential Reynolds stresses are suppressed in
the decay phase [Fig. 9(a)] as a result of the damping effect of sta-
ble stratification, which leads to damping of vertical velocity fluc-
tuations. Therefore, ejection and sweep events are hindered. This
FIG. 9. Instantaneous (a) −u′w′ and (b) w′w′ for C5 at different times. The black
lines correspond to the decay phase. The solid black line is for to = 0.1, the dashed
black line is for to = 3.7, the solid blue line is for to = 14.7, the dashed blue line is
for to = 23.7, the green line is for to = 29.7 and the red line is for to = 41.9.
interruption in momentum transfer can also be seen in T+, Fig. 8(d),
where upward TKE transfer is almost fully suppressed and down-
ward TKE transfer is significantly reduced. This is expected since
once fluid in the near-wall region becomes heavier as a result of
surface cooling, more energy is required for vertical motions. The
buoyancy frequency has larger values as we approach the wall due
to the thermal boundary condition (Fig. 7), and therefore fluid
closer to the wall feels a stronger restoring force. Pressure-work
has its largest value in the lower part of the viscous sublayer at all
times.
Figure 10 shows streamwise velocity fluctuations for case C6.
This figure reveals that for the strongest surface cooling, while tur-
bulence in the inner region is damped in Figs. 10(e)–10(g) and
10(i)–10(k), the outer layer [Figs. 10(h) and 10(l)] still has active
turbulence (although the intensity of the fluctuations is strongly
reduced). The surviving streaks at time to = 3.7 in the buffer region
[Fig. 10(f)] are of size λx ≈ Lx, suggesting they are associated with the
largest modes that the computational domain can handle. Structures
similar to the streaks in the buffer region (with higher intensity)
exist in the logarithmic layer for this time. The buffer and logarith-
mic layers also shows analogous large scale features.53,54 In this case,
the near wall streak intensities are an order of magnitude smaller
than those in case C5 at the same time. The inner and outer layers
are almost decoupled. The diffusive nature of the inner region for
case C6 is also clear. Continuing surface cooling leads to complete
removal of quasistreamwise structures and continuous decrease in
intensity of fluctuations. By time to = 14, outer layer turbulence is
also damped.
E. Feedback mechanism in C5 and C6
In this section, we discuss possible mechanisms that may
explain the response of the flow to the surface cooling described
in Sec. IV D. We first visualize the change in flow structures with
cooling. We use the Q-criterion, which is the second invariant of the
velocity gradient tensor, which is defined as55
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FIG. 10. Fluctuation streamwise velocity u′+ at different layers and different times for C6. Each column shows a different level; from left to right, these are z+ = 3.5 [(a), (e),
(i), and (m)], 15 [(b), (f), (j), and (n)], 70 [(c), (g), (k), and (o)], and 420 [(d), (h), (l), and (p)]. Each row shows a different time; from top to bottom, these are to = 0.1 [(a)–(d)],








Figure 11 shows Q at to = 0.1. At this early time, turbulence
spans whole cross section and the near wall region (z+ ≤ 30) is
dominated by quasistreamwise vortical structures. Lifted-up vortices
from these quasistreamwise vortical structures are also present and
are surrounded by other incoherent structures aloft. These near-
wall structures contribute to sweep and ejection events associated
with pulling high-momentum fluid from upper levels and pushing
FIG. 11. Visualization of instantaneous scaled Q′+ at time to = 0.1 as an indication of vortical structures for case C5 colored by distance from the wall. Cross-sectional slices
are total kinetic energy in streamwise and spanwise planes. Both Q′+ and total kinetic energy are scaled with their maximum values. Isosurfaces of scaled Q′+ are plotted at
the level of 0.01. The colorbar is based on values of scaled total kinetic energy.
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low-momentum fluid to upper levels, creating velocity streaks and
maintaining turbulence. However, as shown in Figs. 5 and 10, stable
stratification can change the organization, population, and intensity
of these structures.
Figure 12 shows Q at a later time to = 11, in the early stage
of the recovery phase. Contour plots of the total kinetic energy
are also included to indicate energy transfer. The modulation of
vortical structures caused by stable stratification is clear. The qua-
sistreamwise vortical structures are absent in the regions outside of
the turbulent strip, which we refer to as quiet zones. Turbulence is
concentrated in the strip, which comprises numerous quasistream-
wise vortices and hairpinlike structures.56,57 However, the quantity
of lifted and detached vortices is considerably lower in comparison
with to = 0.1, even in the turbulent strip which can explain the reduc-
tion in turbulence production from its initial value. This modulation
can also be seen in the contour plots of the total kinetic energy
in Fig. 12, where vertical transport of lower to higher momentum
from the inner to outer layer is significantly altered. Boundary layer
growth up to z+ ≈ 300 can be seen from these contour plots along
with shear instabilities at the top of the boundary layer.
An important question is how turbulence recovers from the
patchy state in C5. Different scenarios may be considered for this
recovery: it could be due to spread of the turbulent strip in the span-
wise direction as a result of built-up of shear and tangential Reynolds
stress as the front of the turbulent strip destabilizes the neighbor-
ing quiet region58 leading to spreading of turbulence in the spanwise
direction, and/or it could be excitation from large scale eddies aloft
that can trigger transition and cause recovery. Hairpinlike vortices59
are observed in Fig. 12 at y+ ≳ 1500 in the near-wall region for
x+ ≳ 2000 and x+ ≈ 3500. This hairpin vortex is 200 wall units in the
spanwise direction away from the turbulent strip, which is consistent
with the scenario based on excitation from the boundary layer top.
On the other hand, if the recovery is independent of fluctuations at
the boundary layer top, then turbulence in the quiet region should
be recovered in the absence of those fluctuations.
To test this hypothesis, we perform two experiments in which
we remove the fluctuations at certain heights from the right-hand
side of the governing equation by replacing the terms in Eqs. (3)
and (4) with their horizontal average. The fluctuations are removed
above z+ = 200 in the first experiment and z+ = 300 in the sec-
ond. Both experiments are initialized using fields from C5 at time
tuτ/h = 3.7 associated with maximum decay. Time series of domain
integrated MKE and TKE are shown in Fig. 13 for these two exper-
iments. These plots reveal that while MKE is essentially the same in
both experiments, the presence of fluctuations at z+ ≳ 300 is impor-
tant for recovery from localized patch such as a turbulent strip. This
finding supports the hypothesis that recovery in the quiet regions is
triggered by large structures in the outer layer rather than spreading
of the strip.
Thus, the recovery process in C5 can be understood as fol-
lows: Once turbulence reaches maximum decay in the inner layer,
energy-containing eddies in the outer layer still use TKE that has
been produced in the buffer region at previous times (which had
higher TKE) due to delay in the decay of the inner and outer lay-
ers. These outer layer eddies can control decay of inner layer TKE
from further fall-off through interaction of inner and outer layers
where large scale eddies of the size of λ+z ≈ 300 (≳h/2) in the outer
layer can penetrate down close to the wall and stir the flow (in the
sense of Townsend’s wall attached eddies hypothesis39).
Active eddies in the turbulent strip in the buffer layer will con-
tinuously maintain turbulence in the log and outer layers. However,
since these eddies lose a significant portion of their TKE during the
decay phase, the outer layer will not be maintained sufficiently and
will experience decay at a later time.
Excitation of inner layer turbulence by outer layer sweeping
in the decay phase helps to reinvigorate the regeneration cycle of
FIG. 12. Visualization of instantaneous scaled Q′+ criterion at time to = 11 as an indication vortical structures for case C5 colored by distance from the wall. Cross-sectional
slice plots are total kinetic energy in streamwise and spanwise planes. Both Q′+ and total kinetic energy are scaled with their maximum values. Isosurfaces of scaled Q′+ are
plotted at the level of 0.01. The colorbar is based on values of scaled total kinetic energy.
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FIG. 13. Time series of (a) domain averaged MKE and (b) domain averaged TKE
for C5 experiments where fluctuations are removed above z+ = 200 (blue lines)
and z+ = 300 (red lines). MKE and TKE have been scaled by their initial values.
Time zero here corresponds to tuτ /h = 3.7 in Fig. 2.
near-wall turbulence.60 Then, streaks in the viscous sublayer and
buffer layer reappear, reactivating ejection and sweep events in quiet
regions near the wall. Eventually, turbulence spans the whole chan-
nel width and fully recovers. While TKE is building up in the inner
layer, a smaller amount of production from the inner layer is needed
for outer layer recovery, and therefore the outer layer recovers faster
due to fact that the effect of viscosity is less significant there.
The most stratified case C6 is different. Figure 14 shows Q for
C6 at a later time to = 23.7. It can be seen that the cooling process
leads to a collapse of the vertical scale in the vortical structures in
the inner region and leads to the formation of quasiflat structures.
The flat structures are also observed in the outer layer. As shown
in Fig. 10, elongated streamwise structures are replaced by these flat
pancakelike structures.
In the stably stratified ABL, intermittences such as local patches
of turbulence also exist under strongly stable stratification.3 A sim-
ilar recovery process to what we have discussed in this section has
also been suggested in field studies of the stable ABL. These studies
suggest that the patchiness in strongly stable ABLs could be inter-
rupted through the intrusion of shear instabilities from the boundary
layer aloft into the stable surface layer.61,62
F. Nature of quiet zones in C5
In this section, we consider the characteristics of quiet regions
adjacent to the turbulent strip that appears during the cooling pro-
cess in C5. To do so, we investigate the spectra of the streamwise
velocity fluctuations.
The one-dimensional longitudinal spectra of streamwise veloc-
ity, averaged over y at z+ = 15, are shown in Fig. 15. Spectra are
averaged in y over regions that become quiet during the decay phase
and recovery phase. As expected, initially, the spectrum shows an
approximate k−5/3x behavior over 10 ≲ kxh ≲ 100, where kx is the
streamwise wave number. During decay as shown in Fig. 15(b), the
spectrum become steeper over these wave numbers as turbulence
is suppressed. The slope of the spectrum increases in the recovery
phase, as shown in Figs. 15(c) and 15(d). However, for about 5 eddy
turnover times, the slope of the spectrum is approximately −5, as
shown in Figs. 15(c) and 15(d), similar to viscously coupled strati-
fied turbulence.63,64 In the logarithmic region, the steepening of the
spectrum is weaker compared to the near-wall region and the slope
of spectra becomes approximately −3, as shown in Figs. 16(a)–16(f).
The smallest wavenumbers, where kxh < 10, present k−1x behavior
FIG. 14. Visualization of instantaneous Q′+ criterion at time to = 23.7 as an indication vortical structures for case C6 colored by distance from the wall. Q′+ is scaled with their
maximum values. Isosurfaces of scaled Q′+ are plotted at the level of 0.01. The colorbar is based on distance from the wall.
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FIG. 15. Longitudinal spectra of streamwise kinetic energy Euu(kx ) at z+ = 15 at
different times in a subbox corresponding to a quiet region at maximum decay,
which is 5π/6 ≤ y/h ≤ π. Times correspond to (a) to = 0.1, (b) to = 3.7, (c) to = 8.7,
(d) to = 14, (e) to = 23.7, and (f) to = 32.9, respectively. Magenta, blue, red, and
green lines have slope of −1, −5/3, −3, and −5, respectively.
initially [Figs. 15(a) and 16(a)] and again once turbulence is recov-
ered [Figs. 15(e), 15(f), 16(e), and 16(f)].
The behavior of the spectra suggests that the quiet regions may
consist of viscously layered pancake vortices, where vertical fluctua-
tions are strongly suppressed by stable stratification and the vertical
scale of the eddies is set by viscosity.64,65 In this regime, the Ozmidov
scale is smaller than the Kolmogorov scale, where the Ozmidov scale
is defined as Lo = (𝜖/N3)1/2. The buoyancy Reynolds number, which










where η = (ν3/𝜖)1/4 is the Kolmogorov scale. ReB can be used to
detect regions of viscously coupled pancake vortices: regions where
ReB≪ 1 correspond to viscously layered vortices, and regions where
ReB ≫ 1 contain overturning and small scale vortices. Plots of
FIG. 16. Longitudinal spectra of streamwise kinetic energy Euu(kx ) at z+ = 70 at
different times in a subbox corresponding to a quiet region at maximum decay,
which is 5π/6 ≤ y/h ≤ π. Times correspond to (a) to = 0.1, (b) to = 3.7, (c) to = 8.7,
(d) to = 14, (e) to = 23.7, and (f) to = 32.9, respectively. Blue, red, green, and cyan
lines have slope of −1, −5/3, −3, and −5, respectively.
horizontally averaged ReB in the quiet regions and the turbulent strip
are shown in Fig. 17. At tuτ/h = 0.1, these two regions have the same
ReB due to spanwise homogeneity of the turbulence at this time. For
both of these regions, ReB > 1 where z+ > 10. At later times, until tur-
bulence is fully recovered, ReB in the quiet region is smaller than ReB
in the active region. During the decay phase as shown in Fig. 17(b),
ReB in both regions is reduced. In the turbulent strip, ReB < 1 for up
to z+ ≈ 60, while in the quiet region, ReB ≪ 1 even up to z+ ≈ 200.
The steepening of the spectrum corresponds to a reduction in ReB.
When the slope of Euu(kx) is close to −5 in the quiet region during
recovery [Figs. 15(c) and 15(d)], ReB in the same region is O(10−4),
which is two orders of magnitude smaller than ReB in the turbulent
strip. Once turbulence is fully recovered, ReB for these two regions
become similar again.
G. Effect of upper thermal boundary condition
The results shown thus far were obtained using a neutral
boundary condition for heat transfer from the upper boundary of
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FIG. 17. Buoyancy Reynolds number computed in the quiet region (blue lines)
where 5π/6 ≤ y/h ≤ π and active regions (black lines) π/3 ≤ y/h ≤ 2π/3. Times
correspond to (a) to = 0.1, (b) to = 3.7, (c) to = 8.7, (d) to = 14, (e) to = 23.7, and (f)
to = 32.9, respectively.
the SBL. If heat entrainment from the upper boundary is permitted,
it may affect the decay and recovery of turbulence since heating the
SBL from the top leads to the formation of a capping inversion.28,67
In Ref. 7, a Dirichlet boundary condition for temperature was
used at the upper boundary. In their Ri = 1120 simulation initial-
ized from a neutral case, only the experiment perturbed with 5%
higher-than-average TKE in the outer region could recover. Here,
we observed that C5 can recover from partial collapse without per-
turbations to the initial condition. This suggests that the SBL upper
boundary condition can play an important role when strong cooling
from the bottom surface is imposed. To investigate this, we carried
out another simulation with the initial condition and parameters
identical to C5 but with a Dirichlet boundary condition (θ = 0) at
the upper boundary (case C5D). In Fig. 18(a), a time series of the
domain-integrated TKE for this case is shown and compared to that
from C5. Although heat entrainment from the upper boundary leads
to a decrease in decay rate up to to ≈ 4, the time of recovery in C5, the
C5D case continues decaying after this time. This finding strongly
FIG. 18. Effects of the upper boundary condition on (a) domain integrated TKE and
(b) TKE profile at to = 6.8 for C5 (blue) and an analogous simulation (C5D) with
Dirichlet boundary conditions at the upper boundary (red, with θ = 0 at z = h).
suggests that the impact of the upper boundary condition on outer
layer dynamics influences recovery since (as shown earlier) recov-
ery in C5 is strongly linked with outer layer large-scale structures.
It should be pointed out that in C5D, turbulence become patchy as
well shortly after introducing stratification. Nevertheless, by to ≈ 6.8,
near-wall streaks disappear in C5D as decay continues. For example,
the value of TKE at z+ = 15 becomes almost two orders of magni-
tude smaller than C5 at the same time, as shown in Fig. 18(b). The
shift in TKE for C5D toward higher z+ is likely a result of lami-
narization, where wall shear is strongly reduced and the boundary
layer cannot accommodate a buffer layer. In laminarization of the
boundary layer, the buffer layer is not capable of sufficient turbu-
lence production to overcome dissipation caused by viscosity. Thus,
the energetic eddies are located farther from the wall since viscous
dissipation is reduced moving from the wall toward the channel
center.
V. CONCLUSION
In this paper, the response of wall turbulence to strong surface
cooling was studied using high-resolution DNS. It was shown that
the cooling process can be divided into different phases depending
on the cooling rate. Turbulence first undergoes decay regardless of
the imposed cooling rate. However, recovery largely depends on the
cooling rate. For a weaker cooling rate, turbulence is ubiquitous at all
vertical levels, consistent with previous studies.20,21 In this situation,
TKE recovers to a level comparable to the neutral case. For stronger
cooling rates, TKE reaches values during recovery that are higher
than those in the neutral case. In these strongly stratified cases, tur-
bulence may collapse partially with the SBL turbulence becoming
patchy, or turbulence may collapse totally.
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For patchy turbulence (Ri = 1120), it was shown that during
decay, the viscous sublayer grows to z+ ≈ 15 and the buffer region
shrinks as the boundary layer grows. However, logarithmic behav-
ior is observed up to z+ ≈ 100 at all times, with slope and additive
constants that depend on time.
For Ri = 1120 (case C5), a thorough analysis of the TKE bud-
get confirms that the dominant balance is between production and
dissipation at all times. It was shown the appearance of patchiness
is due to a significant reduction in turbulent production (due to
direct impact of stable stratification on tangential Reynolds stress)
and not excess dissipation. This reduction in production is then
linked to a decrease in the population and intensity of quasistream-
wise vortical structures. During decay and part of the recovery phase,
a quiet region appears in the near-wall region with width between
[1–1.5]h.
It was shown that the quiet regions outside of the turbulent
strip actually resemble viscously layered stratified turbulence, with
layered vortices, suppressed vertical momentum flux, and ReB ≪ 1.
In these regions, longitudinal spectra of streamwise velocity shows
k−5x behavior in the buffer layer and k−3x in the logarithmic layer.
In the most stratified case with Ri = 2800 (case C6), the inner
layer turbulence is completely suppressed and the outer layer tur-
bulence decays subsequently, leading to the formation of flat struc-
tures in the near-wall region and pancakelike vortices in the outer
layer.
The recovery of turbulence in C5 is discussed in detail. One
might say for this Richardson number (Ri = 1120), the autonomous
cycle of near-wall turbulence, where turbulence in the near-wall
region can autonomously sustain itself without intervention of
eddies from the core region,68 is partially or totally hindered in the
decay phase by the action of strongly stable stratification. In C5,
however, the outer layer large scales of size λ+z ≳ 300 have enough
intensity to excite the partially damped turbulence in the inner
layer, which can restart the inner layer regeneration cycle.60,68 In C6
(Ri = 2800), this autonomous cycle of near-wall turbulence is sup-
pressed completely as near-wall streaks are damped soon after
starting the cooling process.
The effect of the higher Reynolds number, Richardson num-
bers, and larger domain size on the characteristics of the patchy
state, the evolution of TKE and vorticity, and possible turbulence
recovery will be the subject of future work. These simulations can
improve our understanding of the more realistic SBL, in particular,
once turbulence becomes intermittent for strongly stable stratifica-
tion. Moreover, in future work, it could be interesting to explore
non-OBA effects on strongly stable stratified wall-bounded flow by
solving the Navier-Stokes equations under the low Mach number
approximation.69
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APPENDIX: TKE BUDGET






= P + T + Π + D + 𝜖 + B, (A1)
where




























B = Ri u′iθ′δi3,
(A2)
are production, turbulent transport, pressure-transport (pressure
work), viscous diffusion, viscous dissipation, and buoyant destruc-
tion, respectively.
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