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1. Introduction
The general sort of question this paper is concernedwith is: if a group or a semigroup G of complex
matrices exhibits a vestige of positivity, can we deduce that G is itself “positivizable”, that is, is there
a change of basis after which all members of G have nonnegative entries?
Our main theorem is that for an irreducible group G, if diagonal entries of every matrix in G consist
of nonnegative numbers, then G is positivizable, and thus isomorphic to a positively weighted permu-
tation group. This result is achieved in Section 5, but we need certain preliminaries in earlier sections
to prove it. Also included are results with the assumption that for a ﬁxed nonzero linear functional ϕ
on n × n complexmatrices, we haveϕ(S) 0 for all S in amatrix semigroup S . For instance, if tr(S) 0
for all S in S , what can we say about S and its structure?
Althoughwe do present some positive results, this condition alone does not yield the type of result
described above. As shown by example, the requirement that tr(S) 0 for all S in G together with
the requirement that two out of three diagonal entries be nonnegative is already insufﬁcient to yield
positivizability for an irreducible group G ⊂ M3(C).
2. Preliminaries
The sets of integers, nonnegative real numbers, real numbers, complex numbers, and quaternions
are denoted byZ,R+,R,C, andH, respectively.We always identifyHwith a subset of 2 × 2 complex
matrices, more precisely
H =
{(
α −β∗
β α∗
)∣∣∣∣α,β ∈ C
}
.
Here, for any complex number α, we use α∗ to denote its complex conjugate. More generally, if A is a
complexm × nmatrix (possibly a column vector, i.e., n = 1), then A∗ denotes its conjugate transpose.
If F is a subset of complex numbers, thenMn(F) denotes the set of all n × nmatrices with entries
in F . If C is a set of complexm × nmatrices, then C denotes its closure in the Euclidean topology,R+C
denotes its homogenization, i.e., R+C = {rC|r ∈ R+, C ∈ C}, and C∗ = {C∗|C ∈ C}. Additionally, if D
is a subset of n × pmatrices, then CD = {CD|C ∈ C, D ∈ D}.
The letter Swill usually be used to denote semigroups ofmatrices (sets closed undermultiplication)
and the letter G to denote groups of invertible matrices (semigroups closed under taking inverses). A
subset J of a semigroup S is called a left ideal (respectively, right ideal), if SJ ⊆ J (respectively,
JS ⊆ J ). An ideal in a semigroup S is a subset J of S that is both a left and a right ideal.
By a positive matrix we mean a matrix whose entries are nonnegative real numbers. If every entry
of a matrix is strictly positive, then we call the matrix in question strictly positive. We call a collection
of matrices (strictly) positive if every matrix in it is (strictly) positive. A collection of matrices is said
to be positivizable if, up to simultaneous similarity, it is positive. We say that a matrix has a positive
diagonal if all of its diagonal entries are nonnegative. A collection of matrices is said to have positive
diagonal, if every matrix in it has a positive diagonal.
Ifϕ:Mn(C) → C is a linear functional, then the non-degeneracy of the trace bilinear form implies
there exists a unique A = Aϕ ∈ Mn(C) such that
ϕ(X) = tr(XA)
for all X ∈ Mn(C). The rank of the linear functional ϕ is by deﬁnition the rank of A.
A semigroup S ⊆ Mn(C) is called a rank-k semigroup, if the rank of every nonzero matrix in S is k.
Wecall a collectionC ofmatricesactingonann-dimensionalvector space irreducible if it is absolutely
irreducible, i.e., if there are no proper subspaces ofCn invariant under C. Recall that a nonzero ideal J
of an irreducible semigroup S ⊂ Mn(C) is also irreducible (see [6]).
Amatrix is said to bemonomial, if it has at most one nonzero entry in each row and in each column.
A collection of matrices is monomial, if every matrix in it is monomial. A collection of matrices is
monomializable, if it is monomial in some basis.
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3. Semigroups with a real-valued functional
Westartourdiscussionby recording the followingobservationabout thesimplicityof constant-rank
semigroups of matrices.
Proposition 3.1. If S = R+S ⊆ Mn(C) is an irreducible rank-k semigroup, then S contains no proper
nonzero semigroup ideals.
Proof. Suppose that J is a nonzero ideal in S . Wewill prove that J = S . Recall that for every nonzero
element S ∈ S of rank r > 0, the semigroup
R+{Sn|n ∈ N},
i.e., the homogenized closure of the semigroup generated by S, contains either a nonzero idempotent
E of rank at most r, or a nonzero nilpotent N of rank strictly less than r, where either E or N commutes
with S (see the proof of Lemma 3.1.6 in [6]). Now, by our rank assumptions the ﬁrst possibility occurs
with rk(E)=rk(S). Since, by construction, E is a spectral projection of S, we also have
SE = ES = ESE = S.
Hence, it is sufﬁcient toprove that every idempotent fromS alsobelongs toJ . IfE ∈ S is an idempotent,
then let J0 beanynonzeromemberofEJ E,whichexists asEJ E, restricted to the rangeofE, is irreducible
[6, Lemmas 8.2.1, 8.2.10]. Since S = R+S we conclude that ESE is an R+-homogenization of some
compact group G with identity E [6, Lemmas 3.1.6, 8.1.15] and hence there exists an S0 ∈ ESE such that
S0J0 = E. Therefore E ∈ J as claimed. 
We will need the following result from [1] on the structure of rank one, R+-homogeneous, closed
semigroups of matrices.
Lemma 3.2 (cf. [1, Proposition 3.6]). If S = R+S ⊆ Mn(C) is an irreducible rank-one semigroup, then
there exist subsets X and Y of Cn, each of which spans Cn, so that S = XY∗. Furthermore, if tr(S) ⊆ R,
then we can, after a similarity, assume that X, Y ⊆ Rn. If we additionally assume that tr(S) ⊆ R+, then
we also have Y∗X ⊆ R+.
Proof. Proposition 3.6 from [1] guarantees the existence of a semigroup ideal of the formXY∗, for some
spanning subsetsX, Y ofCn. As rank-one semigroupswith real spectrumare realizable [1, Theorem3.8],
it is clear that we can, in case tr(S) ⊆ R, furthermore assume that X, Y ⊆ Rn. Now use the simplicity
result form the Proposition 3.1 above. 
Proposition 3.3. Let S ⊆ Mn(C) be an irreducible semigroup of matrices. If there exists a nonzero
linear functional ϕ:Mn(C) → C such that ϕ(S) ⊆ R, then there exits a nonzero linear functional
ψ :Mn(C) → C of rank at most two for which ψ(S) ⊆ R.
Proof. Let T be the unique matrix representing ϕ, i.e.,
ϕ(A) = tr(TX), X ∈ S.
Let A be the real algebra generated (spanned) by the semigroup S . Since ϕ(A) ⊆ R, A is an irre-
ducible proper real subalgebra ofMn(C). It is well known thatA is then either simultaneously similar
toMn(R) or n is even andA is simultaneously similar toM n
2
(H) (see, for instance, Section 4.3 of [1]
considered in ﬁnite dimensions for an elementary proof). In particular,A has minimal rank r equal to
either one or two. In either case, letA1 be the rank-r semigroup ideal ofA. By irreducibility, there is Y
inA1 such that tr(TY) is nonzero (and real, of course). Note that TY has rank one or two (not necessarily
equal to r). Now replace T with this TY to get the ψ . It works for all ofA, and thus certainly for S . 
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Proposition 3.4. Let S ⊆ Mn(C) be an irreducible semigroup of matrices and let ϕ:Mn(C) → C be a
nonzero linear functional such that ϕ(S) ⊆ R.
(1) If ϕ is of rank one then, up to simultaneous similarity S ⊆ Mn(R).
(2) If ϕ is of rank 2, then, up to simultaneous similarity, either S ⊆ Mn(R), or n is even and S ⊆
M n
2
(H).
Proof. Let A,A1, T , and Y be as in the proof of Proposition 3.4 above. In light of the above, (2) is
clear and we must only show (1). It sufﬁces to verify that if T has rank one, then we cannot have A
simultaneously similar to M n
2
(H). Suppose otherwise. Then, after some simultaneous similarity, we
can with no loss of generality assume that Y ∈ A1 is a 2 × 2 quaternion, i.e., a real multiple of a 2 × 2
unitary matrix of determinant 1. Now the matrix TY has rank one and real trace. As before, we replace
T with this TY and assume with no loss that tr(T) is nonzero and real. Furthermore, letting P be the
projection to the range of Y , we observe that the compression algebra PAP  H, restricted to this
range, consists of all quaternions and thus for all U and V in this algebra, tr(UTV) is real and not always
zero (just take U = V = I). Now there are 2 × 2 unitary operators R and Q such that RTQ is diag(1, 0).
Since R and Q are scalar multiples of some U and V in the compression algebra, we have shown
that with suitable U and V , we have UTV = diag(z, 0), where z is a complex number of modulus one.
By picking any complex numberw such thatwz is non-real and consideringW = diag(wI, w∗I) in the
compression algebra, we obtain, by our assumption on T ,
wz = tr(UTVW) = tr(TVWU) ∈ R,
which is the desired contradiction. 
Remark 3.5. The above proof shows that in the proposition above we get S ⊆ M n
2
(H) if and only if
there is a rank-two functional ϕ such that ϕ(S) ⊆ R and there is no rank-one functional ψ for which
ψ(S) ⊆ R. We also remark that there is an alternative proof by referring to the fact that the (reduced)
trace onMk(H) as a real vector space is non-degenerate.
4. Semigroups with a positive-valued functional
We start our discussion of semigroups with a positive-valued functional by proving the following
consequence of Lemma 3.2.
Theorem 4.1. Let S = R+S ⊆ Mn(C) be an irreducible rank-one semigroup. If S has positive diagonal,
then, up to diagonal similarity, S is positive and there exist subsets X, Y of (R+)n each of which spansCn,
such that S = XY∗.
Proof. By Lemma 3.2 we can, with no loss of generality, assume that S = XY∗ for some spanning
subsets X, Y of Cn. Note that S′, the positive cone generated by S , also has a positive diagonal, and
that this cone contains cone(X)Y∗. Since X is spanning, there is an element x = (x1, . . . , xn) ∈ cone(X)
such that x1, . . . , xn /= 0. Using a diagonal similarity if necessary, we can with no loss of generality
assume that x ∈ (R+)n. The fact that xY∗ has a positive diagonal, which remains unaffected under
diagonal similarities, then implies that Y ⊆ (R+)n. It now easily follows that also X ⊆ (R+)n. 
Proposition 4.2. Let S be an irreducible rank-one semigroup of matrices. The following are equivalent.
(1) tr(S) ∈ R+ for all S ∈ S .
(2) There exits a nonzero functional ϕ:Mn(C) → C such that ϕ(S) ∈ R+ for all S ∈ S.
(3) There exits a nonzero functional ϕ:Mn(C) → C of rank one such that ϕ(S) ∈ R+ for all S ∈ S.
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Proof. Assume with no loss of generality that S = R+S .
(1 ⇒ 2) is clear.
(2 ⇒ 3): Let ϕ(S) = tr(ST). By irreducibility, there is A ∈ S such that tr(AT) > 0. Let T0 = AT and
note that T0 /= 0. Then tr(ST0) 0 for all S ∈ S so the rank-one functional X 
→ tr(XT0) has the desired
properties.
(3 ⇒ 1): Let T /= 0 represent the functional ϕ and note that for all S1, S2 ∈ S one has
tr(S1TS2) = tr(S2S1T) 0,
hence tr(STS) ⊆ R+. It is clearly sufﬁcient to prove the claim for non-nilpotent elements in S . Let
A ∈ S be such. Then the irreducibility of S implies ASTS /= {0}. Let T0 ∈ STS be such that AT0 /= 0.
Observe that tr(ST0) 0 for all S ∈ S . Now, again by irreducibility of the semigroup S and the choice
of T0, we have tr(T0SA) /= {0}. Pick S1 ∈ S , with tr(T0S1A) /= 0. Then
tr(AS(T0S1A)) /= {0}
by irreducibility again and by the fact that A, not being nilpotent, is a multiple of an idempotent. Pick
S2 ∈ S with tr(AS2T0S1A) > 0. But AS2T0S1A = λA for some λ /= 0. Since
tr(A2S2T0S1A) > 0
as well, we conclude that λ > 0 and tr(A) > 0 as claimed. 
We now show that the existence of a nonzero positive-valued functional on an irreducible semi-
group S implies there are elements of rank one in its homogenized closure.
Proposition 4.3. LetS = R+S bean irreducible semigroupofmatrices.Assume that there exists anonzero
functional ϕ:Mn(C) → C such that ϕ(S) ∈ R+ for all S ∈ S. Then
(1) S has members of rank one, and
(2) there is a rank-one idempotent E ∈ S such that tr(ES) ∈ R+ for all S ∈ S.
Proof. Considering the ideal of minimal rankmembers, we can assumewith no loss of generality that
every nonzeromember ofS has rankm. By irreducibility there existsA ∈ Swithϕ(A) = tr(TA) > 0. By
theminimalityofm, thereexist idempotentsE and F inSwithA = FAE. Then tr(ETFAE) = tr(TFAE) > 0;
so ETFAE /= 0. Replace T with TFA and redeﬁne ϕ(S) = tr((TFA)S).
Now consider the compact irreducible group G, acting on the range of E, coming from
ESE|rangeE = R+G,
see [6, Lemmas 3.1.6, 8.2.10]. Then ϕ is not identically zero on G and ϕ(G) 0 for all G ∈ G. With the
Haar measure μ on G, let
A =
∫
G
Gdμ(G),
so that
ϕ(A) =
∫
G
ϕ(G)dμ 0.
Since ϕ is not identically zero, ϕ(A) > 0. So A /= 0. Note that GA = A for all G ∈ G. Pick xwith Ax /= 0.
Then the vector Ax is an eigenvector for every G ∈ G. This shows that, unless m = 1, G is reducible,
hencem = 1. Clearly, T can be replaced with T0 = ETFAE with tr(T0S) 0. 
Combining this result with Proposition 3.4 immediately yields the following.
Corollary 4.4. Let S ⊂ Mn(C) be an irreducible semigroup of matrices and ϕ:Mn(C) → C a nonzero
functional such that ϕ(S) ∈ R+ for all S ∈ S. Then, after a similarity, S ⊂ Mn(R).
806 J. Bernik et al. / Linear Algebra and its Applications 434 (2011) 801–812
Theorem 4.5. Let S be an irreducible semigroup of matrices and ϕ:Mn(C) → C a nonzero functional
such that ϕ(S) ⊆ R+. If the minimal nonzero rank in S is 1, then there exists an irreducible positivizable
left ideal and an irreducible positivizable right ideal in S.
Proof. With no loss of generality we assume that S = R+S . Let S1 = XY∗ be the rank-one ideal in S .
Since X is spanning, there exist a basis for Cn in X . Let X′ = {x1, . . . , xn} ⊆ X be such a basis. Deﬁne
T ∈ Mn(C), by Txi = ei and note that J = X′Y∗ is an irreducible left ideal in S , and that
TJ T−1 = {e1, . . . , en}((T−1)∗Y)∗
is a positive semigroup since, by Proposition 4.2, trace is nonnegative on S , hence on TST−1 as well.
A symmetric construction works for right ideals. 
The following example shows that for rank-one semigroups, even for self-adjoint ones, our hypoth-
esis does not imply positivizability for the entire semigroup.
Example 4.6. Let n > 1 and
X =
{
(x1, . . . , xn) ∈ Rn
∣∣∣x21 − x22 − · · · − x2n  0, x1  0} .
Then S = XX∗ ⊆ Mn(C) is an irreducible non-positivizable semigroup such that tr(S) ⊆ R+.
Proof. The irreducibility of S (as a set) is immediate since X , hence X∗, is spanning.
Note that the condition x1  0 and x21 − x22 − · · · − x2n  0 is equivalent to x1  ||(x2, . . . , xn)||. Now
S has positive trace, since for x, y ∈ X we have
tr(xy∗) = y∗x = ∑
i
xiyi = x1y1 +
∑
i>1
xiyi  x1y1 − ||(x2, . . . , xn)|| · ||(y2, . . . , yn)|| 0,
which, incidentally, also shows S is closed under multiplication.
We will show that S is maximal among semigroups with positive trace. Indeed, let S′ ⊇ S be
a semigroup such that tr(S′) ⊆ R+. Suppose, if possible, that S′ /= S . Then there exists y ∈ Cn\X
such that either yX∗ ⊆ S′ or Xy∗ ⊆ S′. With no loss of generality we assume the former. Note that
y1 = tr(ye∗1) 0, and that y2, . . . , yn ∈ R, since
y1 − yj = tr(y(e1 − ej))∗  0.
Let r = ||(y2, . . . , yn)||. If r = 0, then y ∈ X; a contradiction. If r /= 0, then deﬁne x = (r,−y2, . . . ,−yn) ∈ X , and note that
y1 − ||(y2, . . . , yn)|| = 1
r
(ry1 − ||(y2, . . . , yn)||2) = 1
r
tr(yx∗) 0
whence again we conclude that y ∈ X; a contradiction.
Suppose, if possible, that S is positivizable. Since S is maximal among the semigroupswith positive
trace, that implies that there is an invertible T ∈ Mn(C) such that TST−1 = Mn(R+) and hence that
TX = (R+)n. But this is impossible, since (R+)n is a cone generated by n extremal lines whereas X is
not. 
We now show that for a nonzero functional taking positive values on an irreducible semigroup S ,
these values cannot be bounded away from 0 and ∞ simultaneously.
Theorem 4.7. Let S be a semigroup ofmatrices andϕ:Mn(C) → C a nonzero linear functional such that
ϕ(S) ⊆ [m,M] for some strictly positive m and M. Then S is reducible.
Proof. Suppose, if possible, that S is irreducible. With no loss of generality we assume that S = S .
Since ϕ is bounded on S we conclude that S is bounded [4, Theorem 4] and hence ρ(S) = 1 for all
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S ∈ S . Let S ∈ S be a member of S of minimal positive rank. The Jordan cells, corresponding to the
eigenvalues of modulus 1, must be scalar (due to the fact that S is bounded) and, by looking at the
powers of S, we obtain an idempotent E of minimal rank, but then it follows, since the rank of S was
already minimal, that ES = SE = ESE. From now on, by Proposition 4.3, with no loss of generality we
assume that S = SES ⊆ Mn(R) is a rank-one semigroup, thatm = ϕ(E) = 1, and that
E =
(
1 0
0 0
)
.
Note also, that by the assumptions, S contains only nonzero multiples of idempotents. Now, given
A, B ∈ S , let x, y ∈ (R)n−1 be such that
AE =
(
1 0
x 0
)
, EB =
(
1 y∗
0 0
)
.
(Again, note that our assumptions leave no choice for the (1,1)-entries of A and B.) Now, EBAE =
(1 + y∗x)E, so the boundedness of ϕ from both sides implies 1 + y∗x = 1, and thus y∗x = 0. By
irreducibility, there exists A ∈ S such that AE /= E, so x /= 0. Then for every B ∈ S we have y∗x = 0,
i.e., a nonzero functional taking constant value 0 on S , contradicting the irreducibility of S . 
The following modiﬁcations of Example 4.6 show that assuming that ϕ(S) ⊆ [m,∞), or that
ϕ(S) ⊆ (0, M], does not yield reducibility.
Example 4.8. Let n > 1 and
X =
{
(x1, . . . , xn) ∈ Rn
∣∣∣x21 − x22 − · · · − x2n  1, x1  0} .
Then S = XX∗ ⊆ Mn(C) is an irreducible non-positivizable semigroup such that tr(S) ⊆ [1,∞).
Proof. Again, note that X , hence X∗, is spanning, so S is irreducible. To see that it is closed under
multiplication, note that rS ⊂ S for all r  1 and tr(xy∗) 1 for all x, y ∈ X .
Suppose, if possible, that S is positivizable. Then so is S′, the cone generated by S and hence also
S′′ = YY∗ ⊆ S′, where
Y =
{
(x1, . . . , xn) ∈ Rn
∣∣∣x21 − x22 − · · · − x2n  0, x1  0}
is the cone generated by X , is positivizable. It was shown in Example 4.6 that this is impossible. 
Example 4.9. Let n > 1 and
X =
{
(x1, . . . , xn) ∈ Rn
∣∣∣∣∣x21 − x22 − · · · − x2n > 0, 0 x1 
√
2
2
}
.
Then S = XX∗ ⊆ Mn(C) is an irreducible non-positivizable semigroup such that tr(S) ⊆ (0, 1].
Proof. As above, S is irreducible and is not positivizable as the closed cone generated by it contains
the semigroup from Example 4.6.
We need to show it is a semigroup. If x, y ∈ X , then
tr(xy∗) = y∗x =
n∑
i=1
xiyi = x1y1 +
n∑
i=2
xiyi.
Now observe
0<x1y1 − ||(x2, . . . , xn)|| · ||(y2, . . . , yn)||
 x1y1 +
n∑
i=2
xiyi
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 x1y1 + ||(x2, . . . , xn)|| · ||(y2, . . . , yn)||
 2x1y1  2
(√
2
2
)2
= 1.
Then S is closed under multiplication since rS ⊂ S for all 0 < r  1. 
We conclude this section with a lemma which is needed in establishing our main result, that is,
positivizability of groups with positive diagonal.
Lemma 4.10. Let S ⊆ Mn(C) be a semigroup of matrices containing a positive left (right) nonzero ideal
J in which every nonzero matrix has a left (right) zero divisor. Then there exists a natural number k and
nonzero linear functionals ϕ1, . . . ,ϕk, such that
ϕ1(S) · · ·ϕk(S) = 0
for all S ∈ S.
Proof. Let J be a positive left nonzero ideal in which every nonzero matrix has a left zero divisor. Fix
nonzero J ∈ J and deﬁne linear functionals ϕi,j:Mn(C) → C by
ϕi,j(X) = the (i, j)entry of X J.
Let  be such that the th column of J is not a zero column. Note that for i = 1, . . . , n, the functionals
ϕi, are not zero functionals onMn(C). If there is S ∈ S with allϕi, nonzero, then SJ ∈ J has a strictly
positive th column and hence has no left zero divisors in J , which is a contradiction. 
5. Groups with positive diagonal
In what follows, we will need the following result in order to be able to apply Lemma 4.10 to the
study of groups with positive diagonal.
Proposition 5.1. LetG ⊆ Mn(C) be an irreducible group ofmatrices andJ an irreducible left (resp. right)
ideal in the semigroup S = R+G. Then every nonzero singular matrix J ∈ J has a right (resp. left) zero
divisor.
Proof. Let J ∈ J be singular. Then there exists a sequence (Gn) inR+G such thatGn → J. Note that the
singularity of J implies (||(G−1n )||) is an unbounded sequence. By passing to a subsequence if necessary,
we can assume with no loss of generality that ||G−1n || → ∞ and that
G−1n
||G−1n || → K ∈ S.
Since J is irreducible, there exists a nonzero matrix L ∈ KJ ⊂ J . Now observe that JL = 0, so L is a
right zero divisor of J.
A symmetric argument works for right ideals. 
The following lemma is a crucial ingredient in the proof of our main result. Although it is probably
well known to specialists, we were unable to locate the exact reference and, for the sake of complete-
ness, we include a proof that involves some basic facts about linear algebraic groups that can be found
in [2], for instance.
Lemma 5.2. Let G ⊆ GLn(C) be a group of matrices and let ϕ1, . . . ,ϕk:Mn(C) → C be nonzero linear
functionals such that ϕ1(G) · · ·ϕk(G) = 0 for all G ∈ G. IfG is the relative Zariski closure of G in GLn(C),
thenG0, its Zariski connected component of the identity, is reducible. In particular, G contains a reducible
normal subgroup of ﬁnite index.
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Proof. Deﬁne subvarieties Hi = {g ∈ G|ϕi(g) = 0}, i = 1, . . . , k, of GLn, and note that, since G ⊆⋃
i Hi by assumptions, the same holds also for its closure G, i.e.,
G ⊆ ⋃
i
Hi.
Since the connected component of the identity G0 is an irreducible variety, we conclude from
G0 = ⋃
i
(
G0 ∩ Hi
)
that there exists an i such that G0 = G0 ∩ Hi. Hence G0 is a reducible group (i.e., has a nontrivial
invariant subspace), as ϕi(Hi) = 0 implying a nonzero linear functional vanishes on G0. Since G0 is
a normal subgroup ofG of ﬁnite index, it follows thatH = G ∩ G0 is a reducible normal subgroup of
G of ﬁnite index. 
We can now immediately establish the following corollary.
Corollary 5.3. Let G ⊆ GLn(C) be an irreducible group of matrices such that the semigroup S = R+G
contains a nonzero positive ideal J of singular matrices. Then G contains a reducible normal subgroup
H of ﬁnite index. Furthermore, we can assume that the relative Zariski closure of H in GLn(C) is Zariski
connected and that every subgroup of G with connected Zariski closure is contained inH.
Proof. By Proposition 5.1, every nonzero matrix in J has a left divisor in J since J is an irreducible
right ideal. As J is also a left ideal, by Lemma 4.10, there exist nonzero functionals ϕ1, . . . ,ϕk such
that
ϕ1(S) · · ·ϕk(S) = 0
for all S ∈ S . Now Lemma 5.2 completes the proof of the ﬁrst claim. The second one is an immediate
consequence of the fact thatH, deﬁned as above, is Zariski dense inG0 which is an irreducible, hence
also connected, variety. 
The following characterization of certain monomializable semigroups may be of independent
interest and is the last step needed before we can claim our main result.
Lemma 5.4. If S = R+S ⊆ Mn(C) is an irreducible semigroup containing a rank-one matrix, then the
following are equivalent.
(1) S is monomial in every basis consisting of ranges of rank-one idempotents in S.
(2) S is monomializable.
(3) The set of rank-one idempotents in S is a commuting set.
Proof. Clearly (1) implies (2). It is also easy to see that (2) implies (3) as rank-one idempotents in a
monomial semigroup are all diagonal matrices. We will now prove that (3) implies (1). Note that the
rank-one ideal in S is irreducible and that every vector in its range is also in the range of some rank-one
idempotent in S [6]. Now assume that rank-one idempotents in S commute and let f1, . . . , fn be a basis
ofCn consisting of ranges of rank-one idempotents F1, . . . , Fn in S . Since these idempotents commute
we conclude that FiFj = δi,jFi, and that F1 + · · · + Fn = I. We will show that for every i = 1, . . . , n
and every S ∈ S , the vector Sfi is a scalar multiple of some fj , thus establishing themonomial structure
of S . Suppose, if possible, that for some S ∈ S and i ∈ {1, . . . , n}, the vector Sfi is not collinear to any
fj . Let E be a rank-one idempotent in S such that its range isCSfi. Since E commutes with every Fj this
implies that EFj = 0 for every j = 1, . . . , n. This is impossible, since E = E(F1 + · · · + Fn). 
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We are now in a position to prove the main result of this paper.
Theorem 5.5. If G ⊆ Mn(C) is an irreducible group with positive diagonal, then, G is a monomial group.
Moreover, up to a diagonal similarity, G is a positive group.
Proof. Let S = R+G. By Proposition 4.3, using trace as the functional in question, S contains elements
of rank one. Let J denote the ideal of elements of rank at most one in S . Clearly, J is irreducible and,
by Theorem 4.1, we may assume, after diagonal similarity, also positive. Therefore, by Corollary 5.3,
G contains a reducible normal subgroupH of ﬁnite index in G with connected relative Zariski closure
which is nontrivial as G is not a ﬁnite group.
Now, by Clifford’s theorem (see [3]) there exist minimal invariant subspaces U1, . . . , Uk forH such
that Cn = U1 ⊕ . . . ⊕ Uk , and dimUi = r = n/k, i = 1, . . . , k. Let S = R+G and let S1 be the rank-
one ideal in S whose existence is implied by Proposition 4.3. By Theorem 4.1 we can, up to a diagonal
similarity, assume that S1 is positive. Note that every idempotent in S1 belongs to R+H. Indeed, ifm
is the index ofH in G, and (Gn) is a sequence inR+G converging to E = E2, then (Gmn ) is a sequence in
R+H converging to E. Hence the range of every idempotent in S1 is contained in one of Uj ’s. Also, note
that ifE, F ∈ S1 are idempotentswhose rangesarecontained indistinctUj ’s, thenwehaveEF = FE = 0.
For a = α1e1 + · · · + αnen ∈ (R+)n deﬁne supp(a) = { j|αj /= 0} and for A ⊆ (R+)n deﬁne
supp(A) = ⋃
a∈A
supp(a).
Note that for any A ⊆ (R+)n we have
|supp(A)| dim(span(A))
and that span(A) is an elementary subspace of Cn (i.e., some subset of the set {e1, . . . , en} is its basis)
if and only if |supp(A)| = dim(span(A)). Also observe that for a, b ∈ (R+)n we have b∗a = 0 if and
only if supp(a) ∩ supp(b) = ∅.
Now let x1y
∗
1 , . . . , xty
∗
t be idempotents in S1 such that the sets X = {x1, . . . , xt}, Y = {y1, . . . , yt}
are spanning, the existence of which is guaranteed by the fact that S1 is irreducible. Deﬁne Xi ={
xj
∣∣ xj ∈ Ui}, and Yi = {yj∣∣ xj ∈ Ui}. Since span(Xi) = Ui and
span(X\Xi) =
⊕
j /=i
Uj,
we have |supp(Xi)| r and |supp(X\Xi)| n − r. On the other hand y∗x = 0 for all x ∈ X\Xi, y ∈ Yj ,
hence
supp(X\Xi) ∩ supp(Yi) = ∅
and
supp(Xi) ∩ supp(Y\Yi) = ∅
for all i. Since |supp(Xi)| r we get |supp(Yi)| r. Now∑
i
|supp(Yi)|
∑
i
dim(span(Yi)) dim(span(Y)) = n
and therefore |supp(Yi)| = r for all i. Hence we get the equality
∑
i
|supp(Yi)| =
∣∣∣∣∣∣supp
⎛
⎝⋃
i
Yi
⎞
⎠
∣∣∣∣∣∣
and we can therefore conclude that supp(Yi) ∩ supp(Yj) = ∅whenever i /= j. This then in turn shows
that
|supp(Y\Yi)| =
∣∣∣∣∣∣supp
⎛
⎝⋃
j /=i
Yj
⎞
⎠
∣∣∣∣∣∣ = n − r.
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So ﬁnally we get |supp(Xi)| r, which combined with |supp(Xi)| r implies
|supp(Xi)| = r = dim span(Xi).
So Ui = span(Xi) is an elementary subspace.
Since eachUi is an elementary subspace, the diagonal ofH|Ui is positive. Recall that, by construction,
H|Ui acts irreducibly on Ui . Now, unless dimUi = 1, we can repeat verbatim the initial argument with
H|Ui in place of G to see that, in particular, the relative Zariski closure of H|Ui is not connected in the
Zariski topology by Corollary 5.3. On the other hand, by construction the relative Zariski closure of
H|Ui is Zariski connected. It follows that dimUi = 1 for all i. Now apply Lemma 5.4. 
We state the following immediate corollary of the theorem just proved.
Corollary 5.6. If G ⊆ Mn(C) is an irreducible group of matrices and E1, . . . , En are nonzero idempotents
such that EiEj = 0 for all i /= j and tr(GEk) ⊆ R+, then G is positivizable.
The following examples based on the adjoint representation of the Lie group
SL2(R) =
{(
a b
c d
)∣∣∣∣ a, b, c, d ∈ R, ad − bc = 1
}
show that there exist non-positivizable groups of matrices with all but one of the diagonal entries
as well as the trace always nonnegative. Recall that the adjoint representation Φ: SL2(R) → M3(C)
(obtained via the action of SL2 on sl2  R3; see for instance [5]) is given by
(
a b
c d
)

→
⎛
⎜⎝a
2 2ab b2
ac ad + bc bd
c2 2cd d2
⎞
⎟⎠ .
This is an irreducible representation whose kernel is {±I}. Let G be the range of the adjoint represen-
tation Φ restricted to SL2(R). Furthermore, let G1 denote the range of Φ restricted to SL2(Z), and let
Gp denote the range of Φ restricted to
Hp =
{(
a b
c d
)∣∣∣∣ a, b, c, d ∈ Z, ad − bc = 1; c divisible by p
}
,
the group of matrices in SL2(Z) that are upper triangular modulo p.
Observe that the (1,1) and (3,3) entries are nonnegative for all these groups by construction. The
irreducibility of Gp, hence of G1 and G, is easily seen by noting that the complex algebra generated by
Gp is equal toM3(C) (and can also be deduced from the far from obvious fact that SL2(R), SL2(Z) and
Hp are all Zariski dense in SL2(C)).
As
A =
(
0 1
−1 0
)
∈ SL2(Z)
and tr(Φ(A)) = −1, we see that neither G nor G1 is positivizable. However, with a proper choice of p,
the trace, restricted to Gp, is positive, yet the group Gp is still not positivizable.
Proposition 5.7. Let p be a prime congruent to 3 modulo 4. Then the group Gp has nonnegative trace and
is not positivizable.
Proof. We ﬁrst show that none of the groups Gp is positivizable, regardless of p.
So suppose, if possible, that Gp is positivizable. Then Gp is monomializable, and hence sixth powers
of elements in Gp must commute. This implies that for all X, Y ∈ Hp, we have X6Y6 = ±Y6X6. Now
take
X =
(
1 1
0 1
)
and Y =
(
1 0
p 1
)
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to get a contradiction.
From now on assume that p is a prime congruent to 3 modulo 4. Recall that this means that −1 is
not a quadratic residue modulo p. Let
B =
(
a b
c d
)
∈ Hp
for some a, b, c, d ∈ Zwith c divisible by p. Since ad − bc = 1, we must have that a(−d) is congruent
to −1 modulo p and hence d /= −a. Therefore,
tr(Φ(B)) = a2 + ad + bc + d2 = (a + d)2 − 1 0.
As B was arbitrary, the claim follows. 
As we have seen, the groups Gp are not positivizable. Since their (1,1) and (3,3) entries are always
nonnegative, this implies, by our main result, that the (2,2) entry is strictly negative for at least some
element. This is easily seen by taking
C =
(−1 −1
p p − 1
)
∈ Hp,
and noting that the (2,2) entry of Φ(C) is −2p + 1.
We conclude with the following remark that illustrates the crucial distinction between left and
right divisors. Note that with Gp as in proposition above, since the trace is nonnegative on Gp, the
rank-one ideal J of S = R+Gp, which is nonzero by Proposition 4.3, contains left (right) irreducible
ideals which are positivizable by Theorem 4.5. By Proposition 5.1, every nonzero matrix in such an
ideal contains a right (resp. left) zero divisor. However, sinceHp is Zariski dense in SL2(C), Gp is Zariski
dense in PGL2(C) and has, in particular, no reducible normal subgroup of ﬁnite index, so Gp fulﬁlls
neither the conclusions of corollary 5.3 nor of our main theorem. We can infer therefore that in every
such left (right) ideal there is a matrix without left (resp. right) zero divisors.
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