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From slightly coloured noises
to unitless product systems
Boris Tsirelson
Abstract
Stationary Gaussian generalized random processes having slowly
decreasing spectral densities give rise to product systems in the sense
of William Arveson (basically, continuous tensor product systems of
Hilbert spaces). A continuum of nonisomorphic unitless product sys-
tems is produced, answering a question of Arveson.
Introduction
The white noise is a Gaussian stationary generalized random process whose
restrictions to adjacent intervals (a, b) and (b, c) are independent. In con-
trast, for a continuous process, its restrictions to (a, b) and (b, c) are heavily
dependent via the value at b. Such a dependence cannot be described by
a probability density; the joint distribution is singular w.r.t. the product of
marginal distributions. By a slightly coloured noise I mean a Gaussian sta-
tionary generalized random process such that the distribution of its restric-
tion to (a, c) is absolutely continuous w.r.t. the product of the distributions
of its restrictions to (a, b) and (b, c), whenever −∞ < a < b < c < +∞.
In the Hilbert space of all linear functionals of the white noise, every
interval (a, b) determines a subspace Ga,b satisfying Ga,b ⊕ Gb,c = Ga,c; the
whole space is a direct integral (a continuous direct sum). For arbitrary (not
just linear) functionals the relation is multiplicative rather than additive:
Ha,b ⊗Hb,c = Ha,c ;
the whole space is a continuous tensor product, in other words, a product
system. The constant 1 may be treated as an element 1a,b ∈ Ha,b, satisfying
1a,b ⊗ 1b,c = 1a,c ;
1Supported in part by the Israel Science Foundation.
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such a multiplicative family is called a unit (of a product system). There exist
product systems with many units, with a single unit (up to a natural equiv-
alence), and unitless (with no unit). However, the theory of unitless product
systems suffers from lack of rich sources of examples. Slightly coloured noises
are such a source, rich enough for producing a continuum of nonisomorphic
unitless product systems.
“We believe that there should be a natural way of constructing
such product systems, and we offer that as a basic unsolved prob-
lem. The fact that we do not yet know how to solve it shows how
poorly understood continuous tensor products are today.”
Arveson 1994 [3, p. 5].
After producing a continuum of nonisomorphic product systems with
units [12] I was asked by Arveson (private communication, January 2000)
about a continuum of nonisomorphic unitless product systems. His question
is answered here by using a construction that was outlined by Tsirelson and
Vershik [13, Sect. 1c] with no proofs.
“This example may be considered as a commutative (bosonic)
counterpart of Power’s noncommutative (fermionic) example of a
non-Fock factorization over R.”
Tsirelson and Vershik 1998 [13, p. 91].
Probabilistic aspects
Probabilistic results are summarized here in probabilistic language (while
the rest of the paper is written in rather analytical language).
Consider a Gaussian stationary generalized random process (ξt)t∈R whose
covariation function B(t) = Cov(ξs, ξs+t) is positive, decreasing and convex
on (0,∞), and
B(t) =
1
|t| lnα(1/|t|) for all t small enough ;
here α ∈ (1,∞) is a parameter.
Then the joint distribution of random variables
Xk =
∫ 2pi
0
eiktξt dt (k = . . . ,−2,−1, 0, 1, 2, . . . )
has a density (finite and strictly positive almost everywhere) w.r.t. the prod-
uct of corresponding one-dimensional distributions N(EXk,VarXk).
2
The same holds for a larger family (. . . , X−1, Y−1, X0, Y0, X1, Y1, X2, Y2, . . . )
of random variables, where Xk are as before, and Yk =
∫ 0
−2pi e
iktξt dt.
Another result. Take some εn ∈ (0, 1) and consider random variables
Zn =
1
εn
n−1∑
k=0
∫ (k+εn)/n
k/n
ξt dt , Z =
∫ 1
0
ξt dt .
If εn ln
α−1 n→∞ then Zn → Z in L2.
If εn ln
α−1 n → 0 then Var(Zn) → ∞ and the correlation coefficient
Corr(Zn, Z)→ 0.
If limn(εn ln
α−1 n) ∈ (0,∞) then limnVar(Zn) ∈ (0,∞) and
limnCorr(Zn, Z) ∈ (0, 1).
For detail see Sect. 10. The reader interested just in these probabilistic
statements may skip sections 1–9 in which case, however, he/she should
bypass some points of analytical nature in Sect. 10, and restore some proofs
omitted since they are not necessary from the analytical viewpoint.
Quantal aspects
Acquaintance with quantum theory is not needed for reading the rest of
the paper, but should help to understand the idea as explained here.
A product system may be thought of as a local quantum field over the
one-dimensional space R (just space, no time at all; see also Arveson [2] for
a better, dynamical interpretation of product systems). The whole field is a
quantum system, and its restriction to (0, 1) is a subsystem. A unit vector of
H0,1 describes a pure state of the subsystem (though in general the subsystem
and the rest of the system are entangled).
Local Hilbert spaces (and algebras) are ascribed to intervals, as well as
to more general regions, consisting of a finite number of intervals. Introduce
a region En consisting of n small equidistant intervals of equal length,
En =
(
0,
εn
n
)
∪
( 1
n
,
1 + εn
n
)
∪ · · · ∪
(n− 1
n
,
n− 1 + εn
n
)
and consider the corresponding subsystem, described by its Hilbert space
HEn . For a fixed n, the subsystem may be entangled or not (with the rest).
If the product system has a unit then there is a ‘white state’ with no spatial
correlations. It makes HEn disentangled for all n simultaneously. That is the
case for a product system constructed out of the white noise.
A unitless product system is constructed out of the slightly coloured noise
mentioned in ‘Probabilistic aspects’. Spatial correlations inherent to the
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noise are inherited by quantum states. Subsystems HEn can be disentangled
for finitely many n, but not for all n simultaneously.
Asymptotic behavior of subsystems HEn depends crucially on
lim(εn ln
α−1 n), as is suggested by properties of random variables Zn (see
‘Probabilistic aspects’). If lim(εn ln
α−1 n) = 0 then En are a tail sequence
in the sense that the mixed state of the subsystem (the density matrix on
HEn) has a universal asymptotics, irrespective of the state of the system.
The situation is different if lim(εn ln
α−1 n) 6= 0. This is why product systems
for different α are nonisomorphic.
Aspects of functional analysis
A classical construction going back to Fock may be outlined as follows.
One starts with a Hilbert space G. One identifies G with the space of all
measurable linear functionals over a Gaussian measure γ. One gets another
Hilbert space H = L2(γ) that may be denoted H = ExpG, since G =
G1 ⊕ G2 implies H = H1 ⊗H2 (via γ = γ1 ⊗ γ2). A continuous direct sum,
G =
∫ ⊕
Gζ dζ (basically the same as a projection-valued measure well-known
in spectral theory) leads to a continuous tensor product. Classical product
systems, obtained this way, contain units.
My modification of the classical construction is rather innocent (but sur-
prisingly powerful). Basically, the subspaces G1, G2 are allowed to be slightly
nonorthogonal, without destroying the relation H = H1 ⊗ H2. In terms of
Gaussian measures, the relation γ = γ1⊗γ2 is generalized to γ = p · (γ1⊗γ2)
where p is a density (that is, Radon-Nikodym derivative). The density p is
inserted properly into the formula for h1 ⊗ h2 ∈ H .
The classical language (of Hilbert spaces, Gaussian measures, spaces
L2(γ) etc.) is not well-suited to the modified construction. A modified
language, used in the paper, stipulates larger invariance (symmetry) groups.
Namely, the ‘Hilbert space’ structure corresponds to the group of all unitary
operators, U∗U = I. I use a larger group consisting of all invertible U such
that U∗U−I is a Hilbert-Schmidt operator. (These U are called ‘equivalence
operators’ in Feldman’s well-known paper [7] on equivalence of Gaussian mea-
sures). The corresponding structure, weaker than ‘Hilbert space’ structure
but stronger than ‘linear topological space’ structure, is defined in Sect. 2
under the name ‘FHS-space’. An equivalence class (in Feldman’s sense) of
norms is used rather than a single norm.
Accordingly, a measure space (Ω,F , P ) is replaced with a ‘measure type
space’ (Ω,F ,P). An equivalence class P of measures is used rather than a
single measure P . See Sect. 1. It appears that L2(Ω,F ,P) can be defined
naturally (in addition to the usual L2(Ω,F , P )); see Sect. 1.
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Also, a ‘Gaussian type space’ defined in Sect. 2 stipulates an equivalence
class of Gaussian measures rather than a single Gaussian measure.
For a technical reason we need Borel measurability of several natural con-
structions. For example, the orthogonal projection of a vector to a subspace
(in a Hilbert space) is a jointly Borel measurable function of the point and
the subspace, provided that the set of all subspaces is equipped with its nat-
ural Borel structure. Similarly, the conditional expectation is a jointly Borel
measurable function of a random variable and a sub-σ-field. See Sect. 6 for
detail.
1 Measure type spaces and square roots of
measures
Let Ω be a nonempty set, F a σ-field of its subsets, and µ, ν measures2
(real-valued, finite, positive) on F . One says that µ, ν are equivalent, if
they are mutually absolutely continuous. Let P be an equivalence class of
probability measures on (Ω,F). That is, every P ∈ P is a measure on (Ω,F)
satisfying P (Ω) = 1, and every P1, P2 ∈ P are equivalent, and P contains
every probability measure equivalent to a measure of P (and of course, P is
nonempty). One says that P is a type of measure, and (Ω,F ,P) is a measure
type space.
The linear topological (metrizable, but not locally convex) space
L0(Ω,F ,P) consists of all (equivalence classes of) measurable functions on
Ω. Its topology corresponds to convergence in measure (in probability), ir-
respective of the choice of a measure P ∈ P.
Hilbert spaces L2(Ω,F , P1) and L2(Ω,F , P2) for P1, P2 ∈ P differ (unless
∃ε εP1 ≤ P2 ≤ (1/ε)P1). However, they are in a natural unitary correspon-
dence. Namely, ψ1 ∈ L2(Ω,F , P1) corresponds to ψ2 ∈ L2(Ω,F , P2) when
ψ2 =
√
P1
P2
ψ1; here and henceforth
P1
P2
stands for the Radon-Nikodym den-
sity, and I write P1 =
P1
P2
· P2. We’ll glue all L2(Ω,F , P ) together, forming
L2(Ω,F ,P) that contains
√
P for all P ∈ P, as we’ll see soon.
There are several reasons for introducing ‘square roots of measures’. One
2I assume always, that every measure space (Ω,F , µ) is a Lebesgue-Rokhlin space (that
is, isomorphic mod0 to an interval with Lebesgue measure, to a finite or countable set of
atoms, or a combination of both). However, the assumption is not really used in this work.
We deal with such objects as L2(Ω,F , µ); the latter must be separable; other properties
of (Ω,F , µ) do not matter. I assume also that all considered σ-fields (F itself, and its sub-
σ-fields) contain all negligible sets. Everything is treated mod0, that is, up to negligible
sets.
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reason. In quantum mechanics, Schro¨dinger’s wave function ψ(x) determines
a probability distribution |ψ(x)|2 dx. However, for infinitely many degrees
of freedom we have no Lebesgue measure (dx). It could be convenient to
describe a quantum state by an object that combines a measure and phases,
something like ψ(x)
√
dx.
Old-fashioned tensor analysis stipulates a notion of a relative tensor, in
particular, a relative scalar of a given weight (see for instance [6, item 156 on
pp. 345–346]). A density of a measure on a manifold is a relative scalar field
of weight 1. Relative scalar fields of weight 1/2 are smooth finite-dimensional
‘square roots of measures’ considered below.
Define L2(Ω,F ,P), denoted also by L2(P) for short, as the Hilbert space
of all families ψ = (ψP )P∈P such that ψP ∈ L2(Ω,F , P ) for every P ∈ P,
and
ψP2 =
√
P1
P2
ψP1(1.1)
for all P1, P2 ∈ P. Linear operations and scalar product are defined naturally;
for every P ∈ P, the map L2(P) ∋ ψ 7→ ψP ∈ L2(P ) is unitary.
Given P ∈ P, we define √P ∈ L2(P) by (
√
P )P = 1 (identically on Ω).
More generally, given P ∈ P and f ∈ L2(P ), we define f
√
P ∈ L2(P) by
(f
√
P )P = f . Thus, ψ = ψP
√
P for all P ∈ P, ψ ∈ L2(P). Now we may
replace the notation ψP by a more expressive notation
ψP =
ψ√
P
.
Given ψ′, ψ′′ ∈ L2(P), their scalar product is 〈ψ′, ψ′′〉 =
∫
ψ′√
P
ψ′′√
P
dP ; the
latter does not depend on P ∈ P. Heuristically we could write 〈ψ′, ψ′′〉 =∫
ψ′(ω)ψ′′(ω), however, I prefer the notation
〈ψ′, ψ′′〉 =
∫
ψ′(ω)√
P (dω)
ψ′′(ω)√
P (dω)
P (dω) =
∫
ψ′(ω)ψ′′(ω)
dω
dω
;
being rather awkward and illogical,3 it still helps. Given ψ′, ψ′′ ∈ L2(P),
we define the signed measure ψ′ψ′′ by ψ
′ψ′′
P
= ψ
′√
P
ψ′′√
P
, thus 〈ψ′, ψ′′〉 =
(ψ′ψ′′)(Ω), the measure of the whole space. Note also that 〈√P1,
√
P2〉 =∫ √
P1(dω)
√
P2(dω) was used in Kakutani’s well-known work [9] about
equivalence of product measures. Two natural metrics on P define the
same topology (the only one used here); I mean the variation distance,
‖P1 − P2‖ =
∫ ∣∣P1
P
− P2
P
∣∣ dP , and the angle in L2(P), arccos〈√P1,√P2〉;
the proof is left to the reader.4
3Neither ψ(ω) nor ψ(dω) is a logical notation for an object of the form f(ω)
√
P (dω).
4In fact,
(
1
2
‖P1 − P2‖
)
2 ≤ 1− 〈√P1,
√
P2〉 ≤ 12‖P1 − P2‖, which is not used here.
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2 Gaussian measures, quadratic norms, FHS
One may introduce a Gaussian measure as a probability measure on a Banach
(or Hilbert, or Frechet, etc) space, such that every (continuous) linear func-
tional has a normal distribution. Such a viewpoint is convenient for heuristic
thinking but not for a formal presentation, since topological structures on
the linear space with measure are in fact irrelevant. Following an old advice
of A. Vershik, I prefer discarding any topological structure on the (Banach,
etc.) space and even keeping implicit its linear structure. Everything can
be formulated in terms of two different spaces, a probability space and a
Hilbert space; the latter plays the role of the space of all measurable linear
functionals, as well as its dual, the space of all admissible shifts.
Let (Ω,F , P ) be a probability space and G ⊂ L2(Ω,F , P ) a (closed) lin-
ear subspace, containing constants and generating the whole σ-field F . We
call G a Gaussian space, if every g ∈ G has a normal distribution; the latter
is therefore N(Eg,Var g) = N
(∫
g dP,
∫
g2 dP − (∫ g dP )2). Up to isomor-
phism, there is exactly one Gaussian space in every dimension (0, 1, 2, . . . or
∞). That is, if G1 ⊂ L2(Ω1,F1, P1) and G2 ⊂ L2(Ω2,F2, P2) are Gaussian
spaces and dimG1 = dimG2, then there exists an isomorphism (invertible
measure preserving map) between the probability spaces (Ω1,F1, P1) and
(Ω2,F2, P2) that induces an isometry betwen G1 and G2. Moreover, each
isometry between G1 and G2 corresponds to exactly one isomorphism of
probability spaces.
The standard model is the space R∞ = R×R× . . . of all sequences of real
numbers, equipped with the product measure γ∞ = γ1⊗γ1⊗ . . . where γ1 is
the standard normal distribution N(0, 1). Here G consists of all measurable
linear functionals R∞ ∋ (x1, x2, . . . ) 7→
∑
ckxk ∈ R with
∑
c2k < ∞; that
is, l2 is the standard model of G. Any other model is necessarily isomorphic
to the standard model, as far as G is of infinite dimension; straightforward
modifications for a finite dimension are left to the reader.
The same G over R∞ is also a Gaussian space w.r.t. many other mea-
sures on R∞ equivalent to the standard measure γ∞. In particular, consider
the product measure γ on R∞ whose k-th factor is the normal distribution
N(mk, σ
2
k) with given parameters mk ∈ (−∞,+∞), σk ∈ (0,+∞). The well-
known S. Kakutani’s theorem on equivalence of infinite product measures [9]
shows that γ is equivalent to γ∞ if and only if∑
k
(σk − 1)2 <∞ and
∑
k
m2k <∞ .
Replacing coordinate axes by arbitrary orthogonal (in l2) axes one gets all
Gaussian measures on R∞ equivalent to γ∞, which is basically the well-known
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criterion (Feldman [7], Hajek [8], Segal [10]).
In terms of a Gaussian space G ⊂ L2(Ω,F , P ) we introduce the set P
of all probability measures on (Ω,F) equivalent to P , and its subset PG
consisting of all γ ∈ P such that G is also a Gaussian space in L2(Ω,F , γ);
these measures will be called Gaussian measures w.r.t. G. Now we forget the
initial measure P ; each measure of PG may serve as P equally well. Up to
isomorphism, the structure (Ω,F ,P, G) is uniquely determined by dimG. I
call (Ω,F ,P, G) a Gaussian type space.
We introduce a quotient space G0 = G/Const (where Const is the one-
dimensional space of constants) and its dual space G0 (consisting of all con-
tinuous linear functionals on G0). Every γ ∈ Γ determines a Hilbert norm
‖ · ‖γ on G0 (that is, (G0, ‖ · ‖γ) is a Hilbert space) via
‖g‖2γ = Varγ(g) =
∫
g2 dγ −
(∫
g dγ
)2
,
which is insensitive to any constant added to g ∈ G. Each norm ‖ · ‖γ defines
the same topology on G0. However, the norms are equivalent in a stronger
sense, namely, for any γ1, γ2 ∈ Γ there exists a basis (gk) of G0, orthogonal
for both norms and such that the numbers λk = ‖gk‖γ2/‖gk‖γ1 satisfy λk > 0
and
∑
(λk−1)2 <∞ (which can be reformulated in terms of Hilbert-Schmidt
operators; namely, the unit operator (G0, ‖ · ‖γ1) ∋ g 7→ g ∈ (G0, ‖ · ‖γ2) must
be an equivalence operator, as defined by Feldman [7, Def. 1]). I’ll call such
norms FHS-equivalent.5 Of course, it is an equivalence relation [7, Lemma
2]. Numbers λk determine the distance between γ1, γ2 (provided that γ1, γ2
have the same mean, that is,
∫
g dγ1 =
∫
g dγ2 for all g ∈ G); namely, a
simple (basically, one-dimensional) calculation gives
〈√γ1,√γ2〉 =
∏
k
(
λ
−1/2
k + λ
1/2
k
2
)−1/2
;
of course, convergence of the product is equivalent to convergence of the
series
∑
k(λk − 1)2.
2.1. Definition. An FHS-space is a pair (H,N ) of a linear space H and a
set N of norms on H such that
(a) every norm of N turns H into a separable Hilbert space;
(b) all norms of N are pairwise FHS-equivalent;
(c) every norm FHS-equivalent to a norm of N belongs to N .
Norms belonging to N will be called admissible norms on H .
5You may interpret FHS as Feldman-Hajek-Segal, or alternatively as Feldman-Hilbert-
Schmidt.
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Isomorphisms of FHS-spaces are basically the same as Feldman’s equiv-
alence operators [7, Def. 1]. Up to isomorphism, there is exactly one FHS-
space in every dimension (0, 1, 2, . . . or ∞); just the same situation as for
(separable) Hilbert spaces.
Every separable Hilbert space is isometric to a Gaussian space (over some
probability space), and this superstructure brings no arbitrariness, as far
as it is considered up to isomorphism. (One speaks about the isonormal
random process on any given Hilbert space.) Similarly, every FHS-space
may be identified with G/Const for the Gaussian type space (Ω,F ,P, G)
of the corresponding dimension. Thus, in principle one may prove a purely
geometric statements about an FHS-space via Gaussian measures, and this
way is indeed used in the next section. The correspondence between N
(admissible norms) and PG (Gaussian measures) transfers to N the natural
topology of PG (inherited from P; recall the end of Sect. 1). In terms of the
numbers λk, a basis of neighborhoods of a given admissible norm may be
written as
∑
k(λk − 1)2 < ε.
The (additive group of) space G0, dual to G0, acts on (Ω,F ,P) by auto-
morphisms (invertible measurable transformations preserving P) Ux, x ∈ G0,
such that
g(Uxω)− g(ω) = 〈g, x〉 for almost all ω ∈ Ω
for all g ∈ G. Clearly, Ux is uniquely determined. Existence of these Ux may
be checked just for the standard model, which makes it evident: G0 = l2 acts
on R∞ by shifts, Ux(ω) = ω + x. The map Ux sends each Gaussian measure
γ1 ∈ PG into another Gaussian measure γ2 ∈ PG such that ‖ · ‖γ1 = ‖ · ‖γ2
on G0, and
∫
g dγ2 −
∫
g dγ1 = 〈g, x〉 for all g ∈ G. A simple (basically,
one-dimensional) calculation gives
〈√γ1,√γ2〉 = exp
(−1
8
‖x‖2) ,
where ‖ · ‖ = ‖ · ‖γ1 = ‖ · ‖γ2. In fact, √γ1 · √γ2 = exp
(−1
8
‖x‖2)γ, where γ
is the image of γ1 under Ux/2.
Turn to the Hilbert space L2(Ω,F ,P) of ‘square roots of measures’.
Transformations Ux induce unitary operators on L2(P); I denote them by
Ux, too. Namely, for every ψ ∈ L2(P) and P ∈ P,
ψ√
P
(ω) =
Uxψ√
UxP
(Uxω) ,
where UxP (denoted also by P ◦U−1x ) is the image of P under Ux. Thus, the
FHS-space G0 acts unitarily on the Hilbert space L2(P).
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There is also a natural projective action of the other FHS-space, G0, on
L2(P). Namely, every g ∈ G determines a unitary operator Vg : L2(P) →
L2(P),
Vgψ = e
igψ ,
the multiplication by the function ω 7→ eig(ω). Given y ∈ G0, we get Vy
determined up to a phase factor, which means a projective action. In fact, one
can choose phase factors getting a unitary representation (which is evident
for the standard model). Anyway,
VyUx = e
i〈x,y〉UxVy ,
the well-known Weyl form of Canonical Commutation Relations. In this
context, vectors ψ ∈ L2(P) of the form ψ = Vy√γ, γ ∈ Γ, y ∈ G0, are known
as coherent states, or quasi-free pure states, or Gaussian pure states. It is
easy to see that
〈Vy√γ,√γ〉 = exp
(−1
2
‖y‖2γ
)
for y ∈ G0.
3 Some geometry via measure theory
Many statements of this section are purely geometric and probably could
be proved within the Hilbert space geometry, but I find it easier to prove
them via measure theory. Usually, the corresponding properties of Gaussian
measures hold for arbitrary (non-Gaussian) measures as well.
The formula H = H1 ⊕ H2 has several interpretations. It always im-
plies that H1, H2 are subspaces of H and every vector h ∈ H has a unique
representation as h1 + h2 where h1 ∈ H1, h2 ∈ H2. However, when H is a
Hilbert space, one usually stipulates that H1, H2 are orthogonal. When H is
an FHS-space, we treat
H = H1 ⊕H2
as follows: there exists an admissible6 norm on H that makes H1, H2 orthog-
onal (and of course, they span the whole H). Similarly, H = H1 ⊕ · · · ⊕Hn
means existence of an admissible norm that makes H1, . . . , Hn orthogonal
(also, they span H).
6Recall Definition 2.1.
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3.1. Proposition. Let H be an FHS-space, and H1, H12, H23, H3 its sub-
spaces such that H1 ⊂ H12, H23 ⊃ H3, and
H12 ⊕H3 = H = H1 ⊕H23 .
Then the subspace H2 = H12 ∩H23 satisfies
H1 ⊕H2 ⊕H3 = H ,H1 ⊕H2 = H12 , H2 ⊕H3 = H23 .
Note. Given that H1 ⊕ H2 ⊕ H3 = H , other relations H1 ⊕ H2 = H12,
H2 ⊕H3 = H23 may be treated in the topological sense.
Proof. The decomposition H = H1 ⊕H23 determines a projection P1 : H →
H such that P1H = H1 and 1 − P1 = P23 is also a projection, P23H =
H23. The same for P3 and P12 = 1 − P3. The inclusion H1 ⊂ H12 gives
P1 = P12P1 = (1 − P3)P1, that is, P3P1 = 0; similarly, P1P3 = 0. So, our
projections commute with each other. Introducing
P2 = P12P23 = P23P12 = (1− P1)(1− P3) = 1− P1 − P3 ,
we have P 22 = P12P23P12P23 = P
2
12P
2
23 = P12P23 = P2; that is, P2 is also a
projection, and P1 + P2 + P3 = 1. It follows that P2H =
(
(P1 + P2)H
) ∩(
(P2 + P3)H
)
= H12 ∩H23 = H2. So, the relation H = H1 ⊕H2 ⊕H3 holds
in the topological sense (that is, when H is treated as a linear topological
space). The following lemma completes the proof.
3.2. Lemma. Let H be an FHS-space, H1, H2, H3 its subspaces such that
H = H1 ⊕ H2 ⊕ H3 in the topological sense, and (H1 + H2) ⊕ H3 = H =
H1 ⊕ (H2 + H3) in the FHS sense (the bracketed sums being topological).
Then H = H1 ⊕H2 ⊕H3 in the FHS sense.
Proof. We introduce a Gaussian type space (Ω,F ,P, G) and identify H with
G0. Subspaces H1, H2, H3 generate sub-σ-fields F1,F2,F3 ⊂ F . Note that
H1+H2 generates F1∨F2, the least σ-field containing both F1 and F2. The
following two lemmas (and one definition) complete the proof.
3.3. Definition. Let (Ω,F ,P) be a measure type space, and F0,F1, . . . ,Fn ⊂
F sub-σ-fields. We write F0 = F1⊗· · ·⊗Fn, if F1∨ · · ·∨Fn = F0 and there
exists P ∈ P making F1, . . . ,Fn independent.7
7Which means P (A1 ∩ · · · ∩ An) = P (A1) . . . P (An) for all A1 ∈ F1, . . . , An ∈ Fn.
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3.4. Lemma. Let (Ω,F ,P, G) be a Gaussian type space, H = G0 the cor-
responding FHS-space, H1, . . . , Hn ⊂ H subspaces, and F1, . . . ,Fn ⊂ F
corresponding sub-σ-fields. Then
H = H1 ⊕ · · · ⊕Hn if and only if F = F1 ⊗ · · · ⊗ Fn .
Proof. ‘Only if’: take a Gaussian measure γ ∈ Γ such that ‖ · ‖γ makes
H1, . . . , Hn orthogonal, then γ makes F1, . . . ,Fn independent.
‘If’: some P ∈ P makes F1, . . . ,Fn independent; however, P need not
be Gaussian. We take any Gaussian measure γ0 ∈ Γ and introduce Fk-
measurable densities
fk =
γ0|Fk
P |Fk
for k = 1, . . . , n .
The measure γ = f1 . . . fn ·P still makes F1, . . . ,Fn independent, and γ|Fk =
fk · (P |Fk) = γ0|Fk . So, w.r.t. γ the spaces H1, . . . , Hn are independent
Gaussian spaces. Therefore their sum H is Gaussian w.r.t. γ, that is, γ ∈
Γ.
3.5. Lemma. Let (Ω,F ,P) be a measure type space, and F1,F2,F3 ⊂ F
sub-σ-fields such that
(F1 ∨ F2)⊗F3 = F = F1 ⊗ (F2 ∨ F3) .
Then
F = F1 ⊗F2 ⊗ F3 .
Proof. We have P,Q ∈ P such that F1∨F2 and F3 are P -independent, while
F1 and F2∨F3 are Q-independent. Consider the F1∨F2-measurable density8
f12 =
Q|F1∨F2
P |F1∨F2
and the measure R = f12 · P ∈ P, then R|F1∨F2 = Q|F1∨F2 . The P -
independence of F1 ∨ F2 and F3 implies their R-independence. For every
A ∈ F1, B ∈ F2, C ∈ F3
R(A ∩B ∩ C) = R(A ∩ B)R(C) = Q(A ∩B)R(C) =
= Q(A)Q(B)R(C) = R(A)R(B)R(C) .
8In fact, it is a conditional expectation w.r.t. P , f12 = E
(
Q
P
∣∣F1 ∨ F2 ) .
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The proof of Proposition 3.1 is now complete. If you find the proof of
Lemma 3.5 rather tricky, consider the following calculation as a clue. Let
ψk ∈ L2(Ω,Fk,P) (k = 1, 2, 3), then (writing for short F12 = F1 ∨ F2 etc.),
(ψ1 ⊗ ψ2)⊗ ψ3 = ψ1 ⊗ ψ2√
P |F12
· ψ3√
P |F3
·
√
P =
=
ψ1√
Q|F1
· ψ2√
Q|F2
·
√
Q|F12
P |F12
· ψ3√
P |F3
·
√
P ,
and the equality ‖(ψ1 ⊗ ψ2) ⊗ ψ3‖2 = ‖ψ1‖2‖ψ2‖2‖ψ3‖2 turns into the fol-
lowing equality for functions f1 = (ψ1/
√
Q|F1)2, f2 = (ψ2/
√
Q|F2)2, f3 =
(ψ3/
√
P |F3)2:∫
f1f2f3
Q|F12
P |F12
dP =
(∫
f1 dQ|F1
)(∫
f2 dQ|F2
)(∫
f3 dP |F3
)
.
The argument is easily generalized for F1, . . . ,Fn. Now we turn to infinite
sequences of subspaces.
3.6. Definition. Let X be a metrizable topological space and X1, X2, . . . ⊂
X closed subsets. We define lim infn→∞Xn as the set of limits of all conver-
gent sequences x1, x2, . . . such that x1 ∈ X1, x2 ∈ X2, . . .
The set lim infXn is always closed. If X is a linear topological space and
Xn are linear subspaces, then lim infXn is a linear subspace. If X is the
σ-field F of a measure type space (Ω,F ,P) and Xn are sub-σ-fields, then
lim infXn is a sub-σ-field.
9 Proofs of these facts are left to the reader.
3.7. Proposition. Let H be an FHS-space, En, Fn ⊂ H subspaces (n =
1, 2, . . . ), and lim inf En = H . For each n denote by Nn the set of all admis-
sible norms on H that make En, Fn orthogonal. Then the set lim infNn is
either the empty set, or the whole N .
Proof. We identify H with G0 of a Gaussian type space (Ω,F ,P, G) and use
the natural homeomorphism γ ↔ ‖ · ‖γ between the space N of admissible
norms and the space PG of Gaussian measures. Subspaces En, Fn generate
corresponding sub-σ-fields En,Fn ⊂ F . The set Nn ⊂ N corresponds to
Pn ∩PG, where Pn consists of all measures making En,Fn independent. The
following two lemmas complete the proof.
9The natural topology of F is defined by a metric dist(A,B) = P (A \ B) + P (B \ A);
the metric depends on P ∈ P , but the topology does not. Of course, X is F mod 0 rather
than F itself.
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3.8. Lemma. Let (Ω,F ,P) be a measure type space, E,E1, E2, . . . ⊂ L0(P)
closed linear subspaces, and E , E1, E2, . . . ⊂ F the sub-σ-fields generated by
the subspaces. Then
lim inf En = E implies lim inf En ⊃ E .
Proof. We have to prove that every f ∈ lim inf En is measurable w.r.t.
lim inf En. It suffices to prove that the set A = {ω : f(ω) ≤ a} belongs
to lim inf En for every a such that the set {ω : f(ω) = a} is negligible (in-
deed, such a are dense in R). We take fn ∈ En such that fn → f in L0(P),
consider sets An = {ω : fn(ω) ≤ a} and note that An ∈ En and An → A.
Note. In general, lim inf En need not be equal to E ; it may happen that
En = F but lim inf En = {0} (even for one-dimensional En). However, in the
Gaussian case (that is, when (Ω,F ,P, G) is a Gaussian type space, and each
En is a Gaussian space) the equality lim inf En = E holds, which is neither
proved nor used here.
3.9. Lemma. Let (Ω,F ,P) be a measure type space, En,Fn ⊂ F sub-σ-
fields (n = 1, 2, . . . ), and lim inf En = F . For each n denote by Pn the set of
all P ∈ P such that En and Fn are P -independent. Then
(a) the set lim inf Pn is either the empty set or the whole P;
(b) if lim inf Pn = P then ‖(P − Q)|Fn‖ → 0 for all P,Q ∈ P (here ‖ · ‖
means the total variation).
Proof. Assume that lim inf Pn is nonempty; we have Pn, P ∈ P such that
Pn → P and En,Fn are Pn-independent. Let K ⊂ (0,∞) be a finite set
and f : Ω → K an F -measurable function satisfying ∫ f dP = 1. Take En-
measurable functions fn : Ω→ K such that fn → f in L0(P) and
∫
fn dP =
1. The Pn-independent σ-fields En,Fn are also Qn-independent, where Qn =
fn · Pn → f · P = Q (since ‖fn · Pn − fn · P‖ ≤ ‖fn‖∞‖Pn − P‖ → 0). Thus
Qn ∈ Pn and Q ∈ lim inf Pn. However, such measures Q (for all f and K)
are dense in P. So, lim inf Pn = P, which is (a). Also, the Pn-independence
of En,Fn implies Qn|Fn = Pn|Fn . However, ‖(Pn − P )|Fn‖ ≤ ‖Pn − P‖ → 0,
and similarly ‖(Qn−Q)|Fn‖ → 0. So, ‖(P −Q)|Fn‖ → 0 for all Q of a dense
set, therefore for all Q, which is (b).
The proof of Proposition 3.7 is now complete.
3.10. Definition. (a) Let H be an FHS-space, En, Fn ⊂ H subspaces, and
lim inf En = H . We say that Fn is asymptotically orthogonal to En, if there
exists a convergent10 sequence of admissible norms ‖ · ‖n such that for each
n, Fn is orthogonal to En w.r.t. ‖ · ‖n.
10In the space N of all admissible norms, whose topology is defined in Sect. 2.
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(b) Let (Ω,F ,P) be a measure type space, En,Fn ⊂ F sub-σ-fields, and
lim inf En = F . We say that Fn is asymptotically independent of En, if there
exists a convergent11 sequence of measures Pn ∈ P such that for each n, Fn
is independent of En w.r.t. Pn.
Proposition 3.7 states that the norms ‖·‖n can be chosen so as to converge
to any given admissible norm, provided that Fn is asymptotically orthogonal
to En. Similarly, if Fn is asymptotically independent of En, then the measures
Pn can be chosen so as to converge to any given P ∈ P due to 3.9(a), and
‖(P − Q)|Fn‖ → 0 for all P,Q ∈ P due to 3.9(b). Also, in the case of a
Gaussian type space (Ω,F ,P, G) and H = G0, asymptotical orthogonality
of subspaces is equivalent to asymptotical independence of the corresponding
sub-σ-fields.
3.11. Lemma. Let H be an FHS-space, Fn ⊂ H subspaces, then the fol-
lowing conditions are equivalent.
(a) For every f1 ∈ F1, f2 ∈ F2, . . . , if the sequence (fn) is bounded then
fn → 0 weakly.12
(b) For every finite-dimensional subspaces E1, E2, . . . such that lim inf En =
H there exist integers k1 ≤ k2 ≤ . . . such that kn →∞ and Fn is asymptot-
ically orthogonal to Ekn.
Proof. We choose an admissible norm on H , thus turning H into a Hilbert
space. Condition (a) becomes
∀h ∈ H sup
f∈Fn,‖f‖≤1
〈f, h〉 −−−→
n→∞
0 ,
that is,
∀h ∈ H ∠(h, Fn) −−−→
n→∞
pi
2
,
where the angle is defined by cos∠(h, Fn) = sup{〈h, f〉 : f ∈ Fn, ‖f‖ ≤ 1}.
It is equivalent to
∀E ∠(E, Fn) −−−→
n→∞
pi
2
,
where E runs over finite-dimensional subspaces, and cos∠(E, Fn) = sup{〈e, f〉 :
e ∈ E, f ∈ Fn, ‖e‖ ≤ 1, ‖f‖ ≤ 1}. The following lemma completes the proof,
provided that kn tends to ∞ slowly enough. Namely, in terms of δ(·, ·) in-
troduced there, it suffices that δ
(
∠(Ekn , Fn), dimEkn
) −−−→
n→∞
0.
11In the space P whose topology is defined in Sect. 1.
12That is, 〈fn, h〉 → 0 for every h ∈ H .
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3.12. Lemma. LetH be an FHS-space, E, F ⊂ H subspaces, dim(E) <∞,
E∩F = {0}. Then for every admissible norm ‖·‖1 there exists an admissible
norm ‖ · ‖2 such that E, F are orthogonal w.r.t. ‖ · ‖2, and
dist(‖ · ‖1, ‖ · ‖2) ≤ δ
(
∠(E, F ), dimE
)
for some function δ : [0, pi
2
] × {0, 1, 2, . . .} → (0,∞) such that for every n,
δ(α, n)→ 0 for α→ pi
2
.13
Proof. We equip H with the norm ‖ · ‖1, thus turning H into a Hilbert
space, and consider orthogonal projections QE , QF onto E, F respectively.
Introduce subspaces E ∩ F⊥, E⊥ ∩ F , E⊥ ∩ F⊥ (here E⊥ is the orthogonal
complement of E); the subspaces are orthogonal to each other, and invariant
under both QE and QF . Therefore
H = H0 ⊕ (E ∩ F⊥)⊕ (E⊥ ∩ F )⊕ (E⊥ ∩ F⊥) ,
where H0 is another subspace invariant under QE , QF (since these operators
are Hermitian). Introduce E0 = E ∩H0, F0 = F ∩H0, then QEh0 = QE0h0
for all h0 ∈ H0 (since QE commutes with QH0), and QFh0 = QF0h0. We may
get rid of H⊥0 by letting
‖h0 + h1‖22 = ‖h0‖22 + ‖h1‖21 for all h0 ∈ H0, h1 ∈ H⊥0 .
In other words, we’ll construct ‖ · ‖2 on H0 while preserving both the given
norm on H1 and the orthogonality of H0, H1. Now we forget about H1,
assuming that H = H0, E = E0, F = F0.
So, we have E ∩F = {0}, E ∩F⊥ = {0}, E⊥ ∩F = {0}, E⊥ ∩F⊥ = {0}.
The latter implies dim(F⊥) ≤ codim(E⊥) = dimE. Similarly, dimF ≤
dimE. Therefore H is finite-dimensional, dimH ≤ 2 dimE.
Both QE and QF commute with the Hermitian operator C =
1
2
(2QE −
1)(2QF − 1) + 12(2QF − 1)(2QE − 1). The spectrum of C consists of some
numbers cos 2ϕk of multiplicity 2 (though, some ϕk may coincide), and 0 <
ϕk <
pi
2
(the case ϕk = 0 is excluded by E ∩ F = {0}; the case ϕk = pi/2 is
excluded by E∩F⊥ = {0}, E⊥∩F = {0}, E⊥∩F⊥ = {0}). Accordingly, H0
decomposes into the (orthogonal) direct sum of planes, H = H1 ⊕ · · · ⊕Hd,
dimHk = 2, invariant under QE , QF . Subspaces Ek = E ∩Hk, Fk = F ∩Hk
are two lines on the plane Hk, and ∠(Ek, Fk) = ϕk; k = 1, . . . , d; d ≤ dimE.
Clearly,
∠(E, F ) = min(ϕ1, . . . , ϕd) .
13Of course, δ does not depend on H,E, F .
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We construct ‖·‖2 on eachHk separately, while preserving their orthogonality.
Elementary 2-dimensional geometry shows that the corresponding numbers
λ′k, λ
′′
k (two numbers for each plane) are, in the optimal case,
λ′k =
(
tan
ϕ
2
)−1/2 , λ′′k = (tan ϕ2 )1/2 .
The corresponding angle β between
√
γ1 and
√
γ2 is given by
cos β =
d∏
k=1
(
tan−1/4 ϕ
2
+ tan1/4 ϕ
2
2
)−1
,
therefore
β ≤ arccos
(
tan−1/4 α
2
+ tan1/4 α
2
2
)−dimE
;
here β = ∠(
√
γ1,
√
γ2) = dist(‖ · ‖1, ‖ · ‖2), α = ∠(E, F ).
3.13. Definition. Let H be an FHS-space, Fn ⊂ H subspaces. We write
lim supFn = {0}, if the sequence (Fn) satisfies equivalent conditions (a), (b)
of Lemma 3.11.
Note. More generally, one could define lim supFn as the set of limits of
all weakly convergent subsequences of all bounded sequences f1, f2, . . . such
that f1 ∈ F1, f2 ∈ F2, . . . It is in general not a linear space, but anyway,
(lim supE⊥n )
⊥ = lim inf En in a Hilbert space. For an FHS-space, as well as
a separable Banach space, Fn should be situated in the dual space. However,
all that is not needed here.
3.14. Theorem. Let H be an FHS-space, En, Fn ⊂ H subspaces (n =
1, 2, . . . ) such that lim inf En = H , and lim supFn = {0}, and H = En ⊕ Fn
(in the FHS sense) for all n. Then there exist subspaces Gn, Hn ⊂ H such
that
En = Gn ⊕Hn and H = Gn ⊕Hn ⊕ Fn
(both in the FHS sense), and lim inf Gn = H , and Hn⊕Fn is asymptotically
orthogonal to Gn.
Proof. We choose an admissible norm on H , thus turning H into a Hilbert
space. Let L ⊂ H be a finite-dimensional subspace, L 6= {0}. For any given
n consider the pair L,En. Its geometry may be described (similarly to the
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proof of Lemma 3.12) via angles ϕ
(n)
1 , . . . , ϕ
(n)
dn
∈ [0, pi
2
), dn ≤ dimL. This
time, zero angles are allowed, since L ∩ En need not be {0}. It may happen
that dn < dimL, since L ∩ E⊥n need not be {0}. However,
sup
x∈L,x 6=0
∠(x, En) = αn → 0 for n→∞ ;
for large n we have αn < pi/2 which implies dn = d = dimL and
max(ϕ
(n)
1 , . . . , ϕ
(n)
d ) = αn. We may send L into En rotating it by
ϕ
(n)
1 , . . . , ϕ
(n)
d . In other words, there is a rotation Un : H → H such that
Un(L) ⊂ En and ‖Un − 1‖ ≤ 2 sin αn
2
−−−→
n→∞
0 .
We choose subspaces Lk ⊂ H such that dimLk = k and lim inf Lk = H .14
Introduce
αk,n = sup
x∈Lk,x 6=0
∠(x, En) ,
then αk,n −−−→
n→∞
0 for each k. On the other hand, introduce
βk,n =
pi
2
− ∠(Lk, Fn) .
Similarly to the proof of Lemma 3.11 we have βk,n −−−→
n→∞
0 for each k, there-
fore15 δ(pi
2
− βkn,n, kn) −−−→
n→∞
0 if kn tends to ∞ slowly enough. However, we
choose k1 ≤ k2 ≤ · · · , kn →∞ so as to satisfy a stronger condition:
δ
(pi
2
− αkn,n − βkn,n, kn
)
−−−→
n→∞
0 .
We take
Gn = Un(Lkn) ,
where rotations Un satisfy Un(Lkn) ⊂ En and ‖Un − 1‖ ≤ 2 sin(12αkn,n)→ 0.
Then lim inf Gn = H , and
pi
2
− ∠(Gn, Fn) ≤ αkn,n + βkn,n ;
due to Lemma 3.12, Fn is asymptotically orthogonal to Gn. We take ad-
missible norms ‖ · ‖n → ‖ · ‖ such that Fn is orthogonal to Gn w.r.t. ‖ · ‖n.
14Of course, one may take L1 ⊂ L2 ⊂ · · ·
15Recall that δ(·, ·) is introduced in Lemma 3.12.
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Consider the orthogonal complement Mn of Gn w.r.t. ‖ · ‖n; clearly, Mn is
asymptotically orthogonal to Gn. We have Fn ⊂ Mn and H = Gn ⊕Mn (in
the FHS-sense). On the other hand, Gn ⊂ En and H = En⊕Fn. Proposition
3.1 states that the subspace
Hn = En ∩Mn
satisfies Gn⊕Hn⊕Fn = H and Gn⊕Hn = En (and also Hn⊕Fn =Mn).
4 Density matrices
Recall the notion of a density matrix (borrowed from quantum theory). Let
H1, H2 be Hilbert spaces, H = H1 ⊗ H2, and ψ ∈ H , ‖ψ‖ = 1. Every unit
vector ξ ∈ H1 determines a subspace ξ ⊗ H2 ⊂ H and the corresponding
projection operator Qξ⊗H2 = Qξ ⊗ 1H2 ; here Qξ : H1 → H1, Qξx = (x, ξ)ξ
is a one-dimensional projection, and 1H2 : H2 → H2, 1H2y = y the unit
operator. The function
ξ 7→ ‖Qξ⊗H2ψ‖2
is a quadratic form on H1. The corresponding operator ρψ : H1 → H1
satisfies
〈ρψξ, ξ〉 = ‖Qξ⊗H2ψ‖2 = 〈(Qξ ⊗ 1H2)ψ, ψ〉
(that is, 〈ρψ〉ξ = 〈Qξ ⊗ 1H2〉ψ) for all ξ ∈ H1; one calls ρψ the density matrix
of ψ (on H1). In terms of an orthonormal basis (ek) of H2,
ψ =
∑
k
ψk ⊗ ek for some ψk ∈ H1 ;
(Qξ ⊗ 1H2)ψ =
∑
k
(Qξψk)⊗ ek =
∑
k
〈ψk, ξ〉ξ ⊗ ek ;
〈ρψξ, ξ〉 =
∑
k
|〈ψk, ξ〉|2 .
Note that
ρψ ≥ 0 ; Tr(ρψ) = 1 ;
Tr
(
(ρψ1 − ρψ2)A
) ≤ 2‖ψ1 − ψ2‖ · ‖A‖
for all unit vectors ψ1, ψ2 ∈ H and operators A : H1 → H1. The inequality
may be proven as follows: Tr(ρψQξ) = Tr
(
(Qξ⊗1H2)Qψ
)
; Tr(ρψA) = Tr
(
(A⊗
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1H2)Qψ
)
; Tr
(
(ρψ1−ρψ2)A
)
= Tr
(
(A⊗1H2)(Qψ1−Qψ2)
) ≤ ‖A⊗1H2‖·‖Qψ1−
Qψ2‖ ≤ ‖A‖ · 2‖ψ1 − ψ2‖.
Note also that
ψ′ = (U1 ⊗ U2)ψ implies ρψ′ = U1ρψU∗1
for all unitary operators U1 : H1 → H1, U2 : H2 → H2. Proof: 〈ρψ′ξ, ξ〉 =
〈(Qξ ⊗ 1H2)ψ′, ψ′〉 = 〈(U1 ⊗ U2)∗(Qξ ⊗ 1H2)(U1 ⊗ U2)ψ, ψ〉 = 〈(U∗1QξU1 ⊗
U∗21H2U2)ψ, ψ〉 = 〈(QU∗1 ξ ⊗ 1H2)ψ, ψ〉 = 〈ρψU∗1 ξ, U∗1 ξ〉 = 〈U1ρψU∗1 ξ, ξ〉 for all
unit vectors ξ ∈ H1, ψ ∈ H .
Assume in addition that H1 = L2(Ω1,F1, P1), H2 = L2(Ω2,F2, P2),
then (after the usual identification) H = L2(Ω,F , P ) where (Ω,F , P ) =
(Ω1,F1, P1)⊗ (Ω2,F2, P2). We have
〈ρψξ, ξ〉 =
∫∫
ξ(ω′)ξ(ω′′)ρψ(ω′, ω′′)P1(dω′)P1(dω′′) ,
where ρψ is an element of L2
(
(Ω1,F1, P1) ⊗ (Ω1,F1, P1)
)
(the kernel of the
operator ρψ : H1 → H1), namely,
ρψ(ω
′, ω′′) =
∫
ψ(ω′, ω2)ψ(ω
′′, ω2)P2(dω2) .
In terms of a basis,
ψ(ω1, ω2) =
∑
k
ψk(ω1)ek(ω2) ;
ρψ(ω
′, ω′′) =
∑
k
ψk(ω′)ψk(ω′′) .
The proof is basically a calculation:
ρψ(ω
′, ω′′) =
∫
ψ(ω′, ω2)ψ(ω′′, ω2)P2(dω2) =
=
∫ ∑
k
ψk(ω′)ek(ω2)
∑
l
ψl(ω
′′)el(ω2)P2(dω2) =
=
∑
k,l
ψk(ω′)ψl(ω′′)
∫
ek(ω2)el(ω2)P2(dω2) =
∑
k
ψk(ω′)ψk(ω′′) ;
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〈ρψξ, ξ〉 =
∑
k
|〈ψk, ξ〉|2 =
∑
k
∣∣∣ ∫ ψk(ω)ξ(ω)P1(dω)∣∣∣2 =
=
∑
k
(∫
ψk(ω′)ξ(ω′)P1(dω′) ·
∫
ψk(ω
′′)ξ(ω′′)P1(dω′′)
)
=
=
∫∫
ξ(ω′)ξ(ω′′)
(∑
k
ψk(ω′)ψk(ω′′)
)
P1(dω
′)P1(dω′′) =
=
∫∫
ξ(ω′)ξ(ω′′)ρψ(ω′, ω′′)P1(dω′)P1(dω′′) .
We turn to measure type spaces (Ω,F ,P) = (Ω1,F1,P1) ⊗ (Ω2,F2,P2)
(which means P1 ⊗ P2 ∈ P for some, therefore all, P1 ∈ P1 and P2 ∈ P2),
and the corresponding Hilbert spaces; H = L2(Ω,F ,P) = L2(Ω1,F1,P1) ⊗
L2(Ω2,F2,P2) = H1 ⊗H2 under the natural identification
ψ1 ⊗ ψ2√
P1 ⊗ P2
(ω1, ω2) =
ψ1√
P1
(ω1) · ψ2√
P2
(ω2) ,
that is,
ψ1 ⊗ ψ2 =
(
ψ1√
P1
⊗ ψ2√
P2
)
·
√
P1 ⊗ P2 ∈ L2(P)
for all ψ1 ∈ L2(P1), ψ2 ∈ L2(P2), P1 ∈ P1, P2 ∈ P2. An element ψ ∈ H ,
‖ψ‖ = 1, determines an operator ρψ : H1 → H1, whose kernel (denoted also
by ρψ) belongs to L2
(
(Ω1,F1,P1)⊗ (Ω1,F1,P1)
)
;
〈ρψξ, ξ〉 =
∫∫
ξ√
P1
(ω′)
ξ√
P1
(ω′′)
ρψ√
P1 ⊗ P1
(ω′, ω′′)P1(dω
′)P1(dω
′′) ,
ρψ√
P1 ⊗ P1
(ω′, ω′′) =
∫
ψ√
P1 ⊗ P2
(ω′, ω2) · ψ√
P1 ⊗ P2
(ω′′, ω2)P2(dω2)
for all ξ ∈ L2(P1), ‖ξ‖ = 1, and P1 ∈ P1, P2 ∈ P2.
Let (Ω,F ,P) be a measure type space and F1,F2 ⊂ F sub-σ-fields such
that F = F1 ⊗F2 (as defined by 3.3), then
L2(F) = L2(F1)⊗ L2(F2) .
Here L2(F) = L2(Ω,F ,P) and L2(F1) = L2(Ω,F1,P|F1), the same for F2,16
and the natural identification is made, namely,(
f1 ·
√
P |F1
)⊗ (f2 ·√P |F2) = (f1f2) · √P
16Of course, P|F1 = {P |F1 : P ∈ P} consists of restricted measures. Alternatively one
may introduce quotient spaces Ω1 = Ω/F1, Ω2 = Ω/F2 and identify Ω with Ω1 × Ω2.
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whenever f1 ∈ L2(Ω,F1, P ), f2 ∈ L2(Ω,F2, P ), and P ∈ P makes F1,F2
independent. We need a counterpart of Lemma 3.9.
4.1. Lemma. Let (Ω,F ,P) be a measure type space, En,Fn ⊂ F sub-σ-
fields (n = 1, 2, . . . ), F = En ⊗ Fn for each n, and lim inf En = F , and Fn is
asymptotically independent of En. Then for every P ∈ P
lim inf
(
L2(En)⊗
√
P |Fn
)
= L2(F) .
That is, for every ψ ∈ L2(F) there exist ξn ∈ L2(En) such that ‖ψ − ξn ⊗√
P |Fn‖ → 0 when n→∞.
Proof. Similarly to the proof of 3.9, we take Pn ∈ P such that En,Fn are
Pn-independent and Pn → P . We consider an arbitrary finite set K ⊂ R, an
arbitrary F -measurable function f : Ω → K, and the corresponding vector
ψ = f
√
P ∈ L2(F). We construct En-measurable functions fn : Ω→ K such
that fn → f in L0(P), and corresponding vectors ψn = fn ·
√
Pn ∈ L2(F).
Independence of En,Fn w.r.t. Pn means that
√
Pn =
√
Pn|En ⊗
√
Pn|Fn ,
therefore ψn = ξn ⊗
√
Pn|Fn ∈ L2(En)⊗
√
Pn|Fn , where ξn = fn ·
√
Pn|En ∈
L2(En). However, ψn → ψ, since ‖fn
√
Pn− fn
√
P‖ ≤ ‖fn‖∞‖
√
Pn−
√
P‖ →
0. Also ‖Pn|Fn−P |Fn‖ ≤ ‖Pn−P‖ → 0, therefore ‖
√
Pn|Fn−
√
P |Fn‖ → 0.
So, ‖ψ− ξn⊗
√
P |Fn‖ ≤ ‖ψ−ψn‖+ ‖ξn⊗
√
Pn|Fn − ξn⊗
√
P |Fn‖ → 0, and
ψ ∈ lim inf(L2(En)⊗√P |Fn). It remains to note that such vectors ψ (for all
f and K) are dense in L2(F).
5 Fock spaces and tail density matrices
Recall the correspondence (described in Sect. 2) between Gaussian type
spaces (Ω,F ,P, G) and FHS-spaces G0 = G/Const. We know that any
FHS-space G0 determines (up to isomorphism) the corresponding Gaus-
sian type space (Ω,F ,P, G), which in turn determines the Hilbert space
H = L2(Ω,F ,P). I denote the relation by
H = Exp(G0) ,
and call H the Fock exponential of G0.
17 Why call it ‘exponential’? Since
G0 = G1 ⊕G2 implies Exp(G0) = Exp(G1)⊗ Exp(G2)
17By choosing an admissible norm on G0 one turns G0 into a Hilbert space, in which case
Exp(G0) contains a special element, ‘ground state vector’
√
γ (where γ is the Gaussian
measure corresponding to the chosen norm); that is the classical Fock construction.
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in the following sense. Assume that G1, G2 ⊂ G0 are subspaces such that
G0 = G1⊕G2 (in the FHS sense, as defined in Sect. 3). Then the sub-σ-fields
F1,F2 ⊂ F , generated by G1, G2 respectively, satisfy F = F1⊗F2, therefore
L2(F) = L2(F1)⊗ L2(F2), as explained in Sect. 4. So, every decomposition
of G0 into a direct sum determines a decomposition of Exp(G0) into a tensor
product.
Given such a decomposition G0 = G1⊕G2, every unit vector ψ ∈ Exp(G0)
determines a density matrix ρψ on Exp(G2). Do not think, however, that ρψ
is uniquely determined by ψ and G2; also G1 influences ρψ.
Consider an infinite sequence of decompositions, G0 = En⊕Fn, of a single
FHS-space G0. We want to know, whether or not ‖ρn(ψ1) − ρn(ψ2)‖ → 0
when n→∞ for all unit vectors ψ1, ψ2 ∈ Exp(G0); here ρn(ψ) is the density
matrix on Exp(Fn) that corresponds to ψ ∈ Exp(En) ⊗ Exp(Fn), and the
trace norm is used,
‖ρn(ψ1)− ρn(ψ2)‖ = sup
‖A‖≤1
Tr
(
ρn(ψ1)− ρn(ψ2))A
)
;
here A runs over Hermitian operators on Exp(Fn). In general we have only
‖ρn(ψ1)− ρn(ψ2)‖ ≤ 2‖ψ1 − ψ2‖.
Assume that lim inf En = G0. If Fn is asymptotically orthogonal to En,
then ‖ρn(ψ1)− ρn(ψ2)‖ → 0, which follows easily from Lemma 4.1. Namely,
the lemma represents ψ as the limit of ξn⊗
√
P |Fn ; however, ρn(ξn⊗
√
P |Fn)
is the one-dimensional projection Qn onto
√
P |Fn, therefore ‖ρn(ψ)−Qn‖ ≤
2‖ψ − ξn ⊗
√
P |Fn‖ → 0, and so, ‖ρn(ψ1) − ρn(ψ2)‖ ≤ ‖ρn(ψ1) − Qn‖ +
‖ρn(ψ2)−Qn‖ → 0. However, the asymptotical orthogonality condition may
be dropped, as we’ll see now.
5.1. Proposition. Let G0 be an FHS-space, En, Fn ⊂ G0 subspaces such
that lim inf En = G0, and lim supFn = {0}, and G0 = En ⊕ Fn (in the FHS
sense) for all n. Then ‖ρn(ψ1) − ρn(ψ2)‖ → 0 when n → ∞, for all unit
vectors ψ1, ψ2 ∈ Exp(G0).
Proof. Theorem 3.14 gives us Gn, Hn ⊂ G0 such that En = Gn ⊕ Hn and
G0 = Gn⊕Hn⊕Fn (both in the FHS sense), and lim inf Gn = G0, andHn⊕Fn
is asymptotically orthogonal to Gn. Lemma 4.1 gives us a representation
ψ = lim
n→∞
(ξn ⊗ χn)
for an arbitrary unit vector ψ ∈ Exp(G0); here ξn are unit vectors of Exp(Gn),
χn are unit vectors of Exp(Hn⊕Fn), and these χn (unlike ξn) do not depend
on ψ. We have ‖ρn(ψ) − ρn(ξn ⊗ χn)‖ ≤ 2‖ψ − ξn ⊗ χn‖ → 0. However,
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the density matrix ρn(ξn ⊗ χn) on Exp(Fn) that corresponds to the vector
ξn ⊗ χn ∈ Exp(Gn)⊗ Exp(Hn)⊗ Exp(Fn) is the same as the density matrix
on Exp(Fn) that corresponds to the vector χn ∈ Exp(Hn) ⊗ Exp(Fn). The
vector does not depend on ψ, therefore ρn(ξn⊗χn) does not depend on ψ. So,
‖ρn(ψ1)−ρn(ψ2)‖ ≤ ‖ρn(ψ1)−ρn(ξn⊗χn)‖+‖ρn(ψ2)−ρn(ξn⊗χn)‖ → 0.
Consider a decomposition G0 = G1⊕G2 of an FHS-space G0 into the di-
rect sum (in the FHS sense) of subspaces G1, G2 ⊂ G0, and the corresponding
decomposition G0 = G1 ⊕G2 of its dual FHS-space G0; that is, G1 = G⊥2 is
the annihilator of G2 in G
0, and G2 = G⊥1 . Of course, also G1 = (G
2)⊥ and
G2 = (G
1)⊥. Introduce an admissible norm ‖ · ‖ on G0 (note that G1, G2
need not be orthogonal w.r.t. ‖ · ‖), and its dual norm on G0 (denoted by
‖ · ‖ as well). Consider
dist(g,G2) = inf
g2∈G2
‖g − g2‖ = sup
x1∈G1,‖x1‖≤1
〈g, x1〉 ,
dist(x,G2) = inf
x2∈G2
‖x− x2‖ = sup
g1∈G1,‖g1‖≤1
〈g1, x〉
for any g ∈ G0, x ∈ G0.
Introduce the corresponding Hilbert spacesH = Exp(G0),H1 = Exp(G1),
H2 = Exp(G2); we have H = H1 ⊗ H2. Recall the operators Ux and
Vg for x ∈ G0, g ∈ G0, satisfying the Canonical Commutation Relations
VgUx = e
i〈g,x〉UxVg. Let (Ω,F ,P, G) be the corresponding Gaussian type
space (thus, H = L2(Ω,F ,P)), and γ ∈ PG a Gaussian measure such
that ‖ · ‖γ = ‖ · ‖. We know that the vector ψ = √γ ∈ H satisfies
〈Uxψ, ψ〉 = exp
(−1
8
‖x‖2), 〈Vgψ, ψ〉 = exp(−12‖g‖2) for all x ∈ G0, g ∈ G0.
Denote by ρ(ψ) the corresponding density matrix on H1. In the following
lemma, ρ(ψ′) for some other ψ′ are the corresponding density matrices on
H1, and a function M : [0,∞)→ [0,∞) is defined by18
M(r) = max
ϕ∈[0,pi]
(
exp
(
− ϕ
2
2r2
)
· 2 sin ϕ
2
)
.
5.2. Lemma. For all x ∈ G0, g ∈ G0
‖ρ(ψ)− ρ(Uxψ)‖ ≥M
(
dist(x,G2)
)
,
‖ρ(ψ)− ρ(Vgψ)‖ ≥M
(
2 dist(g,G2)
)
.
18The exact form of the function is of no importance here; we only need to know that
M(rn)→ 0 implies rn → 0.
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Proof. Let x = y + z, y ∈ G1, z ∈ G2, then Ux = U (1)y ⊗ U (2)z (the notation
being self-explanatory), which implies ρ(Uxψ) = U
(1)
y ρ(ψ)U
(1)
−y . For every
g ∈ G1
Tr
(
ρ(Uxψ)V
(1)
g
)
= Tr
(
U (1)y ρ(ψ)U
(1)
−yV
(1)
g
)
= Tr
(
ρ(ψ)U
(1)
−yV
(1)
g U
(1)
y
)
;
however, V
(1)
g U
(1)
y = exp(i〈g, y〉)U (1)y V (1)g and 〈g, y〉 = 〈g, x〉 (since g ∈
(G2)⊥); we have Tr
(
ρ(Uxψ)V
(1)
g
)
= exp(i〈g, x〉) Tr(ρ(ψ)V (1)g ). Note that
|Tr((ρ(Uxψ) − ρ(ψ))V (1)g )| ≤ ‖ρ(Uxψ) − ρ(ψ)‖, since Re(eiα Tr((ρ(Uxψ) −
ρ(ψ))V
(1)
g
)
= Tr
(
(ρ(Uxψ)− ρ(ψ)) Re(eiαV (1)g )
) ≤ ‖ρ(Uxψ)− ρ(ψ)‖ for all α.
We have
‖ρ(Uxψ)− ρ(ψ)‖ ≥ |1− ei〈g,x〉| · |Tr
(
ρ(ψ)V (1)g
)| ;
|1− ei〈g,x〉| = 2
∣∣∣ sin 〈g, x〉
2
∣∣∣ ;
Tr
(
ρ(ψ)V (1)g
)
= Tr
(
(V (1)g ⊗ 1H2)Qψ
)
= 〈(V (1)g ⊗ 1H2)ψ, ψ〉 =
= 〈Vgψ, ψ〉 = exp
(−1
2
‖g‖2) ;
so,
‖ρ(Uxψ)− ρ(ψ)‖ ≥ sup
g∈G1
(
exp
(−1
2
‖g‖2) · 2∣∣∣ sin 〈g, x〉
2
∣∣∣) .
Denote r = dist(x,G2). We need only one ray of vectors g ∈ G1 such that
〈g, x〉 = r‖g‖. For every ϕ ∈ [0, pi] there exists such g, satisfying 〈g, x〉 = ϕ
and ‖g‖ = ϕ/r, which gives ‖ρ(Uxψ) − ρ(ψ)‖ ≥ exp
(− ϕ2
2r2
) · 2 sin ϕ
2
; the
supremum over ϕ gives the first inequality.
For the second inequality, the proof is quite similar. Only U
(1)
y and V
(1)
g
change places, and exp
(−1
8
‖x‖2) appears instead of exp(−1
2
‖g‖2), which
leads to M(2r) instead of M(r).
5.3. Theorem. Let G0 be an FHS-space, En, Fn ⊂ G0 subspaces such that
G0 = En⊕Fn (in the FHS sense) for all n. For every unit vector ψ ∈ Exp(G0)
let ρn(ψ) denote the density matrix on Fn that corresponds to ψ. Then the
following two conditions are equivalent.
(a) lim inf En = G0 and lim supFn = {0}.
(b) ‖ρn(ψ1) − ρn(ψ2)‖ → 0 when n → ∞, for all unit vectors ψ1, ψ2 ∈
Exp(G0).
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Proof. Proposition 5.1 gives (a) =⇒ (b). Assume (b); we have to prove (a).
We choose a Gaussian measure γ and apply Lemma 5.2 to ψ =
√
γ:
M
(
dist(x, F⊥n )
) ≤ ‖ρn(ψ)− ρn(Uxψ)‖ → 0 ,
M
(
2 dist(g, En)
) ≤ ‖ρn(ψ)− ρn(Vgψ)‖ → 0 ,
which implies that dist(x, F⊥n ) → 0 and dist(g, En) → 0 (when n → ∞)
for all g ∈ G0, x ∈ G0 (the dual to G0). The latter, inf
e∈En
‖g − e‖ → 0,
shows that lim inf En = G0. The former, sup
f∈Fn,‖f‖≤1
〈f, x〉 → 0, shows that
lim supFn = {0}.
6 Borel measurability of it all
Recall some notions and results about Borel measurability (see [5, Chapter 3],
[11, Chapter 3]). A Borel space is a set equipped with a σ-field (of subsets).
The subsets belonging to the σ-field are called Borel measurable sets (or
‘measurable sets’, or ‘Borel sets’). A subset of a Borel space is naturally a
Borel space. The product of two Borel spaces is naturally a Borel space. A
Borel measurable map (or ‘measurable map’, or ‘Borel map’) is a map from
one Borel space into another, such that the inverse image of every measurable
set is a measurable set. A Borel isomorphism between two Borel spaces is
an invertible measurable map whose inverse is also measurable. (Note that
no measure (type) is given, and so, no subset is negligible; every single point
counts.)
A Polish space is a topological space which is homeomorphic to a sepa-
rable complete metric space. A Polish space is naturally equipped with the
σ-field generated by all open sets, thus, it is a Borel space. Surprisingly, the
Borel space does not depend (up to isomorphism) on the Polish space, as far
as it is uncountable. That is, every two uncountable Polish spaces are Borel
isomorphic. Moreover, all uncountable Borel sets in Polish spaces are Borel
isomorphic. A Borel space is called standard, if it is isomorphic to a Borel
subset of a Polish space. Up to isomorphism, there is a single uncountable
standard Borel space, a single countable (infinite) one, and for each (finite)
n, a single n-point one.
LetX be a Polish space and F(X) the set of all nonempty closed subsets of
X . There is a natural Borel structure on F(X), namely, the σ-field generated
by sets of the form
{F ∈ F(X) : F ∩ U 6= ∅}
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where U varies over open sets in X . Thus F(X) is a Borel space; it is called
the Effros Borel space of X , and is standard (see [11, Th. 3.3.10]). There is
a sequence (fn) of Borel measurable maps fn : F(X) → X such that every
F ∈ F(X) is the closure of the countable (or finite) set {f1(F ), f2(F ), . . . }; it
is called Castaing’s theorem (see [11, Prop. 5.2.7]). Therefore, for any Borel
space T , a general form of a measurable map f : T → F(X) is
f(t) = closure
({f1(t), f2(t), . . . }) ,(6.1)
where f1, f2, . . . : T → X are measurable maps. Note that the disjoint union
of all F ∈ F(X), defined as the set of all pairs (F, x) such that F ∈ F(X)
and x ∈ F , is naturally a standard Borel space, since it is a Borel subset of
F(X)×X .
Now we apply all that to our matter. LetH be a (separable) Hilbert space
and L(H) the set of all (closed) linear subspaces of H . Then H is a Polish
space, L(H) ⊂ F(H), and we get measurable maps fn : L(H)→ H such that
every L ∈ L(H) is spanned by (and even the closure of) {f1(L), f2(L), . . . }.
Applying the usual orthogonalization process to the sequence
(
fn(L)
)
we get
a new sequence, denote it again by
(
fn(L)
)
, such that
{fn(L) : 1 ≤ n < 1 + dimL} is an orthonormal basis of L(6.2)
for every L ∈ L(H), and still, fn : L(H)→ H are Borel measurable, and in
addition, fn(L) = 0 when n ≥ 1 + dimL. The same argument shows also
that dimL ∈ {0, 1, 2, . . . ;∞} is a measurable function of L.
There is a natural map, F 7→ spanF , from F(H) to L(H); namely, spanF
is the (closed) subspace spanned by F . The map is measurable, which follows
from (6.1). Indeed, if F is the closure of {fn(F ) : n = 1, 2, . . . }, then spanF
is the closure of
{α1f1(F ) + · · ·+ αnfn(F ) : α1, . . . , αn ∈ Q, n = 1, 2, . . . } ,(6.3)
still a countable set of measurable functions (indexed by finite sequences
(α1, . . . , αn) of rational numbers).
6.4. Lemma. Linear subspaces of a Hilbert space are a standard Borel
space.19
Proof. L(H) = {F ∈ F(H) : span(F ) = F}, therefore L(H) is a Borel subset
of the standard Borel space F(H).20
19Closed linear subspaces of a separable Hilbert space, of course.
20Indeed, F 7→ (F, spanF ) is a Borel map F(H) → F(H) × F(H), and the diagonal is
a Borel subset of F(H)× F(H).
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6.5. Lemma. The closure of L1+L2 is a jointly Borel measurable function
of linear subspaces L1, L2 of a Hilbert space.
The proof is left to the reader. Hint: Similar to (6.3) but simpler.21
6.6. Lemma. The orthogonal projection of x to L is jointly measurable in
x ∈ H and L ∈ L(H).
Proof. The projection is the limit (for n→∞) of the orthogonal projection
of x to span{fk(L) : k ≤ n}. Measurability of the latter implies that of the
former.
Note also that the disjoint union of all L ∈ L(H) is a standard Borel space,
and linear operations are measurable in the following sense: (L, h1 + h2) is
jointly Borel measurable in (L, h1) and (L, h2) on the domain consisting of
all pairs
(
(L1, h1), (L2, h2)
)
where L1, L2 ∈ L(X), h1 ∈ L1, h2 ∈ L2 satisfy
L1 = L2. The same for other linear combinations, and for the scalar product.
Let H be an FHS-space (rather than a Hilbert space). Lemmas 6.4 and
6.5 still hold.
6.7. Lemma. The set of all pairs (L1, L2) such that H = L1 ⊕ L2 (in the
FHS sense, see Sect. 3) is a Borel subset of L(H)× L(H).
Proof. The relation H = L1 ⊕ L2 means that, first, L1, L2 are orthogonal
in some admissible norm, and second, L1 + L2 is dense in H . The latter
condition defines a measurable set of pairs (L1, L2) due to Lemma 6.5. The
former condition may be expressed in terms of the infinite matrix
M(L1, L2) =
(〈fk(L1), fl(L2)〉)k,l
where fn are as in (6.2). The relevant set of matrices is Borel measurable.
We turn to σ-fields. Let (Ω,F ,P) be a measure type space and A(F)
the set of all sub-σ-fields of F .22 Then F0 = F mod 0 is a complete Boolean
algebra and a Polish space (recall Footnote 8), and A(F) may be identified
with the set A(F0) of all closed subalgebras of F0. Thus, A(F) = A(F0) ⊂
F(F0), and we get measurable maps fn : A(F0) → F0 such that every
A ∈ A(F0) is generated by (and even the closure of) {f1(A), f2(A), . . . }.
Striving to a counterpart of (6.2), recall the space L0(Ω,F ,P) of all
equivalence classes of measurable maps Ω → R. Every X ∈ L0(Ω,F ,P)
21An alternative way: L1 ∪ L2 is measurable in L1, L2 by [11, Exercise 3.3.11(ii)], thus
span(L1 ∪L2) is also measurable. It is a good luck that we need unions, not intersections;
see the note after Exercise 3.3.11 in [11].
22As before, each σ-field must contain all P-negligible sets.
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generates a σ-field σ(X) ∈ A(F0). Every A ∈ A(F0) is σ(X) for some
X ∈ L0(Ω,F ,P); the set of all such X (for a given A) is usually large and
non-closed. Nevertheless a selection is constructed below.
6.8. Lemma. There exists a Borel mapA → XA fromA(F0) to L0(Ω,F ,P)
such that σ(XA) = A for all A ∈ A(F0).
Proof. One may take
XA(ω) =
∞∑
n=1
2
3n
1fn(A)(ω) ;
here 1fn(A)(ω) is equal to 1 if ω ∈ fn(A) and 0 otherwise.
A σ-field A is nonatomic if and only ifXA is nonatomic (that is, X−1A ({x})
is negligible for every x ∈ R). Nonatomic elements of L0(Ω,F ,P) are a Borel
set. Therefore, nonatomic σ-fields are a Borel set (in A(F0)). Similarly, the
number of atoms (0, 1, 2, . . . or ∞) is a Borel function of A, as well as their
(ordered) probabilities.
There is a natural map, F 7→ σ(F ), from F(F0) to A(F0); namely, σ(F )
is the σ-field generated by F . The map is measurable, which follows from
(6.1) similarly to (6.3).23
Proofs of the following Lemmas 6.9–6.11 are left to the reader, since
they are similar to 6.4–6.6 respectively. Especially for 6.11 a hint:
Q|A
P |A =
lim
n→∞
Q|An
P |An
where An is generated by f1(A), . . . , fn(A).
6.9. Lemma. Sub-σ-fields of F are a standard Borel space.
6.10. Lemma. The σ-field σ(A1 ∪ A2) generated by A1,A2 is a jointly
measurable function of sub-σ-fields A1,A2 ⊂ F .
The set P of equivalent probability measures on (Ω,F) is also a standard
Borel space, since it is homeomorphic (in fact, isometric) to a subset of L1(P )
(the choice of P ∈ P does not matter); the whole L1(P ) is a Polish space,
and the subset, consisting of all strictly positive functions whose integral is
equal to 1, is a Borel subset.
23Arbitrary combinations of Boolean operations (union, intersection, complement) are
used here instead of the linear combinations used in (6.2).
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6.11. Lemma. The Radon-Nikodym density
Q|A
P |A
(treated as an element of L2(Ω,F ,P) that belongs in fact to L0(Ω,A,P)) is
jointly measurable in P,Q ∈ P and A ∈ A(F).
Given P ∈ P and X ∈ L0(Ω,F ,P), we get a probability measure on R,
namely, S 7→ P ({ω : X(ω) ∈ S}) for Borel sets S ⊂ R. The measure will be
called the distribution of X w.r.t. P and denoted by X(P ). Note that X(P )
is jointly measurable in X and P , that is, (X,P ) 7→ X(P ) is a Borel map
from L0(P)× P to the space of probability distributions on R. Indeed, if ϕ
is a bounded continuous function R→ R then ∫ ϕd(X(P )) = ∫ ϕ(X(·)) dP
is continuous in (X,P ).
6.12. Lemma. (a) The set D of all pairs (A1,A2) such that A1⊗A2 is well-
defined,24 is a Borel subset ofA(F)×A(F), and the map (A1,A2) 7→ A1⊗A2
from D to A(F) is Borel measurable.
(b) For every P ∈ P, the map
(A1,A2) 7→ P |A1⊗A2
P |A1 ⊗ P |A2
from D to L0(P) is Borel measurable.
Proof. (a) The condition (A1,A2) ∈ D may be expressed in terms of the
measure
µA1,A2 = (XA1 , XA2)(P )
on R2. (The choice of P ∈ P does not matter.) That is the joint probability
distribution of random variables XA1 , XA2 on (Ω,F , P ), and its marginal
distributions are XA1(P ), XA2(P ). Clearly, µA1,A2 is a product measure if
and only if A1,A2 are independent w.r.t. P . Thus, the relevant condition on
µA1,A2 says that µA1,A2 must be equivalent to a product measure. The set of
all such measures on R2 is Borel measurable. The map (A1,A2) 7→ A1 ⊗A2
is the restriction to D of the map (A1,A2) 7→ σ(A1 ∪ A2) measurable by
Lemma 6.10.
24It means existence of P ∈ P that makes A1,A2 independent (recall Def. 3.3). When
defined, A1 ⊗A2 is just σ(A1 ∪ A2).
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(b) For such A1,A2 the map (XA1 , XA2) is an isomorphism (mod0) be-
tween (Ω,A1 ⊗A2, P ) and (R2, . . . , µ), where µ = µA1,A2 (and the σ-field of
µ-measurable subsets of R2 is suppressed in the notation). Therefore,
P
P |A1 ⊗ P |A2
(ω) =
µ
µ1 ⊗ µ2
(
XA1(ω), XA2(ω)
)
,
where µ1 = µA1 = XA1(P ), µ2 = µA2 = XA2(P ) are the marginals of µ.
I assume in addition that the σ-fields A1,A2 are nonatomic (atoms are
left to the reader); then an additional transformation R → R turns µ1, µ2
into Lebesgue measure on (0, 1).25 The density of µ (w.r.t. Lebesgue measure
µ1⊗µ2 on (0, 1)×(0, 1)) is a Borel function of µ (take an increasing (refining)
sequence of finite partitions of (0, 1)×(0, 1)). The following lemma (or rather,
its straightforward two-dimensional generalization) completes the proof.
6.13. Lemma. Let (Ω,F , P ) be a nonatomic probability space. Consider
the set U ⊂ L0(Ω,F , P ) of all random variables U : Ω → R distributed
uniformly on (0, 1) (in other words, measure preserving transformations from
(Ω,F , P ) to (0, 1) with Lebesgue measure). For each U ∈ U and f ∈ L0(0, 1)
consider the composition f ◦U (that is, f(U(·))) as an element of L0(Ω,F , P ).
Then
(a) U is a Borel measurable subset of L0(Ω,F , P );
(b) f ◦ U is jointly Borel measurable in f ∈ L0(0, 1) and U ∈ U .
Proof. (a) Follows immediately from measurability of U(P ) in U .
(b) Let Q be another probability measure on (Ω,F), equivalent to P .
Consider the distribution
(f ◦ U)(Q) = f(U(Q)) ;
we know that f(µ) is jointly measurable in f and µ, and U(Q) is measurable
in U , therefore (f ◦U)(Q) is jointly measurable in f and U . However, distri-
butions X(Q) for all Q determine X ∈ L0(P ) uniquely, and moreover, they
generate the Borel σ-field on L0(P ).
6.14. Proposition. Let (Ω,F ,P) be a measure type space, andH = {(A, ψ) :
A ∈ A(F), ψ ∈ L2(Ω,A,P)} the disjoint union of Hilbert spaces L2(Ω,A,P)
over all sub-σ-fields A ⊂ F . Then
25One may use the cumulative distribution function FA(x) = P
({ω : XA(ω) ≤ x});
it is continuous (due to the nonatomicity), and the random variable ω 7→ FA(XA(ω)) is
distributed uniformly on (0, 1).
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(a) H is (naturally) a standard Borel space;
(b) the set D1 of all pairs
(
(A1, ψ1), (A2, ψ2)
) ∈ H×H satisfying A1 = A2
is a Borel subset of H×H; the map ((A, ψ1), (A, ψ2)) 7→ (A, ψ1 + ψ2) from
D1 to H is Borel measurable; the map
(
α, (A, ψ)) 7→ (A, αψ) from R×H to
H is Borel measurable; and the map ((A, ψ1), (A, ψ2)) 7→ 〈ψ1, ψ2〉 from D1
to R is Borel measurable;
(c) the set D2 of all pairs
(
(A1, ψ1), (A2, ψ2)
) ∈ H×H such that A1⊗A2 is
well-defined26 is a Borel subset of H×H; and the map ((A1, ψ1), (A2, ψ2)) 7→(A1 ⊗A2, ψ1 ⊗ ψ2) from D2 to H is Borel measurable.
Proof. We choose some P ∈ P and replace each L2(Ω,A,P) with the corre-
sponding L2(Ω,A, P ) according to their unitary correspondence determined
by P ,
L2(Ω,A,P) ∋ ψ 7→ ψ√
P |A
∈ L2(Ω,A, P ) .
The disjoint union of L2(Ω,A, P ) over all A is naturally a standard Borel
space, since it is a Borel subset of the disjoint union of all subspaces of
L2(Ω,F , P ).27 Thus, a Borel structure appears also on the disjoint union
of L2(Ω,A,P), and the Borel structure does not depend on the choice of P
(since
Q|A
P |A is measurable inA, see Lemma 6.11). Item (b) is easily transferred
from the disjoint union of all subspaces of L2(Ω,F , P ) to the disjoint union
of L2(Ω,A,P). It remains to prove (c).
Lemma 6.12(a) gives us measurability of the set D2, and measurability of
A1⊗A2 in (A1,A2). It remains to verify measurability of ψ1⊗ψ2. We know
(recall Sect. 4) that
ψ1 ⊗ ψ2 =
(
ψ1√
Q1
⊗ ψ2√
Q2
)
·
√
Q1 ⊗Q2 ∈ L2(Ω,A1 ⊗A2,P) ;
that is, if Q ∈ P is a measure that makes A1,A2 independent, then
ψ1 ⊗ ψ2√
Q|A1⊗A2
=
ψ1√
Q|A1
· ψ2√
Q|A2
for ψ1 ∈ L2(Ω,A1,P), ψ2 ∈ L2(Ω,A2,P) ;
26See Lemma 6.12.
27You see, L2(Ω,A,P) is not (naturally identified with) a subspace of L2(Ω,F ,P).
However, L2(Ω,A, P ) is a subspace of L2(Ω,F , P ). Thus, all L2(Ω,A,P) become em-
bedded into L2(Ω,F ,P), but the embedding depends on P . It may be written as
L2(Ω,A,P) ∋ ψ 7→ ψ√
P |A
·
√
P ∈ L2(Ω,F , P ).
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the product in the right-hand side is just a pointwise product of two func-
tions.28 Therefore
ψ1 ⊗ ψ2√
P |A1⊗A2
=
√
Q|A1⊗A2
P |A1⊗A2
·
√
P |A1
Q|A1
·
√
P |A2
Q|A2
· ψ1√
P |A1
· ψ2√
P |A2
.
However, the independence of A1 and A2 under Q means that
P |A1⊗A2
Q|A1⊗A2
=
P |A1⊗A2
Q|A1 ⊗Q|A2
=
P |A1⊗A2
P |A1 ⊗ P |A2
· P |A1
Q|A1
· P |A2
Q|A2
,
so,
ψ1 ⊗ ψ2√
P |A1⊗A2
=
√
P |A1 ⊗ P |A2
P |A1⊗A2
· ψ1√
P |A1
· ψ2√
P |A2
.
By Lemma 6.12(b),
P |A1⊗A2
P |A1 ⊗ P |A2
is Borel measurable in (A1,A2), therefore
ψ1 ⊗ ψ2√
P |A1⊗A2
is measurable in
(
A1,A2, ψ1√
P |A1
,
ψ2√
P |A2
)
, which means that
ψ1 ⊗ ψ2 is measurable in
(
(A1, ψ1), (A2, ψ2)
)
.
For any Hilbert spaces H1, H2 denote by I˜(H1, H2) the set of all isomor-
phisms between H1 andH2, that is, linear isometric invertible maps H1 → H2
(of course, I˜(H1, H2) is empty if H1, H2 are of different dimension). For any
Hilbert space H denote by I(H) the disjoint union of sets I˜(L1, L2) over all
subspaces L1, L2 ∈ L(H). That is, I(H) consists of all triples (L1, L2, U)
where L1, L2 ⊂ H are subspaces and U : L1 → L2 is an isomorphism. How-
ever, we may identify each U with its graph, and L1, L2 with projections
of the graph, L1(U) = {x : (x, y) ∈ U}, L2(U) = {y : (x, y) ∈ U}. Now
I(H) consists of all subspaces U ∈ L(H⊕H) such that ‖x‖ = ‖y‖ whenever
x ∈ H , y ∈ H , (x, y) ∈ U . Clearly, I(H) is a Borel subset of L(H ⊕ H),
therefore, a standard Borel space.
6.15. Lemma. Let H be a Hilbert space. Then
(a) the set D of all pairs ((L1, L2, U), x) such that (L1, L2, U) ∈ I(H)
and x ∈ L1 is a Borel subset of I(H)×H ;
(b) the map
(
(L1, L2, U), x
) 7→ U(x) from D to H is Borel measurable.
Proof. Treating U as a subspace of H ⊕H we choose measurable maps fn :
L(H ⊕ H) → H ⊕ H such that every U is spanned by {f1(U), f2(U), . . . }.
28It is, at the same time, their tensor product, since they are independent (w.r.t. Q).
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We have fn(U) = (gn(U), hh(U)) where gn(U) ∈ H , hn(U) ∈ H . Applying
the orthogonalization process we ensure that gn(U) form an orthogonal basis
of L1(U). Introducing Borel functions cn(x, U) = 〈x, gn(U)〉 for x ∈ H we
have
(U, x) ∈ D ⇐⇒
∑
n
|cn(x, U)|2 = ‖x‖2 ,
(U, x) ∈ D =⇒ U(x) =
∑
n
cn(x, U)hn(U) .
For any FHS space G we define I(G) as consisting of all triples (L1, L2, U)
where L1, L2 ⊂ G are subspaces and U : L1 → L2 is an FHS-isomorphism.
Alternatively, I(G) may be thought of as a subset of L(H ⊕ H); we’ll see
(Lemma 6.18) that it is a Borel subset, therefore, a standard Borel space.
For any measure type space (Ω,F ,P) we define I(F) as consisting of
all triples (A1,A2, U) where A1,A2 ∈ A(F mod 0) and U : A1 → A2
is an isomorphism of complete Boolean algebras (it means mod0 isomor-
phism between quotient spaces Ω/A1 and Ω/A2, provided that (Ω,A,P)
is a Lebesgue-Rokhlin space). The graph of U is a subset of (F mod 0) ⊕
(F mod 0) = (F⊕F) mod 0, where F⊕F is the natural σ-field on the union
Ω⊎Ω of two disjoint copies of Ω. We identify U with its graph; it is not just
a subset but a σ-field; so, I(F) ⊂ A(F ⊕F).
6.16. Lemma. I(F) is a Borel subset of A(F ⊕ F).
Proof. A sub-σ-field B ⊂ F⊕F belongs to I(F) if and only if ∀ε∃δ∀(A,B) ∈
B(P (A) < δ =⇒ P (B) ≤ ε); here an element of F ⊕ F is identified
with a pair (A,B) of elements of F . (The choice of a measure P ∈ P
does not matter.) For such ε and δ, B must be disjoint to the open set
{(A,B) : P (A) < δ, P (B) > ε}.
Let (Ω,F ,P) be a measure type space. For any closed set F ⊂ L0(Ω,F ,P)
denote by σ(F ) the sub-σ-field generated by F , that is, the least σ-field
F ′ ⊂ F such that F ⊂ L0(Ω,F ′,P).
6.17. Lemma. The map F 7→ σ(F ) from F(L0(Ω,F ,P)) to A(Ω,F ,P) is
Borel measurable.
Proof. Due to (6.1) it suffices to prove measurability of the map f 7→ σ(f)
from L0(Ω,F ,P) toA(Ω,F ,P); of course, σ(f) means σ({f}). We know (see
the proof of Lemma 3.8) that fn → f implies σ(f) ⊂ lim inf σ(fn). Therefore,
for any open set V ⊂ A(Ω,F ,P) the set of all f such that σ(f) ∩ V = ∅ is
closed.
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6.18. Lemma. Let G be an FHS space, then I(G) is a Borel subset of
L(G⊕G).
Proof. We take a Gaussian type space (Ω,F ,P, G)29 and consider F ⊕ F ,
so that G ⊕ G ⊂ L0(F ⊕ F). Every subspace U ∈ L(G ⊕ G) generates a
sub-σ-field σ(U) ∈ A(F ⊕ F). It is easy to see that U ∈ I(G) if and only if
σ(U) ∈ I(F). However, σ(U) is measurable in U by Lemma 6.17, and I(F)
is measurable by Lemma 6.16.
For any measure type space (Ω,F ,P) we define I(P)30 as consisting of all
triples (A1,A2, U) whereA1,A2 ⊂ F are sub-σ-fields and U ∈ I˜
(
L2(Ω,A1,P),
L2(Ω,A2,P)
)
is a linear isometry. Spaces L2(Ω,A,P) are not naturally em-
bedded into L2(Ω,F ,P); however, we may choose some measure P ∈ P and
embed all L2(Ω,A,P) into L2(Ω,F , P ) by
L2(Ω,A,P) ∋ ψ 7→ ψ√
P |A
∈ L2(Ω,A, P ) ⊂ L2(Ω,F , P ) .
We have a bijective correspondence between I(P) and I(L2(Ω,F , P )), which
turns I(P) into a standard Borel space. Its Borel structure does not depend
on the choice of P ∈ P (recall Lemma 6.11), but the correspondence depends
on P .
Take an element (A1,A2, U) of I(F) (this time we prefer a triple to
a graph). The isomorphism U between σ-fields A1,A2 induces naturally
an isomorphism (linear isometry) between Hilbert spaces L2(Ω,A1,P) and
L2(Ω,A2,P). Namely, if measures P1 ∈ P|A1 , P2 ∈ P|A2 satisfy P2(U(A)) =
P1(A) for all A ∈ A1, then the vector ψ2 =
√
P2 ∈ L2(Ω,A2,P) corresponds
to the vector ψ1 =
√
P1 ∈ L2(Ω,A1,P). (Such vectors are not a linear set,
but span the Hilbert spaces.) So, we have a map from I(F) to I(P).
6.19. Lemma. The map from I(F) to I(P) is Borel measurable.
Proof. Consider some U ∈ I(F) treated as a sub-σ-field of F ⊕ F . Given
some P1 ∈ P, we introduce on U a measure P (A,B) = P1(A) for (A,B) ∈ U ;
here, as before, an element of F ⊕ F is represented by a pair (A,B) where
A,B ∈ F . There is also a measure P2 on the σ-field A2 = {B : (A,B) ∈
U} such that P2(B) = P (A,B) = P1(A) whenever (A,B) ∈ U . The pair(√
P1,
√
P2
)
belongs to the graph U1 ∈ I(P) that corresponds to U . Such
pairs for all P1 ∈ P (or for a countable dense subset) span the graph U1. It
remains to prove that, for a given P1 and arbitrary U , the pair
(√
P1,
√
P2
)
29Suppressing in the notation the distinction between G and G/Const.
30Sorry for the clumsy notation: I(F) for σ-fields, but I(P) for square roots of measures.
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is measurable in U (you see, P2 depends implicitly on U). According to our
definition of the Borel structure on I(P), we have to prove measurability in U
of the density
P2
P1|A2
. The latter is the restriction (to the second copy of Ω) of
a density on the doubled space, Ω⊎Ω, namely, P
′|U
P ′′|U , where measures P
′, P ′′
on F ⊕ F are defined (irrespective of U) by P ′(A,B) = P1(A), P ′′(A,B) =
P1(B). We apply Lemma 6.11 to P
′, P ′′ on Ω ⊎ Ω. Though, P ′ and P ′′ are
not equivalent, but one can consider, say,
2P ′ + P ′′
P ′ + P ′′
.
6.20. Proposition. Let (Ω,F ,P, G) be a Gaussian type space, and G0 =
G/Const the corresponding FHS space. Then the natural map from I(G0)
to I(P) is Borel measurable.
Proof. We know that every U ∈ I(G) generates σ(U) ∈ I(F) (see the proof
of Lemma 6.18), and the map U 7→ σ(U) is measurable. The transition
from σ(U) to the corresponding element of I(P) is measurable by Lemma
6.19.
7 Sum systems and product systems
7.1. Definition. A sum system consists of a two-parameter family (Ga,b)
of FHS-spaces Ga,b, given for −∞ < a < b < +∞, embedded into a single
linear space G−∞,+∞, and a one-parameter group (Ut) of linear maps Ut :
G−∞,+∞ → G−∞,+∞ for t ∈ R, such that
(a) Ga,c = Ga,b ⊕ Gb,c (in the FHS sense) whenever −∞ < a < b < c <
+∞;31
(b) Ut : Ga,b → Ga+t,b+t is an isomorphism of FHS spaces, whenever
−∞ < a < b < +∞ and −∞ < t < +∞.32
(c) (Ut) is strongly continuous in the sense that ‖Utx − x‖ → 0 when
t → 0, whenever a < b < c < d, x ∈ Gb,c, and the norm is taken in Ga,b
(which is correct for t small enough).
The structure is local in the sense that the global space G−∞,+∞ is
equipped with a linear structure only, not an FHS structure, nor even a
31Thus, Ha,b and Hb,c must be linear subspaces of Ha,c; and their FHS structures must
be inherited from Ha,c; and they must be orthogonal in some admissible norm. Note that
the norm may depend on b.
32Thus, Ut must map Ga,b onto Ga+t,b+t and send an admissible norm into an admissible
norm.
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topology. One may assume that G−∞,+∞ is just the union of all Ga,b, since
anyway, only the local spaces Ga,b will be used.
Given a sum system
(
(Ga,b), (Ut)
)
, we may introduce (as explained in Sect.
5) Hilbert spaces Ha,b = Exp(Ga,b) satisfying (under the usual identification)
Ha,b ⊗Hb,c = Ha,c
whenever −∞ < a < b < c < +∞. Given a < b < c < d, ψ1 ∈ Ha,b,
ψ2 ∈ Hb,c, ψ3 ∈ Hc,d, we may calculate ψ1 ⊗ ψ2 ⊗ ψ3 as (ψ1 ⊗ ψ2) ⊗ ψ3 or
ψ1 ⊗ (ψ2 ⊗ ψ3), which is the same (recall Lemma 3.5). The two-parameter
families may be reduced to one-parameter families using (Ut); namely, for
s, t ∈ (0,∞),
G0,s+t = G0,s ⊕ UsG0,t ,
H0,s+t = H0,s ⊗
(
Exp(Us|G0,t)
)
H0,t ,
(7.2)
where
(
Exp(Us|G0,t)
)
: H0,t → Hs,s+t is the unitary operator corresponding
to the FHS isomorphism Us|H0,t : H0,t → Hs,s+t. The binary operation of
tensor product, (s, ψ1), (t, ψ2) 7→
(
s+t, ψ1⊗(Exp(Us|G0,t))ψ2
)
(for ψ1 ∈ H0,s,
ψ2 ∈ H0,t) is associative. That is the algebraic part of the ‘product system’
structure defined by W. Arveson [4, Def. 1.4]. It is not the whole story, since
some measurability in s, t is needed. Namely, the disjoint union of spaces
H0,s must be a standard Borel space, and the tensor product must be a
measurable binary operation.
The disjoint union is the set of all pairs (s, ψ) such that s ∈ (0,∞) and
ψ ∈ H0,s. We take some T ∈ (0,∞); it is enough to consider s ∈ (0, T )
rather than (0,∞). We have a Gaussian type space (Ω,F ,P, G) such that
G/Const = G0,T , and sub-σ-fields Fa,b ⊂ F such that L2(Ω,Fa,b,P) = Ha,b
whenever (a, b) ⊂ (0, T ).
7.3. Lemma. The map (a, b) 7→ Ga,b from the triangle {(a, b) : 0 ≤ a < b ≤
T} to the Borel space L(G0,T ) of subspaces of G0,T is Borel measurable.
Proof. It is enough to consider the case 0 ≤ a < t < b ≤ T for an arbitrary
t ∈ (0, T ). The equality Ga,b = Ga,t ⊕Gt,b, in combination with Lemma 6.5,
reduces the problem to measurability of Ga,t in a, and Gt,b in b. However, a
monotone function is always measurable.
So, Ga,b is measurable in (a, b). It follows by Lemma 6.17 that Fa,b is
measurable in (a, b). Proposition 6.14 gives us a Borel structure on the
disjoint union of spaces Ha,b (over all a, b satisfying 0 ≤ a < b ≤ T ); it is
compatible with linear operations and scalar product; and the map(
((a, b), ψ1), ((b, c), ψ2)
) 7→ ((a, c), ψ1 ⊗ ψ2)
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is Borel measurable (here ψ1 ∈ Ha,b, ψ2 ∈ Hb,c, 0 ≤ a < b < c ≤ T ).
Given a, b such that 0 ≤ a < b ≤ T , we may treat the restriction Ub−a|G0,a
as an FHS isomorphism G0,a → Gb−a,b, therefore an element of the Borel
space I(G0,T ) introduced in Sect. 6.
7.4. Lemma. The map (a, b) 7→ Ub−a|G0,a from the triangle {(a, b) : 0 ≤
a < b ≤ T} to I(G0,T ) is Borel measurable.
Proof. By Lemma 7.3, G0,a is measurable in a. According to (6.1) there
are fn(a) ∈ G0,a, measurable in a, such that every G0,a is spanned by
{f1(a), f2(a), . . . }. Therefore the graph of Ub−a|G0,a is spanned by pairs(
fn(a), Ub−afn(a)
)
. Each pair is measurable in a and continuous in b (re-
call 7.1(c)), therefore, measurable in (a, b) (see [11, Th. 3.1.30]).
So, Ub−a|G0,a is measurable in (a, b). It follows by Proposition 6.20
that Exp(Ub−a|G0,a) is also measurable in (a, b). Lemma 6.16 shows that
Exp(Ub−a|G0,a)ψ is jointly measurable in ψ ∈ H0,a and a, b. It follows that
ψ1 ⊗
(
Exp(Ub−a|G0,a)
)
ψ2 is jointly measurable in a, b, ψ1 ∈ Hb−a, ψ2 ∈ Ha,
which proves the following result.
7.5. Theorem. If
(
(Ga,b), (Ut)
)
is a sum system, then Hilbert spaces Ha,b =
Exp(Ga,b) with the natural identification H0,s+t = H0,s ⊗
(
Exp(Us|G0,t)
)
H0,t
form a product system.
The product system may be called the exponential of the given sum sys-
tem.
8 The invariant
An isomorphism of two product systems is defined [4, p. 6] as a family (Vt) of
linear isomorphisms Vt : H
′
0,t → H ′′0,t between corresponding Hilbert spaces
that respects the two structures on the disjoint union of the Hilbert spaces,
namely, the binary operation of tensor multiplication, and the Borel σ-field.
Assuming that the two product systems are exponentials of two given sum
systems
(
(G′a,b), (U
′
t)
)
and
(
(G′′a,b), (U
′′
t )
)
, we may redefine equivalently an
isomorphism as a two-parameter family (Va,b) of unitary operators that sat-
isfy
Va,b : H
′
a,b → H ′′a,b unitarily,
Va,c = Va,b ⊗ Vb,c ,
Exp(U ′′t |G′′a,b)Va,b = Va+t,b+t Exp(Ut|G′a,b) ,
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whenever −∞ < a < b < c < +∞ and −∞ < t < +∞ (as before, H ′a,b =
Exp(G′a,b), H
′′
a,b = Exp(G
′′
a,b)), and respects the Borel structure on the disjoint
union of Hilbert spaces.
For now HE, as well as GE and FE, are defined only when E is an interval,
E = (a, b). However, they may be defined for any elementary set E, that is,
a union of a finite number of intervals. Given −∞ < a < b < c < d < +∞,
we have
Ha,d︸︷︷︸
H(a,d)
= Ha,b ⊗Hb,c ⊗Hc,d = (Ha,b ⊗Hc,d)︸ ︷︷ ︸
H(a,b)∪(c,d)
⊗ Hb,c︸︷︷︸
H(b,c)
.
The same for any finite number of intervals. We get HE1∪E2 = HE1 ⊗ HE2
when E1∩E2 = ∅. Dealing with elementary sets we neglect boundary points,
treating, say, (a, b) ∪ (b, c) as (a, c). Also, HE = HE1 ⊗ · · · ⊗HEn whenever
E1, . . . , En are pairwise disjoint and E = E1 ∪ · · · ∪ En. Similarly, GE =
GE1 ⊕ · · · ⊕ GEn (in the FHS sense), and FE = FE1 ⊗ · · · ⊗ FEn (recall
3.2–3.5).
8.1. Proposition. Let two sum systems
(
(G′a,b), (U
′
t)
)
and
(
(G′′a,b), (U
′′
t )
)
be
such that the corresponding product systems are isomorphic. Let E1, E2, . . . ⊂
(0, 1) be elementary sets. Then the following two conditions are equivalent.
(a) lim inf G′(0,1)\En = G
′
(0,1) and lim supG
′
En = {0};
(b) lim inf G′′(0,1)\En = G
′′
(0,1) and lim supG
′′
En = {0}.
(The FHS spaces are treated as subspaces of G′(0,1), G
′′
(0,1) respectively.)
Proof. Theorem 5.3 allows us to reformulate the conditions in terms of den-
sity matrices in product systems, thus making explicit their invariance under
isomorphisms.
9 Slightly coloured noises
Consider a scalar product of the form
〈f, g〉 =
∫∫
f(s)g(t)B(s− t) dsdt(9.1)
assuming that B : R \ {0} → R is continuous outside of the origin, and
B(−t) = B(t) for all t ∈ (0,∞), and ∫ 1
0
|B(t)| dt < ∞. The scalar product
is well-defined whenever f, g ∈ L2(−M,M), M ∈ (0,∞). We assume that B
is positively definite in the sense that 〈f, f〉 ≥ 0 for all such f .
Denote by Ga,b the completion of L2(a, b) w.r.t. the scalar product (9.1),
then Ga,b is a Hilbert space. We introduce operators Ut by (Utf)(s) = f(s−t)
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for f ∈ L2(a, b) and extend Ut by continuity to any Ga,b; thus, Ut : Ga,b →
Ga+t,b+t is a unitary operator, and UsUt = Us+t, and ‖Utf − f‖Ga,d → 0 for
t → 0, if f ∈ Gb,c and a < b < c < d (since it holds for the dense subset of
continuous functions f).
In order to get a sum system (as defined by 7.1) we need to ensure that
Ga,c = Ga,b⊕Gb,c in the FHS sense. The property will be verified for B such
that
∃ε > 0 ∀t ∈ (0, ε) B(t) = 1
t lnα(1/t)
;
on (0,∞) the function B(·) is positive, decreasing and convex;
(9.2)
here α ∈ (1,∞) is a parameter. Such B is positively definite, since it is
an integral combination (with positive weights) of ‘triangle’ functions of the
form t 7→ max(0, a− |t|), and maybe a positive constant function.
We consider G−T,0 and G0,T for an arbitrary T ∈ (0,∞). To this end we
introduce Xk ∈ G0,T and Yk ∈ G−T,0 by
Xk(t) = 1(0,T )(t) · exp(2piikt/T ) ,
Yk(t) = 1(−T,0)(t) · exp(2piikt/T )
(9.3)
for k ∈ Z; of course, 1(a,b) is the indicator of (a, b). Clearly, Xk span G0,T ,
and Yk span G−T,0. An elementary calculation gives
〈Xk, Xk〉 = 〈Yk, Yk〉 = 2
∫ T
0
(T − t)B(t) cos(2pikt/T ) dt ,
〈Xk, Xl〉 = 〈Yk, Yl〉 = − T
pi(k − l)
∫ T
0
B(t)
(
sin(2pikt/T )− sin(2pilt/T )) dt ,
〈Xk, Yk〉 =
∫ 2T
0
min(t, 2T − t)B(t) exp(2piikt/T ) dt ,
〈Xk, Yl〉 = −i T
2pi(k − l)
∫ 2T
0
B(t) sgn(T − t)(exp(2piikt/T )− exp(2piilt/T )) dt
(9.4)
for k 6= l. We want to estimate 〈Xk, Xl〉 and 〈Xk, Yl〉 from above. These are
increments of Fourier transforms, thus we want to differentiate these Fourier
transforms. The singularity of B at the origin contributes a term that decays
slowly (near ∞) and is monotone. Jumps outside the origin (at T and 2T )
contribute terms that decay much faster, but oscillate. After differentiation,
these oscillating terms dominate the monotone term. However, we need
Fourier transforms only on the lattice (2pi/T )Z, thus we have a freedom to
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change the given functions without changing their Fourier transforms on the
lattice. We’ll use the freedom for eliminating the jumps.
Note that
∫
eiλt(Usf)(t) dt = e
iλs
∫
eiλtf(t) dt, therefore
∫
eiλt(UTf −
f)(t) dt = 0 for λ ∈ (2pi/T )Z. We use a piecewise linear f for correcting
B; namely, we define
b1(t) =


B(t)− B(T ) · T−t
T
for 0 < t ≤ T ,
B(T ) · 2T−t
T
for T ≤ t ≤ 2T ,
0 for other t,
bˆ1(λ) =
∫ ∞
0
eiλtb1(t) dt ,
then b1 is continuous on (0,∞), and
〈Xk, Xl〉 = 〈Yk, Yl〉 = − T
pi(k − l) Im
(
bˆ1(2pik/T )− bˆ1(2pil/T )
)
for k 6= l. Similarly,
b2(t) =


B(t)−B(t + T )− (B(T )− B(2T )) · T−t
T
for 0 < t ≤ T ,
(B(T )− B(2T )) · 2T−t
T
for T ≤ t ≤ 2T ,
0 for other t,
bˆ2(λ) =
∫ ∞
0
eiλtb2(t) dt ;
〈Xk, Yl〉 = −i T
2pi(k − l)
(
bˆ2(2pik/T )− bˆ2(2pil/T )
)
for k 6= l .
It is easy to check that both b1 and b2 satisfies the conditions of the following
lemma, provided that B satisfies (9.2).33
9.5. Lemma. Assume that α ∈ (1,∞), and a function b : (0,∞) → R is
continuous, and the difference b(t)− 1(0,ε)(t)
t lnα(1/t)
is of finite variation on (0,∞)
for some (therefore, every) ε ∈ (0, 1), and b(t) = 0 for all t large enough.
Assume also that the function t 7→ tb(t) is absolutely continuous on (0,∞),
and the difference
(
tb(t)
)′ − α 1(0,ε)(t)
t lnα+1(1/t)
is of finite variation on (0,∞) for
some (therefore, every) ε ∈ (0, 1). Then the function bˆ(λ) = ∫∞
0
eiλtb(t) dt
satisfies
bˆ(λ) =
1
α− 1
1
lnα−1 λ
+O
( 1
lnα λ
)
for λ→ +∞ ,
d
dλ
bˆ(λ) = − 1
λ lnα λ
+O
( 1
λ lnα+1 λ
)
for λ→ +∞ .
33Finite variation of (tB(t))′ on any [ε, 1/ε] follows from increase of (tB(t))′ − 2B(t).
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Proof. Choosing any ε ∈ (0, 1) we have for large λ
bˆ(λ) =
∫ ∞
0
eiλt
(
b(t)− 1(0,ε)(t)
t lnα(1/t)
)
dt︸ ︷︷ ︸
O(1/λ)
+
∫ ε
0
eiλt
1
t lnα(1/t)
dt =
=
(∫ 1/λ
0
+
∫ ε
1/λ
)
eiλt
1
t lnα(1/t)
dt+O(1/λ) =
=
∫ 1/λ
0
1
t lnα(1/t)
dt+
∫ 1/λ
0
eiλt − 1
t lnα(1/t)
dt+
∫ ε
1/λ
eiλt
1
t lnα(1/t)
dt+O(1/λ) ;
∫ 1/λ
0
1
lnα(1/t)
dt
t
=
1
α− 1
1
lnα−1 λ
;∣∣∣∣
∫ 1/λ
0
eiλt − 1
t lnα(1/t)
dt
∣∣∣∣ ≤
∫ 1/λ
0
λt
t lnα(1/t)
dt = λ
∫ 1/λ
0
dt
lnα(1/t)
≤ 1
lnα λ
;∫ ε
1/λ
eiλt
t
1
lnα(1/t)
dt =
∫ ε
1/λ
1
lnα(1/t)
d
(
ci(λt) + i si(λt)
)
,
where ci(t) = −
∫ ∞
t
cosu
u
du, si(t) = −
∫ ∞
t
sin u
u
du. Taking into account
that ci(t) = O(1/t) and si(t) = O(1/t), we get∫ ε
1/λ
eiλt
1
t lnα(1/t)
dt =
ci(λt) + i si(λt)
lnα(1/t)
∣∣∣∣ε
1/λ︸ ︷︷ ︸
O(1/ lnα λ)
−
−
∫ ε
1/λ
(
ci(λt) + i si(λt)
) · α
t lnα+1(1/t)
dt︸ ︷︷ ︸
O(
∫ ε
1/λ
1
λt
· dt
t lnα+1(1/t)
)
;
1
λ
∫ ε
1/λ
dt
t2 lnα+1(1/t)
=
1
λ
(∫ 1/√λ
1/λ
+
∫ ε
1/
√
λ
)
dt
t2 lnα+1(1/t)
≤
≤ 1
λ
1
lnα+1
√
λ
∫ ∞
1/λ
dt
t2︸ ︷︷ ︸
λ
+
1
λ
1
lnα+1(1/ε)
∫ ∞
1/
√
λ
dt
t2︸ ︷︷ ︸√
λ
= O
( 1
lnα+1 λ
)
.
So,
bˆ(λ) =
1
α− 1
1
lnα−1 λ
+O
( 1
lnα λ
)
for λ→ +∞ ,
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which is the first claim of the lemma. In order to prove the second claim
we note that the only properties of the function b(t) used till now are the
finite variation of b(t)− 1(0,ε)(t)
t lnα(1/t)
, and b(t) = 0 for large t. Therefore the same
argument may be applied to the function 1
α
(
tb(t)
)′ w.r.t. α + 1:∫ ∞
0
eiλt
1
α
(
tb(t)
)′ dt = 1
α
1
lnα λ
+O
( 1
lnα+1 λ
)
.
Hence
d
dλ
bˆ(λ) =
∫ ∞
0
eiλtitb(t) dt =
1
λ
∫ ∞
0
tb(t)(eiλt)′ dt =
= −1
λ
∫ ∞
0
(
tb(t)
)′eiλt dt = − 1
λ lnα λ
+O
( 1
λ lnα+1 λ
)
.
9.6. Lemma. Let B satisfy (9.2) and Xk, Yk be defined by (9.3); then∑
m,n:m6=n
|〈Xm, Xn〉|2
‖Xm‖2‖Xn‖2 <∞ ,
∑
m,n
|〈Xm, Yn〉|2
‖Xm‖2‖Yn‖2 <∞ .
Proof. First, the function tB(t) on [0, T ] is of finite variation, thus, using
(9.4) and Lemma 9.5,
〈Xk, Xk〉 = 2T
∫ T
0
B(t) cos(2pikt/T ) dt︸ ︷︷ ︸
bˆ1(2pik/T )
−2
∫ T
0
tB(t) cos(2pikt/T ) dt︸ ︷︷ ︸
O(1/|k|)
∼
∼ 2T · 1
α− 1 ·
1
lnα−1(2pi|k|/T ) ∼
2T
α− 1
1
lnα−1 |k| ;
1
‖Xk‖2 = O
(
lnα−1 |k|)
for k → ±∞.
Second, 〈Xk, Yk〉 =
∫ 2T
0
min(t, 2T − t)B(t) exp(2piikt/T ) = O(1/|k|),
since min(t, 2T − t)B(t) is of finite variation on [0, 2T ]. Hence
|〈Xn, Yn〉|2/(‖Xn‖2‖Yn‖2) = O
(
1
n2
ln2α−2 |n|) and
∑
n
|〈Xn, Yn〉|2
‖Xn‖2‖Yn‖2 <∞ .
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Third, |〈Xn, X−n〉| = O(1/|n|) and |〈Xn, Y−n〉| = O(1/|n|), hence
∑
n
|〈Xn, X−n〉|2
‖Xn‖2‖X−n‖2 <∞ ,
∑
n
|〈Xn, Y−n〉|2
‖Xn‖2‖Y−n‖2 <∞ .
It is enough to prove that34
∑
m,n:m±n 6=0
lnα−1(|m|+ 2) · lnα−1(|n|+ 2)
(m− n)2 |bˆ(2pim/T )− bˆ(2pin/T )|
2 <∞
for every function b as in Lemma 9.5. Taking into account that bˆ(−λ) = bˆ(λ)
we transform it into
∑
m,n: 0≤m<n
lnα−1(m+ 2) lnα−1(n+ 2) ·
( |bˆ(2pim/T )− bˆ(2pin/T )|2
(n−m)2 +
+
|bˆ(2pim/T )− bˆ(2pin/T )|2
(n+m)2
)
<∞ ;
∑
m,n: 0≤m<n
lnα−1(m+ 2) lnα−1(n+ 2) ·
·
((
Re bˆ(2pim/T )− Re bˆ(2pin/T ))2 · ( 1
(n−m)2 +
1
(n+m)2
)
+
+
(
Im bˆ(2pim/T )− Im bˆ(2pin/T ))2 · 1
(n−m)2 +
+
(
Im bˆ(2pim/T ) + Im bˆ(2pin/T )
)
2 · 1
(n+m)2
)
<∞ ;
it is enough to prove that
∑
m,n: 0≤m<n
lnα−1(m+ 2) lnα−1(n + 2)
(n−m)2 |bˆ(2pim/T )− bˆ(2pin/T )|
2 <∞ ,(9.7)
∑
m,n: 0≤m<n
lnα−1(m+ 2) lnα−1(n+ 2)
(n +m)2
(
Im bˆ(2pim/T ) + Im bˆ(2pin/T )
)
2 <∞ .
(9.8)
34You see, ln |n| is replaced with ln(|n|+2) in order to cover the small values, n = −1, 0, 1.
44
We treat separately two cases, 0 ≤ m < √n and √n ≤ m < n. The first
case, 0 ≤ m < √n, is simple; just using boundedness of bˆ we have for (9.7)
and (9.8) as well,
∑
m,n: 0≤m<√n
. . . ≤ const ·
∑
m,n:0≤m<√n
ln2α−2(n + 2)
n2
≤
≤ const ·
∑
n
√
n · ln
2α−2(n+ 2)
n2
<∞ .
We turn to the other case,
√
n ≤ m < n. Now ln(n + 2) = O(ln(m + 2)).
Lemma 9.5 gives Im bˆ(λ) = O
(
1
lnα λ
)
, hence
lnα−1(m+ 2) lnα−1(n+ 2)
(n+m)2
(
Im bˆ(2pim/T ) + Im bˆ(2pin/T )
)
2 =
= O
(
lnα−1(m+ 2) lnα−1(n+ 2)
n2
( 1
ln2α(m+ 2)
+
1
ln2α(n + 2)
))
=
= O
(
ln2α−2(n+ 2)
n2 ln2α(m+ 2)
)
= O
(
1
n2 ln2(n+ 2)
)
;
summing over m gives O
(
1
n ln2(n+2)
)
, a convergent series in n, which proves
(9.8).
It remains to prove the most delicate case, (9.7) for
√
n ≤ m < n. Neglect-
ing a finite number of terms, we get m large enough for using the asymptotic
relation of Lemma 9.5:
bˆ(2pim/T )− bˆ(2pin/T ) = O
(∫ 2pin/T
2pim/T
dλ
λ lnα λ
)
= O
(
1
lnα−1m
− 1
lnα−1 n
)
.
However, (lnm)−(α−1) − (lnn)−(α−1) ≤ (α − 1)(lnm)−α(lnn − lnm) and
(lnm)−α ≤ (1
2
lnn)−α, therefore
bˆ(2pim/T )− bˆ(2pin/T ) = O
(
lnn− lnm
lnα n
)
.
It is enough to prove that∑
m,n:
√
n≤m<n
lnα−1m · lnα−1 n
(n−m)2
(
lnn− lnm
lnα n
)2
<∞
or, equivalently, ∑
n
1
n2 ln2 n
∑
m:
√
n≤m<n
(
ln n
m
1− m
n
)2
<∞ .
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It remains to note that
1
n
∑
m:
√
n≤m<n
(
ln n
m
1− m
n
)2
≤
∫ 1
0
(
ln(1/u)
1− u
)2
du <∞ .
9.9. Proposition. If B satisfies (9.2) then Xk (defined by (9.3)) are orthog-
onal w.r.t. some admissible norm on the FHS-space G0,T .
Proof. Here is an equivalent formulation: there is an operator A : l2 → G0,T
such that
A(c1, c2, . . . ) =
∑
k
ck
‖Xk‖Xk for all (c1, c2, . . . ) ∈ l2 ,
and A is an FHS-isomorphism, in other words, an equivalence operator in
the sense of Feldman [7, Def. 1]. It means that A is one-to-one onto, has a
bounded inverse, and
√
A∗A− I ∈ HS (the Hilbert-Schmidt class of opera-
tors). The latter is equivalent to A∗A− I ∈ HS, see [7, Lemma 1(b)].35
Matrix elements of A∗A are
|〈Xm, Xn〉|
‖Xm‖‖Xn‖ ; Lemma 9.6 shows that A
∗A −
I ∈ HS and, of course, A is bounded. It remains to prove that A has a
bounded inverse. The range of A being evidently dense, we have to prove
that ‖Ax‖ ≥ ε‖x‖ for some ε, that is, 0 does not belong to the spectrum of
A∗A. The spectrum accumulates to 1 only (since A∗A − I ∈ HS); we have
to prove that 0 is not an eigenvalue, that is,∑
k
ck
‖Xk‖Xk = 0 =⇒ c1 = c2 = · · · = 0
for all (c1, c2, . . . ) ∈ l2. It is enough to prove that the following formula is a
correct definition of (continuous) linear functionals X1, X2, . . . on G0,T :
Xk(g) =
1
T
∫ T
0
g(t) exp(−2piikt/T ) dt for g ∈ G0,T ;
indeed, it will follow that
ck = ‖Xk‖ ·Xk
(∑
l
cl
‖Xl‖Xl
)
.
35Though, his formulation of the lemma is incorrect, see the review 21#1546 in Math-
ematical Reviews.
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The norm on G0,T , defined in terms of B(·), uses B(t) for t ∈ [−T, T ] only.
Therefore we may assume that B(t) vanishes outside of some bounded inter-
val (and still satisfies (9.2)). For every g ∈ L2(0, T ) ⊂ G0,T ,
‖g‖2G0,T =
∫ +∞
−∞
Bˆ(λ)|gˆ(λ)|2 dλ ;
here Bˆ is the Fourier transform (normalized as to be unitary) of B, and gˆ— of
g. The formula (Zg)(λ) =
√
Bˆ(λ)gˆ(λ) defines a linear isometric embedding
Z : G0,T → L2(R) on the dense subset L2(0, T ) ⊂ G0,T ; we may extend Z to
the whole G0,T by continuity. Every ϕ ∈ L2(R) gives a linear functional on
G0,T , namely, g 7→
∫ √
Bˆ(λ)gˆ(λ)ϕ(λ) dλ. In order to get Xk, we take ϕ such
that
√
Bˆ(λ)ϕ(λ) is the Fourier transform of (1/T ) exp(−2piikt/T )1(0,T ); it
remains to verify that such ϕ belongs to L2(R).
The function (1/T ) exp(−2piikt/T )1(0,T ) is of finite variation; its Fourier
transform is O
(
1/
√
1 + λ2
)
; it remains to check that∫
1
(1 + λ2)Bˆ(λ)
dλ <∞ .
However, the continuous function Bˆ never vanishes, and Bˆ(λ) ∼ const
lnα−1 |λ|
for λ→ ±∞ by Lemma 9.5.
9.10. Proposition. If B satisfies (9.2) then G−T,T = G−T,0 ⊕ G0,T (in the
FHS sense).
Proof. VectorsXk, Yk (defined by (9.3)) are orthogonal w.r.t. some admissible
norm on the FHS-space G−T,T ; the proof is quite similar to the proof of
Proposition 9.9.
Combining Proposition 9.10 with elementary properties of spaces Ga,b and
operators Ut mentioned in the beginning of the section, we get the following
result.
9.11. Theorem. If B satisfies (9.2) for some α ∈ (1,∞), then ((Ga,b), (Ut))
is a sum system (as defined by 7.1).
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10 The product systems are nonisomorphic
and unitless
Sum systems given by Theorem 9.11 depend on the parameter α ∈ (1,∞).36
Their exponentials, given by Theorem 7.5, are product systems. Such prod-
uct systems for different α are nonisomorphic, which will be shown using
Proposition 8.1. Accordingly, we consider a sequence of elementary sets En ⊂
(0, 1), and we want to know, which sequences (En) satisfy lim inf G(0,1)\En =
G(0,1) and lim supGEn = {0}; here GEn (as well as G(0,1)\En) correspond (as
explained in Sect. 8) to the sum system given by Theorem 9.11; recall that
lim inf was defined by 3.6, and lim sup by 3.13.
10.1. Lemma. If mesEn → 0 then lim inf G(0,1)\En = G(0,1). (Here mesEn
is Lebesgue measure of En.)
Proof. We have to represent an arbitrary vector g ∈ G(0,1) as lim gn for
some gn ∈ G(0,1)\En . It is enough to consider a dense set of vectors g (since
lim inf is always closed). Let g ∈ L2(0, 1) ⊂ G(0,1) and gn = g · 1(0,1)\En ∈
G(0,1)\En∩L2(0, 1). Clearly, mesEn → 0 implies g ·1En → 0 in L2(0, 1), hence
gn → g in L2(0, 1), therefore gn → g in G0,1.
10.2. Lemma. Assume that B satisfies (9.2) for a given α ∈ (1,∞), and
mesEn = o(1/ ln
α−1 n), and En consists of (no more than) n intervals. Then
lim supGEn = {0}.
Proof. Let gn ∈ GEn, ‖gn‖ ≤ 1; we have to prove that gn → 0 weakly.
Introduce
hn(t) = c
n2
ln(α−1)/2 n
· 1(−1/n2,+1/n2)
where c > 0 is chosen such that for all n large enough,
B − hn ∗ hn is positively definite;
in terms of Fourier transform it means that(
hˆn(λ)
)
2 ≤ B(λ) for all λ ∈ R ;
such c exists due to the asymptotic relation Bˆ(λ) ∼ const
lnα−1 |λ| for large |λ|
(recall 9.5). The positive definiteness means that
‖g ∗ hn‖L2(R) ≤ ‖g‖G0,1
36That is, each such system corresponds to some α. However, for a given α there is
some freedom when choosing B satisfying (9.2).
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for all g ∈ L2(0, 1) ⊂ G0,1 and then (extending the convolution operator by
continuity) for all g ∈ G0,1.
Denote by E ′n the (1/n
2)-neighborhood of En, then mesE
′
n ≤ (2n/n2) +
mesEn = o(1/ ln
α−1 n), and g ∗ hn ∈ L2(E ′n) ⊂ L2(R).
We have to prove that ϕ(gn) → 0 for every linear functional ϕ on G0,1.
We may restrict ourselves to a dense subset of functionals ϕ (since ‖gn‖ ≤ 1).
In particular, we may consider only functionals ϕk defined by
ϕk(g) =
∫
g(t) exp(2piikt) dt .
Taking into account that ϕk(g ∗ hn) = 2c
ln(α−1)/2 n
· sin(2pik/n
2)
2pik/n2
ϕk(g) we see
that the following would be enough:
1
2c
(
ln(α−1)/2 n
)
ϕk(gn ∗ hn)→ 0 when n→∞
for every k.
Recalling that gn∗hn ∈ L2(E ′n) and ‖gn∗hn‖L2(R) ≤ ‖gn‖G0,1 ≤ 1 we have
|ϕk(gn ∗ hn)| ≤
√
mesE ′n · ‖gn ∗ hn‖L2(R) = o
( 1
ln(α−1)/2 n
)
.
10.3. Lemma. Assume that B satisfies (9.2) for a given α ∈ (1,∞). Then
there exists a sequence of elementary sets En ⊂ (0, 1) such that mesEn =
O(1/ lnα−1 n), and En consists of n intervals, and the relation lim supGEn =
{0} is violated.
Proof. The construction is straightforward, just n equidistant intervals of
equal length:
En =
n⋃
k=1
(
1
n
(
k − 1
2
− 1
n lnα−1 n
)
,
1
n
(
k − 1
2
+
1
n lnα−1 n
))
;
mesEn =
2
lnα−1 n
.
We have to find gn ∈ GEn and g ∈ G0,1 such that
sup
n
‖gn‖G0,1 <∞ ,(10.4)
lim sup
n
|〈gn, g〉G0,1| > 0 .(10.5)
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Still, the construction is straightforward:
gn = (1/mesEn) · 1En =
1
2
lnα−1 n · 1En ,
g = 1(0,1) ;
the proof of (10.4), (10.5) is more complicated. Fourier transform f 7→ fˆ
will be used, fˆ(λ) =
∫
eiλtf(t) dt. Recall that
2pi〈f1, f2〉G0,1 =
∫ +∞
−∞
Bˆ(λ)fˆ1(λ)fˆ2(λ) dλ
for all f1, f2 ∈ G0,1, and Bˆ(λ) ∼ constlnα−1 |λ| for large |λ|. An elementary calcu-
lation gives
gˆ(λ) =
eiλ − 1
iλ
;
n−1∑
k=0
exp(ikλ/n) =
1− exp(iλ)
1− exp(iλ/n) ;
gˆn(λ) = (lnn)
α−1 exp
(
i
λ
2n
) 1− exp(iλ)
1− exp(iλ/n)
1
λ
sin
λ
n lnα−1 n
;
|gˆn(λ)| = (lnn)α−1
| sin λ
2
|
| sin λ
2n
|
1
|λ|
∣∣∣ sin λ
n lnα−1 n
∣∣∣ .
Note that
1
2pin
∫ 2pin
0
sin2 λ
2
sin2 λ
2n
dλ =
1
2pin
∫ 2pin
0
∣∣∣ n−1∑
k=0
exp(ikλ/n)
∣∣∣2 dλ = n .
We have
2pi‖gn‖2 =
∫ +∞
−∞
Bˆ(λ)|gˆn(λ)|2 dλ = 2
(∫ n
0
+
∫ ∞
n
)
Bˆ(λ)|gˆn(λ)|2 dλ .
For λ ∈ (0, n) we note that
Bˆ(λ) ≤ Bˆ(0) ,
|gˆn(λ)| ≤ 1
n
| sin λ
2
|
| sin λ
2n
| ,∫ n
0
|gˆn(λ)|2 dλ ≤ 1
n2
∫ n
0
sin2 λ
2
sin2 λ
2n
dλ ≤ 2pi ,
therefore ∫ n
0
Bˆ(λ)|gˆn(λ)|2 dλ ≤ 2piBˆ(0) for all n .
For λ ∈ (n,∞) we note that Bˆ(λ) ≤ const
lnα−1 n
and change the scale, introducing
u =
λ
n lnα−1 n
:
∫ ∞
n
Bˆ(λ)|gˆn(λ)|2 dλ ≤ const
lnα−1 n
(lnn)2(α−1)
∫ ∞
n
sin2 λ
2
sin2 λ
2n
1
λ2
sin2
λ
n lnα−1 n
dλ ≤
≤ const
n
∫ ∞
0
sin2(nωnu)
sin2(ωnu)
sin2 u
u2
du ,
where ωn =
1
2
lnα−1 n → ∞. On each period, u ∈ ( pi
ωn
k, pi
ωn
(k + 1)
)
, we
substitute sin
2 u
u2
by its maximal value:∫ ∞
0
sin2(nωnu)
sin2(ωnu)
sin2 u
u2
du ≤
≤ (1 + o(1))
(∫ ∞
0
sin2 u
u2
du
)(
ωn
pi
∫ pi/ωn
0
sin2(nωnu)
sin2(ωnu)
du
)
︸ ︷︷ ︸
=n
.
Hence
∫∞
n
Bˆ(λ)|gˆn(λ)|2 dλ = O(1). So, (10.4) is verified.
Further,
2pi〈gn, g〉 =
∫ +∞
−∞
Bˆ(λ)gˆn(λ)gˆ(λ) dλ =
(∫
|λ|<M
+
∫
|λ|>M
)
Bˆ(λ)gˆn(λ)gˆ(λ) dλ
for any M ∈ (0,∞). It is easy to see that
gˆn(λ) −−−→
n→∞
gˆ(λ) uniformly in λ ∈ [−M,M ] ,
which implies∫
|λ|<M
Bˆ(λ)gˆn(λ)gˆ(λ) dλ→
∫
|λ|<M
Bˆ(λ)|gˆ(λ)|2 dλ for n→∞ .
On the other hand,∣∣∣∣
∫
|λ|>M
Bˆ(λ)gˆn(λ)gˆ(λ) dλ
∣∣∣∣ ≤
≤
(∫
|λ|>M
Bˆ(λ)|gˆn(λ)|2 dλ
)1/2
︸ ︷︷ ︸
≤supn ‖gn‖
(∫
|λ|>M
Bˆ(λ)|gˆ(λ)|2 dλ
)1/2
︸ ︷︷ ︸
→0 for M→∞
,
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it tends to 0 uniformly in n, when M →∞. Choose M and ε > 0 such that
sup
n
∣∣∣∣
∫
|λ|>M
Bˆ(λ)gˆn(λ)gˆ(λ) dλ
∣∣∣∣ ≤ 12ε and
∫
|λ|<M
Bˆ(λ)|gˆ(λ)|2 dλ ≥ ε ,
then
lim inf
n
Re〈gn, g〉 ≥ 1
2
1
2pi
ε ,
which implies (10.5).
10.6. Theorem. Let37 B′, B′′ satisfy (9.2) for some α′, α′′ respectively, α′, α′′ ∈
(1,∞), α′ 6= α′′. Then the corresponding product systems are nonisomorphic.
Proof. Suppose that α′ < α′′. Lemma 10.3 gives elementary sets En ⊂
(0, 1) such that mesEn = O(1/ ln
α′′−1 n), and En consists of n intervals,
and the relation lim supG′′En = {0} is violated. Taking into account that
O(1/ lnα
′′−1 n) = o(1/ lnα
′−1 n) we get lim supG′En = {0} by Lemma 10.2.
Also, lim inf G′(0,1)\En = G
′
(0,1) and lim inf G
′′
(0,1)\En = G
′′
(0,1) by Lemma 10.1.
So, En satisfy 8.1(a) but violate 8.1(b). By Proposition 8.1 the product
systems are nonisomorphic.
10.7. Lemma. Assume that B satisfies (9.2) for a given α ∈ (1,∞), and
En =
n⋃
k=1
(
1
n
(
k − 1
2
− mesEn
2n
)
,
1
n
(
k − 1
2
+
mesEn
2n
))
,
(lnn)α−1mesEn →∞ for n→∞ ,
gn = (1/mesEn) · 1En ,
g = 1(0,1) .
Then ‖gn − g‖G0,1 → 0 for n→∞.
Proof. Similarly to the proof of Lemma 10.3 we have for any M ∈ (0,∞)
gˆn(λ) −−−→
n→∞
gˆ(λ) uniformly on λ ∈ [−M,M ] .
This time, however, the following compactness property holds:∫
|λ|>M
Bˆ(λ)|gˆn(λ)|2 dλ −−−→
M→∞
0 uniformly in n ,
37Here B′ does not mean the derivative of B, sorry.
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which ensures ‖gn− g‖ → 0. In order to prove the compactness property we
estimate integrals similarly to the proof of 10.3. We have
|gˆn(λ)| = 2
mesEn
| sin λ
2
|
| sin λ
2n
|
1
|λ|
∣∣∣ sin λmesEn
2n
∣∣∣ .
For λ ∈ (M,n) we note that38
Bˆ(λ) ≤ const
lnα−1M
,
|gˆn(λ)| ≤ 1
n
| sin λ
2
|
| sin λ
2n
| , (the same as in 10.3)∫ n
M
Bˆ(λ)|gˆn(λ)|2 dλ ≤ const
lnα−1M
∫ n
0
|gˆn(λ)|2 dλ ≤ const
lnα−1M
· 2pi −−−→
M→∞
0 .
For λ ∈ (n,∞), introducing u = mesEn
2n
λ and ωn = 1/mesEn → ∞, we
have∫ ∞
n
Bˆ(λ)|gˆn(λ)|2 dλ ≤ const
lnα−1 n
(
2
mesEn
)2 ∫ ∞
n
sin2 λ
2
sin2 λ
2n
1
λ2
sin2
λmesEn
2n
dλ ≤
≤ const
lnα−1 n
2
mesEn︸ ︷︷ ︸
→0
· 1
n
·
∫ ∞
0
sin2(nωnu)
sin2(ωnu)
sin2 u
u2
du︸ ︷︷ ︸
O(n)
−−−→
n→∞
0 .
10.8. Proposition. If B satisfies (9.2) for some α ∈ (1,∞) then the corre-
sponding product system is unitless.
Proof. Assume the contrary, then there exist ψa,b ∈ Ha,b = ExpGa,b such
that ‖ψa,b‖ = 1 and ψa,b ⊗ ψb,c = ψa,c whenever a < b < c. We’ll use ψa,b for
0 ≤ a < b ≤ 1 only. Introduce a Gaussian type space (Ω,F ,P, G) such that
G0,1 = G/Const; we have Ha,b = L2(Ω,Fa,b,P|Fa,b) where Fa,b ⊂ F is the
σ-field generated by the Gaussian subspace Ga,b ⊂ G0,1. Consider measures
µa,b = |ψa,b|2; as was explained in Sect. 1, µa,b is a probability measure on
the σ-field Fa,b such that
µa,b
P |Fa,b
=
∣∣∣∣ ψa,b√
P |Fa,b
∣∣∣∣2 for all P ∈ P .
38Assuming that M is large enough.
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The relation ψa,b ⊗ ψb,c = ψa,c implies
µa,b ⊗ µb,c = µa,c .
In other words, σ-fields Fa,b and Fb,c are independent w.r.t. the measure
µ = µ0,1 on F , and µa,b is just the restriction of µ to Fa,b.39 Moreover,
σ-fields Ft0,t1 ,Ft1,t2 , . . . ,Ftn−1,tn are µ-independent whenever 0 ≤ t0 < t1 <
· · · < tn ≤ 1. Every elementary set E ⊂ (0, 1) determines its sub-σ-field
FE ⊂ F ; as explained in Sect. 8,
E = (t0, t1) ∪ (t2, t3) ∪ · · · ∪ (t2n, t2n+1) =⇒ FE = Ft0,t1 ⊗ · · · ⊗ Ft2n,t2n+1
whenever 0 ≤ t0 < t1 < · · · < t2n+1 ≤ 1. Note that FE1 ,FE2 are µ-
independent whenever E1 ∩ E2 = ∅.
Consider elementary sets
En =
(
0,
1
2n
)
∪
( 2
2n
,
3
2n
)
∪ · · · ∪
(2n− 2
2n
,
2n− 1
2n
)
,
mesEn =
1
2
,
and vectors
gn = 2 · 1En ∈ GEn ⊂ G0,1 ,
g = 1(0,1) ∈ G0,1 ,
hn = 2 · 1(0,1)\En ∈ G(0,1)\En ⊂ G0,1 .
Lemma 10.7 shows40 that gn → g and hn → g in G0,1. Though, G0,1 is
not a subspace but a quotient space G/Const of G; anyway, we may choose
elements of G, denoted again by gn, g, hn, such that
gn ∈ L0(Ω,FEn,P) ,
g ∈ L0(Ω,F ,P) ,
hn ∈ L0(Ω,F(0,1)\En ,P) ,
gn → g and hn → g in L0(Ω,F ,P) .
The natural map41 L0(Ω,F ,P) → L0(Ω,F , µ) allows us to treat gn, g, hn
as elements of L0(Ω,F , µ). Now they are random variables; gn → g and
hn → g in probability. On the other hand, for every n, the two random
39Clearly, µ is a probability measure on (Ω,F), absolutely continuous w.r.t. any P ∈ P .
However, P need not be absolutely continuous w.r.t. µ; that is, µ need not belong to P .
40Shifting the set En of Lemma 10.7 does not invalidate the lemma.
41Generally, non-invertible, since µ need not belong to P .
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variables gn, hn are independent (since FEn and F(0,1)\En are µ-independent).
It follows that g is independent of itself, that is, g is constant µ-almost sure.42
Consider a Gaussian measure γ ∈ PG. Though, g need not be constant γ-
almost sure; however, g must be constant on a set of positive probability w.r.t.
γ. On the other hand, the distribution of g w.r.t. γ is normal (Gaussian); it
cannot have an atom unless it is degenerate, which means that ‖g‖G0,1 must
vanish. However, it does not vanish, which is evident when using Fourier
transform. A contradiction.
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