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ABSTRACT 
 
Interstitial impurity atoms can significantly alter the chemical and physical properties 
of the host material. Oxygen impurity in HCP titanium is known to have a considerable 
strengthening effect mainly through interactions with dislocations. To better understand 
such an effect, first the role of oxygen on various slip planes in titanium is examined using 
generalized stacking fault energies (GSFE) computed by the first principles calculations. 
It is shown that oxygen can significantly increase the energy barrier to dislocation motion 
on most of the studied slip planes. Then the Peierls-Nabbaro model is utilized in 
conjunction with the GSFE to estimate the Peierls stress ratios for different slip systems. 
Using such information along with a set of tension and compression experiments, the 
parameters of a continuum scale crystal plasticity model, namely CRSS values, are 
calibrated. Effect of oxygen content on the macroscopic stress-strain response is further 
investigated through experiments on oxygen-boosted samples at room temperature. It is 
demonstrated that the crystal plasticity model can very well capture the effect of oxygen 
content on the global response of the samples. It is also revealed that oxygen promotes the 
slip activity on the pyramidal planes. 
The effect of oxygen impurity on titanium is further investigated under high cycle 
fatigue loading. For that purpose, a two-step hierarchical crystal plasticity for fatigue 
predictions is presented. Fatigue indicator parameter is used as the main driving force in 
an energy-based crack nucleation model. To calculate the FIPs, high-resolution full-field 
crystal plasticity simulations are carried out using a spectral solver. A nucleation model is 
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proposed and calibrated by the fatigue experimental data for notched titanium samples with 
different oxygen contents and under two load ratios. Overall, it is shown that the presented 
approach is capable of predicting the high cycle fatigue nucleation time. Moreover, 
qualitative predictions of microstructurally small crack growth rates are provided. The 
multi-scale methodology presented here can be extended to other material systems to 
facilitate a better understanding of the fundamental deformation mechanisms, and to 
effectively implement such knowledge in mesoscale-macroscale investigations. 
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CHAPTER 1 
MOTIVATION AND OBJECTIVE 
 
Titanium (Ti) and its alloys have been traditionally used for structural applications in 
automotive, aerospace, and biomedical applications due to their high strength-to-weight 
ratios [1]. Commercially pure Ti-alloys are particularly attractive due to their excellent 
corrosion resistance, light weight, and formability. Crucial to the mechanical properties of 
these alloys is the presence of oxygen impurities. Specifically, it has been shown that the 
oxygen impurities can either harden or soften the materials as a result of the interaction 
between the impurities and lattice defects, particularly dislocations and twins [2]–[4]. In 
high strength grade Ti-alloys the addition of oxygen improves the corrosion and wear 
resistance of α-Ti and its alloys [1], [5]. However, at elevated temperatures an oxide layer 
at the Ti surface is formed and the oxygen atoms can diffuse rapidly into the base metal [4] 
instigating hardening and embrittlement of the base material [3]. The exact strengthening 
mechanisms due to oxygen solutes occurring at atomic length scales are, nevertheless, still 
subject of many researches. Thus, understanding the atomistic mechanisms behind oxygen-
metal interaction is crucial to developing high-performance Ti alloys [2], [6], [7] with 
applications in power plants, wind turbines, and other large-scale industrial infrastructure. 
In this work, initially, the chemical interaction between the oxygen impurity and the 
dislocation core is captured by the so-called generalized stacking fault energy (GSFE) 
surface which was determined from DFT calculations. By taking the chemical interaction 
Overview 
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into consideration the Peierls-Nabbaro model can give reasonable estimates of the 
dislocation properties, such as restoring force and Peierls stress in the presence and absence 
of the oxygen impurity and thus reveal the effect of oxygen on the strengthening in α-Ti 
from a dislocation point of view. The obtained Peierls stresses are then used as a guideline 
for calibration of a continuum scale crystal plasticity model. 
Polycrystalline simulations are usually used to determine the activation CRSS for 
different slip systems [8]. To achieve that purpose, the model parameters are chosen in 
such a way that the global response of the simulated microstructure comes at an acceptable 
agreement with the experimental results. However, most of the model parameters are 
problem-specific and usually cannot be used to capture experimental results obtained under 
different arrangements. Hence, a model calibration procedure that is less texture-dependent 
is required to isolate the effect of oxygen on the dislocation mobility in commercially pure 
titanium. 
Therefore, the parameters of the presented crystal plasticity model here, namely the 
CRSS values of different slip systems, are calibrated using the information provided by the 
DFT calculations. We carry out a set of tension and compression experiments to obtain the 
global response of the samples at room temperature in the presence of different 
concentrations of oxygen for calibration and validation of the crystal plasticity simulations 
results. 
Next, the same crystal plasticity model will be used in a novel hierarchical continuum-
mesoscale approach to study high cycle fatigue crack initiation and short crack growth. An 
energy-based crack nucleation model is calibrated with the help of high cycle fatigue 
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experiments on samples with different oxygen contents. For commercially pure titanium, 
a persistent thin oxide layer can form on the surface upon the exposure of the material. The 
formation of oxide layer facilitates the diffusion of oxygen atoms through the bulk and 
grain boundaries of the material and hence some of the mechanical properties can be 
adversely affected such as the fracture toughness and fatigue life, especially at elevated 
temperatures. Therefore, an extended finite element framework is proposed to model 
diffusion induced degradation of grain boundaries due to impurity transport. It is 
demonstrated that the proposed framework can be effectively implemented to study the 
transient and steady-state response of the polycrystalline titanium by coupling the mass 
transport and mechanical stress interactions at mesoscale. Such a framework can facilitate 
efficient and concurrent modeling of mechanical response and impurity transport. 
This dissertation is organized as follows: In chapter 1 the objective and motivation of 
the work is presented along with relevant literature review on the subject and the problem 
statement is presented.  
In chapter 2, a multiscale method is presented to study the effect of oxygen impurity 
on dislocation motion based on lower length scale calculations (DFT), and then the results 
are used to calibrate a continuum scale crystal plasticity model. The proposed model is 
verified and compared against experimental tension/compression data for two samples with 
different oxygen contents. In chapter 3 a hierarchical fatigue analysis will be presented in 
which the calibrated crystal plasticity model in chapter 2 is used for to consider the effect 
of anisotropic plasticity in titanium in cyclic loading. In chapter 4 the significance of the 
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findings will be discussed, and possible strategies are proposed to tackle the shortcomings 
of the methods used in the previous chapters. 
 
Crucial to the mechanical properties of Ti alloys is the activation of various slip 
systems. For instance, like other hexagonal close packed (HCP) structures, Ti has five 
commonly observed slip systems with prismatic ({101̅0}⟨12̅10⟩) being the principal slip 
system [9]. Hence, characterizing the slip resistance of each system, i.e., the critical 
resolved shear stress (CRSS) is crucial in understanding the anisotropic plastic deformation 
behavior of Ti. However, assessing CRSS values through experiments using either single 
crystals (direct measurements which generally involve multiple deformation modes), or 
large polycrystalline samples (indirect measurements) have led to large variation in the 
reported CRSS values (Wang et al., 2017). For instance, Conrad compiled CRSS values 
for the prismatic and basal slips and reported a basal to prismatic ratio of ~3-4 for high 
purity Ti at room temperature [10]. Conversely, Barkia et al., used slip trace analysis in 
polycrystalline samples under tension and reported basal to prismatic, and π1 <c+a> to 
prismatic ratios for two different grades of CP-Ti to be roughly 1.5 and 2, respectively [11]. 
More recently, Wang et al. (Wang et al., 2017) analyzed the grains in polycrystalline 
samples individually and found CRSS values of basal to prismatic slips to vary from 1.7 to 
2.1 for CP-Ti grade 1. Such divergent experimental results reflect the ambiguous 
understanding of directional plastic deformation in Ti, and therefore a systematic 
methodology is needed to accurately determine the orientation dependent mechanical 
Oxygen Impurity in Titanium 
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behavior of Ti. Moreover, the large variation in the reported CRSS values in experiments 
has been attributed to variable solute contents (studied here), testing methods, strain rate, 
texture, etc. [11]–[14].  
In parallel, continuum-mesoscale polycrystalline simulations are commonly used to 
determine CRSS values for different slip systems [8], [15]–[18]. To achieve that goal, the 
model parameters are chosen in such a way that the global response of the simulated 
realization comes at an acceptable agreement with the experimental results. Often, 
macroscopic stress-strain curves are used as references for model calibrations. For instance, 
Salem et al. used a visco-plastic Taylor-type crystal plasticity constitutive law and 
calibrated its parameters using uniaxial compression experiments [16]. They reported the 
basal to prismatic, and π1 <c+a> to prismatic ratio of 1.3 and 5.3, respectively [16]. Mayeur 
and McDowell presented a simple procedure for calibrating the model parameters using 
experimental stress-strain responses and then demonstrated the sensitivity of deformation 
to changes in the parameters of material model and microstructure [15]. Other methods of 
mechanical testing have also been utilized to generate experimental responses for the 
model calibration. For example, Zambaldi et al. used axisymmetric nano-indentation 
results along with a non-linear optimization procedure to yield a predictive crystal 
plasticity model [18]. With that approach, they found a basal to prismatic ratio of 2.3, and 
a π1 <c+a> to prismatic ratio of 7.4 [18]. Although these methods might involve some 
physical implications, their validity strongly depends on the experimental conditions as 
well as the studied material [8], [19]. In other words, most of the model parameters are 
problem-specific and need to be recalibrated to capture experimental results obtained under 
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different conditions, such as different grades of CP-Ti. As pointed out by Wang et al., even 
for samples with similar chemical compositions and almost the same macroscopic 
responses, different CRSS values for the crystal plasticity models have been reported [14], 
[16]. This has been postulated to be due to the use of different constitutive frameworks 
[14]. An alternative explanation to this is a possibility that more than one set of crystal 
plasticity parameters can yield the same macroscopic responses. A short list of CRSS ratios 
for different slip systems normalized with respect to the prismatic slip CRSS value is given 
in Table 1.1. More comprehensive lists can be found in the literature [14], [20].  
 
Table 1. 1 Range of scatter in the normalized CRSS data (normalized with respect to the 
prismatic slip system in each case) in the literature for dominant slip systems in Ti. 
Basal π1 <a> π1<c+a> π2<c+a> 
Reference 
1.7-2.1 N/A ≥2.4 N/A [14] 
1.2 N/A 2.6 N/A [21] 
3.6 25.3 22.5 N/A [20] 
1.3 N/A 5.3 N/A [16] 
2.3 N/A 7.4 N/A [18] 
7 4 8 5.9 [8] 
1.52 1.24 2 N/A [11] 
 
As mentioned earlier, the effects of solutes such as interstitial oxygen further 
complicates the assessment of CRSS for different slip planes. Typically, in high strength 
grade Ti alloys, oxygen is intentionally added to the initial amounts already present in the 
molten metal to provide extra strength [1], [22], [23]. The addition of oxygen improves the 
strength, and corrosion and wear resistance of Ti [5], [22]. At elevated temperatures, the 
oxide layer at the Ti surface will grow and oxygen will rapidly diffuse into the base metal 
[4], [24]–[26]. This causes hardening of Ti, which complicates the characterization of 
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deformation mechanisms such as the CRSS values of different slip systems [3], [27]. 
Hence, quantifying the CRSS of slip systems as a function of oxygen is important for 
accurate modeling of deformation behavior in Ti alloys. Furthermore, a calibration 
procedure for models that is less dependent on the set-ups (or initial conditions) is needed 
to isolate the effect of oxygen on the dislocation mobility.  
Thus, in this work, we present a simple and systematic methodology to calibrate a 
crystal plasticity model for the pure Ti, and Ti with various dilute oxygen concentrations 
through first-principle calculations and a set of experimental stress-strain responses. Then, 
the model is validated using a host of macroscopic responses as a function of interstitial 
oxygen concentrations. Towards this, first the chemical interaction between the oxygen 
impurity and the dislocation, which can be captured by the so-called generalized stacking 
fault energy (GSFE) calculated using density functional theory (DFT), for different slip 
systems are probed. By taking the chemical interaction into consideration, the Peierls-
Nabbaro (PN) model [28] along with a temperature dependent phenomenological 
description proposed by Kocks et al. [29] are used to compute the restoring force, the 
Peierls stress, and the room temperature critical resolved shear stress (CRSS) for various 
slip systems. The computed CRSS values are then normalized with the CRSS value of the 
predominant prismatic slip to obtain CRSS ratio for various slip systems (with and without 
interstitial oxygen). Having computed the CRSS ratios based on the lower length scale 
simulations, the parameters of the presented crystal plasticity model, particularly the CRSS 
values of different slip systems, are calibrated using the available literature data for pure 
Ti. Also, a set of tension and compression experiments are performed in order to obtain the 
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global response of the CP-Ti (grade 2) as well as oxygen-boosted CP-Ti samples at room 
temperature along different directions. The obtained stress-strain responses are then used 
to calibrate as well as to validate the crystal plasticity model. Finally, the crystal plasticity 
model is further validated with macroscopic responses as a function of oxygen 
concentration. In general, the presented framework systematically captures the intrinsic 
behavior of Ti with different oxygen contents and compares well with the experimental 
findings. 
 
Titanium in Cyclic Loading 
High cycle fatigue (HCF) damage is an undesirable yet inevitable consequence of 
cyclic loading in many dynamic structural components. For example, endurance of 
titanium turbine blades in turbo machinery, which usually operate in high temperatures, is 
significantly dependent on their fatigue resistance properties. Failure of such components 
accounts for a considerable percentage of in-service issues and related costs.  
Fatigue damage and failure is a complex function of many variables that can interplay 
in indeterministic dynamics. Cyclic loading conditions, environmental factors, 
microstructural features, impurity contents, defect evolutions, etc. can significantly impact 
the fatigue life, specifically in the early stages of fatigue damage. In fact, fatigue crack 
initiation and early growth, i.e. stage I, accounts for about 60-70% of the total life of an 
alloy without regard to the stress amplitude [30], [31]. This percentage can even go up to 
80-90% of the total fatigue life for certain materials [30]. Particularly, grain size and 
orientation in a polycrystalline material have a substantial impact in that stage [32]. 
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Many models have been proposed that incorporate certain parameters that are fitted to 
fatigue experimental data to predict initiation and growth of small cracks in alloys [30], 
[31], [33]. Hobson et al. proposed a two-phase phenomenological model to estimate the 
short crack growth [34]. The primary driving force for crack propagation reported by them 
was proportional to the crack length [34], [35]. Miller associated the same driving force to 
the range of plastic shear, assuming stage I crack growth to be a shear mode and proposed 
power law equations for growth rate [36]. Other approaches implementing range of applied 
stress, range of stress intensity factor, etc. have been proposed as well [37], [38]. 
Nevertheless, due to phenomenological nature of most of these models or other limiting 
assumptions, they might perform poorly in the design of fatigue-resistant new alloys under 
multiaxial loading conditions. Hence, carrying out problem-specific fatigue experiments 
would be necessary to develop new models or re-calibrate the existing ones. 
Alternatively, crack tip opening or sliding displacements (CTOD/ CTSD) at small 
scales have been used in modelling of small crack growths [39]–[41]. Such approaches can 
yield reasonable results when accompanied by crystal plasticity simulations, since the 
orientation dependence can be included in the small crack growth estimations [42]–[44].  
With the advent of high-performance computers, computational modeling is becoming 
more reliable in understanding material behavior and helping experimentalists by reducing 
the number of required experimental studies. Moreover, computational tools capable of 
resolving nano-scale and micro-scale material features can provide insights that are usually 
difficult to be revealed experimentally, if not impossible [45].  
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In chapter 3, the high cycle fatigue and effect of oxygen impurity on the crack 
nucleation will be discussed. The focus of chapter 3 is to propose a robust methodology to 
estimate the nucleation and early growth of fatigue cracks in commercially pure titanium 
(CP-Ti) considering the microstructural features, material properties and limited 
experimental data. For continuum-mesoscale simulations of notched CT specimens under 
cyclic loading, the crystal plasticity constitutive model calibrated in the chapter 2 is used. 
A crack nucleation and growth driving force called fatigue indicator parameter (FIP) is 
used as a measure of estimating crack initiation time [44], [46]. To calibrate the parameters 
in the nucleation and early growth models, a set of fatigue experiments is carried out to 
accurately measure the crack length evolution resolved on the grain scale under different 
loading conditions.  
 
Crack Nucleation and Growth 
The total high cycle fatigue life Nf comprises of four regimes that each are 
characterized differently based on the underlying physics and deformation mechanisms as 
well as the crack length normalized by a reference length (usually in the order of average 
grain size) [42], [46]. Although consecutive transition from one regime to the next is not 
strictly distinct and distinguishable, it can be presumed that Nf is a summation of the 
number of cycles spent in each regime: 
𝑁f = 𝑁nuc + 𝑁msc + 𝑁psc + 𝑁lc  (1.1) 
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The subscripts in right hand side of the above equation refer to, nucleation, 
microstructurally small crack, physically small and long cracks, respectively. Nnuc is the 
number of cycles to nucleate the first crack in a most favorable grain assuming there is no 
pre-existing surface crack due to environmental (e.g. corrosion pits) or mechanical damage.  
 
Figure 1. 1 Crack nucleation from PSB-matrix interface in copper crystal fatigued in air 
at low strain rate and amplitude (adapted and modified from [47]). 
 
This source of initial crack nucleation has been extensively studied and attributed to 
the plastic energy stored in a PSB or dislocation pile-ups; after sufficient number of cycles, 
the stored energy exceeds the surface energy and new surfaces are created [39], [48]. Other 
nucleation mechanisms such as vacancy or void formation have been discussed in the 
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literature which are out of the scope of this work. The PSB crack formation mechanism has 
been depicted in the micrographs of Figure 1.1. 
As mentioned before, in HCF, usually a substantial number of cycles must be 
exhausted to nucleate the first crack. Hence, most of the focus in chapter 3 is to develop a 
methodology to estimate the nucleation time using a hierarchical multi-scale approach with 
the help of controlled experimental fatigue tests.  
After the microcrack is nucleated in the first grain, it propagates through the grain. 
When it reaches the first barrier (i.e. grain boundary), its growth decelerates. Depending 
on the orientation of the neighboring grain, the crack can either continue growing in the 
next grain or get pinned at the grain boundary. The type of grain boundary controls such 
stochastic behavior [32], [33]. In case of low angle grain boundary, for example, the 
effective length of the PSB can exceed one grain, hence faster growth. On the contrary, a 
high angle GB can bring the crack to a halt until sufficient number of cycles produce 
enough extrusion/intrusions at the GB so that the resulting stress concentration facilitate 
nucleation of a crack in the second grain [32], [33]. Alternatively, a second microcrack can 
form from PSB in the neighboring grain and eventually coalesce with the first microcrack 
rapidly. These processes have been illustrated schematically in Figure 1.2.  
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Figure 1. 2 Crack nucleation due in HCF: (a) Accumulation of planar slips and formation 
of PSB in Grain 1 causes extrusions/intrusions on the surface and GB which eventually 
leads to transgranular crack initiation, (b) A low angle grain boundary (LAGB) allows 
slip transfer to Grain 2, (c) In a high angle grain boundary (HAGB) slip is not easily 
transferred and a secondary crack will form in Grain 2 due to PSB or GB failure. 
 
Such intermittent crack growth due to PSBs results in interrupted-unsteady growth 
rates (da/dN) which are difficult, if not impossible, to be deterministically characterized 
[42]. This process continues until the total crack length grows long enough so that the 
plastic zone size ahead of the crack becomes sufficiently large and the effect of 
microstructure on the crack growth and path becomes minimal. Thus, the damage evolution 
here is characterized as microstructurally small crack (MSC) growth and crystallographic 
slip irreversibility needs to be considered in this regime for more physically meaningful 
modeling. Usually, MSC extends to a few grains (2-5) and a substantial portion of fatigue 
life is spent there (Nmsc) depending on the loading/environmental conditions, as explained 
before.  
After the crack length becomes large enough and less sensitive to the microstructure, 
it continues to growth in physically small crack (PSC) regime. Crack in this regime spans 
from several hundred micrometers to 2-3 millimeters in length [49]. A stable crack growth 
is followed by PSC region where Paris’ law and LEFM assumptions become confidently 
valid and the large crack (LC) grows until rapid fracture of the material [31]. Three stages 
of fatigue are delineated in Figure 1.3.  
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Figure 1. 3 Three stages of fatigue life; State I: Crack nucleation and MSC/PSC unsteady 
growth, Stage I: Stable growth of long crack where Paris’ law is valid, Stage III: Rapid 
crack growth until failure [31]. 
 
As mentioned before, the focus here is on crack nucleation and MSC growth within 
Stage I. Tanaka and Mura [48] have shown that the number of cycles to initiate a grain-
size crack at a preferential site on the material surface is proportional to the strain energy 
stored in the accumulated dislocations or PSB [48]: 
𝑁nuc∆𝑈 = 𝐶𝑤𝑠  (1.2) 
 
where ∆U is the stored strain energy, C is a material constant and ws is the specific 
fracture energy per unit area. It was shown that this relation gives a direct correspondence 
to the well-known Coffin-Manson equation [48]. This theory has been used to show that 
the incubation time for a crack in the order of the grain size 𝑑gr can be related to the 
macroscopic plastic strain range ∆𝜀p [50], [51]: 
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𝑁nuc(∆𝜀
p)2 =
𝛼p
𝑑gr
  (1.3) 
 
where αp is a material constant. A generalized form of the above equation can be 
expressed as [50], [51]: 
𝑁nuc𝑓(∆𝜀
p, 𝑅, 𝐶𝑒𝑛𝑣, 𝑝) =
𝛼p
𝑑gr
  (1.4) 
 
where R, 𝐶𝑒𝑛𝑣 and p are load ratio, environmental contributions, and dislocation 
reversibility probability, respectively. It has been shown that the Eq. (1.3) can be simply 
expressed in such a way that accounts for plastic deformation within a grain scale [51]. For 
that purpose, the introduction of different variations of fatigue indicator parameter (FIP) 
in the above relation has been discussed in many works so far [46], [50], [51]: 
𝑁nuc(FIP)
2 =
𝛼p
𝑑gr
  (1.5) 
 
Actual simulations of hundreds of thousand cycles of HCF fatigue is almost impossible 
due to lack of computational resources, far field-local interaction complexities, 
microstructural variabilities, etc. Therefore, resorting to driving forces such as FIP for 
nucleation modeling and MSC growth would provide more of qualitative measurements 
that need to be accompanied by and validated against experimental data to be useful [52]. 
Nevertheless, if such pre-requisite is satisfied, they can be useful in discovering and 
quantifying relevant correlations between the crack driving force and other features [52]. 
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It has been shown in the literature that the MSC formation and growth can be 
tremendously influenced by mean stress effects [53], [54]. This has been attributed to 
complex mechanisms playing roles as the crack propagates, such as plasticity induced 
closure, roughness induced closure and so on [55], [56]. Moreover, environmental factors 
(e.g. humidity, oxidation, hydrogen embrittlement, etc.) can significantly affect the crack 
nucleation and growth by influencing the crack tip plasticity or fracture energy [55]. Since 
the mesoscale crystal plasticity model used in the simulations cannot handle such 
complexities, discontinuities, etc., we introduce a correction factor 𝛤 as a function of far 
field or environmental parameter(s) into the nucleation equation (Eq. (1.5)) to account for 
the far-field and environmental effects: 
 𝑁nuc(𝛤 FIP)
2 =
𝛼p
𝑑gr
  (1.6) 
 
For now, we simply assume 𝛤 = 𝛤(𝑅) where R is the load ratio defined as the ratio of 
minimum and maximum applied stresses (σmin/σmax). Although this is a simplified 
definition, we will later see in chapter 3 that it serves its purpose sufficiently well for the 
set of experimental data here. Ideally, exhaustive experiments should be carried out to find 
a suitable fit to 𝛤 function. 
The growth rate of MSC crack followed by initiation can be related to the range of 
crack tip displacement ∆CTD [46]: 
𝑑𝑎
𝑑𝑁
|
msc
 
= 𝜙⟨∆CTD − ∆CTDth⟩ 
(1.7) 
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where ϕ is a proportionality factor describing the dislocation irreversibility at the crack 
tip that depends on the temperature, the microstructural details and the environmental 
factors [46]. ∆CTDth is the threshold range of crack tip displacement and is in the order of 
Burgers vector magnitude [46], [57]. Similar to the nucleation, the crack growth is 
governed by the mechanical irreversibility of the emitted dislocation around the crack tip 
[45], [46], [58]. 
Finite element method simulations can be used to estimate ∆CTD by considering the 
required discontinuities and proper representations of the underlying features. 
Nevertheless, the complex stochastic nature of MSC growth and the computational 
limitations, render such simulations impractical [44], [46]. It is noteworthy that extended 
finite element method (XFEM) can potentially alleviate some of the meshing restrictions 
[59].  
An alternative to ∆CTD was presented by Castelluccio and McDowell where they 
found its relation to the Fatemi-Socie FIP by studying stationary cracks in single crystals 
[44]: 
FIP = 𝐶∆CTD𝑚 (1.8) 
 
where C and m are fitting constants. They found an almost one-to-one correlation 
between FIP and ∆CTD (m≈1.0) [44]. Therefore, Eq. (1.7) can be re-written as follows 
assuming transgranular growth is dominant: 
𝑑𝑎
𝑑𝑁
|
msc
𝛼
= 𝜙⟨𝐴(𝛽𝑖)FIP 
𝛼 − ∆CTDth⟩ 
(1.9) 
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where 𝐴(𝛽𝑖) is a scaling factor expressed as a function of grain-scale features 𝛽𝑖 such 
as grain size, misorientation, grain boundary resistance, etc. [46]. 
In chapter 3 the relevance of FIP is further elaborated and then the experimental and 
simulation results are presented. 
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CHAPTER 2 
MULTISCALE MODELING OF OXYGEN IMPURITY EFFECTS ON 
MACROSCOPIC DEFORMATION BEHAVIOR OF COMMERCIALLY PURE 
TITANIUM 
 
The motivation and objective of this chapter was developed and explained thoroughly 
in chapter 1. Overall, the objectives of this chapter are twofold; first we examine the 
chemical interaction between the oxygen impurity and the dislocation which is captured by 
the so-called generalized stacking fault energy (GSFE) calculated using DFT for different 
slip systems. By taking the chemical interaction into consideration, the Peierls-Nabbaro 
model [28] along with temperature depended phenomenological description proposed by 
Kocks et al. [29] can estimate the dislocation properties, such as restoring force and Peierls 
stress in the presence and absence of the oxygen impurity in homogenous crystal and thus 
shed some light on the oxygen strengthening effect in α-Ti. Second, the parameters of the 
presented crystal plasticity model, in particular the CRSS values of different slip systems 
(refer to chapter 1), are calibrated using the information provided by the DFT calculations 
as well as available literature data for the pure Ti in tension. Also, we carry out a set of 
tension and compression experiments to obtain the global response of the CP-Ti (grade 2) 
as well as oxygen-boosted CP-Ti samples at room temperature and compare them with the 
calibrated crystal plasticity simulations results. Finally, the crystal plasticity model is 
validated with macroscopic responses as function oxygen concentrations. In general, the 
Introduction 
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presented framework can capture the intrinsic behavior of pure Ti and CP-Ti with different 
oxygen contents and compares well with experimental findings. 
The results reveal that compared to the prismatic slip, oxygen enhances CRSS for basal 
and a-type pyramidal slip systems, while that of the first and second order pyramidal <c+a> 
slip systems are decreased. The calibrated crystal plasticity parameters based on these 
results are capable of reproducing microscopic experimental tension-compression 
deformation behavior. Further, we show that using the presented hierarchical approach, the 
strengthening due oxygen can be captured with a reasonably good accuracy. In the 
following sections, GSFE calculations and results will be presented. Then the crystal 
plasticity constitutive equations and the calibration procedure will be explained. Effect of 
oxygen will be discussed in details and conclusions will be given at the end. 
  
Generalized Stacking Fault Energies and Restoring Force Calculations 
The restoring force and mobility of slip in the lattice can be significantly changed due 
to chemical short-range interactions of the matrix with impurity atoms such as oxygen 
interstitials in Ti [60], [61]. Regarding interstitial oxygen, one explanation is that a normal 
stress is applied across the dislocation slip plane by the oxygen interstitial, and therefore, 
the frictional stress of dislocation glide is influenced [27]. This can significantly increase 
the stress required to move the dislocation. Long-range elastic interactions of the 
dislocation lines and oxygen interstitial in Ti are relatively weak [62]. Hence, it is 
First Principles Calculations: How O Affects Slip Resistance on Different Slip 
Systems  
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postulated that the high strengthening effect of oxygen interstitials comes largely from the 
short-range interactions. Generally, short-range interactions can be related to the GSFE 
[61]–[63]. Thus, in order to quantify the effect of oxygen solute atoms on the frictional 
stress of dislocation glide on five slip systems in Ti, a set of GSFE (γ-surface) calculations 
were carried out using the Vienna ab initio simulation package (VASP) [64]–[66]. The 
same calculations were repeated for pure Ti as well. The rationale for the choice of studied 
partial dislocations will be discussed in the following section. Projector augmented wave 
(PAW) [67], [68] potentials were used to represent the nuclei and core electrons up to the 
3p shell with 3d3  and 4s1 as valence electrons for Ti. Exchange and correlation were treated 
with GGA using the PBE form [69] with an energy cutoff of 289 eV and the Monkhorst 
Pack k-point with a gamma mesh of 18x1x10 for prismatic ([12̅10], [101̅0] and [0001]), 
24x1x12 for basal-partial ([12̅10], [101̅0] and [0001]), 12x1x4 for π1 plane 
([101̅2],[101̅1] and [12̅10]) and 24x12x1 for π2 plane (<c+a>, [1̅1̅22] and [101̅0]) slip 
systems, respectively. The ionic relaxation was carried out using a conjugate gradient 
algorithm with 30 meV/Å force and 1 meV energy convergence criteria. It should be noted 
here that the oxygen atom, which was introduced on each shearing plane, was free to relax 
in all directions during the minimization, whereas Ti atoms were free to move along the 
normal to the slip direction. It is noteworthy that according to the experimental and 
computational evidence, the <a>-type basal dislocation in HCP materials has a high 
tendency to dissociate into two <101̅0> partial dislocations and glide on the basal plane 
[70] . Moreover, an energetically favorable dissociation of the π1 <c+a> dislocation into 
three partials was identified as a priori and hence the GSFE calculations were carried out 
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in the direction of the partial dislocation with the highest gradient of energy, which is along 
the <101̅2> direction on the π1 plane, assuming planar glide. For that purpose, the 
minimum energy path was determined and a dissociation mechanism was constructed (see 
Appendix for the details). 
The restoring force is defined as the gradient of the GSFE in the direction of the 
minimum energy path and is related to the Peierls stress exponentially. The GSFE and 
restoring force were obtained for each slip system and are shown in Figure 2.1 with and 
without oxygen. The data with an oxygen atom inserted into the Ti octahedral lattice site 
is indicated by Ti+O in Figure 2.1. The calculated prismatic intrinsic stacking fault energy 
for pure Ti is 237 (mJ/m2) which increase to 276 (mJ/m2) with insertion of oxygen atom 
into the shear plane. These obtained values compare well with the work of  Ghazisaeidi 
and Trinkle [71], [72]. In the case of Ti+O, the oxygen increases the barrier for <a> type 
dislocations on the prismatic plane and decreases the barrier for <c+a> type pyramidal slip 
systems. Similar experimental observations indicating the increase in the pyramidal slip 
activity with oxygen additions were pointed out by Brandes et al., too [27]. The increase 
in GSFE on the prismatic slip plane in the case of Ti+O has been correlated with the 
interstitial volume reduction with oxygen addition, and reported in the previous studies on 
the prismatic slip in Ti  [62]. This is confirmed here as shown in Figure 2.1a. The observed 
increases in the GSFE on the basal partial and π1 <a> slip systems further imply the 
strengthening effects of oxygen interstitials. Interestingly, however, the restoring force on 
π1 <101̅2> and π2 <c+a> slip systems shows a slight decrease compared to that of the pure 
Ti. Hence, considering the restoring force increase in the other slip systems, it is naturally 
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expected to see more slip activity on π1 and π2 planes in Ti samples with more oxygen 
content (see Figure 2.1). 
 
Figure 2. 1 GSFE (left column) and the corresponding restoring stress (right column) 
versus the reaction coordinate for (a) prismatic, (b) basal (partial), (c), π1 <a>, (d) π1 
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<101̅2> (partial) and (e) π2 <c+a> slip systems in Ti. Horizontal axes show a periodic 
displacement normalized with respect to the corresponding magnitude of the Burgers 
vector for each system (refer to the Appendix for the dislocation dissociation reaction on 
π1 <c+a>). 
 
Table 2. 1 Stacking fault energies, maximum restoring stresses and Peierls stresses 
(normalized w.r.t. prismatic) for the studied slip families. The ratio γisf/γusf increases for 
the prismatic slip system but decreases for the basal partial with the addition of oxygen. 
  
Slip system 
(𝜶) 
𝜸𝒊𝒔𝒇 
(mJ/m
2
) 
𝜸𝒖𝒔𝒇 
(mJ/m
2
) 
𝜸𝒊𝒔𝒇
𝜸𝒖𝒔𝒇
 
𝑭𝐦𝐚𝐱 
(GPa) 
Peierls 
stress ratio 
Ti 
Prismatic 237 276 0.85 3.82 1 
Basal (partial) 271 415 0.65 6.24 2 
π
1
 <a> - 761 - 9.11 6.8 
π
1
 <101̅2> 229 549 0.41 8.93 6.6 
π
2
 <c+a> 442 680 0.65 10.87 8.6 
Ti+O 
Prismatic 303 307 0.98 3.99 1 
Basal (partial) 168 424 0.39 8.08 3.5 
π
1
 <a> - 1027 - 13.96 9.7 
π
1
 <101̅2> 207 503 0.41 6.51 3.3 
π
2
 <c+a> 430 626 0.68 9.47 6.2 
 
The prismatic slip system has the lowest unstable stacking fault energy and restoring 
force both with and without oxygen, and hence, the prismatic slip system can be taken as 
the most dominant slip system in Ti with various oxygen contents (see Figure 2.1a). This 
observation is consistent with the works documented in the literature [12], [71]. Therefore, 
we will normalize the obtained Peierls stresses for the other slip systems with respect to 
the Peierls stress of the prismatic system. The Peierls stress (𝜎𝑝) can be calculated using 
[73]: 
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𝜎𝑝 = 2𝐾 exp (−
4𝜋𝜁
𝑏
) (2.1) 
where 𝜁 is the dislocation core half width and is defined as [73]: 
𝜁 =
𝐾𝑏
4𝜋𝐹max
 (2.2) 
where b is the Burgers vector, K is an energy factor (K is μ/(1-ν) for an edge dislocation 
and μ/2π for a screw dislocation where μ is shear modulus and ν is the Poisson’s ratio) and 
Fmax is the maximum restoring stress. The effect of anisotropy in HCP Ti on the energy 
factor is taken into consideration using data from [74]. In the limit of a narrow dislocation 
(
𝜁
𝑎′
≪ 1 where 𝑎′ is the lattice spacing), the Peierls stress can be expressed as [73]: 
𝜎𝑝 =
3√3
8
𝐹max
𝑎′
𝜋𝜁
 (2.3) 
The maximum restoring stress Fmax corresponding to a disregistry vector 𝑓(𝑥) along 
the glide plane is defined as [73]: 
𝐹max = |
𝑑𝛾(𝑓(𝑥))
𝑑𝑓(𝑥)
|
max
 (2.4) 
and can be identified from the results in Figure 2.1 for each slip system. Intrinsic stacking 
fault energies (𝛾isf), unstable stacking fault (𝛾usf) energies, the ratio 
𝛾isf
𝛾usf
 and the maximum 
restoring forces for the studied slip systems are listed in Table 2.1. The unstable stacking 
fault energy is associated with a barrier that needs to be overcome to nucleate a partial 
dislocation [75]. The core structure is narrower when 
𝛾isf
𝛾usf
 is close to unity [76]. As seen in 
Table 2.1, the addition of oxygen increases the 
𝛾isf
𝛾usf
 ratio for the prismatic slip. 
Nevertheless, Fmax values for those slip systems are altered considerably (see Table 2.1). It 
is noteworthy that the restoring force for π
1
 <101̅2> and π
2
 <c+a> decreases with the 
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addition of oxygen. The calculated restoring forces for different slip systems where then 
used with Eqs. (2.1)-(2.3) to compute the corresponding Peierls stresses for pure Ti and 
Ti+O, which are listed in Table 2.1. Here, the Peierls stress for each glide plane was 
normalized with that of the prismatic plane assuming a screw character (see Table 2.1). 
Then the obtained ratios are used in the Kocks model [29] to compute the CRSS ratios at 
300 K in the next section. 
 
Kocks Model for Temperature Dependence of CRSS 
Having calculate the absolute zero temperature (0 K) Peierls stresses in the previous 
section, the room temperature extrapolation is done through a phenomenological model 
originally proposed by Kocks et al. [29]: 
𝜎𝑝(𝑇) = 𝜎𝑝
0 (1 − (
𝑇
𝑇𝑎
)
1/𝑞
)
1 𝑝⁄
 (2.5) 
where 𝜎𝑝
0 is the Peierls stress at absolute zero temperature, 𝑇 is the temperature, 𝑇𝑎 is 
the athermal temperature, p and q are two material parameters that determine the 
temperature dependence shape of the Peierls stress. 𝑇𝑎 is a critical temperature above which 
the yield stress loses its dependence on the temperature, i.e. the thermal component of the 
yield stress (intrinsic yield stress) becomes zero [29]. Note that the temperature dependence 
of individual slip systems can be a complex function of the composition, tendency to cross-
slip, dislocation character, etc., and Kocks formula only provides an estimate of the CRSS 
stress [12], [77]. Nevertheless, variations of the thermal component of the yield stress for 
various polycrystalline as well as single crystal Ti alloys with different oxygen contents 
have been studied before and a linear dependence with the square root of temperature (p≈1 
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and q≈2) has been reported [12], [13], [78]. As a first approximation, the same dependence 
was assumed for all the slip systems here to obtain the CRSS values at the room 
temperature. The addition of oxygen in Ti induces long, straight and planar screw 
dislocation arrangements as a dominant deformation mechanism [10], [27]. Thus, the 
CRSS stresses (obtained at 300 K) were then normalized with respect to that of the 
prismatic system with a screw dislocation character for both pure Ti and Ti+O. The 
temperature dependence of CRSS ratios for pure Ti and Ti+O are delineated in Figure 2.2. 
 
 
 Figure 2. 2 Temperature dependence of CRSS values of the five studied slip families for 
(a) pure Ti and (b) Ti+O, normalized with respect to the lowest CRSS at 0K (prismatic 
Peierls stress). 
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Figure 2.3 presents the normalized CRSS values (room temperature Peierls stresses) 
approximated by the Kocks model for the studied slip systems of Ti and Ti+O at 300 K. 
Note that for basal <a> and π1 <c+a> slip systems, where dislocation dissociation is 
energetically favorable, it is assumed the rate controlling resistance is related to the 
dislocation partial with the highest Peierls stress. The red and black data points in Figure 
2.3 indicate upper and lower bounds with and without oxygen, respectively, for the 
normalized CRSS. In other words, the red data points give an estimate of the normalized 
CRSS ratios assuming the highest oxygen concentration in the octahedral sites on the glide 
plane. Experimental Ti single crystal and polycrystalline measurements for basal to 
prismatic CRSS ratios for a variety of oxygen contents (discussed in detail in the 
introduction) overlap the range of  basal to prismatic CRSS values reported in Table 1.1 
[11], [12], [14]. For example, basal to prismatic ratio from the recent experimental work of 
Wang et al. on polycrystalline Ti is shown in Figure 2.3 [14]. In addition, the slip activities 
of different systems are governed by the ratios of the corresponding CRSS values. In other 
words, if the CRSS ratios are closer to unity, the plastic deformation is more uniform and 
vice versa. Different oxygen contents in Ti can influence the slip activities in a mixed 
manner and thus it should be taken into account for modeling purposes. For example, it 
can be seen from Figure 2.3 that with the addition of oxygen, the relative resistances of π1 
<c+a> and π2 <c+a> slip systems decrease, promoting higher slip activity of those systems. 
This has been reported in some experimental works [27], [79], [80]. Also, an increase in 
the relative resistance of the basal slip system to other slip systems translates to less activity 
of the basal slip system. As mentioned before, Ti alloys are highly anisotropic in the elastic 
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as well as plastic deformation, as clearly indicated by the ratios in Figure 2.3. Thus, the 
texture plays a crucial role in the macroscopic response. To model such a complicated 
deformation mechanism at a mesoscale, a systematic calibration of the crystal plasticity 
model is required to not only reproduce accurately the macroscopic response, but to be able 
to study the local microscopic deformation mechanisms and evolutions. In the next section, 
a crystal plasticity model and its calibration are presented, and to validate the model, a set 
of experiments are carried out. 
 
 Figure 2. 3 The room temperature (300K) CRSS ratio for pure Ti and Ti+O calculated 
using DFT simulations and normalized with respect to the corresponding prismatic slip 
system in each case. The green bar shows the experimental basal to prismatic CRSS ratio 
[14].   
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In this section, a phenomenological continuum mechanics modeling framework is 
briefly described that was used to simulate the polycrystalline deformation in Ti. The 
crystal plasticity model presented here has been developed by Kalidindi [81] as an 
extension of the visco-plastic model of Asaro and Needleman [82] that incorporates 
deformation twinning in the strain hardening and the texture evolution during finite 
deformations in addition to deformation due to slip. The slip and twin systems here are 
denoted by the unit vectors mα and nα, which define the direction and plane normal of the 
α slip/twin system, respectively. In the following section, the constitutive equations and 
kinematics of the single crystal plasticity model are briefly presented. The total imposed 
deformation gradient is multiplicatively decomposed as follows [82]: 
 𝐅 = 𝐅∗𝐅𝑝        
                                                                                                                                                          
(2.6) 
where 𝐅∗ and 𝐅𝑝 represent elastic (stretch and rotation) and plastic parts of the total 
deformation gradient, respectively. The schematic of the decomposition is shown in Figure 
2.4. 
Crystal Plasticity Model for Ti 
31 
 
 
Figure 2. 4 Multiplicative decomposition of the deformation gradient tensor [83]. 
 
For the elastic response, a constitutive equation for a single crystal that relates the 
second Piola-Kirchhoff stress tensor 𝐓∗ to its energy conjugate Green-Lagrange strain 
tensor 𝐄∗ is expressed as 𝐓∗ = 𝐂𝐄∗ where 𝐂 is the fourth order anisotropic elasticity tensor. 
𝐓∗ and 𝐄∗ are defined as [84]: 
𝐓∗ = 𝐽𝐅∗−𝟏𝐓𝐅∗−𝑻 (2.7) 
𝐄∗ =
1
2
{𝐅∗𝑻𝐅∗ − 𝐈} (2.8) 
where 𝐓 is the Cauchy stress and the Jacobian  𝐽 is the determinant of 𝐅∗(𝐽 > 0). The 
time derivative of the plastic (𝑝) part of the deformation can be related to its velocity 
gradient by [84]: 
?̇?𝑝 = 𝐋𝑝𝐅𝑝  
  
(2.9) 
where  
𝐋𝑝 = ∑ ?̇?𝛼𝐒0
𝛼𝑁slip
𝛼 + ∑ 𝑓̇
𝛽𝛾twin
 𝐒0
𝛽𝑁twin
𝛽   (2.10) 
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𝐒0
  in the above equation is the Schmid tensor (𝐦⨂𝐧) for slip and shear twins defined 
using the initial crystallographic orientation. 𝑁slip and 𝑁twin are the total number of slip 
and twin systems, respectively. ?̇?𝛼 and 𝛾twin
𝛽
 are the slip rate on the 𝛼𝑡ℎ slip system and 
constant shear due to twinning on the 𝛽𝑡ℎ twin system, respectively. Here, 𝑓̇𝛽 represents 
the rate of evolution of the volume fraction of deformation twins. The slip rate on slip 
system α is governed by the Asaro and Needleman power-law equation [82]: 
?̇?𝛼 = ?̇?0 |
𝜏𝛼
𝑆𝛼
|
1
𝑚
sign(𝜏𝛼)  (2.11) 
The evolution of the twin volume fraction is also described by a power-law equation 
[16]: 
?̇?𝛽 = {
?̇?0
𝛾
twin
𝛽 |
𝜏𝛽
𝑆𝛽
|
1
𝑚
          if   𝜏𝛽 > 0 
0                           if   𝜏𝛽 ≤ 0 
  (2.12) 
𝜏  and 𝑆 in Eqs. (2.11) and (2.12) are the resolved shear stress (𝜏 = 𝐓∗. 𝐒0) and 
resistance, respectively, for slip (α) and twin (β) systems. In the above equations, m is the 
rate sensitivity parameter. Eq. (2.12) implies that de-twinning is not allowed in the already 
twinned grains. More detailed description of the kinematics and the constitutive equations 
can be found in [16] and [84]. Moreover, the evolution of slip hardening is described by 
the following phenomenological equations [16], [84]: 
?̇? 
𝛼 = ℎ𝑠𝑙𝑖𝑝 (1 + 𝐶 ∑ 𝑓
𝛽𝑁𝑡𝑤𝑖𝑛
𝛽 ) (1 −
𝑆𝛼
𝑆𝑠
𝛼)
𝑎
∑ ?̇?𝑘𝑁
𝑠𝑙𝑖𝑝
𝑘   (2.13) 
𝑆𝑠
𝛼 = 𝑆𝑠0 + 𝑆𝑝𝑟 (∑ 𝑓
𝛽𝑁𝑡𝑤𝑖𝑛
𝛽 )
0.5
  (2.14) 
Similarly, the twin hardening law follows [16]: 
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?̇? 
𝛼 = ℎ𝑠𝑙𝑖𝑝 (1 + 𝐶 ∑ 𝑓
𝛽
𝑁𝑡𝑤𝑖𝑛
𝛽
)(1 −
𝑆𝛼
𝑆𝑠
𝛼)
𝑎
∑ ?̇?𝑘
𝑁𝑠𝑙𝑖𝑝
𝑘
 (2.15) 
?̇? 
𝛽 = ℎ𝑡𝑤𝑖𝑛 (∑ 𝑓
𝛽𝑁𝑡𝑤𝑖𝑛
𝛽 )
𝑏
∑ 𝑓̇𝛽𝛾𝑡𝑤𝑖𝑛
 𝑁𝑡𝑤𝑖𝑛
𝛽 + ℎ𝑡𝑤𝑖𝑛/𝑠𝑙𝑖𝑝 (∑ 𝛾
𝛼𝑁𝑠𝑙𝑖𝑝
𝛼 )
𝑑
∑ ?̇?𝑘𝑁
𝑠𝑙𝑖𝑝
𝑘   (2.16) 
In the above equations, the material parameters ℎslip, ℎtwin and ℎtwin/slip represent 
hardening rates (modulus) associated with the slip, twin and slip-twin interaction, 
respectively. 𝑆𝑠
𝛼 is the overall saturation value of the slip system α, with the twin-free 
saturation value of 𝑆𝑠0. In Eqs. (2.13)-(2.15), the material parameters 𝐶, 𝑎, 𝑏, 𝑑 and 𝑆pr are 
phenomenological constants that capture the interactions between slip systems and 
deformation twins [84], [85].. Finally, the crystal plasticity model described above was 
used within the DAMASK fast Fourier transform (FFT) simulation kit [86], [87] along 
with appropriate deformation gradient and complementary stress tensors to mimic simple 
tension/compression conditions. Note for convergence, in all the simulations, 600 grains 
with a grid of 128x128x128 integration points were used. In the next section, the 
experimental procedures are discussed, which were used to characterize the initial texture 
and measured the stress-strain responses in CP-Ti grade 2 and oxygen boosted CP-Ti along 
different orientations for the crystal plasticity model calibration and validation.    
 
Compression and tensile specimens were cut along the rolling (RD) and the normal 
(ND) directions from a 1 inch thick rolled slab of CP-Ti grade 2. The initial interstitial 
oxygen concentration was 0.48at.% and the concentration of all other elements were as per 
the ASTM standards. Half of the CP-Ti samples were heat treated at 850 ⁰C for 30 minutes 
Experimental Methods and Procedure 
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to reduce prior manufacturing history effects, i.e. strain recovery. The remaining set of 
samples were heat treated in a manner to obtain boost oxygen diffusion from all free 
surfaces of the cut samples [3]. For the oxygen boosting, the heat treatment consisted of 
two parts, first heating the samples in a carbolated furnace up to 850 °C for 30 minutes in 
air to aid oxidation of Ti to TiO2.  Subsequently, the pre-oxidized samples were then heated 
to 850 °C in Argon atmosphere for 20 hours. This enables diffusion of the oxide throughout 
the thickness from all the free surfaces. The boost oxygen diffusion resulted in a gradient 
of oxygen throughout the thickness of the samples. It is noteworthy that generally heat 
treatment does not influence effects of oxygen in CP-Ti grade 2 [89]. 
Cylindrical specimens (6 mm in length and 6 mm in diameter) and miniature tensile 
dog-bone specimens (10 mm gauge length and 2 mm thickness) along both the RD and the 
ND were cut. Room temperature uniaxial tension and compression tests were performed at 
quasi-static strain rates (10-3 s-1) using an electromechanical universal testing machine 
(INSTRON). As received microstructure characterization of CP-Ti and oxygen-boosted 
CP-Ti was carried out using electron backscatter diffraction techniques (EBSD) as well as 
X-ray diffraction (XRD). Samples for EBSD were prepared by beam ion milling at 
cryogenic temperatures using a Leica EM TiC 3X system for 4 hours at a beam voltage of 
6 kV. EBSD was performed using the EDAX software TEAM in an FEI NovaLabTM 600 
SEM.  The scans were run using a beam voltage of 20 kV and a beam current of 2.4 nA. 
Each scan had a step size of 0.7 micrometers or smaller. EBSD scans were performed on 
an average area of 600 μm by 600 μm. A PANalytical high resolution X-ray diffractometer 
was used to perform XRD on as-received and oxygen-boosted samples to confirm the 
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moderate basal texture. The XRD beam spot size was kept slightly larger than the sample 
size in each case by using a Cu mask which enabled probing of the entire sample area 
without negative effects from other surfaces. 
The primary microstructural observations of the annealed CP-Ti sample and oxygen-
boosted CP-Ti sample revealed equiaxed grains in all three-plate directions. The grain size 
distributions (averaged over 600 grains) obtained from regions shown in Figures 2.5a. The 
CP-Ti samples showed an average grain size of 36 μm with one standard deviation of 5 
μm. Similar grain size measurements were performed on the oxygen-boosted CP-Ti 
samples which revealed an average grain size similar to that of CP-Ti. The EBSD 
measurements showed a moderate basal texture along the normal direction (see Figure 
2.5b). For RVE of 600 grains used in the crystal plasticity simulations is No significant 
traces of deformation twins were observed after tension and compression tests up until 10% 
axial strain which is consistent with the literature [12]. 
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 Figure 2. 5 (a) EBSD scan of CP-Ti taken along the ND, (b) Pole figures generated along 
the ND from the EBSD scans, (c) RVE showing synthetic microstructure with 600 grains 
used for computational simulations. Experimental data were used to generate RVE for 
simulations that mimicked the experimental microstructure.  
 
 
Calibration of a Crystal Plasticity Model: Quantifying CRSS of Different Slip 
Planes 
In this section, a model calibration technique is introduced first, which is followed by 
model validation. The model calibration is critical, especially for HCP materials, due to the 
strong anisotropy and complexity of the deformation mechanisms that contributes to the 
Results and Discussion 
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large scatter in the reported CRSS described earlier. The main deformation mechanism in 
Ti at low strain rates and for various oxygen concentrations is plastic deformation through 
activation of various slip systems. Therefore, we focus on calibration of the crystal 
plasticity model for CRSS through a set of high-fidelity crystal plasticity simulations along 
with CRSS ratios obtained through lower length scale calculations and a set of 
tension/compression tests in the rolling direction for pure Ti, CP-Ti grade 2 with ~0.48at.% 
oxygen, and oxygen-boosted CP-Ti (with an average ~32% increase in the oxygen content 
compared to the original CP-Ti samples). After calibrating the model, it was validated 
using experimental data with different oxygen contents, tension along the normal direction, 
and loading-unloading experiments with a goal to elucidate the strengthening role of 
oxygen in Ti. 
As mentioned earlier, the CRSS values for individual slip systems are the most 
important and influential parameters in the crystal plasticity model that govern the yield 
behavior and overall slip activities in the microstructure. Here, the CRSS ratios for pure Ti 
and Ti with oxygen (Figure 2.3) along with the stress-strain curves (Figure 2.6) obtained 
from compression and tension tests along the rolling direction were used to calibrate the 
crystal plasticity model within the DAMASK simulation framework [86], [87]. Pole 
figures obtained through EBSD measurements (see Figure 2.5b) were used to generate a 
moderate basal texture and assign the corresponding orientations to 600 grains in the 
representative volume element (RVE) realizations (see Figure 2.5c) [90]. The average grain 
size in the RVE was set to 36 μm in accordance with the experimental microstructure 
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characterization. The non-varying parameters such as elastic constants etc. that were used 
during the calibration process are listed in Table 2.2 (also refer to Wu et al. [84]).  
 
 Table 2. 2 Non-varying model parameters used in the crystal plasticity simulations. Note 
that the elastic constants for pure Ti were taken from Tromans [74]. 
Parameter 
C11 
(GPa) 
C12 
(GPa) 
C13 
(GPa) 
C33 
(GPa) 
C44 
(GPa) 
?̇?𝟎(s
-1) m 
𝒉𝐭𝐰𝐢𝐧 
(MPa) 
𝒉𝐭𝐰𝐢𝐧/𝐬𝐥𝐢𝐩
(MPa) 
Value 160 90 66 181.7 46.5 0.001 20 600 600 
 
Next, the CRSS values (𝑆𝛼) for the crystal plasticity simulation were determined to 
capture the experimental stress-strain responses of pure Ti, CP-Ti (grade 2) and oxygen-
boosted CP-Ti. The CRSS values for the predominant prismatic slip system were found to 
be 37 MPa, 82 MPa  and 95 MPa for pure Ti, CP-Ti grade 2, and oxygen-boosted CP-Ti, 
respectively (see Table 2.3). This represents a ~175% increase in the predominant prismatic 
CRSS value from pure Ti to oxygen-boosted CP-Ti. On the other hand, a very small change 
in the CRSS values of π
1
 <c+a> slip were found, i.e., CRSS values of 258 MPa, 268 MPa, 
and 310 MPa for pure Ti, CP-Ti grade 2 and oxygen-boosted CP-Ti, respectively. 
Interestingly, the addition of interstitial oxygen significantly increases the CRSS values for 
all of the slip systems except for 1 <c+a>, which justifies the increased activity of this slip 
system due to oxygen as reported in the literature [79], [91]. In general, the trends of CRSS 
values for the various slip families in Table 2.3 are consistent with the values obtained 
from polycrystalline and single crystal tension tests; however, a direct comparison is not 
feasible due to the aforementioned scatter in the reported values  [12], [14].  
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 Table 2. 3 The computed CRSS values for pure Ti, commercially pure Ti (CP-Ti, grade 
2) and oxygen-boosted CP-Ti. The addition of interstitial oxygen significantly increases 
the CRSS values for all the slip systems except in the case of 1 <c+a> slip. 
 
Slip system 
(𝜶) 
Pure Ti 
CP-Ti 
(grade 2) 
Oxygen-boosted 
CP-Ti  
𝑺𝜶(MPa) 
Prismatic <a> 37 82 95 
Basal <a> 76 284 328 
π
1
 <a> 251 791 915 
π
1
 <c+a> 258 268 310 
π
2
 <c+a> 320 506 732 
 
The calibrated stress-strain curves along with its experimental comparison for pure Ti, 
CP-Ti grade 2 and oxygen-boosted CP-Ti under various stress states along the rolling 
direction (RD) are shown in Figure 2.6a-c, respectively. The significant strengthening 
effect of oxygen content in CP-Ti (0.48at.%) is apparent from comparing the initial yield 
stress of pure Ti (~150 MPa) to that of CP-Ti (~375 MPa). The initial yield stress of 
oxygen-boosted CP-Ti in Figure 2.6c shows almost 15% increase from CP-Ti (Figure 
2.6b). Further, as shown in Figure 2.6b-c, the initial yield stress does not noticeably change 
in compression as compared to tension for the studied variations of oxygen content in Ti. 
However, the hardening rate increases almost three-fold indicating considerable post-yield 
tension/compression anisotropy when tested along the rolling direction. Therefore, the 
same model parameters of tension were used for compression simulations along the rolling 
direction, except the slip hardening rate (hslip), which was calibrated to be 200 MPa for 
tension and 650 MPa under compression. Although deformation twin systems in Ti have 
been reported in the literature (e.g. tensile twin systems of {101̅2} < 1̅011 > and 
compressive twin systems of {112̅2} < 112̅3̅ >), oxygen solute contents as well as low 
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strain rates decrease the probability of such a deformation mode [12]. In fact, EBSD scans 
of CP-Ti and oxygen-boosted CP-Ti samples did not reveal noticeable deformation twins 
after 10% strain (see Figure 2.5a).  
 
 Figure 2. 6 Model calibration and its comparison with experimentally measured stress 
strain curves along the rolling direction (RD) for (a) pure Ti  [92], (b) CP-Ti (grade 2), 
(c) oxygen-boosted CP-Ti. 
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Hence, during the calibration process, the twin-free saturation value (𝑆𝑠0) for all the 
slip systems was set to be 500 MPa for pure Ti and 1500 MPa for Ti with various interstitial 
oxygen contents. In case of CP-Ti, an excellent agreement between the simulations and the 
experiments were obtained. Similarly, for pure Ti and oxygen-boosted CP-Ti acceptable 
results were achieved. 
Next, the slip activity for each slip system was calculated from the calibrated 
simulations for the pure Ti and CP-Ti grade 2 along the rolling direction. As shown in 
Figure 2.7a, the prismatic and basal slip activities are more profound in the case of pure Ti. 
However, as the oxygen content increases (Figure 2.7b), the activity of π1 <c+a> increases 
mostly at the expense of basal slip activity. Further, in both the cases, only small activity 
of π1 <a> and π2 <c+a> slip was observed (see Figure 2.7). Interestingly, during the early 
stage of the plastic deformation, the activity of the prismatic slip system is higher for the 
case of CP-Ti as compared to pure Ti. However, as the plastic deformation continues, the 
prismatic slip activity saturates for both cases. In other words, the plastic deformation in 
pure Ti is mainly controlled by the activation of prismatic and basal slip; however, as the 
oxygen content is increased, the deformation is controlled more by prismatic and π1 <c+a> 
slip. The reported experimentally measured CRSS values in the literature, where the 
oxygen effects are not usually stated, may reflect the oxygen content being an uncontrolled 
variable contributing to the scatter (see Table 1.1). 
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 Figure 2. 7 Simulated slip activities as a function of true strain in (a) pure Ti and (b) CP-
Ti grade 2 under tension along the rolling direction. 
 
Validation with Tensile Tests along Different Directions 
After calibrating the crystal plasticity model along the RD, simulations were 
performed to validate the experimental stress-strain response for CP-Ti grade 2 in tension 
along the normal direction (ND). Reasonably good qualitative and quantitative agreements 
were observed between the experimental and simulated stress-strain curves for the uniaxial 
tensile loading along the RD and ND of CP-Ti grade 2 (Figure 2.8a). Furthermore, Figure 
2.8a shows that the model is capable of capturing the variation in the post yield hardening 
behavior from the rolling to the normal direction. Nevertheless, the predicted stress-strain 
curve along ND exhibits some divergent from the experimental values. This could be due 
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to the fact twinning, which is more likely to occur along ND, is not considered in the model. 
Generally, the normal direction response has a higher yield value compared to the rolling 
direction owing to the moderate texture of the rolled CP-Ti plate. To further understand 
the underlying plastic deformation activity, the simulated slip activity as a function of true 
strain is plotted in Figure 2.8b. Similar to the rolling direction (Figure 2.7b), the prismatic 
and π1 <c+a> slip activity is greater for the CP-Ti grade 2. However, the texture utilized 
here has its c-axis relatively aligned along the normal direction such that the Schmidt factor 
for prismatic slip is on average lower along the ND, and hence the activity of prismatic slip 
along the ND is lower than in the RD, see Figures 2.7b and 2.8b. Interestingly, the slip 
activity of the π1 <c+a> system in the CP-Ti grade 2 along the ND is higher compared to 
that of the RD (compare Figures 2.7b and 2.8b). Note that during the validation process, 
the CRSS values and other crystal plasticity model parameters were identical to that used 
during the calibration procedure (Tables 3 and 4). 
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 Figure 2. 8 (a) Stress-strain response of CP-Ti samples along the RD and ND under 
tension, (b) Simulated slip activity of CP-Ti along the ND under tension resolved on five 
distinct slip families (compare to Figure 2.7b). 
 
To demonstrate broader applicability, the calibrated crystal plasticity model was 
further validated against a set of experimentally measured intrinsic yield stresses reported 
by Conrad [12], i.e. the thermal component of the flow stress or intrinsic yield stress 
(indicated by 𝜎∗) for different oxygen contents. Previously, the intrinsic yield stress has 
been reported to demonstrate a square root dependence on oxygen concentration (𝜎∗ ∝
√C), also known as Fleischer’s theory  [12], [93]. Thus, we used the calibrated crystal 
plasticity parameters of CP-Ti grade 2 (an oxygen concentration of ~0.48at. %) and only 
scaled the CRSS values for each slip system based on the same square root dependence on 
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oxygen concentrations. A comparison between the experimentally measured intrinsic yield 
stress and simulated intrinsic yield stress assuming a random texture are given in Figure 
2.9a, which demonstrates a good qualitative and quantitative agreement. Further, the CRSS 
values as a function of oxygen content for different slip systems are plotted in Figure 2.9b. 
The prismatic and basal CRSS values at 0.05at.% of oxygen content in Figure 2.9b agree 
well with the single crystal experimental data reported by Conrad [12], confirming the 
effectiveness of the present calibration technique and its predictive nature. Overall, Figure 
2.9b shows CRSS values of five slip systems as a function of oxygen content with the 
prismatic slip system being the dominant one followed by π1 <c+a> and basal slip systems.  
 
 
 Figure 2. 9 (a) The simulated square root dependence of the simulated intrinsic yield 
strength and its comparison with the experimentally measured values [12], (b)Variation 
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in CRSS values for all the slip systems predicted through crystal plasticity simulations as 
a function of oxygen content. 
 
To further validate the presented approach, the loading-unloading behavior of CP-Ti 
grade 4 was compared with the available literature data [94], see Figure 2.10. The simulated 
loading and unloading stress-strain curves in Figure 2.10 at various strain levels along the 
transverse direction show a good agreement with the experiments. Here, simulations were 
performed with CRSS values obtained at 0.96at.% oxygen from Figure 2.9b and the rest of 
the model parameters remained the same as listed in Table 2.3. A synthetic texture similar 
to the experiments was used in the simulations [94]. The reloading yield peaks (dynamic 
strain aging) in experimental data are mainly due to the oxygen redistribution and 
accumulation at high dislocation density regions. To accurately model such a behavior, a 
multi-physics method to couple the impurity transport and the visco-plastic deformation 
mechanism is required. Nevertheless, the calibration technique and predictive nature of the 
model parameters were validated through simulating mechanical response under various 
conditions (i.e., stress-state, oxygen contents, etc.), and good agreements between the 
simulated response and experimental work were found. Further, the multiscale aspect of 
calibration technique developed in this work serves as the foundation for future model 
development and calibration that can be carried out to incorporate the effects of texture and 
twining. 
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 Figure 2. 10 CP-Ti grade 4 under unloading and reloading quasi-static conditions along 
the transverse direction (TD) without hold time [94]. 
 
In this chapter, GSFE studies were performed to characterize the effect of oxygen on 
strengthening in Ti. First principle calculations aided the process of better understanding 
the strengthening effect from a fundamental point of view. The Peierls-Nabbaro (PN) 
model in conjunction with Kocks model was used to calibrate a visco-plastic crystal 
plasticity model to study the effect of oxygen impurity on different slip systems in Ti. The 
key conclusions from this study are: 
1)  The calculated GSFE curves for Ti with and without oxygen implies that 
the prismatic is the dominant slip system, followed by basal and π1 <c+a> slip 
systems. This is further verified from the simulated slip activities (see Figure 2.6 
and Figure 2.7). 
Conclusions  
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2)  Using the computed GSFE curves within the framework of the PN model 
and the Kocks model, the CRSS values for the dominant prismatic slip was found 
to be 37 MPa, 82 MPa, and 95 MPa for pure Ti, CP-Ti grade 2 and oxygen-boosted 
CP-Ti sample. 
3)  It was shown that addition of oxygen increases the barrier for all <a>-type 
dislocations and that it decreases those of pyramidal slip systems and thus, 
promotes the activity of the π1 <c+a> slip system. 
4)  For the experimental cases tested, the calibrated model was proven to be 
capable of capturing stress-strain response along the ND simply by changing the 
loading direction without a need for modifying any parameters.  
5)  The average slip activity of the π1 <c+a> system increased when loading 
was applied along the ND, indicating the effect of texture on microscopic 
deformation mechanisms.  
6)  Simulated intrinsic yield stress and CRSS values as a function of oxygen 
content demonstrated a good agreement with the experimental results.  
7)  Within its limitations, the simulation predictions by the calibrated crystal 
plasticity model were found to be in good agreement with the experimental data for 
Ti having different oxygen concentrations. 
Overall, the presented procedure to calibrate the crystal plasticity parameters using the 
multiscale approach provides a viable pathway for accurate computational material design 
and can be easily extended to other crystalline materials. The chemical composition and 
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texture properties can significantly influence the macroscopic and microscopic 
deformation behavior in complex material systems. Therefore, the robust framework 
presented here may be useful for systematic studies of complicated 
material/microstructural interactions, and enable improved design strategies.   
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CHAPTER 3 
HIERARCHICAL CRYSTAL PLASTICITY MODELING OF HIGH CYCLE 
FATIGUE CRACK NUCLEATION 
 
The initiation of crack in high cycle fatigue has been the subject of many studied as it 
constitutes most of the fatigue life in many structural components [44], [95]. As the main 
objective and motivation for this chapter was presented before in length in chapter 1, the 
primary goal here is developing a modeling framework that can help designers make more 
accurate predictions of fatigue crack initiation. 
The first section of this chapter details the modeling framework and expands on the 
concept and relevance of the fatigue indicator parameter. Next, the experimental study is 
elaborated and explained. In the penultimate section, a hierarchical crystal plasticity 
modeling is presented to statistically calculate FIP from high-resolution simulations and 
calibrate the crack initiation equations based on the experimental results. The focus will be 
on nucleation time estimation based on calibrated models. It is shown that the presented 
approach can produce acceptable estimations of the crack initiation and growth up to 
average grain size. In the concluding section, the entire chapter is summarized, and the 
main conclusions are re-iterated.  
In this section the modeling framework for estimating fatigue initiation (nucleation 
and growth of microstructurally small crack) is presented. The fundamental assumption 
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here is that cyclic slip irreversibility predominantly governs crack nucleation and growth 
driving force [42], [44], [46], [48]. Relevance of FIP, which describes such driving force, 
is elaborated further in this section and its relation to the nucleation and growth of small 
cracks is explained. Before that, equations for estimating crack nucleation and growth are 
presented. 
 
As mentioned in the introductory chapter, early crack nucleation and growth of 
transgranular fatigue cracks are mainly governed by crystallographic slip processes within 
a few grains. Therefore, a physically motivated modeling of such a phenomenon must take 
the orientation-dependent elastic-plastic anisotropy into account. Extensive efforts have 
been made to develop such fatigue crack initiation models as well as approaches that 
estimate the formation of microstructurally small cracks (MSC) [44], [48], [53], [57], [96], 
[97]. Crystal plasticity models with either implicit or explicit measures of incorporating 
stress concentrators such as cracks and notches have been proposed before [44], [46], [51]. 
Among all, fatigue indicator parameters (FIPs) have recently received more attention since 
they directly deal with the plastic strain ranges in fatigue cycles as well as other state 
variables [53], [98].  Generally, FIPs can differ from one another depending on the studied 
material system and mechanisms of failure, and thus several variations of FIPs have been 
proposed so far [46], [51]. Nevertheless, what most reliable FIPs have in comment is that 
they relate the probability of a crack formation and growth to the local fields (e.g. ∆CTD) 
Fatigue Indicator Parameter (FIP)  
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rather than far field stress intensity factor, as is the case in linear elastic fracture mechanics 
(LEFM). 
As mentioned previously, the microstructural features contribute the most to the 
formation and growth of MSC [44], [48]. Therefore, characterizing the driving force for 
such cracks using FIPs is a viable approach. It is noteworthy that the LEFM fails anyway 
in dealing with large deformations and non-linearities observed locally as its fundamental 
assumptions is violated, that is: small scale yielding and similitude. 
In this study, a certain formulation of FIP which incorporates both the maximum cyclic 
plastic shear strain range ∆𝛾𝑚𝑎𝑥
p
 and the normal stress acting on the plane of maximum 
shear strain range 𝜎max
n   is used [53]: 
FIP =
∆𝛾𝑚𝑎𝑥
p
2
〈1 + 𝑘
𝜎max
n
𝜎y
〉  (3.1) 
 
where <> are Macaulay brackets, 𝜎y is the cyclic flow strength of the polycrystalline 
material and k is a constant (0.5≤k≤1) [53]. This particular formulation is known as Fatemi-
Socie FIP and was first proposed as a modification to the strain-based critical plane 
approach of Brown-Miller [97]. Since the surface crack nucleation occurs mainly due to 
PSBs in the favorable grains, and due to faceted profile of crack flanks observed in Stage 
I of fatigue crack growth (FCG), it is reasonable to resolve the FIP on individual slip planes 
[44], [51]: 
 FIP𝛼 =
∆𝛾𝛼
2
〈1 + 𝑘
𝑇max
n
𝜎y
〉  (3.2) 
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FIP𝛼 is the crystallographic version of Fatemi-Socie FIP and superscript α identifies 
the slip plane. In this chapter, HCP titanium with the five studied slip families in Chapter 
1 is considered and thus α = 1, 2, 3, …30. Note that ∆𝛾𝛼 and 𝑇n
𝛼 in Eq. (2.1) are the range 
of plastic shear strain in a full cycle and the normal stress to the slip plane α, respectively. 
To calculate 𝑇n
𝛼, first the Cauchy stress tensor in the reference (global) coordinate system 
𝜎 is transformed to the crystal (local) coordinate system using the transformation matrix R 
corresponding to three Euler angles  𝜑1, 𝜙, 𝜑2. Then the resulting local stress tensor 𝜎
′ is 
resolved on the intended slip system slip normal vector n and the normal stress is 
calculated. Figure 3.1 delineates the explained procedure schematically, where the acting 
normal stress on the basal slip 𝑇n
  in a material point is shown as an example. 
 
Figure 3. 1 Transformation of Cauchy stress to crystal coordinate using Euler angles and 
calculation of normal stress acting on the slip plane. 
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Two sets of fatigue experiments were carried out for CP-Ti (grade 2) and oxygen-
boosted samples. Single edge notch tensile specimens were cut out from the same material 
used for crystal plasticity calibrations in the previous chapter. The specimens were cut in 
such a way that the ND was along the out of plane direction and the RD was along the 
width (see Figure 3.2). All the polished specimens were 125mm long, 9mm wide, 3mm 
thick with a pre-crack (notch) of radius 0.15mm and depth 1.5mm machined using EDM 
spark machining (see Figure 3.2). A maximum tensile global strain of 0.1% was applied to 
all the specimens with load ratios R=0.1 and R=0.2 at room temperature. Imaging was 
performed using a microscope camera with10x, 20x and 100x magnification to identify the 
crack initiation and growth ahead of the notch with a good confidence. The notch was 
introduced in the samples to accelerate the crack initiation and growth. However, its radius 
was chosen in such a way that the notch root is at least as large as several grains. Figure 
3.3 shows the decay of oxygen content as a function of distance from the specimen surface. 
Thus, it is safe to assume that very high amounts of oxygen concentrations are avoided at 
the notch root. It should be noted that the current experimental results are limited to the 
laboratory air conditions.  
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Figure 3. 2 Specimen dimensions for fatigue experiments. 
 
Figure 3. 3 Variation of oxygen concentration as a function of distance from the free 
surface for oxygen-boosted specimens showing exponential decay. 
 
Crack growth to a total length of ~120μm as a function of number of cycles for all the 
four cases is depicted in Figure 3.4.  
1.
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Figure 3. 4 Experimental crack growth vs. number of cycles for CP-Ti and oxygen-
boosted CP-Ti with maximum applied strain of 0.1% for R=0.1 and R=0. 
 
It is observed here that there is a significant increase in the small crack growth rate as 
the load ratio increases from R=0.1 to R=0.2. This observation is in agreement with the 
literature on small crack growth rates and high cycle fatigue tests as well [99]. This has 
been mostly attributed to the effect of plasticity and roughness induced crack closure which 
are usually more pronounced in positive load ratios [55], [56]. In addition to that, it can be 
postulated that for higher load ratios, the crack is open for a longer duration and hence it 
allows environmental ingress to the tip at a higher rate [99]. For example, hydrogen or 
oxygen embrittlement can degrade the crack tip plasticity severely, leading to sharper 
cracks, as available experimental and atomistic data indicate [100]. Another explanation is 
that the dislocation reversibility can contribute to this increase; at lower load ratios, the 
compressive stresses at the notch/crack tip can restore some of the plasticity by dislocation 
annihilation [96].  
57 
 
 
Figure 3. 5 Experimental crack growth rate vs. stress intensity range for CP-Ti and 
oxygen-boosted CP-Ti with maximum applied strain of 0.1% for R=0.1 and R=0. 
 
Figure 3.5 shows crack growth rates of the four tests as a function of total stress 
intensity factor ΔK, considering the initial notch depth. Although the oxygen has a 
strengthening effect in titanium, an increase in the growth rate is observed in case of 
oxygen-boosted CP-Ti. The increase in the crack growth rate in oxygen-boosted samples 
can be attributed to the high density of dislocations at the PSB that attract oxygen atoms. 
Oxygen has a high diffusivity, specially through the network of dislocations at elevated 
temperatures. This in turn can help the transfer the oxygen atoms to the grain boundaries 
and further degrade the crack growth barriers. Alternatively, the accumulation of oxygen 
in the PSB can reduce the interface energy of the PSB and the matrix and thus cause an 
increase in the growth rate. Moreover, assuming TiO2 can be formed due to high oxygen 
concentrations, especially near the surface, the faster crack nucleation and growth can be 
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associated, at least in part, to the low fracture energy of TiO2 (~20J/m
2) compared to that 
of CP-Ti (~300J/m2) [101]. 
The very fact that the effect of load ratio R for CP-Ti and oxygen-boosted CP-Ti 
samples is almost the same indicates that its effect on growth rate is rather of a far field 
and/or environmental nature. This further justifies the use of 𝛤 function in the nucleation 
equation presented before in nucleation equation in chapter 1 (Eq. (1.6)). 
Using the above experimental results, we proceed to calibrate the nucleation and MSC 
growth relations. 
 
In this section a hierarchical numerical approach is used to primarily model the 
nucleation of high cycle fatigue driving force by computing Fatemi-Socie FIP. The analysis 
is carried out in two sequential steps:  
In the first step, a notched specimen with the same dimensions as the fatigue specimens 
is modeled under maximum 0.1% tensile strain and plain strain condition in ABAQUS. 
The displacement is applied on the top surface and the bottom side is fixed along x and y 
direction. Four-node quad elements with full integration scheme are used. Mesh refinement 
was carried out until a good accuracy was achieved, with an emphasis on the region ahead 
of the notch. 
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The FEM simulation domain is divided into three distinct regions; 1) An isotropic 
elastic-plastic region away from the notch, 2) the process zone where a homogenized 
crystal plasticity material is assigned, and 3) a dilatational material at the notch which its 
union with the process zone makes a square region of length 550μm. The dilatational 
material is basically an isotropic plastic material with dilatational response due to 
hydrostatic stress. Implementation details dilatational material within DAMASK 
framework are reported in [102]. For a low elastic modulus (one order of magnitude less 
than C11) and initial shear strength (2MPa) assigned to the dilatational material, only an 
insignificant portion of the applied load is distributed in region 3. In other words, the 
dilatational material behaves almost as empty space. A remotely close example of such 
theoretical material is rubber, which is resilient under applied shear as well as volumetric 
deformation. The necessity of introducing region 3 in FEM simulations will be discussed 
later. Figure 3.6 shows the FEM simulation domain three regions explained earlier. It is 
worth mentioning that the size of the process zone was chosen so that almost no plasticity 
occurs outside of it.  
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Figure 3. 6 Two-step hierarchical crystal plasticity framework; Step 1: Coarse-grained 
FEM analysis to obtain average deformation gradient acting on the process zone using 
homogenized crystal plasticity in the process zone, Step 2: high-resolution full-field 
crystal plasticity simulations using spectral solver (DAMASK). 
 
The same material properties calibrated in the previous chapter was used in the process 
zone assuming 5 grains at each integration point in FEM simulations. The grain 
orientations were randomly sampled from the orientation distribution function representing 
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the sample textures in chapter 2. After 6 full fatigue cycles, all the components of the 
deformation gradient tensor as a function of time F(t) were averaged over the square region 
(process zone plus the dilatational zone). In a sense, the square region is considered as an 
RVE. Thus, theoretically, application of the average F(t) on the same RVE in the spectral 
solver in step 2 will produce the same average stress field. Note that 6 cycles are enough 
to reach to a steady-state plastic strain accumulation. Since the spectral solver (DAMASK) 
is well-suited for full-filed high-resolution crystal plasticity simulations, it yields accurate 
results with less mesh (Fourier point) dependency as opposed to conventional FEM tools 
[103]. In fact, reaching to the same resolution as spectral solver with ABAQUS is 
computationally prohibitive. To circumvent such cumbersome FEM simulations, many 
researchers have carried out their numerical analysis on coarse simulations domains or only 
simulated part of the domain [44], [46], [51], [57]. The latter, for instance, can cause 
inaccurate stress/strain fields in the process zone ahead of the stress concentrator. Here, for 
example, FEM simulations of maximum 0.1% applied strain lead to about 0.2% average 
strain in the process zone, which is almost two times the global strain. Therefore, simply 
modeling the process zone and applying 0.1% strain would have caused significant changes 
in the results. 
In short, by implementing the two-scale sequential approach presented here, the effect 
of far field stress can be transferred to the high-resolution domain of spectral solver in a 
more reliable manner.  
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Figure 3.7 shows the components of deformation gradient for load ratios R=0.1 and 
R=0.2 averaged on the process zone and the dilatational region for CP-Ti with reference to 
Figure 3.6.  
 
 
Figure 3. 7 Components of deformation gradient for load ratios R=0.1 and R=0.2 
averaged on the process zone and the dilatational region for CP-Ti; Fxx and Fzz (top) 
and Fxz and Fzx (bottom) as a function of time. 
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Figure 3.8 shows the same quantities for oxygen-boosted CP-Ti. It is again reminded 
that the material properties for CP-Ti and oxygen-boosted CP-Ti are the same as the 
material properties calibrated and validated in the previous chapter. 
 
 
Figure 3. 8 Components of deformation gradient for load ratios R=0.1 and R=0.2 
averaged on the process zone and the dilatational region for oxygen-boosted CP-Ti; Fxx 
and Fzz (top) and Fxz and Fzx (bottom) as a function of time. 
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The above two figures sum up all the information that need to be transferred to the 
high-resolution full-field crystal plasticity simulations using DAMASK spectral solver, i.e. 
the output of the step 1 (FEM) is the input for step 2 (spectral solver).  
 
Representative Volume Elements 
To account for the variability of the texture, four different 3D realizations, but with 
the same grain size distributions were generated (see Figure 3.9) using Voronoi tessellation 
for step 2 of crystal plasticity analysis.  
   
Realization 1 
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Realization 2 Realization 3 Realization 4 
Figure 3. 9 Four realizations with 600 grains and size of 550μm×550μm×100μm used in 
spectral solver with average grain size of 36μm. The dilatational material in realization 1 
is depicted by maroon color. 
 
Each realization consists of 600 grains and 2,333,184 integration (Fourier) points. It is 
noteworthy that the dimensions of the domain were chosen according to the FEM process 
zone (550μm×550μm×100μm). In Figure 3.9, the dilatational material at the notch for 
realization 1 is colored maroon. 
Before FIPs are calculated from the simulations, it is important to estimate the 
influence of the dilatational material on the overall deformation. Thus, the von Mises and 
hydrostatic stresses are calculated in that region at maximum applied strain and shown in 
Figure 3.10. As it is evident, both the stresses are insignificant and hence their effect on 
overall deformation can be safely ignored.  
66 
 
 
Figure 3. 10 von Mises and hydrostatic stress distributions in the dilatational region. 
 
Calculation of FIPs 
Now Eq. (3.2) with k=0.5, as suggested by Castelluccio and McDowell [46], is used 
to calculate the FIPs on each slip system by post-processing the spectral solver outputs 
through Python scripts. Since the prismatic slip is the easiest family to activate, their 
corresponding FIPs are also significantly higher compared to other slips. For the sake of 
brevity, FIPs and accumulated slips are only shown for realizations 1 and 2 for CP-Ti under 
R=0.1. Results for other realizations and load ratios are summarized in Table 3.1. Figure 
3.11 (a)-(c) show FIPs for the three <a>-type prismatic slips calculated for the first few 
critical grains using the box-plots. It is observed that in realization 1, the maximum FIP 
occurs on (1̅010) in Grain 540. Figure 3.11 (d)-(f) illustrate the corresponding 
accumulated slips. As expected, slip accumulation on (1̅010) is more pronounced 
compared to other planes. 
67 
 
 
 
F
ig
u
re
 3
. 
1
1
 R
ea
li
za
ti
o
n
 1
; 
(a
)-
(b
):
 F
IP
s 
an
d
 (
d
)-
(f
):
 A
cc
u
m
u
la
te
d
 s
li
p
s 
o
n
 t
h
re
e 
p
ri
sm
at
ic
 p
la
n
es
. 
 
68 
 
 F
ig
u
re
 3
. 
1
2
 R
ea
li
za
ti
o
n
 2
; 
(a
)-
(b
):
 F
IP
s 
an
d
 (
d
)-
(f
):
 A
cc
u
m
u
la
te
d
 s
li
p
s 
o
n
 t
h
re
e 
p
ri
sm
at
ic
 p
la
n
es
. 
 
69 
 
Figure 3.12 (a)-(c) show FIPs on the prismatic planes for realization 2 along with the 
corresponding accumulated slips (Figure 3.12 (d)-(f)). In realization 2, the identified 
critical grain ID is 542 with critical plane being prismatic (1̅010). The critical grain in 
realization 1 has been depicted in Figure 3.13 (a) for better visualization. The hydrostatic 
and von Mises stresses, as well as the stress triaxiality distributions at maximum applied 
strain for the critical grain are plotted in Figure 3.13 (b). The same has been done for critical 
Grain 542 in realization 2 (see Figure 3.14). While the two identified critical grains 
experience different mean hydrostatic stresses, the mean von Mises stress is almost the 
same in those grains.  
 
 
 
 
 
 
 
(a) (b) 
Figure 3. 13 (a) Critical grain (540) in realization 1, (b) Its corresponding hydrostatic and 
von Mises stress (bottom axis) and stress triaxiality (top axis) distributions. 
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The critical grains in both the realization are relatively large and favorably oriented so 
that one of the prismatic planes in the crystal undergoes the highest plastic slip 
accumulation and consequently the highest resolved FIP. 
Total FIPs and total shear (accumulated slip on all the active slip systems) are shown 
in Figure 3.15 and Figure 3.16 for realizations 1 and 2, respectively, which show the 
significance of the prismatic plane contribution to the critical grains slip. 
 
 
 
 
 
 
 
(a) (b) 
Figure 3. 14 (a) Critical grain (542) in realization 2, (b) Its corresponding hydrostatic and 
von Mises stress (bottom axis) and stress triaxiality (top axis) distributions. 
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(a) (b) 
Figure 3. 15 (a) Total FIP and (b) total shear for realization 1. 
 
 
 
(a) (b) 
Figure 3. 16 (a) Total FIP and (b) total shear for realization 2. 
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In addition, von Mises and hydrostatic stress contours for realization 1 and 2 are 
illustrated in Figure 3.17 and Figure 3.18.  
  
(a) (b) 
Figure 3. 17 (a) von Mises and (b) hydrostatic stress contours for realization 1. 
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(a) (b) 
Figure 3. 18 (a) von Mises and (b) hydrostatic stress contours for realization 2. 
 
As it can be sees from these figures, only grains at the notch root experience high 
stresses (above macroscopic yield). 
The above procedure was repeated for other realizations with all the possible 
combinations of load ratio and material properties (CP-Ti and oxygen-boosted CP-Ti). The 
maximum and mean values of both the crystallographic and total FIPs are given in Table 
3.1. Moreover, the averaged values over all four realizations are reported in the same table.  
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Table 3. 1 Crystallographic and total FIPs obtained for CP-Ti and oxygen-boosted CP-Ti 
(OB CP-Ti) for R=0.1 and R=0.2 from crystal plasticity simulations (×104). 
Sample R 
Realization 1 Realization 2 Realization 3 Realization 4 Average 
*FIPα **FIPTotal FIPα FIPTotal FIPα FIPTotal FIPα FIPTotal FIPα FIPTotal 
CP-Ti 0.1 
109 
(6) 
123 
(11) 
89 
(17) 
99 
(22) 
110 
(11) 
112 
(15) 
90 
(9) 
108 
(14) 
99.5±10 
(10.7 ±4) 
110.5±8.6 
(15.5 ±4) 
CP-Ti 0.2 
74 
(3) 
79 
(5) 
64 
(10) 
67 
(12) 
71 
(6) 
75 
(8) 
69 
(4) 
71 
(7) 
69.5±3.6 
(5.7±2.7) 
73±4.4 
(8±2.5) 
OB 
CP-Ti 
0.1 
81 
(3) 
85 
(4) 
69 
(10) 
70 
(12) 
79 
(6) 
81 
(7) 
72 
(5) 
74 
(8) 
75.2±4.9 
(6±2.5) 
77.5±5.8 
(7.7±2.8) 
OB 
CP-Ti 
0.2 
52 
(1) 
55 
 (2) 
48 
(5) 
48 
(6) 
50 
(3) 
51 
 (4) 
45 
(3) 
48 
(4) 
48.7±2.8 
3±1.4 
50.5±2.9 
4±1.4 
* FIPα denotes the max FIP among all the slip systems. The value in () is the corresponding mean FIP on the critical plane. 
** FIPTotal denotes the sum of all crytallographic FIPs (i.e. FIPTotal=ΣFIPα). The value in () is the corresponding mean total 
FIP. 
 
As is can be seen, the maximum FIP measure is more suitable to be used in the crack 
nucleation equation as it shows less variability compared to the mean FIP. Also, since the 
average crystallographic and total FIPs are very close to each other, they can be used later 
interchangeably. 
 
Having the FIP values and the experimental high-cycle fatigue data, now the primary 
goal is to find the material parameter αp in the nucleation equation (Eq. (1.6)). First, α is 
calibrated for R=0.1 using the average FIP values in Table 3.1 and then the same value is 
used to predict nucleation time (Nnuc) for R=0.2. The reference grain size dgr in Eq. (1.6) is 
taken to be ~36μm for both CP-Ti and oxygen-boosted CP-Ti cases. As explained before, 
a correction factor 𝛤 is introduced in the nucleation equation to compensate the inability 
of the mesoscale crystal plasticity model to capture environmental factors, discontinuities, 
Calibration and Validation of Nucleation and MSC growth Models 
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chemical processes, etc. The proposed correction factor 𝛤 here is 𝛤 = 1/𝑅 which is used 
for all the studied cases.  
 
Table 3. 2 Crack nucleation calibration and predictions for CP-Ti and oxygen-boosted 
CP-Ti (OB CP-Ti) for R=0.1 and R=0.2. 
   Nnuc (Kilocycles) 
Material R 
αp 
(cycle×μm) 
Expt. Model - Calibration 
CP-Ti 0.1 2.9 59.6 67.10±10 
OB  
CP-Ti 
0.1 0.55 22.7 23.2±3.4 
Material R 
αp 
(cycle×μm) 
Expt. Model - Prediction 
CP-Ti 0.2 2.9 31.8 34.3±4.1 
OB 
CP-Ti 
0.2 0.55 13.6 13.6±1.5 
 
Table 3.2 shows the calibrated αp values for CP-Ti and oxygen-boosted CP-Ti at R=0.1 
and the corresponding number of cycles of nucleation calculated by Eq. (1.6). For R=0.2, 
the same calibrated αp values are used to verify the model. The predicted number of cycles 
in Table 3.2 are in a very good agreement with the experimental values. The range of 
calculated Nnuc is resulted from the variation in the reported average FIPs (see Table 3.1). 
It is noteworthy that compared to CP-Ti, αp shows a fivefold decrease in oxygen-boosted 
CP-Ti; assuming that αp is mainly affected by material properties, this significant decrease 
means that impurity concentrations in commercially pure titanium, in particular oxygen, 
can play a substantial role in the fatigue life. As described before, αp is related to the 
specific fracture energy per area and such reduction in its value reveals the detrimental 
consequence of high local oxygen concentrations in the titanium alloys.  
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Furthermore, Eq. (1.6) was modified to be dependent on the crack length by 
multiplying the right side of the equation by anuc/dgr where anuc is the crack length up to the 
size of the reference grain size dgr: 
𝑁nuc(𝛤 FIP)
2 =
𝑎nuc𝛼p
𝑑gr
2   (3.3) 
 
 
Figure 3. 19 Experimental crack growth vs. number of cycles data along with model 
predictions for CP-Ti and oxygen-boosted CP-Ti under R=0.1 and R=0.2. The cyan band 
represents the average grain size.  
 
Using Eq. (3.3), the crack length versus the number of cycles is plotted for the four 
experimental results (see Figure 3.4). Overall, good agreements with the experiments are 
observed for the studied range of crack length and load ratios. 
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In order to qualitatively estimate the crack growth rate in MSC regime, a modified 
version of Eq. (1.9) is used which phenomenologically takes into account the grain 
boundary resistance [46]: 
𝑑𝑎
𝑑𝑁
|
msc
𝛼
= 𝜙 ⟨𝐴?̅?total
𝑛 𝛤(𝑅)FIP 
𝛼 [1 − 𝑅GB(1 − ?̅?GB)
2
] − ∆CTDth⟩ (3.4) 
 
where A is a constant, ?̅?total
𝑛  is the total crack length normalized with respect to the 
average grain size, RGB is the grain boundary resistance ranging from 0 (no resistance to 
the crack) to 1 (crack growth arrest at GB), ?̅?GB is the crack length in the current grain 
normalized with respect to the average grain size and ∆CTDth is the threshold value in the 
orders of Burgers vector below which no crack growth happens. 𝜙 here is transgranular 
irreversibility factor. Note that like the initiation relation in Eq. (3.3) a correction factor is 
introduced in the formula to take into account the effect of load ratio R. As mentioned 
before in chapter 1, a linear relation between ∆CTD and Fatemi-Socie FIP exists [44]. 
Hence, the same FIPs calculated earlier will be used in the here, assuming the constant 
𝐴?̅?total
𝑛  acts as a scaling parameter for FIP.  
Assuming RGB to be 0.9 (relatively high GB resistance), A and 𝜙 are calibrated such 
that the resulting growth rates reasonably agree well with the experimental growth rates 
(see Figure 3.4) for R=0.1. To fulfill that agreement, therefore, A is calibrated to be 0.02 to 
CP-Ti and 0.04 for oxygen-boosted CP-Ti. The proportionality factor 𝜙 for both the 
materials can be assumed to be the same due to the similar microstructural features and test 
conditions and was calibrated to be 0.1. It is observed that the calibrated model can predict 
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R=0.2 growth rates for both CP-Ti and oxygen-boosted CP-Ti. Figures 3.20 and 3.21 show 
crack growth rates of the four tests as a function of total stress intensity factor ΔK, 
considering the initial notch depth. Overall, the oscillatory nature of MSC growth can be 
qualitatively captured with the proposed approach. 
 
 
Figure 3. 20 Experimental and model MSC crack growth rates in CP-Ti for R=0.1 and 
R=0.2. 
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Figure 3. 21 Experimental and model MSC crack growth rates in oxygen-boosted CP-Ti 
for R=0.1 and R=0.2. 
 
The model in Eq. (3.4) fails to consider the inherent variability of the grain boundary 
resistance. However, this shortcoming can be alleviated by introducing a variability to the 
grain boundary resistance in the same equation: 
𝑑𝑎
𝑑𝑁
|
msc
𝛼
= 𝜙 ⟨𝐴?̅?total
𝑛 𝛤(𝑅)FIP 
𝛼 [1 − 𝜓GB(𝜃)(1 − ?̅?GB)
2
] − ∆CTDth⟩ (3.4) 
 
where 𝜓GB(𝜃) is the GB resistance variability function ranging from 0 to 1, which is 
a function of misorientation angle between the two neighboring grains. Such function can 
be obtained using atomistic calculations for GB resistance to slip transfer. This, however, 
remains as a topic for future research in this area. A qualitative effect of introducing 
variability in the model is shown in Figures 3.22 and 3.23 assuming random GB resistance. 
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Figure 3. 22 Experimental and model MSC crack growth rates in CP-Ti for R=0.1 and 
R=0.2 assuming a random variability in GB resistance. 
 
 
Figure 3. 23 Experimental and model MSC crack growth rates in oxygen-boosted CP-Ti 
for R=0.1 and R=0.2 assuming a random variability in GB resistance. 
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In this chapter a two-step hierarchical crystal plasticity for fatigue predictions was 
presented to investigate the effect of oxygen content as well as the load ratios on HCF crack 
initiation and MSC growth. Fatigue indicator parameter was used as the main driving force 
in the energy-based crack nucleation equations. To estimate the FIPs for each case, first a 
homogenized crystal plasticity FEM simulation was carried out. The average deformation 
gradient in the process zone ahead of the notch was obtained and used as the input for a 
high-resolution full-field crystal plasticity simulation using spectral solver. Multiple 
realizations with the same texture and grain size distributions were simulated to account 
for the variability of microstructure. Therefore, FIPs were calculated with a high degree of 
confidence for CP-Ti and the oxygen-boosted CP-Ti samples under 0.1% global strain, and 
load ratios of 0.1 and 0.2. The proposed nucleation model was calibrated by experimental 
data for R=0.1 and then used to predict crack nucleation and MSC growth for R=0.2.  
• The predicted nucleation time for R=0.2 was in a good agreement with the 
experimental results. 
• The modeled MSC growth behavior can qualitatively represent the 
experimental observations to demonstrate the effect of grain boundary 
resistance on crack growth rate. 
• The MSC model was modified to take into account the variability of the grain boundary 
resistance and it was shown that with such assumption, the qualitative agreement between the 
predicted and the experimental results can be significantly enhanced. 
Summary and Conclusion 
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Overall, very good agreements between the experimental data and the predicted values 
were observed and hence, the introduction of the correction factor in the nucleation 
equation was justified. Exhaustive experiments are required to develop a more general 
nucleation equation. Nevertheless, the proposed method in this chapter demonstrates a 
reliable approach to high cycle fatigue crack nucleation and growth.  
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CHAPTER 4 
EXTENDED FINITE ELEMENT FRAMEWORK FOR COUPING IMPURITY 
TRANSPORT AND MECHANICAL DEFORMATION 
 
In chapter 2 effect of oxygen on strength of titanium was investigated. Oxygen 
contribution on fatigue crack formation and growth was also discussed in chapter 3. Based 
on the experimental observations in the same chapter, impurity transport through 
dislocation pile-ups or PSBs to the grain boundaries was suspected to be a determining 
factor in fatigue behavior. Moreover, a lot of applications require operation in harsh 
environments which can significantly influence the overall strength of material through 
similar processes. For example, it is well-established that hydrogen embrittlement of iron 
in saline solution promotes the debonding at the grain boundaries [104]. Such chemical 
processes, however, can be considerably influenced by the local state variables (e.g. stress 
and dislocation density). Such interaction can be reciprocal in micro/meso-scales, too. So, 
it is important to be able to efficiently simulate the mechanical and chemical processes 
concurrently. Hence, the main objective in this chapter is to propose a multiscale 
framework for FE analysis of fracture process in metallic microstructures. The extent of 
the failure is limited to only intergranular fracture for now, as the grain boundary 
decohesion due to foreign atoms is better studied in the literature. To describe the role of 
microstructure in material failure, some methods have been proposed among which the 
Introduction 
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cohesive finite element method (CFEM) has received much attention [105]. Usually, 
empirical data for surface decohesion is employed in CFEM to simulate crack initiation or 
propagation in material. Nevertheless, empirical cohesive laws might be incapable of 
describing decohesion behavior accurately at sub-micron scales [105]. Moreover, mesh 
dependency has been always an issue in CFEM [105]. Atomistic simulations can be used 
to characterize the cohesive behavior of a variety of grain boundaries in order to be used 
in finite element simulations [106], [107]. Nevertheless, due to high computational 
expense, atomistic simulations usually cannot be considered as feasible alternatives to 
continuum scale methods. 
In standard finite element models, the material microstructure is represented explicitly. 
In case of complex microstructures, the geometrical features are given as input data and 
usually complicated mesh generation tools are required to create the finite element mesh 
so that the element faces or edges coincide with different phases or interfaces in the 
simulation domain. For this purpose many efforts have been made so far and some robust 
methods for creating unstructured meshes have been proposed [108]. Nevertheless, in case 
of evolving discontinuities or interfaces (e.g. crack propagation or grain growth), explicit 
representation of microstructure enforces some restrictions [109], [110]. Moreover, explicit 
modeling of complex interface networks such as polycrystalline grain boundaries, are quite 
cumbersome and usually topology corrections and modifications are requited in order to 
construct the FE mesh. Implicit representation of a propagating crack was first developed 
by Belytschko et al. through extended finite element method (XFEM) [111], [112]. Since 
then, XFEM has been extensively used in varieties of problems such as dislocations, 
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material interfaces, fracture mechanics, solidification, fluid flow [113]–[116]. XFEM has 
proven itself in treating arbitrary discontinuities, singularities and geometrical complexities 
efficiently [112], [113], [117]. 
Effect of small scale heterogeneities (e.g. GBs and crystal anisotropy) can be implicitly 
modeled by internal state variables in a fully homogenized description of material (e.g. 
Taylor model) (See Figure 4.1) [87], [118]. Nevertheless, any capability of making a direct 
relationship between the microstructural features and the state of material is lost by 
ignoring the actual representation of such details. Here, by using the XFEM framework, 
the microstructure heterogeneities can be directly modeled without requiring much 
idealization. Specifically, XFEM is quite appealing in grain boundary problems since it 
facilitates the numerical modeling of complex grain boundary configurations integrated 
with experimental imaging techniques, with minimal topology modifications. In addition, 
realistic modeling of a polycrystalline material induces a natural length-scale in the fracture 
analysis [119].  
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Figure 4. 1 Fully homogenized idealization of polycrystal. Average microstructure 
heterogeneities are implicitly incorporated into the constitutive model. 
 
Fracture process in polycrystalline materials is governed by lower length scale 
properties such as microscale and nanoscale features. For example, grain boundary and 
topology engineering in polycrystalline materials can significantly enhance the fracture 
resistance [120], [121]. Thus, development of modeling tools for simulating material 
behavior at lower length scales is useful in order to study, explain and replicate the 
experimental observations. 
Here a two-dimensional quasi-static numerical model is presented which accounts the 
microstructural effects on intergranular fracture propagation using XFEM. 
Phenomenological fracture characteristics in the material can be represented by a cohesive 
surface formulation. Using cohesive surface, an inherent length scale can be incorporated 
into the model and new crack surfaces are generated as direct outcome of the analysis [122]. 
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A diffusion-convection capability is incorporated into the framework which considers the 
hydrostatic part of the stress tensor which can lead to localized segregation or depletion of 
the impurity content. Mass transport is facilitated through bulk grains as well as a network 
of grain boundaries. Effect of interplay between different microscale heterogeneities and 
effect of impurity on transient and steady-state response will be investigated using the 
proposed framework. 
 
As previously stated, the discontinuous features are implicitly represented in the 
context of XFEM. Nevertheless, necessary information is required to determine where and 
how the elements in the domain need to be enriched. In order to obtain such information, 
The XFEM is usually accompanied by level-set method [123]. In early developments of 
the XFEM, the level-set method was extended to describe cracks and other types of 
discontinuities [124]–[126]. For example, the discontinuous displacement field across a 
crack can be captured by using two level-set functions, one as signed distance of the 
projection on the crack line (surface), and the other as signed distance of the projection on 
the crack front [112]. Although the level-set is very effective within the framework of 
XFEM, there are some restrictions and difficulties when dealing with complex geometries 
or branching discontinuities. For example, similar to cracks, material interfaces are usually 
characterized by two level-set functions in the form of nodal data. However, in more 
complex cases where there exist networks of interfaces such as in polycrystalline material, 
there are many arbitrary intersecting interfaces that can potentially cut the underlying mesh 
Representation of GB Discontinuities 
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elements at multiple locations. Nevertheless, constructing the level-sets for certain 
configurations (e.g. see Figure 2.2) can be challenging and one might resort to some 
modifications to the original geometry prior to the analysis. Moreover, special care needs 
to be taken to avoid the linear dependency issue if the nodes whose support is cut by the 
discontinuity are enriched. This has been elaborated by Simone et al. for polycrystals [110]. 
In addition to that, some nodal information about the phase (grain) properties of the 
sub-elements is required to be assigned to the integration points of that sub-element in the 
solution step. In Figure 2.2 a triple junction in an element is depicted in which there is no 
element node in the marked area and therefore no nodal information exists to be assigned 
to the hashed sub-element. Such undesirable configurations can be resolved to some extend 
by mesh refinement but for some cases as illustrated in Figure 4.2, refinement might not 
eliminate the problem. Some of the drawbacks of level-set method for representation of 
kinked crack [127], [128]. 
 
 
Figure 4. 2 A triple junction in an element with the hashed area having no nodal 
information. 
 
TJ 
Element 
GB 
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To avoid much of the above-mentioned problems in the XFEM modeling of 
polycrystalline materials, we take advantage of the phantom node approach, in which 
instead of constructing level-set functions for every interface (grain boundary), elements 
fully or partially lying within each individual grain are enriched [129], [130]. Details of 
phantom node approach are briefed in the next section along with the finite element 
formulation. To avoid some of the difficulties in locating the intersection of interfaces with 
the underlying mesh, grains and also the finite elements are treated as geometrical objects, 
i.e. polygons, and the geometrical Boolean operations such as intersection operation are 
carried out on those objects to construct the required data structure for XFEM analysis. 
Here we use Computational Geometry Algorithms Library (CGAL) C++ package, with 
minimum geometrical manipulations, to obtain the sub-elements and assign the phase 
properties to them [131].  
 
Figure 4. 3 CGAL Boolean operations on polygons: (a) the grains are represented by 
hexagonal geometries which intersect with the underlying structured mesh of quad 
elements (b), integration points of the resulting sub-elements are found (c). 
 
(a) (b) (c) 
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It is demonstrated that this special treatment of the grain boundary problem 
complements the phantom node approach very well (Figure 2.4). 
 
 
Figure 4. 4 Connectivity and active parts of overlapping elements in phantom node 
method at a triple junction (TJ); active nodes of each grain are denoted by large marker 
points. 
 
For example, in Figure 4.4 a deformed (cracked) triple junction (TJ) has been 
illustrated which is discretized using the above approach. The element containing the TJ 
has overall 24 (12x2) degrees of freedom. 
 
Mesh Refinements 
One of the main advantages of XFEM is that the mesh needs not to be conforming to 
the geometry. Yet, however, local mesh refinement is necessary to capture high gradients 
along the interfaces and triple junctions. This can be efficiently achieved using hanging 
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node refinement scheme [132]. With hanging node method, mesh is refined only where 
required which leads to decreasing computational cost. Hanging nodes are easily generated 
and there is no need to using complicated meshing algorithms and domain triangulations 
(Figure 4.5). Here, DOFs at the hanging nodes are constrained to be the average of the 
DOFs at neighboring nodes [132].  
 
 
Figure 4. 5 Two-level hanging node mesh refinement near a grain boundary shared by 
grain 1 and grain 2. 
 
Hanging node method renders itself an efficient method to study the effect of element 
size on future crack growth and nucleation. Figure 4.6 illustrates a microstructure with 88 
hexagonal grains with a structured mesh. The grain boundaries are refined by two levels 
and the meshing is carried out in relatively short time. 
Grain 1 Grain 2 
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Figure 4. 6 A microstructure with 88 hexagonal grains and ~34,000 elements resulting 
from a CGAL Boolean operations and a two-level refinement at the grain boundaries. 
 
In this section the phantom node enrichment method is explained which facilitates 
modeling of the strong discontinuities at the grain boundaries. Assume a random 
microstructure generated with structured XFEM mesh as depicted in Figure 4.7: 
 
 
Figure 4. 7 XFEM structured mesh 
 
Formulation 
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A typical XFEM displacement field for such a domain having strong discontinuities 
is: 
𝐮(𝐱) =∑𝐍𝐼(𝐱)𝐮𝐼
𝑁𝑁
𝐼=1
+∑∑𝐍𝐼(𝐱)𝐻𝑖(𝐱)𝐮𝑖𝐼
𝑁𝐺
𝑖=1
𝑁𝑁
𝐼=1
 (4.1) 
 
where the first term in Eq. (4.1) is standard FEM degrees of freedom and the second term 
is enriched degrees of freedom which account for the strong discontinuity in the domain. 
In the above equation, 𝑁𝐺  is the number of grains in the microstructure and 𝑁𝑁 is is the 
number of nodes. 𝐻𝑖 is Heaviside function representing grain i and defined as follows: 
𝐻𝑖(𝐱) = {
1 𝐱 ∈ grain 𝑖
0 otherwise
 
(4.2) 
 
For some values of I and i, 𝐍𝐼(𝐱)𝐻𝑖 = 0 for all values of x. For these combinations, 
uiI is prescribed to be zero and is not stored in the global degree of freedoms. 
One of the problems of such an enrichment scheme in Eq. (4.1) is that it leads to some 
difficulties in terms of numerical implementations and special care needs to be taken in 
order to avoid unnecessarily enriching the degrees of freedom and preserve the linear 
dependency [110]. In this work, the standard degrees of freedom are eliminated in the 
displacement field since all the grains can be independently represented by Heaviside 
function. Thus, the new assumed displacement field is as follows:  
𝐮(𝐱) =∑∑𝐍𝐼(𝐱)𝐻𝑖(𝐱)𝐮𝑖𝐼
𝑁𝐺
𝑖=1
𝑁𝑁
𝐼=1
 (4.3) 
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The corresponding strain field is: 
𝛜(𝐱) =∑∑𝐁𝐼(𝐱)𝐻𝑖(𝐱)𝐮𝑖𝐼
𝑁𝐺
𝑖=1
𝑁𝑁
𝐼=1
 (4.4) 
 
where: 
𝐁𝐼(𝐱) = 𝐍𝐼,x(𝐱) (4.5) 
 
Now consider a microstructure domain Ω such that: 
Ω =∑Ω𝑖
𝑁𝐺
𝑖=1
 (4.6) 
 
The strong form of equilibrium equations and prescribed boundary conditions are: 
∇. 𝛔 = 0 on Ω (4.7) 
𝛔 = 𝐂: 𝛜 (4.8) 
𝛔. 𝐧 = 𝐭𝑖
𝟎 on ∂Ω𝜎𝑖  (4.9) 
𝐮𝑖 = 𝐮𝑖
𝟎 on ∂Ω𝑢𝑖 (4.10) 
 
Additionally, at grain boundaries of each grain (∂Ω𝑔𝑏), we require that: 
𝛔. 𝐧 = 𝐭𝑖 on ∂Ω𝑔𝑏𝑖 (4.11) 
 
for 𝑖 = 1, 2,⋯ ,𝑁𝐺 . We assume a traction-separation constitutive law at grain boundaries 
of each grain to have the following form: 
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𝐭𝑖 = 𝐓𝑖 . ⟦𝐮𝒊⟧ (4.12) 
 
where 𝐓 is second-order constitutive tensor. Displacement jump (⟦𝐮⟧) in Eq. (4.12) for two 
adjacent grains such as Grain a and Grain b at point a (or point b) on the interface (grain 
boundary ab) is defined as follows (see Figure 4.8): 
⟦𝐮(𝐱)⟧𝑎𝑏 = 𝐮𝑎(𝐱) − 𝐮𝑏(𝐱) (4.13) 
 
 
Figure 4. 8 Discontinuous grain boundary and normal vectors n. 
 
It is evident that at the grain boundary 𝐭𝑎𝑏 = −𝐭𝑏𝑎. Also, we have: 
[𝐓𝑎𝑏]𝑛𝑠 = [𝐓𝑏𝑎]𝑛𝑠= [
𝐾𝑛𝑛 𝐾𝑛𝑠
𝐾𝑠𝑛 𝐾𝑠𝑠
] 
(4.14) 
 
n and s indices indicate normal and tangential directions, respectively. To align [𝐓𝑎𝑏]𝑛𝑠 
basis vector with global coordinate system, rotation matrix P is required: 
𝐏 = [?⃗? 𝑠 ] (4. 15) 
 
such that: 
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𝐓𝑎𝑏 = 𝐏
𝑇[𝐓𝑎𝑏]𝑛𝑠𝐏 (4.16) 
 
where 𝐏𝑇 is transpose of 𝐏. Now, in order to arrive at the weak form of the governing 
equations, we assume a virtual displacement field like 𝐰 with the same discretized form of 
𝐮: 
𝐰(𝐱) =∑∑𝐍𝐼(𝐱)𝐻𝑖(𝐱)𝐰𝑖𝐼
𝑁𝐺
𝑖=1
𝑁𝑁
𝐼=1
 (4.17) 
 
which eventually yields to 𝑁𝐺  weak variational statements: 
∑ ∫𝐰𝑖. (∇. 𝛔)𝑑𝑣
 
Ω𝑖
= 0
                 
→     ∫𝐰𝑖. (∇. 𝛔)𝑑𝑣
 
Ω𝑖
= 0   for 𝑖 = 1,⋯ ,𝑁𝐺
𝑁𝐺
𝑖=1
 (4.18) 
 
Using divergence theorem, the strain definition and stress-strain relationship, 𝑁𝐺  
variational statements become: 
∫ ?̂?𝒊: 𝐂: 𝛜 𝑑𝑣
 
Ω𝑖
+ ∫ 𝐰𝑖. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑔𝑏𝑖
= ∫𝐰𝑖. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑖
 (4. 19) 
 
where: 
?̂?(𝐱) =∑∑𝐁𝐼(𝐱)𝐻𝑖(𝐱)𝐰𝑖𝐼
𝑁𝐺
𝑖=1
𝑁𝑁
𝐼=1
 (4. 20) 
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is the strain field corresponding to the virtual displacement. The RHS of the above equation 
corresponds to the applied traction on the system and the second term in LHS corresponds 
to the tractions at the grain boundaries. Eq. (4.19) can be written as follows: 
∫ ?̂?𝑖: 𝐂: (∑∑𝐁𝐼(𝐱)𝐻𝑗(𝐱)𝐮𝑗𝐼
𝑁𝐺
𝑗=1
𝑁𝑁
𝐼=1
)  𝑑𝑣
 
Ω𝑖
+ ∫ 𝐰𝑖. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑔𝑏𝑖
= ∫𝐰𝑖. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑖
 
(4.21) 
 
Nevertheless, the first term in Eq. (4.21) becomes zero wherever 𝑖 ≠ 𝑗. Thus, the above 
equation for Grain a is reduced to: 
∫ ?̂?𝑎: 𝐂: 𝛜𝑎 𝑑𝑣
 
Ω𝑎
+ ∫ 𝐰𝑎. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
= ∫ 𝐰𝑎. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑎
 (4. 22) 
 
Second term in LHS of Eq. (4.22) can be rewritten as follows: 
∫ 𝐰𝑎. 𝛔. 𝐧 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
= ∫ 𝐰𝑎. 𝐭 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
=∑ ∫ 𝐰𝑎. 𝐓𝑎𝑏 . ⟦𝐮⟧𝑎𝑏 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
𝑏
=∑ ∫ 𝐰𝑎. 𝐓𝑎𝑏 . (𝐮𝑎 − 𝐮𝑏) 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
𝑏
 
(4.23) 
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where subscript b is number of any grain sharing an interface with grain a. Eventually, 
the weak form equation is simplified as follows: 
∫ ?̂?𝑎: 𝐂: 𝛜𝑎 𝑑𝑣
 
Ω𝑎
+∑ ∫ 𝐰𝑎. 𝐓𝑎𝑏 . (𝐮𝑎 − 𝐮𝑏) 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
𝑏
= ∫ 𝐰𝑎. 𝐭𝑎
0  𝑑𝑠
 
∂Ω𝑎
 (4.24) 
 
 
Finite Element Discretization 
The discretized form of the equilibrium equation can be derived from the weak form 
in Eq. (4.24) and the enriched displacement field of Eq. (4.3): 
𝐟int = 𝜆𝐟ext + 𝐟coh (4.25) 
 
where 𝜆 is load factor, and: 
𝐟int = ∫𝐻𝑎𝐁
𝑇{𝐂}𝐁𝐻𝑎 𝑑𝑣. 𝐮𝑎
 
Ω𝑎
 (4.26) 
𝐟coh =∑ ∫ 𝐻𝑎𝐍
𝑇 . 𝐓𝑎𝑏 . (𝐍𝐻𝑎𝐮𝑎 − 𝐍𝐻𝑏𝐮𝑏) 𝑑𝑠
 
∂Ω𝑔𝑏𝑎
𝑏
 
(4.27) 
𝐟ext = ∫ 𝐍𝑇 . 𝐭𝑎
0  𝑑𝑠
 
∂Ω𝑎
 
(4.28) 
 
In the above equations, 𝐟int, 𝐟coh and 𝐟ext are the internal, cohesive and external forces 
in the system, respectively. To trace the equilibrium path, Eq. (4.29) should have zero 
residual: 
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𝐑(𝐮𝛼, 𝜆) = 𝜆𝐟
ext + 𝐟coh−𝐟int = 0 (4.29) 
 
Eq. (4.29) must be solved for both 𝐮𝛼 and 𝜆 simultaneously using an iterative non-
linear solver. Nevertheless, as previously stated, an arc length method might be required to 
simulate the response of the system when there is a reduction in the material stiffness since 
displacement control or load control methods alone fail to converge at the onset of global 
softening. 
 
Cohesive zone model approach has been widely used in order to model interfaces such 
as grain boundaries [133]–[135]. Here we use traction-separation relationship to describe 
the cohesive zones of the grain boundaries proposed by Needleman and Xu [136]. 
𝑇𝑁(𝜃) = 𝑇𝑐(𝜃)𝑒
16
9
(
𝛿𝑁
𝛿𝑐
)exp(−𝑧 (
𝛿𝑁
𝛿𝑐
)) 
 
(4.30) 
where 𝑇𝑐(𝜃) is the critical cohesive traction as a function of impurity segregation 
(coverage). For example, for hydrogen at grain boundary 𝑇𝑐(𝜃) has been suggested to 
follow the following equation [137], [138]:  
Cohesive Zone Model with Impurity Segregation 
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𝑇𝑐(𝜃) = (1 − 1.0467𝜃 + 0.1687𝜃
2)𝑇𝑐(0) 
 
(4.31) 
is the impurity dependent critical traction in cohesive law and θ is the impurity 
coverage along the grain boundary [137]. 𝛿𝑐 is the critical separation above which the 
interface (grain boundary) no longer sustains any normal stress and new surfaces are 
generated; i.e. failure of the grain boundary. Figure 4.8 shows effect of impurity coverage 
on traction-separation constitutive law. 
 
 
Figure 4. 9 Effect of impurity coverage on traction-separation constitutive law and 
degradation of the cohesive grain boundary [137]. 
 
Transport of Impurity  
Dislocation, free surfaces, grain boundaries, etc. are crystal defects in which diffusion 
can be orders of magnitudes faster than bulk crystals. These defects can act as short-circuit 
paths for diffusion and provide major contribution to the overall diffusion in the 
Impurity coverage 
increase 
δN 
T
N
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polycrystalline material [139]. Depending on the diffusivity of the species in the material 
of interest, three distinct scenarios can occur: In regime A, the diffusivity in the bulk grains 
is close to or larger than that of the grain boundaries and the transport of the impurities can 
be treated as a homogeneous model (usually at higher temperatures). In regime B, the 
diffusivity in grain boundaries is higher compared to grains, but the leakage from grain 
boundaries to grains is considerable. In regime C, the diffusivity in the grain boundaries is 
significantly higher to that of the grains so that the grain boundaries can act as a network 
of fast diffusion and the grains deep away from the free surface get contaminated [104], 
[139]. In the schematic illustrated in Figure 4.10, the three regimes are shown, assuming 
the free surface on the left edge is in constant with a constant source of the impurity species. 
 
 
Figure 4. 10 Three different diffusion regimes in polycrystals with stationary grain 
boundaries. High concentrations in diffusing species are indicated by black color. Regime 
A: The diffusivity in the bulk grains is close to or larger than that of the grain boundaries. 
Regime B: The diffusivity in grain boundaries is higher compared to grains, but the 
leakage from grain boundaries to grains is noticeable. Regime C: The diffusivity in the 
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grain boundaries is significantly higher compared to that of the grains. Schematic from 
Demouchy [140]. 
 
The diffusivity of hydrogen in crystal, dislocation, grain boundary and free surface of 
iron has been plotted against the temperature. As it is evident, the grain boundary diffusion 
is few orders of magnitude higher that the crystal [139]. 
 
Figure 4. 11 Diffusivity of hydrogen in steel. At lower temperatures, diffusivity of 
hydrogen in the crystal *DXL is significantly lower compared to that of grain boundary 
*DB or free surface *DS [139]. 
 
Therefore, assuming that sufficient numbers of grain boundaries are present in the 
polycrystalline microstructure, a significant mass transport can occur via grain boundary 
network. Impurity atoms in that case, can jump out of or into the grain boundaries; i.e. 
leakage to grains. Grain boundary network diffusion is often the major diffusion 
mechanism at low temperatures in polycrystalline materials [104], [139]. State of stress, 
nevertheless, can locally influence the mass transport process, namely by localizing the 
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concentration of the impurity [139]. Next, we describe incorporation of stress into the 
diffusion equation in order to be able to capture the effect of stress state. 
 
Effect of Hydrostatic Stress 
The mass transport of impurity through grain and grain boundaries can be expressed 
by diffusion equation [141]: 
𝜕𝐶
𝜕𝑡
= 𝐷𝛻2𝐶  (4.32) 
 
where C is the concentration of the diffusing specie, D is the diffusion coefficient of 
either grain or grain boundary and 𝛻  represent gradient operator. For now, we assume that 
all the concentrations are normalized (unit-less) values for the sake of simplicity, since the 
actual values of concentration do not have anything to do with the transport, but the 
concentration gradients cause the mobility of the species in the matrix metal. Also, no 
saturation value for concentration is assumed for now. It has been established  that the state 
of stress can contribute to the mass transport through the hydrostatic part of the stress 
tensor, Hp [141]. The incorporation of effect of the hydrostatic stress is similar to addition 
of an advection part to the simple diffusion equation: 
𝜕𝐶
𝜕𝑡
= 𝐷𝛻2𝐶 − 𝛻. (
𝐷𝑉 
𝑅𝑇
𝐶𝛻𝐻𝑝) 
(4.33) 
 
where 𝑅 is the universal gas constant, 𝑇 is the temperature, 𝑉  is the partial molar 
volume of diffusing impurity in the solid solution. The details of the derivation of the above 
104 
 
equation can be found in [141]. In order to qualitatively demonstrate the effect of 
hydrostatic stress in the diffusion process, a one-dimensional diffusion problem was solved 
using 1D linear finite element. The 1D domain can be thought of a single grain boundary 
(GB). An artificial positive hydrostatic stress profile was assumed over the 1D domain as 
shown by red curve in Figure 4.12. The constant concentration (C0=1) at the left end 
represents a situation where an infinite source is at equilibrium with the free surface. As it 
can be seen in Figure 2.11(c), the hydrostatic stress causes localized accumulation of the 
diffusing specie (impurity).  
 
 
Figure 4. 12 (a) Effect of hydrostatic stress profile on the diffusion process of a single 
grain boundary in equilibrium with an infinite source of impurity with constant 
concentration at (b) t=t0 and (c) t=t1. 
 
(a) 
(b) (c) 
Impurity 
source 
(C=1) 
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This localized accumulation of the impurity can lead to severe degradation of the 
microstructure and embrittlement. Usually, regions ahead of the crack tip or, generally, 
regions of high positive stress triaxiality lead to higher hydrostatic pressure and eventually 
localized accumulation. In a notched specimen experiments of AISI 4340 steel in harsh 
environment (e.g. NaCL solution) and under mode I loading, for example, the initiation of 
the micro-cracks are often observed to occur somewhere ahead of the notch (crack) tip, 
corresponding to the maximum hydrostatic stress [142], [143]. 
To further elaborate on this matter, a notched a 4340 steel CT specimen with 
dimensions given in Figure 4.13 is simulated using the XFEM framework (without 
microstructure initialization) under mode I tensile loading. 
 
Figure 4. 13 Dimensions and geometry of CT specimen with notch radius of R. 
 
𝑥 
𝑦 
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The homogenous material properties of the simulated specimen are given in Table 4.1. 
Three notch radii are considered here (R=0.05, 0.20 and 0.40 mm). Hydrostatic stress and 
von Mises stresses for the three cases are plotted in Figure 4.14. 
 
Table 4. 1 Material properties of AISI 4340 steel and hydrogen diffusion constants [137].
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Figure 4. 14 Hydrostatic (bottom) and von Mises (top) stresses (Pa) of CT specimen with 
notch radii of R=0.05 mm in (a) and (d), R=0.20 mm in (b) and (e), in R=0.40 mm (c) and 
(f). 
 
As it can be seen, the hydrostatic stress is significantly higher in the case with smallest 
notch radius (R=0.05mm). 
Figure 4.14 (a) depicts the hydrostatic stress normalized with respect to the yield stress 
(triaxiality) for the three cases above along the symmetry line. Figure 4.14 (b) shows the 
effective plastic strain on the same symmetry line. 
 
R=0.05mm R=0.20mm R=0.40mm 
(a) (b) (c) 
(d) (e) (f) 
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Figure 4. 15 (a) stress triaxiality along the symmetry line (red line) and (b) effective 
plastic strain on the same symmetry line for three different notch radii (R=0.05, 0.20 and 
0.40 mm). 
 
Now a uniform distribution of hydrogen (C=1) is considered to exist as an initial 
condition in the notched specimen with R=0.40mm. Solution to the transient response of 
the coupled diffusion equation yields local concentrations ~1.5 times the initial 
concentration after t=5000 seconds. In Figure 4.15 the hydrostatic stress and the 
concentration at an angled view of notched specimen is depicted. As it can be seen in Figure 
4.15 (b), accumulation of impurity ahead of the notch is followed by impurity depletion at 
some regions surrounding the notch root. 
Introducing the microstructure into the above problem yields heterogeneous strain and 
stress fields, which are due to elastic mismatch, grain boundaries and crystal plasticity, etc. 
The presented XFEM framework with capability of impurity transport through both the 
network of grain boundaries and grains can predict the transient response of material under 
different mechanical loadings. 
(a) (b) 
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Figure 4. 16 Hydrostatic stress and the concentration at an angled view of notched 
specimen with R=0.40 mm. 
 
For example, a microstructure with 11 grains shown in Figure 4.17 was uniformly 
loaded on right edge along x-axis while fixed at the left edge. The initial global (pre-
charged) concentration in the grains was assumed to be 1. The impurity (hydrogen here) 
accumulates near the grain boundaries and triple junctions as seen in the figure (where 
hydrostatic stress gradient is high). This will locally increase the GB coverage and hence 
reduce the cohesive strength according to Eq. (4.33). Hence micro-cracks are more likely 
to initiate from such high-concentration regions and eventually lead to catastrophic failure 
of the material. 
 
Hp (Pa) 
Peak of Hp 
(a) 
Concentration 
Impurity 
depletion 
Accumulation 
(b) 
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Figure 4. 17 Microstructure with 11 grains uniformly loaded along x-axis while fixed at 
the left edge. The initial global (pre-charged) impurity concentration in the grains was 
assumed to be 1. Increased impurity concentration is observed at the TJs and GBs at 
t=100 s. 
 
A two-dimensional extended finite element method (XFEM) framework has been 
presented here to model intergranular fracture mechanism in non-homogenized 
polycrystalline metals. Instead of initiating the microstructure using level-sets, which is the 
conventional approach in XFEM, Boolean operations are carried out on the geometrical 
entities, i.e. grains and the underlying finite elements to discretize the domain. Implicit 
representation of the discontinuities and robust computational geometrical algorithms 
renders the method as a practical tool for studying the microstructures. A cohesive zone 
model based on traction-separation is used to constitute the grain boundary properties. A 
grain boundary fractures to form a crack when its specific critical separation is reached.  
Summary and Conclusion 
𝑥 
𝑦 
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Figure 4. 18 Schematic of the XFEM framework for intergranular fracture with impurity 
induced decohesion of the grain boundaries. 
 
Impurity species such as hydrogen and oxygen (at elevated temperatures) can play a 
degrading role when segregated to the grain boundaries. Therefore, assuming that sufficient 
numbers of grain boundaries are present in the polycrystalline microstructure, a significant 
mass transport can occur via grain boundary network if the material is exposed to a harsh 
environment. Impurity atoms in that case, can drive out of or into the grain boundaries; i.e. 
leakage to grains. Grain boundary network diffusion is often the major diffusion 
mechanism at low temperatures in polycrystalline materials. State of stress, nevertheless, 
can locally influence the mass transport process, namely by localizing the concentration of 
the impurity. Here we incorporated the mechanical stress contribution into the diffusion 
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equation in order to simulate the stress-dependent mass transport and degradation within 
the microstructure. Development of a 3D solver based on the presented 2D framework in 
this chapter can facilitated concurrent modeling of interrelated effect of oxygen impurity 
transport and mechanical deformation in complex settings such as fatigue. Figure 4.18 
summarizes the presented framework for intergranular fracture with impurity induced 
decohesion of the grain boundaries 
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APPENDIX A 
SLIP SYSTEMS IN HCP TITANIUM 
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Five known slip families in Ti are illustrated in Figure A1. In this study, we refer to 
the basal <a>, prismatic <a>, pyramidal <a>, first and second order pyramidal <c+a> slip 
systems simply by basal, prismatic, π1 <a>, π1 <c+a> and π2 <c+a>, respectively. 
 
 
 
 Figure A 1 Graphical illustration of five slip families in HCP Ti: (a) Basal <a> and basal 
〈101̅0〉 partial on {0001} plane, (b) prismatic <a> on {101̅0} plane, (c) pyramidal <a> on 
{1̅101} plane, (d) second order pyramidal <c+a> on {1̅1̅22} plane and (e) first order 
pyramidal <c+a> and first order pyramidal 〈101̅2〉 partial on {1̅101} plane. 
 
  Table A 1 Slip plane and directions in HCP Ti. 
Slip system Indices 
Number of 
systems 
Prismatic <a> {101̅0}〈112̅0〉 3 
Basal <a> {0001}〈112̅0〉 
3 
Basal (partial) {0001}〈101̅0〉 
π <a> {1̅101}〈112̅0〉 6 
π1 <c+a> {1̅101}〈112̅3〉 
12 
π1 〈101̅2〉 (partial) {1̅101}〈101̅2〉 
π2 <c+a> {1̅1̅22}〈112̅3〉 6 
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APPENDIX B 
MEP ON FIRST ORDER PYRAMIDAL PLANE 
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Generalized stacking fault energy landscape on the first order π1 plane shown in Figure 
B 1a was calculated using modified embedded atom method potential for Ti (Baskes and 
Johnson, 1994). A complex minimum energy path (MEP) on this plane can be identified. 
In order to accurately obtain the MEP, the zero-temperature string method was used 
(Weinan et al., 2007).  
 
Figure B 1 (a) Generalized stacking fault energy landscape on π1 plane. Here, x-axis is 
〈1̅21̅0〉 or <a> direction and y-axis is 〈101̅2〉 direction. Red dashed lines indicate <a> 
(c) 
(b) (a) 
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and <c+a> directions, (b) White line shows the calculated MEP consisting of three main 
segments, (c) GSFE along 〈101̅2〉, MEP and <c+a> directions. 
 
A straight line segment connecting two minimum energy points was given as the initial 
path (a/3〈112̅3〉) and the segment was iteratively perturbed until the minimum energy path 
was obtained (Weinan et al., 2007). The white line in Figure A2b shows the final minimized 
path which can be described by two vertical segments along 〈101̅2〉 and one oblique 
segment along 〈1̅76̅5〉. Figure A2b depicts energy along a/3〈112̅3〉, along identified MEP 
and along 〈101̅2〉. As it can be inferred from the figure, energy along the entire 〈101̅2〉 
includes energy along partial directions on the MEP, and that the gradient of energy on 
those segments is higher leading to higher restoring forces. Hence, DFT calculations for π1 
plane in this paper were only carried out along the whole 〈101̅2〉 path. 
Based on the previous calculations, a dissociation reaction for π1 <c+a> slip system 
can be eventually estimated to be: 
𝑎
3
〈112̅3〉  →   𝑎(𝛼〈101̅2〉 + 𝛽〈1̅76̅5〉 +  𝛾〈101̅2〉) (B1) 
 
where α=0.2274, β=0.0476 and γ=0.1535. The above decomposition satisfies Frank’s 
energy criterion for reaction favorability. Similar dissociations of <c+a> dislocations have 
been previously reported and associated with tension-compression asymmetry observed in 
Ti (Jones and Hutchinson, 1981).  
