Abstract-Algorithms for Automatic Test Pattern Generation (ATPG) have to provide a high fault coverage in order to satisfy the quality demands of the chip industry. However, classical structural ATPG algorithms have problems to cope with the increased complexity of modern chip designs. The number of faults for which no test can be generated grows and the demands of the industry are compromised. New algorithms are necessary to retain the quality level. This results in a renewed interest in efficient ATPG algorithms which are fast and robust. ATPG algorithms based on Boolean Satisfiability (SAT) are a promising alternative to structural algorithms being very robust. However, SAT-based ATPG suffers from several limitations such as high run time or over-specified tests which prevent the use in industrial application.
I. INTRODUCTION
The manufacturing process of today's chip designs is very susceptible to flaws. Therefore, each manufactured chip has to be subjected to a post-production test in order to filter out defective devices. A set of test patterns is applied in this test to ensure the correct behavior. Fault models are used to abstract from physical defects and the test set is generated by algorithms for Automatic Test Pattern Generation (ATPG).
Classical ATPG algorithms such as FAN [1] which are widely used in industry work on a structural netlist or on an implication graph [2] . These algorithms are very fast and many faults can typically be classified very quickly. Although being heavily improved in the last decades, e.g. by [3] - [7] , these structural algorithms reach their limits and have problems to cope with hard-to-detect faults whose number is steadily increasing in today's complex designs. This leads to a growing proportion of faults which cannot be classified -especially for the Transition Fault Model (TFM) [8] . At the same time, the significance of delay testing and highquality tests increases due the shrinking feature sizes. The growing proportion of unclassified faults compromises the demands of the industry for high fault coverage which is needed to guarantee high quality. This results in a renewed interest in efficient ATPG algorithms which are fast and robust, i.e. provide a high fault coverage in acceptable run time. Additionally, new fault models and the increased significance of effects like for instance crosstalk aggravate the need for new ATPG approaches which are able to cope with the increased complexity.
A promising solution to close the gap between test quality requirements and ATPG effectiveness is the application of solvers for Boolean Satisfiability (SAT). The SAT problem was the first problem proven to be NP-complete by Cook in 1971 [9] . SAT-based ATPG was proposed in the 1990s [10] - [12] and does not work on a structural netlist but on a Boolean formula in Conjunctive Normal Form (CNF). The problem is transformed into a Boolean formula Φ and a SAT solver, e.g. [13] - [15] , is used to solve this formula. 1 However, the early approaches did not become widely accepted because of disadvantages such as overhead for circuit-to-CNF transformation, missing support of multiple-valued logics and over-specified solutions. Additionally, existing structural ATPG algorithms were fast enough to cope with designs of that time.
Since the 1990's, powerful SAT techniques have been developed and the efficiency of SAT solvers is still increasing. The homogeneity of the underlying CNF permits the application of efficient implication techniques and powerful conflict analysis strategies to solve SAT problems. Recently, the SAT-based ATPG tool PASSAT [16] has been proposed for stuck-at test pattern generation. PASSAT utilizes a multiple-valued logic and a Boolean encoding to cope with industrial characteristics such as input restrictions, unknown states and tri-state elements. The first results of PASSAT for industrial circuits were very promising. In particular, many hard-to-detect faults for which classical ATPG algorithms failed to generate a test could be solved by the SAT-based algorithm. However, SATbased ATPG approaches has several shortcomings that prevent Paper L2. • Run time -SAT-based ATPG shows promising results in classifying hard-to-detect faults. However, there is a significant overhead for easy-to-detect faults which typically represent the majority of faults. As a result, the overall run time is often not acceptable.
• Test pattern compactness -The ATPG process in an industrial environment is part of a greater flow. In order to obtain a small test set, test patterns are subsequently processed by techniques like test compaction or test compression. Typically, SAT-based ATPG generates overspecified test patterns which usually increases the size of the test set significantly. This is not acceptable since it directly results in higher test costs.
• Delay fault models -Test generation in an industrial environment is typically done for more than one fault model. The initial PASSAT approach does not consider other fault models than the stuck-at fault model, in particular not any delay fault model and the quality aspect. The focus of the research work was to address the shortcomings listed above to make SAT-based ATPG applicable in industrial practice as well as to improve SAT-based ATPG in order to provide a basis for the growing complexity of future designs. The contributions presented in this paper can be summarized as follows:
• New SAT formulations for fault models -In order to enhance the general applicability of SAT-based ATPG, new efficient SAT formulations for the prevalent fault models suitable for industrial practice are provided.
• Test quality improvements -Test quality emerges as an important factor in the field of ATPG. Several techniques are presented which improve the quality of the generated tests.
• Advances in SAT solving techniques -Techniques are introduced which boost the performance of SAT-based ATPG as well as strengthen the robustness resulting in a very high fault efficiency. Altogether, a SAT-based ATPG framework well suited for the use in an industrial test environment results. Figure 1 shows an illustration of this framework. The framework processes industrial circuits and can be applied for the fault models most widely used in industrial practice as shown in the upper part of the illustration. The core engine of the framework is a SAT solver which is enhanced with novel efficient SAT solving techniques in order to improve the performance and robustness. Additionally, certain options can be used to improve the quality or compactness of the test patterns. The framework is able to reduce the gap between the test quality requirements of the industry and the ATPG effectiveness significantly.
The proposed framework was implemented and integrated into the ATPG framework of NXP Semiconductors as a prototype in order to show the benefits which can be obtained using SAT-based ATPG in industrial practice. Experiments on large industrial circuits with up to 3.8 million elements show the robustness and feasibility of the proposed techniques. The results also shows the high fault coverage and significantly increased fault efficiency which could be achieved by the proposed framework in industrial application. The remainder of this paper is structured as follows. At first, Section II gives an introduction to SAT-based ATPG, especially for industrial circuits containing multiple-valued logic. Then, Section III deals with SAT formulations for the fault models most widely used in practice. Besides the pure SAT formulation of the ATPG problem, techniques which include structural information to speed up the search process and to increase the quality of the generated tests are presented. Section IV gives new solving techniques which are able to boost the performance and strengthen the robustness of the SAT-based ATPG process. Selected experimental results which show the robustness and feasibility of the proposed framework are presented in Section V. The conclusions are given in Section VI.
The developed techniques presented in this paper were published in several papers which are shown in the references section. These papers are cited differently (in alphanumerical style) within this paper to distinguish them from the normal references which are cited in numerical style.
II. PRELIMINARIES
This section gives an introduction to the basics of SAT-based ATPG. Section II-A shows how SAT-based ATPG is conducted for Boolean circuits, while Section II-B deals with industrial circuits containing multiple-valued logic.
A. SAT-based ATPG
SAT-based ATPG works differently to classical structural ATPG. In order to make use of the efficient SAT techniques, the ATPG problem have to be represented as a Boolean 
formula in CNF. The general flow for applying a SAT solver to a circuit-oriented problem, e.g. ATPG, is shown in Figure 2 .
The original problem which is based on a circuit model must be transformed into a SAT instance in CNF. Then, the SAT solver is applied to the CNF to solve the formula. Finally, the obtained solution must be transformed from the SAT model to the original circuit model. A CNF Φ in m Boolean variables is a conjunction of n clauses. Each clause is a disjunction of literals. A literal is a Boolean variable (x) or its complement (x). The CNF Φ is satisfied if all clauses are satisfied. A clause is satisfied if at least one literal of the clause is satisfied. The CNF Φ is said to be unsatisfiable iff no solution can be found that satisfies Φ. The task of a SAT solver for a given Φ is to find a satisfying assignment or to prove that no such assignment exists. Due to the homogeneity of the CNF, the SAT solver is able to use very efficient implication procedures and learning schemes.
The SAT formulation for a single fault consists of two parts. First, those circuit parts which are to be transformed in CNF have to be identified. And second, the fault detection has to be modeled in CNF in order to find a test pattern. Consider Figure 3 for the description of the analysis for identifying the relevant circuit parts for one single fault. The starting point is the fault site. A depth-first search towards the outputs determines the output cone of the fault site. The output cone is the part of the circuit which could be influenced by the fault. Then, the transitive fanin cone of each output contained in the output cone is computed. Only those gates contained in this transitive fanin cone have to be considered when creating the SAT instance for generating a test pattern for the particular fault.
In the following, the circuit-to-CNF transformation is briefly described. More information can be found in [10] . A Boolean variable is assigned to each connection in circuit C. The CNF Φ g for each gate g in C is derived from the characteristic function which can be constructed using the truth table. . . , g n ∈ C:
Note that Φ F C describes the CNF of the circuit parts influenced by fault F as described above.
The CNF Φ F C has to be extended by the fault-specific constraints Φ F for generating a test for fault F . The fault-specific constraints include the fault site and a copy of the output cone describing the faulty circuitry. Additionally, structural information is used to encode the concept of D-chains [17] into CNF as proposed in [11] .
More formally, a test for F is generated by evaluating the following formula: shows the same circuit containing a stuck-at-1 fault at line a. The Boolean difference is built in order to generate a test. This is shown in Figure 4 (c). Note that structural information [11] is not included in this example for reason of simplicity. This
circuit is then transformed into CNF as shown in Table II . The
given to a SAT solver. If the SAT solver determines UNSAT, the fault is untestable. If the SAT solver determines SAT, it automatically yields a solution which corresponds to a test pattern. Here, a satisfying solution of Φ
The test pattern T derives from the assignment of the input variables:
B. Multiple-Valued Logic
For practical purposes, considering only the Boolean values 0 and 1 during test generation as has been done in earlier SAT-based approaches is insufficient. A multiple-valued logic has to be used. There are two main reasons.
First, industrial circuits usually contain tri-state elements. These are used if a single signal is driven by multiple sources, e.g. bus structures. Besides the Boolean values 0 and 1, tristate elements can assume another value, Z, modeling the state of high impedance.
Environment constraints that are applied to a circuit are another problem. The circuit can be embedded in a larger environment in industrial practice. As a result, some inputs of the circuit may not be controllable. The value of such a non-controllable input is assumed to be unknown, denoted by U . Unknown values have to be specially considered during ATPG.
Note that unknown values are not the same as don't care values. Don't care values are allowed to be assigned arbitrarily. Unknown values force a signal to be unassigned during the ATPG process. Considering unknown values and the state of high impedance, the following 4-valued logic is derived [16] : 
Table IV shows the CNF for an AND gate represented in L 4 [18] . Clearly, the CNF representation is an overhead compared to the pure Boolean formulation. Typically, using L 4 results in increased run time.
III. FAULT MODELS AND HIGH QUALITY
This section is structured with respect to the fault models used. The SAT formulations and improvements, respectively, are briefly described in the corresponding subsection.
A. Stuck-at Fault Model
The Stuck-at Fault Model (SAFM) [19] is the fault model most widespread in industrial practice. Early SAT-based ATPG approaches [11] , [12] introduced SAT formulations for this fault model for Boolean logic. The recent SAT-based ATPG approach PASSAT [16] showed the SAT formulation for circuits containing multiple-valued logic which is also used in this work.
1) Hybrid Logic: The use of non-Boolean elements -such as tri-state elements -and unknown values necessitates the application of the four-valued logic L 4 = {0, 1, U, Z} as described in Section II-B. A Boolean encoding η L4 is applied to transform the multiple-valued ATPG problem into a Boolean problem. As a result, efficient Boolean SAT-based algorithms can be applied. However, the size of the SAT instance increases significantly by applying a Boolean encoding. Transforming circuits with multiple-valued logic results in larger and often also more difficult to solve SAT instances than transforming circuits containing only Boolean logic.
Therefore, the use of a hybrid logic for SAT-based ATPG in industrial circuits is proposed [ 
. 4-valued logic is used to model the circuit where necessary and Boolean logic where possible. The sources of Z and U values are identified and a structural classification is introduced to determine the logic used for each gate. The classification is applied as a pre-process and has to be done only once for each circuit. The run time overhead is negligible.
The experimental results clearly have shown that using hybrid logic instead of 4-valued logic only improves the performance of SAT-based ATPG significantly with respect to run time and unclassified faults and, thus, yields a more robust ATPG process. 2) Improved Compactness: A weakness of SAT-based ATPG is the large portion of specified bits in the computed test patterns, i.e. the test patterns are typically over-specified. While searching for a solution, state-of-the-art SAT solvers, e.g. zChaff [13] or MiniSat [14] , prove either the unsatisfiability by showing that no solution for the given formula exists or the satisfiability by computing a satisfying assignment for the formula. The break condition of the latter case is the complete (non-conflicting) assignment of all variables. The large portion of specified bits is not acceptable in industrial practice. A large number of unspecified bits is required to apply essential techniques like test compaction and test compression effectively.
A post-processor is presented in [ED07] [DEFT09] in order to overcome this limitation. Before the solution provided by the SAT solver is transformed into a test pattern, the solution is relaxed by a post-processor. Specified bits which are not necessary to detect the faults become unspecified by using structural information about the circuit.
In summary, the use of the proposed post-processor leads to a significant reduction of specified bits of test patterns generated by SAT-based ATPG as well as to a run time reduction depending on the padding strategy. Results from the application in industrial practice -which cannot be given here -confirmed that the generated test patterns are well suited for techniques such as test compaction and test compression.
B. Transition Fault Model
The Transition Fault Model (TFM) [8] takes the prevalent position among the delay fault models in the industrial production test. This fault model is widely used to ensure that a manufactured circuit is free of delay defects. One major reason behind the widespread use of the TFM is the similarity to the SAFM and its small fault population compared to other delay fault models. Nonetheless, test generation for transition faults is more complex than for stuck-at faults, the problem of the larger number of unclassified faults produced by classical structural ATPG algorithms is more serious for the TFM.
1) SAT Formulation: Test generation for the TFM has to incorporate the behavior of the circuits in at least two time frames. The work presented in [20] models the sequential behavior of the circuit as an Iterative Logic Array (ILA). The circuit's sequential behavior is mapped onto a combinational circuit by unrolling the combinational logic k times. For transition fault test generation, k = 2 holds.
The work presented in [ETF ] shows how such an ILA using the launch-on-capture scheme [21] is represented in CNF and how stuck-at faults are injected in CNF to model transition faults.
Experimental results on large industrial circuits have shown that the proposed SAT formulation of the ATPG problem is well suited to cope with the increased complexity of the TFM. The large proportion of unclassified transition faults can be significantly reduced.
2) Long Propagation Paths: A Small Delay Defect (SDD) is a defect with defect size not large enough to cause a timing failure by its own. Due to the shrinking feature sizes and the increased speed of today's circuits, the likelihood of failures caused by SDDs increases and their detection has become an important issue in the production test [22] . Although being very small, SDDs might cause a timing violation when many of them are accumulated.
An SDD might escape during test application when a short path is sensitized since the accumulated delay of the distributed delay defect is not large enough to cause a timing violation. In contrast, the same SDD might be detected if a long path is sensitized [22] , [23] . Unfortunately, common ATPG algorithms usually prefer short paths for transition fault propagation since the sensitization of these paths is typically more easier. Several techniques, e.g. [23] - [28] , were proposed which enhance the quality of the tests by incorporating timing information into the search process or by utilizing test grading and selection.
Incorporating timing information into the search process is a large overhead resulting in a significantly longer ATPG process as reported in [28] . Therefore, a new SAT technique is proposed in [ETD08] [TED10] which prioritizes long propagation paths during test generation. Instead of using timing information in the search process, a new incremental SAT instance generation scheme is used to incorporate timing information into SAT-based ATPG. Partial SAT instances are generated based on an output ordering. This ordering is generated based on the timing of the circuit. The sequence of partial SAT instances to solve forces the search process to choose a long propagation path.
By this, the efficient SAT solving techniques do not have to be modified and retain their robustness and efficiency. Therefore, the proposed method is very well scalable and produces only few run time overhead. Additionally, the increase in the number of unclassified faults is negligible. The experiments have shown that tests produced by this approach have significantly increased sensitized paths and, as a consequence, enhanced test quality.
C. Path Delay Fault Model
The most accurate delay fault model is the Path Delay Fault Model (PDFM) [29] , [30] . This fault model captures small as well as large delay defects distributed along one path in the circuits. However, the number of paths in modern circuits is typically excessively large. For that reason, usually only tests for critical paths are generated to ensure the correct timing behavior of these paths. Furthermore, tests for the PDFM are used for diagnostic reasons if the timing behavior of particular paths should be verified. High-quality tests are required especially for diagnosis.
1) Robust Tests in Industrial Application: Concerning the quality, tests for PDFs can be roughly classified in two categories [31] : non-robust and robust. Both categories differ in the sensitization criteria of the path. Robust tests provide a higher quality and are therefore more desirable. However, static values have to be guaranteed for a robust test. This typically makes the robust test generation harder. Therefore, SAT-based algorithms are well suited for this kind of high-quality test generation. However, previous SAT-based approaches, e.g. [ 
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adequately. A new SAT formulation for generating robust tests for the PDFM is proposed [ An ILA representation as used for transition faults (and non-robust path delay test generation) is insufficient for the generation of robust path delay tests because two discrete points of time t 1 , t 2 are modeled. However, no information about the transitions between t 1 and t 2 is given. Static values which guarantee the absence of glitches and hazards have to be modeled explicitly to guarantee a robust test. Therefore, the use of a 6-valued logic L 6s = {S0, 00, 01, 10, 11, S1}
for Boolean circuits and the 19-valued logic L 19s = {S0, 00, 01, 10, 11, S1, 0U, 1U, U 0, U 1, U U, 0Z, 1Z, Z0, Z1, U Z, ZU, ZZ, SZ} is proposed. Each value represents the behavior of the signal in two time frames. For example. the value 01 denotes a rising edge, while 00 represents a zero which is not guaranteed to be static between t 1 and t 2 . Static values are explicitly denoted by S0, S1, SZ. Since the use of the 19-valued logic is a large overhead for the CNF representation, a set of multiple-valued logics (presented in Table V ) which is derived from L 19s is used. A structural analysis is applied to determine which values a gate can assume in which time frame. In contrast to the classification used for stuck-at faults, the sequential behavior of the circuit has to be modeled adequately and static values have to be included. A Boolean encoding has to be used for each multiple-valued logic used. However, the Boolean encoding of a multiplevalued logic is not unique. Even for L 11s , there are over one billion different possibilities. The work in [ED08] shows that the choosing the wrong Boolean encoding could result in a drastically increased run time which makes the application unacceptable. It is further shown how efficient encodings can be identified resulting in a fast and robust SAT-based ATPG process.
The application of the structural analysis and the combination of several multiple-valued logics and their Boolean encodings, respectively, is able to decrease the size of the SAT instance for test generation significantly. This enables the use of SAT-based ATPG for robust path delay test generation. Experimental results have shown the efficiency and robustness of the proposed SAT-based ATPG techniques even for large industrial circuits.
2) Incremental SAT Formulation: Generating robust tests for the PDFM is desirable. Unfortunately, typically only few paths in a circuit are robustly testable. For those paths which are not robustly testable, a non-robust test is generated (if one exists). So far, two SAT instances were generated and solved independently in this case. The fact that robust as well as non-robust test generation is executed sequentially can be leveraged by using incremental SAT. A new incremental SAT formulation is proposed for Boolean circuits [EFD08] as well as for industrial circuits [EFG
Here, the SAT instance for non-robust test generation is enhanced with a direct encoding of static values in CNF which enables robust test generation. Consequently, robust test generation directly benefits from the previous non-robust test generation since a large part of the search space has been already traversed. Furthermore, all information learned by the SAT solver during non-robust test generation can be utilized for robust test generation. As a result, the run time needed for generating the test with highest possible quality can be significantly reduced and the fault coverage of robust tests can be increased. Only small run time overhead is produced compared to non-robust test generation only.
IV. SOLVING TECHNIQUES
The techniques and SAT formulations presented so far use the SAT solver as the solving engine as a black box. The problem is formulated as a SAT problem in CNF and the SAT solver is used to solve the problem. This causes some drawbacks for the application in the field of ATPG. Nonetheless, although being very robust in classifying many hard-to-detect faults, SAT-based ATPG algorithms suffer from the overhead for solving easy-to-detect faults which typically represent the majority of all faults. This leads to unacceptable high run times for some industrial circuits which makes the standalone application of SAT-based ATPG infeasible in industrial practice. In particular, the overhead is caused by the following drawbacks:
• Loss of structural knowledge -Classical ATPG algorithms benefit strongly from the structural knowledge about the ATPG problem. This knowledge is typically lost during the transformation into CNF.
• Transformation into CNF -Although the complexity of the CNF transformation is linear in the number of gates, the transformation time is not negligible. Especially in the ATPG domain where many instances based on the same circuit have to be solved, the transformation time is a significant overhead as reported in [11] , [12] .
• Completely specified solution -Due to reasons of efficiency, CNF-based SAT solvers compute a solution where all Boolean variables are specified, although many variables could be assigned with don't cares. This is disadvantageous for efficient test generation as well as for test compaction techniques.
A. Dynamic Clause Activation
The new SAT technique Dynamic Clause Activation (DCA) is proposed in [ETD09] [ED10] . Using DCA, the SAT solver works on a subset of the original problem instance which is extended dynamically. This procedure has the following advantages:
• Exploitation of structural knowledge -Structural knowledge can be used during the search process due to retaining the gate connectivity information. Fig. 5 . Division of the proposed SAT engine
• Transformation into CNF -The CNF for the circuit is created only once. The required clauses are dynamically activated and by this the overhead of creating a complete SAT instance for each fault is significantly reduced.
• Implicit modeling of Observability Don't Cares (ODCs) -Due to the DCA technique, ODCs are modeled implicitly. By this, SAT core techniques, e.g. Boolean Constraint Propagation (BCP) and conflict analysis, do not have to be modified and retain their efficiency. Additionally, the generated tests contain an increased number of unspecified bits.
The modeling of ODCs or the appropriation of structural knowledge is not new [12] , [33] - [38] . However, DCA is the first technique that permits the efficient combination and overcomes the problem of the high SAT instance generation time for ATPG. Core techniques such as fast BCP and conflictdriven learning which are very susceptible for changes are not altered. The proposed SAT engine which is named Dynamic-SAT is briefly sketched in the following.
In order to allow for a dynamic extension of the SAT instance, the proposed SAT engine using DCA is divided into two parts: a circuit part and an algorithmic part. This is illustrated in Figure 5 . However, both parts are tightly integrated. The circuit part contains the complete CNF of the circuit (Φ C ) and serves as a database, whereas the algorithmic part contains the search algorithm working on a local CNF Φ dyn representing the set of activated clauses. The search algorithm includes state-of-the-art SAT techniques such as conflict analysis and fast BCP and is only executed on Φ dyn . In fact, each SAT solver can be taken as basis for the algorithmic part and extended to fit in a framework using DCA.
A set of rules is formulated based on structural information when activation requests has to be sent in order to activate the necessary parts of the CNF. The activation methodology is developed such that the efficient procedures of the SAT solver have not to be modified and retain their efficiency. Due to this technique, the time needed for SAT instance generation can be significantly reduced and ODCs can be modeled implicitly. This results in a significantly increased test compactness, i.e. portion of unspecified bits, especially if this methodology is combined with the post-processor described in Section III-A.
The experimental results on large industrial circuits for different fault models have shown that the proposed SAT engine are able to significantly reduce the run time of SATbased ATPG by several factors on average and reduce or even close the run time gap between structural and SATbased ATPG approaches. At the same time, the high level of robustness is retained.
B. Circuit-based Dynamic Learning
The proportion of unclassified faults produced by today's test generation algorithms grows due to the increased complexity of modern designs. However, a small percentage of unclassified faults, i.e. a high fault efficiency, is very important for the production test to keep a high fault coverage. A high fault coverage is needed to maintain a certain level of quality.
The application of SAT-based ATPG algorithms typically results in a significantly reduced number of unclassified faults compared to structural ATPG algorithms. SAT-based ATPG is very robust for hard-to-test faults due to the inherent learning strategies of modern SAT solvers. Although, many hard-totest faults still remain unclassified in complex designs. A promising concept to strengthen the robustness of ATPG is the reuse of learned information.
SAT solvers learn in form of conflict clauses. Conflict clauses are recorded dynamically during the search process. Every time a conflict occurs during the search, the conflict is analyzed and a conflict clause is generated, i.e. learning is performed. In a circuit-oriented problem, a conflict clause corresponds to a conflicting value assignment of connections. The recorded conflict clauses can be used by a SAT solver to derive additional implications efficiently. Normally, all learned information is discarded after each run.
The tool TG-GRASP [12] introduced the plain concept of pervasive conflict clauses (or pervasive clauses in the following). These clauses depend on the circuit's function only and can be reused for each fault. However, no results concerning the benefit and information about the integration were given. An external database is used in [39] to store learned information. However, costly transformation steps are needed to utilize this concept and additional checks limit the amount of learned information.
A novel efficient circuit-based dynamic learning scheme is proposed in [ED09] [ED10]. After solving the SAT instance for one fault, pervasive clauses are efficiently identified and stored in an internal database that the learned information can be reused to prune search space for subsequent faults. In particular, the internal database is combined with an efficient watch list strategy to avoid transformation steps and a checking procedure. The proposed procedure was designed to fit in an industrial test environment. The application results in a significantly decreased number of unclassified faults and very high fault efficiency. Additionally, the watch list strategy can be easily integrated into the activation methodology presented above. Both techniques -DCA and circuit-based dynamic learning -complement each other very well as shown in the next section.
V. EXPERIMENTAL RESULTS
The presented SAT formulations, techniques and improvements were combined in a SAT-based ATPG framework and A. Stuck-at Faults Table VI shows the test generation results for the SAFM. The name of the circuit roughly denotes the size of the circuit, e.g. p3852k contains over 3.8 million elements. Fault dropping was enabled during the experiments. Column FAN gives the results for a highly optimized industrial FAN-based ATPG algorithm, while column FAN long shows results for the same algorithm with increased resources to reduce the number of unclassified faults. Results of the SAT-based ATPG approach PASSAT including all proposed techniques and SAT formulations which uses the SAT solver as a black box are given in column PASSAT. Column DynamicSAT shows the results for DynamicSAT using the DCA technique and column DynamicSAT+ presents results for DynamicSAT using DCA and circuit-based dynamic learning. The number of unclassified faults are given in column Ab. Run time is given in either CPU minutes (m) or CPU hours (h) in column Time.
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The structural ATPG FAN is very fast but has a serious problem with the proportion of unclassified faults. Increasing the resources leads to a significant run time increase but results only in a slight decrease of the number of unclassified faults. On the other hand, the SAT-based ATPG approach PASSAT produces only few unclassified faults. However, the run time is very high in some cases compared to FAN. DynamicSAT+ is very fast and increases the performance of SAT-based ATPG by up to a factor of 14.75x compared to PASSAT (column Imp.P). In particular, DynamicSAT is very fast for those circuits for which PASSAT is unreasonably slow. At the same time, the number of unclassified faults is still very low compared to FAN. DynamicSAT+ is able to further reduce the number of unclassified faults to a minimum. Therefore, the combination of DCA and circuit-based dynamic learning overcomes the limitations of classical SAT-based ATPG and provides a fast and robust ATPG process. Column MONSOON gives the results of the proposed SATbased ATPG approach as presented in Section III-C, while column MONSOON+ is the same approach incorporating circuit-based dynamic learning. The 40,000 longest paths of each circuit were chosen for test generation and the launchon-capture scan scheme is used. The experimental results show that MONSOON is very fast for robust test generation and produces only few unclassified faults for most circuits. MONSOON+ is able to accelerate the ATPG process and at the same time, diminish the number of unclassified faults significantly. Therefore, the proposed approach is well suited for high-quality test generation in industrial practice. 2 Results concerning the test set size cannot be given. 
B. Path Delay Faults

C. Transition Faults
The proposed techniques have been evaluated for the TFM. However, the concrete results are not presented here. Instead, Table VIII shows the impact of the proposed SAT-based ATPG approach DynamicSAT+ on the fault coverage and fault efficiency for the TFM compared to the industrial FAN-based ATPG. Column %FC gives the fault coverage which could be achieved with the corresponding approach and column %FE presents the fault efficiency. The fault efficiency (or test coverage) is defined as the percentage of testable faults in faults not identified as untestable. Column %FC Inc. gives the fault coverage increase of DynamicSAT+ compared to FAN.
The fault efficiency of DynamicSAT+ is very high being either 100% or between 99.5% and 100%. This signifies a considerable increase compared to FAN and shows the robustness of the proposed approach. Furthermore, the application of DynamicSAT+ results in a significant fault coverage increase of up to 2% which is very important for the high quality demands of the industry.
VI. CONCLUSIONS
Classical structural ATPG algorithms are usually very fast, but have problems to cope with hard-to-test faults which occur more and more frequently in today's complex designs. SAT-based ATPG algorithms are very robust for hard-to-test faults but suffer from the overhead for easy-to-test faults. Several limitations, i.e. loss of structural knowledge, circuit-to-CNF transformation time and completely specified solutions, prevented the application of SAT-based ATPG in industrial practice. Unacceptably high run times were needed for some circuits.
A SAT-based ATPG framework has been proposed in this paper which overcomes the limitations and enables an efficient application in industrial practice. The SAT-based ATPG framework is able to process industrial circuits containing tristate elements and unknown values. SAT formulations for the most prevalent fault models, i.e. the stuck-at fault model, the transition fault model and the path delay fault model, have been developed. Special attention was paid on the generation of high-quality tests since the demands for these types of tests grows. Furthermore, the problem of the over-specified tests has been solved.
Efficient data structures and methodologies have been presented which boost the performance and strengthen the robustness of the SAT-based ATPG process. The new SAT technique of Dynamic Clause Activation (DCA) was proposed for speeding up SAT-based ATPG and, at the same time, retaining the high level of robustness. Efficient circuit-based dynamic learning techniques can be easily integrated into this technique leading to a significant improvement of the robustness of SAT-based ATPG.
Experimental results on large industrial circuits have shown that the proposed techniques are able to significantly reduce the run time of SAT-based ATPG and reduce or even close the run time gap between structural and SAT-based ATPG approaches. At the same time, the number of unclassified faults are reduced to a minimum leading to a very high
