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Abstract
In paper [1] the variant of the hodograph method based on the conservation laws for two hy-
perbolic quasilinear equations of the first order is described. Using these results we propose a
method which allows to reduce the Cauchy problem for the two quasilinear PDE’s to the Cauchy
problem for ODE’s. The proposed method is actually some similar method of characteristics for a
system of two hyperbolic quasilinear equations. The method can be used effectively in all cases,
when the linear hyperbolic equation in partial derivatives of the second order with variable co-
efficients, resulting from the application of the hodograph method, has an explicit expression for
the Riemann–Green function. One of the method’s features is the possibility to construct a multi-
valued solutions. In this paper we present examples of method application for solving the classical
shallow water equations.
PACS numbers: 02.30.Jr, 02.30.Hq, 47.35.Jk, 47.15.gm, 2.10.-c, 02.60.-x
Keywords: shallow water equation, hodograph method, hyperbolic quasilinear equations
∗Electronic address: shir@math.sfedu.ru
†Electronic address: zhuk@math.sdedu.ru
1
ar
X
iv
:1
41
0.
28
32
v1
  [
ph
ys
ics
.fl
u-
dy
n]
  1
0 O
ct 
20
14
I. INTRODUCTION
To study the system of two quasilinear PDE’s of the first order the hodograph method
based on conservation laws is presented in the paper [1]. For the determination of the
densities and the fluxes of some conservation laws a linear hyperbolic PDE of the second order
is constructed. If this hyperbolic equation has an analytical expressions for the Riemann–
Green function then the solution of the original equations, as shown in [1], can easily be
presented in implicit analytical form.
We show that an implicit form of solution allows to construct an efficient numerical
method for integration problem with initial data. Proposed method allows also to construct
multi-valued solutions of the Cauchy problem for original equations. In particular, method
can be used for solving of the shallow water equations and studying of the breaking waves.
In the proposed method, a key role plays an explicit expression for the Riemann–Green
function. Actually, there are quite a lot of important equations for which such a construc-
tion is feasible. These include the shallow water equations (see, i.g. [2, 3]), the equations
of gas dynamics for a polytropic gas [2, 3], the soliton gas equations [3, 4] (or Born–Infeld
equation), the equations of chromatography for classical isotherms [2, 5, 6], and the iso-
tachophoresis and zonal electrophoresis equations [7–11]. A large number of equations are
presented, in particular, in [1]. Classification of equations that allow explicit relation for the
Riemann–Green function is contained in the fundamental papers [12–14] (see also [15, 16]).
The analysis also shows that the proposed method, in essence, is similar to the method of
characteristics, applicable in the case of the two hyperbolic quasilinear equations.
The proposed method can be also successfully applied to verify the quality of numerical
methods for solving hyperbolic equations such as finite difference methods, finite element
method, finite volume method, the Riemann solver method etc. Note that the method does
not require any approximations of original problem and the accuracy of the calculations is
determined only by the precision used for the ODE’s numerical methods.
The paper is organized as follows. In Secs. II–V the slightly modified (and simplified)
results of the paper [1] are presented. In Sec. VI the solution on the isochrone is constructed.
In this section the Cauchy ODE’s problem for solving original problem is also formulated.
Finally, in Sec. VI we present the numerical results for the shallow water equations with
periodic initial data.
2
II. BASIC EQUATIONS AND RELATIONS
The variant of hodograph method described in [1], with some minor modifications, allows
to construct efficient numerical algorithm for solving of two hyperbolic quasilinear equations.
For completeness we repeat some results of the paper [1].
Let for a system of two hyperbolic equations, written in the Riemann invariants, we have
the Cauchy problem at t = t0
R1t + λ
1(R1, R2)R1x = 0, R
2
t + λ
2(R1, R2)R2x = 0, (2.1)
R1(x, t0) = R
1
0(x), R
2(x, t0) = R
2
0(x), (2.2)
where R10(x), R
2
0(x) are the functions determined on some interval of the axis x (possibly
infinite), λ1(R1, R2), λ2(R1, R2) are the charateristic directions.
We assume that for (2.1) a conservation law is valid
ϕt + ψx = 0, (2.3)
where ϕ(R1, R2) is the density, ψ(R1, R2) is the flux.
Computing the derivatives in (2.3) and taking into account (2.1) we have
(λ1ϕR1 − ψR1)R1x + (λ2ϕR2 − ψR2)R2x = 0. (2.4)
Sufficient conditions for the validity of equation (2.4) has the form
ψR1 = λ
1ϕR1 , ψR2 = λ
2ϕR2 . (2.5)
If the derivatives of R1x, R
2
x are independent then this conditions are necessary.
The solvability conditions of the equations (2.5) give hyperbolic linear equations for the
functions ϕ(R1, R2), ψ(R1, R2)
(λ1 − λ2)ϕR1R2 + λ1R2ϕR1 − λ2R1ϕR2 = 0, (2.6)(
1
λ1
− 1
λ2
)
ψR1R2 +
(
1
λ1
)
R2
ψR1 −
(
1
λ2
)
R1
ψR2 = 0. (2.7)
For the system (2.6), (2.7) we set the conditions on the characteristics
(ψ − λ1ϕ)∣∣
R1=r1
= 1, (ψ − λ2ϕ)∣∣
R2=r2
= −1, (2.8)(
ψ
λ1
− ϕ
)
R1=r1
= 1,
(
ψ
Λ2
− ϕ
)
R2=r2
= −1, (2.9)
where r1, r2 are constants which identify the characteristics.
Note that compared to [1] here in the second conditions in (2.8), (2.9) we select (−1)
instead 0. It allows to simplify a final solution of the problem.
3
III. DETERMINATION OF THE DEPENDENCE t = t(a, b)
This section, almost literally, repeats the results of the paper [1] for some particular
case. Compared to [1] more simple initial data (2.2) and modified conditions (2.8), (2.9) are
selected.
The conservation law (2.3) can be written as differential forms
d(ψdt− ϕdx) = ψxdx ∧ dt− ϕtdt ∧ dx = (ϕt + ψx)dx ∧ dt = 0. (3.1)
In the plane (t, x) we choose PQM contour (see Fig. 1).
x
tR2 = r2 = R20(a)
R1 = r1 = R10(b)
x = x2(t)
x = x1(t)
b
a
M(t(a, b), x(a, b))
Q(t(b), b)
P (t(a), a)
t = t0
FIG. 1: PQM contour on (x, t) plane
We assume that the lines PM and QM of the PQM contour are the characteristics of
equations (2.1), which are determined by the equations
QM :
dx1(t)
dt
= λ1(r1, R2), PM :
dx2(t)
dt
= λ2(R1, r2). (3.2)
In other words, we have R1 = r1 = const on the QM contour and R2 = r2 = const on the
PM contour (see Fig. 1).
Path integrating the relation (3.1) over PQM contour, we get
0 =
∮
PQM
(ψdt− ϕdx) =
∫
PQ
+
∫
QM
+
∫
MP
 (ψdt− ϕdx). (3.3)
Taking into account the relations (2.8) and (3.2) one can easily calculate integrals over
QM and MP contours∫
QM
(ψdt− ϕdx) =
∫
R1=r1
(ψ − λ1ϕ) dt = t− t(b), (3.4)
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∫
MP
(ψdt− ϕdx) =
∫
R2=r2
(ψ − λ2ϕ) dt = t− t(a).
Using (3.2) we obtain
2t = t(a) + t(b)−
∫
PQ
(ψdt− ϕdx). (3.5)
The special selection of PQM contour means that
PQ : t = t0, a 6 x 6 b, t(a) = t(b) = t0. (3.6)
Finally, we have
t(a, b) = t0 +
1
2
b∫
a
ϕdx. (3.7)
Note that in [1], the corresponding formula is otherwise. The fact is that in [1] the second
condition (2.8) is selected in the form: (ψ−λ2ϕ)∣∣
R2=r2
= 0. This leads to the disappearance
of the integral over MP contour and to the unbalanced relation (3.4). In mentioned case, the
integral is calculated over only one characteristic line QM , and the second characteristic line
MP is ignored. Additional simplification of the relation (3.7), compared to [1], is connected
to the formulation of the problem. The initial data are set at t = t0 (not on an arbitrary
line). This allows us to choose the line PQ with the help of the relations (3.6) and eliminate
the function ψ, since ψdt on the line PQ vanishes.
It is obviously, the function ϕ(R1, R2) also depends on the parameters r1, r2, a, and b.
The values r1, r2 are determined by the initial conditions (2.2)
r1 = R10(b), r
2 = R20(a). (3.8)
It is convenient to indicate this dependence explicitly, that is, to write ϕ(R1, R2|r1, r2).
IV. DENSITY ϕ(R1, R2|r1, r2) AND THE RIEMANN–GREEN FUNCTION
We show that the function ϕ(R1, R2|r1, r2) coincides with the Riemann–Green function
for the equations (2.6) (accurate within factor) and satisfies to the conditions (2.8).
Let we have the Riemann–Green function Φ(R1, R2|r1, r2) for the equation
ΦR1R2 + A(R
1, R2)ΦR1 +B(R
1, R2)ΦR2 = 0, (4.1)
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A(R1, R2) =
λ1R2
λ1 − λ2 , B(R
1, R2) = − λ
2
R1
λ1 − λ2 . (4.2)
The function Φ(R1, R2|r1, r2) of the variables R1, R2 satisfies to the equation (4.1), and
the function Φ(R1, R2|r1, r2) of the variables r1, r2 is the solution of the conjugate problem
Φr1r2 − (A(r1, r2)Φ)r1 − (B(r1, r2)Φ)r2 = 0, (4.3)
(Φr2 − AΦ)
∣∣
r1=R1
= 0, (Φr1 −BΦ)
∣∣
r2=R2
= 0, (4.4)
Φ
∣∣
r1=R1,r2=R2
= 1. (4.5)
We choose the Riemann–Green function accurate within factor M(r1, r2) as a solution of
equation (2.6)
ϕ(R1, R2|r1, r2) = M(r1, r2)Φ(R1, R2|r1, r2). (4.6)
It is obvious that the presence of the factor M(r1, r2) does not affect the function
Φ(R1, R2|r1, r2) of the variable R1, R2 is a solution of equation (2.6).
We assume that the relations (2.8) are the conditions for determination of the function
ψ(R1, R2) and multiplier M(r1, r2). Using (2.8) we get
ψ(r1, R2) = λ1(r1, R2)ϕ(r1, R2|r1, r2) + 1, (4.7)
ψ(R1, r2) = λ2(R1, r2)ϕ(R1, r2|r1, r2)− 1.
Multiplier M(r1, r2) is easily found from matching these equations at R1 = r1, R2 = r2 and
condition (4.5)
M(r1, r2) =
2
λ2(r1, r2)− λ1(r1, r2) . (4.8)
Finally, we have
ϕ(R1, R2|r1, r2) = 2
λ2(r1, r2)− λ1(r1, r2)Φ(R
1, R2|r1, r2). (4.9)
The formula (3.7) takes the form
t(a, b) = t0 +
1
2
b∫
a
ϕ(R10(τ), R
2
0(τ)|r1(b), r2(a)) dτ, (4.10)
where (see (3.8))
r1 = r1(b) = R10(b), r
2 = r2(a) = R20(a). (4.11)
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Note that the arguments R1, R2 of the function ϕ are replaced by R10(τ), R
2
0(τ) in integrand,
since we integrate over the PQ contour (see (3.6)).
The easiest way to determine the function ψ(R1, R2) is the integration of the equa-
tion (2.5) taking into account conditions (4.7). For example, rewriting the relation (2.5) in
the form
dψ = λ1ϕR1dR
1 + λ2ϕR2dR
2, (4.12)
we integrate over the contour
(R1,R2)∫
(r1,r2)
dψ = ψ(R1, R2)− ψ(r1, r2). (4.13)
Similarly, one can construct the dependency x = x(a, b). Referring for details to [1],
we just note that it is necessary to construct the Riemann–Green function for equations
(2.7) taking into account the conditions (2.9). For further, any function ψ, obtained using
equations (2.6), (2.7) and the conditions (2.9) or a specific form of x = x(a, b) are not
required, and therefore, their explicit relation are not written.
V. IMPLICIT FORM OF THE ORIGINAL CAUCHY PROBLEM SOLUTION
The results presented in Sec. IV (see also [1]) allow to specify an implicit form of the
solution for the Cauchy problem (2.1), (2.2).
Let we have dependencies
t = t(a, b), x = x(a, b), (5.1)
where t(a, b) is determined by the relation (4.10), and x(a, b) is the known function.
The Riemann invariants R1, R2 in point of M with coordinates (t(a, b), x(a, b)) (see Fig. 1)
are determined by the relations
R1(x, t) = r1(b) = R10(b), R
2(x, t) = r2(a) = R20(a). (5.2)
Hence, the formulae (5.1), (5.2) implicitly determine the solution of the problem (2.1), (2.2).
If the explicit solution of the (5.1) is known
a = a(x, t), b = b(x, t) (5.3)
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then using (5.2) one can get explicit solution of the original problem
R1(x, t) = r1(b(x, t)) = R10(b(x, t)), R
2(x, t) = r2(a(x, t)) = R20(a(x, t)). (5.4)
The parameters a, b can also be interpreted as some Lagrangian variables. Value a,
b identify the ‘particle’ on the axis t = t0 that transfer along characteristics x = x
1(t),
x = x2(t) the values of the invariants R1(b, t0), R
2(a, t0) at points a, b of axis t = t0 to the
point M with coordinates (t, x).
For the future calculations we need functions xa(a, b) and xb(a, b). Differentiating (5.4)
we obtain
R1t = r
1
bbt, R
2
t = r
2
aat, R
1
x = r
1
bbx, R
2
x = r
2
aax. (5.5)
Substituting (5.5) in (2.1) we get
bt + λ
1(r1, r2)bx = 0, at + λ
2(r1, r2)ax = 0. (5.6)
Of course, we assume that r1b , r
2
a do not vanish identically.
We emphasize that λk(r1, r2) are given functions which are determined by initial data
(2.2) and the relations (3.8) or (5.2).
λk(r1, r2) = λk(R10(b), R
2
0(a))) = λ
k(a, b). (5.7)
Certainly, the system (5.6) is specific for each the Cauchy problem. The values a, b are the
Riemann invariants for the equations (5.6).
For system (5.6) one can apply the classical hodograph method (see, i.g. [2]). Changing
role of dependent and independent variables: (x, t)↔ (a, b) we get
xb = λ
2(r1, r2)tb, xa = λ
1(r1, r2)ta. (5.8)
VI. THE SOLUTION ON THE ISOCHRONES
In this section, we specify a simple way, from our point of view, for construction of the
solution in the form (5.1)–(5.4). To do this we reduce the original problem to the Cauchy
problem for ODE’s.
For simplicity we assume t0 = 0 and introduce the notation
ϕ(τ |a, b) = 1
2
ϕ(R10(τ), R
2
0(τ)|r1(b), r2(a)). (6.1)
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Here, the function ϕ(R1, R2|r1, r2) is deremined by (4.9).
Formula (4.10) takes the form
t(a, b) =
b∫
a
ϕ(τ |a, b) dτ, t0 = 0. (6.2)
It is easy to calculate the derivatives
ta(a, b) = −ϕ(a|a, b) +
b∫
a
ϕa(τ |a, b) dτ, tb(a, b) = ϕ(b|a, b) +
b∫
a
ϕb(τ |a, b) dτ, (6.3)
where
ϕa(τ |a, b) = 1
2
ϕr2(R
1
0(τ), R
2
0(τ)|r1(b), r2(a))r2a(a), (6.4)
ϕb(τ |a, b) = 1
2
ϕr1(R
1
0(τ), R
2
0(τ)|r1(b), r2(a))r1b (b). (6.5)
Taking into account (5.8) we get the derivatives of xa and xb
xb = λ
2(r1, r2)tb, xa = λ
1(r1, r2)ta. (6.6)
We fix some value t = t∗ which specifies the level line (isochrone) of the function t(a, b)
t∗ = t(a, b). (6.7)
We assume that in the plane (a, b) the isochrone is parametrically defined by the equations
a = a(τ), b = b(τ), (6.8)
where τ is parameter.
We select the values of a∗, b∗ which indicate some point on the isochrone t = t∗
t∗ = t(a∗, b∗). (6.9)
In practice, the values of a∗, b∗ one can find using line levels of the function t(a, b) for some
ranges of parameters a, b.
To determine the coordinates X∗ = x(a∗, b∗) corresponding to the parameter τ = 0 we
differentiate the function x(a, b), for example, with respect to b. Then, we obtain the Cauchy
problem
dY (b)
db
= xb(a∗, b) = λ2(r1(b), r2(a∗))tb(a∗, b), Y (a∗) = a∗. (6.10)
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Integrating from a∗ to b∗ we get
X∗ = Y (b∗). (6.11)
Differentiating the isochrone equation (6.9) and function x(a, b) with respect to τ , and
taking into account (6.8), we have
dt(a, b)
dτ
≡ ta(a, b)da
dτ
+ tb(a, b)
db
dτ
= 0, (6.12)
dx(a, b)
dτ
≡ xa(a, b)da
dτ
+ xb(a, b)
db
dτ
. (6.13)
The relations (6.12), (6.13) and (6.6) allow to formulate the Cauchy problem for deter-
mination of the functions a(τ), b(τ) and spatial coordinate x = X(τ)
da
dτ
= −tb(a, b), db
dτ
= ta(a, b), (6.14)
dX
dτ
= (λ2(r1(b), r2(a))− λ1(r1(b), r2(a)))ta(a, b)tb(a, b), (6.15)
a
∣∣
τ=0
= a∗, b
∣∣
τ=0
= b∗, X
∣∣
τ=0
= X∗. (6.16)
Integrating the problem (6.14)–(6.16) we get the solution for the each parameter τ on
isochrone
R1(x, t∗) = R10(b(τ)), R
2(x, t∗) = R20(a(τ)), x = X(τ). (6.17)
Moving along the isochrone we obtain solution for each values x at fixed time t = t∗. It is
clear that the problem (6.14)–(6.16) one should solve for τ > 0 and τ < 0.
We make a few remarks. The first, the equations (6.14) are only sufficient conditions
for validity of equality (6.12). The right hand sides of differential equations (6.14) can be
chosen accurately with arbitrary multiplier. That means that we can redefine the parameter
τ . In some cases, a good choice of the parameter τ allows to solve the Cauchy problem more
effectively. The second, one should not assume that τ = x. This is easily achieved by
reduction of the equations (6.12), (6.13) to equations
da
dτ
= − 1
(λ2 − λ1)ta(a, b) ,
db
dτ
=
1
(λ2 − λ1)tb(a, b) ,
dX
dτ
= 1.
At first sight, this replacement allows to reduce the number of equations and to get more
natural form of the solution (6.17): R1(x, t∗) = R10(b(x)), R
2(x, t∗) = R20(a(x)). However,
this option does not allow to construct a multi-valued solution, in particular, it does not
allow to study the breaking solutions.
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In conclusion, we note that the right hand sides of equations (6.14), (6.15) are completely
determined by the relations (6.1)–(6.5) and, of course, by the Riemann–Green function.
Only the function t(a, b) and its derivatives are required for the calculations.
VII. CLASSICAL SHALLOW WATER EQUATIONS
To illustrate the effectiveness of the method we present the results of calculations for the
shallow water equations. The classic version of the shallow water equations without taking
into account the incline of the bottom has the form (see i.g. [2, 3])
ht + (hv)x = 0, vt +
(
1
2
v2 + h
)
x
= 0, (7.1)
where h > 0 is the elevation of the free surface, v is the velocity.
We rewrite (7.1) as
u1t + (u
1u2)x = 0, u
2
t +
(
1
2
u2u2 + u1
)
x
= 0, (7.2)
h = u1, v = u2. (7.3)
The Riemann invariants for (7.2) is well known
R1t + λ
1R1x = 0, R
2
t + λ
2R2x = 0, (7.4)
where
λ1(R1, R2) =
3R1 +R2
4
= u2 −
√
u1, λ2(R1, R2) =
3R1 +R2
4
= u2 −
√
u1, (7.5)
u1 =
(
R2 −R1
4
)2
, u2 =
R1 +R2
2
, (7.6)
R1 = u2 − 2
√
u1, R2 = u2 + 2
√
u1. (7.7)
A. The function ϕ(R1, R|r1, r2)
To determine the density ϕ of the conservation law
ϕt + ψx = 0 (7.8)
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we use the Riemann–Green function for equation (4.1)
ΦR1R2 + A(R
1, R2)ΦR1 +B(R
1, R2)ΦR2 = 0, (7.9)
A(R1, R2) =
λ1R2
λ1 − λ2 =
1
2(R1 −R2) , B(R
1, R2) = − λ
2
R1
λ1 − λ2 = −
1
2(R1 −R2) .
The function Φ(R1, R2|r1, r2) is well known (see, i.g. [12]). Omitting the cumbersome trans-
formations we only write the final result for the density ϕ(R1, R|r1, r2) (see, in particular,
(4.9))
1
2
ϕ = −2(R
1 −R2)1/2
(r1 − r2)3/2 F
(
−1
2
,
3
2
; 1,−z
)
, z = −(R
1 − r1)(R2 − r2)
(R1 −R2)(r1 − r2) , (7.10)
where F is the hypergeometric function (see Appendix A).
We also write the derivatives of the function ϕ with respect variables r1, r2, which are
required for the calculation of the derivatives of ta, tb
1
2
ϕr2 =
3(R1 −R2)1/2
(r1 − r2)5/2
(
H0(z) +
1
2
z1H1(z)
)
, (7.11)
1
2
ϕr1 =
3(R1 −R2)1/2
(r1 − r2)5/2
(
−H0(z) + 1
2
z2H1(z)
)
,
z = −(R
1 − r1)(R2 − r2)
(R1 −R2)(r1 − r2) ,
z1 = −(R
2 − r2)(R1 − r2)
(R1 −R2)(r1 − r2) , z2 =
(R1 − r1)(R2 − r1)
(R1 −R2)(r1 − r2) ,
H0(z) = F
(
−1
2
,
3
2
; 1,−z
)
= F
(
3
2
,−1
2
; 1,−z
)
,
H1(z) = F
(
1
2
,
5
2
; 2,−z
)
.
Using the results of Secs. II–VI we obtain the Cauchy problem for ODE’s.
B. Numerical results
To demonstrate the effectiveness of the proposed method, we consider the evolution of
the initial periodic free surface h = u1 and periodic distribution of the velocity v = u2
u10 = 1 + 0.1 cosx, u
2
0 = 0.1 sinx. (7.12)
The results of calculation of the free surface position and the distribution of the velocity
for different time moments are shown on Figs. 2–5.
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FIG. 2: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 1.519, t = 1.675
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FIG. 2: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 0.145, t = 0.449, t = 1.099, t = 1.379, t = 1.519, t = 1.675
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FIG. 3: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 1.850, t = 2.441, t = 3.137, t = 3.765, t = 4.439, t = 4.839
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FIG. 3: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 1.850, t = 2.441, t = 3.137, t = 3.765, t = 4.439, t = 4.839
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FIG. 4: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 5.066, t = 5.855, t = 6.005, t = 6.925, t = 7.633, t = 8.008
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FIG. 4: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 5.066, t = 5.855, t = 6.005, t = 6.925, t = 7.633, t = 8.008
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FIG. 5: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 13.649, t = 14.758
We does not describe in detail the obtained results, and we only restrict to a few com-
ments. On the Fig. ?? clearly visible the process of wave breaking. Figs. 4, 5 can be
interpreted as the occurrence of bubbles or droplets on the shallow water surface.
VIII. CONCLUSIONS
Implicit solution (5.1), (5.2) of the original problem (2.1), (2.2), of course, is very im-
portant to study of the original Cauchy problem properties. However, from our point of
view the implicit solution is not less complex than the original problem. For practical ap-
plications we must get, in one way or another, the explicit relations (5.3). In the general
case we need use a numerical methods, for example, Newton’s method, for solving of the
transcendental equations. This, in turn, requires a good initial approximations, or the using
of the movement parameter method. It is especially difficult to numerically solve the system
(5.1) in the case when original problem has multi-valued solitions. In other words, the using
of the numerical methods for the solving systems of transcendental equations is not much
easier than the application of the direct methods for the solving of the original problem, for
example, using finite difference or finite volume method. Instead the solving of systems of
transcendental equations we propose to solve the Cauchy problem for ODE’s. Even if the
need to solve ODE’s numerically, for example, by the methods of Runge–Kutta method, the
16
FIG. 5: h = u1 (red line), v = u2 (blue line), and initial distributions (black line),
t = 13.649, t = 14.758
The results obtained are not described in detail, and we only restrict to a few comments.
On the Fig. 4 at t = 5.855 the breaking waves clearly visible. Fig. 4 at t = 7.633, t = 8.008,
and Fig. 5 can be interpreted as the occurrence of bubbles or droplets on the shallow water
surface.
VIII. CONCLUSIONS
Implicit solution (5.1), (5.2) of the original problem (2.1), (2.2), of course, is very im-
portant to study of the original Cauchy problem properties. However, from our point of
view, the implicit solution is not less complex than the original problem. For practical ap-
plications we must get, in one way or another, the explicit relations (5.3). In the general
case we need to use a numerical methods, for example, Newton’s method, for solving of the
transcendental equations. This, in turn, requires a good initial approximations, or the using
of the movement parameter method. It is especially difficult to numerically solve the sys-
tem (5.1) in the case when original problem has multi-valued solitions. In other words, the
using of the numerical methods for solving the systems of transcendental equations is not
much easier than the application of the direct methods for solving of the original problem,
for example, using finite difference or finite volume method. Instead solving of the systems
of transcendental equations we propose to solve the Cauchy problem for ODE’s. Even if
16
it is need to solve ODE’s numerically, for example, by the Runge–Kutta method, the nu-
merical algorithm is realized simpler than the algorithm for solving the system of nonlinear
transcendental equations.
In the next papers we plan to present the results of the calculations for equations of the
zonal electrophoresis and the soliton gas equations.
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Appendix
Appendix A: Hypergeometric function and Elliptic integrals
For practical calculations of the hypergeometric function (see, (7.10), (7.11)) one can use
the complete elliptic integrals E, K.
F
(
−1
2
,
3
2
; 1,−z
)
= F
(
3
2
,−1
2
; 1,−z
)
= (A1.1)
= − 2
pi
√
1 + z
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( √
z√
1 + z
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( √
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√
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( √
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( √
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H1(z) = F
(
1
2
,
5
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=
=
1
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√
1 + z
(
−4K
( √
z√
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+ (4 + 8z)E
( √
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1 + z
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,
lim
z→+0
H1(z) = 1.
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Pay attention, that when we compute the complete elliptic integrals of E, K on the
interval −1 < z < 0 then the arguments of the functions E, K are imaginary. In the absence
of complex arithmetic for calculations one can use the relations
K
( √
z√
1 + z
)
=
√
1 + zK(
√
|z|), −1 < z < 0, (A1.2)
E
( √
z√
1 + z
)
=
1√
1 + z
E(
√
|z|), −1 < z < 0.
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