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Abstract
In this paper, we prove the local existence of the bosonic part of N = 1 su-
persymmetric gauge theory in four dimensions with general couplings. We start
with the Lagrangian of the vector and chiral multiplets with general couplings and
scalar potential turned on. Then, for the sake of simplicity, we set all fermions
vanish at the level of equations of motions, so we only have the bosonic parts of
the theory. We apply Segal’s general theory to show the local existence of solutions
of equations of motions by taking Ka¨hler potential to be bounded above by U(n)
symmetric Ka¨hler potential and the first derivative of gauge couplings to be at most
linear growth functions.
1 Introduction
In 1963, I. Segal has developed a method to prove the existence and uniqueness of the
solutions of a semi-linear evolution equations using a semi-group [1]. Then, ten years
later, he applied it to prove the existence of local and global solutions for four dimen-
sional Yang-Mills equations in the temporal gauge condition [2]. Such a study has been
extended to the case of Yang-Mills theory coupled to scalar fields in three dimensions [3],
and in four dimensions [4, 5].
Our interest here is to extend the results in [4] to the case of minimal (N = 1) su-
persymmetric Yang-Mills theory coupled chiral multiplets. This theory has become a
prominent subject over four decades since it might provide solutions to major problems
in the Standard Model of particle physics such as the unification of gauge couplings and
1
the hierarchy problems.
In this paper, we prove the local existence of solutions of N = 1 supersymmetry gauge
theory in four dimensions with general couplings. Our starting point is to consider N = 1
Lagrangian consists of chiral and vector with general couplings such that we have a non-
linear σ-model with Ka¨hler metric, general analytic gauge kinetic functions determined
by holomorphic functions, and the scalar potential. Then, we derive field equations of
motions and setting all the fermionic field to be zero at this level for the sake of simplicity.
Thus, we only have an effective bosonic theory that describes the interaction between the
bosonic field (φ,A) where φ is the complex scalar fields and A is the gauge fields.
By assuming that the temporal component of gauge fields vanish (analogue with the
temporal gauge in Yang-Mills theory) and introducing new fields (π, E), one can then
transform the equation of motions into a semi-linear form which contains linear and
non-linear terms. For our analysis, we take the fields u = (A,E, φ, π, φ¯, π¯) lying in
H = (H2 × H1)
3 where Hp denotes a Sobolev space. We show that the linear terms
are globally defined in H and generates a one parameter semigroup. Finally, by Segal
general theory [1], the local existence of semi-linear evolution equation is established by
showing that the non-linear parts satisfy local Lipshitz condition.
Since we have a generalized semi-linear evolution equation, we have to take several
assumptions on the general couplings such that Segal’s general theory can be used to
our problem. First, we assume that Ka¨hler potential is bounded above by U(n) symmet-
ric Ka¨hler potential and we derive several estimates for Ka¨hler potential and Christoffel
symbol. These estimates can be used to eliminate the quantity associated with Ka¨hler
metric in our analysis. Second, we take some conditions on the gauge kinetic couplings,
namely the derivative of the gauge coupling must be at most a linear growth. Finally,
we assume that the scalar potential has to be at least C3-functions and its derivative is
locally Lipshitz function.
Another problem that arises is the constraint equation which can be solved by the
technique developed in [4]. This technology can be mentioned in order. We firstly de-
compose the E field into unique transverse (ET ) and longitudinal parts (EL). Then by
introducing a new field EC such that EC = EL if the constraints fulfilled, we modify the
original equation of motions by replacing EL with EC . Using the above mentioned condi-
tions on general couplings, we prove that the non-linear parts is locally Lipshitz function.
Hence, they admit local solutions. At the end, we show that the solutions of the mod-
ified equations with the constraints satisfied are the solution of the original equation of
motions.
The organization of the paper can be mentioned as follow. We shortly review a four
dimensional N = 1 supersymmetric gauge theory in which the vector multiplets are cou-
pled to arbitrary chiral multiplets in Section 2. Section 3 is devoted to discuss several
aspects of field equation of motions including a modification of equation of motions to
solve the constraint problems. In section 4, we discuss the internal scalar manifold and
derive several estimates. In section 5, we prove that the non-linear part of equation of
motions satisfies Lipshitz condition and finally prove the local existence.
2
2 General Couplings of Chiral and Vector Multiplets
In this section, we review shortly four dimensional N = 1 supersymmetric gauge theory in
which the vector multiplets are coupled generally to arbitrary chiral multiplets. Here, we
only write terms which are useful for our analysis in the paper. For an excellent review,
interested reader can further consult, for example, [6, 7, 8].
The theory consists of nv vector multiplets, (A
a
µ, λ
a) coupled to nc chiral multiplets,
(φi, χi) where the Latin alphabets a, b = 1, ..., nv, and i, j = 1, ..., nc show the number
of multiplets, while the Greek alphabets µ, ν = 0, ..., 3 show the spacetime indices. In
the vector multiplets we have gauge fields Aaµ together with their fermionic partners λ
a.
On the other side, the chiral multiplets contain complex scalars φi and their fermionic
partners χi.
Furthermore, N = 1 supersymmetry demands the following conditions: First, the
scalars φi span a Ka¨hler manifold endowed with metric gij¯ = ∂i∂j¯K where K ≡ K(φ, φ¯) is
a real function called Ka¨hler potential. Second, there exists a set of holomorphic functions,
namely (fab, X
i
a,W ) which are gauge couplings, Killing vectors, and a superpotential,
respectively. Finally, the existence of a real function called scalar potential which can be
written as
V = gij¯ ∂iW∂j¯W¯ +
1
8
habPaPb , (2.1)
where Pa are real functions called Killing potentials (or momentum maps), determined
by X ia via
X ia =
i
2
gij¯ ∂j¯Pa , (2.2)
with hab is the inverse of hab ≡ Refab. Then, one can write down the bosonic part of the
N = 1 Lagrangian as
L = −gij¯D
µφiDµφ¯
j¯ −
1
4
habF
a
µνF
bµν +
1
4
kabF
a
µνF˜
bµν − V , (2.3)
where kab ≡ Imfab, the covariant derivative Dµφ
i ≡ ∂µφ
i + X iaA
a
µ, and the gauge field
strength Faµν ≡ ∂µA
a
ν − ∂νA
a
µ + f
a
bcA
b
µA
c
ν . The dual field F˜
aµν is defined as F˜aµν ≡
1
2
ǫµνρσFaρσ. It is worth to mention that Lagrangian (2.3) is invariant under the following
supersymmetry transformation of the fields up to three-fermion terms
δλa• =
1
2
(
Faµν − iF˜
a
µν
)
γµνǫ• + 2ih
abPb ǫ• ,
δχi = i∂νφ
i γνǫ• + 2gij¯∂j¯W¯ ǫ• , (2.4)
δAaµ =
i
2
λ¯a•γµǫ
• +
i
2
ǫ¯•γµλ
•a ,
δφi = χ¯iǫ• .
Additionally, in the theory one can replace Pa by Pa+ξa where ξa are real constants which
give rise Fayet-Iliopoulos term.
In our analysis, we assume that the scalar potential to be at least a C2 function and
a satisfies the local Lipshitz condition
‖∂jV (φ
′)− ∂jV (φ)‖ ≤ C(‖φ
′‖, ‖φ‖)‖φ′ − φ‖ , (2.5)
where C(‖φ′‖, ‖φ‖) is a bounded function depend on ‖φ‖. The condition above implies
that the holomorphic superpotential has to be at least a C3 function.
3
3 Field Equations of Motions
This section is devoted to discuss several aspect of field equation of motions. In particular,
we take all fermions to be trivial at this level. Thus, the gauge fields and the scalars are
the main ingredients of our analysis in this paper. To simplify the analysis we take a
condition A0 = 0 which is not a gauge condition since in general Lagrangian (2.3) is no
longer gauge invariant 1.
First of all, the gauge field equation of motions is given by
Dµ
(
habF
bµν − kabF˜
bµν
)
= gij¯
(
X iaD
νφ¯j¯ + X¯ j¯aD
νφi
)
, (3.1)
with
Dµ
(
habF
bµν
)
= ∂µ
(
habF
bµν
)
+ f dacA
c
µ
(
hdbF
bµν
)
. (3.2)
The field strength tensor Faµν satisfies Bianchi identity,
DµF˜
bµν = 0 . (3.3)
By defining
Eas = −Fa0s = −∂0Aar , (3.4)
and using (3.3), we can rewrite (3.1) as
∂Ear
∂t
= ∂s∂
sAar − ∂r∂sA
as + fabc∂s (A
asAar) + habF csr∂shbc + h
abhdef
d
bcA
c
sF
esr
−habEcr∂0hbc − h
abF˜ c0r∂0kbc − h
abF˜ csr∂skbc − h
ab
(
kdef
d
bc − kbdf
d
ce
)
AcsF
esr
−habgij¯
(
X iaD
rφ¯j¯ + X¯ j¯aD
rφi
)
, (3.5)
together with the constraint equations
Ca(t) = −∂sE
as + 4πρa , (3.6)
where
4πρa = habgij¯
(
X ibD
0φ¯j¯ + X¯ j¯bD
0φi
)
+ habF˜ cs0∂skbc − h
abEcs∂shbc
hab
(
kdef
d
bc − kbdf
d
ce
)
AcsF˜
es0 − habhdef
d
bcA
c
sE
es , (3.7)
with the initial value of (3.6) is Ca(0) = 0. Next, we consider the scalar field equation of
motions which have been modified into
∂πi
∂t
= ∂s∂
sφi + Γikl
(
∂rφ
k∂rφl − πkπl
)
+X ia∂rA
ar + Aar∂rφ
k∇kX
i
a
+gij¯gkl¯A
arDrφ
k∇j¯X¯
l¯
a − g
ij¯
(
1
4
habj¯F
a
µνF
bµν −
1
4
kabj¯F
a
µνF˜
bµν + ∂j¯VS
)
,(3.8)
where
πi = −D0φi , (3.9)
∇kX
i
a = ∂kX
i
a + Γ
i
klX
l
a , (3.10)
1For renormalizable Yang-Mills-Higgs theory with constant fab and gij¯ the condition A0 = 0 is called
temporal gauge, see for example, [9].
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together with its complex conjugate.
Now, we rewrite the equations of motion (3.1) and (3.8) into the following form
du
dt
= Au+ J(u) , (3.11)
where
u =

Aas
Eas
φi
πi
φ¯j¯
π¯j¯
 , Au =

Eas
∂r∂
rAas − ∂r∂
sAar
πi
∂r∂
rφi
π¯j¯
∂r∂
rφ¯j¯
 ,
and
J(u) =

0
fabc∂r
(
AbsAcr
)
+ hab
(
F esr∂rhbc − F˜
esr∂rkbc + hdef
d
bcA
c
rF
esr
)
+D1
0
Γikl
(
∂sφ
k∂sφl − πkπl
)
+X ia∂sA
as + Aas∇kX
i
a∂sφ
k + gij¯glk¯A
a
s∇j¯X¯
k¯
aD
sφl +D2
0
Γj¯
k¯l¯
∂sφ¯
k¯∂sφ¯l¯ + X¯ j¯a∂sA
as + Aas∇k¯X¯
j¯
a∂sφ¯
k¯ − gij¯gkl¯A
a
s∇iX
k
a
{
∂sφ¯l¯ + AbsX¯ l¯b
}
+ D¯2

.
(3.12)
where,
D1 = −h
ab
(
hbciπ
i + hbcj¯π¯
j¯
)
Ecs − hab
(
kbciπ
i + kbcj¯π¯
j¯
)
F˜ c0s
−hab
(
kdef
d
bc − kbdf
d
ce
)
AcrF˜
esr − habgij¯
(
X ibD
sφ¯j¯ +X j¯bD
sφi
)
, (3.13)
D2 = g
ij¯ habj¯
4
(
−2EasE
bs − FarsF
brs
)
+ gij¯
kabj¯
2
ǫsrlEasF
b
rl − g
ij¯∂j¯V , (3.14)
D¯2 = g
ij¯ habi
4
(
−2EasE
bs − FarsF
brs
)
+ gij¯
kabi
2
ǫsrlEasF
b
rl − g
ij¯∂iV , (3.15)
together with the constraint equation (3.6).
To solve the constraint problem, we use the method in [4] which can be structured
as follows. First, we modify (3.1) by decomposing E field into unique transverse parts
(divergence free) ET and longitudinal parts (curl free) EL
E = ET + EL , (3.16)
with
∂sE
s
T = 0, εqrs∂
rEsL = 0 . (3.17)
Then, replacing EL with the new fields, EC which equals to EL when the constraint is
satisfied (see lemma 3),
EsL → E
s
C = ∂s
(
−
1
4πR
∗ ρ
)
, (3.18)
where − 1
4pir
∗ ρ represents convolution of ρ with the fundamental solution of Poisson
equation,
−
1
4πR
∗ ρ = −
1
4π
∫
R3
dx′
(
ρ(x′)
|x− x′|
)
. (3.19)
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Let H = (H2×H1)
3, where Hp represent a Sobolev space of square integrable functions
over R3 with their derivative up to order p are also square integrable and let ‖ . ‖Hp
represents a Sobolev norm defined as
‖u‖Hp =
 p∑
|α|=0
‖Dαu‖2L2

1
2
. (3.20)
where α = (α1, α2, . . . , αm) is a multi-index of non-negative integers and |α| = α1 +
α2 + . . . + αm. The Hp space is also a Hilbert space. In our analysis, we take the fields
u = (A,E, φ, π, φ¯, π¯) to lie in H.
Now we prove the following lemmas which are an extension of lemmas in [4] to incor-
porate the gauge kinetic functions and show that for fields u lying in H, the condition
EL = EC implies that E satisfies the constraint equation.
Lemma 1. Let ρ is defined as in 3.7. If the gauge kinetic function is also lies at least in
H1, then E
s
C = ∂
s
(
− 1
4pir
∗ ρ
)
= 1
4pi
(
rˆ
r2
∗ ρ
)s
.
Proof. Since 1
r
is a weak L3,w(R
3) function, then using generalize Young inequality for
convolution product [10], we have∥∥∥∥1r ∗ ρ
∥∥∥∥
Lp
≤ C‖ρ‖Lq
∥∥∥∥1r
∥∥∥∥
3,w
≤ C ′‖ρ‖Lq , (3.21)
for 1
q
= 1
p
+ 2
3
. It means 1
r
∗ ρ ∈ Lp(R
3) provided that ρ ∈ Lq(R
3). Since all field
(A,E, φ, π, φ¯, π¯) at least lie inH1 and using the assumption that the gauge kinetic function
is also lie at least in H1, then by Sobolev embedding theorem, they all lie in Ls for
2 ≤ s ≤ 6. Then, ρ ∈ Lq for 1 ≤ q ≤ 3, thus
1
r
∗ ρ ∈ Lp(R
3) for p > 3.
Let V be an arbitrary C∞ rapidly decreasing vector field in R3, we have
〈Vs, E
s
C〉 =
1
4π
〈
Vs,−∂
s
(
1
r
∗ ρ
)〉
=
1
4π
〈
∂sVs,
(
1
r
∗ ρ
)〉
=
1
4π
〈
1
r
∗ ∂sVs, ρ
〉
. (3.22)
Since
∣∣ rˆ
r
∣∣ is a weak L3/2,w(R3) function and ρ ∈ Lq(R3) for 1 ≤ q ≤ 3, then∣∣∣∣ rˆr
∣∣∣∣ ∗ |ρ| ∈ Lr, (3.23)
for all 3
2
< r < 3. Hence, we have,
1
4π
〈
1
r
∗ ∂sVs, ρ
〉
=
1
4π
∫
Vs
[∫
xs − x′s
|x− x′|3
ρ(x′)dx′
]
dx
=
1
4π
〈
Vs,
(
rˆ
r2
∗ ρ
)s〉
. (3.24)
And finally we have EsC = ∂
s
(
− 1
4pir
∗ ρ
)
= 1
4pi
(
rˆ
r2
∗ ρ
)s
which complete the proof.
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Lemma 2. EC ∈ Lp for all
3
2
< p <∞. In particular EC ∈ L2.
Proof. From the proof of the previous lemma, we already have ρ ∈ Lq(R
3) for 1 ≤ q ≤ 3.
Then using the representation of EC in previous lemma,
‖EC‖Lp =
∥∥∥∥ rˆr2 ∗ ρ
∥∥∥∥
Lp
≤ C‖ρ‖Lq
∥∥∥∥ rˆr2
∥∥∥∥
3/2,w
≤ C ′‖ρ‖Lq , (3.25)
for 1 < p, q <∞ and 1
q
= 1
p
+ 1
3
, then EC ∈ Ls for all
3
2
< s <∞.
In particular, EC ∈ L2 and the following inequality holds,
‖EC‖L2 ≤ C‖ρ‖L6/5 . (3.26)
Lemma 3. The condition EC = EL is equivalent to ∂sE
s = 4πρ.
Proof. Let V be an arbitrary C∞ rapidly decreasing function in R3, we have
〈V, ∂sE
s
C〉 =
1
4π
∫
V (x)∂s
[∫
xs − x′s
|x− x′|3
ρ(x′)dx′
]
dx
= −
1
4π
∫
ρ(x′)
[∫
xs − x′s
|x− x′|3
∂sV dx
]
dx′
=
1
4π
∫
ρ(x′)
[∫
V (x)∂s
(
xs − x′s
|x− x′|3
)
dx
]
dx′
=
∫
ρ(x′)V (x′)dx′
= 〈V, ρ〉 , (3.27)
where we used integrating by parts and exchange the order of integration. Thus, EC
satisfies ∂sE
s
C = 4πρ as distribution.
Since EC ∈ L
2, we can define it’s Fourier transform and decomposing as
EˆC = Eˆ
T
C + Eˆ
L
C , (3.28)
with (
EˆTC
)s
=
(
δsr −
kskr
|k|2
)(
EˆC
)
r
(3.29)(
EˆLC
)s
=
kskr
|k|2
(
EˆC
)
r
. (3.30)
Furthermore, EC is a gradient, then EC has vanishing curl, then kˆ×EˆC = 0 which implies
that EC has only a longitudinal component, thus(
ELC
)s
=
kskr
|k|2
(
EˆC
)
r
=
(
EˆC
)s
, (3.31)
and because EC satisfies ∂sE
s
C = 4πρ, taking a Fourier transform, we have
EˆsC = −i
ks
|k|2
(4πρˆ) . (3.32)
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Now suppose that the field u satisfies the constraint equation,
∂sE
s = ∂sE
s
L = 4πρ, (3.33)
where we used the decomposition in (3.16). Taking a Fourier transform of the constraint
equation, we get
EˆsL = −i
ks
|k|2
(4πρˆ)
= EˆsC . (3.34)
Thus any solution of the constraint has EL = EC . Conversely, if EL = EC , the constraint
is satisfied.
With the modification, we can rewrite the equation of motions as follows
du
dt
= Au+ J(u), (3.35)
where
u =

Aas
Eas
φi
πi
φ¯j¯
π¯j¯
 , Au =

EasT
∂r∂
rAas − ∂r∂
sAar
πi
∂r∂
rφi
π¯j¯
∂r∂
rφ¯j¯
 ,
and
J(u) =

∂s{− 1
4pir
∗ ρ}
fabc∂r
(
AbsAcr
)
+ hab
(
F esr∂rhbc − F˜
esr∂rkbc + hdef
d
bcA
c
rF
esr
)
+D1
0
Γikl
(
∂sφ
k∂sφl − πkπl
)
+X ia∂sA
as + Aas∇kX
i
a∂sφ
k + gij¯glk¯A
a
s∇j¯X¯
k¯
aD
sφl +D2
0
Γj¯
k¯l¯
∂sφ¯
k¯∂sφ¯l¯ + X¯ j¯a∂sA
as + Aas∇k¯X¯
j¯
a∂sφ¯
k¯ − gij¯gkl¯A
a
s∇iX
k
a
{
∂sφ¯l¯ + AbsX¯ l¯b
}
+ D¯2

.
(3.36)
4 Scalar Internal Manifold
This section is assigned for the discussion of the internal scalar manifold. In particular,
we consider the case of the Ka¨hler potential to be bounded to a function and derive
an estimates for Ka¨hler potential and Christoffel symbol. Our estimates derived in this
section is important in our analysis for proving the local existence of (3.35).
As mention in section 2, in four dimensions, theN = 1 supersymmetry theory demands
that the scalar field (φ, φ¯) span a Ka¨hler manifold with Ka¨hler potential K ≡ K(φ, φ¯).
In this paper, we consider the case where the Ka¨hler potential bounded above by U(nc)
symmetric Ka¨hler potential and satisfies several conditions,
K ≤ Φ(|φ|) , (4.1)
|Γ| ≤ |Γ˜| , (4.2)
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where |φ| =
(
δij¯φ
iφ¯j¯
) 1
2 and Γ˜ is the Christoffel symbol of g˜.
We prove a lemma about estimates of Ka¨hler potential and Christoffel symbol,
Lemma 4. Let M be a Ka¨hler manifold with Kahler potential K = K(φ, φ¯). If M
satisfies (4.1), (4.2) and ∣∣∣∣ F ′2|φ|
∣∣∣∣ ≤ ǫ , (4.3)
where F (|φ|) = 1
4|φ|2
(
Φ′′ − Φ
′
|φ|
)
with Φ′ = ∂Φ/∂|φ| and ǫ is a non negative constant, then
we have the following estimates
|K| ≤
ǫ
6
|φ|6 +
C1
2
|φ|4 + C2 |φ|
2 + C3 , (4.4)
|Γ| ≤ 2ǫ|φ|3 + C1|φ| . (4.5)
Proof. Let M˜ be a Ka¨hler manifold generated by Φ. We can write the metric g˜ij¯ = ∂i∂j¯Φ
as
g˜ij¯ =
Φ′
2|φ|
δij¯ +
1
4|φ|2
(
Φ′′ −
Φ′
|φ|
)
δkj¯δik¯φ
kφ¯k¯ , (4.6)
where Φ′ = ∂Φ/∂|φ|. The inverse of the metric can written as,
g˜ij¯ =
2|φ|
Φ′
δij¯ −
2
Φ′|φ|
(
Φ′′ − Φ
′
|φ|
Φ′′ + Φ
′
|φ|
)
φiφ¯j¯ . (4.7)
The norm of the Christoffell symbol is
|Γ˜| =
(
g˜jj¯g˜kk¯g˜i¯iΓ˜
i
jk
¯˜Γi¯j¯k¯
) 1
2
=
(
g˜jj¯g˜kk¯g˜i¯ig˜
il¯∂j g˜kl¯ g˜
l¯i ∂j¯ g˜lk¯
) 1
2
=
(
g˜ll¯g˜jj¯g˜kk¯∂j g˜kl¯ ∂j¯ g˜lk¯
) 1
2
= |∂g˜| , (4.8)
and the first derivative of the metric is
∂j g˜kl¯ = F
(
δkl¯δji¯ + δki¯δjl¯
)
φ¯i¯ +
F ′
2|φ|
δki¯δil¯δjm¯φ
iφ¯i¯φ¯m¯ , (4.9)
where
F (|φ|) =
1
4|φ|2
(
Φ′′ −
Φ′
|φ|
)
,
F ′
2|φ|
=
1
8|φ|3
(
Φ′′′ −
3Φ′′
|φ|
+
3Φ′
|φ|2
)
. (4.10)
If condition (4.3) is satisfied, then using the following inequality for integral,∣∣∣∣∫ f(x)dx∣∣∣∣ ≤ ∫ |f(x)| dx , (4.11)
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we have the following estimates,
|F | ≤ ǫ |φ|2 + C1,
|Φ| ≤
ǫ
6
|φ|6 +
C1
2
|φ|4 + C2 |φ|
2 + C3 , (4.12)
where C1 = |F (0)|, C2 =
∣∣∣ Φ′2|φ|(0)∣∣∣ and C3 = |Φ(0)|. Then we have the norm of the
Christoffel symbol satisfies ∣∣∣Γ˜∣∣∣ ≤ 2ǫ|φ|3 + C1|φ| . (4.13)
Hence, by our assumption in 4.1 and 4.2, we have
|Φ| ≤
ǫ
6
|φ|6 +
C1
2
|φ|4 + C2 |φ|
2 + C3 , (4.14)
|Γ| ≤ 2ǫ|φ|3 + C1|φ| . (4.15)
This complete the proof.
Our assumption in (4.3) is satisfied for several examples of Ka¨hler manifold, for exam-
ples are Cn and CP n which are widely used in the theory. For Cn, the Ka¨hler potential
is given by |φ|2, then clearly F is vanish, hence F
′
2|φ|
is bounded by 0. In case of CP n, the
Ka¨hler potential (using standard Fubini-Study metric) is given by
ΦCPn(|φ|) = ln(1 + |φ|
2) . (4.16)
Then we have,
F = −
1
(1 + |φ|2)2
, (4.17)
and ∣∣∣∣ F ′2|φ|
∣∣∣∣ = 2(1 + |φ|2)3 , (4.18)
which is bounded above by 2.
5 Local Existence
In this section, we will prove the local existence of the evolution equation (3.35) using
Segal’s theorem. Furthermore, we shall show that solutions of (3.35) are the solutions of
the original equations, namely (3.1) and (3.8).
In section 3, we have derived the equation of motions for u and have taken the field u
lie in H = (H2 ×H1)
3. Let us consider the linear part of the evolution equation (3.35),
du
dt
= Au . (5.1)
By decomposing the A and E fields into transverse and longitudinal components, we can
write (5.1) as follow,
d
dt
[
AasT
EasT
]
=
[
0 I
△ 0
] [
AasT
EasT
]
,
d
dt
[
AasL
EasL
]
= 0 , (5.2)
d
dt
[
φi
πi
]
=
[
0 I
△ 0
] [
φi
πi
]
,
d
dt
[
φ¯j¯
π¯j¯
]
=
[
0 I
△ 0
] [
φ¯j¯
π¯j¯
]
. (5.3)
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Each pair of fields (AT , ET ), (φ, π),and (φ¯, π¯) satisfies the linear wave equation and
(AL, EL) is a constant of the linearized equation. Thus, the linear operator A gener-
ates a one-parameter semigroup on H and for any initial value u0 = u(t0) ∈ H, the
linearized equation admits a classical solution which can be written as 2,
u(t) = eA(t−t0)u0 . (5.4)
Then, it follows that the solution of linearized equation is globally defined on H.
Following the result above, by writing the evolution equation (3.35) as an integral
equation,
u(t) = eA(t−t0)u0 +
∫ t
t0
ds eA(s−t0)J(u(s)) , (5.5)
the local existence of solution of the equation is established by showing that the nonlinear
operator J satisfies Lipshitz condition,
‖J(u′)− J(u)‖ ≤ C (‖u′‖, ‖u‖) ‖u′ − u‖ , (5.6)
for all u′, u ∈ H. The norm ‖ . ‖ is designed for H norm and C(, ) is some monotonically
increasing, finite function of the norm indicated. Then, for any initial data u0 = u(t0) ∈
DA, where DA is a domain of linear operator A, the evolution equation (3.35) admits a
unique classical solution on some interval (T1, T2) containing t0 either (T1, T2) = (−∞,∞)
or ‖u(t)‖ → ∞ as t→ T1 or T2.
Let us write the components of the non-linear operator J as J = (J1, J2, J3, J4, J5, J6).
The proof that J satisfies a Lipshitz condition is facilitated by a Schauder ring property
for Sobolev space over R3 and the Sobolev inequality over R3,
‖∂ru‖Lp ≤ C‖∂
su‖θLm ‖u‖
1−θ
Lq
, (5.7)
for real numbers q,m with 1 ≤ q,m ≤ ∞ and r, s are integers where 0 ≤ r < s which
satisfy
1
p
=
r
3
+ θ
(
1
m
−
s
3
)
+ (1− θ)
1
q
, (5.8)
with r/s ≤ θ ≤ 1 and p is non negative, and a constant C depends only on m, j, q, r and
θ. For further discussion on Sobolev inequality, see [12].
Now, since the theory has scalar fields dependent gauge couplings, we have to make
an assumption for the gauge kinetic function in order to prove that EC is a mapping from
H to H2 and locally Lipshitz continuous.
Lemma 5. Let the fields (A,E, φ, π, φ¯, π¯) ∈ H. If the first derivative of the real part of
the gauge kinetic function is at most a linear growth,
‖∂ihab‖H1 = ‖∂j¯hab‖H1 ≤ C‖φ‖H2 , (5.9)
then EC lies in H2. Furthermore, if ∂shab is also a locally Lipshitz function, then EC is a
locally Lipshitz function.
2for details review, see [1], [11].
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Proof. Define a norm for a gauge indexed field as
|A|2 = habA
asAbs . (5.10)
By definition of Sobolev norm, we have
‖EC‖H2 =
(
‖EC‖
2
L2 + ‖D
2EC‖
2
L2
)1/2
. (5.11)
Using (3.26), we have
‖EC‖L2 ≤ C‖ρ‖L6/5 , (5.12)
and by definition of ρ and using Holder inequality, we have
‖ρ‖2L6/5 ≤ ‖EA‖
2
L6/5
+ ‖Xπ‖2L6/5 + ‖E∂sh‖
2
L6/5
+ ‖F∂sk‖
2
L6/5
+ ‖kAF‖2L6/5
≤ ‖E‖2L2‖A‖
2
L3
+ ‖X‖2L3‖π‖
2
L2
+ ‖E‖2L2‖∂sh‖
2
L3
+ ‖∂sk‖
2
L3
‖F‖2L2 + ‖kA‖
2
L3
‖F‖2L2
≤ ‖E‖2L2‖A‖
2
H1 + ‖X‖
2
H1‖π‖
2
L3 + ‖E‖
2
L2‖∂sh‖
2
H1 + ‖F‖
2
L2
(
‖∂sk‖
2
H1 + ‖kA‖
2
H1
)
,
(5.13)
where we used the Sobolev inequality to show that ‖u‖L3 ≤ C‖u‖H1.
Since ∂sE
s
C = 4πρ, by taking Fourier transform on both sides, we have
EˆsC = −i4π
ks
|k|2
ρˆ , (5.14)
hence, we have
‖D2EC‖
2
L2 =
∫
R3
d3x (∂q∂rECs)
2
=
∫
R3
d3k
∣∣∣k2EˆCs∣∣∣2
= (4π)2
∫
R3
d3k |ksρˆ|
2
= (4π)2
∫
R3
d3x (∂sρ)
2 = (4π)2‖∂sρ‖
2
L2 . (5.15)
Using definition of Sobolev norm and Schauder ring property, we have
‖∂sρ‖
2
L2
≤ ‖EA‖2H1 + ‖Xπ‖
2
H1
+ ‖E∂sh‖
2
H1
+ ‖F∂sk‖
2
H1
+ ‖kAF‖2H1
≤ ‖E‖2H1‖A‖
2
H1
+ ‖X‖2H1‖π‖
2
H1
+ ‖E‖2H1‖∂sh‖
2
H1
+ ‖F‖2H1
(
‖∂sk‖
2
H1
+ ‖kA‖2H1
)
.
(5.16)
By definition of field strength, we get an estimate
‖F‖H1 ≤ C
(
‖A‖H2 + ‖A‖
2
H2
)
, (5.17)
and using condition (5.9),
‖∂sh‖H1 ≤ ‖∂ih‖H1‖∂sφ‖H1 ,
≤ C‖φ‖2H2 (5.18)
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and the fact that gauge kinetic function is a holomorphic function, we have
‖EC‖H2 ≤ C
(
‖A‖H2‖E‖H1 + ‖φ‖H2‖π‖H1 + ‖φ‖
2
H2‖E‖H1 + ‖A‖H2‖φ‖
2
H2
+‖A‖2H2‖φ‖
2
H2
+ ‖A‖3H2‖φ‖H2 + ‖A‖
2
H2
‖φ‖2H1
)
, (5.19)
which shows that EC lies in H2 for all u ∈ H and the first part of the lemma is proven.
Now we will prove the Lipshitz condition for EC which is important for proving the
local existence of the evolution equation. From the definition of EC we have
EasC (u
′)−EasC (u) =
rˆs
4πr2
∗
(
−f cbf
{
h′abh′cdA
′f
r E
′r
d − h
abhcdA
f
rE
r
d
}
−h′abg′ij¯
{
X ′ib π¯
′ j¯ + X¯ j¯′bπ
′i
}
+ habgij¯
{
X ibπ¯
j¯ + X¯ j¯bπ
i
}
+h′ab
(
k′def
d
bc − k
′
bdf
d
ce
)
A′crF˜ ′es0 − hab
(
kdef
d
bc − kbdf
d
ce
)
AcrF˜ es0
−h′abE ′cs∂sh
′
bc + h
abEcs∂shbc + h
′abF˜ ′cs0∂sk
′
bc − h
abF˜ cs0∂skbc
)
.
(5.20)
Recalling the estimate from the prove of the first part of lemma and using assumption
that ∂shab is locally Lipshitz, then we have
‖EasC (u
′)−EasC (u)‖H2 ≤ K
{
‖A′ − A‖H2
[
‖E ′‖H1 + ‖φ‖
2
H2 (‖A‖H2 + ‖A‖H2‖A
′ + A‖H2
+‖A‖2H2 + ‖A
′ + A‖H2
)]
+ ‖E ′ − E‖H1
(
‖A‖H2 + ‖φ‖
2
H2
)
+‖π′ − π‖H1‖φ‖H2 + ‖φ
′ − φ‖H2 [‖E‖H1‖φ
′ + φ‖H2
+‖A‖H2 (1 + ‖A‖H2) ‖φ
′ + φ‖H2 + ‖A
′‖2H2 (1 + ‖A
′‖H2)
]}
= C1(‖u
′‖, ‖u‖)‖A′ −A‖H2 + C2(‖u
′‖, ‖u‖)‖E ′ − E‖H1
+C3(‖u
′‖, ‖u‖)‖φ′ − φ‖H2 + C4(‖u
′‖, ‖u‖)‖π′ − π‖H1 . (5.21)
Then for u ∈ H, EC is a locally Lipshitz function which proves the second part of the
lemma.
The final proof of Lipshitz condition for J is established by showing that the other
components of J are also Lipshitz functions. Using Sobolev inequality, we have
‖J2(u
′)− J2(u)‖H1 ≤ C
{
‖A′ −A‖H2
[
‖A‖H2 + ‖A‖
2
H2
+ ‖E‖H1‖φ
′‖2H2 + ‖φ‖
2
H2
+ ‖E‖H1‖φ
′‖2H2
+‖A′ + A‖H2
(
1 + ‖A′‖H2 + ‖φ‖
2
H2 + ‖φ
′‖H2‖π
′‖H1
)
+ ‖φ′‖H2‖π
′‖H1
]
+‖E ′ −E‖H1
[
‖φ′‖H2‖π
′‖H1 + ‖φ‖
2
H2
+ ‖A′‖H2‖φ
′‖2H2
]
+‖φ′ − φ‖H2
[
‖φ′‖H2 + ‖φ
′ + φ‖H2
(
‖E‖H1 + ‖A
′‖H2 + ‖A
′‖2H2 + ‖A‖H2
)
+‖π‖H1‖E‖H1 + ‖π‖H2
(
‖A‖H2 + ‖A‖
2
H2
)
+ ‖φ‖H2
]
+‖π′ − π‖H1
[
‖E‖H1 + ‖φ
′‖H2
(
‖A‖H2 + ‖A‖
2
H2
) ]}
= C5(‖u
′‖, ‖u‖)‖A′ − A‖H2 + C6(‖u
′‖, ‖u‖)‖E ′ − E‖H1
+C7(‖u
′‖, ‖u‖)‖φ′ − φ‖H2 + C8(‖u
′‖, ‖u‖)‖π′ − π‖H1 , (5.22)
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and
‖J4(u
′)− J4(u)‖H1 ≤ C
{
‖Γ′ − Γ‖H2
[
‖φ′‖H2 + ‖A
′‖H2‖φ
′‖2H2 + ‖A
′‖2H2‖φ
′‖2H2 + ‖π‖
2
H1
]
‖E ′ − E‖H1
[
‖φ‖H2‖E
′ + E‖H1 + ‖φ
′‖H2‖F‖H1
]
+ ‖π′ − π‖H1‖Γ‖H2
‖A′ −A‖H2
[
‖φ′‖H2 + ‖A
′ −A‖H2
(
‖φ′‖H2 + ‖Γ‖H2‖φ‖
2
H2
)
+ ‖Γ‖H2‖φ‖
2
H2
+ (1 + ‖A′ + A‖H2) (‖φ‖H2‖F
′ −F‖H1 + ‖φ‖H2‖E
′‖H1)
]
+‖φ′ − φ‖H2
[
‖Γ‖H2‖φ
′ + φ‖H2
(
1 + ‖A‖2H2
)
+ ‖A′‖H2 + ‖A‖H2
+‖A‖2H2 + ‖E‖H2‖F‖H1 + ‖E‖
2
H2 + ‖F‖
2
H2
]
+ ‖∂j¯V
′
S − ∂j¯VS‖H1
}
.
(5.23)
Using estimate (4.2) and (5.17) and using the assumption in (2.5), we have
‖J4(u
′)− J4(u)‖H1 ≤ C9(‖u
′‖, ‖u‖)‖A′ −A‖H2 + C10(‖u
′‖, ‖u‖)‖E ′ − E‖H1
+C11(‖u
′‖, ‖u‖)‖φ′ − φ‖H2 + C12(‖u
′‖, ‖u‖)‖π′ − π‖H1 .(5.24)
Thus, from lemma 5, (5.22) and (5.24), the nonlinear operator J is a mapping from H to
itself and satisfies locally Lipshitz condition.
Then by Segal’s theorem, for any initial data u0 in H, there exists a positive constant
T > 0 depending on u0 such that the equation (3.35) admits a unique mild solution
which is continuous in H for an interval [0, T ], i.e. u ∈ C([0, T ],H) which satisfies
(5.5). Furthermore, the solutions can be extended into maximal mild solutions on interval
[0, Tmax) such that either
1. Tmax = +∞ and the equation (3.35) admits a global solution, or
2. ‖u(t)‖ → ∞ as t→ Tmax and the solution blow up on a finite time Tmax .
If the initial value u0 lies in DA then equation (3.35) admits a unique classical solutions
u(t) for an interval [0, Tmax) which remains in DA and satisfies differential equations
du(t)
dt
= Au(t) + J(u(t)) , (5.25)
with du(t)
dt
is a continuous curve in H. Then, the solutions u belong to,
u ∈ C1 ([0, Tmax),H) ∩ C ([0, Tmax), DA) , (5.26)
such that either Tmax = +∞ or ‖u(t)‖ → ∞ as t→ Tmax.
Now, we shall show that the solution of modified equation (3.35) which satisfy the
constraint is the solution of original equation.
Following result of [4] for the constraint equation, we have
‖C(t)‖2L2 ≤ ‖C(0)‖
2
L2
exp
(∫ t
0
C ′‖E(s)‖H1
)
. (5.27)
Since the initial value of the constraint equation is C(0) = 0, then C(t) is vanished in the
interval existence of u (t). Hence, the solutions of modified equation (3.35) always satisfy
the constraint equation then it is the solutions of the original equation.
Therefore, we have proven,
14
Theorem 1. Let u0 be any initial data lying in H = (H2 × H1)
3. If the conditions
(2.5), (4.1), (4.2), and (4.3) are satisfied, then there exists a positive constant Tmax > 0
depending on u0 such that the integral equation (5.5) admits a unique maximal solution
u(t) on interval [0, Tmax) which belongs to u ∈ C ([0, Tmax),H) and either
1. Tmax = +∞ and the equation (3.35) admits a global solution, or
2. ‖u(t)‖ → ∞ as t→ Tmax and the solution blow up on a finite time Tmax .
Furthermore, if u0 lies in DA and satisfies the constraint C(u0) = 0, then the equation
(3.35) admits a unique classical solution u(t) for an interval [0, Tmax) which remains in
DA, and belong to u ∈ C
1 ([0, Tmax),H) ∩ C ([0, Tmax), DA), and satisfy the constraint
C(u(t)) = 0 such that either Tmax = +∞ or ‖u(t)‖ → ∞ as t→ Tmax.
A Convention and Notation
The purpose of this appendix is to inform our conventions used in this paper. The
spacetime metric is flat with the signature (−,+,+,+).
The following indices are used:
µ, ν, ρ, σ = 0, . . . , 3, label 4-dimensional flat spacetime
r, s, p, q = 1, 2, 3, label 3-dimensional flat space
i, i¯, j, j¯, k, k¯ = 1, . . . , nc, label nc dimensional Ka¨hler manifold
a, b, c, d = 1, . . . , nv, label the gauge index
B List of Inequality
In this appendix, we mention some basic inequalities used in this paper. For detail reviews,
see [10, 12].
Young inequality for convolution
Suppose f ∈ Lp(R
d) and g ∈ Lq(R
d) and
1
p
+
1
q
=
1
r
+ 1 , (B.1)
with p, q, r ∈ R and 1 ≤ p, q, r ≤ ∞. Then
‖f ∗ g‖Lr ≤ ‖f‖Lp‖g‖Lq . (B.2)
If g ∈ Lq,w(R
d) where Lq,w is weak Lq space, then
‖f ∗ g‖Lr ≤ ‖f‖Lp‖g‖Lq,w , (B.3)
with p, q, r are defined and satisfy condition above.
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Holder inequality
Let p, q, r be positive numbers and satisfy p, q, r ≤ 1 and
1
p
+
1
q
=
1
r
. (B.4)
Suppose f ∈ Lp(R
d) and g ∈ Lq(R
d), then fg ∈ Lr(R
d) and
‖fg‖Lr ≤ ‖f‖Lp‖g‖Lq . (B.5)
Sobolev inequality
Let q,m be real numbers with 1 ≤ q,m ≤ ∞ and r, s are integers where 0 ≤ r < s which
satisfy
1
p
=
r
3
+ θ
(
1
m
−
s
3
)
+ (1− θ)
1
q
, (B.6)
with r/s ≤ θ ≤ 1 and p is non negative. For u ∈ Hs(R
3) ∩ Lq(R
3), there is a positive
constant C which depends only on m, j, q, r and θ such that the following inequality holds
‖∂ru‖Lp ≤ C‖∂
su‖θLm ‖u‖
1−θ
Lq
. (B.7)
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