Visual speech, i.e., video recordings of speakers' mouths, plays an important role in improving the robustness properties of automatic speech recognition (ASR) against noise. Optimal fusion of audio and video modalities is still one of the major challenges that attracts significant interest in the realm of audiovisual ASR. Recently, turbo decoders (TDs) have been successful in addressing the audio-visual fusion problem. The idea of the TD framework is to iteratively exchange some kind of soft information between the audio and video decoders until convergence. The forward-backward algorithm (FBA) is mostly applied to the decoding graphs to estimate this soft information. Applying the FBA to the complex graphs that are usually used in large vocabulary tasks may be computationally expensive. In this paper, I propose to apply the forward-backward algorithm to a lattice of most likely state sequences instead of using the entire decoding graph. Using lattices allows for TD to be easily applied to large vocabulary tasks. The proposed approach is evaluated using the newly released TCD-TIMIT corpus, where a standard recipe for large vocabulary ASR is employed. The modified TD performs significantly better than the feature and decision fusion models in all clean and noisy test conditions.
Introduction
The performance of modern automatic speech recognition (ASR) systems is very accurate in quite surroundings. However, in uncontrolled varying listening environments, the distortion occurs to the acoustic signals severely affect the accuracy of ASR. With the increasing use of multimedia data in communication technologies, a non-traditional approach to enhance the performance of ASR systems in noisy environments comes from the fact that speech is bi-modal (audio-visual) [1] . In noisy environments, humans start to read the movement of the speaker's lips and combine this information with the speech signals to enhance their intelligibility of speech. Inspired by this phenomenon, the idea of employing visual information in ASR has been adopted in many studies.
One of the most challenging tasks in the realm of audiovisual ASR (AV-ASR) is the fusion of the audio and video modalities [2] [3] [4] [5] . Recently, turbo decoders (TD) have been very successful in solving the audio-visual fusion task [6] [7] [8] . Turbo codes trace their roots back to digital communication, where they were originally proposed for forward-error correction [9] . The idea of using TD as an audio-visual fusion model is to iteratively exchange soft -also called extrinsic-information between the single modality decoders until convergence. The definition of this soft information varies in literatures. In [6] , the a posteriori probabilities were used as the exchanged information, where an altered forward-backward algorithm (FBA) was employed to find these probabilities. In [7] , the authors reported better results by using a modified version of the FBA-based state posteriors. Viterbi-based soft output scores were also employed in [7] as the exchanged extrinsic information.
Most of the TD-based AV-ASR results reported in [6] [7] [8] have been obtained using the GRID audio-visual corpus, which is a small vocabulary task with a fixed grammar. It is, however, known that approaches tested on small vocabulary tasks may be computationally not feasible and do not always work similarly when explored for large vocabulary continuous speech recognition (LVCSR) tasks [10] . For example, the estimation of the extrinsic information in the TD framework may be computationally feasible when applied to the Grid corpus. However, for large vocabulary tasks, where a more complex graph that includes context-dependent acoustic models and a language model are used, the computation of the extrinsic information may be computationally too expensive.
In this paper, an approximation to the FBA-based extrinsic information in [7] is proposed. The idea is to apply the FBA to a lattice of the most-likely utterances instead of using the entire decoding graph to compute the modified posterior probabilities, i.e., the extrinsic information. The lattices are generated in each iteration using modified likelihoods. These modified likelihoods are computed as weighted exponents of the likelihoods of a single-modality recognizer, e.g., audio ASR, and the extrinsic information from the other parallel recognizer.
Due to the lack of publicly available audio-visual LVCSR corpora, which is a problem commonly reported in literatures, the proposed approach is evaluated using the newly published TCD-TIMIT audio-visual continuous speech corpus. Despite the small vocabulary nature of the TCD-TIMIT phone recognition task, applying standard LVCSR approaches to such a corpus can give an insight into the performance of the proposed approach when tested on audio-visual LVCSR tasks [10] .
The remaining paper is organized as follows: After a brief summary of the TD-based audio-visual fusion model in Section 2, the proposed approximation of the extrinsic information is introduced in Section 3. In Section 4, the proposed approach is evaluated using clean and distorted versions of the newly published TCD-TIMIT audio-visual corpus. Finally, the paper is concluded in Section 5.
Turbo Decoding
To set the stage, the state-conditional likelihoods p(os(t)|qs) of a feature vector os at time frame t given a state qs in a single-modality recognizer are denoted by bq s (t), where s can be an audio (a) or a video (v) stream. The posterior probability p(qs(t)|Os) of a state qs at time frame t given a sequence of T feature vectors Os = {os(t)} T t=1 is denoted by γt(qs). The soft (extrinsic) information exchanged by the audio and video recognizers is denoted byγt(qs). For Qs states of a singlemodality recognizer, the vector notation of the extrinsic informationγs t = {γt(qs)} 
before it can be deployed in the parallel recognizer. The matrices Mav and Mva linearly transform the extrinsic information from the audio to the video state space and vice versa. In this study, same state spaces for the audio and video modalities are used. Thus, Mav and Mva are the identity matrix. Figure 1 summarizes the basic concept of TD for audiovisual fusion. In each iteration, the state-conditional likelihoods bq s of a single-modality recognizer are modified using the extrinsic information gq s from the parallel recognizer. The modified pseudo likelihoodsbq s are estimated viã
As can be seen in Equation (2) , the relative contribution of the extrinsic information is controlled by the stream exponent λs. After modifying the likelihoods using the extrinsic information, the FBA is employed using the pseudo likelihoods to estimate modified state posteriorsγ(qs). Finally, decoding is achieved by finding the most likely stateqs at each time frame viâ qs = arg max qs∈Qs {γ(qs)}.
The extrinsic informationγ(qs) can be estimated by removing the pseudo likelihoods from the modified posteriors viȧ
As discussed in [7] , removing the pseudo likelihoods as in (4) can avoid re-using the information and prevent overemphasizing the likelihoods in each iteration. Equation (4) defines the extrinsic informationγ(qs) as a prior probability that is estimated by one decoder and provided to the other decoder to help finding the most likely state sequence. Note that the extrinsic information in (4) still needs to be normalized in order to ensure the stochastic constraint.
Turbo Decoding for LVCSR
In order to estimate the extrinsic information as shown in (4), the posterior probabilityγ(qs) should be first estimated using the FBA. Since applying the FBA to the complex graphs usually used in LVCSR systems is computationally too expensive, a simple modification to the TD framework is proposed in Figure  2 . As can be seen, the modified likelihoodbq s are first employed 
Generate lattice
Generate lattice to find a simpler graph, i.e., a lattice that contains the most likely state sequences. The FBA can then be applied to the generated lattice to find approximated state posteriorsγ(qs). Finally, the extrinsic information can be estimated in a usual manner as in (4) using the approximated posteriors.
Implementation Issues
It has been noticed that the modified posterior probabilities γ(qs) are sparse and this leads to sparse pseudo likelihoodsbq s .
To avoid numerical errors caused by estimating the extrinsic information using (4), bothγ(qs) andbq s need to be floored and γ(qs) needs to be re-normalized. The linearly-transformed extrinsic information gq s has a very different dynamic range compared to the likelihoods b(qs). In order for the pseudo likelihoodsb(qs) in (2) not to be dominated by gq s orb(qs), a fixed exponent λp needs to be applied to gq s to balance its dynamic range with respect tob(qs) [8] .
The stream weights λs have been chosen using a grid search with a minimum phone error rate (PER) criterion. The grid search is conducted in each iteration using a development set. The PER of the development set is also used to determine the convergence of the framework. The optimal stream weight in each iteration as well as the number of iterations until convergence are deployed during testing. A weighting scheme similar to the one proposed in [7] has also been tried. However, no significant differences in the PERs have been noticed.
Very similar results as the ones introduced in Section 4 have been obtained when the modified likelihoodsbs from one iteration are re-modified in the following iteration instead of the original likelihoods bs. Moreover, usingbs instead of bs has shown very good convergence properties, namely, the TD framework converges faster to more stable results.
Experiments and Results

Dataset
The TCD-TIMIT audio-visual continuous speech corpus [11] has been used for evaluation. TCD-TIMIT is a free audio-visual version of the well known TIMIT database [12] . The corpus contains audio and video recordings of 56 speakers with an Irish accent. It also contains utterances spoken by 3 speakers with non-Irish accents and 3 professional lip speakers. However, utterances from those 6 speakers are not used here. Each speaker utters 98 TIMIT sentences. Like the TIMIT corpus, the task of the TCD-TIMIT is phone recognition in continuous speech.
In addition to a 16 kHz down-sampled version of the clean TCD-TIMIT utterances, 36 noisy versions have been created. Six noise types have been used: White, babble, and car noise from the RSG-10 database [13] , living room noise from the second CHiME challenge [14] , street and cafe noise from the third CHiME challenge [15] . The noise signals have been added to the clean utterances at 6 signal-to-noise ratios (SNRs) from 20 dB down to −5 dB. The noise and speech signals have been mixed at the appropriate SNRs using the filtering and noise adding tool (FaNT) [16] that has been used to create the Aurora-2 [17] and Aurora-4 [18] databases.
The TCD-TIMIT corpus is originally divided into a 70% -30% training-testing split, i.e., 39 speakers for the training set (almost 5 hours) and 17 speakers for the test set. Here, the test set is further split into an 8-speaker development set (almost 1 hour) and a 9-speaker test set (1.12 hours).
Experimental Setup
Features
The 13-dimensional mel-frequency cepstral coefficients (MFCC) with their first and second derivatives have been initially used to train a Gaussian mixture model (GMM)/HMM ASR system. This system has then been used to find a linear discriminant analysis (LDA) [19] and a feature-space maximum likelihood linear regression (fMLLR) [20] transformation matrices. The dimension of the acoustic feature vectors becomes 40 after multiplying the MFCC feature vectors by the LDA matrix and then by the fMMLR matrix. Finally, 11 consecutive (5 previous, current, and 5 future) fMLLR frames have been concatenated to form the 440-dimensional feature vectors used for training the audio-only DNN/HMM hybrid system. The Kaldi speech recognition toolkit [21] has been used for acoustic feature extraction.
Appearance-based visual features have been extracted as follows: Firstly, Viola-Jones algorithm [22] has been used to detect the speakers' faces in the first frame. Next, interest points have been determined using the minimum eigenvalue algorithm [23] . The interest points have then been tracked from a video frame to another using the Kanade-Lucas-Tomasi (KLT) algorithm [24] . The interest points have been updated using the Viola-Jones and minimum eigenvalue algorithm with a refresh rate of 40 frames. Matlab's Computer Vision System Toolbox TM has been mainly used for the face detection algorithm.
From the detected face, the region of interest (ROI), which is a 67 × 67 bounding box of pixels circumferencing the mouth region, have been extracted using Viola-Jones algorithm. The ROI is then normalized and rotated. The difference between the acoustic frame rate (100 frame/s) and the visual frame rate (30 frame/s) is compensated by repeating visual frames according to the digital differential analyzer (DDA) algorithm [25] .
Finally, the actual visual features have been extracted by applying the discrete cosine transform (DCT), and the principal component analysis (PCA). The dimension of the PCA feature vectors, which has been chosen based on empirical results, is 32. Similarly to the acoustic feature extraction, the first and second derivatives have been concatenated and LDA and fM-LLR have been applied. The dimension of the visual feature vectors after applying the linear transformations is 40. Finally, 11 consecutive visual frames have been cascaded to form the final 440-dimensional visual feature vectors.
Models
A standard recipe for training LVCSR systems has been used to train speaker-independent acoustic DNN/HMM hybrid models. Firstly, GMM/HMM models have been trained, where 3-states HMMs have been used for modeling acoustic and visual representations of context-dependent tri-phones. The forced alignment algorithm has then been applied to estimate the framestate alignments that are used as the DNN's training targets.
The DNNs have 6 hidden layers, each of which consists of 1024 neurons with sigmoid activations. The number of units in the input layer equals the feature vector dimension, i.e., 440. The number of units in the output softmax layer is 1953, which is the number of the tied tri-phone states (senones) [26] . The DNN weights have been tuned using stochastic gradient descent and back propagation algorithms so that the sequential minimum bias risk (sMBR) objective function [27] is minimized.
Visual DNN/HMM hybrid models have been trained similarly to the acoustic ones. However, the frame-state alignments used for training the initial visual mono-phone GMM/HMMs and the final visual DNN/HMMs have been obtained from the corresponding acoustic models.
A simple bi-phone language model has been used for decoding. The phone-level transcription of the training set has been used for training the bi-phone language model. The LVCSR training procedure described above is, however, very flexible and any complex language model can be used instead of the bi-phone model.
Feature and Decision Fusion Schemes
The performance of the modified TD framework has been compared to two well known audio-visual fusion schemes. The first one is the feature fusion (FF) scheme, also called direct or early integration. The second fusion model is the decision fusion (DF), also called separate or late integration.
In the FF scheme, fusion is applied at the feature level. The audio and video feature vectors are concatenated to form new audio-visual feature vectors. The new feature vectors are then used to train an AV-ASR system. In this type of fusion, both the audio and video features are assumed to have the same utility and reliability at each time frame.
In the DF models, the audio and video streams are first recognized separately. The recognition results are then combined using a voting scheme. Unlike FF, DF can control the contribution of the audio and video streams to the overall results according to their reliabilities using stream confidence measures. DF, on the other hand, does not account for the natural temporal dependencies between the audio and video streams like the FF.
In this study, ROVER (Recognition Output Voting Error Reduction) [28] has been used to combine the recognition results of the audio-only and video-only recognizers. All hyper parameters required for ROVER have been tuned for each noise condition using the corresponding development sets.
Results
The performance in all experiments has been evaluated in terms of PER. The test set PER of the speaker-independent video-only ASR is 65.4. Table 1 shows the results of the audio-only ASR system in all noise conditions. The results are obtained from a clean-train-noisy-test setup. This explains the massive increase in the PERs in all noisy environments. Tables 2-4 show the test set PERs of the FF-, DF-, and TD-based AV-ASR system in all noisy conditions. Although the video-only ASR results is very high, the performance of all AV-ASR systems shown in Tables  2-4 is consistently better than the audio-only ASR system in every test condition. Comparing the AV-ASR results, the approximated TD framework outperforms the FF and DF schemes with average relative PER reduction of 15% and 10%, respectively. Figure 3 compares the evolution of the audio-only, videoonly, and all audio-visual ASR systems with respect to the SNR. The PER results in Figure 3 are the average over the test conditions, i.e., last row in Tables 1-4. As can be seen, the performance of the FF-based AV-ASR system is better than the best performance of the audio-only and video-only ASR systems in high SNRs. In low SNRs, however, FF-based AV-ASR is outperformed by the video-only ASR system. Figure 3 shows also that the performance of the DF-based AV-ASR system follows the best performance of the audio-only and video-only ASR systems if the difference between their performances is large. It only becomes slightly better than both the audio-only and video-only ASR systems at 10 dB when their performances become comparable. Even with the approximation introduced to the TD framework in this study, the TD-based AV-ASR performance has the advantage of the FF at high SNRs and similar behavior of the DF models at low SNRs, where it is always better than the best performance in every test condition. 
Conclusions
Audio-visual fusion can be conducted using the framework of turbo decoders, where soft information is exchanged between the audio and video decoders until both decoders agree on the decoding results, i.e., until convergence. The estimation of the soft (extrinsic) information typically includes the application of the forward-backward algorithms (FBA) or the soft output Viterbi algorithm to the decoding graphs. Despite being applicable in the context of small vocabulary tasks, it may be computationally too expensive to apply these algorithms to complex graphs usually used in large vocabulary tasks, where contextdependency and language models are included. In this paper, a modified turbo decoding framework for audio-visual fusion has been introduced. The modified framework allows for turbo decoders to be applied to audio-visual large vocabulary automatic speech recognition tasks in a straightforward way. Instead of applying the FBA to the entire decoding graph to estimate the extrinsic information, it can be simply applied to a lattice of the most-likely state sequences. The reduced state space of the lattices makes the estimation of the extrinsic information using the FBA computationally feasible. Because of the lack of publicly available audio-visual LVCSR corpora, the modified TD has been evaluated using the newly released TCD-TIMIT audiovisual continuous speech corpus. However, a typical LVCSR recipe has been applied to the TCD-TIMIT to get an insight into the performance of the proposed approach when applied to audio-visual LVCSR corpora. The approximated TD has outperformed the feature fusion and decision fusion approaches in all clean and noisy conditions.
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