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INTERTWINING DIFFUSIONS AND WAVE EQUATIONS
SOUMIK PAL AND MYKHAYLO SHKOLNIKOV
Abstract. We develop a general theory of intertwined diffusion processes of any di-
mension. Our main result gives an SDE characterization of all possible intertwinings of
diffusion processes and shows that they correspond to nonnegative solutions of hyperbolic
partial differential equations. For example, solutions of the classical wave equation corre-
spond to the intertwinings of two Brownian motions. The theory allows us to unify many
older examples of intertwinings, such as the process extension of the beta-gamma algebra,
with more recent examples such as the ones arising in the study of two-dimensional growth
models. We also find many new classes of intertwinings and develop systematic procedures
for building more complex intertwinings by combining simpler ones. In particular, ‘or-
thogonal waves’ combine unidimensional intertwinings to produce multidimensional ones.
Connections with duality, time reversals, and Doob’s h-transforms are also explored.
1. Introduction
We start with the definition of intertwining of two Markov semigroups that is reminiscent
of a similarity transform of two finite dimensional matrices.
Definition 1. Let (Qt, t ≥ 0), (Pt, t ≥ 0) be two Markov semigroups on measurable spaces
(E1,B1), (E2,B2), respectively. Suppose L is a stochastic transition operator that maps
bounded measurable functions on E2 to those on E1. We say that the ordered pair (Q,P )
is intertwined with link L if for all t ≥ 0 the relation Qt L = LPt holds (where both sides
are viewed as operators acting on bounded measurable functions on E2). If this is the case,
we write Q 〈L〉P .
It is clear that intertwinings are special constructions which transfer a lot of spectral
information from one semigroup to the other. Naturally one is interested in two kinds of
broad questions: (a) Given two semigroups can we determine if they are intertwined via
some link? (b) Can we find a coupling of two Markov processes, with transition semi-
groups (Qt) and (Pt), respectively, such that the coupling construction naturally reflects
the intertwining relationship? One should also ask what influence the analytic definition
of intertwining has on the path properties of this coupling.
Question (a) is known to have an affirmative answer when the transition probabilities of a
Markov process have symmetries. One can then intertwine this process with another process
running on the quotient space. Other criteria were given based on the explicit knowledge of
eigenvalues of the semigroup. Neither symmetries nor eigenvalues are generally available,
and, hence, the answer to question (a) for general Markov processes is unknown. In the
next subsection we outline briefly the development in this area over the last few decades.
On the other hand, Diaconis and Fill [DF90] initiated a program of constructing couplings
of two Markov chains whose semigroups (Qt) and (Pt) satisfy Q 〈L〉P . Such couplings lead
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Figure 1. Commutative diagram of intertwining.
to remarkable objects called strong stationary times which can be then used to determine
the convergence rate of the Markov chain with transition semigroup (Pt).
Our main result settles both questions (a) and (b) when the semigroups are diffusion
semigroups and we insist on the coupling to be a joint diffusion satisfying some natural
conditional independence properties. We provide a general theory of intertwinings in the
setting of diffusion processes allowing also for (possibly oblique) reflection at the boundary
of their domains and on each other. In fact, our result provides a complete characteri-
zation of intertwinings for diffusion processes in terms of their joint stochastic differential
equations. This allows us to reprove all the intertwining relations known so far, as well as
to produce several large classes of new examples. The coupling that we propose can be
thought of as a continuous-time limit of the Diaconis-Fill construction. In this setting, the
construction displays several remarkable properties, including stability under dimension
reduction and time-reversals.
It turns out that in this setup the link kernels are solutions to hyperbolic partial dif-
ferential equations, such as the classical wave equation in the case of intertwinings of two
Brownian motions (see Theorems 1 and 2 below for the details). This is interesting in itself
since, to the best of our knowledge, solutions of hyperbolic equations (or, wave equations)
have not had any probabilistic representation so far.
Throughout the paper we consider diffusion semigroups on finite dimensional Euclidean
spaces. Here, by a diffusion semigroup we mean a semigroup generated by a second or-
der elliptic partial differential operator with no zero-order terms and either no boundary
conditions or (possibly oblique) Neumann boundary conditions. Before we describe our
coupling construction we recall a key concept in the Diaconis-Fill construction, namely the
commutative diagram in Figure 1, which we have extended to the continuous time setting.
We consider two Markov process in continuous time, Z1 and Z2, with transition semi-
groups (Pt) and (Qt), respectively. The direction of arrows represents the action on mea-
sures (as opposed to that on functions). The diagram captures the following equivalence
of sampling schemes: starting from Z2(s) it is possible to generate a sample of Z1(s + t)
in two equivalent ways. Either sample Z2(s + t), conditionally on Z2(s) and then sample
Z1(s + t) according to L. Or, sample Z1(s), conditionally on Z2(s), via L, and follow Z1
to time (s + t). It is a part of the construction that both (Z2(s), Z2(s + t), Z1(s+ t)) and
(Z2(s), Z1(s), Z1(s+ t)) are three step Markov chains. This insistence produces a coupling
with nice path properties that can be further exploited.
The above discussion motivates the following definition of a coupling realization of
Q 〈L〉P in terms of random processes. Let (X(t), t ≥ 0) and (Y (t), t ≥ 0) represent two
time-homogeneous diffusions with state spaces X ⊂ Rm, Y ⊂ Rn and transition semigroups
(Pt, t ≥ 0), (Qt, t ≥ 0), respectively. We abuse the notation slightly. Although, X and Y
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are diffusions, their laws are unspecified because we do not specify their initial distribu-
tions. They are merely processes with the correct transition semigroup. We also suppose
that L is a probability transition operator.
Definition 2. We call a X × Y-valued diffusion process Z = (Z1, Z2) an intertwining of
the diffusions X and Y with link L (we write Z = Y 〈L〉X) if the following hold.
(i) Z1
d
= X and Z2
d
= Y where
d
= refers to identity in law, and
E [f (Z1(0)) | Z2(0) = y] = (Lf)(y),
for all bounded Borel measurable function f on X .
(ii) The transition semigroups are intertwined: Q 〈L〉P .
(iii) The process Z1 is Markovian with respect to the joint filtration generated by (Z1, Z2).
(iv) For any t ≥ 0, conditional on Z2(t), the random variable Z1(t) is independent of
(Z2(s), 0 ≤ s ≤ t), and is conditionally distributed according to L.
(v) For any t ≥ 0, conditional on Z2(0) and Z1(t), the random variables Z1(0) and Z2(t)
are independent.
The conditional independence condition (iii) captures the idea that Z2 is obtained from
Z1 with possible excess independent noise, condition (iv) is the notion that the process
that concatenates Z1(t) to {Z2(s), 0 ≤ s ≤ t} is Markov, and condition (v) ensures that
the joint law of Z(0) and Z(t) is uniquely determined via (iii) and (iv). See Figure 1 for
an illustration.
Our primary results Theorem 1 and Theorem 2 answer the questions (b) and (a), respec-
tively, raised in the beginning of the introduction. Suppose we are given the two generators
AX =
m∑
i=1
bi(x)∂xi +
1
2
m∑
i,j=1
aij(x)∂xi∂xj and(1.1)
AY =
n∑
k=1
γk(y)∂yk +
1
2
n∑
k,l=1
ρkl(y)∂yk∂yl ,(1.2)
where (bi)
m
i=1 is an R
m-valued function continuous on the interior of X , (γk)nk=1 is an Rn-
valued function continuous on the interior of Y, (aij)1≤i,j≤m and (ρkl)1≤k,l≤n are functions
taking values in the set of positive semidefinite m ×m and n × n matrices continuous on
the interior of X and Y, respectively. We make the following assumption.
Assumption 1. Assume that each X and Y satisfy either one of the following two condi-
tions.
(a) No boundary conditions. The martingale problem corresponding to AX on X with
no boundary conditions is well-posed in the sense of [SV79]. Moreover, the solution X
of the martingale problem is a Feller-Markov process. That is, its semigroup preserves
the space C0(X ) of continuous functions vanishing at infinity. For Y replace AX by
AY , X by Y, and so on.
(b) Neumann boundary conditions. The domain X is smooth. Moreover, for some
smooth vector field U1 : ∂X → Rm whose scalar product with the unit inward normal
vector field is uniformly positive on ∂X , the submartingale problem corresponding to
AX with Neumann boundary conditions with respect to U1 is well-posed in the sense
of [SV71]. In addition, the solution X of the submartingale problem is a Feller-Markov
process. That is, its semigroup preserves the space C0(X ) of continuous functions van-
ishing at infinity. Finally, the generator AX is regular in the sense that the intersection
of the space C∞c (X ) of infinitely differentiable functions on X with compact support
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with the domain of AX in C0(X ) is dense in that domain with respect to the uniform
norm on C0(X ). For Y replace ∂X by ∂Y, U1 by U2, and so on.
Assumption 2. We consider the following regularity conditions on the kernel L.
(i) Suppose that L is given by an integral operator
(Lf)(y) =
∫
X
Λ(y, x) f(x) dx
mapping C0(X ) into C0(Y).
(ii) Assume Λ(·, x) is strictly positive and continuously differentiable on Y for every fixed
x in X . Set V = log Λ and let ∇yV denote the gradient of V with respect to y.
Suppose Assumptions 1 and 2 are satisfied. Consider z ∈ Rm+n as z = (x, y) where
x ∈ Rm and y ∈ Rn.
Theorem 1. Let X, Y be the (reflected) diffusions given by the solutions of the above
martingale (submartingale resp.) problems. Let Z = (Z1, Z2) be a diffusion process on
X × Y with generator
AZ = AX +AY + (∇yV (y, x))′ ρ(y)∇y(1.3)
and boundary conditions on ∂X × Y (X × ∂Y resp.) coinciding with those of X on ∂X
(Y on ∂Y resp.). Suppose that AZ is of one of the two types described in Assumption 1.
Moreover, let the initial condition of the diffusion Z satisfy
P (Z1(0) ∈ B | Z2(0) = y) =
∫
B
Λ(y, x) dx, for all Borel B ⊆ Rm.
If Λ is such that
(i) Λ(·, x) is in the domain of AY for all x ∈ X with AY Λ being continuous on Y × X
and bounded on Y ×K for any compact K ⊂ X ,
(ii) Λ(y, ·) is in the domain of (AX)∗ (the adjoint of AX acting on measures, [EN00,
Definition B.8]) for all y ∈ Y, and
(iii) the density of the measure
(AX)∗ Λ(y, ·) is given by (AY Λ)(y, ·), in short:
(1.4)
(AX)∗ Λ = AY Λ on X × Y ,
then Z = Y 〈L〉X.
As a quick example, consider the Cauchy density kernel
Λ(y, x) =
1
π (1 + (y − x)2) .
It satisfies the one-dimensional wave equation. Consider the diffusion given by
dZ1(t) = dβ1(t), dZ2(t) = dβ2(t)−
(
2 (Z2(t)− Z1(t))
1 + (Z2(t)− Z1(t))2
)
dt,
where β1, β2 are two independent one-dimensional standard Brownian motions. Then, by
Theorem 1, for appropriate initial conditions the marginal law of Z2 is that of a standard
Brownian motion and the conditional law of Z1(t) given Z2(t) is Cauchy for every t ≥ 0.
We will now prove the converse of the previous theorem under suitable regularity as-
sumptions. Let the generators AX , AY of (1.1), (1.2) satisfy Assumption 1 and X, Y be
the corresponding diffusion processes. Suppose there is a Feller-Markov process Z satis-
fying conditions (i), (ii), (v) in Definition 2 and the following conditional independence
conditions.
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(iii)’ For any t > 0, given Z1(0), the random variables Z2(0) and Z1(t) are conditionally
independent.
(iv)’ For any t > 0, given Z2(t), the random variables Z2(0) and Z1(t) are conditionally
independent.
Theorem 2. Suppose that the kernel L satisfies Assumption 2. Moreover, assume
(i) for all x ∈ X , Λ(·, x) belongs to the domain of AY in C0(Y),
(ii) for all y ∈ Y, Λ(y, ·) belongs to the domain of (AX)∗, and
(iii) AY Λ is continuous and, for all x ∈ X , there exists a bounded open neighborhood U(x)
of x in X such that AY Λ is uniformly bounded on Y × U(x).
Then the generator of Z is given by (1.3) with the boundary conditions as in Theorem
1, and Λ satisfies (1.4). Moreover, for every function f ∈ domain (AX) ∩ C0(X ), the
commutativity relation holds:
(1.5) LAXf = AY Lf.
In the analytic literature the commutativity relation (1.5) is usually referred to as trans-
mutation of the operators AX and AY . The latter is a classical concept in the study of
partial differential equations and goes back to Euler, Poisson and Darboux in the case that
AX is the Laplacian and AY is its radial part (or, in other words, the generator of a Bessel
process). An excellent introduction to this area is the book [Car82b] by Carroll which, in
particular, stresses the role that special functions play in the theory of transmutations.
The rest of the paper is structured as follows.
(i) We end the introduction with the following subsection that reviews the literature that
has led to the development of the subject so far.
(ii) In Section 2 we give the proofs of Theorems 1 and 2. We also prove a generalization
to diffusions reflecting on moving boundaries and establish an important connection
to harmonic functions and Doob’s h-transforms.
(iii) In Section 3 we explore the Markov chain of diffusions induced by intertwinings. We
also explore the deep connection of intertwining with duality which demonstrates how
the direction of intertwining reverses with time-reversal. We also construct simulta-
neous intertwining that allows us to couple multiple duals with the same diffusion.
(iv) Section 4 is in two parts. The first collects most known examples and shows that
they are all covered by our results. This includes recent examples such as the 2d-
Whittaker growth model (related to the Hamiltonian of the quantum Toda lattice).
In the second part, we produce classes of new examples by solving the corresponding
hyperbolic partial differential equations.
(v) In Section 5 we cover diffusions reflected on a moving boundary. A major example
is the Warren construction of interlacing Dyson Brownian motions on the Gelfand-
Tsetlin cone for which we give two new proofs.
(vi) Finally, an appendix has been added on the literature on common hyperbolic PDEs
for the benefit of a reader with a probability background.
1.1. A brief review of the literature. The study of intertwinings started with the
question of when a function of a Markov process is again a Markov process. General criteria
were given by Dynkin (see [Dyn65]), Kemeny and Snell (see [KS76]), and Rosenblatt (see
[Ros11]). In [RP81], Rogers and Pitman derived a new criterion of this type and used it
to reprove the celebrated 2M − B Theorem of Pitman (see [Pit75] for the original result
and [JY79] by Jeulin and Yor for yet another proof). These examples have been reviewed
in detail in Section 4.
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Pitman’s result triggered an extensive study of functionals of Brownian motion (and,
more generally, of Le´vy processes) through intertwining relations. Notable examples in-
clude the articles by Matsumoto and Yor (see [MY00], [MY01]) which extend Pitman’s
Theorem to exponential functionals of Brownian motion by exploiting the fact that the
latter are intertwined with the Brownian motion itself (see also Baudoin and O’Connell
[BO11] for an extension to higher dimensions); the paper [CPY98] by Carmona, Petit,
and Yor presents a new class of intertwining relations between Bessel processes of different
dimensions, which can be viewed as the process extension of the well-known Beta-Gamma
algebra; the article [Dub04] by Dube´dat shows that a certain reflected Brownian motion in
a two-dimensional wedge is intertwined with a 3-dimensional Bessel process and uses this
fact to derive formulas for some hitting probabilities of the former; and the paper [Yor94]
extends the results in [MY00], [MY01] further to exponential functionals of Le´vy processes.
More recently, interwining relations were discovered in the study of random matrices
and related particle systems. In [DMDMY04], the authors Donati-Martin, Doumerc, Mat-
sumoto, and Yor give a matrix version of the findings in [CPY98], namely an intertwining
relation between Wishart processes of different parameters. The works by Warren [War07],
Warren and Windridge [WW09], O’Connell [O’C12], Borodin and Corwin [BC13] and Gorin
and Shkolnikov [GS13] exploit the idea that one can concatenate multiple finite-dimensional
Markov processes, each viewed as a particle system on the real line given by its compo-
nents, to a multilevel process provided that any two consecutive levels obey an intertwining
relation. This program was initiated by Warren in [War07] who construced a multilevel
process in which the particle systems on the different levels are given by Dyson Brownian
motions of varying dimensions with parameter β = 2 (corresponding to the evolution of
eigenvalues of a Hermitian Brownian motion). Related dynamics were studied in [WW09]
and an extension to arbitrary positive β is given in [GS13]. Such processes arise as diffusive
limits of continuous time Markov chains defined in terms of symmetric polynomials (Schur
polynomials in the case of β = 2 and, more generally, Jack polynomials, see [GS12], [GS13]
and the references therein). The articles [BC13], [O’C12] explore (among other things) the
multilevel diffusion processes corresponding to a class of Macdonald polynomials.
In many situations, intertwining relations arise as the result of deep algebraic structures.
Biane (see [Bia95]) gives a group theoretic construction that produces intertwinings based
on Gelfand pairs. In Diaz and Weinberger [DW53] the construction of intertwinings is
based on the determinantal (Karlin-McGregor) form of the transition semigroups involved.
The paper by Gallardo and Yor [GY06] exploits the intertwining of Dunkl processes with
Brownian motion and the link operator there is an algebraic isomorphism on the space of
polynomials which preserves the subspaces of homogeneous polynomials of any fixed degree.
Another example is the deep connection of the Robinson-Schensted correspondence with the
intertwining relation between a Dyson Brownian motion and a standard Brownian motion
of the same dimension established by O’Connell (see [O’C03]). An example of intertwining
given by an underlying branching structure appears in Johnson and Pal [JP14].
Originally, intertwining relations have been used to derive explicit formulas for the more
complicated of two intertwined processes from the simpler of the two processes (see the ref-
erences above). However, there are other interesting applications of intertwinings. Diaconis
and Fill [DF90] show that intertwinings of two Markov chains can be used to understand
the convergence to equilibrium of one of the chains by understanding the hitting times of
the other chain. This method relies on the fact that the latter hitting times are strong sta-
tionary times of the former Markov chain and, thus, give sharp control on its convergence
to equilibrium in the separation distance as explained by Aldous and Diaconis [AD87].
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Another application of intertwinings lies in the construction of new Markov processes, typ-
ically ones with non-standard state spaces (such as a number of copies of R+ glued together
at 0 in the case of Walsh’s spider), from existing ones (see Barlow and Evans [BE04], Evans
and Sowers [ES03] for a collection of such constructions).
Yet another related concept comes from filtering theory. In the article [Kur98] (see also
[KO88]), Kurtz considers the martingale problem version of determining when a function of
a Markov process is again Markov. The author develops the concept of a filtered martingale
problem where one considers the martingale problem satisfied by the projection of the law
of a Markov process onto a smaller filtration. It can be related to our problem at hand
in the following way. Suppose we start with the coupling given in Theorem 1. Take the
Markov process to be Z = (Z1, Z2) with its own associated filtration. Take the projection
map (z1, z2) 7→ z1. If the regularity conditions in [Kur98] are met, then the claim that Z1
is Markov should follow from the approach in [Kur98]. However, there is no systematic
way to guess such couplings from the filtering approach. Moreover, the additional diagonal
independence stipulated by conditions (iv) and (v) of Definition 2 does not follow from
this general abstract approach. In particular, there are no counterparts to Theorem 2 and
the results in Section 3 in the filtering framework. On the other hand, filtered martingale
problems can be applied to general Markov processes that are not diffusions and possibly
admit jumps.
Concurrent to our work two other interesting articles have considered strong station-
ary duality and intertwining of one-dimensional diffusions. Fill and Lyzinski [FL15] and
Miclo [Mic13] are both primarily motivated by the question of rate of convergence of one-
dimensional diffusions to equilibrium. These works are similar to ours in the sense that they
are also extensions of the Diaconis-Fill construction to continuous time. In one dimension,
these authors perform a much more detailed analysis of the dual using the scale function
and the speed measure. Miclo, for example, extends the Morris-Peres idea of evolving sets
to diffusions. This is different from our goal of characterizing the multidimensional inter-
twining coupling in terms of solutions of hyperbolic equations in its own right, and not just
as a tool for the study of convergence rates.
There is another notion of duality, originally due to Holley and Stroock [HS79], which
is prevalent in areas of probability such as interacting particle systems and population
biology models. We refer to the book by Liggett [Lig85, Definition 2.3.1] for numerous
applications. This concept is sometimes called h-duality, a particular case of which is
Siegmund duality [Sie76]. Two Markov semigroups (Qt) and (Pt) are dual with respect to
a function h : Y × X → [0,∞) if for every (y, x) ∈ Y × X we have
Qt (hx) (y) = Pt (h
y) (x),
where hx(y) = h
y(x) = h(y, x). When X = Y = R and h(y, x) = sgn(y − x) this is
called Siegmund duality. The notions of h-duality and intertwining are to some extent
equivalent, in that the function h, suitably normalized, acts as an intertwining kernel
between Q and the time-reversal of P under a Doob’s h-transform. This has been shown in
[CPY98, Proposition 5.1] and in various results in [DF90, Section 5.2]. Please consult these
references for an exact statement. For more on the role of h-transforms in the context of
intertwinings please see Section 2.
1.2. Acknowledgement. It is our pleasure to thank Alexei Borodin for pointing out the
lack of a theory of intertwined diffusions to us and for many enlightening discussions.
Soumik would also like to thank S. R. S. Varadhan for a very helpful discussion. Finally,
we are grateful for helpful comments from Ioannis Karatzas and Sourav Chatterjee that
led to an improvement of the presentation of the material from an earlier draft.
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2. Proofs of the main results, extensions, and generalizations
Notation 1. The following notations will be used throughout the text. For a subset X
of a Euclidean space, as before, C0 (X ) denotes the space of continuous functions on X
vanishing at infinity. In addition, we write C∞c (X ) for the space of infinitely differentiable
functions on X with compact support.
We start with the proof of Theorem 1.
Proof of Theorem 1. The proof is broken down into several steps. Throughout the proof
we will assume that the underlying filtered probability space is given by the canonical space
of continuous paths, C ([0,∞), X × Y), from [0,∞) to X × Y, along with the standard
Borel σ-algebra and a probability measure P, the law of the process Z. This space is then
equipped with the right continuous filtration {Ft, t ≥ 0} generated by the coordinates and
augmented with the common null sets under (Pz, z ∈ X × Y), the set of solutions of the
martingale (submartingale resp.) problem for AZ starting at z ∈ X × Y. The notation E
will refer to a generic expectation.
We will also need two sub-filtrations. Let
{FXt , t ≥ 0} and {FYt , t ≥ 0} denote the
right-continuous complete sub-filtrations of {Ft, t ≥ 0} generated the by the first m and
the next n coordinate processes in C ([0,∞),X × Y), respectively.
Step 1. We first prove that the process Z1 is a Feller-Markov process with respect to its
own filtration. By applying Itoˆ’s formula to functions of Z1 it is easy to see that Z1 solves
the martingale (submartingale resp.) problem for AX . Since the initial distributions of Z1
and X match, we must have Z1
d
= X. In particular, Z1 is a Feller-Markov process with
respect to
{FXt , t ≥ 0}.
Step 2. We now claim the following.
Claim. Take an f ∈ domain (AY ) ∩ C0 (Y). Then the function
(2.1) u(t) : Y → R, y 7→ E [f(Z2(t)) | Z2(0) = y]
is in the domain of AY in C0 (Y) for every t ≥ 0, the function t 7→ u(t) is continuously
differentiable with respect to the uniform norm on C0 (Y), and
(2.2)
d
dt
u(t) = AY u(t), t ≥ 0.
To prove the claim we define, for every fixed t ≥ 0, the function
(2.3) v(t) : X × Y → R, (x, y) 7→ E [f(Z2(t))|Z1(0) = x,Z2(0) = y] .
Thanks to the assumption on the conditional distribution of Z1(0) given Z2(0) the expec-
tation in (2.1) can be rewritten as
(2.4)
∫
X
Λ(y, x) v(t)(x, y) dx .
Moreover, by [Kal02, Thm 17.6], v(t) belongs to the domain of
(AX +AY + (∇y V )′ ρ∇y)
in C0 (X × Y) for every t ≥ 0 (here the superscript ′ denotes the transpose), the function
t 7→ v(t) is continuously differentiable with respect to the uniform norm on C0 (X × Y),
and one has the Kolmogorov forward equation
(2.5)
d
dt
v(t) =
(AX +AY + (∇y V )′ ρ∇y) v(t), t ≥ 0.
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Since the derivative ddt v(t) was defined with respect to the uniform norm on C0 (X × Y),
by the Feller-Markov property we have
(2.6)
d
dt
u(t) =
∫
X
Λ
d
dt
v(t) dx =
∫
X
Λ
(AX +AY + (∇y V )′ ρ∇y) v(t) dx.
Moreover, we note that the operator AX +AY + (∇y V )′ ρ∇y is closed as an operator on
C0 (X × Y) by Lemma 17.8 in [Kal02]. In addition, due to the continuity of its coefficients,
the subspace C∞c (X × Y) is a dense subset of its domain. In other words, C∞c (X × Y) is
a core in the sense of Chapter 17 in [Kal02]. It follows that there exists a sequence vl(t),
l ∈ N in C∞c (X × Y) which converges to v(t) uniformly on X × Y and such that(AX +AY + (∇y V )′ ρ∇y) vl(t) −→ (AX +AY + (∇y V )′ ρ∇y) v(t) as l →∞
uniformly on X ×Y as well. Therefore the rightmost expression in (2.6) can be written as
lim
l→∞
∫
X
Λ
(AX +AY + (∇y V )′ ρ∇y) vl(t) dx
= lim
l→∞
∫
X
ΛAX vl(t) +
(
ΛAY + Λ(∇y V )′ ρ∇y + (AY Λ)
)
vl(t)−
(AY Λ) vl(t) dx
= lim
l→∞
∫
X
(
ΛAY + (∇y Λ)′ ρ∇y + (AY Λ)
)
vl(t) + ΛAX vl(t)−
(
(AX)∗ Λ) vl(t) dx
= lim
l→∞
∫
X
(
ΛAY + (∇y Λ)′ ρ∇y + (AY Λ)
)
vl(t) dx,
(2.7)
with the second and third identities being consequences of V = log Λ, the equation (1.4),
and the defining property of the adjoint operator (AX)∗ (see e.g. Definition B.8 in [EN00]).
Next, fix an x ∈ X , let Λ˜(·, x) be a continuous function on Rn with compact support
in the interior of Y coinciding with Λ(·, x) on an open neighborhood of the support of
vl(t)(x, ·) in Y. Pick a compactly supported infinitely differentiable probability density
φ on Rn, set φq(y) = q φ(qy), q ∈ N, and define the infinitely differentiable functions
gq(y, x) =
∫
Rn
Λ˜(y − y˜, x)φq(y˜) dy˜, q ∈ N, belonging to C0(Y) for q large enough. Then
straightforward differentiation yields
(2.8) AY (gq vl(t)) = gq (AY vl(t))+ (∇y gq)′ ρ (∇y vl(t)) + (AY gq) vl(t).
Moreover, one has the uniform convergences gq(·, x)→ Λ˜(·, x) and ∇y gq(·, x)→ ∇y Λ˜(·, x)
as q →∞. In addition, note that
AY gq(y, x) = AY
∫
Rn
Λ˜(y − y˜, x)φq(y˜) dy˜ = AY
∫
Rn
Λ(y − y˜, x)φq(y˜) dy˜
=
∫
Rn
(AY Λ(y − y˜, x))φq(y˜) dy˜ −→ AY Λ(y, x)
for all y in the support of vl(t)(x, ·) and q chosen to be large enough before taking the limit
q → ∞ (recall the locality of AY , cf. Theorem 17.24 in [Kal02]). Here the third identity
follows from an approximation of Λ(·, x) by C∞c (Y) functions Λr(·, x), r ∈ N converging to
Λ(·, x) uniformly on Y such that AY Λr(·, x) converges to AY Λ(·, x) uniformly as well (the
existence of such functions is a consequence of C∞c (Y) being a core for the closed operator
AY , see Lemma 17.8 in [Kal02]) and another application of the closedness of AY . Passing
to the limit q →∞ in (2.8) and using the closedness of AY once more one obtains
(2.9) AY (Λ vl(t)) = Λ(AY vl(t)) + (∇y Λ)′ ρ (∇y vl(t)) + (AY Λ) vl(t),
thus, simplifying the end result of (2.7) to liml→∞
∫
X AY
(
Λ vl(t)
)
dx.
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Finally, thanks to the compactness of the support of vl(t) and the regularity assumptions
on Λ we can approximate the integrals
∫
X AY
(
Λ vl(t)
)
dx,
∫
X Λ vl(t) dx uniformly by sums
R∑
r=1
vol(Xr)AY
(
Λ(xr, ·) vl(t)(xr, ·)
)
,
R∑
r=1
vol(Xr)Λ(xr, ·) vl(t)(xr, ·),
where {Xr : r = 1, 2, . . . , R} are partitions of X into disjoint bounded measurable sets, vol
stands for the Euclidean volume, and xr ∈ Xr, r = 1, 2, . . . , R. Passing to the limit R→∞
and appealing to the closedness of AY we obtain
lim
l→∞
∫
X
AY (Λ vl(t)) dx = lim
l→∞
AY
(∫
X
(
Λ vl(t)
)
dx
)
.
Recalling that we started from a limit l→∞ that was uniform in y and using the closedness
of AY once again we identify the latter limit as AY u(t) which gives the claim.
Step 3. We now prove condition (ii) in Definition 2. To this end, it suffices to show that
for any test function f ∈ C0(X ) in the domain of AX and any t ≥ 0 it holds
(2.10) Qt Lf = LPt f.
Indeed, any bounded measurable function f on X can be viewed as the limit of a Lebesgue
almost everywhere converging sequence of uniformly bounded functions in C∞c (X ) (which,
in particular, belong to the domain of AX), so that (2.10) for the former is a consequence
of (2.10) for the latter and the Dominated Convergence Theorem. Therefore, fixing an f
in the domain of AX , we need to prove
(2.11) E
[∫
X
Λ(Z2(t), x) f(x) dx
∣∣∣∣ Z2(0) = y] = ∫X Λ(y, x)E [f(Z1(t)) | Z1(0) = x] dx
for all t ≥ 0.
To this end, we define
u(t) : Y → R, y 7→ E
[∫
X
Λ(Z2(t), x) f(x) dx
∣∣∣∣ Z2(0) = y] ,
v(t) : X → R, x 7→ E [f(Z1(t))|Z1(0) = x]
and consider the computation∫
X
Λ (AXf) dx =
∫
X
(
(AX)∗Λ) f dx = ∫
X
(AY Λ) f dx
where the first identity follows directly from the definition of the adjoint operator (AX)∗
and the second identity from (1.4). Now, a locally uniform approximation of the latter
integral by sums together with the locality (cf. [Kal02, Theorem 17.24]) and the closedness
of AY imply as in Step 2 that the function y 7→ ∫X Λ(y, x) f(x) dx belongs to the domain
of AY . Consequently, the result of Step 2 shows that u(t), t ≥ 0 is a solution of the Cauchy
problem for the Kolmogorov forward equation:
(2.12)
d
dt
u(t) = AY u(t), u(0, ·) =
∫
X
Λ(·, x) f(x) dx,
with the meaning of the equation ddt u(t) = AY u(t) as specified in the beginning of Step
2. By Proposition II.6.2 in [EN00] the solution of the problem (2.12) is unique and,
thus, to prove (2.11) it suffices to check that the right-hand side of (2.11), given by∫
X Λ(·, x) v(t)(x) dx, also solves (2.12).
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By Step 1 and Theorem 17.6 in [Kal02] the function t 7→ v(t) is differentiable with respect
to the uniform norm on C0(X ) with ddt v(t) = AXv(t) for all t ≥ 0, so that for every y ∈ Y
and t ≥ 0,
d
dt
∫
X
Λ(y, x) v(t)(x) dx =
∫
X
Λ(y, x)
d
dt
v(t)(x) dx =
∫
X
Λ(y, x)
(AX v(t)) (x) dx
=
∫
X
(
(AX)∗Λ)(y, x) v(t)(x) dx = ∫
X
(AY Λ)(y, x) v(t)(x) dx = AY
∫
X
Λ(y, x) v(t)(x) dx.
Here the third identity follows from the definition of the adjoint operator (AX)∗, the fourth
identity is a result of (1.4), and the fifth identity can be obtained by approximating v(t)
uniformly by a sequence of C∞c (X ) functions vl(t), l ∈ N such that AXvl(t) → AXv(t)
uniformly as well, interchanging AY with the integral over X as before, and passing to the
limit l→∞ by means of (1.4) and the closedness of AY , respectively. The proof of (2.10)
is complete.
Step 4. We now prove condition (iv) of Definition 2. The main claim is an iteration of
the previous step.
Claim. Fix k ∈ N, and let 0 = t0 < t1 < . . . < tk = t be distinct time points. Let G denote
the sub-σ-algebra of FYt generated by
(
Z2(ti), i = 0, 1, . . . , k
)
. Then, for all bounded
measurable functions f on X , we have
(2.13) E
[
f(Z1(t))
∣∣G] = (Lf)(Z2(t)).
The proof of the claim proceeds by induction over k. First, consider the case of k = 1
which amounts to showing
E
[
f(Z1(t)) g(Z2(t))
∣∣Z2(0) = y] = E[(Lf)(Z2(t)) g(Z2(t)) ∣∣Z2(0) = y]
for all y ∈ Y and bounded measurable f on X and g on Y. By the Monotone Class
Theorem it suffices to only consider f , g that are indicator functions of open boxes in X ,
Y, respectively, and such are in turn limits of increasing sequences of nonnegative C∞c (X ),
C∞c (Y) functions, respectively. Thus, by the Monotone Convergence Theorem we only need
to deal with f ∈ C∞c (X ), g ∈ C∞c (Y). For such f , g we define
u(t) : Y → R, y 7→ E[f(Z1(t)) g(Z2(t)) | Z2(0) = y],
v(t) : Y → R, y 7→ E[(Lf)(Z2(t)) g(Z2(t)) | Z2(0) = y].
We aim to show that the functions t 7→ u(t) and t 7→ v(t) are equal and, to this end, will
demonstrate that they satisfy the same Cauchy problem and appeal to the uniqueness of
the solution for the latter.
That u(0) and v(0) coincide follows from our assumption on the initial conditional
distribution of Z1(0) given Z2(0). Moreover, an approximation of the integral by sums
as at the end of Step 2 and a product rule analogous to (2.9) show that the function
(Lf) g =
( ∫
X Λ(·, x) f(x) dx
)
g belongs to the domain of AY . Thus, according to Step 2
the function t 7→ v(t) satisfies the Kolmogorov forward equation
(2.14)
d
dt
v(t) = AY v(t)
in the sense specified there. Now, as before, if we define
w(t) : X × Y, (x, y) 7→ E[f(Z1(t)) g(Z2(t)) | Z1(0) = x, Z2(0) = y],
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then u(t) =
∫
X w(t)(x, ·)Λ(·, x) dx. On the other hand, by Theorem 17.6 in [Kal02] the
function t 7→ w(t) solves the Kolmogorov forward equation
(2.15)
d
dt
w(t) = AZw(t)
(note that (x, y) 7→ f(x) g(y) belongs to C∞c (X × Y) and, in particular, to the domain of
AZ). Now, identical calculations to the ones in Step 2 show that t 7→ u(t) is a solution of
the problem (2.14), and it remains to appeal to a uniqueness result for the latter, see e.g.
Proposition II.6.2 in [EN00].
Now, suppose the claim holds true for some k ∈ N. Then, the conditional expectation
operator of Z1(tk) given (Z2(0), . . . , Z2(tk)) is again L. To show that the claim holds true
for (k+1), one can repeat the argument for k = 1 for the Feller-Markov process Z(tk + t),
t ≥ 0 after conditioning on (Z2(0), . . . , Z2(tk)). This completes the proof of the claim.
We have shown so far that, for any bounded measurable function f on X , any k ∈ N,
and any bounded measurable function g on Yk+1, we have
E
[
f(Z1(tk)) g(Z2(t0), . . . , Z2(tk))
]
= E
[
(Lf)(Z2(tk)) g(Z2(t0), . . . , Z2(tk))
]
.
Since the σ-algebra FYt is generated by the coordinate projections, an application of the
Monotone Class Theorem yields condition (iv).
Step 5. We now argue that Z2
d
= Y . In view of the Monotone Class and the Monotone
Convergence Theorems, it is enough to show that, for any k ∈ N and any choice of 0 =
t0 < t1 < . . . < tk = t, y0, . . . , yk−1 ∈ Y, we have the correct transition probability:
(2.16) E
[
f(Z2(t))
∣∣Z2(t0) = y0, . . . , Z2(tk−1) = yk−1] = (Qt−tk−1f)(yk−1)
for all f ∈ C∞c (Y). To this end, recall from Step 4 that the conditional distribution
of Z1(tk−1) given Z2(t0) = y0, . . . , Z2(tk−1) = yk−1 has density Λ(yk−1, ·), so that the
conditional expectation on the left-hand side of (2.16) can be written as∫
X
Λ(yk−1, x)E
[
f(Z2(t))
∣∣Z2(t0) = y0, . . . , Z2(tk−1) = yk−1, Z1(tk−1) = x] dx.
By the Feller-Markov property of Z and Theorem 17.6 in [Kal02] the latter conditional
expectation is a function of x and yk−1 only and satisfies the Kolmogorov forward equation
for AZ in those variables. Thus, the left-hand side of (2.16) is a function of yk−1 only and,
by an identical argument as in Step 2, solves the Kolmogorov forward equation for AY in
the variable yk−1. Clearly, the right-hand side of (2.16) solves the same equation with the
same initial condition at t = tk−1, and we conclude using the uniqueness theorem for the
latter (cf. Proposition II.6.2 in [EN00]).
Step 6. Next, we show condition (iii) in Definition 2. Fix any 0 ≤ s < t < ∞. We need
to show that Z1(t), conditioned on Z1(s), is independent of the σ-algebra FZs . Since Z is
assumed to be Markovian, it is enough to show that, given Z1(s), Z1(t) is independent of
Z2(s). To this end, we observe that due to the time-homogeneity of the semigroup of Z
it is sufficient to consider s = 0. In this setting and in view of the Monotone Class and
Monotone Convergence Theorems, condition (iii) in Definition 2 can be written as
(2.17)
E
[
f(Z1(t))
∣∣Z1(0) = x,Z2(0) = y] = E[f(Z1(t)) ∣∣Z1(0) = x], (t, x, y) ∈ [0,∞) ×X × Y
for all functions f ∈ C∞c (X ). The left-hand side of (2.17) satisfies the Kolmogorov forward
equation for AZ in the variables (x, y) (see e.g. Theorem 17.6 in [Kal02]) with the initial
condition (x, y) 7→ f(x). Thus, (2.17) is a consequence of the uniqueness theorem for the
latter (cf. Proposition II.6.2 in [EN00]) and an application of the following statement to
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the right-hand side of (2.17): any C0(X ) function u in the domain of AX , viewed as a
function on X ×Y, satisfies AZu = AXu. To see this it suffices to approximate u uniformly
by a sequence of C∞c (X ) functions ul, l ∈ N such that AXul → AXu in C0(X ) and to pass
to the limit l→∞ in AZul = AXul using the closedness of AZ .
Step 7. Finally, we turn to the proof of condition (v) in Definition 2. To this end, we fix
a t ≥ 0 and recall that, given Z2(0) = y0 for some y0 ∈ Y, the joint distribution/density
of
(
Z1(0), Z1(t)
)
at (x0, x1) is Λ(y0, x0)Pt(x0, x1) by condition (iii) in Definition 2. The
term Λ(y0, x0)Pt(x0, x1) is an abuse of notation since Λ is a density and Pt is a semigroup.
However, the meaning of the statement can be made rigorous through integration.
Similarly, given Z2(0) = y0, the joint distribution/density of
(
Z2(t), Z1(t)
)
at (y1, x1)
reads Qt(y0, y1)Λ(y1, x1) by condition (iv) in Definition 2. Hence, the conditional marginal
distribution of Z1(t) at x1 computes to
∫
Y Qt(y0,dy˜1)Λ(y˜1, x1).
Therefore the conditional independence of Z1(0) and Z2(t) given
(
Z2(0), Z1(t)
)
is equiv-
alent to the statement that the joint distribution/density of
(
Z1(0), Z1(t), Z2(t)
)
, given
Z2(0) = y0, at (x0, x1, y1) is∫
Y
Qt(y0,dy˜1)Λ(y˜1, x1)
Λ(y0, x0)Pt(x0, x1)∫
X Λ(y0, x˜0) dx˜0 Pt(x˜0, x1)
Qt(y0, y1)Λ(y1, x1)∫
Y Qt(y0,dy˜1)Λ(y˜1, x1)
.
In view of condition (ii) in Definition 2 this amounts to showing that the time t transition
operator of the process Z can be written as
(2.18) Pt(x0, x1)
Qt(y0, y1)Λ(y1, x1)∫
Y Qt(y0,dy˜1)Λ(y˜1, x1)
,
and the rest of the proof is devoted to a derivation of the latter formula.
Note that, on the time interval [0, t], the law of the diffusion Z is absolutely continuous
with respect to the law of the product diffusion Ẑ = (Ẑ1, Ẑ2) on X × Y with generator
AX +AY and initial condition Ẑ(0) = Z(0), and the corresponding density is given by
(2.19) exp
(∫ t
0
(
(∇yV )(Ẑ2(s), Ẑ1(s))
)′
dM̂2(s)− 1
2
∫ t
0
∥∥(∇yV )(Ẑ2(s), Ẑ1(s))∥∥2ρ(Ẑ2(s)) ds
)
where M̂2 is the local martingale part of Ẑ2 and ‖y‖2ρ(Ẑ2(s)) = y
′ρ
(
Ẑ2(s)
)
y. Indeed, start
with the product diffusion Ẑ, and consider the stopping times
τR = inf
{
s ≥ 0 :
∫ s
0
∥∥(∇yV )(Ẑ2(s˜), Ẑ1(s˜))∥∥2ρ(Ẑ2(s˜)) ds˜ ≥ R
}
, R ∈ N,
as well as the change of measure densities
exp
(∫ t∧τR
0
(
(∇yV )(Ẑ2(s), Ẑ1(s))
)′
dM̂2(s)− 1
2
∫ t∧τR
0
∥∥(∇yV )(Ẑ2(s), Ẑ1(s))∥∥2ρ(Ẑ2(s)) ds
)
,
R ∈ N. By Girsanov’s Theorem (see e.g. Chapter 3, Theorem 5.1 and Proposition 5.12 in
[KS91]), for each R ∈ N, such change of measure is well-defined, and Ẑ solves the SDE for
Z on [0, t∧τR] under the new measure. Since the law of the solution is unique (Assumption
1), it follows that, on each of the events {τR ≥ t}, the law of Z on [0, t] is absolutely
continuous with respect to the law of Ẑ on [0, t], and the corresponding density is given by
(2.19). Moreover, the assumed continuity of ∇yV and ρ implies that, with probability one,∫ t
0
∥∥(∇yV )(Z2(s), Z1(s))∥∥2ρ(Z2(s)) ds <∞,
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and consequently the events {τR ≥ t}, as R→∞, increase to a probability one event. The
desired absolute continuity and (2.19) readily follow.
Next, for any fixed ǫ ∈ (0, t), set tǫk = (kǫ) ∧ t, k = 0, 1, . . . ,K(ǫ) where K(ǫ) is the
smallest integer greater or equal to t/ǫ. We claim that the density of (2.19) can be then
rewritten as the almost sure limit
lim
ǫ↓0
exp
(K(ǫ)∑
k=1
∫ tǫk
tǫk−1
(
(∇yV )(Ẑ2(s), Ẑ1(tǫk))
)′
dM̂2(s)
− 1
2
K(ǫ)∑
k=1
∫ tǫk
tǫk−1
∥∥(∇yV )(Ẑ2(s), Ẑ1(tǫk))∥∥2ρ(Ẑ2(s)) ds
)(2.20)
along a suitable subsequence. Indeed, recall that the functions ∇yV and ρ are assumed to
be continuous. Now, compare the exponents in (2.19) and (2.20). The difference between
the stochastic integrals can be viewed as a standard Brownian motion evaluated at the
quadratic variation of that difference (see e.g. Chapter 3, Theorem 4.6 in [KS91]), and
the latter quadratic variation tends to zero almost surely in the limit ǫ ↓ 0 thanks to the
uniform continuity of ∇yV and the uniform boundedness of ρ on compact sets. It follows
that the difference between the stochastic integrals converges to zero in probability and,
hence, also almost surely along a suitable subsequence. The uniform continuity of ∇yV
and the uniform boundedness of ρ on compact sets also show that the difference between
the bounded variation terms in the exponents of (2.19) and (2.20) tends to zero almost
surely as well, yielding the representation (2.20).
Note further that, for each k = 1, 2, . . . ,K(ǫ),
Λ(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k))− Λ(Ẑ2(tǫk−1), Ẑ1(tǫk)) =
∫ tǫk
tǫk−1
(
(∇yΛ)(Ẑ2(s), Ẑ1(tǫk))
)′
dM̂2(s)
+
∫ tǫk
tǫk−1
(AY Λ)(Ẑ2(s), Ẑ1(tǫk)) ds.
This follows from an approximation of Λ(·, Ẑ1(tǫk)) by infinitely differentiable functions
gq(·, Ẑ1(tǫk)), q ∈ N in C0(Y) such that gq(·, Ẑ1(tǫk)) → Λ(·, Ẑ1(tǫk)), (∇ygq)(·, Ẑ1(tǫk)) →
(∇yΛ)(·, Ẑ1(tǫk)), and (AY gq)(·, Ẑ1(tǫk)) → (AY Λ)(·, Ẑ1(tǫk)) uniformly on Y (see Step 2
for a construction of such functions), an application of Itoˆ’s formula to the difference
gq(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k)) − gq(Ẑ2(tǫk−1), Ẑ1(tǫk)) (recall the independence of Ẑ2 from Ẑ1), and the
limit transition q →∞ in probability. Another application of Itoˆ’s formula (relying on the
positivity of Λ) gives
log Λ(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k))− log Λ(Ẑ2(tǫk−1), Ẑ1(tǫk)) =
∫ tǫk
tǫk−1
(
(∇yV )(Ẑ2(s), Ẑ1(tǫk))
)′
dM̂2(s)
+
∫ tǫk
tǫk−1
AY Λ
Λ
(Ẑ2(s), Ẑ1(t
ǫ
k)) ds−
1
2
∫ tǫk
tǫk−1
∥∥(∇yV )(Ẑ2(s), Ẑ1(tǫk))∥∥2ρ(Ẑ2(s)) ds,
k = 1, 2, . . . ,K(ǫ). Inserting this into (2.20) one obtains
lim
ǫ↓0
K(ǫ)∏
k=1
(
Λ(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k))
Λ(Ẑ2(tǫk−1), Ẑ1(t
ǫ
k))
exp
(
−
∫ tǫk
tǫk−1
AY Λ
Λ
(Ẑ2(s), Ẑ1(t
ǫ
k)) ds
))
.(2.21)
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For each k = 1, 2, . . . ,K(ǫ), one can further perform the following manipulations sample
pathwise:
1
Λ(Ẑ2(t
ǫ
k−1), Ẑ1(t
ǫ
k))
exp
(
−
∫ tǫk
tǫk−1
AY Λ
Λ
(Ẑ2(s), Ẑ1(t
ǫ
k)) ds
)
=
1
Λ(Ẑ2(tǫk−1), Ẑ1(t
ǫ
k))
(
1 +
∫ tǫk
tǫk−1
AY Λ
Λ (Ẑ2(s), Ẑ1(t
ǫ
k)) ds+ o(ǫ)
)
=
1
Λ(Ẑ2(tǫk−1), Ẑ1(t
ǫ
k)) + (AY Λ)(Ẑ2(tǫk−1), Ẑ1(tǫk))(tǫk − tǫk−1) + o(ǫ)
=
1
Λ(Ẑ2(tǫk−1), Ẑ1(t
ǫ
k)) +
∫ tǫk−tǫk−1
0 (QsAY Λ)(Ẑ2(tǫk−1), Ẑ1(tǫk)) ds+ o(ǫ)
=
1
(Qtǫk−tǫk−1Λ)(Ẑ2(t
ǫ
k−1), Ẑ1(t
ǫ
k)) + o(ǫ)
,
where in the third equality we have used the Feller property of (Qt) (cf. property (F2) on p.
315 in [Kal02]) and in the fourth the Kolmogorov forward equation (see e.g. Theorem 17.6
in [Kal02]). Since AY Λ and Λ are assumed to be continuous (hence, uniformly bounded
and uniformly continuous on compact sets), and AY Λ is assumed to be bounded on Y ×K
for any compact K ⊂ X , all o(ǫ) error terms above are uniform in k (but may depend on
the path of Ẑ). At this point, (2.21) can be rewritten as
(2.22) lim
ǫ↓0
K(ǫ)∏
k=1
Λ(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k))
(Qtǫk−tǫk−1Λ)(Ẑ2(t
ǫ
k−1), Ẑ1(t
ǫ
k))
.
This can be seen by taking the logarithm of the ratio of (2.22) and (2.21), using thereafter
a uniform in k, ǫ positive lower bound on (Qtǫk−tǫk−1Λ)(Ẑ2(t
ǫ
k−1), Ẑ1(t
ǫ
k)) (resulting from a
positive lower bound on Λ on the set product of an open neighborhood of the range of Ẑ2
on [0, t] with the range of Ẑ1 on [0, t]), and finally noting K(ǫ) o(ǫ) = o(1).
To conclude we fix an initial condition z0 = (x0, y0) ∈ X × Y and a measurable set
Z ⊂ X × Y and make the following computation:
P
(
Z(t) ∈ Z |Z(0) = z0
)
= E
[
lim
ǫ↓0
K(ǫ)∏
k=1
Λ(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k))
(Qtǫk−tǫk−1Λ)(Ẑ2(t
ǫ
k−1), Ẑ1(t
ǫ
k))
1Z(Ẑ(t))
∣∣∣ Ẑ(0) = z0]
≤ lim inf
ǫ↓0
E
[K(ǫ)∏
k=1
Λ(Ẑ2(t
ǫ
k), Ẑ1(t
ǫ
k))
(Qtǫk−tǫk−1Λ)(Ẑ2(t
ǫ
k−1), Ẑ1(t
ǫ
k))
1Z(Ẑ(t))
∣∣∣ Ẑ(0) = z0]
= lim inf
ǫ↓0
∫
X×Y
Ptǫ1(x0, x1)
Qtǫ1(y0, y1)Λ(y1, x1)∫
Y Qtǫ1(y0,dy˜1)Λ(y˜1, x1)
. . .
∫
X×Y
Ptǫ
K(ǫ)
−tǫ
K(ǫ)−1
(
xK(ǫ)−1, xK(ǫ)
)
Qtǫ
K(ǫ)
−tǫ
K(ǫ)−1
(
yK(ǫ)−1, yK(ǫ)
)
Λ
(
yK(ǫ), xK(ǫ)
)∫
Y QtǫK(ǫ)−tǫK(ǫ)−1
(
yK(ǫ)−1,dy˜K(ǫ)
)
Λ
(
y˜K(ǫ), xK(ǫ)
) 1Z(xK(ǫ), yK(ǫ))
=
∫
X×Y
Pt(x0, x1)
Qt(y0, y1)Λ(y1, x1)∫
Y Qt(y0,dy˜1)Λ(y˜1, x1)
1Z(x1, y1).
Hereby, the first equality follows from the preceding considerations; the first inequality is a
direct consequence of Fatou’s Lemma; the second equality is an application of the Markov
property of Ẑ; and the last equality follows from the fact that the transition operators
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of (2.18) satisfy the Chapman-Kolmogorov equation, since each of them corresponds to
an evolution of the x-components according to Pt and the subsequent sampling of the y-
components given their previous value and the new value of the x-components according
to the Bayes rule. Finally, note that the first and the last expressions of the latter display
give the probability of Z under two different probability measures. By considering the
same inequality for the complement of Z in X ×Y it now follows that the probability of Z
under the two probability measures must be the same and, since Z was arbitrary, the two
probability measures have to be equal. 
We now turn to the proof of Theorem 2.
Proof of Theorem 2. Step 1. We start by fixing a point (x0, y0) ∈ X ×Y and proceeding
as in the beginning of Step 7 in the proof of Theorem 1 to derive the formula (2.18) for the
conditional distribution of Z(t) given Z(0) = (x0, y0). The latter shows, in particular, that
for any C0(X × Y) function h, one has
(2.23)
E[h(Z(t)) | Z(0) = (x0, y0)] =
∫
X×Y
Λ(y1, x1)h(x1, y1)∫
Y Qt(y0,dy˜1)Λ(y˜1, x1)
Qt(y0,dy1)Pt(x0,dx1).
In particular, the law of Z(t) is absolutely continuous with respect to the product of the
laws of X(t) and Y (t).
To identify the generator A of Z consider a C∞c (X ) function f with support contained
in one of the neighborhoods U(x) introduced in the statement of the theorem and a C∞c (Y)
function g. Note that finite linear combinations of functions h(x, y) = f(x) g(y) are dense
in C0(X × Y) by the Stone-Weierstrass Theorem and that A is a closed operator as the
generator of a Feller semigroup (see e.g. Lemma 17.8 in [Kal02]). Hence, it suffices to
identify the action of A on functions h(x, y) = f(x) g(y) with f, g as above.
Recall that, for any x1 ∈ X , Λ(·, x1) belongs to the domain of AY by assumption.
Therefore a product rule for AY as in (2.9) shows that Λ(·, x1) g must also belong to the
domain of AY for every x1 ∈ X . Inserting h(x1, y1) = f(x1) g(y1) into (2.23) and using
the Kolmogorov forward equation for the Feller semigroup (Qt) twice (with the initial
conditions Λ(·, x1) g and Λ(·, x1), respectively) one obtains
E[f(Z1(t)) g(Z2(t)) | Z(0) = (x0, y0)]
=
∫
X
Λ(y0, x1) g(y0) + tAY (Λ(·, x1) g)(y0) + t ǫ1(t, x1, y0)
Λ(y0, x1) + tAY Λ(·, x1)(y0) + t ǫ2(t, x1, y0) f(x1)Pt(x0,dx1)
(2.24)
where
ǫ1(t, x1, y0) =
1
t
∫ t
0
Qs
(AY (Λ(·, x1) g))(y0)−AY (Λ(·, x1) g)(y0) ds,
ǫ2(t, x1, y0) =
1
t
∫ t
0
Qs(AY Λ(·, x1))(y0)−AY Λ(·, x1)(y0) ds.
Note that, in view of a product rule for AY as in (2.9) and the continuity of Λ, ∇yΛ, and
AY Λ, the function AY (Λ g) is uniformly bounded on Y × U(x) and uniformly continuous
on K × U(x) for any compact K ⊂ Y. Moreover, by assumption the same holds for the
function AY Λ. It follows that the error terms ǫ1, ǫ2 converge to zero in the limit t ↓ 0
uniformly in x1 ∈ U(x).
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Next, due to the elementary expansion
(2.25)
a1 + ta2 + ta3
b1 + tb2 + tb3
=
a1
b1
+ t
a2b1 − a1b2
b21
+ t
a3b
2
1 − a1b1b3 + t(a1b22 + a1b2b3 − a2b1b2 − a2b1b3)
b31 + tb
2
1(b2 + b3)
applied to the fraction in (2.24), the right-hand side of (2.24) can be rewritten as
(2.26)∫
X
(
g(y0) + t
AY (Λ(·, x1) g)(y0)− g(y0)AY Λ(·, x1)(y0)
Λ(y0, x1)
+ t ǫ3(t, x1, y0)
)
f(x1)Pt(x0,dx1)
where an explicit expression for the remainder ǫ3(t, x1, y0) can be read off from (2.25). The
uniform in x1 ∈ U(x) control on ǫ1, ǫ2 together with the continuity of Λ g, AY (Λ g), Λ, and
AY Λ show further that ǫ3 converges to zero in the limit t ↓ 0 uniformly in x1 ∈ U(x).
The formula (2.26) can be now analyzed term by term. Firstly, since f belongs to the
domain of AX , one has∫
X
g(y0) f(x1)Pt(x0,dx1) = g(y0) f(x0) + t g(y0) (AXf)(x0) + o(t), t ↓ 0.
Secondly, a product rule for AY as in (2.9) and the continuity in the variable x1 of all the
functions involved yield∫
X
t
AY (Λ(·, x1) g)(y0)− g(y0)AY Λ(·, x1)(y0)
Λ(y0, x1)
f(x1)Pt(x0,dx1)
= t
∫
X
(∇yΛ(y0, x1))′ ρ(y0)∇g(y0) + Λ(y0, x1) (AY g)(y0)
Λ(y0, x1)
f(x1)Pt(x0,dx1)
= t
(
(∇yV (y0, x0))′ ρ(y0)∇g(y0) + (AY g)(y0)
)
f(x0) + o(t), t ↓ 0.
Lastly, the uniform in x1 ∈ U(x) control on ǫ3 reveals∫
X
t ǫ3(t, x1, y0) f(x1)Pt(x0,dx1) = o(t), t ↓ 0.
Putting everything together one obtains
E[f(Z1(t)) g(Z2(t)) | Z(0) = (x0, y0)] = f(x0) g(y0) + tAZ(fg)(x0, y0) + o(t), t ↓ 0
with AZ of (1.3), so that the evaluation of the generator of Z on fg is given by AZ(fg) as
desired.
Step 2. It remains to prove (1.4) and (1.5). To this end, let f be a bounded measurable
function on X . By the intertwining identity (see Definition 1) LPt f = Qt Lf for all t ≥ 0,
that is, ∫
X
Λ(y, x) (Pt f)(x) dx = Qt
∫
X
Λ(y, x) f(x) dx, y ∈ Y, t ≥ 0.
Writing (Pt)
∗, t ≥ 0 for the adjoint semigroup associated with Pt, t ≥ 0 acting on the space
of signed Borel regular measures on X of finite total variation (the Banach space dual
to C0(X ) by the Riesz Representation Theorem) and using Fubini’s Theorem we obtain
further ∫
X
f(x) d(Pt)
∗(Λ(y, x)) =
∫
X
f(x) (Qt Λ)(y, x)dx, y ∈ Y, t ≥ 0.
Consequently, for all y ∈ Y and t > 0, one has the equality of measures (Pt)∗(Λ(y, x)) =
(Qt Λ)(y, x) on X , yielding
(Pt)
∗(Λ(y, x)) − Λ(y, x)
t
=
(Qt Λ)(y, x) − Λ(y, x)
t
.
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For fixed y ∈ Y and in the limit t ↓ 0, the left-hand side converges weakly to (AX)∗(Λ(y, x))
(see e.g. Section II.2.5 in [EN00]), whereas the right-hand side can be rewritten as
AY Λ(y, x) + 1
t
∫ t
0
Qs(AY Λ(·, x))(y) −AY Λ(·, x)(y) ds
thanks to the Kolmogorov forward equation for the Feller semigroup (Qt) and therefore
converges to AY Λ(y, x) locally uniformly in x as discussed in Step 1. Consequently, the
measure (AX)∗(Λ(y, x)) must have AY Λ(y, x) as its density, i.e., (1.4) holds.
To obtain (1.5) we pick a C0(X ) function f in the domain of AX and rewrite the inter-
twining identity as
(2.27)
LPt f − Lf
t
=
Qt Lf − Lf
t
, t > 0.
Since f is in the domain of AX , one has Pt f−ft → AXf in C0(X ) in the limit t ↓ 0 and,
hence, LPt f−Lft → LAXf in C0(Y) (note that, being a stochastic transition operator, L is
a bounded linear operator from C0(X ) to C0(Y)). Therefore the uniform (in y) t ↓ 0 limit
of the right-hand side of (2.27) must exist as well and, by the definition of the generator
AY , be given by AY Lf . The commutativity relation (1.5) readily follows. 
Two restrictions of Theorem 1 are the assumptions that the kernel Λ satisfies (1.4) on the
entire space X×Y and is stochastic. This leaves out situations where the domain of Z is not
of product form or Λ is a nonnegative, but not necessarily stochastic solution of (1.4). Our
next results relax these constraints and will allow us to cover several important examples.
For the sake of clarity we keep the following theorem restricted to the case where the state
space of Z is polyhedral and the components of Z are driven by independent standard
Brownian motions. This covers all known examples, although it is not hard to see that the
scope of the theorem can be enlarged significantly.
Consider the set-up of Assumption 1 with aij = δij and ρkl = δkl (i.e., identity diffusion
matrices). As before, we write z ∈ Rm+n as z = (x, y) where x ∈ Rm and y ∈ Rn. Let
D ⊂ Rm+n be a domain such that:
(i) The projection of D on Rm, given by ∪y∈RnD(·, y), is X , and the projection of D
on Rn, given by ∪x∈RmD(x, ·), is Y. Moreover, the boundary of D in X × Y can be
locally parametrized as the graph (x(y), y)′ of a smooth function x(y).
(ii) For every y ∈ Y, the domain D(y) := D(·, y) has a boundary ∂D(y) such that
the Divergence Theorem and Green’s second identity hold for D(y). For example,
piecewise smooth boundaries suffice.
(iii) At each point x ∈ ∂D(y) the directional derivatives Ψj of that boundary point with
respect to changes in the coordinates yj exist and are piecewise constant in (x, y). In
addition, η =
∑n
j=1Ψ
j 〈Ψj , η〉 on ∂D(y) where η is the unit outward normal vector
field on ∂D(y).
The following regularity conditions on the link are assumed.
Assumption 3. Suppose that L is an integral operator, as in Assumption 2, mapping
C0(X ) into C0(Y) with density Λ being strictly positive and continuously differentiable in
y on D. As before, write V for log Λ. Moreover assume
(i) Λ is continuously differentiable in x on a neighborhood of the union of ∂X × Y and
the boundary of D in X × Y.
(ii) Λ is twice continuously differentiable in y on a neighborhood U∂ of the boundary of
D in X × Y.
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(iii) Λ is such that, for every x ∈ X , Λ(·, x) can be extended to a function on Y in the
domain of AY with AY Λ being continuous on D and bounded on ∪x∈KD(x, ·) for any
compact K ⊂ X .
(iv) for every y ∈ Y, the distribution (AX)∗ Λ(y, ·) integrated against each f ∈ C∞c (D(y))
gives us
(2.28)
∫
D(y)
(AY Λ) f dx+ 1
2
∫
∂D(y)
Λ 〈2f b+∇f − f ∇xV, η〉 dθ(x)
where θ is the Lebesgue surface measure on ∂D(y).
Remark 1. A particular case in which the representation (2.28) applies is when b is con-
tinuously differentiable, Λ is twice continuously differentiable in x, and (1.4) holds on D
with (AX)∗ being interpreted as a differential operator. Indeed, in that case one can use
the Divergence Theorem and Green’s second identity to compute∫
D(y)
Λ (AXf) dx =
∫
D(y)
Λ 〈b,∇f〉 dx+ 1
2
∫
D(y)
Λ (∆f) dx
=−
∫
D(y)
divx(Λ b) f dx+
∫
∂D(y)
Λ f 〈b, η〉 dθ(x)
+
1
2
∫
D(y)
(∆x Λ) f dx+
1
2
∫
∂D(y)
Λ 〈∇xf − f ∇xV, η〉 dθ(x)
=
∫
D(y)
((AX)∗Λ) f dx+ 1
2
∫
∂D(y)
Λ 〈2f b+∇f − f ∇xV, η〉 dθ(x)
=
∫
D(y)
(AY Λ) f dx+ 1
2
∫
∂D(y)
Λ 〈2f b+∇f − f ∇xV, η〉 dθ(x).
Theorem 3. Let Z = (Z1, Z2) be a diffusion process on D with generator given by (1.3) and
boundary conditions of AX on ∂X ×Y, boundary conditions of AY on X ×∂Y, and normal
reflection of the y-components on ∂D(Z1(·), ·). Suppose that the associated submartingale
problem is well-posed and its solution is a Feller-Markov process. Finally, suppose that
(2.29) Λ 〈b, η〉 − 〈∇xΛ, η〉 =
m∑
j=1
〈
Ψj, η
〉 (
γj Λ + ∂yjΛ
)
on ∂D(y) for each y ∈ Y.
Then Z = Y 〈L〉X, provided that Z(0) is as in condition (i) of Definition 2.
Remark 2. The normal reflection of the y-components of Z on ∂D(Z1(·), ·) can be equiva-
lently phrased as a Neumann boundary condition with respect to the vector field
(2.30)
n∑
j=1
〈Ψj , η〉 ∂yj on ∂D(y)
for the generator of Z. Indeed, parametrizing ∂D locally as the graph (x(y), y)′ of a smooth
function x(y) and writing ηi for the components of η one computes
n∑
j=1
〈Ψj, η〉 ∂yj =
n∑
j=1
m∑
i=1
∂yjxi(y) ηi ∂yj =
〈 m∑
i=1
ηi∇xi(y),∇y
〉
.
Moreover, letting ηˆ be the unit outward normal vector field on ∂D(x, ·) one finds locally a
constant c > 0 such that η+ c ηˆ is an outward normal vector field on ∂D and, in particular,∑m
i=1 ηi∇xi(y) + c ηˆ = 0 (every component of the latter vector being the inner product
of the normal vector η + c ηˆ with a vector tangent to ∂D). Hence, a Neumann boundary
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condition with respect to
∑n
j=1〈Ψj , η〉 ∂yj = 〈−c ηˆ,∇y〉 corresponds to a normal reflection
of the y-components of Z on ∂D(Z1(·), ·) as claimed.
Proof of Theorem 3. The proof has the same structure as that of Theorem 1. Step 1
remains the same, and we move on to Step 2. Define the functions u(t), v(t) as in (2.1),
(2.3) for some f ∈ C∞c (Y). The representation (2.4) for u(t) now takes the form
(2.31) u(t)(y) =
∫
D(y)
Λ(y, x) v(t)(x, y) dx
where, for every t ≥ 0, v(t) belongs to the domain of the generator AZ specified in the
theorem, and ddt v(t) = AZ v(t), t ≥ 0. Since AZ is the closure of its restriction to C∞c (D)
(Lemma 17.8 in [Kal02]), we can find for each t ≥ 0 a sequence vl(t), l ∈ N of C∞c (D)
functions in the domain of AZ converging to v(t) uniformly on D such that AZ vl(t) →
AZ v(t) uniformly on D as well. All this allows to compute
d
dt
u(t) =
∫
D(y)
Λ
( d
dt
v(t)
)
dx = lim
l→∞
∫
D(y)
Λ
(AX +AY + (∇yV )′∇y) vl(t) dx
= lim
l→∞
(∫
D(y)
(
(AY Λ) + ΛAY +Λ(∇yV )′∇y
)
vl(t) dx
+
1
2
∫
∂D(y)
Λ 〈2vl(t) b+∇xvl(t)− vl(t)∇xV, η〉 dθ(x)
)
(2.32)
where the second identity reveals that the limit is uniform in y, and the third identity has
been obtained using the representation (2.28).
Next, we pick a sequence Λq, q ∈ N of C∞c (D) functions such that the convergences
Λq → Λ, ∇yΛq → ∇yΛ, and AY Λq → AY Λ hold uniformly on compact subsets of D, and
∇xΛq tends to ∇xΛ uniformly on compact subsets of the neighborhood of ∂D on which
∇xΛ is defined. Such a sequence can be constructed by first decomposing Λ into a finite
sum according to a suitable partition of unity on D and then convolving each summand
with a sequence of smoothing kernels. For every fixed l, q ∈ N, one can now use the
multidimensional Leibniz rule to compute
∂yj
∫
D(y)
Λq vl(t) dx =
∫
D(y)
divx(Λq vl(t)Ψ
j) + ∂yj(Λq vl(t)) dx
∂yjyj
∫
D(y)
Λq vl(t) dx =
∫
D(y)
(
divx(divx(Λq vl(t)Ψ
j)Ψj) + ∂yj
(
divx(Λq vl(t)Ψ
j)
)
+divx
(
∂yj (Λq vl(t))Ψ
j
)
+ ∂yjyj (Λq vl(t))
)
dx.
Therefore,
AY
∫
D(y)
Λq vl(t) dx =
∫
D(y)
AY (Λq vl(t)) dx+
n∑
j=1
∫
D(y)
(
γj divx(Λq vl(t)Ψ
j) dx
+
1
2
(
divx(divx(Λq vl(t)Ψ
j)Ψj) + ∂yj
(
divx(Λq vl(t)Ψ
j)
)
+ divx
(
∂yj (Λq vl(t))Ψ
j
)))
dx.
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In view of the Divergence Theorem, the latter expression can be rewritten as
∫
D(y)
AY (Λq vl(t)) dx+
m∑
j=1
∫
∂D(y)
(
γj Λq vl(t) 〈Ψj , η〉+ 1
2
divx(Λq vl(t)Ψ
j)〈Ψj , η〉
+
1
2
〈∂yj (Λq vl(t)Ψj), η〉 +
1
2
∂yj (Λq vl(t))〈Ψj , η〉
)
dθ(x).
(2.33)
Note further that AY (Λq vl(t)) is given by the product rule (2.8), and therefore the
expression in (2.33) converges in the limit q →∞ uniformly to∫
D(y)
(AY Λ) vl(t) + (∇yΛ)′ (∇yvl(t)) + Λ (AY vl(t)) dx
+
m∑
j=1
∫
∂D(y)
(
γj Λ vl(t) 〈Ψj , η〉+ 1
2
divx(Λ vl(t)Ψ
j)〈Ψj , η〉+ 1
2
〈∂yj (Λ vl(t)Ψj), η〉
+
1
2
∂yj(Λ vl(t))〈Ψj , η〉
)
dθ(x).
(2.34)
Since the operator AY is closed (Lemma 17.8 in [Kal02]), the latter can be further identified
as AY ∫D(y) Λ vl(t) dx. We proceed by using the fact that each Ψj is piecewise constant,
η =
∑n
j=1Ψ
j 〈Ψj , η〉, (2.29), and the Neumann boundary condition with respect to the
vector field of (2.30) satisfied by vl(t) to simplify the boundary integrand in (2.34). For
the terms of the boundary integrand containing vl(t) we compute
vl(t)
n∑
j=1
(
Λγj
〈
Ψj, η
〉
+
1
2
〈∇xΛ,Ψj〉 〈Ψj, η〉+ ∂yjΛ 〈Ψj, η〉 )
= vl(t)
( n∑
j=1
〈
Ψj, η
〉 (
γjΛ + ∂yjΛ
)
+
1
2
〈∇xΛ, η〉
)
= vl(t)Λ 〈b, η〉 − 1
2
vl(t) 〈∇xΛ, η〉 ,
whereas for the remaining terms of the boundary integrand we get
n∑
j=1
(1
2
Λ
〈∇xvl(t),Ψj〉 〈Ψj, η〉+ Λ ∂yjvl(t) 〈Ψj, η〉 ) = 12 Λ 〈∇xvl(t), η〉 .
Plugging this into (2.34) and comparing the result with (2.32) we obtain
d
dt
u(t) = lim
l→∞
AY
∫
D(y)
Λ vl(t) dx
where the limit is uniform in y as pointed out after (2.32). Another application of the
closedness of AY yields ddt u(t) = AY u(t), completing Step 2.
We proceed to Step 3. We note first that Step 2 and Proposition II.6.2 in [EN00]
imply E
[
f(Z2(t)) |Z2(0) = y] = (Qtf)(y) for all y ∈ Y and f ∈ C∞c (Y). Moreover,
a straightforward approximation argument allows to extend this identity to all f in the
domain of AY . On the other hand, an approximation argument as in the previous step
and the locality of AY reveal that, for any g ∈ C∞c (X ), the function
∫
D(y) Λ g dx belongs
to the domain of AY , and AY ∫D(y) Λ g dx is given by (2.34) with g replacing vl(t). Hence,
to prove the desired commutativity relation
(2.35)
E
[ ∫
D(Z2(t))
Λ(Z2(t), x) g(x) dx
∣∣∣Z2(0) = y] = ∫
D(y)
Λ(y, x)E
[
g(Z1(t)) |Z1(0) = x
]
dx
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for functions g ∈ C∞c (X ), it suffices to verify that the right-hand side is a solution of
d
dtu(t) = AY u(t) (the left-hand side is such a solution by Theorem 17.6 in [Kal02] and the
solution is unique by Proposition II.6.2 in [EN00]).
For the purpose of the latter verification write v(t) for E
[
g(Z1(t)) |Z1(0) = x
]
and note
that ddt v(t) = AXv(t) by Step 1. Picking a sequence vl(t), l ∈ N of C∞c (X ) functions in
the domain of AX converging uniformly to v(t) such that AXvl(t)→ AXv(t) uniformly as
well and making the same calculation as in (2.32) one determines the time derivative of the
right-hand side of (2.35) as
(2.36) lim
l→∞
(∫
D(y)
(AY Λ) vl(t) dx+ 1
2
∫
∂D(y)
Λ 〈2vl(t) b+∇vl(t)− vl(t)∇xV, η〉 dθ(x)
)
where the limit is uniform in y. Moreover, proceeding exactly as in the derivation of (2.34)
one arrives at∫
D(y)
(AY Λ) vl(t) dx+
m∑
j=1
∫
∂D(y)
(
γj Λ vl(t) 〈Ψj , η〉+ 1
2
divx(Λ vl(t)Ψ
j)〈Ψj , η〉
+ (∂yjΛ) vl(t)〈Ψj , η〉
)
dθ(x).
This expression can be identified as AY ∫D(y) Λ vl(t) dx thanks to the locality and closedness
of AY on the one hand and simplified to the expression inside the limit in (2.36) using that
the Ψj are piecewise constant, η =
∑n
j=1Ψ
j 〈Ψj, η〉, and (2.29) on the other hand. All in
all,
d
dt
∫
D(y)
Λ v(t) dx = lim
l→∞
AY
∫
D(y)
Λ vl(t) dx = AY
∫
D(y)
Λ v(t) dx
thanks to the closedness of AY . This finishes Step 3. Moreover, the arguments in Steps
4 through 6 can be repeated word by word, only replacing the references to Step 2 in the
proof of Theorem 1 by references to Step 2 in the current proof.
As in Step 7 in the proof of Theorem 1, it remains to show that the transition operators
of Z are given by
(2.37)
∫
X
Pt(x0,dx1)
∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1) f(x1, y1)∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1)
, t > 0
on C0(D) functions f . One can see as there that the transition operators of (2.37) satisfy
the Chapman-Kolmogorov equation, thereby defining a Markov process Z˜, and that the
x-components (y-components resp.) of Z˜ evolve according to the semigroup (Pt) ((Qt)
resp.), so that, in particular, Z˜ has continuous paths. Therefore it suffices to prove that
Z˜ has the same law as Z. Our strategy of establishing this is to check that Z˜ solves the
submartingale problem associated with Z. To this end, we fix a C2c (D) function f such that
the intersection of its support with ∂D is smooth, and the derivatives of f with respect to
the vector fields defining the boundary conditions of Z are nonnegative there. Moreover,
we let K be a compact subset of D containing the support of f and such that the boundary
of K in D is of positive distance from the support of f if such a set exists and let K be
the support of f otherwise (that is, if the support of f is all of D). Note that there exists
an ǫ > 0 such that every point in D is either in K and of distance more than ǫ from the
boundary of D in X × Y (“case 1”), or in K and the ball of radius ǫ around the point is
contained in U∂ (see Assumption 3 (ii) for the definition of the latter) and does not intersect
(X × ∂Y)∪ (∂X ×Y) (“case 2”), or not in K (“case 3”). We proceed by studying the t ↓ 0
asymptotics of the fraction in (2.37) in these three cases.
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Case 1. Note first that the probability of the process Y exiting the ball of radius ǫ around
y0 decays exponentially as t ↓ 0. Indeed, if y0 is of distance of more than ǫ from ∂Y, then
this is a direct consequence of the boundedness of the drift and diffusion coefficients of Y on
such a ball; and if y0 is of distance less than ǫ from ∂Y, then one can apply a diffeomorphism
to the ǫ-neighborhood of y0 under which the boundary vector field U2 becomes constant and
subsequently use the local boundedness of the drift and diffusion coefficients of the process
resulting from Y under such a diffeomorphism. It now follows from the boundedness
of Λf that the t ↓ 0 asymptotics of ∫D(x1,·)Qt(y0,dy1)Λ(y1, x1) f(x1, y1) is captured up
to an exponentially small error if one replaces Qt by the semigroup of the process Y
stopped upon the exit time τǫ from the ball of radius ǫ around y0. Approximating Λ(·, x1)
by a sequence of C∞c (D(x1, ·)) functions Λq(·, x1) such that the convergences Λq(·, x1) →
Λ(·, x1), ∇yΛq(·, x1) → ∇yΛ(·, x1), and AY Λq(·, x1) → AY Λ(·, x1) hold uniformly on the
ball in consideration, applying Itoˆ’s formula to Λq(Y (t∧ τǫ), x1) f(x1, Y (t∧ τǫ)), taking the
expectation, and passing to the limit q →∞ we obtain
E
[
Λ(Y (t ∧ τǫ), x1) f(x1, Y (t ∧ τǫ))
]
≥ Λ(y0, x1) f(x1, y0) + E
[∫ t∧τǫ
0
(
(AY Λ)f + (∇yΛ)′∇yf + ΛAY f
)
(Y (s), x1) ds
]
.
Here the inequality results from dropping the boundary terms and recalling the boundary
conditions satisfied by Λ and f on X×∂Y. At this point, we can rely on the continuity of the
function (AY Λ)f +(∇yΛ)′∇yf +ΛAY f on the ball in consideration and the exponentially
small probability of the event {τǫ < t} to conclude∫
D(x1,·)
Qt(y0,dy1)Λ(y1, x1) f(x1, y1)
≥ (Λf)(y0, x1) + t
(
(AY Λ)f + (∇yΛ)′∇yf + ΛAY f
)
(y0, x1) + o(t), t ↓ 0.
Moreover, the error term is uniform in the point (x1, y0), since all estimates did not depend
on the latter.
Next, extend Λ to X ×Y by setting it to zero outside of D, and pick functions Λ(·, x1) ≤
Λ(·, x1) ≤ Λ(·, x1) on Y in the domain of AY in C0(Y) coinciding with Λ(·, x1) on a ball of
radius ǫ2 around y0 and such thatAY Λ(·, x1), AY Λ(·, x1) are equicontinuous on that ball and
uniformly bounded on Y as (x1, y0) varies. Such a choice is possible due to the continuity
and boundedness assumptions on AY Λ. Invoking the Kolmogorov forward equation one
further computes
Λ(y0, x1) + t (AY Λ)(y0, x1) +
∫ t
0
(
Qs
(AY Λ(·, x1))(y0)−AY Λ(y0, x1)) ds
=
∫
D(x1,·)
Qt(y0,dy1)Λ(y1, x1) ≤
∫
D(x1,·)
Qt(y0,dy1)Λ(y1, x1) ≤
∫
D(x1,·)
Qt(y0,dy1)Λ(y1, x1)
= Λ(y0, x1) + t (AY Λ)(y0, x1) +
∫ t
0
(
Qs
(AY Λ(·, x1))(y0)−AY Λ(y0, x1)) ds.
Thanks to the properties of Λ, Λ this yields the asymptotics∫
D(x1,·)
Qt(y0,dy1)Λ(y1, x1) = Λ(y0, x1) + tAY Λ(y0, x1) + o(t), t ↓ 0
with an error term uniform in (x1, y0). Inserting the asymptotic lower bound on the nu-
merator and the asymptotics of the denominator into the fraction in (2.37) and expanding
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the result as in Step 1 in the proof of Theorem 2 one ends up with∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1) f(x1, y1)∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1)
≥ f(x1, y0) + t (AY f + (∇yV )′∇yf)(x1, y0) + o(t).
The error term is uniform in (x1, y0) due to the uniformity of the preceding error terms
and the uniform positivity of Λ on K.
Case 2. As in case 1, one can replace
∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1) f(x1, y1) by the expec-
tation of Λ(Y (t∧τǫ), x1) f(x1, Y (t∧τǫ)) (where τǫ is the first exit time of Y from the ball of
radius ǫ around y0), making only a uniformly exponentially small error as t ↓ 0. Moreover,
on the intersection of that ball with D(x1, ·) one has the Taylor expansion
(Λf)(y1, x1) =(Λf)(y0, x1) + (∇y(Λf)(y0, x1))′ (y1 − y0)
+
1
2
(y1 − y0)′Hessy(Λf)(y0, x1) (y1 − y0) + o(|y1 − y0|2)
where Hessy stands for the Hessian with respect to y, and the error term can be controlled
uniformly by the modulus of continuity of Hessy(Λf) on K ∩ U∂ . Inserting this into the
expectation and rearranging terms one ends up with the expectation of
1{Y (t∧τǫ)∈D(x1,·)}
(
f(x1, y0)
(
Λ(y0, x1) +∇yΛ(y0, x1)′(Y (t ∧ τǫ)− y0)
+
1
2
(Y (t ∧ τǫ)− y0)′(HessyΛ)(y0, x1)(Y (t ∧ τǫ)− y0)
)
+ (Λ∇yf)(y0, x1)′(Y (t ∧ τǫ)− y0)
+
1
2
(Y (t ∧ τǫ)− y0)′
(
2 (∇yΛ)(∇yf)′ + ΛHessyf
)
(y0, x1)(Y (t ∧ τǫ)− y0)
)
+ o
(|Y (t ∧ τǫ)− y0|2).
(2.38)
To study
∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1) we let h be a [0, 1]-valued C
∞
c (Y) function con-
stantly equal to 1 on an open neighborhood of the boundary of D(x1, ·) in Y that contains
y0 and constantly equal to 0 on {y1 ∈ D(x1, ·) : (x1, y1) /∈ U∂}. Then the Kolmogorov
forward equation shows∫
D(x1,·)
Qt(y0,dy1)Λ(y1, x1) (1− h(y1)) =
∫ t
0
Qs
(AY (Λ(·, x1) (1 − h)))(y0) ds = o(t), t ↓ 0.
The uniform in (x1, y0) order o(t) of the latter term is a consequence of a product rule as in
(2.9), the boundedness assumption on AY Λ, and the continuity assumptions on AY Λ, ∇yΛ,
and Λ. Moreover, we analyze the t ↓ 0 asymptotics of ∫D(x1,·)Qt(y0,dy1)Λ(y1, x1)h(y1)
as for
∫
D(x1,·)Qt(y0,dy1)Λ(y1, x1) f(x1, y1) and end up with the expectation of a random
variable as in (2.38), with f(x1, y0) replaced by h(y0) = 1, (∇y f)(x1, y0) by (∇h)(y0) = 0,
and (Hessy f)(x1, y0) by (Hess h)(y0) = 0.
Next, we put the asymptotics of this case together introducing the Brownian motion
W (t ∧ τǫ) := Y (t ∧ τǫ)− y0 −
∫ t∧τǫ
0 γ(Y (s)) ds, t ≥ 0 and noting
(2.39) (Λ∇y f)(x1, y0)E
[
W (t ∧ τǫ)1{y0+∫ t∧τǫ0 γ(Y (s)) ds+W (t∧τǫ)∈D(x1,·)}
] ≥ −O(t), t ↓ 0
in view of the boundary condition on f along the boundary of D in X ×Y and the Lipschitz
property of (Λ∇y f)(x1, ·) on D(x1, ·). It follows that the fraction in (2.37) admits the
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asymptotic lower bound
f(x1, y0) +
(Λ∇y f)(x1, y0)E
[ ∫ t∧τǫ
0 γ(Y (s)) ds1{y0+
∫ t∧τǫ
0
γ(Y (s)) ds+W (t∧τǫ)∈D(x1,·)}
]
Λ(y0, x1)P
(
y0 +
∫ t∧τǫ
0 γ(Y (s)) ds +W (t ∧ τǫ) ∈ D(x1, ·)
)
+
(Λ∇y f)(x1, y0)E
[
W (t ∧ τǫ)1{y0+∫ t∧τǫ0 γ(Y (s)) ds+W (t∧τǫ)∈D(x1,·)}
]
Λ(y0, x1)P
(
y0 +
∫ t∧τǫ
0 γ(Y (s)) ds+W (t ∧ τǫ) ∈ D(x1, ·)
)
+
1
2 E
[
W (t ∧ τǫ)′ (2 (∇yΛ)(∇yf)′ + Λ(Hessyf))(y0, x1)W (t ∧ τǫ)1{Y (t∧τǫ)∈D(x1,·)}
]
Λ(y0, x1)P
(
y0 +
∫ t∧τǫ
0 γ(Y (s)) ds+W (t ∧ τǫ) ∈ D(x1, ·)
) + o(t)
as t ↓ 0. At this point, ∫ t∧τǫ0 γ(Y (s)) ds = γ(y0) (t ∧ τǫ) + o(t), t ↓ 0, the exponentially
small probability of the event {τǫ < t}, and a straightforward computation with Gaussian
distributions show that the asymptotic lower bound is of the desired form
f(x1, y0) + t (AY f + (∇yV )′ (∇yf))(x1, y0) + o(t)
with an error term uniform in (x1, y0) as long as the distance dist(y0, ∂D(x1, ·)) from y0 to
∂D(x1, ·) is not on the order of
√
t. More precisely, for each δ > 0, there exist constants
0 < c1(δ), c2(δ), c3(δ) <∞ such that the asymptotic lower bound
(2.40)
f(x1, y0)+t(AY f+(∇yV )′ (∇yf))(x1, y0)−t
(
δ+c1(δ)1{dist(y0,∂D(x1,·))∈[c2(δ)
√
t,c3(δ)
√
t]}
)
+o(t)
applies with an error term uniform in (x1, y0).
Case 3. Lastly, consider the fraction in (2.37) in the case that (x1, y0) /∈ K. View the
integrals in the numerator and the denominator as expectations over the process Y and
estimate the fraction in absolute value from above by replacing f with |f | and restricting
both expectations to the event that Y reaches the boundary of {y : (x1, y) ∈ K} in D(x1, ·)
by time t (note that this does not change the expectation in the numerator). Dividing the
numerator and the denominator by the probability of the latter event one can further rewrite
the expectations as conditional expectations given that event. As t ↓ 0, the numerator in
the resulting fraction becomes exponentially small uniformly in (x1, y0) /∈ K, since Y has
an exponentially small probability of making it from the boundary of {y : (x1, y) ∈ K}
to {y : (x1, y) ∈ supp f} in time less than t (note that the drift of Y is bounded on the
compact {y : (x1, y) ∈ K}) and Λf is bounded. On the other hand, the denominator is
bounded away from zero uniformly in (x1, y0) /∈ K as t ↓ 0 thanks to the uniform positivity
of Λ on the compact K. Therefore, in this case, the fraction in (2.37) is o(t) uniformly in
(x1, y0) /∈ K.
Combining the results in the three cases we conclude that, for each δ > 0, one has the
asymptotic lower bound∫
X
Pt(x0,dx1)
(
f(x1, y0) + t
(AY f + (∇yV )′∇yf)(x1, y0)
− t c1(δ)1{dist(y0,∂D(x1,·))∈[c2(δ)√t,c3(δ)√t],(x1,y0)∈K}
)
− t δ + o(t), t ↓ 0
on the quantities of (2.37) where the error term is uniform in (x0, y0) ∈ D and 0 <
c1(δ), c2(δ), c3(δ) < ∞ are suitable constants. Moreover, the same procedure as in Step 1
in the proof of Theorem 2 allows to simplify the asymptotic lower bound further to
f(x0, y0) + t
(AXf +AY f + (∇yV )′∇yf)(x0, y0)
− t c1(δ)P
(
dist(y0, ∂D(Z˜1(t), ·)) ∈ [c2(δ)
√
t, c3(δ)
√
t], (Z˜1(t), y0) ∈ K
)− t δ + o(t), t ↓ 0.
(2.41)
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Here the error term is again uniform in (x0, y0) ∈ D, since AXf and AY f+(∇yV )′∇yf are
bounded and uniformly continuous, and the probability of the process X moving by more
than a fixed amount within {x : (x, y0) ∈ K} in time less than t becomes exponentially
small as t ↓ 0.
We are now ready to show that f(Z˜(t))− ∫ t0 (AZf)(Z˜(s)) ds, t ≥ 0 is a submartingale in
the filtration generated by Z˜ and to thereby finish the proof of the theorem. Since Z˜ is a
time-homogeneous Markov process by definition, it is enough to prove
(2.42) E
[
f(Z˜(t))−
∫ t
0
(AZf)(Z˜(s)) ds
]
≥ f(Z˜(0))
for every t > 0. To this end, for every t > 0 and ι ∈ (0, t), we set tιl = (lι) ∧ t, l =
0, 1, . . . , L(ι) where L(ι) is the smallest integer greater or equal to tι . With these notations
we can write
(2.43) E
[
f(Z˜(t))
]− f(Z˜(0)) = L(ι)∑
l=1
E
[
E
[
f(Z˜(tιl))− f(Z˜(tιl−1))
∣∣ Z˜(tιl−1)]]
where each summand admits the asymptotic lower bound
ιE
[
(AZf)(Z˜(tιl−1))
]− ιc1(δ)P(dist(Z˜2(tιl−1), ∂D(Z˜1(tιl), ·)) ∈ [c2(δ)√ι, c3(δ)√ι],
(Z˜1(t
ι
l), Z˜2(t
ι
l−1)) ∈ K
)
− ι δ + o(ι)
as ι ↓ 0 by (2.41) (recall the time-homogeneity of the Markov process Z˜ and the uniformity
of the error term in (2.41)). Since Z˜2 has the law of Y and therefore increments on the
order of
√
ι, we can bound this further by
ιE
[
(AZf)(Z˜(tιl−1))
]− ιc1(δ)P(dist(Z˜2(tιl), ∂D(Z˜1(tιl), ·)) ≤ c4(δ)√ι, (Z˜1(tιl), Z˜2(tιl)) ∈ Kδ,ι)
−2ιδ + o(ι)
where 0 < c4(δ) < ∞ is a suitable constant and Kδ,ι is the c4(δ)
√
ι-neighborhood of K in
D. Conditioning on Z˜2(t
ι
l), parametrizing ∂D locally as the graph (x(y), y)
′ of a smooth
function x(y), and using the boundedness of Λ on Kδ,ι we see that the latter probabilities
are all not greater than c5(δ)
√
ι for some 0 < c5(δ) <∞. Thus, from (2.43) we obtain
E
[
f(Z˜(t))
]−f(Z˜(0))≥ lim
ι↓0
L(ι)∑
l=1
ιE[(AZf)(Z˜(tιl−1))]−2δt=E
[
lim
ι↓0
L(ι)∑
l=1
ι(AZf)(Z˜(tιl−1))
]
−2δt
= E
[∫ t
0
(AZf)(Z˜(s)) ds
]
−2δt.
Here the first equality is a consequence of the boundedness of AZf and the Dominated
Convergence Theorem, the second equality follows from the Riemann integrability of the
bounded continuous function s 7→ (AZf)(Z˜(s)), and the existence of the two limits can
be justified by following the computation in the reversed direction. The desired inequality
(2.42) now follows by taking the limit δ ↓ 0. 
In Theorem 1 we impose that Λ(y, ·) is a probability density for each y. Suppose Λ is
a solution of (1.4) in the sense specified in Theorem 1 with Λ(y, ·) being the density of a
finite positive measure with total mass τ(y). Then, we can define the normalized density
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according to
(2.44) ξ(y, x) =
Λ(y, x)
τ(y)
.
Let Ξ denote the Markov transition operator corresponding to ξ. Our next theorem shows
that Ξ intertwines the semigroup (Pt, t ≥ 0) with a Doob’s h-transform of the semigroup
(Qt, t ≥ 0).
Theorem 4. Consider the setup of the preceding paragraph and suppose that the total
variation norm of (AX)∗Λ(y, ·) is locally bounded as y varies, and that the function τ is
continuous. Then τ is a harmonic function for AY , that is, τ(Y (t)), t ≥ 0 is a positive
local martingale for the diffusion Y of Assumption 1.
Define the stopping times υR, R > 0, as the first exit times of Y from balls of radius R
around y0 := Y (0) and suppose that the process Y
τ resulting from Y by changes of measure
with densities τ(Y (υR))τ(y0) , R = 1, 2, . . . on FYυR , R = 1, 2, . . ., respectively, does not explode.
Then Y τ is a Feller-Markov process whose generator reads
(2.45) Aτ φ = τ−1AY (τφ)
for functions φ with τφ in the domain of AY , and whose semigroup (Qτt ) satisfies Qτ 〈Ξ〉P .
Proof. To see that τ is harmonic it suffices to show that τ(Y (t∧υR)), t ≥ 0 is a martingale
for every R = 1, 2, . . .. We only prove
(2.46) E
[
τ(Y (t ∧ υR))
]
= τ(y0), t ≥ 0,
since then the martingale property of τ(Y (t ∧ υR)), t ≥ 0 can be obtained by the same
argument in view of the Markov property of Y . To establish (2.46) we let fl, l ∈ N be a
sequence of nonnegative C0(X ) functions increasing to the function constantly equal to 1 on
X and set gl =
∫ 1
0 Psfl ds, l ∈ N. Then it easy to check (see e.g. the proof of Lemma II.1.3
(iii), (iv) in [EN00]) that each function gl is in the domain of AX and AXgl = P1fl − fl.
Now, (2.46) can be obtained by the following computation:
E
[
τ(Y (t ∧ υR))
]− τ(y0) = ∫
X
E
[
Λ(Y (t ∧ υR), x)
]− Λ(y0, x) dx
= lim
l→∞
∫
X
E
[
Λ(Y (t ∧ υR), x)
]
gl(x)− Λ(y0, x) gl(x) dx
= lim
l→∞
∫
X
E
[∫ t∧υR
0
AY Λ(Y (s), x) ds
]
gl(x) dx
= lim
l→∞
E
[ ∫ t∧υR
0
∫
X
AY Λ(Y (s), x) gl(x) dxds
]
= lim
l→∞
E
[ ∫ t∧υR
0
∫
X
Λ(Y (s), x) (P1fl − fl)(x) dxds
]
= 0.
Here the first identity follows from Fubini’s Theorem with nonnegative integrands; the
second identity is a consequence of the Monotone Convergence Theorem; the third identity
results from Dynkin’s formula (see e.g. Lemma 17.21 in [Kal02]); the fourth identity follows
from Fubini’s Theorem upon recalling (1.4) and the assumed local boundedness of the
total variation norm of (AX)∗Λ(y, ·); the fifth identity is a direct consequence of (1.4) and
the defining property of (AX)∗; and the last identity is due to the pointwise convergence
P1fl − fl → 0, which in turn follows from the Monotone Convergence Theorem, and the
Dominated Convergence Theorem (note |P1fl − fl| ≤ 1 and recall that τ is continuous).
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Next, consider the process Y τ . Localizing by means of the stopping times υR, R = 1, 2, . . .
and using the non-explosion of Y τ it is easy to see that, for every t ≥ 0, the law of
Y τ is absolutely continuous with respect to the law of Y on FYt with the corresponding
density being given by τ(Y (t))τ(y0) (see e.g. the proof of Theorem 7.2 in [LS01] for a similar
argument). Moreover, to establish the Markov property of Y τ it suffices to show that, for
every h ∈ Cc(Y) and 0 ≤ s < t <∞,
(2.47) E
[
h(Y τ (t))
∣∣FYs ] = τ(Y τ (s))−1Qt−s(τh)(Y τ (s)).
To this end, we pick an event A ∈ FYs and compute
E
[
τ(Y τ (s))−1Qt−s(τh)(Y τ (s))1A
]
=
1
τ(y0)
E
[
Qt−s(τh)(Y (s))1A
]
=
1
τ(y0)
E
[
E
[
(τh)(Y (t))1A
∣∣FYs ]] = E[h(Y τ (t))1A].
We proceed to the Feller property of Y τ . Consider the function y 7→ τ(y)−1Qt(τh)(y)
for some h ∈ C0(Y) and 0 ≤ t < ∞ whose membership in C0(Y) we need to show. A
uniform approximation of h by functions in Cc(Y) reveals that we may assume without loss
of generality that h ∈ Cc(Y). For such an h the continuity of y 7→ τ(y)−1Qt(τh)(y) is a
direct consequence of the Feller property of Y . Moreover, for a point y0 of distance R from
the support of h we have∣∣τ(y0)−1Qt(τh)(y0)∣∣ = ∣∣∣E[(τ(Y (υR)))−1E[τ(Y (t))h(Y (t))1{υR≤t} ∣∣FYυR]]∣∣∣
≤ supy∈supp h τ(y)
infy∈supp h τ(y)
E[|h(Y (t))|].
The latter expectation tends to zero in the limit R → ∞ by the Feller property of Y .
Therefore the function y 7→ τ(y)−1Qt(τh)(y) belongs to C0(Y) which, in view of path
continuity, implies that Y τ is a Feller process. The formula (2.45) for its generator follows
immediately from the formula (2.47) for its semigroup. Now, to see Qτ 〈Ξ〉P note that
Aτ ξ = τ−1AY Λ = τ−1(AX)∗Λ = (AX)∗ξ
by (1.4). This and the uniqueness for the Cauchy problem associated with Aτ (Proposition
II.6.2 in [EN00]) give Qτ 〈Ξ〉P exactly as in Step 3 of the proof of Theorem 1. 
If AY is the generator of a one-dimensional homogeneous diffusion, then there are only
two linearly independent choices for τ , the constant function and the scale function of
AY . See Remark 5 in Section 4 below and the proposition preceding it for more details.
In general, suppose AY satisfies the Liouville property, that is, any bounded function τ
satisfying AY τ = 0 has to be constant. Then, once we show τ is bounded, a further h-
transform is unnecessary. The Liouville property is satisfied by many natural operators.
For example, if AY is a strictly elliptic operator of the form 12
∑n
k,l=1 ∂ykρkl(y)∂yl with ρ
being bounded, then the Liouville property holds (see [Mos61], p. 590). For examples of
nonreversible diffusions possessing the Liouville property we refer to [PW10].
3. On various properties of intertwined diffusions
We prove several results on properties of intertwined processes and semigroups. We start
with an iteration of the coupling construction in Theorem 1. To this end, consider the setup
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Z3(s)
L˜

Rt // Z3(s+ t)
L1

Z2(s)
L

Qt // Z2(s+ t)
L2

Z1(s)
Pt // Z1(s+ t)
Figure 2. Hierarchy of intertwined diffusions.
of Theorem 1 and suppose one is given another diffusion S with state space S ⊂ Rk and
generator
(3.1) AS =
k∑
i=1
ηi(s)∂si +
1
2
k∑
i,j=1
σij(s)∂si∂sj
satisfying Assumption 1. In addition, let L˜ be a stochastic transition operator from S to
Y with a positive kernel Λ˜ and set V˜ = log Λ˜. The following theorem provides a coupling
construction realizing the commutative diagram in Figure 2.
Theorem 5. In the setting of the previous paragraph suppose that the operator
f 7→
∫
Y
Λ˜(·, y) f(y) dy
maps C0(Y) into C0(S) with Λ˜ being continuously differentiable in s. For any z ∈ Rm+n+k =
R
m×Rn×Rk write z = (x, y, s) and consider a diffusion Z = (Z1, Z2, Z3) with state space
X × Y × S, generator
AX +AY +AS + (∇yV (y, x))′ρ(y)∇y + (∇sV˜ (s, y))′σ(s)∇s ,
and boundary conditions corresponding to those of X, Y, S. Suppose that the latter satisfies
Assumption 1 and that the conditional density of Z2(0) at y, given Z3(0) = s, is Λ˜(s, y), and
the conditional density of Z1(0) at x, given Z2(0) = y, Z3(0) = s, is Λ(y, x) (in particular,
it is independent of s).
If Λ˜ is such that Λ˜(·, y) is in the domain of AS for all y ∈ Y with ASΛ˜ being continuous
on S × Y and bounded on S ×K for any compact subset K of Y, Λ˜(s, ·) is in the domain
of the adjoint operator (AY )∗ acting on measures for all s ∈ S, and
(3.2)
(AY )∗ Λ˜ = AS Λ˜ on Y × S,
then Z = S 〈Λ˜〉 (Z1, Z2).
Proof. By applying Itoˆ’s formula to functions of (Z1, Z2) it is easy to see that (Z1, Z2)
solves the martingale (submartingale resp.) problem associated with the generator of (1.3)
and the boundary conditions corresponding to those of X, Y . In particular, (Z1, Z2) is
the intertwining constructed in Theorem 1, and we write AZ1,Z2 for the corresponding
generator.
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Z2(s)
L

Qt // Z2(s+ t)
L

Z1(s)
Pt //
L̂
CC
Z1(s+ t)
L̂
[[
Figure 3. Flipping the order of intertwining
It remains to show that Λ˜(s, ·)Λ is in the domain of the adjoint operator (AZ1,Z2)∗ acting
on measures for all s ∈ S, and
(3.3)
(AZ1,Z2)∗(Λ˜ Λ) = ((AY )∗Λ˜)Λ on X × Y × S,
since then the theorem will follow from Theorem 1 for the diffusions (Z1, Z2), S and kernel
Λ˜(s, y)Λ(y, x) (note that the right-hand side of (3.3) is AS(Λ˜ Λ) by (3.2)). In other words,
we need to prove
(3.4)∫
X×Y
((AY )∗Λ˜)(s, y)Λ(y, x) f(x, y) dxdy = ∫
X×Y
Λ˜(s, y)Λ(y, x) (AZ1,Z2f)(x, y) dxdy
for all f ∈ C0(X × Y) in the domain of AZ1,Z2 .
Without loss of generality we may and will assume that f ∈ C∞c (X ×Y), since otherwise
we can approximate f by a sequence of functions fl, l ∈ N in C∞c (X ×Y) such that fl → f
and (AZ1,Z2fl) → (AZ1,Z2f) uniformly on X × Y and pass to the limit l → ∞ in identity
(3.4) for fl. Now, an application of Fubini’s Theorem together with the definition of (AY )∗
and a product rule as in (2.9) gives for the left-hand side of (3.4):∫
X
∫
Y
Λ˜(s, y)
(
(AY Λ)f + (∇yΛ)′ρ∇yf + ΛAY f
)
(y, x) dy dx
=
∫
X
∫
Y
Λ˜(s, y)
(
(AY Λ)f)(y, x) dy dx+ ∫
X
∫
Y
Λ˜(s, y)
(
Λ((∇yV )′ρ∇yf +AY f)
)
(y, x) dy dx.
In view of Fubini’s Theorem, (1.4), and the definition of (AX)∗, the first summand in the
latter expression computes to∫
Y
Λ˜(s, y)
∫
X
Λ(y, x) (AXf)(x, y) dxdy.
Plugging this in one obtains the right-hand side of (3.4) thanks to Fubini’s Theorem. 
Remark 3. It is clear that a repeated application of the above theorem can create couplings
(Z1, Z2, . . . , Zl) of any number of diffusions. We refer to Section 4.2 below for an important
example arising in the study of random polymers.
Duality and time-reversal. Our next result is a version of Bayes’ rule. Suppose Q 〈L〉P
for some (Pt), (Qt), and L. Is there a transition kernel L̂ such that P 〈L̂〉Q (see Figure 3)?
We show that this is the case when both (Pt) and (Qt) are reversible with respect to their
respective invariant measures. This also allows to find the time reversal of the diffusion
with generator given by (1.3).
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Definition 3. We say that two semigroups (Pt) and (P̂t) on R
d are in duality with respect
to a probability measure ν if they satisfy
(3.5)
∫
Rd
(Pt f) g dν =
∫
Rd
f (P̂t g) dν for all bounded measurable f, g and all t ≥ 0.
We say (Pt) is reversible with respect to ν if the above holds with (P̂t) = (Pt).
The definition can be restated as: the Markov process with semigroup (Pt) and initial
distribution ν, looked at backwards in time, is Markovian with transition semigroup (P̂t).
Consider two diffusion semigroups (Pt) and (Qt) as in Assumption 1 and a stochastic
transition operator L such that Q 〈L〉P . Suppose there exists semigroups (P̂t), (Q̂t) and
two probability measures ν1, ν2 such that
(i) (Pt) and (P̂t) are in duality with respect to ν1, and (Qt) and (Q̂t) are in duality
with respect to ν2.
(ii) ν1, ν2 have full support on X , Y and are absolutely continuous with respect to the
Lebesgue measure with continuous density functions h1, h2, respectively.
(iii) (Pt) and (Qt) are ergodic in the sense that, for any probability measures µ, ν on
X , Y, respectively, one has the weak convergences
(3.6) lim
t→∞
1
t
∫ t
0
µPs ds = ν1, lim
t→∞
1
t
∫ t
0
ν Qs ds = ν2.
Theorem 6. Let Λ denote the transition kernel corresponding to L and suppose that it is
jointly continuous. Define
(3.7) Λˆ(x, y) = Λ(y, x)
h2(y)
h1(x)
and write L̂ for the corresponding transition operator. Then, we have the following conclu-
sions:
(i) Λˆ is a stochastic transition kernel, and P̂ 〈L̂〉 Q̂.
(ii) Suppose that the conditions of Theorem 1 are satisfied for each of the triplets (Pt),
(Qt), L and (P̂t), (Q̂t), L̂ and let (Rt) and (R̂t) be the semigroups of the diffusions
corresponding to the intertwinings Q 〈L〉P and P̂ 〈L̂〉 Q̂ via Theorem 1, respectively.
Define a probability measure ρ on X ×Y given by its density Λ(y, x)h2(y) with respect
to the Lebesgue measure. Then, the semigroups (Rt) and (R̂t) are in duality with
respect to ρ.
Proof. The proof is broken down into several steps.
Step 1. We first argue that Λˆ is a stochastic transition kernel (and, thus, L̂ is a stochastic
transition operator). We need to show that
(3.8)
∫
Y
Λ(y, x)h2(y) dy = h1(x).
To see this, let f be a continuous bounded function on X , ν be a probability measure on
Y, and µ = ν L. Using the ergodicity condition (3.6) twice, Q 〈L〉P , and Fubini’s Theorem
we derive∫
X
f(x)h1(x) dx = lim
t→∞
1
t
∫ t
0
∫
X
f d(µPs) ds = lim
t→∞
1
t
∫ t
0
∫
X
f d(ν Qs L) ds
= lim
t→∞
1
t
∫ t
0
∫
Y
(Lf) d(ν Qs) ds =
∫
Y
(Lf)(y)h2(y) dy =
∫
X
f(x)
∫
Y
Λ(y, x)h2(y) dy dx.
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Here we have used that Lf is continuous (and bounded) due to the continuity of Λ and
Scheffe´’s Lemma. The claim (3.8) readily follows.
Step 2. Next, we show P̂ 〈L̂〉 Q̂. To this end, consider continuous bounded functions f ,
g on X , Y, respectively. For any fixed t > 0, the duality relation (3.5), Fubini’s Theorem,
and Q 〈L〉P yield
∫
X
(P̂t L̂ g)(x) f(x) dν1(x) =
∫
X
(L̂ g)(x) (Pt f)(x)h1(x) dx
=
∫
X
(∫
Y
Λ(y, x) g(y)h2(y) dy
)
(Pt f)(x) dx =
∫
Y
(∫
X
Λ(y, x) (Pt f)(x) dx
)
g(y)h2(y) dy
=
∫
Y
(LPt f)(y) g(y)h2(y) dy =
∫
Y
(Qt Lf)(y) g(y) dν2(y).
(3.9)
On the other hand, a similar calculation shows
∫
X
(L̂ Q̂t g)(x) f(x) dν1(x) =
∫
X
(∫
Y
Λ(y, x) (Q̂t g)(y) dν2(y)
)
f(x) dx
=
∫
X
(∫
Y
(Qt Λ)(y, x) g(y) dν2(y)
)
f(x) dx =
∫
Y
(∫
X
(Qt Λ)(y, x) f(x) dx
)
g(y) dν2(y)
=
∫
Y
(Qt Lf)(y) g(y) dν2(y).
(3.10)
Consequently, the first expressions in (3.9) and (3.10) are equal, so that P̂ 〈L̂〉 Q̂.
Step 3. We move on to showing that (Rt) and (R̂t) are in duality with respect to ρ.
Repeating the argument preceding (2.18) we find that Rt and R̂t are given by
Pt(x,dx
′)
Qt(y,dy
′)Λ(y′, x′)∫
Y Qt(y,dz)Λ(z, x
′)
and P̂t(x,dx
′)
Q̂t(y,dy
′) Λˆ(x′, y′)∫
X P̂t(x,dz
′) Λˆ(z′, y′)
,
respectively.
Now, consider the intertwining Z2 〈L〉Z1 with initial distribution ρ and fix a t > 0.
Since Z2(0) has distribution ν2, it follows from condition (i) of Definition 2 that Z2(t) has
also distribution ν2. Since the law of Z1(t) conditional on Z2(t) is given by L, the joint
law of (Z1(t), Z2(t)) must be given by ρ. Thus, ρ is an invariant distribution of (Z1, Z2).
Consequently, to show the desired duality it suffices to argue that R̂t gives the conditional
law of (Z1(0), Z2(0)) given (Z1(t), Z2(t)). This can be seen by taking the joint distribution
h2(y
′)Λ(y′, x′)Pt(x′,dx)
Qt(y
′,dy)∫
Y Qt(y
′,dz)Λ(z, x)
of (Z1(0), Z2(0), Z1(t), Z2(t)), plugging in∫
Y
Qt(y
′,dz)Λ(z, x) =
h1(x)
h2(y′)
∫
X
P̂t(x,dz
′) Λˆ(z′, y′)
(which is based on Q 〈L〉P and the duality of (Pt) and (P̂t)), and using the duality of (Pt)
and (P̂t), the duality of (Qt) and (Q̂t), and (3.7). 
Simultaneous intertwining. Exhibiting examples of intertwining among multidimen-
sional processes is difficult. One needs to solve the equation (1.4) explicitly. The next
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❏
❏
❏
❏
❏
S(u) // S(u+ t)
Figure 4. Simultaneous intertwining.
result gives a systematic method of constructing intertwinings with multidimensional pro-
cesses starting from intertwinings with one-dimensional ones. An important example of
this construction, which arose originally in random matrix theory, is detailed in Section
5.1.
We ask the following question. Suppose one has diffusions S, X, Y with generators given
by (3.1), (1.1), (1.2), respectively, all satisfying Assumption 1, and stochastic transition
operators L1, L2 with kernels Λ1, Λ2 such that the triplets (AS ,AX ,Λ1) and (AS,AY ,Λ2)
satisfy the conditions of Theorem 1. Can one construct a coupling (S,X, Y ) on a suitable
probability space such that X and Y are conditionally independent given S with X 〈L1〉S
and Y 〈L2〉S, the process (X,Y ) is a diffusion, and (X,Y ) 〈L〉S? We refer to Figure 4 for
a commutative diagram representation.
One can take simple examples to check that this is not true in general, since the process
(X,Y ) might not be Markovian. A consistency condition on S, Λ1, Λ2 is needed. The
answer to the above question turns out to be affirmative if the density Λ12(x, y, ·) :=
Λ1(x, ·)Λ2(y, ·) is integrable on S and, viewed as a finite measure, satisfies
(3.11)
Γ (Λ1(x, ·),Λ2(y, ·)) := (AS)∗Λ12(x, y, ·)−((AS)∗Λ1(x, ·))Λ2(y, ·)−Λ1(x, ·)(AS)∗Λ2(y, ·) = 0
for all x ∈ X , y ∈ Y (in particular, we assume that Λ12(x, y, ·) is in the domain of (AS)∗).
The operator Γ is usually referred to as the carre´-du-champ operator and is of fundamen-
tal geometric and probabilistic importance. We refer to Section VIII.3 in [RY99] for an
introduction and additional references.
Theorem 7. Suppose that (3.11) holds, the total variation norm of (AS)∗Λ12(x, y, ·) is
locally bounded as (x, y) varies in X × Y, and the function
τ(x, y) :=
∫
S
Λ12(x, y, s) ds
is continuously differentiable. Then,
(i) τ is harmonic for AX +AY and, assuming it does not explode, the corresponding h-
transform of the product diffusion with generator AX+AY is a Feller-Markov process
on X × Y with generator
Aτ = AX +AY + (∇x log τ)′ a∇x + (∇y log τ)′ ρ∇y
and boundary conditions of X, Y on ∂X × Y, X × ∂Y, respectively.
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(ii) The kernel ξ(x, y, s) = Λ12(x,y,s)τ(x,y) of a stochastic transition operator Ξ solves
Aτ ξ = (AS)∗ξ .
Moreover, if the triplet (AS ,Aτ , ξ) satisfies the conditions of Theorem 1, then the
corresponding intertwining (X,Y ) 〈Ξ〉S has the generator
AS +AX +AY + (∇x log Λ1)′ a∇x + (∇y log Λ2)′ ρ∇y
with the boundary conditions of S, X, Y on ∂S × X × Y, S × ∂X × Y, S × X × ∂Y,
respectively, X and Y are conditionally independent given S in that process, (S,X) =
S 〈L1〉X, and (S, Y ) = S 〈L2〉Y .
Proof. Note first that, in view of AXΛ1 = (AS)∗Λ1, AY Λ2 = (AS)∗Λ2, and (3.11),
(AX +AY )Λ12 = (AXΛ1)Λ2 + Λ1 (AY Λ2) = ((AS)∗Λ1)Λ2 + Λ1 (AS)∗Λ2 = (AS)∗Λ12.
Hence, according to Theorem 4 the function τ is harmonic for AX + AY and, provided
it does not explode, the corresponding h-transform is a Feller-Markov process with the
desired boundary conditions and generator given by
Aτφ = τ−1 (AX +AY )(τφ)
on functions φ with τφ in the domain of AX +AY .
Now, pick a function φ ∈ C∞c (X ×Y) in the domain of AX+AY . Then the non-explosion
of the h-transform shows that, for the product diffusion (X,Y ), the process τ(X(t), Y (t)),
t ≥ 0 is a martingale, so that by Itoˆ’s formula
(τφ)(X(t), Y (t))− (τφ)(X(0), Y (0)) =
∫ t
0
τ(X,Y ) dφ(X,Y ) +
∫ t
0
φ(X,Y ) dτ(X,Y )
+ 〈τ(X,Y ), φ(X,Y )〉(t).
(3.12)
Approximating τ by a sequence τq, q ∈ N of twice continuously differentiably functions
such that the uniform convergences τq → τ , ∇τq → ∇τ hold on X ×Y, one finds using the
definition of quadratic co-variation as a limit and Itoˆ’s formula that
〈τ(X,Y ), φ(X,Y )〉(t) = lim
q→∞〈τq(X,Y ), φ(X,Y )〉(t) = limq→∞
∫ t
0
((∇τq)′ κ∇φ)(X,Y ) ds
=
∫ t
0
((∇τ)′ κ∇φ)(X,Y ) ds
(3.13)
where the limits are in probability and κ is the block matrix with blocks a and ρ. Combining
(3.12), (3.13), and the converse to Dynkin’s formula (see e.g. Proposition VII.1.7 in [RY99])
we conclude that τφ is in the domain of AX +AY with
(AX +AY )(τφ) = τ AXφ+ τ AY φ+ (∇xτ)′ a∇xφ+ (∇yτ)′ ρ∇yφ.
This yields the desired representation of the closed operator Aτ , finishing the proof of (i).
Using the equation (AX+AY )Λ12 = (AS)∗Λ12 and proceeding as in the proof of Theorem
4 we obtain further Aτξ = (AS)∗ξ. Next, we employ the representation of the operator
Aτ in (i) and Theorem 1 to conclude that the intertwining (X,Y ) 〈Ξ〉S has the described
generator. Moreover, applying Itoˆ’s formula to functions of (S,X) ((S, Y ) resp.) one finds
that (S,X) ((S, Y ) resp.) is a realization of the intertwining S 〈L1〉X (S 〈L2〉Y resp.)
via Theorem 1. Finally, from the dynamics of X, Y in (S,X, Y ) and the uniqueness for
the (sub-)martingale problems associated with S 〈L1〉X, S 〈L2〉Y it follows that, given S,
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the law of (X,Y ) is a product of the conditional law of X given S in S 〈L1〉X and the
conditional law of Y given S in S 〈L2〉Y . The proof of the theorem is finished. 
Remark 4. Theorem 7 can be easily generalized to simultaneous intertwinings with any
finite number of diffusions, provided the corresponding kernels jointly satisfy a product
rule as in (3.11).
4. On various old and new examples
4.1. Some examples from [CPY98]. In [CPY98] the authors discuss various examples
of intertwinings of Markov semigroups in continuous time. The perspective is somewhat
different from ours and worth comparing. The set-up in [CPY98] is that of filtering. Let
us first briefly describe their approach.
Consider two filtrations (Ft : t ≥ 0) and (Gt : t ≥ 0) such that Gt is a sub-σ-algebra of
Ft for every t. Pick two processes: X(t), t ≥ 0, which is (Ft)-adapted, and Y (t), t ≥ 0,
which is (Gt)-adapted. Suppose that X is Markovian with respect to (Ft) with transition
semigroup (Pt), and Y is Markovian with respect to (Gt) with transition semigroup (Qt).
Suppose further that there exists a stochastic transition operator L such that
E[f(X(t)) | Gt] = (Lf)(Y (t)), t ≥ 0
for all bounded measurable functions f . It is then shown in Proposition 2.1 of [CPY98] that
the intertwining relation Qt L = LPt holds for every t ≥ 0. In the rest of the subsection
we investigate the applicability of Theorem 2 for three major examples treated in [CPY98].
Note that in all of their examples the condition (iii)’ of Theorem 2 is automatically satisfied,
since X is (Ft)-Markovian.
Example 1. We start with the example in Section 2.1 of [CPY98] which is an instance of
Dynkin’s criterion for when a function of a Markov process is itself Markovian with respect
to the same filtration. Take Y to be an n-dimensional standard Brownian motion and let X
be its Euclidean norm. Let both (Ft) and (Gt) be the filtration generated by Y . Then the
law of X is that of a Bessel process of dimension n, and the transition operator L is given
by (Lf)(y) = f (|y|) for all bounded measurable functions f . Since X(t) is a deterministic
function of Y (t) for every t ≥ 0, the conditions (iv)’ and (v) in Theorem 2 are obvious.
However, L does not admit a density Λ, so that the regularity conditions in Theorem 2 do
not hold. One can also see directly that the generator of the Feller-Markov process (X,Y )
is not of the form (1.3).
Example 2. The following example from Section 2.3 in [CPY98] is due to Pitman (see also
[RP81] for similar ones). Let B be a standard one-dimensional Brownian motion and take
X(t) = |B(t)|, t ≥ 0 and Y (t) = |B(t)|+Θ(t), t ≥ 0 where Θ is the local time at zero of B.
In addition, let (Ft) and (Gt) be the filtrations generated by X and Y , respectively. Then,
X is a reflected Brownian motion and Y is a Bessel process of dimension 3. The transition
operator L is given by
E[f(X(t)) | Gt] =
∫ 1
0
f(xY (t)) dx
for all bounded measurable functions f . In other words, the conditional law of X(t) given
Gt is the uniform distribution on [0, Y (t)]. To check condition (iv)’ of Theorem 2 in this
example we use Pitman’s theorem (see e.g. Section 4.a in [DMMY02]). Let R be a 3-
dimensional Bessel process starting from zero and set
J(t) = inf
s≥t
R(s), t ≥ 0.
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Then, according to Pitman’s Theorem, the law of the process (X,Y ) is the same as that
of (R − J,R). Moreover, the Markov property of R shows that, for any t ≥ 0, conditional
on R(t), the random variable J(t) is independent of R(s), 0 ≤ s < t. Translating this to
the pair (X,Y ) gives condition (iv)’ of Theorem 2 (and, in fact, the stronger condition (iv)
of Definition 2). However, condition (v) of Theorem 2 does not hold. This can be seen by
comparing the distribution of (R(s)− J(s), R(s), R(t) − J(t), R(t)) given in equations (7),
(8) of [Imh92] to the joint distribution of (2.18) with (Pt) and (Qt) being the semigroups
of a reflected Brownian motion and a 3-dimensional Bessel process, respectively (see e.g.
Chapter XI in [RY99] for explicit formulas). Consequently, Theorem 2 does not apply, and
(1.3) does not give the generator of (X,Y ). Nonetheless, (1.4) does hold for Λ(y, x) = y−1
on its domain {(y, x) ∈ R2 : 0 < x < y} in the sense specified in Theorem 3. Indeed,∫ y
0 y
−1 1
2 f
′′(x) dx = 12 y
−1 f ′(y) for any function f ∈ C∞c ([0,∞)) with f ′(0) = 0, which is
consistent with (2.28) due to AY y−1 = 0.
Example 3 (Process extension of Beta-Gamma algebra). The primary example in [CPY98]
(see Section 3 therein) is a process extension of the well-known Beta-Gamma algebra. For
α, β > 0, let Xα, Xβ be two independent squared Bessel processes of dimensions 2α, 2β,
respectively, both starting from zero. Set X = Xα and Y = Xα + Xβ and define (Ft)
and (Gt) as the filtrations generated by the pair (X,Y ) and the process Y , respectively.
Introduce further the stochastic transition operator
(Lα,βf)(y) =
1
B(α, β)
∫ 1
0
f (yz) zα−1 (1− z)β−1 dz
acting on bounded measurable functions on [0,∞), where B(·, ·) is the Beta function.
Clearly, the transition kernel corresponding to L is given by
(4.1) Λα,β(y, x) =
y−1
B(a, b)
(
x
y
)α−1(
1− x
y
)β−1
1(0,y)(x).
Theorem 3.1 in [CPY98] proves the intertwining Qt Lα,β = Lα,β Pt, t ≥ 0 of the semigroups
(Pt) and (Qt) associated with X and Y .
In the course of the proof of Theorem 3.1 in [CPY98] the authors verify condition (iv) of
our Definition 2 (see the display in the middle of p. 325 therein). In particular, the weaker
condition (iv)’ of Theorem 2 is satisfied. However, condition (v) of Theorem 2 does not hold
for the pair (X,Y ), as can be checked using the explicit formula for the transition density of
(Xα,Xβ) (see e.g. Chapter XI in [RY99]). As a consequence, Theorem 2 is not applicable,
and it is easy to see from the SDEs for Xα, Xβ that the generator of (X,Y ) is not given
by (1.3). Nonetheless, Λα,β does solve (1.4) on its domain {(y, x) ∈ R2 : 0 < x < y} in the
sense specified in Theorem 3. Indeed, considering
∫ y
0 Λα,β(y, x) (2α f
′(x) + 2x f ′′(x)) dx for
a function f ∈ C∞c ([0,∞)) and integrating by parts one obtains∫ y
0
2(β − 1)
B(α, β)
xα−1 y1−α−β (y − x)β−3 ((α+ β − 2)x− α y) f(x) dx
+
(
2αΛα,β(y, x) f(x) + 2xΛα,β(y, x) f
′(x)− ∂x(2xΛα,β(y, x)) f(x)
)∣∣∣y
0
.
On the other hand, by direct differentiation one verifies
AY Λ(y, x) = 2(β − 1)
B(α, β)
xα−1 y1−α−β (y − x)β−3 ((α+ β − 2)x− α y),
and the boundary terms are consistent with those in (2.28) (up to the non-trivial diffusion
coefficient in this example).
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4.2. Whittaker 2d-growth model. The following is an example of intertwined diffusions
that appeared in the study of a semi-discrete polymer model in [O’C12]. The resulting
processes were investigated further in [BC13] under the name Whittaker 2d-growth model.
In the latter article, it is shown that such processes arise as diffusive limits of certain inter-
twined Markov chains which are constructed by means of Macdonald symmetric functions.
Fix some N ∈ N and a = (a1, a2, . . . , aN ) ∈ RN and consider the diffusion process
R =
(
R
(k)
i ; 1 ≤ i ≤ k ≤ N
)
on RN(N+1)/2 defined through the system of SDEs
dR
(1)
1 (t) = dW
(k)
1 (t) + a1 dt,
dR
(k)
1 (t) = dW
(k)
1 (t) +
(
ak + e
R
(k−1)
1 (t)−R(k)1 (t)
)
dt,
dR
(k)
2 (t) = dW
(k)
2 (t) +
(
ak + e
R
(k−1)
2 (t)−R
(k)
2 (t) − eR(k)2 (t)−R(k−1)1 (t)
)
dt,
...
dR
(k)
k−1(t) = dW
(k)
k−1(t) +
(
ak + e
R
(k−1)
k−1 (t)−R
(k)
k−1(t) − eR(k)k−1(t)−R(k−1)k−2 (t)
)
dt,
dR
(k)
k (t) = dW
(k)
k (t) +
(
ak − eR
(k)
k (t)−R
(k−1)
k−1 (t)
)
dt,
(4.2)
where
(
W
(k)
i , 1 ≤ i ≤ k ≤ N
)
are independent standard Brownian motions.
Define the following two functions acting on vectors r =
(
r
(k)
i , 1 ≤ i ≤ k ≤ N
)
in
R
N(N+1)/2:
T1(r) =
N∑
k=1
ak
( k∑
i=1
r
(k)
i −
k−1∑
i=1
r
(k−1)
i
)
,
T2(r) =
∑
1≤i≤k≤N−1
[
exp
(
r
(k)
i − r(k+1)i
)
+ exp
(
r
(k+1)
i+1 − r(k)i
)]
.
Let X be the diffusion process on R(N−1)N/2 comprised by the coordinates R(k)i , 1 ≤ i ≤
k ≤ N − 1, write AX for its generator, and let Y be the diffusion on RN with generator
given by
AY = 1
2
∆ + (∇ logψa(y)) · ∇,
ψa(y) =
∫
R(N−1)N/2
exp (T1(r)− T2(r)) dr(1)1 . . . dr(N−1)N−1
∣∣∣
r
(N)
1 =y1,...,r
(N)
N =yN
.
(4.3)
As observed in Theorem 3.1 of [O’C12], the generator AY can be rewritten as
(4.4)
1
2
ψa(y)
−1
(
H −
N∑
i=1
a2i
)
ψa(y),
where H = ∆− 2∑N−1i=1 eyi+1−yi is the operator known as the Hamiltonian of the quantum
Toda lattice (see Section 2 of [O’C12] and the references therein for more details on the
latter).
Let x = (x
(k)
i , 1 ≤ i ≤ k ≤ N − 1) be a vector in R(N−1)N/2 and y be a vector in RN .
One can naturally concatenate y “above” x to get a vector r ∈ RN(N+1)/2. Consider the
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stochastic transition kernel
Λ(y, x) =
1
ψa(y)
exp
(
T1(r)− T2(r)
)
.
The formulas for AY and Λ show that the generator of R is of the form (1.3). Moreover, the
statement that Λ solves (1.4) in the sense specified in Theorem 1 is implicitly contained in
Section 9 of [O’C12] (see also Proposition 8.2 and, in particular, equation (12) therein for a
related statement). Therefore we expect the Whittaker 2d-growth model to be an instance
of the construction in Theorem 1, even though the detailed analysis of the function ψa
needed for the verification of the regularity conditions in Theorem 1 is a technical challenge
that will be pursued elsewhere.
4.3. Constructing new examples. The main difficulty in constructing intertwining re-
lationships consists in finding explicit solutions of (1.4) that are positive. Even in the case
that one of the two diffusions is one-dimensional, in which semigroup theory can be used
to prove the existence of solutions, showing their positivity is not easy. In this subsection
we construct several classes of positive solutions.
Diffusions on compact state spaces. Suppose that the state spaces X , Y of the dif-
fusions X, Y are compact, and that X has an invariant distribution on X with a positive
continuous density f . A simple example of such a diffusion is a normally reflected Brownian
motion on a compact domain, in which case f is constant. Let u be a continuous function
that solves (1.4) on the compact X × Y. Then there is a large enough constant M such
that u+Mf is a positive solution of (1.4) (note that (AX)∗f = 0). Clearly, u+Mf gives
rise to an intertwining via Theorem 4.
One might wonder how the choice of M affects the resulting intertwining relationship.
Assuming that τ(y) :=
∫
X u(y, x) dx is continuously differentiable in y, the generator of the
h-transform of Y associated with u+Mf via Theorem 4 reads
Aτ,M := AY + (∇ log(τ +M))′ρ∇y = AY + (∇τ)′
τ +M
ρ∇y.
If, in addition, the triplet (AX ,Aτ,M , u+Mf) satisfies the conditions of Theorem 1, then
the generator of the corresponding intertwining is given by
AX +AY +
(
(∇τ)′
τ +M
+
(∇yu)′
u+Mf
)
ρ∇y.
Consequently, different choices of M lead to non-trivial changes in Aτ,M and the latter
generator, as well as in the corresponding diffusions.
For an example of this construction consider X = Y = [−1, 1] and take
AX = −2x ∂x + (1− x2)∂2x, AY = (1− 2y)∂y + (1− y2)∂2y .
The corresponding processes X, Y are examples of Jacobi (or, Wright-Fisher) diffusions.
The latter play an important role in population genetics. The operator (AX)∗, viewed
as a differential operator acting on twice continuously differentiable functions on [−1, 1],
coincides with AX and admits eigenfunctions (fq)q∈N with eigenvalues q(q + 1), q ∈ N
which are known as Legendre polynomials. The eigenfunctions (gq)q∈N of the operator
AY are known as Jacobi polynomials, and the corresponding eigenvalues are also given by
q(q+1), q ∈ N. Consequently, u(y, x) =∑q∈N cq fq(x) gq(y) is a solution of (1.4) whenever∑
q∈N |cq| ‖fq‖∞ ‖gq‖∞ < ∞ and
∑
q∈N |cq| q(q + 1)‖fq‖∞ ‖gq‖∞ < ∞. Moreover, the uni-
form distribution on [−1, 1] is invariant for X. Thus, the functions M2 +
∑
q∈N cq fq(x) gq(y)
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are positive solutions of (1.4) for all M > 2
∑
q∈N |cq| ‖fq‖∞ ‖gq‖∞ and give rise to inter-
twinings of X with h-transforms of Y as described above.
Intertwinings of multidimensional Brownian motions with h-transforms of Bessel
processes. The following lemma is well-known and is usually used to solve the classical
wave equation in multiple space dimensions. For its proof we refer to the proof of Lemma
1 on page 71 in [Eva10].
Lemma 8. Let u be a positive twice continuously differentiable probability density on Rm
with m > 1. Let γm = π
m/2/Γ(1 +m/2) denote the volume of the unit ball in dimension
m. For r > 0 and x ∈ Rm, define the spherical means of u by
(4.5) u(r, x) =
1
mγm
∫
∂B(0,1)
u (x+ rz) dθ(z),
where B(0, 1) is the unit ball centered at 0, and θ is the Lebesgue measure on its boundary.
Then, u(r, x) is positive and a classical solution of
(4.6)
m− 1
2r
∂r u(r, x) +
1
2
∂2r u(r, x) =
1
2
∆x u(r, x).
By Fubini’s Theorem the kernel u(r, x) is stochastic. This allows us to use Theorem 1
to construct intertwinings of multidimensional Brownian motions with Bessel processes of
the same dimension. Note that such intertwinings are different from the one in Example
1, since for any given r > 0 the density u(r, ·) is supported on the entire Rm.
More generally, positive classical solutions of (4.6) give rise to intertwinings of multidi-
mensional Brownian motions with h-transforms of Bessel processes of the same dimension
via Theorem 4. Hereby, the possible h-transforms are characterized by the following propo-
sition.
Proposition 9. Let u(r, x) be a classical solution of (4.6) with m > 1. Suppose that∫
Rm
|∆xu(r, x)|dx is locally bounded as r varies, and that the integral τ(r) :=
∫
Rm
u(r, x) dx
is finite for all r > 0 and continuous in r. Then, there exist constants a, b ∈ R such
that τ(r) = a + b r2−m if m > 2 and τ(r) = a + b log r if m = 2. In particular, if
lim supr↓0 |τ(r)| <∞, then τ(r) is a constant.
Proof. The regularity conditions on u allow us to conclude that τ is harmonic for m−12r ∂r+
1
2 ∂rr (see Theorem 4 and its proof). The proposition now follows from the remark at the
bottom of p. 303 in [RY99] and the formulas for scale functions of Bessel processes in
Section XI.1 of [RY99]. 
Remark 5. The statement and the proof of Proposition 9 readily extend to any one-
dimensional diffusion instead of a Bessel process. All possible harmonic functions with
respect to its generator are then given by affine transformations of a scale function of the
process. For more details on scale functions we refer the reader to Section VII.3 in [RY99].
σ-finite kernels. In some cases σ-finite kernels can be combined to obtain finite ones
via the procedure described in Theorem 7. As an example consider an orthonormal basis
ζ1, ζ2, . . . , ζk of R
k. Pick k positive probability density functions f1, f2, . . . , fk on R that
are twice continuously differentiable, tend to zero at infinity together with their second
derivatives, and whose second derivatives are integrable. Then, the σ-finite kernels
Λi(xi, s) := fi(xi + 〈s, ζi〉), i = 1, 2, . . . , k
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Figure 5. An illustration of an element r ∈ GN
are classical solutions of ∆sΛi = ∂
2
xiΛi. With Λ(x, s) :=
∏k
i=1Λ(xi, s), the orthonormality
of the ζi’s yields
∆sΛ(x, s) =
k∑
j=1
∂2xjΛj(xj , s)
∏
i 6=j
Λi(xi, s) = ∆xΛ(x, s)
in the classical sense and in the sense of Theorem 1. Moreover, the kernel Λ is stochastic
and, hence, gives rise to an intertwining of two Brownian motions via Theorem 1, provided
the corresponding diffusion satisfies Assumption 1.
5. Interwinings of diffusions with reflections
5.1. Multilevel Dyson Brownian motion. The following example is the main subject
of study in [War07]. Consider the so-called Gelfand-Tsetlin cone
(5.1) GN :=
{
r =
(
r
(k)
i : 1 ≤ i ≤ k ≤ N
) ∈ RN(N+1)/2 : r(k−1)i−1 ≤ r(k)i ≤ r(k−1)i }
for some N ∈ N, N ≥ 2. An element r ∈ GN is usually thought of in terms of the pattern of
points
(
r
(k)
i , k
)
, 1 ≤ i ≤ k ≤ N in the plane (see Figure 5.1 for an illustration). In [War07]
the author defines a diffusion R in GN through the system of SDEs
(5.2) dR
(k)
i (t) = dW
(k)
i (t) + dL
(k),+
i (t)− dL(k),−i (t), 1 ≤ i ≤ k ≤ N,
equipped with the initial condition R(0) = 0 ∈ GN and entrance laws into GN whose
probability densities are multiples of
(5.3)
∏
1≤i<j≤N
(
r
(N)
j − r(N)i
) N∏
i=1
exp
(
−
(
r
(N)
i
)2
2t
)
, t > 0.
Here L
(k),±
i are the local times accumulated at zero by the semimartingales R
(k)
i −R(k−1)i−1 ,
R
(k−1)
i −R(k)i , respectively. The probability distributions given by (5.3) are of major impor-
tance in random matrix theory, as each of them describes the joint law of the eigenvalues of
the top left 1×1, 2×2, . . . , N×N submatrices of a (scaled) matrix from the Gaussian uni-
tary ensemble (GUE). The diffusion R is usually referred to as multilevel Dyson Brownian
motion, or as the Warren process.
Write X for
(
R
(k)
i : 1 ≤ i ≤ k ≤ N−1
)
and Y for
(
R
(N)
i : 1 ≤ i ≤ N
)
. It is clear that X
forms a multilevel Dyson Brownian motion in GN−1. The main result of [War07] establishes
that Y is also a diffusion in its own filtration, namely an N -dimensional Dyson Brownian
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motion. Specifically, there exist independent standard Brownian motions B1, B2, . . . , BN
with respect to the filtration of Y such that
(5.4) dYj(t) =
∑
l 6=j
1
Yj(t)− Yl(t) dt+ dBi(t), j = 1, 2, . . . , N.
Moreover, the explicit description of the entrance laws through the formula (5.3) is used in
[War07] to prove the intertwining of the semigroups of X and Y .
We show now that the process R fits into the framework of our Theorem 3 and, hence,
the results of [War07] become corollaries of that more general result. Indeed, consider R(t),
t ≥ t0 for some t0 > 0. The state space of this process is
D(N) =
{
r ∈ GN : r(k)i < r(k)i+1, 1 ≤ i < k ≤ N
}
,
and we have the cross-sections
D(N)(y) =
{
x ∈ D(N−1) : y1 ≤ x(N−1)1 ≤ y2 ≤ x(N−1)2 ≤ · · · ≤ x(N−1)N−1 ≤ yN
}
for y ∈ RN with y1 < y2 < · · · < yN . The appropriate kernel Λ for the case at hand turns
out to be
Λ(y, x) =
N−1∏
k=1
k!
∏
1≤j<l≤N
(yl − yj)−1 1D(N)(y)(x).
The stochasticity of Λ can be checked by induction over N relying on the identity∫ y2
y1
. . .
∫ yN
yN−1
(N−1)!
∏
1≤i<m≤N−1
(
x(N−1)m −x(N−1)i
) ∏
1≤j<l≤N
(yl−yj)−1dx(N−1)1 . . . dx(N−1)N−1 = 1.
The latter integrand usually goes by the name Dixon-Anderson conditional probability den-
sity and, in particular, its integral is known to be equal to 1 (see e.g. the introduction in
[For09]). It is clear from the definitions that Λ is positive and smooth on D, and that the
corresponding operator L maps C0(D
(N−1)) to C0({y ∈ RN : y1 < y2 < · · · < yN}).
Next, we note that the submartingale problem associated with R(t), t ≥ t0 is well-posed
and that its solution is a Feller-Markov process, since any solution of it can be viewed
as a reflected Brownian motion in D(N) and must therefore be given by the image of the
driving Brownian motions under the appropriate (deterministic and Lipschitz) reflection
map. Moreover, Λ(·, x) extends to the function Λ˜(y) =∏N−1k=1 k! ∏1≤j<l≤N (yl − yj)−1 and
the latter satisfies AY Λ˜ = 0 where AY is the generator of the Dyson Brownian motion Y .
Indeed, recalling that Y can be viewed as an h-transform of a Brownian motion stopped
upon exiting the state space of Y (see e.g. Section 2.1 in [Bia09]) we recognize Λ˜(Y (t))
Λ˜(Y (t0))
as the density of the law of the latter on [t0, t] with respect to the law of Y on [t0, t]. In
particular, Λ˜(Y (t)), t ≥ t0 is a martingale in the filtration of Y , and so AY Λ˜ = 0 by the
converse of Dynkin’s formula (see e.g. Proposition VII.1.7 in [RY99]). We now obtain
the representation (2.28) via Remark 1 after noting that here (AX)∗ (interpreted as a
differential operator) is one half times the Laplacian on D(N)(y), so that (AX)∗Λ(y, ·) = 0
on D(N)(y). Lastly, it is straightforward to check that both terms on the left-hand side of
(2.29) and the paranthesis on the right-hand side of (2.29) vanish identically. At this point,
we may apply Theorem 3 to obtain R = Y 〈L〉X on [t0,∞). In particular, we recover the
results of [War07] by taking the limit t0 ↓ 0.
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5.2. σ-finite kernels. In this subsection, we explain how the kernel of the previous sub-
section can be obtained by combining suitable σ-finite kernels via the procedure described
in Theorem 7. Let AX be the generator of the process X := (R(k)i : 1 ≤ i ≤ k ≤ N − 1)
defined in the previous subsection. In other words, AX is one half times the Laplacian
on D(N−1), endowed with Neumann boundary conditions dictated by (5.2). In addition,
abbreviate 12
d2
dy2i
by AYi for i = 1, 2, . . . , N and define the regions
D(N)(y1) =
{
x ∈ D(N−1) : x(N−1)1 ≥ y1
}
,
D(N)(yi) =
{
x ∈ D(N−1) : x(N−1)i−1 ≤ yi ≤ x(N−1)i
}
for i = 2, 3, . . . , N − 1,
D(N)(yN ) =
{
x ∈ D(N−1) : x(N−1)N−1 ≤ yN
}
.
Then, for each i = 1, 2, . . . , N , the σ-finite kernel Λi(yi, x) = 1D(N)(yi)(x) trivially sat-
isfies (AX)∗Λi = AYiΛi on ∪yi
({yi} × D(N)(yi)) in the classical sense (with (AX)∗ being
interpreted as a differential operator).
Next, combine the σ-finite kernels Λi, i = 1, 2, . . . , N according to the recipe of Theorem
7 to obtain the finite kernel
N∏
i=1
1D(N)(yi)(x) = 1D(N)(y)(x)
where D(N)(y) is defined as in the previous subsection. Theorem 7 suggests that the
normalizing function
τ(y) :=
∫
D(N−1)
1D(N)(y)(x) dx
should be harmonic for
∑N
i=1AYi = 12 ∆y. Indeed, as in the previous subsection one finds
τ(y) =
(N−1∏
k=1
k!
)−1 ∏
1≤j<l≤N
(yl − yj)1{y: y1<y2<···<yN},
and the latter function is harmonic for 12 ∆y on {y : y1 < y2 < · · · < yN}. The correspond-
ing h-tranform of 12 ∆y gives rise to the generator of the N -dimensional Dyson Brownian
motion Y from (5.4) (see e.g. Section 2.1 in [Bia09] for more details). It remains to observe
that the normalized kernel
1
D(N)(y)
(x)
τ(y) is precisely the stochastic kernel employed in the
previous subsection.
Appendix A. Some solutions of hyperbolic PDEs
Theorem 1 shows, in particular, that classical solutions of (1.4) (with (AX)∗ and AY
being interpreted as differential operators) give rise to intertwinings of diffusions, provided
they are stochastic and have the appropriate boundary behavior. In this appendix, we have
therefore collected some known explicit formulas for classical solutions of hyperbolic PDEs
as in (1.4), as well as some general existence results for such PDEs.
Example 4 (Classical wave equations). We start with the simplest example of AX = ∂2x on
R and AY = ∆y on Rn (the case of AX = ∆x on Rm and AY = ∂2y on R being analogous).
The equation (1.4) is then the classical wave equation
(A.1) ∂2x Λ = ∆y Λ.
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When n = 1, all classical solutions of (A.1) can be written as
φ(y − x) + ψ(y + x)
thanks to the well-known d’Alembert’s formula. When n ≥ 2, the classical solutions of
(A.1) are given by the following formulas (see e.g. Section 2.4 in [Eva10]):
∂x
(
1
x
∂x
)n−3
2
(
1
x
∫
∂B(y,x)
φ(y˜) dθ(y˜)
)
+
(
1
x
∂x
)n−3
2
(
1
x
∫
∂B(y,x)
ψ(y˜) dθ(y˜)
)
if n is odd, and
∂x
(
1
x
∂x
)n−2
2
(∫
B(y,x)
φ(y˜)
(x2 − |y˜ − y|2)1/2 dy˜
)
+
(
1
x
∂x
)n−2
2
(∫
B(y,x)
ψ(y˜)
(x2 − |y˜ − y|2)1/2 dy˜
)
if n is even. Here B(y, x) is the ball of radius x around y, ∂B(y, x) is its boundary, and θ
is the Lebesgue measure on ∂B(y, x).
Example 5 (Divergence form operators). Next, we consider the situation where AX =
1
v(x) ∂x v(x) ∂x for some v > 0 on an interval in R and AY = ∂2y on R. Note that, if v is
continuously differentiable, the diffusion X corresponding to AX is well-defined provided it
does not explode, and in the case of non-explosion it is reversible with respect to the measure
v(x) dx. In this situation, classical solutions of (1.4) can be obtained by a procedure
described in [Car82a] and the references therein. Consider eigenfunctions
AX φλ = λφλ, AY ψλ = λψλ
where λ varies over the set of eigenvalues of AX . Then, superpositions of the functions
v(x)φλ(x)ψλ(y) for varying values of λ are classical solutions of (1.4). One case, in which
this procedure leads to explicit solutions, is that of v(x) = x2ν+1 and AX = ∂xx + 2ν+1x ∂x
on (0,∞) where ν ≥ 0. In this case, one can let λ vary in (−∞, 0] and choose each φλ as
a linear combination of x−ν Jν
( −√−λx) and x−ν Yν( −√−λx) and each ψλ as a linear
combination of sin
(√−λ y) and cos (√−λ y) where Jν and Yν are Bessel functions of the
first and second kind, respectively. Another formula for classical solutions of (1.4) in the
same case, which is more amenable to the selection of positive solutions, has been given
earlier in [Del38] and reads∫ π
0
φ
(√
x2 + y2 − 2xy cosα)(sinα)2ν dα.
Note that the latter function is positive as soon as φ is positive.
Example 6 (Euler-Poisson-Darboux equation). Now, consider the case AX = ∆x, AY =
∂2y +
2ν+1
y ∂y. In this case, the equation (1.4) is known as the Euler-Poisson-Darboux
(EPD) equation. While particular solutions of this equation go back to Euler and Poisson,
a full understanding of the Cauchy problem for the EPD equation with initial conditions
Λ(0, x) = f(x), (∂yΛ)(0, x) = 0 has been achieved more recently in [Asg37], [Wei52],
[DW53], and [Wei54]. The following summary of their results is taken from the introduction
of [Blu54]. When 2ν + 1 = m− 1, the solution reads
(A.2)
1
cm−1
∫
∂B(0,1)
f(x+ yx˜) dθ(x˜)
where cm−1 is the volume of the (m − 1)-dimensional unit sphere ∂B(0, 1) and θ is the
Lebesgue measure on the latter. When 2ν + 1 > m− 1, the solution is
(A.3)
c2ν+2−m
c2ν+2
∫
B(0,1)
f(x+ yx˜)(1 − |x˜|2)ν−m/2 dx˜
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where B(0, 1) is them-dimensional unit ball. Finally, when 0 < 2ν+1 < m−1, the solution
is given by
(A.4) y−2ν
(
1
y
∂y
)q
y2ν+2q Λ˜(y, x)
where Λ˜(y, x) is the solution of the EPD equation with 2ν + 1 replaced by 2ν + 2q + 1, f
replaced by f(2ν+2)(2ν+4)···(2ν+2q) , and q ∈ N such that 2ν + 2q + 1 ≥ m− 1.
We supplement the explicit solutions above by some general existence results for equa-
tions of the type (1.4) taken from Section 7.2 in [Eva10].
Proposition 10. Suppose the coefficients of AX and AY are smooth. Then, in each of the
following cases classical solutions of the equation (1.4) exist.
(a) m = 1, AX = ∂2x, n is arbitrary, and AY is uniformly elliptic.
(b) m is arbitrary, AX is uniformly elliptic, n = 1, and AY = ∂2y .
To the best of our knowledge, conditions for positivity of these solutions have not been
studied in this generality.
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