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Abstract 
Experimental near edge X–ray absorption fine structure (NEXAFS) spectra, X–ray photoelectron 
(XP) spectra and Auger electron spectra are reported for sulfur in ionic liquids (ILs) with a range 
of chemical structures.  These values provide experimental measures of the atomic charge in 
each IL and enable evaluation of the suitability of NEXAFS spectroscopy and XPS for probing 
relative atomic charge of sulfur.  In addition, we use Auger electron spectroscopy to show that 
when XPS binding energies differ by less than 0.5 eV, conclusions on atomic charge should be 
treated with caution.  Our experimental data provides a benchmark for calculations of atomic 
charge of sulfur obtained using different methods.  Atomic charges were computed for lone ions 
and ion pairs, both in the gas phase (GP) and in a solvation model based on density (SMD), 
with a wide range of ion pair conformers considered.  Three methods were used to compute 
atomic charges: charges from electrostatic potential using a grid based method (ChelpG), 
natural bond orbital (NBO) population analysis and Bader’s atoms in molecules (AIM) approach.  
By comparing experimental and calculated measures of atomic charge of sulfur, we provide an 
order for the sulfur atoms, ranging from most negative to most positive atomic charge.  
Furthermore, we show that both ChelpG and NBO are reasonable methods for calculating 
atomic charge of sulfur in ILs, based on agreement with both XPS and NEXAFS spectroscopy 
results.  However, atomic charges of sulfur derived from ChelpG are found to display significant, 
non–physical conformational dependence.  Only small differences in individual atomic charge of 
sulfur were observed between lone ion (GP) and ion pair IL(SMD) model systems, indicating 
that ion–ion interactions do not strongly influence individual atomic charges.   
 
1. Introduction 
 
Ionic liquids (ILs) are substances composed solely of mobile ions.  Many ILs possess desirable 
properties, e.g. electrical conductivity, low vapour pressure and a wide electrochemical window.  
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ILs have a wide range of potential applications including as solvents in catalysis;1 materials for 
lubrication;2, 3 and electrolytes for electrodeposition, batteries and supercapacitors4, 5.   
 
Many physical properties of ILs are determined by the intermolecular ion–ion interactions, e.g. 
surface tension,6 vapour pressure7 and viscosity8.  Therefore, understanding intermolecular 
interactions in ILs is key for establishing relationships between molecular–level (that is, ion 
composition) and macroscopic properties.  Due to the ionic nature of ILs, Coulombic forces are 
major contributors to intermolecular interactions.  Therefore, understanding the charge 
distribution of individual ions is key to understanding intermolecular interactions – and the 
related physical properties – in ILs.   
 
The atomic charge of atom A, q(A), is defined as q(A) = ZA – ρA, where ZA is the atomic number 
of A and ρA is the electron density assigned to A in an ion or molecule.9  q(A) values represent 
an intuitive way of understanding the complex distributions of valence electrons for molecules, 
and are used in classical molecular dynamics (MD) simulations to model Coulombic 
interactions.  However, it is difficult to validate the many different methods for determining q(A) 
values, as q(A) is a theoretical construct rather than an observable physical property.   
 
A range of methods exist for assigning q(A) based on the electron density of a system.  For 
example, population analysis (based on the electronic wavefunction), fitting to the electrostatic 
potential (ESP) and Bader’s atoms in molecules (AIM) approach (based on the electron 
density).  Population analysis methods involve expanding the density in terms of atomic orbitals 
(AOs), from which the electron density associated with each AO can be obtained.  The electron 
density (and therefore, q(A)) associated with an atom is obtained by summation of the electron 
density in all the AOs centred on that atom.  Some population analysis techniques (e.g. 
Mulliken) can be strongly dependent on the basis set,10 others such as the natural bond orbital 
(NBO) population analysis are largely basis set independent, as the electron density is 
expanded in terms of natural AOs rather than the basis functions used to calculate the 
density.11, 12  ESP methods involve first calculating the ESP (from the electron density) at a set 
of fitting points. A fitting procedure is subsequently used to derive the set of q(A) which best 
reproduces the ESP at each fitting point.  Different ESP methods vary in the selection of points 
used to calculate the ESP; for example, a rectangular grid of points is used in the “charges from 
electrostatic potential using a grid based method” (ChelpG) method.13  The AIM method 
involves the analysis of the electron density topology.14, 15  Electron density is divided into 
nuclear basins and the electron density associated with each nucleus (and therefore, q(A)) is 
found by integrating the electron density within the associated nuclear basin.   
 
For ab initio calculations of ILs, there is a limit to the total number of ions that can be readily 
included in a single calculation, primarily due to the increase in computational cost.  Most 
calculations of q(A) for ILs have been carried out on ion pairs in the gas phase.16  We have 
recently obtained evidence that calculations on relatively small numbers of ions capture the 
liquid phase valence electronic structure (i.e. the valence band, (VB)) of ILs, in particular when a 
solvent continuum is employed.17  In addition, there is a very weak dependence of the 
calculated IL VB on ion pair conformation when a solvent continuum is employed.18  The solvent 
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continuum employed here is a generalised liquid continuum model, the SMD (Solvation Model 
based on Density) model.19, 20   
 
Different methods for assigning q(A) for ILs have been shown to give different q(A).  For 
example, q(N) for [CnC1Im]+ (1,3–dialkylimidazolium, where n > 0) can be either positive21-23 or 
negative24, 25, depending on the method used to compute q(N).  Results from classical MD 
simulations illustrate the strong effects of varying charge distribution on physical properties.  
Using different q(A) values for MD simulations significantly affects predicted structural, dynamic 
or energetic properties for both ILs and deep eutectic solvents.26-30  Viscosity was demonstrated 
to be particularly sensitive to the degree of charge transfer in an IL, scaling q(A) values by 50% 
to 100% for [C1C1Im]Cl led to calculated diffusion constants that spanned three orders of 
magnitude.31  Furthermore, charge transfer has also been used to explain why ILs often have a 
lower conductivity than diffusion coefficients would suggest.32  Despite the importance of charge 
distribution in MD simulations, different IL force fields use different q(A) values.   
 
q(A) is not an observable physical property; only properties and/or quantities that are dependent 
on q(A) can be observed.  Therefore, it is very difficult to validate computed values of q(A) 
against experimental data methods.  Nonetheless, the validity of different q(A) methods has 
been tested in various ways.  Experimental pKa values for substituted anilines and phenols were 
found to correlate well with both AIM and NBO q(A), whereas ESP q(A) showed poor 
correlations.33  By contrast, q(A) from ESP methods for single molecules were significantly 
better at reproducing (experimental or theoretical) dipole moments than population analysis 
methods (e.g. NBO).34  Purely computational criteria have been used to assess the validity of 
ESP and population analysis methods for ILs; the criteria included basis set dependence, 
consistency in q(A) for symmetrically equivalent atoms and invariance of q(A) as the alkyl chain 
length was increased for [CnC1Im]+.35  ESP methods and NBO both performed well, but other 
population analysis methods (e.g. Mulliken) were not recommended based on the strong basis 
set dependence of q(A).  To the best of our knowledge, no study has attempted to validate q(A) 
methods in ILs by direct comparison to experimental results; the closest study was a 
comparison of experimental measures of charge density against total ion charge36 (but not 
q(A)).   
 
X–ray photoelectron spectroscopy (XPS), near edge X–ray absorption fine structure (NEXAFS) 
spectroscopy and Auger electron spectroscopy (AES) can be used to understand charge 
distribution, and therefore have the potential to be used for validation of q(A).  XPS has 
historically been the principal technique for comparing how charge distributions differ between 
systems.37  All of these core–hole techniques are element specific – they each provide a local 
measure of electron density.   
 
Core orbital electron binding energies (EB), measured by XPS, are sensitive to the amount of 
valence electron density near a particular nucleus, and therefore to q(A) (Figure 1a).  The EB of 
core orbital i is defined as the difference in energy between the ground (initial) state and an 
ionised (final) state with a core–hole in orbital i (Equation 1).   
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 EB = Efinal – Einitial         (1) 
 
Each core orbital has a characteristic EB value (e.g. S 1s ~2475 eV).  However, variations in the 
local environment (i.e. the interactions with nearby atoms) can cause measureable differences 
in EB.  For example, negative q(A) destabilises core orbitals relative to the neutral atom, and 
therefore leads to a smaller EB (Figure 1a(i) and Figure 1a(ii)).  Differences in EB that are 
caused by varying amounts of electron density near the ground–state atom, i.e. q(A), are called 
initial state effects.  A significant problem with interpreting shifts in EB as differences in q(A) is 
that electronic relaxation can occur on the femtosecond timescale of the photoelectric effect.  
This relaxation gives a second source of EB differences due to the varying ability of different 
systems to stabilise a core–hole; this is known as a final state effect (effects which occur after a 
core–hole is formed).37, 38  Interpretation of EB shifts in terms of q(A) relies on the magnitude of 
the final state effects being similar in the systems studied.  Linear relationships between 
calculated q(A) and core orbital EB values have previously been found for both carbon and 
sulfur in a wide range of solid compounds.39-43  Furthermore, for IL systems, shifts in EB have 
routinely been interpreted as being due to changes in q(A),36, 44-50 although only one paper 
contains any comparison to calculated charge distributions.36   
 
 
Figure 1.  (a) The effects of atomic charge, q(A), on experimental electron binding energies (EB) 
in X–ray photoelectron spectroscopy (XPS), assuming only initial states effects apply.  (i) a 
negative q(A) gives a smaller EB than (ii) a positive q(A).  (b) The effects of atomic charge, q(A), 
and conduction band (CB) energies on experimental edge energies (ENEXAFS) in near–edge X–
ray absorption fine structure (NEXAFS) spectroscopy, assuming only initial states effects apply.  
(i) a negative q(A) gives a smaller ENEXAFS than (ii) a positive q(A), assuming the CB energies 
are the same for both (i) and (ii).  Differences in the CB energies can lead to differences in 
ENEXAFS, even if q(A) is the same for different systems, e.g. (ii) and (iii).  Labels for EB and 
ENEXAFS only refer to the approximate quantities.  The energy y–axis is not to scale.  Final states 
(not shown in this figure) will also affect EB and ENEXAFS (see main text for more details).   
 
The magnitude of final state effects on measured EB can be probed by AES.  An Auger 
transition is the process whereby a core–hole is filled by an electron from an orbital with smaller 
EB than the orbital with the core–hole.  The energy released by this process can cause emission 
of an electron from an orbital that also has smaller EB than the core–hole orbital, which is 
termed the Auger electron (Figure S1).  A specific Auger process is defined by identifying the 
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orbitals which contain the initial core–hole, the electron which fills the core–hole, and the orbital 
from which the Auger electron is emitted.  The energy of an Auger electron can be used to 
quantify differences in final state effects between different systems through the modified Auger 
parameter (β):51, 52   
 
 β = EK(k,i,i) + 2EB(i) – EB(k)        (2) 
 
where EK is the kinetic energy of an Auger electron from the Auger process involving orbitals k 
and i (with the initial core–hole located on orbital k), EB(i) refers to the electron binding energy of 
orbital i and EB(k) refers to the electron binding energy of orbital k.  More positive values of β 
correspond to larger final state effects.  The difference in final state effects between two 
systems is equal to 0.5Δβ.51, 52   
 
NEXAFS spectroscopy is used to probe the energy required to promote an electron from a core 
orbital to the conduction band (CB).  The edge energy (ENEXAFS) is defined as the lowest energy 
allowed transition for a core orbital  CB transition.  ENEXAFS is commonly interpreted in terms of 
oxidation state, which can be thought of as integer values of q(A).  Smaller ENEXAFS corresponds 
to a more negative q(A), due to negative charge destabilising core orbitals (Figure 1b(i) and 
1b(ii)).53-58  An advantage of NEXAFS spectroscopy over XPS is that final state effects are less 
significant for NEXAFS spectroscopy than for XPS, as the final state has the same charge as 
the initial state in NEXAFS spectroscopy, whereas in XPS the final state is +1 relative to the 
initial state.  A drawback of NEXAFS spectroscopy is the dependence of ENEXAFS on the CB 
energy of a system (as well as on q(A)) Figure 1b(ii) and 1b(iii).  Hence, interpreting ENEXAFS in 
terms of q(A) relies on similar energy CBs across the systems studied, Figure 1b(i) and 1b(ii).   
 
We have experimentally probed the relative atomic charge of sulfur in different chemical 
environments by measuring EB and ENEXAFS for a range of ILs (Figure 2 shows the structures of 
the ions studied).  Furthermore, contributions from final state effects to EB have been probed by 
measuring the β parameter.  q(S) has been calculated using three methods: AIM, ChelpG and 
NBO.  The effects on q(S) of different conformations and the addition of an IL(SMD) solvent 
continuum model have been investigated.  The validity of the three methods has been tested by 
comparing calculated q(S) with the experimental measures of the electron density near sulfur.  
Trends in q(S) have been determined for the ILs studied by combining experimental and 
computational results.   
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Figure 2: Structures and abbreviations for the ions studied in this work.  The ions shown in the 
top row are referred to collectively as [YSOx]– ions.   
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2. Methods 
 
2.1. Experimental Methods 
 
[N8,1,1,0][HSO4] and [N2,1,1,0][TfO] were purchased from Iolitec.  [C8C1Im][TfO], [S2,2,2][NTf2] and 
[C4C1Im][SCN] were purchased from Sigma–Aldrich.  [N4,1,1,0][HSO4], [C2C1Im][MeSO3], 
[C8C1Im][NTf2], [C8C1Im][HSO4], [C8C1Im]Cl and [C4C0Im][HSO4] were synthesised and 
characterised by established literature methods.59, 60  All ILs were used without further 
purification, although it must be noted that as all experiments were carried out at system 
pressures <10-7 mbar all volatile impurities (e.g. water) will have been removed before the X–ray 
spectroscopy data was recorded; purity was confirmed using XP survey and core orbital spectra 
(ESI Figure S2 to S16).   
 
XP spectra used to obtain the reported S 2p3/2 EB values were recorded using a monochromatic 
Al Kα (hν = 1486.6 eV) source at University College London.  XP and Auger spectra which were 
used to obtain β values were measured using a monochromatic Ag Lα’ (hν = 2984.6 eV) source 
at the University of Nottingham.   
 
All XP spectra were fitted using CasaXPSTM software.  Spectra were fitted with a GL30 
lineshape (70% Gaussian, 30% Lorentzian) and a Shirley background.  Relative sensitivity 
factors from ref 61 were used to ensure the elemental stoichiometry of each sample matched the 
theoretical stoichiometry.61  In order to compare EB values between different samples it is 
necessary to charge reference spectra.62  Spectra for imidazolium–based ILs were charge 
referenced by shifting all core orbitals; details are given in the ESI, section 4.  Previous results 
suggest that this charge referencing procedure will only introduce small errors (±0.1 eV) into the 
reported core–level EB.62  These errors are accounted for in the reported EB error margins (±0.2 
eV). 
 
All NEXAFS spectra were recorded on BM28 (XMaS beamline) at the European Synchrotron 
Radiation Facility (ESRF).63  A drop of each IL sample was deposited (using a spatula) onto a 
stainless steel sample holder and pumped down to 10-7 mbar.  Fluorescence detection mode 
was used for all scans.  A smoothing spline was fitted to the raw data using MATLABTM Curve 
Fitting Toolbox, from which the first derivative spectrum was generated (ESI Figure S17).  
ENEXAFS is defined as the energy of the first peak in the first derivative spectrum.   
 
2.2. Computational Methods 
 
All calculations were carried out using the B3LYP functional and the 6–311+G(d,p) basis set, as 
implemented in Gaussian 09.64-70  Dispersion was accounted for using Grimme’s D3 dispersion 
correction with Becke–Johnson damping.71-74  The self–consistent field (scf) convergence 
criteria were 10-9 on the density matrix and 10-7 on the energy matrix.  The numerical integration 
grid was improved from the Gaussian 09 defaults to a pruned grid with 99 radial shells and 590 
angular points per shell.   
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Calculations were carried out using three different model systems.  An isolated ion in the gas 
phase (GP) is referred to as lone ion (GP), a single cation with a single anion in the gas phase 
is referred to as an ion pair (GP), and a single cation and anion surrounded by the SMD solvent 
continuum model is referred to as an ion pair IL(SMD).   
 
Optimisations were carried out under no symmetry constraints.  The SMD solvent continuum 
model parameterised for [C4C1Im][PF6] was employed for all SMD calculations (parameters 
taken from ref 20).19, 20  Ion pair structures were initially optimised in the gas phase for all of the 
ILs studied, using starting structures based on stable ion pairs reported for [C4C1Im]Cl.75  Stable 
gas phase conformers were used as starting structures for optimisation using the SMD 
continuum model.  However, multiple gas phase minima were unstable in our IL solvent 
continuum model.  Hence, fewer conformers were obtained for SMD calculations (see ESI Table 
S2).  Frequency analysis was carried out for all structures and the absence of imaginary 
frequencies confirmed all structures as minima.  Optimised structures, relative Gibbs Free 
energies, scf energies and selected charges are presented in the ESI Part 6.   
 
In order to save computational expense, for all calculations on imidazolium–based ILs the 
[C4C1Im]+ cation was used, although many of the experimental results are for the [C8C1Im]+ 
cation.  This choice is justified as S 1s ENEXAFS was found to be independent of alkyl chain length 
for [CnC1Im][NTf2] ILs (ESI Figure S18 and Table S3) and sulfur EB was previously found to be 
independent of chain length for a range of ILs.44, 49, 50, 62   
 
AIM q(S) were calculated using AIMAll software.76  NBO q(S) were calculated using NBO 
version 5.9 software, over–riding the default version implemented within Gaussian.77  ChelpG 
q(S) were calculated within Gaussian.  Ion pair IL(SMD) charges are derived from calculations 
using both the structure and density optimised within the SMD model.  Unless otherwise stated, 
the values of q(A) reported for an IL were calculated from an unweighted average of all ion pair 
conformers.  This approach was chosen owing to its simplicity and the inherent difficulty in 
justifying any other method. However, the averaging approach makes little difference to the 
calculated atomic charges, due to their (generally) low conformational dependence (ESI Part 6).   
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3. Results 
 
3.1. X–ray spectroscopy 
 
The S 2p XP spectra for nine of the 10 ILs (Figure 3a) show two peaks in a 2:1 area ratio (S 
2p3/2:S 2p1/2), which results from spin–orbit coupling of the unpaired core electron in the final 
state.  Therefore, for each of these nine ILs there is only one sulfur electronic environment.  For 
[C8C1Im][NTf2] there is effectively only one sulfur electronic environment as the two sulfur atoms 
in [NTf2]– are indistinguishable by XPS (Figure 3a).  The [S2,2,2][NTf2] S 2p XP spectrum shows 
four peaks, indicating two clearly distinct sulfur electronic environments (Figure 3a); the cationic 
contribution can readily assigned to the S 2p peak at 166.3 eV.  EB values were also measured 
for the S 1s edge and were found to correlate linearly with the S 2p3/2 EB values (ESI Figure 
S19, Table S4).  EB of the more intense S 2p peak, S 2p3/2, was used to interpret the atomic 
charges, q(S), and will be referred to as simply S 2p henceforth.   
 
All sulfur KL2,3L2,3 Auger spectra, except for [S2,2,2][NTf2], show a single distinct, sharp peak (ESI 
Figures S12 to S16), further confirming that ILs apart from [S2,2,2][NTf2] contain sulfur in only one 
electronic environment.  The [S2,2,2][NTf2] S KL2,3L2,3 spectrum (ESI Figure S13) has two peaks; 
the peak at EK = 2108.9 eV can readily be assigned to the cationic sulfur atom by comparison to 
the S KL2,3L2,3 spectrum for [C8C1Im][NTf2] (ESI Figure S14).   
 
The S 1s NEXAFS spectral shapes vary significantly for sulfur in different chemical 
environments.  For example, a reasonably sharp peak was observed for [S2,2,2]+, whereas a 
broad feature was present for [SCN]– (Figure 3b).  The varying shapes of NEXAFS spectra for 
different ILs are due to differences in the excited states probed, i.e. differences in the density of 
unoccupied states.  As not all S 1s NEXAFS spectra exhibited clearly defined peaks, we chose 
to use ENEXAFS as our best measure of the relative atomic charge of sulfur (as opposed to using 
the peak energy).  More detail is given in the methods section on how ENEXAFS values were 
obtained.   
 
Larger values of EB (for both S 2p and S 1s) and S 1s ENEXAFS broadly indicate more positive 
values of q(S).  Both ENEXAFS and EB (S 2p3/2 and S 1s) increased in the order: [SCN]– < [S2,2,2]+ < 
[YSOx]–.  [YSOx]––based ILs are grouped together at this stage as EB and ENEXAFS suggest 
different q(S) ordering within these ILs.  Varying the counter cation was found to have no effect 
on q(S) for [YSOx]––based ILs, evidenced by the identical EB and ENEXAFS values, within the 
experimental error, for systems with the same anion but with a different cation (Table 1, e.g. 
[N2,1,1,0][TfO] compared to [C8C1Im][TfO]).   
 
The contribution of final state effects to sulfur EB values was quantified by measuring the 
modified Auger parameter (β) (Table 1, ESI Table S4).  Larger (more positive) values of β 
indicate greater final state effects.  The order of final state effects was found to be [SCN]– < 
[YSOx]– < [S2,2,2]+ (Table 1).  Differences in β for [YSOx]– ILs (those containing [NTf2]–, [TfO]–, 
[HSO4]–, [MeSO3]– and [MeSO4]– ions) were all well within the experimental error.  Therefore, 
these systems are interpreted as having final state effects of the same magnitude.  When 
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interpreting EB values in terms of q(A) only differences greater than the expected final state 
effects, i.e. 0.5β values, should be considered.  Our 0.5β values span a range of 0.5 eV, 
which suggests differences in EB <0.5 eV should be treated with care when interpreting EB shifts 
in terms of q(A) for ILs.   
 
 
Figure 3.  a) S 2p XP spectra and b) S 1s NEXAFs spectra for five ILs (see Figure S2 to S16 for 
spectra of all 10 ILs).  All XP spectra have been charge referenced (see ESI Part 4, Table S1 for 
details).   
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 Ion pair (GP) q(S) / e Experimental X–ray spectroscopy 
System AIM NBO ChelpG 
S 2p3/2 EB 
(±0.2) / eV 
S 1s ENEXAFS 
(±0.1) / eV 
S 1s EB 
(±0.2) / eV 
S KL2,3L2,3 
EK / eV 
β (±0.6) / eV 
Δ𝛽
2
 (±0.3) / 
eV 
[C4C1Im][SCN] –0.1 –0.4 –0.5 162.4 2472.9 2470.6 2111.5 –34.3 0.0 
[S2,2,2][NTf2] (cation) 0.3 0.8 0.0 166.3 2475.0 2474.8 2108.9 –33.3 0.5 
[S2,2,2][NTf2] (anion) 3.0 2.1 1.0 169.0 2479.5 2478.6 2106.6 –34.0 0.2 
[C8C1Im][NTf2] 3.0 2.1 1.0 169.0 2479.7 2478.4 2106.7 –33.7 0.3 
[C2C1Im][MeSO3] 3.0 2.3 1.4 167.8 2480.1 2477.3 2107.6 –33.8 0.3 
[N2,1,1,0][TfO] 3.1 2.2 1.0 168.6 2480.1     
[C8C1Im][TfO] 3.2 2.2 1.1 168.6 2480.1 2478.2 2106.7 –34.3 0.0 
[C4C1Im][MeSO4] 3.5 2.5 1.3 168.4 2480.4 2477.9 2107.3 –33.8 0.3 
[C8C1Im][HSO4] 3.5 2.4 1.5 168.6 2480.9 2478.2 2107.0 –34.0 0.2 
[C4C0Im][HSO4] 3.5 2.5 1.4 168.9 2480.9     
[N4,1,1,0][HSO4] 3.5 2.5 1.4 168.7* 2480.9     
S8 powder    163.8  2471.8     
Table 1.  Calculated and experimental X–ray spectroscopy data for a range of ILs and S8.  The values given are for calculated atomic 
charge of sulfur (q(S)), measured sulfur 2p3/2 binding energies (EB), S 1s NEXAFS edge energies (ENEXAFS), sulfur 1s binding 
energies (EB), S KL2,3L2,3 Auger kinetic energies (EK), modified Auger parameters (β) and 
Δ𝛽
2
.  Note that half of the error for EB comes 
from charge referencing, and hence does not propagate through to the error on β.  Calculated q(S) are from an unweighted average 
of all gas phase (GP) ion pair conformers.  In cases for which [C8C1Im]+ was the cation, a [C4C1Im]+ cation was used in the calculation 
of q(S).  * [N8,1,1,0][HSO4] was used to obtain the EB value.  See ESI Part 5 for more details on the S 2p3/2 EB value for S8.   
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3.2. Calculated q(S) 
 
3.2.1. Trends in q(S) 
 
The calculated ion pair (GP) q(S) values follow almost the same ordering for the three q(S) 
calculation methods tested (the position of [MeSO3]– in the order slightly differs for the three 
charge methods).  This order is unchanged by addition of the solvent continuum model (Figure 
4, ESI Table S5 and Figures S21 and S22); going from ion pair (GP) to ion pair IL(SMD) leads 
to only small changes (<0.1 e) in the calculated values of q(S) (ESI Figure S21).  Calculated 
q(S) increases (becomes more positive) in the order [SCN]– < [S2,2,2]+ < [NTf2]– < [TfO]– ≈ 
[MeSO3]– < [MeSO4]– ≈ [HSO4]–.  The identity of the counterion does not significantly affect 
calculated q(S) values (Table 1).   
 
 
Figure 4.  Calculated ion pair gas phase (GP) atomic charge of sulfur, q(S), for seven different 
ions with three q(S) calculation methods.  Charges were taken from [C4C1Im][A] calculations in 
cases in which an ion was calculated with multiple counterions (e.g. the [HSO4]– q(S) in this plot 
is from [C4C1Im][HSO4], not [N4,1,1,0][HSO4]).  For each IL, calculated q(S) are from an 
unweighted average of all ion pair (GP) conformers.   
 
3.2.2. Effects of ion–ion interactions on q(S) 
 
The effects of ion–ion interactions on q(A) can be probed by comparing q from model systems 
without any ion–ion interactions (i.e. lone ions (GP)) to those with ion–ion interactions (e.g. ion 
pair IL(SMD)).  Effects of ion–ion interactions on q(S) are therefore quantified as the difference 
in q(S) between ion pair IL(SMD) and lone ion (GP) model systems, q(S).  ChelpG charges 
show the largest q(S) values, e.g. q(S) ~0.2 e for [N2,2,1,0][TfO] and [S2,2,2][NTf2] (sulfur in the 
anion).  ChelpG charges (compared to AIM and NBO) also show the strongest dependence on 
model system size for q(C) in [C4C1Im][A] ILs.  However, we believe the (relatively) strong 
dependence of ChelpG charges on model system size are artefacts of the fitting process, rather 
than physical effects, for reasons discussed in Section 4.2.  
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For AIM and NBO, the largest q(S) is ~0.1 e (Figure 5).  Lone ions (GP) and ion pair IL(SMD) 
model systems also lead to similar AIM and NBO q(C) values for the three carbon atoms from 
the imidazolium ring (Figure S27).  Furthermore, AIM and NBO q(N) and q(H) values for the N–
H group of protic ammonium ILs are found to be similar for lone ions (GP) and ion pair IL(SMD), 
despite the strong anion–cation hydrogen bond (ESI Table S7).  Overall, ion–ion interactions do 
not appear to strongly affect individual atomic charges for the ILs studied.  Therefore, the 
charge distribution of an ion in the bulk of an IL appears to be broadly similar to the gas phase 
charge distribution.  Nonetheless, it is possible that even seemingly small changes in atomic 
charge for multiple atoms can add up to a significant amount of charge transfer, which may 
affect the dynamic properties of ILs.   
 
 
Figure 5.  Difference in atomic charge of sulfur, q(S), between the ion pair IL(SMD) model 
system and the lone ion (GP) model system.  q(S) values are from an unweighted average of 
conformers.   
 
3.2.3. Ion pair conformational dependence 
 
Multiple ion pair (GP) conformer structures were studied for each IL to investigate the 
conformational dependence of atomic charges calculated with the three methods (Figure 6, ESI 
Figures S24 and S25, Table S6).  Conformational dependence of q(A) can be quantified using 
the range of calculated q(A), which is defined as the maximum q(A) calculated for a conformer 
minus the minimum q(S) calculated for a conformer.  AIM and NBO methods showed very low 
conformational dependence for both q(S) and q(C) values, with a range of <0.1 e in all cases 
except for [S2,2,2][NTf2] (explained below).  ChelpG q(S) showed greater conformational 
dependence, with a range of 0.1 e to 0.3 e for the majority of ILs studied.   
 
Addition of the IL(SMD) model to ion pair (GP) structures lowers the ion pair conformational 
dependence of AIM and NBO q(S) for all systems studied, illustrated by a decreased q(S) range 
for different conformers (ESI Figure S29,S33).  The decrease of AIM and NBO q(S) 
conformational dependence is expected, based on the weak dependence of valence electronic 
structure on conformation when an IL(SMD) is employed.18  Conformational dependence of 
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ChelpG q(S) also decreases on addition of the IL(SMD) model for most cases (seven out of 11).  
However, conformational dependence of ChelpG q(S) increases for multiple ILs (see Figure 5) 
on addition of the IL(SMD) (e.g. [C4C0Im][HSO4]).  The conformational dependence of the (non–
buried) imidazolium ring ChelpG q(C) also decreases on addition of the IL(SMD) model for all 
seven relevant ILs (ESI Figure S24 and S30).  This observation suggests that the increase in 
conformational dependence for certain q(S) on addition of the IL(SMD) is due to errors 
associated with fitting q(S) for buried sulfur atoms.   
 
[S2,2,2][NTf2] was the only IL studied for which q(S) shows significant (range >0.1 e) 
conformational dependence for all three calculation methods.  [S2,2,2][NTf2] conformers can be 
divided into two groups (Figure 7), labelled as S–side and alkyl–side conformers.  For S–side 
conformers, [NTf2]– interacts directly with the sulfur centre in the cation (the Scation to Nanion 
distance is ~2.9 Å for most ion pair S–side conformers, ESI Figure S28).  For alkyl–side 
conformers, [NTf2]– sits further from the sulfur centre in the cation and interacts only with the 
alkyl chains (Scation to Nanion distances range from 3.8 Å to 5.5 Å for different alkyl–side ion pair 
conformers).  q(S) for the [S2,2,2]+ cation for the S–side conformers consistently have a more 
positive charge compared to alkyl–side conformers (ESI Figure S25).  The increased q(S) from 
the [S2,2,2]+ cation in S–side conformers results from the decreased separation between sulfur 
from the cation and nitrogen from the [NTf2]– anion; the negative charge on the nitrogen from the 
[NTf2]– anion stabilises a more positive charge on the sulfur atom in the [S2,2,2]+ cation.   
 
 
Figure 6.  Range in the values of the atomic charges of sulfur, q(S), for ion pair (GP) 
conformers for all three q(S) calculation methods.  In each case, the q(S) range is the difference 
between the maximum and minimum q(S) calculated for a conformer (a larger range 
corresponds to a greater conformational dependence).  The closer that the range value is to 
zero, the smaller the conformational dependence is for that IL using that q(S) method.   
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Figure 7.  The two types of ion pair conformer identified for [S2,2,2][NTf2].  Depicted structures 
were optimised in the gas phase (GP).  (a) S–side conformer; [NTf2]– interacts directly with the 
sulfur atom of the cation.  (b) Alkyl–side conformer; [NTf2]– interacts only with the ethyl groups of 
the cation.  The dashed line in (a) emphasises the N–S interaction.  Atom colours are: S 
(yellow), C (grey), H (white), N (blue), O (red) and F (turquoise).   
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4. Discussion 
 
Correlations between q(S) and EB (and q(S) and ENEXAFS) were found to be almost identical for 
ion pair (GP) and ion pair IL(SMD) calculations.  Therefore, the following discussion applies to 
both sets of data (Figure 8 for ion pair GP, ESI Figure S31 and S32 for ion pair IL(SMD) 
results).   
 
4.1. NEXAFS spectroscopy and XPS as measurements of q(S) 
 
 
Figure 8.  Comparison of calculated atomic charge of sulfur, q(S), with: (a) S 1s ENEXAFS and (b) 
S 2p3/2 EB.  All charges are calculated from ion pair (GP) and are from an unweighted average 
of all conformers.  The black square represents the data point for S8.  The S8 data point was 
excluded from the linear regression for the S 1s ENEXAFS data plot in (a), as the S8 ENEXAFS data 
point is a very large outlier (see main text for explanation).  Note all [YSOx]– data points have 
been averaged in (b), so that they do not dominate the linear regression analysis (Figure ESI 
S31 for a version without all [YSOx]– averaged).   
 
Calculated q(S) and experimental ENEXAFS showed a strong correlation for all 10 ILs (Figure 
10a).  The strong correlation between ENEXAFS and calculated q(S) for [YSOx]––based ILs 
suggests that the S 1s  CB transitions probe similar excited states for these ILs.  The 
similarity between the S 1s edge shapes (Figure 3b) provides further evidence that similar 
excited states contribute to ENEXAFS for [YSOx]––based ILs.  It was necessary to exclude the S8 
data point from the linear regression of ENEXAFS versus q(S), as the S8 data point is a very large 
outlier.  The deviation of the S8 ENEXAFS value is expected to be as a result of large energy 
differences between the CB energy in ILs and S8.  Therefore, NEXAFS spectroscopy can be a 
highly sensitive probe of q(A), but only for systems for which similar excited states contribute to 
ENEXAFS.  Therefore, NEXAFS spectroscopy is a suitable technique for probing small differences 
in q(A) between systems with similar chemical structures (e.g. [YSOx]––based ILs).  ENEXAFS 
suggests that for [YSOx]––based ILs q(S) increases in the order: [NTf2]– < [MeSO3]–  [TfO]– < 
[MeSO4]– < [HSO4]–.   
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EB for the [YSOx]––based ILs shows no linear correlation with q(S) (ESI Figure S31).  The lack 
of linear correlation is because the differences in EB are significantly smaller than the 
differences in β/2, i.e. the final state effects are too large to enable conclusions to be drawn 
from EB.  XPS is too insensitive to probe differences in q(S) between the [YSOx]––based ILs, as 
noted in Section 3.1.  Therefore, the XPS data points for [YSOx]––based ILs were averaged to a 
single point when plotted against q(S) (Figure 10b), so that the nine XPS data points for [YSOx]–
–based ILs do not disproportionally affect the linear regression analysis.  The S8 data point was 
included in the linear regression of EB versus q(S), as the S8 data point is not an outlier (Figure 
10b).  EB correlated linearly with q(S) for [SCN]–, [S2,2,2]+, S8 and [YSOx]–, suggesting q(S) 
increases in the order: [SCN]– < S8 < [S2,2,2]+ < [YSOx]–.  However, with only four data points in 
this fit, the correlation must be treated with a little caution.   
 
We have found that XPS was superior to NEXAFS spectroscopy for detecting large differences 
in q(A) between systems with very different chemical structures (e.g. S8 compared to ILs).  For 
example, [C4C1Im][SCN] gave both the most negative q(S) and smallest EB (but not the smallest 
ENEXAFS).  However, NEXAFS spectroscopy was superior to XPS for probing small differences in 
q(S) between highly similar systems (i.e. the [YSOx]– ILs).   
 
Overall, the combination of EB and ENEXAFS suggests that q(S) increases in the order [SCN]– < 
[S2,2,2]+ < S8 < [NTf2]– < [MeSO3]–  [TfO]– < [MeSO4]– < [HSO4]–.  The series of non–[YSOx]––
based ILs is assigned based on EB values, whereas the [YSOx]– series is assigned based on 
ENEXAFS and calculated q(S).  The observed trends in q(S) can all be rationalised qualitatively by 
considering the Pauling electronegativity () of the atoms covalently bonded to sulfur;  values 
are also used to assign oxidation states57, 58.  For example, q(S) is more positive in [HSO4]– 
compared with [TfO]–, as sulfur is covalently bound to four oxygen atoms (O ≈ 3.5) in [HSO4]– 
as opposed to three oxygen atoms and one carbon (C ≈ 2.5) in [TfO]–.   
 
4.2. Comparing q(S) methods 
 
AIM, NBO and ChelpG q(S) were all found to correlate well with ENEXAFS (R2 = 0.97 to R2 = 
0.98).  The similar correlation with ENEXAFS is primarily a result of the methods predicting similar 
trends in q(S) for the series of [YSOx]– ILs.  For example, q(S) increases by 0.4 e to 0.5 e from 
[C4C1Im][NTf2] to [C4C1Im][HSO4] for all three methods of calculating q(S).   
 
NBO q(S) show a good correlation with EB (R2 = 0.96), and ChelpG q(S) also show reasonable 
agreement with EB (R2 = 0.84).  The relatively poor correlation between EB and AIM q(S), R2 = 
0.75, suggests that AIM is an unsuitable method for assigning q(A) in ILs.  As both NBO and 
ChelpG q(S) correlate well with experiment, the use of either method for ILs is supported by our 
results.   
 
A disadvantage of using ChelpG q(S) for ILs is the increased conformational dependence 
compared to AIM and NBO.  The ion pair conformational dependence of ChelpG q(S) is 
interpreted as an artefact of the fitting process, based on three pieces of evidence.  First, the 
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low conformational dependence of both AIM and NBO q(S) methods.  Second, the lack of a 
counterion effect on ENEXAFS values suggests that only covalent interactions significantly affect 
q(S), whereas ion pair conformers vary mainly in the position of the anion relative to the cation.  
Third, the increase in conformational dependence for q(S) for multiple ILs on addition of the 
IL(SMD) model, despite the opposite trend being observed both for other q(S) methods and 
other non–buried atoms in the same ILs (see Section 3.2.3).  The combination of these results 
suggest an unphysical basis to the ChelpG conformational dependence, with the corollary that 
ChelpG should not be used to interpret small (<0.3 e) differences in q(A).   
 
For [YSOx]––based ILs, there is a clear difference in the magnitude of q(S) for the three different 
charge methods used here.  For [YSOx]––based ILs, AIM q(S) ~3.3 e, NBO q(S) ~2.3 e and 
ChelpG q(S) ~1.2 e.  Such a difference is very significant, and could lead to very different 
intermolecular interactions for ILs.  However, when one also considers q(SOx) the picture 
changes considerably.  For [HSO4]–, [MeSO4]–, [MeSO3]– and [TfO]– the SOx unit is SO3, and for 
[NTf2]– the SOx unit is SO2.  Overall, q(SOx) was relatively consistent for each IL across the 
three different charge methods (ESI Table S8).  Therefore, we can conclude that the SOx 
groups have similar q(SOx), independent of the charge method used.   
 
In this work we focused on methods applied to calculations using atom–centred basis sets.  
However, our experimental data can provide a benchmark for calculations using different 
methods of obtaining q(S).  For example, calculations using plane wave basis sets can be used 
to calculate q(A) (e.g. from Wannier functions or using the Blöchl charges methods).78, 79  Such 
methods have been used for a wide range of ILs.32, 80-82   
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5. Conclusions 
 
The validity of both NEXAFS spectroscopy and XPS for investigating atomic charges has been 
tested by comparing trends in sulfur electron density derived from the two experimental 
techniques.  NEXAFS spectroscopy and XPS were found to be complimentary techniques.  XPS 
binding energies, EB, can be used to detect large differences in sulfur electron density between 
structurally diverse ILs, whereas NEXAFS edge energies can be used to detect small 
differences in sulfur electron density between systems that have sulfur in similar chemical 
environments.  For both techniques care must be exercised when interpreting results in terms of 
atomic charge.  In particular, differences in sulfur 1s XPS EB <0.5 eV should be treated with 
care when making inferences about the atomic charge of sulfur, as demonstrated by our Auger 
electron spectroscopy data.  In terms of applying our estimate of EB <0.5 eV to other core 
orbitals for other elements, it is very difficult to use Auger electron spectroscopy to probe the 
final state effects of the very important second period elements (e.g. C, N and O), as their KLL 
Auger transitions involve valence orbitals, making analysis far more complicated than for the S 
KLL Auger.  Therefore, we expect our EB <0.5 eV value measured using the S KLL Auger 
transition to be the best experimental estimate of a lower limit for interpreting EB shifts in terms 
of atomic charge for ILs.   
 
ChelpG and NBO were both found to be reasonable methods for calculating q(S) in ILs, based 
on agreement with both NEXAFS spectroscopy and XPS results, whereas AIM is not 
recommended.  NBO was found to be the best overall method to obtain q(S), owing to the 
strong correlation with experimental results and low conformational dependence.  Despite the 
good agreement with experimental trends, ChelpG displayed an unphysical conformational 
dependence of ≈0.1 e to 0.3 e for q(S) and q(C).  Therefore, small differences (<0.3 e) in 
ChelpG atomic charges should not be interpreted as significant, and multiple conformers should 
be considered if using ChelpG.  Only small differences in individual q(S) were observed 
between lone ion (GP) and ion pair IL(SMD) model systems, indicating that ion–ion interactions 
do not strongly influence individual atomic charges.   
 
The combined experimental and computational results allowed the order of q(S) to be 
determined for the ILs tested: [SCN]– < [S2,2,2]+ < S8 < [NTf2]– < [MeSO3]–  [TfO]– < [MeSO4]– ≈ 
[HSO4]–.  Furthermore, for all systems studied it was found that q(S) was dependent primarily on 
the local covalent bonding environment and not on intermolecular interactions.  In particular, the 
counterion was found to have very little effect on q(S).   
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