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Introduction
Human action recognition is a hot research topic in the field of computer vision and machine learning in the recent years and has been widely applied in many domains, such as visual surveillance, human computer interaction and video retrieval etc. Till now, many schemes have been proposed for this task. Aggarwal and Cai [1] give an overview of the various methods involved in the motion analysis of human body. Hu et al. [2] review the visual surveillance in dynamic scenes and analyze possible research directions. These reviews show there are basically two kinds of methods for human action recognition. The first kind is point-level method. Schuldt et al. [3] construct video representations in terms of local space-time features and integrate such representations with SVM classification schemes for recognition. Laptev and Lindeberg [4] build on the idea of the Harris and Forstner interest point operators and detect local structures in space-time. Shechtman and Irani [5] extend the notion of 2-dimensional image correlation into a 3-dimensional space-time volume, thus enabling them to correlate dynamic behaviors and actions. Liu and Shah [6] use the Maximization of Mutual Information (MMI) technique to select the optimal number of words for bag-of-words algorithm. Laptev et al. [7] address recognition of natural human actions in diverse and realistic video settings. Klaser et al. [8] present a local descriptor based on histograms of oriented 3D spatio-temporal gradients. Wong and Cipolla [9] utilize the global information to yield a set of interest points for motion recognition. Willems et al. [10] present the spatio-temporal interest points that are at the same time scale-invariant (both spatially and temporally). The second kind is global feature-level method. Bobick and Davis [11] use temporal templates, including motion-energy images and motion-history images to recognize human movement. Gorelick et al. [12] exploit a solution to the Poisson equation to extract various shape properties from images. Wang and Suter [13] learn explicit representations for dynamic shape manifolds of moving humans.
Although many algorithms have been proposed for this task, there are still several serious difficulties: 1) the feature point-based method usually leads to sparsity and therefore brings much difficulty and complexity to model selection and learning; 2) global feature -based methods depends much on appearance and shape features and therefore they are usually sensitive to different scenarios, human appearance, and even action cycle; 3) both model-based method is highly dependent on dataset and therefore the generalization ability is constrained. To solve these problems, we propose a modelfree method for human action recognition via sparse spatiotemporal representation. Similar to the template matching method, the philosophy of the proposed method is to decompose each video sample containing one kind of human actions as a 1 sparse linear combination of several video samples containing multiple kinds of human actions. The main idea is that the coefficients in such a sparse decomposition reflect the point's neighborhood structure thus providing better similarity measures among the decomposed data point and the rest of the data points. The contributions of this method lies in three-folds: 1) the proposed method does not depend on complicated model selection and learning; 2) it can handle the action recognition under difference scenarios by multiple persons; 3) the generalization ability of the method can be easily extended by simply adding bases, the new labeled action video.
The rest of paper is structured as follows. In Section 2, we introduce the framework of human action recognition via sparse spatiotemporal representation in detail. Then, the experiment is illustrated in Section 3. At last, conclusions are presented.
The Framework of Human Action Recognition via Spatiotemporal Scarcity Induced Method
The proposed method consists of the following three steps: 1) feature point detection and description for human action videos; 2) spatiotemporal feature construction for action video representation; 3) action video decomposition via sparse representation. The framework is shown in Figure. 1. In this section, we will introduce the framework in details. 
Feature Point Detection and Description
To avoid the dependence on scenarios, appearance and so on, we utilize interest points for video feature description. Interest point extraction can transfer the video data from a large volume of pixels to a sparse but descriptive set of features. Ideally, an interest point detector should densely sample those portions of the video where events occur while avoiding regions of low activity. Therefore, we use MOSIFT, the popular 3D point feature for this task. The philosophy behind our MoSIFT interest point detector is to treat appearance and motion separately, and to explicitly identify spatially-distinctive regions in a frame that exhibit sufficient motion at a variety of spatial scales [14] .
Like other SIFT-style keypoint detectors, MoSIFT finds interest points at multiple spatial scales. Two major computations are employed: SIFT interest point detection on the first frame to identify candidate features; and optical flow computation between the two frames, at a scale appropriate to the candidate feature, to eliminate those candidates that are not in motion. Candidate interest points are determined using SIFT [15] on the first frame of the pair by the local extrema (minima/maxima) of the DoG images. Then, the algorithm scans through each octave and interval in the DoG pyramid and extracts all of the possible interest points at each scale. At last, the candidate points are checked against the optical flow pyramid and some of them are selected as MoSIFT interest points only if they contain sufficient motion in the optical flow pyramid at the appropriate scale. The samples are shown in 
Spatiotemporal feature construction
"Bag of Words (BoW)" is a popular method for representing documents in Natural Language Processing. In recent years, lots of researchers in computer vision are engaged in utilizing this method for object recognition and classification [15] . To represent an image using BoW model, an image/video can be treated as a document. We can utilize the key points and its description detected in Section A as "visual word". Then, the main work of this step is to generate the codebook and to convert vector represented interest points to codewords for spatiotemporal feature construction. A codeword can be considered as a representative of several similar patches. We performed K-means algorithm [16] over all the vectors. Codewords are then defined as the centers of the learned clusters. The number of the clusters is the codebook size. Thus, each detected point in an image/video is mapped to a certain codeword through the clustering process and the spatiotemporal feature of the image/video can be represented by the histogram of the codewords.
1 Decomposition
Sparse signal representation has been proven to be an extremely powerful tool for acquiring, representing, and compressing high-dimensional signals. This success is mainly due to the fact that important classes of signals such as audio and images have naturally sparse representations with respect to fixed bases (i.e., Fourier, Wavelet), or concatenations of such bases. Moreover, efficient and provably effective algorithms based on convex optimization or greedy pursuit, are available for
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Handclap Handwave Jogging Running Walking computing such representations with high fidelity. In the past few years, variations and extensions of 1 minimization have been applied to many vision tasks, including face recognition [17, 20] , image super-resolution [18] , Image denoising [19] , and image classification [21, 22] . In almost all of these applications, using sparse as a prior leads to state-of-the-art results.
The basic idea of sparse representation is that the test signal is represented as a A is considered as the basis vectors, but in fact, strictly speaking, basic vectors in A may not form a basis. However, Donoho and Elad [23] showed that such non-orthogonal sparse decomposition problem can still be solved through 1 minimization. That is, X can be defined by the following optimization problem:
where 1 || || X is the norm of X . This convex optimization problem can be solved by simplex algorithm [24] . The ideal output result in the format of (0,0,0..... ,0,0
Xx  which is a vector with zero entries everywhere except those associated with the corresponding subject y . The decomposition process is shown in Figure. 
Experimental Results

Dataset
In the experiment, we utilize KTH dataset, the well-known and the largest public human action dataset, to evaluate the proposed method. KTH database consists of six types of human actions (walking, jogging, running, boxing, hand waving and hand clapping) by 25 subjects in 4 different scenarios: outdoors S1, outdoors with scale variation S2, outdoors with different clothes S3 and indoors S4 (see Figure2). All sequences were taken over homogeneous backgrounds with a static camera with 25fps frame rate. The sequences were down-sampled to the spatial resolution of 160*120 pixels and have a length of four seconds in average. To the best of our knowledge, this is the largest video database with sequences of human actions taken over different scenarios. Because each video sample contains the repeated action several times, we manually segment the video into clips which contain only one action sequence. Therefore, there are totally 2391 action clips. In our experiment, we randomly selected 8 video clips per class and per person for evaluation. The final entire dataset for evaluation contains 1200 (8*25*6) clips.
Evaluation
For the entire evaluation dataset, we extracted MOSIFT points and clustered them to form the codebook. Some preliminary work showed that using a moderate visual word vocabulary size leads to robust performance. Thus, in our experiments, we chose codebook sizes 600 which is also the best size in out experiment. We implemented the classic leave-one-out way. In other words, we use 24 persons for training and the remaining person is used to test in KTH dataset, and then repeat the experiments 25 times to get the average results. The confusion matrix is shown as follow:
From Figure.4 we can see that with the proposed human action recognition method via sparse spatiotemporal representation we can get promising results with average accuracy as high as 90.5%. Moreover, from both perception and the results we can see that the entire dataset can be classified into two clusters. The first contains Boxing, Handclapping, and Hand waving while the second contains Running, Jogging, and Walking. It is usually easily classified between two clusters because the two kinds of action focus on different parts of human body. However, it is more challenging to recognize human action in one cluster. For example, both Walking and Jogging focus on the action of legs but the movement of upper body is more or less the same ( Figure. 2). Therefore this situation always leads to the false recognition. 
Comparison
To show the superiority of the proposed method, we compare it to the representative state-of-the-art methods on KTH dataset in recent years. The detailed results are shown in Table. I. From Table. I we can see the proposed method can outperform most of the state-of-the-art method without model learning. 
Conclusion
In this paper, we propose a model-free method for human action recognition via sparse spatiotemporal representation. The philosophy of the proposed method is to decompose each video sample containing one kind of human actions as a 1 sparse linear combination of several video samples containing multiple kinds of human actions. We mainly focus on three problems, feature point detection and description for human action, spatiotemporal feature construction for action video representation, and action video decomposition via sparse representation. We evaluate it on KTH dataset. Large scale experiment shows the accuracy and robustness of the method. Moreover, the proposed method outperforms most of the state-of-art methods for human behavior recognition. 
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