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SOLUTIONS TO A TWO-DIMENSIONAL, NEUMANN FREE
BOUNDARY PROBLEM
J. A. GEMMER, G. MOON, AND S. G. RAYNOR
Abstract. We explore regularity properties of solutions to a two-phase elliptic free bound-
ary problem near a Neumann fixed boundary in two dimensions. Consider a function u,
which is harmonic where it is not zero and satisfies a gradient jump condition weakly along
the free boundary. Our main result is that u is Lipschitz continuous up to the Neumann
fixed boundary. We also present a numerical exploration of the way in which the free and
fixed boundaries interact.
1. Introduction
In this paper we study the regularity of a two-phase free boundary with Neumann bound-
ary conditions. A prototypical example of such a problem is the determination of steady
state velocity fields for the laminar flow of two immiscible, incompressible fluids [8]. It is a
classical result that for each fluid there exists a corresponding velocity potential that satisfies
Laplace’s equation [14]. However, to satisfy local stress balance, a gradient jump condition
in the potential must be satisfied at the fluid-fluid interface [14]. In Figure 1(A) we plot on a
square domain a generic example of velocity fields satisfying such properties. This problem
also arises in a number of other applied areas including, but not limited to, fluid dynamics,
electromagnetics and optimal shape design; see [8, 2, 7, 6] and the references therein.
In words the problem is the following: find a function which is harmonic where it is
nonzero and satisfies a possibly spatially inhomogeneous gradient jump condition across the
boundary of its zero set Γ. Because the condition on Γ is overdetermined, it is necessary not
to predetermine the location of the transition–hence the name “free boundary” problem and
Γ is known as the free boundary; see Figure 1(B) for a schematic diagram of this problem.
We are specifically interested in how the free boundary interacts with Neumann corner points
on the boundary. For a smooth harmonic function satisfying Neumann boundary conditions
it is clear that the level sets of the function, and in particular the free boundary, will intersect
orthogonally with the Neumann boundary. However, depending on the opening angle of the
corner, this local condition of orthogonality may contradict continuity of the free boundary
away from the corner point.
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Figure 1. (A) Velocity fields for two immiscible ideal fluids meeting at in-
terface. Dirichlet boundary conditions were imposed on the bottom and right
sides of the domain. Neumann boundary conditions were imposed on the left
and top sides. (B) Schematic diagram of the free boundary problem. On S
and N Dirichlet and Neumann Neumann boundary conditions are imposed
respectively. The curve Γ denotes the free boundary separating the phases
{u > 0} and {u < 0}.
We will study this problem from a variational perspective. Namely, we will consider local
minimizers of the functional J : K 7→ R+ defined by
(1) J [v] :=
ˆ
Ω
(|∇v|2 +Q2(x)λ2(v)) dx,
where for λ1 > λ2 > 0 the function λ : R 7→ R+ is defined by
(2) λ(v) =
{
λ1 v > 0
λ2 v ≤ 0
,
Ω ⊂ R2 is a bounded, convex domain and Q : Ω 7→ R+ is a measurable function satisfying
for almost all x ∈ Ω:
(3) 0 < m ≤ Q(x) ≤M <∞.
The admissible set K is defined by
(4) K =
{
v ∈ H1(Ω) : v|S = u0
}
,
where u0 ∈ H1(Ω) and S ( ∂Ω. The existence of minimizers for this problem can be
established using the direct method of the calculus of variations [3] and to prevent triviality
of minimizers we assume that the Dirichlet boundary data u0 is inhomogeneous on S.
The functional J models the energy or velocity potential for a large class of two phase
problems. Specifically, if we let u denote a minimizer of J and use P+ = {u > 0} and
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P− = {u < 0} to denote sets of positive and negative phases respectively, then u enjoys the
following properties [3]:
(1) ∆u = 0 on P+ and P−,
(2) u = u0 on S,
(3)
∂u
∂ν
= 0 in a weak sense along N = ∂Ω \ S,
(4) On Γ = ∂{u > 0} the following jump condition is satisfied:
(5) |∇u+|2 − |∇u−|2 = (λ21 − λ22)Q2(x).
Formally, these properties arise as necessary conditions satisfied by critical points of the first
variation of J . That is, the Neumann boundary conditions arise as the “natural boundary
conditions” on N . The gradient jump condition results from the fact that the distributional
derivative of λ2(v) is a delta function of mass λ21 − λ22.
The primary results we present in this paper are twofold. First, we prove that minimizers
are Lipschitz continuous, a property that has also been shown to hold for Dirichlet boundary
conditions [3] and the one-phase Neumann problem [16]. We restrict to R2 for technical rea-
sons regarding the up-to-the-boundary monotonicity formula which we use to prove Lipschitz
continuity. The assumption that Ω is convex (but not necessarily smooth) is critical. Indeed,
even harmonic functions are not Lipschitz up to the boundary in non-convex, non-smooth
domains. To see this, consider a harmonic function in a conic sector of R2 with opening angle
θ. This function is proportional to ‖~x‖piθ , and when θ > pi the resulting exponent is less than
one, yielding a harmonic function that is not Lipschitz up to the vertex of the sector. There-
fore, to consider non-smooth domains we must impose the convexity condition. However,
this convexity condition is truly necessary only near non-smooth points of the domain, so
an exterior ball condition should be sufficient.
Second, we numerically explore the interaction of the free boundary across Neumann
boundaries containing corners, specifically parallelograms of various angles. By varying our
Dirichlet boundary conditions on S in such a way as to push the free boundary across a
corner, we found that the free boundary does approach the fixed boundary orthogonally and
will always do so. However, as a perturbation in the fixed boundary conditions forces the
free boundary to cross an acute angle, there is a jump in the position of the free boundary.
There is a forbidden region where the lack of room for an orthogonal intersection prevents
the free boundary from intersecting the corner point.
The numerical scheme we used is a simple finite difference approximation to the gradient
flow applied to a relaxed version of J . Here, λ is replaced by a smooth transition layer.
This is a technique used in [5] to model the temporal evolution of a propagating flame front.
The benefits of using this approach are twofold. First, in contrast with shape optimization
techniques [10, 11] and level set methods [4, 13], this scheme is easy to implement for our spe-
cific problem. Second, in contrast with classical front tracking techniques [7, 9], topological
changes in the free boundary are handled by default, since the free boundary is simply the
zero contour of a function. The price we pay for ease of implementation is in computational
time. Namely, since gradients along the free boundary vary rapidly in space, a fine spatial
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discretization ∆x is required. However, it follows from the Courant-Friedrichs-Lewy (CFL)
condition that the time discretization ∆t must satisfy ∆t < C∆x2 [18].
This paper is organized as follows: In Section 2 we review certain basic properties of
minimizers for this problem. In Section 3 we prove the main theorem on Lipschitz continuity
of the minimizer. Section 4 contains the explanation of the numerical scheme with a proof of
convergence and Section 5 contains the numerical results and a discussion of them. Section
6 provides a conclusion and discussion of possible future directions that arise from our work.
2. Preliminaries
The free boundary of interest is
Γ = ∂{u > 0} ∩ Ω.
Considering a neighborhood U of ∂{u < 0} \ ∂{u > 0} we clearly must have u ≤ 0 on
U . However, λ(0) = λ2 implies that u must also be harmonic in U . Thus, we have ∂{u <
0} \ ∂{u > 0} = ∅, so ∂{u > 0} is the only set on which the phase transition occurs.
Remark Throughout this paper we assume that λ2 < λ1, however all of the analysis is
analogous for the opposite case. The value of λ at v = 0 must be chosen so as to make the
function lower semi-continuous in v.
In [3], Alt, Caffarelli and Friedman proved a number of properties of minimizers of J in the
interior of the domain. Due to the basic properties of solutions and the maximum principle
we know that for almost every x ∈ Ω,
−max{u−0 (y) : y ∈ Ω} ≤ u(x) ≤ max{u+0 (y) : y ∈ Ω}.
The minimizer u is Ho¨lder continuous up to the boundary. The Ho¨lder exponent is controlled
by the Lipschitz constant of ∂Ω. This fact is proved in [16], for the one-phase problem, and
the proof for the two-phase problem considered here is identical.
Additionally, we consider the sense in which Neumann boundary conditions hold for u.
Note that ∂νu may not be defined pointwise along ∂Ω, and in fact ν is not defined pointwise.
Therefore, we need an alternate, weak definition of our Neumann boundary conditions, which
is as follows:
Definition 1. We say that a harmonic function v on a Lipschitz domain D satisfies Neu-
mann boundary conditions weakly along an open set N ⊂ ∂D ifˆ
D
∇v · ∇φ dx = 0
for every φ ∈ H1(D), possibly with a boundary condition φ = 0 along ∂D \N .
Note that this concept of Neumann boundary conditions is local, in that the behavior of v
away from a neighborhood around N is irrelevant, and if it is proved to hold for a collection
of open sets Nj ⊂ ∂D such that
⋃
j
Nj = N , then it holds on N .
We then have [16]:
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Lemma 1. ∂νu = 0 weakly along N ∩ {u 6= 0}.
Finally, note that since u is harmonic where it is nonzero, the maximum principle will
prohibit u from being 0 at a point x0 ∈ N unless Br(x0) ∩ Ω ∩ {u = 0} 6= ∅ for all r > 0.
Additionally, if u = 0 in a neighborhood of x0, then obviously ∂νu is 0 there. So the only
place in N where the weak Neumann boundary conditions for u might possibly fail is at the
free boundary interface itself. In this context the weak maximum principle and the Harnack
inequality for harmonic functions are verified in [16].
Finally, we finish the section with a result from [16] about the regularity of harmonic
functions on convex domains.
Lemma 2. Let Ω ⊂ R2 be a domain such that ∂Ω is the graph of a convex function f .
Suppose 0 ∈ Ω and let r = dist(0, ∂Ω). Let R > 2r and let D = BR(0)∩Ω. Let N = BR∩∂Ω
and let S = ∂BR ∩ Ω. Let u be a nonnegative harmonic function on D bounded by a constant
A, with ∂νu = 0 along N . Then there is an absolute constant C > 0 such that |∇u| ≤ C AR
on BR
2
.
3. Main Theorem
In this section, we present our main result: a gradient bound for minimizers of (1) up
to the Neumann boundary on a convex domain in R2. To prove this result, we will use a
monotonicity lemma the proof of which we adapt from [3].
Lemma 3. Let r0 > 0, x ∈ N with d(x,Γ) < r0 and suppose d(x, S) ≥ r0. Set
φ(r) =
1
r4
ˆ
Br∩Ω
|∇u+|2 dx ·
ˆ
Br∩Ω
|∇u−|2 dx.
If u ∈ C(Br ∩Ω)∩H1(Br ∩Ω) satisfies ∂νu = 0 on N and ∆u = 0 in Br ∩Ω \ {u = 0}, then
φ′(r) ≥ 0.
Figure 2. Domain
Proof. Let x ∈ N , Br = Br(x), Sr = Sr(x) and θ+, θ− be defined as in Figure 2. Throughout
this proof we will let (r, θ) denote polar coordinates centered at x. It follows from convexity
that θ+ + θ− ≤ pi (see Figure 2).
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The solution to the eigenvalue problem
−1
r2
d2f±
dθ2
= λ±f±, f±(θ±) = f ′±(0) = 0
is given by
f± = C± cos
(√
λ±rθ
)
with √
λ±rθ± =
pi
2
.
By scaling we may assume, without loss of generality, that r = 1. Consequently, since
θ−1+ + θ
−1
− ≥ θ−1+ + (pi − θ+)−1 ≥ 4pi , it follows that
(6)
√
λ+ +
√
λ− =
pi
2θ+
+
pi
2θ−
≥ 2.
Now let Ω+ and Ω− be the support of u+ and u− respectively on S1 ∩ Ω. Applying the
Rayleigh quotient gives
λ± = inf
v∈H10 (Ω±)
´
Ω±(∂θv)
2 dσ´
Ω± v
2 dσ
≤
´
S1∩Ω(∂θu
±)2 dσ´
S1∩Ω(u
±)2 dσ
,
where dσ is the line element. Consequently,√ˆ
S1∩Ω
(∂θu±)2 dσ ≥
√
λ±
√ˆ
S1∩Ω
(u±)2 dσ
and therefore it follows thatˆ
S1∩Ω
|∇u±|2 dσ =
ˆ
S1∩Ω
(∂ru
±)2 + (∂θu±)2 dσ
≥ 2
√ˆ
S1∩Ω
(∂ru±)2 dσ ·
ˆ
S1∩Ω
(∂θu±)2 dσ
≥ 2
√
λ±
√ˆ
S1∩Ω
(∂ru±)2 dσ ·
ˆ
S1∩Ω
(u±)2 dσ
≥ 2
√
λ±
ˆ
S1∩Ω
|u±∂ru±| dσ.(7)
Finally, differentiating it follows that
φ′(r) =
−4
r5
[ˆ
Br∩Ω
|∇u+|2 dx ·
ˆ
Br∩Ω
|∇u−|2 dx
]
+
1
r4
[ˆ
Sr∩Ω
|∇u+|2 dσ ·
ˆ
Br∩Ω
|∇u−|2 dx
]
+
1
r4
[ˆ
Br∩Ω
|∇u+|2 dx ·
ˆ
Sr∩Ω
|∇u−|2 dσ
]
.
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But, since in Ω either u± = 0 or ∆u± = 0, it follows from integration by parts and the
Neumann boundary conditions thatˆ
Br∩Ω
|∇u±|2 dx =
ˆ
Sr∩Ω
u±∂ru± dσ,
where we have used the fact that ∂νu
± = ∂ru± on Sr. So, using the bounds (2) and (7) it
follows that
φ′(1) = − 4
ˆ
S1∩Ω
u+∂ru
+ dσ ·
ˆ
S1∩Ω
u−∂ru− dσ +
ˆ
S1∩Ω
|∇u+|2 dσ ·
ˆ
S1∩Ω
u−∂ru− dσ
+
ˆ
S1∩Ω
u+∂ru
+ dσ ·
ˆ
S1∩Ω
|∇u−|2 dσ
≥ − 4
ˆ
S1∩Ω
|u+∂ru+| dσ ·
ˆ
S1∩Ω
|u−∂ru−| dσ + 2
√
λ+
ˆ
S1∩Ω
|u+∂ru+| dσ ·
ˆ
S1∩Ω
|u−∂ru−| dσ
+ 2
√
λ−
ˆ
S1∩Ω
|u+∂ru+| dσ ·
ˆ
S1∩Ω
|u−∂ru−| dσ
= [−4 + 2(
√
λ+ +
√
λ−)]
ˆ
S1∩Ω
u+∂ru
+ dσ ·
ˆ
S1∩Ω
u−∂ru− dσ ≥ 0.
Therefore, we can conclude, after rescaling, that
φ′(r) ≥ 0.

Lemma 4. We have ∆u(B r
2
∩ Ω) ≤ Cr.
Proof. Let v be the solution of
∆v = 0 in Br
v|Sr = u.
Since u is a minimizer:ˆ
Br∩Ω
|∇u|2 dx−
ˆ
Br∩Ω
|∇v|2 dx ≤ |λ21 − λ22|
ˆ
Br∩Ω
Q2(x) dx
≤ |λ21 − λ22|‖Q2‖L∞(Br∩Ω)|Br ∩ Ω|
≤ Cr2.
However,ˆ
Br∩Ω
|∇u|2 − |∇v|2 dx =
ˆ
Br∩Ω
∇(u− v) · ∇(u− v) dx+
ˆ
Br∩Ω
2∇(u− v) · ∇v dx.
Notice thatˆ
Br∩Ω
2∇(u− v) · ∇v dx = −
ˆ
Br∩Ω
2(u− v)∆v dx+
ˆ
Sr∩Ω
2(u− v)∂νv dx+
ˆ
Br∩∂Ω
2(u− v)∂νv dx
= 0,
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as ∆v = 0 in Br, u = v on Sr and ∂νv = 0 on ∂Ω. So,ˆ
Br∩Ω
|∇u|2 − |∇v|2 dx =
ˆ
Br∩Ω
∇(u− v) · ∇(u− v) dx
=
ˆ
Br∩Ω
|∇u|2 −∇u · ∇v −∇v · ∇u+ |∇v|2 dx
=
ˆ
Br∩Ω
|∇u|2 −∇v · ∇u dx+
ˆ
Br∩Ω
u∆v − v∆v dx+
ˆ
Sr∩Ω
v∂νv − u∂νv dx+
ˆ
Br∩∂Ω
v∂νv − u∂νv dx
=
ˆ
Br∩Ω
|∇u|2 −∇v · ∇u dx
=
ˆ
Br∩Ω
∇(u− v) · ∇u dx
=
ˆ
Br∩Ω
(v − u)∆u dx+
ˆ
Sr∩Ω
(v − u)∂νu dσ +
ˆ
Br∩∂Ω
(v − u)∂νu dx
=
ˆ
Br∩Ω
(v − u)∆u dx
=
ˆ
Br∩Ω
v∆u dx,
as ∆u is a measure supported on {u = 0}. Therefore,ˆ
B r
2
∩Ω∩{u=0}
v∆u dx ≤ Cr2.
Since Ω is a Lipschitz domain, there is a bilipschitz map
F : Br ∩ Ω→ B+r .
Define the operator L by Lv = ∂i(a
ij∂jv), where a
ij(x) = |det(∇F−1)|(∇F )T∇F, and let
u˜ = u ◦ F−1, v˜ = v ◦ F−1. We will show that v˜ satisfies Lv˜ = 0 in B+r and v˜ = u˜ on
∂B+r ∩ {xn > 0}. We then use an even reflection to find a solution to Lv˜ = 0 in Br. Note
the coefficients of L are necessarily bounded and measurable. Therefore, there is a Green’s
function G˜ associated to this operator, and, as proved in [15], if G is the standard Green’s
function on Br, then there are positive constants c and C so that cG ≤ G˜ ≤ CG on Br.
Additionally, define the function H on Br ∩ Ω by H(x, y) = G˜(F (x), F (y)).
Note next we have, as in [15], that
u˜(x0) = v˜(x0)−
ˆ
Br
G˜x0Lu˜(y) dy.
Letting x0 ∈ {u˜ = 0} it follows that
v˜(x0) =
ˆ
Br
G˜x0(y)Lu˜(y) dy.
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Let V = F (B r
2
∩ Ω). Then, V ⊂ Br and F being bilipschitz together imply that
Cr2 ≥
ˆ
B r
2
∩Ω
v∆u dx =
ˆ
V
v˜Lu˜ dx = c
ˆ
V
(ˆ
Br
G˜x0(y)Lu˜(y) dy
)
Lu˜(x) dx.
Notice that G˜x0(y) ≥ c > 0 for x, y ∈ V [15]. It follows that
Cr2 ≥
ˆ
V
(ˆ
Br
G˜x0(y)Lu˜(y) dy
)
Lu˜(x) dx
≥ c
ˆ
V
(ˆ
Br
Lu˜(y) dy
)
Lu˜(x) dx
= c
ˆ
V
(Lu˜(Br))Lu˜(x) dx
= c(Lu˜(Br))
ˆ
V
Lu˜(x) dx
= cLu˜(Br)Lu˜(V )
≥ c(Lu˜(V ))2.
Therefore, Lu˜(V ) ≤ Cr. Since F is bilipschitz, it follows that ∆u(B r
2
∩ Ω) ≤ Cr. 
Lemma 5. Let max{λ21, λ22} = `1. If Br has center in {u = 0}, then there is a positive
constant C = C(q2, `1) such that
1
r
∣∣∣∣ 
Sr∩Ω
u dσ
∣∣∣∣ ≤ C.
Proof. Assume that the center of Br is the origin. Using the notation of the previous lemma,
and assuming F (0) = 0, we have that
0 = u(0) = u˜(0) =
ˆ
Br
G˜0(y)Lu˜(y) dy − v˜(0),
with v˜ defined as in the proof of the previous lemma, and G˜0 the Green’s function centered
at the origin. Let
I :=
ˆ
Br
G˜0(y)Lu(y) dy.
Then, as before, there are constants c, C > 0 so that
c
ˆ
Br
G0(y)Lu˜(y) dy ≤ I ≤ C
ˆ
Br
G0(y)Lu˜(y) dy.
Next, using radial symmetry of the standard Green’s function it follows thatˆ
Br
G0(y)Lu˜(y) =
ˆ r
0
ˆ
Bs
G0(s, θ)Lu˜(s, θ)s dθds
=
ˆ r
0
sg(s)
ˆ
Bs
Lu˜(s, θ) dθds.
9
Here, g(s) = G0(s, θ) = − log
(
s
r
)
for 0 ≤ θ ≤ 2pi. Let
h(s) = s
ˆ
S1
Lu˜(s, θ) dθ.
Then, ˆ r
0
G(s, θ)Lu˜(s, θ)s dθds =
ˆ r
0
sg(s)
ˆ
S1
Lu˜(s, θ) dθds
=
ˆ r
0
−s log
(s
r
)ˆ
S1
Lu˜(s, θ) dθds
=
ˆ r
0
− log
(s
r
)
h(s) ds
=
ˆ r
0
− log
(s
r
) d
ds
(ˆ s
0
h(t) dt
)
ds
=
[
− log
(s
r
) ˆ s
0
h(t) dt
]r
0
− C
ˆ r
0
−1
s
ˆ s
0
h(t) dtds
= 0 + lim
s→0
(
log
(s
r
)ˆ s
0
h(t) dt
)
+
ˆ r
0
1
s
ˆ s
0
h(t) dtds
≤
ˆ r
0
1
s
ˆ s
0
t
ˆ
S1
Lu˜(t, θ) dθdtds
≤
ˆ r
0
1
s
Cs ds
= C
ˆ r
0
ds
= Cr,
where we have used the previous lemma to estimate the integral of Lu˜ over Br. Note that
lims→0(log( sr )
´ s
0
h(t)dt) is bounded above by 0 because the logarithmic term is negative for
small s and the function h(t) is nonnegative.
From this estimate we may conclude thatˆ
Br
G˜0(y)Lu˜(y) dy ≤ Cr
as well. Notice that v˜− u˜ satisfies L(v˜− u˜) = −L(u˜) and u˜− v˜ = 0 on Sr(0). Therefore, we
can conclude that v˜(0)− u˜(0) = ´
Br(0)
G˜0(x)(−L(u˜(x))) dx. Since u(0) = 0, we may conclude
that v˜(0) = − ´
Br(0)
G˜0(x)L(u˜(x)) dx.
Now, since F is bilipschitz, v and u have the same boundary conditions on Br ∩ Ω and v
is harmonic there, it follows that 
Sr∩Ω
u dσ = v(0) = v˜(0) =
ˆ
Br
G0Lu˜ dx ≤ Cr.
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Since u is subharmonic in Br ∩ Ω and u(0) = 0, it follows by the mean-value property for
subharmonic functions that  
Sr∩Ω
u dσ ≥ 0.
Therefore,
1
r
∣∣∣∣ 
Sr∩Ω
u dσ
∣∣∣∣ = 1r
 
Sr∩Ω
u dσ ≤ C.

Now we come to our main result:
Theorem 1. Let r0 > 0 and define Ωr0 := {x ∈ Ω : dist(x, S) > r0}. Then, there is a
constant C such that if u is a minimizer of the functional J , then for almost every x ∈ Ωr0
we have
|∇u(x)| ≤ C.
Proof. Let x ∈ Ωr0 . We know from [3] that there is a C > 0 so that if d(x, ∂Ω) ≥ r0, then
|∇u(x)| ≤ C. Moreover, if d(x, ∂Ω) > d(x,Γ), the argument in [3] will also go through.
On the other hand, if d(x,Γ) ≥ r0, then standard interior harmonic regularity or Lemma
2 implies the desired gradient bound. So we are primarily interested in the case where
d(x,N) ≤ d(x,Γ) < r0. Following the argument in [16], Theorem 2, it suffices to control
|∇u| on ∂Ω ∩ Br0(Γ). So let x ∈ ∂Ω ∩ Br0(Γ). We follow the argument in [3], second proof
of Theorem 5.3. Since the Harnack inequality ([16]), monotonicity formula (Lemma 3), and
upper estimate on averages (Lemma 5) all hold in our context, the argument proceeds in the
same fashion. Note that convexity implies that the use of polar coordinates in the proof will
work as desired. 
4. Numerical Scheme
In this section we present our numerical scheme. Our approach is to apply a gradient flow
to a version of J . In the modification, the phase term in the functional is approximated
by a regularized transition layer. This approximation of the energy allows us to define the
gradient flow in the classical sense. We then implement the gradient flow using a finite
difference scheme. The free boundary is then recovered as the appropriate contour of the
data.
4.1. Relaxed Functional and Gradient Flow. Define a sequence of width ε transition
layers ϕε ∈ C1,1(R; [0, 1]) as a class of functions satisfying the following properties:
(1) ϕ1 ∈ C1,1(R; [0, 1]),
(2) ϕ1(v) = λ
2
1 if v ≥ 1,
(3) ϕ1(v) = λ
2
2 if v ≤ 0,
(4) ϕ′1(v) ≥ 0,
(5) ϕε = ϕ1
(
v
ε
)
.
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Clearly ϕ(v) converges pointwise to λ
2(v) as ε → 0. Moreover, since ϕ′ε is a sequence of
C0,1 functions compactly supported on [0, ε] satisfyingˆ ε
0
ϕ′ε(v)dv =
1
ε
ˆ ε
0
ϕ′1
(v
ε
)
dv =
ˆ 1
0
ϕ′1(v)dv = λ
2
1 − λ22,
it follows that in the sense of distributions ϕ′ε → (λ22 − λ21) δ(v), where δ(v) denotes the Dirac
delta function. The relaxed functional Jε : K 7→ R+ is then defined by
(8) Jε[v] =
ˆ
Ω
(|∇v|2 +Q2(x)ϕε(v)) dx.
Since Jε is convex in ∇v, it follows from the direct method of the calculus of variations
that Jε has a minimum in K [12]. Moreover, since ϕε ∈ C1,1 it follows that minimizers uε of
Jε will satisfy the following nonlinear Poisson equation:
(9)

2∆uε = Q(x)ϕ
′(uε)
∂νuε|N = 0
uε|S = u0
,
where the normal derivative ∂νuε is interpreted in the weak sense; see Definition 1.
We now establish that minimizers of Jε converge up to a subsequence to a minimizer of J
with respect to the H1 norm. The failure to improve from convergence of subsequences to full
convergence results from the possible non-uniqueness of minimizers. In practice, however,
we expect the minimizers of Jε will be generated using a consistent numerical scheme and
hence the minimizers of the relaxed functional will strongly converge in H1 to the minimizer
of J .
Theorem 2. Let uε ∈ K be minimizers of Jε. Then, there exists u ∈ K minimizing J such
that Jε[uε]→ J [u] and there exists a subsequence uεk such that uεk H
1→ u.
Proof. Let uε ∈ K be minimizers of Jε and u¯ ∈ K be a minimizer of J . Since ϕε is a monotone
increasing sequence of functions as ε → 0 it follows for all ε > 0 that Jε[u¯] ≤ J [u¯] < ∞.
Consequently, for ε′ < ε it follows that
Jε[uε] ≤ Jε[uε′ ] ≤ Jε′ [uε′ ] < J [u¯]
and thus Jε[uε] is a bounded monotone increasing sequence as ε → 0 and hence converges.
Moreover, it follows from this estimate and Poincare’s inequality [1] that uε is bounded in
the H1 norm and hence there exists u∗ ∈ K and a subsequence uεk such that uε L
2→ u∗,
uε
H1
⇀ u∗, and uε → u∗ pointwise. Therefore,
J [u¯] ≥ lim
ε→0
Jε[uε] = lim
k→∞
Jεk [uεk ] = J [u
∗] ≥ J [u¯].
Since the lower and upper bounds in the above chain of inequalities are equal it follows that
all of the inequalities are in fact equalities and hence
lim
ε→0
Jε[uε] = J [u
∗] = J [u¯] = min
v∈K
J [v],
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and therefore u∗ is a minimizer of J as well.
Finally, we show strong convergence of the subsequence. Since ∇uε ⇀ ∇u∗ it follows that
lim
k→∞
‖∇u∗ −∇uεk‖2L2 = limk→∞
(‖∇u∗‖2L2 − 2〈∇u∗,∇uεk〉+ ‖∇uεk‖2L2)
= lim
k→∞
(‖∇u∗‖2L2 − 2〈∇u∗,∇uεk〉+ ‖∇uεk‖2L2)
+ lim
k→∞
(ˆ
Ω
Q2(x) (ϕεk(uεk)− ϕεk(uεk)) dx
)
= −J [u∗] + J [u∗] = 0.

The next result ensures that a convergent sequence of local minimizers of Jε converges to
a local minimizer of J .
Theorem 3. Let uε be a sequence of local minimizers of Jε in the the sense that there exists
uniform δ > 0 such that Jε[uε] < Jε[v] for all v satisfying ‖uε − v‖H1 < δ. If uεk H
1→ u, then
u is a local minimizer of J .
Proof. Suppose v ∈ K satisfies ‖v − u‖H1 < δ/2. Since uε H
1→ u there exists ε′ such that
ε < ε′ implies ‖u−uε‖ < δ/2. Consequently, applying the triangle inequality it follows that,
upon passing to a subsequence uεk to ensure pointwise convergence, that
J [u] = lim
k→∞
Jεk [uεk ] ≤ lim
k→∞
Jεk [v] = J [v].

Solutions to Eq. (9) can be generated by applying a gradient flow to Jε. Namely, we
consider solutions v : R+ × Ω 7→ R to the following reaction diffusion equation:
(10)

vt = 2∆v −Q(x)ϕ′ε(v)
∂νv|N = 0
v|S = u0
v(0, x) = v0(x)
,
where v0 ∈ K. If we consider (10) as an infinite dimensional dynamical system, we find that
Jε is a Lyapunov function and consequently solutions v(x, t) satisfy
(11) lim
t→∞
v(x, t) = uε(x) ∈ K,
where uε is a (local) minimizer of Jε and hence is a solution to Eq. (9); see [17] Chapter 11.
Remark By Theorem 2, the choice of v0 determines whether the gradient flow converges to
a global or local minimum. That is, for all ε > 0 if v0 lies within the basin of attraction of a
global minimizer Jε, then uε converges strongly to a minimizer of J . However, in practice we
can only assess convergence of uε(x) and thus, by Theorem 3, we can only ensure convergence
to a local minimum of J .
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4.2. Finite Difference Scheme on Parallelogram Domains. We now restrict our at-
tention to the homogeneous case Q = 1 with λ1 = 0 and λ2 = 1. The domains we consider
are parallelograms Ωθ defined in coordinates (ξ, η) ∈ [0, 1]× [0, 1] by:
(12) Ωθ = {(x, y) ∈ R2 : (x, y) = (ξ + η cos(θ), η sin(θ))}
with N = {ξ = 0}⋃{η = 1}; see Fig 3. The Dirichlet boundary conditions on S = ∂Ωθ \N
are given by u0 = u¯
A
0
∣∣
S
with u¯A0 : Ωθ 7→ R defined by
(13) u¯A0 (x, y) =

−A x ≤ x0 − δ
A sin3
(
pi(x− x0)
2δ
)
|x− x0| < δ
A x ≥ x0 + δ
,
where A, δ, x0 ∈ R are parameters satisfying A > 0 and 0 < δ < x0 < 1 + δ. The Dirichlet
boundary condition is chosen so that there is a width 2δ transition between phases at x0;
see Fig. 3. We call the point on the parallelogram defined by ξ = 0 and η = 1 the Neumann
corner.
Figure 3. Schematic diagram of the parallelogram domains. The function
u0(x, y) defines the Dirichlet boundary conditions on S and is taken as initial
data for the gradient flow.
To approximate solutions of the free boundary problem we consider the relaxed functional
Jε with transition layer:
(14) ϕε(v) =

1 v ≥ ε
0 v ≤ 0
1
2
− 1
2
cos
(
2piv
ε
)
0 < v < ε.
We then apply the gradient flow given by Eq. (10) with initial data:
(15) v(0, x) = u¯A0 (x, y).
Note that clearly u¯A0 (x, y) is harmonic outside of the set |x − x0| < δ and satisfies the
Neumann boundary condition everywhere but does not satisfy Eq. (9). Indeed, it follows
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from Eq. (10) and a calculation that if A > 1, then there exists 0 < δ′ < δ such that
(16)
{
vt|t=0 ≤ 0 if − δ ≤ x < x0
vt|t=0 ≥ 0 if x0 < x ≤ δ
.
Consequently, under the gradient flow the positive phase will “invade” the negative phase,
pushing the free boundary to the left. Moreover, a simple estimate yields the lower bound:
(17) Jε[v
A
0 ] ≥ C
A2
δ
and thus A controls the amount of energy in the system. Therefore, A can be used as a knob
to control the terminal point of the free boundary under the gradient flow. In particular, as
we will show in the next section, there exists a critical value of A in which the free boundary
must pass through the Neumann corner or jump from the top to the left Neumann boundary.
To numerically approximate the gradient flow we implement a finite difference scheme.
Note that in (ξ, η) coordinates the gradient flow for the relaxed problem is given by
(18)

vt = 2
(
csc2(θ)vξξ − 2 cot(θ) csc(θ)vξη + csc2(θ)vηη
)− ϕ′ε(v)
− cot(θ)vξ + csc(θ)vη|η=1 = 0
− csc(θ)vξ + cot(θ)vη|ξ=0 = 0
v|S = u0(x)
v(0, x) = v0(x)
.
The spatial derivative operators are approximated using second order centered differences
with uniform spacing h. On the Neumann boundaries we use “ghost” points to close the
equations and the evolution in time is implemented using the Crank–Nicolson method [18].
The convergence of the gradient flow to a steady state u∗h is assessed by computing Jε on
each time step. Furthermore, to ensure convergence to a (local) minimizer of the original
problem we slave the width of the transition layer to the spacing of the finite difference
scheme by setting ε = 2h. The mesh is then refined until convergence of Jε[u
∗
h]. Therefore,
as the mesh is refined, the functions u∗h form a sequence of approximate minimizers of J2ε,
which, by Theorem 3, converge to a local minimum of J .
5. Numerical Results
In this section we present the results of our numerical experiments as well as a discussion
of the implication of these results.
5.1. Obtuse Angle. In Figure 4 we present the results of the finite difference scheme applied
to Eq. (18) for the fixed parameters x0 = .85, δ = .01, θ = 5pi/4 and A = 1.19–1.33. Figures
4(A) and 4(B) are contour plots of the numerical approximation to the solution of the free
boundary problem. Specifically, Figures 4(A-B) illustrate solutions to the free boundary
terminating on the top and left Neumann boundaries respectively. In Figure 4(C) we plot
the time evolution of Jε under the gradient flow for various values of A. The numerical
scheme indicates that as A is increased the free boundary passes smoothly through the
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corner point. That is, as A varies there is no discontinuous jump in the spatial coordinate
of the terminal point of the free boundary lying on the Neumann boundary.
Figure 4. (A-B) Contour plot of numerical solutions to the free boundary
problem for A = 1.28 and A = 1.31. The solid red curve corresponds to the
numerical approximation of the free boundary. (C) Plot of the time evolution
of the relaxed energy Jε under the gradient flow for various values of A. The
inset figures are time snapshots of the evolution of the free boundary under
the gradient flow overlaid on top of a contour plot of ln(Jε).
5.2. Right Angle. In Figure 5 we present the results of the finite difference scheme applied
to Eq. (18) for the fixed parameters x0 = .2, δ = .01, θ = pi/2 and A = 2.6–3.4. Again,
Figures 5(A-B) illustrate solutions to the free boundary terminating on the top and left
Neumann boundaries while Figure 5(C) is a plot of the time evolution of Jε. In contrast
with the obtuse angle case, as A is increased the free boundary does not pass smoothly
through the corner point. However, for this particular geometry this may be an artifact of
the numerical scheme. In particular, for all mesh sizes we numerically observed that near the
corner point the free boundary enters a ball of radius on the order of the mesh size before
“jumping” to the other Neumann boundary; see Figure 5(C) insets. That is, the jumping
was numerically observed to depend on the mesh size h.
5.3. Acute Angle. In Figure 6 we present the results of the finite difference scheme applied
to Eq. (18) for the fixed parameters x0 = .2, δ = .01, θ = pi/4 and A = 3.01–3.04. Again,
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Figure 5. (A-B) Contour plot of numerical solutions to the free boundary
problem for 2.8 and A = 3.4. The solid red curve corresponds to the numerical
approximation of the free boundary. (C) Plot of the time evolution of the
relaxed energy Jε under the gradient flow for various values of A. The inset
figures are time snapshots of the evolution of the free boundary under the
gradient flow overlaid on top of a contour plot of ln(Jε).
Figures 5(A-B) illustrate solutions to the free boundary terminating on the top and left
Neumann boundaries while Figure 5(C) is a plot of the time evolution of Jε. In contrast
with both the obtuse and right angle cases, our numerical experiments indicate that the free
boundary does not pass smoothly through the corner point and this is not an artifact of the
numerical scheme. That is, for sufficiently small h the jumping was numerically observed to
not depend on the mesh size. In fact, in contrast with the obtuse and right angles cases as A
is varied the steady state of the free boundary never passes through the corner point. More
precisely, there exists a neighborhood about the corner point in which the steady state of
the free boundary does not enter.
Interestingly, when the free boundary intersects the left Neumann boundary during the
gradient flow it splits into two separate curves with a transient “zero” phase enclosing the
corner point. This zero phase is then rapidly invaded by the positive phase and disappears.
During this transient period the energy is rapidly decreasing before reaching a steady state in
which the free boundary enclosed the lower left corner of the parallelogram. However, before
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Figure 6. (A-B) Contour plot of numerical solutions to the free boundary
problem for A = 3.01 and A = 3.04. The solid red curve corresponds to the
numerical approximation of the free boundary. (C) Plot of the time evolution
of the relaxed energy Jε under the gradient flow for various values of A. The
inset figures are time snapshots of the evolution of the free boundary under
the gradient flow overlaid on top of a contour plot of ln(Jε).
passing through the Neumann corner the change in the energy is very slow. When viewed
as a dynamical system, this type of transition is reminiscent of a saddle node bifurcation
in which as A is increased a stable steady state disappears and the system is driven to a
separate equilibrium. In particular, the slowing down of the dynamics is likely the result of
the “ghost” of the previous stable equilibrium. If this is the case, then before the bifurcation
there are necessarily at least two steady state solutions to the gradient flow.
6. Conclusions and Future Work
In this paper, we have shown the Lipschitz continuity of solutions to a two-phase free
boundary problem near a convex Neumann fixed boundary in two dimensions. We have
tested and numerically validated the hypothesis that the free and fixed boundaries should
intersect orthogonally in this context. A major direction of future work will be to validate
this analytically. Another important future direction is to generalize to higher dimensions.
Our numerical experiments indicate that this orthogonality generates interesting behavior
near a right or acute angle in the boundary. In particular, the free boundary, as it approaches
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a right angle, becomes tangent to the other piece of the angle and, when ultimately it ”flips”
past the angle, travels a significant distance very quickly. On the other hand, as the free
boundary approaches an acute angle, it cannot approach particularly close and there is a
”forbidden” region” due to the need for orthogonality and the energy constraints. Several
interesting questions arise from these observations. Is the asymmetry in the way the free
boundary jumps across a corner an artifact of our numerical scheme or an indication of the
presence of multiple local minimizers? Is the zero phase that is generated in the ”forbidden”
region a numerical artifact? What general theory can we develop for more general domains
than simply parallelograms? What would a three-dimensional version of these numerics
show?
References
[1] R. A. Adams and J. J. Fournier. Sobolev spaces, volume 140. Academic press, 2003.
[2] H. W. Alt, L. A. Caffarelli, and A. Friedman. Jets with two fluids. ii: Two free boundaries. Indiana
University mathematics journal, 33(3):367–391, 1984.
[3] H. W. Alt, L. A. Caffarelli, and A. Friedman. Variational problems with two phases and their free
boundaries. Trans. Amer. Math. Soc., 282(2):431–461, 1984.
[4] F. Bouchon, S. Clain, and R. Touzani. Numerical solution of the free boundary bernoulli problem using
a level set formulation. Computer methods in applied mechanics and engineering, 194(36):3934–3948,
2005.
[5] L. A. Caffarelli and J. L. Va´zquez. A free-boundary problem for the heat equation arising in flame
propagation. Transactions of the American Mathematical Society, 347(2):411–441, 1995.
[6] G.-Q. Chen, H. Shahgholian, and J.-L. Vazquez. Free boundary problems: the forefront of current and
future developments. Phil. Trans. R. Soc. A, 373(2050), 2015.
[7] M. Flucher and M. Rumpf. Bernoulli’s free-boundary problem, qualitative theory and numerical ap-
proximation. Journal fur die Reine und angewandte Mathematik, 486:165–204, 1997.
[8] A. Friedman. Variational principles and free-boundary problems. Wiley New York, 1982.
[9] J. Galvis and H. M. Versieux. An iterative domain decomposition method for free boundary problems
with nonlinear flux jump constraint. Computational and Applied Mathematics, 34(3):1199–1217, 2015.
[10] J. Haslinger, K. Kunisch, and G. Peichl. Shape optimization and fictitious domain approach for solving
free boundary problems of bernoulli type. Computational Optimization and Applications, 26(3):231–251,
2003.
[11] K. Ito, K. Kunisch, and G. H. Peichl. Variational approach to shape derivatives. ESAIM: Control,
Optimisation and Calculus of Variations, 14(3):517–539, 2008.
[12] J. Jost and X. Li-Jost. Calculus of variations, volume 64. Cambridge University Press, 1998.
[13] C. M. Kuster, P. A. Gremaud, and R. Touzani. Fast numerical methods for bernoulli free boundary
problems. SIAM journal on scientific computing, 29(2):622–634, 2007.
[14] L. Landau and E. Lifshitz. Fluid Mechanics. Number v. 6. Elsevier Science, 2013.
[15] W. Littman, G. Stampacchia, and H. F. Weinberger. Regular points for elliptic equations with discon-
tinuous coefficients. Ann. Scuola Norm. Sup. Pisa (3), 17:43–77, 1963.
[16] S. Raynor. Neumann fixed boundary regularity for an elliptic free boundary problem. Communications
in Partial Differential Equations, 33(11):1975–1995, 2008.
[17] J. C. Robinson. Infinite-dimensional dynamical systems: an introduction to dissipative parabolic PDEs
and the theory of global attractors, volume 28. Cambridge University Press, 2001.
[18] J. C. Strikwerda. Finite difference schemes and partial differential equations. SIAM, 2004.
19
Wake Forest University
University of North Carolina at Chapel Hill
Wake Forest University
E-mail address: raynorsg@wfu.edu
20
