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Abstract
We consider a perturbed Hill’s equation of the form φ¨ + (p0(t) + εp1(t))φ = 0, where p0 is
real analytic and periodic, p1 is real analytic and quasi-periodic and ε ∈ R is “small”. Assuming
Diophantine conditions on the frequencies of the decoupled system, i.e. the frequencies of the
external potentials p0 and p1 and the proper frequency of the unperturbed (ε = 0) Hill’s equation,
but without making non-degeneracy assumptions on the perturbing potential p1, we prove that
quasi-periodic solutions of the unperturbed equation can be continued into quasi-periodic solutions
if ε lies in a Cantor set of relatively large measure in [−ε0, ε0] ⊂ R, where ε0 is small enough. Our
method is based on a resummation procedure of a formal Lindstedt series obtained as a solution
of a generalized Riccati equation associated to Hill’s problem.
1 Introduction
In the present work we will consider the one-dimensional Hill’s equation (for a standard reference,
see [22]) with a quasi-periodic perturbation
φ¨+ (p0(t) + εp1(t))φ = 0 , (1.1)
where p0 and p1 are two real analytic functions, the first periodic with frequency ω0 and the latter quasi-
periodic with frequency vector ω1 ∈ RA, for an integer A ≥ 1 (for notational details see Section 1.1).
No further assumption is made on the equation, besides requiring that the real parameter ε is small
and that the unperturbed equation (i.e. for ε ≡ 0) has a fundamental system of real quasi-periodic
solutions.
For p0 constant such an equation has been extensively studied, also in connection with the spectrum
of the corresponding Schro¨dinger equation φ¨ + εV (ω1t)φ = Eφ, with V analytic and periodic in its
arguments; see for instance Refs. [10, 25, 11, 18, 26, 23]. We also mention the recent Ref. [4] and also
[5], where some properties of the gaps and of the instability tongues have been investigated. Different
perturbations of Hill’s equation, with a L1 perturbing potential, have been considered for instance in
Refs. [24, 27, 28, 17].
We are interested in the problem of studying conservation of quasi-periodic motions for ε different
from zero but small enough. Of course, equation (1.1) can be considered as arising from an autonomous
Hamiltonian system with d = A+ 2 degrees of freedom, described by the Hamiltonian
H = Ω0A+ ω0A0 + ω1 ·A1 + εp1(α1) f(A, A0, α, α0), (1.2)
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where (A, A0, A1, α, α0, α1) ∈ R×R ×RA × T × T × TA are action-angle variables, and f and Ω0
depend on the periodic potential p0. For instance if p0 is a constant, say p0 = 1, then the variables
(A0, α0) disappear, Ω0 = 1 and f(A, α) = 2A cos
2 α. In general the change of variables leading to
(1.2) is slightly more complicated, but it can be easily worked out; we refer for instance to Refs. [8, 9].
Also in such a case the function f is linear in the action variables. Hence systems like (1.2) are not
typical in KAM theory, because the perturbation does not remove isochrony. What one usually does is
to study the behavior of the solutions, in particular to understand if they are bounded (quasi-periodic)
or unbounded (linearly or exponentially growing), when varying the parameters characterizing the
external potential. In the case of the Schro¨dinger equation this can be done for a fixed potential, by
varying the energy, which represents an extra free parameter, and information can be obtained about
the spectrum. In Ref. [9] this is done for bounded solutions, so that conditions on E are obtained
characterizing the spectrum of the corresponding Schro¨dinger operator.
Here we are interested in the case in which the potential is fixed, and the parameters of p0 are such
that the fundamental solutions of the corresponding Hill’s equation φ¨+ p0(t)φ = 0 are quasi-periodic
(this means that we are inside the stability regions). Hence for ε = 0 we have d = A+ 2 fundamental
frequencies ω1, ω0, Ω0, where Ω0 is the proper frequency of the unperturbed Hill’s equation. Then
we want to study if the solutions remain quasi-periodic when the perturbation is switched on. Even
when this occurs, one expects that the proper frequency of the system is changed as an effect of the
perturbation. Since the system is in fact a perturbation of an isochronous one, and we have no free
parameter to adjust, either the proper frequency is changed to some perturbation order or it is never
changed (if disposing of the extra parameter E the frequency changes to first order up to a zero-measure
set). But to follow all the possibilities requires some careful analysis, which one can avoid by assuming
some non-degeneracy condition on the perturbation in order to control the change of the frequencies.
On the contrary we do not want to impose any condition on the perturbation.
Degeneracy problems of this kind are known to be not easy to handle. An example is given
by Herman’s conjecture in the case in which one has a system of N harmonic oscillators where no
assumption is made on the coupling terms of order higher than two: in such a case the conservation of
a large measure of invariant tori has been be proved only for N = 2 [16]. We can mention also Cheng’s
results on the conservation of lower (N − 1)-dimensional tori for systems with N degrees of freedom
[6, 7].
To come back to our problem, we fix the unperturbed torus and study for which values of ε (small
enough) such a torus is conserved. In particular we are interested in the dependence on ε of the
conserved torus: we shall find that the torus will be defined for ε in a Cantor set of large relative
measure, and for such values of ε the system turns out to be reducible. We shall see also that one can
give a meaning to the perturbation series, through a suitable resummation, in an analogous way to
what was done in similar contexts in Refs. [13, 12, 14].
We do not study directly the equation (1.1). Rather, we shall write φ in terms of a suitable function
u, for which a very simple-looking equation can be derived. Indeed by setting
φ0(t) = const. exp
(
i
∫ t
0
g0(t
′) dt′
)
, Q(t) = exp
(
−2i
∫ t
0
g0(t
′) dt′
)
,
where φ0 is a quasi-periodic solution of (1.1) for ε = 0, with rotation vector (ω0,Ω0), where the proper
frequency Ω0 is the average of g0, and defining
φ(t) = φ0(t) exp
(
i
∫ t
0
g(t′) dt′
)
, g(t) = iεQ(t)u(t), (1.3)
one finds that u has to solve the equation (see Section 2.2 for details)
u˙ = R+ εQu2, R = p1Q
−1, (1.4)
which is an ordinary differential equation which could be of interest by its own.
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The advantage of this procedure is that we can look for a solution of (1.4) with the same rotation
vector ω = (ω1, ω0, Ω0) of the unperturbed system, something which cannot be done for the full
unperturbed system, as the proper frequency Ω0 is expected to change (as usually happens when
perturbing an isochronous system).
That such a solution u(t) exists can be shown, and this is the core of the paper, provided one
assumes, besides an obvious Diophantine condition on ω, that ε is small enough, say |ε| ≤ ε0, and
belongs to a suitable Cantor set E of large relative measure in [−ε0, ε0]. By the latter we mean that
one has limε→0+ meas(E ∩ [−ε, ε])/2ε = 1, with meas denoting Lebesgue measure.
To recover the solution φ(t) we have to express it in terms of u. By using the relations given in
(1.3) one realizes that, first, the solution could be unbounded (if the imaginary part of the average 〈g〉
of g did not vanish), and, second, even if this did not occur, an extra frequency Ωε = Ω0 + 〈g〉 would
appear in addition to the d frequencies already characterizing the model, which would sound strange.
But one can check that both problems are spurious, as 〈g〉 turns out to be real and dependence on
time of the function φ(t), which, in principle, could be through the variables ω1t, ω0t, Ω0t, Ωεt (by
construction), is indeed only through the variables ω1t, ω0t, Ωεt, as formally noticed in the case treated
in [1]. In other words, the dependence on Ω0t disappears, and this means that the maximal torus,
which in absence of perturbation has rotation vector (ω1, ω0, Ω0), can be continued for ε ∈ E , and
the last component of the rotation vector is changed into an ε-dependent quantity Ωε (that the other
components cannot change is obvious by the form of the equations of motion). Hence the solution
of (1.4) provides directly a perturbation expansion for the correction of the proper frequency of the
system: indeed Ωε − Ω0 = 〈g〉, and g is expressed in terms of the solution u.
We can now state our results in the following theorem.
Theorem 1.1 Let p0 : R → R be real analytic and periodic with frequency ω0 and such that the
fundamental solutions of the corresponding Hill’s equation φ¨ + p0(t)φ = 0 are quasi-periodic with
a proper frequency Ω0 ∈ R. Let p1 : R → R be real analytic and quasi-periodic with frequency
vector ω1 ∈ RA for some A ≥ 1. Define ω := (ω1, ω0, Ω0) ∈ Rd with d = A + 2 and assume that
m · ω1 + nω0 + 2Ω0 6= 0, ∀(m, n) ∈ ZA+1 and, moreover
|ω · ν| ≥ C0|ν|τ , ∀ν ∈ Z
d \ {0} ,
for two fixed positive constants C0 > 0 and τ > d − 1 (Diophantine conditions). Then, there exists
ε0 > 0 small enough and a Cantor set E ⊂ [−ε0, ε0] of large relative measure in [−ε0, ε0] such that, for
all ε ∈ E, (1.4) admits a quasi-periodic solution of the form
u(t) = U(ωt; ε) =
∑
ν∈Zd
U˜ν(ε)e
iω·νt ,
where the sum above is absolutely and uniformly convergent for all t ∈ R and all ε ∈ E. Moreover, for
all ε ∈ E, the system (1.1) is reducible and it has a quasi-periodic solution of the form
φ(t) = Φ(Ωεt, ω1t, ω0t; ε) = e
iΩεt
 ∑
(m,n)∈ZA+1
Φ˜m,n(ε)e
i(m·ω1+nω0)t
 ,
where, by denoting with 〈·〉 the average of a quasi-periodic function (that is the constant term in its
Fourier expansion), one has Ωε := Ω0+ 〈g〉 = Ω0+ iε〈Qu〉 is real, and the sum above is absolutely and
uniformly convergent for all t ∈ R and all ε ∈ E. Finally, if 〈g〉 = 0 then E = [−ε0, ε0] and Ωε reduces
to Ω0. ✷
In particular the proof of the result will imply that the equation is reducible for ε ∈ E . It would
be interesting to study what happens for ε outside the set E (cf. the results proved for the case of the
Schro¨dinger equation with p0 = 0 and other related models [11, 20, 21]).
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The rest of this paper is devoted to the proof of the above theorem.
We organize this work as follows: in Section 2 we motivate and discuss the Ansatz used to solve
(1.1) and introduce the tree representation of the perturbative coefficients obtained, which is the basis
for the forthcoming analysis. Section 3 is devoted to the solution of the “zero mode” problem, which is
essential for constructing a consistent quasi-periodic solution for (1.4). Section 4 shows that our naive
perturbative solution is merely formal, i.e. not convergent as a power series in ε. This is related to
small divisors problems. Next, Section 5 brings the core idea of this paper: the renormalization of the
formal solution. This process is implemented through a multiscale decomposition of propagators and a
suitable resummation technique. As described in Theorem 1.1, the result is a convergent quasi-periodic
solution for (1.4), well defined in a Cantor set E of relatively large measure in [−ε0, ε0]. Section 6 is
devoted to the proof of some technical lemmas which are related to estimates on the so called “self-
energy values”. This lemmas are crucial in the proof of Theorem 1.1, which is essentially performed in
Section 7, where convergence of the renormalized expansion is shown. Next, in Section 8 we provide
estimates on the measure of the set E where the renormalized solution exists. It is shown that E
is of relatively large measure in a compact set [−ε0, ε0]. Finally, Section 9 completes the proof of
Theorem 1.1 by analyzing properties of the renormalized expansion. Section 10 closes the paper by
discussing the rather trivial situation where we cannot fix the zero modes as in Section 3. This is
the situation where the proper frequency of the unperturbed Hill’s equation in unchanged when the
perturbation is switched on, i.e. Ωε = Ω0.
1.1 Basic notations
In this paper N will denote the set of positive integers, Z the set of all integers and R the set of real
numbers. Note that 0 /∈ N. For any n ∈ N, Zn (or Rn) is the Cartesian product of Z (or R) n times.
The set T denotes the one-dimensional torus, i.e. T = R/2πZ. Tn is the n-dimensional torus.
Vectors in Zn (or Rn) will be denoted either by boldface or underline characters. Boldface charac-
ters will be used to denote vector in a certain dimension d, i.e. ω ∈ Rd, ν ∈ Zd. Underline characters
will be used to denote vector in a certain dimension A < d, i.e. ω1 ∈ RA, m ∈ ZA.
For any n ∈ N, Zn∗ is defined as Zn \ {0}, i.e. Zn∗ is Zn with the exception of the zero. The same
applies to Rn.
The scalar product in Rn will be denoted as usual by a dot: v · w := v1w1 + · · · + vnwn, for
v,w ∈ Rn. The ℓ1-norm of a vector v = (v1, . . . , vn) ∈ Rn is |v| := |v1|+ · · ·+ |vn|, where in the r.h.s.
| · | denotes the usual absolute value in R (or C). The complex conjugate of z ∈ C will be denoted by
z∗.
Given a periodic or, more generally, a quasi-periodic function f we denote by 〈f〉 the average of f ,
〈f〉 := lim
T→∞
1
2T
∫ T
−T
dt f(t) = f0 ,
where f0 is the constant term of the Fourier expansion of f [19].
The symbol ✷ will be used at the end of the statement of a theorem, lemma or proposition and
will be used at the end of a proof.
2 Perturbative analysis
In this Section we will begin our perturbative analysis. We start from a given complex quasi-periodic
solution for the unperturbed version of (1.1), i.e. for ε = 0, and search for a perturbative solution for
the full equation that formally tends to this unperturbed solution as ε → 0. For this, we apply an
exponential Ansatz, whose geometrical motivation we briefly discuss below, leading to a generalized
Riccati equation (equation (2.9), ahead). In the core of this paper we prove that this generalized
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Riccati equation admits a quasi-periodic solution under suitable conditions on the frequencies and
on the coupling parameter ε and, as we prove below, this implies quasi-periodicity of the perturbed
solution of (1.1). In Section 2.3 we present a formal tree expansion for the solution of (2.9) that will
be the starting point of our renormalization analysis.
However, as we shall see, boundness on the solutions of (2.9) will automatically imply stability on
the associate solutions of Hill’s equation. This will become more clear with Proposition 2.3.
2.1 Unperturbed equation
The following elementary result presents some basic properties of complex quasi-periodic solutions of
the unperturbed Hill’s equation that partially motivates the approach of Section 2.2.
Proposition 2.1 Let p0 : R→ R be an analytic periodic function with period T0 = 2π/ω0, such that
the equation
φ¨(t) + p0(t)φ(t) = 0 (2.1)
has two non-trivial, real, analytic, quasi-periodic and independent solutions φa and φb. Then, the
complex quasi-periodic solution φ0(t) = φa(t) + iφb(t) can be expressed in the form
φ0(t) = exp (iΩ0t+ iψ0(t)) ,
where Ω0 ∈ R and ψ0 : R→ C is an analytic periodic function with frequency ω0. ✷
Proof. Since the Wronskian W (t) = φa(t)φ˙b(t)−φb(t)φ˙a(t) is a non-vanishing constant, W (t) =W0 6=
0, ∀t ∈ R, one has
|W0| ≤ |φa(t)| |φ˙b(t)|+ |φb(t)| |φ˙a(t)| ≤ D(|φa(t)|+ |φb(t)|),
where D := max{supt∈R |φ˙a(t)|, supt∈R |φ˙b(t)|} < ∞, because φ˙a and φ˙b are both, by hypothesis,
quasi-periodic. Let φ0 := φa + iφb. By the equivalence of the ℓ
1 and ℓ2 norms, there exists a constant
C > 0 such that
|φ0(t)| =
√
|φa(t)|2 + |φb(t)|2 ≥ C(|φa(t)|+ |φb(t)|) ≥ C|W0|
D
, ∀ t. (2.2)
This tells us that the quasi-periodic complex function φ0 remains outside of a neighborhood of the
origin for all times. Under these circumstances, a theorem of H. Bohr [3], implies that we can write
φ0(t) = exp
(
iΩ0t+ iψ0(t)
)
, (2.3)
where Ω0 ∈ R and ψ0(t) : R→ C is almost periodic. Floquet’s theorem guarantees that ψ0 is periodic
with the same frequency of p0.
We clearly see from (2.3) that Ω0 is the rotation number of φ0.
Since φ∗0 is also a solution of (2.1) (because (2.1) is real), the most general (complex) solution is
A1 exp
(
+iΩ0t+ iψ0(t)
)
+ A2 exp
(
−iΩ0t− iψ0(t)∗
)
, (2.4)
with A1, A2 ∈ C.
Defining the periodic function g0(t) := ψ˙0(t) + Ω0, we can write
φ0(t) = exp
(
i
∫ t
0
g0(t
′) dt′
)
eiψ0(0) . (2.5)
Since 〈ψ˙0〉 = 0, we have Ω0 = 〈g0〉.
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2.2 Perturbed equation and the exponential Ansatz
As we mentioned, the representation (2.5) is possible because (2.2) tells us that the quasi-periodic
complex function φ0 runs outside of a neighborhood of the origin for all times. It is tempting to
presume that this sort of stability property is preserved when the perturbation is switched on and that
the periodic function g0 is replaced by a quasi-periodic one in the form g0 + g, where g vanishes when
ε→ 0. This is the motivation for the steps that follow.
Let us now consider the perturbed equation (1.1) with p1 : R → R analytic and quasi-periodic,
with frequencies in the set {m · ω1, m ∈ ZA} for some A ≥ 1. The motivations presented above (see
also [1]) lead us to search for a solution of (1.1) with the following form
φ(t) = φ0(t) exp
(
i
∫ t
0
g(t′) dt′
)
= exp
(
i
∫ t
0
[g0(t
′) + g(t′)] dt′
)
eiψ0(0), (2.6)
with g vanishing identically for ε = 0. It is easily verifiable that g must satisfy the following generalized
Riccati equation:
d
dt
(
gφ20
)
+ i (gφ0)
2 − iεp1φ20 = 0 , (2.7)
or, in another form,
g˙ + ig2 + 2ig0g − iεp1 = 0 . (2.8)
Remark 2.2 Of course in this way we are considering a solution which reduces to the first function
in (2.4) for ε = 0. In the following we could also consider solutions continuing for ε 6= 0 the second
function in (2.4), and the analysis would be the same.
The idea now is to search for a quasi-periodic solution g for the above equation. In this case,
φ(t) = exp (iΩεt+ iψε(t)) ,
where
Ωε := Ω0 + 〈g〉 and ψε(t) := ψ0(t) +
∫ t
0
(g(t′)− 〈g〉) dt′ .
Note that, if such a g exists, ψε would be also quasi-periodic. However, in order to assure that φ
is quasi-periodic we have to show that Ωε is a real number, which is the case iff 〈g〉 ∈ R. This is
established by the following proposition that shows that if g is quasi-periodic, then φ is automatically
stable, i.e. the Lyapunov exponent Im(Ωε) vanishes.
Proposition 2.3 Let us assume that (2.7) has a quasi-periodic solution g. Then the average of g is
real, that is 〈g〉 ∈ R. ✷
Proof. Write g0 = x0 + iy0 and g = x + iy. Note that 〈g0〉 = Ω0 ∈ R, hence 〈y0〉 = 0. One has
ig˙0− g20+p0 = 0, whose imaginary part gives x˙0 = 2x0y0. Moreover, one has g˙+ ig2+2ig0g− iεp1 = 0
(equation (2.8)), whose real part is x˙−2xy−2xy0−2yx0 = 0. Combining the two equations we obtain
x˙− 2xy − 2x0y − 2xy0 + (−2x0y0 + x˙0) = 0, hence x˙+ x˙0 − 2(y + y0)(x + x0) = 0.
By defining z = x+ x0 the above equation becomes z˙ = f(t) z, where the function f(t) = 2(y(t) +
y0(t)) is bounded (and quasi-periodic), hence, by explicit integration,
z(t) = exp
(
2
∫ t
0
[y0(t
′) + y(t′)] dt′
)
z(0),
where z(0) = x0(0) + x(0) 6= 0 (if z(0) = 0 then z(t) ≡ 0 for all t, hence x(t) = −x0(t) for all t, which
requires x0(t) = x(t) ≡ 0 for all t, and this is not possible as 〈x0〉 = Ω0 6= 0, so that x0(t) cannot vanish
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identically). On the other hand z(t) has to be a bounded quasi-periodic function, and this requires
〈y0 + y〉 = 0, so that one has 〈y〉 = 0.
Therefore, we can establish that φ(t) given in (2.6) is quasi-periodic provided we find a quasi-
periodic g. Further remarks on properties of φ will be discussed in Section 9.
A slightly simpler version of the generalized Riccati equation (2.7) above was studied in [13] by a
tree expansion method (see, e.g., [15] and references therein). So, the idea now is to try to write the
same expansion of [13] for a solution of (2.7) and to adapt its analysis (and results) to the context of
the problem posed here.
First of all, let us rewrite the Riccati equation (2.7) as in [13]. Since φ0 6= 0 for all t ∈ R, we define
u(t) by
g(t) = iεQ(t)u(t) ,
where
Q(t) := exp
(
−2i
∫ t
0
g0(t
′) dt′
)
= (φ0(t))
−2
,
which, by (2.3), is also quasi-periodic. We also define,
R(t) := p1(t)Q(t)
−1 = p1(t)φ
2
0(t) = p1(t) exp
(
2i
∫ t
0
g0(t
′) dt′
)
.
With the above definitions one trivially checks from (2.7) that
u˙ = R + εQu2 , (2.9)
which is very similar to the equation studied in [13].
2.3 Tree expansion
Now we pass to the perturbative expansions and a graphic representation that will conduct our analysis.
As a first attempt (and also just to introduce notations) we search for a solution of (2.9) as a power
series in ε:
u(t) =
∞∑
k=0
εku(k)(t) .
Note that, in principle, u does not vanish identically for ε = 0, but g does, since g ∼ εu. By inserting
the above Ansatz into equation (2.9), we arrive at
u˙(0) = R ,
u˙(k) = Q
∑
k1+k2=k−1
u(k1)u(k2) , ∀k ≥ 1 . (2.10)
Since we search for a quasi-periodic solution u of (2.9), it is natural to introduce the following Fourier
decomposition:
u(k)(t) =
∑
ν∈Zd
u(k)
ν
eiν·ωt , (2.11)
for some d ≥ 1 to be conveniently fixed later. Note that with the above decomposition, we have
u(t) =
∞∑
k=0
εk
∑
ν∈Zd
u(k)
ν
eiν·ωt . (2.12)
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Our goal now is to find a graphical representation in terms of trees for the Fourier coefficients u
(k)
ν , as
in [13].
We now proceed and write the Fourier decomposition of the functions p0, p1, φ0, Q and R. Since
p0 is assumed periodic (with period T0 = 2π/ω0), we simply have
p0(t) =
∑
n∈Z
P (0)n e
inω0t .
The function p1 is assumed quasi-periodic with spectrum of frequencies contained in the set {m ·
ω1, m ∈ ZA}. Hence,
p1(t) =
∑
m∈ZA
P (1)m e
im·ω1t .
We write the Fourier decompositions of φ20 and φ
−2
0 as follows:
(φ0(t))
2
=
∑
n∈Z
F (2)n ei(nω0+2Ω0)t , (φ0(t))−2 =
∑
n∈Z
F (−2)n ei(nω0−2Ω0)t .
Therefore, the Fourier decomposition of R is
R(t) =
∑
m∈ZA
P (1)m e
im·ω1t
∑
n∈Z
F (2)n ei(nω0+2Ω0)t =
∑
ν∈Zd
Rνe
iν·ωt ,
where
ν := (m, n1, n2) , d := A+ 2 , ω := (ω1, ω0, Ω0) (2.13)
and
Rν := P
(1)
m F (2)n1 δn2,2 .
With this notation, the Fourier decomposition of Q is as follows:
Q(t) =
∑
n∈Z
F (−2)n ei(nω0−2Ω0)t =
∑
ν∈Zd
Qνe
iν·ωt ,
where ν, d and ω are as (2.13) and
Qν := δm,0F (−2)n1 δn2,−2 .
Remark 2.4 We assume the following non-resonant condition on the frequency vector ω:
m · ω1 + nω0 + 2Ω0 6= 0 ∀(m, n) ∈ ZA+1.
We also impose a Diophantine condition on ω, namely:
|ω · ν| ≥ C0|ν|τ ∀ν ∈ Z
d
∗ , (2.14)
with Zd∗ := Z
d \ {0}, for two fixed positive constants C0 and τ > d− 1.
Remark 2.5 By the analyticity assumption on p0 and p1 one obtain the following decay for the Fourier
coefficients of Q and R:
|Rν | ≤ Qe−κ|ν| , |Qν | ≤ Qe−κ|ν| , (2.15)
for some positive constants Q and κ. This will be essential in our forthcoming analysis.
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We now proceed and insert the decomposition (2.11) into (2.10). The result is the following recursive
relations for the coefficients u
(k)
ν , ν 6= 0:
(iω · ν)u(0)ν = Rν ,
(iω · ν)u(k)ν =
∑
k1+k2=k−1
∑
ν0+ν1+ν2=ν
Qν0u
(k1)
ν1
u(k2)
ν2
, ∀k ≥ 1 , (2.16)
for all ν 6= 0. Since the l.h.s. of (2.10) has zero average, one must also impose
0 = R0 ,
0 =
∑
k1+k2=k−1
∑
ν0+ν1+ν2=0
Qν0u
(k1)
ν1
u(k2)
ν2
=:
〈
[Qu2](k−1)
〉
, ∀k ≥ 1 . (2.17)
We note that R0 = P
(1)
0 F (2)0 δ0,2 = 0 so there is no problem with the requirement 0 = R0.
The graphical representation of the coefficients u
(k)
ν is almost exactly like in Ref. [13]. We advise
the reader to see Section 4 of Ref. [13] for details. The only two essential differences are the following:
(1) Here we represent as black bullets the factors Rν , while in Ref. [13] they were associated to (Q
−1)ν .
(2) The order of a tree here is given only by the sum of vertices plus the sum of the order labels of
the white bullets, while in Ref. [13] the number of black bullets was also counted in the order. There
is also here a slight modification of notation: while in Ref. [13] u
(k)
0
:= c(k), here u
(k)
0
:= α(k), for all
k ≥ 0. We give below the pertinent definitions of Ref. [13] adapted to our present case.
Definition 2.6 A tree θ is a connected set of points and lines with no cycle such that all the lines are
oriented toward a unique point called the root. We call nodes all the points in a tree except the root.
The root only admits one entering line: such a line is called the root line. The orientation of the lines
in a tree induces a partial ordering relation between the nodes. We denote by  this relation: given
two nodes v and w, we shall write w  v every time v is a long the path (of lines) which connects w
to the root. Given a tree θ, we can identify in θ the following subsets.
• E(θ): the set of endpoints (final nodes) in θ. A node v ∈ θ will be an endpoint if no line enters
v. We denote by |E(θ)| the number of endpoints in θ.
• EW (θ) ⊆ E(θ): the set of white bullets in θ. With each v ∈ EW (θ) we associate a mode label
νv = 0, an order label kv ∈ Z+ and a node factor Fv = α(kv). We denote by |EW (θ)| the number
of white bullets in θ.
• EB(θ) = E(θ) \EW (θ): the set of black bullets in θ. With each v ∈ EB(θ) we associate a mode
label νv 6= 0 and a node factor Fv = Rνv . We denote by |EB(θ)| the number of black bullets in
θ.
• V (θ): the set of vertices in θ. If v ∈ V (θ), then v has at least one entering line. We associate
with each vertex v ∈ V (θ) a mode label νv ∈ Zd and a node factor Fv = Qνv . We denote by
|V (θ)| the number of vertices in θ.
• B(θ) = EB(θ)∪V (θ): the set of black bullets and vertices in θ. We denote by |B(θ)| the number
of black bullets plus vertices in θ, i.e. |B(θ)| = |EB(θ)|+ |V (θ)|.
• L(θ): the set of lines in θ. Each line ℓ ∈ L(θ) leaves a point v and enters another one which we
shall denote by v′. Since ℓ is uniquely identified with v (the point which ℓ leaves), we may write
ℓ = ℓv. For each line ℓ we associate a momentum label νℓ ∈ Zd and a propagator gℓ = 1/(iω ·νℓ)
if νℓ 6= 0 and gℓ = 1 if νℓ = 0; we say that the momentum νℓ flows through the line ℓ. The
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modes and the momenta are related by the following: if ℓ = ℓv and ℓ
′, ℓ′′ are the lines entering
v, then
νℓ = νv + νℓ′ + νℓ′′ =
∑
w∈B(θ)
wv
νw . (2.18)
We denote by |L(θ)| the number of lines in θ.
We call equivalent two trees which can be transformed into each other by continuously deforming the
lines in such a way that they do not cross each other.
Definition 2.7 Let Tk,ν be the set of inequivalent trees θ satisfying:
1. for each vertex v ∈ V (θ), there exist exactly two entering lines in v;
2. for each line ℓ which is not the root line one has νℓ = 0 if and only if ℓ leaves a white bullet;
3. the number of vertices and the sum of all the order labels of the white bullets are such that defining
k1 := |V (θ)| and k2 :=
∑
v∈EW (θ)
kv, we have k1 + k2 = k;
4. the momentum flowing through the root line is ν.
We refer to Tk,ν as the set of trees of order k and total momentum ν.
Based on the above definitions, we write for all k ≥ 0 and for all ν ∈ Zd,ν 6= 0:
u(k)
ν
=
∑
θ∈Tk,ν
Val(θ) , (2.19)
where Val : Tk,ν → C is called the value of the tree θ and it is defined by
Val(θ) :=
 ∏
ℓ∈L(θ)
gℓ
 ∏
v∈E(θ)∪V (θ)
Fv
 , (2.20)
where
gℓ :=

1
iω · νℓ , νℓ 6= 0,
1 , νℓ = 0,
Fv :=

Qνv , v ∈ V (θ),
Rνv , v ∈ EB(θ),
α(kv) , v ∈ EW (θ).
All the trees which appear in the expansion of the coefficient u
(k)
ν belong to Tk,ν . Reciprocally, every
tree in Tk,ν appears in the graphical expansion of u(k)ν .
It is clear that the constants u
(k)
0
= α(k) should be recursively fixed from conditions (2.17). We
leave this for next section.
3 Analysis of the zero modes. Fixing α(k), k ≥ 0
We now analyze equations (2.16) and (2.17) in order to fix α(k), k ≥ 0. One should keep in mind
that these equations are of a recursive nature. Therefore, one first starts by fixing u
(0)
ν , ν 6= 0, from
(2.16), then one fixes α(0) from (2.17), then one goes back to (2.16) to fix u
(1)
ν , ν 6= 0, and so on. Our
intention here is to obtain a general recursive expression for the zero modes coefficients α(k). We shall
prove that, apart from a spurious situation, the only possible choice of constants α(k) compatible with
(2.17) is α(k) = 0, for all k ≥ 0.
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Remark 3.1 Let θ ∈ Tk,ν , k ≥ 0, ν ∈ Zd. Since k = |V (θ)| +
∑
v∈EW (θ)
kv, one clearly has
0 ≤ |V (θ)| ≤ k. If, e.g., EW (θ) contains only one white bullet with order label k, then |V (θ)| = 0;
on the other hand if EW (θ) contains only white bullets with order label all equal to zero or if it
is an empty set, then |V (θ)| = k. Another simple observation is that, by topological reasons, the
total number of endpoints of θ is exactly |V (θ)| + 1 (this can be easily proved by induction). So,
|EW (θ)| + |EB(θ)| = |V (θ)|+ 1 and one has 0 ≤ |EB(θ)| ≤ |V (θ)| + 1.
Lemma 3.2 In u
(k)
ν , k ≥ 0, ν = (m,n1, n2) ∈ Zd, n2 belongs to the following set of even integers:
{−2k,−2(k− 1), . . . ,−2, 0, 2}. ✷
Proof. For k = 0, n2 = 2 since u
(0)
ν ∝ δn2,2. Now let k ≥ 1 and θ ∈ Tk,ν be a tree contributing to
u
(k)
ν . With each vertex v ∈ V (θ) one associates the factor δn(v)2 ,−2 in Val(θ) and with each black bullet
b ∈ EB(θ) the factor δn(b)2 ,2. Thus, due to the conservation of momentum (2.18), one must have the
constraint n2 =
∑
v∈V (θ) n
(v)
2 +
∑
b∈EB(θ)
n
(b)
2 = 2|EB(θ)|−2|V (θ)| in the root line. From Remark. 3.1,
one concludes that n2 = −2k,−2(k − 1), . . . ,−2, 0, 2.
Definition 3.3 Let θ ∈ Tk,ν , k ≥ 0, ν ∈ Zd, such that EW (θ) is non-empty. Let Aθ ⊆ EW (θ) be
non-empty. We define θ\Aθ as the Aθ-amputated tree generated by amputating the subset Aθ of white
bullets from θ. This means that
Val (θ\Aθ) = Val(θ)∏
v∈Aθ
α(kv)
and kθ\Aθ = k −
∑
v∈Aθ
kv ,
where kθ\Aθ denotes the order of the Aθ-amputated tree. We call amputated line any line coming out
from a white bullet in Aθ, after amputation of Aθ. Now let
T (p)k,ν := {θ ∈ Tk,ν : EW (θ) = {v} with kv = p } .
This means that a tree in T (p)k,ν has only one white bullet with order label p (and hence k − p vertices).
We now amputate the white bullet in T (p)k,ν ; this gives the definition of the set
T˜ (p)k,ν :=
{
θ\EW (θ) : θ ∈ T (p)k,ν
}
.
Of course the order of a tree in T˜ (p)k,ν is equal to its number of vertices, which is just k − p. We also
introduce here the shorthand: T˜ (0)k,ν =: T˜k,ν , for all k ≥ 1.
Remark 3.4 From the previous definition and from the fact that gℓ = 1 when ℓ leaves a white bullet,
one notes that T˜ (p)k,ν = T˜k−p,ν . Indeed, let θ˜ ∈ T˜ (p)k,ν be arbitrary. It follows that there exists θ ∈ Tk,ν
with EW (θ) = {v} with kv = p such that θ˜ = θ \ EW (θ). This means that |V (θ)| = k − p. Now
take θ′ ∈ Tk−p,ν with EW (θ′) = {v} with kv = 0 such that θ˜ = θ′ \ EW (θ′). Since θ′ ∈ T (0)k−p,ν , one
finds that θ˜ ∈ T˜k−p,ν . Hence T˜ (p)k,ν ⊆ T˜k−p,ν . On the other hand, take an arbitrary θ˜ ∈ T˜k−p,ν . Then
θ˜ = θ \ EW (θ) where θ ∈ Tk−p,ν and EW (θ) = {v} with kv = 0. Hence, |V (θ)| = k − p, which means
that one can take θ′ ∈ Tk,ν s.t. EW (θ′) = {v} with kv = p and θ˜ = θ′ \ EW (θ′). Since θ′ ∈ T (p)k,ν , one
concludes that θ˜ ∈ T˜ (p)k,ν . Therefore, T˜k−p,ν ⊆ T˜ (p)k,ν .
Lemma 3.5 Let k ≥ 1, then 〈[Qu2](k−1)〉 = ∑k−1p=0 α(p)Gk−p, where, for all j ≥ 1, Gj :=∑
θ∈T˜j,0
Val(θ). ✷
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Proof. From the definition,〈
[Qu2](k−1)
〉
=
∑
k1+k2=k−1
∑
ν0+ν1+ν2=0
Qν0u
(k1)
ν1
u(k2)
ν2
,
so that by using the definition of tree value (2.20) and the notations of Definition 2.6 one immediately
realizes that one can write 〈
[Qu2](k−1)
〉
=
∑
θ∈Tk,0
Val(θ) .
Now let ν1 = (m1, n
(1)
1 , n
(1)
2 ) ∈ Zd and ν2 = (m2, n(2)1 , n(2)2 ) ∈ Zd. From Lemma 3.2,
n
(1)
2 ∈ {−2k1,−2(k1 − 1), . . . ,−2, 0, 2}
n
(2)
2 ∈ {−2k2,−2(k2 − 1), . . . ,−2, 0, 2} .
To be more precise, let θj ∈ Tkj ,νj , j = 1, 2, be a tree contributing to u(kj)νj , then n(1)2 = 2(b1− v1) and
n
(2)
2 = 2(b2 − v2), where bj and vj are the number of black bullets and the number of vertices in θj ,
respectively. From θ1 and θ2 we would like to construct a tree θ ∈ Tk,0, k = k1 + k2 + 1, contributing
to
〈
[Qu2](k−1)
〉
. First one must note that the root lines of θ1 and θ2 enter a vertex in θ with mode
ν0 = (0, n
(0)
1 ,−2). As the line which exits this vertex (root line) carries zero momentum, one has
the constraint −2 + n(1)2 + n(2)2 = 0. Thus, (b1 + b2) − (v1 + v2 + 1) = 0. This last relation implies
that |EB(θ)| = |V (θ)|, so (see Remark 3.1) the tree θ contributing to
〈
[Qu2](k−1)
〉
must have exactly
one white bullet (with some order label p). Of course |V (θ)| + p = k and 1 ≤ |V (θ)| ≤ k, hence
0 ≤ p ≤ k − 1. Therefore, one can write
〈
[Qu2](k−1)
〉
=
k−1∑
p=0
∑
θ∈T
(p)
k,0
Val(θ) =
k−1∑
p=0
∑
θ∈T
(p)
k,0
α(p)Val(θ \ EW (θ))
=
k−1∑
p=0
α(p)
∑
θ∈T˜
(p)
k,0
Val(θ) =
k−1∑
p=0
α(p)
∑
θ∈T˜k−p,0
Val(θ)
=:
k−1∑
p=0
α(p)Gk−p ,
where Remark 3.4 was used. Note that, by construction, Gj , j ≥ 1, is expressed by a sum of trees
with no white bullets such that they have exactly j black bullets and j vertices.
Definition 3.6 Let k ≥ 1 and T˜k,ν as in Definition 3.3. We split T˜k,ν into two disjoint sets as follows:
T˜k,ν =: T˜ ck,ν
⋃ T˜ nck,ν , where
• T˜ ck,ν : set of trees in T˜k,ν such that the amputated line is connected to the root line;
• T˜ nck,ν : set of trees in T˜k,ν such that the amputated line is not connected to the root line.
We call a tree in T˜ ck,ν as a c-class tree and a tree in T˜ nck,ν as a nc-class tree. Note any nc-class tree has
order k ≥ 2.
Any tree in T˜ nck,ν can be transformed to be drawn in its “canonical form” as depicted in Figure 1.
Indeed, let θ ∈ T˜ nck,ν , k ≥ 2, ν ∈ Zd, be arbitrary. Let v′1 be the vertex connected to the amputated line
of θ. Define v′2 as the vertex such that one of its entering lines is exactly the line exiting v
′
1. Define
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v′j inductively as the vertex such that one of its entering lines is exactly the line exiting v
′
j−1. If, for
some j ≥ 2, v′j is the vertex connected to the root line, then we set n := j. Now relabel the n vertices
defined above as follows: vj = v
′
n−j+1, 1 ≤ j ≤ n. The vertices vj will be called canonical vertices.
Set θj , 1 ≤ j ≤ n− 1, as the subtree whose root line is the one entering vj and not exiting vj+1; θn is
defined as the subtree whose root line enters vn, not being the amputated line. The subtrees θj will
be called canonical subtrees. Now draw the tree in such a way that the root line of each θj , 1 ≤ j ≤ n,
is the upper line entering the vertex vj : in this way θ ∈ T˜ nck,ν is as represented in Figure 1. From now
on, any tree in T˜ nck,ν is thought of as being drawn in its “canonical form”.
ν
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θn
Figure 1: Canonical form of a tree in T˜ nck,ν . The
dashed bullet represents a general subtree contain-
ing only black bullets. Each canonical subtree θj ,
1 ≤ j ≤ n, is of order kθj and contains exactly
kθj vertices and kθj +1 black bullets. Taking into
account the n canonical vertices {v1, . . . , v2}, one
has k = n+
∑n
j=1 kθj . Note that 2 ≤ n ≤ k. The
amputation of the white bullet leaves a line with
vanishing momentum connected to the vertex vn;
we call amputated line such a line.
Remark 3.7 Each canonical subtree θj ⊂ θ defined above gives a contribution to u(kθj )νj if kθj is the
order of θj and if νj is the momentum flowing through its root line. Of course νj 6= 0 since this would
give a contribution to α(kj) and white bullets are discarded along the construction. More generally, as
each line in L(θ), which is neither the root line nor the line exiting from the amputated white bullet,
can be seen as the root line of a subtree, then it must have a momentum different from zero, as there
are no other white bullets.
Remark 3.8 Note that there are 2n inequivalent trees in T˜ nck,ν admitting the same canonical form with
n canonical subtrees.
One now writes the value of a canonical subtree θj as
Val(θj) =
b
(j)
νj
iω · νj ≡ B
(j)
νj
, νj 6= 0 , 1 ≤ j ≤ n .
Therefore, θj gives a contribution to the function
Bj(t) =
∫ t
0
dt′ bj(t
′) + Cj , (3.1)
where the integration constant Cj is chosen in such a way that summed to the constant term arising
from the definite integral gives the zero Fourier mode of Bj :
Cj −
∑
ν∈Zd
∗
b
(j)
ν
iω · ν = B
(j)
0
. (3.2)
Since B
(j)
0
must be vanishing,
Bj(t) =
∑
ν∈Zd
∗
B(j)
ν
eiω·νt =:
∫
bj , (3.3)
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where the above integral has to be interpreted as a shorthand notation for (3.1) with Cj fixed from
(3.2) by imposing B
(j)
0
= 0. One should think of it as just a zero average primitive of bj .
Lemma 3.9 Let θ ∈ T˜ nck,0 be a nc-class tree as the one in Figure 1 with order k ≥ 2 and 2 ≤ n ≤ k
canonical subtrees θ1, . . . , θn. Let N0 :=
{
νv ∈ Zd∗ : v ∈ B(θ)
}
and aj(t) := Q(t)Bj(t), 1 ≤ j ≤ n.
Then ∑
N0
Val(θ) =
〈
a1
∫
a2
∫
· · ·
∫
an−1
∫
an
〉
, (3.4)
where all the integrals are in the sense of (3.3). ✷
Proof. Let 1 ≤ j ≤ n and denote by ν0,j the Fourier mode of the canonical vertex vj and by νj the
momentum flowing through the root line of the canonical subtree θj . Note that ν0,j 6= 0, since this
would give Q0 = 0. Also νj 6= 0 and more generally, νℓ 6= 0, for all ℓ ∈ L(θ) different from the root
line and the line leaving the amputated white bullet (see Remark 3.7). Now the momentum flowing
through the root line is zero, which means that
n∑
j=1
νj +
n∑
j=1
ν0,j = 0 .
Therefore, by an explicit computation,
∑
N0
Val(θ) =
n∏
r=1
∑
νr
∑
ν0,r
∏n
j=1Qν0,j b
(j)
νj∏n
j=1(iω · νj)
∑j
p=1 iω · (νn−p+1,0 + νn−p+1)
=
n∏
r=1
∑
νr
∑
ν0,r
∏n
j=1Qν0,j B
(j)
νj∏n
j=1
∑j
p=1 iω · (νn−p+1,0 + νn−p+1)
=
〈
(QB1)
∫
(QB2)
∫
· · ·
∫
(QBn−1)
∫
(QBn)
〉
, (3.5)
which proves the statement.
Let θ ∈ T˜ nck,0 be a nc-class tree as the one in Figure 1 with order k ≥ 2 and n ≤ k canonical
subtrees θ1, . . . , θn. Of course if some two canonical trees θi, θj are equivalent, then one gets the same
contribution in (3.4) by permuting ai with aj . This motivate us to give the following definitions: let
Θ = {θ1, . . . θn} be the collection of all canonical subtrees of θ ∈ T˜ nck,0. We split Θ into 1 ≤ m ≤ n
disjoint subsets Ej , 1 ≤ j ≤ m, such that E1 is composed by all trees in Θ which are equivalent to θ1,
E2 is composed by all trees in Θ \E1 which are equivalent to the first tree of Θ \E1 and so on. In this
way, Θ =
⋃m
j=1 Ej , where each Ej collects together all trees which are equivalent to each other. Of
course each subset Ej contains rj = |Ej | (equivalent) trees such that
∑m
j=1 rj = n. The contribution to
(3.4) of all trees within the same Ej is denoted by aEj , where it represents the function ap associated
to the tree θp which is equivalent to all trees in Ej . Now, let Sn denote the usual permutation group of
n elements. We define SΘn := Sn \{π ∈ Sn : π(i) = j if i 6= j and θi, θj ∈ Ep for some 1 ≤ i, j, p ≤ n}.
The set SΘn will be called the set of all valid permutations within Θ.
Lemma 3.10 Let θ ∈ T˜ nck,0 be a nc-class tree as the one in Figure 1 with order k ≥ 2 and n ≤ k
canonical subtrees θ1, . . . , θn. Then∑
π∈SΘn
〈
aπ(1)
∫
aπ(2)
∫
aπ(3) · · ·
∫
aπ(n)
〉
=
(−1)n+1
r1! · · · rm!
〈
d
dt
(Ar1E1 · · ·ArmEm)
〉
= 0 ,
where AEj =
∫
aEj , for all 1 ≤ j ≤ m. ✷
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Proof. First let us assume that all the subtrees θ1, . . . θn are different. Therefore we have a1 6= a2 6=
· · · 6= an in (3.4). With this assumption Θ = {θ1, . . . , θn} =
⋃n
j=1Ej with Ej = {θj} and rj = 1 for
all 1 ≤ j ≤ n. By an integration by parts, one has〈
a1
∫
a2
∫
a3 . . .
∫
an
〉
= −
〈(∫
a3 . . .
∫
an
)(
a2
∫
a1
)〉
,
so that by summing also the term 1↔ 2 and performing another integration by parts, one obtains〈
a1
∫
a2
∫
a3 . . .
∫
an
〉
+
〈
a2
∫
a1
∫
a3 . . .
∫
an
〉
= −
〈(∫
a3 . . .
∫
an
)
d
dt
(A1A2)
〉
=
〈(∫
a4 . . .
∫
an
)
(A1A2 a3)
〉
.
Note that to construct the derivative of (A1A2) above we have used the 2! = 2 permutations of a1, a2:
(1 2 3 · · · n) and (2 1 3 · · · n). So, by using also (1 3 2 · · · n), (3 1 2 · · · n) and (3 2 1 · · · n), (2 3 1 · · · n),
one gets 〈(∫
a4 . . .
∫
an
)
(A1A3 a2)
〉
and
〈(∫
a4 . . .
∫
an
)
(A3A2 a1)
〉
.
Therefore, the sum of the 3! = 6 terms obtained by the permutation of a1, a2, a3, gives〈(∫
a4 . . .
∫
an
)
d
dt
(A1A2A3)
〉
= −
〈(∫
a5 . . .
∫
an
)
(A1A2A3a4)
〉
.
We now go on and sum the 4! = 24 terms obtained by the permutation of a1, a2, a3, a4 to obtain a
derivative of (A1A2A3A4). We iterate this procedure until exhausting the n! permutations of a1, . . . , an,
giving ∑
π∈Sn
〈
aπ(1)
∫
aπ(2)
∫
aπ(3) . . .
∫
aπ(n)
〉
= (−1)n+1
〈
d
dt
(A1A2 . . . An)
〉
= 0 ,
which is the statement of the lemma in the case where all aj are different.
Now assume the more general situation where Θ = {θ1, . . . , θn} =
⋃m
j=1 Ej , for some m < n. Then
we can permute i↔ j iff ai 6= aj (we call this a valid permutation). The set of all valid permutations
within Θ is what we have denoted by SΘn above. The total number of valid permutations is
n!
r1!···rm!
.
Therefore, by using the result of last formula, one arrives at the general statement.
Remark 3.11 Note that the cancellation described by Lemma 3.10 occurs at fixed values of the mode
labels. In other words, if we consider a fixed set of mode labels in N0 contributing to the sum in (3.5),
and hence we replace each aj = QBj in the last line with the corresponding harmonic aj,νj e
iω·νjt, we
immediately realize that the argument given in the proof applies unchanged.
Lemma 3.12 For all k ≥ 2 one has the identity ∑θ∈T˜ nck,0 Val(θ) = 0. Therefore, for all j ≥ 1,
Gj =
∑
θ∈T˜ cj,0
Val(θ). ✷
Proof. Let k ≥ 2. The result follows by a combination of Lemma 3.9 and Lemma 3.10. Indeed, the
sum of all possible trees in T˜ nck,0 (including the sum over the Fourier modes) means that we have to
sum all valid permutations of a1, . . . , an in (3.4) for all trees with 2 ≤ n ≤ k canonical subtrees. Since
this sum gives the average of a total derivative, one concludes that
∑
θ∈T˜ nck,0
Val(θ) = 0. Now, since
T˜1,0 contain only c-class trees, one concludes that
Gj =
∑
θ∈T˜j,0
Val(θ) =
∑
θ∈T˜ cj,0
Val(θ) +
∑
θ∈T˜ ncj,0
Val(θ) =
∑
θ∈T˜ cj,0
Val(θ) ,
for all j ≥ 1.
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Proposition 3.13 Let Gj, j ≥ 1, be as the previous lemma. Suppose that Gj0 6= 0 for some j0 ≥ 1.
Then, (2.17) holds iff α(k) = 0 for all k ≥ 0. ✷
Proof. By Lemma 3.5 condition (2.17) reads
0 =
〈
[Qu2](k−1)
〉
=
k−1∑
p=0
α(p)Gk−p , ∀ k ≥ 1 . (3.6)
We shall prove by induction that α(p) = 0, p ≥ 0, is the unique solution of (3.6) if Gj0 6= 0 for some
j0 ≥ 1. Indeed, let j0 ≥ 1 be such that G1 = · · · = Gj0−1 = 0 and Gj0 6= 0. Then, equation (3.6) is
automatically satisfied for all 1 ≤ k ≤ j0 − 1. For k = j0, one has
0 = α(0)Gj0 +
j0−1∑
p=0
α(p)Gj0−p = α
(0)Gj0 .
Therefore, α(0) = 0. Now suppose that α(0) = · · · = α(k0) = 0 for some k0 ≥ 1 and let us prove that
α(k0+1) = 0. Using (3.6) for k = j0 + k0 + 1, we have
0 =
j0+k0∑
p=0
α(p)Gj0+k0+1−p =
k0∑
p=0
α(p)Gj0+k0+1−p +
j0+k0∑
p=k0+1
α(p)Gj0+k0+1−p = α
(k0+1)Gj0 ,
which implies that α(k0+1) = 0.
Remark 3.14 Note that one can always suppose that the function p1 in (1.1) has zero average (i.e.
P
(1)
0 = 0), by an appropriate choice of the average of p0. In such a case, since one has
G1 =
〈
Q
∫
R
〉
= 2
∑
n1∈Z
P
(1)
0
F (−2)n1 F (2)−n1
i(2Ω0 − n1ω0) (3.7)
one finds G1 = 0. This shows that it is important to consider the possibility that the first non-vanishing
Gj has j > 1.
Proposition 3.15 Let Gj, j ≥ 1, be as the previous lemma. Then,
(a) 〈Qu〉 = 12
∑∞
k=0 ε
kGk+1.
(b) Ωε = Ω0 ⇔ Gk = 0 , ∀ k ≥ 1.
(c) Ωε ∈ R⇔ Gk = −Gk , ∀ k ≥ 1.
In (a) the equality is in the sense of formal power series (that is it holds order by order). ✷
Proof. Let us first write 〈Qu〉 in Fourier space:
〈Qu〉 =
∞∑
k=0
εk〈[Qu](k)〉 , where 〈[Qu](k)〉 =
∑
ν0+ν1=0
Qν0u
(k)
ν1
, ∀ k ≥ 1.
Now let ν1 = (m1, n
(1)
1 , n
(1)
2 ) ∈ Zd. Of course ν1 6= 0 since ν0 = −ν1 and Q0 = 0. From Lemma 3.2,
n
(1)
2 ∈ {−2k,−2(k− 1), . . . ,−2, 0, 2} .
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To be more precise, let θ1 ∈ Tk,ν1 be a tree contributing to u(k)ν1 ; then n(1)2 = 2(b1 − v1), where b1 and
v1 are the number of black bullets and the number of vertices in θ1, respectively. From θ1 we would
like to construct a tree θ ∈ Tk+1,0 contributing to
〈
[Qu](k)
〉
. We do this as follows. Take the root line
of θ1 entering a vertex v with mode ν0 = (0, n
(0)
1 ,−2). Add a line, with zero momentum, entering
such a vertex. We do not associate any propagator with this line, which means that it works as an
amputated line (we call this the amputated line of θ); note that we can consider such a tree as a tree
amputated of a white bullet. Finally, we let the root line of θ be the line exiting the vertex v carrying
zero momentum. Thus, ν0 + ν1 = 0. This last relation implies that −2 + n(1)2 = 0, which means that
b1 − (v1 + 1) = 0. Therefore, |EB(θ)| = |V (θ)|, leading to the conclusion that θ must have only one
endpoint which is not a black bullet (see Remark 3.1). This leaves room only for the amputated line
of θ, so that θ1 must have only black bullets. Finally, one concludes that if θ contributes to
〈
[Qu](k)
〉
,
then θ ∈ T˜ ck+1,0. On the other hand, only half of the trees in T˜ ck+1,0 contributes to
〈
[Qu](k)
〉
since
in T˜ ck+1,0 we take into account two possibilities for amputating the leg connected to the root line.
Therefore, by Lemma 3.12, one can write
〈[Qu](k)〉 = 1
2
∑
θ∈T˜ ck+1,0
Val(θ) =
1
2
Gk+1 and 〈Qu〉 = 1
2
∞∑
k=0
εkGk+1 , (3.8)
where the last formula holds as equality between formal series. This proves (a). Items (b) and (c)
follows immediately from (a) remembering that Ωε = Ω0 + 〈g〉 = Ω0 + iε〈Qu〉.
4 Analysis of the non-renormalized expansion
One of the main results of last section (see Proposition 3.13) tell us that all α(k) = 0 if some Gj0 6= 0,
a condition which we henceforth assume; we shall come back to this in the last section. Therefore, one
should not worry about white bullets and trivial propagators. For all k ≥ 0 and all ν ∈ Zd∗, define
Tk,ν := { θ ∈ Tk,ν : EW (θ) = ∅ }. Then,
u(k)
ν
=
∑
θ∈Tk,ν
Val(θ) , Val(θ) =
 ∏
ℓ∈L(θ)
gℓ
 ∏
v∈B(θ)
Fv
 , (4.1)
where
gℓ =
1
iω · νℓ , νℓ ∈ Z
d
∗ and Fv =

Qνv , v ∈ V (θ)
Rνv , v ∈ EB(θ)
. (4.2)
Moreover, u
(k)
0
= α(k) = 0 for all k ≥ 0.
Lemma 4.1 Let k ≥ 0 and ν ∈ Zd∗, then |u(k)ν | ≤ ABk(k!)βe−κ
′|ν|, for positive constants A,B, β and
κ′ < κ. ✷
Proof. Let θ ∈ Tk,ν , k ≥ 0, ν ∈ Zd∗. From (4.1), (4.2), (2.15) (see Remark 2.5) and from the
Diophantine condition (2.14) (see Remark 2.4), we write
|Val(θ)| ≤ Q|B(θ)|C−|L(θ)|0
 ∏
ℓ∈L(θ)
|νℓ|τ
 ∏
v∈B(θ)
e−κ|νv|
 .
Now, since |B(θ)| = |L(θ)| and∑
ℓ∈L(θ)
|νℓ| =
∑
ℓ∈L(θ)
∣∣∣ ∑
w∈B(θ)
wv : ℓ=ℓv
νw
∣∣∣ ≤ ∑
ℓ∈L(θ)
∑
w∈B(θ)
|νw| = |L(θ)|
∑
v∈B(θ)
|νv| ,
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it follows that ∏
v∈B(θ)
e−κ|νv| ≤
 ∏
v∈B(θ)
e−κ|νv|/2
 ∏
ℓ∈L(θ)
e−κ|νℓ|/2|L(θ)|
 . (4.3)
On the other hand, for each line ℓ ∈ L(θ), one has1
|νℓ|τe−κ|νℓ|/2|L(θ)| ≤ τ !
(
2|L(θ)|
κ
)τ
.
Hence  ∏
ℓ∈L(θ)
|νℓ|τ
 ∏
ℓ∈L(θ)
e−κ|νℓ|/2|L(θ)|
 ≤ (τ !)|L(θ)|(2|L(θ)|
κ
)τ |L(θ)|
, (4.4)
which, together with the fact that for all θ ∈ Tk,ν one has |L(θ)| = |B(θ)| = 2k + 1, yields
|Val(θ)| ≤
(Q2ττ !
C0κτ
)2k+1 (
(2k + 1)2k+1
)τ  ∏
v∈B(θ)
e−κ|νv |/2

≤ Γ1Γk2(k!)β e−κ|ν|/4
 ∏
v∈B(θ)
e−κ|νv |/4
 , (4.5)
where Γ1,Γ2, β are suitable positive constants. In the last step above we used the well known Stirling
relation to express kk in terms of k! and the fact that∑
v∈B(θ)
|νv| ≥
∣∣∣ ∑
v∈B(θ)
νv
∣∣∣ = |ν| . (4.6)
We now take into account the fact that the number of trees of fixed order is bounded by Γk3 , for some
positive constant Γ3 [13]. Thus, we finally obtain
|u(k)
ν
| ≤
∑
θ∈Tk,ν
|Val(θ)| ≤ Γ′1Γk2Γk3(k!)βe−κ|ν|/4 ,
with Γ′1 a suitable positive constant. This completes the proof of the lemma.
5 Renormalization
The main problem with the previous proof is that it does not treat conveniently the small denominators
1/iω·νℓ which appear in the expansion through the propagators gℓ. As a result, we end up with a crude
estimate for the coefficients u
(k)
ν , which complicates the task of studying the absolute convergence of
the series for u.
To overcome the problem of small denominators, we shall adopt a method well known from the
analysis of the Lindstedt series for KAM type problems (see Ref. [15] and references therein). All the
complication lies in the fact that ω · ν can be arbitrarily small for certain ν with sufficiently large |ν|.
The idea, then, is to separate the “small” parts of ω · ν and to resume the corresponding terms in a
suitable form, obtaining then a result which can be better estimated. The process of “separation” of
the “small” parts of ω · ν is implemented via a technique known as the multiscale decomposition of
the propagators. We stress that this technique is genuine from methods of the Renormalization Group
introduced to deal with related problems in field theories.
1Due to the inequality |x|σ ≤ eδ|x|(σ/eδ)σ , ∀x ∈ C, and to the Stirling relation.
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5.1 Multiscale decomposition of the propagators
We begin by introducing a bounded non-decreasing C∞(R) function ψ(x), defined in R+, such that
ψ(x) =
{
1 , for x ≥ C1 ,
0 , for x ≤ C1/2 ,
where C1 ≤ C0 is to be fixed, with C0 the Diophantine constant which appears in (2.14), and setting
χ(x) := 1 − ψ(x). An example of χ(x) and ψ(x) with the above properties is found in Figure 2. We
also define, for all n ∈ Z+, χn(x) := χ(2nx) and ψn(x) := ψ(2nx). It is clear that χ0(x) = χ(x),
ψ0(x) = ψ(x) and ψn(x) + χn(x) = 1, ∀n ≥ 0.
χ(  )x ψ(  )x
CC  /21 1 x
1
0
Figure 2: Possible graphs of the functions χ(x) and ψ(x). Note that ψ(x) + χ(x) = 1.
Functions χn(x) and ψn(x) allow us to write the propagator gℓ, for all ℓ ∈ L(θ) and νℓ 6= 0, as2
gℓ =
1
iω · νℓ =
ψ0(|ω · νℓ|)
iω · νℓ +
∞∑
n=1
ψn(|ω · νℓ|)χn−1(|ω · νℓ|)
iω · νℓ .
We can still write
gℓ =
∞∑
n=0
g
(n)
ℓ ,
g
(0)
ℓ :=
ψ0(|ω · νℓ|)
iω · νℓ ,
g
(n)
ℓ :=
ψn(|ω · νℓ|)χn−1(|ω · νℓ|)
iω · νℓ , ∀n ≥ 1 .
(5.1)
We set g
(n)
ℓ = g
(n)(ω · νℓ).
Remark 5.1 Note that for fixed x = ω · ν, we have g(n)(x) 6= 0 only for two values of n. This means
that the series (5.1) is, in fact, finite. Note also that g(n)(x) 6= 0 only if 2−n−1C1 < |x| < 2−n+1C1
for n ≥ 1 and only if |x| > 2−1C1 for n = 0. Hence,
g
(n)
ℓ 6= 0 ⇒ |g(n)ℓ | ≤ C−11 2n+1 . (5.2)
To each line ℓ ∈ L(θ) with νℓ 6= 0 we associate a new label nℓ = 0, 1, 2, . . . called the scale label
of line ℓ. It is important to stress, based on Remark 5.1, that the scale label nℓ of a line ℓ tells,
essentially, what is the size of the associated propagator g
(nℓ)
ℓ . This is an useful device for “isolating”
the contribution of trees containing propagators with too large scales. We shall do this carefully in
what follows.
2Due to the identity ψ0(x) +
∑∞
n=1 ψn(x)χn−1(x) = 1, for all x ∈ R+ (see Remark 5.1 below).
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Definition 5.2 We define Θk,ν as the set of trees which differ from those in Tk,ν by the introduction
of the scale labels in the propagators.
With the above definitions, expression (4.1) now reads as
u(k)
ν
=
∑
θ∈Θk,ν
Val(θ) , Val(θ) =
 ∏
ℓ∈L(θ)
g
(nℓ)
ℓ
 ∏
v∈B(θ)
Fv
 , (5.3)
where the sum over all the trees in Θk,ν implies a further sum over all the possible scale labels for each
one of the propagators. Thus, for all θ ∈ Θk,ν , if Nn(θ) denotes the number of lines in θ on scale n,
by using (5.3), (5.2), (2.15) and the fact that |L(θ)| = |B(θ)| = 2k + 1, we obtain
|Val(θ)| ≤ (2C−11 Q)2k+1
 ∏
v∈B(θ)
e−κ|νv |
( ∞∏
n=0
2nNn(θ)
)
≤ (2C−11 Q2n1)2k+1e−κ
∑
v∈B(θ) |νv|
(
∞∏
n=n1
2nNn(θ)
)
, (5.4)
where in the last step we have introduced a (so far) arbitrary positive integer n1 and used the obvious
fact that Nn(θ) ≤ |L(θ)| = 2k + 1, ∀n ≥ 0.
Our problem now is to estimate Nn(θ). To solve this, we need to introduce some useful definitions.
Definition 5.3 (Cluster) A cluster T on scale n is a maximal connected subset of a tree θ such that
all its lines have scale n′ ≤ n and there is at least one line on scale n. The lines entering a cluster
T and the one (if any) exiting it are called the external lines of T . Given a cluster T on scale n, we
denote by nT = n the scale of T . Moreover, V (T ), EB(T ), B(T ), and L(T ) denote, respectively, the
set of vertices, black bullets, vertices plus black bullets, and lines contained in T ; the external lines of
T do not belong to L(T ). We finally define the momentum of the cluster T as νT :=
∑
v∈B(T ) νv. We
shall call kT := |V (T )| the order of T . Some examples of clusters are presented in Figure 3.
Definition 5.4 (Self-Energy Graph) We call self-energy graph any cluster T of a tree θ which
satisfies
1. T has only one entering line ℓinT and only one exiting line ℓ
out
T ;
2. The momentum of T is zero, i.e. νT =
∑
v∈B(T ) νv = 0. This means that νℓinT = νℓ
out
T
.
We call self-energy line any line ℓoutT which exits from a self-energy graph T . We call normal line any
line which is not a self-energy line. Note that if T is a self-energy graph, then ℓinT , ℓ
out
T 6∈ L(T ), so that
|L(T )| = 2kT − 1 and |B(T )| = 2kT . Some examples of self-energy graphs are depicted in Figure 4.
Remark 5.5 It is important to stress that due to the condition νℓinT = νℓ
out
T
, the scales on the entering
and exiting lines of a self-energy graph T must differ at most by one unit, i.e. |nℓinT − nℓoutT | ≤ 1 (see
Remark 5.1). Moreover, due to the fact that T defines a cluster, we must have nT+1 ≤ min{nℓinT , nℓoutT },
which is equivalent of saying that all the lines within T have scale strictly less then the scale on the
external lines ℓinT and ℓ
out
T .
Due to the presence of self-energy graphs one can have accumulation of small divisors. The heuristic
explanation for this is as follows: imagine we have a line ℓ on a large scale nℓ ≫ 1 entering a self-energy
graph T . This line ℓ′ exiting from T could enter another self-energy graph T ′. Note that such a line ℓ′
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(18)
Figure 3: Examples of clusters in a
tree of order k = 16. The number
between parentheses above each line
denotes the scale of the propagator.
Thus, we have nT1 = 3, nT2 = 1,
nT3 = 8, nT4 = 2 and nT5 = 9. Note
that T4 ⊂ T5 and therefore nT4 < nT5 .
Of course there are other clusters in
the example considered which are not
shown.
ν
ν
ν
ν
ν
ν
ν
,
,
,,
,,
1T
2
T
T3
T
4
Figure 4: Examples of self-energy graphs in a tree
of order k = 7. Note that, in accordance with the
definition, there is only one entering line and one
exiting line (carrying the same momentum) in the
self-energy graphs T1, T2, T3 and T4. It is clear
that the scales on the lines of T1, T2, T3, T4 are
strictly less then the scales on their external lines
(after all, self-energy graphs are clusters).
is also on scale nℓ′ ≫ 1. This process could repeat itself several times, resulting at the end in a bunch
of lines ℓ1, . . . , ℓN on scales nℓi ≫ 1, i.e. we end up with an accumulation of small divisors3.
Actually, from a more precise point of view, the whole problem with the self-energy graphs is that
we are not able to give a satisfactory bound on the number of self-energy lines in a given tree θ. On
the other hand, it is easy to show that (see, e.g., Ref. [12]) if we denote by Nnormn (θ) the number of
normal lines in a tree θ, then there exists a positive constant c such that
Nnormn (θ) ≤ c 2−n/τ
∑
v∈B(θ)
|νv| , (5.5)
where τ is one of the Diophantine constants appearing in (2.14). Thus, suppose we could neglect all
the self-energy lines within any tree θ, i.e. suppose that we could substitute Nn(θ) in (5.4) by N
norm
n (θ)
with the above estimate. Then, we would have
|Val(θ)| ≤ (2C−11 Q2n1)2k+1e−κ
∑
v∈B(θ) |νv | e(c log 2
∑
∞
n=n1
n2−n/τ)
∑
v∈B(θ) |νv | , (5.6)
for all n1 ≥ 0. Thus, picking n1 = n1(κ, c, τ) such that4
−κ
2
+ c log 2
∞∑
n=n1
n2−n/τ < 0 , (5.7)
3We remind that the “size” of a propagator grows exponentially with its scale (see Remark 5.1).
4Note that this is always possible by choosing n1 sufficiently large due to the fact that the sum over n above is
convergent and exponentially small in n1.
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we would obtain
|Val(θ)| ≤ (2C−11 Q2n1(κ,c,τ))2k+1e−
κ
2
∑
v∈B(θ) |νv | ≤ Λ1Λk2 e−κ|ν|/4
 ∏
v∈B(θ)
e−κ|νv |/4
 ,
where, in the last inequality, we have used (4.6). Therefore, summing over all the trees (whose number
grows at most as Λk3 , for some positive Λ3) and all the Fourier labels,
|u(k)
ν
| ≤
∑
θ∈Θk,ν
|Val(θ)| ≤ Λ′1Λk2Λk3e−κ|ν|/4 (5.8)
what would imply in the convergence of expansion (2.12) provided |ε| < (Λ2Λ3)−1.
It is clear that the above result is false since we cannot simply forget the self-energy graphs. The
estimate obtained just illustrates the fact that all the problem concerning the convergence of the series
(2.12) lies in the existence of self-energy graphs (small divisors). We have to overcome this difficult
with some different approach.
5.2 Renormalized expansion
The problem with the self-energy graphs can be solved by a suitable resummation procedure of the
formal series obtained from the coefficients (5.3). The basic idea is to “dress” the propagators g
(nℓ)
ℓ in
such a way that they could harbour all the malign contribution deriving from the self-energy graphs.
The next step is to define an expansion in terms of only non-self-energy graphs and renormalized
propagators which we hope to give an estimate like (5.5). This is something analogous to the procedure
of mass renormalization in field theories. We shall therefore iteratively define new propagators g
[nℓ]
ℓ
(renormalized propagators).
Definition 5.6 (Self-Energy Value) Suppose that the renormalized propagators g
[nℓ]
ℓ are given. For
a self-energy graph T which does not contain any other self-energy graph, we define the self-energy value
associated with T as
VT (ω · ν; ε) := εkT
 ∏
ℓ∈L(T )
g
[nℓ]
ℓ
 ∏
v∈B(T )
Fv
 , (5.9)
where ν is the momentum which enters T through the external line ℓinT , kT = |B(T )|, and Fv is defined
as in (4.2). Note that VT (ω · ν; ε) depends on ω · ν through the propagators in L(T ).
By setting x = ω · ν in (5.9) and xℓ = ω · νℓ for each line ℓ ∈ L(T ), one can write xℓ = x0ℓ + σℓx,
where
x0ℓ = ω · ν0ℓ , ν0ℓ =
∑
w∈B(T )
wv : ℓ=ℓv
νw , (5.10)
and σℓ = 1 if ℓ is along the path of lines connecting the external lines of the self-energy T , and σℓ = 0
otherwise.
Remark 5.7 The value VT (x; ε) of a self-energy graph T can depend on x only if kT ≥ 2.
Definition 5.8 We define ΘRk,ν as the set of renormalized trees, that is of trees which do not contain
any self-energy graph. We also define SRk,n as the set of self-energy graphs of order k which do not
contain any other self-energy graph and such that the maximum of scales of the lines in T ∈ SRk,n is
exactly n, and we call them the self-energy renormalized graphs of order k and on scale n. We stress
that the propagators associated with the lines in ΘRk,ν and SRk,n are the renormalized ones, g[nℓ]ℓ .
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Then we can define the renormalized propagators g
[n]
ℓ := g
[n](ω · νℓ; ε) and the quantities M [n](ω ·
νℓ; ε) recursively as follows. For n0 ∈ Z+ we set
M [n0−1](x; ε) := 0,
g[n0](x; ε) :=
ψn0(|x|)
ix
,
M [n0](x; ε) :=
∞∑
k=1
∑
T∈SRk,n0
VT (x; ε),
M[n0](x; ε) := χn0(|x|)M [n0](x; ε), (5.11)
while, for n ≥ n0 + 1, by writing
Ξn(x; ε) := χn0(|x|) . . . χn−1(|ix−M[n−2](x; ε)|)χn(|ix−M[n−1](x; ε)|),
Ψn(x; ε) := χn0(|x|) . . . χn−1(|ix−M[n−2](x; ε)|)ψn(|ix−M[n−1](x; ε)|),
we define
g[n](x; ε) :=
Ψn(x; ε)
ix−M[n−1](x; ε) ,
M [n](x; ε) :=
∞∑
k=1
∑
T∈SRk,n
VT (x; ε),
M[n](x; ε) := M[n−1](x; ε) + Ξn(x; ε)M [n](x; ε)
=
n∑
j=n0
Ξj(x; ε)M
[j](x; ε) , (5.12)
where VT (x; ε) is defined as in (5.9).
One should now realize, from the above definitions, that if θ is a tree in ΘRk,ν or SRk,n, all of its lines
are on scale ≥ n0. In particular, if T ∈ SRk,n0 , all lines in T are exactly on the scale n0 and, hence, for
all ℓ ∈ L(T ), the propagators are g[n0](xℓ; ε), as in (5.11).
Remark 5.9 Note that if a line ℓ is on scale n ≥ n0+1 and, by setting x = ω·νℓ, one has g[n](x; ε) 6= 0,
this requires χn0(|x|) 6= 0, χn0+1(|ix − M[n0](x; ε)|) 6= 0, . . ., χn−1(|ix − M[n−2](x; ε)|) 6= 0 and
ψn(|ix−M[n−1](x; ε)|) 6= 0, which means
|x| ≤ 2−n0C1,
|ix−M[n0](x; ε)| ≤ 2−(n0+1)C1,
|ix−M[n0+1](x; ε)| ≤ 2−(n0+2)C1,
. . . . . . . . .
|ix−M[n−2](x; ε)| ≤ 2−(n−1)C1,
|ix−M[n−1](x; ε)| ≥ 2−(n+1)C1,
so that, in particular, one has |g[n]ℓ | ≤ C−11 2n+1. If ℓ is on scale n0 and g[n0](x; ε) 6= 0, then ψn0(|x|) 6=
0, which implies that |g[n0]ℓ | ≤ C−11 2n0+1.
Then we define, formally, for ν 6= 0,
u[k]
ν
=
∑
θ∈ΘRk,ν
Val(θ), Val(θ) =
 ∏
ℓ∈L(θ)
g
[nℓ]
ℓ
 ∏
v∈B(θ)
Fv
 , (5.13)
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while, for ν = 0, one has u
[k]
0
= 0, and we write
u(t) =
∞∑
k=0
εku[k](t) =
∞∑
k=1
εk
∑
ν∈Zd
eiν·ωtu[k]
ν
, (5.14)
where the coefficients u
[k]
ν depend on ε (as the propagators do); note that the order k of a renormalized
tree θ is still defined as k = |B(θ)|, but it does not correspond to the perturbative order any more.
Definition 5.10 Let ω satisfy the Diophantine conditions (2.14). Fix ε such that one has∣∣∣iω · ν −M[n](ω · ν; ε)∣∣∣ ≥ C1|ν|−τ1 ∀ν ∈ Zd∗ and ∀n ≥ n0, (5.15)
with Diophantine constants C1 and τ1, where τ1 > τ and C1 < C0 are to be fixed later. We call E∗ the
set of ε for which the Diophantine conditions (5.15) are satisfied, and we shall refer to it as the set of
admissible values of ε.
We shall see in next section that for ε ∈ E∗ we shall be able to give a meaning to the (so far formal)
renormalized expansion (5.14), hence we shall prove that the set E∗ has positive Lebesgue measure,
provided that τ1 and C
−1
1 are chosen large enough.
Fix ε such that the series obtained from (5.14) by replacing g
[nℓ]
ℓ in (5.13) with the bound 2
nℓ+1C−11
converges for |ε| ≤ ε, and fix ε0 ≤ ε small enough (how small will be determined by the forthcoming
analysis). In the following we shall consider the interval [0, ε0]; the interval [−ε0, 0] can be studied in
the same way.
It will be convenient to split the interval [0, ε0] into infinitely many disjoint intervals by setting
[0, ε0] = {0} ∪
∞⋃
m=0
Em, Em :=
(
2−(m+1)ε0, 2
−mε0
]
, (5.16)
and to study separately each interval Em. We shall prove that for each m the admissible values of ε
inside Em have large measure, and that the their relative measure meas(Em ∩ E∗)/meas(Em) tends to
1 as m tends to infinity.
Therefore in the following we imagine we have fixed m, and we set εm = 2
−mε0, so that we can
write Em = (εm/2, εm].
6 Properties of the self-energy values
Given a self-energy T ∈ SRk,n0 define
VT (x; ε) := εkT
 ∏
ℓ∈L(T )
1
ixℓ
 ∏
v∈B(T )
Fv
 , (6.1)
which differs from VT (x; ε) as ψn0(|xℓ|) is replaced with 1 for all ℓ ∈ L(T ), and set
M[n0]j (x; ε) = χn0(|x|)M [n0]j (x; ε), M [n0]j (x; ε) =
j∑
k=1
εk
∑
T∈SRk,n0
VT (x; ε),
M[n0]j (x; ε) = χn0(|x|)M
[n0]
j (x; ε), M
[n0]
j (x; ε) =
j∑
k=1
εk
∑
T∈SRk,n0
VT (x; ε). (6.2)
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This allows us to decompose
M[n0]j (0; ε) =M
[n0]
j (0; ε) +
(
M[n0]j (0; ε)−M
[n0]
j (0; ε)
)
. (6.3)
where M[n0]j (0; ε) depends neither on x nor on n0. Note that one has M[n0]j (0; ε) = M [n0]j (0; ε) and
M[n0]j (0; ε) =M
[n0]
j (0; ε) as χn0(0) = 1 for all n0 ≥ 0.
Lemma 6.1 Let Gj, j ≥ 1, be as the previous sections. Then one has
M[n0]j0 (0; ε) =
j0∑
k=1
εkGk. (6.4)
for all n0 and all j0. ✷
Proof. By setting x = 0 any self-energy graph T in SRk,n0 contributing to M
[n0]
j0 (x; ε) looks like a tree
θ in T˜k,0, except for the presence of the scale labels (compare (6.1) with (5.9): if T ∈ SRk,n0 each line
ℓ ∈ L(T ) has scale nℓ = n0). Nevertheless the corresponding propagators do not depend on the scales.
Hence ∑
T∈SRk,n
VT (0; ε) =
∑
θ∈T˜k,0
Val(θ),
so that the assertion follows from the definition of Gk (see Lemma 3.5).
Lemma 6.2 For any self-energy T one has
1−
∏
ℓ∈L(T )
(1− χn0(|xℓ|)) ≤
∑
ℓ∈L(T )
χn0(|xℓ|),
and the same result holds if each xℓ is replaced with x
0
ℓ . ✷
Proof. It follows from the identity
n∏
j=1
(1− aj) = 1− a1 −
n∑
j=2
aj
j−1∏
i=1
(1− ai)
with n ≥ 2 and 0 ≤ aj ≤ 1, which can be easily proved by induction.
Lemma 6.3 For all n0 one has∣∣∣M[n0]j0 (0; ε)−M[n0]j0 (0; ε)∣∣∣ ≤ B1 |ε| e−B22n0/τ1 ,∣∣∣∂ε (M[n0]j0 (0; ε)−M[n0]j0 (0; ε))∣∣∣ ≤ B1e−B22n0/τ1 ,
for suitable constants B1 and B2, depending on j0 but independent of n0. ✷
Proof. One can write M [n0](0; ε) as in (5.11) with x = 0, where VT (0; ε) is given by (5.9) with nℓ = n0
and
g
[nℓ]
ℓ =
ψn0(|x0ℓ |)
ix0ℓ
=
1− χn0(|x0ℓ |)
ix0ℓ
.
Furthermore M[n0]j0 (x; ε) and M
[n0]
j0 (0; ε) are polynomials of degree j0 in ε, hence one has
M[n0]j0 (0; ε)−M
[n0]
j0 (0; ε) =
j0∑
k=1
∑
T∈SRk,n0
(VT (0; ε)− VT (0; ε)) ,
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which is trivially differentiable with respect to ε. By applying Lemma 6.2, we obtain∣∣∣(M[n0]j0 (0; ε)−M[n0]j0 (0; ε))∣∣∣ (6.5)
≤
j0∑
k=1
|ε|k
∑
T∈SRk,n0
∑
ℓ′∈L(T )
χn0(|x0ℓ′ |)
 ∏
ℓ∈L(T )
1
|x0ℓ |
 ∏
v∈B(T )
|Fv|
 ,
and for ∂ε(M[n0]j0 (0; ε)−M
[n0]
j0 (0; ε)) the same bound can be obtained with k |ε|k−1 instead of |ε|k. In
(6.5) the factor χn0(|x0ℓ′ |) requires |x0ℓ′ | ≤ C12−n0 , so that by the Diophantine condition (2.14) one has
|ν0ℓ′ | ≥ 2n0/τ , hence in ∏
v∈B(T )
|Fv|
 ≤ Q|B(T )|
 ∏
v∈B(T )
e−κ|νv|/2
 ∏
v∈B(T )
e−κ|νv|/4
 ∏
v∈B(T )
e−κ|νv |/4

one can bound the third product by ∏
v∈B(T )
e−κ|νv|/4
 ≤ e−κ|ν0ℓ′ |/4 ≤ e−κ2n0/τ/4 < e−κ2n0/τ1/4,
if τ1 > τ0, while using the second product to perform the sum over the mode labels and the first one
to find, by reasoning as for (4.3) to (4.5), ∏
ℓ∈L(T )
1
|x0ℓ |
 ∏
v∈B(T )
e−κ|νv |/2
 ≤ ( τ !
C0
(
2|L(T )|
κ
)τ)|L(T )|
≤ Γ1ΓkT2 (kT !)β ,
with kT = k for T ∈ SRk,n0 , so that, by collecting together the bounds and inserting them into (6.5),
we prove the assertion. In particular B1 is proportional to Γ
j0
2 (j0!)
β , while B2 is independent of j0.
Lemma 6.4 Let Gj, j ≥ 1, be as the previous sections. Assume that there is j0 ∈ N such that Gj0 6= 0
and Gj = 0 for all 1 ≤ j < j0. There exists two constants c1 and c2, depending on j0, such that for
n0 ≥ τ1 log2
(
c1 + c2 log
1
|ε|
)
(6.6)
one has ∣∣∣∂εM[n0]j0 (0; ε)∣∣∣ ≥ j02 |ε|j0−1 |Gj0 |. (6.7)
provided ε is small enough. If j0 = 1 one can take c2 = 0. ✷
Proof. One can write
M[n0]j0 (0; ε) =
j0∑
k=1
εkGk = ε
j0Gj0 , (6.8)
by Lemma 6.1, so that
∂εM[n0]j0 (0; ε) = j0εj0−1Gj0 . (6.9)
By Lemma 6.3, we can bound∣∣∣∂ε (M[n0]j0 (0; ε)−M[n0]j0 (0; ε))∣∣∣ ≤ β1B1e−β2B22n0/τ1 ≤ 12 |ε|j0−1 |Gj0 | , (6.10)
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where the first inequality is obtained as soon as β2 ≤ 1 and β1 ≥ 1, while the second one requires
n0 ≥ τ1 log2
(
1
β2B2
log
2β1B1
|Gj0 |
+
j0 − 1
β2B2
log
1
|ε|
)
, (6.11)
so that the assertion follows if c1 and c2 are chosen according to (6.11).
Remark 6.5 The constants β1 and β2 in (6.10) could be taken β1 = β2 = 1. However in the following
it will turn out useful to have some freedom in fixing their values; see in particular Remark 7.6.
Remark 6.6 Note that if we choose n0 = τ1 log2(c1+ c2 log(2/εm)) we obtain a value of n0 which can
be used for all ε ∈ Em.
7 Convergence of the renormalized expansion
We are left with the problem of proving that the series defining the renormalized expansion (5.14)
converges, and of studying how large is the set E∗∩ [0, ε0] of admissible values of ε; we shall verify that
it is a set with positive relatively large measure.
As we have fixed m, for notational simplicity, in the following we shall find convenient to shorthand
E [∞] ≡ E∗ ∩ Em. We shall assume ε ∈ E [∞], and n0 fixed as in Remark 6.6.
Lemma 7.1 Assume that the set E [∞] has non-zero measure and that for all ε ∈ E [∞] and for all
n0 ≤ j < n− 1 the functions M[j](x; ε) are C1 in x and satisfy the bounds∣∣∣M[j](x; ε)∣∣∣ ≤ D√|ε|, ∣∣∣∂xM[j](x; ε)∣∣∣ ≤ D√|ε|, (7.1)
for some constant D. There there exists a positive constant c, independent of n, such that for any
renormalized tree θ with Val(θ) 6= 0 the number Nj(θ) of lines on scale j satisfies the bound
Nj(θ) ≤ c 2−j/τ1
∑
v∈B(θ)
|νv|, (7.2)
for all n0 < j ≤ n− 1. ✷
Proof. Set K(θ) :=
∑
v∈B(θ) |νv| and call N †j (θ) the number of lines in L(θ) on scale j′ ≥ j. We prove
inductively on the order k of the renormalized trees the bound
N †j (θ) ≤ max{0, 2K(θ)2(3−j)/τ1 − 1} (7.3)
for all n0 < j ≤ n− 1
If θ has k = 0 one has B(θ) = {v} and K(θ) = |νv|. The line ℓ exiting v can be on scale nℓ ≥ j only
if have |ix −M[j−2](x; ε)| ≤ 2−j+1C1 (see Remark 5.9), with x = ω · νv, hence, by the Diophantine
conditions (5.15), one has |νv| ≥ 2(j−1)/τ1 , which implies 2K(θ) 2(3−j)/τ1 ≥ 222/τ1 ≥ 2. Therefore in
such a case the bound (7.3) is trivially satisfied.
If θ is a renormalized tree of order k ≥ 1, we assume that the bound holds for all renormalized trees
of order k′ < k. Define Ej = (2 2
(3−j)/τ1)−1: so we have to prove that N †j (θ) ≤ max{0,K(θ)E−1j − 1}.
Call ℓ the root line of θ and ℓ1, . . . , ℓm the m ≥ 0 lines on scales ≥ j which are the closest to ℓ (i.e.
such that no other line along the paths connecting the lines ℓ1, . . . , ℓm to the root line is on scale ≥ j).
If the root line ℓ of θ is on scale nℓ < j, then
N †j (θ) =
m∑
i=1
N †j (θi),
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where θi is the renormalized subtree with ℓi as root line, hence the bound follows by the inductive
hypothesis.
If the root line ℓ has scale nℓ ≥ j, then ℓ1, . . . , ℓm are the entering lines of a cluster T .
By denoting again with θi the renormalized subtree having ℓi as root line, one has
N †j (θ) = 1 +
m∑
i=1
N †j (θi), (7.4)
so that the bound becomes trivial if either m = 0 or m ≥ 2.
If m = 1 then one has a cluster T with two external lines ℓ and ℓ1, which are both with scales ≥ j.
Set xℓ = ω · νℓ and xℓ1 = ω · νℓ1 ; then∣∣∣ixℓ −M[j−2](xℓ; ε)∣∣∣ ≤ 2−j+1C1, ∣∣∣ixℓ1 −M[j−2](xℓ1 ; ε)∣∣∣ ≤ 2−j+1C1, (7.5)
and νℓ 6= νℓ1 , otherwise T would be a self-energy graph. Then, by (7.5), one has
2−j+2C1 ≥
∣∣∣i(xℓ − xℓ1)−M[j−2](xℓ; ε) +M[j−2](xℓ1 ; ε)∣∣∣
=
∣∣∣(xℓ − xℓ1)(i− ∂xM[j−2](x∗; ε))∣∣∣
≥ |xℓ − xℓ1 |
(
1−D
√
|ε|
)
≥ 1
2
|xℓ − xℓ1 | ,
where x∗ is a point between xℓ and xℓ1 , and the assumption (7.1) has been used. Hence by the
Diophantine condition (2.14), one has |νℓ − νℓ1 | > 2(j−3)/τ1 , so that∑
v∈B(T )
|νv| ≥ |νT | = |νℓ − νℓ1 | > 2(j−3)/τ1 > Ej ,
hence K(θ) − K(θ1) > Ej , which, inserted into (7.4) with m = 1, gives, by using the inductive
hypothesis,
N †j (θ) = 1 +N
†
j (θ1) ≤ 1 +K(θ1)E−1j − 1
≤ 1 +
(
K(θ)− Ej
)
E−1j − 1 ≤ K(θ)E−1j − 1,
hence the bound is proved also if the root line is on scale nℓ ≥ j.
Remark 7.2 Let j0 be as in Lemma 6.4. If ε0 is small enough, for all ε ∈ (εm/2, εm] and n0 chosen
according to Remark 6.6, if j0 = 1 we can bound
|ε|k 2(2k−1)n0 ≤ c(2k−1)τ11 |ε|k , (7.6)
while if j0 > 1 we can bound
|ε|k 2(2k−1)n0 ≤ (2c2)(2k−1)τ1 |ε|k
(
log
2
|ε|
)(2k−1)τ1
, (7.7)
where, under the same smallness assumption on ε, one has(
log
2
|ε|
)τ1
≤ Sp
(
1
|ε|
)p
, (7.8)
for all p > 0 and with Sp a positive constant depending on p. Hence, in (7.7), by taking p ≤ 1/4, one
obtains for j0 > 1
|ε|k 2n0(2k−1) ≤ (2c2)(2k−1)τ1 S2k−1p |ε|k/2 . (7.9)
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Therefore, whichever the value of j0 is, we can bound
|ε|k2(2k−1)n0 ≤ c3|ε|k/2, (7.10)
for all k ≥ 1, with c3 a suitable positive constant.
Remark 7.3 In particular one can choose p ≤ 1/(2(2j0 + 1)), which implies
|ε|k−1
(
log
2
|ε|
)(2k−1)τ1
≤ |ε|j0−1
√
|ε| |ε|(k−j0−1)/2
for all k ≥ j0 + 1, a property which will be useful in the following.
Lemma 7.4 Fix p as in Remark 7.2. Then one has∣∣∣M[n0](x; ε)∣∣∣ ≤ D√|ε|, ∣∣∣∂xM[n0](x; ε)∣∣∣ ≤ D |ε|,
for suitable positive constants D and D′. ✷
Proof. The first bound follows from (7.10).
Let j0 be as in Lemma 6.4. If j0 = 1 then n0 does not depend on ε, and also the bound second is
trivially satisfied.
If j0 ≥ 2, in order to obtain the second bound, one can discuss in a different ways contributions
with kT = 1 and contributions with kT ≥ 2. If kT = 1 then VT (x; ε) does not depend on x (see
Remark 5.7), so that, by using the notations (6.2), one has M[n0]1 (x; ε) = χn0(|x|)M [n0]1 (0; ε), and one
can write
M
[n0]
1 (0; ε) =M
[n0]
1 (0; ε) +
(
M
[n0]
1 (0; ε)−M
[n0]
1 (0; ε)
)
,
where M
[n0]
1 (0; ε) = 0 by Lemma 6.1 (and the definition of j0), while the difference
M[n0]1 (0; ε)−M
[n0]
1 (0; ε) = χn0(|x|)
(
M
[n0]
1 (0; ε)−M
[n0]
1 (0; ε)
)
can be bounded through Lemma 6.3 proportionally to e−B22
n0/τ1
. Hence the derivative with respect
to x acts only on the compact support function χn0(|x|) and produces a factor 2n0 which is controlled
by the exponentially small factor e−B22
n0/τ1
. The conclusion is that the contributions with kT = 1 can
be bounded proportionally to ε. The contributions with kT = 2 can be bounded relying again on the
bound (7.10).
Lemma 7.5 Fix p as in Remark 7.2 and n0 as in Remark 6.6. For ε ∈ E [∞] and for x such that
g[n](x; ε) 6= 0, there exist two constants D and D′ such that the functions M[j](x; ε) are smooth
functions of x and satisfy the bounds∣∣∣M[j](x; ε)∣∣∣ ≤ D√|ε|, ∣∣∣∂xM[j](x; ε)∣∣∣ ≤ D |ε|,∣∣∣M[j](x; ε)−M[j−1](x; ε)∣∣∣ ≤ D |ε|e−D′2j/τ1 , (7.11)
for all n0 < j ≤ n− 1. Furthermore for all T contributing to M[j](x; ε), with n0 < j ≤ n− 1, one has
Nj′(T ) ≤ c 2−j′/τ1
∑
v∈B(T )
|νv|, (7.12)
for all j′ ≤ j. ✷
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Proof. The first bound in (7.11) can be proved by induction on n0 ≤ j ≤ n− 1. For j = n0 it has been
already checked (see Lemma 7.4). Let us assume that it holds for all n0 ≤ j′ < j. One can proceed as
for the proof of Lemma 2 in Ref. [13]. First of all one can prove for any self-energy graph T ∈ SRk,j the
inequalities ∑
v∈B(T )
|νv| > 2(j−4)/τ1 , Nj′(T ) ≤ 2 2(3−j′)/τ1
∑
v∈B(T )
|νv| , n0 + 1 ≤ j′ ≤ j, (7.13)
where Nj′(T ) denotes the number of lines on scales j
′ contained in T . We omit the proof, as it is
identical to that given in Ref. [13].
The estimates (7.13) allow us to bound
|VT (x; ε)| ≤ |ε|k A1Ak2e−A32
j/τ1
∏
v∈B(T )
e−κ|νv |/2. (7.14)
The only difference with respect to the analogous bound (7.18) in Ref. [13] is that the constants A1
and A2 depend on ε. In fact given a self-energy graph T ∈ SRk,j , if we express its value according to
(5.9), we can bound
∏
ℓ∈L(T )
∣∣g[nℓ]ℓ ∣∣ ≤ (2C−11 )|L(T )| 2n0Nn0(T )
(
j∏
n=n0+1
2nNn(T )
)
,
with Nn0(T ) ≤ 2k − 1 and Nn(T ) ≤ c 2−n/τ1
∑
v∈B(T ) |νv| for all n0 + 1 ≤ n ≤ j, as it follows from
the second bound in (7.13). Hence the last product can be bounded by using the bound on Nn(T ) and
(5.7) with n1(κ, c, τ) = n0: just note that for ε0 small enough such a choice for n1(κ, c, τ) automatically
satisfies the inequality in (5.7). Then we can apply the bounds given in Remark 7.2 to write
|ε|kA1Ak2 = A1A
k
2 |ε|k/2, (7.15)
with A1 and A2 two constants independent of ε. Then the first bound in (7.11) is proven.
To obtain the third bound in (7.11) we note that one has for j ≥ n0 + 1∣∣∣M[j](x; ε)−M[j−1](x; ε)∣∣∣ ≤ ∣∣∣M [j](x; ε)∣∣∣ ≤ ∞∑
k=1
∑
T∈SRk,j
|VT (x; ε)|
=
∑
T∈SR1,j
|VT (x; ε)|+
∞∑
k=2
∑
T∈SRk,j
|VT (x; ε)|, (7.16)
where the last sum can be bounded proportionally to |ε| e−A32j/τ1 , because of (7.14) and (7.15). The
first one can be bounded proportionally to |ε| if j0 = 1. If j0 ≥ 2 we can reason as follows. We can bound
|VT (x; ε)| according to (7.14), with k = 1, and write e−A32j/τ1 = e−A32j/τ1/2e−A32j/τ1/4e−A32j/τ1/4.
The self-energy graph T contains exactly one a line ℓ on scale j (as T ∈ SR1,j), hence nℓ = j and
|g[nℓ]ℓ | ≤ C−11 2j+1, so that we can use that 2je−A32
j/τ1/4 is bounded by a constant. Moreover we have
e−A32
j/τ1/4 ≤ e−β2B22n0/τ1 ≤ |Gj0 |(2β1B1)−1|ε|j0−1 if β2 in (6.10) is chosen such that β2B2 ≤ A3/4
(see Remark 6.5). Therefore, we can conclude that if j0 ≥ 2 the first sum in (7.16) can be bounded
proportionally to |ε||ε|j0−1e−A32j/τ1/2. Hence the third bound in (7.11) follows for any value of j0,
with D′ = A3/2.
The second bound in (7.11) again can be proved by reasoning as in Ref. [13] for the contributions
arising from self-energy graphs T with kT ≥ 2. The contributions arising from self-energy graphs T
with with kT = 1 can be bounded as |ε|QC−11 2n+1e−A32
n/τ1
e−κ|νv|/2 (as in the bound on the first sum
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in the r.h.s. of (7.16)) because there is only one propagator on scale n. Then, if the derivative acts on
the compact support function χn0(|x|), one has that 2n02n+1e−A32
n/τ1/2 is bounded by a constant for
all n > n0.
Remark 7.6 As suggested by the proof of Lemma 7.5 we shall fix β2 in (6.10) such that one has
D′ ≥ 2β2B2, where D′ is the constant appearing in the last of (7.11). For future convenience we
shall choose β2 such that D
′ = 4β2B2; see (8.21). We shall see below that it will be useful (even not
necessary) also to choose β1 in (6.10) such that 2D ≤ β1B1.
Proposition 7.7 Assume that the set E [∞] has non-zero measure. Then for all ε ∈ E [∞] one has∣∣g[nℓ]ℓ ∣∣ ≤ C−11 2nℓ+1 (7.17)
for all lines ℓ in any tree or self-energy graph. In particular the series (5.14) is uniformly convergent
to a function analytic in t. ✷
Proof. It follows from Lemma 7.1, by taking the limit n→∞ and using that the constant c does not
depend on n, that the bound (7.2) holds for all j > n0. Then one can bound the product of propagators
as done in the proof of Lemma 7.5, and using part of the decaying factors e−κ|νv | to obtain an overall
factor e−κ|ν|/4 for any tree θ ∈ Θk,ν contributing to u[k]ν .
8 Measure of the set of admissible values
To apply the above results we have still to construct the set E∗ for which the Diophantine conditions
(5.15) hold, and to show that such a set has positive measure. Here and henceforth we assume that
the constants n0 and p are chosen according to Remark 6.6 and Remark 7.3, respectively.
Define recursively the sets E [n] as follows. Set E [n0] = Em and, for n ≥ n0 + 1,
E [n] :=
{
ε ∈ E [n−1] : |iω · ν −M[n−1](ω · ν; ε)| > C1|ν|−τ1
}
, (8.1)
for suitable Diophantine constants C1 and τ1 (to be fixed later). It is clear that
E∗ ∩ Em = E [∞] =
∞⋂
n=n0
E [n] = lim
n→∞
E [n]. (8.2)
Lemma 8.1 The functionsM [n](x; ε) and their derivatives ∂xM
[n](x; ε) are C1 extendible in the sense
of Whitney outside E [n−1], and for all ε, ε′ ∈ E [n−1] one has
∂sxM
[n](x; ε′)− ∂sxM [n](x; ε) = (ε′ − ε)∂ε∂sxM [n](x; ε) + o (ε′ − ε) , (8.3)
where s = 0, 1 and ∂ε∂
s
xM
[n](x; ε) denotes the formal derivative with respect to ε of ∂sxM
[n](x; ε).
Furthermore one has∣∣∣∂ε∂xM[n](x; ε)∣∣∣ ≤ D√|ε|, ∣∣∣∂ε∂xM [n](x; ε)∣∣∣ ≤ D√|ε|e−D′2n/τ1 , (8.4)
for all n > n0. One can take D as in Lemma 7.5. ✷
Proof. As the proof of Lemma 3 in Ref. [13]. In order to obtain the inequality (8.4) one has to use the
Remark 5.7. Of course, when expressingM[n](x; ε) in terms of the self-energy values VT (x; ε) we have
to bear in mind that the constant 2n0 can be bounded in terms of ε, but it does not depend on ε (as
far as ε varies in Em and n0 is chosen according to Remark 6.6), so that the derivatives with respect
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to ε of VT (x; ε), as expressed in (5.9), act only on εkT and on the quantities M[j](x; ε) appearing in
the propagators. Hence ∂εVT (x; ε) and ∂ε∂xVT (x; ε) can be studied as in Ref. [13]. We simply note
that when acting on some propagator g
[nℓ]
ℓ the derivatives with respect to ε can rise the power of the
divisor ix−M[nℓ−1](x; ε), and if nℓ = n0 we have to use part of the exponential decay e−A32j/τ1 (see
(7.14)) to take into account the extra factors 2n0 . The conclusion is that essentially the derivative with
respect to ε of VT (x; ε) admits the same bound (7.14) as VT (x; ε), possibly with different constants A1
and A2 (but still such that a bound like (7.15) is fulfilled, as far as their dependence on ε is concerned),
except that the exponent of |ε| is k − 1 instead of k.
Therefore for all ε ∈ E [n−1] the quantities M[n](x; ε) are well defined and formally differentiable
(in the sense of Whitney) together with their derivatives with respect to x.
Lemma 8.2 There are two positive constants m1 and m2 such that∣∣∣∂εM[n](x; ε)∣∣∣ ≥ m1 |ε|j0−1 −m2√|ε| |x| , (8.5)
for all n ≥ n0. ✷
Proof. If we write
∂εM[n](x; ε) = ∂εM[n](0; ε) +
∫ x
0
dx′∂ε∂x′M[n](x′; ε), (8.6)
we have ∣∣∣∂εM[n](0; ε)∣∣∣ ≥ ∣∣∣∂εM[n0](0; ε)∣∣∣− n∑
j=n0+1
∣∣∣∂ε (Ξj(0; ε)M [j](0; ε))∣∣∣
and we can bound∣∣∣∂εM[n0](0; ε)∣∣∣ ≥ ∣∣∣∂εM[n0]j0 (0; ε)∣∣∣− ∞∑
j=j0+1
∑
T∈SRj,n0
|∂εVT (0; ε)|
≥ j0
2
|ε|j0−1 |Gj0 |+O
(
|ε|j0−1
√
|ε|
)
≥ j0
4
|ε|j0−1 |Gj0 | ,
where we have reasoned as at the end of the proof of Lemma 8.1 in order to bound ∂εVT (0; ε), and
have used Lemma 6.4 and Remark 7.3 in order to fix p in (7.8). Hence∣∣∣∂εM[n](0; ε)∣∣∣ ≥ j0
4
|ε|j0−1 |Gj0 |+O
(
|ε|j0−1√ε
)
≥ j0
8
|ε|j0−1Gj0 ≡ m1 |ε|j0−1 ,
by the second inequality in (8.4) and by proceeding as at the end of the proof of Lemma 7.5 (see also
Remark 7.6).
Furthermore one has∣∣∣∣∫ x
0
dx′∂ε∂x′M[n](x′; ε)
∣∣∣∣ ≤ |x|maxx ∣∣∣∂ε∂xM[n](x; ε)∣∣∣ ≡ m2√|ε| |x| (8.7)
because of Lemma 8.1, and the assertion is proved.
Lemma 8.3 There are two positive constants b and ξ such that, for ε0 small enough and εm = 2
−mε0,
one has
meas(E [∞]) = meas(Em ∩ E∗) ≥ εm
2
(
1− bεξm
)
, (8.8)
where meas denotes the Lebesgue measure. The constants b and ξ are independent of m. ✷
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Proof. Define I [n0] = ∅ and I [n] = E [n−1] \ E [n] for n ≥ n0 + 1; note that I := ∪∞n=n0I [n] = Em \ E [∞].
Recall also that we have set E [n0] = Em.
For all n ≥ n0 + 1 and for all ν ∈ Zd∗ define
I [n](ν) =
{
ε ∈ E [n−1] :
∣∣∣iω · ν −M[n−1](ω · ν; ε)∣∣∣ ≤ C1|ν|−τ1} . (8.9)
Each set I [n](ν) has “center” in a point ε[n](ν), defined implicitly by the equation
iω · ν −M[n](ω · ν; ε[n](ν)) = 0, (8.10)
where we are using the Whitney extension of M[n](ω · ν; ε) outside E [n−1].
Therefore one has to exclude from the set E [n−1] all the values ε around ε[n](ν) in I [n](ν), and this
has to be done for all ν ∈ Zd∗ satisfying
|ω · ν| ≤ 3
2
∣∣∣M[n](ω · ν; ε)∣∣∣ , (8.11)
because otherwise one can bound |iω ·ν−M[n](ω ·ν; ε)| ≥ |ω ·ν|/3 ≥ C1|ν|−τ1 as soon as τ1 ≥ τ and
C1 ≤ C0/3.
For ε small enough and for all n ≥ n0 one can bound∣∣∣M[n](0; ε)−M[n0](0; ε)∣∣∣ ≤ 2D |ε| e−D′2n0/τ1 ≤ β1B1 |ε| e−β2B22n0/τ1 ,
by the third inequality in (7.11) of Lemma 7.5, applied repeatedly from scale n0 + 1 to scale n, and
having used that one has β2B2 < D
′ and 2D ≤ β1B1 (see Remark 7.6),∣∣∣M[n0](0; ε)−M[n0]j0 (0; ε)∣∣∣ = O (|ε|j0 √|ε|)
if p in (7.8) is chosen according to Remark 7.3, and∣∣∣M[n0]j0 (0; ε)−M[n0]j0 (0; ε)∣∣∣ ≤ B1 |ε| e−B22n0/τ1 ,
by Lemma 6.3, so that one finds∣∣∣M[n](0; ε)−M[n0]j0 (0; ε)∣∣∣ < 2Gj0 |ε|j0 ,
if n0 is fixed as said in Remark 6.6, so that 2β1B1 |ε |e−β2B22n0/τ1 ≤ |ε|j0 |Gj0 |.
Therefore one can bound∣∣∣M[n](x; ε)∣∣∣ ≤ ∣∣∣M[n](0; ε)∣∣∣+ ∣∣∣M[n](x; ε)−M[n](0; ε)∣∣∣
≤
∣∣∣M[n0]j0 (0; ε)∣∣∣+ 2Gj0 |ε|j0 +D√|ε| |x|
≤ 3Gj0 |ε|j0 +
3
2
D
√
|ε|
∣∣∣M[n](x; ε)∣∣∣ ,
with x = ω · ν, for all ν satisfying (8.11). We can conclude that there exists a constant D such that
one has
|M[n](ω · ν; ε)| ≤ εj0mD (8.12)
for all ν satisfying (8.11).
Hence we have to consider only the vectors ν ∈ Zd∗ satisfying not only (8.11) but also the inequality
|ω · ν| < 2εj0mD, i.e. for all ν ∈ Zd∗ such that
|ν| ≥
(
C0
2εj0mD
)1/τ
:= N0. (8.13)
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We call N0 the set of ν ∈ Zd∗ which satisfy (8.11) and (8.13).
For such ν, by setting x = ω · ν, one has∣∣∣∂εM[n](x; ε)∣∣∣ ≥ m1 |ε|j0−1 − 3
2
m2
√
|ε| (2εj0mD)
≥ m1
2j0−1
εj0−1m
(
1− 3m2
2m1
ε3/2m 2
j0D
)
≥ m1
2j0
εj0−1m , (8.14)
so that the measure of the corresponding excluded set, which can be written as∫
I[n](ν)
dε =
∫ 1
−1
dt
dε(t)
dt
, (8.15)
where ε(t) is defined by
iω · ν −M[n](ω · ν; ε(t)) = t C1|ν|τ1 , (8.16)
will be bounded by∫
I[n](ν)
dε ≤
∫ 1
−1
dt C1|ν|−τ1 1|∂εM[n](ω · ν; ε(t))| ≤
2j0+1
m1ε
j0−1
m
C1
|ν|τ1 , (8.17)
by (8.14).
This yields that we have to exclude from E [n−1] a set
I [n] =
⋃
ν∈N0
I [n](ν) (8.18)
of measure bounded by
meas(I [n]) ≤
∑
ν∈N0
meas(I [n](ν)) ≤ const.
∑
|ν|≥N0
C1
εj0−1m
|ν|−τ1
≤ const. C1
εj0−1m
(
εj0m
C1
)(τ1−d)/τ
= const.ε1+ξ
′
m , (8.19)
where ξ′ = j0(τ1 − τ − d)/τ , so that ξ′ > 0 if τ1 > τ + d, which fixes the value of τ1.
We can easily prove that there exist two positive constants E1 and E2 such that one has∣∣∣ε[n](ν)− ε[n−1](ν)∣∣∣ ≤ √εmE1e−E22n/τ1 (8.20)
for all n ≥ n0 + 1 and for all ν ∈ Zd∗. By setting δε = ε[n](ν) − ε[n−1](ν), we obtain (again by using
Whitney extensions)
0 = iω · ν −M[n](ω · ν; ε[n](ν))
= iω · ν −M[n−1](ω · ν; ε[n−1](ν) + δε)
−M[n](ω · ν; ε[n](ν)) +M[n−1](ω · ν; ε[n](ν))
= −∂εM[n−1](ω · ν; ε[n−1](ν)) δε+ o(δε)
−
(
M[n](ω · ν; ε[n](ν))−M[n−1](ω · ν; ε[n](ν))
)
,
by (8.3) in Lemma 8.1; hence one can use that∣∣∣M[n](ω · ν; ε)−M[n−1](ω · ν; ε)∣∣∣
≤ D |ε| e−D′2n/τ1
≤ D
β1B1
|ε|
(
β1B1e
−β2B22
n/τ1
)
≤ B′|ε|j0e−β2B22n/τ1 , (8.21)
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with B′ a suitable constant, by the third inequality of (7.11) in Lemma 7.5, by (6.10) and by Remark 7.6.
Hence by (8.14) and (8.21) we obtain (8.20) with E1 = 4B
′/m1 and E2 = β2B2.
For all |ν| ≥ N0 fix n∗ = n∗(ν) such that |ε[n∗+1](ν) − ε[n∗](ν)| ≤ C1|ν|−τ1 . One can choose
n∗(ν) ≤ const. τ1 log log |ν|.
Then for all n0 + 1 ≤ n ≤ n∗ define J [n](ν) as
J [n](ν) =
{
ε ∈ E [n−1] :
∣∣∣iω · ν −M[n−1](ω · ν; ε)∣∣∣ < 2C1|ν|−τ1} ; (8.22)
by construction all the sets I [n](ν) fall inside J [n∗](ν) as soon as n > n∗. Then we can bound meas(I)
by the sum of the measures of the sets J [n0+1](ν), . . . , J [n∗](ν) for all ν ∈ Zd∗ such that |ν| ≥ N0. Such
a measure will be bounded by
const.
∑
|ν|≥N0
n∗(ν)
C1
εj0−1m
|ν|−τ1 ≤ const.ε1+ξm , (8.23)
with a value ξ smaller than ξ′ in order to take into account the logarithmic corrections due to the
factor n∗(ν).
Proposition 8.4 Define the set of admissible values of E∗ as in Definition 5.10 with C1 = C0/3 and
τ1 > τ + d. Then one has
lim
m→∞
meas(Em ∩ E∗)
meas(Em) = 1 .
✷
Proof. It is an immediate consequence of the definitions and of Lemma 8.2.
9 Properties of the renormalized expansion
To complete the proof of existence of a quasi-periodic solution of (2.9) we have to show that the function
defined by the renormalized expansion (5.14) solves the equation (2.9). Set E+ = ∪∞m=0Em ∩ E∗: such
a set contains the admissible values of ε in [0, ε0]. Define analogously E− for the interval [−ε0, 0], and
set E = E+ ∪ E−.
Lemma 9.1 For all ε ∈ E the function u(t) defined through (5.14) solves the equation
u = g
(
R+ εQu2
)
, (9.1)
where g is the pseudo-differential operator with kernel g(ω · ν) = 1/iω · ν. ✷
Proof. As in Section 8 of Ref. [13].
So far we proved that there exists a function u(t) = U(ωt; ε) which solves (2.9) for ε in a suitable
large measure Cantor set E . For g given by g(t) = iεQ(t)u(t), Proposition 2.3 proves that φ(t) given
in (2.6) solves (1.1) and is quasi-periodic.
In principle, if we set Ωε = Ω0 + 〈g〉, φ could be of the form
φ(t) = Φ(ω1t, ω0t, Ω0t, Ωεt) ≡ eiΩεtΦ˜(ω1t, ω0t, Ω0t),
as it depends on u(t), and an extra frequency arises from the integral of the average of g0 + g in the
definition of Φ(t). But this is not the case, because the function Φ˜ is of the form Φ˜ = (ω1t, ω0t), that is
its dependence on t is only through the variables ω0t and ω1t. This follows from the following property.
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Lemma 9.2 Let u be the function defined through the renormalized expansion (5.14): then u
[k]
ν 6= 0
requires that in ν = (m,n1, n2) one has n2 = 2. ✷
Proof. The proof is by induction on k. For k = 0 the result is obvious from the relation (iω·ν)u(0)ν = Rν
in (2.16) and from the identity Rν = P
(1)
m F (2)n1 δn2,2. Let us assume that u[k
′]
ν ∝ δn2,2 for all k′ < k. Then
to order k the second relation in (2.16) yields that one can have u
[k]
ν 6= 0 only if ν = ν0 + ν1 + ν2: for
the last component n2 of the vector ν the identity Qν = δm,0F (−2)n1 δn2,−2 and the inductive assumption
give n2 = −2 + 2 + 2 = 2.
Hence u(t) = e2iΩ0tU˜(ω1t, ω0t), with U˜ analytic and periodic in its arguments. By taking into
account that one has Q(t) = e−2iΩ0t−2iψ0(t), with ψ0(t) depending on t only through the variable
ω0t, one has Q(t)u(t) = e
−2iψ0(t)U˜(ω1t, ω0t). As a consequence φ(t) is a quasi-periodic function with
d fundamental frequencies ω1, ω0,Ωε, and the dependence on the last frequency is only through the
factor eiΩεt, exactly as in the unperturbed case (2.3). As anticipated in Remark 2.2 the same result
can be obtained by starting from the unperturbed solution given by the second function in (2.4), and
an analogous result is found, so that we can conclude that the system is reducible for ε ∈ E .
So the solution u(t) describes the motion on a d-dimensional maximal torus which is the continua-
tion in ε of an unperturbed d-dimensional torus. The rotation vector of the latter is ω = (ω1, ω0,Ω0),
while, as an effect of the perturbation, only the last component of the rotation vector is changed into
a new frequency Ωε = Ω0 + 〈g〉: this provides a simple physical interpretation of the the quantity 〈g〉.
It is likely that the new frequency Ωε is such that the vector (ω1, ω0,Ωε) is still Diophantine. This
does not follow directly from our analysis, but we expect that this is the case.
10 Null renormalization
We are left with the case in which one hasGj = 0 for all j ∈ N. In such a case we need no resummations,
as it will become clear from the analysis. Hence we use the simpler multiscale decomposition of the
propagators given by (5.1), with C1 = C0. The following result holds.
Lemma 10.1 One has ψn−1(x)ψn(x) = ψn−1(x) and
ψ0(x) +
n∑
j=1
χj−1(x)ψj(x) = ψn(x), (10.1)
for all n ∈ N and for all x ∈ R.
Proof. Both relations follow immediately from the definitions.
Then we consider the same tree expansion leading to (5.3), where no resummation is performed.
The following result allows us to get rid of some trees.
Lemma 10.2 Suppose that one has Gj = 0 for all j ∈ N. Then in the tree expansion of u(k)ν in (5.3)
the sum over Θk,ν can be restricted only to trees which do not contain any vertex v such that one of
the entering lines carries the same momentum of the exiting line. ✷
Proof. If there were no the scale labels this would follow from item (a) in Proposition 3.15. The presence
of the scales could destroy in principle the compensation mechanism responsible of the cancellation
among the values of the various trees. But it is sufficient to note that the coefficient u
(k)
ν is obtained
by summing over all the possible scale labels, and in this way we reconstruct for each line ℓ the original
propagator 1/iω · νℓ (just use (10.1) for n→∞), hence we can apply the cited result.
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Remark 10.3 If Gj = 0 for all j ∈ N formal solubility of the equation (1.4) requires no condition on
the coefficients α(k), which therefore can be arbitrarily fixed (cf. Lemma 3.5). For simplicity we can
still fix α(k) = 0 for all k, even if this not strictly necessary. Of course one can ask what happens for
other choices of the coefficients α(k), but we do not investigate further such a problem because the case
in which all Gj are vanishing is rather special, and likely it can really arise only in trivial situations
(like p1 ≡ 0).
We define the clusters according to the definition previously done, whereas we slightly change
the definition of self-energy graph, to make it more suitable for our purposes in the present case (cf.
Ref. [2]). An important feature is that the propagators are not changed by any resummation procedure,
so that for any line ℓ the (two) scales for which the corresponding propagator is not vanishing are
uniquely fixed by νℓ.
Definition 10.4 (Self-Energy Graph) We call self-energy graph any cluster T of a tree θ which
satisfies
1. T has only one entering line ℓinT and only one exiting line ℓ
out
T ;
2. The momentum of T is zero, i.e. νT =
∑
v∈B(T ) νv = 0.
3. The mode labels νv, v ∈ B(T ), satisfy the relation
∑
v∈B(T ) |νv| < 2(next−4)/τ , where next is the
minimum between the scales of the external lines of T .
We call self-energy line any line ℓoutT which exits from a self-energy graph T . We call normal line any
line which is not a self-energy line.
The self-energy value is then defined as before (see (5.9)), with the only difference that now the
propagators are g
(nℓ)
ℓ (because they are not renormalized).
The aim of the last item in the definition of self-energy graph is that, given a self-energy graph, if
we sum over all the scales of the internal lines compatible with the cluster structure, which yields that
for each line ℓ ∈ L(T ) one has nℓ < next, if next = min{nℓoutT , nℓinT }, then we reconstruct for each line ℓ
a propagator ψnext+1(ω · νℓ)/iω · νℓ, with ψnext+1(ω · νℓ) = 1. The last assertion is implied from the
following result.
Lemma 10.5 For any self-energy graph T , by setting next = min{nℓoutT , nℓinT }, one can have VT (ω·ν) 6=
0 only if nℓ ≤ next − 2 for any line ℓ ∈ L(T ). ✷
Proof. By definition of scales one has C02
−next−1 ≤ |ω · ν| ≤ C02−next+1. The third item in the
definition of self-energy graph gives |ω ·ν0ℓ | > C02−(next−4)/τ (see (5.10) for the definition of ν0ℓ ), hence
by the Diophantine condition (2.14) on ω one obtains
|ω · νℓ| ≥ |ω · ν0ℓ | − |ω · ν| ≥ C02−(next−4) − C02−(next−1) ≥ C02−(next−3),
so that χn′−1(ω · νℓ) = 0 for n′ > next − 2.
Definition 10.6 (Localization) For any self-energy graph T we can define the localized part of the
self-energy value VT (ω · ν) as
LVT (ω · ν) = VT (0), (10.2)
and the regularized part as
RVT (ω · ν) = (ω · ν)
∫ 1
0
dt ∂VT (tω · ν), (10.3)
where ∂ denotes derivative with respect to the argument, so that ∂VT (tω ·ν) = ∂VT (x)/∂x|x=tω·ν. We
shall call L and R the localization and regularization operator, respectively.
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By definition of self-energy value, one has
∂VT (tω · ν) = εkT
 ∏
v∈B(T )
Fv
 ∑
ℓ∈L(T )
∂g(nℓ)(ω · νℓ(t))
 ∏
ℓ′∈L(T )\ℓ
g(nℓ′)(ω · νℓ′(t))
 , (10.4)
where νℓ(t) = ν
0
ℓ if ℓ is not along the path connecting the external lines of T , and νℓ(t) = ν
0
ℓ + tν
otherwise.
The definition above suggests a further splitting of the tree values To each self-energy graph T we
associate a localization label which can be either L or R: the first one means that we have to compute
the self-energy value for ω · ν = 0, while the second one tells us that we have to replace VT (ω · ν)
with RVT (ω ·ν) as given by (10.3). Since a self-energy graph can contain other self-energy graphs, the
application of the localization and regularization operators has to be performed iteratively by starting
from the outermost (or maximal) self-energy graphs to end up with the innermost ones.
Lemma 10.7 Suppose that one has Gj = 0 for all j ∈ N. Then in the tree expansion of u(k)ν in (5.3)
only trees with localization label R have to been retained. ✷
Proof. Given a maximal self-energy graph T consider the localized part of its self-energy graph. First
of all note that the entering line of T cannot enters the same vertex v which the exiting line of T
comes out from (as a consequence of Lemma 10.2). For the remaining trees we can sum over all the
scale labels compatible with the cluster structure, and apply Lemma 10.5 (which allows us to replace
the support compact functions with 1). Then we can apply the cancellation mechanism leading to
Lemma 3.12: indeed one immediately realizes that the cancellation works for fixed mode labels (see
Remark 3.11).
Then VT (0) = 0, so that we can replace VT (ω · ν) with RVT (ω · ν), as given by (10.4). Here ν is
the momentum of the line entering T .
Next look at a self-energy graph T ′ contained inside T and which is maximal (that is the only self-
energy graph containing T ′ is T itself), and suppose we are considering a contribution to RVT (ω · ν)
in which the derivative acts on some propagator external to T ′. The momentum ν ′(t) flowing through
the entering line ℓinT ′ of T
′ is either ν′(t) = ν0
ℓin
T ′
or ν′(t) = ν0
ℓin
T ′
+ tν, so that for each line ℓ′ ∈ L(T ′)
one has either νℓ′ = ν
0
ℓ′ or νℓ′ = ν
0
ℓ′ +ν
′(t). So when we compute the localized part of the self-energy
value of T ′, we have to put ν ′(t) = 0, and we can reason exactly as before for T : then the same
cancellation mechanism applies.
If instead the derivative in (10.4) acts on the self-energy value VT (ω · ν ′(t)) than we can write
VT (ω · ν′(t)) = LVT (ω · ν ′(t)) +RVT (ω · ν ′(t)), and of course the first term gives no contribution as
it is a constant. Hence also in such a case we can get rid of the localized part of the self-energy value.
We can iterate the argument until no further self-energy graph is left, and the assertion follows.
Hence we have to consider the tree expansion (5.3), and retain only self-energy clusters with lo-
calization label R. The discussion then becomes standard (see for instance Ref. [15]), and for each
self-energy graph T , if ν is the momentum flowing through its external lines, we obtain a gain factor
ω ·ν, which compensate exactly one of the propagators of the external lines of T , say that of the exiting
line (self-energy line). Of course one has to control that no line is differentiated more than once, but
this is a standard argument (again we refer to Ref. [15] for details). At the end we obtain that Val(θ)
admits a bound like (5.6), with the only difference that the propagators can be differentiated so that
they have to be bounded as they were quadratic and not linear. On the other hand only normal lines
have to be considered, as the self-energy lines are compensated by the mechanism described above, and
they are bounded through (5.5). And the bound (5.5) still holds with the new definition of self-energy
graph, as shown in Ref. [15].
The conclusion is that the series defining u(t) is convergent, and it turns out to be analytic in ε. In
particular this means that no value of ε has to be discarded in such a case. Moreover 〈g〉 = 0, because
38
〈g〉 = iε〈Qu〉, and 〈Qu〉 = 0 by item (a) in Proposition 3.15 and the hypothesis that one has Gj = 0
for all j ∈ N. In particular one has Ωε = Ω0.
Therefore the case in which Gj = 0 for all j corresponds to have an integrable system. Note that
the condition Gj = 0 for all j ∈ N is a condition on the perturbation itself, so that it is not something
that has to be checked while carrying on any iterative scheme to solve the problem.
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