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Chapter 6
Stein’s method, Malliavin calculus, Dirichlet forms and the
fourth moment theorem
Louis H.Y. Chen∗ and Guillaume Poly†
The fourth moment theorem provides error bounds of the order
√
E(F 4)− 3 in
the central limit theorem for elements F of Wiener chaos of any order such that
E(F 2) = 1. It was proved by Nourdin and Peccati [31] using Stein’s method
and the Malliavin calculus. It was also proved by Azmoodeh, Campese and
Poly [2] using Stein’s method and Dirichlet forms. This paper is an exposition on
the connections between Stein’s method and the Malliavin calculus and between
Stein’s method and Dirichlet forms, and on how these connections are exploited
in proving the fourth moment theorem.
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1. Introduction
In 2005, Nualart and Peccati [36], discovered the remarkable fact that a sequence
of multiple Wiener-Itoˆ integrals, that is, members of a Wiener chaos, converges in
distribution to a Gaussian random variable if and only if their second and fourth
moments converge to the corresponding moments of the limiting random variable.
The proof in [36] relies on a theorem in stochastic calculus, namely the Dubins-
Schwarz Theorem. Although the proof is elegant, it does not provide good bounds
on the distances (for instance, the Kolmogorov distance) between the sequence and
its limit.
A few years later, the result of Nualart and Peccati [36] was generalized and
developed further by Peccati and Tudor [38] and also by Nourdin and Peccati [31].
Peccati and Tudor [38] considered the multivariate central limit theorem for vectors
of multiple Wiener-Itoˆ integrals and established that if the covariance matrices of
the vectors of multiple Wiener-Itoˆ integrals converge to that of a Gaussian vector,
then joint convergence in distribution to Gaussian is equivalent to coordinate-wise
convergence in distribution to Gaussian. As an application of this result, the central
limit theorem for any sequence of random variables can be established by proving
a central limit theorem for each term in the chaos expansion.
Another significant development from the work of Nualart and Peccati [36] is
that of Nourdin and Peccati [31]. Developing considerably a remarkable intuition
of Nualart and Ortiz-Latorre in [35], Nourdin and Peccati [31] established a funda-
mental connection between Stein’s method and the Malliavin calculus via the use
of the Malliavin operators (D, δ,L). This connection resulted in the derivation of
errors bounds, often optimal, in the central limit theorems for random variables in
the Wiener space. Of special interest in this paper is the proof of error bounds in
the central limit theorem for multiple Wiener-Itoˆ integrals, which we call the fourth
moment theorem.
The success of such a connection relies on the fact that both Stein’s method and
the Malliavin calculus are built on some integration by parts techniques. In addition,
the operators of the Malliavin calculus, D, δ,L, satisfy several nice integration by
parts formulae which fit in perfectly with the so-called Stein equation. For a good
overview of these techniques, we refer to the following website.
https://sites.google.com/site/malliavinstein/home
The work of Nourdin and Peccati [31] has added a new dimension to Stein’s
method. Their approach of combining Stein’s method with the Malliavin calculus
has led to improvements and refinements of many results in probability theory,
such as the Breuer-Major theorem [10]. More recently, this approach has been
successfully used to obtain central limit theorems in stochastic geometry, stochastic
calculus, statistical physics, and for zeros of random polynomials. It has also been
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extended to different settings as in non-commutative probability and Poisson chaos.
Of particular interest is the connection between the Nourdin-Peccati analysis and
information theory, which was recently revealed in [27, 34]. An overview of these
new developments can also be found in the above website.
The approach of Nourdin and Peccati [31] entails the use of the so-called product
formula for Wiener integrals. The use of this formula makes the proofs rather
involved since it relies on subtle combinatorial arguments. Very recently, starting
with the work of Ledoux [26], a new approach to the fourth moment theorem was
developed by Azmoodeh, Campese and Poly [2] by combining Stein’s method with
the Dirichlet form calculus. An advantage of this new approach is that it provides a
simpler proof of the theorem by avoiding completely the use of the product formula.
Moreover, since a Dirichlet space is a more general concept than the Wiener space,
the former contains examples of fourth moment theorems that cannot be realized
on the latter.
A more algebraic flavor of this approach has enabled Azmoodeh, Malicet and
Poly [3] to prove that convergence of pairs of moments other than the 2nd and 4th
(for example, the 6th and 68th) also implies the central limit theorem. This new
approach seems to open up new possibilities and perhaps also central limit theorems
on manifolds.
This paper is an exposition on the connections between Stein’s method and the
Malliavin calculus and between Stein’s method and Dirichlet forms, and on how
these connections are exploited in proving the fourth moment theorem.
2. Stein’s method
2.1. How it began
Stein’s method began with Charles Stein using his own approach in the 1960’s to
prove the combinatorial central limit theorems of Wald and Wolfowitz [44] and of
Hoeffding [24]. Motivated by permutation tests in nonparametric statistics, Wald
and Wolfowitz [44] proved that under certain conditions,
∑n
i=1 aibpi(i) converges
in distribution to the standard normal distribution N (0, 1), where {ai, bj : i, j =
1, . . . , n} are real numbers and pi a random permutation of {1, . . . , n}. Hoeffding
[24] generalized the result of Wald and Wolfowitz [44] to
∑n
i=1 cipi(i), where {cij :
i, j = 1, . . . , n} is a square array of real numbers and pi a random permutation of
{1, . . . , n}.
Let W =
∑n
i=1 cipi(i) and let φ be the characteristic function of W . Assume
ci· = c·j = 0 where ci· =
∑n
j=1 cij/n and c·j =
∑n
i=1 cij/n (which implies E[W ] =
0), and also assume Var(W ) = 1. While using exchangeable pairs to show that
φ′(t) ≃ −tφ(t) (2.1)
Stein realized that there was nothing special about the complex exponentials. Since
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φ′(t) = iE
[
WeitW
]
and −tφ(t) = −tE[eitW ] = − 1
i
E
[
∂
∂W
eitW
]
, replacing the com-
plex exponential by an arbitrary function f , (2.1) becomes
E
[
Wf(W )
] ≃ E[f ′(W )].
By letting f be a solution, say fh, of the differential equation
f ′(w) − wf(w) = h(w)− E[h(Z)],
where h is a bounded function and Z ∼ N (0, 1), one obtains
E
[
h(W )
]− E[h(Z)] = E[f ′h(W )−Wfh(W )].
How close L (W ) is to N (0, 1) can then be determined by bounding E[f ′h(W ) −
Wfh(W )
]
. There is no inversion of the characteristic function.
This story of how Stein’s method began is based on personal communications
with Charles Stein and Persi Diaconis and also on an interview of Stein in Leong [28].
2.2. A general framework
Stein’s method for normal approximation was published in his seminal 1972 paper
in the Proceedings of the Sixth Berkeley Symposium. Although the method was
developed for normal approximation, Stein’s ideas were very general and the method
was modified by Chen [13] for Poisson approximation. Since then the method has
been constantly developed and applied to many approximations beyond normal
and Poisson and in finite as well as infinite dimensional spaces. As Stein’s method
works well for dependent random variables, it has been applied, and continues to
be applied, to a large number of problems in many different fields. The method,
together with its applications, continues to grow and remains a very active research
area. See, for example, Stein [43], Arratia, Goldstein and Gordon [1], Barbour, Holst
and Janson [8], Diaconis and Holmes [21], Barbour and Chen [6, 7], Chatterjee,
Diaconis and Meckes [12], Chen, Goldstein and Shao [15], Ross [40], Shih [41],
Nourdin and Peccati [32], and Chen and Ro¨llin [16, 17].
In a nutshell, Stein’s method can be described as follows. Let W and Z be
random elements taking values in a space S and let X and Y be some classes of
real-valued functions defined on S. In approximating the distribution L (W ) of W
by the distribution L (Z) of Z, we write E
[
h(W )
] − E[h(Z)] = E[Lfh(W )] for a
test function h ∈ Y, where L is a linear operator (Stein operator) from X into Y
and fh ∈ X a solution of the equation
Lf = h− E[h(Z)] (Stein equation). (2.2)
The error E
[
Lfh(W )
]
can then be bounded by studying the solution fh and
exploiting the probabilistic properties of W . The operator L characterizes L (Z) in
the sense that L (W ) = L (Z) if and only if for a sufficiently large class of functions
f we have
E
[
Lf(W )
]
= 0 (Stein identity). (2.3)
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In normal approximation, where L (Z) is the standard normal distribution, the
operator used by Stein [42] is given by Lf(w) = f ′(w) − wf(w) for w ∈  , and in
Poisson approximation, where L (Z) is the Poisson distribution with mean λ > 0,
the operator L used by Chen [13] is given by Lf(w) = λf(w+1)−wf(w) for w ∈ +.
However the operator L is not unique even for the same approximating distribution
but depends on the problem at hand. For example, for normal approximation
L can also be taken to be the generator of the Ornstein-Uhlenbeck process, that
is, Lf(w) = f ′′(w) − wf ′(w), and for Poisson approximation, L taken to be the
generator of an immigration-death process, that is, Lf(w) = λ[f(w + 1)− f(w)] +
w[f(w − 1)− f(w)]. This generator approach, which is due to Barbour [4], allows
extensions to multivariate and process settings. Indeed, for multivariate normal
approximation, Lf(w) = ∆f(w) − w · ∇f(w), where f is defined on the Euclidean
space; see Barbour [5] and Go¨tze [23], and also Reinert and Ro¨llin [39] and Meckes
[30].
2.3. Normal approximation
In many problems of normal approximation, the random variable W whose distri-
bution is to be approximated satisfies this equation
E
[
Wf(W )
]
= E
[
T1f
′(W + T2)
]
. (2.4)
where T1 and T2 are some random variables defined on the same probability space
asW , and f is an absolutely continuous function for which the expectations in (2.4)
exist. Examples of W satisfying this equation include sums of locally dependent
random variables as considered in Chen and Shao [19] and exchangeable pairs as
defined in Stein [43]. More generally, a random variable W satisfies (2.4) if there
is a Stein coupling (W,W ′, G) where W,W ′, G are defined on a common probabil-
ity space such that E
[
Wf(W )
]
= E
[
Gf(W ′) − Gf(W )] for absolutely continuous
functions f for which the expectations exist (see Chen and Ro¨llin [17]). In all
cases it is assumed that E
[
W
]
= 0 and Var(W ) = 1. Letting f(w) = w, we have
1 = E
[
W 2
]
= E
[
T1
]
.
As an illustration, let (W,W ′) be an exchangeable pair of random variables
with E(W ) = 0 and Var(W ) = 1 such that E
[
W ′ − W |W ] = −λW for some
λ > 0. Since the function (w,w′) 7−→ (w′−w)(f(w′)+f(w)) is anti-symmetric, the
exchangeability of (W,W ′) implies
E
[
(W ′ −W )(f(W ′) + f(W ))] = 0.
From this we obtain
E
[
Wf(W )
]
=
1
2λ
E
[
(W ′ −W )(f(W ′)− f(W ))
]
=
1
2λ
E
[
(W ′ −W )2
∫ 1
0
f ′(W + (W ′ −W )t)dt
]
= E
[
T1f
′(W + T2)
]
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where T1 =
1
2λ
(W ′ −W )2, T2 = (W ′−W )U , and U uniformly distributed on [0, 1]
and independent of W,W ′, T1 and T2.
Let fh be the unique bounded solution of the Stein equation
f ′(w) − wf(w) = h(w)− E[h(Z)], (2.5)
where w ∈  , Z ∼ N (0, 1), and h a bounded test function.
The following boundedness properties of fh are useful for bounding the errors
in the approximation.
If h is bounded, then
‖fh‖∞ ≤
√
2pi‖h‖∞, ‖f ′h‖∞ ≤ 4‖h‖∞.
If h is absolutely continuous, then
‖fh‖∞ ≤ 2‖h′‖∞, ‖f ′h‖∞ ≤
√
2/pi‖h′‖∞, ‖f ′′h‖∞ ≤ 2‖h′‖∞.
If h = 1(−∞,x], then for all w, v ∈ ,
0 ≤ fh(w) ≤
√
2pi/4, |wfh(w)| ≤ 1, |f ′h(w)| ≤ 1, |f ′h(w)− f ′h(v)| ≤ 1.
These can be found in Lemmas 2.4 and 2.5 of Chen, Goldstein and Shao [15]
and in Lemma 2.2 of Chen and Shao [20]
Assume that E
[
W
]
= 0 and Var(W ) = 1. From (2.4) and (2.5),
E
[
h(W )
]− E[h(Z)] = E[f ′h(W )− T1f ′h(W + T2)]
= E
[
T1(f
′
h(W )− f ′h(W + T2))
]
+ E
[
(1− T1)f ′h(W )
]
(2.6)
Different techniques have been developed for bounding the error term on the
right side of (2.6). We will consider two special cases.
Case 1. Assume that T1 = 1. This is the case of zero-bias coupling. See
Goldstein and Reinert [22], and also Chen, Goldstein and Shao [15]. Let h be
absolutely continuous such that h′ is bounded. From (2.6),
|E[h(W )]− E[h(Z)]| = |E[ ∫ T2
0
f ′′h (W + t)dt
]
| ≤ ‖f ′′h‖∞E
[|T2|] ≤ 2‖h′‖∞E[|T2|].
From this we obtain the following bound on the Wasserstein distance betweenL (W )
and N (0, 1).
dW(L (W ),N (0, 1)) := sup
|h(x)−h(y)|≤|x−y|
|E[h(W )] − E[h(Z)]| ≤ 2E[|T2|].
Note that dW(L (W ),N (0, 1)) = ‖F − Φ‖1 where F (x) = P (W ≤ x) and Φ(x) =
P (Z ≤ x).
If W = X1+ · · ·+Xn where X1, . . . , Xn are independent random variables with
E[Xi] = 0, Var(Xi) = σ
2 and E
[|Xi|3] = γi < ∞, then T2 = ξI − XI where the
Xi, the ξi and I are independent, E
[|ξi|] = γi/2σ2i , and P (I = i) = σ2i . Note that
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∑
σ2i = Var(W ) = 1. Then the bound on the Wasserstein distance between L (W )
and N (0, 1) is 2E[|ξI −XI |] ≤ 3∑ γi.
It is more difficult to obtain a bound on the Kolmogorov distance between L (W )
and N (0, 1), namely supx∈R |P (W ≤ x) − Φ(x)|. Such a bound can be obtained
by induction or the use of a concentration inequality. For induction, see [9]. For
the use of a concentration inequality, see Chen [14] and Chen and Shao [18] for
sums of independent random variables, and Chen and Shao [19] for sums of locally
dependent random variables. See also Chen, Goldstein and Shao [15]. For sums of
independent random variables, Chen and Shao [18] obtained a bound of 4.1
∑
γi
on the Kolmogorov distance.
Case 2. Assume that T2 = 0. This is the case if W is a functional of indepen-
dent Gaussian random variables as considered by Chatterjee [11] or a functional of
Gaussian random fields as considered by Nourdin and Peccati [31]. In this case,
(2.6) becomes
E
[
h(W )
]− E[h(Z)] = E[(1− T1)f ′h(W )] = E[(1− E[T1|W ])f ′h(W )].
Let h be such that |h| ≤ 1. Then we obtain the following bound on the total
variation distance between L (W ) and N (0, 1).
dTV(L (W ),N (0, 1)) := 1
2
sup
|h|≤1
|E[h(W )] − E[h(Z)]|
≤ 1
2
‖f ′h‖∞E
[|1− E[T1|W ]|]
≤ 2
√
Var(E[T1|W ])
While Chatterjee [11] used a Poincare´ inequality of second order to bound
2
√
Var(E[T1|W ]), Nourdin and Peccati [31] deployed the Malliavin calculus. In
the next two sections, we will discuss how the Malliavin calculus is used to bound
2
√
Var(E[T1|W ]).
3. Malliavin calculus
3.1. A brief history
The Malliavin calculus was born in 1976 in a symposium in Kyoto. Paul Malliavin
presented a remarkable theory which extended the powerful calculus of variations to
the framework of stochastic calculus. The initial goal of the theory was to provide
a probabilistic proof of the Ho¨rmander criterion (Ho¨rmander [25]) of hypoellipticity
by relating the smoothness of the solutions of a second order partial differential
equation with the smoothness of the law of the solution of a stochastic differential
equation. In order to prove that a random variable X has a smooth density, Paul
Malliavin introduced the following very efficient criterion.
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Lemma 3.1. Assume that for each k ≥ 1, there is Ck > 0 such that for any φ ∈ C∞C ,
the class of C∞ functions with compact support, we have∣∣∣E [φ(k)(X)] ∣∣∣ ≤ Ck‖φ‖∞, (3.1)
then the distribution of X has a C∞ density.
In order to prove the inequality (3.1) for X , Malliavin showed, by integration by
parts, that for some suitable weight Hk,
E
[
φ(k)(X)
]
= E
[
φ(X)Hk
]
. (3.2)
Hence, (3.1) holds with Ck = E[|Hk|]. In many situations of interest, X =
F (G1, · · · , Gn) where the {Gi}i≥1 are i.i.d. Gaussian and F is smooth. The equa-
tion (3.2) can be proved by integration by parts through the ”Gaussian structure”
of X together with some ”non-degeneracy” assumption on F . Since its introduc-
tion, the Malliavin calculus has been extended and used in many different areas of
probability theory. However, regardless of the application, the central role of the
Malliavin calculus always consists in proving that some integration by parts formula
holds. In the present exposition, we use integration by parts not for proving the
smoothness of a density, but for establishing Stein’s bounds.
3.2. Malliavin derivatives
Let H be a real separable Hilbert space, typically H = L2( +) but the particular
choice of H does not matter. We denote by X = {X(h), h ∈ H } an isonormal
Gaussian process over H . That means, X is a centered Gaussian family of random
variables defined in some probability space (Ω,F , P ), with covariance given by
E[X(h)X(g)] = 〈h, g〉H ,
for any h, g ∈ H . We also assume that F is generated by X .
Let S be the set of all cylindrical random variables of the form:
F = g (X(φ1), . . . , X(φn)) , (3.3)
where n ≥ 1, g : n → is an infinitely differentiable function such that its partial
derivatives have polynomial growth, and φi ∈ H , i = 1, . . . , n. The Malliavin
derivative of F with respect to X is the element of L2(Ω,H ) defined as
DF =
n∑
i=1
∂g
∂xi
(X(φ1), . . . , X(φn))φi. (3.4)
In particular, DX(h) = h for every h ∈ H . By iteration, one can define the
m-th derivative DmF , which is an element of L2(Ω,H ⊙m) for every m ≥ 2, where
H ⊙m commonly stands for the m-th symmetric tensor product of H . Indeed, we
set
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DmF =
n∑
i1,··· ,im=1
∂mg
∂xi1 · · · ∂xim
[
X(φ1), · · · , X(φn)
]
φi1 ⊗ · · · ⊗ φim . (3.5)
We stress that we rather use a symmetric tensor product instead of the usual
one because of the celebrated Schwarz rule ∂x∂y = ∂y∂x, which forces D
mF to be
a symmetric element of H ⊙m. For m ≥ 1 and p ≥ 1,  m,p denotes the closure of
S with respect to the norm ‖ · ‖m,p, defined by the relation
‖F‖pm,p = E [|F |p] +
m∑
i=1
E
[‖DiF‖pH⊗i] .
We often use the notation ∞ :=
⋂
m≥1
⋂
p≥1
m,p. To justify properly the validity
of the closure procedure of S with respect to the norm ‖ · ‖m,p once needs to prove
that the Malliavin derivatives are closable. Indeed, the closability is required to
ensure that the limit of DFn does not depend on the choice of the approximating
sequence Fn.
Another operator closely related to D is the Ornstein-Uhlenbeck operator. For
F = φ(X(h1), · · · , X(hn)), we set
L[F ] = ∆φ(X(h1), · · · , X(hn))−
n∑
i=1
X(hi)
∂g
∂xi
(X(h1), · · · , X(hn)). (3.6)
3.3. Wiener chaos and multiple integrals
For every k ≥ 1, we denote by Hk the k-th Wiener chaos of X defined as
the closed linear subspace of L2(Ω) generated by the family of random variables
{Hk(X(h)), h ∈ H , ‖h‖H = 1}, where Hk is the k-th Hermite polynomial given by
Hk(x) = (−1)ke x
2
2
dk
dxk
(
e−
x2
2
)
.
For any k ≥ 1, we denote by H ⊗k the k-th tensor product of H . Set, for any
h ∈ H such that ‖h‖H = 1,
Ik(h
⊗k) = Hk(X(h)). (3.7)
When φ = h⊗k11 ⊗· · ·⊗h⊗kpp with (hi)1≤i≤p an orthonormal system and k1+· · ·+kp =
k, we extend (3.7) by
Ik(φ) =
p∏
j=1
Hkj (X(hj)). (3.8)
Then Ik is a linear isometry between the symmetric tensor product H
⊙k
(equipped with the modified norm
√
k!‖ · ‖H ⊗k) and the k-th Wiener chaos Hk.
In the particular case H = L2(A,A, µ), where µ is a σ-finite measure without
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atoms, then H ⊙k coincides with the space L2s(µ
k) of symmetric functions which are
square integrable with respect to the product measure µk, and for any f ∈ H ⊙k
the random variable Ik(f) is commonly denoted as the multiple stochastic integral
of f with respect to the centered Gaussian measure generated by X .
The following fact is fundamental in the theory of Gaussian spaces.
Theorem 3.1. Any random variable F ∈ L2(Ω) admits an orthogonal decomposi-
tion of the form
F = E[F ] +
∞∑
k=1
Ik(fk),
where the kernels fk ∈ H ⊙k are uniquely determined by F . In the sequel, we shall
also denote Jk(F ) = Ik(fk).
The random variables Ik(fk) inherit some properties from the algebraic structure
of the Hermite polynomials, such that the product formula (3.9) below. To state it,
let us introduce a definition. Let {ei, i ≥ 1} be a complete orthonormal system in
H .
Definition 3.1. Given f ∈ H ⊙k and g ∈ H ⊙j , for every r = 0, . . . , k ∧ j, the
contraction of f and g of order r is the element of H ⊗(k+j−2r) defined by
f ⊗r g =
∞∑
i1,...,ir=1
〈f, ei1 ⊗ · · · ⊗ eir〉H ⊗r ⊗ 〈g, ei1 ⊗ · · · ⊗ eir 〉H ⊗r .
When H = L2( +), the latter formula simply becomes
f ⊗r g(x, y)
=
∫
R
r
+
f(x1, x2, · · · , xk−r , t1, · · · , tr)g(y1, y2, · · · , yk−r, t1, · · · , tr)dt1 · · · dtr.
The contraction f ⊗r g is not necessarily symmetric, and we denote by f⊗˜rg
its symmetrization. We end this section by summarizing four important properties
of Wiener chaos which will be used in the sequel. Throughout the sequel, Ker
denotes the kernel of a linear operator and Id stands for the identity operator.
(1) Hk = Ker(L+ kId),
(2) Hk ⊂ ∞,
(3) For every (p, q) ∈ 2, we have the following product formula
Ip(f)Iq(g) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(f⊗˜rg). (3.9)
(4) For any f ∈ H ⊙k, we have the following isometry:
E[Ik(f)
2] = k!‖f‖2
H ⊗k
.
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3.4. Main properties of Malliavin operators
The Malliavin derivative D, defined in (3.4), obeys the following chain rule. If
ϕ :  n → is continuously differentiable with bounded partial derivatives and if
F = (F1, . . . , Fn) is a vector of elements of
1,2, then ϕ(F ) ∈ 1,2 and
Dϕ(F ) =
n∑
i=1
∂ϕ
∂xi
(F )DFi. (3.10)
The domain 1,2 can be precisely related to the Wiener chaos decomposition.
Indeed,
1,2 =
{
F ∈ L2(Ω) :
∞∑
k=1
k‖JkF‖2L2(Ω) <∞
}
. (3.11)
In the particular case where H = L2(A,A, µ) (with µ non-atomic), then the deriva-
tive of a random variable F in L2(Ω) whose chaotic expansion is
F = E[F ] +
∞∑
k=1
Ik(fk), with fk ∈ H ⊙k ,
can be identified with the element of L2(A× Ω) given by
DxF =
∞∑
k=1
kIk−1 (fk(·, x)) , x ∈ A. (3.12)
The notation Ik−1(fk(·, x)) means that we freeze one coordinate and take the
Wiener-Itoˆ integral of order k − 1 with respect to the k − 1 remaining coordinates.
One should notice that, since the fk are taken symmetric, then the above notation
do not depend on the choice of the frozen coordinate. As a matter of fact, DxF
(x ∈ A) is an element of L2(A×Ω). We denote by δ the adjoint of the operator D,
also called the divergence operator. We recall that δ exists since the operator D is
closed. A random element u ∈ L2(Ω,H) belongs to the domain of δ, noted Dom δ,
if and only if it verifies |E [〈DF, u〉H|] ≤ cu ‖F‖L2(Ω) for any F ∈ 1,2, where cu is
a constant depending only on u. If u ∈ Dom δ, then the random variable δ(u) is
defined by the duality relationship (customarily called integration by parts formula)
E[Fδ(u)] = E[〈DF, u〉H], (3.13)
which holds for every F ∈ 1,2. More generally, if F ∈ 1,2 and u ∈ Dom δ are such
that the three expectations E
[
F 2‖u‖2
H
], E
[
F 2δ(u)2
]
and E
[〈DF, u〉2
H
]
are finite,
then Fu ∈ Dom δ and
δ(Fu) = Fδ(u)− 〈DF, u〉H . (3.14)
The Ornstein-Uhlenbeck operator L, defined in (3.6) satisfies the following rela-
tion
L =
∞∑
k=0
−kJk, (3.15)
September 5, 2018 21:21 BC: 9129 - Festschrift Masatoshi Fukushima chapter6 page 118
118 Louis H.Y. Chen and Guillaume Poly
expressing that L is diagonalizable with spectrum − with the Wiener chaos being
its eigenspaces. Besides, the domain of L is
Dom(L) = {F ∈ L2(Ω) :
∞∑
k=1
k2 ‖JkF‖2L2(Ω) <∞} = 2,2. (3.16)
There is an important relation between the operatorsD, δ and L. A random variable
F belongs to 2,2 if and only if F ∈ Dom(δD) (i.e. F ∈ 1,2 and DF ∈ Dom δ)
and, in this case,
δDF = −LF. (3.17)
In particular, if F ∈ 2,2 and H,G ∈ 1,2 are such that HG ∈ 1,2, then
−E[HGLF ] = E[HGδDF ]
= E[〈D(HG), DF 〉H ]
= E[H〈DG,DF 〉H ] + E[G〈DH,DF 〉H ].
We end this section by introducing the operator L−1which is central in the next
section in concern with applications of the Malliavin calculus to Stein’s method. For
any F ∈ L2(Ω), we know that F can be expanded over the Wiener chaos, namely
one has F = E[F ] +
∑∞
k=1 JkF.
Thus we set
L−1F = L−1
[
F − E[F ]
]
=
∞∑
k=1
−1
k
JkF.
One can show by using (3.16) that L−1F ∈ Dom(L). Thus, relying on (3.15) we
have LL−1F = F − E[F ]. The operator L−1 is called the pseudo-inverse of L.
Notice that, since Dom(L) ⊂ 1,2
[
compare (3.11) and (3.16)
]
, for any F ∈ 1,2
the quantity < DF,−DL−1F >H is well defined.
4. Connecting Stein’s method with Malliavin calculus
As is discussed in Section 2, the Stein operator L for normal approximation is given
by Lf(w) = f ′(w)− wf(w) and the equation
E
[
f ′(Z)− Zf(Z)] = 0 (4.1)
holds for absolutely continuous functions f for which the expectations exist if and
only if Z ∼ N (0, 1). Interestingly, this equation is nothing but a simple consequence
of integration by parts. Since there is the integration by parts formula of the
Malliavin calculus for functionals of general Gaussian processes, there is a natural
connection between Stein’s method and the Malliavin calculus. Indeed, integration
by parts has been used in less general situations to construct the equation
E[Wf(W )] = E[Tf ′(W )] (4.2)
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which is Case 2 of (2.4) discussed in Subsection 2.3. Let us provide two examples
below.
Example 4.1. Assume E[W ] = 0 and Var(W ) = 1. Then we have E[T ] = 1. If W
has a density ρ > 0 with respect to the Lebesgue measure, then by integration by
parts, W satisfies (4.2) with T = h(W ), where
h(x) =
∫∞
x
yρ(y)dy
ρ(x)
.
If ρ is the density of N (0, 1), then h(w) = 1 and (4.2) reduces to (4.1).
Example 4.2. Let X = (X1, . . . , Xd) be a vector of independent Gaussian random
variables and let g :  d → be an absolutely continuous function. Let W = g(X).
Chatterjee in [11] used Gaussian interpolation and integration by parts to show that
W satisfies (4.2) with T = h(X) where
h(x) =
∫ 1
0
1
2
√
t
E
[ d∑
i=1
∂g
∂xi
(x)
∂g
∂xi
(
√
tx+
√
1− tX)]dt.
If d = 1 and g the identity function, then W ∼ N (0, 1), h(x) = 1, and again (4.2)
reduces to (4.1).
As the previous example shows (see Chatterjee [11] for details), it is possible to
construct the function h when one deals with sufficiently smooth functionals of a
Gaussian vector. This is part of a general phenomenon discovered by Nourdin and
Peccati in [31]. Indeed, consider a functional F of an isonormal Gaussian process
X = {X(h), h ∈ H } over a real Hilbert space H . Assume F ∈ 1,2, E[F ] = 0
and Var(F ) = 1. Let f : → be a bounded C1 function having a bounded
derivative. Since L−1F ∈ Dom(L), L−1F ∈ 2,2 and DL−1F ∈ Dom δ. By (3.17)
and E[F ] = 0, we have
F = LL−1F = δ(−DL−1F ).
Therefore
E[Ff(F )] = E[LL−1F × f(F )] = E[δ(−DL−1F )f(F )].
By the integration by parts formula (3.13),
E[δ(−DL−1F )f(F )] = E[〈Df(F ),−DL−1F 〉H ]
and by the chain rule,
E[〈Df(F ),−DL−1F 〉H ] = E[f ′(F )〈DF,−DL−1F 〉H ].
Hence
E[Ff(F )] = E[f ′(F )〈DF,−DL−1F 〉H ]
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and F satisfies (4.2) with T = 〈DF,−DL−1F 〉H .
Now let fh be the unique bounded solution of the Stein equation (2.5) where
h :  → is continuous and |h| ≤ 1. Then fh ∈ C1 and ‖f ′h‖∞ ≤ 4‖h‖∞ ≤ 4, and
we have
E[h(F )]− E[h(Z)] = E{f ′h(F )[1− 〈DF,−DL−1F 〉H ]}
= E{f ′h(F )[1− E(〈DF,−DL−1F 〉H |F )]}.
Therefore
sup
h∈C,|h|≤1
|E[h(F )]− E[h(Z)]| ≤ ‖f ′h‖∞E
[
|1− E(〈DF,−DL−1F 〉H |F )|
]
≤ 4E
[
|1− E(〈DF,−DL−1F 〉H |F )|
]
.
If F has a density with respect to the Lebesgue measure, then
dTV(L (F ),N (0, 1)) := 1
2
sup
|h|≤1
|E[h(F )]− E[h(Z)]|
=
1
2
sup
h∈C,|h|≤1
|E[h(F )]− E[h(Z)]|
≤ 2E
[
|1− E(〈DF,−DL−1F 〉H |F )|
]
.
If, in addition, F ∈ 1,4, then 〈DF,−DL−1F 〉H is square-integrable and
E
[
|1− E(〈DF,−DL−1F 〉H |F )|
]
≤
√
Var[E(〈DF,−DL−1F 〉H |F )].
Thus we have the following theorem of Nourdin and Peccati (2011).
Theorem 4.1. Let F ∈ 1,2 such that E[F ] = 0 and Var(F ) = 1. If F has a
density with respect to the Lebesgue measure, then
dTV(L (F ),N (0, 1)) ≤ 2E
[
|1− E(〈DF,−DL−1F 〉H |F )|
]
. (4.3)
If, in addition, F ∈ 1,4, then
dTV(L (F ),N (0, 1)) ≤ 2
√
Var[E(〈DF,−DL−1F 〉H |F )]. (4.4)
The bound (4.4) is optimal for normal approximation for functionals of Gaussian
processes. Many examples can be found in the literature, and the reader is referred
to this website
https://sites.google.com/site/malliavinstein/home
for a complete overview. One can also consult the good survey Peccati [37] with an
emphasis on recent developments. For the sake of completeness, we shall illustrate
the optimality of the bound (4.4) using the example of the quadratic variation of
a fractional Brownian motion. To do this, let H ∈ (0, 1) be the Hurst parameter
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of a fractional Brownian motion {BHt }t>0. It is well known from the Breuer-Major
Theorem that if 0 < H < 34 , then for some suitable σH > 0,
Fn,H :=
1
σH
√
n
n∑
k=1
(
(BHk+1 −BHk )2 − 1
) L−−−−→
n→∞
N (0, 1).
Similarly, if H = 34 , then one can prove that for some σ 34 > 0, we have
Fn, 34 :=
1
σ 3
4
√
n logn
n∑
k=1
(
(B
3
4
k+1 −B
3
4
k )
2 − 1
)
L−−−−→
n→∞
N (0, 1).
Using the fact that (BHk+1 − BHk )2 − 1 is an element of the second
Wiener chaos, and the equation (3.4), one can obtain explicit bounds on
Var[E(〈DFn,H ,−DL−1Fn,H〉H ] (see Nourdin and Peccati [33]). Since
Var[E(〈DF,−DL−1F 〉H |F )] ≤ Var[E(〈DF,−DL−1F 〉H ],
it follows from (4.4) that
dTV (Fn,H , G) ≤ cH


1√
n
if H ∈ (0, 58 )
(logn)
3
2√
n
if H = 58
n4H−3 if H ∈ (58 , 34 )
1
logn if H =
3
4 .
These bounds are shown to be optimal in Nourdin and Peccati [33]. We wish
to mention that for H > 34 , Fn,H does not converge to a Gaussian distribution.
Instead, it converges to the so-called Hermite distribution, which belongs to the
second Wiener chaos and is therefore not Gaussian.
5. The Nualart-Peccati criterion of the fourth moment and
Ledoux’s idea
5.1. Some history
During the year 2005, in the seminal article [36], David Nualart and Giovanni
Peccati discovered the following remarkable fact. Take Fn = Ik(fn) a sequence
of elements of the k-th Wiener chaos. Then, Fn converges in law towards the
Gaussian measure N (0, 1) if and only if E[F 2n ] → 1 and E[F 4n ] → 3. This result
can be seen as a drastic simplification of the so-called method of moments which
consists in proving that E[F p] → ∫
R
xpe−
x2
2
dx√
2pi
, for each positive integer p. A
bit later, in Peccati and Tudor [38], the strength of this theorem was considerably
reinforced by its multivariate counterpart. Indeed, Giovanni Peccati and Ciprian
Tudor proved that a random vector Fn = (F1,n, · · · , Fd,n) with chaotic components
converges in distribution towards a Gaussian vector with covariance C if and only
if the covariance of Fn converges to C and for each i ∈ {1, · · · , d}, Fi,n converges
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in distribution to N [0, C(i, i)]. That is to say, for chaotic random variables, the
componentwise converges implies the joint convergence. This observation yielded
to a very efficient strategy for proving central convergence in the Wiener space, by
somehow decomposing the convergence on each Wiener chaos. This approach, which
is more and more used by practitioners as an alternative to the semi-martingale
approach, is at the heart of a very active line of research. See this website for
details and an exhaustive overview.
https://sites.google.com/site/malliavinstein/home
5.2. Overview of the proof of Nourdin and Peccati
Whereas the original proof of the fourth moment Theorem relied on some tools
of stochastic analysis, Ivan Nourdin and Giovanni Peccati produced a new proof
in [31] based on a suitable combination of Malliavin calculus and Stein’s method.
As noticed by the Nourdin and Peccati in [31] and in conclusion of previous sections
3 and 4, one is left to show that
Var(E[T1|W ]) ≤ Var
[
〈DFn,−DL−1Fn〉H
]→ 0,
under the assumptions that E[F 4n ] → 3 and E[F 2n ] → 1, if {Fn} is a sequence of
elements in the k-th Wiener chaos. In fact, following their strategy we will prove
that
Var
[
〈DFn,−DL−1Fn〉H
]
≤ k − 1
3k
[
E[F 4n ]− 3E[F 2n ]
]
. (5.1)
Step 1: computing Var
[〈DFn,−DL−1Fn〉H ].
By equation (3.12), one hasDFn(t) = DIk(fn)(t) = kIk−1(fn(·, t)). By applying
the product formula for multiple integrals (3.9), we get:
1
k
〈DFn, DFn〉H = k
∫ ∞
0
Ik−1(fn(·, t))2dt
= k
∫ ∞
0
k−1∑
r=0
r!
(
k − 1
r
)2
I2k−2−2r
[
fn(·, t)⊗˜rfn(·, t)
]
dt
= k
k−1∑
r=0
r!
(
k − 1
r
)2
I2k−2−2r
[ ∫ ∞
0
fn(·, t)⊗˜rfn(·, t)dt
]
= k
k∑
r=1
(r − 1)!
(
k − 1
r − 1
)2
I2k−2r
[
fn⊗˜rfn
]
.
= k
k−1∑
r=1
(r − 1)!
(
k − 1
r − 1
)2
I2k−2r
[
fn⊗˜rfn
]
+ k!‖f‖2H .
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Taking into account that E[〈DFn, DFn〉H ] = kE[F 2n ] = kk!‖f‖2H , the orthogo-
nality of the Wiener chaos entails that:
Var
[〈DFn,−DL−1Fn〉H ] = k−1∑
r=1
r2
k2
(r!)2
(
k
r
)4
(2k − 2r)!‖fn⊗˜rfn‖2H ⊙(2k−2r) . (5.2)
Step 2: computing E[F 4n ].
By product formula again, we have
F 2n =
k∑
r=0
r!
(
k
r
)2
I2k−2r(fn⊗˜rfn).
This yields to
E[F 4n ] =
k∑
r=0
(r!)2
(
k
r
)4
(2k − 2r)!‖fn⊗˜rfn‖2H ⊙(2k−2r) .
Unfortunately the latter expression is not immediately comparable with (5.2) be-
cause the “zero contractions” ‖fn⊗˜0fn‖2H ⊙(2k−2r) do not appear in the decompo-
sition of 〈DFn, DFn〉H . To face this problem, one has to take into account an
intermediary expression, namely E[F 2n〈DFn, DFn〉H ] = k3E[F 4n ]. After few com-
binatorial arguments respective to the symmetrizations of the contractions of the
kernels fn appearing in the scalar product, and by a suitable comparison of the
terms E[F 4n ], Var(〈DFn, DFn〉H ) and E[F 2n〈DFn, DFn〉H ] one may show that:
E[F 4n ]− 3E[F 2n ]2 =
3
k
k−1∑
r=1
r(r!)2
(
k
r
)4
(2k − 2r)!‖fn⊗˜2k−2rfn‖2H ⊙(2k−2r) . (5.3)
Since this part is rather technical and irrelevant for our purpose, we refer the reader
to the book Nourdin Peccati [32] for more precise arguments. By comparing the
equations (5.2) and (5.3), one may recover (5.1).
5.3. About Ledoux’s generalization
As we just showed, the usual way of proving the inequality (5.1) relies heavily on
the product formula for multiple Wiener integrals. In particular, this gives the
impression that the various combinatorics coefficients appearing in the formulae
(5.1), (5.2) and (5.3) are playing a major role in the phenomenon. In 2012, in the
very insightful article [26], Michel Ledoux tried to tackle this problem by using a
more “algebraic” approach based on spectral theory and Γ-calculus. In particular,
he was able to prove the inequality (5.1) without using the product formula, under
some suitable spectral conditions. Unfortunately, the provided conditions seemed
rather difficult to check in practice, and no new structure (in addition to the Wiener
space one) with a fourth moment phenomenon was given.
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6. The general fourth moment Theorem for Dirichlet forms
In this section, we keep the remarkable intuition of Ledoux in [26] of exploiting
the algebraic and spectral properties of the chaotic random variables rather than
product formulae techniques. However, at the very beginning, we will take a dif-
ferent path. As we will show, the fourth moment Theorem turns out to be a direct
consequence of a very simple spectral assumption. This simplification will allow us
to produce various examples of new structures where the phenomenon holds. We
will make a crucial use of the very powerful formalism of Dirichlet forms to achieve
our goals.
6.1. The Dirichlet structures
Originated from potential theory and physics, the Dirichlet form theory has become
a central object in analysis. Under the impulsion of Beurling, Deny, Fukushima,
Meyer or Mokobodzki, just to name a few, the Dirichlet forms theory has unveiled
beautiful ramifications in many area of mathematics such as geometric measure
theory, partial differential equations, Markov processes, Malliavin calculus... Here,
we will adopt a modern formalism, namely the notion of Dirichlet structure.
We will say that a Dirichlet structure is a set (E,F , µ,  ,Γ) such that:
(1) (E,F , µ) is a probability space,
(2) is a vector space dense in L2(µ),
(3) Γ : × → L1(µ) is a bilinear, symmetric and non-negative operator,
(4) endowed with the norm ‖X‖D =
√
E
[
X2
]
+ E
[
Γ[X,X ]
]
is complete.
(5) For any vectors X = (X1, · · · , Xp) ∈ p and Y = (Y1, · · · , Yq) ∈ q, for any
functions F ∈ C1( p, ) ∩ Lip and G ∈ C1( q, ) ∩ Lip we have F (X) ∈ and
G(Y ) ∈ . Besides, one has the following functional calculus
Γ[F (X), G(Y )] =
p∑
i=1
q∑
j=1
∂iF (X)∂jG(Y )Γ[Xi, Yj ]. (6.1)
The mapping (X,Y )→ E[X,Y ] = E[Γ[X,Y ]] is customarily called the Dirichlet
form associated with the carre´-du-champ operator Γ . For any of theses structures,
one may associate another operator L defined on some domain dom(L) dense in
such that the next integration by parts holds for any (X,Y ) ∈ dom(L)× dom(L).
E
[
Γ[X,Y ]
]
= −E[XL[Y ]] = −E[Y L[X ]]. (6.2)
Besides, one may derive from (1-5) the next relation between Γ and L.
2Γ[X,Y ] = L[XY ]− Y L[X ]−XL[Y ] (6.3)
In addition to assumptions (1-5) which characterize a general Dirichlet structure,
we assume further that
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(H1) −L is diagonalizable with spectrum {0 = λ0 < λ1 < λ2 < · · · < λp < · · · },
(H2) For each X ∈ Ker(L+ λkId),
X2 ∈
⊕
α≤2λk
Ker(L + αId).
Before stating and proving our result, we stress that the previous framework covers
the case of the Wiener structure. Indeed, for the Wiener structure, Γ[F,G] =
〈DF,DG〉H defined on  1,2 and the corresponding L is the Ornstein-Uhlenbeck
operator. Properties (1-3) are straightforward, (4) proceeds from the closability of
1,2 see subsection (3.2), and (5) is a consequence of the chain rule (3.10). (H1)
comes from (3.15) and (H2) is a trivial consequence of the product formula (3.9).
6.2. Fourth moment theorem for Dirichlet structures with (H1) and
(H2)
Let X be an eigenfunction of −L associated with eigenvalue λk with E[X2] = 1.
We will show that
Var(Γ[X,X ]) ≤ λ
2
k
3
(E[X4]− 3) (6.4)
Suppose that the inequality (6.4) is true and take φ any test function. On the one
hand we have by the chain rule (5) that Γ[φ(X), X ] = φ′(X)Γ[X,X ]. On the other
hand, by integrations by parts (6.2) we also have E[φ′(X)Γ[X,X ]] = λkE[Xφ(X)].
Thus we are in the setting of the case 2 of the section 2.3 and one has the inequality
dTV(L (X),N (0, 1)) ≤ E
∣∣∣Γ[X,X ]
λk
− 1
∣∣∣ ≤ 1
λk
√
Var(Γ[X,X ]). (6.5)
We used above the fact that E
[
Γ[X,X ]
]
= −E[XL[X ]] = λk. Now, using (6.3) and
taking into account that X is actually an eigenfuntion of L, we derive Γ[X,X ] =
1
2
[
L + 2λkId
]
[X2]. Hence, we get
[
Γ[X,X ] − λk
]
= 12
[
L + 2λkId
]
[X2 − 1]. The
rest of the proof is as follows. We use (H2) to say that X2 and hence X2 − 1 are
expanded in finitely many eigenspaces of −L with maximum eigenvalue being 2λk.
Var(Γ[X,X ]) = E
[1
2
[
L+ 2λkId
]
[X2 − 1]× 1
2
[
L+ 2λkId
]
[X2 − 1]]
=
1
2
E
[
L[X2 − 1]× 1
2
[
L+ 2λkId
]
[X2 − 1]]
+ λkE
[
(X2 − 1)× 1
2
[
L+ 2λkId
]
[X2 − 1]]
=
(H2)
1
4
∑
λi≤2λk
(−λi)(2λk − λi)E
[
Jk[X
2 − 1]2]
+ λkE
[
(X2 − 1)[Γ[X,X ]− λk]]
≤
(H2)
λkE
[
(X2 − 1)Γ[X,X ]
]
− λ2kE[X2 − 1]
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=
(5)
λkE
[
Γ[
X3
3
−X,X ]
]
=
(6.2)
λ2k
[
E[X4]
3
− 1
]
.
So, the proof of (6.4) is done and one has shown (by dividing by λk) that
Var(Γ[X,
X
λk
]) ≤
[
E[X4]
3
− 1
]
. (6.6)
Relying on the equations (6.1) and (6.2) it is easy to see that for any function f
bounded with bounded derivatives
E
[
f ′(X)Γ[X,
X
λk
]
]
= E [f(X)X ] .
Since Γ[X, X
λk
] plays the same role as the term “〈DF,−DL−1F 〉H ” of Section 4,
Theorem 4.1 applies and can be combined with (6.6). Now take Xn as a sequence
of eigenfunctions of L with same eigenvalue, such that E[X2n] = 1. We deduce that
dTV(L (Xn),N (0, 1)) ≤
√
E[X4n]
3
− 1.
In particular, if E[X4n]→ 3, then we have convergence to N (0, 1) in total variation.
6.3. Dirichlet structures with (H1) and (H2)
Here we give two examples of Dirichlet structures which satisfy (H1) and (H2).
The first and most important example is provided by the Wiener space. First
from equation 3.15, one can see that the so-called Ornstein-Uhlenbeck operator is
diagonalizable with spectrum  and the Wiener chaos are its eigenspaces. This fact
shows that the assumption (H1) is fulfilled. One the other hand, take k ∈ and
X = Ik(f) some element of the k-th Wiener chaos. By using the product formula
(3.9),
X2 =
k∑
r=0
k!
(
k
r
)2
I2k−2r(f⊗˜rf).
From which one can deduce that
X2 ∈
⊕
r≤2k
Ker(L+ rId).
Hence (H1) and (H2) hold true for the Wiener structure. One should notice, that
the precise combinatorial coefficients arising in the product formula play no role in
the assumption (H2). In some sense, the approach by Dirichlet forms being less
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combinatoric is more direct than the usual proof in Nualart Peccati [36].
Not only the Dirichlet forms approach simplifies the proof of the Nualart-Peccati
criterion, but also enables one to give new examples of Dirichlet structures where a
fourth moment phenomenon holds. In order to avoid technicalities, we restrict the
exposition to the finite dimensional case. So, let us introduce the Laguerre Dirichlet
structure. Let ν ≥ −1, and pi1,ν(dx) = xν−1 e−xΓ(ν)1(0,∞)(x)dx be the Gamma distri-
bution with parameter ν on  +. The associated Laguerre generator is defined for
any test function φ (in dimension one) by:
L1,νφ(x) = xφ
′′(x) + (ν + 1− x)φ′(x). (6.7)
By a classical tensorization procedure, we obtain the Laguerre generator in dimen-
sion d associated to the measure pid,ν(dx) = pi1,ν(dx1)pi1,ν(dx2) · · ·pi1,ν(dxd), where
x = (x1, x2, · · · , xd).
Ld,νφ(x) =
d∑
i=1
(
xi∂i,iφ+ (ν + 1− xi)∂iφ
)
(6.8)
It is well known that (see for example Ledoux [26]) that the spectrum of Ld,ν is
given by − and moreover that
Ker(Ld,ν + pId) =


∑
i1+i2+···+id=p
α(i1, · · · , id)
d∏
j=1
L
(ν)
ij
(xj)

 , (6.9)
where L
(ν)
n stands for the Laguerre polynomial of order n with parameter ν which
is defined by
L(ν)n (x) =
x−νex
n!
dn
dxn
(
e−xxn+ν
)
.
Again, we have the following decomposition:
L2( d, pid,ν) =
∞⊕
p=0
Ker(Ld,ν + pId) (6.10)
As a matter of fact, assumption (H1) follows. Let us check assumption (H2).
Assume now that X is an eigenfunction of Ld,ν with eigenvalue −λp = −p. In par-
ticular, X is a multivariate polynomial of degree p. Therefore, X2 is a multivariate
polynomial of degree 2p. Note that by expanding X2 over the basis of multivariate
Laguerre polynomials
∏d
j=1 L
(ν)
ij
(xj), ij ≥ 0, we get that X2 has a finite expansion
over the first eigenspaces of the generator Ld,ν , i.e.
X2 ∈
M⊕
p=0
Ker(Ld,ν + pId).
Finally, by taking care of degree reasons we infer that M = 2p and thus the as-
sumption (H2) is valid in this structure.
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