Abstract. Fast Fourier transforms parallelize well but need large amounts of communication. An algorithm which concentrates all the communication in one or two transposition steps is the transpose split algorithm. Di erent transposition algorithms can be used depending on data size and communication latency. A new transpose split algorithm for real and hermitian data is presented for one, two and three dimensional transforms. This algorithm is implemented on the Fujitsu VPP 500. The Fujitsu VPP 500 is a parallel processor with a moderate number of very fast vector processors connected by a crossbar switch. Each processor has a peak performance of 1.6 G op/s and can simultaneously read and write 400 MByte/s. Very long vector length stride one implementations of multiple FFTs on one node M. Hegland, Numerische Mathematik, 68 (4), pp. 507-547, 1994] are combined with optimized transpositions. One third of peak performance was achieved on a con guration with up to 32 processors. 1. Introduction In 1965 Cooley and Tukey 2] published a fast algorithm for the discrete Fourier transform ( FFT) which revolutionized many areas of scienti c computing. What made the transform so attractive is the oating point operation count of O(n log(n)) for a transform of an array with n elements. If implemented as an ordinary matrix vector product O(n 2 ) oating point operations would be needed, even if the computation of the elements of the Fourier transform matrix was free.
Introduction
In 1965 Cooley and Tukey 2] published a fast algorithm for the discrete Fourier transform ( FFT) which revolutionized many areas of scienti c computing. What made the transform so attractive is the oating point operation count of O(n log(n)) for a transform of an array with n elements. If implemented as an ordinary matrix vector product O(n 2 ) oating point operations would be needed, even if the computation of the elements of the Fourier transform matrix was free.
It was soon seen that the individual steps of the FFT algorithm involve a large degree of parallelism 11]. This parallelism was very successfully exploited on vector processors 9, 12, 16, 13, 7, 6] . Implementations on distributed memory processors 15, 8, 5] showed that the operation count was so low that even the necessary O(n) communication contributed to a signi cant part to the overall execution time. Several attempts to reduce communication or at least overlap communication with computation 1] were made. We will discuss the transpose split algorithm. It uses very simple data distributions and only requires one communication step which essentially is a matrix transposition. We will also suggest a new variant of the transpose-split algorithm for real data which does essentially show the same features as the complex transform and even mainly uses the same basic operations while requiring half the oating point operations and storage space.
In 1993 Fujitsu Ltd Japan announced its VPP 500 vector parallel computer which seems perfectly suited for FFTs. An earlier prototype of this computer was for a long time number one in the Linpack Benchmark rating 17]. The architecture combines a moderated number (up to 222) of very e cient vector processors with 1.6 G op/s peak performance each. This gives a total of 0.36 T op/s for the full con guration. As the number of processors is kept relatively low, a crossbar switch is feasible. Communication bandwidth is 400 MByte/s per processor for each sending and receiving data which can be done in parallel. It is this high connectivity and communication bandwidth combined with the computational power that forms the basis for successful FFT implementations presented here.
Real Fourier transforms are usually interpreted as complex transforms with a special symmetry 14]. An extensive review of FFT algorithms can be found in 10].
Our algorithms obtained 1/3 of the peak performance for our FFTs on the VPP 500 where usually only between 1/10 and 1/5 is obtained by the FFT libraries on other platforms. We compare an 11 processor VPP 500 with distributed memory processors in a similar peak performance range in Table 1 . As the operation counts can vary for di erent algorithms we use as performance formula a scaled inverse time:
r FFT := t 5n log 2 (n) where t is the elapsed time and n is the size of the transform. We compared the complex one dimensional transform using 64 Bit oating point arithmetic. The transforms are self-sorting, i.e., the result is in the correct order and n = 2 22 4 10 6 , however the CM-200 data is for an unordered transform, and, if required, ordering time would have to be added.
The algorithms which we present here are included in Fujitsu's SSL II/VPP Scienti c Subroutine Library of the VPP500. They are implemented in a modular way using basic subroutines for transposition, multiple small FFTs and twiddle factor . So far they include mixed-radix, real and complex FFTs of one, two and three-dimensional arrays. All transforms are self-sorting. The remaining parts are as follows: In Section 2 we discuss the implementation of the transpose-split algorithm for complex data. The uniform exposition is new and uses matrices to represent two, three and even one dimensional data. All steps are either matrix matrix products, matrix transpositions or Hadamard (or element wise) matrix matrix products. Two algorithms for matrix transposition are compared using a simple model of communication time. In Section 3 the real FFT is discussed. As the Fourier transform of real arrays is hermitian only half the elements need to be computed and the rest can be obtained from symmetry. We show how this is done for one, two and three dimensional data. The computational steps of the splittranspose algorithms consist of multiple transforms. In order to do the transforms of 2 real arrays the arrays are combined into one complex array and the transforms of the original arrays can be obtained from the transform of the complex array 10]. Finally, we suggest split-transpose algorithms for the transforms of hermitian data. For any positive integer j the expression j 2 s shall denote a positive integer which has the same binary digits as j except for the s-th digit which has been reversed. The binary operation is the bitwise XOR operation. This product suggests splitting into two steps using the auxiliary matrix Z 2 C n m as: Z := XF m Y := F n Z: We use a distribution of X; Y and Z which partitions the columns into blocks of equal size as in Figure 1 . Actually any other column-wise balanced distribution X (3) on processor 0 X (2) X (1) X (0) on processor 3 on processor 2 on processor 1 The second splitting step needs to combine data from di erent processors. This can be done by transposing the data and using the local transforms again. The second splitting step is then done with the following three steps:
U := Z T V := UF n Y := V T : The transform step uses only the local complex Fourier transform. However, two matrix transpositions are needed. We will discuss transposition algorithms in the next subsection.
If the local transforms are in-place then the whole transform can be done using two arrays only. The algorithm for the two dimensional FFT which overwrites the data X with the transform is then X The same remarks as we made for the two dimensional case apply here as well. Furthermore, higher dimensional transforms can be treated in a similar fashion. Our implementation on a 4 processor VPP 500 required 0.92 sec for a 256 by 256 by 256 transform which corresponds to 2.2 G op/s. 2.5. The one dimensional parallel FFT. We assume that the order of the transform is nm and n and m are of the same order of magnitude. Such factors n and m can certainly be found in the mixed-radix case with radices 2,3 and 5. The one dimensional data is arranged columnwise in a two dimensional array as in X = Split transpose algorithm for 1D FFT We use the same data distribution as in the two and three dimensional case. Note that in contrast to the higher dimensional FFTs the data is overwritten by intermediate results but the nal transform is stored in a di erent array. Note that only half the amount of communication is needed compared with the higher dimensional cases.
The second step of the one dimensional algorithm is not found in the higher dimensional cases. It is often called twiddle factor multiply 10] and is the Hadamard or element wise product of X with a sub-matrix of the Fourier transform matrix F nm . Although this step does not need communication it displays some di culties which are speci c for parallel algorithms. On processor q it consists of the Hadamard product X (q) := F nm (kn=p : (k + 1)n=p ? 1; 0 : m ? 1) X (q) :
Each processor needs to compute nm=p roots of 1. Although this amounts to the same number of roots of 1 as for the case of the one processor algorithm much less symmetries can be used which a ects both performance and precision. Note that Figure 3 . Performance of the 1D complex split-transpose algorithm for various numbers of processors and problem sizes the main source of numerical error in FFTs is in the computation of these roots of 1. However, the roots of 1 can be computed recursively because of F nm (:; j + 1) = F nm (:; 1) F(:; j): Thus only one complex multiplication is needed for each entry after F(:; 1) was computed initially using trigonometric functions. In order to reduce rounding errors it is advisable to recompute F(:; j) for j = b; 2b; 3b; : : : for some b > 1, e.g., b = 10. This gives a good compromise between precision and performance.
Due to less communication the one dimensional transform needs less time than a two dimensional transform of the same size. In Figure 3 the performance of the parallel algorithm is displayed for various problem sizes and processor numbers. This gure combines 5 series of measurements. Four series were done for 2,3,4,8,16 and 32 processors. The highest points on the graph are obtained when the problem size grows with the numbers of processors. They were chosen to be 9 10 6 ; 12:9 10 6 ; 2 24 ; 36 10 6 ; 64 10 6 and 10 8 . Performance varies from 37 to 47 percent of peak performance. The other three series for 2,3,4,8,16 and 32 processors were done for constant problem sizes of 8:29 10 6 , 4 10 6 and 10 6 .
Note the performance degradation for the smaller problem sizes which is unavoidable. However, as the split transpose algorithm is scalable 4] for the crossbar switch network, the performance can be maintained if large enough problem sizes are considered. The memory capacity of one processor on the VPP 500 is up to 256 MByte per processor. Thus a transform of size 10 6 is relatively small on a 32 processor con guration. A last series of measurements was done for 1 to 11 processors and problem size 2 22 . They show that not only processor con gurations of powers of 2 give high performance, and, in particular, show that the performance of the multiprocessor code compares well with the one-processor code.
3. Real data 3.1. Preliminaries. In this section we recall some facts which underlay many algorithms for real Fourier transforms including our own. First we show that the rst We will use this type of argument for all our algorithms. Assume that two real arrays x (1) and x (2) are given and their Fourier transforms are required. Then these arrays are uniquely represented by one complex array x = x (1) + ix (2) . The Fourier transform of this array is given by So y (1) = F n x (1) and y (2) = F n x (2) are obtained by doing one complex Fourier transform y := F n x and then applying formulas 3.1 and 3.2.
3.2. Two dimensional real FFTs. Let Real 2D split transpose algorithm
We see immediately that only half the communication is required compared with the case of complex data. Furthermore the third step requires half the arithmetic operations. It can also be seen that only half the storage space is needed, which is not obvious because seemingly many auxiliary arrays are used. The rst step also needs only half the operations. We will show this in the following. The rst step transforms the rows of X. The key idea is to combine this rows in pairs and then use the idea of the previous section. Thus in a rst stage (which does not involve communication nor computation) the array X is complexi ed and this is on each processor:X U := Z T U := UF n :
Split transpose algorithm for 1D real FFT Note that the the same transforms can be done with ! n replaced by ! n which gives the inverse transform of real data.
In Table 2 we display the performance of some real 1D transforms for a transform of size 2 10 = 1M. As we have looked at a 4 times smaller transform the performance is a bit lower compared to our other measurements. For n = 4M our algorithm requires 0.179 seconds to complete on a 4 processor VPP 500 which corresponds to 2.2 G op/s. Note that in the case of 3 processors the processor number does not divide the problem size and so some extra overhead is introduced. Hermitian 2D split transpose algorithm The rst three steps are will known. The last step, however, is unlike any other step we considered so far. Here a real array X has to be found such that Y is the rst half of its Fourier transform.
This step is di erent from the previous steps but can also be done with a multiple complex Fourier transform such that the overall operation count is nearly half of what would be needed for the corresponding step for general complex data.
Let later on the VPP 500 in Japan. The timings on the CM-5 were contributed by David Singleton, ANU. The developments of the codes was done on the Fujitsu AP1000 at ANU using a port of the Fujitsu VPP 500 Fortran compiler to the AP1000.
