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COMPLETE REGULARITY OF ELLIS SEMIGROUPS OF
Z-ACTIONS
JOHANNES KELLENDONK AND MARCY BARGE
Abstract. It is shown that the Ellis semigroup of a Z-action on a compact
totally disconnected space is completely regular if and only if forward proximality
coincides with forward asymptoticity and backward proximality coincides with
backward asymptoticity. Furthermore, the Ellis semigroup of a Z- or R-action
for which forward proximality and backward proximality are transitive relations
is shown to have at most two left minimal ideals. Finally, the notion of near
simplicity of the Ellis semigroup is introduced and related to the above.
1. Introduction
Associated to any topological dynamical system (X,α, T ) is a semigroup E(X, T ),
its enveloping, or Ellis semigroup. This is a completion of the set of homeomor-
phisms αt, t ∈ T , by the group action. Its algebraic and topological properties
reflect those of the dynamical system. We focus here on one algebraic property
called complete regularity with the aim to understand what complete regularity of
the Ellis semigroup implies dynamically.
By construction, E(X, T ) contains a unit, the identity map. It contains fur-
thermore a (unique) minimal two-sided ideal M(X, T ). M(X, T ) is a completely
simple semigroup and therefore a disjoint union of isomorphic groups. We say that
E(X, T ) is nearly simple, if all its non-invertible elements belong to its minimal
two-sided idealM(X, T ). Examples of dynamical systems whose Ellis semigroups
are nearly simple include Sturmian subshifts. A semigroup is completely regular
if it is a disjoint union of groups, but these groups do not have to be isomorphic.
A nearly simple Ellis semigroup is completely regular. All dynamical systems
associated with higher dimensional almost canonical cut and project tilings are
completely regular [1], but they are not nearly simple.
If T = Z or R then we can focus on the forward dynamics, i.e. the dynamics
under the semigroup T+ of positive t ∈ T , and define the adherence semigroup
A(X, T+) as the subsemigroup of elements of E(X, T ) which are limits of nets (αtν )
with lim tν = +∞. A(X, T
+) contains the minimal two-sided ideal M(X, T+) of
E(X, T+), where E(X, T+) is the completion of the homeomorphisms αt with
t ≥ 0.
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The semigroup E(X, T ) captures the proximality relation: Two points x, y ∈ X
are proximal if inft∈T d(α
t(x), αt(y)) = 0, and this is the case if and only if there
exists f ∈ E(X, T ) such that f(x) = f(y). If T = Z or R then by restricting
the above infimum to t ∈ T+ we obtain the foward proximality relation. Points
x, y ∈ X are called forward asymptotic if limt→+∞ d(α
t(x), αt(y)) = 0. In this
context, the following algebraic characterisations are known. For the first two see,
for example, [3, 8]. The third characterisation is proven in [4] for T = Z but the
proof given there carries over to T = R.
(1) E(X, T ) is a group if and only if the proximal relation is trivial in the sense
that x is proximal to y only if x = y. Dynamical systems with this property
are called distal. Likewise, E(X, T+) is a group if and only if the forward
proximal relation is trivial.
(2) E(X, T ) contains a unique minimal left ideal if and only if the proximal
relation is transitive. Likewise, E(X, T+) contains a unique minimal left
ideal if and only if the forward proximal relation is transitive.
(3) A(X, T+) is left simple (that is, has no proper left ideals) if and only if
forward proximality agrees with forward asymptoticity. Dynamical systems
with this property are called forward almost distal. We will see that in this
case also M(X, T+) is left simple and E(X, T+) is nearly simple.
Intuitively speaking, two points are forward proximal if they become arbitrarily
close under the forward dynamics and they are even asymptotic if they stay closer
and closer under the forward dynamics. Asymptoticity implies proximality but not
the other way around. A forward proximal pair which is not forward asymptotic
is called a forward Li-Yorke pair [4].
We show in this article (Thm. 4.12) that, when the space X is totally discon-
nected, a forward Li-Yorke pair gives rise to an element in E(X,Z+) which is
not completely regular. By applying this result to the forward and the backward
dynamics of a Z-action we are able to characterise the Z-actions on totally discon-
nected spaces which have a completely regular Ellis semigroup as those for which
there are no forward and no backward Li-Yorke pairs. Furthermore, the notions
of complete regularity and near simplicity coincide for Z-actions on totally discon-
nected spaces. One implication of the above is true for any Z-action and can be
easily extended to R actions: The absence of forward and backward Li-Yorke pairs
implies near simplicity.
We show moreover that the Ellis semigroup E(X, T ) has at most two minimal left
ideals if forward proximality and backward proximality are transitive (Thm. 3.6).
In the final section we provide an explicit example of an Ellis semigroup with
an element which is not completely regular.
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2. Background on semigroups
We provide some background material on semigroups. A general reference is [9].
A semigroup is a (non-empty) set with (associative) binary operation. We denote
it multiplicatively ab. A semigroup with a unit element is called a monoid.
2.1. Ideals and idempotents. A (left, right, or two-sided) ideal of a semigroup
S is a subsemigroup I ⊂ S satisfying SI ⊂ I, IS ⊂ I, SI ∪ IS ⊂ I. (Left, right,
or two-sided) ideals are ordered by inclusion. Whereas the intersection of two left
ideals may be empty this is not the case for the intersection of two two-sided ideals
and therefore a minimal two-sided ideal of S is unique, if it exists. This ideal is
called the kernel of S and must contain all minimal left (and all minimal right)
ideals.
A semigroup is called (left, right, or two-sided) simple if it has no proper (left,
right, or two-sided) ideal. Instead of two-sided simple we also say simple. Note
that a left simple semigroup is simple, as a two-sided ideal is a left ideal.
The kernel M of a semigroup is simple, for if it contains an ideal I and a ∈ I
then MaM is an ideal of S which is contained in I. By minimality ofM we thus
have I = M. If the kernel of a monoid contains an invertible element, then it
contains the identity and hence coincides with the monoid.
Definition 2.1. We call a monoid S nearly (left, right, or two-sided) simple if S
has a unique minimal (left, right, or two-sided) ideal and that ideal contains all
non-invertible elements.
We recall three of the famous Green’s relations. Given a semigroup S we let S1
be the monoid which is S, if S has a unit, or S with added unit 1, if it has none.
Two elements a, b ∈ S are in the same L-class if they generate the same left ideal,
S1a = S1b. They are in the same R-class if they generate the same right ideal,
aS1 = bS1. Finally, the H-classes of S are the intersections of the L-classes with
the R-classes.
An idempotent of a semigroup S is an element p ∈ S satisfying pp = p. The set
of idempotents of S carries an order relation:
p ≤ q if p = pq = qp.
An idempotent is called minimal if it is minimal w.r.t. the above order.
2.2. Inverses and completely regular elements of a semigroup. An element
a of monoid S is invertible if there exists b ∈ S such that ab = ba = 1, b is then
called the inverse of a and written b = a−1. The invertible elements of a monoid
form a group with neutral element 1.
More generally, in any semigroup S, b ∈ S is called a generalised inverse of
a ∈ S if a = aba and b = bab. Not every element has a generalised inverse, neither
are they unique when they exist. An element which admits a generalized inverse
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is called regular. It turns out that a ∈ S is regular already if there exists x ∈ S
such that a = axa, because then y = xax is a generalized inverse for a.
An element a ∈ S is called completely regular if ∃x ∈ S : a = axa and ax = xa.
This then implies that y = xax is a generalised inverse for a such that ay = ya.
A generalised inverse for a which commutes with a is unique if it exists. We call
such a commuting inverse the normal inverse of a and denote it by a−1, and set
a0 = aa−1 = a−1a. An invertible element in a monoid is thus a completely regular
element for which a0 = 1, and there is no danger of confusion, as for such elements
generalised inverses are unique and coincide with the monoid inverse.
Completely regular elements will play an important role in what follows. We
provide two criteria for complete regularity.
Lemma 2.2 ([9]). Let a ∈ S. The following are equivalent:
(1) a is completely regular.
(2) The H-class of a, Ha is a group.
The element a0 is an idempotent and plays the rôle of the neutral element in
the group Ha. So the normal inverse of a in S is the group inverse of a in Ha.
We are particularily interested in subsemigroups of XX . In this case we have
the following useful criterion for complete regularity.
Lemma 2.3. Let f ∈ XX . If f is completely regular then imf = imf 2 and the
restriction to its image, f : imf → imf is bijective.
Proof. Suppose that f is completely regular with normal inverse g. Then f =
fgf = f 2g. Hence imf = imf 2g ⊂ imf 2 ⊂ imf . Furthermore, gf and fg must
both be the identity on imf . Hence f must be bijective when restricted to imf . 
Definition 2.4. A semigroup is called completely regular if all its elements are
completely regular.
Lemma 2.5. [9] Let S be a semigroup. The following assertions are equivalent.
(1) S is completely regular.
(2) S is a disjoint union of groups.
(3) S is a union of groups.
As one might expect, the partition of S into groups coincides with its partition
into H-classes. To describe a completely regular semigroup one needs, of course,
not only to exhibit its groups, but also how elements of different groups multiply.
The corresponding structure theory of completely regular semigroups is very rich
[11].
Corollary 2.6. If S is the union of completely regular sub-semigroups, then it is
itself completely regular.
Proof. Clear from the description of completely regular semigroups as unions of
groups. 
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Lemma 2.7. A surjective semigroup morphism f : S → S ′ preserves complete
regularity. In particular, if S is completely regular then also S ′ is completely reg-
ular.
Proof. f preserves the algebraic properties defining the normal inverse of an ele-
ment. If a−1 is a normal inverse of a then f(a−1) is a normal inverse of f(a). 
2.3. Simplicity and matrix semigroups. Let S be a semigroup, let I and Λ
be non-empty sets, and let A = (aλi)i∈I,λ∈Λ be a Λ × I matrix with entries from
S. Then the matrix semigroup M [S; I,Λ;A] is the set I×S×Λ together with the
multiplication
(1) (i, g, λ)(j, h, µ) = (i, gaλjh, µ).
A completely simple semigroup is a simple semigroup which contains a minimal
idempotent. Completely simple semigroups are characterized by the following
structure theorem.
Theorem 2.8 (Rees-Suskevitch [9]). A semigroup is completely simple if and only
if it is isomorphic to a matrix semigroup M [G; I,Λ;A] where G is a group.
Whereas the choice of I and Λ are canonical, namely I is the set of R-classes
and Λ the set of L-classes of the semigroup, and for G we may take the H-class
of a minimal idempotent (they are all isomorphic), the choice of the matrix A has
some arbitrariness. But A can be normalised in such a way that the entries of one
of its rows and one of its columns are all equal to the neutral element of G.
The matrix form allows to quickly obtain a variety of results: Its idempotents
are (i, a−1λi , λ), (i, λ) ∈ I×Λ, and they are all minimal. The minimal left ideals are
the sets I × G× {λ} and thus in one to one correspondance with Λ and its right
ideals are of the form {i} ×G× Λ and thus in one to one correspondance with I.
In particular, M [G; I,Λ;A] is the union of its minimal left ideals, and the union
of its right minimal ideals. There are natural bijections between the idempotents
of distinct minimal left ideals, namely (i, a−1λi , λ) ↔ (i, a
−1
λ′i, λ
′). This is usually
formulated as follows: p ↔ q iff pq = q and qp = p. It is the restriction of the
Green’s relation R to the minimal idempotents.
The structure theorem shows that completely simple semigroups are completely
regular. Furthermore, nearly simple monoids are completely regular if their kernel
contains an idempotent. Indeed, in this case the semigroup is a union of a group
with a completely regular semigroup, and the claim follows from Cor. 2.6.
A further consequence of the structure theorem is that any completely simple
monoid is a group. To see this we first note that H1 is a group, as 1 is completely
regular. Now if S is completely simple then, by the structure theorem, all idem-
potents of S are minimal. Hence 1 is a minimal idempotent. Since 1 lies above all
idempotents it is the only idempotent in S and hence S = H1.
We later need the following result.
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Lemma 2.9. Let S be a completely simple semigroup which is the union S =
S1 ∪ S2 of two left simple subsemigroups S1, S2. Then either S is left simple or
the union is disjoint and S1 and S2 are the minimal left ideals of S.
Proof. Let S ′ be a left-simple subsemigroup of S = M [G; I,Λ;A]. Then either
S ′ ∩ I × G × {λ} is empty, or it is a left ideal of S ′. Since S ′ is left simple there
must therefore exist a λ ∈ Λ such that S ′ ⊂ I ×G× {λ}. So by our assumptions
there are λ1 and λ2 ∈ Λ such that Λ = {λ1, λ2} and Sk ⊂ I×G×{λk}. If λ1 = λ2
then Λ is a single point and hence S is left simple. If λ1 6= λ2 then since S = S1∪S2
we must have Sk = I × G× {λk} and so S1 and S2 are the minimal left ideals of
S. 
3. Ellis semigroups and complete regularity
3.1. Ellis semigroup of a dynamical system. Let X be a compact metrizable
space. The set of functions X → X is a semigroup under composition. This semi-
group has an identity. We equip XX with the topology of pointwise convergence,
which is the same as the product topology. Right multiplication with an element
f ∈ XX , ρf : X → X, ρf (g) = gf is continuous, but not left multiplication.
Let T be a semigroup with an action α on X by continuous surjective maps.
For each t ∈ T , αt is an element of XX and1 αs+t = αs ◦ αt. We suppose that
T has an identity element 0 so that α0 is the identity map on X, which we also
simply denote by 1. The Ellis semigroup E(X, T ) is the closure of {αt : t ∈ T}
in XX . E(X, T ) is compact and closed under composition of functions. We are
mainly interested in the case in which T is the group R or Z, or one of their
subsemigroups R± or Z±. In this case all αt are homeomorphisms, but it is not
necessary to require this when looking only at R+ or Z+.
One of the important implications of compactness of a right topological semi-
group is that it admits a minimal left ideal, and this one contains an idempotent;
see e.g. [8]. Hence Ellis semigroups are monoids which admit a kernel, and this
kernel is isomorphic to a matrix semigroup. We denote the kernel of E(X, T ) by
M(X, T ).
If the identity 1 is the only idempotent of E(X, T ) then E(X, T ) is left simple,
because by the above 1 is then contained in a minimal left ideal. Furthermore, in
this case E(X, T ) is completely simple. Thus E(X, T ) is a group if and only if it
has only one idempotent.
We are particularily interested in the case when E(X, T ) is completely regular.
We start with two simple observations.
Corollary 3.1. Let (X, T ) be a dynamical system and T = T1 ∪ · · · ∪ Tk a de-
composition into a finite union of subsemigroups. If all E(X, Ti) are completely
regular then E(X, T ) is completely regular.
1We use additive notation as we are mainly interested in abelian T .
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Proof. Since the closure of a finite union of subsets of a topological space is the
union of their closures the statement follows from Cor. 2.6. 
The second observation concerns factor systems. A continuous surjection pi :
X → Y from a dynamical system (X,α, T ) to a dynamical system (Y, β, T ) which
is equivariant w.r.t. the actions, pi ◦αt = βt ◦pi, is called a factor map. One simply
says that (Y, T ) is a factor of (X, T ). A factor map pi : X → Y induces a surjective
morphism of semigroups pi∗ : E(X, T ) → E(Y, T ), namely pi∗(f)(y) = pi(f(x))
where x is a preimage of y under pi [3, 8]. The following corollary is thus an
immediate consequence of Lemma 2.7.
Corollary 3.2. Suppose that (Y, T ) is a factor of (X, T ). If E(X, T ) is completely
regular then also E(Y, T ) is completely regular.
Recall that the Ellis semigroup E(X, T ) is nearly simple if it contains besides its
kernel only its group of invertible elements. As the kernel contains an idempotent,
a nearly simple Ellis semigroup is completely regular.
3.2. Z and R-actions. In this section we will focuss on actions of Z and R by
homeomorphisms. They can be decomposed into their forward and their backward
actions. So T will denote Z or R, and T+ and T− their subsemigroups Z+ and
Z
−, or R+ and R−. To simplify the notation we use also the following abreviations
E = E(X, T ),M =M(X, T ) and T = {αt|t ∈ T} and denote by ± the restriction
to the T±-action. In particular, E+ = E(X, T+) and M+ =M(X, T+).
Lemma 3.3. Let (X, T ) be a dynamical system with T = Z or R. Let f ∈ E,
g ∈ E+\T+. Then fg ∈ E+.
Proof. Let f ∈ E, g ∈ E+\T+. So f = lim σnν and g = lim σmµ , however with
mµ → +∞. Then fg = limν σ
nνg. Since σnνg = limµ σ
nν+mµ ∈ E+ and E+ is
closed we have fg ∈ E+. 
We let J and J± denote all idempotents of E and E±, respectively, and put
a subscript min for the minimal ones. Clearly J = J+ ∪ J−, but it is not clear
whether J+min or J
−
min are contained in Jmin.
Corollary 3.4. Let (X, T ) be a dynamical system with T = Z or R. If 1 /∈
J+min ∪ J
−
min then Jmin = J
+
min ∪ J
−
min. If 1 ∈ J
−
min then Jmin = J
+
min.
Proof. Any idempotent belongs to J+ or to J−. If it belongs to J+ and is minimal
in J then it is also minimal in J+. Hence Jmin ⊂ J
+
min ∪ J
−
min.
Let q ∈ J+min and p ∈ J such that p ≤ q. This means that pq = qp = p. Suppose
that q 6= 1 and so by the Lemma 3.3 p = pq ∈ E+. Then p = q as q is minimal in
E+. This shows that, if 1 /∈ J+min then J
+
min ⊂ Jmin.
All idempotents are smaller than 1. Hence if 1 ∈ J−min then J
−
min = {1} and
Jmin ⊂ J
+
min. If also 1 ∈ J
+
min then J = Jmin = {1} and the system is distal.
Otherwise we argue as above to see that J+min ⊂ Jmin.

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Corollary 3.5. Let (X, T ) be a dynamical system with T = Z or R.
(1) 1 ∈ J+min ∩ J
−
min if and only if the system is distal. In that case E =M.
(2) If 1 ∈ J−min but 1 /∈ J
+
min then M =M
+ and M+ is a left ideal of E.
(3) 1 /∈ J+min ∪ J
−
min then M =M
+ ∪M− and M+ and M− are left ideals of
E.
Proof. Suppose that 1 ∈ J−min. Then 1 is the only idempotent of E
− and therefore
(X, T−) is distal. If also 1 ∈ J+min then also (X, T
+) is distal. It follows that (X, T )
is distal. Hence E is a group and E =M. Conversely, if the system is distal then
also (X, T+) and (X, T−) are distal. In that case E± are groups and therefore
contain only the idempotent α0 = 1.
Suppose that 1 /∈ J+min so that J
+
min contains an idempotent p 6= 1. Then
E−p ⊂ E+ by Lemma 3.3. This shows that Ep = E+p ⊂ M+. We know that
M+ =
⋃
p∈J+min
E+p. Hence M+ =
⋃
p∈J+min
Ep, and so it is a left ideal of E. If
moreover 1 ∈ J−min then, by Cor. 3.4, Jmin = J
+
min so thatM
+ =
⋃
p∈Jmin
Ep =M.
Finally, if 1 lies neither in J+min nor in J
−
min then, by Cor. 3.4, Jmin = J
+
min∪J
−
min,
so that M =
⋃
p∈Jmin
Ep =
⋃
p∈J+min
Ep ∪
⋃
p∈J−min
Ep =M+ ∪M−. 
Recall that a pair x, y ∈ X is called proximal if
inf
t∈T
d(αt(x), αt(y)) = 0,
and forward proximal if
inf
t∈T+
d(αt(x), αt(y)) = 0.
Replacing T+ by T− we obtain the corresponding notion of backward proximal-
ity. Forward proximality is related to the Ellis semigroup of the forward motion:
x, y ∈ X are forward proximal if and only if there exists f ∈ E(X, T+) such that
f(x) = f(y) [8]. Note that if proximality is a transitive relation, then also forward
and backward proximality are transitive, but the converse need not be true. Tran-
sitivity of the forward proximal relation is equivalent to the fact that E(X, T+)
contains a unique minimal ideal [8].
Theorem 3.6. Let (X, T ) be a dynamical system with T = Z or R. Suppose that
forward proximality and backward proximality are transitive.
(1) If 1 ∈ J−min but 1 /∈ J
+
min then M = M
+ and M+ is the unique minimal
left ideal of E.
(2) 1 /∈ J+min ∪ J
−
min then M =M
+ ∪M− and M+ and M− are minimal left
ideals of E. Moreover we have the following dichotomy:
Either one of the following equivalent statements holds
(i) Proximality is transitive,
(ii) E has a unique minimal left ideal,
(iii) M =M+ =M−,
(iv) J+min = J
−
min.
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or one of the following equivalent statements holds
(i) Proximality is not transitive,
(ii) E has exactly two minimals left ideals namely M+ and M−,
(iii) M+ ∩M− = ∅
(iv) J+min ∩ J
−
min = ∅.
Proof. The assumption that forward proximality is transitive is equivalent to the
fact that M+ is left simple. The first statement is therefore a direct consequence
of the second statement of Cor. 3.5.
Suppose now that 1 lies neither in J+min nor in J
−
min then, by Cor. 3.5, M =
M+ ∪M−. As both, M+ and M− are left simple by assumption we can apply
Lemma 2.9 to see that either M is a disjoint union of M− with M+ or M is left
simple.
Suppose that M is left simple. This is known to be equivalent to proximality
being transitive. Since M+ and M− are left simple they must be equal and
therefore also J+min = J
−
min. We saw above that for p ∈ J
+
min we have Ep ⊂ M
+.
Hence J+min = J
−
min implies M
+ =M− which implies that M is left simple.
Suppose that M is not left simple. By Lemma 2.9 this is equivalent to M+ ∩
M− = ∅ and implies J+min ∩ J
−
min = ∅. On the other hand, if p ∈ J
+
min ∩ J
−
min then
Ep ⊂M+ ∩M−, so M+ ∩M− 6= ∅. 
We recall from the discussion after Theorem 2.8 that in the last case, where
E has two minimal left ideals, there is a canonical one-to-one correspondence
between J+min and J
−
min: exactly one idempotent from J
+
min is R-related to exactly
one idempotent of J−min. This can also be found in [3].
4. Almost distal systems
The notion of almost distal systems was introduced in [4] for Z+-actions. We
investigate it here for Z or R actions. In this section T will again denote Z or R.
4.1. Almost distal T+-actions.
Definition 4.1. Let (X,α, T+) be a dynamical system with an action by continu-
ous surjectives maps. A pair x, y ∈ X is called proximal if
inf
t∈T+
d(αt(x), αt(y)) = 0
and asymptotic if
lim
t→+∞
d(αt(x), αt(y)) = 0.
(X,α, T+) is called distal if proximality implies equality. (X,α, T+) is called al-
most distal if proximality implies asymptoticity.
Note that the asymptoticity relation is always transitive.
Almost distal Z+-actions have been studied in [4] with the help of the so-called
adherence semigroup. The adherence semigroup of (X, T+) is the subsemigroup
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A(X, T+) ⊂ E(X, T+) of elements which are obtained as limits of nets f = limαtν
where lim tν = +∞. Equivalently, A(X, T
+) =
⋂
t∈T+ α
tE(X, T+), so it is a closed
set.
Lemma 4.2. Consider a dynamical system (X,α, T+). If f ∈ E+\T+ then f =
limαtν for a net (tν) for which lim tν = +∞. In particular, E
+\T+ ⊂ A+.
Proof. We have f = limαtν where (tν) is a net in T
+. It is as well a net in the
one-point compactification T+ ∪ {+∞}. By compactness of the latter (tν) has a
subnet (t′ν) which converges. Also (α
t′ν ) converges to f . If lim t′ν = t ∈ T
+ then
f = αt ∈ T+. 
Lemma 4.3. A+ contains M+.
Proof. Clearly, if g = αt ∈ T+ and f ∈ A+ then fg = gf ∈ A+. If f, g ∈ A+ then
fg, gf ∈ A+ as A+ is closed under multiplication. Hence E+A+∩A+E+ ⊂ A+, by
Lemma 4.2, and A+, being a two-sided ideal, must contain the kernel of E+. 
Lemma 4.4. If A+ is simple then A+ = M+ and E+ is nearly simple. If A+ is
left simple then E+ is nearly left simple.
Proof. M+ is an ideal of A+. Hence, if A+ is simple then A+ = M+ and, by
Lemma 4.2, E+ =M+ ∪ T+. Hence E+ is nearly simple.
A left simple semigroup is simple. Hence if A+ is left simple then A+ = M+
and E+ =M+ ∪ T+, and M+ is left simple. 
The following theorem is proved in [4] for T+ = Z+, and the proof given there
carries over for T+ = R+.
Theorem 4.5. (X, T+) is almost distal if and only if its adherence semigroup
A(X, T+) is left simple.
The proof is based on a simple lemma which we need explicitly.
Lemma 4.6. Let (X, T+) be a dynamical system and f ∈ A(X, T+). If x, y are
asymptotic then f(x) = f(y).
Proof. By assumption f = limαtν with lim tν = +∞. Hence for any finite t ∈ T
+
there exists ν0 such that tν ≥ t for all ν  ν0. In particular, if x and y are
asymptotic points, so that limt→∞ d(α
t(x), αt(y)) = 0, then d(f(x), f(y)) = 0. 
In a similar context, we recall the corollary from [10].
Corollary 4.7. If (X, T+) is almost distal then E(X, T+) is nearly left simple.
Proof. This follows from Thm. 4.5 and Lemma 4.4. A direct proof which is based
on the last lemma goes as follows: Given any idempotent p ∈ E+, any x ∈ X is
proximal to p(x) [8], and hence, if (X, T+) is almost distal, asymptotic to p(x).
Now Lemma 4.6 shows that f(p(x)) = f(x) provided f ∈ A+. Since x was
arbitrary we find f = fp. Hence any f ∈ A+ lies in the left ideal generated by the
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idempotent p. If p is minimal then this left ideal is a minimal left ideal. Since p
can be any minimal idempotent there can only be one minimal left ideal. It follows
that E+ = A+ ∪ T+ ⊂ E+p ∪ T+ = M+ ∪ T+. Hence E+ = M+ ∪ T+ and M+
is left simple. 
4.2. Almost distal T -actions. We now consider a system (X,α, T ) with an ac-
tion by homeomorphisms together with its restrictions to the forward and to the
backward motion which are (X,α, T+) and (X,α, T−) = (X,α−1, T+). Note that
the T+ and the T−-action are then not only surjective but even bijective. In
this case forward proximality (or asymptoticity) is the same as proximality (or
asymptoticity) for the T+-action.
Definition 4.8. Let (X,α, T ) be a dynamical system with an action by homeo-
morphisms. It is called distal, or almost distal, if both, (X,α, T+) and (X,α, T−)
are distal, or almost distal.
Note that for an almost distal system, forward and backward proximality are
transitive relations.
Proposition 4.9. Let (X, T ) be an almost distal system. Then E is nearly simple.
Proof. By Cor 4.7 we have E± =M±∪T± andM± are left simple subsemigroups
of E±. It follows that E = E+∪E− =M+∪M−∪T . We distinguish again three
cases.
Suppose that 1 ∈ J+min ∩ J
−
min. By Cor. 3.5 (X, T ) is then distal and thus all
elements of E(X, T ) invertible.
Suppose that 1 ∈ J−min but 1 /∈ J
+
min. By Cor. 3.5 M = M
+ so that E =
M ∪M− ∪ T . As 1 ∈ J−min we have that M
− = E− is a group with identity
element 1, thus all its elements are invertible. In particular all non-invertible
elements of E must belong to M.
As for the last case, we conclude from Cor. 3.5 that M = M+ ∪ M−. In
particular, all non-invertible elements belong to M. 
As an application we consider subshifts defined by bijective substitutions. Such a
subshift is almost distal [10], so by Prop. 4.9 it has a nearly simple Ellis semigroup.
Furthermore, the proximality relation for such a subshift is not transitive, as its
coincidence rank is larger than 1 [2]. By Theorem 3.6 its Ellis semigroup has
exactly two minimal left ideals, one associated with the forward and one with the
backward motion.
4.3. Z+ and Z-actions on totally disconnected spaces. A topological space
is totally disconnected if it has a base of clopen subsets. Well known examples are
subshift spaces. The one-sided, or two-sided, full shift over a finite alphabet A
is the space of sequences AZ
+
, or AZ, equipped with the product topology. This
topology is metrisable; we may for instance use the metric d(x, y) = e−N(x,y) where
N(x, y) is the supremum of all N such that for all |n| ≤ N we have xn = yn. The
12 JOHANNES KELLENDONK AND MARCY BARGE
closed ball of radius e−N centered at x is the set of sequences y which agree with
x for all indices |n| ≤ N . Its complement is a finite union of such balls, so closed
balls are open and AZ
+
and AZ totally disconnected. We denote the (left) shift on
AZ
+
and AZ by σ: σ(x)n = xn+1. It is a continuous surjective map on A
Z+ and a
homeomorphism on AZ. The restriction of σ to any closed shift invariant subspace
of AZ
+
, or AZ, is a topological dynamical system on a totally disconnected space,
it is called a one-sided, or two-sided, subshift.
On a subshift (X, σ), two sequences x, y ∈ X are forward asymptotic if and
only if they agree to the right, that is, there exists n0 such that xn = yn for all
n > n0. They are forward proximal, precisely if they agree on larger and larger
segments on the right, that is, for all N exists n0 ≥ 0 such that xn = yn for all
n0 < n ≤ N + n0.
Let (X,α) be a Z+, or a Z-action on a compact space X and U1, · · · , Uk a
partition of X into clopen subsets. Let A = {1, · · · , k} viewed as an alphabet of k
letters. The coding of (X,α) defined by the partition is the map φ : X → AZ
+
, or
φ : X → AZ, given by φ(x)n = i if α
n(x) ∈ Ui. By construction, φ is a continuous
Z-equivariant map and so its image is a compact shift invariant subspace, that is,
a subshift. Hence φ : (X,α)→ (φ(X), σ) is a factor map onto a subshift.
4.4. Li-Yorke pairs. A forward Li-Yorke pair is a forward proximal pair which
is not forward asymptotic. (For Z+-actions, forward means for the Z+-action).
Note that in a subshift space, a pair x, y is Li-Yorke if and only if there exists two
strictly increasing sequences (nk)k, (Nk)k of Z
+ such that
(2) xnk 6= ynk but ∀nk < n ≤ Nk + nk : xn = yn
Lemma 4.10. Consider a (one- or two-sided) subshift (X, σ) which has a forward
Li-Yorke pair x, y. There exists f ∈ E+ such that f(x) 6= f(y) but f(x) and f(y)
are forward asymptotic. In particular, f is not completely regular.
Proof. Given a forward Li-Yorke pair x, y let (nk)k, (Nk)k be strictly increasing
sequences satisfying (2). By compactness of X we may go over to subsequences
to assure that σnk(x) and σnk(y) converge towards x˜ and y˜. These satisfy x˜0 6= y˜0
and x˜n = y˜n for all n > 0. Hence x˜ and y˜ are forward asymptotic but not equal.
By compactness of E(Z+) there exists f ∈ E(Z+) such that f(x) = σnk(x) = x˜
and f(y) = σnk(y) = y˜. By Lemma 4.6, f(x˜) = f(y˜), as x˜ and y˜ are forward
asymptotic. Hence f is not injective on its image. By Lemma 2.3, f is not
completely regular. 
Proposition 4.11. The Ellis semigroup E(X,Z+) of a dynamical system (X,α,Z+)
on a totally disconnected compact metric space which admits a Li-Yorke pair is not
completely regular.
Proof. Choose a metric d. Let l, y be a forward Li-Yorke pair so that
δ := lim sup
n→+∞
d(αn(l), αn(y)) > 0.
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Consider a partition {U1, · · · , Uk} of X into clopen subsets of size
δ
2
. Coding
with this particion yields a factor map φ onto a subshift. Factor maps preserve
asymptoticity and, if d(αn(l), αn(y)) ≥ δ then φ(l)n 6= φ(y)n. Thus φ(l), φ(y) is
a forward Li-Yorke pair of the subshift. By Lemma 4.10 the Ellis semigroup of
the subshift is not completely regular. By Cor. 3.2 E(X,Z+) is not completely
regular. 
This leads to the main theorem of our work.
Theorem 4.12. Consider a dynamical system (X, T ) on a totally disconnected
compact metric space where T = Z+ or T = Z. The following assertions are
equivalent.
(1) (X, T ) is almost distal.
(2) E(X, T ) is nearly simple.
(3) E(X, T ) is completely regular.
Proof. We have seen that nearly simple semigroups are completely regular.
Let T = Z+. The implication (1) ⇒ (2) is Cor 4.7, as a nearly left simple Ellis
semigroup is nearly simple. A system which is not almost distal must contain a
Li-Yorke pair and thus, by Prop. 4.11, cannot be completely regular.
Let T = Z. The implication (1) ⇒ (2) is Prop. 4.9 and (3) ⇒ (1) follows again
from Prop. 4.11 applied to the forward and the backward motion. 
5. Example: a non-completely regular E(X,Z)
We provide an explicit example of a dynamical system which has an Ellis semi-
group which is not completely regular. It is given by a constant length substitution.
General background on constant length substitutions, their dynamical systems,
the description of their maximal equicontinuous factor and its fibres can be found
in [6, 5]. We will use these results freely.
The substitution we will look at is defined on three symbols A = {⊡,⊞,⊟}. It
is given by the map θ : A → A5 (we think of A5 as words of length 5 in A)
⊡ 7→ ⊡⊡⊟⊡⊡
⊞ 7→ ⊡⊞⊟⊡⊡
⊟ 7→ ⊡⊟⊟⊞⊡
Extending this substitution by concatenation one obtains arbitrarily long words
upon iterating θ on one symbol. The substitution dynamical system defined by θ
is the subshift (Xθ, σ) whose space Xθ ⊂ A
Z contains all those sequences whose
subwords occurr in some θN (⊡), N ∈ N. The general theory provides us with the
following information.
(1) The maximal equicontinuous factor of (Xθ, σ) is the adding machine in
base 5, (Z5, (+1)). One can think of the elements of Z5 as one sided infinite
sequences {0, 1, 2, 3, 4}N, and the action of Z+ is given by addition in base
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5 with carry to the right. Z5 is an abelian group with neutral element 0¯,
as we denote the infinite sequence of 0s.
(2) The factor map pi : Xθ → Z5 is one-to-one except on the pre-images of one
orbit (under addition of 1) of points in Z5, namely the orbit of 1¯, as we
denote the infinite sequence of 1s; we denote this orbit by O1¯. This can be
easily computed following the algorithm given in Sect. 3.4 of [5].
(3) The elements of the fibre pi−1(1¯) are the fixed points under the map θ˜ :=
σ ◦ θ. There are three of them, in bijection to A, obtained from the seeds
⊡,⊞,⊟. We show two iterations:
(3)
.⊡
.⊞
.⊟
θ˜
→
⊡.⊡⊟⊡⊡
⊡.⊞⊟⊡⊡
⊡.⊟⊟⊞⊡
θ˜
→
⊡⊡⊟⊡⊡⊡.⊡⊟⊡⊡⊡⊟⊟⊞⊡⊡⊡⊟⊡⊡⊡⊡⊟⊡⊡
⊡⊡⊟⊡⊡⊡.⊞⊟⊡⊡⊡⊟⊟⊞⊡⊡⊡⊟⊡⊡⊡⊡⊟⊡⊡
⊡⊡⊟⊡⊡⊡.⊟⊟⊞⊡⊡⊟⊟⊞⊡⊡⊞⊟⊡⊡⊡⊡⊟⊡⊡
Here the dot serves to position the words in a bi-infinite sequence x ∈ AZ,
namely the letter to the right of the dot is x0. We denote by xs the fixed
point sequence with seed s. All elements of pi−1(1¯) agree to the left, two
agree also to right but the third one agrees with the others to the right only
on larger an larger patches. Since σ corresponds to the left shift, there are
no backward Li-Yorke pairs, but two forward Li-Yorke pairs. Nevertheless,
proximality is transitive for the subshift.
5.1. The fiber preserving part of E(Xθ,Z). Let E
fib = Efib(Xθ,Z) be the
set of elements of E = E(Xθ,Z) which preserve the fibers pi
−1(z) of the maximal
equicontinuous factor map. It is easily seen [10] that these are precisely the ele-
ments which lie in the kernel of the map pi∗ : E(Xθ,Z)→ E(Z5,Z) induced by the
fibre map on the Ellis semigroups. As E(Z5,Z) is distal (and minimal abelian),
evaluation at 0¯ yields a group isomorphism E(Z5,Z)→ Z5. Moreover, an element
f ∈ E which preserves one fibre will preserve all fibers.
We denote by fz the restriction of f ∈ E to a map
fz : pi
−1(z)→ pi−1(z + η)
where η = pi∗(f)(0¯) ∈ Z5. In particular, η = 0 if and only if f ∈ E
fib. An element
of E can be described as follows.
(1) If f ∈ Efib then fz = id provided z /∈ O1¯ whereas we can view f1¯ as a map
from A to A. Furthermore, fz+1 = σfzσ
−1 by equivariance of the factor
map. Hence any element of Efib is completely determined by a map from
A to A and Efib is isomorphic to a subsemigroup of AA.
(2) Suppose now that f /∈ Efib so that η = pi∗(f)(0¯) 6= 0¯. If η = 0¯+n for some
n ∈ Z then fσ−n ∈ Efib and we can apply essentially the same argument
as above. So suppose that η is not in the orbit of 0¯. If z + η /∈ O1¯ then fz
is uniquely determined by η, because pi−1(z+ η) contains a single point. If
z + η ∈ O1¯ then z /∈ O1¯ and hence pi
−1(z) contains a single point. Hence
imfz is a single point. By equivariance, f is therefore uniquely determined
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by η together with the unique point in imf ∩pi−1(1¯); we can view the latter
as a choice of symbol from A.
We start by determining Efib, which, as we saw, amounts to determine the pos-
sibilities for f1¯. For that we use an idea from [10] which is based on the equality
θ ◦ σ = σ5 ◦ θ together with the fact that θ˜
∣
∣
∣
pi−1(1¯)
= id|pi−1(1¯). It implies
θ˜k ◦ σn
∣
∣
∣
pi−1(ξ¯)
= σn5
k
∣
∣
∣
pi−1(ξ¯)
for all n ∈ Z and k ∈ N.
Any element f ∈ Efib is a limit f = lim σnν with pi∗(f)(0¯) = 0¯. By the continuity
of pi∗ this implies limnν = 0¯. It follows that for all k there is νk such that for all
ν  νk the number nν is divisible by 5
k. In other words, we can factor nν = mν5
kν
with mν ∈ Z, kν ∈ N such that lim kν = +∞. Then
f(x) = lim σmν5
kν
(x) = lim θ˜kνσmν (x)
As x, f(x) ∈ pi−1(1¯), they are uniquely determined by their seed, which is their
symbol on 0. Denoting ev0 : pi
−1(1¯) → A the bijection ev0(x) = x0 we thus see
that ev0 ◦f ◦ev
−1
0 ∈ A
A determines uniquely f . Hence θ˜kνσmν can only converge if
ev0 ◦ σ
mν ◦ ev−10 converges. Since A is finite, this means that ev0 ◦ σ
mν ◦ ev−10 must
become constant. We can read off the possible maps ev0 ◦ σ
mν ◦ ev−10 from the
columns which occur in (3), possibly after further application of θ˜. Each column
corresponds to a such map. Inspecting (3) we find the following maps
Efib = {id,Π⊡,Π⊞,Π⊟, φ}
where Πs maps all symbols to s and φ(⊡) = ⊡, φ(⊞) = ⊡, φ(⊟) = ⊞. Since
(x⊡, x⊞) is a forward asymptotic pair, no other maps will appear upon iteration of
θ˜.
All elements but φ are idempotents. Π⊡,Π⊞,Π⊟ are the minimal idempotents.
The latter form the minimal two-sided ideal Mfib = Efib ∩M of Efib which is
thus the so-called left zero semigroup of 3 elements LZ3. The products involving
φ are,
φ2 = Π⊡, φΠ⊡ = Π⊡φ = Π⊡, φΠ⊞ = Π⊡, φΠ⊟ = Π⊞, Π⊞φ = Π⊞, Π⊟φ = Π⊟
the first relation showing that imφ2 is strictly contained in imφ and thus φ not
completely regular.
5.2. Full Ellis semigroup. The system (Xθ, σ) is an almost one-to-one extension
of its maximal equicontinuous factor. It is a general fact that for those systems
M is a direct product of Mfib with the maximal equicontinuous factor [2]. Thus
in our present situation
M∋ f 7→ (Πs, pi∗(f)(0¯)) ∈ LZ3 × Z5
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is an isomorphism of semigroups, where Πs is the unique minimal idempotent such
that Πsf = f .
The full Ellis semigroup E contains M, a copy of the acting group Z, the
element φ and their possible products. Hence it contains also φZ which not a
group. Products of elements of φZ land in M. No element of φZ is completely
regular and hence φZ does not intersect M nor Z.
The above calculation shows that all elements of EfibZ are contained in M⊔
φZ ⊔ Z (⊔ denotes disjoint union). Let f ∈ E\EfibZ. Then pi∗(f)(0¯) 6= 0¯ + Z so
that, as we saw above, imf ∩ pi−1(1¯) contains a single point. Let s ∈ A such that
xs is the unique point in imf ∩ pi
−1(1¯). Since Πs is the identity on all fibres which
are not in the orbit of 1¯ we have Πsf = f . As Πsf ∈M we have f ∈M. We thus
have proven that
E(Xθ,Z) =M⊔ φZ ⊔ Z ∼= LZ3 × Z5 ⊔ φZ ⊔ Z.
Since the system is backward almost distal the backward part of the Ellis semigroup
is E(Xθ,Z
−) =M−⊔Z−. This is compatible with the observation that φ cannot be
obtained as a limit lim σnν with nν → −∞. On the other hand, φα
n belongs to E+,
for any n ∈ Z. Thus E(Xθ,Z
+) =M+⊔φZ⊔Z+. Finally, the proximality relation
is transitive for (Xθ,Z) so that by Thm. 3.6 we have M
− =M+ ∼= LZ3 × Z5.
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