We measured the inclusive electron-proton cross section in the nucleon resonance region (WϽ2.5 GeV) at momentum transfers Q 2 below 4.5 (GeV/c) 2 with the CLAS detector. The large acceptance of CLAS allowed the measurement of the cross section in a large, contiguous two-dimensional range of Q 2 and x, making it possible to perform an integration of the data at fixed Q 2 over the significant x interval. From these data we extracted the structure function F 2 and, by including other world data, we studied the Q 2 evolution of its moments, M n (Q 2 ), in order to estimate higher twist contributions. The small statistical and systematic uncertainties of the CLAS data allow a precise extraction of the higher twists and will require significant improvements in theoretical predictions if a meaningful comparison with these new experimental results is to be made.
I. INTRODUCTION
The striking features of the nucleon structure function F 2 were first noted nearly 30 years ago by Bloom and Gilman ͓1͔. They empirically observed two effects in data measured at SLAC: ͑a͒ the dual behavior of the F 2 (x,Q 2 ) function that shows common features between the two kinematic regions corresponding to the nucleon resonances and deep inelastic scattering ͑DIS͒; ͑b͒ the extension of the scaling region to lower Q 2 values when F 2 (xЈ,Q 2 ) is plotted as a function of xЈϭx/(1ϩM 2 x 2 /Q 2 ), the ''improved scaling variable.'' More precisely, they found that the smooth function F 2 (xЈ) measured at high Q 2 in the DIS region represents a good average over the resonances of the F 2 (xЈ,Q 2 ) structure function measured at lower Q 2 values. Moreover, the duality appears to be valid locally. In fact, each of the most prominent resonance bumps, when averaged within its width, shows approximate scaling ͓2͔. Later on, in the framework of QCD, De Rujula, Georgi and Politzer ͓3͔ provided the first explanation of the Bloom-Gilman duality. They evaluated the Cornwall-Norton ͓4͔ moments M n CN (Q 2 ) of the nucleon structure function F 2 , defined as
and using the operator product expansion ͑OPE͒ they obtained the following expression:
where A n (Q 2 ) can be evaluated in the framework of perturbative QCD ͑PQCD͒, and it is directly connected to the corresponding moment of the asymptotic limit of F 2 . The contribution of the higher twists, which is related to multi-parton correlations inside the nucleon and represented by B nk (Q 2 ), depends on the value of the constant ␥ 2 in such a way that ␥ 2 can be considered as a scale constant for higher twist effects. Assuming a small value of the constant ␥ 2 , the authors of Ref. ͓3͔ showed that the contribution of the higher twists was relatively small, at least for low values of n and for Q 2 уM 2 , justifying the observed dual behavior of the structure function.
It is now well established that the interpretation of the parton-hadron duality in light of QCD requires the evaluation of the moments of the nucleon structure functions and their evolution as a function of Q 2 . Current PQCD calculations can estimate the Q 2 evolution up to the next-to-nextto-leading order, giving access to the interesting kinematic region of high x and moderate Q 2 where the multi-parton correlation contribution to the nucleon wave function becomes dominant.
The interest in investigating multi-parton correlations in inelastic lepton scattering off the nucleon at large values of x has recently been renewed, leading to a re-analysis of old F 2 data ͓5,6͔. Unfortunately, the results from Refs. ͓5͔ and ͓6͔ were mainly based on the analysis of fits of the structure function F 2 and therefore were still qualitative. Moreover, the previous lack of data in the resonance region did not allow a model independent evaluation of the moment evolution to lower Q 2 , and therefore offered very few opportunities to quantitatively investigate the role of QCD below the DIS limit.
The Hall C Collaboration at the Thomas Jefferson National Accelerator Facility ͑TJNAF͒ has recently provided high quality data in this kinematic region ͓7͔, allowing a more precise evaluation of the moments of the F 2 structure function of the proton ͓2͔. However, like many other such measurements, the data were taken with a spectrometer of relatively small angular acceptance and the measured inclusive cross sections do not span a large continuous x interval for constant Q 2 . Data taken in this manner follow a kinematic locus in Q 2 vs x and require substantial interpolation to determine the F 2 moments.
In this paper we report the first measurement in a wide continuous interval in x and Q 2 ͑see Fig. 1͒ of the inclusive electron-proton scattering cross section. These measurements were performed at TJNAF with the CLAS detector in Hall B. The F 2 structure function was extracted over the whole resonance region (Wр2.5 GeV) below Q 2 ϭ4.5 (GeV/c) 2 . This measurement, together with existing world data, allowed for the evaluation of the F 2 moments, drastically reducing the uncertainties related to data interpolation and providing the most detailed dependence on Q 2 of the moments up to n ϭ8. Furthermore, the elastic contribution to the moments was updated with respect to Ref. ͓5͔ using the fit of the nucleon form factors from Ref. ͓8͔ adjusted to the Jefferson Lab data on the ratio G E /G M ͓9͔, as described in Ref. ͓10͔ . Finally, we used our new determination of the F 2 moments to extract the higher twist contribution as a function of Q 2 . In Sec. II we review the F 2 moments in the framework of PQCD. In Sec. III we discuss the analysis of the data, including the extraction of the F 2 structure function from the cross section. The evaluation of the moments and uncertainties is also presented in Sec. III. Finally, Sec. IV is devoted to the interpretation of the results.
II. MOMENTS OF THE STRUCTURE FUNCTION F 2
Until recently the studies of inclusive lepton-nucleon scattering represented the main source of information about nucleon structure. In the DIS region, measured structure functions can be directly connected to the parton momentum distribution of the nucleon in the framework of PQCD. After the successful interpretation of the DIS region, the intermediate kinematic domain, situated at Q 2 of a few (GeV/c) 2 and large values of x, attracted the interest of physicists. Despite interpretation difficulties, this region allows the study of multi-parton correlation contribution to the proton wave function. These processes are not accessible in DIS due to the small value of the running coupling constant ␣ S (Q 2 ). The OPE of the virtual photon-nucleon scattering amplitude leads to the description of the complete Q 2 evolution of the moments of the nucleon structure functions. The nth Cornwall-Norton moment ͓4͔ of the ͑asymptotic͒ structure function F 2 (x,Q 2 ) for a massless nucleon can be expanded as
where kϭ1,2, . . . ,ϱ, is the factorization scale, O n () is the reduced matrix element of the local operators with definite spin n and twist ͑dimension minus spin͒, related to the non-perturbative structure of the target. E n (,Q 2 ) is a dimensionless coefficient function describing the small distance behavior, which can be perturbatively expressed as a power expansion of the running coupling constant ␣ s (Q 2 ). At Q 2 values comparable with the squared proton mass, M 2 , the structure function F 2 still contains non-negligible mass-dependent terms that produce in Eq. ͑3͒ additional M 2 /Q 2 power corrections ͑kinematic twists͒. To avoid these terms, the moments M n CN (Q 2 ) of the massless F 2 have to be replaced in Eq. ͑3͒ by the corresponding Nachtmann ͓11͔ moments M n N (Q 2 ) of the measured structure function F 2 (x,Q 2 ) ͑see also Ref. ͓12͔͒. It has been shown that
where F 2 lim (x,Q 2 ) is the asymptotic structure function of the massless nucleon and
where rϭͱ1ϩ4M 2 x 2 /Q 2 and ϭ2x/(1ϩr). Since the moments in Eq. ͑3͒ are totally inclusive, the elastic contribution at xϭ1 has to be added according to Ref.
͓2͔:
with G E 2 (G M 2 ) being the proton electric ͑magnetic͒ elastic form factor. 2 ) used for the moment evaluation in the CLAS kinematic region: points, world data; shaded area, CLAS data.
For the leading ϭ2 twist, one ends up in leading order ͑LO͒ or next-to-leading order ͑NLO͒ with the well-known perturbative logarithmic Q 2 evolution of singlet and nonsinglet F 2 moments. However, if one wants to extend the analysis to small Q 2 and large x where the rest of the perturbative series becomes significant, some procedure for the summation of the higher orders of the PQCD expansion, such as the infrared renormalon model ͓13,14͔ or the recently developed soft-gluon resummation technique ͓15,16͔, has to be applied. For higher twists, Ͼ2, the power terms E n () are related to quark-quark and quark-gluon correlations, as illustrated by Fig. 2 , and should become important at small Q 2 . The systematic analysis of the Q 2 dependence of the experimentally derived Nachtmann moments M n N (Q 2 ) in the intermediate Q 2 range ͓0.5ϽQ 2 Ͻ10 (GeV/c) 2 ͔ should allow a separation of the higher twists from the leading twist. A precise evaluation would permit a comparison with the QCD predictions obtained from lattice simulations or a comparison with those models that describe the non-perturbative domain.
III. DATA ANALYSIS
The data were collected at TJNAF in Hall B with the CLAS detector and a liquid hydrogen target with thickness xϭ0.35 g/cm 2 during the electron beam running period in February-March 1999. The average beam current of 4.5 nA corresponded to a luminosity of 6ϫ10 33 cm Ϫ2 s Ϫ1 . To cover the largest interval in Q 2 and x, data were taken at five different electron beam energies: E 0 ϭ1.5, 2.5, 4.0, 4.2 and 4.4 GeV. The CLAS detector is a magnetic spectrometer based on a six-coil torus magnet whose field is primarily oriented along the azimuthal direction. The sectors, located between the magnet coils, are instrumented individually to form six essentially independent magnetic spectrometers. The particle detection system includes drift chambers ͑DC͒ for track reconstruction ͓17͔, scintillation counters ͑TOF͒ for the time of flight measurement ͓18͔, Cherenkov counters ͑CC͒ for electron identification ͓19͔, and electromagnetic calorimeters ͑EC͒ to measure neutrals and to improve the electron-pion separation ͓20͔. The EC detectors have a granularity defined by triangular cells in the plane perpendicular to the incoming particles to study the electromagnetic shower shape and are longitudinally divided into two parts with the inner part acting as a pre-shower. Charged particles can be detected and identified for momenta down to 0.2 GeV/c and for polar angles between 8°and 142°. The CLAS superconducting coils reduce the acceptance of about 80% at ϭ90°to about 50% at forward angles (ϭ20°), while the total acceptance for electrons is about 1.5 sr. Electron momentum resolution is a function of the scattered electron angle and it varies from 0.5% for р30°up to 1%-2% for Ͼ30°. The angular resolution is approximately constant and approaching 1 mrad for polar and 4 mrad for azimuthal angles: the resolution on the momentum transfer ranges therefore from 0.2% up to 0.5%. The missing mass resolution was estimated 2.5 MeV for beam energy less than 3 GeV and about 7 MeV for larger energies. To study all possible multi-particle production, the acquisition trigger was configured to require at least one electron candidate in any of the sectors, where an electron candidate was defined as the coincidence of a signal in the EC and Cherenkov modules for each sector separately.
The accumulated statistics at the five energies is large enough (Ͼ6ϫ10 8 triggers͒ to allow the extraction of the inclusive cross section with a rather small statistical error (р5%), in small x and Q 2 bins (⌬xϭ0.009, ⌬Q 2 ϭ0.05 GeV 2 ). The determination of the systematic error was more critical. CLAS is a large acceptance spectrometer and the response depends on the energy EЈ and the angle of the scattered electron. Determining the systematic effects of these, and other experimental parameters, is both necessary and complex. Consequently, we dedicate the next subsections to the discussion of the analysis procedure.
A. Momentum correction
Determining the momentum of a charged particle measured with CLAS depends on a proper understanding of the magnetic field geometry. As a result of the complexity of the detector and particularly the torus magnet system, it is crucial to check the reliability of the momentum determined by the DC tracking system. For this reason the position of the elastic peak was extracted from the measured inclusive electron cross section and compared to the theoretical value. A correction to the scattered electron momentum was applied to shift the elastic peak to the accepted value. The momentum correction obtained was small ͑from 2 to 7 MeV in W, depending on the beam energy͒ and resulted in significant improvement in the width of elastic peak .
The systematic error on the correction was estimated by comparing the position of the well-known second resonance peak ͓S 11 (1535) and D 13 (1520) resonances͔ to the position given in Refs. ͓21,22͔. The position difference ⌬W affects the cross section evaluation. The relative systematic error on the momentum correction is therefore given by
͑7͒
where B represents the Bodek fit according to the parametrization from Refs. ͓21,22͔. The systematic error calculated with Eq. ͑7͒ is given in Table I. FIG. 2. Twist diagrams: ͑a͒ the leading twist contribution evaluated at leading order of PQCD, ͑b͒ the contribution of higher twists, where current quark and nucleon remnant can exchange by a system of particles consisting of gluons andpairs whose complexity is increasing with twist order.
B. Electron identification and pion rejection
The electrons were identified by a combined off-line analysis of the signals from the four detector systems ͑DC, TOF, CC and EC͒. Only those electron candidates that were detected inside the most uniform ͑''fiducial''͒ detector volume were analyzed. The electron yield was corrected separately in each kinematic bin for pion contamination, detection efficiency and radiative corrections.
The photoelectron distribution in the CC depends on the kinematics, and the contaminating pion peak can be completely removed only with large efficiency losses of about 30% in several kinematic regions. Therefore the pion contamination was removed by a two-step procedure. Electrons producing a large number of photoelectrons ͑see Fig. 4͒ were identified by an energy cut in the EC detector response. The pion contamination to electrons producing a small number of photoelectrons was removed by analysis of the CC response.
As an example of the first step, Fig. 3 shows the CC photoelectron distribution N phe as a function of the fraction of energy deposited in the EC detector EC tot / P for negatively charged particles emitted at Ͻ35°, momentum P Ͻ1 GeV/c, and a beam energy of 2.5 GeV. The regions corresponding to pions (N phe р2.5) and to electrons (EC tot / Pу0.25) cannot be clearly separated and only the pion contamination to the left of the solid line can be removed without affecting the electron detection efficiency. The remaining pion contamination and the correction of the Cherenkov efficiency for electrons F phe have determined by a combined fit of the measured photoelectron distribution with two Poisson distributions convoluted with a Gaussian function to account for the finite photomultiplier resolution as shown in Fig. 4 .
The fit was performed separately for each sector over the whole kinematics data set (ϭ20°Ϫ50°and W ϭ0.9-2.5 GeV).
To minimize the errors, the fit was performed in rather large bins (⌬ϭ2°and ⌬EЈϳ0.1 GeV). Therefore, in order to apply the correction to the measured cross section, which was obtained with smaller bins, values of the correction were parametrized with the polynomial function
where A, B, C and 0 are free parameters and ϭE 0 ϪEЈ the electron energy transfer. The related systematic error ␦ phe ϭ␦F phe /F phe is mainly due to the low statistics in those bins corresponding to large Q 2 values and was found to be less than 2%.
C. Background subtraction
Since the pair production background has not been measured, its contribution was estimated according to a model ͓23͔ based on the Wiser fit ͓24͔ of the inclusive pion photoproduction reaction. The most important source of e ϩ e Ϫ pairs in the CLAS is due to 0 production, which either decays to ␥e ϩ e Ϫ ͑Dalitz decay͒ or to ␥␥, with subsequent photon conversion to e ϩ e Ϫ . The model was carefully checked, and it was in good agreement with the measured positron cross sections ͓23͔; the difference was always less than 30%. The value of the correction was assumed to be Photoelectron distribution in the Cherenkov detector versus the energy deposited in the EC detector divided by the momentum of the particle as determined by the drift chamber. The black vertical line represents the cut to reduce the pion contamination.
FIG. 4.
The fitted photoelectron distribution for two different sets of kinematics after removing some of the pion contamination via the EC tot / P cut: solid triangles show the distribution obtained with 4 GeV beam, scattered electron angle ϭ31°and momentum Pϭ1 GeV; open diamonds represent data taken with 2.5 GeV beam, scattered electron angle ϭ41°and momentum P ϭ1 GeV.
equal to the ratio of the inclusive e ϩ production cross section e ϩ over Bodek's fit ͓21,22͔ including radiative processes ͑tail from the elastic peak, bremsstrahlung, and Schwinger correction͒ rad B :
The correction is generally small as expected in Ref. ͓7͔; therefore, it was applied only for E 0 Ͼ2.0 GeV and W Ͼ1.7 GeV, where it was about 2%. The relative systematic error ␦ e ϩ e Ϫϭ ␦F e ϩ e Ϫ /F e ϩ e Ϫ from this correction was estimated using uncertainties on e ϩ given in Ref. ͓23͔ .
In order to remove the contribution of scattering on the target walls, the empty target data were analyzed in the same way and subtracted from the inclusive data, after proper normalization. An additional source of background originating from knock-on electrons produced in the supporting structure of the detector was estimated and it found to be smaller than 0.3%.
D. Simulations
As a result of the complexity of the CLAS detector, the only way to study its response functions is to perform complete computer simulations, describing each subsystem in detail including all materials that make up each detector. The simulations of detector response to the scattered electron were performed according to the following procedure:
͑i͒ Electron scattering events were generated by a random event generator with the probability distributed according to rad B , described above. The values of elastic and inelastic cross sections of the electron-proton scattering were taken from existing fits of world data, in Refs. ͓8͔ and ͓21,22͔, respectively. The internal radiative processes contribution was added according to calculations ͓25͔.
͑ii͒ The generated events were passed through the standard CLAS GEANT-based simulation program ͓26͔, to model the detector response.
͑iii͒ The results of the previous stage were further processed to make the detector response more realistic by adding the effects of electronic noise, background, dead wires and scintillator paddles.
͑iv͒ Finally, the efficiency was calculated in each kinematic bin as a ratio of the number of reconstructed events, N rec , over the number of generated events, N gen :
The electron detection efficiency obtained from simulations is about 97% and approximately constant inside the fiducial region of the detector over the whole available kinematics. In order to test the reliability of the simulation procedure and to check a proper absolute normalization, the wellknown elastic scattering cross section was extracted from the same data set (d/d⍀ expt ) and compared to the simulated cross section (d/d⍀ sim ). The two cross sections are in good agreement within statistical and systematic errors as shown in Fig. 5 .
The relative systematic deviation of the elastic cross section obtained from simulations and from these data ␦ e f f , was calculated for each beam energy and scattered electron angle ͑in bins of 1°on the accessible interval from 20°to 50°) according to:
where d/d⍀ f it is the parametrization described in Ref.
͓8͔
and ␦ expt is the statistical error of the measured elastic cross section. For the error propagation ␦ e f f was parametrized by a linear function of the scattered electron angle .
E. Inclusive inelastic cross section
Since the Monte Carlo simulations were shown to be reliable, they were used to evaluate efficiency, acceptance, bin centering and radiative corrections. For each kinematic bin, the inclusive cross section d and the structure function F 2 were extracted directly from the raw electron yield N expt normalized to the integrated luminosity and corrected for efficiency, acceptance, bin centering, and radiative effects as follows: FIG. 5 . Typical ratio of the measured elastic scattering cross section to the parametrization from Refs. ͓8,9͔ ͑points͒ with radiative corrections, in comparison to that obtained from the simulations ͑solid line͒; errors are statistical only.
where is the density of liquid H 2 in the target, N A is the Avogadro constant, M A is the target molar mass, L is the target length, Q tot is the total charge in the Faraday cup ͑FC͒ and ⑀(x,Q 2 ) is the efficiency defined in Eq. ͑10͒ with the radiative and bin-centering correction factors according to
where
, ͑14͒
and the integral was taken over the current bin area ⌬. The radiative correction factor ⑀ rad strongly varies in the explored kinematic range from 0.85 up to 1.6. Fortunately, the largest correction was contributed by the elastic peak tail for which calculations are very accurate ͑see Refs. ͓25,27͔͒. All systematic uncertainties were propagated in quadrature to the final relative systematic error:
where ␦ rad is the systematic uncertainty on the radiative correction, given by
where ⑀ rad TSAI (E,x,Q 2 ) and ⑀ rad POLRAD (E,x,Q 2 ) are the radiative correction factors in rad B evaluated with two different approaches ͑ ͓25͔ and ͓27͔͒. These two approaches use different parametrizations of the elastic ͑ ͓8͔ and ͓28͔͒ and inelastic ͑ ͓21,22͔ and ͓29͔͒ cross sections as well as different calculation techniques.
␦ rad (E,x,Q 2 ) varies in the kinematic range of the experiment from 0 to 20% while the average value is 3%. A minimum radiative correction systematic error of 1.5% was assumed. The structure function F 2 (x,Q 2 ) was extracted from the inelastic cross section using the fit of the function R(x,Q 2 ) ϵ L / T developed in ͓14͔ and described in Appendix A. The inclusive electron scattering cross section can be expressed in terms of the well known structure functions W 1 and W 2 as ͓12͔ . ͑18͒
Therefore, the structure function F 2 ϭW 2 can be evaluated as follows:
where J is the Jacobian given by
where s is the squared invariant mass of the initial electronproton system sϭM 2 ϩ2EM and ⑀ is the polarization parameter defined as
.
͑21͒
The function R(x,Q 2 ) is poorly known in the resonance region; however, the structure function F 2 in the relevant kinematic range is very insensitive to the value of R. In fact even a 100% systematic uncertainty on R gives only a few percent uncertainty on F 2 . The relative total systematic error is given by
The uncertainties of R given in Ref. ͓14͔ were propagated to the resulting F 2 , and the actual systematic errors introduced by ␦ R were always lower than 3%.
The combined statistical and systematic precision of the obtained structure function F 2 is strongly dependent on kinematics and the statistical errors vary from 0.2% up to 30% at the largest Q 2 where statistics are very limited. Figure 6 shows a comparison between the F 2 data from CLAS and the other world data in the Q 2 ϭ0.775 GeV 2 bin. The observed discrepancies with the data from Ref. ͓7͔ which fill the large x region in Fig. 6 are mostly within the systematic errors. Because of the much smaller bin centering corrections in this Q 2 region, our data are in a better agreement with data previously measured at SLAC, given in Ref. ͓22͔, and the parametrization of those from Refs. ͓21,22͔. The average statistical uncertainty is about 5%; the systematic uncertainties range from 2.5% up to 30%, with the mean value estimated as 7.7% ͑see Table I͒ . The values of F 2 (x,Q 2 ) determined using our data are tabulated elsewhere ͓10͔.
G. Moments of the structure function F 2
As discussed in the Introduction, the final goal of this analysis is the evaluation of the Nachtmann moments of the structure function F 2 . The total Nachtmann moments were computed as the sum of the elastic and inelastic moments:
The contribution originating from the elastic peak was calculated according to the following expression from Ref.
͓14͔:
where the proton form factors G E 2 (Q 2 ) and G M 2 (Q 2 ) are from Ref. ͓8͔ modified according the recently measured data on G E /G M ͓9͔, as described in Ref.
͓10͔.
The evaluation of the inelastic moment M n in involves the computation at fixed Q 2 of an integral over x. For this purpose, in addition to the results obtained from the CLAS data, world data on the structure function F 2 from Refs. ͓7,30-44͔ and data on the inelastic cross section ͓21,22,45͔ were used to reach an adequate coverage ͑see Fig. 1͒ 
The difference between the real and bin-centered data,
was added to the systematic errors of F 2 in extracting the Nachtmann moments. As an example, Fig. 7 shows the integrands of the first four moments as a function of x at fixed Q 2 . The significance of the large x region for various moments can clearly be seen.
To have a data set dense in x, which reduces the error in the numerical integration, we performed an interpolation, at each fixed Q 0 2 , when two contiguous experimental data points differed by more than ٌ. The value of ٌ depended on kinematics; in the resonance region where the structure function exhibits strong variations, ٌ had to be smaller than half the resonance widths and was parametrized as ٌϭ0.04/͓1 ϩͱQ 2 /10͔. Above the resonances, where F 2 is smooth, we only accounted for the fact that the available x region decreases with decreasing Q 2 (ٌϭ0.1͓1ϩͱQ 2 /10͔). Finally in the low x region (xϽ0.03) where the F 2 shape depends weakly on Q 2 , but strongly on x, we set ٌϭ0.015. Changing these ٌ values by as much as a factor of 2 produced changes in the moments that were much smaller than the systematic errors.
To fill the gap within two contiguous points x a and x b , we used the interpolation function F 2 int (x,Q 0 2 ) defined as the parametrization from Ref. ͓14͔ normalized to the experimental data on both edges of the interpolating range. Assuming that the shape of the fit is correct,
where the normalization factor ␣(Q 0 2 ) is defined as the weighted average, evaluated using all experimental points located within an interval ⌬ around x a or x b : 
is the statistical uncertainty of the normalization. Therefore, the statistical error of the moments calculated according the trapezoidal rule ͓46͔ was increased by adding the linearly correlated contribution from each interpolation interval as follows:
Since we average the ratio F 2 (x i ,Q 0 2 )/F 2 B (x i ,Q 0 2 ), ⌬ is not affected by the resonance structures, and its value was fixed to have more than two experimental points in most cases; therefore, ⌬ was chosen equal to 0.03 in the resonance and in the very low x regions and to 0.05 in the DIS region. In Fig. 8 we show how this interpolation is applied: the thin solid line represents the original function F 2 B (x,Q 2 ) and the heavy solid line represents the result of the interpolation F 2 int (x,Q 2 ). We also checked that the moments do not show any dependence on the ⌬ values.
To fill the gap between the last experimental point and one of the integration limits (x a ϭ0 or x b ϭ1) we performed an extrapolation at each fixed Q 0 2 using F 2 B (x,Q 0 2 ) including its systematic error given in Ref. ͓14͔ .
As an extension of the analysis, the world data at Q 2 above 5 (GeV/c) 2 were analyzed in the same way as described above. The only differences were the Q 2 bin size, which was chosen equal to 5% of Q 2 , and the values of the parameters ٌ and ⌬. In addition, the bins were situated not continuously, but only where data exist. Since at large Q 2 the shape of F 2 (x) remains almost constant with changing Q 2 , both parameters ٌ and ⌬ were fixed: in the resonance region (WϽ1.8 GeV) to value 0.01; 0.1 in the DIS; and ٌϭ0.005 and ⌬ϭ0.01 at very low x (xϽ0.03). The results for M n in (Q 2 ) did not exhibit any significant dependence on the choice of the parameter values. The results are reported together with their statistical and systematic errors in Table II .
H. Systematic errors of the moments
The systematic error consists of genuine uncertainties in the data given in Refs. ͓7,21,22,30-45͔ and uncertainties in the evaluation procedure. To estimate the first type of error we had to account for using many data sets measured in different laboratories and with different detectors. In the present analysis we assume that different experiments are independent and therefore only systematic errors within one data set are correlated.
Thus, an upper limit for the contribution of the systematic error from each data set was evaluated in the following way:
͑i͒ we first applied a simultaneous shift to all experimental points in this set by an amount equal to their systematic error;
͑ii͒ then the inelastic nth moments obtained using these distorted data M n (i) in (Q 2 ) were compared to the original moments M n in (Q 2 ) evaluated with no systematic shifts; ͑iii͒ finally the deviations for each data set were summed in quadrature as independent values:
where N S is the number of available data sets. The resulting error was summed in quadrature to ␦ n norm (Q 2 ) to finally evaluate the total systematic error of the nth moment.
The second type of error is related to the bin centering, interpolation and extrapolation. The bin centering systematic uncertainty was estimated as follows: 4, 6 and 8 evaluated in the interval 0.05рQ 2 р100 (GeV/c) 2 . The moments are labeled with * when the contribution to the integral by the experimental data is between 50% and 70%; all other values were evaluated with more than 70% data coverage. The data are reported together with the statistical and systematic errors. where according the Nachtmann moment definition and the trapezoidal integration rule
The relative systematic error of the interpolation was estimated as the possible change of the fitting function slope in the interpolation interval, and it was evaluated as a difference in the normalization at different edges:
where N i and N j are the number of points used to evaluate the sums. Since the structure function F 2 (x,Q 2 ) is a very smooth function of x below resonances, on the limited x interval ͑smaller than ٌ) the linear approximation gives a good estimate. Thus, the error given in Eq. ͑34͒ accounts for such a linear mismatch between the fitting function and the data on the interpolation interval. Meanwhile, the CLAS data cover all the resonance region and no interpolation was used there. Therefore, the total systematic error introduced in the corresponding moment by the interpolation can be estimated as
The systematic errors obtained by these procedures were summed in quadrature:
In order to study the systematic error in the extrapolation at very low x we have performed a test of the functional form dependence comparing moments presented here with those obtained by using the fitting function from the neural network parametrization of Ref. ͓52͔. The difference is significant only for M 2 and it appeared to be smaller than ␦ n P (Q 2 ) given by Eq. ͑36͒ ͑see Fig. 9͒ . The difference was added to ␦ n P (Q 2 ) in quadrature to evaluate the total systematic error of the nth moment.
IV. EXTRACTION OF LEADING AND HIGHER TWISTS
In this section, we present our twist analysis of the moments we have extracted, which are presented in Fig. 10 . As already shown in Refs. ͓14͔ and ͓16͔, the extraction of higher twists at large x depends significantly on the effects of PQCD high-order corrections. In particular, the use of the well established NLO approximation for the leading twist is known to lead to unreliable results for the higher twists ͓16͔. Therefore, hereafter we follow Ref. ͓16͔, where the PQCD corrections beyond the NLO are estimated according to soft gluon resummation ͑SGR͒ techniques.
As far as power corrections are concerned, several highertwist operators exist and mix under the renormalizationgroup equations. Such mixings are rather involved and the number of mixing operators increases with the order n of the moment. Since a complete calculation of the higher-twist anomalous dimensions is not yet available, we use the same phenomenological ansatz already adopted in Refs. ͓14͔ and ͓16͔. Thus, our extracted Nachtmann moments are analyzed in terms of the twist expansion where n (Q 2 ) is the leading twist moment and HT n (Q 2 ) is the higher-twist contribution given by ͓53͔
͑38͒
where the logarithmic PQCD evolution of the twist-contribution is accounted for by the term
͓corresponding to the Wilson coefficient E n (,Q 2 ) in Eq. ͑3͔͒ with an effective anomalous dimension ␥ n () and the parameter a n () ͓equal to the matrix element O n () in Eq. ͑3͔͒ represents the overall strength of the twist-term at the renormalization scale Q 2 ϭ 2 . In Eqs. ͑37͒, ͑38͒ four higher-twist parameters appear, while the twist-2 moment n (Q 2 ) is generally given by the sum of a non-singlet and singlet terms, leading to three unknown parameters, namely the values of the gluon, non-singlet and singlet quark moments at the factorization scale Q 2 ϭ 2 . However, the decoupling in the PQCD evolution of the singlet quark and gluon densities at large x allows one to consider a pure nonsinglet evolution for nу4 ͑cf. ͓14͔͒. This means that we have only one twist-2 parameter for nу4, namely the value of the twist-2 moment n ( 2 ) at the factorization scale Q 2 ϭ 2 . The resummation of soft gluons does not introduce any further parameter in the description of the leading twist.
Explicitly, for nу4 the leading twist moment n (Q 2 ) is given by
͑39͒
where the quantities ␥ n NS , C DIS (NLO) and R n NS can be read off from Ref. ͓16͔. In Eq. ͑39͒ the function G n (Q 2 ) is the key quantity of the soft gluon resummation. At next-to-leadinglog it reads as
where n ϵ␤ 0 ␣ s (Q 2 )ln(n)/4 and
with C F ϵ(N c 2 Ϫ1)/(2N c ), kϭN c (67/18Ϫ 2 /6)Ϫ5N f /9, ␤ 0 ϭ11Ϫ2N f /3, and N f being the number of active flavors. Note that the function G 2 () is divergent for →1; this means that at large n ͑i.e. large x) the soft gluon resummation cannot be extended to arbitrarily low values of Q 2 . Therefore, for a safe use of present SGR techniques we will work far from the above-mentioned divergences by limiting our analyses of low-order moments (nр8) to Q 2 у1 (GeV/c) 2 . All the unknown parameters, namely the twist-2 parameter A n as well as the higher-twist parameters a n (4) ,␥ n (4) ,a n (6) ,␥ n (6) , were simultaneously determined from a 2 -minimization procedure in the Q 2 range between 1 and 100 (GeV/c) 2 . In such a procedure only the statistical errors of the experimental moments were taken into account, as well as the updated Particle Data Group value ␣ s (M Z 2 ) ϭ0.118 ͓54͔, and a renormalization scale equal to 2 ϭ10 (GeV/c) 2 . The uncertainties of the various twist parameters were then obtained by adding the systematic errors to the experimental moments and by repeating the twist extraction procedure. The parameter values are reported in Table III , where it can be seen that the leading twist is determined with a few percent uncertainty, while the precision of the extracted higher twists increases with n reaching an overall 10% for nϭ6 and 8, thanks to the remarkable quality of the CLAS data at large x. Note that the leading twist is directly extracted from the data, which means that no specific functional shape of the parton distributions is assumed in our analysis. The contribution of higher twists to M 2 was too small to be extracted by the present procedure.
Our results, including the uncertainties for each twist term separately, are reported in Fig. 11 for nу2 , while the ratio of the total higher-twist contribution to the leading twist is shown in Fig. 12 . In addition, the extracted leading twist contribution is reported in Table IV . It can be seen that ͑i͒ the extracted twist-2 term yields an important contribution in the whole Q 2 range of the present analysis; ͑ii͒ the Q 2 behavior of the data leaves room for a highertwist contribution positive at large Q 2 and negative at Q ͑iii͒ Different higher twist terms tend to compensate each other in such a way that their sum is small even in a Q 2 region where their absolute contributions exceed the leading twist. This cancellation is responsible for the duality phenomena and leads to the prevailing DIS-inspired picture of photon-proton collisions at low Q 2 . Therefore, we demonstrated that a precise determination of higher twists is feasible with the high quality of the new CLAS data. The main limitation of the present analysis is the use of a phenomenological ansatz for the higher twists. In this respect it is necessary to have better theoretical knowledge of the renormalization group behavior of the relevant higher-twist operators. This would directly test QCD in its non-perturbative regime through the comparison of predictions obtained from lattice simulations with these data.
