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1Out line of the project
The TPS1 project is a flourishing case of collaboration of INFN, composed of twelve groups with physi-
cists, radiotherapists and oncologists covering several different scientific aspects. Funding of the TPS project
is partially provided by IBA. Applying “In-beam” PET monitoring is the participation of the Pisa group to
this project derives from the experience accumulated by the group in Catania where proton therapy is applied
in uveal melanoma treatment [1, 2, 3, 4, 5, 6, 7, 8].
Other ophthalmic targets, such as angiomas and haemangiomas have also been treated with protons with
promising results [5]. A miscellaneous number of other ocular tumors are also treated with protons, such as
retinoblastomas under general anesthesia and metastatic lesions [5].
The collaboration accounts for several INFN research groups, active in different scientific areas: ex-
perimental and theoretical / phenomenological nuclear physics, Monte Carlo calculations and techniques
for numerical analysis, Radiobiology and Hardware / Software development for dose monitoring purposes.
These groups are working together within the TPS project with the goal of developing an improved TPS for
carbon-ion therapy with active scanning.
Radiotherapy with hadrons (protons and light ions), allows highly conformal treatment of deep-seated
tumors with great accuracy and, while traveling through the patient, there is minimal lateral diffusion [9, 10].
Although the implementation of safety margins around the tumor and the selection of appropriate portal
beams minimize over- or under-shooting effects, discrepancies between planned and actual delivered dose
can be derived from patient set-up errors, anatomical variations or beam delivery among different treatment
sessions. This is the reason why a direct verification of radiation field position and particle range would be
very desirable for the quality assurance of the treatment. Many studies have shown that Positron Emission
Tomography (PET) could fulfill this task adequately, by taking advantage of the spatial correlation between
positron emitter (created along the hadrons’ path) by nuclear interaction and dose distributions [11]. In fact,
nuclear isotope cross sections fall off at low energy just a few millimeters before the Bragg peak, making it
possible to obtain information on the delivered dose from the reconstructed spatial distribution of produced
positron emitters.
At present, “In-beam” PET method is applied as a technique of treatment verification for fractioned
carbon ion therapy at GSI, Germany [12], and is under evaluation for fractioned proton therapy at the
Massachusetts General Hospital, Boston, USA [13] through the comparison of PET activity distribution
predicted based on the planned dose and the measured one. Regarding the experimental aspects, a dedicated
longitudinal tomograph has been developed in Japan [14]. However, commercial PET scanners have been
employed [15, 16].
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INFN-TPS Pisa group is developing a small PET instruments as a proof of principle toward the building
of dedicated PET devices whose field-of-view (FOV) fits the patient-beam geometry and the size of the irra-
diated region. Toward the achievement of this objective in 2009, the performances of the DoPET2 prototype
developed at INFN-Pisa, were compared with another “In-beam” PET system at GSI Darmstadt, Germany.
The two systems were simultaneously operated after low energy carbon ion irradiation of PMMA phantoms
and some significant results have been achieved. Firstly, in the small field of view, the performances of our
DoPET prototype were similar to those of the clinically established BASTEI3 tomograph in terms of range
resolvability, while exhibiting a superior spatial resolution due to the smaller crystal size. This supports its
applicability to monitor treatment of small lesions in the case of carbon ion therapy. However, the limited
geometrical detection efficiency as well as the required rejection of decay events in the first few minutes of
irradiation penalized the counting statistics loosing the contribution of 15O fraction [17].
Therefore, an upgrade the DoPET system is necessary. Providing an enlarged detection area with the
availability of an external trigger signal in the acquisition system to tag the acquired data for real “In-beam”
operation. Together with this development, a new treatment-planning system will be produced by the TPS
collaboration and will be applied in hadron-therapy [18].
The value of the PET for hadron-therapy monitoring is assured by a detection capability of deviations
equal to (or lower than) 1 mm in the dose distribution from the reconstructed image of the +-induced
activity. Although the final aim of the “In-beam” PET is the determination of the delivered dose distribution,
the primary goal for a proof of principle can be to reach a detection capability of deviations of the order of
the millimeter for the proton range, i.e., only for one direction.
The goal of the thesis
This thesis has been addressing the hardware part of TPS project for the design, assembly and develop-
ment of a PET scanner made of two detectors for dose monitoring in hadron-therapy treatment of patients.
The aims of this thesis are:
1. The development of the detection system for gamma-ray-based multi-anode photo-multipliers (MA-
PMT) and matrices of scintillators, which has been considered as the specific goal of the project.
2. Optimization of the acquisition system MA-PMT and in particular the development and optimization
part of pre-amplification and discrimination of signals.
3. Testing the complete system for the physical characterization and determination of benefits in terms
of spatial resolution and sensitivity.
This thesis is organized as follows. The first chapter reviews the rationale for hadron-therapy in treatment
quality and briefly describes the reasons why hadron-therapy is used for cancer treatment. The second
chapter shows the rationale for applying PET in hadron-therapy treatment and addresses the motivations
of utilizing PET for monitoring the dose delivery in hadron-therapy in order to optimize the treatment.
The third chapter discusses the basic concepts of PET. Chapter four presents the first version of our PET
and shows the operational concept of our system with the different configurations. Chapter five presents the
2Dosimetry with Positron Emission Tomography
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upgraded version of our dedicated PET which includes the hardware part of project. Chapter six contains the
measurements that have been done to verify the functionality and physical characteristics of the new version
of our PET. Chapter seven demonstrates our PET system’s set-up as a dedicated method for verification of
correct dose, which is delivered by proton beam in Catania. Chapter eight illustrates and discuss the future
work and provides some suggestion for the aforementioned system. There are also three appendices, which
includes the explanation of the designed translator level for DoPET system when each head of the detection
system composed of nine PMTs and the designation of a passive filter, applied to the DAQ boards as part of
the acquisition system is illustrated including the simulation results.
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5Chapter 1
Rationale for hadron-therapy in treatment
quality
1.1 Motivation of hadron-therapy
Radiotherapy is by far one of the most cost-effective modality for curative cancer treatment. As well
as conserving tissue functions, it has a prominent role in symptom control and pain relief for incurable
patients. With increasing cancer incidence and the impact of an aging population, the role of radiotherapy
will become prominent.
At present, cancer is the foremost issue of social health in the world. Approximately 11 million people
worldwide are diagnosed with cancer, and almost 7 million people die annually due to different type of
cancers. In Europe, each year 1.8 million people die from malignant tumor growth and it is envisaged that
cancer will become the leading cause of death in the next decade [19]. After heart disease, cancer is the
second most common cause of death in the world.
In general, there are four diverse ways proposed for treating different cancers: surgery, radiotherapy,
chemotherapy and immunotherapy. Today the first two are of crucial importance. Surgery and radiotherapy
alone are successful in 22% and 12% of the cases, respectively. When combined they account for another
6% of the cases, so that radiotherapy is involved in almost half of the curative treatments of loco-regional
type. For this reason, nearly one third of the 15,000 particle accelerators running in the world (30%) are
devoted to radiotherapy [20].
Although the first therapy trial was reported by Prof. Freund in Vienna on November 24th, 1896 after
irradiating and removing a hairy mole on the forearm of a patient [21], there was a 5 decade gap between
the discovery of X-rays in 1895 and the invention of the first Linac in 1953. During these years, scientists
(with the assistance of medical doctors) struggled to improve the quality of treatment of individuals that
were suffering from different cancers. Medical doctors started using X-rays and Gamma rays in 1910 and
with radium needles and 60Co sources in 1951, thus beginning the practice of radiotherapy.
In order to overcome the drawbacks of exponentially decreasing depth dose distribution of electromag-
netic radiation and to reduce the lateral beam scattering numerous techniques have been developed and
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applied. The main objective of radiotherapy is the local control of the tumor and, in some situations, of
the surrounding diffusion paths (loco - regional radiotherapy). The first step was to substitute X-ray tubes
with high-energy gamma rays of 60Co sources, which were produced in nuclear reactors. The rationale is
to deliver the target tumor a sufficiently high dose so as to destroy it, while at the same time maintaining
sufficiently low dose to the surrounding healthy tissues inevitably involved in the radiation. This dose must
remain within such limits so that the healthy tissue does not undergo serious or even irreversible damage or
complication.
Conventional radiotherapy delivers the maximum energy near the beam entrance, and deposits signif-
icant energy at distances beyond the cancer target. One of the effective step for the optimization of the
treatment was applying IMRT1. Distribution of photon-bremsstrahlung of high-energy electron Linacs in
several directions, giving better dose conformity and minimal energy deposition to the normal tissues. By
using IMRT, it is possible to surmount the limitation of the exponential attenuation and absorption, and
depth-dose characterization of X-ray radiotherapy. In contrast, heavy-charged particles like protons or
heavier ions can be used to go over the physical and biological restrictions of the conventional radiotherapy.
Ion therapy offers a promising future to those patients whose tumors cannot be treated by surgery or with
conventional radiotherapy. Application of charged particles leads to a large reduction of at least 50% in
the total energy (or integral dose) deposited in the body with a corresponding reduction in normal tissue
damage.
Despite all of the potential advantages of the Charge Particle Therapy (CPT) compared with mega-
voltage X-rays, it is not without imperfections. Energy loss of the particles as they traverse a medium can
alter the range, position, size and shape of the Bragg peak. These factors are detrimental as they reduce
the conformity and dose distribution of the particle beam i.e. the advantage of using CPT. Range straggling
occurs a s the number of interactions a particle undergoes varies as it travels through a medium, as some
interact more and lose more energy and thus range is reduced [22]. This effect causes the peak to become
blurred and reduces its accuracy by 1% of the Bragg peaks range [22]. Such an effect is especially detri-
mental if the target is adjacent to a critical structure e.g. optic chiasma particularly during single fraction
treatments. Although photons may not be able to provide the desirable dose profile of CPT, its calculated
and actual position are more likely to be equal and it is much easier to ensure the tumor is receiving the
maximum dose as adjusting the Break Peak depth to account for this widening is much more difficult [23].
Particle interactions cause energy loss as they react with atomic electrons and nuclei in the medium. This
leads to energy transfer to the medium, scattering of incident particle and in turn lateral scattering and beam
divergence [22]. This effect is largely coulomb scattering of atomic nuclei and results in lateral scattering
beam widening of the peak which reduces its accuracy for cancer therapy [24]. However, due to the di-
vergence using a Gaussian distribution, it can be considered during treatments and is certainly provides a
sharper beam than would be achieved with photons for superficial tumors and at lower energies [25]. How-
ever, the lateral penumbra deteriorates with depth and it is worse than that of photons. This suggests that
protons are not suitable for deep-seated targets with adjacent critical structures [26].
Hadron-therapy is a comprehensive field that encompasses many different techniques of oncological
radiotherapy. Protons, neutrons and light nuclei are examples of hadrons used to locally control many types
of tumors. Proton therapy is considered to be a better treatment than even the best Intensity Modulated
Radiation Therapies. Large tumors are, in particular, elective targets for hadron-therapy because with X-
rays the surrounding tissues unavoidably receive a much higher dose. Heavy charged particles exhibit a
superior dose distribution as compared to all conventionally used beams; a small lateral and range straggling,
combined with an increase of the dose deposition with increasing penetration depth enables the production
1Intensity-Modulated Radio-therapy
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of dose profiles precisely shaped to the contours of the treatment volume. In addition, heavy ion beams
exhibit an elevated biological efficiency dose due to the maximum dose that is delivered to the tissue just
over the last few millimeters of the particle’s range; this maximum is called the Bragg peak. Therefore,
beams of heavy ions deliver a high physical dose combined with a high biological efficiency to a tumor
volume while the surrounding healthy tissue is maximally spared. Moreover, the dense column of ionization
produced near the Bragg peak of a light ion track gives rise to many DSBs2 and MSDs3, when it crosses the
DNA of a cell nucleus.
The possibility of using hadron-therapy (with protons or heavier ions) in every day clinical practice
in cancer therapy, as a consequence of the worldwide fast growing of new proposals and facilities [9],
requires an improvement of treatment-dedicated software including the development of new approaches
able to provide a more accurate simulation of the interaction of radiation with biological tissue.
Figure 1.1: Comparison of the depth dose profiles of 120 keV X-rays, gamma of 60Co, and Rontgen-
Bremsstrahlung photons (EMAX = 18 MeV) with carbon ions of 250MeV=u and 300MeV=u [27].
It is obvious that by increasing the ionization density towards the end of the particle track, there is a
capability of transporting a higher dose to a deep-seated tumor than by using conventional photon beams
(as it shows in Figure 1.1). As turned out in practice the small lateral scattering of heavy particles as well as
the restricted range (i.e., the steep decrease in dose beyond the Bragg maximum) are the essential properties
of particle beams which serve to improve radiotherapy. In addition, at a microscopic scale the increase in
ionization density towards the end of the particle range causes an increase of biological effectiveness for
ions heavier with respect to protons that can be used to potentiate the radiation damage selectively in the
target volume when using the appropriate ion species like carbon [28].
2Double Strand Breaks
3Multiple Damage Site
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1.1.1 History of hadron-therapy
The field of radiation treatment of cancer was founded by the Lawrence brothers when they employed
X-rays for treatment of uterine cancer of their mother in 1937. By late 1938, they began using RT therapy
in patients and a big program for the treating of 250 patients was initiated in 1940. In 1946, Harvard
physicist Robert Wilson first suggested proton therapy [29]. He went on to support this idea by showing that
proton therapy can place the maximum radiation dose in the tumor without harming surrounding tissues.
He also showed that for larger tumors, the normally narrow Bragg peak could be spread out by using a
modulator wheel. Following this publication, research on proton therapy began in 1954; the first proton
therapy treatment was performed on a pituitary tumor at the Berkeley Radiation Laboratory. Between 1954
and 1974 at Berkeley, about 1000 pituitary glands and pituitary tumors were treated with protons.
In 1957, the first tumor was irradiated with protons at the Uppsala cyclotron [30] but the facility that
made the largest impact on the development of proton therapy is the Harvard Cyclotron [31]. In 1958,
protons were used in Sweden as neurosurgical tools and in 1967, large-field proton treatment was also used
in Swedish facilities [32]. In 1968, the Dubna proton facility center was established and the year after, work
began in the Moscow proton facility. Neutron therapy initiated at MD Anderson in 1972 and two years after
that, Large-field fractionated proton treatments program began at HCL1, Cambridge, MA. In the same year
patients were treated with pi mesons at Los Alamos. St. Petersburg proton therapy facility center started
its activity in 1975. In the same year, Harvard team pioneers started to treat eye cancer with protons. In
1976, neutron therapy was initiated at Fermi lab and the next year, Bevalac at Berkeley investigated ion
treatment of patients. By the time the Bevalac facility closed in 1992, 223 patients had been treated. In
1979, proton therapy started in Chiba, Japan. In 1988, proton therapy was approved by FDA. In 1989,
proton therapy was established at ClatterBridge and the year after that, the first hospital-based facility at
Loma Linda in California was set up. In 1991, proton therapy started at Nice and Orsay and subsequently,
Berkeley cyclotron closed after treating more than 2,500 patients. In 1993, proton therapy center opened at
Cape Town and in the same year, Indiana started treating the first patient with protons. In 1994, ion therapy
with carbon started at HIMAC 2 (and by 2008 more than 3,000 patients had been treated). In 1996, the
PSI proton facility was established and two years after that, Berlin proton facility was launched. In 2001,
Massachusetts General opened its proton therapy center, and in 2006, proton therapy was initiated in MD
Anderson, and finally in 2008 neutron therapy was re-stated at Fermi lab [33].
By the end of 2007, around 54,000 patients had been treated with proton beams in a dozen subatomic
physics laboratories and in about five hospital-based proton therapy centers. Another ten centers are running-
in or are under construction in the world. By the same time, around 4500 patients had been treated with
carbon ions at the HIMAC in Chiba, Japan and about 400 at the pilot project at the nuclear physics labo-
ratory GSI in Darmstadt, Germany. One of the therapy centers was MGH-Harvard where has studied the
survival rate of the patients who suffered from the Sarcoma of the skull base tumors under the proton ther-
apy treatment. Due to the analysis of results which has been done on those patients with sarcomas of the
skull base, the indicators of a 10-year survival rates after proton therapy were achieved which were equal
to 95%, however, a statistics of 45% was obtained with the same number of patients in the GSI (Darmstadt,
Germany) after the treatment with photon. These results verify the benefits of proton therapy compared to
photon. The other therapy center, the HIT, Heidelberg Ion Beam Therapy Center, Germany), has reported
almost 100% survived patients within 5 years of observation. They suffered from the Carcinoma of the
prostate. Therefore, There were excellent results [10, 35, 36].
1Harvard Cyclotron Laboratory
2Heavy Ion Medical Accelerator
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Figure 1.2: Different cancer survival among patients ages 18-64 years by Stage and Insurance Status at the
end of 2008 [34].
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In the past five years, European initiatives at GSI and CERN have made important steps in joining Japan
in the development and construction of hospital-based dual centers for protons and carbon ions. Based on
the successes of the pilot project, the Heidelberg Ion Therapy (HIT) Center designed by GSI was approved
in 2001 and first treatment took place in 2008. The construction project of the Italian National center CNAO
started in 2002 and the first treatment of patients is planned for 2011. Further centers are under construction
or planned Marburg in Germany, Wiener Neustadt in Austria and ETOILE in France [36].
Industry has shown considerable interest in the upcoming market of hadron-therapy. Five companies
(IBA, Siemens, Hitachi, Optivus and Varian-ACCEL) are now selling proton therapy units, and two firms
(Siemens and Hitachi) have designed facilities for combined proton-carbon beams. The strong interest of
industrial companies in ion therapy is supported by the large potential of this strategy for curing cancer,
which is often rooted from the instruments developed for fundamental research in subatomic physics.
Proton therapy is booming, with about 50,000 patients treated worldwide. Several dedicated hospital-
based centers with significant capacity for treating patients are now replacing the first generation R&D
facilities hosted by the physics research laboratories. In Europe proton therapy centers for deep-seated
tumors exist at Orsay in France, at Munich in Germany, at Uppsala in Sweden, at Villigen in Switzerland.
Various facilities exist in Catania (Italy), which produces lower energy proton beams to treat eye melanomas.
Today, five companies offer turn-key centers and about ten new centers are under construction around the
world. However, less than 1% of the patients have been irradiated with the more technologically advanced
active scanning techniques, which are an exclusive European contribution developed recently at PSI in
Villigen for protons and at GSI (Darmstadt) for carbon ions.
1.2 Physical rationale for applying hadron ions in RT
Radiotherapy with Hadrons is primarily different from conventional radiotherapy. The interaction of
protons with matter is the basis for the therapeutic potential of these beams. When a proton beam interacts
with tissue, most of its energy is lost by collision with atomic orbital electrons. Since the proton is some
1835 times more massive than the electron, it does not significantly deviate from a straight-line path as
it interacts, slows down and eventually stops. The proton deposits energy with an energy loss inversely
proportional to the square of its speed.
The favorable depth dose distribution is a direct consequence of the interaction mechanism of heavy,
charged particles with the penetrated material and is different from that of electromagnetic radiation. Within
the energy range used for therapy, heavy charged particles interact predominantly with the target electrons
and the interaction strength is directly correlated with the interaction time. At high energies of the projectiles,
the interaction time is short and the energy transfer to the target small. When the particles are slowed down
and close to the end of their range, the interaction time becomes larger and the value of the energy transfer
is at its maximum. The energy loss as function of particle energy and atomic number is given in the Bethe-
Bloch-formula [37, 38, 39]:
dE
dx
=
44e4Z2effN
mev2
ln
2mv2
I(1  2) + relativistic terms (1.1)
where me is the electron mass,  the projectile velocity, N the density of the electrons of the target
material, e the elementary charge, and I the mean ionization potential. Finally, Zeff is the effective charge
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empirically approximated by Barkas [40]. The relativistic terms in Eq. 1.1 will be described in Eq. 1.2. For
high energies, all electrons are stripped off the projectile and the effective charge equals the atomic number.
At low energies, electrons are collected from the target and the effective charge decreases, yielding zero
when the particles stop. The change of Zeff is the main reason for the sharp decrease of the energy loss at
lower energies, which is the essential criterion for the use of heavy particles in therapy.
Hadron-therapy benefits from a more selective energy deposition in depth with respect to conventional
radiotherapy. The superior dose con-formality offered by this modality demands a higher accuracy in the
planning and delivery of the treatment. This has led to a growing interest in quality assurance techniques
such as “In-beam” PET during the irradiation, and “Off-beam” PET soon after the irradiation.
1.2.1 Lateral and longitudinal scattering
When the energy loss is plotted over the penetration depth a Bragg curve for a single particle results in a
dose ratio from plateau to peak of 1 to 2 orders of magnitude. However, measured Bragg curves have a much
lower dose ratio due to the statistics of the energy loss process. The interaction of the projectile with the
electrons is a process involving many collisions and most of the differences in the individual energy transfer
are compensated but yield a small straggling of the particle range [41, 42]. Range-straggling broadens the
individual Bragg curve and decreases the peak to plateau ratio. Because this process strongly depends on
the atomic number of the projectiles, the Bragg peak is always broader for protons than for carbon ions. In
fact, this is rather irrelevant for therapy because the tumors to be treated are larger than the natural width
of the Bragg peak and various methods are now being used to extend the Bragg region over the size of the
target volume. Only at the distal side of SOBP1, the natural decay is visible. Dose distribution with depth
has been shown in Figure 1.3. It exhibits a strong Bragg peak towards the very end of the range, beyond
which the dose very rapidly falls to zero and on the proximal side of which, the dose is only some 20% of
the peak dose.
Figure 1.3: Depth-dose curve for an un-modulated and a modulated 160 MeV proton beam, compared with
that for a 10 MV x-ray beam. The advantage of the proton beam is the complete absence of dose beyond the
Bragg peak and the avoidance of surface dose [43].
1Spread-Out Bragg Peak
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In 1904, Bragg and Kleeman observed the pattern of dE=dx and by this observation it has been clarified
that by irradiating a target by photons the dose proximal to the target is higher than the target dose and
the distal dose is non-zero; when the irradiation of the proton is applied to the target the dose proximal to
the target is now lower than the target dose and the distal dose is absolutely zero. This is the fundamental
advantage of proton therapy. This arrangement is ideal for radiotherapy if a target can be arranged to
coincide with the Bragg peak. To give a quantitative feeling for this, the range of 160 MeV protons in tissue
is about 16 cm and the width of the Bragg peak at the 80% level is only 7 mm [43]. About 1   2% of
the energy loss arises from collisions with the atomic nuclei during which a much larger fraction of the
proton’s energy is transferred to the medium. This causes a high LET2 and in turn a higher RBE3 than the
electron-collision component which is identical to that of X-rays (RBE = 1).
A commonly adopted value for the RBE of a proton beam is about 1.1, determined from clinical studies
with fractionation [44]. A commonly used unit is the CGE4, being the dose in proton gray multiplied by 1.1,
which gives the dose in cobalt gray [45].
Because the RBE for protons is similar to that of X-rays, conventional X-ray clinical experience can
be translated into proton-therapy management. Therefore, protons present a challenging opportunity to
improve conformal radiotherapy due to the better dose distributions which can be obtained [46], and the
slightly enhanced RBE. Because dose distributions can be more tightly conformed to the target volume,
dose escalation can be practiced [47].
1.2.2 Inelastic interaction with atomic electrons
Inelastic interactions with bound atomic electrons represent the principal process by which protons lose
energy along their trajectory at the energies and in the materials of clinical interest, creating atomic excitation
or ionization, as well as a small deflection of the incident proton. Although it is possible for electrons to lose
a large fraction of their energy and be deflected through large angles in an inelastic interaction, the energy
transferred by protons at each interaction is always small, the maximum possible value being approximately
4m=M , where m is the rest mass of the electron and M is the rest mass of the proton. The amount of energy
transferred in each interaction has a probability distribution, which results in energy and range straggling
after passing through a given thickness of absorber. This is the reason for the finite slope of the final part of
the depth-fluence curve. The energy straggling distribution is represented by a Vavilov distribution, which
resembles a Gaussian at high energies (corresponding to very small energy losses) and with a tail associated
with larger energy losses at low energies [48]. In practice, energy and range straggling for clinical proton
beams can be assumed to have nearly Gaussian distributions. The fluctuation in the path length of clinical
proton beams in water is of the order of 1   1:3% (1 ) of the range [48]. The average loss of energy by
collision per unit distance along the path of a proton (dE=ds) is represented by the collision stopping power:
(
dE
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)col = 4Z
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Z
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Where the quantities not thus far defined are: NAZ=A the number of electrons per gram,  the ratio of
the velocity of the particle to the velocity of light, and  (Ci=Z) includes density and shell correction terms.
2Linear-Energy Transfer
3Radio-Biological Effectiveness
4Cobalt Gray Equivalent
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1.2.3 Elastic interactions with the nucleus
Elastic interactions with the nucleus cause a deviation of the incident proton, with a negligible change in
energy; this process is often called Rutherford scattering. The total cross section for this process decreases
rapidly with the energy of the particle and the differential cross section decreases with increasing deflection
angle [48]. Thus only very few of the protons undergo single, large deflections. Most collisions involve
a distant interaction of the particle with a nucleus; the nuclear charge is partially screened by the atomic
electrons, and the incident particle experiences only a small deflection. The multiplicity of small-angle
deviations along the proton path is known as multiple Coulomb scattering. Moliére, Highland and others
have evaluated this scattering [41, 49]. This subject has been reviewed by Gottschalk et al. who also
considered scattering in thick absorbers [42]. The angular distribution of particles after traversing a thin foil
can be represented to first order by a Gaussian, where the mean angle of multiple scattering is given by:
Figure 1.4: Lateral penumbra as a function of depth in water for beams of 60Co -rays, neutrons, 4, 8 and 20
MV x-rays, protons and neon ions. Proton and photon penumbras are rather similar at large depth. Clinical
light ion beams have intermediate penumbras between those presented for proton and neon beams [50].
0 = 14:1
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Where “Z” , “p” and “v” are the charge number (charge=e, which for protons is unity), momentum
and velocity of the incident proton, respectively; L is the thickness of the scatterer; LR is the radiation length
characteristic of the scattering material:
LR / A
NZ(Z + 1)
log(188Z 1=3) (1.4)
Where N is Avogadro’s number, “Z” is the atomic number and “A” the atomic weight of the target
material. The scattering power is the mean square scattering angle per unit thickness of an absorber traversed
by the charged particles. It is analogous to the concept of stopping power.
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In Figure 1.4, the dependence of multiple scattering on an inverse power of the proton (kinetic) energy
explains the broadening of a proton (pencil) beam near the end of the range has shown.
1.2.4 Depth-dose curve: range and modulation
The main reason to use heavy charged particles in therapy instead of photons is the inverse dose profile
i.e., the increase of energy deposition with penetration depth up to a sharp maximum at the end of the particle
range. Bragg peak of a mono-energetic beam must be adapted for clinical use. The maximum depth of the
target volume determines the range necessary, and consequently the energy of the beam. This range can be
changed either by using an absorber, or by a change of the energy produced in the case of a variable energy
accelerator. The raw peak is too narrow for clinical applications. One solution is to superimpose, during
irradiation, a certain number of peaks placed at various depths with a modulator to ensure a homogeneous
coverage of the target volume [51]. With this approach, the dose at the surface will be increased relative to
that of the resulting spread-out Bragg peak. This is one of the principal limitations of the use of a single
beam of protons in therapy; the skin dose could be higher than that caused by a high-energy photon beam.
The modulation is produced by interposing in the beam a wheel with sectors of variable thickness.
The angular opening of each sector is calculated to obtain a plateau over the desired range of depths. In
Figure 1.5, Figure 1.6, and Figure 1.7, modifications of proton depth-dose curves have been shown. An
almost homogeneous dose in this SOBP can be obtained independently of the original quality of the beam.
However, the surface dose and especially the distal slope of the depth-dose curve are dependent on the
energy dispersion of the original beam.
Figure 1.5: Modifications of proton depth-dose curves: [A] modulated or spread out Bragg peak (SOBP) as
a result of a weighted sum of single energy peaks of different energies using a range modulator wheel, ridge
filters or dynamic techniques [52].
Fast heavy ions were first studied in outer space but the development of accelerator technology has made
it possible to obtain the correct energies in the laboratory. In August of 1971, Berkeley Bevatron produced
penetrating deflected beams of nitrogen nuclei. Conventional dosimetry measurements cannot give an ex-
planation for the depth-dose characteristic of heavy charged particles because they are not able to provide
any information on nuclear fragmentation of the high-energy heavy ions, predominantly in interaction with
tissues.
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Figure 1.6: Modifications of proton depth-dose curves: [B] Single-energy depth doses for small beam sizes
showing the effect of the lack of lateral proton equilibrium [52].
Figure 1.7: Modifications of proton depth-dose curves: [C] Effect of inhomogeneities on the distal fall-off
of a SOBP [53]: (1) after traversing a homogeneous phantom; (2) after the complex inhomogeneities in the
base of the skull.
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Nuclear fragmentation complicates treatment planning for radiotherapy. Measurements at particle accel-
erators can be used to evaluate fragmentation effects with well-defined beams and high statistics. The data
required are of two general types: cross sections and fluencies. Cross-sections are probability measurements
that determine whether an ion with a given charge, mass and energy incident on a given target nucleus will
produce a fragment with a given set of properties (charge, mass, energy, angle). Fluencies are numbers
of fragments produced at depth in shielding. The measurements involved in the two cases are similar, the
principal difference being the target thickness. A cross section is the probability for a particular interac-
tion to take place, and therefore must be measured with as thin a target as practical, in order to minimize
the likelihood of secondary or higher order interactions affecting the final state of the measured fragment.
Cross sections as a function of fragment energy are particularly critical for heavy ion transport model de-
velopment [54]. A fragment fluence measurement can be made, in principle, behind any target thickness,
and is designed to measure the cumulative effects of all the nuclear and electromagnetic interactions, which
can affect the final state radiation field observed in the laboratory. Cross sections more directly reflect the
dynamics of high-energy nucleus-nucleus interactions, and are fundamental information, which must be in-
corporated into transport models. Fluencies measurements are used to test how well a model accounts for
the many different interactions, which can occur in thick targets. In order to correctly account for the dose
contribution of all intervening particles, the fragmentation measurements should be performed [55].
1.2.5 Nuclear fragmentation mechanism
A very important feature of particle beams is their nuclear fragmentation. When heavy ions pass through
a thick absorber like the human body even small cross sections for nuclear reactions produce a significant
amount of lighter reaction products. In radiotherapy, the change in biological efficiency between the primary
ions like carbon and the lighter secondary’s has to be taken into account in treatment planning, as well as
their longer range. However, radioactive positron-emitting isotopes are very useful to track the beam path
inside the patient.
According to a mechanism that is called grazing contact, there is an intermediate range of impact pa-
rameters for which the projectile nucleus comes into tangential contact with the target nucleus. During the
short period of this contact ( 10 23 s), a nuclear bond may be formed between the nuclei, but the for-
ward momentum is sufficient to break this nuclear bond. This reaction may result in single-nucleon as well
as multi-nucleon transfer from one nucleus to the other [56, 57]. As a result of grazing contact a variety
of fragmented products are created from the same type of incident nucleus. This phenomenon is called
auto-activation and the fragments of the auto-activated particle are radioactive in nature [58].
There are various ways to study the problem of fragmentation. The differences in the various methods
are due to different detection systems. For example, semiconductor detectors can identify fragments by
observation of the energy-deposition characteristics of the main beam as well as those of the fragments. The
detectors then combine this information with beam acceleration characteristics and particle-physics data.
Such techniques have been used by [59] with a rather elaborate arrangement of semiconductors in series and
by [60] in a somewhat simplified manner. The radioactive fragments have been detected and identified by
half-life determinations and the slopes of their decay curves. The coulomb barrier is of little importance for
the entire incident nuclei that have been produced between 240 and 500MeV=n and the momentum of the
fragments is predominantly in the forward direction.
At low energies, however, deviations from this simple phenomenon have been observed. For example,
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Figure 1.8: Schematic representation of the collision of a fast-moving 168 O particle with a resting
16
8 O nu-
cleus in the target. In a glancing collision (top), radioactivity can be detected from two separate regions: (a)
at the site of the collision producing target activity and (b) at the region where the parent beam stops, giving
rise to auto-radioactivity. For a head-on collision (bottom), some of the possible products are indicated.
at 10 MeV=n, the fragments of 16O were distributed between 0 degree and 40 degree with respect to the
initial direction of the projectile [56]. Obviously, at these energies Coulomb potential has an important
influence on the grazing phenomenon. Figure 1.8 is a diagram of the phenomenon of auto-activation for
an individual oxygen particle colliding with resting nuclei in the absorber. If these particles are obtained
by stripping a neutron, positron-emitting ions result. Because the energetic radioactive particles have large
atomic numbers, they also exhibit precise range-energy relationships.
1.3 Radio-biological aspects of HT in specialized area
The problem of radiation therapy is to effectively kill tumor cells while protecting the normal tissue as
much as possible. First, this is a problem of dose delivery precision and second, a biological problem to
optimize the biological efficiency of the radiation to be used [61]. Experimentally it is found that densely
ionizing radiation like -particles or heavier ions generate a greater biological effect than the same dose of
X rays [62].
DNA is the main target for cell inactivation by ionizing radiation. Therefore, all those dependencies of
RBE on the various parameters become at least qualitatively evident from the mechanisms of DNA damage:
at low X-ray doses, mainly isolated damage such as SSB2, etc. is produced. The cell has a very efficient
repair system for this type of damage that occurs very frequently and is not only caused by ionizing radiation.
Even simultaneous damage at both DNA strands, i.e., DSB, can be repaired by the cell rather quickly with a
2Single Strand Breaks
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reduced but still high fidelity. However, if the local damage is enhanced by higher local doses more complex
DNA damage clustered damage is produced which is less repairable. This is visible in the steep decay in the
X-ray survival rates at higher doses.
For light ions like protons, only at the very end of the track i.e., at the last fewmicrometers, is a clustering
of DNA damage realized. This does not seem to be of major importance in therapy. For protons, a small
increase of RBE of 10% is used throughout clinical therapy. Very heavy ions like Argon or heavier are
extremely efficient in killing cells but unfortunately the efficient region also extends into the normal tissue
in front of the tumor, causing heavy late damage. For ions between protons and Argon, in the region of
carbon, the RBE dependence is very favorable for therapy. At high energies, the local ionization is low.
Therefore, individual DNA lesions are produced with a large repair potential and the damage produced in
the normal tissue in front of the target is as repairable as it is for X-rays. This yields an RBE of 1.0 at the
end of the carbon ions range, in the last centimeters, the local ionization density reaches a level where a
majority of irrepairable DNA damage is produced in a single particle track yielding high RBE values and
efficient tumor inactivation.
The extensive range of literature hints at the role of applying proton therapy for the treatment of cancers
in different sites and especially in eyes. Its clinical results and trial protocols for the treatment of skull-
base, cervical-spine chordoma and low-grade chondrosarcoma, skull-base meningioma, pituitary tumors,
paranasal sinus carcinoma, glioblastoma multiform, artero-venous malformations, uveal melanoma, macular
degeneration, retinoblastoma, thoracic spinesacrum tumors, prostate carcinoma and other lesions, have been
reported in [63, 64, 65, 66, 67, 68].
Our interested site is eye and related cancers of eye such as uveal melanomas. The promising results
have been achieved and mentioned in [1, 3, 4, 5, 6, 7, 8, 69]. Moreover, dosimetric studies were done and
many clinical trials have been initiated to treat age-related macular degeneration [70].
It is believed that by utilizing heavy charged particles in radiotherapy, two main advantages will be
achieved: firstly, particle beams reveal a superior dose depth distribution and have a smaller lateral scattering
than any other conventional radio-therapeutic beam like photons or electrons or even neutrons. It is a
characteristic feature of all ion beams that the energy deposition by heavy charged particles increases with
increasing penetration depths and is maximal shortly before the particles are stopped. Secondly, heavy ions
exhibit an elevated biological efficiency in the region of increased energy deposition, which diminishes
differences in the radio response between well-oxygenated and hypoxic cells as well as differences between
fast and slowly proliferating cells. In addition, with high values for relative biological efficiencies, the repair
capacity of the cells is selectively reduced. Both effects, the high-energy deposition and the elevated RBE
values at the end of the particle track are due to the physical interaction mechanism of heavy ions with the
target material, i. e., the human tissue [28].
It is well known that anoxic cells are about three times more resistant to low-LET radiation than normally
oxygenated cells. Evidence has also been accumulating that many tumors have anoxic cells, particularly
tumors with necrotic portions. Since low-LET radiation allows preferential survival to anoxic tumor cells,
the rationale for high LET therapy of any kind includes the requirement that the oxygen effect should be
reduced as far as possible. In fact, one of the main properties that differentiates heavy ions from protons and
Helium ions is the greater reduction of the oxygen effect by heavy ions. The study of the oxygen effect has
become complex. High-LET particles generally lower OER1 but the actual value of OER also depends on
the particle velocity.
1Oxygen Enhancement Ratio
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Generally, at the same LET, the OER is assumed to be higher for a higher speed particle. In addition,
OER seems to be related to physiological state of cells and to their ability to repair radiation lesions. Finally,
different strains of cells exhibit different OER ratios [58, 71].
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Chapter 2
Rationale for applying PET in HT
2.1 The role of PET as a feasible technique for dose quantification
The high physical and radio-biological selectivity of ions for tumor therapy demands technological
solutions for reliable monitoring of the dose delivery in situ [28]. Since ions, unlike photons, are completely
stopped within the target volume, a technology like electronic portal imaging for controlling the lateral field
position is not feasible [72]. Moreover, imaging in the third spatial dimension is required, since in ion
therapy the formation of the Bragg maximum at the correct depth is crucial.
Shifting the spread of the Bragg peak by a few millimeters may result in severe dose reduction within
the target volume or overdosing in organs at risk. The treatment planning of ion therapy requires accurate
values of the particle range in tissue which are obtained from the Hounsfield units of X-ray computed
tomograms (CT) leading to uncertainties of 1   3% in range calculations [73, 74, 75, 76]. Furthermore,
during the several weeks of fractionated treatment, unpredictable range deviations may occur due to minor
inaccuracies in patient positioning or anatomical changes leading to local density modifications with respect
to the CT planning. The method should be applicable simultaneously to the therapeutic irradiation and it
should not prolong the treatment in a significant way. Consequently, an imaging technology that is based on
a highly penetrable signal, i.e., X or  rays, is required and such a signal carrying the desired information has
to be separated from the much more intensive primary and secondary radiation representing the background.
At present, the two feasible techniques meeting these requirements: one is prompt gamma (PG) and
the other is PET. PET which is discussed here is based on the time correlated detection of the annihilation
photon pairs emitted collinearly with a well defined energy of 511 keV and a mean time delay distribution
(determined by the half-life of the particular isotope) with respect to the production time. Since the positron
emitters are formed during the irradiation, with the assistance of “In-beam” PET data, local dose quantifi-
cation would be achieved. Several attempts to utilize PET for treatment control have been undertaken by
researchers since the year of 1978 [77, 78, 79, 80, 81, 82].
Prompt gamma-rays (PG) is also currently under research to be used for dose monitoring. Nuclear
fragmentation reactions occur along the proton track resulting in the prompt emission of large numbers of
neutrons and gamma rays. These gamma rays arise from the statistical decay of nuclei exited at energies
below the nuclear binding energy ( 8 MeV) [83]. PG rays are a likely candidate for dose monitoring
because their number is much larger than the number of emissions resulting from PET isotope decay [84].
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Furthermore the absence of washout effects and the close correlation between the proton range and the PG
ray production position are important additional advantages [85, 86]. This correlation is the result of the
fact that nuclear reactions occur up to the last few mm of the track where the proton energy falls below the
Coulomb barrier threshold [87].
The PG method showed higher gamma production rate than the PET method before, and higher produc-
tion after including the washout and time corrections. This rate was directly proportional to the tissue density.
For passive fields, the correlation between dose and PG / PET is strongly dependent on the location of the
line profile within the field. This dependence can be related to the tissue heterogeneity and the position of
the distal falloff within the patient. For pencil beams, the distances between both PG / PET and dose falloffs
are consistent and therefore well correlated. This is mainly due to the smaller beam size and better-defined
distal falloffs. The PG imaging is found more appropriate than PET for pencil beam scanning due to in-situ
capabilities and reduced limitations and uncertainties. However, current detector technology does not allow
full utilization of this method, while PET range verification has already been studied clinically [88].
2.2 PET as a dedicated method for verification of correct dose delivery in
HT
The production of + emitting radionuclides by accelerators is a process known by nuclear medicine
physicians who exploit it to produce a multitude of PET tracers. The same type of process, i.e., the pro-
duction of + emitting radionuclides, also occurs in vivo when biological tissues are hit by high-energy
radiation, including heavy ions and protons. In fact, this is the case of some types of radiation therapy. In
particular, the nuclear interactions of heavy ions and protons with biological tissues during hadron-therapy
lead to the production of many radionuclides, including 11C, 13N and 15O. For almost 30 years, this prin-
ciple has stimulated many researchers to develop “In-beam” PET scanners with the aim of monitoring the
accuracy of the targeting and dose delivery, i.e., PET systems capable of detecting the photons derived from
the + decay of radionuclides formed in the target organs by the incident beams used for hadron-therapy
[77, 79, 80, 89].
It must be remarked that the use of “In-beam” PET is preferable to that of “Off-beam” PET, as most of
the signal derives from the decay of 15O and 11C, i.e., two rapidly decaying radionuclides. This approach,
however, presents numerous methodological problems, including the low signal to noise ratio.
Current limitations arise from the fact that “In-beam” PET data are highly corrupted by random coin-
cidences that arise from prompt -rays following nuclear reactions of the projectiles with the atomic nuclei
of the tissue [90].
The applicability and usefulness of “Off-beam” PET monitoring is limited to the detection of the long-
lived isotopes. Furthermore, the moving of the patient from the treatment site to the PET scanner after
irradiation may introduce additional position uncertainties.
The biological decay of the produced positron emitters due to washout processes is an important factor,
which is taken into account by means of space (i.e., tissue) and time-dependent weighting factors. This
physical and biological washout phenomenon and decay half-lives for PET activity for the most abundant
isotopes such as: 15O and 11C are taken into account in the data analysis. The biological washout process ef-
fects introduce discrepancies between the measured and expected values at positions where the proton beam
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stops in soft tissue. These effects, including motion cause spatial deviations between measured and expected
activity distributions in tumor sites. Therefore, the activity distributions are found to cause limitations on
spatial accuracy values which depending on the physical, biological parameters of the irradiated tissue and
specific tumor locations [13, 84]. “In-beam” PET data, could be highly corrupted by random coincidences
arising from prompt -rays following nuclear reactions as the projectiles penetrating the tissue [91]. They
cannot be suppressed with the random correction techniques used in conventional PET. Furthermore, the
spatial distributions of the delivered dose and of the induced + activity are not congruent, and for the mon-
itoring of therapy, dedicated procedures have been developed to verify the correct delivery of the treatment
plan by means of “In-beam” PET [92, 90].
2.3 The evolution procedure of applying of PET for dose monitoring in HT
Exploitation of the “In-beam” PET principle has led to the construction of the first dedicated PET scan-
ner for in situ and in vivo treatment plan verification and beam monitoring as well as dose control during
heavy-ion tumor therapy at the GSI1, Germany [93]. The GSI researchers assembled a dual-head positron
camera by using commercial detector components to measure the + activity, induced by the irradiation,
simultaneously with the dose application.
Crespo, Shakirin and Enghardt from the ForschungszentrumRossendorf2, and the Technische Universitat
at Dresden3 reported that the positive clinical impact of the use of such an approach triggered the construc-
tion of a hospital-based hadron-therapy facility with “In-beam” PET expected to monitor more delicate
radio-therapeutic situations [94]. The analysis of + activity distributions simulated from real treatment
situations and detected with several detector arrangements allowed them to conclude that a dual-head tomo-
graph with narrow gaps yields PET images with sufficient quality for monitoring head and neck treatments.
For monitoring larger irradiation fields, e.g. treatments in the pelvis region, a closed-ring tomograph was
seen to be highly desirable. Finally, a study of the space availability for patient and bed, tomograph and
beam portal proved the implementation of a closed-ring detector arrangement for “In-beam” PET to be
feasible.
The feasibility and clinical value of “In-beam” PET has been demonstrated for 12C ion therapy using
a dedicated, double-head PET scanner completely integrated into the treatment room of the experimental
therapy unit at GSI, Darmstadt [11, 12, 15, 95, 96].
Muller and Enghardt from the Institut fur Kern-und Hadronenphysik, Forschungszentrum Rossendorf,
and the OncoRay, Dresden, Germany have proposed that “In-beam” PET also may be worthwhile for radio-
therapy with high-energy bremsstrahlung [97]. In fact, target volume activation due to (, n) reactions at
energies above 20 MeV yields moderate + activity levels, which can be employed for imaging.
Motivated by the clinical experience of “In-beam” PET tomograph at GSI [98], usage of commercial
full-ring PET or PET/CT as the post-irradiation (“Off-line”) scanners have been reported for three centers
(two centers in Japan and one center in USA) [11, 99].
In Japan, two new experimental planar positron cameras suited for “In-beam” installation have been
realized at HIMAC in Chiba [100] and at Kashiwa [101]. In USA, at MGH1 in Boston , “Off-line” PET/CT
of 1H therapy is used. The first treatment sessions of the pilot therapy project (for patients who are mainly
suffering from tumors in the head and neck region) demonstrated the value of PET monitoring for in vivo
validation of the calibration curve between the diagnostic planning CT data and the ion range. In this center,
the applicability of commercial full-ring, LSO (Lutetium Oxyorthosilicate)-based PET/CT scanners shortly
after proton irradiation is under clinical investigation.
1Gesellschaft fur Schwerionenforschung
2Institute of Nuclear and Hadron Physics
3Radiation Research in Oncology-Oncoray
1Massachusetts General Hospital
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In comparison to previous “Off-line” approaches using PET imaging alone, PET/CT combined devices
provide the additional CT information for accurate co-registration between the planning and imaging po-
sitions. To further improve correlation, the treatment immobilization device is carried along and used for
fixation of the patient at the remote PET/CT scanner. Duration of the continuous proton beam application as
well as time delay between irradiation and imaging is manually recorded. The patient and field-specific ex-
pected pattern of activation is directly calculated on the planning CT using the Monte Carlo approach. The
same computational engine is used to recalculate the dose delivery for comparison with the dose prescrip-
tion obtained from the treatment planning system [102]. The activity calculation also takes into account the
biological decay of the signal due to blood flow [11]. Measured and calculated PET images superimposed
on to the co-registered imaging and planning CT are finally visually inspected. Activity profiles can be
quantitatively compared and analyzed, especially with respect to the feasibility of in vivo range validation
from the position of measured and calculated distal activation fall-offs.
An increasing interest has been devoted to PET imaging for quality assurance, not only for carbon
ions but also for protons [16, 103, 104], 3He [105], 16O [106] and even photons [107]. In Pisa, a PET
prototype (DoPET) is under the development. This PET system is used to monitor + activity distributions
induced by the irradiation of hadron ion of Catania center in PMMT1 phantoms as target volumes. Doing
measurements immediately thus after irradiation with our “Off-beam” PET the number of positron emitters
are not decreased much, resulting in a good statistics. Moreover, as room of irradiation is the same as the
room for measurements, applying DoPET as “On-line” PET is feasible. Thus, monitoring of more delicate
radio-therapeutic situations are expected. The first experimental results for this small system were obtained
at the INFN Laboratori Nazionali del Sud (LNS) by using 62 MeV protons stopped in PMMA phantoms
[108, 109]. 1
1Polymethyl-Methacrylate
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Chapter 3
Basic concepts of PET
3.1 The first prototype of our PET
Our PET scanner prototype consists of two planar detector heads, offering an active area of about
45mm  45mm. One head is made up of 21  21 LYSO1 square crystals (2:0mm  2:0mm  18mm
pixel dimension, with a 2.15 mm pitch) coupled to one squared multi-anode PMT (Hamamatsu H8500C),
offering an active area of 49:3mm  49:3mm [109]. The movable detector heads have been placed sym-
metrically with respect to the measured activity region, diametrically opposed and 14 cm apart [108]. The
Flood field images that have been achieved have an average peak-to-valley ratio of 7.2, an average crystal
spatial resolution of about 0.7 mm and an energy resolution lower than 24% at 511 keV [109]. The total
detection efficiency at the center of the positron camera was approximately 2:3% in the energy window [250,
850] keV [109]. In order to estimate the background rate expected with a LYSO / PMT detector an energy
window of [350, 850] keV was considered in the first version of our PET system. The activity distributions
were reconstructed by a 3D MLEM algorithm that uses a probability matrix based on a multi-ray approach
and allows corrections for random coincidences as well as for non-uniform detection efficiency [110].
3.2 Data collection in PET system
Prior to doing detailed description of our modular system, some explanation about the concepts of PET
scanners is essential. A simple coincidence detection system is illustrated in Figure 3.1, which consists of a
pair of radiation detectors with associated electronics (amplifiers, pulse height analyzers, high voltage) and
a coincidence circuit. If an annihilation occurs somewhere between two detectors, and the direction of the
two 511 keV photons is such that each will have a chance to interact with one of the two detectors, it is very
likely that a coincidence event will be recorded. Because all annihilation photons are emitted approximately
180 degrees apart, a recorded coincidence indicates that an annihilation occurred somewhere along the line
(or more accurately, the volume) connecting the two detectors. This line or volume from which the detector
pair can detect coincidences usually is referred to as a line of response or LOR. To reconstruct a complete
cross-sectional image of the object, data from a large number of these LORs are collected at different angles
and radial offsets that cover the field of view of the system [111].
The two detectors and associated circuitry should, under ideal circumstances, simultaneously generate
the logic pulses necessary to produce a coincidence. However, due to stochastic processes in the emission
of light in the scintillation detectors, a random time delay occurs exactly when the detectors respond to the
light emitted by the scintillator following the absorption of the annihilation photons in the detectors. This
1Lutetium-Yttrium Oxyorthosilicate
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Figure 3.1: Diagram of a basic coincidence circuit of a PET scanner.
uncertainty in response (time resolution) depends on the characteristics of the detector, primarily scintillation
decay time constant and light output [111]. Furthermore, small differences are noted in the arrival times of
the two photons depending on the difference in the distance of the annihilation site to each detector. To avoid
missing coincidence events, the logic pulses must have a certain finite width to ensure that the pulses overlap
despite the finite time resolution. Typically, the width of the logic pulses,  , should be at least as wide as
the timing resolution of a pair of detectors (measured in FWHM). Timing resolution for a BGO-based PET
detector is approximately 5 to 6 nanoseconds FWHM, while for LSO it is approximately 2 to 3 nanoseconds
FWHM. It is important to keep the pulses as narrow as possible to minimize the detection of events from
uncorrelated decays that happen to strike the detectors within the time window determined by the overlap of
the two logic pulses [111].
In Figure 3.1, The two scintillation detectors are connected to individual amplifiers (Amp) and pulse
height analyzers (PHA). When a photon interacts in either of the detectors, the signals are amplified and
analyzed to determine if the energy is above a certain threshold. If the energy criterion is satisfied, a logic
pulse is generated by the PHA. These pulses are fed into a coincidence module (Coinc), which determines if
there is an overlap of two pulses from the individual channels. An overlap occurs if both pulses occur within
a time period of 2 (e.g., they differ from each other in time by   ), where  is the width of the pulse. If
this is the case, a coincidence has been detected and the coincidence circuit generates a logic pulse that is fed
into a counter for registration of the event. In a PET imaging system, the memory location corresponding to
the two detectors in which the interaction occurred is incremented by one [111].
3.3 Different types of events in PET
Under ideal circumstances, only true coincidences would be recorded, that is, only events where the two
detected annihilation photons originate from the same radioactive decay and have not changed direction or
lost any energy before being detected. However, due to limitations of the detectors used in PET and the
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possible interaction of the 511 keV photons in the body before they reach the detector, the coincidences
measured are contaminated with undesirable events, which includes random, scattered and multiple coinci-
dences. All these events have a degrading effect on the measurement and need to be corrected to produce an
image that represents as closely as possible the true radioactivity concentration [111].
Another point to be considered is that the vast majority of photons detected by PET scanners are single
events, in which only one of the two annihilation photons is registered. The partner photon may be on
a trajectory that does not intersect a detector (most PET scanners provide relatively modest solid angle
coverage around the object), or the photon may not deposit sufficient energy in a detector to be registered or
may not interact at all. These single events are not accepted by PET scanners, but they are responsible for
random and multiple coincidence events. Because they must still be processed by the electronics to see if
they form part of a coincidence pair, they are the determining factor in issues related to detector dead time
[111].
The reduced random event contribution enabled by the narrow coincidence window is canceled by the
increased scatter fraction contribution due to the larger solid angle coverage. However, the low radioactivity
of the 22Na source, which has been located in the field of view and has provided an small solid angle does
not create a crucial problem. Using LYSO scintillator material in the detector modules results in low dead
time, which coupled with high coincidence processor throughput allows the increased solid angle coverage
to be converted into a significantly increased noise equivalent count rate [112].
3.3.1 Random coincidences
Figure 3.2: In a PET scanner: Event 1 shows a coincident event where one of the  rays is scattered leading
to an incorrectly assigned line-of-response (LOR, dotted) for image reconstruction (scatter coincidence).
Events 2 and 3 represent two unrelated events with only one photon being detected (singles events). If
they occur within the coincidence timing window, then an incorrect LOR (dotted) gets assigned (random
coincidence) [113].
Random events are source of noise in the PET and are caused by the incorrect pairing of photons from
different annihilations. When positron annihilation occurs, the two 511 keV photons are emitted simulta-
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neously. Therefore, the detectors should ideally respond simultaneously. The finite time resolution of the
detectors determines that signals must be accepted if they occur within a certain finite time interval or timing
window. Due to the finite width of the timing window, it is possible that two unrelated single annihilation
photons can be detected and registered as a valid coincidence. These unrelated events are referred to as
random events. As random events are produced by photons emitted from unrelated isotope decays, they do
not carry any spatial information about the activity distribution and produce an undesired background in the
final images. As it has been shown in Figure 3.2, these coincidences reduce the image contrast. The scatter
coincidences are true coincidence events from single annihilation points, but where one or both the photons
undergo Compton scatter within the imaging FOV before entering the PET detector.Since scattered coin-
cidences lead to mis-positioned lines-of response, and therefore misrepresent the true activity distribution
within the FOV, the image contrast worsens [113].
If the individual photon detection rates (counts per second) in a pair of detectors are given by N1 and
N2, then it can be shown that the rate of random coincidences, NR (randoms per second) is given by:
NR = 2N1N2 (3.1)
Where  is the width of the logic pulses produced when a photon is absorbed in the detector. The term 2
is often referred to as the coincidence timing window. As individual detection rates N1 and N2 are directly
proportional to the activity in the field of view of the scanner, the rate of random coincidences vary with
the square of the administered activity in the field of view. However, the true coincidence events increase
linearly with the administered activity. The randoms rate is directly proportional to the coincidence timing
window, which is why it is important not to make this any wider than required by the timing uncertainties in
true coincidence events [111].
Random events arise from a variety of situations, such as the highly likely attenuation of one photon
or when the system fails to detect a photon. As with scatter correction, randoms correction algorithms can
alleviate some but not all of the noise contribution of this physical limitation [114]. The noise in the PET
depends on the number of events detected. This count-limited modality benefits from the long acquisition
times needed to acquire as many true events as possible. Increased injected activity will not only result in
a beneficial linear increase in true events, but also in a detrimental linear increase in scatter events and a
highly detrimental square increase in random events. PET scanner and acquisition protocols are designed
to optimize the trade-offs of true, scatter, and random events [115]. But it is obvious that rapid transients
in local tissue concentrations will involve a trade-off between the accuracy of each image acquired and the
number of events recorded.
Figure 3.3 shows an implementation whereby each timing signal opens a gate of duration  ; if gates on
two channels are open at the same time, a coincidence is recorded. If there is a timing signal on channel i at
time T, there will be a coincidence on the relevant LOR1 if there is a timing signal on channel j at any time
between T -  and T +  . Therefore, the total time during which a coincidence may be recorded with the
event on channel i (a parameter known as the resolving time of the circuit, or the coincidence time window)
is 2 [113].
3.3.2 Scattered coincidences
Scattered coincidences are another type of background event that needs correction. These events are
in essence true coincidences, but one or both of the two annihilation photons has undergone a Compton
scattering interaction and changed direction before it reached the detector. Using the coincidence detection
technique, it is assumed that all detected coincidence events originate from an annihilation which, in turn,
originates from a position anywhere on a line connecting the detector pairs. Due to the change in direction
1Line-Of Response
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Figure 3.3: A coincidence circuitry. Each detector generates a pulse when a photon deposits energy in it;
this pulse passes to a time pick-off unit. Timing signals from the pick-off unit are passed to a gate generator
which generates a gate of preselected width. The logic unit generates a signal if there is a voltage on both
inputs simultaneously. This signal then passes to the sorting circuitry [113].
of the photon(s) in a scattered event, this is not true and the event is assigned to the incorrect LOR. If
not corrected, the scattered events produce a low spatial frequency background that reduces contrast. The
distribution of scattered events depends on the distribution of the radioactivity of the source and the shape
of the scattering medium (i.e., the patient). The fraction of scattered events that are detected can range from
15% to well over 50% in typical PET studies, depending on the size of the object and the geometry and
energy resolution of the PET scanner.
3.3.3 Prompt coincidences
The total number of events detected by the coincidence circuit in a PET scanner are referred to as
prompt coincidences. These events consist of true, scattered, and random coincidences where the true
coincidences are the only ones that carry spatial information regarding the distribution of the radio-tracer. It
is, therefore, necessary to estimate what fraction of the measured prompt coincidences arises from scattered
and random coincidences for each of the LORs. The contribution of scattered and random coincidences are
then subtracted from the prompt coincidences to yield the net true coincidence rate for each measured LOR.
The number of both the scattered and random events are, in general, estimates, and therefore the accuracy
of these estimates will affect the accuracy of the net calculated true coincidence rate. Any statistical or
systematic noise in these estimates will also propagate into the net true coincidence rate.
3.4 Processing of Coincidences
When a scintillation detector detects a photon, the electrical pulse generated by the PMT or PMT array
is used to generate a timing signal. This can be done by passing the pulse through a constant fraction
discriminator (CFD), which generates a digital pulse when the signal reaches a constant fraction of the peak
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pulse height. This pulse is then used in the coincidence circuitry. Once timing signals have been generated
from each pulse, they are passed to a coincidence circuitry for processing. There will usually be some time
difference between two timing pulses arising from a coincidence event due to the finite time resolution of
the detector and CFD system. In order to deal with this, the timing pulses are passed to a gate generator
(Figure 3.3), which creates an electronic pulse of duration t. t is known as the coincidence resolving
time of the system. These fixed-width pulses are then passed to a logic unit, which generates a pulse if
there is a signal on both of its inputs at the same time. So if a timing pulse is generated on one channel at
time t, a coincidence will be recorded if there is a timing pulse on the other channel between t - t and t
+ t. The value of t must be carefully chosen. If it is too small compared to the time resolution of the
detection system, true coincidences will be missed. If it is too large, more random coincidences will be
counted without significant increase in the number of true coincidences.
3.5 Time Resolution
In principle, a system designed for timing measurements transforms the detector signal that corresponds
to the desired event into an unambiguous digital signal, separating it from other types of events and from
the background noise. The digital signal is compared to a temporal reference in a time-to-digital circuit that
generates a time stamp or can be passed to a coincidence circuit that looks for the occurrence of a broader
event [116].
3.5.0.1 Timing errors due to Noise
Figure 3.4: Timing errors: (a) jitter; (b) time-walk.
In a simple example, the signal coming directly from the detector, or opportunely amplified and shaped,
is continuously compared to a fixed threshold level. When the signal crosses this threshold level, the digital
timing signal is issued. Such a circuit is generally known as a leading-edge discriminator. In the presence
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of noise, the threshold level should be set significantly higher than the noise level to limit the occurrence
of fake signals triggered by noise. Apart from this, the presence of noise has a significant influence on the
timing accuracy of the system, which can be understood with the help of Figure 3.4. As the signal level
approaches the threshold, the noise fluctuation that modulates the signal may cause it to cross the threshold
level sooner or later than in the ideal noiseless case. This uncertainty window increases with the noise level,
but shrinks if the signal is faster. The effect is called jitter and is quantitatively given by the ratio between
the noise and the slope of the signal [117, 118, 119].
t =
n
dV=dt
(3.2)
This expression implies that a system for time measurement has to be optimized for maximum slope-to-
noise ratio, as opposed to the signal-to-noise ratio optimization that is required for an amplitude-measuring
system. This fact has important implications on the design criteria for timing systems.
Reducing noise alone does not necessarily provide a better timing resolution. Suppose that one decides
to increase the integration time of the preamplifier (i.e., the amount of time the preamplifier integrates the
charge coming from the detector in order to retrieve the intensity of the radiation event). This is equivalent
to reducing the bandwidth of the preamplifier, averaging out more thermal noise, thus reducing the noise
level. On the other hand, the signal at the output of the preamplifier is slower, so the denominator of Eq. 3.2
is smaller, which, in turn, causes a degradation of the timing accuracy [116].
In the other direction, if the front-end bandwidth is increased too much and the shaping time becomes
faster than the detector signal, the slope of the signal does not improve significantly, as it is dominated by
the charge collection time in the sensor. The noise level then rises because the higher bandwidth of the
preamplifier determines an increase of its output noise (the numerator in Eq. 3.2, while the slope stays
approximately the same, thereby degrading the jitter figure.
It can be shown that, for an optimum pulse shaping the integration time in the front-end electronics
should match the collection time of the detector [119].
Another parameter that could, in principle, be manipulated to improve the timing performance is the
threshold level. In fact, one can set the threshold at the exact point where the signal slope is maximum.
This choice does not affect in any way the noise level, thus optimizing the time resolution. In practice,
however, this is rarely possible, since the amplitude of the signal is generally variable. Furthermore, the
threshold level may be imposed by the need to select a specific type of event, which prevents its use for
timing optimization [116].
3.6 Spatial resolution
The spatial resolution of the PET is a measure of the ability of the scanner to faithfully reproduce the
image of an object, thus clearly depicting the variations in the distribution of radioactivity in a object. It is
empirically defined as the minimum distance between two points in an image that can be detected by the
scanner [113, 120].
Common methods to measure this in emission tomography are to image a point source (giving a point
spread function (PSF)), or, more usually, a line source (LSF1) of radioactivity. The resolution is usually
expressed as the FWHM2 of the profile. A Gaussian function is often used as an approximation to this
profile. The standard deviation is related to the FWHM by the following relationship:
FWHM =
p
8 loge 2  (3.3)
1Line Spread Function
2full width at half maximum
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where  is the standard deviation of the fitted Gaussian function. There are many factors that influence
the resolution in a PET reconstruction [113]. These include:
1. Non-zero positron range after radionuclide decay,
2. Non-collinearity of the annihilation photons due to residual momentum of the positron,
3. Distance between the detectors,
4. Width of the detectors,
5. Stopping power of the scintillation detector,
6. Incident angle of the photon on the detector,
7. The depth of interaction of the photon in the detector,
8. Number of angular samples, and
9. Reconstruction parameters (matrix size, windowing of the reconstruction filter, etc.).
3.7 Sensitivity
One of the most important factors in designing a PET system is to maximize the system sensitivity,
since this will be a major determinant of final image quality. The more coincidence events that can be
detected and used to form the image, the better. The number of events collected is dictated by the amount
of radioactivity injected, the fraction of the injected activity that reaches the tissues of interest, the imaging
time, and the sensitivity of the PET system [111]. The sensitivity of the PET scanner is defined as the number
of counts per unit time detected by the scanner for each unit of activity present in a source. The purpose of
a sensitivity measurement on a positron tomograph is primarily to facilitate comparisons between different
systems, as, in general, the higher the sensitivity the better the signal-to-noise ratio in the reconstructed
image (neglecting dead time effects). The sensitivity of positron tomographs has traditionally been measured
using a distributed source of a relatively long-lived tracer, such as 18F , in water. The value is quoted in
units of counts per second per micro-Curie per milliliter (cts:sec 1.  Ci 1:ml 1) in non-SI units,without
correction for attenuation or scattered radiation [113, 120].
A method has been developed to make absolute sensitivity measurements in PET [121], and has been
adopted in the new updated NEMA testing procedures [122]. It employs the measurement of a known
amount of 18F (or 99Tc for SPECT) in a small source holder made from aluminum. The thickness of
the aluminum wall of the source holder used is sufficient to stop all of the positrons, causing annihilation
radiation to be produced, but which also causes some attenuation. The count rate for this source is found
by measuring it for a defined period in the camera.Next, another tube of aluminum of known thickness is
added to the holder, causing further attenuation, and this is counted again. This is done for a number of
extra tubes of aluminum, all of known thickness, and an attenuation curve is produced. The extrapolated
y-intercept from this curve gives the “sensitivity in air” for the camera. The units of this measurement
are ct:sec 1:MBq 1. This provides an absolute measure of sensitivity. The method can also be used for
PET system calibration of reconstructed counts without requiring scatter or attenuation correction [123, 113,
120].
The system sensitivity is a product of several factors, which include the efficiency of the detectors at 511
keV, the solid angle coverage of the detectors, the location of the radioactivity with respect to the detectors,
and the timing and energy windows applied to the data [111].
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3.8 Detection efficiency
The detection efficiency ", of an individual detector is given by the product of the detection probability
of the incoming photon in the detector volume and the fraction of these events, , that falls within the
selected energy window (typically set at 350 - 650 keV) [111]. The energy window helps to reduce the
influence of scattered events by only accepting events that deposit energy close to 511 keV (e.g., photo-peak
events). The efficiency is:
" = (1  exp( d))  (3.4)
Table 3.1: Properties of LYSO Scintillator Material for -Ray Detection at 511 keV
Detector Refractive Index Linear Attenuation Ratio between
Material at 511 keV (cm 1) Photoelectric and Compton
 
LYSO 1.82 0.87 0.52
where  is the attenuation coefficient of the detector material (Table 3.1), and d is the thickness of
the detector. A valid event requires that both photons be detected in opposing detectors and be within the
appropriate energy range [111]. The coincidence detection efficiency is, therefore, given by the square of
Eq. 3.5:
"2 = (1  exp( d))2  2 (3.5)
3.9 Intrinsic and Geometric efficiency
The intrinsic efficiency is the fraction between the number of events recorded and the number of gamma
rays incident on the detector surface, it depends on the interaction between the gamma photons and the
material of the detector [111].
The geometric efficiency of the system is determined by the overall solid angle (
) coverage of the
detectors with respect to the source location and the packing fraction [111]. The solid angle subtended by
the detectors of a circular system for a point source placed at the center is given by:

 = 4 sin[tan 1(A=D)] (3.6)
where D is the diameter of the detector ring. For a PET scanner consisting of a single ring of detector
elements, A is just the height of the detector in the axial direction [111]. For scanners consisting of multiple
detector rings (e.g., a ring or rings of block detectors) or continuous detectors, A depends on the maximum
acceptance angle over which data will be collected. The total efficiency is given by the product of the two
components.
In the manufacturing of the detectors in a PET system using discrete detector elements or block detectors,
a small gap is always between the detector elements due to the need for reflective material on the detector
walls and/or detector encapsulation [111]. This dead space will produce a reduction in the overall efficiency
and is referred to as the packing fraction ('). The packing fraction is the ratio of the detector element area
(width of detector element by axial height of detector element) to the total surface area, including the dead
space:
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' =
width height
(width+ dead space) (height+ dead space) (3.7)
The overall system sensitivity, , for a point source placed at the center of a ring scanner is the product
of the square of the detection efficiency " and the geometric efficiency '
. Expressed as a percentage, it
is given by:
 = 100 "
2'

4
(3.8)
" is squared as a result of the coincidence detection. Because of this, a small reduction in ", due to either
a reduction in the thickness of the scintillator or a tighter energy window, will produce a significant loss
in the overall sensitivity. ' appears as a linear term because of the angular correlation of the two photons;
however, this is only an approximation and the true contribution of packing fraction losses is position and
geometry dependent [111]. For a distributed source, the expression becomes more complex due to variations
in both the geometric and detection efficiencies across the field of view (FOV).
3.10 Dead time in radiation detection systems
In nearly all detector systems, there will be a minimum amount of time that must separate two events
in order that they are recorded as two separate pulses. In some cases the limiting time may be set by
processes in the detector itself, and in other cases the limit may arise in the associated electronics. This
minimum time separation is usually called the dead time of the counting system. Due to the random nature of
radioactive decay, there is always some probability that a true event will be lost because it occurs too quickly
following a preceding event. These “dead time losses” can become rather severe when high counting rates
are encountered, and any accurate counting measurements made under these conditions must include some
correction for these losses [124].
Figure 3.5: Pulse processing systems for radiation detectors.
When radiation is incident on the detector, where charge is created, a voltage pulse is passed to the
amplifier where it is shaped and amplified. The pulse is then passed to the multi-channel analyzer (MCA)
where its height is digitized. All of these processes take time. While one pulse is being processed, another
event cannot be detected. The time this takes is called the dead time. Typical pulse processing systems for
radiation detectors are shown in Figure 3.5. The dead time of a system is the summation of all the processing
times of the different components, detector, amplifier and MCA. If dead time losses are not accounted for,
this can lead to misleading results e.g. source activities will be underestimated [118].
3.10.1 Dead time losses from the statistical point of view
When measuring radiation from radioactive sources, it is assumed that the true events occurring in the
detector follow Poisson statistics in which the probability of an event occurring per unit time is a constant.
The effect of system dead time is to remove selectively some of the events before they are recorded as
counts. Specifically, events occurring after short time intervals following preceding events are preferentially
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discarded [118]. If the dead time losses are not small, the deviations from Poisson statistics become more
significant. The discarding of events that occur after short time intervals causes the sequence of recorded
counts to become somewhat more regular, and the variance expected in repeated measurements is reduced.
With either paralyzable or non-paralyzable behavior, there is some chance that more than one true event is
lost per dead period. A recorded count therefore can correspond to the occurrence of any number of true
events, from one to many. The relative probability that multiple true events are contained in a typical dead
period will increase as the true event rate becomes higher. Because true events still obey Poisson statistics,
relatively simple analyses can be made to predict the probability [118].
3.10.2 Singles dead time
The main source of dead time in most PET systems is the processing of each event in the detector front-
end electronics. Factors which contribute to singles dead-time in a block detector PET scanner include the
light integration period, the time necessary to perform the energy discrimination and for the block to return
to the quiescent state, and the time to determine and encode which crystal in a block detected the event. It
is during the light integration period that mispositioning effects of pulse pile-up can occur. The integration
time is typically set at 3 to 4 times the decay time constant [125]. Thus, if the integration time can be
reduced, for instance, by using a faster scintillator, the amount of detector dead time can be reduced.
Other contributions to dead time in a PET system can come from the coincidence event processing, real-
time sorting of data into sinograms, and data transfer [126]. Correction for dead time typically involves
a model of the dead time behavior of the system at different count rate levels and will generally be some
combination of paralyzable and non-paralyzable dead time factors by the different processing stages in the
system. Input to the overall dead time determination is usually the measured average detector singles rates
and coincidence rates [127].
3.10.3 Models for dead time behavior
Two models of dead time behavior of counting systems have come into common usage:
1. Paralyzable response
2. Non-paralyzable response
These models represent idealized behavior, one or the other of which often adequately resembles the
response of a real counting system. True systems, being a combination of components, will often be some-
where between the two models [124]. The fundamental assumptions of the models are illustrated in Figure
3.6.
At the center of the figure, a time scale is shown on which six randomly spaced events in the detector
are indicated. At the top of the figure is the corresponding dead time behavior of a detector assumed to be
non-paralyzable. A fixed time  is assumed to follow each true event that occurs during the “live period” of
the detector. True events that occur during the dead period are lost and assumed to have no effect whatsoever
on the behavior of the detector. Figure 3.6 shows that the non-paralyzable detector would record four counts
from the six true interactions. In contrast, the behavior of a paralyzable detector is shown in the middle
section of Figure 3.6. The same dead time  is assumed to follow each true interaction that occurs during
the live period of the detector. True events that occur during the dead period, however, although still not
recorded as counts, are assumed to extend the dead time by another period  following the lost event. Figure
3.6 shows, only three counts are recorded for the six true events.
The two models predict the same first-order losses and differ only when true event rates are high. They
are in some sense two extremes of idealized system behavior, and real counting systems often display a
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Figure 3.6: Models of dead time behavior: at the top, non-paralyzable and in the middle paralyzable dead
time, events that arrive before complete processing of earlier events are rejected (events 3 and 5). In a system
with paralyzable dead time, the usual dead time effect is experienced; however, the arrival of a secondary
event extends the dead time, causing the secondary event to be rejected. This feature is demonstrated by the
rejection of event 6 in addition to events 3 and 5.
behavior that is intermediate between these extremes. The detailed behavior of a specific counting system
may depend on the physical processes taking place in the detector itself or on delays introduced by the pulse
processing and recording electronics.
In the discussion that follows, the response of a detector system to a steady-state source of radiation is
examined, and the following definitions are adopted: n = true count rate, m = recorded count rate
and  = system dead time. It is assumed that the counting time is long so that both n and m may be
regarded as average rates. In general, obtaining an expression for the true interaction rate n as a function of
the measured rate m and the system dead time  is necessary, so that appropriate corrections can be made to
measured data to account for the dead time losses.
3.10.3.1 Non-paralyzable response
In the non-paralyzable case, the fraction of all times that the detector is dead is given simply by the
product m . Therefore, the rate at which true events are lost is simply nm . But, because n m is another
expression for the rate of losses,
n m = nm (3.9)
Solving for n, it is obtained:
n =
m
1 m (3.10)
3.10.3.2 Paralyzable response
In the paralyzable case, dead periods are not always of fixed length, so applying the same argument is
not possible. Instead, rate m is identical to the rate of occurrences of time intervals between true events
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which exceed  is mentioned. The distribution of intervals between random events occurring at an average
rate n is Eq. 3.11.
P1(t) = n exp
 nt dt (3.11)
Where P1(t)dt is the probability of observing an interval whose length lies within dt about t: The
probability of intervals larger than  can be obtained by integrating this distribution between  and1 Eq.
3.12.
P2() =
Z 1

P1(t)dt  exp n (3.12)
The rate of occurrence of such intervals is then achieved by simply multiplying the above expression
by the true rate n. The paralyzable model leads to a more cumbersome result because explicitly solving is
not possible for the true rate n. Instead, Eq. 3.12 must be solved iteratively if n is to be calculated from
measurements of m and knowledge of  .
m = n exp n (3.13)
When the rates are low the two models give virtually the same result, but the behavior at high rates is
markedly different.
A non-paralyzable system approaches an asymptotic value for the observed rate of 1= , which represents
the situation in which the counter barely has time to finish one dead period before starting another.
For paralyzable behavior, the observed rate is seen to go through a maximum. Very high true interaction
rates result in a multiple extension of the dead period following an initial recorded count, and very few true
events can be recorded.
Figure 3.7: Observed rates (y axis) as a function of the true rate (x axis) for the two dead time models.
One must always be careful when using a counting system that may be paralyzable to ensure that low
observed rates actually correspond to low interaction rates rather than very high rates on the opposite side
of the maximum.
m =
n
1 + n
= n(1  n) Non  paralyzable (3.14)
m = n exp n = n(1  n) Paralyzable (3.15)
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The ambiguity can be resolved only by changing the true rate in a known direction while observing
whether the observed rate increases or decreases. For low rates (n  1 ) the following approximations
can be written as in Eq. 3.14 and Eq. 3.15. Thus, the two models lead to identical results in the limit of
small dead time losses. If possible, one should avoid measurement conditions under which dead time losses
are high due to the errors that inevitably occur in making corrections for the losses. The value of  may
be uncertain or subject to variation, and the system behavior may not follow exactly either of the models
described above.
3.10.4 Dead time correction
Dead time is considered as one of the main figures of merit of our PET acquisition system. Our PET
study is applied in hadron therapy dosimetry and for the PET, which is used for clinical study, the radiation
dose and scanning interval have to be minimized, thus making of superior importance to minimize events
losses.
It is necessary to measure the counting rate wide range of scanning conditions. To characterize dead
time of DoPET system, the scanner response should be fitted by either a paralyzable or nonparalyzable dead
time model. Mathematically, these models are described by Eq. 3.14 and Eq. 3.15.
Two common methods are being explained in the following. These methods are based on a phenomeno-
logical model which does not depend strongly on the hardware configuration of the tomograph and are thus
adaptable to our case. However, by considering that an accurate estimation is needed to characterize the
performance our modular PET system, a long data acquisition was done and then the second method was
applied to measure dead-time of PET scanner.
3.10.4.1 Dead time measurement: two - source method
The method is based on observing the counting rate from two sources individually and in combination.
Due to the nonlinearity of counting losses, the observed rate owing to the combined sources will be less than
the sum of the rates of the two sources counted individually, and the dead time can be calculated from the
discrepancy.
It is assumed that ml, m2, and ml2 represent the corresponding observed rates and nl, n2, and n12,
as the true counting rates (sample plus background) with source 1, source 2, and the combined sources,
respectively. Also, it is deemed that nb andmb be the true and measured background rates with both sources
removed. Then
n12   nb = (n1   nb) + (n2   nb) (3.16)
n12 + nb = n1 + n2 (3.17)
By assuming the non-paralyzable model and substituting, it is obtained:
m12
1 m12 +
mb
1 mb =
m1
1 m1 +
m2
1 m2 (3.18)
Solving this equation explicitly for  gives the following result:
 =
X(1 p1  Z)
Y
(3.19)
Where
X  m1m2  mbm12 (3.20)
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Y  m1m2(m12 +mb) mbm12(m1 +m2) (3.21)
Z  Y (m1 +m2  m12  mb)
X2
(3.22)
A number of approximations to this general solution are often considered. In the case of zero background
(mb = 0)
 =
m1m2   [m1m2(m12  m1)(m12  m2)]
m1m2m12
(3.23)
Other simplifications of Eq. 3.23 have appeared that are based on various mathematical approximations.
However, the use of any type of approximation should be discouraged because significant errors can be
introduced under typical experimental conditions [128].
3.10.4.2 Dead time measurement: The applied method for our data
The second method, which is applied to measure the dead time of our system follows the below proce-
dure. For a non-paralyzable dead time the recorded count rate, m, is related to the true count rate, n, and the
dead time, td, by:
m =
n
1 + ntd
(3.24)
and for a paralyzable dead time by:
m = n exp ntd (3.25)
The dead time was estimated via the decaying source method using a 18F -FDG source centered in the
FoV.
If the system is non-paralyzable then substituting n = n0exp t, where  is the decay constant of the
radioisotope used, equation Eq. 3.21 becomes:
m expt =  n0tdm+ n0 (3.26)
Plotting mexpt versus m should result into a straight line. The dead time can be obtained from the slope
and the intersection point with the y-axis.
If the system is paralyzable then substituting n = n0exp t results in:
lnm+ t =  tdn0 exp t+ lnn0 (3.27)
Plotting lnm + t versus exp t should result into a straight line. Again the dead time can be estimated
from the slope and the intersection point with the y-axis.
The singles count rates data are acquired from the phantom are representatives for that the nonparalyz-
able model is applicable to detector 1 or it is acceptable for detector 2. The same data for both detectors are
fitted by the paralyzable model.
From the fits to the data using the paralyzable model, the dead time of each detector is estimated for
detector 1 and for detector 2. This dead time is totally dominated by the off-detector electronics. This
provides an estimation of the dead time in signals coming from of each detector and consequently in the
coincidence rate.
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Chapter 4
The first version of our dedicated PET
4.1 An introduction to the DoPET project
The goal of the DoPET project is the evaluation of a PET system as a dedicated method for dose moni-
toring in hadron-therapy.
DoPET project started since the beginning of 2006 within an INFN collaboration, with the purpose of
realizing a small prototype of a clinical device. The system was fully validated through measurements on
phantoms, in the perspective of a clinical application in tumor treatment monitoring at INFN-LNS (Istituto
Nazionale di Fisica-Nucleare Laboratori Nazionali del Sud) in Catania by our group (Pisa group) [108].
The DoPET as a “On-line” PET1 is applied to measure the + activity distributions, which is produced
in PMMA phantoms after the irradiation with hard photons. However, due to the fact that radiation and
measurement are done in the same room, poor statistics (because of decreasing the number of positron
emitters) and possibly for the relatively short-lived positron emitters like 11C (with half-life of 20.33 min),
10 min for 13N (with half-life of 9.96 min) and 15O (with half-life of 2.04 min) could still be managed
[129, 107].
The first version of the DoPET prototype, which has been constructed in INFN of Pisa, consists of
two opposed 45mm 45mm 18mm LYSO planar detectors, 21 21 pixels (2:0 2:0 18mm3 pixel
dimensions) coupled to a square PS-PMT2 (Hamamatsu H8500C). To reduce the number of collected signals,
a position encoding readout was implemented: a detailed description of the prototype architecture and
calibration procedures can be found in [108]. The distance between the two heads can be varied up to 20
cm, in view of the fact that the tomograph has to be set at the edges of a head-phantom during irradiation.
The set up of the tomograph that has been used in measurements is shown in Figure 4.1.
For doing the experiments, different plastic phantoms were irradiated with a 62 MeV proton beam at
the CATANA facility (LNS, Catania, Italy). The acquired data were processed using a fully 3D iterative
algorithm to reconstruct the 3D +-activity distribution.
The experiments have proved the PET prototype capabilities to detect small differences in the practical
proton ranges between materials of different density values, to map the internal structures of different chem-
ical compositions, and to detect small range variations along the beam direction (with an accuracy near to
one millimeter) and to locate air-filled cavities. These experimental results were reported in [109, 130].
1“On-line” PET dosimetry is a post-irradiation dosimetry, which is done in a proton treatment room).
2Position Sensitive Photo-Multiplier Tube
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Figure 4.1: The experimental setup that was used for the measurements, where each head is composed of
one module.
4.2 DoPET Architecture
The first tomograph architecture was made of two planar heads. Each head was composed of four com-
ponents. These components have been illustrated in Figure 4.2. The structure has been designed somehow to
provide the requirement of modularity for extension each head to 2 2 PS-PMT’s arrays. In fact, by consid-
ering of compact size of the tube and its metal envelope thickness (of 0.25 mm) and assembling these tubes
into an array, larger detection areas can be covered (with an improved active area of up to 89%) [131, 132].
Figure 4.2: Module Constraints of first tomograph which was used in the experiments.
1Symmetric Charge Division
2Pulse Shape Amplifier
3Constant Fraction Discriminator
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LY SO : Ce(Lu2(1 x y)Y2xSiO5 : Cey, x  0:1, y  x) scintillating crystal (2  2  18mm3 pixel
dimensions) has been glued to Photomultiplier (H8500C) by thermoplastic Cargille Meltmount™. Charge
multiplication is provided by its 12-stage metal channel dynode. Charge collection and position calculation
is satisfied due to the existence of 8  8 anodes (with the external size of 52mm  52mm  28mm and
the active area of 49mm  49mm). The PMT is connected to a SCD1, which is responsible to read out
the multi-anode PMT through a multiplexed system, and this is mainly based on networks which reduce the
output of each tube to 22 signals. Afterwards a compact electronic board PSP2 is used, which is in charge
of signal amplification. Finally, a CFD3 board is utilized to provide signal digitization.
4.2.1 DoPET’s acquisition system
As it has been illustrated in Figure 4.3, in the pre-amplification stage of the acquisition system, the last
dynode output signals from the PMTs are amplified by fast, low-noise pre-amplifiers. Then these signals are
sent to the board for fast timing coincidence measurements. The role of a CFD in the time window at this
stage is to provide timing independent of amplitude, which is generated by the gate for each photomultiplier
tube. The constant fraction discriminator outputs are sent to a coincidence module that produces the gate
signal in the PET mode. The output of each CFD directly generates the gate signal for the acquisition of the
position signals.
Figure 4.3: Schematic of the electronics for the data acquisition.
A second CFD output is delayed by 100 ns to generate a delayed coincidence window and the events
collected in this delayed window in coincidence can be used to estimate the rate of the random coincidences
used for corrections. The four position signals from each tube are digitized by a system composed of a peak
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detector plus a peak sensing ADC. The digital data from both detector heads are then transferred to a local
PC server and the point of interaction on the photocatode is then reconstructed off-line by software.
4.2.1.1 DoPET’s acquisition software
The DoPET software for data acquisition and analysis has a server / client architecture. The Server
application is dedicated to electronic equipment control and acquisition management. The client software
communicates via Ethernet with the server software to drive acquisition. Both have a graphical interface,
the former is needed to check the status of the electronic boards, to read and store pedestal values and to
set mode parameters, such as SPECT or PET mode, number of data acquisition boards to operate (A or B),
number of channels per board (A or B). The latter is used to set acquisition parameters, such as radioisotope
type, injection time, number of events to be acquired or time duration of the scan. It also displays event
rates on each channel and residual acquisition time. Client has also toolkits to perform off-line analysis of
the acquired events, calibration, reconstruction of tomographic images and display of stored images. Figure
4.4 shows an example of the DoPET software.
Figure 4.4: DoPET software. Top, left: graphical interface of the pixel identification software, used to
determine the pixel center of gravity and to assign the proper numeration. Crystal centers coordinates are
then stored and used to build the map for assign each event to the right crystal pixel. Top, right: the grid
used for event assignment to pixels is shown, superimposed to the planar image used to generate it. Bottom:
a screen-shot from the software used for energy calibration of single pixel spectra.
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As it has been illustrated in Figure 4.3, each module of our detection module is composed of different
parts. In the following, functionality of each part including is explained in details. The structure of detection
module being used in the new version of our dedicated tomograph is nearly the same. Hence, three more
modules are utilized to construct the new detection module of each head of our PET system. By applying
this modification to the geometry structure of our module, the detection area has been increased by a factor
four for each head. Thus, a new electronics for the data acquisition is necessary to detect the coincidence
events.
4.2.2 Scintillator detector
In the new PET scanner detection module, LY SOscintillator : Ce(Lu2(1 x y)Y2xSiO5 : Cey is used.
It is composed of natural lutetium, Lu, that has a 2:6% radio isotopic content of 176Lu (t1=2 = 4:0  1010
years). This isotope emits + particle and a cascade of high energy  and X-rays. The choice of LYSO
detector is based on its characteristics, namely:
1. High stopping power of the detector for 511 keV photons.
2. Fast scintillation decay time.
3. High light output per keV of deposited photon energy.
4. Good energy resolution of the detector.
The stopping power of the detector determines the mean distance the photon travels until complete
deposition of its energy and depends on the density and effective atomic number (Zeff ) of the detector
material.
The scintillation arises when a  ray interacts with an atom of the detector material, and the atom
is excited to a higher energy level, which later decays to the ground state, emitting visible light. The
number light photons (photon yield), which are produced per keV of deposited energy depends on the type
scintillation materials (in the case of LYSO the photon yield is about 25). The mean decay time is called the
scintillation decay time and is given in nanosecond (in the case of LYSO is 50 ns). The shorter the decay
time, the higher the efficiency of the detector at high count rates. A high-light-output detector produces
a well-defined pulse resulting in a better energy resolution. The intrinsic energy resolution is affected by
inhomogeneities in the crystal structure of the detector and random variations in the production of light (in
the case of LYSO, the energy resolutions between 15% to 20% is acceptable) [109, 131, 133]. In Table 4.1,
some of the main physical properties of different scintillators, which can be applied to PET scanners have
been listed.
4.2.3 Position Sensitive Photo-Multiplier Tube (PS-PMT)
The second component of our detection module is a Hamamatsu H8500C photo-multiplier tube is to
measure low levels of scintillation light. The structure of this PMT consists of a vacuum enclosure with
a thin photo-cathode layer at the entrance window. An incoming scintillation photon deposits its energy
at the photo-cathode and triggers the release of a photo-electron. Depending up on its energy, the photo-
electron can escape the surface potential of the photo-cathode and in the presence of an applied electric
field accelerates to a nearby dynode which is at a positive potential with respect to the photo-cathode. Upon
impact with the dynode, the electron, with its increased energy, will result in the emission of multiple
secondary electrons.
The process of acceleration and emission is repeated through multi-dynode structure of its structure
lying at increasing potentials, leading to a gain of more than 0:5105- 0:5106 at the final dynode (anode).
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Table 4.1: Physical properties of 6 different scintillation crystals
Detector Effective Density Scintillation Photon Linear Energy
Materials Atomic (g=cm3) Decay Yield Attenuation Resolution
No (Z) Time (ns) (per keV) Coefficient At 511 keV
(cm 1) of 511 keV (%)
BGO 74 7.13 300 6 0.96 10
GSO 59 6.71 50 10 0.67 9.5
LSO 66 7.40 40 29 0.87 10.1
YSO 34 4.53 70 46 0.39 12.5
LYSO 65 7.2 50 25 0.87 20
YAP 39 5.4 27 18 0.46 2.5
This high gain obtained from the H8500C leads to a very good SNR1 for low light levels and is the primary
reason for the applicability of this photo-multiplier tube as a component of our detectors. Moreover, the
dynode structure of H8500C reduces the travel time of the electrons from the cathode to the anode, as well as
reducing the variation in the travel times of individual electrons. In particular, this structure has a capability
to restrict the spread of photoelectrons along their trajectory, thereby providing a position-sensitive energy
measurement with a very little cross-talk between adjacent channels [113, 118]. The energy, timing, and
location of gamma ray interactions information are coming from current signal distribution (from conversion
of scintillation light due to the group of dynode segments) [134, 135].
The detailed characteristics of the 64 channel multi-anode photomultiplier of Hamamatsu H8500C have
been listed in Table 4.2 [136]. Moreover, it should be mentioned that the QE2 of PMT H8500C at 420 nm
is 25%.
1Signal-to-Noise Ratio
2Quantum Efficiency: is a quantity defined as the percentage of photons (the deposition of energy by a single scintillation
photon) hitting the photo-cathode surface and produce an electron-hole pair and a photo-electron escape from the cathode.
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Table 4.2: Properties of Hamamatsu PMT H8500C
Parameters H8500C
Dimensional Outline (W H D) 52mm 52mm 27:4mm
Effective area 49mm 49mm
Pixel size / Pitch at center 5:8mm 5:8mm 6:08mm
Dynode structure 12 stages
Cathode type Bi-alkali
Peak Wavelength 400 nm
Spectral Response 300 nm - 650 nm
Gain 106
Rise time 0.8 ns
Cross-talk 3%
Transit time spread 300 ps
Supply voltage (between anode to cathode) -1100 V
Window material Borosilicate glass
Average Anode Output Current in Total 100 A
Weight 125 gr
4.2.4 Symmetric Charge Division (SCD)
The third component of our detection module is the electronics readout. Hamamatsu H8500C would
require a 64-channel readout.All 64 channels (one per anode of the H8500C) are coded into only 4 output
lines for the position encoding readout of the H8500C tube. By reducing the number of channels that need
to be read, the entire readout system can be significantly simplified, by providing a reduction of the number
of analog electronic channels necessary for complete X and Y coordinate information readout. Hence, a
charge division circuit based on the symmetric charge division scheme is utilized [137].
The circuit is a resistive matrix built of equal resistors and based on the orthogonal positioning algorithm.
Each pad is connected to two resistors. Since the circuit is symmetrical, it provides anode current division
into two equal parts; the first one is flowing into the X output line, and the other one to the Y output line.
The X and Y line outputs are connected to low input impedance current collecting amplifiers. The other half
in the Y collection op-amp. The charges are collected by 16 amplifiers, one for each of the X rows and Y
columns [137, 138, 139]. The input characteristics of the amplifiers coupled to the readout matrix outputs
determine the amount of parasitic cross-talk, noise, and circuit operation bandwidth [134, 140, 141]. The
readout method is based on the processing of the analog signals after the linear amplifier front-end and it is
illustrated in Figure 4.5.
The voltage can be converted to position by using a resistive division network. Amplification is per-
formed before positional division and the amplified signal is robust enough to divide into a current signal
proportional to position. This system performance gives superior performance with respect to a conven-
tional resistive charge division. The final position of an event is determined by Eq. 4.1 and Eq. 4.2 after the
two charge splitting stages. The digitization of the four position signals is then performed by peak sensing
ADCs.
X =
(X+  X )
(X+ +X )
(4.1)
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Figure 4.5: SCD anode interface presents constant impedance to the anode, dividing the charge into equal
buckets of charge for collection on a ROW and COLUMN preamplifier.
Y =
(Y+   Y )
(Y+ + Y )
(4.2)
4.2.5 Pulse shaping Preamplifier (PSP)
Energy signals are preamplified and smoothed in a separated board, the pulse-shape preamplifier (PSP),
and routed to the DAQ board for digital conversion. The role of the PSP is two-fold: on one hand it amplifies
the signal in order to improve the signal-to-noise ratio and adjust dynamic range at the digital conversion
stage, on the other hand it slows down the pulse, in order to introduce a certain time margin to allow the
digital processing unit to resolve coincidences and trigger the acquisition.
A number of criteria are considered to choose the optimal shaping time for the detection system of the
PET:
1. The shaping time must be long enough to collect the charge from the detector.
2. The shaping time must be short enough to achieve the high counting rates.
3. A shaping time has to be chosen that filters as much of the electronic noise as possible.
Electronic noise at the preamplifier output is created by a number of different aspects of the detection system.
Some of these “noise components” have different frequency distributions, allowing us to use the filtering
capability of the shaping amplifier to choose a shaping time that minimizes the noise for the detection
system.
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4.2.6 Constant Fraction Discriminator (CFD)
Choosing the right timing discriminator based on the detector characteristics for our intended application
is essential. Hence, achieving the optimum time resolution is important in determining that events from two
different detectors occurred simultaneously. The technique for deriving optimum time resolution depends
on the type of detector and three major factors are limiting the time resolution:
1. Jitter
2. Walk
3. Drift
Figure 4.6: Functional Representation of a Constant-Fraction Discriminator [132].
The Primary function of the CFD is to mark the arrival time of the detected events with precision and
consistency. It provides a reliable timing signal from analog pulses that have the same rise time and little
variation of their timing with the amplitude of the input signal. Thus, it generates a fast logic pulse with a
constant fixed offset in time with respect to the pulse. This temporal offset should not be a function of pulse
amplitude; hence, the CFD avoids the threshold problem of leading-edge discriminators that leads to walk
[142, 143, 144].
Figure 4.6 illustrates a simplified scheme of the constant fraction discriminator, which is used in the
new version of DoPET. The signal discrimination is obtained employing two adjustable comparators, one
for the minimum amplitude threshold and the other for the signal fraction threshold. The first is called
arm comparator, the other walk comparator. The amplitude independent function that determines the digital
trigger instant is the subtraction between the input signal f(t), delayed by T , and an attenuated copy f.
The timing diagram of involved signals is reported in Figure 4.7. The understanding of the way the CFD
works is principal for the fine tuning of front-end electronics. In the CFD, a delayed and inverted version of
the anode pulse is subtracted from the attenuated anode pulse and when the result of the subtraction crosses
zero, the logic pulse is generated. The time of the zero crossing is independent of the pulse amplitude. The
attenuation fraction, f, which can be between 10% to 20%, and the delay, t0, are the parameters to optimize
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Figure 4.7: Principle for the CFD discriminator. The input signal is split into two identical pulses. One is
attenuated a factor f (<1) and the other pulse is delayed and inverted. When the two signals are added up,
the sum pulse will have a bipolar shape with a zero-crossing point.
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the CFD with respect to the amplified anode pulse [145]. The procedure, which expresses the functionality
of a CFD, is illustrated in Figure 4.7.
The CFD is one of the components that contributes most to the total system dead time, thus being a
critical stage in the overall performance characteristics. Its dead time is of the blocking type, thus subject
to paralysis at high count rates. Moreover, the timing precision of the generated trigger constitutes a major
limiting factor for coincidence resolution and detection efficiency.
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Chapter 5
The upgraded version of DoPET
5.1 Description of the new version
The new version of our PET scanner was designed somehow to provide a simple and adjustable planar
geometry, to be used as “On-line” PET for dosimetry of proton beam in hadron therapy.
Figure 5.1: A detector block of our upgraded PET scanner. The modules are tightly packed and pushed
towards the crystal matrix by means of metallic springs.
The structure is composed of two planar heads of 10:4cm 10:4cm each one mounted in front of each
other. Each head contains four detector modules, which are tightly assembled and optically coupled to the
scintillator crystals. Each scintillator is a LYSO matrix of 2323 pixels 1:9mm1:9mm16:0mm, with
a 2.0 mm pitch and a total active area of 46mm 46mm.
Each matrix is coupled to a multi-anode PMT (H8500C). Each detector module has 64 output signals,
which are proportional to anode current, and have to be considered for energy and position characterization.
These output signals and a a timing signal, which is taken from the last dynode, pass through a conditioning
stack made of a coding board, a pulse shape preamplifier board (PSP) and a timing board.
The coding board consists of a Symmetric Charge Division resistive network. The SCD reduces the
8  8 anode signals of each PMT into 8 + 8 signals, that codify separately the X and Y centroid of the
PMT currents. These 16 signals enter a passive resistive chain that further reduces the number of signals
to Anger-like 2 (x) + 2 (y) [137]. The last dynode signal is passed through up to the Constant Fraction
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Discriminator (CFD) [146], which is the last board of the stack. The CFD generates a differential PECL
trigger synchronous to the crossing of a variable voltage threshold that corresponds to the 17% of the energy
pulse peak level. The outputs of the whole module consist eventually of four analog Anger-like signals,
which are sent to a Data Acquisition (DAQ) board, and a digital timing signal that goes directly to the
Control FPGA for coincidence processing [147].
5.2 Overall architecture of the acquisition system of DoPET
The acquisition system, which has been designed specifically for the modular head detectors is illustrated
in Figure 5.2.
Figure 5.2: Scheme of the acquisition system, which was applied for the new version of DoPET. It represents
a modular detector system (4 VS. 4 modules).
Coincidence triggers are processed by the FPGA which keeps track of past events and triggers the
interested DAQ for energy acquisition. Event tracking provides a robust control over pile-ups and enhances
data transfer efficiency from the DAQs. DAQ boards operate independently from each other; therefore, only
a fraction of the system is busy during the acquisition of each coincidence. This, together with an adequate
buffering on each DAQ, allows multiple simultaneous acquisitions, which is the key for dead-time reduction.
The data link between DAQ boards and mainboard is obtained with two asynchronous 16-bit wide parallel
buses, one per detector side. This choice has been made so as to keep the asynchronous boundary between all
involved boards, which is commonly referred to as GALS1 system design, particularly suitable for lowering
system complexity and power consumption [148]. Tests showed that proper buffering and efficient data
retrieval from the DAQ boards make the bandwidth of this kind of connection well sized with respect to the
rest of the system [147].
1Globally Asynchronous Locally Synchronous
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5.2.1 The mainboard
Due to the fact that the geometrical efficiency loss can be largely compensated by a gain in count rate
characteristics, a flexible and expandable acquisition system was specifically designed to work with the
modular detectors.
Figure 5.3: The mainboard of the new version of DoPET. Four DAQ boards have been connected. The
current acquisition implementation is capable of handling up to 18 DAQ boards.
The mainboard, which has been illustrated in Figure 5.3, powers the whole system and provides data
connection. It is equipped with a high-end model FPGA Stratix III (Altera Corp., San Jose, CA, U.S.A).
The FPGA must have enough memory to buffer incoming data from the coincidence network and all the
DAQs, and must be fast enough to send acquisition triggers in time to fetch energy peaks. The FPGA
provides high memory resources, needed for data buffering, high I/O pin count and low propagation delays,
required for prompt coincidence monitoring. It streams data to the Host PC at 480 Mb/s through an USB
2.0 controller, which is a CY7C68013A FX2LP (Cypress Semiconductor Corp., San Jose, CA, U.S.A), and
is connected asynchronously to the coincidence and DAQ boards. The mainboard also provides circuitry
necessary for logic translation and physical socketing for the DAQ boards. The 4 DAQ boards, which have
been mounted on the mainboard are controlled by the Cyclone II FPGA (Altera Corp., San Jose, CA, U.S.A)
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and implements four peak detectors.
5.2.2 The DAQ boards
Each DAQ1 board mounts a Cyclone II FPGA (Altera Corp., San Jose, CA, U.S.A.), which implements
buffering, bus control and triggers the four on-board peak detectors. The DAQ board converts signals from
the PMTs with four 12 bit ADCs. The results of the conversion are stored in an interfacing FIFO accessible
by the mainboard. The components are:
1. Sensors that convert physical parameters to electrical signals.
2. Signal conditioning circuitry to convert sensor signals into a form that can be converted to digital
values.
3. Analog-to-digital converters, which convert sensor signals to digital values.
Figure 5.4 shows a DAQ module. Each DAQ board is provided with an input inductive delay pad, which
is used to compensate coincidence processing delay.The implemented delay must be sufficiently long in
order to turn on the peak detector before the actual energy signal peak has passed through. The input stage
of the board also provides a pedestal leveling circuitry. In fact, a positive pedestal value is required so
as to correctly convert the incoming signals. This depends on the fact that the ADC input stage has been
configured having ground as lower dynamic range bound.
Each peak detector, when active, follows the voltage of an incoming Anger coded signal from the PMT
and holds on the highest value, which is in turn converted by a 10 MHz, 12-bit A/D converter. Peak hold
and registration is enabled only after an acquisition trigger is received from the main board. This is because
RC peak followers could not sustain charge-discharge cycles at typical single photon rates.
The total DAQ dead-time is composed of two main contributions: the peak waiting time, and the time
required by the voltage-followers capacitors to discharge. The peak waiting time is the programmable
interval during which the DAQ is turned on and follows the Anger signals (Figure 5.5).
5.2.3 The coincidence board: To record coincidence events
In order to collect data corresponding to only coincidence events within the bulk of singles, a coincidence
board as a component of the new DoPET’s acquisition system was constructed. Thus, the raw timing
information was processed in this board. Events are identified as coincidence events, has to fulfill three
criteria:
1. Come from opposite heads of the scanner.
2. Be within a pre-determined timing window (few nanoseconds).
3. Have an energy above the pre-selected threshold.
The first and second condition dictate a centralized approach for digital coincidence analysis, where
all events must pass through a single analysis gateway. The proposed coincidence architecture follows
the principles where sorting and coincidence analysis take place in different boards. Successive window-
timing is a way to discard irrelevant events when they reach different detector heads from different +
annihilation. Single events can be identified by a proper coincidence window, which can be set and adjusted
1Data Acquisition Board
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Figure 5.4: The DAQ module of the new version of DoPET.
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Figure 5.5: Schematic architecture of the DAQ board of the new version of DoPET. XA, XB, YA and YB
are the Anger coded inputs coming from the SCD board [132].
Figure 5.6: Photograph of the new coincidence board where both standard and novel delayed method have
been implemented.
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by an equalizer on the board. Thus, single events can be removed in order to decrease image noises and
increase efficiency of the PET system [149].
The coincidence board receives timing signals from the CFDs in order to reject unqualified events and
provides pile-up rejection logic outputs to ADC and individual ADC gating signals.
By utilizing a fast PECL1 network of AND gates on the coincidence board, proper and enough coinci-
dence events could be detected. Hence, the better physical characterizations such as efficiency and sensitivity
are provided for the new version of DoPET.
1. Working in the sub-nanoseconds range and offering wired-OR gating.
2. Reducing logic cost from O(n2) to O(n), due to the the wired-OR capabilities of ECL.
3. Feasibility of doing very fast data or signal processing.
4. Minimizing crosstalk between the different electronic components.
5. Minimizing the number of lines required for interconnecting the subsystems due to the bandwidth and
line driving capabilities of ECL without sacrificing the overall performance.
Figure 5.6 shows the coincidence board. This board, which was used as a part of the acquisition system
is made of glass epoxy, double sided with dimension of 21cm  40cm. It has solder mask and silk screen
printed on both sides for easy assembly of the components [150, 151]. The operation principles, which are
followed to detect the coincidence events, are illustrated in the following. The two methods, which were
implemented on this board to estimate random events have been explained in more details (Appendix A).
5.2.3.1 Prompt coincidence
With implementation of the new delayed window approach (Appendix A) in a configuration of 4 PM-
tube modules versus 4 PM-tube modules dual head system, Ai and Bj signals are the timing signals from
modules i and j on A and B side, respectively. The trigger scheme for a prompt coincidence is illustrated
in Figure 5.7 and Figure 5.8. The acquisition of signals of a module i of the A side is triggered by CDAi
when a logic AND between Ai and the OR of all the B side is detected. Simultaneously, the acquisition of
the module j on the B side is triggered by the corresponding signal CDBj .
Figure 5.7: Trigger scheme for a prompt coincidence. Figure 5.8: Trigger scheme for a prompt coincidence.
1Positive Emitter Coupled Logic. PECL is a standard ECL devices run off of a positive power supply.
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5.2.3.2 Delayed coincidence
As it is shown in Figure 5.9 and Figure 5.10, in the delayed window scheme Ai and Bj signals are the
timing signals from modules i and j on A and B side, respectively. The acquisition of signals of a module
i of the A side is triggered by DDAi when a logic AND between delayed timing signal Ai (by T) and
the OR of all the B side timing signals is detected. The acquisition of signals of a module j of the B side
is triggered by DDBj when a logic AND between the timing signal of a module Bj and the OR of all the
delayed timing signal Ai (by T) is detected.
Figure 5.9: Delayed window scheme. Figure 5.10: Delayed window scheme.
5.2.4 The rationale to apply FPGA
Due to the results that were achieved from utilizing the designed coincidence board for the detecting
coincidence events, some problems arose that created difficulties. They have been described in more details
in chapter 6. Hence, another method, which is commonly utilized for data acquisition in modern PET
scanners was applied in order to detect coincidence events [152, 153]. The coincidence procedure as
logical functions was implemented in Stratix III FPGA2 (Altera Corp., San Jose, CA, U.S.A.) as part of
the acquisition system by using HDL1. By applying this method, the high count rates could be handled and
there is also the capability to increase the number of the channels read out.
This method requires low device resources and no specific peripherals and has the capability in comput-
ing power and I/O sophistication to resolve coincident digital pulses within a time window of few nanosec-
onds. Moreover, it is well suited for implementing low level triggers by using logic resources.
There are two ways of implementation coincidences procedure in Stratix III FPGA:
1. AND-gating.
2. TDC3.
AND-gating method was implemented in the Stratix III FPGA (Altera Corp., San Jose, CA, U.S.A.). This
method has two advantages with respect to the TDC method.
• It is much simpler.
• It is cheaper to be implemented.
The concept of AND-gating is that for each photon, a digital pulse of width W (which is of the order of
few nanoseconds) is generated and combined with the pulses coming from other detectors. The total circuit
generates a coincidence trigger whenever two pulses overlap, resulting in a coincidence resolution of 2 W.
1Hardware Description Language
2Field-Programmable Gate Array
3Time-to-Digital Conversion
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5.2.4.1 Embedded synchronous coincidence processor in the FPGA
The coincidence processor operates at the maximum clock frequency available in the Stratix III FPGA,
which ranges from 300 MHz in low-end devices to about 800 MHz in high-end ones. Figure 5.11 illustrates
the overall architecture of the FPGA acquisition system. Multiple clock domains are possible with the use
of embedded digital clock managers, and cross-domain synchronization chains prevent the propagation of
flip-flop metastable states. Two synchronization batteries are located at the coincidence processor input and
at the system input. These are responsible for the coincidence processing latency. The latency is established
by the synchronization stage (indicated as k ). The number of chained flip-flops and the clock period are
indicated by k and  respectively. The metastability resolving time R relies on the electrical characteristics
of the target device and must be lower than k [154].
Figure 5.11: Overall architecture of a FPGA acquisition system with an embedded synchronous coincidence
processor. The digital clock manager is a standard component.
Figure 5.12 illustrates, how procedure of shaping the incoming signals to one-cycle pulses and feeding
both to a synchronous AND-gating network coincidence detection can be done. Within the synchronous
domain, two signals rise during the same clock period. In this way all events that are separated by a delay
greater than the clock period  are discarded. However, all of the events, which fall at the two sides of a
clock rising edge, will also be lost. It is referred to this undesirable condition as a hazard. One way to
recover hazards could be to use two-cycles pulses. In this way, all events closer than 3 are guaranteed to
be resolved as coincidences.
Once all the inputs have become synchronized, coincidence gating is a relatively simple task. The
combinatorial function is very specific for a given PET geometry. In our case, a modularized dual planar
PET geometry has been implemented, in which each detector is made of n modules. With this geometry
each module Ai of one side can receive a photon in coincidence with a module Bj of the other side. The
gating function can then be expressed with a boolean expression, where CA;i and CB;j are the coincidence
outputs.
CA;i = Ai 
nX
j
Bj (5.1)
CB;j = Bj 
nX
i
Ai (5.2)
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Figure 5.12: Detailed block diagram of the synchronous coincidence processor. Input pulses are synchro-
nized with the boosted clock and combined according to a configurable AND-gating network. Coincidence
outputs are then re-synchronized with the slower system clock.
At high clock frequencies and with a high number of detectors it might be necessary to divide the
function in pipelined stages, in order not to incur in timing violations. Pipelining has the negative effect of
increasing resources usage and detection latency by  per stage.
Random events counting has been achieved with the delayed window technique (Appendix A). Delays
have been realized using a series of shift registers. The gating function implements a variation of the delayed
window technique, in which only prompt events are triggered for acquisition [133]. The adopted technique
has the advantage of eliminating the detection latency due to the window delay [132].
5.3 The criterion to upgrade the DoPET
The factors, which have been listed below, are considered in the conceptual design of the acquisition
boards and the modular detectors as a part of the acquisition system for data collecting of the new version
of DoPET. However, the following aspects cannot be achieved and optimized simultaneously:
• Detector geometry,
• Event rate,
• Readout,
• Support structures, cabling, and
• Cost
The major physical characteristics, which were provided by the aforementioned factors were listed in
the following. Moreover, the way and how are they feasible has been discussed.
1. Detection efficiency,
2. Reducing the system dead-time.
3. Reducing the probability of electronic pile-up.
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4. Spreading the coincidence events.
Detector architectural design has provided a better detection efficiency for the new version of DoPET.
This is due to the architectural design, which includes the acquisition system, plus the segmentation of
detector area into the several readout channels and the use of a highly integrated readout circuitry. This
allowed us to achieve more active detection area, capability of handling more event rate, thus eliminating
electronic noise. If a detector of the detection module is exposed to a uniform rate R, subdividing the
detector into n segments reduces the rate per readout channel to R=n (which is much more manageable).
By doing the segmentation for one module into n modules, dead time reduction (fdead) could be esti-
mated by the following formula [131]:
fdead =
n2
n2   (n  1)2 (5.3)
For instance, if the value of the segmentation is 4 (n = 4), which is the case that was considered for the
DoPET (with 4 detection modules versus 4 detection modules), the dead time reduction (fdead) would be a
factor of 2.28.
Figure 5.13: Coincidence detection components diagram for the case of a system with configuration of 4
PMTs versus 4 PMTs.
From a geometrical point of view, each head of the detection module has been designed to include 2 by
2 blocks. In this way, a larger number of coincidence events is expecting to be detected. However, the issue
is how to manage the coincidence events from the detected events. The coincidence implementation on a
Stratix III FPGA was the solution that was utilized. In the following the concept of this method and a short
brief description of the procedure is given.
Each PMT is connected to a corresponding constant fraction discriminator, which is in charge of gen-
erating a digital pulse with a well defined delay after a light pulse arrival. The digital pulses (that is called
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Figure 5.14: Coincidence network for the DoPET system with configuration of 4 PMTs for each head of the
detection.
PMTxA for the side A of the scanner and PMTxB for the side B) are routed through an OR-AND net-
work to generate the CDxA;B signals (shortly CDx) which are asserted every time two light pulses arrive in
coincidence (within a well defined interval). For calibration purposes, it is also important to count delayed
coincidences (DCDx), which are detected by the coincidence network in the same way as the real ones,
but inserting a different delay between light pulses from the two sides. The mentioned behavior has been
schematized in Figure 5.13 and Figure 5.14.
CDx signals are the designed triggers to start voltage sampling in the data acquisition boards. They are
also routed to the MF1, together with DCDx and PMTx, to keep track of DAQ boards status and compute
statistics. A set of rules can be defined to allow coincidence acquisition, pile-up2, coincidence correction
and event labeling. These rules are coded in proper finite state machines inside the MF. Every time a DAQ
acquires an event, it writes significant data about that into a built-in FIFO, and waits for another trigger. .
The MF continuously empties DAQ-FIFOs and transmits their contents to the Host. Multiplexing at our
modular approach allows spreading of coincidence events among the modules, thus reducing both system
dead time and electronic pile-up probability in each detector. This allows to increase sensibly the field of
view without increasing the NEC3. The modularity is kept from the front-end to the traffic unit in which
acquired events are merged and collected.
1Master FPGA
2XThe energy discrimination criteria is satisfied by the combined energy of the two events, so one event is recorded at a position
which is the weighted average of the two events’ positions.
XThe combined energy of the two events exceeds the high energy threshold, and both events are lost. Thus, at very high counting
rates, pile-up can become a limiting factor and may degrade resolution and introduce artifacts [155]
3Noise Equivalent Count Rate
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Chapter 6
Performances of the new DoPET prototype
6.1 Introduction
The major goal of the project is developing a detection system for obtaining a good quality and detailed
image of low + activity distribution in order to be applied for “On-Line” dose range monitoring in hadron
therapy. Achieving this depends on how well the PET scanner performs in image formation. To obtain
a good image quality, parameters such as spatial resolution, dead time, detection efficiency, are critical.
These parameters are interdependent, and if one parameter is improved, one or more of the others could be
compromised.
Improving sensitivity and spatial resolution are the two main issues, which were considered in the de-
signing of the DoPET. Sensitivity is related to the detection efficiency of the detectors for 511 keV photons,
the packing fraction of the detectors and the solid angle covered by the detectors. However, sensitivity alone
is not sufficient to obtain good image quality. It has also to be combined with other features such as low
system dead time, high energy resolution and good timing resolution. PET systems operated in 3D mode
limit the scatter fraction (SF) of the acquired data by setting a narrow energy window around the 511 keV
photo-peak. With a good energy resolution, the energy window can be set to minimize scatter without loss
of detection efficiency at 511 keV. With good timing resolution the level of random coincidences can be
minimized by setting a time window equal to the trans-axial imaging field-of-view (FOV) of the system.
While the previous chapters (chapter 4 and chapter 5) discussed the detector optimization, the final
assembly has been reached and a complete calibration of the detector has been performed.
6.2 The coincidence board performance
The rationale for using the coincidence board was to increase coincidence efficiency for the new PET
system in order to cover better data statistics (from acquired data). The coincidence board receives the
timing signals from the PMTs after the digital conversion performed by the CFD. The outputs from the
CFD are shaped to have a time duration Tc and are routed to the FPGA with a series of flat twisted cables,
driving the + 5V, - 5V, GND, and the differential Positive Emitter-Coupled Logic (PECL) outputs. CFD
thresholds can be set with trimmers mounted on the CFD boards while the signal time delays can be set with
trimmers mounted on the coincidence board.
One of the main components on the coincidence board is a quad flip-flop MC100E131, which operates
at +5 V, absorbs 58 mA and is used as a chip for monostables, which are responsible for digital pulse shaping
in the DoPET (The pulse shaping circuit was developed by AGE Scientific). Each flip-flop is terminated
with a couple of 180
 resistors that drain 40 mA. Hence, a single monostable drains about 55 mA at +5 V
and consumes about 275 mW.
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The coincidence network resolves simultaneous occurrences of two input triggers, within a time window
2 c. The discrimination is achieved AND-gating the input signals of fixed length c from the 4 PMTs of
head A with the signals from the 4 PMTs of head B. The resulting outputs, CDAi and CDBj , designate
which of the 8 tubes were involved in the coincidence event [150, 151]. These signals are then directly
routed to the DAQ boards to trigger the peak detection and A/D conversion. The triggers are also routed to
the main processing unit to enable real-time activity analysis. An equivalent coincidence network is used
for the random coincidence measurement [131].
Four parameters must be optimized in the coincidence board:
• Input equalization, to compensate for differences in cables propagation delays.
• Coincidence and random coincidence window, which represents half the coincidence resolution.
• De-correlation delay, to generate random coincidences.
• Output shaping, to allow combinatorial outputs to be synchronized at frequencies compatibles with
the adopted FPGA technology.
To perform this task, the shapers are arranged as illustrated in Figure 6.1.
Figure 6.1: Schematic configuration of monostable circuits to implement the shaping functions.
The Gate and Delayed Gate signals were regulated to 6 ns. The reason was that the timing resolution
for a typical LYSO based PET detector is approximately 5 to 6 nanoseconds and the width of the logic
pulses,  , should be at least as wide as the timing resolution of a pair of detectors (measured in FWHM)
[113, 111, 124]. An Absolute Delayed signal was given a value of 50 ns (a delayed time of 50 ns is needed
between recording 2 different coincidence signals, which are detected in the detector module according to a
value of 40 ns as the decay time of LYSO).
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As it was defined in section 5.2.3.1, when prompt coincidences are considered to be detected, delayed
signals are not expected to be present in the outputs of PECLs. By checking the outputs of PECLs, some
delayed signals were detected, which were undesired signals. The next step was to remove those signals
and this became feasible by simply changing IC components (with type of GATE AND/NAND QUINT 2IN
28PIN). Hence, six pieces of the aforementioned components replaced the old ones. Moreover, a feedback
resistor was inserted between the two ICs in order to diminish all of the delayed signals.
Several experiments were done on the board to specify physical characteristics and optimize the coinci-
dence network in order to achieve better image quality for the PET scanner. As the time window coincidence
was decreased to a certain value of 23 ns coincidence width for the timing measurements of the new sys-
tem, many true events were missed due to the existence of large amount of time jitter. It was understood that
the properties of the board was not well enough as expected. Hence, the coincidence board was replaced by
an FPGA-based coincidence technique and a new version of motherboard was utilized.
6.3 Flood Histogram Performance
The characteristics of the PMT used for each head are listed in the Table 6.1. The values of high voltage
supply have been chosen in order to best profit of the dynamic range of the ADCs. Slight adjustment (of few
tens of volts) are necessary depending on the supply used to power the electronics boards. Therefore energy
calibration and noise spectrum acquisition must always be performed before a new set of measurements.
Table 6.1: Specific parameters of the PMT used in the final detector.
head Anode Luminosity Anodes Gain Spread Dark Current PMT Supply
[A=lm] [max=min] [nA] [V]
1 147 1.9 2.35 868
2 181 2.84 1.6 852
A block detector has a 2  2 LYSO scintillator matrix, which is composed of four matrix of 23  23
arrays, the pixels are 1:9mm 1:9mm with 0.1 mm separation and 2.0 mm pitch segments-in both the X
and Y directions that covers the 49 49mm2 PS-PMT.
The crystal array was polished on one face and directly coupled to the 1.5 mm thick glass window of the
PSPMT (the other 5 faces of each crystal were “as cut” ) without any additional light diffuser but with a 3
mm epoxy on the both sides. The PSPMT has a 4646mm2 sensitive area. The readout electronics plus the
acquisition system were attached to the PS-PMT coupled to the matrix of LYSO scintillation crystals. The
LYSO block size of 52 mm in the Y direction is equal to the length of the PMT metal package from edge
to bottom, so that the 2  2 block detectors can be closely placed in the axial direction to form a detection
surface of 10:4cm 10:4cm.
6.3.1 Matrix acceptance procedure
Two sets of matrices (Figure 6.2) were tested from the same manufacturer and these LYSO matrices
were coupled to a reference multi anode PMT (Hamamatsu H8500C) with the same high voltage power
supply.
Each matrix was irradiated with 511 keV -rays from a 22Na source. 511 keV -rays were selected with
a timing coincidence technique to eliminate the contribution of the 1.27 MeV -rays and the contribution of
the 176Lu decay (Figure 6.3). The four position signals (X+,X , Y+, Y ) as obtained with the architecture,
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Figure 6.2: The two sets of LYSO matrix, which were under the test (Right one (the first set): old. Left one
(the second set): new).
which was described in chapter 4 and a summed signal for energy and timing are produced on a front-end
circuit board. These signals were fed to a position analyzer circuit through coaxial cables.
Figure 6.3: Decay scheme of 176Lu into 176HF by  -emission.
The crystal coding was performed by a look-up-table on the basis of the center of gravity calculation
method. The summed signal is used for timing pick-off and energy discrimination, where the energy dis-
crimination is carried out through a look-up-table for each crystal [156, 157, 134].
The acquisition system had the capability to measure the energy spectrum of each pixel i of the matrix.
The measured value (Ei) is proportional to the product of the light output of pixel i and the local QE of the
PMT in the position of the pixel i (the energy window was set to [350-650 keV] for each module).
The relative light output of the new matrix with respect to the old matrix was obtained by dividing Ei
(new) by Ei (old) and the average net reduction of the light output was 17%. In this way the factor variation
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Figure 6.4: Light output measurement that was done
for the new LYSO crystal matrix. This text image has
achieved with the ImageJ program.
Figure 6.5: Histogram of light output measurement
for the new LYSO crystal matrix.
Figure 6.6: Light output measurement that was done
for the first set of LYSO crystal matrix. This text im-
age has been achieved by the ImageJ program.
Figure 6.7: Histogram of light output measurement
for the second set of LYSO crystal matrix.
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Figure 6.8: Energy resolution of the two matrices under the test (the new one is black and the old one is red).
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due to the PMT photocatode non-uniformity was eliminated. The results are shown in Figure 6.4, Figure
6.5, Figure 6.6 and Figure 6.7.
In Figure 6.4 and Figure 6.6, the values of the relative light output are illustrated in gray-scale within
the matrix. The histogram of the relative light outputs are shown in Figure 6.5 and Figure 6.7. The average
value of relative light output was 0.834 for the old group and 0.795 for the new group. In this way a net
reduction of about 4:7% was estimated. Moreover, the reduction was up to 50% for the older samples, as
in the other new matrices the pixel light yields were in the range of 55% to 65%. Energy resolution of the
two matrices were calculated after separately calibrating the energy output of each pixel and the results are
shown in Figure 6.8. The corresponding energy resolution has been measured 19:8% for the new one while
it was 18:9% for the old one. Flood field images have shown an average peak-to-valley ratio of 7.2, an
average crystal pixel resolution of about 0.7 mm and an energy resolution of about 19%. As it has can be
seen in Figure 6.8, the valley’s energy threshold of the new one has fairly increased. The average energy
resolution is 30% (FWHM) for the crystals in the center area, and 40% (FWHM) for those in the peripheral
area. The matrices are acceptable if a performance resolution is observed.
6.4 Energy resolution
A series of tests with a 18F -FDG source have been conducted in order to assess the proper function
of position encoding logic and energy resolution. In order to obtain a flood map of each detector module
a planar source of 5cm  5cm filled with 18F -FDG has been interposed between two detector plates of
one module each. The planar source was utilized in order to have an homogeneous activity, thus allowing
to compare also pixels efficiency. The obtained flood maps have been reported in Figure 6.11 and Figure
6.12. Moreover, energy histograms are illustrated in Figure 6.10, with a cross section plot in which the
pixel separation can be appreciated. As discussed in Section 5.1.2, pixels at the borders are badly separated
because of the characteristics of the symmetric charge division network adopted in the front-end.
The acquisition and the analysis procedure are managed by the DoPET software. The analysis tools
comprise the generation of the raw spectra of each position signal, the summation of signals, and the pro-
duction of the map of events for each head. The planar images of the event distribution on the detector area
are derived through a center of gravity coordinate algorithm. The possibility to select the raw ADC channel
limits and to personalize the pedestal correction is foreseen. A dedicated program tool helps then the cali-
bration of the system by performing the crystal pixels identification on the planar images, the construction
of the LUT1 and the energy calibration for the correction of the pixels gain variation. This procedure of the
dedicated acquisition software of DoPET has been shown in Figure 6.10.
The energy histogram has been obtained by correcting each event by the efficiency of its own related
pixel. The achieved energy resolution is 18% FWHM (with a minimum energy resolution of 15% per single
pixel). These results are in agreement with measurements obtained in the previous published experiments
with the DoPET scanner [137, 109]. Any improvements in this figure are related to the detector technology
and front-end electronics, most notably the scintillating material and the Anger coding network.
The acquisition system reads out the 4 signals from each head, at a maximum count rate of 100 kHz for
the whole scanner. The set-up being considered for this measurement is illustrated in Figure 6.9.
The modifications applied to the boards were according to a simulation, which was done by another
member of our group. All of the components on the boards were checked and there was no shortcut in
the circuits. By using the DoPET software (Figure 6.10) and our fast acquisition (Figure 6.9), flood field
irradiation images were obtained. The results are illustrated in Figure 6.11, Figure 6.12.
1Look Up Table
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Figure 6.9: The Set up that has been applied for achieving 511 keV Flood Field irradiation (Light sharing
scheme) for optimization of the PSPs (with the assistance of fast acquisition board).
Figure 6.10: Single pixel spectra: central pixel with single photo-peak (left); edge pixel with multiple peaks
(right).
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In practice, one X and one Y coordinate are calculated for each annihilation photon that interacts in
the block detector, where X+, X , Y+ and Y  are the four PMT signals. The surface of a block detector
is uniformly irradiated with 511 keV annihilation photons with the event locations histogrammed into a
two-dimensional (2D) image based on the calculated X, Y locations.
Figure 6.11: Flood image of head A, which was ac-
quired for the LYSO matrix in PET mode (in present
of 18F source).
Figure 6.12: Flood image of head B, which was ac-
quired for the LYSO matrix in PET mode (in present
of 18F source).
There were some spatial distortions in the array of spots, which are due to the fact that it is not possible
to design the cuts so that the response is completely linear across the whole detector face. Therefore, a
lookup table (LUT) is created from these flood histograms relating each calculated position X, Y to each of
the 64 elements in the detector. It is also apparent that the spots are of a finite size and overlap to a certain
degree. This is due to the statistical fluctuations in the PMT signals used to calculate X, Y, which in turn
is caused by the limited number of scintillation photons produced and subsequently detected after a 511
keV annihilation photon interacts in the detector. These fluctuations ultimately limit the size and number of
detector elements that can be decoded using four PMTs.
6.5 Time resolution
The timing measurement concentrates on the determination of the time when a  particle interacts within
the detectors, with a certain accuracy. At this stage for the optimization of the timing detection, the informa-
tion on the energy associated with the event has a lesser priority or may even be disregarded [117, 118, 119].
On the other hand, a very good time resolution is needed (i.e., significantly higher than the shaping time or
the collection time of the detector), and the time-walk error needs to be compensated for [116].
6.5.1 Timing jitter measurements for the temporal timing resolution
The jitter has an inversely proportional relation to the amplitude, just as the time-walk. The variation
of the amplitude influences the way the jitter affects the time resolution. This has been shown in Eq. 3.2
(chapter 3), taking into account that the rising time of the signal remains constant, so its slope is reduced. In
other words, low-amplitude signals generate considerably more uncertainty than high-amplitude signals do.
As a result, the effect of jitter has to be tailored by the amplitude distribution [158, 119].
Because time resolution calls for noise-to-slope ratio optimization, while signal to noise ratio is the rele-
vant figure for amplitude measurement, the simultaneous acquisition of the two quantities is often performed
by splitting the signal after the preamplifier in two independent paths. In one of them, the information is
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Figure 6.13: Detection heads energy spectra: the spectrum acquired for a flood field 68Ge irradiation. A
lower energy threshold of about 80 keV was applied during all the acquisitions to eliminate electronic noise.
(left one and right one are related to head A and B, respectively.
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processed by a fast shaper before being presented to the discriminator. As we have seen previously, in order
to optimize the slope-to-noise ratio for timing measurement, the shaping time must be possibly matched to
the detector collection time. In the other path, the preamplifier signal is fed to a shaper with a longer integra-
tion time, which can be chosen to be as long as allowed by the expected event rate or by the detector leakage
current. The peak value can then be captured by a sample-and-hold and used for energy measurement as
well as for time-walk correction [119, 116].
Figure 6.14, Figure 6.15, Figure 6.16 and Figure 6.17 illustrate the timing jitter measurements that were
done to determine the threshold values for the walk and arm part of CFDs for doing the measurements of
the temporal timing resolution. For having a better statistical estimation the value of 5  was considered.
The value of walk threshold was calculated + 40 mV from 51 + 52 (1 and 2 are coming from Figure
6.14 and Figure 6.15). The value of arm threshold was calculated + 50 mV from 51 + 52 (1 and 2 are
coming from Figure 6.16 and Figure 6.17). By applying the threshold values on CFDs, the time walk was
reduced to a value of 200 ps.
Figure 6.14: The measured jitter timing related to the delayed signal to estimate the threshold values that
should be considered on the Walk part of the CFDs for the measurement of temporal time resolution (PMTs
were powered by high voltage of 850 V).
6.5.2 The temporal timing resolution
The temporal timing resolution is a critical parameter for use in PET systems [159]. Setting a narrow
timing window allows good timing resolution but reduces detectors sensitivity. Assessment of two head
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Figure 6.15: The measured jitter timing related to the attenuated signal to estimate the threshold values that
should be considered on the Walk part of the CFDs for the measurement of temporal time resolution (PMTs
were powered by high voltage of 850 V).
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Figure 6.16: The measured jitter timing related to the input signals of comparator (related to Arm signal) to
estimate the threshold values that should be considered on the Arm part of the CFDs for the measurement
of temporal time resolution (PMTs were powered by high voltage of 850 V).
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Figure 6.17: The measured jitter timing related to the input signals of comparator (related to Arm signal) to
estimate the threshold values that should be considered on the Arm part of the CFDs for the measurement
of temporal time resolution (PMTs were powered by high voltage of 850 V).
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of detectors in timing, for coincidence detection was investigated. The temporal timing resolution was
measured using the instrumentations setup in Figure 6.18.
6.5.2.1 The Experimental setup
In this measurement, two planar heads of 10:4cm 10:4cm were mounted in front of each other. How-
ever, the total active area of each crystal is 46mm  46mm. Each head contains detector modules, which
are tightly assembled and optically coupled to the scintillator crystals. Each scintillator is a LYSO matrix of
23  23 pixels 1:9mm  1:9mm  16:0mm, with a 2.0 mm pitch. The operating voltage was 850 V and
the experiment was operated at room temperature.
Figure 6.18: Block diagram of the electronic chain for the measurement of temporal timing resolution.
The PMT’s anode is connected directly to the input of the constant fraction discriminator. The anode
signals from fast PMT contained a wide range of amplitudes, but they had a relatively narrow range of rise
times and pulse widths. The signal rise-time was measured with a digital phosphor oscilloscope (Tektronix
TDS 5054) with bandwidth of 500 MHz and sampling rate of 5 Gs=s (which is required for measuring
nanosecond or sub-nanosecond time resolution).
Initially, the output signal from each detector is taken as two channels representing the slow channel
(energy channel) and the fast channel (timing channel). The energy signal was shaped and passed through
a timing single-channel analyzer and gated by a delay generator, while the timing signal was delayed by a
fixed delay. Then both signals were recorded using a digital oscilloscope, which was triggered in a qualified
mode incorporating level crossings of both signals, effectively acting as a coincidence gate to make sure
they are in coincidence and passed to the MCA to accept the 511 keV peak only [160].
The coincidence timing resolution (FWHM) was measured at different detector distances and the curves
fitted with a Gaussian. The coincidence timing resolution varies with source-to-detector distance. The
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measurements showed that the value FWHM does not change very much when source-to-detector distance
increases from a value of 5 cm to 10 cm.
Figure 6.19: The distribution of delay between the digital output pulses coming from 2 detection modules
in 2 heads of DoPET due to the applied threshold level in CFDs for eliminating time walk effect to measure
temporal timing resolution with a good accuracy.
With the measuring temporal timing resolution for 511 keV annihilation -rays irradiating a pair of
scintillation DoPET detectors, the values of 1.40 ns in the case of 10 cm detectors apart and 1.43 ns in the
case of 5 cm detectors apart were acquired for half of FWHM. These values were calculated FWHM the
Gaussian fits, applied to the experimental data. A large dynamic range of input pulse amplitudes into the
CFD leads to problems in setting of the walk adjustment on the CFD module. Hence, in our experiment,
an appreciable dynamic range of signal amplitudes (from 0 mV to -100 mV) into the CFDs was used for
DoPET detectors. The threshold on CFDs was set as low as possible above the initial knee of the signal,
but sufficiently higher than the noise level. For a 100:1 dynamic range, the CFDs have been presented
 150 ps walk and jitter below 300 ps. This setting gave us a certain degree of immunity to pulse-shape
variations, since very large variations in the rising time of the signal are needed to produce significant time
error. The bipolar signal, which was achieved from CFD was quite symmetrical, and with a weak initial
displacement from the baseline, before the zero-crossing point, still made it possible for the zero-crossing
precisely (Figure 6.19, 6.20, 6.21, and 6.22). By the correct threshold setting, the offset voltage between
the input nodes of the comparator did not appear and the achieved distribution of temporal timing resolution
was symmetric. The  had a value of 0.56 ns and the FWHM was  1.2 ns (and the measured time jitter
was about 300 ps). With a threshold level of + 60 mV to accept PMT pulses, a resolution of 50 ps FWHM
was measured. However, 20 ps (FWHM) was the intrinsic resolution of the utilized oscilloscope.
The attenuation factor (F), which was considered for our measurement was 17%. Theoretically, a smaller
value is desirable for F, but, the acceptable factor depends on the count rate and the values could be in the
region of 10% to 20% for achieving minimum time [145].
Due to the results obtained the main sources for the time walk errors in the timing measurements are:
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Figure 6.20: The temporal time resolution result, which was acquired from data on oscilloscope. In this
measurement, the distance between two head of DoPET was set 5 cm. A Gaussian function has been used
to do the fitting curve to acquired data.
Figure 6.21: The distribution of delay between the digital output pulses coming from 2 detection modules
in 2 heads of DoPET due to the applied threshold level in CFDs for eliminating time walk effect to measure
temporal timing resolution with a good accuracy.
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Figure 6.22: The temporal time resolution result, which was acquired from data on oscilloscope. In this
measurement, the distance between two head of DoPET was set 10 cm. A Gaussian function has been used
to do the fitting curve to acquired data.
1. The limited gain-bandwidth product of the comparator.
2. Offset voltage between the input nodes of the comparator.
3. Crosstalk between the input node of the comparator and some other parts in the circuit.
Therefore, employing the high gain-bandwidth product comparator and decreasing the offset voltage,
which is caused by the limited speed of the comparator, could be beneficial for obtaining small time walk er-
rors. In addition, reducing the crosstalk in the circuit by carefully designing of the circuit prevents effectively
time walk error [145].
6.5.3 Dead time measurements of the constant fraction discriminators
The dead time behavior of the detector sub-system is considered as a substantial paralyzing compo-
nent, because every time a photon interacts with the crystal, more energy is deposited, and light must be
completely emitted before the detector can process the next event.
The count rate losses of events are calculated according to the system dead time. These losses occur at
the coincidence detector and the data acquisition system. The front-module consists of a LYSO scintillator, a
position sensitive photomultiplier (PS-PMT), a resistive readout, a set of ADCs, running at a fixed frequency,
and a FPGA that processes and encapsulates the detected events. Pulse detection is done in the digital
domain, with all processing algorithms implemented in a single FPGA. The detected pulses are sent to an
external host through a fast Ethernet connection for off-line coincidence detection, image reconstruction and
data storage.
To measure the dead time behavior for the DoPET scanner as a function of count-rate, a “decaying
source” method was performed. A uniform source containing a known quantity of a short-lived positron
emitter such as 18F -FDG (with approximately 2 mCi activity) was placed in the field of view of the two
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detector modules of the PET scanner. As the activity in the field of view decays, the unsorted single count
rates were measured. The acquisition time was 30 minutes at a distance of 20 cm between the modules. Then
every time observed count rate (Ro) was recorded. The relationship between observed counting rate (Ro),
the source activity and true counting rate is determined under different conditions (chapter 3). Regarding to
paralyzable dead time model, which is considered for CFDs, fitting curves have been applied (Eq. 3.14 and
Eq. 3.15). Table 6.2 illustrates The brief results of the calculated dead time for the four modules of CFD.
It is obvious that at low count rate there is negligible dead time loss or pulse-pile up, and straight lines are
used to obtain the best fit.
Table 6.2: Dead time measurements of the constant fraction discriminators
Detector module Dead time (ns)
A1 247 ns  9.37 ps
A2 227 ns  5.37 ps
B1 210 ns  4.7 ps
B2 207 ns  5.34 ps
Reducing CFD dead time by fine-tuning of comparators thresholds and dynode pulse amplification is
not expected to change considerably these values. Thus, technological changes, such as replacing the pulse
discriminating technique, were applied in the new version of CFD board. Adopting the modular approach,
the total detector dead time was reduced by a maximum factor of 1.3.
The obtained results suggest that the true counting rate (input count rate) could be predicted from the
observed counting rate of the system by the measuring the system dead time by Rmax = (e)
 1 from the
maximum observable counting rate. Then N (input or true count rate) is determined from R (observed count
rate) by applying the following formula (R = Nexp NT ), in agreement with the paralyzable model [161].
6.5.4 Dead time measurements of the acquisition system
The dead time behavior of the coincidence processing sub-system is essentially non-paralyzing, because
events arriving while a coincidence is being processed are simply ignored. Table 6.3 illustrates the results.
Table 6.3: Dead time measurement of the PET acquisition system
Detector Configuration Dead time (ns)
A1 and A2 modules VS. B1 and B2 modules 1007 ns  5 ns
The same setup as described in section 6.3.4 was applied for this measurement. The dead time of the
acquisition system is calculated according to the number of input coincidences, obtained by counting input
CFD triggers with the internal statistics counters, and the number of coincidence actually recorded. The
formula which is applied to to obtain this non-paralyzable dead time is Eq. 3.14 in Section 3.10.3.2.
According to Eq. 5.3, the expected dead time reduction for n = 2 (2 modules) is f = 1.33. The obtained
dead time in this experiment is very close to the dead time, which was reported in for a single DAQ board
[150, 151]. Considering this part of the system as a non-paralyzable instrument, the resolving time is calcu-
lated by applyingN = R=(1 RT ). The observed counting rate continues to increase and by increasing the
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Figure 6.23: A “decaying source” (18F -FDG as a uniform positron emitter source short-lived) experiment
was performed in order to measure the dead-time performance of our PET scanner as a function of count-
rate. Data and fitted curve for the experiment of dead time (paralyzable model) with 18F -FDG source. The
data is composed of the recorded single counts from the detector module (A1) versus the decay time of
activity of the source.
6.5. TIME RESOLUTION 85
Figure 6.24: Data and fitted curve for the experiment of dead time (paralyzable model) with 18F -FDG
source. The data is composed of the recorded single counts from the detector module (A2) versus the decay
time of activity of the source.
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Figure 6.25: Data and fitted curve for the experiment of dead time (paralyzable model) with 18F -FDG
source. The data is composed of the recorded single counts from the detector module (B1) versus the decay
time of activity of the source.
6.5. TIME RESOLUTION 87
Figure 6.26: Data and fitted curve for the experiment of dead time (paralyzable model) with 18F -FDG
source. The data is composed of the recorded single counts from the detector module (B2) versus the decay
time of activity of the source.
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Figure 6.27: Data and fitted curve for the experiment of dead time (nonparalyzable model) with 18F -FDG
source. The data is composed the recorded coincidence counts versus the decay time of activity of the source.
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true counting rate, approaching asymptotically a maximum of value of Rmax equal to 1=T when N (input
or true counting rate) is in finitely great [161].
6.6 DoPET calibration process
The result of a complete PET/SPECT acquisition is a calibration, a statistics and a list-mode events file.
In order to obtain the planograms required by the reconstruction algorithm, there must be a series of data
analysis on the files.
The first step is the pedestal calculation. This operation is done by the host application, which takes
as input the calibration file and outputs a XML1 pedestals file. Pedestal values for each ADC channels are
necessary to decode Anger signals into module spatial coordinates. This is because it is necessary to remove
the baseline in order to maintain the linear relationship between the four Anger coordinates converted by the
DAQ board.
Pedestal information per channel must be flexible for the modular geometry. The effect of a wrong
pedestal restoration leads to crystal identification errors, which has been shown in Figure 6.28 (the flood
map).
Figure 6.28: The effect of a wrong pedestal restoration on the flood map.
Once the pedestal value has been calculated, the event hit coordinates within the detector module can be
decoded from the four Anger signals (X ,X+,Y+ and Y ). To reconstruct PET images with pixellated scin-
tillators, acquired events should be grouped into 2-dimensional bins that correspond to crystal elements. In
order to identify pixel location of individual pixels, a preliminary calibration PET acquisition must be done
with a planar source. From this acquisition a flood map is generated. Figure 6.29 and Figure 6.30 illustrate
the achieved flood map from the experiments. The map is then segmented with a semi-automatic process,
that is based on image centroids detection and watershed algorithms. The result of map segmentation is
shown in Figure 6.31.
Figure 6.30 illustrates that individual LYSO crystals are well resolved at 511 keV, and identifiable,
separately. The apparent widths of each crystal (2.0 mm) and the high peak-to valley ratios evident in the
profiles (at 511 keV) shown in Figure 6.30, suggest that individual crystals can be identified with high
1Extended Markup Language
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Figure 6.29: The acquired 511 keV flood field image, in the final detector configuration: 23  23 LYSO
scintillating crystals, 2.0 mm pitch. The flood map is acquired with a correct pedestal restoration.
Figure 6.30: Plot of the horizontal section of a pixel row (for LYSO crystals of matrix of 23  23 pixels
1:9mm 1:9mm 16:0mm, with a 2.0 mm). The map has been obtained with roughly 40 million events
in a 400 400 pixels image, acquired from a 22Na source during 40 minutes.
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contrast. The identified individual crystals implies that the combination of LYSO, direct crystal-PSPMT
itself, is an efficient mechanism for locating absorption events within the scintillator array. In Figure 6.30,
the rather high background is mostly due to electronic noise.
Figure 6.31: The Segmented flood map, which has been acquired for the 23 23 LYSO crystal array.
Figure 6.32: The Re-binned flood map of the 23 23 LYSO crystal array.
The segmented flood map is then used as look-up table to rebin acquired events (Figure 6.32). The pixel
map has no direct correlation with image reconstruction, apart from its use for the generation of a pixel
look-up table, and for this reason it is not stored in the hard disk.
6.7 The Energy correction
The energy correction is a process of transforming acquired values to energy-related values and it is
applied to discard low-energy events that suffered scattering or those that are not product of a positron
annihilation. The typical applied energy windows are at [350-700 keV]. A wider energy window, generally
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Figure 6.33: The image shows that because of higher encoding noise the pixel identification at borders does
not work nicely.
can improve sensitivity, while narrower windows improves spatial resolution of the DoPET system. For this
reason the energy window is left as a degree of freedom to be tuned during image reconstruction.
The filtering of events depends on their energy, the raw ADC output range must be referred to the
real energy range of acquired photons. The resulting Anger voltages can change slightly between different
crystal pixels for any deposited energy. Hence, it is crucial to set up the conversion factor on a pixel base.
This conversion factor is named “pixel efficiency ” by us and the conversion is expressed like:
Ei = EADC   (i) (6.1)
where i is the index of the interested pixel element, Ei is the energy in keV and EADC is the integer
ADC output. Calculating pixel efficiencies is a process, which is composed of two steps. The first step
consists in deriving energy histograms on each pixel i, the second is a Gaussian fitting by which we identify
the ADC channel k(i) corresponding to the 511 keV peak. The pixel efficiency is
(i) =
511
k(i)
[keV ] (6.2)
In order to determine the global energy histogram and resolution by summing energies of all acquired
events, it is necessary that the pixel efficiency be calculated. Figure 6.34 and Figure 6.35 illustrate the raw
and converted energy histograms for a pixel at the center of the flood map, respectively. A long tail in the
acquired histogram could be explained as an effect of the optical absorption on the scintillating crystal [162].
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Figure 6.34: ADC channels histogram of a pixel element for a FDG source. The long tail is an effect of the
optical absorption in the scintillator.
Figure 6.35: Energy histogram of a pixel element for a FDG source. The abscissa conversion has been done
by dividing the ADC channels by the value of the channel under the peak mean  and multiplying by 511
keV.
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Figure 6.36: The crystal efficiency of a detector module.
Figure 6.37: Pixel efficiency map of a detector module.
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6.7.1 The coincidence timing resolution: By applying a wire
The coincidence timing resolution is a critical parameter in the PET system (DoPET) [159]. Good timing
resolution permits a narrow timing window to be set and, therefore, true coincidence events could be well
distinguished from the random coincidence events which cause degradation in image quality, because they
reduce sensitivity. The vital requirements for the coincidence technique are detectors with good efficiency,
high energy resolution and good coincidence timing resolution.
6.7.1.1 The Experimental setup
In this measurement, assessment of the timing for coincidence detection was investigated. Two planar
heads of 10:4cm10:4cmwere mounted in front of each other. However, the total active area of each crystal
is 46mm46mm. Each head contains detector modules, which are tightly assembled and optically coupled
to the scintillator crystals. Each scintillator is a LYSO matrix of 2323 pixels 1:9mm1:9mm16:0mm,
with a 2.0 mm pitch. The operating voltage was 850 V and the experiment was operated at room temperature.
The coincidence timing resolution was measured using the instrumentations setup in Figure 6.38.
Figure 6.38: The set-up that was used to measure the coincidence timing resolution.
The acquisition data software of DoPET records coincidence, single and multi-coincidence events. A
18F -FDG source (with activity of 2 mCi) was located in the middle distance of two head of DoPET. Two
different coincidence window widths with values of 5 ns and 10 ns are set. The FPGA Stratix III (Altera
Corp., San Jose, CA, U.S.A) on the mainboard determines if the two edges from the RTGA2 and RTGB2
are within a certain time window or not, and if they are close enough, it is recognized as a coincidence event.
Due to the symmetrical situation for the two head of detection, a wire could be either inserted on the input
pin of digital signal from the B side of detection module (which is presented on the motherboard as a name
of RTGB2) or on the input pin of digital signal from the B side (which is presented on the motherboard as a
name of RTGA2). In this way all coincidence events were recorded for each possible combination detection
modules in each head of DoPET. The delay line was reduced (by cutting a piece of wire) after the first time
that coincidence events were recorded. This procedure was followed till the time that recorded coincidence
events tended to zero.
A little difference between recorded coincidence events was observed. It was thought that maybe it
happened to the fact that events were very close to each other and they were not accepted as a coincidence
but instead they caused a pile up (due to the observed fluctuation in recorded events). However, the delay
between the two signals from RTGA and RTGB also were checked and no external delay was detected. The
delay of histograms was of the order of  = 200 ps (when  is the mean value) is a good prediction for the
trend of curve that we are looking for.
96 6. PERFORMANCES OF THE NEW DOPET PROTOTYPE
6.7.1.2 Measurement of coincidence timing resolution by firmware of 5 ns
Figure 6.39 illustrates the first measurement that was done with the firmware of 5 ns. In this case,  '
3.05 ns 22 ps (standard deviation) was measured (the observed uncertainty with an order of 22 ps can be
related to the time delay). Due to the relationship between FWHM and standard deviation, it was calculated
that the FWHM of the coincidence time resolution had a value of ' 7.18 ns (Figure 6.38).
Figure 6.39: Measurement of coincidence timing resolution for the Firmware of 5 ns (with different delay
times, which is applied by a wire).
One of the origins of the peak width could be statistical fluctuation in the number of charge carriers,
which is produced by radiation interaction. If this process be followed a Poisson distribution, the standard
deviation is the square root of the number of charge carriers. If probability associated with  is considered to
99%, significant coincidence events are recorded but, instead the accuracy for estimating the window width
of coincidence is reduced.
6.7.1.3 Measurement of coincidence timing resolution by firmware of 10 ns
Figure 6.40 illustrates the second measurement that was done with the firmware of 5 ns. In this case, 
' 4.4 ns 10 ps (standard deviation) was measured (the observed uncertainty with an order of 10 ps can be
related to the time delay). Due to the relationship between FWHM and standard deviation, it was calculated
that the FWHM of the coincidence time resolution had a value of ' 10.362 ns (Figure 6.40).
The obtained results show that the firmware of 10 ns is a better choice for measuring of coincidence
timing resolution with respect to the firmware of 5 ns.
6.7.2 The coincidence timing resolution: By applying a coaxial cable
In this measurement instead of a wire as a delay line, a coaxial cable was utilized. Moreover, a 22Na
source was used to have a better statistics of recorded coincidence events. Figure 6.40, illustrates the result
of the measurement. By employing a coaxial cable, no reflection was observed. In Figure 6.40, there
is a signal deformation from a square shape, which causes a net deterioration for the coincidence timing
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Figure 6.40: Measurement of coincidence timing resolution for the Firmware of 10 ns (with different delay
times, which is applied by a wire).
resolution measurement. In this experiments, the shape of coincidence timing resolution was quite close to
the expected one. By using a coaxial cable, a better transmission of high frequencies is achievable. Due to
the relationship between FWHM and standard deviation, it was calculated that the FWHMof the coincidence
time resolution had a value of ' 10.362 ns (Figure 6.40).
In this measurement,  ' 2.55 ns 15 ps (standard deviation) was measured the observed uncertainty
with an order of 15 ps can be related to the time delay. The FWHM of the coincidence time resolution
had a value of ' 6.005 ns. The achieved results shows a better accuracy for measuring the coincidence time
resolution with respect to the one that was done with wire and a value of 7 ns was gotten. The measurements
present that when the coincidence window is considered 10 ns, there is only 3:62% difference between the
measured data and firmware data, however, in the case of coincidence window of 5 ns is about 20%.
6.8 Efficiency
The geometric efficiency of the PET scanner is defined by the solid angle projected by the source of
activity at the detector. In the other words, the geometrical efficiency is the ratio of the number of -rays
reaching the detector to the number of -rays started from the source. It can be calculated by:

 =
R2
4d2
(6.3)
Where R is the radius of the detector surface facing the sample and d is the source-detector distance.
However, the shape of our detector is rectangular, a point source of 22Na was placed at a distance R from
the detector head. Figure 6.42 illustrates the solid angle viewed by the source and shows how the geometric
factor, depends on the distance between the source and the detector. The geometric efficiency decreases with
increasing source-to-detector distance in accordance with the inverse square law (Where d is the size of the
detector, d = 5 cm, and R = 10 cm). Figure 6.42 shows that the solid angle is subtended by two same-sized
opposing detector elements (16 mm thickness of LYSO crystal).The thicker scintillator and higher count rate
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Figure 6.41: Measurement of coincidence timing resolution for the Firmware of 5 ns (with different delay
times, which is applied by a coaxial cable).
Figure 6.42: The rectangular detector that faces with a point source of 22Na at a distance R in the geometric
efficiency measurement.
6.9. SPATIAL RESOLUTION 99
capability allow our design to more fully utilize the increased solid angle coverage, resulting in significantly
increased sensitivity.
To evaluate the detection efficiency, Eq. 6.3 was considered and the value of 6:25% (0.0625) was
obtained for the 
 (as geometrical efficiency of the detector), the value of 0.56 was calculated for  from
Eq. 3.4. According to the Eq. 3.8, the overall system sensitivity for a point source placed at the center of a
detection module is the product of the square of the detection efficiency ", the geometric efficiency 
 and
the packing fraction ' (which was considered 1 here). Hence, a value of 0.035 was obtained.
6.9 Spatial Resolution
The 3-D spatial resolution of the DoPET detector has been evaluated as the FWHM of a reconstructed
image from measurements of a point-like 22Na source. The source dimension is about 1 mm diameter. One
can safely assume that the source size is dominated by its physical dimension, since the average range of
22Na positron1. The source has been placed at the center and at the edge of the FOV of the tomographic
prototype. About 6 105 events have been acquired for the measurement.
Figure 6.43: Central reconstructed slice (voxel size 0:75 0:75 0:75) in the xz (left) and yz (right) planes.
Data acquired with a 22Na point-source placed in air at the center of the field of view.
Applying a threshold of 150 keV, the sensitivity is 1:1%, while increasing the value of the threshold
to 350 keV the sensitivity decreases to 0:75%. Table 6.4 summarized the results. Both energy selections
analyzed (150 - 850 keV and 350 - 850 keV) produce similar results, demonstrating that lutetium background
events and photon scattering introduce negligible effects. The axial direction of z, is the relevant unit for
the dose delivery measurements and the obtained resolution along this axis is about 1 mm . Along the
y direction, which is the one orthogonal to the detector faces, the spatial resolution is poor. This happens
because of the small sensitive area of the detectors with respect to their relative distance, that causes a very
limited angular coverage. However, along the y-axis is less relevant for our application.
1The endpoint of 22Na + spectrum is 0.545 MeV.
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Figure 6.44: Central reconstructed slice (voxel size 0:75 0:75 0:75) in the y plane. Data acquired with
a 22Na point-source placed in air at the center of the field of view.
Figure 6.45: Central reconstructed slice (voxel size 0:75 0:75 0:75) in the x plane. Data acquired with
a 22Na point-source placed in air at the center of the field of view.
Table 6.4: The tomographic spatial resolution evaluated for different energy thresholds.
Measure Type FWHMx FWHMz FWHMy
Lower Energy Cut (mm) (mm) (mm)
E > 150keV 2.62 2.54 10.85
E > 350keV 2.62 2.54 10.85
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Figure 6.46: Central reconstructed slice (voxel size 0:75 0:75 0:75) in the z plane. Data acquired with
a 22Na point-source placed in air at the center of the field of view.
X=Z is the plane parallel to the crystal surfaces; Y is the directions perpendicular to crystal surfaces.
6.10 Sensitivity
The tomographic prototype sensitivity was evaluated using a 22Na point source positioned at the center
of the field of view of the tomographic prototype. The maximum absolute sensitivity with the detector heads
20 cm apart, measured at Center of FoV (CFOV), was 19:3% (19.3 cps=kBq or 713 cps=Ci) for the energy
window [50 - 850] keV and 0:90% (14 cps/ kBq or 518 cps/ Ci) for the energy window [50 - 450] keV [163].
6.11 System dead time estimation by simulation
One of the main figures of merit of a PET acquisition system is dead time. This is specially true for
clinical systems, in which the radiation dose and scanning interval have to be minimized, thus making of
paramount importance to minimize events losses.
In a realistic scenario, if 100 Ci is injected, the isotope disintegration rate would be around 3.7 MHz
[164]. Given that the detector scintillators of choice are 16 mm thick pixellated LYSO blocks, we can
calculate the absorption probability, which is  = e d= = 0.75. Where d is the scintillator depth and  = 12
mm is the attenuation length of LYSO [165]. If we scale the disintegration rate by the absorption efficiency
and the solid angle seen from the center to 15cm 15cm detector plates separated by 8 cm, which is 54%,
we obtain single photon rate of approximately 1.5 MHz per detector, without taking into account the single
photons coming from the torso and the intrinsic radioactivity of scintillating crystals [132]. At this rate, and
given that front-end electronics behave as paralyzable counting devices with dead time  , The losses and
dead time characteristics can be derived from Eq. 6.4 [166]:
Looses [%]  100 1:5MHz  deadtime (d) (6.4)
The actual efficiency for a given detector material is dominated by the product of the dead time and the
front surface area of the detector [167, 168]. Although it is difficult to quantify dead-time losses, state-of-
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the-art electronics can handle dead-time management in PET imaging. Detectors modularization has been
addressed as the most practical solution for reducing dead time [167, 168, 147].
The motivation behind this study is to gain a sound understanding of the operation of our detection
system at high count rates to provide an early characterization of the detection system efficiency. If the
detector is subdivided into n modules of dead time,  , each, the resulting total dead time can be roughly
estimated as n =  / hn '  / n , where 1=hn is the fraction of the system being occupied in the acquisition
of a coincidence. In fact, if it is supposed that coincidences are evenly distributed among the modules, and
that the dead time of the acquisition system is dominated by the contribution of modularized electronics,
we can expect hn ' n. The two aforementioned dead-time models are arbitrarily chosen and the actual
experimental results “always fall somewhat in between” the two models [169, 170, 161, 171, 118, 172].
Based on this assumption dead time and event losses are estimated by the simulation according to the
individual dead times, which have been considered for each part of the detection system. The input event
files are created based on the Poissonian distribution [170, 161].
6.11.1 Materials and methods for the implementation
The model, used to estimate event losses has been divided to several phases. Firstly, input events files
have been created from a decay source with a shape of Poissonian distribution at the input of CFD module.
The CFD is considered as the modularized block, which obeys the paralyzable dead time model.
6.11.1.1 Phase A
Depending on the study, the dosage, and the characteristics of the tomograph, the singles event rate
may be 10-100 times the true coincidence rate [113, 111, 173]. Thus, the single event file with mean rate
value of 2 MHz and the coincidence event file with mean rate value of 100 kHz are generated. The single
events are merged and sorted. A time threshold, which depends on the simulation time, has been imposed
to stabilize and synchronize the different Poissonian processes. The same procedure has been done for the
coincidence events. The procedure for random events is different, because they are coming from 2 different
decaying sources. Two sets of independent single events were generated (with the two event files). The
mean rate value for random-coincidences is calculated according to the formula: R[Hz] = Singles[Hz] 
Singles[Hz]  (2), (the mean rate value for singles) and 2 (coincidence window) are considered 2 MHz
and 10 ns, respectively. Then the separated sources are merged and sorted with a time threshold (to acquire
the events). After doing a filtration with value of 100 ns, random events file is generated.
6.11.1.2 Phase B
In the second stage, the single and the coincidence events, which have been generated from previ-
ous stage, are merged together and are entered as the inputs for CFD block. The CFDs are “Paralyzed-
Modularized Block” and they obey paralyzable dead time model. Moreover, they are modularized, which
means each detection head of the DoPET is subdivided into 4 and 9 segments. After this stage the acquired
and lost single and coincidence event rates are estimated and also dead time of the stage is calculated. Figure
6.47, illustrates the explained procedure. The generated events of singles and coincidences after processing
in CFDs got got the new values. Due to the paralyzed model:
ROutput;p = fp (RInput) (6.5)
Where ROutput;p is the number of recorded events (or attended events) and RInput is the number of
input events. By considering the modularization of CFD the formula is written as:
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Figure 6.47: The CFDs are considered as a “Paralyzed-Modularized Block” . They process the events as
Blocks of dead time of 200 ns.
fp;m(RInput; )! fp(RInput; 
m
) (6.6)
In other words, the mentioned relationship indicates that we expect the dead time of modularized CFDs
to decrease by factor of m. For instance, if CFD is divided to 4 modules, the dead time decreases by the
factor of 4 respect to un-modularized CFD (or 1 module).
6.11.1.3 Phase C
Firstly, the single and coincidence events acquired from the CFD block are merged and sorted. They
are prepared as inputs to the coincidence block, which is “Paralyzed-Centralized Block” . Figure 6.48,
illustrates the explained procedure. The model for dead time obeys the “paralyzable model” , but it is a
centralized block with a small dead time of 30 ns.
Figure 6.48: The CFD’s outputs were entered to the coincidence block, which is a “Paralyzed-Centralized
Block” with processing time of 30 ns.
6.11.1.4 Phase D
The single and coincidence events, which have been processed in the coincidence module, are merged
and sorted to enter the block of DAQ. Figure 6.49, illustrates the explained procedure. This block is “Non-
paralyzed-Modularized Block” , which obeys to the non-paralyzed dead time model. Due to the non-
paralyzed model:
ROutput;np = fnp (RInput) (6.7)
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Where ROutput;np, is the number of recorded events (or attended events), RInput is the number of the
input events. By considering that the block is modularized, it is expected that the dead time is decreased by
a factor of fdead (Eq. 6.8):
fdead =
m2
m2   (m  1)2 (6.8)
Therefore, Eq. 6.7 will be changed to Eq. 6.9.
fnp;m (RInput; )! fnp

RInput;

fdead

(6.9)
Figure 6.49: The coincidence block outputs were entered to the DAQ, which is a “Non-Paralyzed-
Modularized Block” .
At this stage, we are interested on the coincidence events rather the single events.
The transfer function of a PET system is achieved with the following formula [174]:
R  FNexp
 N
1 + FNexp N (T   ) (6.10)
The total transfer function of the PET system is combination of the following constants:
1. Front-end dead time  , paralyzable
2. Coincidence network dead time, negligible
3. Acquisition system dead time T, non-paralyzable
4. Loss factor F, due to the CFD discrimination efficiency
The F factor can be considered here equal to 1.
6.11.2 Results
In the results of the simulation, we are looking after some important factors. The first one is the estima-
tion of dead time when each module of detection is modularize to 4 and 9 modules. As it has been shown in
Table 6.5, Table 6.6 and Table 6.7, when the events (singles and coincidences) pass through the first block
“Paralyzable-Modularized”according to Eq. 6.6, the dead time should be reduced by the number of modules.
For instance, in the case of modularizing each module to 4, the dead time should be 200ns=4 = 50ns and
from the simulation it is calculated 52.57 ns and for the case of modularizing each module to 9, it should be
200ns=9 = 22:22ns and it is seen from the results that it was estimated 23.60 ns. Table 6.5, illustrates the
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results, which was achieved for the configuration 1 Vs. 1 of module detection. The rate of observed single
events through its passing th CFD block was 65:6%. The acquired value has a good correspondence with
the paralyzable model (see section 3.10.3.2, Eq. 3.15).
Table 6.5: Assessment of losses of single and coincidence events for the configuration 1 Vs. 1 of module
detection. This estimation of events has been illustrated for three blocks of CFD, coincidence and DAQ. The
mean rates for single and coincidence events are 2 MHz and 100 kHz, respectively.
Observed Observed Observed Observed Expected
single single coincidence coincidence Dead
Stage events count rate events count rate time
(%) (MHz) (%) (kHz) (ns)
CFD 65.5574 1.3111 70.948 70.948 200
COINCIDENCE 95.988 1.258552 100 70.948 30
DAQ 49.36 0.621232 71.39313 50.652 1000
Table 6.6: Assessment of losses of single and coincidence events for the configuration 4 Vs. 4 of module
detection. This estimation of events has been illustrated for three blocks of CFD, coincidence and DAQ. The
mean rates for single and coincidence events are 2 MHz and 100 kHz, respectively.
Observed Observed Observed Observed Calculated
single single coincidence coincidence Dead
Stage events count rate events count rate time
(%) (MHz) (%) (kHz) (ns)
CFD 90.0188 1.800376 90.116 90.116 52.5758
COINCIDENCE 96.567 1.630548 96.24 86.728
DAQ 74.69611 1.217956 78.9733 68.492 321.0477
The second aim of the simulation was to estimate the loss of events in the block of DAQ (as a part of the
acquisition system). In this block, we expected to have a dead time reduction due to Eq. 6.9. According to
this equation that dead time should have a minimum value reduction of fdead (Eq. 6.8). The results, which
have been presented in Table 6.6 and Table 6.7, show that for a detection system that has been modularized
to 4 and 9 modules the acquired dead time are 321.05 and 179.56, respectively. These values have good
correspondence with Eq .6.9 and Eq .6.8 (for 4 and 9 modules: fdead are calculated ' 2.28 and ' 4.76,
respectively. From the simulation, we have reductions of ' 3.14 and ' 5.56, respectively.). The simulation
results provided good estimation for the dead time of paralyzable and non-paralyzable block.
In the next step, we try to present how the modularization could be effective in reducing the loss of
events when the single and coincidence event are passing through three blocks of dead time. The singles
event rate could be 10-100 times the true coincidence rate [173]. The single and coincidence events with
different mean rates are generated. The generated single event rates and coincidence event rates were in the
range of 2 - 3 MHz and 100 - 150 kHz, respectively. The considered acquisition time for data collecting was
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Table 6.7: Assessment of losses of single and coincidence events for the configuration 9 Vs. 9 of module
detection. This estimation of events has been illustrated for three blocks of CFD, coincidence and DAQ. The
mean rates for single and coincidence events are 2 MHz and 100 kHz, respectively.
Observed Observed Observed Observed Calculated
single single coincidence coincidence Dead
Stage events count rate events count rate time
(%) (MHz) (%) (kHz) (ns)
CFD 95.3888 1.907776 95.26 95.26 23.6045
COINCIDENCE 89.2777 1.70322 94.9527 90.452
DAQ 86.3975 1.47154 87.3975 79.0 179.56
Figure 6.50: The loss of single events, which were acquired from the generated single events, which passed
through the CFDs as blocks of “Modularized-Paralyzed”. Three different configurations (1 Vs. 1 and 4
Vs. 4. 9 Vs. 9) were considered in order to present how modularization can affect the performance of new
DoPET.
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Figure 6.51: The loss of coincidence events, which were acquired from the CFD block. The events passed
through the coincidence part as a block of “Centralized-Paralyzed”. Three different configurations (1 Vs. 1
and 4 Vs. 4. 9 Vs. 9) were considered in order to present how modularization can affect the performance of
new DoPET.
Figure 6.52: The loss of coincidence events, which were acquired from the coincidence block. The events
passed through the DAQ part as blocks of “Modularized-Non-paralyzed”. Three different configurations
(1 Vs. 1 and 4 Vs. 4. 9 Vs. 9) were considered in order to present how modularization can affect the
performance of new DoPET.
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long enough so as to cover an acceptable statistical range.)
It was understood that in the block of coincidence we have a small amount of dead time. Therefore,
most of the coincidence event that arrive at this block are accepted and most of the dead time of the system
is related to the CFD modules. In Figure 6.53 and Figure 6.54, plots of transfer functions for the system in
the 1 vs 1, 4 vs 4 and 9 vs 9 configurations are reported. Due to Eq. 6.10, we can briefly present the transfer
function of a modularized PET [174].
Figure 6.53: Comparison between the acquisition efficiency of the system between the configurations with
1, 4 and 9 modules per detectors.
Figure 6.54, expresses how modularization is necessary to keep event losses under 10% (for modular
configuration of 9 Vs. 9 ) at rates starting from 100 kHz. The 4 vs. 4 implementation is expected to keep
such low losses up to rates of 300-400 kHz.
It is evident from the plot that if we want event losses to be below 10% we must keep the dead time be-
low 700 ns. But if we consider that the dead time of the CFD varies from 200 ns to 700 ns, it results that our
constraint is hardly achievable with a single processing module per detector plate. Reducing CFD dead time
by fine-tuning of comparators thresholds and dynode pulse amplification is not expected to change consider-
ably these values. Deeper technological changes, such as replacing the pulse discriminating technique could
solve the problem, but would imply a significant development effort. Conversely, by adopting the modular
approach, the total detector dead time it is expected to be reduced by a maximum factor fdead, which was
mentioned is Eq. 5.3. where n is the number of modules per detector. This factor is calculated considering
the probability that two subsequent photons hit different modules, thus being both accepted even if the first
pair is still busy. A summary of expected dead time for different module configurations is reported in Table
6.8.
Table 6.8 shows how the modular approach conveniently reduces the dead time while increasing detector
area in a way that the Area  Deadtime figure of merit increases, thus enhancing the actual detection
efficiency. Modularization appears therefore a correct approach for achieving a wide area, efficient PET
scanner. However, the reduction in dead time has been roughly estimated, and an experimental validation is
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Figure 6.54: Comparison between the acquisition efficiency of the system between the configurations with
1, 4 and 9 modules per detectors.
Table 6.8: Dead time reduction expected by modularizing detector plates.
Modules Detector area AreaDeadT .product f Expected mean dead time
1 25 cm2 1.1 cm2.ns 1 450
2 50 cm2 1.7 cm2.ns 1.3 337
4 100 cm2 2.0 cm2.ns 2.3 197
9 225 cm2 2.1 cm2.ns 4.8 94
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required to assess the real performance enhancements. Moreover, the development effort is expected to be
low, given that most of detector technology is reused from previous systems.
It is evident from the plot of Figure 6.54 that if we want event losses to be below 10% we must keep the
dead time below 700 ns. But if we consider that the dead time of the CFD varies from 200 ns to 700 ns, it
results that our constraint is hardly achievable with a single processing module per detector plate.
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Chapter 7
Hadron-therapy Dosimetry
7.1 Introduction
The “off line” technique allows analysis of the activity patterns in more detail, e.g. dynamic scans to
identify a certain isotope can be performed. Our study is focused on the “off line” analysis of PET activity
profiles and its spatial correlation to dose, especially for the case of dose depth profiles.
The technique of PET imaging to measure the + isotopes produced by the proton beam through in-
elastic collisions inside the patient. Dose is mainly produced by atomic interactions, while + isotopes are
produced through nuclear interactions. Hence, the measured activity signal is correlated but not directly pro-
portional to the spatial pattern of the delivered dose. The experiments were set to compare the distal fall-off
regions of measured and predicted PET images in order to be done proton range verification [98, 175].
During proton therapy, different + isotopes are produced by nuclear inelastic interactions of protons
with the target elements that compose human tissues. Several nuclear reaction channels contribute to the
production as shown in table 7.1. It has been observed [176, 177] that up to 95% of the + isotopes
produced in the patient are produced by three nuclear reaction channels: 16O(p,pn)15O, 12C(p,pn)11C and
16O(p,3p3n)11C.
Table 7.1: Proton-nuclear reaction channels and + isotopes produced in human tissue.
Target Nuclear Reaction Channels + isotopes Half-Life
C 12C(p,pn)11C, 12C(p,p2n)10C 10C,11C 19.29s,20.33m
N 14N (p,2p2n)11C,14N (p,pn)13N ,14N (p,n)14O 13N 9.96m
O 16O(p,pn)15O,16O(p,3p3n)11C,16O(p,2p2n)13N 14O,15O 70.61s,122.24s
16O(p,p2n)14O,16O(p,3p4n)10C
P 31P (p,pn)30P 30P 2.50m
Ca 40Ca(p,2pn)38K 38K 7.64m
Different phantoms where these main reaction channels could be studied independently were built.
7.1.1 The proton beam line
Laboratori Nazionali del Sud (INFN-LNS) in Catania, Italy, the first Italian proton-therapy facility,
named Centro di AdroTerapia e Applicazioni Nucleari Avanzate (CATANA) has been built in collabora-
tion with the University of Catania. It is based on the use of the 62 MeV proton beam delivered by the
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Superconducting Cyclotron installed and working at INFN-LNS since 1995. The facility is mainly devoted
to the treatment of ocular diseases like uveal melanoma. A beam treatment line in air has been assembled
together with a dedicated positioning patient system. The facility has been in operation since the beginning
of 2002 and 66 patients have been successfully treated up to now.
The CATANA proton beam line has been entirely built at INFN-LNS. The proton beam exits in air
through a 50 m - Kapton window placed at about 3 m from iso-center. Just before the exit window, under
vacuum, is placed the first scattering foil made from 15 m tantalum. The first element of the beam in air is
a second tantalum foil 25 m - thick provided with a central brass stopper of 4 mm in diameter (Figure 7.1).
The double foils scattering system is optimized to obtain a good homogeneity in terms of lateral off-axis.
Figure 7.1: View of the CATANA beam line. 1. Treatment chair for patient immobilization. 2. Final
collimator. 3. Positioning laser. 4. Light field simulator. 5. Monitor chambers. 6. Intermediate collimator.
7. Box for the location of modulator wheel and range shifter.
7.1.2 Detector design
A 62 MeV proton beam, extracted from the LNS Superconducting Cyclotron, is steered to the CATANA
beam line, where it is transversally spread by a scatterer and flattened out over an area larger than the eye
dimensions. A range shifter followed by an energy modulator are set to position the Spread Out Bragg Peak
(SOBP) at the right place. A 25 mm diameter collimator defines the beam transverse dimensions which are
finally matched to the tumor shape by the patient final collimator. The detector has been designed to be
placed immediately upstream of the 25 mm collimator. The main constraint of the design of the chamber
were:
1. As little as possible thickness crossed by the beam. In fact, the material mass along the beam pertur-
bates the beam energy and shape: it absorbs some of the proton energy and consequently decreases
the proton range in the target; the multiple scattering tends to increase the beam dimensions;
2. High granularity to measure the beam profile along both directions;
3. Fast read-out to detect any beam variation in real time.
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7.1.3 Materials and methods
A PMMA phantom was activated with 62 MeV protons at the CATANA. The beam direction was per-
pendicular to the entrance surface of the two detector heads and the third axis of the coordinate system.
Figure 7.2: The installation of the experimental setup at the CATANA beam line. The brass nozzle is visible
on the left, the plastic phantom is centered on the beam line and the two detector heads are mounted at the
phantom sides, at a distance of 14 cm from each other. The mechanical holder has been built so as to be able
to position the detector heads with precision and reproducibility, both in the calibration and in the validation
measurements. The chosen coordinate system has been superimposed on the picture.
Figure 7.2 illustrates the beam direction, the direction perpendicular to the entrance surface of the two
detector heads and the third axis of the coordinate system. In the actual experimental set-up, the PET
prototype allows a spatial resolution of 1 mm  along z and at the center of the field of view (FOV), but its
limited angular acceptance prevents from reaching the same resolution along the y-axis (currently of  7
mm) [108, 109].
The PMMA phantom of 10 mm has been constructed. The effect of target activation dependency on the
proton energy in the FOV has been studied (phantom positioned along the beam direction). The measure-
ment was done with PMMA along the z-axis set side by side and located between the detector heads so that
the beam direction was perpendicular to the slab. Pencil-like proton beams of 62 MeV with an initial energy
spread of about 300 keV, shaped by a brass collimator with an aperture diameter of 25 mm, were delivered
to the phantoms into the CATANA treatment room for eye tumors [178]. During irradiation, phantom was
positioned at the center of the field of view with the detector heads at a distance of 14 cm.
Scanning of the induced activity started about 20 - 40 min after the irradiation. Different sets of data
were taken. Firstly, the activity signal for a dose profile of a Raw Bragg Peak (RBP) of 62 MeV protons was
recorded; then the activity pattern induced by a spread out Bragg peak (SOBP) of 2 cm plateau width with
62 MeV protons was analyzed to compare with the activity induced by a raw Bragg peak. Furthermore, our
experiment is not sensitive to the strong 15O activity signal arising from the process 16O(p, pn)15O because
most of the produced 15O isotopes, with a half-life of 2.02 min, decay before the PET scanning procedure
is done.
The choice of PMMA (Figure 7.3) as a phantom material therefore yields an activity signal whose
analysis and comparison to model calculations is not affected by insufficient or poor data for the isotope
production mechanism. Clearly PMMA cannot serve as a tissue equivalent probe; however, it can serve
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well to study the general mechanism of proton dose monitoring with PET techniques. PMMA was chosen
as phantom material because its nuclear composition (C5H8O2) together with our “Off-line ” scanning
technique guarantees a strong and almost clean activity signal from the activation process 12C(p,pn)11C.
Figure 7.3: Structure of Polymethyl-Methacrylate.
A mono-energetic proton field with 10 cm range ( 62 MeV) and a spread-out Bragg peak (SOBP) field
with 10 cm range and 6 cm modulation (Figure 7.1) were delivered to the phantom at one of the gantry
rooms of the Laboratorio dell sud (Catania, Italy). The mono-energetic field was used in order to minimize
the spread of the energy spectrum of proton contributing at different depths of the phantom, while the SOBP
field was The dimensions are 12 12 6cm3.
The mono-energetic field was used in order to minimize the spread of the energy spectrum of proton
contributing at different depths of the phantom, while the SOBP field was used to analyze a realistic case
scenario. A 7  7cm2 square aperture and no compensator was used in both cases and the beams were
directed perpendicular to one of the bases of the phantom and centered with the interfaces of the different
materials (Figure 7.1). Thus, all materials are irradiated at the same time allowing simultaneous analysis
of the measured data. The entrance dose delivered with the mono-energetic field was calculated in order to
produce similar activity level to the one achieved when 2 Gy are delivered at the flat region of the SOBP
field. The time between the two irradiations was 2 h, which corresponds to 6 half-lives of the produced
+ isotope with longer half-life (11C, T1=2 = 20.33 min). After each irradiation the phantom was taken
manually from the treatment couch, placed inside the PET scanner’s field of view (FOV) and acquired in list
mode for 45 min.
For the irradiations a proton current ranging between 1.0 nA and 5.0 nAwas extracted from the cyclotron.
The phantom, a PMMA cylinder of 4 cm diameter and 5 cm length placed 10 cm downstream from the final
collimator was irradiated with a uniform lateral beam profile of 20 mm or 30 mm in diameter. The irradiation
time varied between 15 and 30 min, and an estimated total dose from 30 Gy up to 60 Gy was delivered to
the phantom. The proton ranges in PMMA for the selected energies of 62 MeV are approximately 2.9 cm,
respectively. Table 2 summarizes the irradiation parameters of our experiments, i.e., the proton energy E0,
the proton flux , the irradiation time tR and the estimated total dose delivered to the phantom.
The total activity induced in the PMMA phantom right after the beam was turned off was estimated to
range between 5.9 MBq and 0.2 MBq. An activity of 5.9 MBq will produce a single rate well below 2 MHz
on each head. The estimate of the induced activity per volume only takes into account the main activation
of 11C from 12C. After a time delay of 20 - 40 min, the phantom was scanned with our PET scanner. This
scanner analyses an axial field of view of 10.4 cm in depth so we obtain 31 lateral activity profiles, each
separated by a depth of 3.375 mm.
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7.2 Measurements by applying the final detector assembly
The high anode luminosity of the PMT used were compatible with the preamplification stage. To avoid
the ADC saturation the PMTs have been operated at a voltage much lower than the suggested operating one
(850 V instead of 1000 V). The final step of detector optimization has been the tuning of front-end electronics
amplification. This has allowed to use the PMTs in a more reliable operating condition, obtaining much less
instabilities.
The reproducibility of look-up tables each time the detector is assembled has been then assured by gluing
the crystal matrices to the PMT photo-cathodes. Minimal relative shifts were now possible between the
crystal grid and the photo-cathode. This has allowed us to perform the final characterization measurements
in Pisa laboratory, and to use the results in the last run in Catania.
Figure 7.5 presents the in-depth profile of the measured activity distributions. The shifts in beam range
up to 1 mm are successfully detected as shift in activity distribution fall-off. It is interesting to compare
results obtained in different runs with the same dose configurations. The minor changes introduced in the
acquisition setup has not altered results and conclusions. The reliability of the results is then well supported
by their reproducibility. Measurement reproducibility is fundamental for the quality assurance of clinical
treatments, since images produced from different fractions delivered to the same patient in different days
will be compared.
Figure 7.4: Reconstructed 2D distribution of integrated +-activity in central xz plane.
Shifts in activity profile has been measured as shifts in the 50% distal fall-off of the activity profile along
the beam direction in the central slice of the reconstructed images. Profiles are evaluated on a single voxel
row. Integration on more pixel rows would lead to a reduced statistical fluctuation in the results on beam
direction, but would make the results dependent from the coronal profile of the beam. Shifts in proton range
have been measured as shifts in practical range measured from in-depth dose profiles.
The depth of the Bragg peak depends on the initial energy of the ions, while its width on the straggling
and on the energy spread of the beam which, to make good use of the distal steep drop of the peak, has to
be nearly 1%. By varying the energy during the irradiation in a controlled way. By the modulation of the
beam energy of the accelerator during the irradiation many narrow Bragg peaks superimposed and SOBP
(Spread-out Bragg Peak) obtained.
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Figure 7.5: Measured + activity depth profile for proton ion irradiation of PMMA target at 62 MeV.
The PET prototype has allowed geometrical information to be inferred from the reconstructed images.
Figure 7.4 shows the PET images of the irradiated PMMA phantom. In this figure, the two-dimensional
positron emitter distribution in the central xz plane shows a significant activity contrast.
The results achieved in the phantom study highlighted the potentialities of the PET method in the moni-
toring of dose delivery in proton therapy. Irradiating PMMA phantom at different position along z-axis, we
tested the PET scanner response dependence on the position of the PMMA interface within the field of view,
demonstrating that it is possible to detect the PMMA layer thickness up to few millimeter before the Bragg
peak.
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Conclusions and Future Work
The “On-Line” PET is one of the most promising techniques for quality assurance in hadron-therapy.
Within the DoPET project we started an evaluation of potentiality of dedicated PET scanners for hadron-
therapy monitoring. To such aim we have designed a dedicated PET scanner based on a pair of opposing
detector heads, made up of a 1:9mm 1:9mm 16:0mm, with a 2.0 mm pitch LYSO scintillator matrix.
The DoPET project had the goal to achieve the detection of 1 mm range differences in proton beam
irradiations performed at the CATANA facility on plastic phantoms. Theoretical prediction (section 8.2)
demonstrates the feasibility of such purpose.
For The new version of the detector a new readout system was developed. An independent readout of
all the PMTs of one head is applied in order to avoid an increase of pile-up and dead time in the acquisition.
The coincidence procedure as logical functions was implemented in Stratix III FPGA in order to to handle
the coincidence events, which are detected between each PMT of one head and any PMT of the opposite
head. By combining the information of all the PMTs, a recovery of the dead area at the photo-multipliers is
also achieved.
After detector optimization and calibration, the characterization of planar has been done and the 3D
performances have been evaluated. Flood field images have shown an average peak-to-valley ratio of 4.6,
an average crystal pixel resolution of about 0.7 mm and an energy resolution lower than 18:9%. Data
contamination from random and 176Lu coincidences, as well as non-uniformities in pixel sensitivity, have
been characterized and corrected for in the image reconstruction.
Image reconstruction is performed with a 3D ML-EM iterative algorithm, using a probability matrix
based on a multi-ray method. Geometrical symmetries and physical processes which lead to event detection
can be modeled. At present the crystal depth of interaction is not implemented, but future improvements are
foreseen.
Further funds have been received for the next stage of the DoPET project, for realizing a larger version
(15  15 cm2) of the detectors. The realization of next stage of DoPET project with the field-of-view of
15  15  20 cm3 has been started. The new one produce a significant increase of angular coverage. For
typical clinical irradiations of 15 Gy over a 15 cm3 volume, the statistic collected in ten minutes would then
increase to approximately 1 106 events, about a factor nine with respect to the one module detector.
The new version of the detector would require developing a new readout system. In fact, an independent
readout of all the PMTs of one head is required in order to avoid an increase of pile-up and dead time in the
acquisition. On the other side, this forces us to develop a system able to handle coincidences between each
PMT of one head and any PMT of the opposite head. By combining the information of all the PMTs, some
recovery of the dead area at the PMTs periphery could also be obtained.
Regarding the reconstruction algorithm, some changes will be needed for the larger planar version of
the detector. All the attention could be then focused to improve the precision of physics modelization within
the probability matrix. For the clam shell heads, the new detector geometry should be also implemented.
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The unfolding algorithm would not require substantial modifications (except for the point-spread function
and the efficiency adopted), to be adapted to the clinical device for proton therapy monitoring. Present work
on 3D dose filtering and on computation of the inverse filter can go on as foreseen by the original project.
The larger device, however, will also sign the evolution from proton eye-therapy monitoring to a more
general hadron-therapy monitoring device. Further carbon beam irradiation will be then planned, and a more
general algorithm for dose unfolding will need to be developed.
In the “Off-beam” PET method: the + emitter distribution induced in the patient by the irradiation is
measured with a commercial PET outside of the irradiation room. The advantage of such approach is that
it does not require particular developments but the moving of the patient from the treatment site to the PET
scanner introduces large uncertainties. The “Off-beam” strategy investigate, e.g. using PET / CT instead
of PET imaging alone, using the same patient positioning system for irradiation and PET measurement and
moving the patient without release from the positioning system to a scanner installed as close as possible
to the treatment site. However, “In-beam” PET method is used for the quality assurance at hadron-therapy
center since 1997: the acquisition is performed during the irradiation and some minutes after which allows
the detection of both short-lived and long-lived isotopes and avoids to move the patient. Moreover we
can imagine that such “In-Line” PET could be improved to become an “On-Line” PET in conditions that
number of LOR (Lines of Responses) detected is large enough and time of reconstruction is short enough to
provide typically an image every tens of seconds.
The properties of charge particle beams make it a sharp knife that has to be used with extreme precaution
so that tissue exposure to a high dose within the high-RBE Bragg peak is restricted to the tumor volume
only. For this reason, imaging techniques allowing to monitor the beam localization as it penetrates the
target are highly desired. Making use of positron emission tomography by using + decaying radioactive
projectiles. The achieved activity densities within the irradiated volume, depending on the half-life of the
isotope. The method offers the advantage of providing a high activity suitable for high-statistics (from
the point of view of the positron tomograph) PET imaging. It delivers important clinical information by
verifying the correspondence between the planned and delivered treatments. But it has two main drawbacks:
• the activity created in the tumor and surrounding healthy tissue is washed out by the blood circulation
during the patient irradiation, transport to the PET room and during the PET scan itself, leading
to image blurring and false different intensities in highly versus poorly perfused tissue and, more
importantly,
• anatomical changes occurring during the course of any a-posteriori fractionated irradiation will no
longer be detected, together with the impossibility of verifying the portal positioning during those
irradiation.
In dose distribution evaluation, the use of PET to image + activity distributions induced in the target
volume during patient irradiation is currently the most promising technique for in situ, non-invasive dose
delivery monitoring. “In-beam” PET is feasible for high energy photon irradiation with energies above
'20 MeV because of the generation of positron emitters in tissue (predominately 15O and 11C) by (,n)
reactions. By means of the “In-beam” PET the 15O and 11C activity distributions could be measured.
Higher activity concentrations are determined in comparison to “Off-beam” PET experiments depending on
the oxygen content. Due to the different half-lives of 15O and 11C (T1=2(11C) = 20.38 min, T1=2(15O) =
2.03 min) a good contrast between materials with various density values can be achieved.
Discussions on how to further improve PET performance have focused on the two parameters that most
affect lesion detectability: sensitivity and resolution. In 2D PET acquisition mode, sensitivity can be im-
proved by reducing the length of the septa, thereby increasing the acceptance angle of the detectors, but this
gain in sensitivity is at the cost of a reduction in image resolution. The larger focus is on how to improve 3D
acquisition. Here the principal hurdles are how to remove the increased scatter fraction and how to reduce
random events. It is with the objective of overcoming these hurdles that we are interested in exploring the
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properties of LYSO detector materials. The property that affects sensitivity is Z4eff , which for our current
detectors is the second highest after BGO. The property that affects the coincidence timing window is the
lifetime of the fluorescent emission. The property that affects the accuracy in determining the position of an
event within a detector block and also impacts on energy resolution is the light output that can be collected
within the coincidence timing window. Higher light output can therefore improve spatial resolution and en-
ergy discrimination, thereby reducing the scatter fraction. It is for these reasons many research are invested
in the development of crystals for PET detector blocks [165].
The acquisition system of the DoPET scanner, could sustain acquisition rates up to 50 kHz still giving
good imaging results. We also know that “In-beam ” scans see count rates that are significantly higher in
the first minutes of the acquisition, which are at the same time the most important for isotope separation
studies. It would then be safe to set a target data throughput bandwidth of 1 MHz that, being the event size
20 bytes, translates to a data streaming bandwidth to the host of 20 MB/s. This bandwidth is compatible with
the proposed host interface, i.e. the USB, being its maximum bandwidth 60 MB/s. However the achievable
bandwidth also depends on the acquisition protocol, and the software implementation, so that it is proper to
do a test on-the-road in order to assess the real accessible capabilities.
The attained reconstructed images from our PET are affected by the two effects 1- Positron Range and
2- Non-collinearity. These effects place some finite limits on the spatial resolution attainable with the PET
and manifest themselves as a blurring. In the other words, it could be expressed that it can be lead to errors
in determining the line along which a positron-emitting radionuclide is to be found. Moreover, the ultimate
resolution that was achieved, affected by the physics of the positron decay.
In contrast to the planar version of the detector, in continuous detector system, the crystal pixel resolution
of the detector is largely determined by the number of scintillation photons available for determining the
position of the event, not by geometric factors. But, the same types of physical components such as: detector
scatter, light sharing, cross-talk and so on) contribute to the crystal pixel resolution. The crystal pixel
resolution of a continuous detector can typically be approximated by a Gaussian with a particular FWHM.
By setting a head-to-head distance of 14 cm, an overall sensitivity of about 1% has been measured,
and a spatial resolution lower than 3 mm (FWHM) has been obtained from image reconstruction along
beam and vertical directions. The characterization along y is still unsatisfactory, but this was expected
form the geometrical design of the prototype. This aspect has been taken into account in the choice of
beam configuration for proton and carbon irradiations. The validation on plastic phantoms with proton
irradiations has been successfully performed at the CATANA beam line, using sharp and spread-out Bragg
peaks at proton ranges and finally reproducibility of results has been verified.
The independent readout of all the PMTs helped us to avoid an increase of pile-up and dead time in the
acquisition. On the other side, this forces us to develop a system able to handle coincidences between each
PMT of one head and any PMT of the opposite head. By combining the information of all the PMTs, some
recovery of the dead area at the photo-multipliers periphery was obtained. Regarding the reconstruction
algorithm, minor changes will be needed for the larger planar version of the detector. All the attention
could be then focused to improve the precision of physics modelization within the probability matrix. The
larger device, however, will also sign the evolution from proton eye-therapy monitoring to a more general
hadron-therapy monitoring device. Further carbon beam irradiation will be then planned, and a more general
algorithm for dose unfolding will need to be developed.
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Delayed Window Technique
With the delayed window method the determination of a random line-of-response (LOR) consists in
measuring both LOR vertices, i.e., the points of interaction of the single events both in the delayed and non-
delayed side. In this case the two detectors involved in the delayed coincidence are triggered to acquire the
position of signals, when a delayed coincidence is detected. In principle, the correlation between the single
events generating the delayed coincidence and those used for the random LOR is not required. Any randomly
chosen single counts can be used for the generation of a random LOR. The only limitation is given by the
fact that the random count rate for each LOR should be measured on-line in the exact conditions due to the
time dependency of the random rate distribution. With this assumption, to avoid the problem of acquiring
the signals produced by the event in the delayed side, a different approach for estimating a random LOR
has been followed. A random LOR is measured when a delayed coincidence is detected, i.e., a delayed time
signal in one detector is in time coincidence with a non delayed signal in a second detector. This technique
has the advantage of a low systematic error. The random counts are measured by the same acquisition chain
of the coincidence events with the same dead time, but the random distribution is usually affected by strong
noise due to the relatively low statistics. This noise also affects the reconstructed image [179].
Innovative delayed window timing technique as the key to estimate random events
On the coincidence board a new scheme was designed to measure random counts. The system has been
symmetrized by generating a delayed timing signal on both sides. The logic OR of the delayed signals on
one side is in coincidence with the non-delayed signal of the other side and vice versa. Once a delayed
coincidence is detected, only the signal on the non delayed side is acquired. In this way, only a single vertex
of the LOR is measured. This event is called a random single. Since the system is completely symmetric, it
is assumed to measure an equal number of random singles on both sides. The rate of these random singles
will be equal to the actual system random count rate. The fluctuation of the numbers of random singles on
both sides will be only related to the count statistics. Once the single random events are acquired, a random
LOR can be generated by the coordinates of the first random singles available on each side [133].
Innovative delayed coincidence
In the new symmetrical delayed window approach, the delay T is applied only at the OR of the tim-
ing signals on both sides. In this way only one side, the non-delayed one, is triggered when a delayed
coincidence is detected. Figure A.1 and Figure A.2. illustrate the new approach.
The innovative method allows:
• A more flexible implementation.
124 A.
Figure A.1: New symmetrical delayed window ap-
proach.
Figure A.2: New symmetrical delayed window ap-
proach.
• No additional dead time.
• Lesser pile-up.
Thus, the last two items create the possibility to exceed the solid angle limits, which is imposed by noise
equivalent count rate.
The technique strongly reduces the noise in the estimated random distribution and does not require any
single counts measurements and/or a-priori estimation of the width  of the coincidence timing window.
Moreover, the potential advantage of this approach resides on having the double blind distributions Ri and
Rj readily available by analyzing the distribution of the random singles of the two heads separately [133].
When all of the elements i on head A are in coincidence with all of the elements j on head B, the expected
random count rate in the LORs connecting element i on head A and element j on head B (Ri and Rj) are
given by Eq. 1 and Eq. 2:
Rj = i rij = i ci  cj  2  = CA  cj  2  (A.1)
Ri = j rij = j cj  ci  2  = CB  ci  2  (A.2)
Where Ri and Rj are the double blind random distributions, i.e., the spatial distribution of the single
counts involved in a delayed coincidence (random single) on heads B and A, respectively, whilst CA and
CB are the total singles count rate on the head A and B, respectively. Multiplying Eq. 1 by Eq. 1, Eq. 3
has been achieved. rij can be fully estimated from the measured random count distributions because the
estimation of CA, CB and  , is not necessary since R(= ij  rij is the total random count rate).
Ri Rj = CB  ci  2  CA  cj  2  = (ci  cj  2 )  (CA CB  2 ) = [(Ri Rj)=R] R = rij R (A.3)
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Appendix B
The rationale for passive delay line
The Passive Delay Line1 as a special purpose “Low Pass Filter” was considered to delay (phase shift)
the input signal by a specified increment of time from CFD that attends at DAQ board as a part of the
acquisition system of DoPET.
The Design considerations for the DAQ’s delay line
The PDL is a LC network that may be used to pass either analog or digital signals whose bandwidth
is compatible with the intended range of operation for the delay line. A specific delay and impedance
determine the required LC values of the network. Figure. B.1 illustrates the parameters, which are necessary
to be considered to present concept of the passive delay line.
Figure B.1: Passive Delay Line Waveform Parameters: Attenuation (At), Input Fall Time (Tfi), Input Rise
Time (Tri), Input Voltage (Ei), Output Rise Time (Tro), Output Fall Time (Tfo), Output Voltage (Eo), Delay
Time (Td), Pulse Overshoot (Pos) and Pulse Width (Pw).
1PDL
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As it is seen in Figure B.1, “Td” defines “Total Delay” the elapsed time (ns) between the respective
50% points on the leading edges of the input and output pulses and it is defined as:
Td = (Lt) (Ct) (B.1)
In Eq. 4, “Lt” is “Total Line Inductance” and it is expressed in henry. “Ct” is “Total Line Capacitance”
and is expressed in pF. The other parameter is “ZO” , which is “Impedance” and it is expressed in ohm.
The effective impedance of the delay line which is equal to the value of the terminating impedance, which
provides a minimum reflection back to the input of the delay line (Eq. B.3):
ZO =
(Lt)
(Ct)
1=2
(B.2)
The rise time of a delay line (Eq. B.3) is typically measured from the 10% to 90% points of the leading
edge of the output pulse. The measured output rise time (tro) is a function of the input rise time (tri) and
the true rise time of the delay line (tr):
tr =
p
tro2   tri2 (B.3)
An analog delay line’s bandwidth (-3dB attenuation) is related to the network’s rise time which is de-
pendent upon the total number (N) of LC sections. The delay-to-rise time ratio is the figure of merit, or
Quality Factor, used to characterize delay lines. Generally, the greater figure of merit implies higher number
of sections, and therefore higher cost. The bandwidth for the network, and number of sections follow these
approximations (Eq. B.4 and Eq. B.5):
BW  0:35
tr
(B.4)
N  (Td
tr
)1:36 (B.5)
The output voltage attenuation of the delay line has several contributing factors:
1. Internal D.C. resistance (DCR),
2. Dielectric and ground plane losses,
3. Loading effects at taps,
4. Impedance mismatches at terminations and
5. Frequency limitations (BW) of the delay line
When the delay line is minimally loaded, properly terminated and the input pulse widths are significantly
greater than the line’s rise time, attenuation is given by (Eq. B.6):
Attenuation (%) = 1 

Zo
Zo+DCR

(B.6)
The passive delay lines of the same impedance can be connected input-to-output (cascaded) to optimize
rise time and/or obtain specific delay values. Termination is required only at the output of the final stage.
The rise time of the grouped lines is given by (Eq. B.7):
tro =
p
tri2 + tr12 + tr22 + trN 2 (B.7)
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The architecture design of the passive delay line
In the acquisition system of DoPET, each DAQ board is provided with an input inductive delay stage,
which is required to compensate coincidence processing delay. The implemented delay must be sufficiently
long in order to turn on the peak detector before the actual energy signal peak has passed through (this also
was hinted in Figure 4.3). If the generated output signal after the delay line has the characteristics: rise time
of 35 ns with delay length of 100 ns respect to input signal, the aim has been satisfied.
To acquire the desired characteristics, values of inductances and capacitors were calculated (from Eq.
B.1 and Eq. B.2) and then by the assistance of “Altium Designer 2009” software, all of the calculated
values of L and C were implemented in the simulation. After the simulation, the delay line was constructed.
Figure B.2, illustrates the applied test circuit for the designed passive delay line. As it is seen from Figure
B.2., all the values for the testing have been provided.
Figure B.2: The applied test circuit for the Passive Delay Line. Rg is the generator source impedance = 50
Ohms, R1, R2 are the input matching pad resistors, Rt is the terminating resistor, R1 = ((Rg  Zo)=R2),
R2 =
q
Rg2  Zo=Zo Rg and Zo is the delay lines characteristic impedance.
Output of the designed delay line
Overshoot and ringing are problems of LC circuits, which are designed by employing passive compo-
nents (LC) as a passive network and they must be damped down and reduced as much as possible. If energy
is removed at frequencies of ringing frequency, we will not have a loss in gain and / or efficiency of the
circuit.
The solution to overcome this difficulty is that: once a point in the circuit that changes the ringing
frequency is found, add capacitance to this point until the ringing frequency approximately halves (the period
doubles and the time between zero crossings doubles). Firstly, it is considered the values (twith cap) and
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Figure B.3: The output signal of the designed delay line, which shows a delay of 100 ns respect to the input
signal.
Figure B.4: The output signal of the designed delay line, which shows a rise time of 35 ns respect to the
input signal.
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(twithout cap). The first value (twith cap) is the ringing period without capacitor the second one (twith cap) is
the ringing period with the capacitor. Both values should be recorded and the value of Cadd is considered as
value for capacitor, which must be added in the passive network in the simulation. The parasitic capacitance
Cparasitic and parasitic inductance Lparasitic are responsible for the ringing and they are calculated by the
following equation:
Cparasitic =
Cadd
(
twith cap
twithout cap )
2   1
  Scope probe capacitance (usually 10 pF ) (B.8)
Lparasitic =
1
Cparasitic  [2 PI  Forig]2
(B.9)
Firstly, Forig should be calculated in order to have the value Lparasitic. The original parasitic ringing
frequency is calculated from:
Forig =
1
twithout cap
(B.10)
The circuit inductance and characteristic impedance (Ro) of the LC circuit are calculated from Eq. B.9
and Eq. B.11, respectively.
Ro =
s
Lparasitic
Cparasitic
(B.11)
The aforementioned procedure was followed and the values of Forig, Cadd were calculations for the LC
ringing. Then they were implemented in the simulation. The results, which have been illustrated in Figure
B.3 and Figure B.4 show that the existed LC ringing was reduced to an accepted level (The LC ringing of a
level of 30 - 40 mV of amplitude respect to plateau is seen in the simulation results). Figure 5 and Figure
6 show the input and output signals after passing the delay line. The obtained results (output signal after
the delay with values of 35-36 ns for rise time and a delay length of 100-105 ns) satisfied our expectation.
Moreover, Figure B.5 shows a measurement which was done with a delay line (with rise time of 35-40 ns and
the delay length of 100 ns). Figure B.6, illustrates the result, which was achieved by the constructed filter.
The applied solution was precise and the values of inductances and capacitors obtained by the formulas and
they removed major part of ringing in order to extend the frequency bandwidth of input signal.
The rationale for using Voltage Level Translator
Due to the complexity that is faced for the PET electronic system, we shift to lower voltage logic instead
of using standard for logic circuits (TTL and 5V CMOS), which in turn can cause incompatibility between
input and output levels for the logic families within our system. For instance, in our case, the digital section
of acquisition system operates at 3.3 V and must communicate with the analog subsection of detection
module, which operates at 5 V. Hence, translation between different domains of logic voltage is needed
(Figure B.7).
Also, the applied digital ICs’s features like:
• Incompatible voltage rails for VCORE and V I/O,
• Lower VDD rails for VCORE and V I/O,
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Figure B.5: The output signal of a delay line, which delays the signal with a length of 30 ns and with a rise
time of 35 ns respect to the input signal.
Figure B.6: The output signal of the designed delay line, which delays the signal with a length of 103 ns
and with a rise time of 35.2 ns respect to the input signal.
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Figure B.7: Voltage level translation of digital section of the DoPET acquisition system, which operates as
a block at 3.3 V communicate with an analog subsection of the module detection, which operates as a block
at 5 V.
• Dual rails for for VCORE and V I/O,
• The use of mixed-signal ICs with lower supply voltages that have not kept pace with those of their
digital counterparts
have created the need for logic-level translation.
The architecture design of Translator for DoPET (9 Vs. 9)
Translation methods vary according to the range of voltages encountered the number of lines to be
translated, and the speed of the digital signals and the parasitic capacitance inherent in these methods can
reduce the data-transfer rate.
The applied structure for the translator level requires a component that can translate between any two
logic levels at any speed. In our case, the applied logic ICs has the capability to translate from the low
voltage level of 3.3 V to high level of voltage level of 5V.
In the designing the voltage level translator, the main utilized component was SY100E116. The Figure
B.8 illustrates the pinout of SY100E116, which is quint differential line receiver that designed for use in
new, high-performance ECL systems. This device have emitter-follower outputs and an internally generated
reference supply (VBB) for single ended reception.
Table B.1: The functional pin of SY100E116
Pin Function
D0, D¯0-D4, D¯4 Differential Input Pairs
Q0, Q¯0-Q4, Q¯4 Differential Output Pairs
VBB Reference Voltage Output
VCCO VCC to Output
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Figure B.8: The applied Quint Differential Line Receiver for designing of the DoPET voltage translator
level.
This Line receiver has some characteristics which are listed in the following:
• Propagation Delay of maximum 450 ps,
• Extended 100E VEE range of -4.2 V to -5.5 V,
• VBB output for single-ended reception (which is intended for use as a reference voltage for single-
ended reception of ECL signals to that device only.),
• Fully compatible with industry standard 10 KH, 100 K I/O level,
• Internal 75 K
 input pull-down resistors
The functionality of its’ pin has been illustrated in Table B.1.
Figure B.9: The designed Voltage Level Translator for the DoPET when each head of the PET has 9 module
of detection (9 PMTs).
Figure B.10 illustrates the translator voltage level board that was constructed.
We decided 5 number of SY100E116 components (quint differential line receiver) in order to simplify
the designation of the translator board and to be sure that the introduced delay for each channel (module of
the detection) are similar. This also could be a good choice to reduce the problem of cross-talk, because for
each chip we have only four signals that are coming from each head of DoPET and in this way the consumed
current decreases and reducing of the electronic noise source is feasible.
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Figure B.10: The digital outputs, which come from the CFDs of each head of DoPET.
Checking output of the translator board
The next step after constructing new voltage level translator board was to check its performance. Hence,
the detection module of the two head of DoPET was set up according to the figure of section 6.3.6 and the
digital signal from CFD of each detector in each head was acquired. Figure B.11, illustrated the output that
was acquired on oscilloscope. As it is seen the out put was satisfactory and the translator board was well
done.
Figure B.11: The digital outputs, which come from the CFDs of each head of DoPET.
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Appendix C
Part of ideas for events estimation in the block of CFD
Figure C.1: Part of the idea that has been done to estimate the coincidence and single events, which are
passing CFD board “Paralyzed-Modularized Block” as a part of the acquisition system of DoPET.
136 C.
Figure C.2: Part of the idea that has been done to estimate the coincidence and single events, which are
passing coincidence module “Paralyzed-Centralized Block” as a part of the acquisition system of DoPET.
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Part of ideas for events estimation in the block of COINCIDENCE
Part of ideas for events estimation in the block of DAQ
Figure C.3: Part of the idea that has been done to estimate the coincidence and single events, which are
passing DAQ board “Non-Paralyzed-Modularized Block” as a part of the acquisition system of DoPET.
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