In this paper, a space-alternating generalized expectation-maximization (SAGE) algorithm is presented for the numerical computation of maximum-likelihood (ML) and penalized maximumlikelihood (PML) estimates of the parameters of covariance matrices with linear structure for complex Gaussian processes. By using a less informative hidden-data space and a sequential parameter-update scheme, a SAGE-based algorithm is derived for which convergence of the likelihood is demonstrated to be signi cantly faster than that of an EM-based algorithm that has been previously proposed. In addition, the SAGE procedure is shown to easily accommodate penalty functions, and a SAGE-based algorithm is derived and demonstrated for forming PML estimates with a quadratic smoothness penalty. 
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For each nsr, the information has been normalized to unity for = 0. : : : : : : : : 15 6 Maximum-likelihood estimates obtained by applying 100 iterations of the EM-and SAGE-based algorithms: true parameters (dashed); EM or SAGE estimate (solid). : 17 7 Comparison of modi ed log-likelihood versus iterations for the EM-and SAGE-based algorithms. In many problems of spectral analysis and parameter estimation, measurements are made of a P -component, complex-valued Gaussian random vector r from which parameters governing its covariance are to be inferred. Applications include the general estimation of structured covariance matrices 1], the estimation of Toeplitz covariance matrices with periodic extensions 2{4], radar imaging and spectrum estimation 5, 6] , multiple window spectral analysis and low-rank modeling of bandpass signals 7, 8] , and variance analysis for time series 9 ]. The data model from which these problems often arise is r = Hf + w = N X n=1 f n h n + w; (1) where f = f 1 f 2 : : : f N ] T is an N-component, random signal-vector with zero-mean and diagonal covariance:
E ff y = diag( n ); (2) H is a P N measurement matrix whose nth column is h n , and w is an additive noise vector with zero mean and known covariance 2 I P , where I P is the P P identity matrix. 1 Here ( ) T and ( ) y denote the matrix transpose and matrix Hermitian-transpose, respectively. Within this model, the measurement vector r has zero mean and covariance R = E rr y = N X n=1 n h n h y n + 2 I P ;
(3) where = 1 2 N ] T is the unknown parameter vector, and the notation R explicitly shows the dependence of the data covariance on . When the measurement vector r is acquired as spatial samples of the complex envelope of a narrowband electric-or acoustic-eld, and the geometric relationship between the sources and sensors is such that the Fraunhofer approximation 10] provides an adequate description of the wave propagation, the rows of the measurement matrix H are well modeled as orthogonal discrete Fourier transform (DFT) vectors. In other situations the measurements are often thought of as samples from a periodic process and the rows of H are again these Fourier vectors 2 . Using such a model, Miller and Snyder 2] have derived a numerical algorithm for the maximum-likelihood estimation of Toeplitz covariances with periodic extensions by using the expectation-maximization (EM) 11] procedure. 3 In this paper I present and discuss an alterna- 1 If the additive noise has some known, non-singular covariance Rw, we can always \whiten" the noise by applying the transformation R ?1=2 w to the data. 2 In these cases the columns of H are often truncated DFT vectors and are not orthonormal. It is this truncation that makes the estimation of a di cult and challenging problem.
tive numerical algorithm -derived via the space-alternating generalized expectation-maximization (SAGE) 12] procedure -and demonstrate convergence of the likelihood to be signi cantly faster than that of the EM-based algorithm previously proposed 2,4{6].
In general, one would expect that the number of parameters N should be kept smaller than, or equal to, the number of measurements P . Prior information such as nonnegativity along with the use of physically-meaningful penalty functions may, however, allow for consistent estimation even when the number of parameters N is greater than the number of measurements P . This hypothesis is supported by the extrapolation theorem and other results from the so-called theory of superresolution 13{15]. Whereas this situation has been investigated numerically, the development of a useful theory for this problem is still an area of research.
When multiple independent observations are made of the data vector fr k g K k=1 , then the ratio between the amount of data KP and the number of parameters to be estimated N becomes an important indicator of estimator performance. When this ratio KP=N is large (much greater than one), maximum-likelihood estimates of the unknown parameters tend to have low variance, and deviations from the truth are determined largely by the ratio P=N and the usefulness of the prior information. When KP=N is small (on the order of, or smaller than, one), the maximum-likelihood estimation of the unknown parameters usually results in extremely noisy (high variance) estimates. When numerical algorithms climb the \likelihood hill" slowly and are terminated prematurely, these high-variance noise artifacts may or may not be seen. When numerical algorithms climb the hill rapidly, however, severe noise artifacts are usually exhibited and some form of regularization (other than premature termination of the optimization procedure) is desirable. For a related problem in radar imaging, Moulin et al. considered a method of sieves using polynomial B-splines and discussed optimal growth rates for the sieve size parameter 6]. In this paper I consider the penalized maximum-likelihood (PML) method, or equivalently the maximum a posteriori (MAP) method, for addressing the ill-posed nature of this problem, and discuss the use of the SAGE procedure for the numerical determination of PML estimates.
The remainder of this paper is organized as follows: the unconstrained maximum-likelihood estimation problem and a computationally-e cient algorithm for its solution are considered in Section 2; the penalized maximum-likelihood estimation problem and a computationally-e cient algorithm for its solution are considered in Section 3; and, nally, the paper is summarized in Section 4.
Maximum-Likelihood Estimation
Let r 1 ; r 2 ; : : :; r K be independent observations of a complex-valued random vector having circular (or proper 16]) Gaussian statistics with zero mean and the covariance structure speci ed in (3). The modi ed log-likelihood for these data 4 , as a function of the unknown parameter , is L( ) = ? ln det (R ) ? tr R ?1 S ; (4) where det( ) denotes the determinant of a matrix, tr( ) denotes the trace of a matrix, and S is the sample covariance matrix:
The maximum-likelihood estimator for the parameter is obtained by maximizing L subject to any a priori constraints:
where, for problems of interest here, A is usually the set of N-element nonnegative vectors.
The application of the Kuhn-Tucker theorem 17] to this problem results in the following necessary condition for an to maximize the likelihood:
n h y n R ?1 (S ? R ) R ?1 h n 0; (7) where n is any admissible variation of the parameter. For the nonnegativity constraint, n must satisfy n + n 0 for n = 1; 2; ; N. In general, the determination of a closed-form, analytic solution to this equation is an unsolved problem and numerical techniques, such as those discussed in 18] and 2], must be used.
EM-based Algorithm
As described in 11], the classical formulation of the EM procedure requires one to augment the measured data, or incomplete data, with a single set of complete data which, if measured, would facilitate direct estimation of the unknown parameters. The application of this procedure then requires one to alternately apply an E-step, wherein the conditional expectation of the complete-data log-likelihood is determined, and an M-step, wherein all parameters are simultaneously updated by maximizing the expectation of the complete-data log-likelihood (as determined in the E-step) with respect to all of the unknown parameters. The structure for an algorithm derived via the EM procedure is generally of the following form:
initialize parameters and their dependencies Iterate: for i = 1; 2; 3; update all unknown parameters update the dependencies for so that the parameter dependencies are updated only after all unknown parameters have been updated. An outline of the use of this procedure for this problem is given below along with a description of the resulting algorithm.
E-step
Because the measured data are of the form: r k = Hf k + w k ; (8) a natural choice for the complete data in the derivation of an EM-based algorithm is ff k ; w k g K k=1 with the mapping from the complete data to the measured (or incomplete) data as shown in Eq. (8) . Furthermore, because w k and f k are statistically independent and the distribution of w k is not a function of , the E-step of the EM procedure requires the determination of the following conditional expectation:
where old is the current estimate of the unknown parameter vector. By observing that
jf nk j 2 + OT; (10) where OT denotes other terms not dependent upon , we see that
where
E jf nk j 2 jr k ; old = old n + old n 2 h y n R ?1 old (S ? R old )R ?1 old h n ; (12) and where the conditional expectation needed for the evaluation of s n is derived by applying the properties of complex Gaussian random vectors 19, pp. 507-509].
M-step
For the M-step of the EM procedure, the parameter is updated according to new = arg max 2A Q( ; old ); (13) which results in new n = s n = old n + old n 2 h y n R ?1 old (S ? R old )R ?1 old h n ; n = 1; 2; ; N: (14) This is essentially the same algorithm derived in 18] and 2], and the computational steps are summarized in Table 1 . Notice that for each iteration, Eq. (16) is used for the simultaneous update of all parameters, and it is not until all parameters have been updated that the correlation matrix R is updated according to Eq. (17). 
n h n h y n + 2 I P ;
Iterate: for i=0,1,2,: : :
n := n + 2 n h y n R ?1 (S ? R ) R ?1 h n ; n = 1; 2; ; N (16)
SAGE-based Algorithm
The space-alternating generalized expectation-maximization (SAGE) procedure is a generalization of the EM procedure with two important di erences: the procedure allows for the sequential update of the parameters; and small hidden-data spaces can be used that are less informative than the large complete-data spaces often associated with traditional EM-based algorithms 12]. For problems in quantum-limited imaging and the estimation of superimposed signals in Gaussian noise, these di erences have been shown to result in algorithms that converge much faster than algorithms derived by conventional EM procedures 12, 20] . As with the EM procedure, algorithms derived by applying the SAGE procedure have the desirable property of producing a sequence of parameter estimates that are intrinsically monotonic in likelihood 20] . In contrast with the EM procedure wherein the parameter dependencies are updated only after all parameters have been updated, the structure for an algorithm derived via the SAGE procedure can be of the following form: initialize parameters and their dependencies Iterate: for i = 1; 2; 3;
{ Sequentially update the parameters:
for n = 1; 2; ; N update n and its dependencies so that the parameter dependencies are updated with each individual parameter. By using the complete data of the EM procedure with this sequential update strategy, the SAGE-based algorithm (19) n := n + 2 n h y n R ?1 (S ? R ) R ?1 h n ; (20) R := R + n ? old n h n h y n ; (21) R ?1 := R ?1 ? n ? old n 1 + n ? old n h y n R ?1 h n R ?1 h n h y n R ?1
shown in Table 2 is easily derived. Notice that the parameters are now updated sequentially in a manner analogous to the EM procedure; however, the covariance matrix R and its inverse are immediately updated with each parameter according to Eqs. (21) and (22) 
Example
To illustrate the use of these techniques, consider the the parameter vector shown in Figure 1 with N = 256. For K = 32, these data were used to create the independent, Gaussian random vectors ff k g K k=1 such that:
where n is the Kronecker delta function. These data were sampled by the measurement matrix H (26) The resulting estimate when this estimator is applied to the measured data is shown in Figure 2 .
The results of applying both the EM-and SAGE-based algorithms are shown in Figure 3 . For both algorithms the initial estimate was the unwindowed Fourier estimate. Five hundred iterations were used for each algorithm, with an iteration de ned as an update of all parameters. The modi ed log-likelihood is shown in Figure 4 as a function of iterations for both of these algorithms. Based on these plots, and the results shown in Figure 3 , we see that performance of these algorithms is very similar. However, the computations performed per iteration are substantially di erent for these two approaches and the actual times required to accomplish an iteration can be di erent. For the EM-based algorithm the inverse of the covariance matrix is updated only once per iteration, with a complexity on the order of P 3 . The update of each parameter then requires a matrixvector multiply and the evaluation of a quadratic form, each with a complexity of order P 2 . The computational burden per iteration, then, is roughly em P 3 + em NP 2 oating-point operations (FLOPS) as reported in 6] 5 . For the SAGE-based algorithm the covariance matrix and its inverse are updated with each parameter (N times per iteration). These updates require matrix-vector multiplies along with the evaluation of outer products and quadratic forms, all with a complexity of order P 2 . Therefore, the complexity per iteration is roughly sage NP 2 FLOPS. The di erence in computation time per iteration for these algorithms, then, is dependent upon the relative values of P and N, along with the leading constants. For the simulation presented here, our computation time per iteration for the SAGE-based algorithm was approximately 3 times that for the EM-based algorithm. For other applications and implementations, the time required for each iteration will depend on the number of parameters N, the number of measurements P , and the computational mechanism that is used.
The convergence rate of an EM-or SAGE-based algorithm is governed by the Fisher information about the unknown parameters that is carried by the conditional density of the complete data given the observations 11, 12] . Complete data that are highly-informative tend to induce slow convergence; the convergence rate is improved as the data become less informative. As is shown below, the conditional Fisher information at the nth subiteration of the SAGE-based algorithm is roughly 1= 2 n when the hidden are data chosen as ff kn g. Less-informative hidden data are possible, and in the remainder of this section their use is shown to induce algorithms with greatly enhanced convergence properties.
For any n 2 f1; 2; : : :; Ng we can view the P 1 measurement vectors as r k = f nk h n + z nk ;
(27) 5 In 6] the complexity was reported as P 
When applying the SAGE procedure for the sequential update of n , one could then select the hidden data as f nk summed with all or part of the \noise"z nk . This can be accomplished by selecting some 2 0; 1] and postulating the data: y nk = f nk +z (1) nk +z (2) nk ;
(32) wherez (1) nk andz (2) nk are statistically independent with variance 2 n and (1? ) 2 n , respectively. The hidden data for the update of n are then selected as fx nk ;z (2) nk g K k=1 , where
The derivation of the SAGE procedure with the hidden data chosen in this manner is presented in the Appendix. The resulting algorithm is shown in Table 3 . Notice that when = 0, none of the \noise" is associated with the hidden data and the iterations for the update of n take the form: As is increased, the hidden data contain more \noise" and should become less informative. We now quantify this relationship and provide insight into the enhanced convergence rates that are (46) where nsr = 2 n = n is a noise-to-signal ratio for the nth parameter. This noise-to-signal ratio quanti es the contribution of the nth parameter to the su cient statistic for its estimation, relative to the combined contributions of all other parameters and the measurement noise.
To gain insight into the dependence of the conditional information on , we can replace jy nk j 2 by its expected value n + 2 n and consider the expected Fisher information: 
which, for large nsr, is approximately equal to 1= 2 n . The normalized 6 expected-information is plotted in Figure 5 for various noise-to-signal ratios. Because the information decreases as increases, one would expect faster convergence for larger ; however, for parameters with a large noise-to-signal ratio most of the improvement in convergence rate will occur as is moved away from 0 with only marginal improvements as is increased near 1. This situation is particularly important, because for many problems the nsr will be much greater than one for all parameters. By selecting = 1 we can associate all of the noisez nk with the hidden data for the update of n . This choice for results in the least-informative hidden data, and we should expect the resulting algorithm to have the most rapid convergence rate 7 . Because this choice for the hidden data is simply the observed su cient statistic y nk , the SAGE-procedure, when applied with these hidden data, is equivalent to cyclic coordinate ascent 17, 21] .
We now return to the example presented earlier, and demonstrate the accelerated convergence properties of the SAGE procedure as increases toward one. The results of applying 100 iterations of both the EM-and SAGE-based algorithms are shown in Figure 6 . The SAGE-based algorithm was used with 3 di erent values for : 0; 0:5, and 1. For all algorithms the initial estimate was again the unwindowed Fourier estimate.
An examination of Figure 7 reveals that convergence of the likelihood for the SAGE-based algorithms can occur for signi cantly fewer iterations than for the EM-based algorithm 8 . It is also interesting to note that the likelihood convergence is more rapid for = 0:5 than for = 1:0; however, an examination of the parameter estimates after 100 iterations in Figure 6 shows better convergence of the estimates for = 1. To further point out the enhanced convergence, the SAGEbased estimates after only 10 and 20 iterations are shown in Figure 8 with = 1.
The numerical estimates obtained in this section allow one to clearly see the \noise artifact" due to the ill-posed nature of this problem. In the next section this problem is addressed with the method of penalized maximum-likelihood (PML), and the use of the SAGE procedure for numerically computing the PML parameter estimates is discussed.
Penalized Maximum-Likelihood Estimation
When using the PML method the modi ed log-likelihood L is augmented with a penalty function to create the new objective function:
where penalizes unwanted characteristics of the parameter (or rewards desirable ones), and is a user-de ned parameter that controls the in uence of the penalty on the estimation procedure. Whereas various penalties have been proposed for a variety of problems and their relative merits discussed, no penalty function is optimal for all problems and one's choice for the penalty should be in uenced heavily by auxiliary and a priori information about the unknown parameter. Although the penalty function used for the demonstration in this section does appear to improve the noise characteristics of the parameter estimates without introducing signi cant bias, the goal in this section is not to argue the relative merits of various penalty functions, but rather to show the ease with which the SAGE procedure can be used to accommodate the inclusion of a penalty term. The SAGE-based algorithm for the numerical computation of PML estimates is shown in Table 4, and its derivation is provided in the Appendix. From Eq. (56) we see that the update of each parameter requires the maximization of a function that is dependent upon the penalty. This optimization is, however, performed over only one variable and, depending upon the nature of the One should keep in mind, however, that the computation time per iteration can be di erent for the two methods. For the results presented here, the time required for an iteration of the SAGE-based algorithms is approximately three times that required for the EM-based algorithm. (60) and w nm = 1 was used for illustration. Whereas this penalty may not be optimal for this problem, the parameter estimates shown in Figure 9 for various values of do indicate that this penalty can be used to lessen the noise artifact while introducing only a modest amount of estimation bias. The penalized likelihood for these estimators is plotted in Figure 10 as a function of iteration number and again shows rapid convergence. Further investigation into the choice of good penalties for this and related problems is needed.
Summary
By using the SAGE procedure, new methods have been derived for the numerical computation of maximum-likelihood (ML) and penalized maximum-likelihood (PML) estimates of covariance matrices with linear structure. Through the use of a numerical example, a SAGE-based algorithm for ML estimation was shown to converge in likelihood signi cantly faster than the EM-based algorithm, and the SAGE procedure was also shown to easily accommodate the inclusion of a penalty term for PML estimation.
Whereas the monotonicity property of the SAGE procedure guarantees convergence of the likelihood for all problems in which the likelihood is bounded above, convergence of the estimates for the ML or PML algorithms has not been proven and remains an area of active research. Convexity of the likelihood and penalized likelihood remains an open issue; a discussion of the di culties encountered when attempting to prove global convergence for the ML problem can be found in 2]. 
Therefore, the conditional distribution of r k given y nk is not a function of n , and y nk forms a su cient statistic for the estimation of n . When applying the SAGE procedure for the sequential update of n , we then select the hidden data as f nk summed with all or part of the \noise"z nk . This is accomplished by selecting some 2 0; 1] and postulating the data: y nk = f nk +z (1) nk +z (2) nk ;
(67) wherez (1) nk andz (2) nk are statistically independent with variance 2 n and (1? ) 2 n , respectively. The hidden data for the update of n are then selected as fx nk ;z (2) nk g K k=1 , where
x nk = f nk +z (1) nk :
(68)
E-step
Because the distribution ofz (2) nk is independent of n and because y nk is a su cient statistic for the estimation of n , the E-step of the SAGE procedure for the update of n requires the determination of the following conditional expectation: 
The conditional expectation needed for the evaluation of q n is derived in a straight-forward manner by applying the properties of complex Gaussian random vectors 19, pp. 507-509].
M-step
For the M-step of the SAGE procedure, we update the parameter n according to 
where j n=a denotes the parameter vector with its nth component replaced by the optimization variable a.
