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Diese Arbeit befasst sich mit der Konzeption eines Gestaltungskonzeptes für die Vi-
sualisierung komplexer zusammenhängender Datenmengen, wie sie durch Graphen
repräsentiert werden können. Als Ausgabemedium wird dazu das immersive VR-
System CAVE genutzt, welches es dem Betrachter ermöglicht, die Daten stereosko-
pisch und damit räumlich zu betrachten. Zur Entwicklung eines Gestaltkonzeptes für
Graphen werden sowohl Besonderheiten der Raumwahrnehmung in VR-Systemen
als auch Anforderungen und Aufgaben auf Graphen beleuchtet. Zusätzlich entstand
ein Modell zur Klassifizierung von Graphenanwendungen sowie ein innovatives Kon-
zept zur Darstellung von großen zweidimensionalen Graphen in einer CAVE. Als Re-
sultat werden grundlegende Gestaltungskriterien angeboten, die es ermöglichen sol-
len, eine intuitive und effektive Visualisierung von Graphen zu realisieren.
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1. Einleitung
Die Handhabung und Verarbeitung komplexer Datenmengen stellt eine große Heraus-
forderung dar, gerade wenn diese Mengen sehr groß sind und verschiedensten Nut-
zern mit unterschiedlichen Ansprüchen zugänglich gemacht werden sollen. Es gibt
viele Arten diese Daten aufzubereiten, ob komplizierte Graphen, simple Punktmen-
gen oder Tag Clouds. Durch neue Technologien stehen für deren Handhabung nicht
nur die dritte Dimension, sondern auch eine komplette virtuelle Realität zur Verfü-
gung. Hierzu entwickelte Mühlhause grundlegende Gestaltungskriterien im Umgang
mit dem neuen Medium CAVE [Müh08], welche im Rahmen dieser Arbeit für die Vi-
sualisierung abstrakter, zusammenhängender Daten erweitert werden sollen.
Graphen in jeglicher Form begegnen uns häufig, da sie eine gute Art der Repräsen-
tation von Abhängigkeiten und Zusammenhängen darstellen. Aus diesem Grund sind
sie aus der Informationsvisualisierung nicht mehr weg zu denken und damit ein Ge-
biet, das die Aufmerksamkeit der Forschung erlangt hat.
Die Visualisierung von Informationen stellt ein großes Potential in der Kommunikation
durch Bilder dar [TS91], welches es noch besser auszuschöpfen gilt. Viele, immer
komplexer werdende Sachverhalte lassen sich nur noch schwer in textueller oder ver-
baler Form beschreiben. Ist der zur Darstellung benötigte Platzbedarf und die Anzahl
an visualisierten Objekten klein, haben wir wenig Probleme mit dem Verständnis oder
der Interpretation der Inhalte. Mit steigender Ausdehnung schwindet jedoch die Über-
sichtlichkeit. Die Folge sind Konfusion oder Orientierungslosigkeit. Durch die Nutzung
neuer Technologien unter Einbeziehung psychologischer Erkenntnisse lässt sich der
Umgang mit solch ausgedehnten Strukturen vereinfachen und ihr Nutzen steigern.
Howard Rheingold, ein Vordenker der virtuellen Realitäten, gab 1991 folgende Pro-
gnose:
If the ten-year rule of thumb holds true, personal computer enthusiasts
by the millions a decade from now will be interacting directly with virtual
worlds through their desktop reality engines. [Rhe92, Seite 87]
Entsprechend dieser Einschätzung ist eine Entwicklung hin zu immer realistischeren
und den Betrachter fesselnden Darstellungen klar zu erkennen. Fast jeder kann heu-
te stereoskopisch präsentierte Bildwelten im Kino oder zu Hause erleben. Ein Nutzen
dieser Techniken für andere Bereiche der Informationstechnologie scheint nahelie-
gend und die Erschließung neuer Einsatzbereiche könnte eine Brücke von abstrakten
zu natürlicheren und realistischeren Darstellungskonzepten bilden.
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1.1. Zielstellung
Im Einzelnen sollen die bisherigen Darstellungsweisen und Einsatzgebiete von Gra-
phen betrachtet werden, um daraus Rückschlüsse auf wichtige Arbeitskriterien sowie
gängige Gestaltungsweisen in diesem Bereich zu ziehen. Des Weiteren ist eine Ana-
lyse über perspektivische und räumliche Abhängigkeiten von Informationen durchzu-
führen, welche zur Entwicklung eines Konzepts zur Gestaltung und Anordnung kom-
plexer Datenstrukturen in einer Cave Automatic Virtual Environment (CAVE) genutzt
werden. Diese sollen analysiert und gegebenenfalls angepasst werden, was zu einer
Festlegung von Gestaltungskriterien befähigen soll. Dabei wird jedoch keine Betrach-
tung von Navigationsmechanismen vorgenommen.
1.2. Gliederung
Im zweiten Kapitel soll der Leser zunächst mit den für diese Arbeit notwendigen
Sachverhalten, Grundlagen sowie fachlichen Ausdrücken vertraut gemacht werden.
Es beinhaltet ausgewählte und relevante Grundlagen zur Graphentheorie, Wahrneh-
mungspsychologie, Computergrafik sowie eine Medienevaluation des Ausgabemedi-
ums CAVE. Daran schließt sich ein Überblick über verschiedene, bereits existieren-
de Darstellungsarten für dreidimensionale Informationsvisualisierung an. In Kapitel 4
wird ein Gestaltungskonzept entwickelt, welches in Kapitel 5 in einer beispielhaften
Umsetzung beschrieben wird. Abschließend werden die entwickelten Konzepte auf
ihre Tauglichkeit hin überprüft und an entsprechender Stelle konkretisiert und ange-
passt.
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2. Grundlagen und Begrie
Die vorliegende Arbeit befasst sich vorrangig mit Darstellungsweisen für computer-
gestützte Bilder, welche für eine dreidimensionale, stereoskopische Darstellung ge-
nutzt werden. Die Bilder sollen dem Nutzer dabei über das Ausgabemedium CAVE
präsentiert und besser zugänglich gemacht werden. Dazu werden in diesem Kapitel
relevante Begrifflichkeiten und Sachverhalte zusammengefasst.
2.1. Informationsvisualisierung
Die Visualisierung von numerischen Daten, also die Abbildung von n-dimensionalen
numerischen Datensätzen, ist ein sehr aktives Forschungsgebiet, welches als Wis-
senschaftliche Visualisierung bezeichnet wird. Die Abbildung von komplexen nichtnu-
merischen Daten, wie Netzwerkstrukturen oder anderen abstrakten Daten, ist hinge-
gen immer noch ein eher junges Feld [RG93; Pol06]. Es wird als Informationsvisuali-
sierung bezeichnet und soll ein Werkzeug darstellen, welches es ermöglicht, die dar-
gestellten Inhalte zu erforschen und deren Bedeutung zu entdecken [Che05]. Diese
darzustellenden Daten können in zwei Kategorien unterteilt werden. Bestehen inhä-
rente Beziehungen zwischen den abzubildenden Elementen, spricht man von struk-
turierten Daten. Ist dies nicht der Fall, gelten die Daten als unstrukturiert. Das Ziel der
Informationsvisualisierung für strukturierte Daten ist es, die Beziehungen sichtbar zu
machen, während es für unstrukturierte Daten gilt, den Betrachter bei der Entdeckung
solcher Zusammenhänge zu unterstützen [CMS01].
Im Gegensatz zu vielen Datensätzen der wissenschaftlichen Visualisierung ist der In-
formationsraum der Informationsvisualisierung ein abstraktes Gebilde, für den eine
Projektion in den euklidischen Raum oftmals sehr schwierig ist. Bis heute existiert
kein allgemeines mathematisches Modell oder Paradigma zur Überführung von Infor-
mationen in den dreidimensionalen Unterraum. Zudem ist die Definition von mathe-
matischen Bedingungen zur Quantifizierung von Ähnlichkeit für Objekte des Informa-
tionsraumes ein stark diskutiertes Problem [GSF97].
Klassisch lassen sich zwei grundlegende Typen für die Beschreibung von Informa-
tionen und deren Zusammenhängen unterscheiden [TL01]. Der erste Typ wird als
symbolisch bezeichnet. Dabei werden Symbole, meistens Zeichenreihen, verwendet.
Eine der bekanntesten Vertreter ist die Pfad- und Dateibeschreibung des Microsoft
Disk Operating System (MS-DOS). Dabei wird jeder Datei ein Name gegeben, deren
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Funktion durch die Dateierweiterung näher beschrieben wird. Die Position in der Hier-
archie des Dateisystems ist durch die Hintereinanderreihung der einzelnen Ebenen,
verbunden durch ein Trennzeichen, genau bestimmt. Der zweite Typ ist die bildliche
Darstellung, welche als schematisch bezeichnet wird und dem Betrachter durch die
Nutzung von visuellen Ausdrucksformen Strukturen übermittelt. Dabei bilden die sym-
bolischen Beschreibungen oft die Grundlage, aus denen schematische Darstellungen
entwickelt werden, da schematische Bilder für den Menschen meist besser lesbar sind
[Kos06].
Dennoch verlangen viele Darstellungen dem Betrachter das Erlernen und Beachten
bestimmter Konventionen ab, da die Verbildlichung so abstrakt ist, dass sie nur wenig
Ähnlichkeit mit dem realen Sachverhalt aufweist, den sie beschreibt [TL01]. Damit die
Informationsvisualisierung als Transportmittel für abstrakte Daten dienen kann, benö-
tigt die Visualisierung und der Nutzer eine gemeinsame Basis. Generell lassen sich
zwei Arten von Vorwissen identifizieren. Dies sind zum einen Kenntnisse über den
Umgang mit dem Werkzeug, im hier betrachteten Fall ist dies ein Informationsvisua-
lisierungssystem, zum anderen das entsprechende Fachwissen, um den Inhalt auch
korrekt interpretieren zu können [Che05]. Aus diesem Grund sollten immer auch Be-
trachtungen bezüglich des Umfanges an gemeinsamen Vorwissen in die Gestaltung
solcher Darstellungen mit einfließen.
Ein weiterer wichtiger Punkt in der Aufbereitung von Daten ist sicherlich auch deren
Ästhetik. Jedoch ist es nicht in erster Linie die Aufgabe der Informationsvisualisierung
hübsche Bilder zu erzeugen, sondern den Einblick in Daten zu ermöglichen oder zu
vereinfachen [Kos06]. Doch was macht ein Bild schön und wie könnte man diese
Erkenntnisse über die Wechselwirkung zwischen Daten und Ästhetik zur Erzeugung
ansprechenderer und zugleich aufschlussreicherer Darstellungen nutzen? All diese
Fragen führen zum Layout - der Anordnung und Darstellung der Einzelelemente. Da-
bei muss festgestellt werden, dass ein gutes Layout zu einem großen Teil auf der Se-
mantik basiert, welche oftmals nur unzureichend formalisiert werden kann [WHF93].
Das Layout soll abstrakte Eigenschaften der Daten in wahrnehmbare Wertigkeiten
wie Position, Ausrichtung, Größe, Form, Farbe, Bewegung, räumliche Beziehungen
oder Ähnliches abbilden [WHF93].
Das nächste große Problem stellt die Abbildung von Strukturen innerhalb von ab-
strakten Daten dar. Das Bestreben, diese in der Darstellung abzubilden, wird in der
Fachliteratur als „structure-centric paradigm“ bezeichnet [Che05]. Unter Beachtung
der Strukturabhandlung lassen sich Informationsvisualisierungssysteme in zwei große
Klassen unterteilen. Der ersten Klasse liegt eine integrierte Strukturerkennung zu
Grunde, der zweiten fehlt dieser Automatismus. Dabei ist die Identifizierung von Struk-
turen nur durch vorgegebenes Wissen, das Eingreifen des Nutzers oder eine explizi-
te Verankerung solcher Strukturen im Datenmodell selbst1 realisierbar [Che05]. Zur
Überführung in eine bildliche Darstellung ist eine Metapher notwendig, welche eine
1XML-Strukturen sind zum Beispiel immer hierarchisch
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Beziehung der Ähnlichkeit nutzt, um einen abstrakten Sachverhalt auf ein, den Nut-
zer vertrauteres Modell oder Bild zu übertragen. MACKINLAY definierte zwei Kriterien,
um die Zuordnung von Daten auf eine visuelle Metapher zu bewerten: Aussagekraft
und Effektivität [Mac86]. Mit Aussagekraft ist gemeint, dass die Metapher in der Lage
sein soll, alle Informationen zu visualisieren, die man darstellen will. Ist beispielsweise
die Anzahl an Darstellungsparametern (zum Beispiel alle einstelligen Zahlen) niedri-
ger als die darzustellende Anzahl an Informationen (zum Beispiel das griechische
Alphabet), so ist die Metapher im Sinne der Aussagekraft ungeeignet. Zudem muss
die Abbildung der Datenwerte eindeutig sein. Das heißt, zwei unterschiedliche Wer-
te dürfen nicht auf den selben visuellen Parameter abgebildet werden, wenn diese
noch unterscheidbar sein sollen. Das zweite Kriterium Effektivität bezieht sich darauf,
wie effektiv die Metapher als Werkzeug zur Informationsvermittlung genutzt werden
kann. Hierunter fallen ästhetische Kriterien, Fragen nach der Wirksamkeit oder visuel-
len Aussagekraft bis hin zu Betrachtungen der Optimierung (beispielsweise wie viele
Polygone nötig sind).
Unter Beachtung von Gesichtspunkten der Gebrauchstauglichkeit für die Mensch-Ma-
schine-Kommunikation legte SHNEIDERMANN sieben Nutzerbedürfnisse fest, welche
ein Informationsvisualisierungssystem unterstützen sollte [Shn96]:
Übersicht über die gesamte Ansammlung an präsentierten Daten. Dies ist gerade
bei der Darstellung ausgedehnter Mengen ein Problem.
Zoomen auf Elemente von besonderem Interesse. Beim Zoomen ist es wichtig, den
globalen Kontext nicht zu verlieren. Dabei können Methoden der Abstraktion
von Ebenen genutzt werden.
Filterung von Elementen, welche nicht von derzeitigem Interesse sind. Es bleibt zu
beachten, dass dabei immer der globale Kontext gestört wird. Zu überlegen
wäre eine Abstraktion der ausgefilterten Daten.
Details auf Anfrage bereitstellen. Durch das Wählen eines Elementes oder einer
Gruppe erhält man Detailinformationen, wenn man sie benötigt.
Zuordnungen oder Beziehungen zwischen Elementen müssen erkennbar sein.
Verlauf von Nutzereingaben sollte gespeichert werden, um Funktionen wie „rückgän-
gig“, „wiederholen“ oder Ähnliches zur Verfügung stellen zu können.
Extrahieren von Untergruppen aus den Datenmengen.
Nicht alle diese Bedürfnisse lassen sich durch die richtige visuelle Repräsentation
befriedigen. Viele sind nur durch die Funktionalitäten des Systems zu gewährleisten
und werden im Zuge dieser Arbeit damit weitgehend außen vor gelassen. TAVANTI
und LIND haben hieraus drei Typen für Darstellungen in Informationsvisualisierungs-
systemen identifiziert [TL01]: Detailbildmethoden, welche durchgehend detailreiche
6 2.2. Graphentheorie
Anzeigen liefern; Wechselbildmethoden, die dem Nutzer unterschiedlich stark abstra-
hierte Sichten bereitstellen und Möglichkeiten anbieten, zwischen diesen zu wech-
seln; und abschließend die Mehrfachbildmethoden, bei denen mehrere Bilder gleich-
zeitig in verschiedenen Fenstern oder Bildschirmen dargestellt werden.
2.2. Graphentheorie
A graph is a visual diplay that illustrates one or more relationships among
numbers. It is a shorthand means of presenting information that would
take many more words and numbers to describe. [Kos06, Seite 5]
Die Basis dieser Arbeit sind Graphen. Diese stammen ursprünglich aus der Mathe-
matik und sind bestimmten Begrifflichkeiten und Definitionen unterworfen. Diese sind
für weitere Beschreibungen notwendig und werden hier kurz zusammengefasst. Da-
bei orientiert sich dieser Abschnitt an den gängigen deutschen Namenskonventionen
in der Graphentheorie und basiert auf der Zusammenfassung des Buches von DIE-
STEL. Es werden einige Notationen und Begrifflichkeiten der Mengenlehre vorausge-
setzt. Eine ausführliche Abhandlung der Materie findet sich in DIESTELs Buch zur
Graphentheorie [Die00].
2.2.1. Allgemeine Denitionen
Ein Graph ist ein Paar G = (V,E) disjunkter Mengen mit E ⊆ [V ]2. Die Elemente
von E sind somit zweielementige Teilmengen von V . Die Elemente von V 2 werden
als Ecken oder Knoten des Graphen G bezeichnet, die Elemente von E 3 als Kanten.
Bildlich lassen sich Graphen darstellen, in dem man seine Knoten als Punkte abbildet
und jeweils zwei dieser Punkte durch eine Linie verbindet, wenn die entsprechenden
Knoten zusammen eine Kante bilden. Ein Graph wird gemäß der Menge V , also der
Anzahl Knoten, als endlich beziehungsweise unendlich bezeichnet.
Abbildung 2.1. – Graph auf V = {A, . . . , G} mit der Kantenmenge
E = {{A,D} , {B,C} , {B,E} , {C,E} , {E,F}}
2nach dem englischen Wort „vertex“ für Ecke
3nach dem englischen Wort „edge“ für Kante
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Ein Knoten v heißt mit einer Kante e inzident, wenn v ∈ e gilt. Zwei Kanten e und f ,
wobei e 6= f gilt, werden als adjazent oder benachbart in G bezeichnet, falls sie einen
gemeinsamen Knoten besitzen. Zwei Knoten v und w sind benachbart, wenn vw ∈
E(G). Sind jeweils zwei Knoten von G benachbart, heißt G vollständig. Paarweise
nicht benachbarte Kanten werden als unabhängig bezeichnet. Ein Graph ist gewichtet
oder bewertet, wenn die Kantenmenge E mit zusätzlichen Werten näher bestimmt
wird. Die Bewertung wird mit Hilfe einer Bewertungsmatrix B ∈ Rm×m mit m = |V |
beschrieben.
Wenn V ′ ⊆ V und E′ ⊆ E so ist G′ ein Teilgraph von G und G ein Obergraph von G′
- G′ ⊆ G geschrieben.
Als gerichteten Graphen bezeichnet man ein Paar disjunkter Mengen aus Knoten und
Kanten (V,E), die zusätzlich durch zwei Funktionen init : E → V und ter : E → V
näher bestimmt sind. Diese weisen jeder Kante e einen Anfangsknoten init(e), einen
Endknoten ter(e) und damit eine Richtung zu (siehe Abbildung 2.3 a). Die Kante e
heißt dann von init(e) nach ter(e) gerichtet. Ein gerichteter Graph kann zwischen
zwei Knoten durchaus mehrere gerichtete Kanten haben, welche Mehrfachkanten
genannt werden. Graphen mit Mehrfachkanten werden als Multigraphen bezeichnet.
Haben zwei dieser Mehrfachkanten sogar die selbe Richtung, so sind sie parallel.
Ist init(e) = ter(e), also Anfangsknoten und Endknoten gleich, so ist e eine Schlin-
ge beziehungsweise ein Eigenzyklus. Ein gerichteter Graph D ist eine Orientierung
eines ungerichteten Graphen G, wenn V (D) = V (G) und E(D) = E(G) sowie
{init(e), ter(e)} = {v, w} für jede Kante e = vw. Eine Orientierung entsteht also
aus der nachträglichen Richtung eines ungerichteten Graphen, entweder von v nach
w oder umgekehrt, jedoch nie beides. Orientierte Graphen sind demnach Konstrukte
ohne Mehrfachkanten oder Schlingen.
2.2.2. Grad eines Knotens
Sei G = (V,E) ein nicht leerer Graph, so bezeichnet man die Menge der Nachbarn
eines Knotens v mit NG(v) oder kurz N(v). Der Grad oder die Valenz d(v) dieses
Knotens v ist die Anzahl |E(v)| der mit v inzidenten Kanten und damit die Anzahl an
Nachbarn. Ein Knoten vom Grad 0 heißt isoliert.
Die Zahl δ(G) := min {d(v)|v ∈ V } heißt Minimalgrad und ∆(G) := max {d(v)|v ∈ V }
Maximalgrad von G. Hat jeder Knoten von G den selben Grad k, so nennt man G re-




d(v)/ |V | (2.1)
bezeichnet man als den Durchschnittsgrad vonG, für den trivialerweise δ(G) ≤ d(G) ≤
∆(G) gilt. Dieser drückt somit die ungefähre Anzahl der Kanten pro Knoten aus.
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2.2.3. Pfade
Ein Weg oder Pfad P ist ebenfalls ein nicht leerer Graph P = (V,E) der Form
V = {x0, x1, . . . , xk}, E = {x0x1, x1x2, . . . , xk−1xk}, wobei die xi paarweise verschie-
den sind (siehe Abbildung 2.2). Die beiden Knoten x0 und xk sind die Endknoten des
Pfades, die durch die inneren Knoten x1, . . . , xk−1 von P verbunden sind. Die Anzahl
an Kanten eines Pfades bestimmen seine Länge k. Der Pfad der Länge k wird als P k
geschrieben. Zwei oder mehr Pfade heißen kreuzungsfrei, wenn keiner dieser We-
ge einen inneren Knoten eines anderen enthält. Ein Pfad kann als einfache Abfolge
seiner Knoten beschrieben werden (zum Beispiel P = x0x1 . . . xk).
Abbildung 2.2. – Graph G und ein Pfad P des Graphen
Ist P = x0 . . . xk−1 ein Pfad, so ist der Graph C := P + xk−1x0 ein Kreis. Auch Kreise
können durch die zyklische Abfolge ihrer Kanten beschrieben werden (zum Beispiel
P = x0x1 . . . xk−1x0). Ein Kreis der Länge k wird Ck geschrieben. Die Länge des
kürzesten Kreises eines Graphen G ist die Taillenweite g(G), die Länge des längsten
Kreises ist der Umfang. Enthält G keinen Kreis, so ist die Taillenweite ∞ und der
Umfang 0. Ist der Graph gerichtet und enthält einen Kreis, so wird er als zyklisch be-
zeichnet (siehe Abbildung 2.3 b). Ein Graph wird zusammenhängend genannt, wenn
für je zwei Knoten v, w ein Weg existiert. Ist P ein Teilgraph von G, der durch jeden
Knoten von G läuft, wird dieser als Gerüst bezeichnet.
Abbildung 2.3. – Azyklischer und zyklischer gerichteter Graph
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2.2.4. Bäume
Ein Graph, der keinen Kreis enthält, ist ein Wald. Ein zusammenhängender Wald ist
ein Baum. Ein Wald ist somit ein Graph, dessen Komponenten Bäume sind. Die Kno-
ten vom Grad 1 eines Baumes werden als Blätter bezeichnet. Existieren nur Knoten
vom Grad 1 oder 2, so gilt der Baum als Binärbaum. Wenn ein Baum T ⊆ G alle Kno-
ten des Graphen enthält und damit V (T ) = V (G) gilt, ist er das Gerüst eines Graphen
und wird als Spannbaum bezeichnet. Es bleibt festzuhalten, dass jeder zusammen-
hängende Graph einen solchen Spannbaum besitzt.
Oftmals wird ein spezieller Knoten eines Baumes besonders ausgezeichnet und als
sogenannte Wurzel r 4 definiert. Einen mit einer Wurzel versehenen Baum nennt man
auch Wurzelbaum. Die Festlegung einer Wurzel definiert eine Ordnungsrelation auf
den Kanten V (T ). Das bedeutet, man kann nun v ≤ w schreiben, wenn v ∈ rTw, der
zu T gehörenden Baumordnung, gilt. Aus dieser Definition folgt, dass r das kleinste
Element dieser Ordnung ist und jedes Blatt v ein maximales Element. Ein Pfad von v
nach w, wobei v ≤ w gilt, wird als Kette bezeichnet.
2.3. Graphenlayout
Wie nützlich Graphendarstellungen wirklich sind, ist in starkem Maße von ihrer räum-
lichen Anordnung, dem Layout, abhängig [Mis+95]. Eine klar strukturierte Anordnung
der Knoten und deren Kanten fördert die Lesbarkeit und damit die Verständlich-
keit gegenüber unorganisierten oder chaotischen Repräsentationen (siehe Abbildung
2.4).
Es existieren viele Möglichkeiten und Algorithmen zur automatischen Anordnung von
Graphen. Alle beruhen auf zugrunde liegenden mathematischen Eigenschaften oder
Regeln, nach denen die einzelnen Elemente angeordnet werden. Eine Vielzahl von
Algorithmen berechnen die Verteilung der Knoten durch die Simulation von physika-
lischen Kräften. Dabei werden die einzelnen Kanten als Federn angesehen und die
Knoten mit einer Art magnetischen Abstoßung versehen. Dies verleiht jedem Knoten
das Bestreben, ein Gleichgewicht zwischen minimaler Länge der Kante und maxima-
lem Abstand zu allen umliegenden Knoten zu erreichen. Die resultierenden Darstel-
lungen werden oft aufgrund ihres evolutionären, selbst entwickelten Charakters als
organisch bezeichnet (siehe Abbildung 2.4 b) [GSF97]. Fortlaufend befasst sich die
Wissenschaft mit neuen Ideen und Algorithmen, um Graphenlayouts für spezielle An-
wendungsfälle zu optimieren oder bestehende Techniken in ihrer Leistungsfähigkeit
zu steigern [Kos06; GFC04]. Einen umfangreichen Überblick über grundlegende Lay-
outalgorithmen geben HERMAN et al. [Her+00] sowie BATTISTA et al. [Di +98] in ihren
Zusammenfassungen.
4nach dem englischen Wort „root“ für Wurzel
10 2.4. Wahrnehmung und psychologische Grundlagen
Zusätzlich fließen ästhetische Eigenschaften in das Layout mit ein. Dies kann eine
einheitliche Länge aller Kanten sein, aber auch Kriterien über einen geradlinigen
Verlauf von Kanten, die gleichmäßige räumliche Verteilung aller Knoten oder, dass
gleichbedeutende Teile eines Graphen in der selben Weise oder in festen Rastern
dargestellt werden. Als Beispiel wird in Abbildung 2.4 c) eine hierarchische Darstel-
lung gezeigt. Für weitere Beispiele solcher Bedingungen sei hier auf das Buch von
BATTISTA et al. [Di +98] verwiesen.
PURCHASE zeigte in ihren empirischen Untersuchungen, dass die Eigenschaft der
Planarität den größten Einfluss auf das Verständnis von Graphen hat [Pur97]. Un-
ter Planarität versteht man, dass die Überschneidung von Kanten vermieden wird
[Her+00]. Andere Eigenschaften wie Symmetrie oder das Vermeiden von geboge-
nen oder geschwungenen Kanten haben nur wenig Einfluss. Grundsätzlich ist fest-
zustellen, dass die Lesbarkeit eines Graphen mit steigender Anzahl an Kanten sinkt
[GFC04].
a) b) c)
Abbildung 2.4. – Graphenlayouts - zufällig (a), organisch (b), hierar-
chisch (c)
2.4. Wahrnehmung und psychologische Grundlagen
Das Verständnis um die menschliche Wahrnehmung ist ein essentieller Teil dieser Ar-
beit, da der Mensch im Zentrum der Fragestellung steht. Um Überlegungen zur rich-
tigen Präsentation von Informationen anstellen zu können, wird grundlegendes Ver-
ständnis über die Aufnahme und Verarbeitung von Sinneseindrücken benötigt. Dieses
Kapitel soll hierzu einen Überblick geben.
2.4.1. Das menschliche Sehen
Um die im weiteren Verlauf dieser Arbeit auftretenden Effekte erklären und verstehen
zu können, soll im Folgenden kurz umrissen werden, wie der Mensch visuelle Reize
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wahrnimmt.
Der Seheindruck eines Objektes entsteht durch einen aufwendigen Prozess, der mit
dem Hinblicken zum Objekt beginnt [Loo+96]. Das von diesem reflektierte Licht fällt
in das Auge und wird dort durch die Hornhaut und die Augenlinse auf die Netzhaut,
einer Schicht lichtempfindlicher Neuronen, fokussiert. Diese wandelt das einfallende
Licht in elektrische Aktivität des Nervensystems um. Die Fokussierung entsteht im
Gegensatz zu einer Kamera, bei der sich eine Linse vor und zurück bewegt, durch
eine Veränderung der Linsenform. Das menschliche Auge kann durch die um die Au-
genlinse angeordneten Muskeln die Krümmung und damit die Brechkraft der Linse
verändern. Dieser Vorgang wird Akkomodation genannt. Bei einer Fokussierung ent-
steht nur im Brennpunkt eine scharfe Abbildung. Dieser Brennpunkt fällt im Auge auf
eine Vertiefung in der Netzhaut - die Seh- oder Netzhautgrube, welche sich genau in
der Blicklinie befindet (siehe Abbildung 2.5) [Hof02].
Da das menschliche Auge nur kleine Ausschnitte scharf abbilden kann, muss der voll-
ständige scharfe Seheindruck unserer Umgebung konstruiert werden. Dies geschieht
durch eine Abfolge von Augenbewegungen, die Sakkaden genannt werden. Diese
richten das Auge zum nächsten Betrachtungspunkt aus, um dort einen neuen schar-
fen Ausschnitt zu erzeugen. Abschnitte, in denen sich das Auge nicht bewegt, werden
als Fixationen bezeichnet. Dabei verharrt man im Durchschnitt zwei bis drei mal pro
Sekunde auf einem Fixationspunkt. Aus diesen Wahrnehmungseindrücken wird ein
Gesamtbild unserer Umgebung konstruiert [Gol97].
Abbildung 2.5. – Der Augapfel (Bulbus oculi)
2.4.2. Raumwahrnehmung
Nicht jeder Mensch sieht alles. Er kann nur einen kleinen Ausschnitt des überreichen
Informationsangebotes seiner Umgebung aufnehmen und verarbeiten. Dennoch sind
wir in der Lage, die relative Position von Objekten im Raum, deren Entfernung und
deren Bewegungen mit erstaunlicher Genauigkeit abzuschätzen. Die Erforschung der
psychologischen und kognitiven Prozesse, die uns dies ermöglichen, beschäftigt die
Wissenschaft seit Jahrhunderten [Gol97]. Für das Verständnis dieser Arbeit soll die-
ses weiträumige Forschungsgebiet auf die Mechanismen beschränkt werden, welche
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zur Wahrnehmung von räumlicher Tiefe führen. Die Forschung hat bereits eine Viel-
zahl von Informationsquellen identifiziert. In welcher Weise diese jedoch zu einem
Gesamteindruck zusammenwirken ist bislang nur in Ansätzen erklärt. Viele dieser
Mechanismen scheinen redundante Informationen zu liefern, was zur Kompensation
oder zur Verfeinerung des räumlichen Eindrucks führen soll [HS04]. Diese Effekte
sind nicht nur für die reale Welt entscheidend. Sie können auch in die virtuelle Welt
übertragen werden. Zumeist basiert die Virtual Reality (VR) heutzutage auf der Ver-
mittlung von visuellen Informationen [Hof02].
Diese Arbeit erhebt nicht den Anspruch einer vollständigen Abhandlung aller wahr-
nehmungspsychologischer Phänomene, es wird lediglich auf die benötigten Grundla-
gen eingegangen. Für ein ausführliches Studium sei hier auf das Werk von B. GOLD-
STEIN [Gol97] verwiesen.
Da die Größe eines den Betrachter umschließenden Raumes nicht direkt wahrgenom-
men werden kann, muss sie aus der Wahrnehmung verschiedener Blickrichtungen
abgeleitet werden. Insbesondere werden dazu die wahrgenommene absolute Entfer-
nung vom Betrachter - auch egozentrische Entfernung genannt - sowie die wahrge-
nommene relative Entfernung verschiedener Objekte des Raumes in Blickrichtung zu-
einander - auch radiale exozentrische Entfernung genannt - genutzt. Noch nicht voll-
ständig bewiesen ist, ob oder inwieweit die exozentrischen Tiefen zur Wahrnehmung
der absoluten Entfernung beitragen [Hof02]. Die Orientierung und Form eines Objek-
tes kann aus der Wahrnehmung von Richtung, Größe und relativer beziehungsweise
absoluter Entfernung verschiedener Teile des Objektes abgeleitet werden [Gog93].
Dabei gilt, dass die Richtungsinterpretation eines Stimulus weitgehend unabhängig
von der Entfernung ist, die wahrgenommene Größe jedoch maßgeblich durch seine
absolute Entfernung beeinflusst ist.
Im Folgenden werden die wichtigsten Informationsquellen für eine Entfernungs- be-
ziehungsweise Tiefeneinschätzung vorgestellt (vergleiche [CM04; Gol97; Hof02]).
Binokulare Disparität ist die Grundlage der Stereopsis, also des Phänomens, wel-
ches wesentlich für den subjektiven Eindruck räumlicher Tiefe in der visuel-
len Wahrnehmung verantwortlich ist. Grundvoraussetzung für stereoskopisches
Sehen ist die Kombination aus den Wahrnehmungen beider Augen. Dabei ist
der Unterschied zwischen beiden retinalen Abbildungen für die Entwicklung von
Tiefeneindrücken entscheidend. In diesem Zusammenhang wird die Distanz
zwischen dem rechten und linken Augenbild eines Punktes als horizontale Par-
allaxe bezeichnet. Die horizontale binokulare Disparität stellt Informationen über
die exozentrische Tiefe zur Verfügung, nicht aber über die absolute Entfernung
zum Betrachter. Dies funktioniert jedoch nur bei kleinen Querdisparitionen, da
sich bei größerwerdender Disparition Doppelbilder des zweiten Objektes erge-
ben. Dies lässt zwar noch Rückschlüsse auf die Tiefenreihenfolge der Objekte,
jedoch keine metrischen Tiefeninformationen mehr zu.
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Konvergenz und Akkommodation sind über verschiedene Prozesse miteinander ver-
knüpft. Beide werden als okulomotorische Informationsquellen bezeichnet. Un-
ter Konvergenz wird das gegenläufige Ein- beziehungsweise Auswärtsdrehen
der Augen verstanden, bis die Projektionen des betrachteten Raumpunktes auf
die Zentren der Sehgruben ausgerichtet sind. Der Winkelunterschied beider, auf
das mit Aufmerksamkeit belegte Objekt ausgerichteter Augen führt zur Raum-
wahrnehmung. Hiermit kann auch zwischen Fixationspunkten in unterschiedli-
cher Entfernung gewechselt werden. Konvergenz ist eine binokulare, Akkommo-
dation eine monokulare Informationsquelle. Als Akkommodation wird die Verän-
derung der Linsenkrümmung bezeichnet, bis die maximale Abbildungsschärfe
erreicht ist. Beide Mechanismen stehen in starker Wechselwirkung zueinander
und sind von der Entfernung zum Fixationspunkt abhängig, weshalb sie ein Maß
für absolute Entfernungsinformationen darstellen. Jedoch verringert sich die Ef-
fektivität der Distanzschätzung mit steigender Objektentfernung.
Bewegungsparallaxe beschreibt das Phänomen, dass sich bei der Bewegung des
Betrachters zu seiner statischen Umgebung die Retinaabbilder unterschiedlich
entfernter Objekte gegeneinander verschieben und so genauer auf Objektent-
fernungen und Form schließen lassen. Bewegt sich der Betrachter, so wird dies
als absolute Bewegungsparallaxe bezeichnet. Bewegt sich hingegen das Ob-
jekt selbst, so gilt dies als relative Bewegungsparallaxe. Aus dem Verhältnis
und der Geschwindigkeit der Verschiebung zweier Objekte zueinander kann
vom Betrachter auf deren relative Entfernungen rückgeschlossen werden. Da-
bei scheinen sich dem Betrachter näher liegende Objekte mehr zu bewegen als
entferntere. Im Gegensatz zur absoluten liefert die relative Bewegungsparallaxe
ausschließlich relative Entfernungsinformationen. Binokulares Sehen ist hierfür
nicht notwendig.
Relative Helligkeit liefert wie alle weiteren Phänomene nur Informationen über exo-
zentrische Tiefen. Wird ein Objekt von einer festen Lichtquelle in konstanter
Entfernung zum Betrachter beschienen, so verringert sich seine Helligkeit mit
zunehmender Entfernung. Genau genommen nimmt die Beleuchtung eines Ob-
jektes umgekehrt proportional zum Quadrat der Entfernung ab [Mac93]. Die
Veränderung der Helligkeit lässt damit einen Rückschluss auf die Veränderung
der Distanz zu.
Verdeckung eines Objektes durch ein anderes ist ein eindeutiges Anzeichen für de-
ren Entfernungsreihenfolge. Gegenseitige Verdeckung lässt jedoch keinen Rück-
schluss auf die Größe des Abstandes beider Objekte zueinander zu und liefert
somit ausschließlich ordinale Tiefeninformationen (siehe Abbildung 2.6 a).
Relative Gröÿe bezeichnet das sich verändernde Größenverhältnis der retinalen Pro-
jektionen zweier oder mehrerer Objekte, welche gleich oder ähnlich groß sind,
sich aber in unterschiedlicher Entfernung zum Betrachter befinden (siehe Abbil-
dung 2.6 b). Durch das Verhältnis ihrer Abbilder kann das Verhältnis der Entfer-
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nungen abgeleitet werden. Die Elemententfernungen sind jedoch ohne weiteres
Vorwissen über deren Größe oder andere parallele Zusatzinformationen nicht
eindeutig.
Relative optische Dichte beschreibt einen zur relativen Größe analogen Effekt. Hier-
bei werden jedoch nicht die Größen miteinander verglichen, sondern die Struk-
tur der Objekte oder deren vergleichbare Oberflächen. Mit zunehmender Ent-
fernung nimmt die Detailgenauigkeit der Objekte ab (siehe Abbildung 2.6 c).
Dies wird in der Literatur auch als Texturgradient bezeichnet. Dieser Effekt kann
auch auf die Umgebung eines Objektes Anwendung finden, indem der Detail-
grad der umgebenden Objekte einen Rückschluss auf Entfernung oder Größe
des betrachteten Gegenstandes zulässt.
Höhe im Gesichtsfeld wertet die Berührungspunkte verschiedener Objekte mit einer
als eben angenommenen Bodenfläche aus. Der Betrachter zieht aus der Berüh-
rungshöhe der Objekte Rückschlüsse auf deren Entfernungsreihenfolge. Dieses
Mittel ist leicht durch Größenunterschiede oder Unterschiede in der Höhenent-
fernung der Objekte zur Bodenfläche außer Kraft zu setzen.
Linearperspektive setzt sich aus verschiedenen bereits vorgestellten Phänomenen
zusammen. Dies sind vor allem die relative Größe und die Höhe im Gesichtsfeld.
Auffälligstes Merkmal ist die Verengung paralleler Linien hin zu einem Flucht-
punkt.
Atmosphärische Perspektive resultiert aus der Dichte des durchblickten optischen
Mediums. Kleine Schwebstoffe oder Ähnliches trüben mit steigender Entfer-
nung immer weiter das Objekterscheinungsbild. Dabei erscheinen Objekte im-
mer blauer oder kontrastärmer. Die ausgehenden Lichtwellen werden auf dem
Weg zum Betrachter immer weiter gestreut.
Kinetische Tiefe bezieht sich auf rotierende Objekte. Dabei lassen unablässig dre-
hende Objekte durch deren ständig auftretende Veränderungen Interpretationen
über ihre Tiefe zu.
a) b) c)
Abbildung 2.6. – Verdeckung (a), relative Größe (b) und Texturgradient
(c)
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2.4.3. Gestaltgesetze
Um gestalterische Aufgaben bearbeiten zu können, ist es wichtig, grundlegende Re-
geln der Gestaltpsychologie zu kennen, um diese gezielt in ihrer Wirkung auf den Be-
trachter einzusetzen. Die folgende Zusammenstellung von BORNSCHEIN und ILBRING
[BI06] basiert auf der Einführung von GOLDSTEIN [Gol97], auf dessen Werk hier für
das weitergehende Studium verwiesen wird.
Die Figur-Grund-Trennung ist die Grundlage für die Objekterkennung. Ein Hinter-
grund wird immer als ein ungeformtes Material gesehen und liegt hinter der
Figur. Die Figur wirkt „dinghafter“ und ist leichter im Gedächtnis zu behalten als
der Hintergrund. Die Kontur, die die Figur vom Hintergrund trennt, scheint zur
Figur zugehören (siehe Abbildung 2.7 a). Experimente haben gezeigt, dass man
dazu neigt, symmetrisch oder konvex geformte Bereiche als Figur wahrzuneh-
men.
Das Gesetz der Prägnanz ist das grundlegende Gesetz der Gestaltpsychologie, das
die Neigung des Menschen, immer eine „Gute Form“ zu erkennen, beschreibt.
So wird zum Beispiel in einem Bild keine komplizierte zweidimensionale geome-
trische Form gesehen, sondern übereinander liegende, von einander getrennte
Formen von einfacherer Struktur (siehe Abbildung 2.7 b). Es werden sogar in
bestimmten Situationen dreidimensionale Formen wahrgenommen, obwohl das
Medium keine Tiefeninformationen wiedergibt. Die weiteren Gesetze sind Spe-
zialisierungen dieses Gesetzes.
Das Gesetz der Ähnlichkeit spezifiziert den Effekt, dass ähnliche Objekte als zu-
sammengehörig erkannt und gruppiert werden. Dieses Gesetz beschreibt, dass
die Kreise zusammen mit den anderen Kreisen und die Ringe zusammen mit
den anderen Ringen gruppiert wahrgenommen werden (siehe Abbildung 2.7 c).
Eine Gruppierung kann auch durch Helligkeit, Orientierung oder den Farbton
erfolgen.
a) b) c)
Abbildung 2.7. – Figur-Grund-Trennung (a), Gesetz der Prägnanz (b)
und Gesetz der Ähnlichkeit (c)
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Das Gesetz der fortgesetzt durchgehenden Linie beschreibt, dass Punkte oder Ob-
jekte, die, wenn man sie miteinander verbindet, als gerade oder sanft geschwun-
gene Linie gesehen werden. Linien werden tendenziell so wahrgenommen, als
ob sie dem einfachsten Weg folgen würden (siehe Abbildung 2.8 a).
Das Gesetz der Nähe besagt, dass Objekte, die räumlich nah zueinander liegen, als
Gruppe wahrgenommen werden (siehe Abbildung 2.8 b). Dieses Gesetz ist in
seinem Effekt stärker als das Gesetzt der Ähnlichkeit.
Das Gesetz des gemeinsamen Schicksals gibt an, dass sich Objekte, welche sich in
die gleiche Richtung bewegen, als zusammengehörige Gruppe wahrgenommen
werden.
Das Gesetz der Vertrautheit beschreibt, dass Objekte, die dem Beobachter vertraut
erscheinen oder eine Bedeutung haben, mit größerer Wahrscheinlichkeit wahr-
genommen und interpretiert werden als Objekte, die diese Eigenschaften nicht
besitzen (siehe Abbildung 2.8 c).
a) b) c)
Abbildung 2.8. – Gesetz der fortgesetzt durchgehenden Linie (a), Ge-
setz der Nähe (b) und Gesetz der Vertrautheit (c)
2.4.4. Präsenz und Immersion
Unter Präsenz wird der Eindruck des Nutzers eines VR-Systemes verstan-
den, sich physisch in der von diesem System erzeugten virtuellen Umge-
bung zu befinden. [Hof02, Seite 6]
Das psychologische Phänomen der Präsenz hat in den letzten Jahren stark an Auf-
merksamkeit gewonnen. Dies liegt daran, dass ein direkter Zusammenhang zwischen
einem Präsenzempfinden und gesteigertem Aufnahmevermögen beziehungsweise
besserer Verarbeitung von virtuellen Umgebungen zu bestehen scheint [Wel99]. Es
wird davon ausgegangen, dass das Ausmaß an Präsenz die Wahrnehmung von räum-
lichen Parametern, wie Position, Größe, Orientierung und Ähnlichem positiv beein-
flusst. Dieser Faktor ist nicht nur dem dargestellten Inhalt, sondern auch technischen
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Eigenschaften des Mediums unterworfen. Eine Virtual Environment (VE), in der man
einen hohen Grad an Präsenz verspürt, ist oftmals mit einem weiten Blickfeld verbun-
den [Raj+04]. Das Ausmaß an Präsenzempfinden ist ein im hohen Maße subjektiver
Faktor, welcher nur bedingt kontrollierbar ist. Dies stellt einen problematischen Sach-
verhalt dar, denn sollte die korrekte Raumwahrnehmung selbst von der Präsenz in
virtuellen Umgebungen abhängen, so würde auch diese zu einem unkontrollierbaren
Faktor.
Eine Lösung für diesen Missstand ist die Erforschung der Mechanismen, welche die
Raumwahrnehmung mit der Präsenz verknüpfen. Hierdurch könnten die Faktoren
kontrolliert und sogar gezielt gefördert werden. Die Forschung auf diesem Gebiet
ist noch sehr jung, jedoch werden die kontrollierbaren Faktoren bereits in zwei Grup-
pen unterteilt: Zum einen die Realitätsnähefaktoren, welche das virtuelle Abbild und
deren Ähnlichkeit zu realen Umgebungen beeinflussen, zum anderen die Immersi-
onsfaktoren, denen alle anderen kontrollierbaren Eigenschaften zugeordnet werden.
Immersion beschreibt das Erlebnis des Eintauchens in die virtuelle Welt. Ein Beispiel
für einen solchen Immersionsfaktor wäre die Anpassung der Darstellung an die Kopf-
position [Wel99]. RAJA ET. AL. behaupten sogar, dass der Immersionseindruck nur
durch eine Kombination aus physischer Immersion durch die VR-Umgebung in Ver-
bindung mit der genauen Ermittelung der Kopfposition (sihen Head-Tracking in Kapitel
2.8.3) entstehen kann [Raj+04]. Dabei definieren sie den Begriff der physischen Im-
mersion als
[...] the degree to which the virtual world surrounds the user in space.
[Raj+04, Seite 1]
GROH stellte weitergehend fest:
Ein besonders hoher Grad an Immersion wird erreicht, wenn die Kame-
ra sich rasch vorwärts bewegt und ein dynamisches Tiefenbild erzeugt.
[Gro08, Seite 1]
Abschließend muss festgestellt werden, dass ein starkes Eintauchen in die virtuelle
Umgebung, also ein hoher Grad an Immersion, zwar eine notwendige, jedoch keine
hinreichende Bedingung für das Entstehen von Präsenz ist [Hof02].
2.4.5. Theorien zur Raumwahrnehmung
Es gibt einige Theorien, welche die Wahrnehmung und die daran anschließende Inter-
pretation von Informationen beschreiben [Gol97]. Es lässt sich jedoch nicht konkret
beweisen, ob diese Modelle und Theorien richtig oder falsch sind. An dieser Stelle
sollen nur die zwei bekanntesten Ansätze vorgestellt werden. Für tiefergehende In-
formationen wird hier auf die entsprechende Fachliteratur oder die umfangreiche Zu-
sammenfassung von B. GOLDSTEIN [Gol97] verwiesen. Vereinfacht lässt sich sagen,
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dass die visuelle Erkundung oder Interaktion mit der Umwelt einem klaren Muster
folgt. Zuerst werden visuelle Informationen aufgenommen, in denen die externe Infor-
mationsquelle (zum Beispiel das betrachtete Objekt) erkannt wird, anschließend wird
deren Bedeutung und Relevanz interpretiert [HS05].
Rationalistischer Ansatz
Diese sehr verbreitete Theorie basiert auf zwei Grundannahmen [ZJ98]: Zum einen
der strikten Unterscheidung zwischen der physischen oder objektiven und der men-
talen oder subjektiven Domäne, zum anderen der Vermittlung zwischen diesen bei-
den Domänen mittels eines inneren Modells (vergleiche Abbildung 2.9). Aus diesem
Ansatz ergeben sich für die Wissenschaft folgende Fragen: In welchem kausalen Zu-
sammenhang stehen die objektiv messbaren realen Faktoren und die entsprechen-
den inneren Modelle [Hof02]? Wie lassen sich diese mentalen Modelle messen? Die-
ser Erklärungsversuch für die Objekt- und Raumwahrnehmung wird in den meisten
Arbeiten zu virtuellen Welten als Grundlage angenommen und soll auch dieser Arbeit
als grundlegendes Verständnismodell dienen. Die Existenz von mentalen Modellen
wird somit vorausgesetzt.
Abbildung 2.9. – Rationale Theorie der Wahrnehmung - Interpretation
von Informationen vermittelt durch ein inneres Modell
Ökologischer Ansatz
Im Gegensatz zum rationalistischen lehnt der von GIBSON [Gib82] vertretene Ansatz
die Existenz eines inneren Modells und damit die Trennung in zwei Domänen strikt
ab. GIBSON beschreibt die Wahrnehmung als eine direkte Entnahme oder Vermittlung
von Informationen aus der Umgebung (vergleiche Abbildung 2.10). Dabei bezeichnet
„Information“ nicht nur reine sensorische Stimuli, sondern vielmehr charakterisiert er
diese als Eigenschaften der Umgebung, welche zweckgerichtetes Handeln ermögli-
chen.
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Abbildung 2.10. – Ökologische Theorie der Wahrnehmung - direkte In-
terpretation von Informationen ohne inneres Modell
2.4.6. Besonderheiten in virtuellen Umgebungen
HENRY und FURNESS [HF93] beschrieben als erste den Umstand, dass Testpersonen
Distanzen und Ausdehnungen von virtuellen Umgebungen und Objekten im Vergleich
zu deren realer Repräsentationen deutlich unterschätzen. Groh beschreibt die Wider-
sprüche zur natürlichen Wahrnehmung durch die Aussage:
[...] der Raum bietet keinen Widerstand und keine Vergleichsmöglichkeit.
[Gro09, Seite 9]
Grundsätzlich können in virtuellen Umgebungen die gleichen Eigenschaften zur Raum-
wahrnehmung eingesetzt werden wie in einer realen Umgebung. Jedoch können die-
se in Vielzahl und Qualität nicht den selben Umfang bieten wie dies in natürlichen Um-
gebungen der Fall ist [Hof02]. Dennoch lassen sich sehr ähnliche Effekte erzeugen,
welche jedoch meist technischen Beschränkungen unterworfen sind. Diese müssen
im Speziellen berücksichtigt werden und sollen in diesem kurzen Überblick vorge-
stellt werden. Dabei basiert die Zusammenfassung auf den empirischen Versuchen
von HOFMANN [Hof02], ergänzt durch eigene Erkenntnisse und Beobachtungen aus
praktischen Versuchen.
• In einem projektorbasierten VR-System, wie der CAVE (siehe Kapitel 2.8), wir-
ken die virtuell erzeugten Objekte grundsätzlich leicht transluzent. Das heißt,
sie erscheinen leicht lichtdurchlässig. Der Betrachter hat oftmals den Eindruck,
sowohl das virtuelle Objekt als auch die dahinter oder davor befindliche Projek-
tionsfläche zu sehen. Dieser Effekt ist maßgeblich durch die Leuchtdichte der
Projektionsflächen bestimmt.
• In vielen VR-Systemen ist der Blickwinkel durch Begrenzungen des Displays
oder anderen Parametern, wie einer benötigten Shutter-Brille, eingeschränkt.
Dieser Umstand führt zu empirisch bewiesenen Beeinträchtigungen in der Raum-
und Tiefenwahrnehmung [CV95].
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• Die Auflösung der Darstellungen ist technisch begrenzt und kann deshalb nicht
immer in ausreichender Qualität für verschiedene Stimuli, die zur Tiefen-, Entfer-
nungs- oder Größenabschätzung dienen, bereitgestellt werden.
• Eine nicht ausreichende Systemleistung kann dazu führen, dass die Darstellung
der virtuellen Welt nicht angemessen schnell an eine veränderte Kopfposition
des Nutzers angepasst wird (siehe Abschnitt 2.8.3). Das erzeugte Bild scheint
dann dem Blick des Betrachters „hinterherzuhinken“, was zu Verzerrungen und
Störung der Raumwahrnehmung führen kann.
• Ungenauigkeiten oder Fehler in der Blickwinkelerkennung können auch ohne
eine Bewegung des Kopfes zu den bereits erwähnten Verzerrungen führen.
• Die Akkommodation der Augenlinse muss in virtuellen Umgebungen nicht auf
das virtuelle Objekt, sondern auf die sich davor oder dahinter befindende Pro-
jektionsfläche stattfinden. Anderenfalls würde kein scharfes Netzhautbild er-
zeugt werden. Des Weiteren werden alle virtuellen Objekte oder Objektteile
gleichzeitig scharf abgebildet, egal in welcher Entfernung sie sich befinden sol-
len. Diese, dem natürlichen Seheindruck entgegenstehende Erscheinung scheint
zu einem systematischen Fehler in der Entfernungsabschätzung zu führen.
ROSCOE beschrieb als erster diesen Effekt der Fehlakkommodation bei Head-
Up-Displays [Ros91].
• Einige der in Kapitel 2.4.2 beschriebenen, visuell wahrnehmbaren Informati-
onsquellen werden aus technischen Gründen oftmals nicht angeboten, wie zum
Beispiel die atmosphärische Perspektive.
• In VR-Systemen, welche die Bilder für beide Augen abwechselnd auf ein und
dieselbe Displayfläche abbilden, kann es durch unzureichende visuelle Abkopp-
lung oder das Nachleuchten der Displayfläche selbst zu teilweisen Überlagerun-
gen der Bilder kommen.
• In VR-Systemen kann es zu einem Quellenkonflikt kommen [Hof02]. Dabei bie-
ten die unterschiedlichen Tiefenkriterien (vergleiche Kapitel 2.4.2) dem Betrach-
ter widersprüchliche Informationen. Eine Interpretation erfolgt dann durch eine
Kombination der einzelnen Hinweise, welche scheinbar gewichtet werden. So
scheinen körperliche Faktoren wie die Konvergenz oder Akkomodation einen
stärkeren Einfluss zu besitzen als Kriterien, die aus der Interpretation folgen.
Dies könnte den Effekt erklären, dass virtuelle Objekte mit einer negativen Par-
allaxe, also einer Position vor der Darstellungsfläche, entfernter wahrgenommen
werden als Elemente mit positiver Parallaxe, deren Entfernungen oftmals zu ge-
ring eingeschätzt werden (siehe Abbildung 2.11). Befindet sich ein Objekt direkt
auf der Darstellungsebene, wird dies als Null-Parallaxe bezeichnet. Diese führt
zu der genauesten Entfernungsschätzung, da alle Kriterien einen stimmigen,
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einheitlichen Gesamteindruck vermitteln. Ein genaues Verhältnis der Fehlein-
schätzung ist zurzeit noch nicht bekannt und scheint für jeden Betrachter zu
variieren.
Abbildung 2.11. – Quellenkonflikt und daraus resultierende Fehlein-
schätzung der Objektdistanz
2.5. 3D Computergrak
Um den im Laufe dieser Arbeit auftretenden Aussagen folgen zu können, sollen in
diesem Kapitel einige Grundlagen zur Computergrafik erläutert werden. Diese kurze
Zusammenfassung erhebt nicht den Anspruch auf Vollständigkeit, sondern soll einen
Überblick auf ein weites Forschungsfeld mit hohem technischen Anspruch geben.
Dem interessierten Leser sei das umfangreiche Werk von A. WATT [Wat02] empfoh-
len, auf welchem auch diese kurze Einführung basiert.
2.5.1. Einführung
Die Computergrafik befasst sich mit der Erzeugung und Darstellung von digitalen Bil-
dern. Dabei beinhaltet sie unter anderem die Beschreibung von Bildern, die Manipu-
lation dieser Beschreibungen und die Ausgabe auf ein Darstellungsmedium. Anwen-
dung findet sie überall dort, wo Computer grafische Ausgaben erzeugen.
Die Ausgabe erfolgt meistens durch die Generierung von Punkten verschiedener Far-
ben in einem klassischen, kartesischen Koordinatensystem. Im Dreidimensionalen ist
dies durch die drei orthogonal zueinander angeordneten Koordinatenachsen für die
x-, y- und z-Richtung bestimmt. Neben der kleinsten Einheit für ein solches Bild, dem
Punkt, werden dazu unter anderem Linien und Flächen benötigt. Flächen können
durch sogenannte Polygone repräsentiert werden. Diese sind eine spezielle Abfolge
von Punkten, welche durch Linien verbunden sind. Dabei sind der Anfangs- und der
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Endpunkt identisch und schließen somit eine Fläche ein. Die Definition von Linien, die
zum Beispiel für Polygone benötigt werden, ist durch verschiedenste Techniken mög-
lich. Als einfachste Möglichkeit bietet sich eine Gerade, welche den Augangspunkt
mit dem Endpunkt direkt verbindet. Möchte man Linien nicht geradlinig, sondern ge-
schwungen verlaufen lassen, ist man auf aufwendigere Maßnahmen angewiesen, wie
Splines oder Nonuniform Rational Basis Splines (NURBS). An dieser Stelle sei auf
das Werk von WATT [Wat02] zur weiteren Erklärung verwiesen.
2.5.2. Transformationen
Um Transformationen und Projektionen berechnen zu können, muss man beachten,
dass Berechnungen auf Matrizen nicht kommutativ sind. Die einzelnen Elemente ei-
ner Gleichung sind somit nicht frei in ihrer Reihenfolge veränderbar. Im zweidimen-
sionalen Fall ist dies nicht so streng zu beachten wie im dreidimensionalen.
In bestimmten Fällen ist es gewünscht, die nachfolgenden Transformationen direkt
durch Hintereinanderausführung zu einer gesamten Transformationsmatrix zu kombi-
nieren. Dafür ist es notwendig, die Berechnung aus dem kartesischen Koordinatensy-
stem in ein homogenes Koordinatensystem zu überführen. Hierfür wird eine zusätz-
liche Dimension eingeführt. Um Koordinaten in dieses neue System zu überführen,
werden sie auf redundante Koordinaten abgebildet (siehe Formel 2.2).
f : (x, y, z)→ (x, y, z, w) (2.2)
Dabei stellt w eine beliebige reelle Zahl dar. In der Computergrafik ist dies meistens
die 1. Ist w = 0, so ist damit ein Richtungsvektor und keine Koordinate beschrieben.
Die Rückführung erfolgt durch:
f−1 : (x, y, z, w)→ (x/w, y/w, z/w, 1)→ (x/w, y/w, z/w) (2.3)
Die Translation ist die einfachste Art einer Transformation. Sie realisiert eine Vektor-
addition jedes Punktes mit einem Translationsvektor. Dabei werden keine Än-
derungen am ursprünglichen Zustand des Objektes vollzogen. Es wird lediglich
an einer anderen Stelle positioniert.
Die Skalierung geht immer vom Ursprung des Koordinatensystems aus. Dabei wer-
den Parallelitäten und Winkel eines Objektes beibehalten, Strecken jedoch ver-
ändert.
Die Rotation um einen beliebigen Winkel ist sehr aufwendig, da immer berücksich-
tigt werden muss, um welche Achse rotiert wird. Auch ist das Ergebnis abhängig
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von der Kombination der Rotationsmatrizen. Eine Möglichkeit, ein Objekt einfa-
cher zu rotieren, ist die Verschiebung des Körpers zum Ursprung des Koordina-
tensystems. Dort wird er dann beliebig rotiert und abschließend wieder an seine
Ursprungsposition verschoben.
Als Scherung wird die Überführung von einer Form in eine andere bezeichnet, wobei
die Ausdehnung in eine Koordinatenrichtung und damit der Flächeninhalt gleich
bleibt.
2.5.3. Projektion
Um dreidimensionale Inhalte auf einer zweidimensionalen Ebene darzustellen, muss
eine Projektion auf diese Ebene stattfinden, welche auch Projektions- oder Bildebe-
ne genannt wird. Dabei sind die Objektpunkte Pi, die Bildebene selbst sowie das
Projektionszentrum Z, das auch als Augpunkt bezeichnet wird, bekannt. Ist der Ab-
stand zwischen dem Projektionszentrum und der Bildebene endlich groß, so handelt
es sich um eine Zentralprojektion oder perspektivische Projektion, anderenfalls um
eine Parallelprojektion. Je nach Anzahl der durch die Bildebene geschnittenen Koor-
dinatenachsen entstehen Bilder mit einem, zwei oder drei Fluchtpunkten. Die bei der
Zentralprojektion gesuchten Koordinaten der projizierten Bildpunkte P ′i werden durch
eine Transformationsmatrix Tpers errechnet, welche von der Position des Augpunktes
abhängig ist.
2.5.4. 3D Objektrepräsentation
Eine modellierte dreidimensionale Szene wird meistens durch Einsatz von Elementa-
robjekten beschrieben. Diese können unterschiedlich kompliziert sein, jedoch bieten
sich solche Objekte an, die durch wenige einfache Parameter eindeutig beschreibbar
sind. Beispielsweise ist eine Kugel durch den Mittelpunkt und ihren Radius eindeutig
im Raum platziert. Eine gängige Erweiterung dieses Systems ist die Definition eines
eigenen lokalen Koordinatensystems für jedes dieser Objekte. Dabei wird der Koordi-
natenursprung ins Innere des Objektes gelegt. Für Orts- und Größenveränderungen
sind dann Transformationen zuständig. Dreidimensionale Objekte lassen sich durch
verschiedenste Repräsentationen beschreiben, welche je nach Einsatzgebiet unter-
schiedlichen Nutzen haben. Die gängigsten werden im Folgenden kurz vorgestellt.
Drahtmodelle werden durch eine Liste von Kanten des Objektes beschrieben (siehe
Abbildung 2.12 a). Dabei sind jeder Kante ihre zwei Verbindungspunkte im kar-
tesischen Koordinatensystem zugewiesen. Das Draht- oder Gittermodell skiz-
ziert letztendlich die Umrisse eines Objektes und enthält damit keinerlei zusätz-
liche Flächen- oder Volumeninformationen.
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Flächenmodelle definieren ein Objekt über seine begrenzenden Flächen (siehe Ab-
bildung 2.12 b) wie zum Beispiel über eine Liste von Polygonen. Diese müssen
nicht planar, sondern können auch gekrümmt sein. Zudem wird für jede dieser
Flächen angegeben, welche ihrer Seiten nach außen und welche nach innen
zeigt. Dies geschieht meist durch die Angabe eines Normalenvektors, der senk-
recht im Zentrum auf der Fläche steht und von innen nach außen zeigt. Bei
gekrümmten Flächen wird meist für jeden Eckpunkt ein eigener Normalenvek-
tor angegeben.
Constructive Solid Geometry (CSG) beschreibt Objekte durch einen Binärbaum. Da-
bei sind die Blätter dieses Baumes elementare geometrische Objekte und die in-





) oder Differenz (\) auf den Blattknoten. Hierdurch werden komplexe Objekte
nach und nach konstruiert (siehe Abbildung 2.12 c).
Flächenmodelle mit Halbkantendarstellung bilden, wie die normalen Flächenmodel-
le, Objekte durch die begrenzenden Flächen ab. Jedoch sind zu jeder Fläche die
begrenzenden Halbkanten definiert. Eine Halbkante ist ein gerichteter Kanten-
vektor. Dabei sind die einzelnen Halbkanten im Uhrzeigersinn um die Fläche
orientiert (siehe Abbildung 2.12 d). Diese Definition eignet sich besonders zur
Entfernung von verdeckten oder nicht sichtbaren Kanten. Natürlich werden auch
hier die entsprechenden Normalen mit beschrieben.
Abbildung 2.12. – 3D Computergrafik Modelle - Draht- oder Gittermo-
dell (a), Flächenmodell (b), CSG-Modell (c), Tetra-
eder als Flächenmodell mit Halbkantendarstellung
(d)
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2.6. Stereo Grak
Die folgende Einführung in die Erzeugung und Darstellung von Stereobildern basiert
auf der Zusammenstellung von D. MCALLISTER [Mac93] und beschreibt Thematiken,
die im weiteren Verlauf zur Erklärung bestimmter Sachverhalte notwendig sind.
Grundlage für die meisten Technologien zur Simulation von Stereobildern sind die
Stereo-Pairs. Dies sind paarweise Bilder desselben Bildauschnittes aus zwei unter-
schiedlichen Perspektiven, welche annähernd dem Augenabstad entsprechen. Aus
diesen Bildern wird dann eine Simulation der binokularen Disparität generiert (siehe
Kap. 2.4.2), indem jedem Auge ein perspektivisch passendes Bild gezeigt wird. In
der Computergrafik wird dabei für jedes Auge ein eigenes Kameramodell bestimmt
und das so errechnete Bild genutzt. Als Augenabstand ist zum Beispiel ein Wert von
circa sieben Zentimetern eine gängige Schätzung, die zu guten Ergebnissen führt
[CSD93].
Präsentationstechniken die keine weiteren Sehhilfen benötigen, werden als autoste-
reoskopisch bezeichnet. Dabei erzeugen sie sogenannte reale oder solide 3D-Bilder.
Das heißt, Disparität, Akkomodation und Konvergenz stehen im Einklang zu der vom
Betrachter erwarteten Tiefe im Bild. Zum Beispiel lassen sich in vertikale Streifen
geschnittene Stereo-Pairs kombiniert darstellen. Diese werden dann durch eine Pa-
rallaxen-Barriere wieder für die beiden Augen separiert (siehe Abbildung 2.13 a). Eine
andere Möglichkeit, die Bilder wieder zu trennen, sind Lenticular-Displays, welche die
Bildstreifen durch Linsen zum entsprechenden Auge leiten (siehe Abbildung 2.13 b).
Auf diesen Techniken basieren Liquid Crystal Display (LCD) Geräte, die Stereobil-
der auch ohne zusätzliche Hilfsmittel darstellen können. Zu beachten ist jedoch, dass
die Kopfposition des Betrachters an einem genau vorgeschriebenen horizontalen Be-
trachtungspunkt verharren muss, um den Effekt sehen zu können.
Abbildung 2.13. – Stereo-Displays mit Parallaxen-Barriere oder Lenti-
cular
Ausgabemöglichkeiten für Sterobilder werden in zwei Kategorien unterschieden, zeit-
parallele und bereichssequentielle Techniken. Bei zeitparallenen Ausgabemedien wer-
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den die Bilder für beide Augen gleichzeitig dargestellt. Eine der bekanntesten Techni-
ken sind die Anaglyphenbilder, welche mit einer Rot-grün- beziehungsweise Rot-blau-
Brille betrachtet werden müssen. Dabei sind die jeweiligen Teilbilder des Stereo-Pairs
in der jeweiligen Farbe dargestellt, die durch den Farbfilter der Brille für das nicht be-
absichtigte Auge herausgefiltert wird. Eine andere Möglichkeit ist die Teilbedampfung
von Cathode Ray Tube (CRT)-Monitoren mit Silber, welche es ermöglicht, einen Teil
des Stereo-Pairs zu polarisieren und darüber einen Filtermechanismus für die Sepa-
rierung zu nutzen. Ähnlich funktioniert auch die gängigste Methode zur Präsentation
von Stereobildern für großes Publikum. Dabei werden die anzeigenden Projektoren
mit orthogonal zueinander ausgerichteten Polarisationsfiltern versehen. Die auf die
Darstellungsfläche projizierten Bilder werden dann wieder durch zusätzliche passive
Polarisationsbrillen für den Zuschauer getrennt. Die Darstellungsfläche an sich muss
dabei mit Metall bedampft sein, um die Polarisation der Lichtstrahlen zu erhalten.
Bei bereichssequentiellen, auch zeitmutiplex genannten Medien, werden optische
Techniken dazu benutzt, das Bild für das eine Auge zu verbergen, während es für das
andere angezeigt wird. Dazu werden sogenannte Shutter benötigt, welche meist aktiv
das Bild verändern oder verdecken. Diese Shutter können direkt vor einem Bildschirm
angebracht werden und im synchronisierten Zeitabstand mit der Bildaufbaufrequenz
ihre Polarisation wechseln. Zur Betrachtung wird hierbei zusätzlich eine passive Po-
larisationsbrille benötigt. Andererseits kann auch eine aktive Shutter-Brille eingesetzt
werden, die mit dem Anzeigegerät synchronisiert das jeweilig nicht angesprochene
Auge abdunkelt.
2.7. Virtuelle Realität
Der Begriff der virtual reality wurde Ende der 80er Jahre vom amerikanischen Com-
puterwissenschaftler und Musiker JARON LANIER geprägt [Lan92].
Howard Rheingold definierte VR als die Erfahrung einer Person
[...] surrounded by a threedimensional computer-generated representati-
on, and is able to move around in the virtual world and see it from different
angles, to reach into it, grab it, and reshape it. [Rhe92, Seite 22]
Der Einsatz von VR verspricht heute vor allem die Beschleunigung von Entwicklungs-
prozessen und massive Kosteneinsparungen. Praktische Anwendung findet sie heut-
zutage meist in der Industrie, der Medizin, dem Militär oder der Unterhaltungsbranche.
Dies liegt hauptsächlich an den noch recht hohen Kosten und dem großen Platzbe-
darf für die benötigen Gerätschaften [Rhe92]. Im industriellen Einsatz wird sie haupt-
sächlich in der Produktentwicklung und -präsentation eingesetzt. Virtuelle Modelle er-
setzen zunehmend physische Prototypen und bieten damit ein erhebliches Potential
zur Kostenreduktion. Außerhalb der Unterhaltungsindustrie lassen sich grundsätzlich
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einige klare Vorteile identifizieren. Dies sind zum Beispiel die Verkürzung in der Pro-
duktentwicklung oder Ausbildung von Personal, frühzeitige Erprobungszeiten von Pro-
dukten sowie die Erleichterung der interdisziplinären Zusammenarbeit an komplexen
Sachverhalten durch den Einsatz von intuitiv verständlichen Darstellungen [Hof02].
VR stellt eine relativ neue Art der Mensch-Maschine-Kommunikation dar. Ermöglicht
wird dies durch eine umfassende Vereinnahmung der Sinne des Nutzers. Bei geeig-
neterer Auslegung und Verwendung der realisierenden Technik kann für ihn der Ein-
druck entstehen, er sei Teil der virtuellen Welt. Dies geschieht, indem synthetische
Signale so auf die Sinne des Benutzers einwirken, dass sie ihm physikalische Ge-
gebenheiten vermitteln als wären sie real vorhanden [Mül+98]. Dieser Eindruck wird
als Präsenz bezeichnet (vergleiche Kapitel 2.4.4). Daraus kann der eigentliche Un-
terschied zu herkömmlichen Mensch-Maschine-Schnittstellen identifiziert werden. Er
liegt nicht in der ermöglichenden Technologie, sondern in deren Zusammenspiel und
der daraus resultierenden Wahrnehmung des Nutzers. Er ist nicht mehr auf die Rolle
des Betrachters von außen beschränkt, sondern wird Teil der Umgebung, in welcher
er interagieren will. Der Nutzer selbst wird zum Eingabegerät [Gro08]. Im Idealfall
nimmt er die technische Barriere zwischen der realen und der virtuellen Welt nicht
mehr wahr.
Dabei spielt die Wahrnehmung der dargestellten Objekte und des präsentierten Ak-
tionsraumes eine zentrale Rolle. Die Genauigkeit und Verlässlichkeit der Wahrneh-
mung über die räumlichen Strukturen sind entscheidend dafür, ob und wie gut in
einer Simulation gewonnene Erkenntnisse oder Fähigkeiten auf die Verhältnisse der
realen Welt übertragen werden können [Hof02]. ARTHUR et al. behaupten sogar, dass
sich die Erfahrung mit virtuellen Objekten nicht signifikant von der mit den tatsächlich
existierenden Objekten unterscheidet [AHC97]. Ein Nachteil vieler heute verbreiteter
Systeme in Bezug auf deren Realitätsnähe ist die Tatsache, dass virtuelle Objekte
gegenüber realen Objekten keine Materie besitzen und somit beliebig durchdringbar
sind. Dieses Manko kann durch aufwendige Kraftrückkopplungssysteme, die einen
kinästhetischen Eindruck übermitteln, überbrückt werden [Mül+98].
Die Interaktion mit einem VR-System kann mit Hilfe eines Wirkungsgefüges nach
BUBB und SCHMIDTKE [BS93] näher beschrieben werden (siehe Abbildung 2.14).
Charakterisierend für diese Art der Systeme sind neben der hohen Grafikrechenlei-
stung auch die Schnittstellen der Informationsübertragung an den Nutzer (in Abbil-
dung 2.14 als Ausgangskanäle des unteren Elementes dargestellt). Zentrales Ele-
ment ist, wie bereits angedeutet, das visuelle Ausgabegerät. Neben der CAVE sind
Head Mounted Display (HMD)s ein gängiges Ausgabemedium. Letztere sind Geräte,
welche ähnlich einer Brille für jedes Auge einen eigenen mobilen Bildschirm vor dem
Betrachter positionieren [Dem+06]. Unterstützend können auch akustische, kinästhe-
tische, taktile oder olfaktorische Ausgabesysteme eingesetzt werden.
Ein zentrales Interaktionsmedium in VR Systemen ist das sogenannte head tracking,
also die Bestimmung der Kopfposition des Nutzers (siehe Abbildung 2.15 a), was in
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Abbildung 2.14. – Wirkungsgefüge eines Virtual Reality Systems
Kapitel 2.8.3 genauer beschrieben wird. Weitere Eingabemöglichkeiten bieten sich
durch konventionelle Eingabegeräte, wie Maus und Tastatur, sowie durch Systeme
zur Bestimmung der Position von Körperteilen (siehe Abbildung 2.15 b), Sprach- oder
Gestenerkennung oder spezielle Eingabegeräte wie ein „Fly-Stick“ (siehe Abbildung
2.15 c).
Abbildung 2.15. – Eingabegeräte für VR-Systeme - Polarisationsbrille
(a), Handmarker (b), Fly-Stick (c)
2.8. Das Medium CAVE
Das Ausgabemedium CAVE wurde erstmals 1992 auf der Siggraph von CRUZ-NIERE
et al. als „Virtual-Reality-Theater“ vorgestellt. Es handelt sich dabei um einen Raum,
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bei dem auf drei oder mehr, den Nutzer umgebende Flächen ein Bild projiziert werden
kann. Angedacht war sie in erster Linie für wissenschaftliche Visualisierungen.
2.8.1. Aufbau
Die in dieser Arbeit verwendete CAVE der Technischen Universität Dresden steht
unter der Leitung des Lehrstuhls für Konstruktionstechnik / Computer Aided Design
(CAD) der Fakultät Maschinenwesen und verfügt über fünf Projektionsflächen (drei
Seitenwände sowie Boden und Deckenfläche). Die Seitenflächen sind jeweils 3,60
x 2,70 Meter groß [TUD07]. Jede der Projektionsflächen verfügt über zwei eigene
Computer, welche die Bilder berechnen. Früher wurden die Projektionen durch einen
einzigen Projektor pro Seite vorgenommen, der abwechselnd ein Bild für das rech-
te und das linke Auge erzeugte. Diese werden dann durch eine Shutterbrille wieder
getrennt. Im hier genutzten Aufbau sind pro Seite zwei Projektoren eingesetzt. Jeder
dieser Projektoren erzeugt das Bild für ein Auge, welches durch einen integrierten Po-
larisationsfilter für die Nutzung des stereoskopischen Seheindruckes präpariert wird.
Es handelt sich somit um ein zeitparalleles stereoskopisches Medium. Dabei wird das
Bild für das linke Auge in den roten Farbbereich, das Bild für das rechte Auge leicht in
den grünen Farbbereich verschoben. Eine entsprechend polarisierte Brille trennt das
zusammengesetzte Stereobild wieder auf. Als Projektoren werden Barco Reality Sim
6 Pro Projektoren mit einer jeweiligen Auflösung von 1600 x 1200 Pixeln eingesetzt.
Diese Projektoren bieten eine Leuchtkraft von jeweils 2.380 ANSI, welche durch den
integrierten Polarisationsfilter um 30 Prozent reduziert ist, und liefern einen Kontrast-
umfang von circa 500:1 [BAR07]. Die Projektoren bestrahlen ihre Projektionsflächen
von hinten, was einen zusätzlichen Verlust an Leuchtkraft und Kontrast bewirkt. Um
den Projektionsgang und damit den benötigten Platzbedarf zu verringern, werden die
Projektorstrahlen über Spiegel umgelenkt und damit der Platzbedarf halbiert (siehe
Abbildung 2.16). Ein hervorzuhebendes Merkmal des verwendeten Aufbaus ist, dass
die CAVE trotz von unten bebilderter Bodenfläche ebenerdig betreten werden kann.
Hinter der sichtbaren Visualisierung steht ein aufwendiges Netzwerk von zehn Visua-
lisierungsrechnern. Jeder dieser Computer berechnet ein Teilbild für die fünf Projekti-
onsflächen. Gesteuert wird das Netzwerk durch einen separaten Steuer-PC, der den
Startvorgang und administrative Aufgaben übernimmt. Erweitert wird das System um
eine eigenständige Terabyte Speichereinheit, einen Audiorechner, einen Rechner zur
Trackingauswertung und eine kabellose Mediensteuerung, welche Eingaben durch
Berührung ermöglicht.
2.8.2. Funktionsweise
Durch den Aufbau und die Funktionsweise als kubische Projektionsform versucht die
CAVE eine sphärische Projektionsfläche zu approximieren. Standardmäßig wird in
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Abbildung 2.16. – Aufbau einer CAVE
der Computergrafik ein Kamera-Paradigma zur Erzeugung von Bildern verwendet
(vergleiche Kapitel 2.5). Es wird der Vorgang des Ablichtens eines Bildes auf einen
Film imitiert. Dabei wird die Projektion mit simulierten Werten für die Ausrichtung der
Kamera, die Brennweite der verwendeten Linse sowie des Öffnungswinkels nach-
gebildet. Zur Erzeugung eines stereoskopischen Bildeindrucks, wie bei einem HMD,
werden zwei solcher Kameramodelle nebeneinander genutzt, wohingegen die CAVE
selbst kein solches Kamera-Paradigma verwendet. Der Nutzer selbst stellt hierbei
die Kamera dar. Stattdessen kommt ein sogenanntes Fenster-Projektions-Paradigma
zum Einsatz, in dem die Projektionsfläche und der Projektionspunkt relativ zueinan-
der definiert werden. Dadurch entsteht eine „Off-Axis-Projektion“ (siehe Abbildung
2.17 a), welche mit vielen Grafikbibliotheken standardmäßig realisiert werden kann.
Falls dies nicht der Fall ist, kann sie aus primitiveren Funktionen wie zum Beispiel
einer normalen Linearprojektion und entsprechenden Scherungen für die peripheren
Projektionsflächen erzeugt werden.
Bei einer CAVE muss jedoch die „Off-Axis-Projektion“ fortlaufend an die Ausrichtung
des Betrachters zur Projektionsfläche angepasst werden. Um hieraus ein stereoskopi-
sches Bild zu generieren, wird für jedes Auge eine eigene „Off-Axis-Projektion“ durch-
geführt. Zur Vereinfachung des Verfahrens ist es von Vorteil, wenn sich alle Darstel-
lungsflächen dasselbe Koordinatensystem teilen (Abbildung 2.17 b).
2. Grundlagen und Begriffe 31
Abbildung 2.17. – CAVE Off-Axis-Projektion (a) und Koordinatensy-
stem (b)
Abbildung 2.18. – CAVE Projektionsdiagramm
Abbildung 2.18 zeigt das Schema einer solchen Projektionsberechnung für eine CAVE.
der Punkt Q′ ist die Projektion des Punktes Q auf die vordere Darstellungsfläche.
PP bezeichnet dabei die Distanz zwischen dem Zentrum des Koordinatensystems
und der vorderen Wand. Meistens wird dieses genau in die Mitte der CAVE gelegt
(PP würde im genutzten Aufbau somit 1,80 m entsprechen). Den Konventionen von
CRUZ-NEIRA et al [CSD93] und Abbildung 2.18 folgend, lässt sich die Projektion Q′
des Punktes Q(Qx, Qy, Qz) für die vordere Wand wie folgt berechnen:
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Damit lässt sich die allgemeine Projektionsmatrix P aufstellen.
P =

1 0 0 0













Die Matrizen für die anderen Wände lassen sich durch Anpassung der Betrachterpo-
sition e(ex, ey, ez) leicht ableiten, wobei angenommen wird, dass die einzelnen Pro-
jektionsflächen im 90◦ Winkel zueinander stehen.
Linke Wand: (ez, ey, ex)
Rechte Wand: (−ez, ey, ex)
Bodenfläche: (ex, ez,−ey)
Deckenfläche: (ex, ez, ey)
Weiterhin ist zu beachten, dass der Betrachter die Szenen nicht immer horizontal aus-
gerichtet studiert. Durch Drehung und Neigung seines Kopfes müssen zusätzliche
Parameter erfasst werden, um die Projektionen richtig anzupassen. Dies geschieht
mit Hilfe eines Trackingsystems, welches seinen Messpunkt bestenfalls in unmittel-
barer Nähe der Augen hat. Zudem wird bei diesen Voraussetzungen aus Gründen
der Einfachheit angenommen, dass sich der Sichtpunkt der Augen auf einer Ebene
mit der ermittelten Markerposition befindet und der dadurch entstehende Messfehler
gering genug ist, um als vernachlässigbar zu gelten. [CSD93]
Wie bereits erwähnt, wird die Darstellung für einen einzelnen Betrachter speziell ge-
neriert. Dies hat zur Folge, dass der stereoskopische Effekt auch nur für diesen einen
Betrachter optimal ist. Eine Anpassung an mehrere Nutzer gleichzeitig kann somit
nicht gewährleistet werden. Es ist dennoch möglich, dass mehrere Personen gleich-
zeitig die Darstellungen betrachten können. Jedoch entsteht nur für die berechnete
Sichtposition ein optimaler Raumeindruck, für alle weiteren Personen wird dieser ver-
zerrt oder verschoben.
Da die CAVE keinen eigentlichen Rahmen besitzt, kann es nicht wie bei anderen VR-
Systemen mit Umrahmung durch die Kollision von Darstellungsobjekten mit selbigem
zum Zusammenbruch des räumlichen Seheindrucks kommen. Frei von solchen Ef-
fekten ist sie jedoch nicht. Bringt ein Nutzer zum Beispiel seine Hand, einen anderen
Gegenstand oder gar eine andere Person ins Sichtfeld, kann auch dies zur Störung
der dreidimensionalen Sicht führen.
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2.8.3. Tracking
Head tracking is the measurement of the user’s head position and orien-
tation, which is then used to render the world from the user’s point of view
in space. [Raj+04, Seite 1]
Im hier verwendeten Zusammenhang bezeichnet das Wort „Tracking“ die Ermittlung
der Position einer Person oder eines Objektes im Raum [ART09]. Es können so-
wohl Position als auch Orientierung gemessen werden. Werden nur die ersten drei
Freiheitsgrade, also X, Y und Z-Position gemessen, wird dies als 3Degrees Of Free-
dom (DOF) oder 3D-Tracking bezeichnet. Werden zusätzlich zu diesen drei Koordina-
ten noch deren unabhängige Winkelausrichtungen ermittelt, wird dies als 6DOF oder
6D-Tracking bezeichnet.
Es gibt verschiedene Methoden ein Tracking zu realisieren. Dies sind mechanische
Trackingsysteme, magnetische oder optische Methoden [Fel95]. Des Weiteren existie-
ren Systeme, welche durch das Aussenden von Ultraschall oder durch bewegungs-
empfindliche Sensoren eine Positionserkennung ermöglichen. In [MAB92] findet sich
eine umfassende Zusammenstellung der grundlegenden Mechanismen und Syste-
me.
Die dieser Arbeit zugrunde liegende Methodik ist die der Infra Rot (IR) Erkennung. Als
eines der kontaktlosen Systeme bietet sie gegenüber mechanischer Varianten den
Vorteil, dass keine sogenannten Driftprobleme auftreten können. Als Drift wird in der
Messtechnik ein sich ständig verändernder Messfehler bezeichnet. Dieser resultiert
oft aus den Massenträgheitseffekten der mechanischen Sensoren oder sonstigen sich
verändernden mechanischen Kenngrößen wie Reibung oder Umgebungstemperatur
[Hof07]. Zu dem sind sie, im Gegensatz zu magnetischen Verfahren, unempfindlich
gegen Bildverzerrungen, die durch ferromagnetische Metalle hervorgerufen werden.
Ein großer Nachteil ist jedoch die Anfälligkeit durch Verdeckung. Werden optische
Sensoren oder für die Erkennung wichtige Merkmale verdeckt, steigt der Messfehler
oder das Messen wird unmöglich.
Um das Problem der Verdeckung zu minimieren, basiert das eingesetzte Equipment
der Firma A.R.T. [ART09] auf der Kombination von mehreren Kameras. Dies soll ge-
währleisten, dass jederzeit ausreichend visuelle Daten zur Verfügung stehen, um ein
Tracking durchzuführen. In der CAVE der TU Dresden sind sechs Kameras installiert
[TUD07]. Diese intelligenten Kameras besitzen neben einem stöhrungsunempfind-
lichen Charge-coupled Device (CCD)-Chip ein eigenständiges IR-Blitzlicht, um die
erforderliche Ausleuchtung zu erzeugen. Zudem verfügt jedes Modul über einen inte-
grierten Chip, welcher die Filterung der Markerdaten ermöglicht, und einen integrier-
ten Kleinrechner, der auf den gefilterten Daten die 2D Position errechnet.
Zentrale Einheit des Trackingsystems ist der Tracking-PC, der die einzelnen Kamera-
module miteinander synchronisiert. Er berechnet die endgültige Position und Orien-
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tierung im Raum. Zudem ermöglicht er es, weitere Geräte, wie eine Shutterbrille, zu
synchronisieren. Eine Positionserfassung ist bis zu 60 mal pro Sekunde möglich und
ist in bis zu sechs Metern Entfernung auf etwa einen Zentimeter genau [ART09].
Als optische Anhaltspunkte für das Tracking werden sogenannte Marker verwendet.
Diese Marker sind kleine Plastikkugeln mit einem Durchmesser von 12 mm. Diese
sind mit einem retroreflektierenden Film beschichtet. Die Kombination mehrerer sol-
cher Marker zu einem unverwechselbaren dreidimensionalen Muster ermöglicht den
Abgleich mit im System abgelegten Referenzdaten. Die räumlichen Veränderungen
der Markerpunkte zueinander sowie mögliche Verdeckungen und Verschränkungen
ermöglichen es, die Orientierung des Gesamtmusters zu bestimmen. Derartige Mar-
ker sind an der polarisierten Brille angebracht (vergleiche Abbildung 2.15 a). Der
Tracking-Computer kann so die Position dieser Brille bestimmen, um die stereoskopi-
schen Bilder auf den Betrachter auszurichten.
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3. Verwandte Arbeiten
In diesem Kapitel werden unterschiedlichste, bereits existierende Umsetzungen von
Graphenrepäsentationen und dreidimensionalen Informationsvisualisierungen vorge-
stellt. Diese werden auf ihre eigenständigen Charakteristika und Metaphern unter-
sucht und dienen als Grundlage beziehungsweise zum Vergleich eigener Konzepte.
3.1. Cone Trees
Cone Trees [RMC91] ist ein Versuch, große Baumstrukturen durch die Nutzung der
dritten Dimension besser handhabbar zu machen. Dabei werden die einzelnen Hier-
archieebenen als kegelartige Konstrukte dargestellt. Die Spitze eines Kegels startet
direkt am übergeordneten Elternknoten. Die einzelnen Kindknoten werden dann ähn-
lich eines Karussells angeordnet und auch in dessen Funktionalität imitiert. Die Bau-
steine des Karussells sind Labels der enthaltenen Elemente (siehe Abbildung 3.1 a).
Kernkonzept ist die aktive Manipulation und Exploration durch den Nutzer. Nur durch
Drehen der einzelnen „Cones“ (Kegel) ist es möglich, alle Elemente zu erfassen. Die
Ausdehnungen der einzelnen Kegel wird sowohl durch den zur Verfügung stehenden
Platz als auch durch die Tiefe der Hierarchie bestimmt. Alle Kegel haben dieselbe
Länge, einzig ihr Radius ist durch die darunter liegenden Ebenen bestimmt (siehe
Abbildung 3.1 b). Einer der größten Vorteile dieses Programms ist, dass die Nutzer
sehr schnell einen Überblick über die Gesamtstruktur und räumliche Verteilung erlan-
gen konnten [TL01].
Diese Art der Darstellung für hierarchische Strukturen wird jedoch schnell ineffektiv
und unüberschaubar, wenn die zugrunde liegenden Daten ausbalanciert sind, sich al-
so in jeder Ebene annähernd gleich viele Kindknoten befinden. Dies führt dazu, dass
die Karussellelemente der ersten Ebene weit auseinander gezogen werden müssen,
um für die tieferen Ebenen genügend Platz zu schaffen. Des Weiteren treten Proble-
me auf, sollte die Baumstruktur zu tief sein oder die Beschriftungen der einzelnen
Elemente zu ausgedehnt werden. In diesen Fällen kann der zur Verfügung stehende
Platz des Anzeigemediums nicht ausreichend sein und die Beschriftungen werden
beschnitten oder die einzelnen Kegel sehr flach gedrückt und damit schwerer inter-
pretierbar (siehe Abbildung 3.1 c) [RG93].
36 3.2. Information Cube
Abbildung 3.1. – ConeTrees
DBVisualizer ist ein Projekt von D. BIERWIRTH [Bie06]. Es nutzt die beschriebene
Kegelmetapher, um Datenbankstrukturen zu visualisieren und damit zu interagieren
(siehe Abbildung 3.2 a und b). Das Programm selbst ist eine auf Java basierende
Umsetzung und entstand an der Bauhaus-University in Weimar.
Auch HO und HONG nutzten das Prinzip in ihrem Projekt Inter-cluster occlusion mini-
misation (ICOM) zur Visualisierung von Clustern in Graphen (siehe Abbildung 3.2 c)
[HH06].
Abbildung 3.2. – DBVisualizer (a und b) und ICOM (c)
Der Information Cube [RG93] ist eine Visualisierungstechnik ausschließlich für hier-
archische Datenstrukturen. Die gewählte Metapher ist hier die der ineinander ver-
schachtelten Würfel. Der äußerste Würfel repräsentiert somit die oberste Ebene ei-
ner Hierarchie beziehungsweise eines Baumes. Dieser Würfel enthält weitere Würfel
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der nächst tieferen Ebene, welche wiederum weitere Würfel enthalten und so weiter.
Dieses Prinzip ist aus dem Umgang mit realen Kisten und Containern abgeleitet. Je-
der Würfel ist mit einem Label auf seiner Oberfläche beschriftet. Blattknoten sind zum
Teil als flache quadratische Objekte, ähnlich einer Fliese, visualisiert und sind eben-
falls durch ein Label beschriftet. Die Größe eines Würfels steht in direktem Zusam-
menhang mit der Anzahl an Elementen, die er beherbergt, und im Verhältnis zu den
anderen Würfeln der gleichen Hirarchieebene. Würfel können auch andere komplexe
Elemente beinhalten, so zum Beispiel weitere Graphen oder andere visualisierte Da-
teiinhalte (siehe Abbildung 3.3 b). Ein großer Vorteil gegenüber ROBERTSON et al’s
Cone Tree [RMC91] ist, dass das Layout wirklich dreidimensional angelegt ist. Es las-
sen sich theoretisch bis zu tausend Kindknoten in einem Würfel der Rastergröße 10 x
10 x 10 platzieren. Abbildung 3.3 a) zeigt beispielsweise die visualisierte Dateistruktur
eines Unix-Systems mit 1500 Dateien in 50 Ordnern.
Die Würfel des Information Cube sind dreidimensional dargestellt und mit einer semi-
transparenten Hülle umgeben. Dies hat den Vorteil, dass innenliegende Strukturen
auch von außen wahrgenommen werden können. Zur näheren Inspektion kann der
Würfel gedreht und verschoben sowie einzelne Objekte selektiert oder durchdrungen
werden, um diese einer genaueren Begutachtung zu unterziehen. Konzipiert wurde
diese Visualisierung sowohl für Standardmonitore als auch für HMDs. Eine Interak-
tion ist dabei mittels eines Datenhandschuhes möglich. Dabei kann der Nutzer den
„Information Cube“ einfach greifen und drehen oder zu sich heranziehen beziehungs-
weise wegschieben. Die Rotation des Würfels ist jedoch auf die Rotation um die z-
Achse beschränkt, um keinen Orientierungsverlust durch zu viele Freiheitsgrade zu
erzeugen (vgl. Abbildung 3.3 c). Zudem soll es dem natürlichen Begutachten eines
Objektes nachempfunden sein. Ein Mensch betrachtet einen Gegenstand, der sich in
seiner Hand befindet, durch das Drehen seines Handgelenks genauer [Gol97]. Dieses
Verhalten soll simuliert werden und wurde von Testpersonen auch gut angenommen
[RG93].
Abbildung 3.3. – Information Cube
Eine weitere experimentelle Funktionalität ist die Darstellung mehrerer solcher Würfel,
welche auf einer flachen Ebene nebeneinander angeordnet werden und damit eine
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Art „Information City“ erzeugen. Diese kann überflogen oder begangen werden.
Information Cube ermöglicht es, größere baumartige Strukturen auf begrenztem Dar-
stellungsraum zu präsentieren. Ein wirklicher Überblick über die Gesamtstruktur kann
allerdings nur sehr schwer erreicht werden, da mit zunehmender Tiefe die Transpa-
renz und damit die Sicht auf untergeordnete Elemente abnimmt. Zudem ist schwer
zu sagen, wie genau eine Auswahl beziehungsweise eine Betrachtung von Objek-
ten erfolgen kann, wenn der umgebende Würfel sehr dicht gefüllt sein sollte und sich
dadurch Verdeckungs- und Überlagerungseffekte ergeben.
3.3. Hyperbolic Layout - H3 viewer
H3 ist eine Methode, welche Graphen nicht als Ganzes sondern nur in Teilbereichen
visualisiert. H3 realisiert eine Abbildung des Graphen in den euklidischen Informa-
tionsraum [Mun98]. Da dieser visuell nicht darstellbar ist, wird er durch eine Pro-
jektion visualisiert. Der benötigte Platz des euklidischen Informationsraumes nimmt
mit steigender Komplexität quadratisch zu. Aus diesem Grund wurde als Visualisie-
rungsgrundlage die Oberfläche einer Kugel gewählt, da diese sich bei wachsendem
Radius sehr ähnlich verhält (siehe Abbildung 3.4). Diesen Projektionsraum bezeich-
net MUNZER als den hyperbolic- oder H3-space. Es wird versucht, für den derzeitigen
Betrachtungspunkt nützliche Information zu filtern und diese aufbereitet anzuzeigen.
Der Grundgedanke ist, dass in den meisten Graphen, seien sie gerichtet oder unge-
richtet, zyklisch oder azyklisch, eine hierarchische Struktur identifizierbar ist, welche
als Spannbaum bezeichnet wird (vgl. Kapitel 2.2.4). Dieser Spannbaum muss teilwei-
se vom Nutzer selbst vorgegeben werden, falls er nicht offentsichtlich identifizierbar
ist. Ist dieser nicht passend zu den Daten, kann es zu unklaren, verwirrenden oder
falschen Darstellungen kommen. Zur Betrachtung wird nur dieses Grundgerüst heran-
gezogen, alle anderen Kanten werden ausgeblendet. Es ist möglich, sich alle Kanten
anzeigen zu lassen. Da der Platz zur graphischen Darstellung eher begrenzt und drei-
dimensional ist, können sich unübersichtliche und schwer lesbare Bilder ergeben.
Inspiriert ist das Layout ebenfalls durch ROBERTSON et al’s Cone Tree [RMC91]. Kind-
knotengruppen werden jedoch nicht als Kegel dargestellt, sondern auf der Oberfläche
der Kugel radial angeordnet. Im Zentrum steht der Elternknoten, ähnlich der Kegel-
spitze der Cone Trees. Durch die Darstellung auf einer Kugel ergibt sich zugleich eine
Art „fisheye-view“. Das heißt, Objekte, welche sich weiter außerhalb befinden, wer-
den kleiner dargestellt als jene, die sich im Zentrum der Sphäre und damit auch im
Zentrum der Aufmerksamkeit befinden. Durch die Markierung eines Knotens wandert
dieser in das Zentrum der Betrachtung und seine nahe Nachbarschaft wird visuali-
siert. Kindknoten werden nach rechts, Elternknoten nach links angeordnet. Zudem
können die Kanten durch eine Farbkodierung als ausgehende oder ankommende Be-
ziehungen näher bestimmt werden. Generell erhält man durch dieses Verfahren einen
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guten Überblick über die nahen Nachbarschaftsbeziehungen eines Knotens, selbst
wenn diese sehr groß ist. Ein Gesamteindruck ist annähernd unmöglich, da nur bei
eher kleinen Graphen alle Knoten auf einmal dargestellt werden. Ein Resultat der Sor-
tierung und Anordnung ist, dass Kindknoten mit den meisten Abhängigkeiten in die
Nähe der Pole der Sphäre verschoben werden und sich daraus schnell strukturelle
Schlüsse ziehen lassen.
Der auf dieser Technik basierende H3 viewer [Mun98] wurde beispielsweise in ei-
nem Werkzeug zur Erstellung und Wartung von Webseiten eingebettet. Er ermöglicht
es, sich den dargestellten hyperbolischen Raum durch Drehen der Sphäre von allen
Seiten zu betrachten. Zudem soll er auch bei komplexen und großen Graphen gute
Leistungen und eine konstante Bildrate von circa 20 Frames Per Second (fps) reali-
sieren. Dies wird durch das dynamische Nachladen von Teilen des darzustellenden
Bereiches ermöglicht. Dies bedeutet, dass sich die Ansicht zur Laufzeit bei ausge-
wählten Knoten noch verändern kann und sich Teilstrukturen erst nach und nach in
die bereits dargestellte Ansicht integrieren und diese vervollständigen. Dies kann da-
zu führen, dass man Teilgruppen eines Graphen übersehen kann, da sie noch nicht
in die visuelle Repräsentation eingebracht wurden, bevor man sich weiter durch die
Struktur bewegt.
Walrus ist eine moderne Umsetzung des hyperbolischen Darstellungskonzeptes und
wird als Open-Source-Projekt von der Cooperative Association for Internet Data Ana-
lysis (CAIDA) betreut [CAI09]. Es ist eine auf Java basierende Software, die platt-
formunabhängig weiterentwickelt wird und auch sehr große Graphen von mehreren
Millionen Knoten und Kanten behandeln kann [HHL04]. Wie beim H3 viewer [Mun98]
geht auch hier die Definition des Spannbaums vom Nutzer selbst aus. Die dargestell-
te Nachbarschaft ist zwar weitläufiger (vergleiche Abbildung 3.4 c), es werden jedoch
nur gerichtete Graphen unterstützt.
Abbildung 3.4. – H3 viewer (a und b) und Walrus (c)
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Skyrails [Wid07] ist ein Projekt von YOSE WIDJAJA, wissenschaftlicher Mitarbeiter an
der University of New South Wales im Bereich Computer Science and Engineering.
Es wurde für die Visualisierung von Zusammenhängen in Social Networks entwickelt.
Allerdings können damit auch andere Graphen im dreidimensionalen Raum darge-
stellt werden. Des Weiteren besitzt das Programm eine eigene integrierte Program-
miersprache, welche es dem Nutzer ermöglicht, das Interface auf seine Bedürfnisse
anzupassen sowie die Knoten und Kanten zu beeinflussen. Dies soll es auch un-
erfahrenen Nutzern möglich machen, das Programm zu bedienen, da die zugrunde
liegende Sprache laut WIDJAJA einfach zu erlernen ist.
Das Programm selbst ist in C++ geschrieben und basiert auf einer eigenständigen
Grafikengine, was es plattformunabhängig machen soll. Nach eigenen Angaben ist
die Anwendung zurzeit jedoch nur auf Linux und Windows
TM
lauffähig. Durch die ste-
tige Weiterentwicklung existiert noch keine ausreichende Dokumentation über die zur
Interaktion notwendige Scriptsprache.
Skyrails bietet die Möglichkeit, sehr viele Knoten zu visualisieren. Bis zu dreihundert
Knoten sollen, ohne große Einschränkungen in der Leistungsfähigkeit, möglich sein.
Bei mehr als fünfhundert Knoten stößt es jedoch nach eigenen Angaben an seine
Grenzen. Dies soll sich aber in zukünftigen Versionen noch verbessern. Außerdem
ist es möglich, von der dreidimensionalen Darstellung in eine „pseudo-2D“ Ansicht zu
wechseln sowie stereoskopische Bilder zu erzeugen.
Zurzeit wird ein Einsatz in der Biologie forciert. Zellstrukturen, DNA-Stränge oder Pro-
teingebilde lassen ich ebenso visualisieren wie komplexe Graphen und netzwerkarti-
ge Strukturen. Es besteht die Möglichkeit, dass Knoten durch eigene, zum Teil auch
sehr viel komplexere Gebilde repräsentiert oder zu größeren Gruppen zusammenge-
fasst werden können.
Nach Einschätzung des Autors ist das Projekt zwiespältig zu beurteilen, da es ein
sehr mächtiges Werkzeug zu sein scheint, dessen Interaktion jedoch eher schwer be-
herrschbar ist. Eine wirkliche Orientierung im Raum kann man nur schwer entwickeln,
da sich die Knoten und Kanten oftmals in ständiger Interaktion befinden. Dies kann
durch entsprechende Anpassungen in der Scriptsprache zwar minimiert werden, je-
doch bedarf dies einem hohen zeitlichen Aufwand. Dennoch lassen sich aus größerer
Entfernung Gesamtstrukturen, zum Beispiel eines Proteinkomplexes, erkennen, was
jedoch durch sehr filigrane Gestaltungselemente erschwert wird. Abschließend lässt
sich festhalten, dass der Schwerpunkt auf den ästhetischen Eigenschaften zu liegen
scheint.
Die Art, wie Skyrails Graphen im dreidimensionalen Raum darstellt, ist repräsentativ
für den Großteil der aktuellen Graphenvisuallisierungsprojekte. Einen umfangreichen
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Überblick über weitere aktuelle Umsetzungen stellt MANUEL LIMA auf seiner Internet-
plattform VisualComplexity [Lim10] zusammen.
Abbildung 3.5. – Skyrails
Bei Perspective Wall [MRC91] handelt es sich um eine Entwicklung des PARC-Labora-
tory der Firma Xerox. Dabei werden großflächige, zweidimensionale Strukturen oder
Inhalte, ähnlich einer Tapete, auf eine virtuelle Wand gelegt. Die Wand ist in drei Be-
reiche unterteilt. Ein zentraler Mittelteil präsentiert sich parallel zur Bildschirmfläche
und zum Betrachter, wobei links und rechts zwei weitere Teilwände in die Tiefe abfal-
len (siehe Abbildung 3.6). Der darzustellende Inhalt fließt dabei zusammenhängend
von links nach rechts über alle drei Wände. Der aktuelle Interessenbereich präsentiert
sich im Zentrum der mittleren Wand. Die auf den beiden äußeren Wänden dargestell-
ten Inhalte werden perspektivisch verzerrt. Daraus ergibt sich eine Ansicht, in der so-
wohl Details als auch Informationen zum umgebenden Kontext bereitgestellt werden.
Der Inhalt kann in einer fließenden Bewegung über die Wände zum Zentrum bewegt
werden. Die horizontale Achse der darzustellenden Daten kann mit einer Kategorie
mit linearem Zusammenhang assoziiert werden. Dies ist zum Beispiel bei zeitlichen
Beziehungen oder hierarchischen Tiefen der Fall. Erfolgreich eingesetzt wird diese Art
der Informationsdarstellung zur Verdeutlichung von Dateisystemen oder zur Anzeige
von zeitlichen Ablaufplänen und Tabellen [RCM93].




In diesem Teil der Arbeit sollen Überlegungen zur Gestaltung von immersiv erfahr-
baren Graphen zusammengetragen und anschließend zu einem Gesamtkonzept ver-
bunden und weiterentwickelt werden.
4.1. Einführung
In der heutigen Zeit müssen teilweise Informationen behandelt werden, die schwer
ein- oder zweidimensional repräsentierbar sind, da ihre Komplexität zu hoch ist oder
die Größe von gängigen Anzeigegeräten nicht ausreicht, um sie effizient darzustellen
[Che05]. In den Studien von RAJA et al bestätigten alle Testpersonen, dass es in einer
CAVE am einfachsten war, sehr große Datenmengen zu betrachten [Raj+04].
Ein hoher Immersionsfaktor zeigte sich in Anwendungsfällen nützlich, in denen räumli-
che Zusammenhänge der Umgebung benötigt werden [Raj+04]. Ein Aspekt der räum-
lichen Wahrnehmung ist die Fähigkeit, sich schnell und präzise die Lage und räumli-
chen Beziehungen von Objekten in Erinnerung zu rufen [CM04]. Hierdurch erschafft
sich der Nutzer eine kognitive Karte seiner Umgebung und vermeidet dadurch red-
undantes Suchen. Dieser Vorgang wird durch Immersion und Präsenz (vergleiche
Kapitel 2.4.4) beschleunigt [PPW97].
Eine CAVE ist in dem Sinne einzigartig, als dass sie es erlaubt, ein weites Feld an
räumlichen Zusammenhängen wahrzunehmen, ohne dabei den Kopf oder den Inhalt
bewegen zu müssen. Im Gegensatz zu einem HMD, welches ebenfalls eine Immersi-
on zur Folge hat, profitiert der Nutzer hier zusätzlich vom peripheren Blickfeld.
Anwendungen, die von einem hohen Grad an Immersion profitieren könnten, wä-
ren nach HOFMANN [Hof02] Visualisierungen von multidimensionalen Funktionen, 3D
Histogramme, Oberflächendarstellungen, große Softwarestrukturen, Datenbanksche-
mata, Verkehrsinformationen, Netzwerkmanagement oder Ähnliches.
4.2. Einsatzgebiet für Graphen
Graphen können für die verschiedensten Einsatzbereiche notwendig sein und wer-
den in großer Vielfalt und unzähligen Anwendungsfällen praktisch genutzt [Her+00].
44 4.2. Einsatzgebiet für Graphen
Grundsätzlich sind Graphen zur Darstellung von strukturierten Daten geeignet, denn
sind inherente Beziehungen in den Daten bekannt, können diese als Kanten zwischen
den einzelnen Datenknoten repräsentiert werden [CMS01].
Alle Anwendungen und Darstellungen, welche auf graphenähnlichen Modellen basie-
ren, sollen Beziehungen zwischen einzelnen Elementen mathematisch oder visuell
ausdrücken. Die Existenz oder das Fehlen solcher Beziehungen stellen die Kernaus-
sagen von Graphen dar.
Anwendungsgebiete und Modelle lassen sich durchaus unterscheiden. Eine solche
Unterscheidung kann unter Beachtung der Semantik, also der damit einhergehen-
den Aussage des Graphen, geschehen. Wie bereits erwähnt, soll die Beziehung zwi-
schen Elementen dargestellt werden. Daraus folgt, dass die Aussage oder Bedeutung
dieser Beziehungen eine Unterteilung erlaubt. Hierfür scheint die Definition von Ent-
scheidungskriterien notwendig, wie in Abbildung 4.1 dargestellt. Eine Einordnung in
verschiedene Klassifikationen lässt sich durch die Eigenschaft, welche die Semantik
der Beziehungen am detailliertesten beschreibt, realisieren.
Abbildung 4.1. – Hierarchie zur Ordnung von Graphen
In Abbildung 4.1 wird eine immer feiner werdende Unterscheidung der Aussage ei-
ner Beziehung gezeigt. Oberste und damit allgemeinste Aussage einer Beziehung
ist deren Existenz. Sie hat somit immer einen anzeigenden Charakter, welcher ein-
zig bestimmt, ob eine Beziehung besteht oder fehlt. Wird die Aussage einer solchen
Verbindung noch genauer bestimmt, bekommt sie zusätzlich einen ordnenden Cha-
rakter. Sie zeigt nun nicht mehr nur die reine Existenz, sondern darüber hinaus auch
eine Ordnung der Elemente zueinander an. Ist also der Semantik eine Ordnung zu
entnehmen, in der es Knotenbeziehungen der Art G ≤ H gibt, wobei mindestens eine
Beziehung der Art G < H existiert, so bekommen die Beziehungen ordnenden Cha-
rakter. Dies kann eine hierarchische Struktur sein oder Aussagen darüber, in welchem
Verhältnis Objekte zueinander stehen.
Die beiden vorherigen Eigenschaften beschreiben abstrakte, statische Zusammen-
hänge. Diese können dadurch konkretisiert werden, dass die Verbindung zweier Ele-
mente als eine Art Weg oder Kanal angesehen werden kann. Über diese Verbin-
dungen lässt sich also ein dynamischer Fluss realisieren. Der einfachste Fall eines
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solchen Durchflusses ist die Zeit. Elemente stehen dabei durch die angebende Ord-
nung in zeitlicher Abhängigkeit zueinander, welche durch eine Abfolge von Ereignis-
sen bestimmt ist. Zusätzlich kann auf diesen Wegen auch ein abstrakter, materieller
Austausch stattfinden. Es können also Dinge abstrahiert über diese Verbindungen
bewegt werden, ob dies nun Güter, Messwerte oder andere Arten von definierten
Entitäten darstellt. Dieser Transport impliziert dabei natürlich auch eine zeitliche Ord-
nung von der Quelle in Richtung des Empfängers.
Abbildung 4.2. – Klassifizierung von Graphen nach ihrer Intention
Abbildung 4.2 zeigt beispielhaft die Einordnung einiger gängiger, auf Graphen basie-
render Anwendungsgebiete. Die Intention der einfachsten oder abstraktesten Darstel-
lungen, wie Soziogramme oder mathematische Graphenmodelle, besteht darin, exi-
stierende Verbindungen zu verdeutlichen. Organisationspläne eines Unternehmens
oder Unified Modeling Language (UML)-Klassendiagramme, welche objektorientierte
Abhängigkeiten bei der Softwareentwicklung modellieren, sind darauf ausgelegt, ein-
zelne Elemente zueinander in eine mehr oder weniger feste Ordnung zu integrieren.
Zustandsübergangsdiagramme oder Ablaufdiagramme wollen die zeitlichen Abläufe
nachbilden, in denen Vorgänge ablaufen. Datenflussdiagramme, Stromnetzmodelle,
Gleißanlagenpläne oder Ähnliches definieren klare Entitäten, welche über die ange-
gebenen Verbindungen ausgetauscht werden. Nicht immer ist eine Einordnung in die-
se Kategorien eindeutig zu treffen. Es gibt Anwendungsfälle, in denen eine Kombinati-
on durchaus sinnvoll erscheint. Ein Beispiel hierfür wäre die Visualisierung von Hyper-
text-Strukturen, die einen ordnenden Charakter beinhalten, aber auch die Sichtweise
zulassen, dass sich ein Leser nur zeitlich durch diese Dokumente bewegen kann.
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4.3. Arbeiten mit Graphen
Um strukturierter vorgehen zu können, soll eine Unterscheidung der Nutzertätigkeit
vorgenommen werden. Dies ist notwendig, da je nach Art und Ziel der Motivation
eines Nutzers spezielle Aspekte an Bedeutung gewinnen und andere in den Hinter-
grund treten. Eine mögliche Verfeinerung ist nach GROH die Unterscheidung in zwei
Grundaktivitäten - Orientierung und Operation [Gro08].
Beim Orientieren ist es das Ziel, Wissen über die Umgebung zu erlangen. Dies kann
zum Beispiel durch Bewegung erreicht werden. Eine weitere, verfeinerte Unterteilung
der Orientierung kann nach NIGAY und VERNIER in zwei Hauptaufgaben gesche-
hen, das „querying“, was hier als „Suchen“ verstanden werden kann, und das „brow-
sing“, welches mit „Erkunden“ gleichzusetzen ist [NV98]. Dabei unterscheidet sich
das „browsing“ vom „querying“ durch das Fehlen eines bestimmten Ziels im Kopf des
Nutzers. Er nimmt dabei also einen anderen kognitiven Zustand ein [WC91].
Beim Operieren ist im Gegensatz zum Orientieren Bewegung eher unerwünscht. Ein
Einwirken und Interagieren mit Objekten kann nach GROH erst im statischen Verhält-
nis von Nutzer und Objekt stattfinden. Damit ist die Eigenbewegung des Betrachters
eher unrelevant [Gro08], es sei denn sie dient der Interaktion selbst.
Eine andere Art der Unterteilung über die Objektgrößen lässt sich nach DEMIRALP et
al. wie folgt vornehmen [Dem+06]:
looking-in Aufgaben: Dabei betrachtet und manipuliert der Nutzer Objekte von au-
ßen. Das bedeutet, diese Objekte sind kleiner als er selbst.
looking-out Aufgaben: Dabei betrachtet und interagiert der Betrachter mit Objekten,
welche größer als er selbst sind. Sie würden somit nicht mehr in die Dimensio-
nen eines herkömmlichen Darstellungsmediums passen.
Es lassen sich konkrete Aufgaben identifizieren, die durch die Arbeit mit Graphen ent-
stehen. Dies sind allgemeine Fragen, die im Zusammenhang mit der Topologie eines
Graphen (Knoten, Kanten, Pfade und Teilgraphen) stehen. Diese sind unabhängig
von den semantischen Aussagen des Graphen [GFC04].
Grundlegende Eigenschaften von Knoten: Bestimmung der Anzahl an Knoten, Aus-
reißer, Suchen eines bestimmten Knotens oder nach dem Knoten mit dem klein-
sten oder größten Grad (vergleiche Kapitel 2.2.2)
Grundlegende Eigenschaften von Kanten und Pfaden: Bestimmung der Kantenan-
zahl, Existenz von gemeinsamen Nachbarn beziehungsweise die Existenz ei-
nes Pfades zwischen zwei Knoten, die Suche nach dem kürzesten Pfad, Anzahl
der Nachbarn eines Knotens, Suche nach Kreisen.
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Grundlegende Eigenschaften von Teilgraphen: Suche nach einem bestimmten Teil-
graphen, Identifizierung aller erreichbarer Knoten eines speziellen Startknotens
oder die Identifizierung von stark zusammenhängenden Gruppen von Knoten,
sogenannten Clustern.
4.4. Mehrwert der dritten Dimension
Ein generelles Problem der meisten Graphenvisualisierungen ist die Tatsache, dass
der zur Verfügung stehende Darstellungsbereich begrenzt ist und damit oftmals zu
klein für große Informationsmengen. In diesen Fällen wird der Nutzer dazu gezwun-
gen, mit einer verkleinerten oder beschränkten Ansicht zu arbeiten [RG93]. Dennoch
existieren Möglichkeiten, komplexe, räumlich ausgedehnte oder mehrdimensionale
Sachverhalte auf zweidimensionalen Medien abzubilden. Einige davon basieren auf
matrixartigen Repräsentationen1 (siehe Abbildung 4.3) [JS91]. Zu solchen Darstellun-
gen meint GROH, dass ein auf Intuition basierendes Erkennen von Zusammenhängen
nicht mehr möglich ist und die menschlichen Sinne an ihre Grenzen stoßen [Gro08].
Dennoch konnten GHONIEM et al. zeigen, dass diese Art der Darstellung gegenüber
klassischen Knoten- und Kantendarstellungen gerade bei großen Graphen2 Vortei-
le hat. Diese liegen sowohl in der Geschwindigkeit als auch der Genauigkeit bei der
Bearbeitung einfacher Aufgaben, wie der Identifizierung von Extrema oder einfachen
Beziehungsverhältnissen. Einzig Aufgaben zur Pfadverfolgung konnten mit dieser Art
der Graphendarstellung nur schwerlich behandelt werden [GFC04].
a) b)
Abbildung 4.3. – Radial angeordneter Graph (a) mit zugehöriger Ma-
trixrepräsentation (b) (29 Knoten und 144 Kanten)
Das präzise Nachvollziehen von Wegen durch netzwerkartige Informationsstrukturen
ist jedoch fundamental für das Verständnis derartiger Gebilde [WF96]. SOLLENBER-
GER und MILGRAM bewiesen, dass gerade in Aufgaben der Pfadverfolgung dreidi-
1ähnlich einer Bewertungsmatrix (vergleiche Kapitel 2.2.1)
2mehr als 20 Knoten
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mensionale Visualisierungen ihre Stärken ausspielen können. Verstärkt wird dieser
Effekt, wenn diese Darstellungen durch einen stereoskopischen Tiefeneindruck un-
terstützt werden [SM91]. Viele empirische Studien konnten nachweisen, dass das
Verständnis komplexer Graphen, welche in einem stereoskopischen VR-System be-
trachtet werden, bis zu drei mal besser ist als dies in einer zweidimensionalen Dar-
stellungsform der Fall ist [MBK97; Raj+04; WF94; WF96].
Es gibt nur einige wenige Graphen- bzw. Baumvisualisierungstechniken, welche di-
rekt für den dreidimensionalen Raum entwickelt wurden. Viele der veröffentlichten
Anwendungen basieren auf Techniken, die für den zweidimensionalen Fall entwickelt
und dann in den 3D-Raum portiert wurden. Eine der populärsten Techniken ist es,
zweidimensionale Graphen im dreidimensionalen Raum darzustellen, wie dies bei-
spielhaft durch das in Kapitel 3.4 vorgestellte Projekt skyrails realisiert ist. Die Hoff-
nung dabei ist, dass die zusätzliche Dimension den Raum zur Verfügung stellt, der
benötigt wird, um auch große Strukturen darzustellen. Zudem soll dies dem Nutzer er-
lauben, einen eigenen Betrachtungspunkt zu wählen, der es ihm gestattet, die Struk-
tur bestmöglich zu überblicken.
Durch das in der Literatur bekannte Proximity Compatibility Principle (PCP) wird aus-
gesagt, dass Aufgaben, welche die Integration der dritten Dimension erforderlich ma-
chen, auch von 3D-Displays profitieren. Aufgaben, bei denen die gerichtete Aufmerk-
samkeit jedoch nur auf eine oder zwei Dimensionen gelegt wird, profitieren hingegen
von zweidimensionalen Medien [WML94]. Eine immer noch nicht vollständig geklär-
te Frage ist, welche Vorteile die Wahl eines dreidimensionalen Layouts hat, wenn
die darzustellenden Inhalte keinerlei räumlichen Charakter haben [WF94]. Obwohl In-
formationsnetzwerken, wie sie durch Graphen dargestellt werden können, meist kei-
ne direkte geometrische Dimensionalität zu Grunde liegt, zeigten PURCEL und STE-
WART, dass in vielen Fällen unser Gehirn eine räumliche Darstellung bevorzugt und
deshalb ein dreidimensionales Layout die Informationsaufnahme verbessert [PS91].
Der große Unterschied zwischen zwei- und dreidimensionalen Graphen ist das Merk-
mal der Planarität. Wie bereits in Kapitel 2.3 erwähnt, zeigte PURCHASE [Pur97], dass
gerade diese Eigenschaft Graphen in ihrem Verständnis verbessern kann. Bei der
Nutzung der dritten Dimension ergeben sich automatisch Effekte, die dem Versuch
entgegenstehen, eine kollisionsfreie Darstellungsart zu finden. Dies ist vor allem die
Verdeckung (vergleiche Kapitel 2.4.2). Zudem kann sowohl der Betrachter als auch
das Objekt seine Position ändern, wodurch der Blickwinkel verändert wird (siehe Ka-
pitel 4.6.1). Hierdurch erscheint es nicht praktikabel, Ressourcen zur Verfügung zu
stellen, um eine kantenkollisionsfreie Darstellung für jeden neuen Betrachtungspunkt
zu generieren - falls dies überhaupt möglich ist. Dies würde zudem die strukturelle
und räumliche Ausrichtung der einzelnen Elemente zueinander unablässig verändern
und damit eine Orientierung maßgeblich erschweren [Nor95; HDM98]. Das Layout
sollte für den Betrachter immer vorhersehbar bleiben. In der Literatur wird dies auch
als „preserving the mental map“ [Mis+95] bezeichnet, also den Versuch ein bereits
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erstelltes, mentales Modell des Nutzers zu bewahren. Diese Regel lässt sich auch
auf die Veränderung des Betrachtungsortes anwenden.
Es lässt sich also festhalten, dass zweidimensionale Ansichten für die Betrachtung
von Details eines begrenzten Ausschnittes, präzise Orientierung sowie für das exakte
Bestimmen von Positionen und Entfernungen geeigneter scheinen [Tor+04; VB00].
Demgegenüber sind dreidimensionale Darstellungen besser für die Erlangung des
räumlichen Verständnisses, der Untersuchung von räumlichen Objektstrukturen, der
Einschätzung von relativen Positionen sowie der ungefähren Navigation in dreidimen-
sionalen Umgebungen geeignet [Tor+04].
4.5. Allgemeine Gestaltung
Einige allgemeingültige Überlegungen zur Gestaltung, die nicht einem einzelnen Ge-
staltungselement zugeordnet werden können, sollen in diesem Abschnitt angespro-
chen werden.
Menschen sind visuelle Wesen mit der Fähigkeit zu einer guten Differenzierung von
Größe, Länge, Orientierung und anderen visuellen Eigenschaften [Kos06]. Wie be-
reits erwähnt, sollen Graphen dem Betrachter dabei helfen, spezielle Fragen zu be-
antworten (siehe Kapitel 4.3). Aus diesem Grund ist es wichtig, diese Aufgaben zu
kennen und darauf einzugehen. Denn eines der wichtigsten Kriterien, welche bei der
Entwicklung des Gestaltungskonzeptes berücksichtigt werden sollen, ist die Effizienz.
Ein Graph, der zur Datenanalyse genutzt wird, muss nicht attraktiv sein. Dient er hin-
gegen dem Informationstransport, so kann er visuell einladend sein und drängt den
Betrachter dazu, das zu sehen, was der Designer ihn sehen lassen will.
Für den Informationstransport ist es allerdings zwingend notwendig, die Aussage, al-
so die Semantik, und teilweise auch deren zugrunde liegende Struktur zu kennen, um
diese an den Betrachter weitergeben zu können. Dazu ist es, wie bereits in Kapitel 2.1
erwähnt, notwendig, den Wissensstand der Zielgruppe zu kennen, um ein passendes
Niveau der Kommunikation zu schaffen. Des Weiteren steht im Vordergrund, dass der
Betrachter unterstützt werden soll, seine Aufgaben zu bewältigen. Dies bedeutet, er
soll darin unterstützt werden, alles zu unterscheiden und das Wichtigste zu finden
[GFC04].
Dazu müssen sich für den Informationstransport eingesetzte Eigenschaften sowohl
untereinander als auch zum Hintergrund deutlich unterscheiden. Als kleines Beispiel
können die beiden Paarungen (m zu rn) und (m zu o) betrachtet werden. Die er-
ste Paarung unterscheidet sich nur geringfügig. Die zweite hingegen unterscheidet
sich sehr deutlich und erleichtert es dem Betrachter, dieses zu erkennen. Es bleibt
festzustellen, dass Aufmerksamkeit durch stark wahrnehmbare Unterschiede gelenkt
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wird [Gol97] und der Betrachter solche Wechsel in der Gestaltung auch erwartet
[Kos06].
Ein weiteres allgemeines Kriterium ist die Kompatibilität zwischen bildlicher Darstel-
lung und zu übermittelnder Aussage. Die Aussage einer Darstellung ist leichter zu
verstehen, wenn sie dem Inhalt ähnlich ist. Dem Betrachter sollte somit genau das
übermittelt werden, was er sieht. Ein gutes Beispiel für einen Fall, in dem dieses Prin-
zip verletzt wird, ist das in Abbildung 4.4 dargestellte Experiment von STROOP [Str35],
bei dem ein Verarbeitungskonflikt zwischen dem visuell wahrgenommenen und dem
interpretierten Inhalt entsteht.
Abbildung 4.4. – Experiment zum Stroop-Effekt - Die Farbe der Schrift
soll genannt werden
Zudem sollte beachtet werden, dass der Betrachter nur begrenzt aufnahmefähig für
neue Eindrücke ist. Jeder Mensch ist kognitiven Beschränkungen unterworfen [Gol97].
Das bedeutet, der Betrachter wird die dargebotenen Information nicht effektiv verste-
hen können, sollten sie zu geballt auftreten. Dies ist vor allem auf Beschränkungen
des menschlichen Kurzzeitgedächtnisses zurückzuführen, was nur eine bestimmte
Anzahl an sogenannten kognitiven Gruppen aufnehmen kann. Diese Anzahl an ko-
gnitiven Gruppen ist als Millers magische Zahl bekannt. Wendet man jene auf eine
nutzerfreundliche Informationsaufbereitung an, sollten dem Betrachter nicht mehr als
sieben plus minus zwei kognitive Gruppen präsentiert werden [Mil56]. Dies bedeutet
im Rückschluss für das Gestaltungskonzept, dass nicht mehr als neun verschiedene
Gestaltungselemente gleichzeitig genutzt werden sollten.
4.6. Orientierung
Der Überblick über den aktuellen Standort oder die Position eines Ortes von Interes-
se ist für viele der im Kapitel 4.3 identifizierten Aufgabenfelder wichtiger Bestandteil
einer erfolgreichen und effizienten Interaktion [NV98]. Aus diesem Grund werden im




Die Kenntnis über die Gesamtstruktur ist von elementarer Bedeutung für das Ver-
ständnis von Datensätzen und die richtige Einschätzung von räumlichen Zusammen-
hängen [Her+00; Mit91]. Die Gesamtausdehnungen von Objekten zu betrachten stellt
jedoch eine Hürde in der CAVE dar. Die Eigenschaft, dass sich der Betrachter durch
den Raum bewegt, ist wie in Kapitel 2.7 beschrieben der zentrale Interaktionsme-
chanismus. In vielen Anwendungen für die CAVE ist es gewünscht, dass sich die
physikalischen Eigenschaften des CAVE-Raumes realistisch auf die virtuelle, dem
Betrachter präsentierte Welt abbilden. Diese Eigenschaft kann zu Problemen führen.
Eines dieser Probleme ist der durch den Aufbau begrenzte Raum, welchen man als
Interaktionsraum nutzen kann. Zum Beispiel ist es nicht möglich, physisch eine virtu-
elle Strecke zurückzulegen, die größer ist als die Ausdehnung der CAVE. Man stößt
unweigerlich gegen die Projektionswände und kann sein Ziel nicht erreichen. Diesel-
be Ursache liegt auch dem Phänomen zu Grunde, dass das Umlaufen von Objekten
eine große Hürde darstellt. Vor allem dann, wenn die Objekte räumlich direkt auf einer
der Projektionsflächen platziert sind, wird es unmöglich durch eigene Positionsände-
rung das Objekt vollständig zu umlaufen (siehe Abbildung 4.5 a). Dies wäre nur für
Objekte möglich, welche so im virtuellen Raum platziert werden, dass sie sich na-
he des Zentrums des CAVE-Raumes befinden. Zumindest müssten sie ausreichend
Platz zu jeder Projektionsfläche bieten, um sie bequem umrunden zu können.
Eine Lösung kann darin bestehen, den virtuellen Raum auch als solchen zu begrei-
fen. Physikalische Phänomene und Eigenschaften sind in der virtuellen Realität nur
Simulationen, die nicht real existieren (vergleiche Kapitel 2.7). Es besteht somit die
Möglichkeit, den Raum und all seine simulierten Eigenschaften so zu verändern, dass
sie die Nutzerbedürfnisse erfüllen. In diesem Fall kann durch Anpassung des Verhält-
nisses von real zu virtuell zurückgelegter Strecke eine Erhöhung des Bewegungs-
spielraumes für den Nutzer erreicht werden. Durch die reale Bewegung ließe sich
somit virtuell eine größere Strecke zurücklegen, welche es ermöglicht, das Objekt
von der Projektionswand zu „lösen“. Diese Art der Anpassung und Veränderung des
Raumes wird im Folgenden als Raummanipulation bezeichnet. Da der Nutzer hier-
bei selbst keine aktive manipulierende Rolle einnimmt, sondern diese globale Anpas-
sung der bestimmenden Parameter nur für seine Zwecke ausnutzt, soll dieses Prinzip
als passive Raummanipulation bezeichnet werden.
Einer der größten Nachteile der 5-Seiten-CAVE, wie sie für diese Arbeit genutzt wird,
ist das Fehlen einer der Seitenwände (vergleiche Kapitel 2.8.1). Dies führt dazu, dass
Objekte selbst durch passive Raummanipulation nicht komplett umlaufen werden kön-
nen (siehe Abbildung 4.5 b). Da die hintere Darstellungsfläche fehlt, kann kein Bild der
Hinterseite eines Objektes präsentiert werden, wenn sich der Betrachter in Richtung
der fehlenden Wand wendet. Es ist somit nur solange möglich, einen Teil der hinte-




Abbildung 4.5. – CAVE Umlaufproblem
Für dieses Problem sind verschiedene Lösungsansätze vorstellbar. Zum einen wä-
re es möglich, auf die Notwendigkeit einer Betrachtung der Rückseite komplett zu
verzichten. Dies würde bedeuten, dass informationstragende Objekte keine wichti-
gen Aussagen oder Merkmale nur auf der Rückseite ausprägen dürfen. Zum anderen
könnte man die Aussage treffen, dass Darstellungen, in denen eine rückwärtige An-
sicht notwendig ist, nur in CAVE-Aufbauten mit vier Seitenwänden oder anderen VR-
Systemen wie HMDs, welche von solchen baulichen Einschränkungen nicht betroffen
sind, visualisiert werden sollten.
Ein Ausschluss von Darstellungen soll jedoch nicht als endgültige Aussage bestehen
bleiben. Geht man den Gedankengang über das Problem der horizontalen Umrun-
dung von Objekten einen Schritt weiter, so stellt man fest, dass dieses Problem eben-
so für die vertikale Umrundung besteht. Dies ist dazu noch unabhängig vom tech-
nischen Aufbau, da es dem Betrachter aus rein körperlichen Gründen kaum möglich
ist, Objekte mit großer vertikaler Ausdehnung zu umrunden. Mag dies für kleinere Ob-
jekte theoretisch noch durchführbar sein, indem man das Objekt durchschreitet und
dabei nach unten blickt, so ist es für Objekte und Aufgaben aus dem looking-off Be-
reich (vergleiche Kapitel 4.3) nur schwer möglich, die Oberseite zu betrachten. Ähn-
lich verhält es sich mit der Unterseite von Körpern. Zwar ist es vorstellbar, sich unter
einem Objekt hindurch zu bewegen und dabei nach oben zu schauen, ergonomisch
angenehm wird sich dies jedoch nur in einigen Fällen gestalten lassen. Zudem stößt
diese Art der Interaktion an ihre Grenzen, wenn sich Objekte nur in geringer Höhe zur
Bodenfläche oder gar darunter befinden. Gleiches gilt natürlich auch für Objekte ober-
halb der Deckenprojektionsfläche. Eine passive Raummanipulation ist grundsätzlich
auch in vertikaler Richtung vorstellbar. Dennoch wird sie nicht den selben Umfang an
Interaktionsfreiraum bieten wie dies in horizontaler Ausrichtung möglich ist. Zudem
wäre es unpraktikabel, einen bestimmten Betrachtungswinkel für längere Zeit beizu-
behalten, wenn sich dieser in ergonomisch unbequemer Körperposition ausdrücken
4. Synthese 53
würde. Als Beispiel wäre hier eine gehockte Körperhaltung zu nennen. Es zeigt sich
somit, dass es einige Einschränkungen - vor allem im Bereich des Blickwinkels - gibt,
welche sich durch die reine Interaktion über Head-Tracking nicht realisieren lassen.
Als Lösung und Kernaussage dieses Abschnittes kann festgehalten werden, dass ei-
ne aktive Raummanipulation für die Interaktion und vollständige Betrachtung von
Objekten in der CAVE als notwendig angesehen wird für das hier betrachtete Arbeits-
feld der Graphen. Darunter ist zu verstehen, dass der Nutzer selbst durch aktives
Eingreifen Objekte und Strukturen in beide Freiheitsgrade (horizontal und vertikal)
drehen und verschieben kann, um alle Seiten betrachten zu können.
4.6.2. Rotation
Zur Stützung und weiteren Betrachtung der in Kapitel 4.6.1 getroffenen Aussagen
befasst sich der folgende Abschnitt mit einer Möglichkeit der passiven Raummanipu-
lation, welche durch die Arbeiten von WARE, FRANCK und HUBONA et al. inspiriert ist
[WF94; WF96; HSF97].
Grundgedanke ist, dass ein großer Anteil an räumlichen Informationen aus Phäno-
menen der relativen Bewegung von Objekten extrahiert wird. Dies sind zum einen die
Bewegungsparallaxe, zum anderen die kinetische Tiefe (vergleiche Kapitel 2.4.2), die
es dem Gehirn ermöglichen, räumliche Informationen über Zeit zu erhalten. WARE et
al. zeigten, dass die Bewegungsparallaxe in immersiven Umgebungen, welche an die
Kopfposition gekoppelt ist, wichtiger für das Verständnis und die Orientierung ist als
die Stereopsis von Bildern [WF94]. WAREN und FRANCK bewiesen, dass eine Kombi-
nation aus Stereoskopie und Bewegung von Objekten die effektivste Möglichkeit dar-
stellt, um komplexe Graphen zu verstehen. Dieser Effekt ist unabhängig davon wie die
Bewegung induziert wird, ob dies also aktiv durch den Nutzer geschieht oder sich das
Objekt selbständig bewegt [WF96]. Auch HUBONA et al. zeigten, dass es bei der Er-
kennung von Objekten keinen großen Unterschied macht, ob sich diese automatisiert
bewegen oder ob deren Bewegung durch den Nutzer kontrolliert wird. Die Kontrolle
über die Objektbewegung resultierte zwar qualitativ in etwas besseren Ergebnissen,
benötigte jedoch mehr Zeit zur Bewältigung der gestellten Aufgaben [HSF97]. Auch
GROH beschreibt eine solche bewegungsabhängige Unterstützung der Sinne, welche
jedoch aus seiner Sicht mit der richtigen Geschwindigkeit verknüpft zu sein scheint.
Er bezeichnet dies als rim balancing effect [Gro08].
Zu beachten ist allerdings, dass in Fällen von Interaktion mit einem Objekt eine au-
tomatisierte Bewegung eher von Nachteil ist, da die Selektion oder Manipulation von
sich bewegenden Objekten schwierig ist. Als Schlussfolgerung ist eine Kombinati-
on aus automatisierter und vom Nutzer beeinflussbarer Rotation vorstellbar. Ähnlich
der Anpassung der zurückgelegten virtuellen Strecke aus Kapitel 4.6.1 lässt sich ein
Konzept in Verbindung mit der Rotation erarbeiten. Dieses soll die Betrachtung der
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Rückseite von Objekten erlauben und gleichzeitig die Strukturerkennung durch Rota-
tion erleichtern. Die Idee ist es, den Betrachter beim Umschreiten der Visualisierung
zu unterstützen. Dabei wird der virtuelle Körper entgegen der Bewegung des Betrach-
ters rotiert (siehe Abbildung 4.6). Bewegt sich der Nutzer parallel zu einer festgelegten
Projektionsebene, in Abbildung 4.6 a) ist dies nach links, so wendet sich das Objekt
in einem bestimmten Verhältnis mit seiner bisher sichtbaren Fläche vom Betrachter
ab und gibt dadurch den Blick auf bis dahin verdeckte Strukturen frei (vergleiche Ab-
bildung 4.6 b). Auch hier bleibt zu beachten, dass diese Art der Unterstützung nur
für horizontale Rotation effektiv umsetzbar ist. Zwar ist es vorstellbar, einen ähnli-
chen Mechanismus auch für die vertikale Bewegung einzurichten, für eine dauerhafte
Änderung des Blickwinkels ist dies jedoch nicht geeignet. Zur Unterstützung für die
Erlangung eines Eindrucks über die Gesamtstruktur könnte dies dennoch ein nützli-
ches Hilfsmittel darstellen, da sich durch ein kurzes Beugen oder Strecken ein grober
Eindruck der oben beziehungsweise unten liegenden Strukturen erfassen lässt.
Abbildung 4.6. – Bewegungsabhängige Autorotation von Objekten
Für die Umsetzung auf eine Rotation soll eine relative Nutzerbewegung genutzt wer-
den. Darunter ist zu verstehen, dass nur die Teilbewegungen berücksichtigt werden
sollen, welche vom Betrachter orthogonal zur Blickrichtung ausgeführt werden (siehe
Abbildung 4.7). Dies soll vermeiden, dass eine unbeabsichtigte Rotation durch das
Drehen des Kopfes entsteht. Ganz vermeiden lässt sich dies sicherlich nicht, da eine
Änderung des Blickwinkels auch immer mit leichten Veränderungen in der vertikalen
und horizontalen Position einhergeht.
Der Vollständigkeit halber soll an dieser Stelle noch erwähnt werden, dass signifi-
kante Unterschiede in der räumlichen Orientierung und Objekterkennung zwischen
den Geschlechtern bestehen [HSF97; AHC97]. Frauen benötigen mehr Zeit, um die
räumlichen Ausdehnungen eines Objektes zu erfassen oder es aus einem anderen
Blickwinkel wiederzuerkennen.
4.6.3. Objektposition und Referenzsystem
Die Schätzung der Position eines Objektes im Raum ist sicherlich ein Schlüsselmerk-
mal für viele Bereiche der Interaktion, da Merkmale wie Position, Anordnung und Aus-
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Abbildung 4.7. – Bewegungsachsen und davon abhängige Rotation
richtung auch als informationstragende Eigenschaften genutzt werden können (ver-
gleiche Kapitel 2.1). Möglichkeiten zur Umsetzung werden in den folgenden Kapiteln
angesprochen. Die Position eines Objektes im Raum kann durch viele Effekte be-
stimmt werden (siehe Kapitel 2.4.2). Einige davon sind eigenständig nutzbar, andere
entstehen erst durch Referenzen zu anderen Objekten. Es lässt sich jedoch festhal-
ten, dass für all diese Merkmale ein Bezugssystem nötig ist [Tor+04]. Die grundlegen-
sten Referenzen sind die unserer eigenen Erfahrungen. Beispielsweise wissen wir,
wie groß ein Objekt ist, wenn wir es mit bekannten Referenzgrößen vergleichen. Eine
der einfachsten Möglichkeiten ist es, sich selbst als ständig verfügbare Maßeinheit zu
nutzen. Das heißt, wir ziehen unsere Hände, unsere Körpergröße, unsere Armlän-
ge oder Schrittweite heran, um abzuschätzen oder zu erfahren, welche räumlichen
Ausdehnungen oder Entfernungen ein Objekt hat. Diese eingeschätzten Objekte die-
nen dann wiederum als Referenzwerte für weitere unbekannte Objekte. So scheint
uns ein Elefant größer als eine Maus zu sein. Dieses Referenzsystem könnte jedoch
durch passive Raummanipulation gestört werden, da hierbei die physikalischen Ge-
gebenheiten verändert werden (vergleiche Kapitel 4.6.1).
Daraus lässt sich eindeutig identifizieren, dass dem Betrachter ein bekanntes Be-
zugssystem zur Verfügung gestellt werden muss, wenn die räumliche Position und
Ausdehnung eines Objektes, sei dies real oder virtuell, entschlüsselt werden soll. In
der CAVE kann das durch den Betrachter selbst geschehen, da er körperlich an der
Darstellung und Interaktion teilhaben kann. Jedoch kommt es auch hierbei, wie in
Kapitel 2.4.6 beschrieben, in virtuellen Umgebungen zu Fehleinschätzungen. Gerade
die Objektentfernung ist hier einer der kritischen Punkte. Es scheint also notwendig,
dem Betrachter zusätzliche Anhaltspunkte darüber bereitzustellen, welche Position
ein Objekt hat.
Differenziert werden muss an dieser Stelle, dass es in den meisten, in dieser Arbeit
betrachteten Fällen nicht notwendig ist, die genaue absolute Position eines Objektes
zu ermitteln. Viel mehr ist die relative Position zu anderen Objekten oder die Positi-
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on im Gesamtkonstrukt von Interesse. Die Beziehung zu anderen Knoten, der Bezug
zu einem Referenzwert oder die Absicht zur Orientierung machen es notwendig, den
Standort zu ermitteln. In vielen Fällen ist es ausreichend, die Objektposition in Relati-
on zu ihren umgebenden Nachbarn zu kennen. Viele grafische Benutzeroberflächen
erlauben es, Objekte räumlich zu platzieren. Die Desktop-Metapher zum Beispiel ge-
stattet als zweidimensionale Umgebung nicht nur die Identifizierung von Objekten
durch das angegebene Symbol, sondern auch durch dessen absolute Positionierung
(zum Beispiel oben links) oder seine relative Position zu anderen Objekten (unter der
anderen Datei ...) [TL01]. Diese Informationen über die räumlichen Zusammenhänge
nehmen wir unbewusst auf [HZ79].
Wie bereits erwähnt, ist es in manchen Fällen notwendig, ein Referenzsystem an-
zugeben, um sowohl Objektpositionen als auch die Betrachterposition bestimmen zu
können. Dies ist wichtig, um dem Nutzer die Navigation zu erleichtern, sodass er nicht
die Orientierung verliert. Der Nutzer sollte ständig in der Lage sein, seine eigene Po-
sition - wenn auch nur relativ - im Raum bestimmen zu können. Dies ermöglicht es
ihm zu identifizieren, wo er her kommt und wo sein Ziel ist [Shn96]. Darauf aufbau-
end steht natürlich auch das Wissen über die Position seines Zieles. Dieses kann der
Nutzer explizit wissen, rekonstruieren oder danach suchen [WC91]. Dabei entsteht
im Kopf des Betrachters eine geistige Karte [Mis+95]. Das Referenzsystem soll es
ermöglichen, diese Karte jederzeit ins Reale umsetzen zu können.
Ein einfaches und bekanntes Beispiel für ein solches Referenzsystem ist ein Boden
[SC91]. Dieser gestattet es dem Nutzer, Höhen- oder Entfernungsschätzungen vor-
zunehmen, welche durch die in Kapitel 2.4.2 vorgestellten Merkmale ermöglicht wer-
den. Als einfaches Beispiel wäre hier der Texturgradient zu nennen, der es wie in
Abbildung 4.8 dargestellt ermöglicht, Größen und Tiefenrückschlüsse zu ziehen. Eini-
ge Merkmale, wie die Nutzung der Schatten von schwebenden Objekten auf diesem
Boden, wurden bereits von MÜHLHAUSE zur Nutzung in der CAVE ausgeschlossen,
da bei zunehmender Anzahl an Schatten die genaue Zuordnung zu den erzeugenden
Objekten stark erschwert wird [Müh08]. Eine andere Möglichkeit wäre es, die Objekte
direkt durch eine gelotete Linie mit dem Bezugssystem zu verbinden (siehe Abbildung
4.10 a). Auch diese Möglichkeit wurde von MÜHLHAUSE diskutiert, scheint jedoch für
den Einsatz in Graphen nicht angemessen. Diese Einschätzung basiert zum einen
darauf, dass Linien als Visualisierungen für Kanten nutzbar sind (vergleiche Kapitel
4.9) und sich die Lesbarkeit durch weitere Linien verschlechtern könnte. Zum anderen
ist es durchaus vorstellbar, dass sich Objekte direkt übereinander befinden (verglei-
che Kapitel 4.11) und die Lotlinien somit durch andere Objekte hindurch verlaufen
würden, was deren Interpretation und Verfolgung erschweren kann.
In Kapitel 2.4.6 wurde das Problem der fehlerhaften Tiefeneinschätzung bereits er-
wähnt. Eine Unterstützung zur Kompensation dieses Problems könnte die Nutzung
von Farben darstellen. HOLLMANN entwickelte auf der Grundlage von Methoden der
klassischen Malerei ein Konzept zur Kodierung der Raumtiefe durch Farbkorrektur
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Abbildung 4.8. – Texturgradient als Referenzsystem
[Hol06]. Dabei wird das Prinzip der atmosphärischen Perspektive simuliert. Dem Be-
trachter nahe Objekte werden durch eine Rotfärbung, ferne Objekte durch eine Blau-
färbung kodiert (siehe Abbildung 4.9). Die Originalfärbungen werden also entspre-
chend ihrer räumlichen Tiefe farbkorrigiert. Dieses intuitive Verfahren könnte als Refe-
renzsystem für die Tiefe jedoch nur dann eingesetzt werden, wenn die Objekte selbst
nicht mit einer Farbkodierung versehen sind (vergleiche Kapitel 4.8), da sich diese
durch die Farbkorrektur in ihrer Aussage ändern könnte.
Abbildung 4.9. – Tiefenkodierung durch Farbwertkorrektur [Hol06]
Bereits erwähnt wurde, dass sich die Objekte frei im dreidimensionalen Raum vertei-
len können. Ein Referenzsystem, das nur zwei Dimensionen abdeckt, wie dies bei ei-
nem Boden oder der Tiefenfarbkodierung der Fall ist, könnte dann nicht ausreichend
sein. Eine Möglichkeit, die letzte Dimension abzudecken, wäre die Erweiterung der
zweidimensionalen Referenzsysteme auf die dritte Dimension. Bei der Farbkodierung
könnte diese Möglichkeit den intuitiven Charakter der Rot-Blau-Tiefe aufheben und
zu Konfusion beim Betrachter führen. Einfacher und für den Betrachter alltäglicher
ist es, zusätzlich zum Boden auch noch Wände anzubieten. Theoretisch würde es
ausreichen, eine zusätzliche Wand anzubieten, um der fehlenden Dimension eine
Referenz zuzuweisen (vergleiche Abbildung 4.10 b). RAJA et. al. benutzten ein Da-
tenraster, welches drei mal so groß wie die repräsentierten Daten ist und selbst als ein
3D-Objekt modelliert ist. Das soll ausschließen, dass der Nutzen beim Durchnavigie-
ren oder Betrachten des gesamten Datenbestandes in Konflikt mit dem umgebenden
Gitter kommt [Raj+04]. Zudem wurde dem Gitter eine aktive Lichtabstrahlung und
shading-Effekte hinzugefügt. Diese machen es dem Nutzer einfacher, die Ecken und
Kanten des Gitters zu erkennen. Weiterhin erleichterte es die Orientierung, da jede
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Seite des Rasters andere visuelle Charakteristika aufweist.
Da eine Rotation der visualisierten Datenstruktur vorgesehen ist, wäre es sinnvoll, das
Bezugssystem ebenso in die Rotation mit einzubeziehen. Auf diese Weise können die
mental geknüpften Referenzen zum System beibehalten sowie eine Orientierung des
Nutzers über den derzeitigen Stand der Rotation ermöglicht werden. Darauf aufbau-
end ist die Überlegung, alle sechs möglichen umgebenden Wände als Datenraster
und Referenzsystem zu nutzen. Somit bleibt gewährleistet, dass dem Betrachter im-
mer mindestens zwei Seiten präsentiert werden können. Ähnlich dem Raster von RA-
JA et. al. sollte jede Seite durch eine individuelle Gestaltung eindeutig identifizierbar
sein (siehe Abbildung 4.10 c).
Abbildung 4.10. – Modelle für ein Referenzsystem
4.7. Farbe als Gestaltungsmittel
Die Kodierung durch Farben ist ein sehr effektiver Weg, um multidimensionale dis-
krete Daten zu visualisieren [WHF93]. Farbe kann Aufmerksamkeit auf sich ziehen
[Gol97]. Dies liegt mit unter auch daran, dass Farben oft mit bestimmten Aussagen
verknüpft werden. Diese Aussagen können jedoch kulturspezifisch sein. Das bedeu-
tet, eine Farbassoziation kann im europäischen Raum mit einer anderen Aussage be-
legt sein als dies im asiatischen Raum der Fall ist [Kos06]. Es sind somit auch hier die
in Kapitel 4.5 angesprochenen Überlegungen zur Zielgruppe mit einzubeziehen.
Farbe kann in drei Werte zerlegt werden: Farbton, Sättigung und Helligkeit. Die Wahr-
nehmung einer Farbe ist dabei aber nicht immer gleich. Sie ist von ihrer Umgebung
abhängig und muss deshalb in der Gesamtkomposition betrachtet werden. Zudem ist
die Farbwahrnehmung nicht bei allen Menschen identisch. Sie ist personenabhängig
und kann Störungen unterliegen, wie dies bei Farbenblindheit oder Farbsehschwä-
chen der Fall ist. Bei Farbsehschwächen können die Betroffenen zwei Farbtöne, zum
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Beispiel Rot und Grün oder Blau und Gelb, nicht voneinander unterscheiden [Gol97].
Dies stellt ein Problem dar, sollte Farbe zum Informationstransport genutzt werden.
Deshalb sollten insbesondere keine zwei Farben der selben Helligkeitsstufe zur Un-
terscheidung genutzt werden. Generell kann gesagt werden, dass der Einsatz von
Farbe nicht zwingend notwendig ist, da durch Grauwerte ähnliche Effekte erzielt wer-
den können (vergleiche Abbildung 4.11 a) [Kos06; BI06]. Als weitere Möglichkeit zur
Farbanpassung sei hier die Veränderung der Deckkraft einer Farbe oder des Mate-
rials erwähnt. Hierdurch erscheint der Körper transparent und lichtdurchlässig und
lässt Rückschlüsse auf innenliegende oder ansonsten verdeckte Objekte zu.
BOYNTON et al. definierten als Resultat ihrer Studie elf Farben, die ein normal sehen-
der Mensch nicht verwechselt. Dies sind Weiß, Grau, Schwarz, Rot, Grün, Gelb, Blau,
Pink, Braun, Orange und Lila. Für die genauen Farbwerte sei an dieser Stelle auf die
Arbeit von BOYNTON et al. verwiesen [Boy+89]. Dabei bilden die sich im Farbkreis
von Abbildung 4.11 b) gegenüberliegenden Farben die besten Unterscheidungsmög-
lichkeiten. Die direkte Nutzung nebeneinander liegender Farbfelder sollte dagegen
vermieden werden [Kos06]. Es ist jedoch nicht ratsam, alle elf Farben zusammen ein-
zusetzen, da CONDOVER und KRAFT zeigen konnten, dass man nur schwer mehr als
neun Farben gleichzeitig mit verschiedenen Aussagen verknüpfen kann [CK94].
a) b)
Abbildung 4.11. – Farb- und Grauwertskala (a), Farbkreis nach [Kos06]
(b)
4.8. Gestaltung von Knoten
Den ersten und elementarsten Grundbaustein von Graphen bilden die einzelnen Kno-
ten. Sie sind der existenziell notwendige Teil eines Graphen. Lässt man den trivialsten
Fall des leeren Graphen außen vor, so muss mindestens ein Knoten existieren, um
dem Graphen eine Semantik zuzuweisen. Dies steht im Gegensatz zu den verbin-
denden Kanten, deren Existenz oder Fehlen mit einer Aussage belegt ist (vergleiche
Kapitel 4.2). Zudem sind Knoten meist Quelle und Ziel von Aktionen des Nutzers,
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da sie ähnlich wie eine „Senke“ beim Verarbeiten des Graphen wirken, in welcher
der Betrachter verharrt, Informationen erschließt, verarbeitet, interpretiert und davon
ausgehend zu einer neuen Aktion ansetzt [Her+00]. Aus diesen Gründen kommt den
Knoten eine überaus wichtige Rolle zu.
4.8.1. Repräsentation
Der Körper von Knoten sollte auch im Dreidimensionalen immer als solcher erkennbar
sein. Dazu muss sich das Objekt durch klare, harte Kanten vom Hintergrund abheben.
Zudem ist es nötig, einen Knoten auch als solchen aus unterschiedlichen Blickwin-
keln und in verschiedenen Ausprägungen zu erkennen, da eine aktive Rotation und
Blickpunktveränderung vorgesehen ist. Dem entgegen steht der Effekt der figuralen
Disparität [Ros91], der beschreibt, dass sich aus einer Form durch die Veränderung
des Blickwinkels eine andere Form ergibt. Ein Beispiel dafür wäre ein Quadrat, wel-
ches auf einem Blatt Papier von weiter unten und in einem sehr flachen Winkel von
der Seite aus betrachtet wird. Dies erscheint nun als Raute (siehe Abbildung 4.12).
Abbildung 4.12. – Figurale Disparitä
Es gibt verschiedene Möglichkeiten, Formkonstanz zu erreichen. Als erstes ist es
vorstellbar, auf Körper zur Repräsentation zu verzichten, welche nicht eindeutig un-
terscheidbar sind. Als einfachstes Beispiel scheint hier die Kugelform diesen Ansprü-
chen zu genügen. Sie bildet von jeder Blickposition aus den selben Körper und ist
eindeutig als Kugel zu identifizieren. Flache, flächenhafte Körper scheinen hingegen
ungeeignet, da sie sich bei ungünstiger Betrachtung mit Ausrichtung auf die flache
Seite zu dünnen oder gar linienartigen Objekten wandeln können. Dies könnte even-
tuell sogar zu einer Verwechslung mit den verbindenden Kanten führen.
Dennoch sollen auch flache Objekte oder solche, die der Eigenschaft der Unver-
wechselbarkeit aus allen Blickrichtungen nicht genügen, nicht grundsätzlich ausge-
schlossen werden. Auch solche Objekte lassen sich durchaus als Knotenrepräsenta-
tion nutzen. Die geforderte Eigenschaft ist dann nicht zwingend notwendig, wenn der
Betrachter genau weiß, dass ein Knoten von verschiedenen Seiten ein unterschiedli-
ches Aussehen hat. Gleiches gilt, wenn es keine zwei Objekte gibt, die sich in Form
und Aussehen, selbst aus verschiedenen Blickwinkeln, ähneln. Zum anderen ist es
vorstellbar, dass sich die Knotenkörper immer mit ihrer individuellen Vorderseite zum
Betrachter hin ausrichten. Dies ist technisch in der CAVE ohne Weiteres umsetzbar,
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da die Betrachterposition jederzeit bestimmt ist. Dabei ist zu beachten, dass bei die-
ser Option die Knoten keine Informationen an ihrer Rückseite tragen dürfen, da diese
dann nicht mehr durch Raummanipulation oder Positionsänderung einsehbar wäre.
Diese Umsetzung ist mit zusätzlichem Ressourcenbedarf verbunden, der durch das
VR-System abgedeckt werden muss.
Neben der Form ist die Größe der Knoten ein weiteres Gestaltungsmerkmal. Zu be-
denken ist Folgendes: je größer die Form ist, desto mehr Verdeckung kann sie her-
vorrufen. Zudem wird dadurch der Platzbedarf in der CAVE selbst größer, was eine
weitere räumliche Ausdehnung der Darstellung zur Folge hat. Dies erschwert das kör-
perliche Durchschreiten sowie das Erfassen der Gesamtstruktur. Sehr große Objekte
mögen in großer Entfernung für deren Sichtbarkeit und Interaktion Vorteile aufweisen
[Fit54], scheinen jedoch auf kurze Entfernung gesehen zu raumfüllend und damit un-
geeigneter zur Repräsentation von einfachen Knoten. Ähnliche Überlegungen gelten
für zu kleine Körper. Diese haben den Vorteil, keine allzu große Verdeckung her-
vorzurufen, eine kompaktere Darstellung zu ermöglichen sowie die Übersichtlichkeit
nicht so stark zu beeinflussen. Dem gegenüber stehen Komplikationen in der schwie-
rigeren Interaktion und der schlechteren Erkennbarkeit auf weite Entfernungen. Als
Vorschlag soll an dieser Stelle eine Ausdehnung genannt werden, welche die Größe
einer Faust (circa 6cm Durchmesser) nicht wesentlich unterschreitet sowie die Größe
eines Kopfes (circa 30cm Durchmesser) nicht überschreitet. Diese Angaben sind nicht
willkürlich gewählt. Die vorgeschlagene Untergrenze stellt eine Größe dar, mit der der
Mensch durch seine Hände einen genauen Größenbezug aufbauen kann [Gol97].
Zudem ermöglicht sie es, die Objekte einfach zu greifen und damit auch im virtuellen
Raum mit den Händen zu agieren. Die Obergrenze ist der Tatsache geschuldet, dass
dem Betrachter ein Rest an Kontextinformationen des umgebenden Raumes belas-
sen werden sollte, sodass er sich weiterhin orientieren und Beziehungen identifizieren
kann, selbst wenn er sich sehr nahe vor dem virtuellen Körper befindet. Es soll somit
gewährleistet sein, dass eine Interaktion mit Knoten immer einer looking-in Aufgabe
entspricht (vergebliche Kapitel 4.3). Das periphere Blickfeld sollte durch die vorge-
schlagene Größe nur wenig beeinflusst sein, es sei denn der Betrachter würde in
den Knotenkörper eintauchen. Betrachtungen zu diesem Thema werden an späterer
Stelle angeführt (siehe Kapitel 4.8.4 und 4.11).
4.8.2. Beschriftungen
Knoten sind in vielen Fällen durch Attribute näher bestimmt oder mit Annotationen be-
legt, welche zusätzliche Informationen über den Knoten beinhalten. Diese sind meist
in Textform verfasst und teilweise nur unzureichend in andere visuelle Merkmale zu
überführen (vergleiche Kapitel 2.1).
Objekte direkt mit deren Attributen zu beschriften ist eine wenig praktikable Lösung.
Zum einen wird die Lesbarkeit mit zunehmender Entfernung immer schlechter und
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damit unbrauchbar, zum anderen ist die Generierung und Darstellung dieser Beschrif-
tungen auf oder neben den Objekten mit einem hohen Rechenaufwand verbunden,
welcher sich bei steigender Anzahl an Knoten negativ auf eine flüssige Interaktion
auswirkt. Des Weiteren sollte dafür Sorge getragen werden, dass die Beschriftungen
auch aus verschiedenen Blickrichtungen lesbar sind, da der Blickwinkel frei gewählt
werden kann. Durch all dies wird die Übersichtlichkeit stark vermindert [Raj+04]. Aus
diesen Gründen soll von einer direkten Beschriftung abgesehen werden. Zusätzliche
Informationen über die Knoten sollen, wie dies von SHNEIDERMAN [Shn96] gefordert
wird (vergleiche Kapitel 2.1), erst auf direkte Nutzerinteraktion oder Anfrage mit dem
Knoten bereitgestellt werden.
In einigen Fällen ist es dennoch erwünscht, dem Knoten hinterliegende Informatio-
nen direkt anzusehen. Die folgenden Abschnitte befassen sich mit Möglichkeiten, wie
einige dieser Informationen dargestellt werden können.
4.8.3. Quantität
In bestimmten Fällen existieren quantitative Merkmale zu den visualisierten Daten.
Diese direkt in die Visualisierung mit einzubeziehen ermöglicht dem Betrachter ei-
ne genauere Interpretation der dargestellten Inhalte, ohne eine explizite Anfrage auf
Detailinformationen abzugeben (vergleiche Kapitel 2.1).
Bei der Verdeutlichung von solchen mengenabhängigen Werten ist wieder auf das
in Kapitel 4.5 erwähnte Konzept von Aussehen und Inhaltskorrespondenz zu achten.
Dies bedeutet konkret, dass ein Mehr einer quantitativen Menge auch durch ein Mehr
der visuell damit verbundenen Eigenschaft verknüpft sein sollte [Kos06].
GROH schlägt für solche Fälle die Kodierung durch Farbe vor [Gro09]. Vorstellbar wä-
re eine Anpassung der Grundfarbe des Körpers. So könnte eine ansteigende Quanti-
tät durch eine Farbkorrektur in der Helligkeit oder der Sättigung erfolgen (siehe Abbil-
dung 4.13 a). Auch eine direkte Farbkodierung durch einen kontinuierlichen Farbver-
lauf wäre denkbar (siehe Abbildung 4.13 b). Diese Methodik wird in vielen Techniken
der wissenschaftlichen Visualisierung verwendet [Hin06]. Denkt man zum Beispiel
an eine Wetterkarte mit Temperaturanzeigen, so sind einzelne Temperaturbereiche
durch Farbabstufungen kodiert. Wie bereits in Kapitel 2.1 beschrieben, ist auch hier
zu beachten, dass die getroffene Konvention entweder dem Nutzer bekannt ist oder
ihm bekannt gemacht wird. Es gibt nur wenig intuitive Farbverlaufsumsetzungen zur
Quantität [Hin06]. Eine ist die bereits erwähnte Farbkodierung der Temperatur, wel-
che auch in kontinuierlicher Form im Farbverlauf von rot für heiß nach blau für kalt exi-
stiert. Diese Art des Verlaufes kommt dem aufmerksamen Leser bekannt vor, denn
sie wurde bereits für eine andere Aussage genutzt. In Kapitel 4.6.3 wird die Rot-
Blau-Korrektur als intuitiver Anhaltspunkt zur Unterstützung für die Erkennung der
Tiefe im Raum vorgestellt. Der Einsatz von Farbkodierungen für quantitative Eigen-
schaften scheint in diesem Fall wenig praktikabel. Zum einen bietet die CAVE in ihrer
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technischen Ausführung, wie sie für diese Arbeit genutzt wird, durch ihre Kontrast-
und Leuchtschwäche nur unzureichende Möglichkeiten, eine erkennbare feingliedri-
ge Unterteilung in Farbeinheiten vorzunehmen. Zum anderen bietet sich Farbe als
Eigenschaft in anderen Bereichen als durchaus nützlicheres Medium an (vergleiche
Kapitel 4.8.4).
a) b) c)
Abbildung 4.13. – Helligkeit (a), Farbkodierung (b), Größe (c)
Eine weitere Möglichkeit, Mengen darzustellen, ist die Nutzung anderer Objekteigen-
schaften, welche die Form beeinflussen. Die Form der Knoten selbst ist eines der
wichtigsten Merkmale, das auch als Informationsträger genutzt werden kann [Ley04].
Dazu sollten jedoch keine verbundenen Objektdimensionen genutzt werden. Unter
verbundener Dimensionen ist zu verstehen, dass es vielen Menschen schwer fällt,
zwei Merkmale einer Form voneinander abzukoppeln und mit unterschiedlichen Ei-
genschaften zu belegen. Eine dieser verbundenen Dimensionen stellen die Breite
und die Höhe eines Rechteckes dar [Kos06]. Dem gegenüber stehen Merkmale wie
der Radius eines Kreises und der abgetragene Winkelbogen (siehe Abbildung 4.14 b
und c). Des Weiteren haben wir Schwierigkeiten damit, Flächen, Intensitäten oder Vo-
lumen korrekt einzuschätzen [Gol97]. Diese werden grundsätzlich unterschätzt. Somit
sollten auch solche Eigenschaften nicht genutzt werden.
Abbildung 4.14. – Konventionen bei der Darstellung von Zusatzinfor-
mationen bei Knoten - Verbundene Dimensionen -
wenig entspricht einer großen Menge und viel einer
kleinen Menge (a), nicht verbundene Dimensionen -
selbe Mengenaussagen wie bei a) (b), Fehlerhafte
Längenschätzung bei Linien - der Hut ist genauso
lang wie breit (c)
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Die Größe eines Körpers scheint sich deutlich besser für die intuitive Darstellung von
Quantitäten zu eignen, da es keiner zusätzlichen Erklärung der genutzten Metapher
bedarf (siehe Abbildung 4.13 c). Generell bleibt jedoch festzuhalten, dass ein Mehr an
Körperlichkeit auch ein Mehr an Verdeckung zur Folge hat. Hier stößt höchst wahr-
scheinlich die im vorangegangen Kapitel präferierte Knotenform der Kugel an ihre
Grenzen. Auch GROH spricht dieses Problem der unzureichenden Größenerkennung
an [Gro09]. Größenvergleiche sind vor allem im Bezug auf die Linearperspektive und
die damit verbundene relative Größe (vergleiche Kapitel 2.4.2) schwierig. Hier könnte
es von Vorteil sein, zwei verbundene Dimensionen eines Körpers zu nutzen. Im Kon-
kreten bedeutet dies, dass man eine Dimension verändern kann, während die damit
verbundene als Referenz erhalten bleibt. Als Beispiel ist hier eine Nutzung von Zylin-
dern oder Quadern angedacht. Es ließe sich über die Länge eines solchen Körpers
eine Quantität ausdrücken, welche in Relation zu deren Basis steht und damit auch in
weiter Entfernung Rückschluss auf die ausgedrückte Menge zulässt (siehe Abbildung
4.15 a). Bei diesem Lösungsansatz gilt es, mehrere Kriterien zu beachten. Zum einen
muss bei der Nutzung von Längen darauf geachtet werden, dass sich diese alle in
dieselbe Richtung entwickeln. Dies ist wichtig, da wir horizontale Längen kürzer ein-
schätzen als vertikale (vergleiche Abbildung 4.14 d) [Gol97]. Zum anderen müssten
sich die Knotenkörper, wie in Kapitel 4.8.1 beschrieben, mit ihrer mengenrepräsentie-
renden Seite zum Betrachter hin ausrichten. Dies ist dem Umstand geschuldet, dass
sich eine Säule optisch streckt, wenn man sie von unten betrachtet, und damit einen
falschen Rückschluss zulässt. Dies muss verhindert werden. Die freie Wahl des Blick-
winkels stellt hier die gleichen Anforderungen, da auch hier ein Blickwinkel gewählt
werden kann, in dem sich die Quantitäten in eine für den Betrachter nicht einsehbare
Richtung entwickeln. Der Vollständigkeit halber bleibt zu erwähnen, dass die Gefahr
der Verwechslung zu den verbindenden Kanten besteht, wenn man ein ähnliches lini-
enhaftes Erscheinungsbild wählt.
Als weitere Möglichkeit lassen sich die Raumdimensionen nutzen. Großer Vorteil der
stereoskopischen immersiven Darstellungsweise in der CAVE ist, dass sich die exo-
zentrischen Raumdimensionen recht gut schätzen lassen. Die egozentrischen, also
die absoluten Entfernungen in die Tiefe des Raums hingegen sind schwer zu schät-
zen (vergleiche Kapitel 2.4.6). Zur Nutzung einer Raumdimension als quantitativer
Informationsvermittler ist es im Gegenzug notwendig, diese Dimension nicht mehr
zur Anordnung von Knoten zu nutzen. Das heißt, die eigentliche Anordnung der Kno-
ten vollzieht sich dann wieder nur auf einer planaren zweidimensionalen Ebene, von
der sich dann die Knoten, mit einer Aussage belegt, abheben. Nutzbar sind dabei
theoretisch alle drei Raumdimensionen. Es ist jedoch zu beachten, dass eine Refe-
renz zum Ausgangswert gegeben sein muss, zu dem der Betrachter einen Vergleich
ziehen kann. Vor allem eine Abstufung in vertikaler Richtung oder in die Tiefe des
Raumes scheinen intuitiv und effektiv umsetzbar.
Abschließend soll die Möglichkeit der Nutzung eines Texturgradienten angedacht wer-
den. Dabei ließe sich eine Mengenrelation auf die Textur- oder Objektqualität um-
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legen. Als Beispiel ist die Repräsentation eines Knotens durch ein Gittermodell zu
nennen (vergleiche Kapitel 2.5.4). Die Anzahl der den Körper beschreibenden Fa-
cetten könnten in Beziehung zur ausgesagten Menge stehen (siehe Abbildung 4.15
b). Gleiches ist bei der Gestaltung einer entsprechenden Texturierung vorstellbar. Die
Qualität oder der Detailgrad lassen sich entsprechend variieren (siehe Abbildung 4.15
c). Diese Möglichkeit ist jedoch nur für einen geringen Umfang an darzustellenden
Mengenabstufungen effektiv nutzbar, da sich nur wenige Stufen klar unterscheiden
lassen. Vor allem in den höheren Qualitätsstufen ist es schwer, eine Steigerung oder
Absenkung deutlich zu erkennen [Kos06].
a) b) c)
Abbildung 4.15. – Säulen (a), Objektqualität (b), Texturqualität (c)
4.8.4. Stereotypen
In vielen Fällen, in denen Graphen eingesetzt werden, ist es nötig, mehrere Stereo-
typen für Knoten und Kanten anzubieten, da diese mit unterschiedlichen Aussagen
belegt sein können. Dies soll dem Betrachter durch visuelle Signale direkt zugänglich
gemacht werden, ohne Zusatzinformationen darüber anfordern zu müssen.
Allgemein ist festzuhalten, dass wie in Kapitel 4.5 beschrieben nur wenige verschiede-
ne kognitive Gruppen und damit Stereotypen verwendet werden sollten. Eine Lösung
für den Einsatz von sehr vielen Stereotypen wäre eine gestaffelte Unterteilung. Dabei
können ähnliche Stereotypen zusammengefasst werden. Diese unterscheiden sich
deutlich und können leicht identifiziert werden. Innerhalb dieser Gruppen bleibt eine
Grundform beibehalten, welche sich dann in detaillierteren Eigenschaften unterschei-
den lässt.
Eine Stereotypenunterscheidung kann durch jeden bereits erwähnten, visuell wahr-
nehmbaren Parameter erreicht werden. Als besonders geeignet scheint hier die Nut-
zung von Farbe. Auch unter Berücksichtigung der technischen Einschränkungen der
CAVE lassen sich durch Farbkodierung noch genügend unterschiedliche Stereoty-
pen bilden. Diese können, wenn sie entsprechend gewählt sind, zudem mit der in
Kapitel 4.6 angesprochenen Rot-Blau-Farbwertkorrektur zur Unterstützung der Tie-
feneinschätzung kombiniert werden.
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Um die Kompatibilität zwischen Aussehen und Aussage zu verbessern (vergleiche
Kapitel 4.5), ist es vorstellbar, die Knotenstereotypen durch den Inhalt repräsentie-
rende symbolische Objekt darzustellen. Vorstellbar wären sowohl realitätsnahe drei-
dimensionale Objekte, welche mit der verbundenen Aussage korrespondieren, als
auch piktographische Objekte, die den Inhalt schematisch approximieren oder reprä-
sentieren. Diese Symbole sollten ebenso wie andere angesprochene Knotenkörper
(vergleiche Kapitel 4.8.1) von allen Blickwinkeln unterscheidbar sein oder sich zum
Betrachter ausrichten.
Stereotypen könnten auch durch ein gesondertes Merkmal im Inneren des Objektkör-
pers untergebracht werden. Diese Detailinformationen kann der Betrachter einsehen,
wenn er den entsprechenden Körper durchdringt. Diese Möglichkeit bietet sich je-
doch nur für Objekte, welche zum einen groß genug sind und zum anderen sich in
einer für den Betrachter angenehmen Höhe befinden, um mit dem Kopf in ihr Inneres
einzutauchen.
4.9. Gestaltung von Kanten
Den zweiten elementaren Grundbaustein von Graphen bilden die verbindenden Kan-
ten. In Kapitel 2.2.1 wurde eine Unterteilung der Kantentypen vorgenommen. Un-
gerichtete Kanten stellen dabei die Basis dar, aus der auch Konzepte für gerichtete
Kanten weiterentwickelt werden.
Die Repräsentation einer Kante ist notwendig, um die Verbindung zweier Knotenpunk-
te zu verdeutlichen und bildlich darzustellen. Dabei ist dies nicht immer zwingend
notwendig, da eine Beziehung auch ohne direkte visuelle Verbundenheit angezeigt
werden kann. Ein Beispiel hierfür wäre die symbolische Repräsentation (siehe Ka-
pitel 2.1), welche sich einzig auf die Beschreibung von Beziehungen reduziert. Ein
weiteres Beispiel ist die in Kapitel 4.4 vorgestellte Matrixdarstellung, die Beziehungen
nur durch Kodierung und räumliche Anordnung ersichtlich macht. Diese Methoden
sollen in der folgenden Betrachtung jedoch nicht mit berücksichtigt werden.
4.9.1. Repräsentation
Eine Verbindung zweier Knoten lässt sich in der dreidimensionalen Computergrafik
durch einfache Elementarobjekte realisieren (siehe Kapitel 2.5.4). Dabei ist es sinn-
voll, einen großen Teil der Distanz beider Nachbarn zu überbrücken (siehe Abbildung
4.16 a). Bei geschlossenen, massiven Körpern ist eine Verbindung vorstellbar, welche
im Inneren des einen Körpers beginnt und im Inneren des anderen endet, um einen
lückenlosen Anschluss zu gewährleisten. Bei piktographischen Knoten kann es von
Vorteil sein, eine Kante nicht direkt am Knoten anzusetzen, sondern einen gewissen
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Karenzraum zu belassen, um die Interpretation des Knotens zu erleichtern. Dieser
Abstand sollte jedoch nicht so groß werden, dass die visuelle Assoziation zwischen
Knoten und Kante abreist.
Der Körper einer Kante selbst ist somit als mehr oder weniger gestrecktes Objekt an-
zusehen, welches zwei klar erkennbare Enden besitzen sollte. Es bieten sich hierfür
Körper an, die bei einer Streckung oder Stauchung ihre charakteristischen Merkmale
nicht verlieren. Durch diese Veränderung der Länge des Körpers lassen sich die un-
terschiedlichen Längen für Kanten realisieren. Dies kann zum Beispiel durch Kuben,
Zylinder oder Kegel genauso wie durch komplexere Objekte mit dieser Eigenschaft
realisiert werden. Sphärische Objekte scheinen auf den ersten Blick diesen Anforde-
rungen nicht zu genügen (vergleiche Abbildung 4.16 b), da sie zwar bei zunehmender
Streckung in einer Richtung an den Enden klarer definierbar werden (Abbildung 4.16
c), bei kurzen Distanzen jedoch schwer bis unzureichend erkennbare Start- und End-
punkte aufweisen. Eine Nutzung solcher Objekte soll jedoch nicht ausgeschlossen
werden. Durch Aneinanderreihung mehrerer Objekte lässt sich auch durch diese Kör-
per eine Kette bilden (siehe Abbildung 4.16 d), die fast allen geforderten Ansprüchen
genügt (vergleiche Kapitel 2.4.3 - Gesetz der fortgesetzt durchgehenden Linie). Es
bleibt allerdings festzuhalten, dass diese Lösung erst ab einer Kettenlänge von min-
destens zwei Objekten zutrifft und die Kettenglieder nicht zu weit voneinander entfernt
sein sollten, sodass ihre Gruppierung abreist.
Abbildung 4.16. – Beispiele für Kantenrepräsentationen
Ein weiterer, zu betrachtender Faktor ist die Größe der Kanten, wobei nicht ihre Län-
ge gemeint ist. Vielmehr beziehen sich die folgenden Überlegungen auf die beiden
anderen Dimensionen, welche als Basis oder Grundfläche der Kante verstanden wer-
den können, aus der sie sich in gewünschter Länge entwickelt. Es soll die Hypothese
aufgestellt werden, dass die Größe dieser Basis - im Folgenden als Durchmesser
einer Kante bezeichnet - in einem bestimmten Verhältnis zu den zu verbindenden
Nachbarn steht. Dabei soll die Kante in ihrem Durchmesser kleiner beziehungsweise
dünner sein als die Knoten, also maximal deren eigene Ausmaße annehmen. Dies
soll den Betrachter dazu befähigen, die Knoten als bedeutsamer, im schlechtesten
Fall als gleichbedeutend zu den verbindenden Kanten zu empfinden. Zudem lassen
sich dadurch Verdeckungen von Knoten durch Kanten reduzieren.
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4.9.2. Verlauf
Im Zweidimensionalen ist es bis zu einem gewissen Grad sinnvoll, Kanten nicht ge-
radlinig verlaufen zu lassen, sondern durch Krümmung und Richtungsänderungen
Plarität oder die Minimierung von Kantenkollisionen zu erreichen. Dies liegt vor al-
lem daran, dass der Betrachter dem Verlauf einer solchen geschwungenen Kante
weiterhin folgen kann, da sie nur zwei Freiheitsgraden unterliegt. Im dreidimensiona-
len Einsatz von körperlichen Kanten ist das anders, da sie einen Freiheitsgrad mehr
besitzen. Dies kann dazu führen, dass der Betrachter dem Verlauf einer geschwunge-
nen Kante nicht mehr lückenlos folgen kann. Zu solchen negativen Effekten kann es
kommen, wenn eine Kante eine abrupte Richtungsänderung in die Tiefe des Raums
vollzieht. Dabei kann der Betrachter zwar planar vor seiner Betrachtungsposition ver-
laufende Richtungsänderungen in zwei bis zweieinhalb Dimensionen nachvollziehen
(siehe Abbildung 4.17 a), richtet sich die Kante jedoch in den Raum hinein oder auf
den Betrachter zu, kann dies Verdeckungen hervorrufen. Die Kante selbst verdeckt
einen Teil ihres Verlaufes (siehe Abbildung 4.17 b). Selbst wenn sie sich danach wie-
der in eine deutlicher erkennbare Richtung wendet, kann es dazu kommen, dass die
für den Betrachter sichtbaren Teile nicht in Verbindung zueinander gesetzt werden.
Eventuell werden sie sogar als eigenständige Objekte wahrgenommen. Aus diesem
Grund wird empfohlen, auf gekrümmte und geschwungene Kanten zu verzichten.
Stattdessen sollten Verbindungen immer direkt und geradlinig auf ihr Ziel gerichtet
werden. Dies hat den Vorteil, dass ein Betrachter, der um diesen Umstand weiß, einer
sich selbst verdeckenden Kante trotzdem noch folgen kann, da er auf andere exozen-
trische Tiefenkriterien zurückgreifen kann, um das Kantenziel abzuschätzen (siehe
Kapitel 2.4.2). Allerdings kommt dieser Umstand der Eigenverdeckung nur noch in
Ausnahmefällen zum Tragen. Einer dieser Ausnahmefälle wäre es, wenn der Nutzer
den Platz eines Knotens einnehmen würde und sich eine Kante in direkter Flucht zur
Blickrichtung entwickelt oder der Betrachter eine Kante selbst durchdringt und in ihre
Verlaufsrichtung blickt.
Ein weiterer Grund, der für die Vermeidung von gekrümmten Kanten spricht, ist ei-
ne Betrachtung der Optimierung, wie sie in Kapitel 2.1 bereits angesprochen wurde.
Es muss festgehalten werden, dass ein einfacher dreidimensionaler Körper weniger
Ressourcen verbraucht als ein komplexerer. Da gekrümmte, geschwungene oder ab-
knickende Kanten durch ihren Verlauf aus mehreren oder komplexeren Gebilden kon-
struiert werden müssen, führt dies zu erhöhtem Rechenaufwand. Dem entgegen ste-
hen geradlinige Körper, welche aus deutlich weniger Elementarobjekten oder Flächen
zusammengesetzt werden können (siehe Kapitel 2.5.4). Dabei lässt sich bei diesen
Körpern die gesamte Distanz, die sie zurücklegen sollen, durch eine einzige Dimen-
sion der zugrunde liegenden Polygone überbrücken (vergleiche Abbildung 4.18 a).
Zudem entstehen durch diese Optimierungsmaßnahme keinerlei Qualitätseinbußen
wie sie entstehen würden, wenn man die Anzahl Polygone bei gekrümmten Körpern
reduzieren würde, da flüssige Formänderungen durch entsprechend feinere Untertei-
lung im Objektaufbau realisiert werden (siehe Abbildung 4.18 b). Alle in diesem Ab-
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Abbildung 4.17. – Ungeeigneter Kantenverlauf im Raum
schnitt angesprochenen Überlegungen beziehen sich auf Verbindungsrepräsentatio-
nen durch ein einzelnes, zusammenhängendes Objekt. Verbindungen, welche durch
eine Objektkette visualisiert werden, sind in Bezug auf die Optimierung kritischer zu
sehen, da - je nach Art des Kettengliedes - von einem höheren Ressourcenbedarf
auszugehen ist als dies bei einem einzelnen Objekt der Fall wäre. Jedoch dürften
sich Richtungsänderungen wesentlich leichter realisieren lassen, da keine Manipu-
lationen der Objektstrukturen selbst notwendig wären. Einzig eine Anpassung des
Pfades, auf dem sich die Kettenglieder aufreihen, müsste vorgenommen werden.
Abbildung 4.18. – Kantengittermodelle - geradlinig (a) und gekrümmt
(b)
Es gibt jedoch eine Ausnahme, bei der gekrümmte Kanten als repräsentierendes Ob-
jekt nur sehr schwer zu ersetzen sind. Dies ist in Situationen der Fall, wenn es Knoten
gibt, die auf sich selbst mit einer Kante verweisen. Eine Kantenkrümmung ist dabei
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sicherlich ein intuitiver Weg der Visualisierung. Ein Umschwenken des Betrachters
auf eine andere Art der Kantendarstellung ist dann nicht notwendig. Eine Alternative
hierzu könnte die Anzeige dieser Eigenzyklen durch spezielle Objekte sein, welche
grafisch eindeutig und effizient umzusetzen sind, wie ein Torus oder ein symbolisches
Objekt.
Wie bereits in Kapitel 4.4 angesprochen ist eine Umsetzung von Planarität für drei-
dimensionale Graphen nicht effizient umzusetzen. Aus diesem Grund sollen Über-
legungen zur Kantenenkollision angestellt werden. Schon bei frühen Versuchen mit
dreidimensionalen Zufallsgraphen zeigte sich, dass die Pfadverfolgung durch einen
Graphen deutlich erschwert wurde, wenn Kanten fast parallel nebeneinander verlie-
fen und sich dann in einem sehr spitzen Winkel überschnitten (siehe Abbildung 4.19
a). Bei Kanten, die sich annähernd orthogonal schnitten, war die Pfadverfolgung deut-
lich einfacher (vergleiche Abbildung 4.19 b). Darauf aufbauend soll für das bessere
Verständnis versucht werden, das Schneiden von Kanten in spitzen Winkeln zu ver-
meiden.
a) b)
Abbildung 4.19. – Kantenkollisionen - Spitze Winkel (a), stumpfe Win-
kel (b)
Der zweite Kantentypus ist die gerichtete Kante. Das heißt, der Verbindung sind durch
zusätzliche Informationen (siehe Kapitel 2.2.1) eindeutig eine Quelle und ein Ziel zu-
geordnet. Diese Richtung soll dem Betrachter auch optisch vermittelt werden. Hierzu
bieten sich unterschiedlichste Möglichkeiten an.
Denkbar ist eine Darstellung durch eine Formgebung, welche einen eindeuti-
gen Rückschluss auf eine Richtung zulässt. Dabei würden sich Körper anbie-
ten, die man mit Richtungsanzeigen assoziieren kann, wie dies zum Beispiel
bei Pfeilen der Fall ist. In dieser Form ist ein eindeutiger Anfang und ein Ende
symbolisiert. An dieses Pfeilprinzip angelehnt würden sich auch Kegel- oder Py-
ramidenformen als Darstellung eignen. Grundsätzlich ist jede Form vorstellbar,
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welche zwei unterschiedliche und klar voneinander zu unterscheidende Enden
aufweist. Das gewählte Prinzip muss jedoch dem Nutzer entweder bekannt sein
oder bekannt gemacht werden. Der Betrachter muss also über die getroffenen
Konventionen in der Darstellung Kenntnis haben, um diese nutzen und interpre-
tieren zu können (vergleiche Kapitel 2.1). Diese Formen lassen sich ebenfalls
als Kette anordnen.
Struktur: Ähnlich der Form lassen sich auch strukturelle Merkmale dazu einsetzen,
eine Richtung anzuzeigen. Unter Struktur ist in diesem Zusammenhang eine
Formanpassung auf kleineren Bereichen zu verstehen. Umsetzen lassen sich
diese durch Oberflächenmodelle, welche die Objektoberfläche mit einer Struk-
tur versehen, die dann durch Beleuchtungsmodelle hervorgehoben wird. Als
Beispiel ließe sich der Körper einer Kante mit einer Sägezahn ähnlichen Struk-
tur versehen, welche dadurch eine Richtung angibt.
Farbe: Farbe lässt sich als Mittel zur Wissensvermittlung vielseitig einsetzen, auch
zur Bestimmung von Quelle und Ziel einer Kante. Dabei wird jede Seite durch
eine eindeutig und klar unterscheidbare Farbe kodiert. Die farbliche Gestaltung
lässt sich in verschiedensten Varianten umsetzen. Entweder markiert man nur
bestimmte Streckenbereiche, zum Beispiel den Anfang und das Ende, oder man
setzt die gesamte Kante in ein verlaufendes Farbmuster, um über die Gesamt-
strecke einen Rückschluss auf die Richtung zuzulassen. Zu beachten ist auch
hier, dass Farbe zur Verdeutlichung von Richtung ebenfalls durch eine Konven-
tion bestimmt ist. Das heißt, dem Betrachter muss bekannt sein, welcher Farbe
welche Seite oder Aussage zugeordnet ist.
Bewegung: Bewegung ist für den Menschen ein Merkmal, das schnell Aufmerksam-
keit erregt [Gol97]. Bewegungen lassen sich sehr gut in ihrer Richtung einschät-
zen. Dabei ist es unerheblich, ob sich das Objekt selbst in Kantenrichtung be-
wegt oder sich Bewegungen auf dem Objekt vollziehen.
Der Vollständigkeit halber soll nicht unerwähnt bleiben, dass auch die räumliche An-
ordnung zur Darstellung von gerichteten Kanten in speziellen Fällen eingesetzt wer-
den kann. Dies wird in Kapitel 4.11.2 genauer beschrieben. Kombinationen der vor-
gestellten Merkmale sind denkbar. Farbliche Animationen, die sich auf dem Kan-
tenkörper in Verlaufsrichtung bewegen, sind ebenso vorstellbar wie Änderungen in
der Struktur, welche sich zum Beispiel wellenartig fortbewegen. Es ließen sich auch
Form und Farbe kombinieren, um Defizite der Farbwahrnehmung oder der Former-
kennung zu kompensieren. Angesprochene Probleme in der Formerkennung können
entstehen, wenn sich das richtungsanzeigende Merkmal nicht mehr klar identifizieren
lässt. Dies kann passieren, wenn die Linearperspektive die Kantenform in der Tiefe
stark verengt oder im Vordergrund stark weitet und damit die richtungsanzeigenden
Formeingenschaften aufgehoben oder umgekehrt werden (siehe Abbildung 4.20 a).
Eine Erweiterung des Richtungsmerkmals durch eine zusätzliche, redundante Infor-
mationsquelle wie die Farbe könnte hier Abhilfe schaffen (siehe Abbildung 4.20 b).
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Abbildung 4.20. – Kegelförmige Kante in Linearperspektive
Als weiteres Kriterium darf auch die Länge der Kante nicht außer Acht gelassen wer-
den, da sich einige Merkmale nur auf begrenztem Raum klar identifizieren lassen.
Ein kleines Beispiel soll helfen, den Überlegungen zu folgen. Angenommen es soll
eine gerichtete Kante visualisiert werden, die sich sehr ausgedehnt vom einen En-
de des Graphenkonstruktes durch das Zentrum zum anderen Ende richtet. Befin-
det man sich nun nahe des Zentrums und möchte wissen in welche Richtung die-
se, alles durchschneidende Kante verläuft, da man ihr Ziel sucht, ist man auf das
richtungsanzeigende Visualisierungsmerkmal angewiesen. Ist dieses aber nur direkt
an den Knotenpunkten verfügbar, wie dies mit Farbregionen vorgeschlagen wurde
(siehe Abbildung 4.21 a), wird die Suche des Zielknotens zur Glücksache bis man
ein anzeigendes Merkmal erreicht. Zu ähnlichen Problemen kann es kommen, wenn
sich Formmerkmale durch eine weite Streckung des Körpers nicht mehr eindeutig ab-
zeichnen, wie dies in Abbildung 4.21 b) dargestellt ist. Aus diesem Grund sollte darauf
geachtet werden, dass Richtungsmerkmale auch bei sehr langen Kanten erkennbar
bleiben oder entsprechende Maßnahmen zur Orientierungshilfe angeboten werden.
Als Beispiel könnte eine Texturierung mit gerichtetem Muster genannt werden (siehe
Abbildung 4.21 c). Etwas unaufdringlicher, jedoch nicht so effektiv, wäre die Belegung
mit einem dreiteiligen Farbverlauf (siehe Abbildung 4.21 d). Dabei werden Quelle und
Ziel durch eindeutige Farben kodiert, welche durch eine neutrale Farbe verbunden
sind. Dem Betrachter wird dadurch ermöglicht, schneller zu entscheiden, auf welcher
Seite von der Mitte einer Kante er sich befindet und kann ihr in gewünschter Richtung
weiter folgen.
Abbildung 4.21. – Darstellung von Richtungsmerkmalen bei langen
Kanten
Ein Sonderfall muss noch betrachtet werden. Und zwar ist es durchaus möglich, dass
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zwei Kanten dieselben Nachbarn in unterschiedliche Richtungen miteinander verbin-
den und beide Knoten sowohl Quelle als auch Ziel einer Beziehung zu besagten
Nachbarn sind. Diese Graphen sind als Multigraphen in Kapitel 2.2 vorgestellt wor-
den. Geht man nun von einem Kantenverlauf zwischen zwei Knotenzentren aus, so
würden sich beide Kanten überlagern. Dies würde bedeuten, dass entweder die zu-
letzt gezeichnete Kante die erste überlagert und verdeckt (siehe Abbildung 4.22 a)
oder es zu Teilüberdeckungen kommt, wobei durch Rundungsfehler in der Positions-
berechnung der einzelnen Darstellungspunkte die beiden Kanten gemischt angezeigt
werden. Eine Lösung wäre das Versetzen der beiden Kanten weg von den Zentren,
wie dies in Abbildung 4.22 b) dargestellt ist. Dies hätte jedoch nur für einen bestimm-
ten Betrachtungsbereich eine Wirkung, da sich bei frei wählbarem Blickwinkel im drei-
dimensionalen Raum die beiden Einzelkanten wieder verdecken können. Der Effekt
der Überlagerung muss jedoch nicht immer negativ gesehen werden, denn wenn die
Kantenrichtungen zum Beispiel durch entsprechende Formmerkmale bestimmt sind,
so kann die resultierende Kombination der beiden Einzelkanten immer noch einen
Rückschluss darauf zulassen, dass beide Knoten als Quelle oder Ziel dieser Verbin-
dung in Frage kommen. Ein Beispiel dieser Kombination ist in Abbildung 4.22 c) dar-
gestellt. Durch die Kombination beider gerichteter Kanten ergibt sich somit ein neues
Objekt, welches eine ungerichtete Kante darstellt. Dabei tritt bei langen Kanten, die
nicht im Gesamten erfasst werden können, ein nicht zu unterschätzendes Problem
auf. Nun soll entschieden werden, ob einer der Nachbarknoten Quelle oder Ziel dieser
Verbindung ist. Durch die Formüberlagerung, wie sie als Beispiel in Abbildung 4.22 c)
dargestellt ist, ist am betrachteten Knoten nur noch das in der Formausprägung „do-
minante“ Merkmal zu erkennen. Die Entscheidung, ob die Kante hier beginnt, endet
oder gar beides, wird somit erschwert, wenn die Verbindung nicht komplett betrachtet
wurde. Aus dieser Überlegung heraus ist es vorstellbar, beide mit einer Richtung ver-
sehenen Kanten durch eine ungerichtete Kante zu ersetzen. Diese sollte jedoch, wie
in Abbildung 4.22 d) dargestellt, als solche klar erkennbar sein. Weiterhin ist zu er-
wähnen, dass unter diese Überlegung auch die bereits angesprochenen Eigenzyklen
einzuordnen sind. Da bei diesen Kanten die Richtung keinerlei Rolle spielt, können
sowohl die Konzepte für ungerichtete Kanten, als auch eine gekrümmte gerichtete
Kante genutzt werden.
Abbildung 4.22. – Darstellungen einer Multikante
Der Einsatz von Bewegung, insbesondere in Verbindung mit einer Kantenbildung
durch Ketten, sollte hingegen vermieden werden. Diese Kombination führt schnell zu
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Desorientierung und Konfusion. Der Betrachter wird durch die andauernden Bewe-
gungsreize leicht überfordert. Diese Einschätzung resultiert aus den Betrachtungen
des in Kapitel 3.4 vorgestellten Projektes skyrails. Die Überlagerung von Kanten soll-
te aus den beschriebenen Gründen vermieden werden. In solchen Fällen sollte die
Kante durch eine ungerichtete Kante ersetzt werden, welche sich von den gerichteten
Kanten deutlich unterscheidet.
4.9.4. Bewertung
Ähnlich den Zusatzinformationen bei Knoten (vergleiche Kapitel 4.8) können auch
die Gewichtungen oder Bewertungen von Kanten direkt in die Darstellung mit ein-
gebracht werden. Da diese Bewertungen meist einem quantitativen Charakter ent-
sprechen können theoretisch auch dieselben Merkmale wie bei der Quantitätsdarstel-
lung von Knoten (siehe Kapitel 4.8.3) genutzt werden. Diese Aussage muss jedoch
relativiert werden, da sich viele der vorgeschlagenen Möglichkeiten zwar umsetzen
lassen, jedoch nicht effektiv erscheinen. So wird eine Umsetzung mit Helligkeitsab-
stufungen durch die unterschiedliche Lage der Kanten im Raum erschwert. Darunter
ist zu verstehen, dass die Kanten durch das globale Beleuchtungsmodell nicht im-
mer gleich ausgeleuchtet werden und dadurch grundsätzliche Helligkeitsunterschei-
de entstehen. Diese lassen sich nur schwer von beabsichtigten Abdunkelungen oder
Aufhellungen unterscheiden. Eine Farbkodierung ist nur dann sinnvoll, wenn die Kan-
te nicht bereits durch einen Farbverlauf, wie er zur Richtungsanzeige vorgeschlagen
wurde, belegt ist.
Vorstellbar wäre die Veränderung des Durchmessers einer Kante, welche im ähnli-
chen Verhältnis zur Größenänderung bei Knotenkörpern gesehen werden kann (ver-
gleiche Abbildung 4.23 a und b). Hierbei sind die in Kapitel 4.9.1 vorgeschlagenen Ma-
ximalgrößen als Obergrenze zu beachten. Die Belegung der Länge und des Durch-
messers mit Informationen sollte vermieden werden, da diese beiden Eigenschaften
zwei verbundene Dimensionen darstellen (vergleiche Kapitel 4.8.3). Als weitere Mög-
lichkeit ist die Nutzung von Texturgradienten zu sehen (siehe Abbildung 4.23 c). Gera-
de in Kombination mit einer richtungsangebenden Texturierung wären wenige Quan-
titätsabstufungen darstellbar (siehe Abbildung 4.23 d). Zu bedenken bleibt, dass die
unterschiedlich verlaufenden Kanten oftmals durch die Perspektive verzerrt werden.





Abbildung 4.23. – Quantitäten auf Kanten - Größenänderung der Basis
(a), Größenänderung der Kettenelemente (b), Tex-
turgradient (c), Texturgradienent mit Richtungsmu-
ster (d)
In Kapitel 2.8 wurde das Medium CAVE mit seinen Eigenschaften beschrieben. Die-
ses Kapitel befasst sich mit dem grundlegenden, gestalterischen Merkmal des Hin-
tergrunds sowie einer speziellen Problematik, welche sich aus dem Aufbau der CAVE
ergibt.
Die Projektionsflächen stoßen an ihren Kanten mit den benachbarten Flächen im
rechten Winkel zusammen, wodurch diese Kanten im Bild als dunkle Begrenzungen
hervortreten. Hinzu kommt, dass bei sehr flachem Blickwinkel auf die Projektionsflä-
che die Dicke des Mediums, welches durchblickt werden muss, zunimmt und sich da-
durch das dargestellte Bild an diesen Stellen abdunkelt (siehe Abbildung 4.24). Durch
diese Phänomene sind die Begrenzungen für den Betrachter bei entsprechender Be-
leuchtung klar zu erkennen. Im Resultat ergibt sich für den Betrachter der Eindruck
eines Rahmens. Zudem könnten die abgedunkelten, geradlinig verlaufenden Stoß-
kanten der Projektionsflächen als Kantenverbindungen des visualisierten Graphen
oder als Objektkanten von 3D-Körpern interpretiert werden.
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Des Weiteren sind die Projektionen nicht immer völlig gleichmäßig in ihrer Helligkeits-
verteilung, wodurch sich in manchen Fällen ein fleckiger Eindruck der Darstellung
ergibt. Aus diesem Grund wird für Visualisierungen in der CAVE oftmals ein sehr
dunkler bis schwarzer Hintergrund gewählt, durch den die beschriebenen Effekte in
ihren Ausprägungen deutlich reduziert werden.
Abbildung 4.24. – Kantenproblem der Projektionswände in der CAVE
HUBONA und SHIRAH haben gezeigt, dass es für Aufgaben mit abstrakten dreidi-
mensionalen Objekten von Vorteil ist, wenn die Umgebung und vor allem der Hinter-
grund einer homogenen oder sehr einfachen Struktur entspricht [HS04]. Dies steht
ganz im Einklang mit dem, in Kapitel 2.4.3 angesprochenen Gesetz der Figur-Grund-
Trennung. Aus diesem Grund sollte bei der Auswahl eines Hintergrunds auf Muste-
rung oder starke Strukturierung verzichtet werden.
Durch die Wahl eines sehr dunklen oder schwarzen Hintergrunds ergibt sich eine Pro-
blematik, die gerade in Bezug auf die in Kapitel 4.9 beschriebene Nutzung von Form
als informationstragendes Merkmal auftritt. Darin wurde beschrieben, dass die Form
von Körpern als Unterscheidungsmerkmal genutzt werden kann. Da bei der Generie-
rung der dreidimensionalen Szenen ein Beleuchtungsmodell genutzt wird, entstehen
Schattierungen auf diesen Körpern [Wat02]. Dadurch lassen sich die strukturellen
Ausprägungen leichter erkennen. Auch aus ästhetischen Gesichtspunkten oder Grün-
den der Realitätsnähe ist es vorstellbar, weitere Beleuchtungen der Modelle vorzu-
nehmen. Hierdurch entstehen Schattierungen und Schattenwurf. Schatten ist immer
mit einer Abdunklung der Farbe eines Körpers verbunden. Durch diesen Umstand in
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Verbindung mit einem dunklen bis schwarzen Hintergrund kann sich die Objektfar-
be der Hintergrundfarbe annähern bis sie ihr gleicht. Es können Maskierungseffekte
entstehen, welche die Form nur noch schwer bis gar nicht mehr in ihrer originalen
Ausprägung erkennen lassen (siehe Abbildung 4.25 a). Dieser Effekt ist vom Mond
bekannt. Der Schatten der Erde fällt auf unseren Trabanten und dunkelt Teile seines
Körpers soweit ab, dass sie sich nicht mehr vom Hintergrund abheben. Man nimmt
ihn kaum noch als geschlossene Kugel wahr, sondern erkennt eine Halbkugel oder
Sichelform [Win91]. Dieser Umstand wird zum Problem, wenn sowohl die Kugelform
als auch die Sichelform durch die Metapher mit einer Aussage belegt sind. Durch die
Schattierung kann somit ein falscher Rückschluss aus der wahrgenommen Form ge-
zogen werden. Die Metapher wäre dann im Sinn der Aussagekraft (vergleiche Kapitel
2.1) nicht mehr geeignet.
Eine Lösung kann durch den Verzicht oder die Anpassung der Form als Merkmal ge-
geben werden. Ebenso wie bei der figuralen Disparität (vergleiche Kapitel 4.8) muss
bei der Wahl der Form die Unterscheidbarkeit auf den Maskierungseffekt hin unter-
sucht oder eine Kombination aus zwei redundanten Merkmalen eingesetzt werden.
Dabei ist jedoch zu beachten, dass diese Maßnahmen nicht ausschließen können,
dass Objekte ganz durch einen Schatten verschluckt werden. Auch dieses Phäno-
men kennen wir vom Mond und ist uns als Neumond bekannt [Win91].
Als weitere Möglichkeit zur Vermeidung von Maskierung kann der Hintergrund ange-
passt werden. Eine Anpassung durch eine Musterung könnte das Problem beheben.
Dies und eine zu auffällige Farbgestaltung wurde jedoch bereits durch die Arbeiten
von HUBONA und SHIRAH als Gestaltungsmittel für wenig geeignet bewertet. Darum
soll eine Anpassung der Farbe vorgeschlagen werden. Ein heller Hintergrund hebt
sich von den, durch Schattierung abgedunkelten Objektregionen ab. Hier kommen
jedoch die zu Beginn dieses Kapitels beschriebenen Kanten und flächigen Abdunk-
lungen der Projektionsflächen zum Vorschein (vergleiche Abbildung 4.25 b). Aus den
vorangegangenen Überlegungen soll die Hypothese aufgestellt werden, dass ein ge-
mäßigter, heller Hintergrund für die Präsentation von Graphen am geeignetsten er-
scheint. Dieser Farbton sollte dunkel genug sein, um die Stoßkanten und Helligkeits-
schwankungen der Projektionsflächen abzuschwächen, jedoch hell genug, um keine
Maskierung durch Schatten zuzulassen (vergleiche Abbildung 4.25).
Abbildung 4.25. – Maskierungseffekt bei dunklem Hintergrund (a),
durchscheinende Kanten bei zu hellem Hintergrund
(b), gemäßigter Hintergrund (c)
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Eine weitere Möglichkeit zur Lösung bietet der Verzicht auf Schattierungen oder ein
entsprechendes Beleuchtungsmodell. Dieser Ansatz erscheint jedoch wenig prakti-
kabel, da dadurch höchstwahrscheinlich der räumliche Eindruck der Körper verloren
gehen würde.
4.11. Anordnung
Die Anordnung und Positionierung der Knoten und Kanten im Raum ist ein sehr kom-
plexes Thema, da diese beiden Eigenschaften durch einen zugrunde liegenden Lay-
outalgorithmus bestimmt werden (vergleiche Kapitel 2.1). Aus diesem Grund kann in
dieser Arbeit nur eine oberflächliche Betrachtung erfolgen. Dennoch sollen auch hier-
für Überlegungen und Vorschläge angebracht werden, nach denen sich ein solcher
Algorithmus richten kann.
4.11.1. Allgemeine Gestaltung
Zur besseren Erkennung von einzelnen Komponenten ist es wichtig, zwischen den
Knoten ausreichend Platz zu lassen. WARE et al. schlagen hierfür die Positionierung
der Knoten auf einem festen Gitter vor [WHF93]. Dadurch ist gewährleistet, dass ein
minimaler Abstand zwischen zwei Knoten nicht unterschritten werden kann.
Ein bekanntes Phänomen ist, dass Winkelzusammenhänge im mentalen Modell oft-
mals auf 90◦ Winkel abgebildet werden, selbst wenn dies im korrespondierenden Ori-
ginal deutlich erkennbar nicht der Fall ist [AHC97]. Es ließe sich somit die These auf-
stellen, dass die Bildung von mentalen Modellen vereinfacht wird, wenn Beziehungen
mehrerer Knoten in annähernd rechten Winkeln verlaufen.
PURCHASE bewies, dass Kantenkollisionen das Verständnis von Graphen deutlich
verschlechtern [Pur97] (siehe Kapitel 2.3). Jedoch ist dies für dreidimensionale Lay-
outs nur in sehr seltenen Fällen realisierbar (vergleiche Kapitel 4.4). Aus diesem
Grund muss der Nutzer bei der Pfadverfolgung durch andere Maßnahmen unterstützt
werden. Eine dieser Maßnahmen könnte darin bestehen, dass lange Kanten vermie-
den werden. Dies würde auch die in Kapitel 4.9.3 beschriebenen Effekte minimieren.
Zudem sinkt die Wahrscheinlichkeit, dass eine Kante mehrmals mit einer anderen
kollidiert, was das Verfolgen ihres Verlaufes erleichtert.
4.11.2. Räumliche Anordnung
In mehreren vorangegangenen Aussagen wurden bereits zwei unterschiedliche Mög-
lichkeiten der Anordnung erwähnt. Dies ist zum einen die freie Positionierung im ge-
samten dreidimensionalen Raum, zum anderen die Ausbreitung des Graphen auf nur
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einer Raumebene, was einem zweidimensionalen Charakter entspricht. Dies lässt
entsprechend die Nutzung der zusätzlichen Dimension für andere Zwecke zu.
Grundsätzlich ist nach dem, in Kapitel 4.11.1 angedachten Raster eine Staffelung in
Ebenen durchführbar. Diese kann sich nach der internen Struktur der Daten richten,
sofern eine Struktur vorgegeben oder erkannt wurde (vergleiche Kapitel 2.1). Als Bei-
spiel für die folgenden Überlegungen soll eine Baumstruktur angenommen werden,
deren strukturelle Merkmale sich einfach auf eine Staffelung in verschiedenen Raum-
ebenen umlegen ließen. Denkbar wären:
• Eine Ebenenstaffelung in horizontaler Verlaufsrichtung vor dem Betrachter, der
diese ähnlich der Leserichtung eines Buches betrachten kann.
• Eine Hierarchieumsetzung in vertikaler Richtung, die eine Ordnung oder Wer-
tung einzelner Knoten intuitiv repräsentieren könnte (vergleiche Kapitel 4.2)
• Eine Staffelung in die Raumtiefe hinein.
Diese Anordnungen könnten sich gut eignen, um Graphen mit Fluss-Charakter darzu-
stellen (vergleiche Kapitel 4.2). Der Betrachter kann den Graphen somit in oder gegen
die Flussrichtung abschreiten oder überblicken. Damit kann auch die Verlaufsrichtung
von Kanten durch die räumliche Anordnung repräsentiert oder unterstützt werden.
Die räumliche Lage der Knoten selbst kann ebenfalls eine Aussage tragen. Wie be-
reits bei den hierarchischen Ebenen angedeutet, werden relativen Positionen be-
stimmte Eigenschaften zugeschrieben [WHF93]. So wirken Objekte, die oberhalb
unserer Augenhöhe liegen, bedrohlicher als jene, die sich darunter befinden. Ähn-
lich verhält es sich mit der Raumtiefe. Nahe Körper ziehen mehr Aufmerksamkeit auf
sich als ferne. Diese Eigenschaften lassen sich gezielt nutzen, um Aufmerksamkeit
zu steuern oder Objekte in ihrer Bedeutung hervorzuheben [Gol97; Kos06]. Ähnliches
wurde in Kapitel 4.8.3 für die Repräsentation von Quantitäten angesprochen. Auch re-
lative Positionen lassen sich zur Unterstreichung einer Aussage nutzen. So bewiesen
BLYTHE et al., dass Knoten, welche sich in der Nähe des Zentrums einer Anordnung
befinden, automatisch als wichtiger oder bedeutender angesehen werden. Im Um-
kehrschluss bedeutet dies, dass Knoten, die weiter in der Peripherie angelegt sind,
in ihrer Bedeutsamkeit geringer eingestuft werden [BMK96]. Zudem wurde gezeigt,
dass Knoten in ihrer Funktion als Verbindungsglied oder Brücke für den Betrachter an
Bedeutsamkeit zunehmen, wenn sie sich nicht in direkter linearer Ausrichtung zuein-
ander befinden, sondern von dieser abweichen. Der Betrachter muss somit bei einer
Pfadverfolgung aufmerksamer die einzelnen Verbindungen mit wechselnden Richtun-
gen abschreiten. Dabei werden die Verbindungsknoten deutlicher in ihrer Existenz
wahrgenommen und nicht als Teil einer geraden, direkten Verbindung übergangen.
Es sollen zusätzlich einige Überlegungen zur räumlichen Ausdehnung des Gesamt-
graphen angestellt werden. Es wurde bereits erwähnt, dass immer ausreichend Platz
zwischen den einzelnen Knoten eingehalten werden sollte, um deren Erkennbarkeit
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und Eigenständigkeit zu bewahren. Aus dieser Aussage, verbunden mit den in Ka-
pitel 4.8.1 angedachten Größen für Knoten, ergibt sich der Rückschluss, dass die
Betrachtung der Struktur des Graphenkonstruktes als looking-out Aufgabe (verglei-
che Kapitel 4.3) angesehen werden kann. Dies gilt nicht für triviale oder sehr kleine
Graphen, dennoch ist dieser Umstand in die Gestaltung mit einzubeziehen. Daraus
könnte gefolgert werden, dass zum Beispiel die räumliche Ausdehnung in vertikaler
Richtung nicht allzu groß werden sollte, um ein angenehmes, ergonomisches Arbeiten
zu gewährleisten, ohne ständig auf Raummanipulationen zurückgreifen zu müssen.
4.11.3. Cluster und Subgraphen
In Kapitel 4.3 wurde bereits erwähnt, dass das Identifizieren und Arbeiten mit Teil-
oder Subgraphen eine gängige Aufgabe auf Graphen darstellt. Die Anordnung der
Graphenelemente sollte den Nutzer hierbei unterstützen. Generell fassen Menschen
Dinge durch verschiedenste Eigenschaften zu Gruppen zusammen, an die sie sich
dann auch besser erinnern können [Kos06]. In Kapitel 2.4.3 wurden bereits Kriteri-
en aufgezeigt, durch die eine Gruppierung erfolgen kann. Herauszustellen ist, dass
sich für die räumliche Positionierung das Gesetz der Nähe besonders eignet. Daraus
folgt, dass sich Cluster und einzelne Gruppen eines Graphen durch räumliche Nähe
zueinander gezielt als solche zu erkennen geben [BMK96].
Eine gesonderte Abhandlung von Subgraphen bietet sich an dieser Stelle an. Sub-
graphen sind abgeschlossene Objekte, welche sich sehr gut zu einem übergeordne-
ten, allgemeineren Knoten zusammenfassen lassen, der bei Bedarf näher untersucht
werden kann. Gängiges Beispiel ist die Ordnerstrukur eines Dateisystems. Ordne-
rinhalte werden erst dann anzeigt, wenn der Nutzer dies verlangt. Dies ermöglicht
einen besseren Überblick und filtert unwichtige Informationen heraus. Diese Forde-
rung stellte auch SHNEIDERMANN in seinen Anforderungen an ein Informationsvisua-
lisierungssystem (vergleiche Kapitel 2.1) [Shn96]. Eine entsprechende Umsetzung für
die CAVE erdachte sich bereits MÜHLHAUSE in seiner Arbeit [Müh08]. Er schlägt vor,
kleine Strukturen in größere Körper einzubetten. In diese kann dann „eingedrungen“
werden, um den Inhalt näher zu untersuchen. Eine halbtransparente Oberflächen-
gestaltung des umgebenden Körpers lässt auch von außen Rückschlüsse auf die
enthaltenen Strukturen zu. Für diese Lösung ist erweiternd zu sagen, dass hier die
angedachten Größenkonventionen aus Kapitel 4.8.1 nicht gelten müssen. Vielmehr
ist ein ausreichend großer Körper zu schaffen, der alle eingebetteten Inhalte aufneh-
men kann und genügend Platz bietet, diese zu untersuchen.
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Wie bereits in Kapitel 4.4 erwähnt, ist eine der größten Hürden für die Präsentation
von klassischen zweidimensionalen Graphenlayouts die Größe der Anzeigefläche. Es
mag sinnvoll erscheinen, planar darstellbare Graphen auch in einer ebenen, zweidi-
mensionalen Anordnung zu belassen, weil sie eine bessere Lesbarkeit ermöglichen
oder der Betrachter mit dieser Art der Darstellung besser vertraut ist.
Schon heute gibt es Bereiche, in denen übergroße Graphen Verwendung finden. Die-
se werden dann auf großflächige Leinwände projiziert oder als fest installierte Anzei-
getafeln realisiert. Beispiele dafür sind die Kontrollräume für Gleisstellanlagen oder
Stromnetze (siehe Abbildung 4.26). Diese haben jedoch oft einen enormen Platzbe-
darf und sind schwer erweiter- oder veränderbar.
Abbildung 4.26. – Stellwerk Essen Hauptbahnhof (a) und nationales
Stromnetz von England und Wales (b)
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GROH stellt die Frage:
[...] lässt sich das nur emersiv zu verstehende Blatt Papier [...] mit den im-
mersiven Visualisierungsprinzipien einer CAVE vermischen? [Gro08, Sei-
te 2]
Eine Lösung für die begrenzte Darstellungsfläche könnte die Unendlichkeit des virtu-
ellen Raumes bieten, wie sie durch die CAVE bereitgestellt wird. In Kapitel 4.1 wurde
schon erwähnt, dass der Nutzer auch hier von dem großen, peripheren Sichtfeld pro-
fitieren kann. Es bieten sich somit annähernd ähnliche Gegebenheiten für die Wahr-
nehmung von großflächigen Objekten wie in der realen Welt.
Eine Umsetzung kann durch die Erzeugung eines virtuellen Objektes geschehen,
welches eine beliebige Größe an benötigter Präsentationsfläche annehmen kann.
Hierauf kann die zweidimensionale Ebene, ähnlich einer Tapete, aufgebracht werden.
Ein ähnliches Prinzip wurde in Kapitel 3.5 beim Projekt Perspective Wall vorgestellt.
Dieses Objekt soll im Folgenden als Präsentationskörper bezeichnet werden. Der
Betrachter hat nun die Möglichkeit, das aufgespannte Blatt vollständig angezeigt zu
bekommen. Somit lassen sich Immersionsfaktoren der CAVE und der Emersionscha-
rakter eines Blatt Papiers verbinden. Der Nutzer kann hier wieder die Rolle eines
übergeordneten Beobachters einnehmen. Er kann die Datenstrukturen ähnlich einer
Karte vor sich betrachten. GROH beschreibt dies als eine Art des „Auftauchens“ aus
dem Raumsystem [Gro08].
Der Präsentationskörper muss dabei keine geradlinig, flächige Form annehmen, wie
ein Quader. Vorstellbar sind auch andere Formausprägungen. Diese könnten den Be-
trachter zylindrisch oder sphärisch umgeben und ihn umhüllen. Dies kann es dem, im
Zentrum eingebetteten Betrachter ermöglichen, durch ein ortsgebundenes Umschau-
en alle Informationen wahrzunehmen. Zudem verringert sich die perspektivische Ver-
zerrung, welche sich bei einer geradlinigen Wand in den weiter entfernten Peripheren
ergibt. Der Raum der CAVE bietet zudem die Möglichkeit, sich dem Präsentationskör-
per zu nähern und einen detaillierteren Eindruck von Teilregionen zu erlangen. Dabei
bleibt der räumliche und visuelle Kontext immer erhalten.
Natürlich stellt sich bei Objekten, die größer als der Körper des Betrachters sind,
die Frage nach Möglichkeiten, auch Regionen näher zu betrachten, welche sich weit
entfernt von der Betrachterposition befinden und durch eine Positionsänderung im
CAVE-Raum selbst nicht erreichbar sind. Diese Problematik tritt ebenso bei Regio-
nen von Interesse auf, die sich genau unterhalb oder über Kopf des Betrachters be-
finden. Raummanipulation scheint somit auch hier nötig. Bei flächigen Präsentations-
körpern, ähnlich einer geradlinigen Wand, wäre eine Funktionalität vorstellbar, die es
dem Nutzer ermöglicht, die Wand selbst an sich vorbei zu bewegen. Dies sollte auch
mit sphärischen und gekrümmten Objekten möglich sein, wobei sich dabei mehr der
Eindruck eines Karussells einstellen sollte, ähnlich der Interaktion auf den ConeTrees
(siehe Kapitel 3.1).
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Abbildung 4.27. – Projektion von zweidimensionalen Graphen auf vir-
tuelle Objekte
Bei zylindrischen Präsentationskörpern bietet sich die Chance, auch bei größeren
Darstellungsflächen auf eine solche zusätzliche Aktion des Nutzers zu verzichten.
Der Präsentationskörper lässt sich genau an einen, den CAVE-Raum umspannen-
den, Radius anpassen, sodass der räumliche Bewegungsspielraum des Betrachters
ausreichen kann. Der genaue anzusetzende Durchmesser muss noch durch prakti-
sche Versuche ermittelt werden. Voraussichtlich wird er der CAVE-Raum-Länge ent-
sprechen, sodass es möglich ist, an allen Stellen nahe an den Präsentationskörper
heranzutreten (vergleiche Abbildung 4.28). Das vorgestellte Interaktionkonzept ist je-
doch nur in horizontaler Ausdehnung möglich. Bereiche oberhalb oder unterhalb ei-
nes ergonomisch angenehmen Bereiches um die Augenhöhe des Betrachters bleiben
immer noch von zusätzlichen Interaktionsmechanismen abhängig.
Abbildung 4.28. – Ausdehnung eines den Betrachter umschließenden
Präsentationskörpers
Nicht nur das Umgeben des Nutzers ist durch einen solchen Ansatz denkbar. Es wür-
de zudem erlauben, den Boden selbst als Präsentationsfläche zu nutzen, um eine
planare Darstellung anzubieten. Dies ermöglicht es, sich darüber hinweg zu bewe-
gen. Ein Abschreiten der Informationen wird möglich. Außerdem könnten eventuelle
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räumliche Beziehungen durch eigenes aktives Erfahren besser verständlich werden.
Zudem kann ein solches „Begehen“ die Bildung von mentalen Modellen und Karten
deutlich erleichtern und fördern [Mis+95]. Die dabei notwendige Kopfhaltung bringt
allerdings nicht nur ergonomische Probleme mit sich. Ein Head-Tracking wird deutlich
erschwert (vergleiche Kapitel 2.8.3). Eine Lösungsmöglichkeit wäre es, die Präsen-
tationsfläche auf ein angenehmes Betrachtungsniveau anzuheben, den Betrachter
damit also zu „durchschneiden“. Dies hätte höchstwahrscheinlich in einigen Berei-
chen den Zusammenbruch des stereoskopischen Seheindruckes zur Folge (verglei-
che Kapitel 2.8.2). Eine andere Möglichkeit bietet sich durch die Überführung des
Zweidimensionalen zu körperlichen, dreidimensionalen Objekten mittels Extrusion.
Die dadurch entstehenden Objekte könnten ähnlich der Information City (vergleiche
Kapitel 3.2) durchschritten werden.
4.13. Zusammenfassung
In diesem Abschnitt sollen die wichtigsten Aussagen zu den einzelnen Gestaltungs-




Eigenschaften Gut unterscheidbar Nicht zu ähnlich
















Referenzsystem Nutzer selbst als Referenzsystem zu weit entfernte Objekte
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Referenzsystem, welches klare
Auskunft über Position und Orien-
tierung gibt
Unklares, sich veränderndes Refe-
renzsytem
Referenz sollte sich bei Raumma-




Tiefeneinschätzung Unterstützung des Betrachters
durch ein Referenzsystem
zu wenig Dimensionen durch das
Referenzsystem abgedeckt
Rot-Blau-Farbwertkorrektur Kombination mit anderen erlaufs-
ähnlichen Farbcodierungen
Farbe
Farbgebung Weiß, Grau, Schwarz, Rot, Grün,
Gelb, Blau, Pink, Braun, Orange
und Lila werden von normal sehen-
den Menschen sehr gut unterschie-
den
Nutzung von im Farbkreis neben-
einander liegender Farben




Farben der gleichen Helligkeitstu-
fen
Knoten
Repräsentation Körper nutzen, die von jedem Blick-
winkel eindeutig identifizierbar sind
- Kugeln scheinen sehr gut dafür
geeignet
Figurale Disparität
Andere Körper, welche schwer von
allen Seiten erkennbar sind, immer
zum Betrachter ausrichten
Größe Bei normalen Knoten: nicht kleiner
als circa 6cm Durchmesser
Zu kleine Objekte, welche in der
Entfernung verschwinden und Inter-
aktion erschweren
Bei normalen Knoten: nicht größer
als circa 30cm Durchmesser
Zu große Objekte, die viel ver-
decken können
Beschriftungen Vermeiden Alle Objekte beschriften und damit
Ressourcen fordern und Konfusion
fördern
Quantitäten Mehr einer Quantität muss auch




Größe ist ein intuitives Merkmal Verbundene Dimensionen zur Dar-
stellung zweier Quantitäten nutzen
Raumdimension nutzen (vor allem
vertikal)
Notwendigkeit von genauer Tiefen-
distanzschätzung
Intuitive Farbverläufe Komplizierte Farbkodierung und
Kombination mit Farbwertkorrektur
für Tiefeneinschätzung
Stereotypen Unterscheidbare Körper nutzen Zu viele Stereotypen verwenden





Repräsentation Körper nutzen, die zwei klar defi-
nierbare Enden aufweisen
Kugeln
Körper nutzen, welche effektiv aus
einer Basisfläche in eine Längendi-
mension vergrößert werden können
(Zylinder, Quader, ...)
Zu komplexe Objekte
Ketten aus Körpern bilden Zu komplexe Kettenobjekte oder
weniger als zwei Kettenglieder
Kanten möglichst nahe an Knoten
ansetzen
Zu große Abstände zu den Kno-
ten oder zwischen den einzelnen
Kettengliedern




Kanten möglichst im rechten Win-
kel kreuzen lassen, um Pfadverfol-
gung zu erleichtern
Kanten fast parallel verlaufen las-
sen mit Kollision im spitzen Winkel
Richtung Körper nutzen, welche zwei klar
unterscheidbare Enden aufweisen
Kugeln
Formen nutzen, die intuitiv eine




Farben oder Muster nutzen, um die
Richtung anzuzeigen
Farben der gleichen Heilligkeitstu-
fe oder schwer unterscheidbare
Farben
Kettenelemente nutzen, welche
intuitiv eine Richtung angeben
Kombination aus Ketten und Bewe-
gung
Bewertung Größe Maximalgröße überschreiten




Farbe Gemäßigte helle Farbe, welche
Stoßkanten abschwächt und Hel-
ligkeitsschwankungen auffängt,
jedoch keine Maskierung durch
Schatten zulässt
Weiß, schwarz oder zu grelle, auf-




Genügend Abstand zwischen den
Elementen
Zu nahe Elemente, die sich über-
schneiden
Auf festem Raster anordnen Raster zu eng wählen
Möglichst rechte Winkel schaffen,
um Bildung von mentalen Modellen
und Karten zu erleichtern
Erkennbare Strukturen und Hierar-
chien in die räumliche Anordnung
aufnehmen
unstrukturierte Positionierung
Lange Kanten vermeiden sehr lange Kanten mit mehreren
Kantenkollisionen
Ausdehnung Horizontale Ausdehnung bevorzu-
gen
Zu große vertikale Ausdehnung





In diesem Kapitel werden Vorschläge zur Umsetzung der im vorangegangen Kapitel
erarbeiteten Konzepte vorgestellt und abschließend evaluiert.
5.1. Werkzeuge
Die Werkzeuge, welche zur Erstellung von Testszenarien genutzt wurden, sollen hier
kurz erwähnt werden, um die Ergebnisse nachvollziehbar und wiederholbar zu ma-
chen.
Alle zweidimensionalen Graphenlayouts wurden mit Hilfe des yWorks yEd Graph
Editor Version 3.4.1 [yWo10] vorgenommen. Dieser ist ein frei verfügbarer Graphe-
neditor, der auf Java basiert und eine Vielzahl an automatischen Graphenlayout-
Algorithmen bereitstellt. Als Ausgangsdaten wurden meist automatisch generierte Da-
ten im Extended Graph Markup Language (XGML)-Format verwendet, welche durch
ein selbst entwickeltes Java-Programm zusammengestellt wurden.
Die Modellierung der komplexen dreidimensionalen Szenen wurde mit dem Programm
Autodesk R© 3ds Max R© 2010 [Aut09] realisiert. Für die Erstellung von Testgraphen
wurde dabei die integrierte Scriptsprache MAXScript genutzt, die es ermöglicht, au-
tomatisiert Objekte zu generieren, texturieren, manipulieren und zu platzieren.
Zur Darstellung und Interaktion in der CAVE wurde die Plattform EON Studio
TM
der
Firma EON Reality in der Version 5.5 [EON08] genutzt. Diese stellt sowohl Interakti-
onsmöglichkeiten als auch die grundlegenden Funktionalitäten der Stereoskopie zur
Verfügung. Ein darauf aufbauendes Interaktionssystem der TU Dresden ermöglicht
zudem vordefinierte Interaktionen der Raum- und Positionsanpassung.
5.2. Testfälle
Für die praktische Umsetzung der in Kapitel 4 vorgeschlagenen Darstellungsweisen
sollen in diesem Abschnitt einige Testfälle vorgestellt werden, an denen eine prakti-
sche Umsetzung gezeigt werden kann.
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5.2.1. Testfall 1 - abstrakter, gerichteter Multigraph mit Quantitäten
Diesem abstrakten Graph liegt kein direktes praktisches Beispiel zu Grunde. Er dient
zur Demonstration der Gestaltung von Elementen und Gegebenheiten, die sich in
den anderen Testgraphen nicht finden. Es handelt sich hierbei um einen Multigra-
phen (vergleiche Kapitel 2.2), der sowohl gerichtete als auch ungerichtete Kanten (in
Abbildung 5.1 farblich hervorgehoben) enthält. Zudem existieren zwei Knoten, die mit
einem Eigenzyklus versehen sind. Des Weiteren sind die Knoten durch ihre Größe
mit einem quantitativen Merkmal versehen. Dieses teilt die Knoten in vier quantitative
Gruppen. Der Graph ist nicht zusammenhängend und besitzt einen isolierten Subgra-
phen.
Abbildung 5.1. – Abstrakter Multigraph mit Eigenzyklen
5.2.2. Testfall 2 - Baum
Diese Baumstruktur repräsentiert einen Ausschnitt eines Dateisystems - genauer
einen Ausschnitt aus einer digitalen Musiksammlung. Er wird zur Umsetzung von
zwei- und dreidimensionalen Darstellungsweisen sowie zur Untersuchung der räum-
lichen Anordnung von Knoten genutzt.
Abbildung 5.2. – Ausschnitt aus dem Dateisystem
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5.2.3. Testfall 3 - Datenbankprozess
Der verwendete Datenbankprosess ist ein Testgraph des Projektes GCIP [Böh+08].
Er ist in der Business Process Modeling Notation (BPMN) modelliert und repräsentiert
einzelne Aufgaben auf zwei verschiedenen Datenbanktabellen. Er enthält eine Itera-
tionsschleife, in der ein eingebetteter Subgraph mehrmals durchlaufen wird [Böh09].
Zum normalen zeitgesteuerten Ablauf (in Abbildung 5.3 als durchgezogene schwarze
Pfeile dargestellt) ist zusätzlich ein Datenfluss von Variablen modelliert (in Abbildung
5.3 als gepunktete Pfeile dargestellt).
Dieser Graph stellt eine praktische Anwendung dar, in der vor allem Stereotypen von
Knoten und Kanten eine wichtige Rolle für das Verständnis spielen.
Abbildung 5.3. – BPMN-Graph eines Datenbankprozesses
5.2.4. Testfall 4 - CAD Explosionszeichnung
Der letzte Testfall soll dem gängigen Einsatzgebiet der CAVE, der Darstellung von
technischen Visualisierungen, nachempfunden sein. Auch diese CAD Explosions-
zeichnung eines Tretrollers stellt einen Graphen dar. Sie geht in der Realitätsnähe
und somit in der Korrespondenz zwischen Aussehen und Inhalt (vergleiche Kapi-
tel 4.5) sehr weit. Die räumliche Anordnung der einzelnen Knoten lässt sich durch
die identifizierbare Struktur leicht in eine korrespondierende räumliche Positionierung
umsetzen. Eine Übertragung des virtuell Gesehenen in die reale Welt sollte leicht
möglich sein (vergleiche Kapitel 2.7).
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Abbildung 5.4. – Explosionszeichnung eines Tretrollers
5.3. Umsetzung
Die im Folgenden gezeigte, praktische Umsetzung stellt nur eine von unzähligen Mög-
lichkeiten dar, die jeweiligen Sachverhalte zu visualisieren. Alle Repräsentationen, die
in diesem und den nachfolgenden Abschnitten vorgestellt werden, basieren auf den
in Kapitel 4 zusammengetragenen Überlegungen. Die Modelle dienen zudem zur an-
schließenden Evaluation.
5.3.1. Darstellung von groÿen zweidimensionalen Inhalten
In Kapitel 4.12 wurde das Konzept der Darstellung großer zweidimensionaler Inhalte
in der CAVE vorgestellt. In diesem Abschnitt soll ein Weg der praktischen Umsetzung
aufgezeigt werden.
Grundsätzlich ist die Realisierung simpel, da der Präsentationskörper einfach mit ei-
ner Textur versehen werden kann, welche den darzustellenden zweidimensionalen
Inhalt enthält. Das Problem dabei ist die Textur selbst. Wie bereits angesprochen,
sollen sehr große Inhalte durch ein solches Modell visualisiert werden. Dazu gehört,
dass sich der Inhalt auch auf eine große zweidimensionale Fläche ausbreitet. Eine
Textur stellt dabei nichts anderes als ein sehr großes Bild dar, welches auf den Kör-
per projiziert wird [Wat02]. Die Größe des Bildes ist zudem durch den gewünschten
Detailgrad bestimmt. Je detaillierter die Abbildung in der CAVE dargestellt werden
soll, umso größer wird das zu projizierende Bild. Durch die Größe des Bildes steigt
auch dessen Datenvolumen an, die durch das VR-System bewältigt werden muss.
Eine Möglichkeit zur Optimierung soll nun vorgestellt werden. Diese basiert auf zwei
Überlegungen. Zum einen bestehen Graphen aus Knoten und Kanten, welche oft-
mals nicht die gesamte Darstellungsfläche füllen (vergleiche Abbildung 5.5 a). Es gibt
Regionen, in denen nur der Hintergrund zu sehen ist. Die zweite Überlegung ist, dass
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sich ein Präsentationskörper als Oberflächenmodell (vergleiche Kapitel 2.5.4) dar-
stellen lässt. Dieses ließe sich in seine einzelnen Oberflächenpolygone teilen, denen
jeweils eine eigene Textur zugewiesen werden kann.
a) b)
Abbildung 5.5. – Erste Schritte bei der Plakatierung - Original (a), Teil-
bilder mit Information (b)
Jene Überlegungen führen zum Konzept, dass sich ein darzustellender zweidimen-
sionaler Inhalt - im Konkreten ein Bild davon - in kleinere Regionen aufteilen lässt.
In einigen dieser Bildfragmente werden Informationen dargestellt, in anderen wieder-
um nur Hintergrund. Letztere tragen keine notwendige Information und können aus
diesem Grund weggelassen werden (siehe Abbildung 5.5 b). Grundlage für dieses
Verfahren ist jedoch ein einfarbiger Hintergrund. Die hierdurch entstandenen Bildfrag-
mente lassen sich nun auf den Präsentationskörper aufbringen, nachdem dieser in,
zu den Bildfragmenten passende Oberflächen unterteilt wurde (siehe Abbildung 5.6
a). Polygone, denen ein informationstragendes Bildsegment zugeteilt ist, werden mit
diesem Bild texturiert (vergleiche Abbildung 5.6 b). Polygone mit einem Bildfragment,
das nur Hintergrund enthält, werden hingegen mit einer einfarbigen, dem Graphen-
hintergrund entsprechenden Oberfläche versehen (siehe Abbildung 5.6 c).
a) b) c)
Abbildung 5.6. – Schritte der Plakatierung - Gittermodell des Präsenta-
tionskörpers (a), Texturierung mit informationstragen-
den Bildteilen (b), Auffüllen des Hintergrundes (c)
Im hier vorgestellten Beispiel ist das Originalbild 10.000 x 6.108 Pixel groß und hat
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eine Dateigröße von circa 174MB1. Nach dem Zerlegen in 50 horizontale und 40
vertikale Teilbilder bleiben 888 informationstragende Teilbilder der Größe 200 x 152
Pixel und einer jeweiligen Dateigröße von circa 90kB übrig. Diese nehmen zusammen
eine Dateigröße von circa 79MB ein. Es ergibt sich damit eine Ersparnis in der zu
ladenden Texturgröße von etwa 55%.
Auch die in Kapitel 4.12 angesprochene Möglichkeit der Extrusion soll an dieser Stelle
umgesetzt werden. Dabei wurde der Testgraph 2 (vergleiche Kapitel 5.2.2) als Kontur
übernommen und in einen dreidimensionalen Körper überführt (siehe Abbildung 5.7
a). Die jeweiligen Knotenstereotypen wurden durch eine unterschiedliche Objekthöhe
sowie eine differenzierende Farbgebung unterschieden. Zu beachten bleibt, dass die
verbindenden Kanten durch eine einfache Dimensionserhöhung nur sehr schwer zu
erkennen sind (siehe Abbildung 5.7 b), da sie als Kontur keinen deutlichen körper-
lichen Charakter besitzen. Aus diesem Grund sollten sie zusätzlich noch verbreitert
werden, um die Erkennbarkeit zu erleichtern.
a) b)
Abbildung 5.7. – Extrudierter 2D Testgraph
In der Umsetzung des Testgraphen 1 (siehe Abbildung 5.8 a) wurde im Speziellen
Wert auf die Darstellung der verschiedenen Kantentypen gelegt. Den Hauptkantentyp
stellt die gerichtete Kante dar, die hier als Kegel umgesetzt wurde. Der Richtungsver-
lauf wird dabei durch einen dreiteiligen Farbverlauf unterstützt (siehe Abbildung 5.8 b).
Dieser ist in der Farbgebung so gestaltet, dass er sich stark von den anderen Körpern
(Knoten und andere Kanten) abhebt. Da es sich hier um einen Multigraphen handelt,
wurden die beiden Kanten, welche die Multikante bilden, durch einen eigenständigen
Kantentyp ersetzt, der einer ungerichteten Kante entspricht (orangener Zylinder).
1Alle Bilder wurden als Windows Bitmap (BMP) 24bit gespeichert
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a) b)
Abbildung 5.8. – Praktische Umsetzung des Testgraph 1 - Gesamtan-
sicht (a), Kantentypen gerichtet und ungerichtet (b)
Auch die in Kapitel 4.9.2 angesprochenen Eigenzyklen sollen bei der Betrachtung
verschiedenster Kantendarstellungen mit berücksichtigt werden. Hierzu wurden zwei
Knoten mit unterschiedlichen Varianten zur Darstellung eines solchen Eigenzyklus
versehen. Dies ist zum einen ein Torus (siehe Abbildung 5.9 a), welcher als eigen-
ständiges Symbol oder als geknickte, ungerichtete Kante gesehen werden kann. Der
andere Eigenzyklus wird durch eine einfache angefügte Kugel (siehe Abbildung 5.9
a), die nur einen symbolischen Charakter darstellt, abgebildet. Unterstützt wird die
Repräsentation durch die gleiche Farbgebung wie bei den ungerichteten Kanten.
a) b)
Abbildung 5.9. – Eigenzyklen im umgesetzten Testgraph 1 - Eigenzy-
klus als Torus (a), Eigenzyklussymbol Kugel (b)
Das Beispiel soll zudem dazu genutzt werden, Quantitätsumsetzungen zu untersu-
chen. Als bester allgemeiner Knotenkörper wurde die Kugel vorgeschlagen, allerdings
scheint diese als quantitatives Repräsentationsmedium schlecht geeignet (vergleiche
Kapitel 4.8.3). Diese Hypothesen sollen geprüft werden. Hierzu werden die Knoten
durch Kugelkörper in vier verschiedenen Quantitätsstufen, welche auf den Radius
umgelegt wurden, modelliert (siehe Abbildung 5.10 a bis d).
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a) b) c) d)
Abbildung 5.10. – Quantitäten im umgesetzten Testgraph 1 - von a)
nach d) ansteigend
Die Baumstruktur des Graphen 2 soll dazu genutzt werden, die räumliche Anordnung
und die damit verbundenen Phänomene der Ordnung zu untersuchen. In Abbildung
5.11 a) ist die Anordnung von oben dargestellt. Der Betrachter selbst wird jedoch
nur eine Sichtweise erlangen wie sie in Abbildung 5.11 b) dargestellt ist, wenn er
den Raum nicht manipuliert. Die Kanten sind als ungerichtete Kanten modelliert, da
einzig die räumliche Anordnung Auskunft über die hierarchischen Ebenen zulassen
soll. Die einzelnen Teilgraphen oder Cluster bilden durch ihre räumliche Nähe deutlich
erkennbare Gruppen.
a) b)
Abbildung 5.11. – Praktische Umsetzung des Testgraph 2 - Gesamtan-
sicht von oben (a) und in Augenhöhe (b)
Der Datenbankprozess soll dazu dienen, verschiedene Stereotypen von Kanten und
Knoten zu untersuchen (siehe Abbildung 5.12 a). Der eingebettete Subgraph, der
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eine Iteration repräsentiert, ist von einem größeren Objekt umgeben. Dieses ist mit
einem Material mit verringerter Deckkraft belegt (siehe Abbildung 5.12 b), was es
ermöglicht, den Inhalt von außerhalb zu studieren und ihn gleichzeitig als gruppiert
anzusehen. Ein ähnliches Prinzip wird auch im Projekt Information Cube, das in Ka-
pitel 3.2 vorgestellt wurde, verwendet.
a) b)
Abbildung 5.12. – Praktische Umsetzung des Testgraph 3 - Gesamtan-
sicht von oben (a), eingebetteter Subgraph (b)
Bei der Wahl der Stereotypen für Knoten wurde darauf geachtet, dass diese von vie-
len Seiten eine unterscheidbare Form aufweisen. Unterstützt wird dies durch die un-
terschiedliche Farbgebung (vergleiche Abbildung 5.13 b und c). Zudem wurde ver-
sucht, die Aussage der Knoten in der Gestaltung aufzugreifen. So sind die Knoten,
die durch das in Abbildung 5.13 a) dargestellte Zahnrad repräsentiert werden, Kno-
ten, in denen eine berechnende oder vergleichende Aktion durchgeführt wird. Der
Knoten, der durch den Körper aus Abbildung 5.13 b) repräsentiert wird, empfängt
Daten und die, durch den Körper aus Abbildung 5.13 c) modellierten Knoten senden
eine Datenbankanfrage.
a) b) b)
Abbildung 5.13. – Knotenstereotypen im umgesetzten Testgraph 3
Auch die Kanten sind in verschiedenen Stereotypen vorhanden. Wie in Kapitel 5.2.3
beschrieben, ist in diesem Datenbankprozess sowohl eine zeitliche Abfolge von Ak-
tionen als auch ein Datenfluss modelliert. Der zeitliche Ablauf wird durch die oran-
genen Kegel, der Datenfluss durch die Ketten aus pinkfarbenen Kegeln beschrieben
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(siehe Abbildung 5.14). Als Daten- oder Variablenpakete wurde ein kleiner Würfel ge-
wählt, da auch dieser als einfacher Knotenkörper vorgestellt wurde (vergleiche Kapitel
4.8.1).
Abbildung 5.14. – Kantenstereotypen im umgesetzten Testgraph 3
Die Darstellung dieses Graphen liegt im klassischen Aufgabengebiet der CAVE. Die
Knoten selbst repräsentieren die einzelnen Bauteile und die Kanten geben an, wie
diese zusammengefügt werden können. Als Kanten werden hier Ketten aus Kegeln
verwendet, da diese sich unaufdringlicher in die Darstellung einfügen (siehe Abbil-
dung 5.15 a). Zudem wurden die Kettenglieder sehr klein gewählt (siehe Abbildung
5.15 b). Der richtungsanzeigenden Funktion kommt in diesem Beispiel eine unter-
geordnete Rolle zu, da die räumliche Anordnung, das technische Verständnis sowie
die Erfahrung des Betrachters bei der Interpretation der Verbindungen eine weitaus
größere Rolle spielen sollten [Hof02].
a) b)
Abbildung 5.15. – Praktische Umsetzung des Testgraph 4 - Gesamtan-
sicht (a), zentrales Bauteil mit gerichteten Kanten (b)
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5.4. Evaluation
An der durchgeführten Evaluation haben insgesamt fünf Probanden (vier Männer und
eine Frau) teilgenommen. Alle Versuchspersonen haben Erfahrung mit Graphen und
sind mit den grundlegenden Begrifflichkeiten vertraut. Grundfunktionen der aktiven
und passiven Raummanipulation, wie das Drehen eines Körpers oder das schneller
Bewegen durch den virtuellen Raum, wurden durch die Testumgebung der CAVE
selbst bereitgestellt. Als Interaktionsmedium diente hierfür ein Fly-Stick (vergleiche
Kapitel 2.7), der in der virtuellen Darstellung als eine Hand repräsentiert wird.
5.4.1. Ablauf
Den Probanden wurde zu Beginn der Testgraph 2 mit verschiedenen Hintergründen
präsentiert. Hierbei sollten sie entscheiden, bei welcher Hintergrundfarbe sie die dar-
gestellten Objekte am besten erkennen konnten. Zudem sollten sie bewerten, bei
welchem Hintergrund sie sich am meisten in die Szene eingebettet gefühlt haben.
Zusätzlich sollten sie erkennbare Hierarchiestufen aufzeigen.
Danach wurde den Probanden eine Orientierung (vergleiche Kapitel 2.2) des sel-
ben Graphen als zweidimensionales Abbild auf einem Präsentationskörper gezeigt,
wodurch sie einen direkten Vergleich zwischen dem Dreidimensionalen und der de-
taillierten, planaren Darstellung ziehen konnten.
Anschließend wurden ihnen nacheinander die Testgraphen 1, 3 und 4 auf einem bei-
gen Hintergrund gezeigt. Den Probanden wurden verschiedene Fragen zur Identifi-
zierung und Differenzierung von Objekten gestellt. Der vollständige Fragebogen und
dessen Auswertung können im Anhang A.1 eingesehen werden.
5.4.2. Ergebnisse
Es zeigte sich schnell, dass die Hypothese, ein heller Hintergrund verbessere die Ob-
jekterkennung, zutreffend zu sein scheint. Alle Probanden bewerteten einen weißen
Hintergrund mit der besten Objekterkennung. Auffällig war jedoch, dass eine deutli-
che Treppchenbildung an den Objekträndern erkennbar wurde. Der Immersionsein-
druck entstand bei allen Hintergrundfarben durch den stereoskopischen Eindruck und
die Bewegung durch den CAVE-Raum. Jedoch zeichnet sich ein deutlicher Trend ab,
dass das Präsenzgefühl proportional zur Helligkeit des Hintergrunds abnimmt. Das
heißt, bei schwarzem Hintergrund wird dieser als „nicht existent“ angesehen, was ein
deutlich gesteigertes Präsenzgefühl zur Folge hat.
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In Verbindung mit dem Testgraphen 2, der aus blauen und grünen Knoten sowie
orangenen Kanten bestand, entschieden sich viele Probanden für den grauen Hin-
tergrund, da der beige, aus der Hypothese präferierte Hintergrund, die orangenen
Kanten nicht so deutlich erscheinen ließ. Es ist an dieser Stelle anzumerken, dass
bei der Fragestellung zur Objekterkennung nicht zwischen Knoten (welche einem
eher dunklen Farbschema entsprechen) und Kanten (welche eher einer hellen Far-
be entsprechen) differenziert wurde. Die Bewertung der Erkennbarkeit liegt somit in
der subjektiven Gewichtung des Probanden zwischen Knoten und Kanten. Des Weite-
ren konnte sehr deutlich der in Kapitel 4.7 beschriebene Effekt der unterschiedlichen
Farbwahrnehmung im Rahmen einer Gesamtkomposition beobachtet werden. Alle
Probanden empfanden die Farbwahrnehmung der Knoten für jede Hintergrundfarbe
als deutlich unterschiedlich bei diesem Experiment.
Der in allen weiteren Graphen verwendete beige Hintergrund wurde nach Abschluss
aller Tests als für die gezeigten Darstellungen angemessen und gut bewertet. Kein
Proband hatte Schwierigkeiten, die präsentierten Objekte zu erkennen. Weiterhin
nahmen alle Probanden den Hintergrund nur in seltenen Fällen als veränderbares
Gestaltungsmerkmal wahr. Aus der Art der Testfallgestalltung lässt sich jedoch kein
Rückschluss darüber ziehen, ob und in welchem Umfang Unterscheide bestanden
hätten, wäre eine andere Hintergrundfarbe gewählt worden.
Auffällig war auch, dass alle Probanden die, durch eine Tiefenstaffelung repräsen-
tierten Hierarchiebenen des Testgraphen 2 nicht als solche wahrnahmen. Sie identifi-
zierten alle den weiter im Raum liegenden Knoten mit den größten Grad von Kanten
zu Subgraphen als höchste Hierarchieebene und damit als Ausgangsknoten für die-
sen Baum. Dieses Ergebnis überrascht. Die umgesetzte Tiefenstaffelung schien nicht
auffällig genug gewesen zu sein, um ihre angedachte Aussage zu übermitteln. Statt-
dessen erschien der in Kapitel 4.11.2 beschriebene Effekt, dass die zentrale Stellung
eines Knotens ihn in seiner Bedeutsamkeit hebt, in diesem Fall sehr viel effektiver
zu sein. Die Stereotypen und Bedeutungen von Kanten wurden von allen Probanden
intuitiv erkannt. Einzig die Richtung von Kanten, welche durch einen großen Kegel re-
präsentiert wurde, war für einige Probanden schwer zu entscheiden. Dies lag daran,
dass ihnen die getroffene Konvention, eine Kante verlaufe vom großen Radius zur Ke-
gelspitze, vorher nicht bekannt gemacht wurde. Die gebildeten Ketten zur Kantendar-
stellung gefielen den meisten Probanden besser als die durchgehenden Kegel. Dies
liegt zum einen daran, dass sie die Richtung häufiger anzeigen, zum anderen erschi-
en den Probanden diese Art der Kantendarstellung vertrauter. Lediglich die mögliche
Fehldeutung der Richtung und des Stereotyps aus bestimmten Blickwinkeln (verglei-
che Abbildung 5.16) veranlasste einen Probanden dazu, den durchgängigen Kegel zu
präferieren.
Bei der quantitativen Einschätzung der Knoten in Kugelform des Testgraphen 1 zeich-
neten sich zwei deutlich unterscheidbare Gruppen ab. Erstaunlicherweise fiel es ei-
nigen Probanden sehr leicht, alle vier gewählten Quantitäten zu erkennen und zu
unterscheiden. Anderen hingegen viel es, wie in der Hypothese bereits vermutet,
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Abbildung 5.16. – Erschwerte Erkennung der Kantenrichtung
schwer, kleine Unterscheide in der Kugelgröße zu unterscheiden. Dies passierte vor
allem dann, wenn die Kugeln nicht direkt nebeneinander lagen. An dieser Stelle ent-
stand die Zweiteilung in die angesprochenen Gruppen. Vor allem die Probanden, die
sich das Graphenkonstrukt stationär betrachteten, trafen die Fehleinschätzung in den
Quantitäten. Diejenigen, die den Graphen durch intensives Umlaufen und Durchdrin-
gen aus vielen verschiedenen Blickrichtungen begutachteten, hatten sehr viel weni-
ger Mühe als erwartet, alle Größenabstufungen zu erkennen. Zusätzlich gaben einige
Probanden an, dass ihnen die durch die CAVE-Darstellungsumgebung bereitgestellte
Hand, welche an den Fly-Stick gekoppelt war, bei der Pfadverfolgung und Quantitäts-
abschätzung ein großes Hilfsmittel war.
Der Testgraph 4 wurde von allen Probanden als intuitiv verständlich eingestuft, so-
dass sich alle zutrauten, das Gesehene im Realen anwenden zu können. Es zeigte
sich jedoch auch hier, dass nur wenige der Probanden den zentralen Knoten dieses
Graphen nach der Richtung der Kanten bestimmten. Vielmehr schien hier die Größe
des Bauteils, die zentrale Lage oder Erfahrungswerte des Probanden eine wichtige
Rolle zu spielen.
In der durchgeführten Evaluation zeigte sich, dass fast alle vorgeschlagenen und um-
gesetzten Konzepte funktionierten und auch so wahrgenommen und interpretiert wur-
den, wie dies beabsichtigt war. Es stellte sich aber auch heraus, dass sich individuelle,
subjektive Präferenzen für gewisse Arten der Darstellung ergaben. Zudem bleibt fest-
zuhalten, dass die Gestaltung als Gesamtkomposition zu sehen ist. Sie ist der jewei-
ligen Aufgabe oder angedachten Aussage anzupassen. Gerade die Frage nach einer
allgemeingültigen Hintergrundfarbe konnte nicht eindeutig beantwortet werden. Es
bestätigten sich die Erwartungen, dass ein weißer Hintergrund bessere Erkennbar-
keit gewährleistet als ein schwarzer, letzterer jedoch ein gesteigertes Präsenzgefühl
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erzeugt. So sollte gerade bei Aufgaben, in denen ein hohes Präsenzgefühl erwünscht
ist, ein schwarzer Hintergrund eingesetzt werden. Dies ist zum Beispiel dann der Fall,
wenn es auf genaue Tiefen- und Distanzschätzungen ankommt, da diese scheinbar
in direktem Zusammenhang mit dem Präsenzgefühl zu stehen scheinen (vergleiche
Kapitel 2.4.4). Dies ist jedoch nicht abschließend geklärt, da durch das Gefühl, dass
kein Hintergrund existiere, eine gefühlte Unendlichkeit entstand, welche es wiederum
erschweren könnte, egozentrische Entfernungen zu schätzen, sollte kein zusätzliches
Referenzsystem vorhanden sein. Des Weiteren zeigte sich, dass sich die Wahl des
Hintergrunds zusätzlich nach der Farbgebung der anderen Objekte richten muss.
Es zeigte sich, dass gerade eine intensive Interaktion und Exploration der Darstellung
einen positiven Einfluss auf das Verständnis hat. Zudem nutzten nur wenige Proban-
den die Möglichkeiten zur aktiven Raummanipulation. Nur zwei, im Umgang mit der
CAVE erfahrenere Nutzer griffen in manchen Situationen darauf zurück. Der Großteil
beschränkte sich auf die Untersuchung des Objektes durch Abschreiten und Positi-
onsveränderung.
5.5. Zusammenfassung
In diesem Kapitel wurden praktische Umsetzungen für die im vorangegangen Kapitel
getroffenen Gestaltungsvorschläge umgesetzt und evaluiert. Dabei zeigte sich, dass
viele der vorgeschlagenen Darstellungsvarianten gut angenommen wurden. Einige
Hypothesen, wie die Tiefenstaffelung zur Hierarchierepräsentation oder die Hypothe-
se, dass sich Kugeln schwer zur Verdeutlichung von Quantitäten einsetzen lassen,
ließen sich nicht bestätigen.
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6. Zusammenfassung und Ausblick
Entsprechend der Zielsetzung konnten im Rahmen dieser Arbeit einige grundlegende
Gestaltungskriterien für die Darstellung von immersiv erfahrbaren Graphen zusam-
mengestellt werden. Die entwickelten Konzepte basieren dabei auf Betrachtungen
aus den Bereichen der klassischen Graphendarstellung, Computergrafik, Gestaltpsy-
chologie und Benutzerfreundlichkeit. Zudem wurde auf die speziellen Gegebenheiten
und Rahmenbedingen der CAVE eingegangen. Die Ergebnisse wurden beispielhaft
umgesetzt und mit Nutzern evaluiert. Eine Zusammenfassung der erarbeiteten Krite-
rien kann in Kapitel 4.13 auf Seite 84 in tabellarischer Form eingesehen werden.
Des Weiteren wurde durch diese Arbeit ein Modell zur Klassifikation von Graphenan-
wendungen und ein innovatives Darstellungskonzept für großflächige, zweidimensio-
nale Graphen entwickelt.
6.1. Fazit
Es bleibt festzuhalten, dass es keine allgemeingültige Darstellungsweise geben kann.
Die visuelle Präsentation muss immer den, aus den zugrunde liegenden Daten re-
sultierenden Gegebenheiten und subjektiven Präferenzen der Betrachter unterworfen
werden. Fast alle geprüften Darstellungskonzepte wurden in ihrer Aussage angenom-
men. Die Wirksamkeit und das Zusammenwirken mehrerer Konzepte spielte jedoch
eine weitaus größere Rolle als erwartet. Die einzelnen Konzepte müssen somit genau
an ihren Einsatz angepasst und kombiniert werden.
6.2. Diskussion
Es soll nicht versäumt werden auch einen kritischen Blick auf die Aussagen dieser
Arbeit zuzulassen.
Betrachtet man die zur Visualisierung vorhandene Fläche im Zweidimensionalen, so
ergibt sich fast die gesamte Fläche, welche durch die beiden Ausdehnungen des Dar-
stellungsbereiches aufgespannt wird. Lediglich einige Zwischenräume können unter
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bestimmten Umständen aus Gründen der Übersichtlichkeit nicht vollständig geschlos-
sen werden. Überträgt man dieses Prinzip auf die Erweiterung in die dritte Dimensi-
on, so ergibt sich eine Potenzierung des theoretisch nutzbaren Informationsraumes.
Dies entspricht jedoch nicht der Realität, da wir tatsächlich keine Volumen von Da-
ten oder Details der Innenseiten von soliden Objekten wahrnehmen können. Einzig
die Gestalt der sichtbaren Oberfläche dieser Körper im Raum kann Informationen
übermitteln [WF96]. Daraus folgt, dass der Schritt vom Zweidimensionalen hin zum
Dreidimensionalen nur einen kleinen Vorteil bringt, da 2D-Darstellungen scheinbar
ähnlich effektiv und dazu leichter zu produzieren sind. Der Aufwand, der betrieben
werden muss, um einen Graphen für den Informationstransport in der CAVE zu nut-
zen, ist zurzeit noch deutlich höher als der zu erwartende Nutzen. Anders sieht es bei
Graphen zur Datenanalyse aus. Hierbei ist es nicht notwendig, jeden Graphen ein-
zeln an seine Aussage anzupassen und zu gestalten. Hier könnten die vorgestellten
Gestaltungskriterien in allgemeiner Form eingebracht und umgesetzt werden. Gerade
die intuitiven Interaktionsmöglichkeiten und die Tatsache, dass der zur Verfügung ste-
hende Platz in der CAVE annähernd unendlich ist, machen dieses Ausgabemedium
sicherlich für die Datenanalyse unstrukturierter Daten interessant.
In einigen Experimenten zeigte sich, dass bei vielen gerichteten Kanten die präsen-
tierten Informationen für den Nutzer nicht mehr zu bewältigen waren. Im konkreten
Fall wurden die Kanten durch einen einfachen Zylinder mit dreiteiligem Farbverlauf
repräsentiert. Betrachter verspürten Konfusion und beklagten sich darüber, dass es
sehr schwer sei, sich auf einen einzelnen Knoten oder eine bestimmte Kante zu kon-
zentrieren. Vorstellbar wäre es, auch Informationen über die Richtung von Kanten erst
auf explizite Nutzeranfrage bereitzustellen. Dazu könnte das vorgeschlagene System
des Interaktionsstrahls genutzt werden. Bei Anfrage würden dann alle abgehenden
und ankommenden Kanten entsprechend farblich markiert. Dies könnte auf die be-
troffenen Nachbarknoten erweitert werden.
Wie bereits in Kapitel 2.4.4 angesprochen, ist die Ausprägung an verspürter Präsenz
und die Einschätzung von Distanzen in Beziehung zu setzen. Das wiederum macht
Systeme, in denen eine präzise Einschätzung von Distanzen essentiell ist, nicht son-
derlich praktikabel, da der Grad an verspürter Präsenz nur schwer zu kontrollieren ist
[Hof02].
Es wird noch eine Weile dauern bis das Potential, das diese Art der Visualisierung zur
Verfügung stellt, vollständig genutzt werden kann. Wie dies schon bei vielen anderen
neu entwickelten Medien der Fall war, scheint auch dieses dem Gesetz der stilisti-
schen Trägheit zu folgen [Bau84]. Das Medium ist für bestimmte Zwecke und Auf-
gaben entwickelt worden, die zum einen durch die normale VR und Computergrafik
bestimmt sind, zum anderen versucht es, die Lücke zur Realität weiter zu schließen.
Dabei bieten sich durch das nichtreale, virtuelle Wesen, das diesem Medium zu Grun-
de liegt, unendliche Möglichkeiten, welche noch lange nicht ausgeschöpft sind. Diese
Arbeit selbst folgte eher konservativen Gestaltungsansätzen und zielte auf eine Wei-
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terentwicklung bestehender Konzepte ab. Es wird sich in der Zukunft zeigen, welche
neuen Nischen, Aufgaben und Möglichkeiten sich aus dieser Technik ergeben.
6.3. Ausblick
Das Resultat dieser Arbeit sollte abschließend einer genaueren und aussagekräftige-
ren Nutzerbefragung unterzogen werden. Die im Rahmen der Evaluation erworbenen
Erkenntnisse müssen durch weitere Befragungen gestützt oder widerlegt werden.
Dazu sind differenziertere Untersuchungen der einzelnen Faktoren notwendig. Das
heißt, jeder Gestaltungsparameter sollte isoliert betrachtet werden, um seine Auswir-
kungen genauer bestimmen zu können. Als konkretes Beispiel sei an dieser Stelle
auf die Beobachtung der Evaluation verwiesen, in der es den stationär betrachten-
den Probanden schwerer fiel, auf Quantitäten aus Kugelgrößen zu schließen, als den
aktiv explorierenden (vergleiche Kapitel 5.4.2). Eine genaue Untersuchung, ob die
Vermeidung von Kantenkollisionen in spitzen Winkeln die Pfadverfolgung tatsächlich
vereinfacht, steht ebenso noch aus.
Dennoch ist nicht nur eine tiefergehende Untersuchung von Einzelmerkmalen an-
zustreben. Die Identifikation und Ausnutzung von Wechselwirkungen zwischen den
Gestaltungsmerkmalen ist ebenfalls denkbar. Auch hier sei auf eine Beobachtung der
Evaluation verwiesen, in der die Farbwahrnehmung der Knoten eine deutliche Ab-
hängigkeit von der Hintergrundfarbe aufwies. Es bleibt hier ungeklärt, inwieweit sich
solche Effekte zur Gestaltung und Informationsvermittlung nutzen lassen.
Auch ist abschließend zu klären, ob eine hierarchische Staffelung in vertikalen Ebe-
nen den gewünschten Effekt erzielen kann, bei den die Staffelung in die Raumtiefe
versagte. Zudem sollte eine praktische Umsetzung der bewegungsabhängigen Auto-
rotation von Objekten erfolgen (siehe Kapitel 4.6.2) und wie in Kapitel 4.12 erwähnt,
der Radius für einen optimalen zylindrischen Präsentationskörper ermittelt werden.
Weiterführende Betrachtungen zur Nutzung von Verdeckung als Filtermechanismus
zur Auswahl und gezielten Aufbereitung von Informationen für den Betrachter sind
ebenso denkbar.
Des Weiteren sollte untersucht werden, wie sich Detailinformationen, wie Attribute
oder Annotationen, in die dreidimensionale Darstellung integrieren lassen. Hierzu
ist es notwendig, sowohl Gestaltungskonzepte für Schrift und detaillierte Informati-
onsdarbietung als auch Interaktions- und Navigationstechniken mit dem Graphen zu
entwickeln. Eine Interaktionsmöglichkeit könnte beispielsweise durch einen virtuellen
Strahl realisiert werden [Raj+04], welcher in den virtuellen Raum hineinreicht. Die-
ser stellt als Verlängerung der Hand des Betrachters ein Zeigeinstrument dar, das es
ermöglicht, auch mit weit entfernten Objekten zu interagieren, ohne sich dort hin be-
wegen zu müssen. Zusätzlich lassen sich damit auch für weitere Betrachter Bereiche
106 6.3. Ausblick
von Interesse markieren. Dies könnte die Zusammenarbeit in einer CAVE deutlich
erleichtern.
Grundlegende Layoutalgorithmen für die Positionierung und Anordnung der Knoten
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Vom Lateinischen bi für „zwei“ oder „doppelt“ und Lateinischen oculus für „Au-
ge“. Bezeichnet das Sehen beiden Augen [Gol97].
euklidischen Raum
Bezeichnet generell den Anschauungsraum nach Euklid, wobei damit der phy-
sikalische Raum um uns herum gemeint war. Heute wird dieser als euklidischer
Raum bezeichnet, da die Begrifflichkeit Raum durch Physik und Mathematik zu
allgemeineren Beschreibungen erweitert wurde [Her+00].
Extrusion
Bezeichnet in der Geometrie eine Dimensionserhöhung durch Parallelverschie-
bung.
Farbton
Unter dem Farbton ist die Wellenlänge des Lichts zu verstehen [Wat02].
ferromagnetisch
Vom Lateinischen ferum = Eisen. Bezeichnet den “normaln“ Magnetismus durch
Eisen, Kobalt oder Nickel [Hof07].
Helligkeit
Bezeichnet die Menge an Licht, welche reflektiert wird. Sie kann durch die Zu-
gabe von Schwarz variiert werden [Wat02].
Hypertext
Im Gegensatz zu linearen Texten verknüpfen Hypertexte Informationen durch
eine netzwerkartige Struktur zwischen verschiedenen Knoten. Ein allgemein
bekanntes Beispiel stellt das Internet mit seinen Hypertext Markup Langua-
ge (HTML) Dokumenten dar.
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Java
Ist eine objektorientierte Programmiersprache. Das heißt, Funktionen können
von mehreren Objekten vererbt und dadurch gemeinsam genutzt werden. Java-
Programme sind in der Regel plattformunabhängig, was bedeutet, dass sie auf
jedem Computer ausführbar sind auf dem die entsprechende Laufzeitumgebung
vorhanden ist [Ull07].
monokular
Vom Griechischen monos für „ein“ und Lateinischen oculus für „Auge“. Bezeich-
net das Sehen mit nur einem Auge [Gol97].
retroreektierend
Im Gegensatz zur Eigenschaft reflektierend ist hierbei die Besonderheit ge-
meint, dass der Einfallswinkel des Lichtes nicht dem Ausfallswinkel entspricht,
sondern das einfallende Licht genau zur Quelle zurück reflektiert wird [Hof07].
shading
Bezeichnet in der Computergrafik die Simulation von Objektoberflächen. Hierzu
werden verschiedene Beleuchtungsmodelle genutzt, welche Oberflächeneigen-
schaften und das physikalische Verhalten von Licht nachbilden [Wat02].
Social Network
Im informatischen Sinne sind Social Networks Webdienste, in denen die Nut-
zer den Inhalt selbst gestalten. Dabei ergeben sich gemeinschaftliche Grup-
penstrukturen [MBK97].
Soziogramm
Ist die graphische Darstellung von Beziehungen in einer Gruppe [BMK96].
Sättigung
Lässt sich als „Tiefe der Farbe“ umschreiben. Sie kann durch die Zugabe von
Weiß verändert werden [Wat02].
Torus
Stammt aus dem Lateinischen und bedeutet „Wulst“. Es stellt einen wulstartigen





a) Fragen zum „Musik Graph“:
1. Lassen sich klare Hierarchieebenen erkennen?
1 x nein | 1 x 2 | 1 x 3 | 2 x 4
Anmerkung: alle haben den falschen Knoten als Root-Knoten angenommen
2. Wie stark fühlen Sie sich in die Szene eingebettet (Skala von 0 bis 10)?
weiÿ (R:155 G:255 B:255) Ø6
beige (R:215 G:200 B:170) Ø5,8
grau (R:134 G:134 B:134) Ø6,2
schwarz (R:0 G:0 B:0) Ø8,6
3. Wie gut konnten Sie die Objekte vom Hintergrund unterscheiden (Skala von 0 bis
10)?
weiÿ (R:155 G:255 B:255) Ø8,6
beige (R:215 G:200 B:170) Ø7,2
grau (R:134 G:134 B:134) Ø7,8
schwarz (R:0 G:0 B:0) Ø7,6
4. Welcher Hintergrund gefiel Ihnen am besten?
2 x grau | 2 x schwarz | 1 x beige
a2) Fragen zum Plakatsystem:
1. Empfanden Sie die Art der Präsentation als sinnvoll?
3 x ja | 2 x nein | (1 x zu viele Informationen)
2. Haben Sie die Struktur besser überblicken können als im 3D?
3 x ja | 2 x nein | (1 x Gesamtheit schwer zu erfassen | 1 x
Kantenrichtung war als Information wichtig)
b) Fragen zum Graph „abstrakt“:
1. Als was würden Sie die blau-lila-farbenen Kegel deuten?
5 x gerichtete Kante | (1 x nicht klar als gerichtet erkannt)
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2. Als was würden Sie die orangen Zylinder deuten?
4 x ungerichtete Kante | 1 x Kante ohne Wertigkeit
3. Sehen Sie Kanten, welche einen Eigenzyklus repräsentieren?
5 x ja | (1 x nur Torus gefunden | 2 x Torus als besser empfunden |
1 x Kugel nur über Farbe identifiziert)
4. Finden Sie einen Weg zwischen den beiden Knoten mit den Eigenzyklen.
4 x Torus → Kugel : ja (1 x Richtungserkennung fällt schwer)
5 x Kugel → Torus : nein
5. Sehen Sie einen isolierten Subgraphen?
5 x ja
6. Ist dieser identisch zu einem anderen Teilgraphen?
4 x nein | 1 x ja
7. Wie viele quantitativ unterschiedliche Gruppen können Sie identifizieren?
3 x 4 | 2 x 3
8. Haben Sie sonstige Anmerkungen zu dem Gesehenen?
Flystick hat sehr geholfen
Richtung ist nicht intuitiv zu erkennen
anderer Farbverlauf für gerichtete Kanten - ähnlicher zum orange
eventuell schwarzer Hintergrund
c) Fragen zum Graph „BPMN“:
1. Wie viele Knotenstereotypen können Sie unterscheiden?
1 x 7 | 3 x 6 | 1 x 5 (beide blau-grünen Kästen nicht als
unterschiedlich angesehen, grauer Kasten nicht als Knoten
angesehen)
2. Wie viele Kantenstereotypen können Sie unterscheiden?
5 x 2
3. Bei welchem Kantentyp können Sie der Richtung besser folgen (und warum)?
3 x pinke Kette → sagen mir häufiger Richtung | entspricht eher
einem Kantentyp, den er aus der Erfahrung kennt | eindeutigere
Richtung als bei orangenen Kanten | Ketten in Perspektive
allerdings schwierig zu erkennen
1 x orange → Winkelabhängigkeit, Verdeckung und Musterung
erschweren das Erkennen der Kette
1 x kein Unterschied → aber pinke Kette ist ästhetischer, da
gleichmäÿiger und nicht längenabhängig
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4. Haben Sie sonstige Anmerkungen zu dem Gesehenen?
Fass ist toll (man kann rein gucken, sollte aber noch gröÿer sein)
d) Fragen zum Graph „Scooter“:
1. Welches Bauteil ist der zentrale Knoten in diesem Graphen?
2 x Radgabel | 1 x Achse | 1 x Röhre über der Gabel (weil sich alle
Bauteile scheinbar dort anschlieÿen) | 1 x Trittbrett
2. Hat Ihnen die räumliche Anordnung der Knoten beim Verständnis dieses Graphen
geholfen?
5 x ja
3. Könnten Sie sich vorstellen, einen solchen Tretroller nun selbst zusammenzubau-
en?
5 x ja
4. Haben Sie sonstige Anmerkungen zu dem Gesehenen?
Kantenrichtungen schwer zu erkennen
2 x Hintergrund beige war sehr gut
Reihenfolge wäre für den Zusammenbau wünschenswert
