Recent experiments on mesoscopic particle systems have revealed that, in contrast to the classical theory of Brownian motion, linear diffusion can be accompanied by a non-Gaussian distribution of particle displacements. In particular, these studies find an exponential tail in the distribution of displacements which coexists with linear diffusion. Here we show that, contrary to the present theoretical understanding, the length scale λ associated to the exponential distribution does not necessarily scale in a diffusive way. Simulations of Lennard-Jones systems reveal a behavior λ ∼ t 1/3 in three dimensions and λ ∼ t 1/2 in two dimensions. We introduce a scaling theory based on the idea of hopping motion to account for this result. Simulations of a tetrahedral gelling system, where particles interact by a non-isotropic potential, yield a temperature-dependent scaling of λ. Our findings impose strong constraints to future theoretical interpretations of the Brownian yet non-Gaussian dynamics and open new experimental perspectives on the class of molecular and supramolecular systems whose dynamics is ruled by rare events. arXiv:1911.07761v1 [cond-mat.soft] 
In one of his celebrated 1905 papers, Einstein proposed a statistical interpretation of Robert Brown's observation based on the corpuscular constitution of matter [1, 2] . Einstein's theory predicted two concomitant properties for the probability distribution of displacement (PDD) of the Brownian particles: its shape must be Gaussian and its variance, the mean-squared displacement (MSD), must grow linearly (diffusively) with time. Since the seminal experiments conducted by Perrin more than one hundred years ago [3] , these two predictions were routinely validated and the coexistence between Gaussianity and Diffusivity became a paradigm. Exceptions to this long-standing paradigm were first observed in the realm of anomalous diffusion [4] [5] [6] [7] [8] [9] , where non-linear time dependencies of the MSD coexist with both Gaussian and non-Gaussian PDD's [4, 5] .
Recent experiments have reported a new category of counterexamples to this paradigm. Several mesoscopic particle systems present a time regime where linear diffusion coexists with a non-Gaussian PDD characterized by an exponential tail e −r/λ(t) as a function of the displacement r [10] [11] [12] [13] . The exponential tail is controlled by a time-dependent length scale, λ(t), which evolves as a power law: λ(t) ∼ t β , with β > 0. This Brownian yet non-Gaussian regime appears in a variety of systems, including colloidal beads moving on the top of lipid tubes [10, 11] , nanospheres in entangled protein suspensions [10] , binary mixtures of colloidal hard spheres [12] , and microspheres in biological hydrogels [13] . Some of these works report values for β compatible with 1/2 [10] [11] [12] that have motivated theoretical models on the idea * sandalo@ugr.es of diffusing diffusivities [14, 15] . These models assume a heterogeneous dynamics scenario: particles move according to a time-dependent diffusion coefficient which leads to the Brownian yet non-Gaussian regime [14, 15] . In these models, the variance of the exponential, λ 2 (t), is responsible for the total MSD and, therefore, produces the expected diffusion: λ 2 (t) ∼ MSD(t) ∼ t. However, more recent experiments have measured a value of β significantly smaller than 1/2 [13] , challenging an explanation based on diffusing diffusivities. Thus, at the current stage, the physics involved in the diffusive yet non-Gaussian problem, both at the theoretical and phenomenological levels, remains puzzling. Far from being an exotic phenomenon with an appealing historical background, this problem might have deep implications in the general understanding of the dynamics of a broad class of systems which are driven by rare events [11] .
Here we study by computer simulations the equilibrium dynamics of representative models of fragile and strong glass formers [16, 17] and show that the Brownian yet non-Gaussian regime is much richer than what has been described so far. We indeed reveal three key features which had not yet been detected. First, for fragile systems, where particles interact by an isotropic potential, the β exponent controlling the evolution of the exponential tail depends on the system dimension. We rationalize this result using a theoretical scaling argument based on the idea of hopping motion [17, 18] . Second, for strong glass formers, where particles interact by a non-isotropic potential, the β exponent also depends on the temperature. Finally, we further show that the dynamics in the Brownian yet non-Gaussian regime for all the explored systems is the result of mixing the anomalous diffusion of individual particles.
Exponential tail and system dimension
We study by Molecular Dynamics simulations the equilibrium dynamics of binary mixtures of isotropic Lennard-Jones particles in two [19] and three dimensions [20] (see Methods). In both systems the binary nature of the interaction potential is designed to form a fragile glass and, therefore, avoiding crystallization even at very low temperature. We cover a wide range of temperatures for both systems from the liquid state (slightly above the system onset temperature) to the deep supercooled regime. We first measure the particle MSD for both systems (Figure 1a and 1b) . For all temperatures, the MSD presents a characteristic short-time local ballistic motion (∼ t 2 ) and a long-time diffusive regime (∼ t). Upon cooling, the MSD develops a plateau at intermediate times resulting from an increasingly long local residence time, a common feature of all glass-forming liquids [17] . We characterize the ensemble distribution of displacements by means of the self-van Hove function [21] 
where G s ( r; t) is the fraction of particles (from a total number N ) which have displaced by ∆ r i (t) = r i (t) − r i (0) = r in a time t. Since both systems are isotropic, we only consider the radial coordinate r = | r| and normalize the self-van Hove function:
where d is the system dimension [22] . With this definition, a purely Gaussian diffusion would result in P (r; t) ∼ e −r 2 /2dD(T )t , being D(T ) the temperature dependent diffusion coefficient.
For both systems, P (r; t) presents a Gaussian behavior at short distances and an exponential decay at large distances: P (r; t) ∼ e −r/λ(t) , where λ(t) is a characteristic length that increases with time ( Fig. 1c and 1d ). We observe this exponential decay both in the deep supercooled regime (3D, Fig. 1c ) and in the intermediate supercooled regime (2D, Fig. 1d ). Qualitatively similar behaviors to those presented in Fig. 1c and 1d appear at all the explored temperatures.
To discriminate the r-ranges corresponding to the Gaussian and exponential regimes of P (r; t) and, therefore, accurately estimate λ(t), we implemented a nonparametric Kolmogorov-Smirnov test (see Methods).
The separation between the two regimes is more evident at low temperature, being the two regimes separated by an inflection point in P (r; t). At longer times, the Gaussian range extends up to larger distance and therefore becomes dominant. In turn, the range of the exponential tail shrinks and thus becomes marginal at long times. Eventually, this takeover leads to a purely Gaussian distribution of displacements as prescribed by the Central Limit Theorem (CLT). As for the MSD, the dependence of the length scale λ on time can be characterized by three distinct regimes (Figs. 1e and 1f). At short times, when the MSD is ballistic, λ(t) rapidly increases. Displacements within this short time are typically smaller than the particle diameter ( Figs. 1c and 1d ) and, therefore, reflect the particle local heterogeneous dynamics. At intermediate times, when the MSD manifests a plateau, λ(t) increases in a slower way. In this regime, only a small fraction of particles has abandoned their initial local cage and are able to jump over distances on the order of few particle diameters ( Fig. 1c and 1d ). At long times, λ(t) increases steeply again. In the same time regime, the MSD is compatible with diffusive behavior ( Fig. 1a and 1b). In the following, we focus on this Brownian yet-non Gaussian regime [11] . λ,
. Brownian yet non-Gaussian regime in Lennard-Jones systems. Double log plot of MSD 1/2 (squares) and λ (circles) as a function of time for the 3D (a) and 2D (b) Lennard-Jones systems at different temperatures: T = 0.45, 0.5, and 0.6 (3D), and T = 0.4, 0.5, and 0.6 (2D). Here t 0 is the temperature-and systemdependent time at which each system reaches a µ value compatible with 1 within numerical uncertainty, i.e. MSD(t ≥ t 0 ) ∼ t µ ∼ = 1 .
To determine t 0 we numerically compute the local exponent µ(t) controlling the time evolution of the MSD(t), i.e. MSD(t) ∼ t µ(t) (see Methods). Dashed lines in a) and b) serve as a reference.
Our first goal is to explore the effect on λ(t) of the system dimension within the Brownian yet-non Gaussian regime. We define the time t 0 at which the 2D and 3D Lennard-Jones systems start to be diffusive (MSD(t ≥ t 0 ) ∼ t) and compare the scaling with time of MSD(t) 1/2 and λ(t) in the time regime t ≥ t 0 for different temperatures (Fig. 2 ). While both systems show a linear diffusive trend (MSD 1/2 (t ≥ t 0 ) ∼ t 1/2 ), the scaling of λ(t) is dimension dependent:
The exponent β does not appreciably depend on the temperature within the diffusive time window t ≥ t 0 . However, β is considerably different in two and three dimensions, with a value compatible with β = 1/2 in two dimensions and β = 1/3 in three dimensions. While the value β = 1/2 in two dimensions is consistent with the diffusive scaling of the MSD, the scaling of λ in three dimensions does not seem to be trivially related with that of the MSD. This latter observation contrasts with the interpretation of the Brownian yet non-Gaussian regime based on diffusing diffusivities [11, 14, 15] , where λ 2 (t) ∼ MSD (t) ∼ t. However, the time evolution we observe for λ(t ≥ t 0 ) in three dimensions agrees with recent experiments on microspheres diffusing in biological gels [13] , where β < 1/2 and the total PDD presents a Gaussian core, which grows with time, and a marginal exponential tail, which tends to disappear with time.
These observations suggests a general dependence β(d) = 1/d, with d ∈ {2, 3}. We propose an explanation for such scaling behavior as an effect of hopping motion, a signature of all glass-forming liquids below the onset temperature [17] . According to this interpretation, the exponential tail of P (r; t) originates from a minority of particles able to escape from their initial cage and perform a large displacement for times of the order of t 0 . We call these particles jumpers and denote by N j (t) their number at time t. Since both systems are in equilibrium (and therefore stationary), the jumpers escape from their cage at a constant rate ω:
Equation (4) is valid in a time range where N j (t) N , being, therefore, ω −1 t. We now use the fact that the functional form of the mass density of jumpers, ρ j (r; t), as a function of the distance at time t coincides with that of P (r; t) for t ≈ t 0 and is, therefore, exponential:
We consider ρ 0 to be independent of time for times of the order of t 0 , i.e. the source of jumpers at r = 0 remains at constant density for t ≈ t 0 since N j (t)
N . This is consistent with the behavior of P (r; t) observed in Fig. 1c and 1d , where all the exponential tails at different times cross at a common value at r ≈ 0. The total number of jumpers at a time t ≈ t 0 therefore scales as
Combining Eq. (4) and Eq. (6) we finally obtain λ(t) ∼ t 1/d (7) Summarizing, our argument to explain λ(t) ∼ t 1/d is based on three assumptions: (1) jumpers leave their local environment at a fixed rate (Eq. (4)) due to the system equilibrium stationarity; (2) jumpers fill the space in an isotropic and compact way (Eq. (6)); (3) the restriction to a time regime t ≈ t 0 where N j (t) N . Once the majority of the particles have abandoned their initial position (t t 0 ), and present a statistically equivalent jumping record, the last assumption breaks. At such a long time, the PDD is the result of a large number of independent and equally distributed displacements and, therefore, purely Gaussian by virtue of the CLT.
Exponential tail and non-isotropic interactions
We now investigate the evolution of λ(t) when particles interact by a non-isotropic potential. To this purpose we consider a three-dimensional system of tetravalent patchy particles [23] [24] [25] . Such particles have four sticky spots tetrahedrally distributed on their surface which provide a strongly directional interaction with fixed valence. Upon cooling, the dynamics slows down and the system develops an amorphous, highly connected, tetrahedral network [22] . We investigate the equilibrium dynamics of this strong glass former [22] at moderate density by Brownian Dynamics simulations (see Methods) and explore the emergence of the Brownian yet non-Gaussian regime. Our study covers a wide T -range from the liquid state (slightly above the percolation threshold) to the deep Arrhenius regime, where the great majority of the particles are tightly bound to their neighbors [23] .
In contrast to the Lennard-Jones systems, the scaling of λ(t) clearly depends on T for the tetrahedral gelling system (Figure 3 ). While at high temperature λ(t) ∼ t 1/3 , compatible with the 3D Lennard-Jones system, the exponent β decreases upon cooling the system below the Arrhenius temperature [22, 23] , reaching values β ≈ 1/6 for temperatures deeply into the Arrhenius regime. Thus our argument leading to β(d) = 1/d independently of T (Eq. (4) to Eq. (7)) fails for the gelling system at low T . We speculate that this discrepancy is due to the different way the jumpers fill up the space when leaving their initial local environment. In particular, the jumpers in the gelling system would not fill the space in a compact manner (Eq. (6)). This speculation finds support in the fractal (non-compact) structure by which the patchy particles fill up the space when entering into the deep Arrhenius regime [22] , a feature that is absent in the Lennard-Jones system [19] . Figure 3 . Brownian yet non-Gaussian regime in the tetrahedral patchy system. Double log plot of MSD 1/2 (squares) and λ * (circles) as a function of time for the tetrahedral patchy system at different temperatures. To make evident the spread of curves at different temperatures, we present a rescaled value λ * for the different temperatures to make them start from an almost common value at t 0 . As in Fig.2 , t 0 is the temperature-dependent time at which the tetrahedral system reaches a value of µ compatible with 1. We cover a wide T -range from the liquid state to the deep Arrhenius regime: T = 0.1025, 0.105, 0.11, 0.115, and 0.14 (see Methods). The Arrhenius temperature, i.e. the temperature at which the T -dependence of the diffusion coefficient becomes exponential, is T A ≈ 0.115 [22, 23] (see also Methods and Figure  4 ). Dashed lines serve as a reference. The unit of length is taken as the patchy particle hard-sphere diameter (see Methods). The figure also shows a sketch of a tetrahedral patchy particle. Figure 4 . Compendium of β exponents. β(T ; d) in the time regime t ≥ t 0 as a function of the temperature for the three systems investigated. Here To stands for the onset temperature for the two Lennard-Jones systems and for the percolation temperature for the tetrahedral gelling system (see Methods). The explored T -range goes from the liquid state to the deep supercooled regime. Horizontal dashed lines serve as a reference for 1/2 and 1/3. A vertical arrow signals the temperature T A at which the tetrahedral gelling system enters into the Arrhenius regime [22] . Inset: Diffusion coefficient D(T ) (obtained from the measured MSD) as a function of the temperature for the tetrahedral gelling system (dashed line serves as a reference for the exponential, low-T , Arrhenius behavior which starts at T A ) [22] .
We summarize the behavior of the exponent β(T ; d) for the three systems (see Figure 4 ). For the two Lennard-Jones systems, β markedly depends on the system dimension (Eq. (3)) and is practically independent of T . Our theoretical argument (Eq. (4) to Eq. (7)) predicts that other systems with isotropic interactions, such as hard and soft spheres, should present the same behavior. Instead, β clearly depends on temperature for the tetrahedral gelling system. This dependence is stronger once the system enters into the Arrhenius regime, where the diffusion coefficient decreases exponentially upon cooling [22] (inset in Fig.4) . At higher temperatures, where connectivity is low [23] , β attains a value compatible with that of the 3D Lennard-Jones system ( ∼ = 1/3).
Non-Gaussianity and dynamics by populations
We now look further into the coexistence between linear diffusion and non-Gaussian distributions of displacements in 3D. To this aim, we discriminate the particles into populations according to their potential energy E at t = 0 as in Ref. [22] . For the tetrahedral gelling system, this procedure leads to five different particle populations characterized by the number of bonds per particle (i ∈ {0, 1, 2, 3, 4}) at t = 0, being E|i the potential energy of population i (where E|i > E|j when i < j) [22] . For the 3D Lennard-Jones system we define two populations: one including the 1% of particles with the highest potential energy and the other one including the 1% of particles with the lowest potential energy, both at t = 0.
The time evolution of the MSD for the different populations at fixed T is presented in Figures 5a and 5b. Populations with high potential energy at t = 0 show a super-diffusive regime at short times which is more persistent than that associated to the populations with low potential energy. At intermediate times, the distinct populations reach different values of the MSD at their respective plateaus. This difference is more pronounced for the tetrahedral liquid due to its lower density. When abandoning the plateau, populations with high potential energy at t = 0 show sub-diffusive motion while populations with low potential energy at t = 0 present super-diffusive motion. This is particularly clear when looking at the µ(t) exponent obtained from the slope of the MSD: when leaving the plateau, populations starting with a high potential energy present µ(t) < 1 whereas populations starting with a low potential energy show µ(t) > 1 (Figures 5c and 5d ). The mixing of anomalous diffusions is concomitant with a change in the energy of each population: the particles starting with a high (low) potential energy show a decrease (increase) in their energy which slows down (boosts) their dynamics (Figures 5e and 5f) . At long times, once the particles lose the memory of their initial state and pass through all the possible energy states, all the populations show the same average energy while their dynamics converge to a common diffusive trend. This phenomenology reduces to a simple intuition: when a particle is in a high (low) energy state it moves faster (slower) than the average. For large times, when all the particles have passed through all the possible fast and slow states, the sampled distributions of displacements for all populations are equivalent and the total PDD becomes Gaussian as dictated by the CLT.
Before collapsing into a common diffusive trend, there exists a time window where the different populations still show µ(t)|i = 1 ∀i, with µ(t) ∼ = 1 for the total number of particles (shaded region in Fig. 5 ). This is the Brownian yet non-Gaussian window where the exponential tail is still detectable despite the system as a whole shows µ(t) ∼ = 1. This observation helps understanding why within this diffusive time window, P (r; t) is not necessarily Gaussian: the distinct populations have not yet converged and, therefore, their sampled dynamic states are not yet equivalent, resulting in a non-Gaussian PDD. Our results show that the emphasis to explain the observed exponential tail should be put on the idea of mixing anomalies: within the Brownian yet non-Gaussian regime each individual population shows its own anomalous diffusion (µ(t)|i = 1). We have further shown that, within the Brownian yet non-Gaussian regime, the anomalous diffusion of each population (which is a dynamic feature) can be associated to its initial potential energy (which is a structural feature).
Our study brings new insights into the appealing Brownian yet non-Gaussian problem. First, we have shown that for representative models where particles interact by an isotropic potential, the exponent controlling the evolution of the exponential tail depends on the system dimension: β(d) = 1/d. We expect other canonical models such as hard and soft spheres to present the same phenomenology. Second, in strong glass formers, where particles interact by a non-isotropic potential, β also depends on the temperature. This latter result reveals a new fundamental feature, based on the evolution of the exponential tail, to distinguish between the dynamics of fragile and strong glass formers. In a more general way, our results suggests new investigations on those real systems where the dynamics is strongly affected by rare events that would be focused on the characterization of their exponential tails. This includes molecular and colloidal glass-and gel-forming liquids [17, 18] , granular systems [26] , complex biological media [13] , and nonequilibrium active systems [27, 28] .
where A and B are the labels for the two species and r is the distance between the centers of mass of the two particles. For both systems, σ AA = 1, σ AB = 0.8, σ BB = 0.88, AA = 1, AB = 1.5, and BB = 0.5. The potential is truncated and shifted at r = 2.5σ αβ [20] . All the results are given in reduced units, where σ AA is the unit of length, AA the unit of energy, and mσ 2 AA /48 AA the unit of time (being m the mass of the particles). Temperature, T , is controlled during the equilibration process by an Andersen thermostat with an effective mass of 48 reduced units [19] with Boltzmann's constant set to 1.
The number of particles for each species of the 2D system are N 2D A = 6500 and N 2D B = 3500 with a total number density ρ 2D = (N 2D A + N 2D B )/L 2 = 1.16, being L = 92.78 the length of the square simulation box [19] . For the 3D system we used a different composition with N 3D A = 6400 and N 3D B = 1600 for a total number density ρ 3D = (N 3D A + N 3D B )/L 3 = 1.20, being L = 18.80 the length of the cubic box [20] . These compositions avoid the emergence of a crystal structure even at very low temperature. We covered temperature ranges T ∈ [0.34, 0.75] (2D) and T ∈ [0.45, 0.9] (3D). The onset temperatures for the 2D and 3D systems are T 2D o = 0.75 [29] and T 3D o = 0.9 [30] respectively ( Fig.  4 in the main text). Both systems show at low T the super-Arrhenius dynamic behavior characteristic of fragile glass formers [19] . We used for both systems a Velocity Verlet algorithm with a time step depending on the temperature: δt 2D = 0.02 (δt 2D = 0.01) for T ≤ 0.6 (T > 0.6) and δt 3D = 0.02 (δt 3D = 0.01) for T ≤ 0.7 (T > 0.7). The runs extended over 10 7 and 5 · 10 7 time steps for the 2D and 3D system respectively.
The results shown in this article correspond in both cases to particles of the species A. For the 2D system, we averaged over 50 independent simulations (around 325.000 individual particle trajectories) for each value of the temperature running on a high-end CPU processor cluster with a total amount of CPU time of 11.5 years. For the 3D system, we averaged over 70 independent simulations (around 450.000 individual particle trajectories) for each value of the temperature with a total amount of CPU time of 18.5 years.
Tetrahedral system. We performed three dimensional Brownian Dynamics simulations of tetravalent patchy particles in the canonical ensemble. The number of particles is N = 10000 with a length of the cubic simulation box L = 25.98 σ, being σ the particle hard sphere-like diameter, here taken as the unit of length. The number density is ρ = N/L 3 = 0.57. For this density, the system develops a homogeneous amorphous tetrahedral network even at very low temperature [22, 31] . The interaction potential comprises a spherical steep repulsion and a short-range attraction. The interaction between a generic pair of particles 1 and 2 is given by:
where V CM (1, 2) is the repulsive part of the potential between particles 1 and 2 whereas V P (1, 2) is the attractive part of the potential between the patches of particles 1 and 2. These potentials are modeled as follows:
Here r 12 is the distance between the center of mass of particles 1 and 2, r ij 12 is the distance between patch i on particle 1 and patch j on particle 2, and M = 4 is the number of patches per particle. The four patches are tetrahedrally distributed on the surface of the particles. Exponents in V CM (1, 2) and V P (1, 2) are taken as p = 200 and q = 10 to resemble the functional behaviors of a hard sphere and a square well interaction respectively. We selected α = 0.12 as the patch diameter to avoid having more than one bond per patch and = 1.001, for which the minimum of the attractive part of the potential energy in a bounded configuration is u 0 ≡ min V P (12) = −1. Temperature T is measured in units of the potential well, taking Boltzmann's constant as 1. The unit of time is σ √ mµ 0 , being m = 1 the mass of the particles. To integrate the equations of motion we used a Velocity Verlet algorithm with a fixed time step δt = 0.001 using a modified Brownian thermostat which explicitly avoids unphysical decorrelations in the particle velocity [24, 32] . The longest runs extended over 7 · 10 9 time steps for the lowest temperatures (T = 0.105 and T = 0.1025). All simulations were performed using the oxDNA simulation package running on GPUs [33] .
We have investigated temperatures within the range T ∈ [0.1025, 0.16], covering a slowing down of the dynamics of four orders of magnitude. The dynamics of this system exhibits Arrhenius behavior at low temperature, a signature of strong glass formers [22] . The temperature at which the system enters into the Arrhenius regime is T A ∼ = 0.115 [22, 23] (Fig. 4 in the main text). We take as the onset temperature for this system T 0 = 0.16 (Fig. 4 in the main text). Above this temperature the system is not completely percolated into an infinite cluster and the MSD does not present any detectable plateau [23] .
We evaluated dynamic observables by an average of 50 independent simulations (500.000 individual particle trajectories) per each value of the temperature. The total amount of GPU time was approximately 2 months, which for this system corresponds to more than 3 years of CPU time on a high-end processor [33] .
Estimation of λ(t). We determined λ(t) via maximum likelihood assuming an exponential probability density of displacements from a given threshold r t . The likelihood at time t is given by:
where M t is the number of individual particle trajectories with a displacement r i larger than r t at time t. We considered for convenience the minus logarithm of the likelihood,
We then obtained theλ t that minimizes l t with respect to λ t :
It is desirable to have the lowest possible threshold r t so that more data is included in the estimation while still having a statistically significant exponential tail. In order to achieve this, we used a standard iterative procedure for power-law tail evaluation [34] . We started with a very large threshold r t and computedλ t by means of Eq. (14) . At this point, we performed a test of statistical significance: if the test is passed, i.e. the data is well represented by the estimated exponential distribution, we decreased the threshold r t by 0.025σ (being σ the particle diameter) and repeated the procedure; if the test fails, we stopped the procedure and took λ(t) =λ t .
The statistical test we used is the non-parametric Kolmogorov-Smirnov test [35] , which measures how extreme is the distance between the theoretical cumulative distribution under the null hypothesis (where the data are sampled from the theoretical distribution) and the empirical cumulative distribution. The distance between distributions is measured by the Kolmogorov-Smirnov statistics,
|F null (r i (t)) − F emp (r i (t))| (15) where F null (x) is the cumulative distribution under the null hypothesis (exponential distribution with exponential rateλ t ) and F emp (x) the empirical cumulative distribution. The null hypothesis was accepted (rejected) when the p-value was greater (smaller) than 0.05 [35] .
Estimation of µ(t), t 0 , and β. We define y t ≡ MSD(t).
Since each y t is obtained as an average over many independent, and equivalent, simulations (see previous sections), we assumed that it is normally distributed. We denote byȳ 1,T and σ 1,T the mean and standard deviation of this distribution for a discrete time interval {t 1 , ..., t T }. The corresponding likelihood is
As in the previous section, we considered the minus logarithm of the likelihood 
We then assumed thatȳ 1,T and σ 1,T scale with the same power law exponent, µ 1,T , within the discrete time interval {t 1 , ..., t T }:ȳ 1,T = at µ 1,T and σ 1,T = ct µ 1,T , with a, c ∈ R + . This assumption is valid when deviations from normality are small, where the variance σ 2 1,T scales as 2y 2 t /(T − 1) and, therefore, σ 1,T ∼ȳ 1,T . This results in
This function was minimized with respect µ 1,T , a, and c via the L-BFGS-B algorithm implemented in scipy.optimize.minimize [36] , and following the procedure detailed in [37] .
Here µ 1,T corresponds to the discrete window given by {t 1 , ..., t T }, which was chosen to cover one decade in time. To associate µ 1,T to a specific time, we chose the middle time in the sequence, i.e. t (1+T )/2 , being T an odd natural number. In this way, the value t 0 associated to the entrance to the diffusive regime is the middle time in that sequence {t 1 , ..., t T } for which µ 1,T = µ(t (1+T )/2 ) ≡ µ(t 0 ) = 0.95.
Finally, to estimate β we considered time windows of one decade starting at t 0 (see Figs. 2 and 3) , with the exception of those simulations where the Brownian yet non-Gaussian regime does not cover one decade in time (see for instance T = 0.1025 in Fig. 3 ). There we fitted λ(t ≥ t 0 ) by a least-squares regression assuming a power law λ(t ≥ t 0 ) = a 1 t β + a 2 , with a 1 , a 2 ∈ R + as free parameters.
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