In this paper, a hybrid particle swarm algorithm is proposed to minimize the makespan of job-shop scheduling problem which is a typical non-deterministic polynomial-time (NP) 
Introduction
Scheduling is very important in manufacturing and service industries, it's often used in many areas such as production planning, transportation, logistics, communications and information processing, so the scheduling problem is a hot topics for the scholars. In this paper, the typical job shop scheduling problem (JSP) will be researched and the objective is to minimize the makespan. Historically, Garey et al. demonstrated that this problem is NP-hard when there are at least two jobs and three machines. Jurisch(1992) [1] use the branch and bound algorithm to optimize several problems of JSP and the result show that the branch and bound algorithm can yield good solutions for instances with small size, the running time will increase dramatically when the size of instance is larger. Heuristic is studied by many scholars because it can get the optimal solution or near optimal solution of the problem in a reasonable time and space. For example, Wang et al. (2005) [2] proposed a new neighborhood search algorithm for the job shop problem. Reference [3] proposed a dynamic integrated algorithm for production scheduling. Reference [4] proposed genetic algorithm for the job shop problem. Since Kennedy and Eberhart(1995) proposed the particle swarm optimization algorithm(PSO), many scholars begin use PSO to optimize the job shop scheduling problem, such as Xia et al. (2006) [5] , GE et al. (2005) [6] and Pan et al.(2007) [7] etc.. In this paper, a hybrid particle swarm algorithm is proposed to minimize the makespan of job-shop scheduling problem which is a typical non-deterministic polynomial-time (NP) hard combinatorial optimization problem. The new algorithm is based on the principle of particle swarm optimization (PSO). PSO, as an evolutionary algorithm, combines coarse global search capability (by neighboring experience) and local search ability. Simulated annealing (SA), as a neighborhood search algorithms, has strong local search ability and can employ certain probability to avoid becoming trapped in a local optimum. Three neighborhood SA algorithms is designed and combined with PSO(called HPSO), for each best solution Pbest that particle find, SA is performed on it to find it's best neighbor solution. The effectiveness and efficiency of HPSO are demonstrated by applying it to 43 benchmark job-shop scheduling problems. Comparison with other researcher's results indicates that HPSO is a viable and effective approach for the job-shop scheduling problem. }) min(max{ ,
Where the constraint (2) represents once an operation is processed, it can not be interrupted. Constraint (3) represents an operation must be processed after it's previous operations and different operations of the same job can not be processed as the same time. Constraint (4) represents a machine can only process one operation at a time.
Particle swarm optimization(PSO)
PSO is an evolutionary computation technique developed by Kennedy and Eberhart in 1995, it is an algorithm inspired from the feeding of birds or fish. The concept of the implementation of PSO is based on social sharing of information among individuals in a population. The algorithm include a population of particles, each particle consists of a potential solution to the problem and a velocity. Each particle moves around in the D dimensional space with the velocity and constantly adjusted velocity according to the experience of its own and its neighbors'. represents the best position that all the particles found. The concept of the particle swarm optimization involves to update the velocity and position of each particle towards the best position of the D-dimensional space according it's best position i Pbest and the best particle of all gbest during each iteration, the equation is described as Eqs. (5) and Eqs. (6). (6) Where w is the inertia weight which is a constant in the interval [ 
parameters setting
inertia weight w is an important parameter to search ability of PSO algorithm. A large inertia weight facilitates searching new area while a small inertia weight facilitates fine-searching in the current search area. Social learning rate 1 c also has an important influence on the search ability of PSO algorithm, large 1 c make the particle strongly attracted by gbest and quickly converge to gbest while small 1 c weaken the attraction of gbest and particle can search in a big area. Suitable parameters provides a balance between global exploration and local exploitation, and results to less iterations on average to find a sufficiently optimal solution. Therefore a linearly method to update parameters w and 1 c is proposed through the course of PSO run, PSO tends to have more global search ability at the beginning of the run while having more local search ability near the end of the run, the linearly method is described as
Eqs. (7) and Eqs. (8) . 
Particle code
In this paper, a random key coding based on the total operations is proposed. Because there are n m  operations, so the dimension of particle is n m  . Position ) 1 ( J , and so on. The method to decode a particle X into  is described as below:
(1) Sort the particle X by their values in ascending order, but don't change the index of the value; (2) Construct a n m  dimension array Y, adjust the elements sequence of array Y according the index of array X , set the first m elements of Y to1, then the second m elements of Y to 2 , and so on.
(3) Restore the initial state of the particle X, do the same operation on Y as X do, then the value of Y is an operation-based permutation  . 
Decoding
According the conception of active schedule and the optimal scheduling is always in the set of active schedule. In this paper, a decoding algorithm about active schedule is proposed named greedy insert algorithm (GIA). The description of GIA is as follows:
Step 1: i=1 Setp2: scheduling the operation of job (i), determine which operation of job (i) according the permutation of  (suppose it's j), then the operation is
Step 3: If j=1 then check idle time equal to or bigger than 
Simulated Annealing(SA)
SA algorithm is proposed by Metropolisin in 1953, it starts from an initial solution S, generates a new solution S' in the neighborhood of the original solution S. Then, the change of objective function value, △= f(S')-△ f(s) is calculated. For a minimization problem, if <0, the transition to the new △ solution is accepted. If >0, then the transition to the new solution is accepted with probability, usually denoted by the function, exp(-△/T), where T is a control parameter called the temperature. SA algorithm generally starts from a high temperature and then the temperature is gradually lowered. At each temperature, a search is carried out for a certain number of iterations, called the epoch length. When the termination condition is satisfied, the algorithm will stop.
In SA algorithm, the choice of neighborhood can greatly influence algorithm performance. While choosing a rich neighborhood containing a large number of candidate solutions will increase the likelihood of finding good solutions, the computation time required to search from the available neighbors will also increase. In this paper, we use three neighborhood design three SA algorithm.
Neighborhood search

Critical path
Feasible schedules of JSP problems can be represented with a disjunctive graph G=(N, A, E), where N is the node set, A is the conjunctive arc set, and E is the disjunctive arc set. A node in N represents an operation. Often two nodes are added in N, which do not represent any operation: one represents the start node, the other represents the end node. The number aside the node indicates the processing time of this operation on the assigned machine. Each arc in A represents the operation precedence constraint. The dashed arcs (E) correspond to pairs of operations to be performed on the same machine. The critical path in G is the longest path. There may be several critical paths in one disjunctive graph, and the length of each critical path exactly equals the makespan. Any operation on the critical path is called a critical operation. A critical operation cannot be delayed without increasing the makespan of the schedule. It is possible to decompose the critical path into a number of blocks. A block is a maximal sequence of adjacent critical operations processed on the same machine. The first and the last operations of this block are called block head and block rear, respectively. Other operations are called internal operations. 
Neighborhood search
To find the neighboring solutions, we use the critical path concept. The makespan of a solution equals the length of its critical path; in other words, the makespan cannot be reduced while maintaining the current critical paths. The right direction of the local search is to identify and break the entire current critical paths one by one in order to obtain a better solution. The first successful neighborhood structure for the JSP was introduced by Laarhoven et al. [8] , which is often denoted by N1 [9] . The N1 neighborhood is generated by swapping any adjacent pair of critical operations on the same machine [10] . However, the neighborhood space of N1 is quite large because of a numerous useless moves. Dell'Amico et al. [11] , Nowicki et al. [12] , and Balas et al. [13] proposed the neighborhoods N4, N5, N6, respectively. The neighborhood N4 involves moving an internal operation to the very beginning or the very end of this block. The neighborhood N5 is produced by swapping the first two operations or the last two operations and is substantially smaller than the other neighborhoods. The neighborhood N6, which is considered one of the most effective and efficient neighborhood structures, is developed by inserting an internal operation before the block head or after the block rear. Zhang [10] defined a neighborhood structure by inserting an operation to either the beginning or the end of the block or moving either the first or the last operation of a critical block as an internal operation within the block. The neighborhood space of Zhang [10] is considerably larger than those of N4, N5, and N6. However, it does not include the neighborhood of swapping two critical operations on the same machine. In this study, we develop three kinds of neighborhood structures, which are named Swap, Insert1, and Insert2, respectively.
Suppose a public critical block in a feasible solution is denoted by is denoted by swap(x,y); (2) inserting x just after y is denoted by insert 1 (x,y); (3) inserting x just before y is denoted by insert 2 (x,y). Next, we give three neighborhood structures as follows:
1. Swap neighborhood structure, which is described as Eqs. (9): Insert neighborhood structure, which is s described as Eqs. (10):
2 Insert neighborhood structure，which is described as Eqs. (11):
Structure of SA
Using three different neighborhood structure we can design three different SA algorithms named SA1,SA2 and SA3 respectively. For SA1 we use swap structure, SA2 use P=Pnew endif i=i+1 wend Tk=*Tk wend Where parameter T0 presents initial temperature,  is a parameter called decreasing rate and has a value less than 1. L presents epoch length which denotes the number of moves made at the same temperature. Tend presents the termination temperature.
The hybrid algorithm framework
PSO algorithm is problem-independent, which means little specific knowledge relevant to a given problem is required. What we have to know is just the fitness evaluation for each solution. This advantage makes PSO more robust than many other search algorithms. However, PSO, as a stochastic search algorithm, with a coarse global search ability and poor local search ability, of it will fall into local optimum and can not jump out. PSO may fail to find the required optima in case when the problem to be solved is too complicated and complex. SA, as neighbor search algorithm, has strong local search ability and can employ certain probability to avoid becoming trapped in a local optimum. We can control the search process and avoid individuals being trapped in local optimum more efficiently by designing the neighborhood structure and cooling schedule. Thus, a hybrid algorithm of PSO and SA is proposed , named HPSO. The proposed hybrid algorithm HPSO for JSP can be described as follows:
Step 1: Initialize (5) and (6) respectively. Evaluation fitness of 
Computation results
To illustrate the effectiveness and performance of the proposed algorithm in this paper, we consider 43 instances from two classes of standard JSP test problems: instances FT06, FT10, and FT20 designed by Fisher and Thompson (1963) and instances LA01-LA40 designed by Lawrence(1984) . All the test problems are taken form web ftp://mscmga.ms.ic.ac.uk/pub/jobsgop1.txt. All the runs were carried out on a 1.86 GHz Pentium IV desktop computer with 512MB of RAM. The algorithm was coded in VB language under the operation system Windows XP. Numerical results are compared with those reported in some existing literature works using other approaches [12] [13] [14] [15] [16] , including some heuristic and metaheuristic algorithms.
Take the benchmark problem FT10 for instance. Figure.1 shows the results of comparisons of the iterations with the makespan values produced from each iteration, black line for PSO, pink line for HPSO. Figure 1 indicates that HPSO can converge to the best know solution quickly while PSO converge slowly and can not converge to the best know solution, It shows that SA increase the local search ability and speed up the convergence rate of PSO. Table. 1 summarizes the results of the experiments on the 43 instances. The contents of the table include the name of each problem, the scale of the problem (Size n×m), the value of the best known solution for each problem (C*), the value of the best solution found by using the proposed algorithm (HPSO), the percentage of the deviation with respect to the best known solution (BRE), the times that HPSO find the best solution out of 10 times (Times) and the best results reported in other research works. From the table, it can be seen that the proposed algorithm is able to find the best known solution for 31 instances, and the deviation of the minimum found makespan from the best known solution is also very small. The proposed algorithm can yields good solution with respect to almost all other algorithms, The superior results indicate the successful incorporation of PSO and SA, which facilitates the escape from local minimum points and increases the possibility of finding a better solution. Therefore, it can conclude that the proposed HPSO solves the JSP efficiently. [12] TSSB [13] Sabuncuoglu [14] HIA [15] F&F [16] Best BRE times 
Conclusion
In this paper, a hybrid PSO algorithm is proposed to solve the job shop scheduling problems. In this algorithm, PSO as a stochastic search algorithm, is prone to lack global search ability and may fail to find optima when problem is complicated. SA employs certain probability and can avoid becoming trapped in a local optimum, but the serial execution made it less efficient. So we combine them together to overcome the shortcomings of each other. The algorithm is tested on a set of 43 standard instances taken from the OR-Library. Computational results are compared with those obtained using other existing approaches, and the proposed approach yields good solution. The superior results indicate the successful incorporation of PSO and SA.
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