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Abstract
For an integer sequence (with even sum), the closer that the sequence is to
being regular, the more likely that the sequence is graphic. But how regular
must a sequence be before it must always be graphic? We show that for
many sequences if all values are within n−2
4
of the mean degree value, then
the sequence is graphic. We also see how this result extends to show when
a maximum difference between sequence values implies that a sequence is
graphic.
1 Introduction
We will assume that a degree sequence is a sequence of non-negative integers
whose sum is even. In others words, it is a sequence that could potentially be
graphic, i.e. be a list of the number of adjacent edges for the nodes for some sim-
ple graph. When we speak a how regular a sequence is, we are speaking of how
close, in some sense, the values in a sequence are to each other. Thus, a completely
regular sequence will have all the same values.
The definition of regularity in this article will be the maximum distance any
of the values are in the sequence from the mean value of the sequence. Another
possible way to define regularity is to look at the difference between the largest and
smallest value in the sequence. We will also look at this definition by showing an
application of our main result to this second measure.
∗Official contribution of the National Institute of Standards and Technology; not subject to copy-
right in the United States.
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One reason that we are interested in measuring the regularity of a sequence is
because there is a close relationship between how regular a sequence is and whether
that sequence is graphic. In general, the more regular a sequence is, the more likely
that the sequence is graphic. This culminates with the regular or near-regular de-
gree sequences (ones where the difference between the largest and smallest values
is no more than one) always being graphic ([1], Lemma 1).
We can think about this relationship of regularity and being graphic through the
majorization (or dominance) operator. Without going into depth about the operator
itself, one sequence majorizes another if the second one is “more regular” than the
first in some sense. This idea is extended with the result that says if a graphic se-
quence majorizes another sequence, then the second sequence must also be graphic
([2], Theorem 1). Thus, the majorization operator forms a lattice over the integer
sequences [3] where the graphic sequences are clustered at the bottom of the lat-
tice. So, for any non-graphic degree sequence, if we follow a chain down the lattice
starting from that sequence, we will eventually reach a graphic sequence. In other
words, as we make a sequence more regular, it will eventually become graphic.
The question arises then, how regular must a sequence be in order to guarantee
that it is graphic? It is obvious that simply being near-regular is a weak bound
to this question. In this article, we give a tight bound to this question based on
the measure of the maximum difference from the mean value for the values in
a sequence. Additionally, we show that this result has implications between the
relationship of the size of the maximum difference in a sequence and whether that
sequence is forced to be graphic.
2 Definitions and Needed Results
We begin our discussion with some needed definitions and results. A degree se-
quence pi = (d1, ...,dn) is a sequence of n number of non-negative integers. If a
simple graph exists whose number of adjacent edges for each node matches the se-
quence pi , then we say that pi is graphic. When speaking about specific sequences,
we will use a superscript to denote a repeated value in the sequence as a shorthand
notation, e.g.,
(
32
)
= (3,3). The largest value in a sequence pi is denoted as ∆(pi),
while the smallest is denoted as δ (pi). The sum of the sequence pi is
s =
n
∑
i=1
di, (1)
and so its mean degree value is s
n
. We use the standard notation of ⌊x⌋, ⌈x⌉, and
{x} to denote the floor, ceiling, and fractional part of the value of x.
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The complement of a degree sequence pi is the sequence
p¯i = (n−1−dn, ...,n−d1−1) . (2)
It is straightforward to see that pi is graphic if and only if p¯i is graphic.
We say that a sequence pi is c-regular if every value di ∈ pi is within a distance
of c from the mean degree value, i.e. s
n
− c ≤ di ≤
s
n
+ c. We denote the smallest
value of c for a sequence as
rg(pi) =min{c ∈R+| ∀di ∈ pi,
s
n
− c ≤ di ≤
s
n
+ c}. (3)
An extremely useful tool in our discussion will be the following function,
D(x1, x2, x3, x4) = (x1− x2)
(x4− x1−1
x1x4− x3
+
x2
x3− x2x4
)
. (4)
The reason for considering this function follows from this theorem.
Theorem 1 ([4], Theorem 3). Let pi be an integer sequence of length n such that
n−1≥ ∆(pi)≥ δ (pi)≥ 0 and with even sum s where n∆(pi)> s > nδ (pi). If
D(∆(pi), δ (pi), s, n) = (∆(pi)−δ (pi))
(n−∆(pi)−1
∆(pi)n− s
+
δ (pi)
s−δ (pi)n
)
≥ 1, (5)
then pi is graphic.
Note that Equation (4) is invariant for complement sequences, meaning that
D(a, b, s, n) = D
(
a¯, b¯, s¯, n
)
, (6)
where a¯ = (n−1)−b, b¯ = (n−1)−a, and s¯ = n(n−1)− s.
By substituting the values s
n
+ c and s
n
− c for the top and bottom range of the
values in a sequence, we derive the following equation,
D
( s
n
+ c,
s
n
− c, s, n
)
=
2(n− (2c+1))
n
. (7)
From Equation (7), we make several observations.
Observation 2. For the values s1,s2,n,c1,c2,d ∈ R
+
∗ , then
D
(
s1
n
+
n−2
4
,
s1
n
−
n−2
4
, s1, n
)
= 1, (8)
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D
(s1
n
+ c1,
s1
n
− c1, s1, n
)
= D
(s1
n
+ c2,
s1
n
− c2, s1, n
)
+
4(c2− c1)
n
,
(9)
D
(s1
n
+ c1,
s1
n
− c2, s1, n
)
= D
(s2
n
+ c1,
s2
n
− c2, s2, n
)
+
d
n
(
c22− c
2
1
c1c2
)
,
(10)
where s2 = s1+nd.
In addition, if we rewrite the sum as s = n
(⌊
s
n
⌋
+
{
s
n
})
, then we can derive the
form,
D
(⌊ s
n
⌋
+ c,
⌊ s
n
⌋
− c, s, n
)
= 2c
(
(cn− c−2c2)+
{
s
n
}
(n−2
⌊
s
n
⌋
−1)
n(c+
{
s
n
}
)(c−
{
s
n
}
)
)
.
(11)
It follows from Equation (11), that for s1 and s2 where
⌊
s1
n
⌋
=
⌊
s2
n
⌋
and s1 ≤ s2
then,
D
(⌊s1
n
⌋
+ c,
⌊s1
n
⌋
− c, s1, n
)
≤ D
(⌊s2
n
⌋
+ c,
⌊s2
n
⌋
− c, s2, n
)
(12)
3 Values Around the Degree Mean
We are now ready to state our main result. This result breaks the behavior of the
sequences into cases that depend on the value of their degree mean. One point
that we will revisit is that for the sequences whose mean degree is in the center of
possible values, the following bound only depends on the length of the sequence.
Theorem 3. Let pi be an integer sequence of length n such that 0≤ δ (pi)≤ ∆(pi)≤
n−1 and with even sum s. The sequence pi is graphic if,
1. rg(pi)≤ n−2
4
where n−2
4
≤ s
n
≤ 3n−2
4
,
2. rg(pi)≤ n−1− s
n
where 3n−2
4
<
s
n
≤ n−1,
3. rg(pi)≤ s
n
where 0≤ s
n
<
n−2
4
.
Proof. In order to show Part 1 of this result, we want to show that for any se-
quence pi with even sum, where n−2
4
≤ s
n
≤ 3n−2
4
and ∆(pi) =
⌊
s
n
+ n−2
4
⌋
and δ (pi) =⌈
s
n
− n−2
4
⌉
is graphic. We notice that there are four possible cases for these values
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depending on the fractional parts of s
n
and n−2
4
. These cases are the combinations
of the following equations:
⌊
s
n
+
n−2
4
⌋
=
{⌊
s
n
⌋
+
⌊
n−2
4
⌋
+1, if
{
s
n
}
+
{
n−2
4
}
≥ 1⌊
s
n
⌋
+
⌊
n−2
4
⌋
, otherwise,
(13)
⌈
s
n
−
n−2
4
⌉
=
{⌊
s
n
⌋
−
⌊
n−2
4
⌋
+1, if
{
s
n
}
>
{
n−2
4
}⌊
s
n
⌋
−
⌊
n−2
4
⌋
, otherwise.
(14)
We will find working with the complement sequences useful in certain situa-
tions. We can link the bounds between a sequence and its complement with the
following observation, { s
n
}
= 1−
{
s¯
n
}
. (15)
Extending the Equation (15) to the conditions for Equations (13) and (14) we derive
a connection between these bounds to their complement sequences,
{ s
n
}
≤
{
n−2
4
}
⇐⇒ 1≤
{
s¯
n
}
+
{
n−2
4
}
. (16)
We now show this result by examining it in term of Equation (4). For each
case, we want to show that this value is greater than or equal to one.
Case 1: D
(⌊
s
n
+ n−2
4
⌋
,
⌈
s
n
− n−2
4
⌉
, s, n
)
= D
(⌊
s
n
⌋
+
⌊
n−2
4
⌋
,
⌊
s
n
⌋
−
⌊
n−2
4
⌋
, s, n
)
This case follows from an application of our earlier observations.
D
(⌊ s
n
⌋
+
⌊
n−2
4
⌋
,
⌊ s
n
⌋
−
⌊
n−2
4
⌋
, s, n
)
≥D
(⌊ s
n
⌋
+
⌊
n−2
4
⌋
,
⌊ s
n
⌋
−
⌊
n−2
4
⌋
, s−n
{ s
n
}
, n
)
(Eq. 12)
≥D
(⌊ s
n
⌋
+
n−2
4
,
⌊ s
n
⌋
−
n−2
4
, s−n
{ s
n
}
, n
)
(Eq. 10)
= 1 (Eq. 8)
(17)
Case 2: D
(⌊
s
n
+ n−2
4
⌋
,
⌈
s
n
− n−2
4
⌉
, s, n
)
=D
(⌊
s
n
⌋
+
⌊
n−2
4
⌋
+1,
⌊
s
n
⌋
−
⌊
n−2
4
⌋
+1, s, n
)
If
{
s
n
}
>
{
n−2
4
}
, that implies 1>
{
n−2
4
}
+
{
s¯
n
}
. Also, if
{
s
n
}
+
{
n−2
n
}
≥ 1 im-
plies that
{
s¯
n
}
≤
{
n−2
4
}
. Thus this case reduces to Case 1 through its complement
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sequence:
D
(⌊ s
n
⌋
+
⌊
n−2
4
⌋
+1,
⌊ s
n
⌋
−
⌊
n−2
4
⌋
+1, s, n
)
= D
(⌊
s¯
n
⌋
+
⌊
n−2
4
⌋
,
⌊
s¯
n
⌋
−
⌊
n−2
4
⌋
, s¯, n
)
≥ 1.
(18)
Case 3: D
(⌊
s
n
+ n−2
4
⌋
,
⌈
s
n
− n−2
4
⌉
, s, n
)
=D
(⌊
s
n
⌋
+
⌊
n−2
4
⌋
+1,
⌊
s
n
⌋
−
⌊
n−2
4
⌋
, s, n
)
For this case we make two observations. The first is, from Equation (15), we
can assume without a loss of generality that
{
s
n
}
≤ 1
2
(or else we could simply
work with the complement sequence). This means that n
{
s
n
}
≤ n
2
.
Additionally, since from the case conditions
{
n−2
4
}
≥
{
s
n
}
and
{
s
n
}
+
{
n−2
4
}
≥
1, which implies that
{
n−2
4
}
≥
{
s¯
n
}
, then we establish that
{
n−2
4
}
≥ 1
2
or, equiv-
alently,
⌊
n−2
4
⌋
+ 1
2
≤ n−2
4
. Using these observations, we show the following se-
quence:
D
(⌊ s
n
⌋
+
⌊
n−2
4
⌋
+1,
⌊ s
n
⌋
−
⌊
n−2
4
⌋
, s, n
)
= D
((⌊ s
n
⌋
+
1
2
)
+
(⌊
n−2
4
⌋
+
1
2
)
,
(⌊ s
n
⌋
+
1
2
)
−
(⌊
n−2
4
⌋
+
1
2
)
, s, n
)
≥D
((⌊ s
n
⌋
+
1
2
)
+
(⌊
n−2
4
⌋
+
1
2
)
,
(⌊ s
n
⌋
+
1
2
)
−
(⌊
n−2
4
⌋
+
1
2
)
, s−n
{ s
n
}
+
n
2
, n
)
≥D
((⌊ s
n
⌋
+
1
2
)
+
n−2
4
,
(⌊ s
n
⌋
+
1
2
)
−
n−2
4
, s−n
{ s
n
}
+
n
2
, n
)
= 1.
(19)
Case 4: D
(⌊
s
n
+ n−2
4
⌋
,
⌈
s
n
− n−2
4
⌉
, s, n
)
=D
(⌊
s
n
⌋
+
⌊
n−2
4
⌋
,
⌊
s
n
⌋
−
⌊
n−2
4
⌋
+1, s, n
)
To show D
(⌊
s
n
⌋
+
⌊
n−2
4
⌋
,
⌊
s
n
⌋
−
⌊
n−2
4
⌋
+1, s, n
)
≥ 1, we begin with the equiv-
alent expression
D
(⌊ s
n
⌋
+
⌊
n−2
4
⌋
,
⌊ s
n
⌋
−
⌊
n−2
4
⌋
+1, s, n
)
=
D
((⌊ s
n
⌋
+
1
2
)
+
(⌊
n−2
4
⌋
−
1
2
)
,
(⌊ s
n
⌋
+
1
2
)
−
(⌊
n−2
4
⌋
−
1
2
)
, s, n
)
,
(20)
and then argue similarly to the last case.
This establishes that D
(⌊
s
n
+ n−2
4
⌋
,
⌈
s
n
− n−2
4
⌉
, s, n
)
≥ 1, and then from The-
orem 1 that the sequence pi is graphic. For the other two cases, we can immedi-
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ately use identical reasoning as the first case, but with the added constraints that
∆(pi)≤ n−1 and δ (pi)≥ 0.
In general, this result is a tight bound on how regular a sequence must be in
order to force it to be graphic. In order to see this, we define a family of sequences
where n evenly divides s (i.e., n|s) and where n is even. We write out the sequences
in this family as (( s
n
+ c
) n
2
,
( s
n
− c
) n
2
)
. (21)
If these sequences are graphic then the following Erdo˝s-Gallai inequality [5] must
hold:
n
2
( s
n
+ c
)
≤
n
2
(n
2
−1
)
+
n
2
( s
n
− c
)
. (22)
It is easy to see that this inequality holds only when
c ≤
n−2
4
, (23)
thus this family of sequences is always non-graphic when c is greater than our
bound.
4 Graphic Differences
We now come back to the point that for sequences where n−2
4
≤ s
n
≤ 3n−2
4
, the
regularity bound only depends on the length of the sequence. As a consequence,
we can extend this result to apply to the maximum difference (∆(pi)− δ (pi)) of a
sequence pi in this set.
Since our earlier bound is only dependent on the length of those sequence, we
can see that there is a function m(n) such that if
∆(pi)−δ (pi)≤m(n), (24)
then pi must be graphic. In fact, the previous result provides bounds for the func-
tion m(n). The value of m(n) cannot be greater than n−2
2
, since we have already
seen a counterexample in the previous section. Additionally, if we set the differ-
ence ∆(pi)− δ (pi) = n−2
4
, then these sequences will also be graphic from the last
theorem, no matter the value of the mean degree. Thus a simple bound for m(n) is
n−2
4
≤ m(n)≤
n−2
2
. (25)
While we do not have a precise formulation of the function m(n), we have
performed a computational investigation of it. In Appendix A, we present a list of
7
maximum graphic distances for the lengths up to 100 composed from an exhaustive
computer search. From an examination of these values, it appears that the lower
bound on m(n) is close to 5
12
n, which is much larger than n−2
4
. Showing an exact
bound or formulation for m(n) remains an open research problem.
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A Table of Graphic Differences
This table shows the maximum values m(n) such that if a degree sequence pi where
n−2
4
≤ s
n
≤ 3n−2
4
, and ∆(pi)−δ (pi)≤m(n), then pi is graphic.
Table 1: Maximum Graphic Differences
n m(n) Minimal Non-graphic Example
4 1 (12,32)
5 1 (22,43)
6 2 (14,42)
7 2 (14,43)
8 3 (16,52)
9 3 (16,41,52)
10 3 (17,53)
Continued on next page
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Table 1 – Continued from previous page
n m(n) Minimal Non-graphic Example
11 4 (18,63)
12 4 (18,41,63)
13 4 (18,65)
14 5 (19,51,74)
15 5 (19,61,75)
16 6 (110,61,85)
17 6 (110,61,86)
18 7 (111,71,96)
19 7 (111,81,97)
20 7 (213,107)
21 8 (112,81,108)
22 8 (214,51,117)
23 9 (113,101,119)
24 9 (215,61,128)
25 10 (114,101,1210)
26 10 (216,71,139)
27 11 (115,121,1311)
28 11 (217,81,1410)
29 11 (217,81,1411)
30 12 (218,91,1511)
31 12 (218,101,1512)
32 12 (320,41,1611)
33 13 (219,101,1613)
34 13 (321,51,1712)
35 14 (220,121,1714)
36 14 (322,61,1813)
37 15 (221,121,1815)
38 15 (323,71,1914)
39 16 (222,141,1916)
40 16 (324,81,2015)
41 16 (427,191,2113)
42 17 (325,91,2116)
43 17 (428,2215)
44 18 (326,101,2217)
45 18 (326,101,2218)
46 18 (429,221,2316)
47 19 (327,121,2319)
Continued on next page
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Table 1 – Continued from previous page
n m(n) Minimal Non-graphic Example
48 19 (430,2418)
49 20 (328,121,2420)
50 20 (430,51,2519)
51 21 (329,141,2521)
52 21 (431,61,2620)
53 22 (330,141,2622)
54 22 (432,71,2721)
55 22 (535,251,2819)
56 23 (433,81,2822)
57 23 (536,241,2920)
58 24 (434,91,2923)
59 24 (537,271,3021)
60 25 (435,101,3024)
61 25 (538,281,3122)
62 25 (538,3124)
63 26 (539,311,3223)
64 26 (539,291,3224)
65 27 (437,121,3227)
66 27 (540,311,3325)
67 28 (438,141,3328)
68 28 (541,331,3426)
69 28 (643,3526)
70 29 (542,3528)
71 29 (644,321,3626)
72 30 (542,61,3629)
73 30 (747,171,3825)
74 31 (543,71,3730)
75 31 (646,301,3828)
76 32 (544,81,3831)
77 32 (647,311,3929)
78 32 (749,191,4028)
79 33 (648,341,4030)
80 33 (750,211,4129)
81 34 (649,351,4131)
82 34 (751,231,4230)
83 35 (650,381,4232)
84 35 (752,251,4331)
Continued on next page
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Table 1 – Continued from previous page
n m(n) Minimal Non-graphic Example
85 35 (854,121,4430)
86 36 (651,381,4334)
87 36 (855,151,4531)
88 37 (652,401,4435)
89 37 (754,281,4534)
90 38 (653,421,4536)
91 38 (755,311,4635)
92 38 (857,161,4734)
93 39 (756,321,4736)
94 39 (858,181,4835)
95 40 (757,351,4837)
96 40 (859,201,4936)
97 40 (962,5035)
98 41 (860,221,5037)
99 41 (963,501,5135)
100 42 (861,241,5138)
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