Some quantities associated with periodicities in words are analyzed within the Bernoulli probabilistic model. In particular, the following problem is addressed. Assume that a string X is given, with symbols emitted randomly but independently according to some known distribution of probabilities. Then, for each pair (W , Z) of distinct su xes of X, the expected length of the longest common pre x of W and Z is sought. The collection of these lengths, that are called here self-alignments, plays a crucial role in several algorithmic problems on words, such as building su x trees or inverted les, detecting squares and other regularities, computing substring statistics, etc. The asymptotically best algorithms for these problems are quite complex and thus risk to be unpractical. The present analysis of self-alignments and related measures suggests that, in a variety of cases, more straightforward algorithmic solutions may yield comparable or even better performances.
INTRODUCTION
Periodicities and related phenomena in words are known to play a central role in many facets of theoretical computer science, notably, in coding theory, in the theory of formal languages and in the design and analysis of algorithms. In this latter eld, several e cient algorithms have been set up to date both to detect and to exploit the presence of repeated subpatterns and other kinds of avoidable or unavoidable regularities in words LO] . In this paper, we focus on a class of algorithmic problems that share the following common feature. The e ciency with which these problems can be solved depends in a crucial way on the time taken to answer, once or repeatedly, the following basic question: given a word X, and two arbitrary su xes W and Z of X, what is the (or length of the) longest common pre x of W and Z? Some of these problems have met already solutions that are optimal in the asymptotic sense. For others, the asymptotically best available solutions are either suboptimal or not known to be optimal. In all cases, the associated constructions are generally quite elegant, but also quite involved. As is often the case, the main complications arise from the need to cope e ciently with worst-case inputs, no matter how pathological and thus unrealistic such inputs look like. By contrast, straightforward constructions also exist that do not present, in asymptotic terms, unbearable computational overheads with respect to the more elaborate ones. Moreover, the asymptotic time complexities of such simpler constructions typically hide smaller constants. Thus, simpler algorithms might be equivalent or even faster in practice.
In this paper, we consider random strings formed by symbols that are drawn independently from some nite alphabet, according to any xed distribution of probabilities. We nd that, for such strings, the algorithmic problems considered can be solved by straightforward methods within expected asymptotic time complexities that are for some problems only slightly worse, and for other problems equal to or even better than the worst-case asymptotic time complexities that a ect the corresponding clever methods.
The paper is organized as follows. In Section 2, we introduce some measures of correlation among the subwords of a word. (We nd it convenient to assume our words unbounded, but the upper bounds that we derive based on this assumption will hold a fortiori for words of nite length.) In particular, given any pair of distinct su xes of an unbounded random word X, we derive the distribution function of the length of the longest common pre x of those su xes. Using this, we prove that the maximum such length over all pairs that use only the rst n su xes of X has expected value O(log n). Moreover, the same bound holds for the expected value of the average, over the rst n su xes, of the length of the longest pre x of each su x that matches a previous pre x. In Section 3, we apply our probabilistic results to the average case analysis of some simple algorithmic solutions of important problems on words. We summarize the main results of that section, referring to the case of a binary input string of n symbols emitted by a symmetric source. We nd that building the su x tree for such a word, which takes linear time by clever methods MC], takes O(n log n) time by the direct method; detecting all squares in that word, which takes optimal O(n log n) time by clever methods AP, CR, ML], takes O(n log n) expected time by a simpler method; computing the full statistics without overlap of all substrings of that word, which takes O(n log 2 n) time by clever methods AP1, AP2], takes O(n log n) expected time by a simpler method, etc. The same asymptotic bounds hold in the case of nonuniform distributions, although the constants involved grow with the sum of squares of probabilities associated with a source symbol. Section 4 concludes our discussion by relating the present results to those obtained by previous studies on general tries FL, KN, PI, .
AUTOCORRELATION PARAMETERS IN WORDS
In this section, we introduce some basic de nitions and present an analysis of selfalignments of a word in a probabilistic framework.
Basic De nitions and Summary of Main Results
Let X = x 1 x 2 x 3 : : : be a string of unbounded length formed by symbols from an alphabet of cardinality V , and let S i = x i x i+1 : : : be the i-th su x of X, i = 1; 2; :::. For every o -diagonal pair (i; j) of positions of X, we de ne C ij as the length of the longest string that is a pre x of both S i and S j . We leave C ij unde ned when i = j. Thus, C ij = k i i 6 = j and S i and S j agree exactly on their rst k symbols, but di er on their (k + 1)st.
Clearly, C ij = C ji for all meaningful choices of i and j.
Let now n be any xed integer. The following expressions de ne, in succession, the n-th depth of the i-th su x, denoted D n (i), the n-th height H n of X, the n-th shortest path or shallowness h n of X, and the typical (or average) depth D n of X. D n (i) = max 1 j n;j6 =i fC ij g ; (2:1a) H n = max 1 i<j n fC ij g = max 1 i n fD n (i)g ; (2:1b) h n = min 1 i n max 1 j n;j6 =i fC ij g = min 1 i n fD n (i)g ; (2:1c)
Intuitively, H n is the maximum possible length for a substring Z of X that has at least two occurrences in X, both starting within the rst n positions of X. Thus, there are two positions i and j of X, i < j < n, such that the occurrence of Z starting at j can be fully recopied from the occurrence starting at i. The typical depth D n represents the average length, over the rst n positions of X, of the longest substring of X that can be recopied from the past. The height H n and its companion parameters express structural correlations among the substrings of string X. Such correlations play a crucial role in many combinatorial and algorithmic constructions, and our three de nitions above are somewhat reminiscent of notions already appeared in the literature, notably, in LZ, GO] .
For a given n, the (symmetric) table collecting all meaningful values C ij is the n-th self-alignment matrix of X. In the following, we refer to a generic o -diagonal entry of this matrix by one of the terms self-alignment or common , the latter term being mnemonic for "length of the longest pre x common to a generic pair of su xes of X". The following example illustrates the notions introduced so far. From C and the expressions (2.1), we obtain H n = 2, h n = 1, and the average depth D n = (2 + 1 + 2 + 2 + 2)=5 = 9=5.
We deal here with the probabilistic analysis of the above quantities under the Bernoulli assumptions: the symbols of X are drawn independently from , and the i-th symbol of occurs in X with probability p i , and P V i=1 p i = 1. We rst compute the distributions of all random variables C ij (1 i; j n) in the Bernoulli model, and then use such distributions to estimate the average values EH n , ED n and Eh n , however, in this paper we mainly concentrate on the evaluation of the height H n . Towards this end, observe that our assumptions (notably, the unboundedness of X) entail that the distributions of C ij vary with i and j in a way that depends on the di erences d = jj ? ij rather than on the speci c individual values of i and j. In other words, all random variables C ij having the same value of d = jj ? ij have the same distribution. Thus, it is appropriate to reason in terms of the random variables C d , where d = 1; 2 ; :::; n?1. For example, C 1;2 , C 2;3 ; :::; C n?1;n have the same distribution, and are thus clustered in the new random variable C 1 (i.e., d = 1). We remark, however, that the random variables in a family such as C 1;d+1 , C 2;d+2 ; :::; C n?d;n are dependent.
Our main results of this section are summarized in the following proposition. Proof is given in the next two subsections. PROPOSITION (i) Let d be any nite integer smaller than n, and let l and r be the unique integers de ned by k = dl + r, where l = 0; 1; ..., and r < d. Then, 
(2:3)
(ii) The n-th average height EH n satis es EH n a n + C (2:4a) with a n 2 log P ?1 log n ; (2:4b) where C is a constant, and P = P V i=1 p 2 i is the probability that the symbols of two assigned distinct positions of a word match. Furthermore, H n ?2 log P n in probability, that is, for every " > 0 the following holds lim n!1 PrfH n ?2(1 + ") log P ng = 1 :
Finally, all the other parameters de ned in (2.1), that is, the shortest path h n and the depth D n , are O(log n). Remarks (i) The evaluation of the distributions of the C d 's is crucial for the rest of the paper, and in particular, for computing EH n . Formula (2.2a) is surprisingly simple in the light of the strong dependencies between S i and S i+d . More in general, we observe that PrfC d = kg does not depend on the ne structure of string X.
(ii) We conjecture that EH n (2= log P ?1 ) log n, that is, the upper bound proved in our Proposition can be matched by a lower bound. This conjecture is a result of a simulation study that we have performed on a random string of symbols, and which is summarized in Table 1 also shows the average depth ED n simulated in our experiment, and its comparison with 1 E log n where E is the entropy of the alphabet de ned as E = ? P V i=1 p i log p i . Again, the table suggests that asymptotically ED n 1 E log n. 2 (iii) In practice, we are interested in nite strings in the form X$ = x 1 x 2 :::x n $, where $ is a symbol not in the alphabet . Even though the su xes of X are now nite, upper bound (2.4) in our Proposition still holds in these cases, since the height of a nite string cannot exceed the height of an unbounded string as assumed in our Proposition.
Probability distribution function of C d
In this subsection we prove part (i) of our Proposition, that is, we compute the probability distribution function PrfC d = kg of C d for d = 1; 2; :::; n ? 1. To simplify notations, we assume a binary alphabet (i.e., V = 2), but it will be understood that our derivations extend trivially to any nite alphabet. We set p = p 1 and q = p 2 = 1 ? p, with obvious meaning.
The following known fact of combinatorics on words (cf., e.g., LO]) plays a crucial role in our discussion. Fact 1. Let (S i ; S j ) be any pair of su xes of X such that i < j and j ? i = d, let Z be the longest common pre x of S i and S j , and let jZj = C ij = k 0. Then, string Z can be written as Z = U`U 0 , where jUj = d, jU 0 j = r < d, U 0 is a pre x of U, and U`is the string resulting from the concatenation of`copies of U.
The following example illustrates the probabilistic implications of Fact 1. Let P = p 2 + q 2 . Then, by our main probabilistic assumption, we immediately obtain PrfC 3 = 0g = Prfx 1 6 = y 1 g = 1 ? P PrfC 3 = 1g = Prfx 1 = y 1 ; x 2 6 = y 2 g = P(1 ? P) PrfC 3 = 2g = Prfx 1 = y 1 ; x 2 = y 2 ; x 3 6 = y 3 g = P 2 (1 ? P) CASE 2: 3 = d k 2d ? 1 = 5.
We look rst at PrfC 3 = 3g = Prfx 1 = y 1 ; x 2 = y 2 , x 3 = y 3 , y 4 6 = y 1 g. Note that the events fx 1 = y 1 g and fy 4 6 = y 1 g are dependent, while fx 2 = y 2 g and fx 1 = y 3 g are independent. We proceed as follows.
PrfC 3 = 3g = Prfx 1 = y 1 6 = y 4 ; x 2 = y 2 ; x 3 = y 3 g = Prfx 1 = y 1 6 = y 4 gPrfx 2 = y 2 gPrfx 3 = y 3 g = (Prfx 1 = y 1 6 = y 4 jy 1 = 0g Prfy 1 = 0g + Prfx 1 = y 1 6 = y 4 jy 1 = 1g Prfy 1 = 1g) P 2 = (p 2 q + q 2 p)P 2
The crucial passage is in the second line of the above, where we replace the joint distribution Prfx 1 = y 1 6 = y 4 x 2 = y 2 ; x 3 = y 3 g by a product of probabilities of independent events.
Along the same lines, we have PrfC 3 = 4g = Prfx 1 = y 1 = y 4 x 2 = y 2 6 = y 5 x 3 = y 3 g = Prfx 1 = y 1 = y 4 g Prfx 2 = y 2 6 = y 5 gPrfx 3 = y 3 g = (p 3 + q 3 )(p 2 q + q 2 p)P and PrfC 3 = 5g = (p 3 + q 3 )(p 2 q + q 2 p)P 0
Note that, in this case, we have a factor P in our probability. This factor disappears for k 2d.
CASE 3 k 2d = 6. In this case, we know from Fact 1 that Z = U l U 0 with jUj = d = 3, jU 0 j = r, r < 3 and jZj = d l + r. Thus, we can group all symbols of Z into d = 3 independent clusters and compute separately the probabilities in each group. For example, for r = 1, we have PrfC 3 = 3l + 1g = Prfx 1 = y 1 = ::: = y 3l+1 ; x 2 = y 2 = ::: 6 = y 3l+2 ; x 3 = y 3 = ::: = y 3l g = (p l+2 + q l+2 )(p l+1 q + q l+1 p)(p l+1 + q l+1 )
In summary, in Case 1 all symbols are independent by our main assumption, so the probability is easy to evaluate. In Case 2 we have some symbols which appear twice, hence dependency starts playing a role in computing the probability. Finally, for k 2d, the dependency is strong, but also disciplined by an entirely predictable structure.
In general, we can write k = dl+r in a unique way. Fact 1 enables now to distribute the k symbols of a common among d mutually independent groups, and the value of r identi es the group where an inequality holds. Hence PrfC d = dl+rg = Prfx 1 = y 1 = ::: = y dl+1 ; :::; x r+1 = y r+1 = ::: 6 = y dl+r+1 ; :::; x d = ::: = y dl g = (p l+2 + q l+2 ) r (p l+1 q + q l+1 p)(p l+1 + q l+1 ) d?r?1 :
(2:6a)
In particular, for l = 0 we have:
PrfC d = rg = Prfx 1 = y 1 ; x 2 = y 2 ; :::; x r+1 6 = y r+1 g = P r (1 ? P) (2:6b) where P = p 2 + q 2 . For l = 1, we obtain:
Generalization to alphabets of arbitrary size is straightforward, whence formula (2.2a) of Proposition (i). For the symmetric case, simple substitution of 1=V for the symbol probabilities of (2.2a) yields (2.2b).
Finally, to prove our formula (2.3) for the function R d (k) = PrfC d kg it su ces to carry out the above analysis with one small change. Namely, in this case su xes, say S i and S i+d , must agree on the rst k symbols, and we do not require that they di er on the k + 1st symbol.
The Height of Su x Tree
In this subsection, we prove Proposition (ii). To compute the average height we need to evaluate the average value of the maximum of some dependent random variables. For the exact computation of such a maximum, we would need the joint distribution of all C ij , i; j = 1; 2 ; :::; n. For our purposes, however, a good upper bound is su cient. We shall derive such a bound on the basis of our knowledge of PrfC d = kg alone, using the following slight generalization of ideas already in LR1, LR2] Proof. For (i) Minimizing the right-hand side (RHS) of (2.14) with respect to a yields (2.7) and (2.8) with the optimal a m given by (2.7).
For ( where the last equality comes from the de nition (2.7).
We now use Lemma 1 to estimate the height EH n = max 1 i<j n fC ij g. Note that there are m = n(n ? 1)=2 n 2 =2 random variables, namely, n ? 1 variables C 1 , n ? 2 variables C 2 ; :::; and one variable C n?1 . Proposition (i) gives the probability PrfC d kg.
To estimate a n for EH n , we use (2.7) which is now written:
which we must solve for large values of n. For further analysis we need a rough estimate of a n . We show that a n = O(log n). Indeed, rst note that the formula (2.3) for the function R d (k) in the binary case can be estimated as
where p max = maxfp; qg. Hence, a n 2 log p ?1 max log n as needed. Now, we are ready to prove (2.4) in Proposition (ii). The clue to the proof is to observe that for d > k su xes, say S i and S i+d , of size k are independent. This implies the following simpli cation in the formula on R d (k)
where, to recall, P = p 2 + q 2 . Using this fact, we split the RHS of (2.16) as follows
Using the fact that a n = O(log n) we easily show that a n must solve asymptotically the following equation (cf. (2.16)) n 2 2 P an + an?1 X d=1 (n ? d)R d (a n ) = 1 :
To prove a n ?2 log P n it su ces to show that the second term in (2.19) tends to zero for such a choice of a n .
Consider the second term in (2.19) for a n ?2 log P n. We prove that there exists such But, with a n ?2 log P n we have p max exp( ?2 log pmax P n), hence (2.21) implies (2.20) with = ?2 log pmax P ? 1 > 0.
In summary, by Lemma 1 we have proved that EH n a n +
with a n ?2 log P n. To establish (2.4a) in Proposition (ii) we only need to show that the second term of the RHS of (2.2) is bounded. To prove this note that R d (a n + k) cR d (a n )p k max where c > 0 is a constant. Then, Finally, the convergence in probability (2.5) of Proposition (ii) follows immediately from Lemma 1 (iii) after noting that R d (k) satis es (2.11). This completes the proof of our Proposition.
APPLICATIONS
Many combinatorial and algorithmic problems on words can be re-phrased in terms of self-alignments. Here, we focus on problems that involve a peculiar digital search index associated with a string. This index represents, in particular, a compendium of the selfalignments of that string, and has been proposed in various versions (see AA] for detailed references). Here, we shall adopt the version known as su x tree, introduced in MC] . In this section, we analyze the impact of our probabilistic analysis on questions that revolve around the structure, construction and more or less sophisticated utilizations of su x trees.
Given a string X of length n on the alphabet , and a symbol $ not in , the su x tree T X associated with X is the digital search tree that collects the rst n su xes of X$. In the noncompact representation of T X , each arc is labeled with a symbol of , except for terminal arcs, that are labeled with a substring of X$. The space needed can be (n 2 ) in the worst case AH]. In the compact representation of T X , chains of unary nodes are collapsed into single arcs, and every arc of T X is labeled with a substring of X$. A pair of pointers to a common copy of X can be used for each arc label, whence the overall space taken by this version of T X is O(n). In both representations, su x S i of X$ (i = 1; 2; :::; n) is described by the concatenation of the labels on the unique path of T X that leads from the root to leaf i. Similarly, any vertex of T X distinct from the root describes a subword W( ) of X in a natural way: vertex is called the proper locus of W( ). In the compact T X , the locus of W is the unique vertex of T X such that W is a pre x of W( ) and W(FATHER( )) is a proper pre x of W.
Our probabilistic analysis yields bounds on the structure of the noncompact version of T X . Such bounds hold a fortiori for the compact version. The bounds stem from the fact that (cf. also SZ2]) the expected height H(T X ), the average depth D(T X ) and the shortest path h(T X ) are simply related, respectively, the n-th height, depth and shallowness of any unbounded word Z having X as a pre x. In terms of such Z, we have H(T X ) H n + 1, D(T X ) D n + 1, and h(T X ) h n + 1. Thus, for a random su x tree the expected height, the average depth and the shortest path are bounded by 2 log b n + o(log n), where b ?1 = P = P V i=1 p 2 i is the probability of a match. While the rst two bounds are tight for large n, the third one is never so, since the shortest path in any su x tree has length 1 by construction. (Refer to JS] for more precise estimates of the average depth.) We derive the that the expected external path length is bounded by n log b n + o(n log n). Finally, it is not di cult, using our analysis, to prove that the average number of nodes is O(n) (cf. JS] ).
We now turn the construction and uses of T X . erom now on, we assume a bounded .
Removing this assumption yields an extra multiplicative factor of log j j in all time bounds that we mention. The direct or brute force construction of T X consists of starting with the empty tree T 0 and then inserting the su xes of X one by one into consecutive updates of the tree, as follows for i := 1 to n do T i insert (T i?1 ; S i ) .
Straightforward implementation of insert(T i?1 ; S i ) leads to a (n 2 ) worst-case time construction of T X (cf. MC] and AH, Chapt. 9]). Such an implementation consists of starting at the root of T i?1 and then following the edges whose labels describe the longest pre x head i of S i such that head i has a locus in the tree. This process can be carried out without ever forming chains of unary nodes in the tree. However, the work charged by insert( T i?1 ; S i ) is still proportional to the length of head i , since locating the locus of head i requires tracking down head i in T i?1 symbol-by-symbol, irrespective of which representation of T X (i.e., noncompact or compact) is being built.
This observation enables to use our Proposition of Section 2 to derive the expected time required for the direct construction of T X . In fact, jhead i j = max j<i C ij , whence by Lemma 1 the average length of head i is O(log i). Thus, building T X by brute force requires O(n log n) time on average ( i.e., the expected value of the external path length; see above).
Clever constructions such as in MC] avoid the necessity of tracking down each su x starting at the root. The crucial fact used is that if head i = aW (i = 1; 2; :::n) with a 2 , then W is a pre x of head i+1 . However, the exploitation of this fact requires that some rather bulky auxiliary structures be introduced and managed during the construction of T X . Even when the current update of the tree and its auxiliary attachments can be kept in the main memory throughout the construction, the management of auxiliary structures renders the constant hidden in the time complexity signi cantly larger than that involved in the direct construction. When, as is often the case, tree and auxiliary structures become rapidly too large to t in the main memory, the tra c to and from secondary storage may beset the advantages of the asymptotically more e cient algorithm.
We now analyze the implications of our analysis on some structural and algorithmic problems on words whose solutions rely on T X . A feature common to most of these problems is that their solutions require some postprocessing of T X if the tree is built by the linear time algorithm, while such solutions could be easily embodied in the direct construction. We divide the applications of T X into two classes. In the rst class, that we call of direct applications, we place problems that have linear time solutions provided that T X is built in linear time. For these applications, our probabilistic analysis of the brute force construction of T X leads to a time performance that can be practically quite close to that the more sophisticated methods, but never matches that performance in the asymptotic sense. In the second class, that we call of advanced applications, the asymptotic expected time performance associated with the brute force approach matches and can be even better than that achieved by more elaborate approaches.
Direct Applications
The main direct applications of T X are in (i) the construction of inverted les for on-line pattern matching and (ii) some important universal data compression schemes. We analyze (i) rst.
By treating T X as the state transition diagram of a nite automaton it is possible to decide whether or not any given pattern W occurs in X, in O(jWj) time. The overall cost of building T X (preprocessing) and performing many queries on it can be thus advantageous over conventional linear time pattern matching. Irrespective of the type of construction used for T X , one can always maintain that each vertex of T X bears the label of the smallest leaf in its subtree. Then, it is possible to nd in O(jWj) steps for arbitrary W what is the rst occurrence of W in X (in particular, this answers whether W is a pre x of X). To nd the last occurrence of W in X in O(jWj) time for any W requires a walk through T X , after its linear time construction, but T X can be easily prepared for such queries during the brute force construction. Irrespective of the type of construction, the problem of nding all occurrences of W can be solved in time proportional to jWj plus the total number of occurrences (either visit the subtree of T X rooted at the locus of W or preprocess T X once for all by attaching to each node the list of the leaves in the subtree rooted at that node).
Along the same lines, one can weight each node of T X with the number of leaves in the subtree rooted at that node. This weighted version serves then as a statistical index for X, in the sense that, for any W, we can nd the frequency of W in X in O(jWj) time. This weighting cannot be embedded in the linear time construction of T X , while it is trivially embedded in the brute force construction: Attach a counter to each node; then, each time a node is traversed during insert, increment its counter by 1; if insert culminates in the creation of a new node on the arc (FATHER( ); ), initialize the counter of to 1 + counter of .
There are other straightforward uses of T X , such as nding the longest repeated substring in X, nding the position identi er of a given position, etc., for which we refer to AA, AH], and for which the average time complexity is associated with the height or depth of X discussed in our Proposition of Section 2.
We turn now to (ii). The su x tree T X is the natural habitat for a class of sequential data compression techniques based on textual substitution. This class embodies the few optimization problems in the realm of textual substitution that can be solved in polynomial (actually linear) time. Moreover, the techniques in this class also feature asymptotic optimality in the information theoretic sense LZ, ZL] .
The idea is that of interweaving the construction of a (possibly partial) su x tree with a parse of the textstring into phrases, where each phrase is susceptible of a compact encoding.
More precisely, suppose that we have compressed the pre x of X up to position i, and let P i?1 be the encoded version of this pre x. By de nition, the pre x head i of S i occurred already in X. Thus, head i can be encoded simply by a pair of pointers, say, to the starting and ending position of this previous occurrence in X. Appending this pair to P i?1 yields P i , and the process continues. One byproduct of our analysis con rms the intuition that a "very random" string is not compressible. For such a sequence, the expected length of each phrase is 2 log n, i.e., exactly the length in bits of the pair of pointers! (In practice, e cient representations of integers in an unbounded range, like those in, e.g., AF, ER, RPE], may be used to reduce the length of such pointer-encodings.)
Advanced applications
We analyze here (i) the problems of testing the square-freedom of a string X or nding all squares in it, and (ii) the related problem of building indexes for the statistics without overlap of all substrings of a string X.
We examine (i) rst. A square of X is a word in the form WW, where W is a primitive word, i.e., a word that cannot be expressed in any way as V k with k > 1 and V nonempty.
Square free words, i.e., words that do not contain any square subwords have attracted attention since the early works by A. Thue in 1912 TH] . A copious literature, impossible to report here, has been devoted to the subject ever since. Clearly, an inde nitely long square free word cannot be built on a binary alphabet, but Thue found that such a string can be constructed on an alphabet with at least three symbols. Before addressing some of the algorithmic issues on squares, it seems of interest to see that our analysis accommodates this discontinuity.
Let P sf be the probability of not having any square subword that starts at some given position of an unbounded word X on a V -ary alphabet . If the position chosen is, say, position 1, then it is easy to see that P sf can be expressed in terms of the random variables fC d g 1 d=1 de ned in Section 2 as P sf = PrfC 1 0; C 2 1 ; :::; C d d ? 1 ; ::: g :
The evaluation of this joint probability is extremely di cult, but we can obtain a simple estimate of it. We appeal to the following lemma.
Lemma 2. For any sequence of random variables X 1 ; X 2 ; :::; X n the following holds 1 ? n X k=1 PrfX k > x k g PrfX 1 x 1 ; X 2 x 2 ; :::; X n x n g PrfX 1 x 1 g : (3:2) Proof. The RHS of (3.2) is trivial. For the LHS we obtain ( cf. FE] )
PrfX 1 x 1 ; :::; X n x n g = 1?PrfX 1 > x 1 or X 2 > x 2 ::: or X n > x n g 1? n X k=1 PrfX k > x k g ; as needed for the lemma.
By Lemma 2, we can estimate our joint probability P sf in (3.1) by computing PrfC 1 = 0g
and PrfC l > l ? 1g for all l > 1. But by our Proposition (i) Note that for binary alphabet V = 2, 0 P sf < 0:5. But we know that, in this case, P sf = 0, so the lower bound is achievable. On the other hand, for any V > 2 we have P sf 0:5, so with positive probability we can construct square free words over an V -ary alphabet with V > 2. Note also, that for larger V , the bounds in (3.4) are tight. For example, for V = 5, 0:75 P sf 0:8. This suggests that, for most random strings, a square is an unlikely event to occur at any xed position.
We now return to the algorithmic problems. By marking all nodes leading to S 1 it is possible to spot all square pre xes of X as a byproduct of the construction of T X . The same straightforward strategy can be used for square su xes. On the other hand, e cient algorithms for testing square-freedom or detecting all squares in X require quite elaborate constructions ML,CR,AP]. The number of distinct occurrences of squares in a word can be (n log n), which sets a lower bound for all algorithms that nd all squares CR]. For instance, in nitely many Fibonacci words, de ned by: W 0 = b ; W 1 = a W m+1 = W m W m?1 for m > 1 have (n log n) distinct occurrences of square subwords. Interestingly, the same bound holds for the number of distinct square subwords in W m . The algorithms ML, CR, AP] nd all squares in X in O(n log n), hence, optimal time. The construction of AP] uses su x trees in conjunction with the following criterion: X contains a square occurrence at position i i there is a primitive word W and a vertex in T X such that i and j = i + jWj are consecutive leaves in the subtree of T X rooted at and, moreover, jW( )j (i ? j).
It is an easy exercise to embed such a criterion in the brute force construction of T X .
If, on the other hand, linear time construction is used, then the following postprocessing is necessary. Starting from the leaves of T X , we visit the tree bottom-up. For each interior vertex visited we construct the sorted list of the labels of its leaves. The sorted list of any such vertex is obtained by merging the sorted lists of its o spring vertices. The strategy runs in O(n log n) time if T X is nearly balanced or completely unbalanced. Optimal handling of intermediate cases involves a rather complicated construction that makes use of an ad hoc data structure suited to the e cient repeated merging of integers in a known range AP]. On the other hand, the above brute force implementation of the same criterion leads, by our probabilistic analysis, to an optimal (i.e., O(n log n)) expected performance.
We devote the remainder of this section to problem (ii). The (primitive rooted) squares possibly existing in X a ect the amount of storage needed to allocate the statistics without overlap of all substrings of X. By this, we mean the construction of an index similar to T X , but such that, given any word W, we can nd in O(jWj) time the maximum number k of distinct occurrences of W such that it is possible to write X = W 1 WW 2 WW 3 :::WW k+1 with W d possibly empty (d = 1; 2; :::; k + 1).
The construction of such an index requires inserting a number of auxiliary unary nodes in T X . The role of such nodes in the augmented tree is to serve as proper loci for subwords whose loci in the original tree cannot report the number of their nonoverlapping occurrences in X. We refer to AA, AP1, AP2] for details. The relation between the auxiliary nodes of T X and the squares in X is as follows AP1]. If is an auxiliary node of the augmented T X , then there are subwords U and V in X and an integer k 1 such that W( ) = U = V k and there is a substring W in X such that W = V m V 0 with V 0 a pre x of V and m 2k. An O(n log n) upper bound on the number of auxiliary nodes needed in T X can be readily set, based on the above fact and on the upper bound on the number of positioned squares in a word. However, it is an interesting open question whether there are words whose minimal augmented su x trees do in fact attain that bound. Auxiliary nodes can be inserted and weighted through a fairly complex, O(n log 2 n) postprocessing of T X , once the tree has been built in linear time AP1, AP2] . On the other hand, these manipulations can be carried out along with the brute force construction of T X , with no substantial penalty. It follows from our analysis that, from the probabilistic view point the brute force construction of an augmented su x tree can be expected to be asymptotically faster by a factor of log n in comparison to the more advanced constructions.
CONCLUDING REMARKS
It seems interesting to compare the basic parameters of su x trees and radix search trees (in short tries) AH, KN] . In tries n independent keys X 1 ; X 2 ; :::; X n are stored, where each key is a (possibly in nite) sequence of symbols over a V -ary alphabet. Note that in su x trees the keys S 1 ; S 2 ; :::; S n are dependent while in tries it is assumed that the keys are statistically independent. One may ask how close a random shape of a su x tree resembles the shape of independent tries.
In order to compare su x trees and independent tries we need some results for tries. Fortunately, in recent years independent tries have been studied very extensively (cf. FL, KN, PI, SZ1, SZ2] ). In particular, it is proved that the average depth for tries is ED n = 1 E log n+O (1) where E is the entropy of the alphabet, that is, E = ? P V i=1 p i log p i . For the average height the following result is known (cf. FL, PI, SZ2]): EH n = 2 log P ?1 log n + O(1) where P = P V i=1 p 2 i . Moreover, for independent keys it is proved that the variance of the depth varD n is either O(1) for symmetric alphabet (e.g. varD n = 3:507... for V = 2; cf. SZ1]) or D n = E 2 ?E 2 E 3 log n + O(1), for the asymmetric tries, where E 2 = P V i=1 p i log 2 p i .
This implies that asymmetric tries are of an order of magnitude less balanced that the symmetric ones. We note, however, that our Proposition and simulation results (see Table  1 in Section 2) suggest that asymptotically su x trees and independent tries do not di er too much: they have the same order of growth up to the leading term in the asymptotics for the height and the depth. In fact, this circumstances were recently established in DSR] and JS], respectively. An open question is still how to evaluate the variance and the limiting distribution of the height for su x trees. Another issue of some interest is how much the compact version of su x trees is better than the noncompact one. We can answer that question indirectly comparing regular tries (independent keys) with the compact version of the trie known as PATRICIA trie (also with independent keys). In SZ3] it is proved that the average depth for PATRICIA is ED n = 1 E log n + O(1), hence the di erence between the depths of regular and PATRICIA tries O(1). The variance of the depth is either O(1) for symmetric case or O(log n) for asymmetric PATRICIA, exactly as in the regular tries (see above). For example, for binary tries and PATRICIA tries the variances are either 3.507.. or 1.00.. respectively SZ3]. It is also known that for symmetric PATRICIA the average height is asymptotically equal to log V n rather than 2 log V n as for regular tries PI] .
