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Resumo
Neste trabalho descreve-se a implementac¸a˜o de te´cnicas de identificac¸a˜o
de sistemas e processamento de sinais em um aplicativo computacional
desenvolvido para o monitoramento em tempo real de modos de os-
cilac¸o˜es eletromecaˆnicas em Sistemas de Energia Ele´trica (SEE). Essas
te´cnicas empregam apenas medidas de entrada e sa´ıda dos sistemas na
estimac¸a˜o de suas caracter´ısticas modais, independendo da modelagem
matema´tica dos SEE.
Duas te´cnicas baseadas em medidas foram implementadas: o me´todo
de Welch e o me´todo de subespac¸o de estados CCA. O me´todo de
Welch fornece uma estimativa do espectro de frequeˆncias dos sinais
formados pelo conjunto de medidas extra´ıdos do sistema, permitindo
a identificac¸a˜o das frequeˆncias de oscilac¸a˜o dos modos dominantes. O
me´todo de subespac¸o de estados CCA permite a obtenc¸a˜o de um modelo
em espac¸o de estados, a partir do qual, realizando uma ana´lise modal,
pode-se extrair as frequeˆncias e taxas de amortecimento dos modos de
oscilac¸a˜o.
O aplicativo computacional integrado desenvolvido para a aplicac¸a˜o
das te´cnicas de estimac¸a˜o foi escrito em linguagem computacional C#,
considerando princ´ıpios ba´sicos de modelagem orientada a objetos e
padro˜es de projeto. O projeto e a implementac¸a˜o computacional do
aplicativo sa˜o descritos no decorrer do trabalho.
O aplicativo foi testado no monitoramento de modos eletromecaˆnicos
de um sistema-teste e do Sistema Interligado Nacional (SIN) brasileiro,
utilizando sincrofasores do sistema de medic¸a˜o fasorial sincronizada
MedFasee BT. Os resultados apresentados mostram a efetiva identi-
ficac¸a˜o dos modos de oscilac¸a˜o monitorados com a determinac¸a˜o das
respectivas frequeˆncias e taxas de amortecimento.
Palavras-chave: Oscilac¸o˜es eletromecaˆnicas, monitoramento em tem-
po real, sincrofasores.

Abstract
This work describes the implementation of system identification and
signal processing techniques in a computational application developed
for the real-time monitoring of electromechanical modes in power sys-
tems. These techniques use only input and output measurements to
estimate system’s modes, having no need of mathematical modelling.
Two of these measurement-based techniques were implemented in this
work: Welch’s method and the subspace method CCA. Welch’s method
provides a spectral estimation, allowing the identification of the domi-
nant modes frequencies. The subspace method CCA builds a state-
space model from which one can extract modes’ frequencies and dam-
ping ratios by applying modal analysis.
The integrated computational application developed to apply the esti-
mation techniques was written with C# language, making use of object
oriented modelling and design patterns basic concepts. The project and
the computational implementation are described in the course of this
work.
The computational application was tested for monitoring electrome-
chanical modes of a test-system and of the Brazilian Interconnected
Power System (BIPS) using synchrophasors from the MedFasee BT
synchronized phasor measurement system. Results show the effective
identification of the monitored oscillation modes with the determina-
tion of the respective frequencies and damping ratios.
Keywords: Electromechanical oscillations, real-time monitoring, syn-
chrophasors.
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1 INTRODUC¸A˜O
O problema de estabilidade em Sistemas de Energia Ele´trica
(SEE) tem reconhecida importaˆncia na operac¸a˜o de SEE desde que
os primeiros geradores s´ıncronos foram interconectados para aumentar
a capacidade e a confiabilidade no suprimento de energia ele´trica [1, 2].
As primeiras definic¸o˜es de estabilidade de SEE estavam relacionadas a`
capacidade de manutenc¸a˜o de sincronismo entre as ma´quinas geradoras
do sistema apo´s uma perturbac¸a˜o. Assim, dizia-se que um SEE apre-
sentava estabilidade transito´ria se, apo´s uma perturbac¸a˜o, as ma´quinas
s´ıncronas continuassem operando em paralelo e com as mesmas veloci-
dades [3].
A` medida que os SEE evolu´ıram com o aumento das interco-
nexo˜es, a utilizac¸a˜o de novas tecnologias e controles, e a operac¸a˜o
sob condic¸o˜es cada vez mais perto dos limites, devido a restric¸o˜es
econoˆmicas e ambientais, novos problemas de estabilidade de sistemas
ele´tricos de grande porte ganharam importaˆncia. Por exemplo, o pro-
blema de estabilidade angular a pequenas perturbac¸o˜es e os problemas
de estabilidade de tensa˜o e de frequeˆncia [4].
O problema de estabilidade angular envolve o estudo das os-
cilac¸o˜es eletromecaˆnicas, fenoˆmenos de ocorreˆncia natural nos SEE ori-
ginados por diferentes formas de interac¸a˜o entre as ma´quinas s´ıncronas
que compo˜em o sistema [2, 5]. O conhecimento preciso das carac-
ter´ısticas das oscilac¸o˜es eletromecaˆnicas fornece informac¸o˜es essenciais
acerca das condic¸o˜es de estabilidade dos SEE [6], permitindo a sinto-
nizac¸a˜o de controladores responsa´veis pela eliminac¸a˜o dessas oscilac¸o˜es.
Dessa forma, as corretas identificac¸a˜o e caracterizac¸a˜o dessas oscilac¸o˜es
sa˜o primordiais para a manutenc¸a˜o da seguranc¸a dinaˆmica dos siste-
mas.
Tradicionalmente, estudos de estabilidade angular dependiam da
modelagem matema´tica de SEE. Ou seja, um modelo matema´tico era
constru´ıdo conectando os modelos dos geradores aos modelos das li-
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nhas de transmissa˜o e esses aos modelos das cargas [7]. Com o modelo
matema´tico completo do sistema realizavam-se simulac¸o˜es a fim de ve-
rificar as condic¸o˜es de estabilidade para diversos tipos de perturbac¸o˜es.
No entanto, a precisa˜o das estimativas depende da precisa˜o do
modelo matema´tico constru´ıdo. No caso do blecaute do dia 10 de agosto
de 1996 na costa oeste dos Estados Unidos [8], o modelo mostrou-se
inadequado sob as condic¸o˜es que resultaram no evento [5]. Com isso,
as simulac¸o˜es realizadas na˜o indicaram a falta de amortecimento que
resultou em oscilac¸o˜es crescentes resultando na atuac¸a˜o de esquemas
de protec¸a˜o e no consequente colapso do sistema.
Frente a`s dificuldades relatadas pela abordagem tradicional de
estimac¸a˜o modal, nas duas u´ltimas de´cadas, va´rias te´cnicas de identi-
ficac¸a˜o de sistemas e processamento de sinais veˆm sendo desenvolvidas
para a estimac¸a˜o dos modos de oscilac¸a˜o a partir de medidas dos sis-
temas. Esses me´todos beneficiam-se do fato de que na˜o necessitam
de um modelo detalhado do sistema, consistindo em uma interessante
alternativa a` abordagem cla´ssica de estimac¸a˜o dos modos [5, 9, 10].
O desenvolvimento dessas te´cnicas foi impulsionado pela cres-
cente implementac¸a˜o de Sistemas de Medic¸a˜o Fasorial Sincronizada
(SPMS – Synchronized Phasor Measurement Systems) em diversos pa´ı-
ses. As medidas fasoriais sincronizadas (sincrofasores) fornecidas por
esses sistemas permitem o monitoramento da dinaˆmica dos SEE, pos-
sibilitando a extrac¸a˜o dos melhores desempenhos das te´cnicas de pro-
cessamento de sinais e identificac¸a˜o de sistemas em ana´lises modais.
1.1 SISTEMAS DE MEDIC¸A˜O FASORIAL SINCRONIZADA
Os SPMS, desenvolvidos ao longo das u´ltimas duas de´cadas, sa˜o
reconhecidos como uma das ferramentas essenciais aos centros de con-
trole atuais dos SEE. Os SPMS sa˜o compostos basicamente por uni-
dades de medic¸a˜o fasorial (PMUs – Phasor Measurement Units) co-
nectadas a um Concentrador de Dados Fasoriais (PDC – Phasor Data
Concentrator) por meio de canais de comunicac¸a˜o [11]. A estrutura
1.1 Sistemas de Medic¸a˜o Fasorial Sincronizada 25
ba´sica dos SPMS pode ser visualizada na Figura 1.
Figura 1 – Estrutura ba´sica dos SPMS [12].
A PMU e´ o elemento base dos SPMS, responsa´vel por realizar
a aquisic¸a˜o de grandezas fasoriais diretamente na forma de fasores sin-
cronizados no tempo (sincrofasores). A fonte de sincronizac¸a˜o mais
comumente utilizada pelas PMUs e´ o sinal temporal fornecido pelo
GPS (Global Positioning System), devido a` alta precisa˜o (1 microsse-
gundo ou superior). Ale´m da sincronizac¸a˜o temporal, a alta taxa de
aquisic¸a˜o (ate´ 60 fasores por segundo) e´ uma caracter´ıstica importante
das medic¸o˜es realizadas pelas PMUs.
Os sincrofasores sa˜o enviados pelas PMUs por meio de canais
de comunicac¸a˜o ate´ o PDC. Como todas as medidas recebem etiquetas
de tempo na fonte de medic¸a˜o, a velocidade de transmissa˜o dos canais
de comunicac¸a˜o na˜o e´ um paraˆmetro cr´ıtico para a integridade dos
dados. Ou seja, atrasos na transmissa˜o na˜o comprometem o trabalho
do PDC de organizar os dados recebidos, ja´ que o alinhamento das
medidas e´ feito baseado nas etiquetas de tempo atribu´ıdas a`s medidas
pelas PMUs [13]. Ale´m de receber e organizar as medidas segundo suas
etiquetas de tempo, o PDC e´ responsa´vel pelo armazenamento e pela
disponibilizac¸a˜o dos dados para aplicac¸o˜es off-line e em tempo real.
Os registros fasoriais dos SPMS veˆm sendo utilizados em inu´me-
ras aplicac¸o˜es, tais como: ana´lise de perturbac¸o˜es, identificac¸a˜o de os-
cilac¸o˜es, validac¸a˜o de modelos de simulac¸a˜o, estimac¸a˜o de estados, loca-
lizac¸a˜o de faltas e va´rias outras aplicac¸o˜es de monitoramento, protec¸a˜o
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e ate´ mesmo controle [13].
1.1.1 O SPMS MedFasee BT
O SPMS MedFasee BT faz parte dos desenvolvimentos do Pro-
jeto MedFasee, iniciado em 2003 no Laborato´rio de Planejamento de
Sistemas de Energia Ele´trica (LabPlan) da Universidade Federal de
Santa Catarina (UFSC), com o objetivo de desenvolver a tecnologia de
medic¸a˜o fasorial no Brasil [14, 15]. O SPMS MedFasee BT possui uma
rede de PMUs instaladas em universidades do pa´ıs monitorando a rede
ele´trica a partir de medic¸o˜es em baixa tensa˜o. Atualmente, o sistema
conta com 23 PMUs enviando seus registros fasoriais ao PDC insta-
lado no LabPlan, em Floriano´polis. Na Figura 2 pode-se visualizar a
localizac¸a˜o das PMUs que compo˜em o SPMS MedFasee BT.
Figura 2 – SPMS MedFasee BT.
Os dados deste sistema veˆm sendo utilizados pelo Operador Na-
cional do Sistema (ONS) desde o ano de 2009 (com estabelecimento
de uma parceria formal em 2011) em ana´lises post-mortem de grandes
perturbac¸o˜es e outros eventos no Sistema Interligado Nacional (SIN).
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Neste trabalho, os registros fasoriais do SPMS MedFasee BT foram em-
pregados para a aplicac¸a˜o de te´cnicas de identificac¸a˜o de sistemas e pro-
cessamento de sinais no monitoramento de oscilac¸o˜es eletromecaˆnicas
no SIN.
1.2 OBJETIVOS
O objetivo principal deste trabalho e´ o desenvolvimento de me-
todologias e ferramentas computacionais para o monitoramento e a
identificac¸a˜o, em tempo real, de modos de oscilac¸o˜es eletromecaˆnicas
com a utilizac¸a˜o de sincrofasores.
A metodologia utilizada para a obtenc¸a˜o desse objetivo e´ cons-
titu´ıda dos seguintes itens:
• Implementar em um aplicativo computacional a aquisic¸a˜o e a
interpretac¸a˜o em tempo real de pacotes de medidas fasoriais.
• Implementar e avaliar diferentes metodologias de identificac¸a˜o
de sistemas e processamento de sinais em aplicac¸o˜es de moni-
toramento de modos de oscilac¸o˜es eletromecaˆnicas em SEE.
• Realizar o monitoramento de modos de oscilac¸o˜es eletromecaˆni-
cas em um sistema-teste atrave´s de simulac¸o˜es e no SIN atrave´s
de registros fasoriais reais do SPMS MedFasee BT.
1.3 ESTRUTURA DO TEXTO
Os cap´ıtulos seguintes a este esta˜o organizados da seguinte forma:
• Cap´ıtulo 2: Estabilidade angular a pequenas perturbac¸o˜es.
Os principais conceitos acerca dos modos de oscilac¸o˜es ele-
tromecaˆnicas sa˜o apresentados, bem como, suas classificac¸o˜es.
Ale´m disso, apresenta-se a teoria de ana´lise de estabilidade
angular a pequenas perturbac¸o˜es utilizada na caracterizac¸a˜o
dos modos de oscilac¸a˜o de um SEE.
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• Cap´ıtulo 3: Estimac¸a˜o de modos eletromecaˆnicos baseada em
medidas. Neste cap´ıtulo sa˜o abordadas as principais metodo-
logias de identificac¸a˜o de sistemas utilizadas na caracterizac¸a˜o
de modos de oscilac¸o˜es eletromecaˆnicas em SEE. Os me´todos
sa˜o classificados como parame´tricos e na˜o-parame´tricos e os
conceitos principais das duas classes sa˜o expostos. Ale´m disso,
apresentam-se as formulac¸o˜es de dois me´todos de identificac¸a˜o
implementados neste trabalho.
• Cap´ıtulo 4: Projeto do Aplicativo Computacional. No cap´ıtu-
lo 4 discute-se o projeto de um aplicativo computacional de
monitoramento em tempo real da dinaˆmica de SEE com a uti-
lizac¸a˜o de sincrofasores. Nesse sentido, expo˜em-se as te´cnicas
utilizadas nos diversos processos realizados pelo aplicativo,
desde a aquisic¸a˜o das grandezas fasoriais em tempo real a`
aplicac¸a˜o dos me´todos de identificac¸a˜o de modos de oscilac¸o˜es
eletromecaˆnicas.
• Cap´ıtulo 5: Modelagem e Implementac¸a˜o Computacional. A
implementac¸a˜o computacional do projeto de aplicativo de mo-
nitoramento exposto no Cap´ıtulo 4 e´ descrita. Para isso, sa˜o
apresentados conceitos de Modelagem Orientada a Objetos e
de padro˜es de projeto. O projeto de aplicativo computacio-
nal implementado e´ detalhado, com a descric¸a˜o das principais
classes e seus relacionamentos.
• Cap´ıtulo 6: Experimentos e Resultados. Primeiramente, sa˜o
realizados experimentos com sinais de um sistema-teste, para
que se possa validar as metodologias de identificac¸a˜o e verificar
a influeˆncia de certos paraˆmetros na qualidade dos resultados.
Na sequeˆncia, o aplicativo desenvolvido e´ utilizado em ana´lises
de registros fasoriais reais, para o acompanhamento de dois
modos de oscilac¸o˜es eletromecaˆnicas intera´rea do SIN. Os re-
sultados encontrados com os experimentos sa˜o apresentados e
discutidos. Ha´ tambe´m uma sec¸a˜o tratando especificamente
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do desempenho computacional do aplicativo.
• Cap´ıtulo 7: Concluso˜es e Sugesto˜es para Trabalhos Futuros.
No cap´ıtulo 7 esta˜o reunidas as principais concluso˜es obtidas
com a realizac¸a˜o do trabalho. Ale´m disso, listam-se sugesto˜es
para o desenvolvimento de novos trabalhos na mesma linha de
pesquisa.
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2 ESTABILIDADE ANGULAR A PEQUENAS
PERTURBAC¸O˜ES
2.1 INTRODUC¸A˜O
Os SEE esta˜o entre os sistemas dinaˆmicos mais complexos cri-
ados pelo homem [6, 16]. A natureza dinaˆmica dos SEE e´ na˜o-linear,
ditada por conjuntos de equac¸o˜es diferenciais ordina´rias de 2ª ordem.
No entanto, para estudos de estabilidade a pequenas perturbac¸o˜es e´
poss´ıvel linearizar esse conjunto de equac¸o˜es em torno de um ponto
de operac¸a˜o. A partir do modelo linearizado pode-se enta˜o empregar
ana´lise modal para a caracterizac¸a˜o das oscilac¸o˜es eletromecaˆnicas do
sistema.
Neste cap´ıtulo apresenta-se a classificac¸a˜o tradicional das os-
cilac¸o˜es eletromecaˆnicas, levando em conta as interac¸o˜es que as origi-
nam. Na sequeˆncia apresenta-se a ana´lise modal de sistemas lineariza-
dos constru´ıdos para estudos de estabilidade a pequenas perturbac¸o˜es.
A formulac¸a˜o apresentada permite a caracterizac¸a˜o das oscilac¸o˜es ele-
tromecaˆnicas por meio de suas frequeˆncias de oscilac¸a˜o e taxas de amor-
tecimento.
2.2 MODOS DE OSCILAC¸O˜ES ELETROMECAˆNICAS
Basicamente, os modos que ditam as oscilac¸o˜es eletromecaˆnicas
sa˜o classificados em treˆs categorias, de acordo com o tipo de interac¸a˜o
entre as ma´quinas s´ıncronas que os originam1:
• Modos intraplanta: relacionados a oscilac¸o˜es entre ma´quinas
de uma mesma usina, situam-se na faixa de frequeˆncias de 2
a 2,5 Hz;
1Existem ainda as classes de modos torsionais e de controle, que na˜o fazem parte
do escopo deste trabalho. Detalhes acerca dessas classes tambe´m podem ser obtidos
em [2].
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• Modos locais: geralmente com frequeˆncias na faixa de 1
a 2 Hz [17], ocorrem devido a oscilac¸o˜es entre uma ou mais
ma´quinas de uma usina e as demais usinas da mesma a´rea ou
do sistema;
• Modos intera´rea: associados a oscilac¸o˜es entre o conjunto
de ma´quinas de uma a´rea e um ou mais conjuntos de ma´quinas
de outras a´reas do sistema. Por envolverem grandes ine´rcias
as frequeˆncias observadas sa˜o baixas, na ordem de 0,2 a 1,0
Hz [17].
A descric¸a˜o completa de um modo de oscilac¸a˜o e´ composta, ale´m
de sua frequeˆncia de oscilac¸a˜o, pelo seu amortecimento e forma modal
(mode-shape) [1, 2]. Os valores de frequeˆncia e amortecimento dos
modos sa˜o indicadores muito u´teis acerca das condic¸o˜es operativas dos
SEE [6, 18], em geral decaindo em condic¸o˜es de maior estresse [19].
Quando a transfereˆncia de poteˆncia entre a´reas do sistema e´ muito alta
ou a capacidade da rede e´ reduzida, por exemplo, o amortecimento
do modo de oscilac¸a˜o intera´rea relacionado pode cair drasticamente
resultando em oscilac¸o˜es crescentes. Um famoso exemplo pra´tico desse
cena´rio, muito utilizado na literatura, e´ o do blecaute do dia 10 de
agosto de 1996 na costa oeste dos Estados Unidos [8].
Devido ao fato de que os SEE sa˜o constantemente excitados por
pequenas variac¸o˜es aleato´rias da carga, os modos de oscilac¸a˜o na˜o po-
dem ser diretamente medidos, mas sim estimados [20]. Tradicional-
mente, a estimac¸a˜o dos modos de oscilac¸a˜o baseia-se na ana´lise modal
de modelos linearizados dos sistemas, constru´ıdos para estudos de es-
tabilidade angular a pequenas perturbac¸o˜es.
2.3 ANA´LISE DE ESTABILIDADE ANGULAR A PEQUENAS PER-
TURBAC¸O˜ES
A teoria utilizada para a obtenc¸a˜o dos modos de oscilac¸a˜o que
caracterizam um sistema linearizado sob a forma de espac¸o de estados
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e´ apresentada nesta sec¸a˜o, podendo ser encontrada em [1, 2].
2.3.1 Representac¸a˜o em espac¸o de estados
Os SEE sa˜o sistemas de comportamento dinaˆmico altamente
complexo, apresentando elevado grau de na˜o-linearidades. No entanto,
em ana´lises de estabilidade a pequenas perturbac¸o˜es, representa-se o
SEE como um conjunto de equac¸o˜es diferenciais linearizadas em torno
de um ponto de operac¸a˜o, conforme:
∆x˙ = A∆x + B∆u, (2.1a)
∆y = C∆x + D∆u, (2.1b)
onde:
∆x ∈ Rn e´ o vetor de estados;
∆y ∈ Rl e´ o vetor de sa´ıda;
∆u ∈ Rr e´ o vetor de entrada;
A ∈ Rn×n e´ a matriz de estados;
B ∈ Rn×r e´ a matriz de entrada;
C ∈ Rl×n e´ a matriz de sa´ıda;
D ∈ Rl×r e´ a matriz que define a proporc¸a˜o da entrada que apa-
rece diretamente na sa´ıda.
Aplicando a transformada de Laplace em (2.1a) e (2.1b), obteˆm-
se as equac¸o˜es de estado no domı´nio da frequeˆncia:
s∆x(s)−∆x(0) = A∆x(s) + B∆u(s), (2.2a)
∆y(s) = C∆x(s) + D∆u(s). (2.2b)
Rearranjando a Equac¸a˜o (2.2a), obte´m-se:
∆x(s) =
adj(sI−A)
det(sI−A) [∆x(0) + B∆u(s)]. (2.3)
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Substituindo esse resultado na Equac¸a˜o (2.2b), obte´m-se
∆y(s) = C
adj(sI−A)
det(sI−A) [∆x(0) + B∆u(s)] + D∆u(s). (2.4)
Os polos de ∆x(s) e ∆y(s) sa˜o as ra´ızes da equac¸a˜o:
det(sI−A) = 0. (2.5)
Os valores de s que satisfazem a Equac¸a˜o (2.5) sa˜o os autovalores de
A. Analisar a estabilidade a pequenas perturbac¸o˜es de um SEE, cor-
responde a analisar os autovalores da matriz A.
2.3.2 Autovalores da matriz de estados
Os autovalores da matriz A sa˜o os valores λ para os quais existem
soluc¸o˜es na˜o-triviais (ou seja, com φ 6= 0) na seguinte equac¸a˜o:
Aφ = λφ. (2.6)
Para sistemas f´ısicos, como um SEE, a matriz A e´ real. Com isso,
seus autovalores podem ser nu´meros reais, ou pares de nu´meros comple-
xos conjugados. Autovalores reais representam modos na˜o-oscilato´rios,
enquanto autovalores dados por pares de complexos conjugados repre-
sentam modos oscilato´rios [2].
Para um autovalor λ representado por um par de complexos
conjugados na forma:
λ = σ ± jω. (2.7)
A frequeˆncia de oscilac¸a˜o, em Hertz, do modo e´ obtida a partir da
componente imagina´ria do autovalor, por meio de:
f =
ω
2pi
. (2.8)
A taxa de amortecimento do modo pode ser encontrada utilizando:
ζ =
−σ√
(σ)2 + (ω)2
. (2.9)
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Pela Equac¸a˜o (2.9), constata-se que autovalores com parte real nega-
tiva representam oscilac¸o˜es amortecidas, enquanto que autovalores com
parte real positiva representam oscilac¸o˜es de amplitude crescente.
2.3.3 Autovetores da matriz de estados
Para qualquer autovalor λi, o vetor-coluna φi que satisfaz a
Equac¸a˜o (2.6) e´ chamado de “autovetor a direita” de A associado ao
autovalor λi. O autovetor a direita φi possui a seguinte forma, sendo
n a ordem do sistema:
φi =

φ1i
...
φni
 . (2.10)
Os elementos dos autovetores a direita fornecem a atividade das
varia´veis de estado quando o modo associado ao autovetor e´ excitado.
As magnitudes relativas dos elementos de φi fornecem as intensidades
das atividades das varia´veis de estado no i-e´simo modo, enquanto que os
aˆngulos dos elementos fornecem os deslocamentos de fase das varia´veis
de estado com respeito ao modo.
2.3.4 Relac¸a˜o entre representac¸a˜o em espac¸o de estados e fun-
c¸o˜es de transfereˆncia
A representac¸a˜o em espac¸o de estados trata na˜o apenas das pro-
priedades de entrada e sa´ıda de um sistema mas de seu comporta-
mento interno completo. Diferentemente, a representac¸a˜o de func¸a˜o de
transfereˆncia especifica apenas o comportamento de entrada/sa´ıda do
sistema. Nesse sentido, a representac¸a˜o em espac¸o de estados e´ uma
descric¸a˜o mais completa do sistema [2]. No entanto, para estudos de
controle o interesse esta´ na elaborac¸a˜o de uma func¸a˜o de transfereˆncia
de malha aberta entre varia´veis espec´ıficas.
A fim de observar a relac¸a˜o entre a matriz de estados, e seus
36 2. Estabilidade angular a pequenas perturbac¸o˜es
autovalores e autovetores, com a func¸a˜o de transfereˆncia entre y e u,
as Equac¸o˜es (2.1a) e (2.1b) sa˜o reescritas como:
∆x˙ = A∆x + b∆u, (2.11a)
∆y = c∆x. (2.11b)
onde A e´ a matriz de estados, ∆x e´ o vetor de estados, ∆u e´ uma
entrada u´nica, ∆y e´ uma sa´ıda u´nica, c e´ um vetor linha e b e´ um
vetor coluna. Assume-se que y na˜o e´ uma func¸a˜o direta de u, ou seja,
na Equac¸a˜o (2.1a) D = 0.
A func¸a˜o transfereˆncia do sistema representado por (2.11a) e
(2.11b) e´ dada por [2, 21]:
G(s) =
∆y(s)
∆u(s)
= c(sI−A)−1b. (2.12)
Realizando a expansa˜o em frac¸o˜es parciais dessa func¸a˜o trans-
fereˆncia e utilizando as propriedades da matriz de estados, obte´m-se a
seguinte representac¸a˜o:
G(s) =
n∑
i=1
Ri
s− λi , (2.13)
onde o res´ıduo Ri de G(s) relacionado a λi e´ obtido por:
Ri = cφiψib, (2.14)
sendo φi e ψi os autovetores a` direita e a` esquerda associados a λi [2].
Pode-se ver que os polos de G(s) sa˜o dados pelos autovalores
de A (caso na˜o ocorram cancelamentos entre polos e zeros na func¸a˜o
de transfereˆncia). Essa relac¸a˜o entre a representac¸a˜o em espac¸o de
estados e func¸o˜es de transfereˆncia e´ u´til para me´todos de identificac¸a˜o
de modos de oscilac¸a˜o que na˜o obteˆm a matriz de estados do sistema
propriamente dita, mas apenas os res´ıduos complexos relacionados aos
autovalores da matriz de estados (Equac¸a˜o (2.14)). Um exemplo sa˜o
os me´todos de reconstruc¸a˜o de sinais, que utilizam esses res´ıduos para
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reconstruir os sinais em ana´lise (mais detalhes acerca dos me´todos de
identificac¸a˜o sa˜o apresentados no Cap´ıtulo 3).
Basicamente, esse processo de reconstruc¸a˜o de sinais por meio
dos res´ıduos apoia-se na seguinte formulac¸a˜o. Ao aplicar um impulso
na entrada do sistema representado por (2.11a) e (2.11b), as m sa´ıdas
sa˜o dadas por:
yj(t) =
n∑
i=1
Rie
λit j = 1, . . . ,m (2.15)
Mesmo que a entrada na˜o seja um impulso, por exemplo, no
caso de um degrau, a resposta linearizada dos sistema sera´ uma soma
de exponenciais. A forma discreta da Equac¸a˜o (2.15), considerando
y(t) amostrada a per´ıodos constantes ∆t, e´ dada por:
y(k) =
n∑
i=1
Riz
k
i (2.16)
onde zi = e
λi∆t [21].
2.4 COMENTA´RIOS FINAIS
Neste cap´ıtulo foram apresentadas as caracter´ısticas principais
dos modos eletromecaˆnicos em SEE. Ale´m disso, foram mostradas as
ferramentas de sistemas lineares empregadas para a ana´lise modal da
matriz de estados de sistemas representados sob a forma de espac¸o
de estados. Essas te´cnicas conduzem a` obtenc¸a˜o de importantes in-
formac¸o˜es acerca dos modos de oscilac¸a˜o presentes em SEE. No cap´ıtulo
seguinte as te´cnicas apresentadas sa˜o revisitadas para a identificac¸a˜o de
modos eletromecaˆnicos unicamente a partir de medidas do sistema.
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3 ESTIMAC¸A˜O DE MODOS ELETROMECAˆNICOS
BASEADA EM MEDIDAS
3.1 INTRODUC¸A˜O
Neste cap´ıtulo as te´cnicas de identificac¸a˜o de modos eletromecaˆ-
nicos baseadas em medidas sa˜o discutidas. Primeiramente, as te´cnicas
sa˜o classificadas. A seguir, apresentam-se as caracter´ısticas dos grupos
de te´cnicas classificados. Ale´m disso, duas te´cnicas, implementadas
neste trabalho, teˆm seus algoritmos apresentados.
3.2 CONCEITOS GERAIS
A partir da ana´lise de modelos em espac¸o de estados lineariza-
dos, pode-se obter as caracter´ısticas modais de um sistema, conforme
apresentado no Cap´ıtulo 2. Basicamente, dois caminhos podem ser
seguidos para a construc¸a˜o desses modelos. O primeiro consiste na
modelagem matema´tica do SEE, ou seja, por meio das equac¸o˜es di-
ferenciais (domı´nio de tempo cont´ınuo) ou das equac¸o˜es de diferenc¸as
(domı´nio de tempo discreto) que regem os sistemas. Esses modelos sa˜o
ta˜o precisos quanto complexos, pois levam em conta muitos aspectos
do sistema sendo modelado [22].
O segundo caminho baseia-se em te´cnicas de identificac¸a˜o de sis-
temas, que consistem na modelagem de sistemas dinaˆmicos por meio
de observac¸a˜o de medidas do sistema (entradas e/ou sa´ıdas). Ou seja,
uma se´rie de dados e´ monitorada, um certo modelo parametrizado
e´ pre´-definido e valores nume´ricos adequados sa˜o atribu´ıdos a esses
paraˆmetros para que se possa chegar o mais perto poss´ıvel dos da-
dos registrados. Nesse sentido, a identificac¸a˜o de sistemas e´ o ana´logo
dinaˆmico do ajuste de curvas (curve fitting). Essas te´cnicas admitem
perdas em precisa˜o nos resultados em troca de grandes ganhos em sim-
plificac¸a˜o na obtenc¸a˜o dos modelos [22].
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Ale´m da identificac¸a˜o de sistemas por meio de modelos para-
metrizados obtidos atrave´s de dados do sistema, te´cnicas de proces-
samento de sinais compo˜em o arcabouc¸o de me´todos de estimac¸a˜o de
modos eletromecaˆnicos baseados em medidas. Com essas te´cnicas e´
poss´ıvel realizar ana´lises de correlac¸a˜o ou estimac¸a˜o espectral [23], per-
mitindo a obtenc¸a˜o de caracter´ısticas importantes acerca dos modos
eletromecaˆnicos dominantes de um SEE.
A aplicac¸a˜o de todas essas te´cnicas de estimac¸a˜o de modos eletro-
mecaˆnicos baseadas em medidas deve considerar a natureza estoca´stica
dos SEE, uma vez que esses sistemas sa˜o continuamente excitados por
entradas aleato´rias. Em raza˜o dessa natureza estoca´stica, nenhum algo-
ritmo pode estimar exatamente as propriedades modais de um sistema
a partir de um conjunto finito de medidas. Sempre havera´ um erro
associado a` estimativa [17].
Ale´m disso, o desempenho dessas te´cnicas depende da disponi-
bilidade e da qualidade das medidas empregadas. Neste sentido, a uti-
lizac¸a˜o de sincrofasores constitui-se em uma excelente alternativa [19].
No entanto, para a obtenc¸a˜o de bons resultados nas estimac¸o˜es, deve-se
escolher a metodologia mais adequada de acordo com o per´ıodo de da-
dos fasoriais em ana´lise, que pode ser de dados de grandes perturbac¸o˜es
(ringdown) ou de dados de ambiente (ambient data). Os primeiros
per´ıodos sa˜o aqueles subsequentes a` ocorreˆncia de uma perturbac¸a˜o
expressiva no sistema ele´trico, como uma perda de gerac¸a˜o/carga ou
o desligamento de uma linha de transmissa˜o. Os per´ıodos de dados
de ambiente correspondem a` operac¸a˜o normal do sistema, nos quais
observam-se apenas pequenas variac¸o˜es aleato´rias na carga do sistema
[17].
A identificac¸a˜o de modos de oscilac¸a˜o em per´ıodos de dados de
grandes perturbac¸o˜es ja´ e´ um tema razoavelmente consolidado [17],
sendo o me´todo de Prony [24] o mais utilizado ao longo dos anos neste
tipo de ana´lise. Por outro lado, a identificac¸a˜o de modos de oscilac¸a˜o em
per´ıodos de dados de ambiente ainda se encontra em desenvolvimento
por se tratar de um problema mais complexo.
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A ana´lise de sinais em per´ıodos de dados de ambiente revela
a presenc¸a de um ru´ıdo ambiente de n´ıvel constante no sistema. A
hipo´tese considerada e´ que esse ru´ıdo e´ resultado de pequenas variac¸o˜es
na carga, que agem como excitac¸a˜o de baixa amplitude aos modos ele-
tromecaˆnicos do sistema. Assumindo que essas variac¸o˜es sejam mode-
ladas como ru´ıdo branco em uma janela de ana´lise e´ poss´ıvel estimar
as caracter´ısticas modais dos sistemas a partir dos sinais de dados de
ambiente [25].
3.3 CLASSIFICAC¸A˜O DOS ME´TODOS DE ESTIMAC¸A˜O
Apesar de ser comum classificar os me´todos de identificac¸a˜o se-
guindo o crite´rio de aplicabilidade – em per´ıodos de dados de grandes
perturbac¸o˜es e dados de ambiente – pode-se levar em conta outros fa-
tores, como a abordagem de resoluc¸a˜o do problema, conforme adotado
em [26]. Nesse caso, os me´todos de identificac¸a˜o sa˜o classificados basi-
camente como parame´tricos e na˜o-parame´tricos. A Figura 3 mostra al-
guns dos me´todos empregados na estimac¸a˜o de modos eletromecaˆnicos
de acordo com essa classificac¸a˜o.
Métodos de identificação de 
modos eletromecânicos
Não-
paramétricos
Paramétricos
Estimação 
espectral
Correlação
Reconstrução 
do sinal
Estimação do 
modelo linear
DFT
Welch
Wiener-Hopf
Prony
HTLS
Matriz Pencil
Yule-Walker
Subespaço de 
estados
Figura 3 – Classificac¸a˜o dos me´todos de estimac¸a˜o de modos eletro-
mecaˆnicos. Adaptado de [26].
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3.3.1 Me´todos na˜o-parame´tricos
Os me´todos na˜o-parame´tricos sa˜o bons pontos de partida para
uma primeira verificac¸a˜o dos modos de oscilac¸a˜o presentes nos sinais em
ana´lise. Esses me´todos na˜o fazem quaisquer hipo´teses acerca do modelo
que representa o sistema em estudo e, por isso, sa˜o muito robustos [17].
E´ interessante utilizar os resultados de me´todos na˜o-parame´tricos para
uma verificac¸a˜o cruzada com os resultados obtidos pela estimac¸a˜o de
modos por meio de me´todos parame´tricos [9].
Os me´todos na˜o-parame´tricos podem atuar tanto no domı´nio
do tempo quanto no domı´nio da frequeˆncia. No domı´nio do tempo a
ana´lise e´ realizada diretamente no conjunto de medidas obtidas do sis-
tema enquanto que a ana´lise no domı´nio da frequeˆncia requer o ca´lculo
de func¸o˜es de densidade espectral [5]. O me´todo na˜o-parame´trico com
mais ampla utilizac¸a˜o em trabalhos relacionados a` estimac¸a˜o de os-
cilac¸o˜es eletromecaˆnicas e´ o me´todo de Welch [27], com o qual podem
ser obtidas as func¸o˜es de densidade espectral dos sinais. Uma des-
vantagem do me´todo e´ que na˜o se obte´m qualquer estimativa sobre o
amortecimento dos modos de oscilac¸a˜o [6, 17].
Outros me´todos na˜o-parame´tricos aplicados em identificac¸a˜o de
modos de oscilac¸a˜o em SEE sa˜o a tradicional Transformada Discreta
de Fourier (DFT - Discrete Fourier Transform) [28], a Transformada
de Wavelet [29] e a Transformada de Hilbert [30]. Todas essas te´cnicas
trabalham no domı´nio da frequeˆncia, decompondo os espectros dos si-
nais analisados. A DFT decompo˜e o sinal em uma soma de seno´ides,
sendo a simples e ra´pida implementac¸a˜o, por meio do algoritmo de FFT
(Fast Fourier Transform), sua principal vantagem. A Transformada de
Wavelet decompo˜e o sinal em termos de uma “func¸a˜o-ma˜e” escolhida
previamente e tem como vantagem em relac¸a˜o a` DFT o fornecimento de
informac¸o˜es temporais de surgimento e desaparecimento de oscilac¸o˜es
nos sinais em ana´lise [31]. A Transformada de Hilbert decompo˜e o sinal
em func¸o˜es que representam oscilac¸o˜es variantes no tempo, com isso,
pode ser empregada em estudos de sinais na˜o-estaciona´rios.
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Ale´m dessas te´cnicas de estimac¸a˜o espectral, te´cnicas de filtra-
gem podem ser empregadas, como no caso de ana´lises por meio das
equac¸o˜es de Wiener-Hopf [32]. Neste caso, um “filtro branqueador”
(whitening filter) e´ constru´ıdo utilizando como entrada um per´ıodo
de dados de ambiente para resolver as equac¸o˜es de predic¸a˜o linear de
Wiener-Hopf. As ra´ızes dominantes do filtro sa˜o as estimativas dos
modos do sistema [25].
Neste trabalho o me´todo de Welch foi implementado para a ve-
rificac¸a˜o cruzada com os resultados da estimac¸a˜o por um me´todo pa-
rame´trico de subespac¸o de estados (apresentado mais adiante na sec¸a˜o
3.3.2). O algoritmo implementado para o me´todo de Welch e´ apresen-
tado a seguir.
3.3.1.1 Me´todo de Welch
O me´todo de Welch apresentado em [27] e´ descrito como um
algoritmo para o ca´lculo da densidade espectral de sinais pela aplicac¸a˜o
do algoritmo de FFT. Para isso, o me´todo envolve o seccionamento do
sinal em ana´lise, o ca´lculo de periodogramas modificados das sec¸o˜es e
a me´dia desses periodogramas modificados [23].
Considere-se a amostra de dados y(j), j = 0, 1, ..., N − 1 de uma
sequeˆncia estaciona´ria, estoca´stica, de segunda ordem. Divide-se essa
sequeˆncia em segmentos de comprimento L, com seus in´ıcios separados
por D amostras, sendo D ≤ L. Ou seja, admite-se sobreposic¸a˜o entre
segmentos adjacentes, conforme mostrado na Figura 4 [27]. Conside-
rando K segmentos tem-se:
y1(j) = y(j), j = 0, . . . , L− 1. (3.1a)
Da mesma forma:
y2(j) = y(j +D), j = 0, . . . , L− 1. (3.1b)
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Finalmente:
yk(j) = y(j + (K − 1)D), j = 0, . . . , L− 1. (3.1c)
Figura 4 – Segmentac¸a˜o no sinal.
Para cada um desses segmentos de comprimento L calcula-se
um periodograma modificado. Isto e´, seleciona-se uma janela de dados
com coeficientes w(j), sendo j = 0, . . . , L−1; e formam-se as sequeˆncias
y1(j)w(j), . . . , yK(j)w(j). Enta˜o, obte´m-se as transformadas de Fourier
A1(n), . . . , AK(n) dessas sequeˆncias por:
Ak(n) =
1
L
L−1∑
j=0
yk(j)w(j)e
−2kijn/L, (3.2)
onde i = (−1)1/2. Finalmente, os K periodogramas modificados sa˜o
obtidos pela seguinte equac¸a˜o:
Ik(fn) =
L
U
|Ak(n)|2 , k = 1, 2, . . . ,K; (3.3)
onde
fn =
n
L
, n = 0, . . . , L/2; (3.4)
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e
U =
1
L
L−1∑
j=0
w2(j). (3.5)
Para a janela retangular, por exemplo, U = 1. A estimativa da
densidade espectral e´ a me´dia dos periodogramas obtidos e pode ser
escrita como:
Pˆ (fn) =
1
K
K∑
k=1
Ik(fn). (3.6)
3.3.2 Me´todos parame´tricos
Os me´todos parame´tricos assumem um modelo para a repre-
sentac¸a˜o do sistema em ana´lise cujos paraˆmetros sa˜o estimados a par-
tir de um conjunto de medidas do pro´prio sistema. Assim como na
abordagem cla´ssica de estimac¸a˜o dos modos de oscilac¸a˜o, parte-se da
hipo´tese de que o sistema pode ser linearizado em torno de um ponto
de operac¸a˜o para estudos de estabilidade a pequenas perturbac¸o˜es [5].
A diferenc¸a e´ que nesse caso na˜o ha´ a necessidade da modelagem ma-
tema´tica do sistema ja´ que o modelo linear e´ obtido apenas atrave´s das
medidas. Como parte-se geralmente de um longo conjunto de dados e
estima-se alguns poucos paraˆmetros do modelo, esses me´todos resultam
em uma grande reduc¸a˜o na quantidade de dados [9].
O me´todo de Prony e´ o me´todo parame´trico mais amplamente
utilizado na estimac¸a˜o de modos de oscilac¸a˜o. O modelo admitido
pelo me´todo de Prony e´ uma soma de seno´ides amortecidas. Outros
me´todos que trabalham com esse modelo sa˜o o me´todo da Matriz Pen-
cil e o me´todo HTLS (Hankel Total Least Squares) [21, 33]. O modelo
de seno´ides amortecidas representa bem per´ıodos de dados de gran-
des perturbac¸o˜es, no entanto, e´ inadequado em ana´lises de dados de
ambiente.
Os primeiros resultados da aplicac¸a˜o de me´todos parame´tricos
na estimac¸a˜o de modos de oscilac¸a˜o em per´ıodos de dados de ambi-
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ente foram publicados em [25], no qual foi empregado um me´todo da
classe de me´todos Yule-Walker (YW). Desde enta˜o, muitas variac¸o˜es
dos me´todos de YW vem sendo aplicadas na estimac¸a˜o dos modos de
oscilac¸o˜es em SEE [9]. Esses me´todos fazem uso de modelos autorre-
gressivos (AR - autoregressive) simples ou com me´dia mo´vel (ARMA -
autoregressive moving average) para a representac¸a˜o dos sistemas.
Mais recentemente, a classe de me´todos de subespac¸o de espac¸o
de estados vem sendo aplicada na identificac¸a˜o de modos eletromecaˆ-
nicos em per´ıodos de dados de ambiente. O nome “me´todos de su-
bespac¸o” remete ao fato de que as informac¸o˜es utilizadas por esses
me´todos na identificac¸a˜o de sistemas sa˜o obtidas a partir dos espac¸os
linha e coluna de certas matrizes compostas por medidas de entrada
e sa´ıda dos sistemas [22]. Os me´todos de subespac¸o de estados teˆm
como principais vantagens a simplicidade e robustez das te´cnicas ma-
tema´ticas utilizadas em seus algoritmos, e a forma de representac¸a˜o em
espac¸o de estados, muito conveniente para propo´sitos de controle do
sistema estudado [9].
Uma das primeiras aplicac¸o˜es de um me´todo de subespac¸o de
estados nesse tipo de ana´lise foi publicada em [34], com o emprego do
me´todo baseado em Canonical Correlation Analysis - CCA (tambe´m
conhecida por Canonical Variate Analysis - CVA [35]). O Numeri-
cal algorithm for Subspace State Space System IDentification (N4SID)
tambe´m tem sido aplicado com sucesso em per´ıodos de dados de am-
biente para obtenc¸a˜o de um modelo em espac¸o de estados do sistema
[36].
Neste trabalho foi implementado um algoritmo do me´todo de
subespac¸o de estados CCA, para a identificac¸a˜o de modos de oscilac¸a˜o.
Dessa forma, a formulac¸a˜o ba´sica dos me´todos de identificac¸a˜o por
subespac¸o de estados, va´lida para o me´todo de CCA e outros me´todos
de subespac¸o de estados, e´ apresentada com mais detalhes a seguir.
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3.3.2.1 Formulac¸a˜o dos me´todos de subespac¸o de estados
Em [22] foi proposto um teorema unificado para a formulac¸a˜o de
va´rios me´todos de subespac¸o, incluindo CCA, MOESP (Multivariable
Output-Error State sPace), N4SID [37]. Essa formulac¸a˜o e´ va´lida para
a identificac¸a˜o de sistemas puramente estoca´sticos (sem a presenc¸a de
entradas externas). Nesse caso o vetor de entradas u e´ nulo no sistema
representado pelas equac¸o˜es (2.1a) e (2.1b). Considerando a auseˆncia
de entradas externas e admitindo o cara´ter estoca´stico do sistema, sua
representac¸a˜o na forma discreta de espac¸o de estados pode ser escrita
como [38]:
xk+1 = Axk + wk, (3.7a)
yk = Cxk + vk, (3.7b)
onde xk ∈ Rn×1 e´ o vetor de estados, yk ∈ Rl×1 e´ o vetor de sa´ıdas,
wk ∈ Rn×1 e vk ∈ Rl×1 sa˜o vetores de ru´ıdos do processo e das medidas
e A e C sa˜o matrizes com dimenso˜es apropriadas. O problema de
identificac¸a˜o de sistemas puramente estoca´sticos consiste na obtenc¸a˜o
das matrizes do modelo discreto em espac¸o de estados (Equac¸o˜es (3.7a)
e (3.7b)) utilizando apenas dados de sa´ıda do sistema [22, 37]. Uma
representac¸a˜o gra´fica do sistema estoca´stico e´ apresentada na Figura 5,
onde o s´ımbolo ∆ representa um atraso.
Δ 
A
C+ +
wk
xk+1 xk
vk
yk
Figura 5 – Representac¸a˜o de um sistema estoca´stico em espac¸o de es-
tados.
Na˜o e´ o intuito desse texto apresentar todos os detalhes acerca
da teoria de identificac¸a˜o de sistemas com o emprego de me´todos de su-
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bespac¸o de estados. Para aprofundamento no tema, sugere-se a leitura
de [22, 39]. Neste texto apenas os principais passos para a resoluc¸a˜o
do problema de identificac¸a˜o sa˜o apresentados a seguir. O algoritmo
apresentado e utilizado no trabalho e´ baseado em [36].
1. Considere-se uma sequeˆncia de vetores de sa´ıda y0, y1, . . . , yM ,
onde yk ∈ Rl×1 para k = 0, 1, . . . ,M . Com esses dados
constroem-se as seguintes matrizes de bloco de Hankel es-
tendidas (i e´ um inteiro pre´-selecionado maior que n, j e´ de-
terminado por j = M − 2i+ 2):
Yp ≡

y0 y1 . . . yj−1
...
...
. . .
...
yi−1 yi . . . yi+j−2
 ∈ Rli×j , (3.8a)
Yf ≡

yi yi+1 . . . yi+j−1
...
...
. . .
...
y2i−1 y2i . . . y2i+j−2
 ∈ Rli×j . (3.8b)
2. Calcular a projec¸a˜o
Oi ≡ Yf/Yp. (3.9)
Essa e´ a projec¸a˜o ortogonal do espac¸o linha da matriz Yf
no espac¸o linha da matriz Yp. A decomposic¸a˜o RQ e´ a fer-
ramenta nume´rica empregada para o ca´lculo dessa projec¸a˜o
ortogonal [22].
3. Calcular a decomposic¸a˜o em valores singulares da projec¸a˜o
ponderada, por meio de
W1OiW2 = USVT , (3.10)
onde W1 e W2 sa˜o matrizes de peso que diferem de acordo
com o me´todo de subespac¸o de estados escolhido [36], U e V
sa˜o matrizes ortogonais e S e´ uma matriz diagonal contendo
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os valores singulares da projec¸a˜o ponderada. Para o N4SID
as matrizes de peso sa˜o matrizes identidade. Para o me´todo
CCA, W1 e´ igual a Φ
−1/2
[Yf ,Yf ]
(onde Φ[Yf ,Yf ] e´ a matriz de
covariaˆncia da matriz Yf ) e W2 e´ uma matriz identidade.
4. Definir a ordem n do sistema como igual ao nu´mero de valo-
res singulares significantes na matriz S. Particionar a decom-
posic¸a˜o em valores singulares da seguinte maneira
W1OiW2 = USVT =
[
U1 U2
] [S1 0
0 S2
][
VT1
VT2
]
, (3.11)
onde U1 ∈ Ril×n, U2 ∈ Ril×(il−n), S1 ∈ Rn×n, S2 ∈
R(il−n)×(j−n), VT1 ∈ Rn×j e VT2 ∈ R(j−n)×j .
5. Calcular a matriz de observabilidade estendida (i > n) Γi
Γi = W
−1
1 U1S
1/2
1 . (3.12)
A matriz de observabilidade estendida de um sistema repre-
sentado em espac¸o de estados e´ dada pela Equac¸a˜o (3.13) [22].
Γi ≡

C
CA
CA2
. . .
CAi−1
 ∈ R
li×n. (3.13)
Essa formulac¸a˜o e´ utilizada no pro´ximo passo para a obtenc¸a˜o
das matrizes do sistema.
6. Obter as matrizes A e C a partir da matriz de observabilidade
estendida.
A matriz A e´ obtida por:
A = Γi
†Γ¯i, (3.14)
onde Γi e Γ¯i sa˜o iguais a matriz de observabilidade esten-
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dida Γi, sem as u´ltimas l linhas e sem as primeiras l linhas,
respectivamente; e o sinal (†) e´ utilizado para representar a
pseudo-inversa de uma matriz.
A matriz C e´ determinada pelas primeiras l linhas de Γi.
O interesse esta´ nos autovalores da matriz de estados A, a partir
dos quais sa˜o obtidos os modos de oscilac¸a˜o comuns aos sinais formados
pelas se´ries de amostras yj(t). Os valores de frequeˆncia de oscilac¸a˜o e
taxa de amortecimento dos modos de oscilac¸a˜o sa˜o obtidos atrave´s das
equac¸o˜es (2.8) e (2.9), respectivamente.
Para ana´lises multissinal, ou seja, com l > 1 para os vetores de
sa´ıda yk, calculam-se ainda as formas modais dos modos de oscilac¸a˜o
relacionadas a cada sa´ıda. Para o problema de identificac¸a˜o considerado
neste trabalho, sem a presenc¸a de entradas externas, isso e´ facilmente
obtido por meio da Equac¸a˜o (3.15) [40]:
Vi = Cφi, (3.15)
onde:
φi e´ o autovetor a direita da matriz A relacionado ao i-e´simo
modo.
Essa e´ uma grande vantagem da formulac¸a˜o puramente estoca´sti-
ca, pois as formas modais permitem verificar as relac¸o˜es das sa´ıdas com
os modos identificados.
Algumas ressalvas devem ser feitas na utilizac¸a˜o do algoritmo
apresentado e mais genericamente na aplicac¸a˜o de me´todos de subespac¸o
de estados. A primeira e´ com relac¸a˜o a`s dimenso˜es das matrizes de
bloco de Hankel estendidas. A abordagem considerada pelo trabalho
pioneiro [41] e outros trabalhos seguintes, recai na aplicac¸a˜o de CCA
a duas matrizes duplamente infinitas (ou seja, com nu´mero de linhas
e colunas infinito). No entanto, apo´s uma ana´lise detalhada desse tipo
de matrizes duplamente infinitas, consegue-se aplicar a te´cnica a pro-
blemas de matrizes semi-infinitas, ou seja, apenas o nu´mero de colunas
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necessita ser muito grande, enquanto que o nu´mero de linhas de blocos
pode permanecer suficientemente pequeno [22]. Por isso, para a ob-
tenc¸a˜o de bons resultados com a aplicac¸a˜o de me´todos de subespac¸o de
estados deve-se ter longos conjuntos de medidas, o que resulta em um
grande nu´mero de colunas das matrizes de bloco de Hankel.
Ressalta-se ainda que apesar de o algoritmo possibilitar a deter-
minac¸a˜o da ordem do modelo no passo 4, uma pra´tica comum empre-
gada e´ arbitrar a ordem com um nu´mero considerado elevado (em geral,
entre 20 e 25) [9]. Como em geral os sistemas ele´tricos sa˜o dominados
por alguns poucos modos de oscilac¸a˜o, os outros modos fornecidos pelo
algoritmo sera˜o meros artif´ıcios matema´ticos e podem ser identificados
e descartados por te´cnicas de determinac¸a˜o de dominaˆncia modal.
3.4 COMENTA´RIOS FINAIS
Os me´todos de estimac¸a˜o de modos baseados em medidas sa˜o
uma interessante alternativa a` tradicional abordagem de ana´lise de-
pendente da modelagem f´ısica dos SEE. Neste cap´ıtulo foram apresen-
tados os conceitos gerais desses me´todos, destacando a sua aplicac¸a˜o
com a utilizac¸a˜o de sincrofasores para a obtenc¸a˜o de resultados mais
precisos. Basicamente, os me´todos apresentados sa˜o classificados como
parame´tricos e na˜o-parame´tricos. Os me´todos parame´tricos assumem
um modelo de representac¸a˜o do sistema em estudo, enquanto que os
me´todos na˜o-parame´tricos na˜o fazem quaisquer hipo´teses nesse sen-
tido. Em geral, uma boa pra´tica e´ realizar a verificac¸a˜o cruzada entre
os resultados de me´todos das duas classes.
No cap´ıtulo tambe´m foram apresentados os algoritmos das duas
te´cnicas de estimac¸a˜o utilizadas neste trabalho: o me´todo de Welch e
o me´todo de subespac¸o de estados CCA. Essas te´cnicas foram imple-
mentadas computacionalmente em um aplicativo desenvolvido para o
monitoramento em tempo real de modos eletromecaˆnicos em SEE. No
Cap´ıtulo 4 a seguir apresenta-se o projeto desse aplicativo. Enquanto
que, no Cap´ıtulo 5, descreve-se a implementac¸a˜o computacional do apli-
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cativo a partir do que foi estabelecido na etapa de projeto.
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4 PROJETO DO APLICATIVO COMPUTACIONAL
4.1 INTRODUC¸A˜O
Neste cap´ıtulo apresenta-se o projeto de um aplicativo de moni-
toramento em tempo real de modos eletromecaˆnicos com a utilizac¸a˜o
de sincrofasores. Os principais processos realizados pelo aplicativo sa˜o
descritos, como: a aquisic¸a˜o e a interpretac¸a˜o de um fluxo de grandezas
fasoriais enviado por um PDC; o monitoramento das grandezas fasori-
ais adquiridas por meio de gra´ficos polares e no tempo; e a aplicac¸a˜o de
te´cnicas de identificac¸a˜o de modos eletromecaˆnicos nos sinais trac¸ados
em gra´ficos no tempo. Os detalhes acerca dos requisitos de cada uma
dessas etapas sa˜o fornecidos a seguir.
4.2 ARQUITETURA DO APLICATIVO DESENVOLVIDO
A arquitetura do aplicativo de monitoramento e´ apresentada
nesta sec¸a˜o de acordo com os processos executados. O primeiro processo
realizado pelo aplicativo e´ a aquisic¸a˜o de dados fasoriais, recebidos por
meio de um fluxo de dados enviado por um PDC. Apo´s a aquisic¸a˜o, os
frames de dados sa˜o interpretados e organizados para utilizac¸o˜es pos-
teriores. Assim, a partir dos dados processados pode-se monitorar as
grandezas fasoriais atrave´s de gra´ficos polares e no tempo. Por fim, nos
sinais trac¸ados no tempo, aplicam-se te´cnicas de identificac¸a˜o (apresen-
tadas no Cap´ıtulo 3) para o monitoramento de modos eletromecaˆnicos.
A Figura 6 apresenta um diagrama ilustrativo do funcionamento global
do aplicativo projetado, considerando os processos descritos anterior-
mente.
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Figura 6 – Diagrama ilustrativo do aplicativo de monitoramento.
4.2.1 Aquisic¸a˜o
A aquisic¸a˜o de um fluxo de dados fasoriais em tempo real e´ o pri-
meiro processo realizado pelo aplicativo de monitoramento. Conforme
mencionado na sec¸a˜o 1.1, o PDC e´ o responsa´vel pela disponibilizac¸a˜o
das medidas fasoriais para aplicac¸o˜es off-line e em tempo real.
Em geral, utiliza-se UDP (User Datagram Protocol) em trans-
misso˜es de dados para aplicac¸o˜es em tempo real. Isto porque, o UDP
e´ um protocolo de comunicac¸a˜o que na˜o se ate´m a tratamento de erros
e a` espera de pacotes de dados perdidos, o que pode comprometer a
rapidez na transmissa˜o dos dados. Ao contra´rio do TCP (Transmission
Control Protocol) que garante a entrega dos pacotes enviados a`s custas
de poss´ıveis esperas, invia´veis em aplicac¸o˜es em tempo real.
O UDP funciona sem a necessidade de realizar conexa˜o entre
servidor e cliente. Um PDC pode ser configurado para o envio de um
fluxo de dados a um ou mais clientes via UDP. Fluxos UDP Unicast sa˜o
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direcionados exclusivamente a um cliente, fluxos UDP Multicast ficam
dispon´ıveis a todos os clientes de uma rede, que o recebem de acordo
com suas necessidades. A Figura 7 ilustra esses dois tipos de fluxos
UDP sendo enviados por um PDC em uma rede local.
PDC
Fluxo 
Unicast
Fluxo 
Multicast
Figura 7 – Tipos de comunicac¸a˜o via UDP.
Caso o fluxo seja direcionado a um cliente espec´ıfico (UDP Uni-
cast), o aplicativo de monitoramento necessita apenas da informac¸a˜o
da porta na qual os dados chegam na estac¸a˜o de trabalho. Se o fluxo
for transmitido a um grupo de clientes na rede (UDP Multicast) e´ ne-
cessa´rio o nu´mero de IP (Internet Protocol) do grupo e novamente da
porta na qual os dados chegam. Essas informac¸o˜es devem, de alguma
forma, estar pre´-configuradas ou dispon´ıveis para que o aplicativo de
monitoramento possa receber o fluxo de dados fasoriais. Neste pro-
jeto considera-se o armazenamento local dessas configurac¸o˜es em um
arquivo de texto.
4.2.2 Interpretac¸a˜o
O processo seguinte ao recebimento dos dados e´ o de inter-
pretac¸a˜o dos pacotes (frames) que compo˜em o fluxo enviado pelo PDC.
Esses frames sa˜o padronizados de acordo com a norma IEEE C37.118-2
2011 [42], que estabelece a transmissa˜o de dados de/para equipamentos
de SPMS. Quatro tipos de frames sa˜o definidos na norma: comando,
cabec¸alho, configurac¸a˜o e dados. A estrutura comum aos quatro tipos
56 4. Projeto do Aplicativo Computacional
de frames e´ apresentada na Figura 8.
SYNC FRAMESIZE IDCODE SOC
DATA 1
FRACSEC
DATA N CHK
Figura 8 – Estrutura comum dos frames.
Os campos “DATA” variam de acordo com o tipo de frame. A
quantidade de bytes e a descric¸a˜o sucinta dos campos comuns a todos
os frames sa˜o apresentadas na Tabela 1.
Tabela 1 – Campos comuns a todos os frames.
Campo Tamanho (bytes) Descric¸a˜o
SYNC 2 Sincronizac¸a˜o e informac¸o˜es acerca do tipo e versa˜o
do frame.
FRAMESIZE 2 Nº total de bytes no frame.
IDCODE 2 Identificac¸a˜o de equipamento remetente para frames
de cabec¸alho, configurac¸a˜o e dados ou de equipa-
mento destinata´rio para frames de comando.
SOC 4 Etiqueta de tempo em SOC.
FRACSEC 4 Frac¸a˜o de segundo (na qual foi feita a medic¸a˜o para
frames de dados ou na qual foi feito o envio para os
outros tipos de frames) e qualidade de tempo.
CHK 2 Indicac¸a˜o da integridade dos bytes do frame.
A etiqueta de tempo exata de um frame e´ formada pelos campos
SOC1 e FRACSEC atrave´s da seguinte equac¸a˜o:
Time = SOC +
FRACSEC
TIME BASE
, (4.1)
onde TIME BASE e´ um campo contido no frame de configurac¸a˜o com
a resoluc¸a˜o da frac¸a˜o de segundo da etiqueta de tempo.
Em geral, os fluxos de dados enviados por PDCs para aplicac¸o˜es
sa˜o compostos apenas de frames de configurac¸a˜o, enviados a certos
1Valores em SOC (Second Of Century) sa˜o utilizados para representar instantes
de tempo na base de tempo UNIX. Os valores correspondem ao total de segundos
entre o instante representado e a meia-noite (no hora´rio UTC -Universal Time
Coordinated) de 1º de janeiro de 1970 [42].
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intervalos de tempo, e frames de dados, que conte´m de fato os sincro-
fasores e medidas analo´gicas e digitais monitoradas pelas PMUs. Os
frames de configurac¸a˜o funcionam como uma espe´cie de mapa para a
leitura dos frames de dados. As definic¸o˜es de campos exclusivas aos
frames de configurac¸a˜o sa˜o especificadas na Tabela 2.
Tabela 2 – Estrutura dos frames de configurac¸a˜o.
Campo Tamanho (bytes) Descric¸a˜o
SYNC 2 Sincronizac¸a˜o e tipo e versa˜o do frame de confi-
gurac¸a˜o.
TIME BASE 4 Resoluc¸a˜o da frac¸a˜o de segundo da etiqueta de
tempo.
NUM PMU 2 Nº de PMUs inclu´ıdas nos frames de dados do
fluxo.
STN 16 Nome da estac¸a˜o (em formato ASCII).
IDCODE 2 Identificac¸a˜o do equipamento fonte de cada bloco
de medidas nos frames de dados.
FORMAT 2 Formato dos dados dentro dos frames de dados.
PHNMR 2 Nº de medidas fasoriais.
ANNMR 2 Nº de medidas analo´gicas.
DGNMR 2 Nº de palavras digitais de status.
CHNAM 16 × (PHNMR +
ANNMR + 16 ×
DGNMR)
Nome dos canais de medidas fasoriais, analo´gicas
e digitais.
PHUNIT 4 × PHNMR Fator de conversa˜o para canais de medidas faso-
riais.
ANUNIT 4 × ANNMR Fator de conversa˜o para canais de medidas
analo´gicas.
DIGUNIT 4 × DGNMR Ma´scara de conversa˜o para canais de palavras di-
gitais.
FNOM 2 Frequeˆncia nominal da rede.
Com as informac¸o˜es do frame de configurac¸a˜o e´ poss´ıvel configu-
rar o processo de leitura dos frames de dados adequadamente. Pode-se
organizar os dados por equipamento, de acordo com o nu´mero de canais
de grandezas (fasoriais, analo´gicas e digitais) associados. Ale´m disso,
teˆm-se os valores de fatores de conversa˜o para as medidas, entre outros
paraˆmetros relevantes.
As definic¸o˜es de campos exclusivas aos frames de dados sa˜o mos-
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tradas na Tabela 3. De acordo com o campo NUM PMU do frame de
Tabela 3 – Estrutura dos frames de dados.
Campo Tamanho (bytes) Descric¸a˜o
SYNC 2 Sincronizac¸a˜o e versa˜o do frame de dados.
STAT 2 Conjunto de flags que definem o status das me-
didas.
PHASORS 4 × PHNMR ou 8
× PHNMR
Medidas fasoriais.
FREQ 2/4 Frequeˆncia da rede.
DFREQ 2/4 Taxa de variac¸a˜o da frequeˆncia da rede.
ANALOG 2 × ANNMR ou 4
× ANNMR
Medidas analo´gicas.
DIGITAL 2 × DGNMR Palavras digitais de status.
configurac¸a˜o, repetem-se os blocos de campos de STAT a DIGITAL
para cada PMU. Com o mapeamento fornecido pelo frame de confi-
gurac¸a˜o as medidas podem ser corretamente interpretadas e disponibi-
lizadas para o processo de organizac¸a˜o do aplicativo de monitoramento.
4.2.3 Organizac¸a˜o
Os frames de dados sa˜o organizados em blocos referentes a`s
PMUs que compo˜em o SPMS. Essa estruturac¸a˜o e´ algo natural mas
pouco pra´tico para utilizac¸a˜o em aplicativos de monitoramento como
o desenvolvido neste trabalho. Isto porque uma mesma PMU, quando
instalada em uma subestac¸a˜o da rede de transmissa˜o, por exemplo,
pode monitorar mais de uma Linha de Transmissa˜o (LT). Assim, orga-
nizar as medidas por LT (ou em um termo mais amplo por “terminal de
medic¸a˜o”) apresenta-se como uma alternativa mais conveniente. Um
exemplo e´ mostrado na Figura 9, onde uma PMU monitora duas LTs
diferentes na “Barra A” de uma subestac¸a˜o.
A organizac¸a˜o por LT permite a gerac¸a˜o de gra´ficos a partir das
grandezas de uma u´nica LT. Para a utilizac¸a˜o desse tipo de organizac¸a˜o,
no entanto, necessita-se de informac¸o˜es pre´-configuradas da formac¸a˜o
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Figura 9 – PMU medindo grandezas de mais de uma LT em uma su-
bestac¸a˜o.
de cada “terminal de medic¸a˜o”. Isso e´ feito no aplicativo de moni-
toramento por meio de um arquivo de configurac¸a˜o contendo o nome
de cada terminal e as medidas fasoriais relacionadas. Um exemplo de
arquivo de configurac¸a˜o relativo a` Figura 9 e´ mostrado na Figura 10.
Figura 10 – Exemplo de arquivo de configurac¸a˜o de fluxo de dados.
Na primeira linha do arquivo encontra-se um nome de identi-
ficac¸a˜o do fluxo de dados, a taxa de amostragem das medic¸o˜es envia-
das no fluxo (no caso mostrado, 60 fasores por segundo) e o nu´mero de
terminais de medic¸a˜o configurados no arquivo. Apo´s essa linha inicial
esta˜o os blocos referentes a cada terminal de medic¸a˜o.
A primeira linha do bloco e´ composta: pelo IDCODE da PMU
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que monitora o terminal (campo 9 do frame de configurac¸a˜o); pelo
nome do terminal; o nu´mero de canais de medidas fasoriais; a tensa˜o
base da LT (terminal de medic¸a˜o); e a corrente base da LT (terminal de
medic¸a˜o). As linhas seguintes trazem as informac¸o˜es de cada um dos
canais fasoriais associados ao terminal de medic¸a˜o. O primeiro campo
e´ a posic¸a˜o do canal no bloco de medidas fasoriais da PMU no frame
de dados (campo 7 do frame de dados). O segundo campo indica o tipo
de grandeza monitorada por este canal (tensa˜o ou corrente) e o terceiro
campo especifica a fase monitorada (A, B, C ou sequeˆncia positiva).
A partir dessas informac¸o˜es pode-se compor um leque de pos-
sibilidades para o monitoramento de grandezas fasoriais, facilitando
as escolhas dos usua´rios do aplicativo. Isto porque, a partir dessas in-
formac¸o˜es pode-se oferecer, por exemplo, a opc¸a˜o de gra´ficos de tenso˜es-
/correntes trifa´sicas diretamente, sem a necessidade do usua´rio esco-
lher uma por vez as medidas referentes as treˆs fases de um terminal
de medic¸a˜o. Pode-se ainda realizar ca´lculos de tenso˜es/correntes de
sequeˆncia positiva a partir das informac¸o˜es da sequeˆncia de fases mo-
nitoradas.
4.2.4 Monitoramento de grandezas fasoriais
O monitoramento de grandezas fasoriais e´ orientado por “ter-
minal de medic¸a˜o”, o que confere grande praticidade a` interac¸a˜o do
usua´rio com o aplicativo. Com o agrupamento das medidas por termi-
nais e a identificac¸a˜o das grandezas e fases de cada terminal, proporcio-
nados pelo arquivo de configurac¸a˜o do aplicativo, pode-se compor uma
interface de escolha de gra´ficos temporais conforme as possibilidades
da Figura 11.
Para trac¸ar gra´ficos de aˆngulo de tenso˜es ou correntes e´ ne-
cessa´rio selecionar um terminal como refereˆncia. Para ambos os casos, o
aˆngulo de refereˆncia utilizado e´ do fasor de tensa˜o da respectiva fase ou
sequeˆncia. Os gra´ficos de poteˆncias ativas e reativas esta˜o dispon´ıveis
apenas para terminais com medic¸o˜es trifa´sicas de tenso˜es e correntes.
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Trifásico Fase única
Seq. 
positiva
Frequência
Módulo
(absoluto/pu)
Ângulo
Potência 
Ativa/Reativa
Frequência
Tensões/
Correntes
Grandeza
Componente 
do fasor
Gráfico
Figura 11 – Opc¸o˜es de gra´ficos no aplicativo desenvolvido.
As poteˆncias ativas e reativas trifa´sicas sa˜o calculadas por meio das
seguintes equac¸o˜es [43], respectivamente:
P = |VA| |IA| cosϕA + |VB | |IB | cosϕB + |VC | |IC | cosϕC , (4.2a)
Q = |VA| |IA| senϕA + |VB | |IB | senϕB + |VC | |IC | senϕC , (4.2b)
onde ϕA = ∠Va − ∠Ia (de maneira semelhante para as demais fases).
Ale´m dessas opc¸o˜es de gra´ficos temporais, projetou-se a imple-
mentac¸a˜o de gra´ficos polares, com os quais pode-se visualizar diferenc¸as
angulares de tenso˜es ou correntes em relac¸a˜o a` tensa˜o de um terminal
definido como refereˆncia angular.
4.2.5 Identificac¸a˜o de modos de oscilac¸a˜o
A identificac¸a˜o de modos de oscilac¸a˜o e´ feita utilizando os sinais
temporais trac¸ados na etapa de monitoramento de grandezas fasoriais.
Para isso, o me´todo de subespac¸o de estados CCA e o me´todo de Welch
sa˜o aplicados aos sinais e seus resultados sa˜o analisados por meio de
uma verificac¸a˜o cruzada. Todavia, antes da aplicac¸a˜o dos me´todos,
realiza-se o pre´-processamento dos sinais para a obtenc¸a˜o de resultados
mais confia´veis e precisos.
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4.2.5.1 Pre´-processamento dos sinais temporais
O pre´-processamento dos sinais utilizados para a identificac¸a˜o de
modos de oscilac¸o˜es eletromecaˆnicas e´ composto pelos blocos apresen-
tados na Figura 12.
Tratamento 
de outliers
Remoção 
da média
Filtragem
Dizimação
Etapas de pré-processamento
Sinais  
processados
Sinais  
originais
Figura 12 – Blocos de pre´-processamento.
4.2.5.1.1 Tratamento de outliers
Um outlier e´ um valor amostrado sujeito a um erro de medic¸a˜o
e que por isso varia significativamente do restante das amostras de sua
vizinhanc¸a [44]. Um exemplo e´ mostrado na Figura 13.
Figura 13 – Exemplo de outlier em um sinal.
Os outliers resultam em impactos indesejados em processos de
filtragem, induzindo transito´rios artificiais nos sinais filtrados [44]. Para
evitar esse tipo de resultado, os outliers devem ser removidos do sinal
antes da aplicac¸a˜o de qualquer processo de filtragem. Basicamente, isso
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e´ feito por um algoritmo que verifica se o valor da amostra encontra-se
em uma certa faixa de valores, conforme:
|MMj | − ασ < |yj | < |MMj |+ ασ (4.3)
onde MMj e´ a me´dia mo´vel do sinal na amostra j (neste trabalho
calculada por um filtro de me´dia mo´vel de ordem 20), α e´ um nu´mero
inteiro, σ e´ o desvio-padra˜o do sinal e yj e´ a amostra em ana´lise. O
valor de α em geral e´ ajustado entre 3 e 5. Ou seja, ao escolher α = 3
admite-se que o valor da amostra yj desvie no ma´ximo treˆs desvios-
padra˜o da j-e´sima me´dia mo´vel.
Apo´s a detecc¸a˜o de um outlier deve-se removeˆ-lo e preencher o
espac¸o deixado pela medida removida. Em geral, utilizam-se te´cnicas
de interpolac¸a˜o para este fim. Neste projeto, considera-se a utilizac¸a˜o
de interpolac¸a˜o linear.
4.2.5.1.2 Remoc¸a˜o da me´dia
Como o me´todo de subespac¸o de estados CCA aplicado neste
trabalho considera a identificac¸a˜o de sistemas puramente estoca´sticos,
componentes determin´ısticas nos sinais utilizados na identificac¸a˜o de-
terioram os resultados. Por isso, a remoc¸a˜o da me´dia do sinal e´ uma
importante etapa no pre´-processamento. Ale´m disso, a remoc¸a˜o da
me´dia aumenta a relac¸a˜o sinal ru´ıdo (SNR – Signal-to-Noise Ratio),
contribuindo para a efetividade da estimac¸a˜o dos modos de oscilac¸a˜o
[40].
4.2.5.1.3 Filtragem
Como a faixa de frequeˆncias de interesse dos modos de oscilac¸o˜es
eletromecaˆnicas encontra-se majoritariamente entre 0,1 a 2 Hz, as com-
ponentes do sinal com frequeˆncias fora dessa faixa podem ser removi-
das. Com isso, pode-se eliminar em grande parte ru´ıdos do sinal, bem
como componentes de dinaˆmica muito lenta, associadas a ac¸a˜o de con-
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troladores. Um exemplo e´ o Controle Automa´tico de Gerac¸a˜o (CAG),
responsa´vel pelo balanc¸o carga-gerac¸a˜o para a manutenc¸a˜o do n´ıvel de
frequeˆncia em SEE [45].
A remoc¸a˜o de ru´ıdos aumenta a SNR enquanto que a remoc¸a˜o
dos modos de controle, de frequeˆncias muito baixas, evita grandes di-
ferenc¸as de escala ao empregar a DFT, devido a`s relativamente altas
amplitudes desses modos [44]. Um exemplo disso e´ apresentado na Fi-
gura 14, onde a grande amplitude verificada em uma frequeˆncia muito
baixa, “minimiza” a presenc¸a de outros modos de oscilac¸a˜o, como o
modo em torno de 0,5 Hz.
Figura 14 – Espectro de frequeˆncias com predominaˆncia de modos de
baixas frequeˆncias.
Para realizar a filtragem neste trabalho foi escolhido um filtro
do tipo FIR (Finite Impulse Response). Tais filtros utilizam apenas a
amostra atual e amostras passadas de entrada, desprezando as amostras
passadas de sa´ıda do filtro, para a obtenc¸a˜o do valor da amostra de sa´ıda
atual. Por isso, comumente refere-se a esses filtros como na˜o-recursivos
[46].
A Equac¸a˜o (4.4) fornece a n-e´sima amostra de sa´ıda de um filtro
FIR de ordem M .
y(n) =
M−1∑
k=0
h(k)x(n− k) (4.4)
onde h(k) e´ o k-e´simo coeficiente do filtro e x(n) e´ a n-e´sima amostra
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do sinal de entrada. Essa e´ a equac¸a˜o de convoluc¸a˜o entre dois sinais
no domı´nio do tempo, aplicada a filtros FIR digitais. Na Figura 15
pode-se ver a representac¸a˜o gra´fica da Equac¸a˜o (4.4).
Atraso Atraso Atraso
x(n) x(n-1) x(n-2) x(n-(M-1))
h(0) h(1) h(2) h(M-1)
y(n)
Figura 15 – Representac¸a˜o de um filtro FIR de ordem M .
Uma importante propriedade da operac¸a˜o de convoluc¸a˜o no tempo
e´:
h(k) ∗ x(k)⇐⇒ H(m)X(m), (4.5)
onde o s´ımbolo “∗” significa convoluc¸a˜o e a seta dupla identifica um
par de transformada de Fourier. A Equac¸a˜o (4.5) mostra que a con-
voluc¸a˜o no domı´nio do tempo e´ equivalente a multiplicac¸a˜o no domı´nio
da frequeˆncia [47].
Essa propriedade possibilita o emprego de algoritmos de FFT
para ca´lculos de convoluc¸a˜o de maneira mais eficiente do que utili-
zando a Equac¸a˜o (4.4). Esse processo, chamado de convoluc¸a˜o ra´pida,
e´ ilustrado na Figura 16.
FFT
FFT 
Inversa
x(n)
y(n)=h(k)   x(n)
h(k)
FFT
*
X(m)
H(m)
H(m)X(m)
Figura 16 – Filtragem FIR com a utilizac¸a˜o de FFT.
Esse processo apresenta a grande vantagem de, quando os coefi-
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cientes do filtro sa˜o constantes, o espectro H(m) precisa ser calculado
apenas uma vez. Com isso, o espectro dos coeficientes do filtro pode
ser calculado no in´ıcio do processo e armazenado em memo´ria.
Neste trabalho, para o ca´lculo dos coeficientes do filtro foi uti-
lizada a janela de Hanning (tambe´m conhecida por janela de Hann),
cujos coeficientes sa˜o calculados por [46]:
w(n) = 0, 5− 0, 5cos(2pin
N
) para n = 0, 1, 2, . . . , N (4.6)
A janela de Hanning tem a forma apresentada na Figura 17.
Figura 17 – formato da janela Hanning.
Te´cnicas de “janelamento” reduzem o vazamento espectral na
aplicac¸a˜o da DFT. Isto e´ feito suavizando a amplitude do sinal no in´ıcio
e no fim do segmento [46], como pode ser visto na forma da janela de
Hanning.
Todas as te´cnicas apresentadas nesta sec¸a˜o foram utilizadas para
o projeto de um filtro passa-banda do tipo FIR com frequeˆncias de corte
de 0,1 e 2,0 Hz e ordem igual a 500 (a ordem dos filtros utilizados nesse
tipo de processo ainda e´ uma discussa˜o em aberto [9]).
4.2.5.1.4 Dizimac¸a˜o
O processo de dizimac¸a˜o (downsampling) e´ o u´ltimo do pre´-
processamento dos sinais. A raza˜o para realizar a dizimac¸a˜o e´ que
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a precisa˜o na estimac¸a˜o dos modos na˜o aumenta com altas taxas de
amostragem. Taxas de amostragem muito altas ocasionam problemas
nume´ricos e alta sensibilidade na conversa˜o de polos discretos para polos
cont´ınuos [36]. A escolha da taxa de amostragem deve levar em conta a
faixa de frequeˆncias de interesse na ana´lise (0,1 a 2 Hz para oscilac¸o˜es
eletromecaˆnicas). Considerando o Teorema de Nyquist-Shannon essa
taxa deve ser de pelo menos 4 Hz [40]. Praticamente, para fornecer
uma margem segura escolhe-se a reamostragem a` frequeˆncia de 5 Hz.
Ale´m da melhoria nos resultados nume´ricos, a dizimac¸a˜o resulta
em ganhos no desempenho computacional. A justificativa e´ que ha´
uma grande reduc¸a˜o no nu´mero de dados em uma janela de ana´lise.
Por exemplo, considerando a utilizac¸a˜o de uma janela de 5 minutos
de dados com resoluc¸a˜o de 60 Hz, tem-se um total de 18.000 amostras.
Adotando nova resoluc¸a˜o de 5 Hz, o nu´mero total de amostras na janela
e´ reduzido a 1.500.
4.2.5.2 Aplicac¸a˜o das metodologias de identificac¸a˜o
Apo´s o pre´-processamento os sinais esta˜o prontos para a aplicac¸a˜o
dos me´todos de identificac¸a˜o. O me´todo parame´trico CCA e o me´todo
na˜o-parame´trico de Welch sa˜o utilizados na estimac¸a˜o dos modos de
oscilac¸o˜es eletromecaˆnicas que compo˜em os sinais. Os resultados obti-
dos pelo me´todos sa˜o submetidos a uma verificac¸a˜o cruzada entre si. A
ana´lise pode ser realizada para um ou mais sinais. Quanto mais sinais
utilizados maior e´ o tempo computacional para a execuc¸a˜o dos algo-
ritmos de identificac¸a˜o. Isso e´ observado em especial para o me´todo
de subespac¸o CCA, ja´ que as matrizes (3.8a) e (3.8b) teˆm nu´mero de
linhas igual a li, sendo l o nu´mero de sinais.
O tamanho das janelas de ana´lise tambe´m influencia no tempo
de execuc¸a˜o dos algoritmos. Ambos os me´todos trabalham com proces-
samento por bloco, ou seja, cada vez que novas medidas sa˜o recebidas,
a janela de dados inteira e´ processada para a realizac¸a˜o da estimac¸a˜o.
Os detalhes particulares da implementac¸a˜o dos dois me´todos de
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identificac¸a˜o sa˜o expostos a seguir. Na sequeˆncia, uma sec¸a˜o trata
do processo de verificac¸a˜o cruzada entre os resultados obtidos pelos
me´todos.
4.2.5.2.1 Me´todo de Welch
Basicamente, para a aplicac¸a˜o do me´todo de Welch (sec¸a˜o 3.3.1.1)
deve-se definir os paraˆmetros de segmentac¸a˜o dos sinais em ana´lise e
a janela utilizada para o ca´lculo das transformadas de Fourier do pro-
cesso. Os paraˆmetros de segmentac¸a˜o sa˜o: o comprimento dos seg-
mentos e a sobreposic¸a˜o entre segmentos adjacentes (ver Figura 4). O
comprimento dos segmentos implica diretamente na resoluc¸a˜o do eixo
de frequeˆncias do periodograma (Equac¸a˜o (3.4)). Por exemplo, ao di-
vidir o sinal em segmentos de 10 amostras cada, tem-se ∆f = 0, 1Hz.
Ou seja, a escolha dos comprimentos dos segmentos deve concordar
com a necessidade de precisa˜o da ana´lise. Para a aplicac¸a˜o de identi-
ficac¸a˜o de modos de oscilac¸o˜es eletromecaˆnicas considerada neste traba-
lho, admitem-se resoluc¸o˜es mı´nimas de 0,01 Hz. Com isso, os segmentos
devem ser formados por ao menos 100 amostras.
A sobreposic¸a˜o entre segmentos adjacentes suaviza diferenc¸as en-
tre os resultados de sucessivos espectros, diminuindo a variaˆncia das es-
timac¸o˜es [23]. Neste trabalho foi adotada como padra˜o a sobreposic¸a˜o
igual a` metade dos segmentos, ou seja, D = L/2 (ver Figura 4).
Para calcular as transformadas de Fourier dos segmentos (Equa-
c¸a˜o (3.2)), novamente foi escolhida a janela de Hanning. Por fim, os
valores de amplitudes obtidos para cada frequeˆncia dos periodogramas
sa˜o calculados em decibe´is para melhor representac¸a˜o gra´fica.
4.2.5.2.2 Me´todo de CCA
Para a aplicac¸a˜o do me´todo de CCA deve-se definir a ordem n
do modelo empregado e o nu´mero de linhas de blocos (li) das matrizes
estendidas de Hankel (Equac¸o˜es (3.8a) e (3.8b)). Embora os sistemas
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ele´tricos sejam de alta ordem, qualquer sinal medido e´ tipicamente do-
minado por alguns poucos modos. Para a obtenc¸a˜o de um melhor con-
dicionamento nume´rico, no entanto, geralmente adota-se uma ordem
entre 20 a 25 para o modelo estimado, o que resulta na estimac¸a˜o de
va´rios modos [9, 44]. O problema enta˜o se torna determinar qual modo
e´ o modo eletromecaˆnico dominante e quais sa˜o artif´ıcios nume´ricos ou
modos eletromecaˆnicos menos excitados.
Existem va´rias te´cnicas para a separac¸a˜o dos modos f´ısicos reais
dos modos “matema´ticos”, sem significado f´ısico. Em geral, os modos
reais apresentam energias superiores aos modos espu´rios, com isso a
ordenac¸a˜o dos modos de acordo com os valores de energia associados e´
uma te´cnica simples e efetiva.
Na realidade, como os sinais sa˜o aleato´rios, na˜o se pode calcular
a energia de um modo no domı´nio do tempo. No entanto, pode-se
calcular a “pseudo-energia” do modo i como [48]:
Ei =
M∑
m=1
{
R∗miRmi
N−1∑
q=0
[
(zqi )
∗
(zqi )
]}
, (4.7)
onde:
m e´ o nu´mero de sinais empregados na ana´lise;
N e´ o nu´mero de amostras dos sinais;
Rmi e´ o res´ıduo associado ao modo i e ao sinal m;
zj e´ o autovalor discreto que representa o modo j.
Outra maneira de caracterizar os modos dominantes dos sinais
e´ por meio do ca´lculo do I´ndice de Dominaˆncia Modal (IDM) [49].
O IDM de um autovalor no domı´nio cont´ınuo λi, considerando uma
ana´lise mono-sinal, pode ser calculado por:
γi ≡ −[Riλ
∗
i +R
∗
i λi]
2λiλ∗i
≡ −Re {Riλ
∗
i }
λiλ∗i
. (4.8)
O IDM leva em conta tanto informac¸o˜es sobre os per´ıodos de da-
dos de grandes perturbac¸o˜es quanto de per´ıodos de dados de ambiente
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de um sinal. Dessa forma, o IDM pode indicar os modos dominantes
mesmo quando esses na˜o sa˜o os mais lentos.
Uma u´ltima considerac¸a˜o a ser feita diz respeito a aplicac¸a˜o de
algumas regras antes dos ca´lculos das me´tricas de ordenac¸a˜o dos modos.
Modos representados por frequeˆncias negativas na˜o sa˜o considerados na
selec¸a˜o. Ale´m disso, modos com estimativas de taxas de amortecimento
maiores que 30% tambe´m sa˜o descartados. Primeiramente, porque na˜o
apresentam riscos aos SEE devido ao elevado amortecimento e, em se-
gundo lugar, pela dificuldade na estimac¸a˜o de modos bem-amortecidos,
que pode levar a resultados pouco precisos [9].
4.2.5.3 Verificac¸a˜o cruzada
Apo´s a aplicac¸a˜o dos me´todos de identificac¸a˜o realiza-se uma ve-
rificac¸a˜o cruzada entre os resultados obtidos. Esse processo serve sobre-
tudo para identificar falhas na estimac¸a˜o, ou na selec¸a˜o do modo domi-
nante, realizadas pelo me´todo de subespac¸o de estados CCA. Com isso,
busca-se uma reduc¸a˜o expressiva na dispersa˜o dos valores de frequeˆncias
e taxas de amortecimento para os per´ıodos analisados.
Basicamente, o processo de verificac¸a˜o e´ realizado por meio da
relac¸a˜o apresentada a seguir:
[fwelch(ama´x)−∆fwelch] < fcca(bma´x) < [fwelch(ama´x) + ∆fwelch] ,
(4.9)
onde:
fwelch e´ o vetor de frequeˆncias estimadas no me´todo de Welch;
fcca e´ o vetor de frequeˆncias estimadas pelo me´todo de subespac¸o
de estados CCA;
∆fwelch e´ a resoluc¸a˜o do eixo de frequeˆncias do periodograma
estimado;
ama´x e´ o ı´ndice da frequeˆncia do modo dominante, de acordo
com as amplitudes das frequeˆncias estimadas no me´todo de
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Welch;
bma´x e´ o ı´ndice da frequeˆncia do modo dominante, de acordo
com uma das me´tricas de ordenac¸a˜o dos modos aplicadas aos
resultados do me´todo CCA.
A Figura 18 representa graficamente esse processo de comparac¸a˜o.
Se a frequeˆncia do modo dominante estimado pelo me´todo CCA obe-
decer a Equac¸a˜o (4.9), o resultado da estimac¸a˜o e´ considerado va´lido.
Assim, o valor estimado de frequeˆncia e a respectiva taxa de amorteci-
mento do modo devem ser apresentados de maneira gra´fica no aplicativo
de monitoramento.
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Figura 18 – Verificac¸a˜o cruzada entre resultados dos me´todos de iden-
tificac¸a˜o.
4.3 COMENTA´RIOS FINAIS
O projeto do aplicativo de monitoramento em tempo real de
modos eletromecaˆnicos em SEE, desenvolvido neste trabalho foi apre-
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sentado neste cap´ıtulo. Os processos realizados pelo aplicativo foram
basicamente agrupados em cinco blocos: aquisic¸a˜o, interpretac¸a˜o, orga-
nizac¸a˜o, monitoramento de grandezas fasoriais e identificac¸a˜o de modos
de oscilac¸a˜o. De acordo com esse agrupamento, os principais requisitos
de cada bloco foram descritos. Ale´m disso, as ferramentas e te´cnicas
utilizadas para o cumprimento de tais requisitos foram apresentadas.
No pro´ximo cap´ıtulo, apresenta-se a implementac¸a˜o computacional do
projeto descrito.
73
5 MODELAGEM E IMPLEMENTAC¸A˜O
COMPUTACIONAL
5.1 INTRODUC¸A˜O
Neste Cap´ıtulo descreve-se a implementac¸a˜o computacional do
projeto de aplicativo de monitoramento proposto no Cap´ıtulo 4 deste
trabalho. O aplicativo foi implementado utilizando conceitos de Mode-
lagem Orientada a Objetos (MOO) e a linguagem computacional C#.
A seguir sa˜o expostos os conceitos ba´sicos do paradigma da MOO
e dos padro˜es de projeto empregados. Na sequeˆncia, descreve-se a pla-
taforma computacional utilizada para a implementac¸a˜o. Apo´s isso,
apresentam-se os detalhes da implementac¸a˜o computacional do aplica-
tivo.
5.2 PARADIGMA DA MODELAGEM ORIENTADA A OBJETOS
A MOO serve para projetar aplicativos de maneira clara e organi-
zada. Em projetos de software faz com que a concentrac¸a˜o dos esforc¸os
esteja nas primeiras etapas de desenvolvimento. Como o projeto fica
bem estruturado e adapta´vel, modificac¸o˜es futuras sa˜o executadas com
maior facilidade.
No aˆmbito desta metodologia os objetos computacionais servem
para representar objetos do mundo real que fazem parte do problema.
Cada objeto possui suas caracter´ısticas (atributos) e funcionalidades
(me´todos).
As classes criadas em um projeto de software servem justamente
para moldar um determinado tipo de objeto. Ou seja, a partir de
uma classe definida pode-se gerar inu´meros objetos. Os objetos sa˜o
chamados de “instaˆncias” das classes [50].
A MOO baseia-se em treˆs pilares principais:
• Encapsulamento: consiste na separac¸a˜o de informac¸o˜es exter-
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nas e internas dos objetos, a fim de preservar a integridade de
dados internos que na˜o devem ser alterados.
• Heranc¸a: permite que uma subclasse herde caracter´ısticas de
uma outra classe (superclasse).
• Polimorfismo: permite sobrecarregar certas operac¸o˜es e me´to-
dos, de forma que realizem diferentes procedimentos de acordo
com o objeto que as utiliza.
5.2.1 Padro˜es de projeto
Os padro˜es de projeto (design patterns) sa˜o comumente aplica-
dos em softwares orientados a objetos. Esses padro˜es resolvem proble-
mas espec´ıficos de projetos proporcionando flexibilidade e reutilizac¸a˜o.
Dessa forma, o conhecimento de padro˜es de projeto permite ao proje-
tista aplica´-los direta e rapidamente sem a necessidade de redescobri-los
[51].
Segundo [51] os padro˜es de projeto podem ser classificados de
acordo com dois crite´rios: finalidade e escopo. Quanto a` finalidade
os padro˜es podem ser de criac¸a˜o, estruturais ou comportamentais. Os
padro˜es de criac¸a˜o relacionam-se com o processo de criac¸a˜o de objetos.
Os padro˜es estruturais cuidam da composic¸a˜o de classes ou de obje-
tos. Por fim, os padro˜es comportamentais caracterizam as formas de
interac¸a˜o entre classes ou objetos distribuindo as respectivas responsa-
bilidades.
O crite´rio de escopo especifica se o padra˜o e´ aplicado a` classes
ou objetos. Os padro˜es para classes lidam com o relacionamento entre
classes e suas sub-classes, ditado pelo mecanismo de heranc¸a. Esse tipo
de relacionamento e´ esta´tico, ou seja, modificado apenas em tempo de
compilac¸a˜o. Os padro˜es para objetos lidam com relacionamentos entre
objetos, que podem ser alterados em tempo de execuc¸a˜o.
Dois padro˜es de projeto foram utilizados no aplicativo desen-
volvido neste trabalho. Um padra˜o de criac¸a˜o para objetos, denomi-
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nado “Singleton”, e um padra˜o comportamental para objetos chamado
“Strategy”. A conceituac¸a˜o ba´sica desses dois padro˜es de projeto e´
apresentada a seguir.
5.2.1.1 Padra˜o Singleton
O padra˜o Singleton tem como finalidade garantir que uma classe
tenha uma u´nica instaˆncia e fornecer um ponto global de acesso para a
mesma. Isso e´ feito tornando a pro´pria classe responsa´vel pelo controle
de sua u´nica instaˆncia. Assim, essa classe pode garantir que nenhuma
outra instaˆncia seja criada e permitir o acesso a sua u´nica instaˆncia.
A estrutura ba´sica do padra˜o Singleton e´ mostrada na Figura
19.
Singleton
static uniqueInstance
static Instance() return uniqueInstance
Figura 19 – Padra˜o Singleton.
O padra˜o e´ composto de um atributo (uniqueInstance) e um
me´todo (Instance), ambos esta´ticos. O me´todo esta´tico e´ responsa´vel
por retornar o atributo esta´tico que conte´m a u´nica instaˆncia da classe.
Na realidade a instaˆncia e´ retornada caso ja´ tenha sido criada, caso
contra´rio o me´todo deve cria´-la.
5.2.1.2 Padra˜o Strategy
O padra˜o comportamental Strategy tem por objetivo definir uma
famı´lia de algoritmos, encapsula´-los e torna´-los intercambia´veis. A es-
trutura do padra˜o Strategy e´ apresentada na Figura 20.
A classe Context e´ a responsa´vel pela execuc¸a˜o de uma certa ta-
refa, por exemplo a estimac¸a˜o de modos de oscilac¸o˜es eletromecaˆnicas
em SEE. A classe Context na˜o implementa nenhum algoritmo de es-
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Context
ContextInterface()
Strategy
AlgorithmInterface()
ConcretStrategyA
AlgorithmInterface()
strategy
ConcretStrategyB
AlgorithmInterface()
ConcretStrategyC
AlgorithmInterface()
Figura 20 – Padra˜o Strategy.
timac¸a˜o de modos de oscilac¸o˜es eletromecaˆnicas. Ao inve´s disso, os
algoritmos sa˜o encapsulados nas subclasses da classe abstrata Strategy.
A utilizac¸a˜o do padra˜o Strategy elimina a necessidade do cliente
que interage com a classe Context de conhecer toda a estrutura de
tratamento dos algoritmos na soluc¸a˜o de uma tarefa. A organizac¸a˜o
dos algoritmos em classes Strategy torna a manutenc¸a˜o e atualizac¸a˜o
dos co´digos centralizada. Ale´m disso, a adic¸a˜o de novas estrate´gias de
soluc¸a˜o fica facilitada.
5.3 PLATAFORMA DE DESENVOLVIMENTO
O aplicativo foi desenvolvido em linguagem computacional C#
com a utilizac¸a˜o do ambiente Microsoft Visual Studio. A linguagem
C# pertence a famı´lia de linguagens C (C, Objective C, C++, Java)
[52] e faz parte da plataforma de desenvolvimento de aplicac¸o˜es .NET.
O compilador Microsoft Visual Studio e´ um Ambiente de Desen-
volvimento Integrado (Integrated Development Environment) especial-
mente dedicado a` plataforma .NET. Nele podem ser criados projetos
fazendo uso de linguagens como: C#, C++, Visual Basic, etc. Com a
linguagem definida escolhe-se o tipo do projeto de acordo com a neces-
sidade da aplicac¸a˜o. Entre as possibilidades esta˜o: Console Application
(aplicac¸a˜o de linha de comando), Windows Forms Application (inter-
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face atrave´s de forms padra˜o Windows), ASP.NET Web Application
(aplicac¸a˜o com interface Web). O aplicativo computacional desenvol-
vido neste trabalho e´ do tipo Windows Forms Application. Essa escolha
permite a utilizac¸a˜o de ferramentas gra´ficas como forms (janela t´ıpica
de um programa padra˜o Windows) e objetos como buttons (boto˜es uti-
lizados para a execuc¸a˜o de ac¸o˜es do aplicativo), facilitando a construc¸a˜o
de interfaces amiga´veis aos usua´rios.
5.4 ARQUITETURA COMPUTACIONAL DO APLICATIVO
O projeto de aplicativo de monitoramento discutido no Cap´ıtulo
4 tem seus detalhes computacionais descritos nesta sec¸a˜o. Para isso,
novamente, o aplicativo e´ dividido de acordo com os seus principais blo-
cos de func¸o˜es: aquisic¸a˜o, interpretac¸a˜o, organizac¸a˜o, monitoramento
de grandezas fasoriais e identificac¸a˜o de modos de oscilac¸a˜o.
As classes implementadas para a abstrac¸a˜o de estruturas do apli-
cativo sa˜o apresentadas durante a descric¸a˜o das subsec¸o˜es seguintes de
cada bloco. Como ferramentas suplementares para a compreensa˜o es-
trutural e dinaˆmica do aplicativo sa˜o utilizados diagramas UML (Uni-
fied Modeling Language) [53] no decorrer do texto.
5.4.1 Aquisic¸a˜o
A aquisic¸a˜o dos dados e´ feita com a utilizac¸a˜o de uma classe
de cliente UDP pro´pria da biblioteca System.Net.Sockets, que conte´m
classes para comunicac¸o˜es via Internet. As informac¸o˜es de porta e, oca-
sionalmente de grupo (para UDP Multicast), necessa´rias para a con-
figurac¸a˜o do cliente UDP sa˜o armazenadas em um arquivo de confi-
gurac¸a˜o no direto´rio de execuc¸a˜o do aplicativo de monitoramento. Tais
informac¸o˜es sa˜o repassadas ao objeto instanciado da classe cliente UDP
e a partir disso pode-se receber o fluxo de dados enviado pelo PDC a`
estac¸a˜o de trabalho.
Caso o fluxo esteja chegando normalmente a` estac¸a˜o de trabalho
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e as informac¸o˜es repassadas ao cliente UDP estejam corretas, o sistema
comec¸a a receber os frames que compo˜em o fluxo. A partir disso,
sa˜o ativados os processos de interpretac¸a˜o e organizac¸a˜o discutidos nas
sec¸o˜es seguintes. Caso contra´rio, o aplicativo apresenta, apo´s certo
tempo de espera (configurado para 1 minuto), uma mensagem alertando
problemas no recebimento do fluxo.
5.4.2 Interpretac¸a˜o
A interpretac¸a˜o dos dados e´ feita apo´s o desempacotamento dos
frames. Como os frames que compo˜em o fluxo possuem semelhanc¸as, foi
utilizada uma superclasse denominada Frame e a partir dela, utilizando
o conceito de heranc¸a de MOO, foram criadas duas subclasses para a
representac¸a˜o dos frames de configurac¸a˜o e de dados. A Figura 21
mostra a estrutura descrita.
Frame
ConfigFrame DataFrame
Read():void
Read()void
sync:int
frameSize:int
idCodeStream:int
soc:long
fracSec:double
chk:int
timeBase:int stat:int[]
phMod:double[][]
phAng:double[][]
freq:double[]
...
numPmu:int
...
Figura 21 – Diagrama de classes - Frames.
Os principais atributos das classes esta˜o relacionados aos cam-
pos mostrados nas Tabelas 1, 2 e 3 do Cap´ıtulo 4. O u´nico me´todo
atrelado a`s classes e´ Read(), responsa´vel pela leitura, interpretac¸a˜o e
armazenamento das informac¸o˜es contidas nos frames nos atributos.
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A classe FrameConfig e´ criada seguindo o padra˜o Singleton para
que possa ser instanciada apenas uma vez. Com isso, garante-se a
existeˆncia de apenas uma configurac¸a˜o para o fluxo de dados, inde-
pendente da chegada de novos frames de configurac¸a˜o. Ale´m disso, o
padra˜o Singleton possibilita acessar a classe por um ponto global.
5.4.3 Organizac¸a˜o
A organizac¸a˜o das medidas, conforme projetado na sec¸a˜o 4.2.3,
e´ implementada por terminal de medic¸a˜o. Com a utilizac¸a˜o de um
arquivo de configurac¸a˜o como o mostrado na Figura 10 monta-se uma
classe denominada SPMS. Essa classe tambe´m e´ concebida sob o padra˜o
Singleton, com isso somente pode ser instanciada uma vez e, ale´m disso,
esta´ acess´ıvel globalmente. O acesso global neste caso e´ necessa´rio para
a gerac¸a˜o de gra´ficos, pois todas as estruturas de dados dos terminais
de medic¸a˜o sa˜o armazenadas na classe SPMS. No diagrama de classe
da Figura 22 pode-se ver os principais atributos e os me´todos da classe,
ale´m de sua dependeˆncia em relac¸a˜o a` classe DataFrame.
SPMS
socSPMS:long
fracSecSPMS:double
stnVoltMod:double[][]
stnVoltAng:double[][]
stnVoltChan:List<List<int>>
stnVoltPhase:List<List<string>>
stnVoltBase:double[]
stnFreq:double[]
...
Build():bool
UpdateData(DataFrame):bool
DataFrame
Read()void
stat:int[]
phMod:double[][]
phAng:double[][]
freq:double[]
...
Figura 22 – Classe SPMS.
Os vetores stnVoltMod e stnVoltAng armazenam os mo´dulos e
aˆngulos das tenso˜es dos canais de cada terminal de medic¸a˜o. As listas
stnVoltChan e stnVoltPhase conteˆm os nu´meros dos canais e as fases
das tenso˜es monitoradas por terminal de medic¸a˜o. Para as corren-
tes existem vetores (stnCurrMod e stnCurrAng) e listas (stnCurrChan
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e stnCurrPhase) similares. Ale´m disso, existem outras listas e veto-
res para o armazenamento de informac¸o˜es do arquivo de configurac¸a˜o,
como tenso˜es e correntes base de cada terminal; e de dados recebidos
no fluxo, como frequeˆncia e variac¸a˜o de frequeˆncia.
O me´todo Build e´ o responsa´vel pela montagem dos vetores de
dados de acordo com o nu´mero de terminais e de canais monitorados
por esses terminais. Esse me´todo e´ executado anteriormente ao recebi-
mento do fluxo para a correta organizac¸a˜o dos dados. Apo´s isso, com
o estabelecimento do fluxo, a cada frame de dados recebido o me´todo
UpdateData e´ executado. O seu argumento e´ justamente o frame de
dados recebido, cujos dados sa˜o extra´ıdos e organizados por terminal
de medic¸a˜o nos vetores da classe SPMS. Um buffer circular com capaci-
dade para 240 conjuntos de vetores de dados (stnVoltMod, stnCurrMod
etc.) da classe SPMS e´ mantido, isso equivale a 4 segundos de fluxo a 60
frames por segundo. Essa escolha e´ justificada para evitar o consumo
excessivo de memo´ria por parte do aplicativo.
5.4.4 Monitoramento de grandezas fasoriais
O monitoramento de grandezas fasoriais pode ser feito atrave´s de
gra´ficos temporais e/ou polares. Os gra´ficos temporais podem ser uti-
lizados para o acompanhamento de va´rias grandezas fasoriais ao longo
de va´rios minutos, permitindo a visualizac¸a˜o de mudanc¸as topolo´gicas
e outros eventos no sistema ele´trico. Os gra´ficos polares, por sua vez,
sa˜o u´teis na visualizac¸a˜o de diferenc¸as angulares, possibilitando a iden-
tificac¸a˜o de perdas de sincronismo entre a´reas do sistema ele´trico, por
exemplo.
As possibilidades de escolha para gra´ficos temporais sa˜o as ex-
postas na Figura 11 do Cap´ıtulo 4. A partir da escolha do usua´rio,
o aplicativo e´ configurado para apresentar graficamente as grandezas
fasoriais selecionadas. Os gra´ficos temporais teˆm treˆs paraˆmetros de
configurac¸a˜o dispon´ıveis ao usua´rio: resoluc¸a˜o, comprimento da janela
e intervalo de atualizac¸a˜o. A resoluc¸a˜o corresponde a quantidade de
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fasores por segundo trac¸ada nos sinais, com quatro possibilidades de
escolha: 1, 10, 30 e 60. O comprimento da janela define o intervalo
de tempo (em segundos) apresentado no gra´fico. Os dados anteriores
ao per´ıodo definido sa˜o apagados. Por fim, o intervalo de atualizac¸a˜o
define o intervalo de tempo entre sucessivas atualizac¸o˜es de dados no
gra´fico.
Para evitar sobrecargas excessivas ao aplicativo algumas limita-
c¸o˜es sa˜o impostas aos paraˆmetros de configurac¸a˜o dos gra´ficos. Assim, o
comprimento ma´ximo das janelas e´ limitado de acordo com a resoluc¸a˜o
utilizada. Como exemplos, para resoluc¸a˜o de 1 (um) fasor por segundo,
o comprimento ma´ximo da janela e´ de 5 horas, enquanto que, para a
resoluc¸a˜o de 60 fasores por segundo, o comprimento ma´ximo e´ de 10
minutos. Ale´m disso, o nu´mero de gra´ficos temporais abertos ao mesmo
tempo tambe´m e´ limitado em no ma´ximo cinco.
Nos gra´ficos polares pode-se visualizar diferenc¸as angulares entre
fasores de tenso˜es ou correntes de fases u´nicas ou de sequeˆncia posi-
tiva, tendo como refereˆncia o fasor de tensa˜o da respectiva fase de um
terminal. Os gra´ficos polares na˜o possuem paraˆmetros configura´veis,
tendo intervalo fixo de atualizac¸a˜o de 1 (um) segundo. A quantidade
de gra´ficos polares visualizados ao mesmo tempo e´ de treˆs.
5.4.5 Identificac¸a˜o de modos de oscilac¸a˜o
Os sinais utilizados na identificac¸a˜o de modos de oscilac¸a˜o sa˜o
os sinais trac¸ados em um gra´fico temporal. Para monitorar os mo-
dos de oscilac¸a˜o presentes nos sinais de um gra´fico, deve-se definir os
paraˆmetros do me´todo de subespac¸o de estados CCA: ordem do mo-
delo e nu´mero de linhas de blocos das matrizes de Hankel. Ale´m disso,
deve-se definir o nu´mero de segmentos nos quais as janelas de dados
sa˜o divididas no me´todo de Welch. Ha´ um menu dispon´ıvel ao usua´rio
na janela de gra´ficos para essa configurac¸a˜o. Apo´s a configurac¸a˜o dos
paraˆmetros pode-se iniciar o processo de monitoramento de modos de
oscilac¸o˜es eletromecaˆnicas.
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Com isso, tem-se acesso a` janela de monitoramento de modos
de oscilac¸o˜es eletromecaˆnicas. A janela e´ composta basicamente por 3
gra´ficos. Dois dos quais apresentam ao longo do tempo os valores de
frequeˆncia e taxa de amortecimento do modo dominante (maior pseudo-
energia ou IDM) estimados pelo me´todo CCA. Enquanto que o terceiro
gra´fico apresenta o espectro estimado pelo me´todo de Welch.
Desde o recebimento dos dados dos sinais temporais ate´ a atu-
alizac¸a˜o dos gra´ficos de monitoramento dos modos de oscilac¸o˜es ele-
tromecaˆnicas uma se´rie de processos e´ realizada. Primeiramente, uma
janela de dados dos sinais temporais trac¸ados em um gra´fico e´ pre´-
processada. Apo´s isso, executa-se, de forma paralela, os algoritmos do
me´todo de subespac¸o de estados CCA e do me´todo de Welch. Os resul-
tados passam enta˜o por uma comparac¸a˜o (conforme exposto na sec¸a˜o
4.2.5.3), caso as estimativas sejam similares, tanto o gra´fico do peri-
odograma quanto os gra´ficos no tempo da janela de monitoramento
de oscilac¸o˜es sa˜o atualizados. Caso contra´rio, os gra´ficos no tempo
na˜o sa˜o atualizados, somente o periodograma. O aplicativo executa
essa sequeˆncia de processos continuamente, ou seja, apo´s terminar a
execuc¸a˜o de uma janela de dados, inicia-se novo processo de estimac¸a˜o
com a janela mais atual.
A dinaˆmica dos processos executados pode ser melhor compre-
endida por meio do diagrama de atividades da Figura 23.
Pré-
processar 
dados
Executar 
CCA
Executar 
Welch
Comparar 
estimativas
Atualizar 
Periodograma
Atualizar 
gráficos no 
tempo e 
Periodograma
[similares]
[divergentes]
Figura 23 – Diagrama de atividades da identificac¸a˜o de modos de os-
cilac¸a˜o no aplicativo.
Ressalta-se que os algoritmos de identificac¸a˜o de modos de os-
cilac¸a˜o foram implementados utilizado o padra˜o de projeto Strategy.
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Essa estrutura permite que novos algoritmos sejam acoplados ao sis-
tema com maior facilidade, ale´m de permitir mudanc¸as de estrate´gias
de estimac¸a˜o de modos em tempo de execuc¸a˜o. A aplicac¸a˜o do padra˜o
Strategy a`s metodologias pode ser visualizada na Figura 24.
OscillationIdentifier
Identify()
IMethodology
Execute()
CCA
Execute()
Welch
Execute()
Figura 24 – Estrate´gias de estimac¸a˜o de modos de oscilac¸a˜o.
5.5 COMENTA´RIOS FINAIS
A modelagem e a implementac¸a˜o computacional do aplicativo de
monitoramento proposto no Cap´ıtulo 4 foi descrita neste cap´ıtulo. O
desenvolvimento do aplicativo computacional levou em conta os princ´ı-
pios ba´sicos da MOO, aliados aos conceitos de padro˜es de projeto. Com
isso, o aplicativo implementado apresenta, entre outras vantagens, fle-
xibilidade e extensibilidade. O processo de validac¸a˜o do aplicativo e´
descrito no pro´ximo cap´ıtulo.
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6 EXPERIMENTOS E RESULTADOS
6.1 INTRODUC¸A˜O
Neste cap´ıtulo sa˜o apresentados experimentos realizados com o
aplicativo de monitoramento desenvolvido e os respectivos resultados
obtidos. Basicamente, os experimentos dividem-se em dois grupos, no
primeiro grupo sa˜o utilizados dados de um sistema-teste nas ana´lises,
enquanto que no segundo grupo sa˜o utilizados registros fasoriais do
SPMS MedFasee BT. Ressalta-se que em todos os experimentos fo-
ram realizados playbacks dos dados, de forma a simular a operac¸a˜o em
tempo real do aplicativo de monitoramento. Resultados do desempenho
computacional do aplicativo sa˜o expostos apo´s os resultados nume´ricos
obtidos com os experimentos.
6.2 EXPERIMENTOS COM DADOS DE SISTEMA-TESTE
Este grupo de experimentos e´ realizado com a utilizac¸a˜o de sinais
do sistema-teste apresentado na Figura 25 [2]. Este sistema e´ conhecido
na literatura, sendo empregado em diversos trabalhos para a validac¸a˜o
de metodologias. O sistema e´ composto por duas a´reas, cada qual com
dois geradores e uma carga. O interesse nos experimentos deste grupo
esta´ no monitoramento do modo eletromecaˆnico intera´rea do sistema.
G1
G2
C7 C9
G3
G4
L7 L9
1 5 6 7 8 9 10 11 3
42
Área 1 Área 2
Figura 25 – Sistema-teste [2].
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6.2.1 Ambiente de gerac¸a˜o de dados
O ambiente de gerac¸a˜o de sinais a partir do sistema-teste em-
pregado e´ formado por programas computacionais desenvolvidos pelo
Centro de Pesquisas de Energia Ele´trica (CEPEL) e por um algoritmo
para gerac¸a˜o de um ru´ıdo branco Gaussiano, baseado em [54] e imple-
mentado em [55].
Primeiramente, o programa Anarede e´ utilizado para a execuc¸a˜o
do fluxo de poteˆncia do sistema a partir de informac¸o˜es das poteˆncias
fornecidas pelos quatro geradores e das poteˆncias consumidas pelas
duas cargas do sistema. O resultado de fluxo obtido com o Anarede e´
uma das informac¸o˜es de entrada para o programa Anatem, de ana´lises
de transito´rios eletromecaˆnicos em SEE.
Ale´m das informac¸o˜es de fluxo de poteˆncia, pode-se fornecer ao
Anatem dados referentes a perturbac¸o˜es nas barras do sistema. Nos
experimentos deste trabalho as perturbac¸o˜es simuladas sa˜o pequenas
variac¸o˜es aleato´rias nas barras de carga, de maneira a simular per´ıodos
de dados de ambiente. Esses valores aleato´rios injetados nas barras
de carga sa˜o gerados em um algoritmo implementado no Matlab. As
amplitudes das perturbac¸o˜es sa˜o calculadas com a utilizac¸a˜o da func¸a˜o
wgn do Matlab, que consiste em um gerador de ru´ıdo branco Gaussi-
ano. Ale´m disso, o instante de tempo no qual a perturbac¸a˜o e´ injetada
tambe´m e´ aleato´rio dentro de uma distaˆncia ma´xima entre dois valores
consecutivos, definido pelo intervalo total de tempo simulado.
Os resultados simulados no Anatem, considerando o resultado
de fluxo de poteˆncia fornecido pelo Anarede e a injec¸a˜o dos ru´ıdos
brancos Gaussianos nas barras de carga sa˜o a entrada do aplicativo de
monitoramento de modos eletromecaˆnicos. O ambiente de simulac¸a˜o
pode ser melhor compreendido por meio da Figura 26.
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Figura 26 – Ambiente de gerac¸a˜o de dados de sistema-teste.
6.2.2 Metodologia
O programa PacDyn, de ana´lises de estabilidade a pequenas
perturbac¸o˜es do CEPEL, foi utilizado para a simulac¸a˜o dinaˆmica do
sistema-teste e caracterizac¸a˜o de seus modos eletromecaˆnicos. Para
isso, o PacDyn necessita de um ponto de operac¸a˜o, fornecido pela
execuc¸a˜o de um fluxo de poteˆncia no programa Anarede. Neste caso,
o fluxo executado considerou as cargas nas barras 7 e 9 com valores
nominais, 967 MW e 1.767 MW, respectivamente. As caracter´ısticas
do modo intera´rea do sistema estimadas pelo PacDyn sa˜o apresentadas
na Tabela 4. Esses valores sa˜o tomados como refereˆncia nas simulac¸o˜es
realizadas com dados do sistema-teste.
Tabela 4 – Caracter´ısticas modais obtidas com o PacDyn.
Frequeˆncia (Hz) Taxa de amortecimento (%)
0,697 9,415
O sinal escolhido para o monitoramento do modo intera´rea do
sistema-teste e´ o fluxo de poteˆncia entre as barras 7 e 8. Como as
duas a´reas sa˜o conectadas apenas por essa interligac¸a˜o (barras 7, 8 e
9) presume-se que o sinal de fluxo entre as barras 7 e 8 apresenta boa
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observabilidade do modo intera´rea.
Com o Anatem foram gerados sinais de fluxo de poteˆncia com
durac¸a˜o de 15 minutos e resoluc¸a˜o de 30 pontos por segundo. Treˆs
simulac¸o˜es foram realizadas considerando variac¸o˜es nas amplitudes dos
ru´ıdos inseridos nas barras de carga. Essas amplitudes sa˜o de 0, 5, 1 e
2% dos valores das cargas nas respectivas barras.
No “Caso I”, com 1% de ru´ıdo aplicado a`s barras, realiza-se a
sintonia dos me´todos de estimac¸a˜o de modos do aplicativo de monito-
ramento. Ou seja, sa˜o realizadas alterac¸o˜es nos paraˆmetros de entrada
dos me´todos para a observac¸a˜o de suas influeˆncias nas estimac¸o˜es. As
concluso˜es obtidas a partir dessas observac¸o˜es sa˜o u´teis nas simulac¸o˜es
seguintes, dos casos II e III, nos quais o n´ıvel de ru´ıdo inserido nas
barras e´ alterado.
Os paraˆmetros alterados sa˜o:
• Nu´mero de linhas de blocos nas matrizes de Hankel - me´todo
CCA;
• Ordem definida para o modelo estimado - me´todo CCA;
• Tamanho da janela de dados - ambos os me´todos.
Variac¸o˜es no nu´mero de segmentos nas janelas de ana´lises con-
siderados pelo me´todo de Welch foram feitas conjuntamente com as
variac¸o˜es nos tamanhos das janelas de dados. Isto foi feito para manter
a toleraˆncia nas comparac¸o˜es de estimativas dos me´todos CCA e de
Welch, estabelecida pela Equac¸a˜o (4.9).
6.2.3 Resultados
6.2.3.1 Caso I
O objetivo principal deste caso e´ realizar a sintonia dos paraˆmetros
dos me´todos que garanta os melhores resultados para as simulac¸o˜es se-
guintes. Dessa forma, os paraˆmetros de entrada dos me´todos de iden-
tificac¸a˜o foram modificados um a um para verificac¸a˜o dos efeitos nos
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resultados. O sinal de fluxo de poteˆncia utilizado nas ana´lises, influen-
ciado pelas injec¸o˜es de variac¸o˜es aleato´rias nas cargas, e´ apresentado
na Figura 27.
Figura 27 – Sinal monitorado no Caso I.
6.2.3.1.1 Nu´mero de linhas de blocos nas matrizes de Hankel - me´todo
CCA
O nu´mero de linhas de blocos das matrizes de Hankel do me´todo
CCA foi testado com 4 valores diferentes. Na Tabela 5 sa˜o apresentados
os resultados de me´dias e desvios-padra˜o das frequeˆncias (f¯ , σf ) e das
taxas de amortecimento (ζ¯, σζ) do modo identificado como dominante
(utilizando as duas me´tricas de ordenac¸a˜o modal apresentadas na sec¸a˜o
4.2.5.2.2) ao longo do per´ıodo analisado. Ou seja, para todas as janelas
de ana´lise executadas, a` medida que os dados foram reproduzidos em
tempo real. Os demais paraˆmetros de entrada foram mantidos fixos,
sendo: a ordem do sistema igual a 12; o comprimento da janela de
ana´lise igual a 5 minutos; e o nu´mero de segmentos no qual a janela e´
dividida no me´todo de Welch igual a 10.
Na˜o houve grandes alterac¸o˜es nas me´dias e desvios-padra˜o tanto
das frequeˆncias quanto das taxas de amortecimento estimadas. Os va-
lores obtidos ao utilizar a ordenac¸a˜o por IDM mostram valores de ta-
xas de amortecimento mais pro´ximos do valor fornecido pelo programa
PacDyn. No entanto, os valores de frequeˆncia estimados esta˜o relati-
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Tabela 5 – Resultados encontrados variando o nu´mero de linhas de
blocos nas matrizes de Hankel do me´todo CCA.
Pseudo-energia IDM
Nº linhas 80 100 120 140 80 100 120 140
f¯ (Hz) 0,622 0,617 0,621 0,627 0,615 0,611 0,607 0,613
σf (Hz) 0,039 0,028 0,030 0,030 0,044 0,033 0,041 0,042
ζ¯ (%) 9,154 8,391 7,487 7,361 9,423 9,874 9,326 8,565
σζ (%) 4,412 3,588 4,505 3,731 3,815 3,644 5,093 4,074
vamente distantes do valor de refereˆncia do PacDyn (Tabela 4).
Para verificar o conteu´do espectral do sinal utilizado na ana´lise,
aplica-se a DFT a` primeira janela de execuc¸a˜o do aplicativo de mo-
nitoramento, ou seja a` janela compreendida entre 00:00:00 e 00:05:00
na Figura 27. O resultado do espectro de frequeˆncias dessa janela de
dados e´ apresentado na Figura 28.
Figura 28 – Espectro de frequeˆncias dos primeiros 5 minutos do sinal
monitorado no Caso I.
O espectro mostra que ha´ predominaˆncia de frequeˆncias no si-
nal entre a 0,6 e 0,7 Hz. O pico de maior amplitude para esta janela
encontra-se na frequeˆncia de 0,653 Hz. No entanto, para outras janelas
de ana´lise, as maiores amplitudes variam em torno de 0,6 a 0,65 Hz.
Isto corrobora os resultados encontrados pelo aplicativo de monitora-
mento. Assim, apesar de o programa PacDyn determinar como 0,697
Hz a frequeˆncia do modo intera´rea, o sinal de fluxo de poteˆncia utili-
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zado na ana´lise (considerando janelas de 5 minutos de dados) apresenta
predominaˆncia de frequeˆncias mais baixas, pro´ximas a 0,6 Hz.
6.2.3.1.2 Ordem definida para o modelo estimado - me´todo CCA
A ordem do modelo foi alterada entre quatro valores: 6, 12, 18 e
24. Nas simulac¸o˜es, os outros paraˆmetros foram mantidos fixos como:
nu´mero de linhas de blocos nas matrizes de Hankel igual a 80; o tama-
nho da janela de ana´lise igual a 5 minutos; e o nu´mero de segmentos
no qual a janela e´ dividida pelo me´todo de Welch igual a 10.
Na Tabela 6 os resultados obtidos sa˜o agrupados. A simulac¸a˜o
considerando a ordem igual a 12 ja´ havia sido realizada anteriormente,
ao simular a variac¸a˜o no nu´mero de linhas de blocos nas matrizes de
Hankel.
Tabela 6 – Resultados encontrados variando a ordem do modelo.
Pseudo-energia IDM
Ordem 6 12 18 24 6 12 18 24
f¯ (Hz) 0,619 0,622 0,600 0,602 0,623 0,615 0,602 0,603
σf (Hz) 0,012 0,039 0,040 0,039 0,012 0,044 0,042 0,040
ζ¯ (%) 8,907 9,154 13,061 14,897 9,095 9,423 13,733 15,235
σζ (%) 1,096 4,412 7,478 8,084 0,975 3,815 6,582 7,329
Nota-se que ao considerar ordens mais elevadas (18 e 24) as
disperso˜es nos valores de amortecimento ficam elevadas. Ou seja, os
desvios-padra˜o dessas medidas crescem. Isto na˜o e´ visivelmente obser-
vado nos valores de frequeˆncias. O que ocorre e´ que sa˜o identificados
modos espu´rios com frequeˆncias similares a`s do modo real, confirmada
pelo Periodograma de Welch, mas com taxas de amortecimento bem
maiores que as reais. Dessa forma, os valores me´dios das taxas de
amortecimento tornam-se elevados, o que resulta tambe´m em maio-
res desvios-padra˜o entre as estimativas. Em resumo, as me´tricas de
ordenac¸a˜o pelos ca´lculos da pseudo-energia e do IDM mostraram ine-
ficieˆncias na identificac¸a˜o do modo real para ordens mais elevadas.
92 6. Experimentos e Resultados
6.2.3.1.3 Tamanho da janela de dados
Nesta etapa, o tamanho da janela de ana´lise e´ alterado entre
4, 6, 8 e 10 minutos. O per´ıodo total monitorado e´ o mesmo das
simulac¸o˜es anteriores, 15 minutos de dados. Dessa forma, ao escolher
a janela com tamanho de 10 minutos tem-se apenas 5 minutos finais
do per´ıodo monitorados. Por outro lado, ao escolher a janela com
4 minutos tem-se 11 minutos monitorados. Essa e´ uma importante
ressalva ao considerar os resultados de valores me´dios e desvios-padra˜o
apresentados a seguir na Tabela 8, uma vez que a` medida que o tamanho
da janela e´ aumentado o nu´mero de valores utilizados para o ca´lculo
das me´dias e de desvios-padra˜o e´ reduzido.
Para manter a mesma resoluc¸a˜o nos periodogramas estimados
pelo me´todo de Welch, variou-se o nu´mero de segmentos nos quais a
janela de ana´lise e´ dividida. Por exemplo, nas simulac¸o˜es anteriores o
tamanho de janela utilizado e´ igual a 5 minutos e o nu´mero de segmen-
tos utilizado pelo me´todo de Welch e´ igual a 10. Considerando que a
resoluc¸a˜o do sinal, apo´s o processo de dizimac¸a˜o, e´ igual a 5 Hz, pode-se
calcular o nu´mero de pontos por segmento e a respectiva resoluc¸a˜o dos
periodogramas respectivamente como:
L =
300 s× 5 Hz
10 segmentos
= 150 pontos/segmento (6.1a)
∆f =
1
L
=
1
150
= 0, 033 Hz (6.1b)
A resoluc¸a˜o calculada em (6.1b) foi mantida nas simulac¸o˜es rea-
lizadas nesta etapa. Os nu´meros de segmentos empregados no me´todo
de Welch para os tamanhos de janelas utilizados nas simulac¸o˜es sa˜o
mostrados na Tabela 7.
A ordem do sistema foi mantida fixa em 12 e o nu´mero de linhas
de blocos em 100. Os resultados considerando diferentes tamanhos de
janela sa˜o apresentados na Tabela 8.
O aumento no tamanho das janelas de ana´lise representa: reduc¸a˜o
nos valores de me´dia (ainda que com leve oscilac¸a˜o por IDM) e desvio-
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Tabela 7 – Nu´mero de segmentos utilizados nas simulac¸o˜es.
Janela (min.) Nº de segmentos - L
4 8
6 12
8 16
10 20
Tabela 8 – Resultados encontrados variando o tamanho da janela de
ana´lise.
Pseudo-energia IDM
Jan.(min.) 4 6 8 10 4 6 8 10
f¯ (Hz) 0,632 0,623 0,600 0,597 0,614 0,619 0,605 0,608
σf (Hz) 0,028 0,046 0,027 0,021 0,044 0,045 0,034 0,028
ζ¯ (%) 8,156 10,964 13,971 16,130 9,162 10,249 12,997 13,707
σζ (%) 4,811 5,381 4,157 5,060 4,738 4,013 4,218 5,488
padra˜o das estimativas de frequeˆncia; elevac¸a˜o nos valores de me´dia
das estimativas de taxa de amortecimento e oscilac¸a˜o nos valores de
desvio-padra˜o destas estimativas.
A elevac¸a˜o nos valores me´dios de amortecimento e´ o resultado a
ser destacado. Apesar de a teoria dos me´todos de subespac¸o de estados
indicar a utilizac¸a˜o de janelas extensas de ana´lise, percebe-se por esses
resultados que, com isso, modos com frequeˆncias menores, mesmo que
mais amortecidos, passam a ser identificados como dominantes em mais
janelas de ana´lise. Por isso, ha´ reduc¸a˜o na me´dia das estimativas de
frequeˆncia e aumento na me´dia das estimativas de taxa de amorteci-
mento.
6.2.3.2 Caso II
Neste caso o n´ıvel de ru´ıdo aplicado nas barras 7 e 9 foi redu-
zido para 0,5% das cargas respectivas. Novamente, o sinal de fluxo
de poteˆncia em uma das LTs entre as barras 7 e 8 foi utilizado no
monitoramento. Pode-se visualizar o sinal na Figura 29.
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Figura 29 – Sinal monitorado no Caso II.
Mais uma vez, faz-se uma ana´lise pre´via do espectro de frequeˆn-
cias do sinal base da ana´lise. O resultado, apresentado na Figura 30,
e´ praticamente ideˆntico ao estimado para o Caso I. Devido ao n´ıvel
de ru´ıdo mais baixo as amplitudes estimadas no espectro tambe´m sa˜o
menores.
Figura 30 – Espectro de frequeˆncias dos primeiros 5 minutos do sinal
monitorado no Caso II.
Seguindo indicativos do Caso I, a ordem foi mantida como 12, o
nu´mero de linhas de blocos em 100, o tamanho da janela de ana´lise igual
a 6 minutos e o nu´mero de segmentos no qual essa janela e´ dividida no
me´todo de Welch igual a 12. Os resultados encontrados sa˜o listados na
Tabela 9.
Apesar da reduc¸a˜o no n´ıvel de ru´ıdos injetados nas barras de
6.2 Experimentos com dados de sistema-teste 95
Tabela 9 – Resultados de estimac¸a˜o para o Caso II.
Pseudo-energia IDM
f¯ (Hz) 0,655 0,649
σf (Hz) 0,026 0,031
ζ¯ (%) 6,030 8,832
σζ (%) 4,292 3,605
carga, os resultados apresentam os valores de frequeˆncia condizentes
com o espectro de frequeˆncias apresentado na Figura 30. As me´dias
das taxas de amortecimento sa˜o inferiores aos resultados do Caso I,
quando utilizando os mesmos paraˆmetros para os me´todos. Em geral,
essa e´ uma tendeˆncia observada, a obtenc¸a˜o de taxas de amortecimento
menores do que as reais, quando as amplitudes das variac¸o˜es aleato´rias
nas cargas teˆm n´ıveis muito baixos.
6.2.3.3 Caso III
Agora, o n´ıvel de ru´ıdo nas barras 7 e 9 e´ elevado para 2% das
cargas nas respectivas barras. O fluxo de poteˆncia entre as barras 7
e 8 nesse caso, tem alterac¸o˜es mais significativas ao longo do tempo,
conforme mostra a Figura 31.
Figura 31 – Sinal monitorado no Caso III.
O espectro de frequeˆncias de uma janela de 5 minutos deste sinal
e´ similar aos espectros dos sinais nos casos I e II. Dessa forma, omite-se
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essa informac¸a˜o neste caso. Os valores me´dios e os desvios-padra˜o de
frequeˆncias e taxas de amortecimento estimados sa˜o apresentados na
Tabela 10.
Tabela 10 – Resultados de estimac¸a˜o para o Caso III.
Pseudo-energia IDM
f¯ (Hz) 0,650 0,644
σf (Hz) 0,023 0,022
ζ¯ (%) 8,160 8,967
σζ (%) 2,714 2,541
O resultado mais expressivo e´ a reduc¸a˜o nos valores de desvio-
padra˜o das taxas de amortecimento estimadas, em relac¸a˜o aos casos I
e II. Como os n´ıveis de ru´ıdo injetados nas barras neste caso e´ maior,
o modo monitorado fica mais excitado, facilitando a sua identificac¸a˜o.
Dessa forma, em mais janelas e´ poss´ıvel identificar o modo real, com
frequeˆncia e taxa de amortecimento corretas, reduzindo a identificac¸a˜o
de modos espu´rios e consequentemente os desvios-padra˜o dos valores
estimados.
6.3 EXPERIMENTOS COM DADOS DO SPMS MEDFASEE BT
6.3.1 Ambiente de gerac¸a˜o de dados
Os dados utilizados neste conjunto de experimentos sa˜o gran-
dezas fasoriais provenientes do SPMS MedFasee BT, descrito na sec¸a˜o
1.1.1. As grandezas fasoriais geradas pelas PMUs do sistema sa˜o envia-
das por meio da Internet ate´ o PDC, localizado no LabPlan/UFSC, em
Floriano´polis. Por meio do ambiente de ana´lise off-line MedPlot [56],
realizam-se consultas de dados histo´ricos na base de dados desse PDC.
Os arquivos resultantes do processo de consultas do MedPlot sa˜o uti-
lizados como entrada do aplicativo desenvolvido neste trabalho. Com
os dados contidos nos arquivos, que podem ser mo´dulos e aˆngulos de
fasores de tensa˜o ou corrente, frequeˆncias e fluxos de poteˆncias ativas
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e reativas faz-se um playback, simulando a operac¸a˜o em tempo real do
aplicativo de monitoramento. A func¸a˜o de playback e´ interna do apli-
cativo de monitoramento. O ambiente de gerac¸a˜o de dados como um
todo pode ser melhor compreendido por meio da Figura 32.
MedPlot
PDC
Dados 
históricos
Aplicativo de 
monitoramento
Resultados
Arquivos de 
dados
Figura 32 – Ambiente de gerac¸a˜o de dados do SPMS MedFasee BT.
6.3.2 Metodologia
Os registros histo´ricos gerados no ambiente descrito na sec¸a˜o
anterior sa˜o utilizados neste grupo de experimentos para a identificac¸a˜o
de modos eletromecaˆnicos intera´rea do SIN. As faixas de frequeˆncia de
oscilac¸a˜o dos principais modos intera´rea do SIN esta˜o listadas na Tabela
11 [?, 57].
Tabela 11 – Principais modos intera´rea no SIN.
Modo Frequeˆncia (Hz)
Norte-Sul 0,2 a 0,4
Sul-Sudeste 0,6 a 0,8
Norte-Nordeste 0,55 a 0,65
Acre/Rondoˆnia-SIN 0,4 a 0,7
A seguir, apresenta-se o monitoramento de dois desses modos:
o modo Norte-Sul e o modo Acre/Rondoˆnia-SIN. O modo Norte-Sul
e´ resultado da interac¸a˜o entre as a´reas Norte/Nordeste e Sul/Sudes-
te/Centro-Oeste. O modo Acre/Rondoˆnia-SIN representa a interac¸a˜o
do subsistema formado pelos dois estados em relac¸a˜o ao restante do
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SIN. Estudos acerca deste modo sa˜o recentes considerando que o sub-
sistema Acre/Rondoˆnia passou a fazer parte do SIN apenas no dia 23
de outubro de 2009 [58].
O monitoramento do modo eletromecaˆnico intera´rea Norte-Sul
do SIN foi realizado por um per´ıodo de 1 hora, entre as 14:00:00 e
15:00:00 do dia 25 de agosto de 2014. Foram realizadas duas ana´lises:
a primeira utilizando apenas o sinal de diferenc¸as angulares entre as
tenso˜es de sequeˆncia positiva dos terminais UFPE e USP SC (define-se
o terminal USP SC como refereˆncia angular); a segunda empregando
tambe´m o sinal de diferenc¸as angulares entre as tenso˜es de sequeˆncia
positiva dos terminais UFRGS e USP SC (novamente definindo o ter-
minal USP SC como refereˆncia angular).
O monitoramento do modo Acre/Rondoˆnia-SIN tambe´m foi feito
em um per´ıodo de uma hora, entre 18:00:00 e 19:00:00 do dia 22 de ju-
nho de 2014. Nesta ana´lise empregou-se o sinal de diferenc¸as angulares
entre as tenso˜es de sequeˆncia positiva dos terminais UFAC e UnB (to-
mando o terminal UnB como refereˆncia angular).
Para a escolha dos sinais utilizados no monitoramento dos mo-
dos, foi realizada uma ana´lise espectral pre´via com a utilizac¸a˜o da DFT.
Com isso, poˆde-se identificar os sinais com maiores observabilidades em
relac¸a˜o aos modos monitorados.
Empregam-se nas ana´lises para o monitoramento de ambos os
me´todos janelas de dados com 10 minutos. Escolhem-se ainda como
paraˆmetros para o me´todo de CCA: ordem igual a 20 para os modelos
estimados e nu´mero de linhas de blocos das matrizes de Hankel igual
a 120. Para o me´todo de Welch divide-se cada janela de 10 minutos
de dados em 20 segmentos, com sobreposic¸a˜o de 50% entre segmentos
adjacentes.
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6.3.3 Resultados - Modo Norte-Sul
6.3.3.1 Ana´lise monossinal
O sinal de diferenc¸a angular entre os terminais UFPE e USP SC,
utilizado nesta ana´lise pode ser visualizado na Figura 33.
Figura 33 – Sinal para o monitoramento do modo Norte-Sul.
As Figuras 34 e 35 mostram, respectivamente, a evoluc¸a˜o tem-
poral da frequeˆncia e taxa de amortecimento do modo eletromecaˆnico
mais expressivo seguindo as duas me´tricas de ordenac¸a˜o dos me´todos
empregadas neste trabalho: ca´lculo da pseudo-energia (pontos em ver-
melho) e ca´lculo do IDM (pontos em azul).
Figura 34 – Frequeˆncia estimada do modo Norte-Sul.
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Figura 35 – Taxa de amortecimento estimada do modo Norte-Sul.
Pode-se observar que para va´rias execuc¸o˜es dos algoritmos as
duas metodologias de ordenac¸a˜o identificam os mesmos modos como os
mais expressivos. A metodologia de ordenac¸a˜o pelo ca´lculo da pseudo-
energia teve 1.611 resultados concordantes com o me´todo de Welch
enquanto que a metodologia de ordenac¸a˜o por IDM foi concordante em
1.589 janelas de dados, esse e´ o nu´mero de pontos trac¸ados em cada
se´rie (vermelha e azul, respectivamente) dos gra´ficos.
Em geral, e´ poss´ıvel acompanhar de maneira n´ıtida a tendeˆncia
de evoluc¸a˜o no tempo dos valores de frequeˆncia de oscilac¸a˜o e taxa de
amortecimento. Entre as 14:20:00 e 14:30:00 percebem-se as maiores
excurso˜es nos n´ıveis de frequeˆncias e taxas de amortecimento estima-
dos. Essa excursa˜o deve estar relacionada a`s excurso˜es no sinal base
de diferenc¸a angular (Figura 33), que pode representar variac¸o˜es no
intercaˆmbio de poteˆncia entre as duas regio˜es.
6.3.3.2 Ana´lise multissinal
Para tentar melhorar o desempenho da estimac¸a˜o na ana´lise mo-
nossinal, sa˜o utilizados agora dois sinais de diferenc¸as angulares como
entrada para os me´todos. Ale´m do sinal de diferenc¸a angular utilizado
na ana´lise monossinal emprega-se o sinal de diferenc¸a angular entre
os terminais UFRGS e USP SC. Os dois sinais, tomando o terminal
USP SC como refereˆncia sa˜o apresentados na Figura 36.
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Figura 36 – Sinais para o monitoramento do modo Norte-Sul.
Para este caso, as evoluc¸o˜es temporais das frequeˆncias e taxas
de amortecimento estimadas sa˜o apresentadas nas Figuras 37 e 38, res-
pectivamente.
Figura 37 – Frequeˆncia estimada do modo Norte-Sul.
Figura 38 – Taxa de amortecimento estimada do modo Norte-Sul.
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As formas modais do modo Norte-Sul para cada um dos sinais de
diferenc¸as angulares (UFPE x USP SC e UFRGS x USP SC) tambe´m
foram estimadas para cada execuc¸a˜o do algoritmo de CCA. Os mo´dulos
das diferenc¸as nos aˆngulos das formas modais dos dois sinais sa˜o apre-
sentados na Figura 39. Percebe-se que os valores ficam entre 140 e 180
graus. Apesar dessa faixa de valores na˜o estar muito bem concentrada
em torno de 180 graus, os valores indicam o cara´ter intera´rea do modo.
Ou seja, os valores indicam oposic¸a˜o de fase entre os dois sinais, gerados
a partir de terminais das duas a´reas responsa´veis pela interac¸a˜o que o
modo representa.
Figura 39 – Diferenc¸as angulares entre as formas modais dos sinais.
6.3.3.3 S´ıntese dos resultados
A Tabela 12 e´ a s´ıntese dos resultados encontrados nas ana´lises
mono e multissinal. Assim como nas simulac¸o˜es realizadas com o
sistema-teste, apresentam-se as me´dias e os desvios-padra˜o de frequeˆn-
cias e taxas de amortecimento ao longo do per´ıodo analisado. Os valores
me´dios de frequeˆncias e taxas de amortecimento praticamente na˜o se
alteram nos dois casos. Nesse sentido, o resultado mais expressivo e´ o
da reduc¸a˜o nos desvios-padra˜o das estimativas, tanto para os valores
de frequeˆncia quanto para os valores de taxa de amortecimento. Ou
seja, a utilizac¸a˜o de mais sinais nos quais pode-se observar o modo de
interesse reduz as disperso˜es nos resultados.
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Tabela 12 – Tabela s´ıntese dos resultados do monitoramento do modo
Norte-Sul.
Monossinal Multissinal
Pseudo-energia IDM Pseudo-energia IDM
f¯ (Hz) 0,349 0,349 0,349 0,349
σf (Hz) 0,010 0,010 0,006 0,006
ζ¯ (%) 10,087 10,299 10,571 10,588
σζ (%) 1,950 2,139 1,209 1,248
6.3.4 Resultados - Modo Acre/Rondoˆnia-SIN
O sinal base utilizado na ana´lise e´ de diferenc¸a angular entre os
terminais UFAC e UnB, podendo ser visualizado na Figura 40.
Figura 40 – Sinal para o monitoramento do modo Acre/Rondoˆnia-SIN.
Novamente comparam-se os resultados das duas te´cnicas de or-
denac¸a˜o dos modos de oscilac¸a˜o. Os resultados obtidos com o aplicativo
de monitoramento sa˜o mostrados nas Figuras 41 e 42, com os valores
estimados de frequeˆncia de oscilac¸a˜o e taxa de amortecimento do modo
monitorado.
Nos gra´ficos das Figuras 41 e 42 pode-se ver que o nu´mero de
pontos trac¸ados com a ordenac¸a˜o pela pseudo-energia e´ bem superior
ao nu´mero de pontos trac¸ados com ordenac¸a˜o por IDM. Isso significa
que a ordenac¸a˜o por pseudo-energia e´ concordante em mais janelas de
ana´lise com os resultados do me´todo de Welch que a ordenac¸a˜o por
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Figura 41 – Frequeˆncia estimada do modo Acre/Rondoˆnia-SIN.
Figura 42 – Taxa de amortecimento estimada do modo Acre/Rondoˆnia-
SIN.
IDM. No total esta˜o representados 1.406 pontos na se´rie de pseudo-
energia e apenas 233 na se´rie de IDM. Ale´m disso, nota-se claramente
que os pontos identificados pelo IDM apresentam elevadas taxas de
amortecimento (Figura 42), diferindo muito dos resultados encontra-
dos pela ordenac¸a˜o por pseudo-energia. Em resumo, a conclusa˜o e´ que
a ordenac¸a˜o por IDM encontra dificuldades neste caso, identificando
modos espu´rios com altas taxas de amortecimento como os modos do-
minantes.
Na Tabela 13 esta˜o sintetizados os resultados nume´ricos obti-
dos. Os valores comprovam a ineficieˆncia da ordenac¸a˜o por IDM nesta
ana´lise, sobretudo na me´dia e desvio-padra˜o dos valores de taxas de
amortecimento do modo dominante identificado.
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Tabela 13 – Resultados do monitoramento do modo Acre/Rondoˆnia-
SIN.
Pseudo-energia IDM
f¯ (Hz) 0,594 0,607
σf (Hz) 0,015 0,045
ζ¯ (%) 1,367 15,284
σζ (%) 5,372 12,676
6.4 DESEMPENHO COMPUTACIONAL
O desempenho computacional do aplicativo desenvolvido e´ me-
dido nesta sec¸a˜o em termos dos tempos me´dios para a realizac¸a˜o das
atividades relacionadas a` identificac¸a˜o dos modos eletromecaˆnicos. Es-
sas atividades sa˜o: pre´-processamento dos dados; execuc¸a˜o dos algorit-
mos dos me´todos CCA e Welch; comparac¸a˜o das estimativas obtidas e
atualizac¸a˜o dos gra´ficos (Figura 23).
A configurac¸a˜o do computador utilizado nos testes de desempe-
nho e´ a seguinte: processador Intel Core i7 3,4 Ghz, 8 GB de memo´ria
RAM.
6.4.1 Influeˆncia dos paraˆmetros de entrada dos me´todos
A influeˆncia das variac¸o˜es dos paraˆmetros de entrada dos me´todos
de identificac¸a˜o, realizadas nas sec¸o˜es 6.2.3.1.1, 6.2.3.1.2 e 6.2.3.1.3,
nos tempos computacionais sa˜o resumidas na Tabela 14. Os outros
paraˆmetros mantidos fixos em cada se´rie de alterac¸o˜es sa˜o os mes-
mos considerados nas ana´lises das sec¸o˜es citadas. Por exemplo, ao
variar o nu´mero de linhas de blocos nas matrizes de Hankel os demais
paraˆmetros sa˜o fixados como: ordem do modelo igual a 12, tamanho
da janela de ana´lise igual a 5 minutos e nu´mero de segmentos nos quais
dividem-se as janelas de dados no me´todo de Welch igual a 10.
Percebe-se que alterac¸o˜es no tamanho das janelas de dados em-
pregadas no monitoramento sa˜o as que mais influenciam em mudanc¸as
106 6. Experimentos e Resultados
Tabela 14 – Influeˆncia da variac¸a˜o de paraˆmetros dos me´todos de iden-
tificac¸a˜o no desempenho computacional do aplicativo.
Nº linhas 80 100 120 140
T¯exec (ms) 374 405 445 480
Ordem 6 12 18 24
T¯exec (ms) 344 374 528 550
Jan. (min.) 4 6 8 10
T¯exec (ms) 333 415 473 632
nos tempos de execuc¸a˜o dos processos. Isso se deve, sobretudo, ao au-
mento no nu´mero de colunas das matrizes de Hankel do me´todo CCA,
cuja execuc¸a˜o representa de 85 a 95% do tempo total de cada execuc¸a˜o.
6.4.2 Influeˆncia do nu´mero de sinais utilizados
Nesta sec¸a˜o sa˜o comparados os tempos me´dios de execuc¸a˜o das
ana´lises efetuadas para o monitoramento do modo Norte-Sul, nas sec¸o˜es
6.3.3.1 e 6.3.3.2. Com isso, pode-se verificar a variac¸a˜o dos tempos
de execuc¸a˜o ao utilizar um ou dois sinais, obtendo um indicativo da
influeˆncia do nu´mero de sinais no desempenho computacional.
Na Tabela 15 sa˜o apresentados os tempos me´dios das execuc¸o˜es
para as duas ana´lises. Lembrando que a resoluc¸a˜o dos sinais e´ de 60
fasores por segundo e os paraˆmetros empregados sa˜o os previamente
citados nas sec¸o˜es de resultados nume´ricos das simulac¸o˜es.
Tabela 15 – Influeˆncia do nu´mero de sinais utilizados no desempenho
computacional do aplicativo.
Nº sinais 1 2
T¯exec (ms) 2.119 3.911
Primeiramente, um resultado secunda´rio dessa ana´lise entra na
linha do aumento de dados na janela, ja´ que a resoluc¸a˜o dos sinais
destas simulac¸o˜es (60 fasores por segundo) e´ o dobro da resoluc¸a˜o dos
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sinais das simulac¸o˜es com o sistema-teste (30 fasores por segundo).
A adic¸a˜o de um sinal a` ana´lise praticamente dobra o tempo me´dio
de execuc¸a˜o. Este aumento de tempo ocorre devido ao aumento do
nu´mero de linhas das matrizes de Hankel do me´todo CCA e ao aumento
de dimenso˜es de outras matrizes manipuladas no interior do algoritmo.
6.5 COMENTA´RIOS FINAIS
Neste cap´ıtulo foram apresentados os experimentos realizados e
os resultados obtidos com a aplicac¸a˜o do aplicativo de monitoramento
implementado no trabalho. Para isso, foram utilizados sinais de um
sistema-teste e registros fasoriais reais de PMUs.
Nas simulac¸o˜es realizadas com sinais de sistema-teste foi poss´ıvel
obter importantes concluso˜es acerca da calibrac¸a˜o dos me´todos de iden-
tificac¸a˜o implementados no aplicativo de monitoramento desenvolvido.
Por exemplo, verificou-se que alterac¸o˜es entre os valores de 80 a 140 no
nu´mero de linhas de blocos das matrizes de Hankel do me´todo CCA
na˜o surtiram efeitos significativos nos resultados. Por outro lado, o au-
mento no valor atribu´ıdo a` ordem do modelo considerado pelo me´todo
CCA deteriorou o desempenho de ambas as me´tricas de ordenac¸a˜o em-
pregadas (pseudo-energia e CCA). Ale´m disso, o aumento no tamanho
das janelas de ana´lise foi responsa´vel por elevar os valores de me´dia
de taxas de amortecimento e reduzir os valores de me´dia de frequeˆncia
estimados, devido a identificac¸a˜o de modos mais lentos como sendo os
dominantes.
Outras simulac¸o˜es foram feitas alterando os n´ıveis de ru´ıdos in-
seridos nas barras de carga do sistema-teste. A elevac¸a˜o dos n´ıveis de
ru´ıdo ocasionou maior excitac¸a˜o no modo intera´rea monitorado, o que
resultou em reduc¸o˜es nos valores de desvios-padra˜o das estimativas.
Apo´s a realizac¸a˜o de simulac¸o˜es com sinais do sistema-teste, fo-
ram utilizados registros fasoriais do SPMS MedFasee BT no monitora-
mento de dois modos eletromecaˆnicos intera´rea do SIN. Primeiramente,
foi monitorado o modo Norte-Sul por um per´ıodo de uma hora, com
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valores me´dios de frequeˆncia de 0,349 Hz e de taxa de amortecimento
de aproximadamente 10 %. A utilizac¸a˜o de mais de um sinal da ana´lise
reduziu os desvios-padra˜o nas medidas, garantindo maior precisa˜o nas
estimativas. Ale´m disso, na ana´lise multissinal foi poss´ıvel realizar o
ca´lculo das formas modais associadas a cada sinal empregado, o que
permitiu a comprovac¸a˜o do cara´ter intera´rea do modo identificado.
Por fim, o modo intera´rea Acre/Rondoˆnia-SIN foi monitorado
tambe´m durante uma hora, com valores me´dios de frequeˆncia e taxa
de amortecimento identificados pelo ca´lculo da pseudo-energia como,
aproximadamente, 0,6 Hz e 1,367 %. A ordenac¸a˜o pelo ca´lculo do
IDM mostrou-se bastante inadequada para este monitoramento, com
obtenc¸a˜o de me´dia de estimativas de taxa de amortecimento bem ele-
vada (15,284 %), assim como de desvio-padra˜o (12,676 % contra 5,372
% pelo ca´lculo da pseudo-energia).
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7.1 CONCLUSO˜ES
O objetivo principal deste trabalho foi o desenvolvimento e a
aplicac¸a˜o de te´cnicas de identificac¸a˜o em tempo real de modos eletro-
mecaˆnicos em SEE. Para isso foi projetado e implementado um apli-
cativo de monitoramento baseado em duas te´cnicas de estimac¸a˜o de
modos de oscilac¸a˜o baseadas em medidas: o me´todo de subespac¸o de
estados CCA e o me´todo de Welch.
No projeto foram consideradas caracter´ısticas necessa´rias a` apli-
cac¸a˜o das te´cnicas de identificac¸a˜o, como o pre´-processamento das me-
didas empregadas nas estimac¸o˜es e a possibilidade de alterac¸a˜o dos
paraˆmetros de entrada dos me´todos, para calibrac¸a˜o de acordo com
as necessidades dos usua´rios. Ale´m disso, a implementac¸a˜o do aplica-
tivo com a utilizac¸a˜o de conceitos de MOO, aliados a` teoria de padro˜es
de projeto garante caracter´ısticas como flexibilidade e expansibilidade
ao aplicativo desenvolvido. Isto facilita a atualizac¸a˜o e expansa˜o do
aplicativo por meio de alterac¸o˜es e incluso˜es de novas metodologias de
identificac¸a˜o de modos eletromecaˆnicos.
A experimentac¸a˜o do aplicativo de monitoramento foi feita com
a utilizac¸a˜o de dados de um sistema-teste de 11 barras e registros faso-
riais do SPMS MedFasee BT. As simulac¸o˜es considerando os sinais do
sistema-teste foram utilizadas para a calibrac¸a˜o dos paraˆmetros de en-
trada dos me´todos de identificac¸a˜o e verificac¸a˜o da influeˆncia dos n´ıveis
de ru´ıdo injetados nas barras de carga do sistema na identificac¸a˜o do
modo eletromecaˆnico dominante.
Os resultados mostraram influeˆncia baixa nos resultados quando
foram feitas alterac¸o˜es do nu´mero de linhas de blocos nas matrizes de
Hankel do me´todo CCA. Alterac¸o˜es nos valores de ordem dos modelos
constru´ıdos pelo me´todo CCA mostraram deteriorac¸a˜o na estimac¸a˜o
110 7. Concluso˜es e Sugesto˜es para Trabalhos Futuros
quando foram atribu´ıdos valores elevados de ordens aos modelos (18
e 24). Isto porque foram criados modos com frequeˆncias similares a`
frequeˆncia do modo de interesse, possuindo no entanto elevados valores
de taxas de amortecimento. Tais resultados destacam pontos fracos
das te´cnicas de ordenac¸a˜o de modos (ca´lculos de pseudo-energia e de
IDM) empregadas neste trabalho. Por u´ltimo, o aumento do tama-
nho da janela de ana´lise que deveria melhorar os resultados, quando
considerando a teoria dos me´todos de subespac¸o de estados, ocasio-
nou afastamentos dos valores me´dios de frequeˆncia e taxa de amorte-
cimento considerados refereˆncia. Atribui-se a este fato a alterac¸a˜o da
dominaˆncia ao estender os per´ıodos de ana´lise, do modo intera´rea de
interesse para modos com frequeˆncias menores e mais bem amortecidos.
Os registros fasoriais do SPMS MedFasee BT foram emprega-
dos para o monitoramento de dois modos intera´rea do SIN: o modo
Norte-Sul e o modo Acre/Rondoˆnia-SIN. Para o modo Norte-Sul fo-
ram realizadas ana´lises mono e multissinal, com grande adereˆncia dos
resultados. A ana´lise multissinal resultou em reduc¸a˜o do desvio-padra˜o
das estimativas, fornecendo resultados menos dispersos. Para o per´ıodo
monitorado o modo apresentou valor me´dio de frequeˆncia de 0,349 Hz
e de taxa de amortecimento em torno de 10 % (variando de acordo
com a me´trica de ordenac¸a˜o empregada). Ale´m disso, para a ana´lise
multissinal foram calculadas as formas modais relacionadas aos sinais
empregados. A oposic¸a˜o de fase entre as formas modais dos dois sinais
empregados, de diferenc¸as angulares considerando a mesma refereˆncia
(USP SC) mas com um terminal na a´rea Norte (UFPE) e outro na a´rea
Sul (UFRGS), caracterizou a natureza intera´rea do modo identificado.
Para o monitoramento do modo Acre/Rondoˆnia-SIN a me´trica
de ordenac¸a˜o de modos por meio do ca´lculo do IDM mostrou-se inefici-
ente (para o per´ıodo considerado). Enquanto a ordenac¸a˜o por meio do
ca´lculo da pseudo-energia mostrou a evoluc¸a˜o dos valores de frequeˆncia
e taxa de amortecimento ao longo do tempo, a ordenac¸a˜o por IDM teve
pouca concordaˆncia com os resultados obtidos pelo me´todo de Welch.
Ale´m disso, quando houve concordaˆncia no valor de frequeˆncia do modo
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dominante, os valores de taxa de amortecimento estimados foram muito
elevados, apontando natureza espu´ria do modo.
7.2 SUGESTO˜ES PARA TRABALHOS FUTUROS
A principal sugesta˜o para trabalhos futuros concentra-se no aper-
feic¸oamento e na integrac¸a˜o de novas te´cnicas ao processo de ordenac¸a˜o
dos modos de oscilac¸a˜o, e consequente determinac¸a˜o de dominaˆncia mo-
dal, para os resultados do me´todo CCA. Um aperfeic¸oamento poss´ıvel
para a utilizac¸a˜o das te´cnicas atualmente implementadas (pseudo-ener-
gia e IDM) seria a determinac¸a˜o de limiares mı´nimos – dos valores de
pseudo-energia e IDM – a partir dos quais as estimativas seriam consi-
deradas va´lidas. Assim, quando os valores de pseudo-energia ou IDM
estivessem abaixo desses limiares, as estimativas na˜o seriam represen-
tadas graficamente. Com isso, a estimac¸a˜o de modos espu´rios devido
ao baixo n´ıvel de excitac¸a˜o de modos reais seria mitigada.
Nessa mesma linha, sugere-se a integrac¸a˜o de te´cnicas de dis-
criminac¸a˜o de modos reais de modos espu´rios para a ordenac¸a˜o mais
eficiente dos modos dominantes. Uma dessas te´cnicas e´ o diagrama de
estabilizac¸a˜o, que consiste na variac¸a˜o da ordem do modelo de repre-
sentac¸a˜o para a realizac¸a˜o das estimativas por me´todos parame´tricos.
Pode-se enta˜o identificar como modos reais aqueles que se manteˆm com
frequeˆncia em uma certa vizinhanc¸a, ja´ que os modos espu´rios ira˜o va-
riar bastante a` medida que a ordem do modelo e´ modificada.
Ale´m de melhorias no processo de determinac¸a˜o de dominaˆncia
modal, sugere-se a integrac¸a˜o de metodologias pro´prias para ana´lises
de per´ıodos de dados de grandes perturbac¸o˜es ao aplicativo de moni-
toramento. A ativac¸a˜o deste tipo de ferramenta seria feita a partir da
detecc¸a˜o de perturbac¸o˜es de maior porte nos sinais analisados. Com
isso, garantiria-se maior robustez ao aplicativo de monitoramento, miti-
gando problemas enfrentados pelas metodologias pro´prias para per´ıodos
de dados de ambiente frente a` ocorreˆncia de grandes perturbac¸o˜es.
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