WavePacket is an open-source program package for the numerical simulation of quantummechanical dynamics. It can be used to solve time-independent or time-dependent linear Schrödinger and Liouville-von Neumann-equations in one or more dimensions. Also coupled equations can be treated, which allows to simulate molecular quantum dynamics beyond the Born- Schrödinger's equations are of fundamental importance in non-relativistic quantum mechanics of distinguishable particles. The solutions of the time-independent equation (TISE) are wavefunctions in coordinate space, the absolute squares of which are usually interpreted as probability density.
I. INTRODUCTION
With the advent of time-dependent experimental techniques, most notably with the progress in generating short, intense laser pulses in the 1980s and 1990s, there has been a strongly increased interest in studying quantum mechanics also from the time-dependent point of view [1] [2] [3] . Experiments using tailored laser fields have often been going hand in hand with quantum dynamical simulations, leading to enormous progress in the fields of atomic and molecular physics [4] , femtochemistry [5] and even femtobiology [6] . More recently, concepts developed in these fields have been transferred to the study of quantum information and quantum computing [7, 8] .
Despite the obvious importance of quantum dynamics simulations, general and freely available simulation software is still rather scarce; one notable exception being the MCTDH program package which specializes in weakly coupled, high-dimensional systems [9] . In this work we introduce our general-purpose Matlab software package WavePacket (version 5.2.1) for numerical quantum dynamics, giving a step-by-step explanation of how typical simulation tasks can be carried out.
The WavePacket software package uses a straightforward approach by expanding all wave functions and relevant operators in finite basis representations (FBRs) and/or associated discrete variable representations (DVRs) [10, 11] . The time-independent Schrödinger equation is then trivially cast into an eigenvalue problem whereas the time-dependent Schrödinger equation is solved by a variety of propagation methods, all of which make use of fast transformations between DVRs and FBRs. The most prominent example of this approach being fast Fourier transforms for use with plane wave FBRs [12] . In WavePacket we extend this approach to multidimensional problems by using a multidimensional grid formed as a direct product of one-dimensional FBR and/or DVR grids which makes our software simple and intuitive to use. However, direct product grids lead to poor scaling as the number of degrees of freedom increases. Hence, for large systems, better representations are needed, as implemented, for example, in MCTDH [9] or in TDDVR [13] software packages, which, however, require more user training for effective use. As a consequence, WavePacket mainly targets small systems, with currently up to about 4 degrees of freedom and use-cases where ease of use outweighs performance considerations. Examples would be quantum dynamics teaching or the study of small molecules and low-dimensional model systems.
The present Part I deals with the use of WavePacket for closed quantum systems, i. e., with the solution of the time-dependent and time-independent Schrödinger equations (SE), by means of various numerical techniques. Describing the interaction of quantum systems with external electric fields within the semi-classical dipole approximation, WavePacket is especially suitable for simulating experiments in photophysics or photochemistry where shaped field pulses are used to alter, and ultimately to control, the dynamics of quantum systems. Another emphasis is on coupled SEs occuring, e. g., when treating systems with slow and heavy degrees of freedom, such as nuclei and electrons in molecular systems.
Using WavePacket, the quantum dynamics of such systems can be treated beyond the Born-Oppenheimer (adiabatic) approximation, where the dynamics may be dominated by (avoided) crossings or conical intersections of potential energy curves or surfaces, respectively [14, 15] .
The upcoming Part II will extend this discussion by describing the use of WavePacket for work with open quantum systems [16, 17] . In particular, it will be concerned with the Liouville-von Neumann equation, including models for dissipation and dephasing, and techniques for dimension reduction of the corresponding matrices. Moreover, Part II will deal with optimal control techniques which are available since the current version 5.2 of
WavePacket.
Based on the earlier Fortran versions 2 and 3 developed during the 1990s, the WavePacket versions 4.x and 5.x are written in Matlab. Despite the limited availability of this commercial development environment in some academic institutions, we chose that programming language because it offers several useful features. Matlab is rather intuitive to use, easy to learn and offers frequently used tasks (e.g. Fourier transforms, matrix operations) as built-in functions, allowing for fast code development. Also, we exploit several other benefits offered by the Matlab environment, such as an easy extension of core functionality through function handles. Moreover, (animated) graphical output is readily available to the user of WavePacket, which is highly relevant for teaching as well as for research projects to develop a more intuitive understanding quantum dynamics. Finally, the Matlab environment comes with an integrated debugger, profiler, etc., and it offers additional toolboxes for parallel computing.
Since 2008, the Matlab version of WavePacket is hosted at SourceForge. This platform offers several tools that allow to manage bug tracking and feature requests, as well as the management of released versions (current version described in this work is 5.2.1).
There is also an SVN repository providing a centralized online location to control and manage distributed development of the free and open-source WavePacket software package; interested programmers are welcome to join its further development. In addition, there is a large number of Wiki pages containing implementation-dependent details. There are complete descriptions of all the Matlab package folders (e. g., all implemented model potentials, initial wavefunctions, etc.), grid classes, variables, as well as input and output data files, thus serving as a reference to users. Further information about the physical and numerical background is available on the Wiki pages of the WavePacket main project, along with a list of references where this software package was used already. Also a large number of worked out demonstration examples can be found there, complete with input and output files, often including animated graphical output as MP4 files. These examples can also be understood as a tutorial, and they are straightforward to adapt to specific needs, thus helping users to set up their own WavePacket simulations. Matlab to recompile functions, and sets a multitude of default plotting parameters (see Sec. VI). In a second step, qm init is called to initialize the quantum mechanical Hamiltonian as well as the representations of wavefunctions and operators. This function is typically provided by the user. As will be detailed in the following Sec. III, qm init sets parameters that define the simulated system together with all necessary numeric parameters, and stores them in global variables. It is a general policy throughout the Matlab version of WavePacket to use few, but highly structured variables to simplify book-keeping of variable names. Moreover these variables are declared global to avoid passing values of arguments between functions as is required in some older versions of Matlab. Afterwards, the functions qm propa or qm bound are invoked for a quantum propagation or for a boundstate calculation, respectively. These functions are the actual workhorses of the WavePacket package; they will be described in detail in the subsequent Secs. IV and V. Alternatively, the function qm movie can be called to produce animated graphics from stored wavefunctions generated in previous runs of qm propa or qm bound, see Sec. VI. Finally, the function qm cleanup closes the logfiles and does minor cleanup.
After the simulations have been carried out, the working directory contains several files.
The logfiles (qm propa.log, qm bound.log, or qm movie.log) hold a copy of all output that was written on the Matlab console. Depending on the parameters, there may also be various data files, image files, or movie files. It is also possible to save (time-dependent or time-independent) wave functions, see Sec. VI.
By default, the WavePacket functions qm propa and qm bound not only solve the timedependent or time-independent Schrödinger equation, respectively, but also calculate expectation values and uncertainties for several elementary operators, such as position and momentum, potential, kinetic, and total energy. In addition it is possible to define additional spatial projection operators, see the Wiki documentation. Since elementary data, such as the wave functions, are easily accessible in the Matlab workspace, it is straightforward to calculate non-trivial physical quantities manually.
After a calculation with qm propa or qm bound, calculated data is still available until the next purge by qm setup. In particular, the global variables holding expectation values and associated uncertainties can be imported into the current workspace with the declaration global expect uncertain. Hence, the workflow explained above opens the way for WavePacket users to write their own scripts. Typically one may want to run multiple calculations with similar arguments. This can be done by modifying the qm init.m initialization function to accept one or more parameter(s), and by running qm init(·), followed by qm propa or qm bound inside a loop, as in the following example After the loop, the array param holds a set of input parameters for each run, 1, . . . , n, while the array output holds some expectation value (here the total energy of the final wavefunction). The functional dependency is then available, e. g., for a curve plot in a new figure.
III. QM INIT: INITIALIZE WAVEPACKET SIMULATIONS
A closed, non-relativistic quantum mechanical system is characterized by a Hamiltonian operatorĤ(R, −i∇ R , t) where R is a position vector in one or more dimensions, −i∇ R the corresponding momentum operator, and where the Hamiltonian may additionally depend on the time t. Throughout the WavePacket software package, atomic units are used, i. e., Planck's constanth, the electronic mass and the elementary charge are scaled to unity. We emphasize that WavePacket can be employed not only for a single (ν = 1) but also for several (ν > 1) coupled Schrödinger equations in which case the Hamiltonian becomes a ν × ν operator matrix. The latter case arises naturally within the Born-Huang description of molecular quantum dynamics, where R are the nuclear degrees of freedom and where ν is the number of electronic states involved in a close coupling calculation.
A. Hamiltonian operator
The structure of the Hamiltonian for any WavePacket simulation must generally have the formĤ
with the following symbols:
•T (R, −i∇ R ) is the kinetic energy operator whose actual form is often tied to the underlying finite basis representation, see Sec. III C. For ν > 1, the corresponding operator matrix must be diagonal and have identical operators for all diagonal elements, i. e.,
WavePacket always requires a so-called diabatic formulation of the Hamiltonian, see also Sec. IV F.
•V (R) is a potential energy function governing the dynamics. For applications in molecular sciences, it has to be generated by quantum-chemical calculations or has to be based on empirical potential functions. The potential becomes a symmetric matrix of real-valued functions for ν > 1 within the diabatic representation. Note that the diabatization of arbitrary quantum-chemical data is not trivial and outside the scope of WavePacket.
• −iŴ (R) is a negative imaginary potential (NIP), optionally used in WavePacket to smoothly absorb wavefunctions near the boundaries. Similar to the kinetic energy, this absorber becomes a diagonal matrix with identical elements for ν > 1.
• F (t) is an external electric field that can be optionally used to control the dynamics of the quantum system under consideration [4] [5] [6] . The current implementation of
WavePacket is based on the semi-classical treatment within the electric dipole approximation where the electric field couples to the system through its dipole operator µ(R), see Sec. IV E.
•μ(R) is a coordinate dependent dipole moment function of the quantum system under consideration. The dipole moment becomes a real symmetric matrix for ν > 1 , again within the diabatic representation used throughout WavePacket. In that case, the diagonal and off-diagonal elements are referred to as permanent and transition dipole moments µ p (R) and µ t (R), respectively. As an example, let us consider a one-dimensional Morse oscillator with potential energy
with dissociation energy D e , equilibrium position R e and range parameter α > 0. We let the oscillator interact with an external electric field through a dipole moment modeled by a
Mecke function [18] µ(R) = q 0 Re
where q 0 and R 0 are charge and distance parameters. Moreover, in time-dependent simulations we use a (truncated) power function as negative imaginary potential to smoothly absorb the wavefunction outside the interval [R min , R max ]
with β > 0 and where Θ is the Heavyside function. Although this system is rather simple, it is sufficient to serve as a standard example throughout most of this work. Generalizations to more dimensions and/or more complex scenarios can be found in the demo examples available in the Wiki documentation of WavePacket at SourceForge. The first line makes the structured global variable hamilt available inside the function.
The choices of (Morse) potential function, (Mecke) dipole function, and (power) absorber function are realized with function handles, i.e., references to functions indicated by the @-sign, with the corresponding functions taken from the package folders +pot, +dip, +nip,
respectively. The use of function handles allows easy customization; in particular, they can also reference any user-supplied function. The values of the parameters are chosen such as to resemble an OH oscillator inside a water molecule in its electronic ground state [19] .
C. Finite basis and discrete variable representations
All WavePacket codes are based on the standard approach in numerical quantum mechanics employing expansions of wave function(s), Ψ(R), and the Hamiltonian H into a truncated orthonormal basis P n . As an example, consider a one-dimensional wave function with R ∈ [−1, 1] that is expanded into normalized Legendre polynomials P n . Neglecting contributions from dipole terms and negative imaginary potentials for ease of notation, the expansion yields
which is called a finite basis representation (FBR) [10, 11] . Often, the basis can be chosen such that the kinetic energy matrix T mn is diagonal or at least very sparse, while in general the potential matrix V mn is not. To avoid the cumbersome and expensive construction of V mn , we can search for a representation that diagonalizes the potential matrix. To this end,
we can use the Gauss-Legendre quadrature, which states that there are N weights, w i , and points, R i , such that
is exact for all polynomials f (R) up to degree 2N − 1. For our purposes, we can substitute f by Ψ, which is a polynomial by definition (5) . The N values of the wave function at the grid points Ψ(R i ) then form the discrete variable representation (DVR) [10, 11] . They contain the same information as the FBR coefficients ψ n , since the transformations
with coefficients
are exact within the truncated basis (5).
We can now apply the potential energy operator onto the wave function, Ψ (R) =V Ψ(R), and determine the new FBR coefficients
Note that the FBR (5) is only a good representation if also Ψ (R) = V (R)Ψ(R) is a polynomial of degree < N . However, in this case, the integrand is a polynomial of degree ≤ 2N −1, and we can use the quadrature (6) to get
or with some more algebra
Hence, in the DVR the potential energy matrix is diagonal, that is, acts through elementwise multiplication with a vector composed of the potential at the grid points.
In summary, the DVR basis is often easier to use than the FBR basis. In particular, operators of the typeÂ = A(R) are easily applied through Eq. (11) without an explicit matrix representation. Also, the DVR coefficients of an initial wave function Ψ 0 (R) are trivially obtained as Ψ 0 (R i ), while the FBR would require the evaluation of scalar products
Currently, the WavePacket program package implements three types of DVR schemes:
1. Schemes based on Legendre and Gegenbauer polynomials are extending the Gauss quadrature (6) with weight functions, to be included in the FBR basis. Legendre polynomials P l and the more general Gegenbauer polynomials C (α)
n , can be used to express spherical harmonics as
Hence, the corresponding Gauss-Legendre DVR finds natural use in rotational problems where the potential V = V (θ) is of azimuthal symmetry, i. e., where the quantum number m is conserved. In such rotational problems, the relevant kinetic operator is
2 expressed in terms of the angular momentum operatorL and mass M , and is turned on by default when using such a Gauss-Legendre DVR, where R can either be a constant or be supplied from another radial degree of freedom.
2. Up to a weight function, Hermite polynomials describe harmonic oscillator eigenstates. Hence, they are suitable for Cartesian coordinates, and the corresponding GaussHermite DVR becomes more efficient the closer the potential V (R) is to its harmonic approximation. Hence, this scheme is most suitable for a vibrational problem. The kinetic energy operator that is used by default is − 3. WavePacket also contains the Fourier-method [20] , where the FBR corresponds to an expansion into plane waves with implicit periodic boundary conditions, and where the DVR is obtained by a discrete Fourier transform. Even though plane waves often provide a poor representation of the wave function and require many basis functions for convergence they are often used in quantum dynamics simulations. This is because the transformations between FBR and DVR can be realized by means of the fast Fourier transformation (FFT), the effort of which scales much better than a matrix multiplication. Hence, the FFT method is especially suitable, e. g., for simulations of molecular dissociation [19, 21] , association [22] [23] [24] [25] , or ionization [26, 27] in the wavepacket picture. Choosing a Fourier DVR for some degree of freedom by default also uses the same Cartesian kinetic operator as for the Gauss-Hermite DVR.
It should also be noted that there is a large body of literature on quadrature schemes for a variety of other, more specialized basis functions [10, 11, 28, 29] .
D. Example: FFT grid representations
Here we return to the example of the Morse oscillator introduced above and add a few Again, the first line serves to make the structured variable space globally accessible within WavePacket. The second line indicates our choice of using an FFT-based plane wave FBR. The further lines specify the necessary parameters, here the number of grid points as well as the lower and upper bounds of the grid. Also, the default kinetic energy operator, here the standard Cartesian kinetic energy
, is set up, needing the (reduced) mass M to be specified. While traditional FFT routines require the number of grid points to be an integer power of two, the "Fastest Fourier Transform in the West" (FFTW) routines used inside MATLAB are more flexible; however, be aware that FFTW works best if the number of grid points can be decomposed into as small as possible prime factors. Hence, integer powers of two are ideal but by no means mandatory.
We note in passing that the kinetic energy operators required for a quantum mechanical system can differ from the defaults provided with each grid. To support such cases, it is possible to turn off the default kinetic energy operators, and to supply custom implementations, although these are slightly more involved than for example custom potential functions.
Two variants occuring in triatomic systems, namely the kinetic energy operator for internal Jacobi coordinates and for triatomic systems with fixed bending angle are supplied as examples.
E. Multi-dimensional grid representations
For a multi-dimensional simulation, the cell vector space.dof{·} has additional entries that describe the FBR bases and the DVR grids along each degrees of freedom. Technically, each of the entries space.dof is an instance of a grid class (grid legendre, grid hermite, grid fft) that encapsulates one of the DVR schemes discussed in Sec. III C. For historical reasons, these use the old (prior to version 7.6) MATLAB implementation for objectoriented programming. The grid classes contain the functionality for the setup of the grid points and weights, for transformations between the FBR and the DVR, and for the evaluation of the corresponding default kinetic operator.
The one-dimensional grids are stored as the entries of a cell vector dvr.grid 1D (i.e., dvr.grid 1D{k}(·) for the k-th degree of freedom). Corresponding multidimensional grids, dvr.grid ND{·}(·, ·, . . .), are then constructed from these one-dimensional grids using the Matlab's ndgrid function. In close analogy, WavePacket uses tensors, i. e., multidimensional arrays, to store all other grid-representable data, such as wavefunctions, potentials, or any other operators diagonal in the DVR or FBR. For example, the coordinate representation of the m-th wavefunction in a close-coupling calculation is stored in the tensor psi.dvr.grid ND{m}(·, ·, . . .), which is of size (N 1 , N 2 , . . .) with N k being the numbers of grid points along each degree of freedom k.
IV. QM PROPA: SOLVING THE TIME-DEPENDENT SCHRÖDINGER EQUA-
TION
Formulated as a partial differential equation, the time-dependent Schrödinger equation (TDSE) describes the evolution of a quantum system in terms of a complex-valued wave functions Ψ(R, t),
Here R is a one-or multi-dimensional position vector, t is the time, and the Hamiltonian 
where the operatorÔ may be matrix valued for ν > 1. In this case, WavePacket calculates expectation values both for each component of the operatorÔ as well as for the complete quadratic form. In WavePacket, the TDSE (13) is solved using the function qm propa which comprises three classes of solvers: Runge-Kutta methods, the split operator scheme, and polynomial propagators. In all cases, the principal idea is to approximate the short-time
where the time evolution operator is defined aŝ
with the formal time ordering operator T , and where the second equality holds only for time-independent Hamiltonians, but can be considered an approximation for sufficiently short time steps ∆t otherwise.
A. Second-order differencing
One of the simplest Runge-Kutta methods is the second-order differencing method [30] , a time-symmetrized, symplectic Euler integration
which is similar in spirit to the Verlet-Störmer scheme in classical mechanics. The differencing method approximately preserves the norm of the wave function up to O(∆t 4 ), is easy to implement, and also works for time-dependent Hamiltonians. However, the errors necessitate small time steps thus making this scheme inferior to other methods [12] .
B. Split operator
The split operator scheme [31, 32] works by independently exponentiating the summands of the Hamiltonian (1). In lowest orders, this leads to the first-order Trotter splitting,
and the second-order Strang splitting, 
The schemes exploit the fact that the kinetic energyT usually has a diagonal matrix representation in the chosen FBR, while the potentialV , as well as (permanent and transition) dipole momentsμ p ,μ t are diagonal in the DVR. For diagonal operators, the exponentiated operator is directly obtained from an elementwise exponentiation of the matrix elements.
Hence, in practice, the speed of execution is determined by the efficiency of the transformations between the representations needed for calculating the single exponentials. Also, we point out that the terms for the dipole moments need to be exponentiated on every time step; for the transition dipole moment, this may require a transformation into another representation where the dipole moment is diagonal in the close coupling scheme. Also note that the negative imaginary potential is only applied after larger time steps which is chosen for consistency with the Chebychev method described in Sec. IV C.
Both split-operator schemes lead to unitary time evolution, that is, they guarantee that the norm of the wave function is conserved. Though extensions to higher orders are possible [33] , they are not included in WavePacket because the number of exponential terms, and hence the computational effort, grows quickly with increasing order.
C. Chebychev method
The idea of polynomial propagators is to expand the time evolution operator in a truncated series of polynomials P n . They can be fast and highly accurate [12] , but typically require time-independent Hamiltonians, and rather large time steps for efficiency. The gen-eral approach can be written aŝ
One scheme for the determination of optimal coefficients c n can be obtained by rewriting this equation in the eigenstate basis of H,
The polynomial series approximates the terms exp(−iE k ∆t), which is formally similar to an expansion of an exponential in a polynomial basis. Hence, with x = −iE k ∆t, we can determine the coefficients as
One of the most widely-used polynomial propagators is based on the use of Chebychev polynomials [34, 35] where a rescaled Hamiltonian with eigenvalues in the range [−1, 1] is used. Also the rescaled time step
is kept as an explicit parameter in the coefficients, c n = c n (α), where ∆E = E max −E min is the spectral range of the DVR of the Hamiltonian. The coefficients turn out to be proportional to Bessel functions of the first kind, c n (α) ∝ J n (α), which decay exponentially for orders n > α, so that almost arbitrary accuracy can be reached with only moderate effort.
However, Chebychev propagators only work for Hermitian Hamiltonians, because the integration in (22) extends only over purely imaginary x ∝ −iE k . While it is possible to construct a similar propagator that works for propagation in imaginary time [36] , see Sec.
V B, Chebychev propagators cannot be applied to systems with complex eigenvalues, which appear, e. g., for open quantum systems or for absorbing boundary conditions. Some of these limitations, however, can be overcome with other polynomial propagators, see, e. g.,
Ref. [37] . Also, we note that we can still apply the absorbing boundary conditions explicitly outside of the propagator after each time step ∆t.
D. Example: Fractional revivals of a Morse oscillator
As an example on the use of the qm propa function , we come back to the Morse oscillator introduced above. The specification of an initial wavefunction Ψ(R, t = 0) = Ψ 0 (R) requires the following settings inside global structure psi, preferentially within the initialization file In case of multi-dimensional simulations, initial wavefunctions can be constructed as direct products of one-dimensional wavefunctions specified by the entries of psi.init.dof{·}. some loss of the probability density is observed which is due to the absorbing boundaries.
At much longer times, however, regular, periodic motion is resumed. This rephasing can be explained in terms of full and fractional revivals, see e. g. Refs [39, 40] . The lower panel of Fig. 1 shows an almost complete restoration of the initial shape of the wavepacket which occurs at one half of the revival time, here for t = 7682.
E. Vibrational excitation of a diatomic molecule
In another example, we shall discuss quantum dynamics driven by external fields. In agreement with typical experimental scenarios, WavePacket assumes the time-dependence of the electric field to be given as a sum of pulses centered around t = τ , with amplitude F 0 and phase φ 0
The fields oscillate with carrier frequency
with constant frequency ω 0 or optionally with linear (γ) and quadratic (δ) time dependence ("'chirp"'). There is a choice of different model functions for the pulse shape or envelope, g(t), for which we refer the reader to the Wiki documentation. As an alternative to the use of model functions, there is also the possibility of reading tabulated values of F (t) from an input data file which are then interpolated. This is especially important when dealing with pulses obtained from optimal control theory as we will discuss in Part II. (18) and (19) , the main time steps can be divided into shorter "substeps", which are then actually used as propagation step ∆t for the evaluation of the short time propagators The oscillatory field used in this example requires about 100 substeps per main time steps, yielding a propagation step of 10 fs /100 = 0.1 fs. As can be seen in the lower panel of Fig. 2 , after 100 main steps or at t = 41341, more than 99.9% of the population has been transferred from the v = 0 to the v = 5 level of the Morse oscillator. Hence, the infrared laser pulse has achieved a vibrationally state selective 5-photon excitation [19] .
Note that in WavePacket the field F (t) as well as the dipole operatorμ(t) can have one or two (x and y) Cartesian components thus allowing to model polarization effects. An example can be found in Ref. [24] where such effects are used to control the branching of photoassociation in the X 2 Π versus A 2 Σ + states of the OH radical studied as an example above.
If the shape function g(t) in Eq. (24) varies slowly in time, it can be useful to transform to the Floquet picture of light-dressed states [42] [43] [44] which is also implemented. Apart from numerical advantages [45] , this picture naturally offers interpretations of quantum dynamics of externally driven systems within an adiabatic approximation [21, 46, 47] . The prototypical example of Fig. 3 shows two linear potentials intersecting along a linear seam in a diabatic representation arising, e. g., for a linear E ⊗ e Jahn-Teller system [48, 49] .
Upon transformation to the adiabatic representation, the resulting potential energy surfaces form a conical intersection which is a prototypical system for non-adiabatic dynamics [50] , playing an important role e. g., in photochemistry [14, 15] . This representation can give additional insights into the quantum dynamics in coupled channel calculations, especially when the adiabatic (Born-Oppenheimer or Born-Huang) approximation of vanishing NACTs is invoked [51] [52] [53] .
V. QM BOUND: SOLVING THE TIME-INDEPENDENT SCHRÖDINGER EQUATION
The time-independent Schrödinger equation (TISE) has the form
with eigenvalues E n and eigenfunctions Ψ n (R) of a time-independent HamiltonianĤ 0 , i. e., the Hamiltonian given in Eq. (1) but without the last two terms on the right-hand side.
Note that for close coupling calculations, ν > 1, the operatorĤ 0 is an operator matrix and the wavefunctions Ψ n become matrix-valued.
The expectation value of an observableÔ for the n-th eigenstate are obtained by the
Again, for ν > 1, WavePacket calculates these values both for each component of the operatorÔ as well as for the complete quadratic form. In WavePacket, the TISE (26) can be solved either directly using qm bound or indirectly by an imaginary time propagation using qm propa, as detailed in the following.
A. Direct method
Expanding the Hamiltonian and the eigenstates in one of the FBR basis sets introduced in Sec. III, or the corresponding DVR grid representations, transforms the TISE (26) into a conventional eigenvalue problem for the resulting matrix representation of the Hamiltonian (5). This includes the widespread Fourier Grid Hamiltonian (FGH) method, which is equivalent to setting up the Hamiltonian matrix in a plane-wave DVR [54, 55] , and which can be also generalized to the multidimensional case [56] .
Within WavePacket, the function qm bound sets up the Hamiltonian matrix and diagonalizes it using the Matlab command eig which first converts the matrix into a Hessenberg form and then determines the eigenvalues and eigenvectors by the QR method. Optionally, sparsity of the Hamiltonian matrix can be enforced by setting all entries below a userspecified threshold to zero. This allows to exploit the advanced Matlab functionalities for dealing with sparse matrices, in particular diagonalization with eigs which is based on an Arnoldi algorithm. Note that methods avoiding an explicit setup of a Hamiltonian matrix, e. g., Krylov subspace methods and variants thereof, are to be implemented in upcoming versions of WavePacket. Moreover, note that qm bound is restricted to the calculation of bound states; the determination of scattering states is also planned for the near future.
The function qm bound also offers limited support for symmetry-adaption of DVR schemes. Currently, symmetry adaption is still restricted to one-dimensional problems with a center of inversion where there is a choice between even and odd parity TISE solutions;
further symmetries can be added upon future request of WavePacket users. Note that symmetry adaption reduces not only the computational effort but can also increase the accuracy of bound state calculations. An example are eigenstates in the 'deep tunneling' regime of a symmetric double well [57] , where a naive DVR approach would yield solutions that are not exact eigenstates of the parity operator, with the tunnel splitting deviating from the correct value.
B. Relaxation method
The direct diagonalization method to solve the TISE (26) as implemented in qm bound is simple, reliable and generally yields accurate results, even for highly excited states. However, the matrices tend to get very large already for medium-dimensional problems, even if one exploits sparsity; in practice, direct diagonalization is currently limited to up to threedimensional problems.
As an alternative, WavePacket offers the "relaxation method" which is based on a propagation in imaginary time [36] . Using an imaginary time variable τ = it, the TDSE (13) transforms into a diffusion equation
with the formal solution
for the eigenvectors and -values defined in Eq. (26) . For sufficiently large τ , the wave function is dominated by the ground state and states (nearly) degenerate with it. By choosing the initial wave function Ψ(τ 0 ) appropriately, it is also possible to enforce the symmetry in the case of (near-)degenerate states. on Chebychev polynomials are particularily efficient [36] . Hence, only the Chebychev method is available for imaginary time propagation using the qm propa function in WavePacket.
It is essentially identical to the scheme described in Sec. IV C but with the expansion coefficients being proportional to modified Bessel functions of the first kind, c n (α) ∝ I n (α).
Finally, we remark that imaginary time propagation also occurs in some other contexts, such as random wave function methods that deal with finite temperatures [58] . Fig. 4 shows the highest vibrational state which is strongly anharmonic with R 21 ≈ 4R e . Even though its energy E 21 is only 0.5 % of the well depth D e below the dissociation limit, this energy is calculated with a relative error of only 10 −5 when using 256 grid points.
As an alternative to the FFT-based DVR method, the Gauss-Hermite scheme can be where the parameters are chosen such as to resemble the harmonic approximation of the Morse oscillator. Hence, for low excitation, this DVR scheme can be expected to be most efficient (here only 25 basis functions), whereas the FFT scheme will be usually preferred for the description of highly excitated vibrational or continuum states [19, 23, 59] .
When using the relaxation method instead of the direct methods, We want to remark that the above-mentioned procedure to obtain excited states is currently not implemented in WavePacket, although it can be scripted with moderate effort.
An example for the use of the projection to relax to higher excited states can be found among the demonstration examples (MolVibration/H3+).
VI. QM MOVIE: CREATING ANIMATED GRAPHICS
One of the key advantages of the Matlab version of WavePacket is its strong commitment to computer graphics. This is not only mandatory for the use in teaching, but is also useful in research projects. One of the hallmarks of WavePacket is its ability to create graphics automatically 'on the fly', i. e., one frame is created for each bound state during a TISE simulation with qm bound or for each main time step in a TDSE propagation using qm propa. Thus, errors are discovered easily already while the simulation is still running, and the user can develop a more intuitive understanding of the quantum dynamics.
In addition to the generation of graphical output on the fly, we have also added a function qm movie that produces animated graphics from saved wave functions. As a first step, it is necessary to have saved the wavefunctions while running qm bound or qm propa, which is done by setting the following keyword in qm init psi.save.export = true;
By default, the wavefunctions are stored in the current working directory; alternative choices are possible by setting psi.save.dir appropriately. All global variables containing the general simulation settings are stored in a file usually named WavePacketSave.mat (other choices to be specified through psi.save.file), while the wavefunctions themselves are stored in files WavePacketSave n.mat. The splitting into several files, n = 0, 1, . . ., is intended to balance the requirements of memory size and execution speed.
WavePacket comprises a variety of different graphical representations of the probability density ρ(R) = |Ψ(R)| 2 . The appearance of the plots can be controlled by the variable plots.density.type, which is typically also set in qm init. Depending on the dimensionality of the system, this variable can take the values listed below, which mostly correspond to functions inside the package folder +plot. The animated graphical output is normally saved in the working directory, as an MP4 files with name corresponding to plots.density.type and with extension .mpg. 'flux': Curve plot of the probability flux In addition to the choice of the type of graphical representation, there are many further parameters governing the details of the graphics output. As a few important examples we mention here the following keywords
• plots.density.representation has to be set to 'fbr' or 'dvr' to switch between FBR and DVR, respectively, for some of the graphical representations listed above
• plots.density.energy.on is used to toggle the representation of potential/kinetic/total energy curves/surfaces to be displayed along with the densities.
Their minimal/maximal values may be set through plots.expect.energies.min|max
• plots.expect.on is used to toggle curve plots of various expectation values, op- Default settings for these and many other parameters can be found inside the function +init/plots which is called by function qm setup, see Sec. II. They can be arbitrarily overwritten by the user in a subsequent call to qm init before being consumed in qm propa, qm bound, or qm movie.
VII. SUMMARY AND OUTLOOK
In the present Part I, we have introduced the functions qm propa and qm bound as the main tools to numerically solve the TDSE and the TISE, respectively, within the framework of the WavePacket software package (version 5.2.1). They are accompanied by the function qm movie to produce animated graphics, as well as the auxiliary functions qm setup and qm cleanup to initialize and finalize simulation protocols. All the user-defined settings should be typically combined in a function qm init for which sample code lines and discussions can be found scattered throughout this work. Although all of these explanations were only for the example of a simple Morse oscillator, generalizations to other and more complex simulation tasks using WavePacket should be straight-forward. In principle, our software can handle an arbitrary number of degrees of freedom as well as an arbitrary number of coupled Schrödinger equations. However, in practice, hardware limitations impose an upper limit to the size of the problems that can be treated with WavePacket. The following guidelines give you an idea of what can be achieved using a standard PC (equipped with 8 GB of memory) when using the FFT-based representations
• For dynamical simulations using qm propa, the number of grid points in a simulation should typically not exceed 2 24 ≈ 1.677 × 10 7 . Hence, three-dimensional simulations on a grid of 256 3 or four-dimensional simulations on a grid of 64 4 points should roughly
give the upper limit.
• For bound state calculations using qm bound, the use of large matrices for the Fourier grid Hamiltonian (FGH) algorithm reduces the maximal grid sizes roughly to the square root of the above numbers, i.e., to a total of 2 12 grid points. However, by virtue of MATLAB's support for sparse matrices, grid sizes up to 2 15...16 = 32768 . . . 65536 appear possible. This is sufficient for a two-or three-dimensional simulation employing 256 2 or 32 3 grid points, respectively. However, when using imaginary time propagation (see Sec. V B), the same number of DVR points as for qm propa is possible.
If quantum dynamics simulations in more dimensions are required, one may consider using the MCTDH program package [9] which is based on multi-configurational time-dependent
Hartree algorithm [62, 63] . MCTDH will in general be best suited for systems with 4 to 12 degrees of freedom; for certain classes of problems it is possible to treat even much larger systems. While WavePacket certainly cannot compete with the MCTDH package with respect to high dimensionality, we emphasize, however, the intuitive handling of WavePacket, in particular its superior graphical capabilities and easy customizability.
Note that the present Part I is mainly centered on codes to solve Schrödinger equations which were already present in previous WavePacket While the oldest versions of WavePacket were written in a relatively traditional, completely procedural way, the introduction of generalized DVR methods in version 4.5 required a significant restructuring of large parts of the code, which led us to make use of some of the object-oriented features offered by Matlab. This was instrumental in making the codes more flexible to cover the growing diversity of physical/chemical systems simulated with WavePacket, in particular allowing for an easier implementation of different types of kinetic energy operators. However, there still remain issues which are difficult to implement in the Matlab version of WavePacket. In particular, it is difficult to treat propagations of quantum states and of density operators on an equal footing. Moreover, it is not easy to propagate a system not only quantum-mechanically but also classically [66] or using mixed quantum-classical dynamics [53, 67] , although the mathematics of the DVR/FBR expansions are rather similar. To overcome these inherent limitations, we have recently set up a C++ project at SourceForge aiming at a rewrite of the WavePacket codes in a completely object-oriented manner. However, with this project still being in an early stage of its development, the reader can expect the Matlab codes presented here to remain the main working version of WavePacket over the next few years. 
