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Abstract. A paradigm model of modern atom optics is studied, strongly interacting ultracold
bosons in an optical lattice. This many-body system can be artificially opened in a controlled
manner by modern experimental techniques. We present results based on a non-hermitian
effective Hamiltonian whose quantum spectrum is analyzed. The direct access to the spectrum
of the metastable many-body system allows us to easily identify relatively stable quantum states,
corresponding to previously predicted solitonic many-body structures.
1. Introduction
Open quantum systems are ubiquitous in microscopic physics. Any system can only be decoupled
from its environment in an abstract sense. There exist many successful approaches to describe
open quantum systems. Let us just mention the theory of scattering [1], techniques based on
Master equations [2], heavily used e.g. in quantum optics [3], or effective Hamiltonians which
contain absorbing boundary conditions [4]. The latter approach has the advantage that it allows
one to access a generalized quantum spectrum, thus it extends spectral methods, normally
applied to closed systems, to open ones. Keeping in mind that the method of effective non-
hermitian Hamiltonians is based on perturbative arguments, such as a weak decay or coupling
to the environment, it nevertheless gives the possibility to predict the evolution of the system
for short times at least. The qualitative understanding based on the analysis of the spectrum is
at least as useful as more accurate methods which are based on numerical propagation in most
cases.
In this paper we concentrate on systems of ultracold atoms loaded into periodic lattice
structures. Such systems are naturally open when one, for instance, starts to tilt or to accelerate
the lattice [6] since this induces decay or quantum tunneling. Alternatively, the system may be
opened artificially to observe interesting effects induced by dissipation and/or quantum noise.
Figure 1 sketches the mentioned setups. While we studied the case (a) of tilted lattices for
strongly correlated bosons in previous works [5–8], in the following we investigate the case
(b) in more detail with an effective non-hermitian Hamiltonian for the many-body system.
Experimentally, the loss of particles as shown in figure 1(b) can be realized easily in a controlled
manner. Single particle decay channels are provided by shining in appropriate laser beams [9]
or even electronic beams [10, 11]. The latter ionize single atoms in the condensate, which,
together with the produced electrons, are afterward accelerated by electric fields, hence they
leave the system extremely fast without strong backaction to the remaining bosons in the lattice
environment.
Figure 1. Sketch of two typical realization of
strongly correlated many-body open quantum
systems: (a) Particles tunneling from a tilted
optical lattice. The local decay rates depend
on the initial particle numbers in the wells
represented by the indices, see reference [5]
for details. (b) engineered particle loss with
decay rate γ in one of the potential wells.
The terms J and U denote the hopping and
the two-body interaction energy respectively.
Interplay of the various processes can lead to
interesting dynamics in the open many-body
systems, as discussed in section 2 for case (b).
2. A dissipative Bose-Hubbard system
2.1. Motivation
Ultracold bosons at zero temperature can be described by the following Bose-Hubbard
Hamiltonian [12]
Hˆ = −
J
2
∑
j
(
aˆ†j+1aˆj + aˆ
†
j aˆj+1
)
+
U
2
∑
j
aˆ†j aˆ
†
j aˆj aˆj , (1)
provided the optical lattice holding them is sufficiently deep (such that the approximation by
discrete modes denoted by the index j is good). Here aˆj and aˆ
†
j are the bosonic annihilation
and creation operators in the jth well. ~ is set to one measuring all energies in frequency units.
This Hamiltonian can be made dimensionless by rescaling with one of the two energy scales J
or U respectively. Hence, without loss of generality, we set J/2 = 1 in the following, measuring
all energies in units of J/2.
As briefly mentioned in the introduction and motivated in a series of previous papers on
dissipative Bose condensates [14–17], a tunable source of single-particle dissipation can be added
to the system. With the spatially local dissipation rates γj , the dynamics is then best described
by a quantum Master equation [2, 18] for the many-body density ρˆ:
˙ˆρ = −i[Hˆ, ρˆ]−
1
2
∑
j
γj
(
aˆ†j aˆj ρˆ+ ρˆaˆ
†
j aˆj − 2aˆj ρˆaˆ
†
j
)
. (2)
This Master equation may be “unraveled”, i.e. solved exactly, by a quantum jump approach [2].
Alternatively, it can be solved approximately by methods which take into account effects beyond
the mean-field expansion, see, e.g. [15–17], where results of both methods are shown and
compared.
Here we will follow a different approach based on an effective Hamiltonian in which the
dissipative terms of equation (2) are included as complex absorbing potentials. In contrast
to the above mentioned methods for solving the Master equation, this gives us access to the
quantum spectrum of the non-hermitian Hamiltonian studied in the next subsection. Within
this approximation, the real parts of the spectrum correspond to the energy levels – just as
for any closed quantum system – and the imaginary parts describe the decay widths of the
metastable eigenstates, i.e. their stability in the presence of the loss [4].
2.2. A spectral approach
As a study case, we now look at a particular situation of three potential wells (also called sites)
with relatively large filling factors, i.e. particles per site, of the order ten or larger. For this
setup, reference [15] predicts the dynamical formation of very stable collective states of many
bosons within a single well, despite strong atom losses. More precisely, we choose γ1 = γ3 = γ
at the two boundary wells and γ2 = 0 in the middle site. For weak atomic interactions, i.e. for
the limit U → 0, all particles will be lost steadily as time evolves. This is just the situation for
independent (almost) non-interacting particles. For strong interactions, i.e. U > Ucrit, however,
the particles at the leaky sites one and three are quickly lost, while the well in the middle is
protected against the decay. This may be expected by a simple mean-field argument, saying
that the bosons cannot get rid of their high energy in the middle well by just gaining the energy
J = 2 by hopping to the leaky sites. Then, Ucritn¯ & J = 2 in our dimensionless units, which is
the so-called self-trapping criterion where mean-field tunneling is suppressed by the mentioned
energetic argument [19]. n¯ is the filling factor of the corresponding well. The big surprise
reported in [15, 16] is yet that the surviving part of the initially prepared condensate is very
coherent, implying that non-trivial many-body dynamics occurred during the formation of this
very stable, so-called breather or solitonic state. This strongly correlated state is well known
for its stability with respect to decay [13], and this property we are going to use in order to
identify them using our spectral analysis. Thus dissipation can be used to prepare almost pure
condensed many-body states in the middle well [15, 16].
Those breather states can be easily detected (without any time-propagation as done in
[15,16]), by studying the spectrum of the following effective Hamiltonian
Hˆeff = −
3∑
j=1
(
aˆ†j+1aˆj + aˆ
†
j aˆj+1 +
U
2
aˆ†j aˆ
†
j aˆj aˆj − i
γ
2
nˆj
)
, (3)
with nˆj = aˆ
†
j aˆj being the number operator. In the framework of the quantum jump method, this
effective Hamiltonian gives the continuous evolution between two quantum jumps. Nevertheless,
one can use it to identify and study the breather state, which is predicted as an attractively stable
state of the evolution of the full open system. Here, for simplicity, we use periodic boundary
conditions for Hˆeff , identifying the well four by the well one. The results presented below
qualitatively remain unchanged when using open (also called hard-wall) boundary conditions,
since the decay affects both ends of the lattice in exactly the same way.
Figure 2 reports in panel (a) the eigenspectrum {Ek}k of the effective Hamiltonian Hˆeff for
typical parameters. There, the decay rates, i.e. Γk = −2ImEk, are plotted versus the real parts
of the spectrum ǫk = ReEk. One observes immediately one state which is far separated from
the rest of the spectrum. This is the very stable breather state discussed above. Its stability
is given by the rate Γ1, where the index starts to count from the most stable state. As the
effective interaction Un¯ increases, this state moves away from the rest of the spectral band. A
criterion for the stability is therefore the distance of the imaginary parts from the next stable
state (which actually is degenerate because of the spatial symmetry of the problem, and both
are denoted by the index two in panel (a)). This distance, or spectral gap ∆21 = Γ2 − Γ1, is
plotted in panel (b) as a function of the effective interaction UN , where N denotes the total
particle number in the system (which is fixed to a specific value). We can indeed confirm that
the breather state forms for a sufficiently large effective interaction strength. The critical value
may be estimated by the maxima of the curves shown in panel (b). These maxima come about
because all the lower lying states in the spectrum have decreasing decay rates Γk as a function
of UN , yet the one which decreases fastest is exactly the breather state, the one with minimal
Γ1 in panel (c).
Figure 2. (a) Spectrum of the effective
Hamiltonian (3) for a loss rate γ = 20,
interaction strength U = 2 and fixed number
of particles N = 60. Shown are Γi = −2ImEi
vs ǫi/N = ReEi/N . (b) The spectral gap
∆21 from (a) as a function of UN for γ = 5
(solid line), γ = 10 (dashed line), and γ = 20
(dotted line). The values on the y-axis are
normalized with respect to their maximum in
order to allow a better comparison. (c) The
decay rates of the four most stable states vs
UN for γ = 20. In (b,c)N = 60 is always kept
fixed and U was varied. Doing the same for
a different value of N ≫ 1 produces similar
results, hence the results are robust as long
as N ≫ 1 (which is necessary for the scaling
with UN to be approximately valid).
The qualitative picture remains unchanged for a large range of single-particle loss rates γ in
the effective Hamiltonian of equation (3), as shown in figure 2(b). Increasing γ tends to widen
the peak in the spectral gap ∆21 = Γ2 − Γ1 and to shift the peak position toward larger values
of UN (since more interaction energy is necessary to balance the increasing loss at the outer
sites, i.e. to avoid decay into them). An interesting effect can be observed for the very large
dissipation rate γ = 20. As one can see in figure 2(b), the normalized spectral gap is almost one
even for zero interaction in this case. This means that the decay rate is almost independent of
the interaction strength. This happens because strong dissipation blocks the tunneling to the
two leaky sites, an effect discussed in detail already in [15,16].
The most stable eigenstate of Hˆeff with decay rate Γ1 corresponds to almost one hundred
percent to the Fock state with all particles in the middle site, represented by |0, N, 0〉. This
is expected since this state has the largest real part, given essentially by the on-site effective
interaction UN , and hence it is most stable by energetic constraints which forbid the hopping
of single particles to the leaky boundary wells.
As a final remark, one may find analogies to the phenomenon of resonance trapping in
open systems often described by effective non-hermitian Hamiltonians [4,20]. This phenomenon
describes the formation of a gap in the imaginary parts of the spectrum when the opening of the
system is increased. The consequence is that very few very stable states exist as compared with
a large number of fast decaying ones. This effect appears as the opening, described by γ in our
case, increases, whilst in our problem presented above, the stable breather state rather forms
when increasing the interparticle interaction strength (and remaining qualitative unchanged
over a wide range of γ). Nevertheless it would certainly be interesting to further investigate this
analogy for many-body quantum systems.
3. Conclusions
We have shown that the method based on effective Hamiltonians, as the one of equation (3), is
a useful tool for the quick identification of states with certain properties, in our case very stable
many-body modes. A direct diagonalisation is always possible for small systems, i.e. not too
many bosons and lattice sites. For larger many-body systems, a diagonalisation based on the
Lanczos method may be used to find interesting states locally in the energy spectrum [8]. For
this, the scaling of eigenstates with the system size for smaller systems can guide the search
for the position in the complex energy plane. In the future our results will be extended to
larger systems, comparing with the approximate evolution techniques used, for instance, in
references [15–17] and extending results on one-band systems [5] such as sketched in figure 1(a)
to several energy bands.
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