In a recent paperf the author has called attention to three types of linear partial difference equations constructed by analogy with the two types of difference equations in one independent variable which have already been made the object of a considerable amount of study. To the third of these types, which is in the nature of a cross between the linear ordinary difference equation and the linear ordinary g-difference equation, he has ventured to attach the name linear partial difference equation of the intermediate type.
In a recent paperf the author has called attention to three types of linear partial difference equations constructed by analogy with the two types of difference equations in one independent variable which have already been made the object of a considerable amount of study. To the third of these types, which is in the nature of a cross between the linear ordinary difference equation and the linear ordinary g-difference equation, he has ventured to attach the name linear partial difference equation of the intermediate type.
It is the following special equation of this type to which the reader's consideration is now invited:
(1) g(x+l,ry) = p(x,y)g(x,y), where r is a constant, real or complex and different from zero; p(x, y) is a known analytic function of the complex variables x and y; and g(x, y)is the function to be determined. This is the equation of first order of the class (C) spoken of in the paper just now referred to.f Some study of the equation of order « of this class has been made by the writer, but the comparative simplicity of the theory of the equation of first order in the face of the rather extreme complexity of that of the more general type of equation, and the fact that somewhat more inclusive theorems can be proved for the former than for the latter, have made it seem desirable to present first a treatment of equation (1). The method employed below is a natural modification of that introduced by Birkhoff § in his important paper on the linear ordinary difference equation. In §1 formal series solutions of (1) are found when the coefficient function p(x, y) is a polynomial in x and y. In §2 the existence is established of what may properly be termed principal solutions. Certain extensions of the results of § §1, 2 are indicated in §3.
[January It is appropriate to remark here that results similar to those obtained in the following pages can be proved for the equation in N independent variables g(x+l, riy, m, -■ ■, rN-iw) = p(x, y,z, ■ ■ • , w)g(x, y,z, ---, w).
The formal series solutions
It is our purpose to show that there exist analytic solutions of the equation (1) when p(x, y) is a given polynomial P(x, y) = p+PiaX+poiy+ ---+Pimx'ym.
Two symbolic solutions obtained by iterating (1) are the infinite products*
certain modifications of these will be the basis of our proof. Let the degree of p(x, y) in x be p and its degree in y be v. It will be assumed that we have /»"o^O and p^O.
Under these conditions and if \r\ is ==1, it is found by direct substitution and reckoning of the coefficients that equation (1) has two formal series solutions :f
where log?M0 , log/V, log y p =-, p =-, and t=-. log r log r log r * The reciprocal l/p(x, y) will be denoted by P~*(x, y).
t For the actual calculation of the coefficients in the series (2) and (3) use should be made of the expansion 1 \*1 ue" Mn+8)e» e/iHog <i+i/*) = ,,*•_ Jl-1_ . MV
(»IT-2x 24** It should be observed that the power of y occurring immediately before the bracketed series in each solution is not a uniquely determined factor; in place of ■f in (2), for example, we might use ox as in the case of the linear ordinary difference equation, or in fact, any function/(¡t, y) such that /(*+!, ry) = cf(x, y), where c is a constant.
Throughout this paper we shall take the determination of log r in which the coefficient of V-1 is positive or zero and less than 27r.
In general the formal series solutions (2) and (3) fail to converge; it will be shown, however, that solutions of (1) do exist which are analytic (except perhaps for poles) over the entire finite x-and y-planes (y = 0 excepted for the second solution), and which are asymptotically represented, in a sense presently to be defined, by the formal series (2) and (3).
The most general analytic solution of (1) is given by
where g(x, y) is any particular analytic solution and a(x, y) is any arbitrary analytic function not identically zero and periodic in such a fashion that a(x+l,ry) = a(x, y). Throughout the remainder of this paper it will be assumed that \r\ is greater than unity. If \r\ is < 1, an entirely analogous treatment is possible. In this second case the rôles which the symbolic solutions p(x -l, y/r)p(x -2, y/r2) ■ • • and p~l(x, y)p~l(x+l, ry) ■ ■ • play in the first case are interchanged.
The sort of parallelism that occurs is like that which has been found in the author's earlier paper on partial ¿/-difference equations,* and has been illustrated so well there as to make it unnecessary for us in this paper to give explicit statements of the theorems when \r\ is <1.
The existence of principal solutions
Let t(x, y) denote the polynomial which s(x, y) becomes upon breaking off the bracketed series in (2) so as to retain only terms whose degree in 1/x and y together is less than k, or, more generally, a series obtained from s(x, y) by replacing the bracketed series there by one which has the same terms up to and including those of degree k -1, but which converges in the vicinity of the placet (°°, 0). We may then define a function q (x, y) by the relation /(x+1, ry) = q(x, y)t(x, y); q(x, y) is thus a function of the formxM [c7+?io/x-|-aoiy+ • • •] in which the series in brackets has exactly the same terms of degree less than k in 1/x and y as has x~lip(x, y). This is seen directly upon comparing q(x,y) = t(x+l,ry)t-l(x,y) and p(x, y)=s(x+l, ry)s~l(x, y), * I, pp. 291-298.
f We shall think of the complex variables x and y as represented by points in two distinct planes and shall speak of a pair of associated values of x and y as the place (z, y).
[January for t(x + l, ry) is the same as s(x+l, ry), and t~x(x, y) the same as s~1(x, y), up to and including terms of degree k -1 in 1/x and y. It follows that we have P(x,y) = q(x,y) + m(x, y), where m(x, y) is a series in powers of 1/x and y whose lowest degree terms are of degree k or higher, and which converges in the vicinity of (°o,0). Hence n(x, y), defined by the equation
is a power series of the same type as m(x, y), and we have
Before proceeding further with our development it is necessary to make a convenient and not unnatural definition of what we shall mean by asymptotic representation of a function by a series of the type (2). Let g (x, y) be a given function, and consider the difference
where the bracket contains all the terms in 1/x and y up to and including those in (1/x)* and y' and only those. If for each value of s and of t this difference consists of two parts one of which becomes uniformly small of order a>-<«+» as x becomes infinite in a certain region and the other of which becomes uniformly small of order y'+1 as y approaches zero in any manner whatsoever, then we say that g(x, y) is asymptotically represented by s(x, y) in that region with respect to x, for \y\ small; if the first part becomes uniformly small of order v~(,+1) (where x = u + V-lv, u and v real) as v becomes infinite in the region, the representation is said to be asymptotic in that region with respect to v, for | y | small.
In an entirely similar manner we define asymptotic representation of a function by a series of the type (3) with respect to x or v, except that this time it is for \y\ large. As m becomes infinite this product converges, for k sufficiently large, to a definite limit function g(x, y) independent of k. The function g(x, y) is analytic throughout the finite x-and y-planes; its asymptotic form is given by s(x, y) with respect to x in any left half of the x-plane, for | y | small, and with respect to v in any right half of the x-plane, for \y\ small; it constitutes a principal solution of the equation (1).
Proof. We may write
Pm(x, y) = t(x, y)pm(x, y), where M«, y) =[<->(*, y)íí*-i,y)<í*-i,-^)]
t(x, y) is a polynomial or a series convergent in the vicinity of (°o, 0) (multiplied by certain factors, cf. (2)). In order to show that pn(x, y) converges to a limit function it will therefore suffice to prove that pm(x, y) does. To this end our attention will now be directed. We have expressed pm(x, y) as the product of functions of the type fl(x+l, ry)p(x, y)t(x, y) = l+«(x, y), »(x, y) being a power series in 1/x and y which converges in the vicinity of (oo, 0) and has no terms of degree less than k in 1/x and y. Let, first of all, k be chosen greater than or equal to 2; then it may be regarded as the sum of two integers / and d, each of which is at least equal to 1 ; i. e., k = l+d, I, ¿Ssl.
* The proof of these inequalities is given in some detail by Birkhoff, loc. cit., pp. 248-249.
During the proof of convergence k, I, and d are all to be regarded as fixed. We may write
Now inasmuch as n(x, y) is convergent for (x, y) in the vicinity of (oo, 0), it follows that if x lies in a certain region D, shown in the accompanying figure and such that x -i (i = l,2,3, • • ■) lies outside the circle of radius Ri about the origin, and y lies inside an associated circle of radius r2 about the origin in the y-plane, each of the «-series occurring in (6) will be convergent. For the present it will be supposed that x and y lie in these regions of their respective planes. In order to prove the convergence of the multiple series which (6) becomes upon allowing m to increase without limit we shall break each function n(x -ki,y/rki) into two parts, the first consisting of all the terms in which y occurs to a power ^ / and the second made up of the remaining terms. For places (x, y) in the region specified the first part is less in absolute value than M/1 r | *«' and the second is less in absolute value than M/\x -ki\d+1, where M and M are certain positive constants independent of the value of ki. The terms of (6), omitting the first, are therefore less in absolute value than the corresponding terms of the following series: " r m Tí i i=* « r M Mi khiv^'+ \x-kii«+J +kh kh+xw^1
As m becomes infinite this sum approaches the limit X-plane Since \r\ is >1 and both I and d are ^1, the bracketed infinite product converges.
It follows that pm(x, y), and therefore pm(x, y), converges absolutely and uniformly to a function analytic in the neighborhood of places (x, y) for which x is in D and \y\ is< r2. These limit functions we denote respectively by g(x, y) and g(x, y).
Inasmuch as it is possible to write
Pm(x,y) = p\x-l, -\ p ix-2,-\ -■ -p \x-h, -\pm^Ax-h, -\ and to give the same argument for pm-k(x -h,y/rh) as has been given above for pm(x, y), h being arbitrarily large, we conclude that pm(x, y) converges also for places (x, y) for which x is finite but not in D or \y\ is finite but >r2, or both these conditions obtain. This completes the proof of convergence.
The function g(x, y) is independent of k, because if k' is any second value for k and t'(x, y) the function corresponding to t(x, y), we may write
Then if p'm(x, y) be expanded in a sum like (6) and m be allowed to become infinite, the resulting multiple series for g(x, y) will be term by term identical with that obtained above.
We have still to examine the asymptotic form of g(x, y). First of all let it be observed that the expression (7) By taking k, and with it I, sufficiently large, however, we can make the first term in the exponent of e as small as we please. Yet it has been shown that g(x, y) is independent of k. It therefore follows that we have
By virtue of (4) g(x, y) = t(x, y)g(x, y) = t(x, y)+t(x, y)-
Now if the series (or polynomial) contained in the first parentheses within the braces be broken off so as to retain only those terms in which the exponent of 1/x is s or less and that of y is t or less, the remainder may be regarded as consisting of two pieces, one of which is infinitesimal in x to the order 5+1 and the other infinitesimal in y to the order /+1. At the same time the second term Avithin the braces can be made infinitesimal in x to the order s+1 by taking k, and Avith it ¿, sufficiently large. The reasoning and result are similar if we use the second of the above expressions for g(x, y). Hence g(x, y) is represented asymptotically by s(x, y) with respect to x in any left half-plane and Avith respect to v in any right halfplane, for \y\ small.
It remains for us to justify the term principal solution which has been applied to the function g(x, y). To do this it will suffice to show that the properties which this solution possesses characterize it completely. Let it be supposed, then, that there exists a second solution g'(x, y) of (1) which possesses the same properties as g(x, y). The quotient g(x, y)/g'(x, y) = a(x,y) is clearly an analytic function except perhaps for poles over the entire finite x-and y-planes; furthermore it is periodic in such a way that a(x+l, ry) = a(x, y). Consider any place (x0, yo) for which x0 and y0 are finite; the value of the quotient a(x, y) at this place is the same as its value at (x0 -1, yoA), and at (x0 -2, yo/r2), etc. But inasmuch as g(x, y) and g'(x, y) both have the asymptotic form (2) for x in any left half-plane and \y\ small, the quotient a(x, y) approaches the value 1 as (x, y) traverses the sequence (*o, yo), (xo -1, yo/r), (x0 -2, yoA2), • • •. It follows that a(x0, y0) is itself 1, and in consequence we have g(x, y) =g'(x, y).
Using the methods which have been employed above we can establish a second theorem. For this purpose it is necessary that we define a function t'(x, y) which bears the same relation to s'(x, y) that t(x, y) does to s(x, y); i. e., t'(x, y) is a series convergent in the vicinity of (<», °° ) and having the same terms as i'(x, y) up to and including those of degree k -1 in 1/x and 1/y together.
The statement of the theorem follows. Theorem B. Form the product P'm(x,y) = p~l(x,y)p-1(x+l,ry) ■ • ■ p~l(x+m-1, rm_1y)¿'(a;+wi, rmy).
As m becomes infinite this product converges, for k sufficiently large, to a definite limit function h(x, y), independent of k. The function h(x, y) is analytic throughout the finite x-plane and the extended y-plane with the exception of y -0, and except at places which are poles of p~l(x, y), or of p~l(x+l, ry), or • ■ ■ ; at these places the function h(x, y) itself has poles. The asymptotic form of h(x, y) is given by s'(x, y) with respect to x in any right half of the x-plane, for \y\ large, and with respect to v in any left half of the x-plane, for \y\ large. The function h(x,y) constitutes a second principal solution of the equation (1).
The relation between the solutions. Jlf we define the function a(x, y) by means of the equation g(x,y) = h(x,y)a(x,y), it is clear that a(x, y) is periodic in such a fashion that a(x+l, ry) = a(x, y). It is also evident that a(x, y) is analytic except possibly for poles over the region consisting of the entire finite x-plane and of the y-plane between circles r2 and R2 about the origin, where r2 is arbitrarily small and R2 arbitrarily large. That no such poles can actually occur, however, is easily demonstrated by methods already employed elsewhere* by the writer. A further analysis of the periodic function a(x, y) seems feasible only in a very restricted case, and we shall not attempt it here.
A MORE GENERAL PROBLEM
The seeming lack of symmetry in the formal series solutions (2) and (3) is only apparent, for if we had begun by supposing that in the polynomial p(x, y) the lowest power of y to occur is yx and that ppx is different from zero, we should have had in place of (2) Furthermore it may be observed that formal series solutions can be found and existence theorems analogous to those of §1 proved as above if the coefficient function in (1) is any function whatever expressible in each of the following forms, the first valid in the vicinity of (°o, 0) and the second valid in the vicinity of (<x>, <*>):
xßyx [convergent power series in 1/x and y with constant term =*0], x^y" [convergent power series in 1/x and 1/y with constant term 5^0]. The only difference in the results is that the solutions obtained may be meromorphic only in limited regions about («>, 0) and (oo , oo ) respectively.
