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Remerciements
“J’ai le plaisir de t’annoncer que nous avons retenu ta candidature pour notre thèse. Je te
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thèse dans les meilleurs conditions possibles. Merci à Pierre-Antoine pour ces discussions
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Merci à celles et ceux que j’ai rencontrés le temps d’une école d’été au Svalbard ; un clin
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1.1 L’océan Austral : un maillon clé du système climatique . . . . . . . . . . . . 2
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1.3.2 Que répondent les modèles ? . . . . . . . . . . . . . . . . . . . . . . . 20
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7.3.2 Le réchauffement des eaux de plateau : les mécanismes en jeu . . . . 184
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2 CHAPITRE 1. INTRODUCTION
1.1 L’océan Austral : un maillon clé du système climatique
L’océan Austral couvre 22 % de la surface océanique globale au sud du front subtropical.
Son extension circumpolaire en fait un lieu privilégié d’échanges entre les 3 grands bassins
océaniques par l’entremise d’un intense courant d’ouest, le Courant Antarctique Circum-
polaire (ACC). Au cœur de ce courant, des masses d’eau affleurent et se renouvellent au
contact de l’atmosphère pendant l’automne et l’hiver austral ; elles gardent en partie l’em-
preinte de ces échanges lors de leur parcours global associé à la circulation méridienne
globale. Au sud de l’ACC , l’upwelling de la zone de divergence Antarctique serait le lieu
privilégié du retournement des eaux profondes provenant de l’Atlantique Nord ; des études
récentes théoriques et numériques, comme celle de Toggweiler and Samuels (1998) ont
confirmées cette hypothèse. Le travail de synthèse effectué par Marshall and Speer (2012)
souligne l’importante singularité de l’océan Austral comme un engrenage essentiel de la
redistribution de la chaleur et de l’eau douce dans la circulation océanique globale et a
fortiori pour le système climatique global. En outre , comme réservoir naturel principal de
chaleur, les océans ont participé au stockage de l’excès de chaleur associé au réchauffement
climatique ; la contribution de l’océan Austral à ce stockage est estimé à 70% (Solomon,
2007). Une remarque similaire peut être fâıte concernant le stockage de CO2 anthropique
pour lequel l’océan austral participe à hauteur de 40% (Sabine et al., 2004).
Le trou de la couche d’ozone au dessus de la calotte antarctique et les gaz à effet de
serre d’origine anthropique ont été pointés du doigt comme des facteurs responsables
des changements atmosphériques observés depuis une trentaine d’années, en particulier
l’intensification des vents d’ouest et leur déplacement vers le sud (Hall and Visbeck , 2002).
Ces changements traduisent une augmentation du nombre de phases positives du mode
annulaire austral (SAM), le mode de variabilité principal dans l’hémisphère sud. Un débat
passionné s’est ouvert sur l’impact de ces changements atmosphériques sur la réponse de
l’océan et en particulier les effets de ces changements sur la ventilation de l’océan intérieur
(Waugh et al., 2013). Par l’intermédiaire de ce processus de ventilation par lequel certaines
masses d’eau séjournant en surface subductent vers l’intérieur de l’océan, les changements
atmosphériques laissent une empreinte au cœur même des océans. Ces quelques remarques,
justifient l’intérêt porté à l’étude des mécanismes régissant la variabilité de l’océan Austral
et des tendances “récemment” observées.
Dans cette introduction générale, nous préciserons, dans une première partie certaines ca-
ractéristiques de l’océan Austral en séparant la circulation latérale dominée par l’ACC et
la circulation méridienne de retournement en mettant l’accent sur les eaux intermédiaires
(AAIW) et les eaux modales subantarctiques (SAMW). Nous discuterons également dans
cette partie du rôle essentiel de la région englacée au sud de l’ACC. Ensuite, dans une
deuxième partie nous résumerons les tendances récentes observées des propriétés de sur-
face et de celles recoupant ces masses d’eau ainsi que des tendances observées de la cou-
verture de glace. Puis, dans une troisième partie, après avoir présenté le mode annu-
laire austral, nous présenterons ses effets sur les couches superficielles de l’océan Austral
tels qu’ils ont été compris via l’analyse d’observations et les résultats de modèles. En-
fin, nous présenterons la problématique de cette thèse et le fil conducteur de l’approche
méthodologique au cours des cinq chapitres qui suivront.
1.1. L’OCÉAN AUSTRAL : UN MAILLON CLÉ DU SYSTÈME CLIMATIQUE 3
1.1.1 Les caractéristiques propres de l’océan Austral
L’absence de frontières méridiennes sur une ceinture de 10➦ autour de la latitude 60➦S est
une caractéristique géométrique majeure des courants (barotropes) pilotés par les vents
géostrophiques d’ouest à cette latitude. Celui-ci peut donc s’établir sans gradient zonal
de pression ; cette absence de gradient de pression empêche l’établissement d’un courant
géostrophique méridien ; le courant circumpolaire antarctique (ACC) isole donc les masses
d’eau plus au sud ainsi que les bords englacés du continent Antarctique des courants de
bords ouest plus chauds et dirigés vers le sud. La singularité de l’océan Austral provient
également de la topographie complexe ( dorsales océaniques, hauts plateaux, passage de
Drake) et la présence du plateau continental Antarctique qui façonnent significativement
la circulation aussi bien zonale que méridienne de l’ACC.
Figure 1.1 – Carte schématique des principaux courants dans l’océan austral au sud de 20➦S.
(source :R. Rintoul et al. (2001) )
Le Courant Circumpolaire Antarctique (ACC)
La figure 1.1 est une projection stéréographique de la circulation latérale dans l’océan
Austral. On distingue entre autre l’ACC délimité par ses fronts et la topographie com-
plexe sous-jacente. L’une des premières estimation fiable du transport de l’ACC a été faite
lors de la campagne en mer ISOS réalisée au niveau du passage de Drake. A la suite de
cette campagne une intensité de 134 ±11, 2 Sv a été estimée par Whitworth and Peterson
(1985). Plus récemment, Renault et al. (2011) a évalué un transport similaire également au
niveau du passage de Drake. Entre ces deux périodes, la compréhension de la structure et
de la variabilité de l’ACC avait nettement évoluée depuis les observations réalisées durant
la campagne de mesure WOCE et depuis l’acquisition de données satellites. Même si une
estimation quantitative du transport de l’ACC est toujours sujette à débat, on peut main-
tenant se faire une idée imparfaite de cette dernière ; suite aux observations effectuées sur
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la section SR3 (140➦E) du programme WOCE, Rintoul et al. (2002) a estimé une inten-
sité de l’ACC de 147 ± 6.1 Sv confirmant grossièrement les valeurs du transport mesuré
lors de la campagne ISOS. En plus de l’estimation de l’intensité de l’ACC, Cunningham
et al. (2003) a montré que le transport associé était caractérisé par une grande variabilité
saisonnière et inter-annuelle.
La compréhension de la structure de l’ACC a évolué significativement ces dernières années.
Historiquement, l’ACC est délimité par trois principaux fronts séparant des masses d’eaux
aux caractéristiques hydrographiques différentes (Orsi et al., 1995) : le front polaire au
sud (PF), le front subantarctique (SAF) au cœur de l’ACC, là ou la circulation latérale
est la plus puissante et enfin le front subtropical (STF) qui marque la frontière nord de
l’ACC et la bordure sud des gyres anticycloniques subtropicaux de chaque bassin.
Des travaux récents soutenus par des données altimétriques ont montré que la structure
réelle de l’ACC est plus fine et plus complexe. Ainsi (Sokolov and Rintoul , 2007) met
en évidence un réseau de nombreux jets océaniques circumpolaires. Ces jets suivent des
méandres dont les mécanismes de contrôle peuvent être de plusieurs natures ; dans les
régions de relative faible profondeur la topographie est un acteur majeur ; aux endroits
plus profonds, les instabilité baroclines, l’activité tourbillonnaire sont autant de processus
pouvant faire chevaucher ou mélanger des masses d’eau aux caractéristiques thermiques et
halines différentes (Hughes and Ash, 2001; Sokolov and Rintoul , 2002). Dans chacune des
zones inter-frontales, certaines masses d’eau viennent séjourner dans la couche de mélange
océanique pendant l’automne et l’hiver austral. La couche de mélange module leurs pro-
priétés hydrologiques et chimiques par l’entremise des échanges avec l’atmosphère et l’ad-
vection de masse d’eau de surface. Les jets sont, de surcrôıt, particulièrement robustes
dans l’espace et le temps ; en effet, les fronts qui les séparent agissent comme une barrière
imperméable séparant des masses d’eau aux propriétés hydrologiques caractéristiques de
chaque zone inter-frontale (Belkin and Gordon, 1996). Une définition quantitative des
fronts permettant leur positionnement sera donnée au chapitre 1.
La circulation méridienne de retournement antarctique (SOMOC)
La figure 1.2 présente une coupe schématique de la circulation méridienne des masses d’eau
au sud de 30➦S. Dans la Zone Antarctique (AZ) au sud du PF, les eaux profondes circum-
polaires (UCDW et LCDW) provenant de la transformation soit des eaux de fond nord
atlantique (NADW) soit des eaux de fonds nord pacifique (NPDW) viennent échanger
leurs propriétés avec l’atmosphère et les eaux du plateau continental antarctique (ASW).
Une partie de ces eaux de surface migrent vers le nord via le transport d’Ekman pour
alimenter les AAIW et les SAMW plus au nord. Ces deux masses d’eau affleurent pen-
dant l’hiver austral modulant leurs propriétés hydrologiques et chimiques dans la couche
de mélange hivernale puis replongent (jusqu’à 1500 mètres de fond pour les AAIW, au-
dessus pour les SAMW) sous les gyres subtropicaux (Sloyan and Rintoul , 2001a). Une
autre partie de ces eaux migrent vers le sud au niveau de la divergence antarctique puis
plongent le long des talus continentaux principalement en mer de Weddell (localisation,
voir figure 6.2) et dans une moindre mesure en mer de Ross, alimentant ainsi les eaux
abyssales antarctiques (AABW). Ces dernières tapissent ainsi le fond de l’ensemble des
bassins océaniques à l’échelle globale.
Après l’interaction de ces masses d’eau avec l’atmosphère, les propriétés hydrologiques
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(température et salinité) et chimiques (CO2 dissous entre autres) ainsi renouvelées consti-
tuent donc de bons indicateurs des conditions et des changements climatiques Wong et al.
(1999); Sabine et al. (2004); Tomczak and Leffanue (2004).
Figure 1.2 – vue schématique de la circulation méridienne de retournement dans l’océan Austral
(adapté de Brewster). Les LCDW et UCDW prenant leurs sources dans les NADW remontent près
de la surface au niveau de la divergence antarctique. Cet upwelling est maintenu d’une part par
les flux de masses géostrophiques qui opèrent sous les obstacles topographiques jusqu’au cœur de
l’ACC et d’autre part par les flux turbulents méso-échelles aux moyennes profondeurs. En arrivant
près de la surface les flux air-mer de chaleur et d’eau douce induisent des changements de densité
de ces masses d’eau. Une partie d’entre elles migrent vers le nord grâce au transport d’Ekman
alimentant ainsi les AAIW et les SAMW; une autre partie replonge alimentant les AABW.
C’est au demeurant dans cette zone reculée de l’océan Austral que certaines de ces
masses d’eau viennent moduler avec la participation des flux de chaleur et d’eau douce
atmosphériques l’état de la glace de mer et altérer la base des plates-formes glacières (ice
shelves) au niveau des bordures du continent Antarctique .
Les propriétés et les mécanismes de formation des eaux intermédiaires (AAIW)
et modales (SAMW)
Les SAMW : Les SAMW occupent une épaisse couche d’eau proche de la surface le
long de l’ACC au nord du SAF (McCartney , 1977). Elles sont, en général, définies comme
une classe d’eau dont les propriétés hydrographiques sont relativement homogènes. Le
cœur des SAMW est caractérisé par un minimum de vorticité potentielle (Hanawa and
Talley , 2001). Elles se forment lors du refroidissement et de l’approfondissement associé
de la couche de mélange sur le flanc nord de l’ACC pendant l’hiver austral (McCartney ,
1977; Hanawa and Talley , 2001). Ces eaux sont ensuite advectées d’ouest en est par l’ACC
et vers les gyres subtropicaux adjacents plus au nord par transport d’Ekman. les SAMW
se refroidissent s’adoucissent et se densifient en suivant leur zone d’affleurement vers l’est
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au niveau de l’ACC. Ainsi les SAMW dans le sud-est de l’océan Pacifique sont plus froides
et plus douces que celles produites dans l’océan Indien Sloyan and Rintoul (2001a). Le
plateau de Campbell, au sud de la Nouvelle Zélande délimite ces deux variétés de SAMW
(Rintoul and Bullister , 1999).
Les régions de formation des SAMW se situent à différents endroits dans l’ensemble de
l’océan Austral (Sloyan and Rintoul , 2001a) et plus particulièrement dans la région sud-est
de l’océan indien (Ribbe, 1999; Koch-Larrouy et al., 2010). Plusieurs mécanismes contri-
buent à la formation des SAMW : les flux air-mer, le mélange induit par le vent et les
échanges à travers les fronts de l’ACC. Certaines études ont montré que le mélange tur-
bulent induit par les pertes de flottabilité et la tension de vent est essentiel pour créer
les couches de mélange profondes où résident les SAMW (Sloyan et al., 2010). McCartney
(1977) a suggéré que les effets cumulés des flux air-mer de chaleur et d’eau douce pilotent
le refroidissement et l’adoucissement des SAMW de l’océan Indien au passage de Drake.
En outre, les processus pilotant la variabilité des SAMW font toujours l’objet de débats :
Des études récentes ont montré que la variabilité inter-annuelle des SAMW est en grande
partie pilotée par les variations de flux de flottabilité (Naveira Garabato et al. (2009),
Vivier et al. (2010)). D’autres études ont montré, cependant, que le transport d’Ekman
domine la variabilité temporelle des propriétés des SAMW et que les flux air-mer ne
peuvent pas expliquer cette variabilité (Speer et al. (2000), Sloyan and Rintoul (2001a),
Rintoul and England (2002)). Malgré le fort gradient de vorticité potentielle séparant les
SAMW des autres masses d’eau, les processus latéraux sont susceptibles de moduler les
propriétés des SAMW; ainsi les échanges à travers le SAF, via ses méandres, les tourbillons
qui y transitent (Sokolov and Rintoul , 2009), le transport d’Ekman contribuent à moduler
l’évolution des SAMW en transportant des eaux douces et froides en provenance de la
zone inter-frontale polaire (PFZ) située entre le PF et le SAF. Certains de ces mécanismes
peuvent se compenser mutuellement ; ainsi Sallée et al. (2010) montre que le transport
d’Ekman vers le nord est compensé par un transport tourbillonnaire vers le sud. Enfin,
les mouvements verticaux des gyres océaniques participent également à la variabilité des
propriétés des SAMW.
Les AAIW : Les AAIW se situent sous les SAMW le long de l’ACC au voisinage
du PF. Elles sont caractérisées par un minimum local de salinité (Hanawa and Talley ,
2001) du en partie à la fonte de glace de mer saisonnière (Santoso and England , 2004)
. elles affleurent au niveau du front polaire pendant l’hiver austral puis subductent jus-
qu’à 1500m de fond sous les gyres subtropicaux de chaque bassin océanique (Sloyan and
Rintoul , 2001a). Les AAIW sont caractérisées par une densité potentielle comprise dans
l’intervale σ0 = 27.1− 27.3kg/m
3 (Fine, 1993).
Les processus responsables de la formation des AAIW font toujours l’objet de débats
(Sallée et al., 2008a; Sloyan et al., 2010). En premier lieu Sverdrup et al. (1942) avait
évoqué l’idée d’une création des AAIW tout le long du PF par subduction des eaux de
surface le long des couches isopycnales. Plus tard, certains auteurs ont suggéré que seuls
certains lieux de l’océan Austral sont le berceau de ces AAIW ; ainsi McCartney (1977)
considère les AAIW comme un sous-produit des SAMW lors des épisodes hivernaux de
convection profonde de la CMO dans le secteur sud-est du Pacifique. Ces eaux une fois
formées s’étalent dans le Pacifique ou sont entrâınées par l’ACC vers les autres bassins.
L’alimentation des AAIW par les AASW via un transport isopycnal fut proposé par Moli-
nelli (1981) non seulement dans le secteur sud-est Pacifique mais aussi à proximité de l’̂ıle
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des Kerguelen (vers 80➦E). Sloyan and Rintoul (2001a) mirent en avant le rôle des échanges
diapycnaux inter-frontaux entre les AASW et les SAMW dans la formation des AAIW.
Plusieurs auteurs suggèrent aussi que le secteur sud-ouest Atlantique est susceptible d’être
un lieu de formation des AAIW (Georgi (1979),Piola and Georgi (1982),Piola and Gor-
don (1989), Talley (1996), Hanawa and Talley (2001)). La formation des AAIW semblent
donc être cantonnée dans le Pacifique sud-est et dans l’Atlantique sud-ouest. Dans ces
deux régions, les AAIW sont difficilement distinguables des variétés les plus froides et les
plus douces des SAMW (Hanawa and Talley , 2001).
Les processus responsables de la variabilité des propriétés des AAIW fait également tou-
jours l’objet de débats : L’importance du mélange dans la région sud-ouest de l’océan
Atlantique est suggérée par Talley (1996). Le rôle des tourbillons dans ce processus de
mélange est reconnu dans de nombreuses études (Marshall , 1997; Sloyan et al., 2010).
Santoso and England (2004) suggère que les flux d’eau de fonte de la glace de mer autour
du continent antarctique et les flux air-mer de chaleur et d’eau douce contribuent grande-
ment dans le processus de formation des AAIW. Enfin, d’autres études ont montré que la
tension du vent sur la surface de l’océan, permettant un transport d’Ekman à travers les
fronts de l’ACC, joue un rôle primordial dans la variabilité des AAIW (Oke and England ,
2004). A des échelles de temps décennales, le rôle des flux air-mer semble devenir plus
important (Downes et al., 2010).
De nombreuses expériences numériques climatiques ou de sensibilité ont montré que les
processus modulant la variabilité des AAIW étaient dépendants de l’échelle de temps à
laquelle cette variabilité était estimée, de l’échelle saisonnières aux échelles pluri-annuelles
(Wong et al., 1999; Gille, 2002; Saenko et al., 2003; Santoso and England , 2004).
La glace antarctique
La glace antarctique joue un rôle majeur dans les système climatique globale. D’une part,
elle participe activement au bilan d’énergie de surface et au cycle de l’eau entre l’océan
et l’atmosphère ; d’autre part son état conditionne les rétroactions éventuelles positives
et négatives entre l’atmosphère et l’océan. L’état moyen et la variabilité de l’océan sont
donc fortement dépendants de l’état général de la couverture de glace. Dans la zone de
glace saisonnière (SIZ), on distingue deux types de glace ; Il y a d’une part la banquise
qui résulte de la solidification de l’eau de mer due au refroidissement atmosphérique. Une
grande partie de la production de glace de mer est réalisée sur les bordures du continent
antarctique, dans les régions dites de polynies côtières. Dans ces régions, les vents cata-
batiques provenant de la calotte antarctique participent au refroidissement de la surface
océanique et à l’export vers le nord de la glace de mer nouvellement créée ; Il y a d’autre
part les icebergs et les iceshelves (plateformes glaciaires) qui proviennent de la calotte
antarctique et agissent donc comme une source d’eau douce pour l’océan austral.
En se formant, la glace de mer rejette du sel vers l’océan augmentant la salinité de surface
océanique ; une fois le pack de glace bien établi, il isole l’océan de l’atmosphère limitant les
échanges entre ces deux ensembles. L’albédo élevé de la neige recouvrant potentiellement
la glace flottante participe également à l’isolation thermique de l’océan avec l’atmosphère.
Lors des épisodes de fonte de la glace flottante, celle-ci redistribue l’eau douce ancienne-
ment glacée à l’intérieure de la SIZ ou dans les régions de polynies côtières plus au nord
dans la zone marginale de la glace de mer sur le pourtour de la SIZ. Nous verrons dans
le chapitre 1 que la région marginale de la SIZ à la fin de l’hiver austral et au début du
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printemps austral approche la zone d’affleurement des AAIW.
Le manque d’observation des flux de surface de l’océan Austral
Nous avons vu que les flux air-mer de quantité de mouvement, de chaleur et d’eau douce
sont susceptibles de contribuer significativement voire principalement à la formation et la
variabilité des AAIW et SAMW dans leurs régions d’affleurement hivernal. Malheureuse-
ment, que ce soit dans la SIZ ou dans le cœur de l’ACC, la compréhension des interactions
océan-atmosphère fait face à un manque notoire d’observation des flux de surface. D’une
part leur mesure nécessite un équipement complexe et d’autre part il est évident que l’hos-
tilité du terrain ne se prête pas à la mesure de ces derniers. Toutefois une étude récente
locale Schulz et al. (2012) a analysé les premiers enregistrements de flux air-mer effectués
lors du déploiement du mouillage SOFS (Southern Ocean Flux Station) ; cette station a
mesurée certaines variables atmosphériques dont les flux de chaleur et la friction du vent
entre mars 2010 et mars 2011 au point 47➦S-102➦E . Une grande variabilité de l’intensité
et de la direction des flux avec des épisodes extremes a été observée dans cette zone. Le
bilan moyen net annuel de chaleur a été estimé à −10W.m−2 avec un maximum en janvier
(139W.m−2) et un minimum en juillet (−79W.m−2 ).
1.1.2 Des changements récents dans l’océan Austral
Les changements observés de la circulation
Un déplacement des fronts de l’ACC vers le sud a été observé ces dernières années. Ainsi,
Böning et al. (2008) ont observé un décallage variant de 50km à 80 km vers le sud de la
position de l’ACC, lors de ces 40 dernières années. De même, Sokolov and Rintoul (2009)
ont observé grace aux mesures altimétriques un déplacement vers le sud des fronts de
l’ACC entre 1992 et 2006. Un redressement des isopycnes 1 au cœur de l’ACC a également
pu être constaté ces dernières années. Yang et al. (2007), par l’entremise des réanalyses
océaniques SODA, a montré un déplacement vers le sud du transport d’Ekman vers le
nord associé à une augmentation du pompage d’Ekman. Cette augmentation aurait, selon
lui, participé à l’augmentation du gradient méridien de densité et au raidissement de ces
isopycnes. Cependant, il n’observe pas de changement significatif de l’intensité du transport
de l’ACC. Ces études révèlent le lien complexe entre les gradients de densité et le courant
géostrophique associé.
D’autres processus doivent pouvoir compenser le raidissement observé. Ainsi, Hallberg and
Gnanadesikan (2006) montrent le role essentielle des tourbillons transitoires associée aux
instabilités baroclines se produisant au cœur de l’ACC pour compenser le raidissement des
isopycnes. Böning et al. (2008) ne montrent aucune modification des pentes des isopycnes
affleurant au niveau de l’ACC suggérant un transport zonal constant cohérent avec les
observations. Quelques années auparavant, Cunningham et al. (2003) n’avaient pas non
plus observé de tendance particulière du transport barocline de l’ACC entre 1975 et 2000.
Plus récemment, Renault et al. (2011) conforte également l’hypothèse de l’absence d’une
tendance du transport de l’ACC entre 1975 et 2006. Ces résultats semblent montrer que
l’intensité de la circulation méridienne de retournement dans l’océan austral a été insensible
1. En océanographie, les lignes joignant les points de même densité sont appelées isopycnes
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aux changements atmosphériques et en particulier aux changements de la tension de vent
ces trois dernières décennies.
Les changements observés des propriétés hydrographiques.
En plus des déplacements méridiens des fronts, Böning et al. (2008) met en évidence un
déplacement vertical des surfaces isopycnales (“heave”) traversant l’ACC. Ces déplacements
compliquent la compréhension des tendances observés des propriétés de subsurface de
l’océan austral. En effet, les déplacements adiabatiques verticaux et latéraux des surfaces
de densité provoqués par les changements de l’intensité et de la position des vents, peuvent
induire des changements de salinité sur les surfaces isobariques sans modifier le bilan d’eau
douce des masses d’eau. Afin d’éviter de confondre les effets dynamiques avec les modi-
fications à l’intérieur des masses d’eau, nous distinguerons le plus clairement possible les
études réalisées à pression constante et celles menées le long des surfaces neutres. Les
travaux de Bindoff and Mcdougall (1994) fournissent un cadre théorique intéressant pour
mieux comprendre les changements de propriétés des surfaces isopycnales.
Levitus et al. (2000) fut l’un des premiers à quantifier le réchauffement récent observé
dans l’océan global et en particulier dans l’océan austral entre les années 50 et les années
90. il observa notamment un réchauffement sur les 300 premiers mètres de la surface
océanique. Depuis, “Il est maintenant bien établi à l’aune des observations et des résultats
de modélisation que depuis 1950 l’océan austral s’est réchauffé de 0,2➦C à des profondeurs
intermédiaires entre 700 mètres et 1100 mètres entre 35➦S et 65➦S“ (XXX Antarctic Treaty
Consultative Meeting, 30 avril au 11 mai 2007). Cette citation se réfère notamment aux
travaux de Gille (2002) qui a montré grâce aux réseaux ARGO et PALACE une augmen-
tation uniforme des températures de 0.008◦ ± 0.002◦C.an−1 à des profondeurs moyennes.
Quelques années plus tard, par l’entremise du jeu de données composites WOD05 (Boyer
and Coauthors , 2006), Gille (2008) montre un réchauffement des couches supérieures de
l’océan austral (0-1000 mètres) en particulier dans la région de l’ACC. Une augmentation
du cycle de l’eau dans l’hémisphère austral a accompagné ce réchauffement ces dernières
décennies (Durack and Wijffels , 2010). Une augmentation du cycle de l’eau signifie dans
ce contexte, une augmentation de la salinité dans les régions dominées par l’évaporation
(au nord de ∼35➦S) et un adoucissement dans les régions dominées par les précipitations
(au sud de ∼35➦S).
Banks and Bindoff (2003) et Helm et al. (2010) suggèrent que le réchauffement de la
surface océanique et l’accélération du cycle de l’eau sont la signature des changements
climatiques d’origine anthropique.
Au cœur de l’ACC : De récentes observations suggèrent que la température et la
salinité des AAIW et des SAMW ont changé. Johnson and Orsi (1997) observe un adou-
cissement et un refroidissement (-1➦C -0,25 PSU) entre la fin des années 70 et le début
des années 90 des SAMW et AAIW dans le Pacifique sud-ouest. Dans le Pacifique sud-
est, là où la salinité augmente avec la profondeur, le réchauffement observé en surface
semble induire non seulement un réchauffement des surfaces isoneutrales mais aussi un
réchauffement des surfaces isobariques. Wong et al. (1999) infère l’adoucissement observé
des eaux intermédiaires ces dernières décennies de celui des eaux de surface aux hautes la-
titudes. Comme explication possible, il suggère que les flux air-mer d’eau douce pénétrant
l’océan ont une tendance positive de 31 mm.an−1 entre 55➦S et 65➦S. A partir de mesures
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Figure 1.3 – Changements des propriétés des masses d’eau le long des surfaces isopycnales (source :
Böning et al. (2008)). Tendance décennale moyenne de la température potentielle depuis 1960’S
(◦C/decade) sur les surfaces de densité neutre, moyennée dans des boites de 0,09 mètre (indiqué
en haut de l’image), et reprojetée sur les cercles de latitude en utilisant les latitudes moyennes des
contours de hauteur dynamique. Les points blancs indiquent la densité moyenne à 200 mètres de
profondeur, illustrant l’extension verticale de la couche de surface. Les barres noires indiquent les
latitudes moyennes du PF et du SAF.
in-situ faites entre les années 50 et les années 90 dans l’ensemble de l’océan Indien, Aoki
et al. (2005), a montré un adoucissement de −0.02 PSU et un refroidissement de −0.2◦C le
long des surfaces neutres autour de 27.0kg.m−3, cöıncidant avec les AAIW et les SAMW,
au nord du SAF. Il attribue ces changements non seulement à l’effet de ”pure warming“ de
la surface océanique discuté par Bindoff and Mcdougall (1994) mais aussi à une augmen-
tation du cycle de l’eau. Via une analyse à pression constante, Böning et al. (2008) grâce
à une combinaison des données du réseaux ARGO et de mesures hydrographiques histo-
riques montrent les tendances au réchauffement et à l’adoucissement des 1000 premiers
mètres de l’océan au cœur des masses d’eau traversant l’ACC. Via une analyse à densité
constante, ils observent que les masses d’eau ventilant la thermocline au nord de l’ACC
(AAIW et SAMW) ont une tendance au refroidissement (figure 1.3) et à l’adoucissement.
Grâce à une combinaison de mesures de campagne en mer et de mesures des profileurs
ARGO, Helm et al. (2010) montrent, à l’échelle globale un adoucissement à proximité du
cœur du minimum de salinité caractéristique des AAIW à une profondeur intermédiaire
(∼ 700 mètres) entre 1970 et 2005. Ils attribuent ces changements aux tendances des flux
air-mer d’eau douce pénétrant l’océan. Ainsi ces changements de salinité impliquent une
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diminution de 3± 2 % de ces flux aux moyennes et basses latitudes et une augmentation
de 16± 6 % de ces flux au dessus de l’océan austral depuis 1970.
Cette observation suggère, comme précédemment, une accélération du cycle de l’eau ter-
restre. Durack and Wijffels (2010), dans la gamme de densité neutre 26.25 kg.m−3 et
27.25 kg.m−3 incluant les SAMW et les AAIW, observent une tendance à l’adoucissement
de ces masses d’eau entre 20➦S et 50➦S (figure 1.4). Dans la région singulière du passage
de Drake, Naveira Garabato et al. (2009) ont observé un adoucissement des AAIW de
l’ordre de ∼ 0.05PSU entre 1969 et 2005. Ils suggèrent, comme explication, en plus de
l’augmentation des précipitations, le retrait de la zone marginale de glace de mer à l’ouest
de la péninsule antarctique. Ils attribuent ces deux évolutions à la tendance positive du
SAM depuis les années 70.
Plus récemment, Meijers et al. (2011a) en considérant en même temps les changements
diabatiques ( échanges de chaleur et d’eau douce) ainsi que les changements adiabatiques
(déplacement des fronts) montrent un réchauffement et un adoucissement intégrés sur
l’ensemble de l’ACC depuis les premières mesures altimétriques. En distinguant les chan-
gements diabatiques des changements adiabatiques, ils observent un refroidissement et un
adoucissement pour les premiers et un réchauffement et un léger adoucissement pour les
seconds.
Malgré tout, le consensus n’est pas total quant aux tendances observées au cœur des
AAIW. En effet, Schmidtko and Johnson (2011) suggèrent que le minimum de salinité s’est
réchauffé et s’est rapproché de la surface en perdant de la densité depuis les années 20.
Contrairement à Helm et al. (2010)), Schmidtko and Johnson (2011) n’observent que peu
de changement de la salinité des AAIW bien qu’ils remarquent des tendances régionales.
Figure 1.4 – Moyenne zonale des tendances linéaires de salinité en PSS.(50 ans)−1 (source :
(Durack and Wijffels, 2010)) analysée sur les couches isopycnales pour (A) l’océan Atlantique, (B)
l’océan Pacifique et (C) l’océan Indien. Les contours blancs représentent les changements de salinité
tous les 0.1 PSS. Les valeurs pour les surfaces isopycnales plus légères que les zones d’affleurement
hivernal ont été blanchies. La salinité moyenne climatologique est indiquée par les isocontours
noirs espacés tous les 0.1 PSS. Les symboles colorés le long de la zone d’affleurement hivernal
représentent la moyenne zonale des tendances linéaires de salinité dues d’une part au changement
total (diamants) et d’autre part au déplacement méridional des isopycnes (cercles). Les régions où
la tendance linéaire résolue n’est pas significative à 90 % sont pointillées en gris.
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Au cœur de la SIZ : Dans les régions reculées de la SIZ, peu de données sont dis-
ponibles pour pouvoir observer des éventuels changements. De plus, à ces très hautes
latitudes, les échanges d’eau douce peuvent évoluer en profondeur par l’entremise des ice-
shelves qui peuvent intervenir comme une source d’eau douce à des profondeurs supérieures
à 250 mètres (Jacobs, 2006). La fonte des icebergs et de la base des iceshelves est concentrée
principalement le long de la marge continentale antarctique (Silva et al., 2006). Malgré le
manque de données, l’observation, lors de ces dernières décennies, d’un réchauffement et
d’un adoucissement dans une grande partie de la SIZ semble être partagée par de nom-
breux auteurs (Jacobs et al., 2002; Aoki et al., 2003; Boyer et al., 2005; Silva et al., 2006;
Jullion et al., 2013).
Ainsi, Boyer et al. (2005) montrent un fort adoucissement au sud de 70➦S (i.e. dans le
secteur Pacifique et en mer de Weddell) sur toute la colonne d’eau. En mer de Weddell et
mer de Ross, Silva et al. (2006) ont estimé que le flux d’eau douce de fonte des icebergs
sur la période 1983-2003 a augmenté de 15.10 m3.s−1.mois−1. A cela, Jullion et al. (2013)
montre une tendance décennale de la fonte de la glace de mer et des ice shelves qu’il at-
tribue à une augmentation du flux de chaleur provenant des eaux plus chaudes de l’ACC
vers les régions de plateau de l’Antarctique de l’ouest. Un réchauffement a également été
observé d’une part à des profondeurs de ∼ 300 mètres en mer de Ross (Jacobs et al., 2002),
et d’autre part à des profondeurs de ∼ 200 − 900 mètres dans tout l’océan Indien (Aoki
et al., 2003). Ces résultats sont cohérents avec l’hypothèse d’une migration des fronts de
l’ACC vers le sud. L’augmentation de la fonte de la banquise, des icebergs, la diminution
de la production de glace de mer et l’augmentation des précipitations dans la SIZ semblent
intuitivement confirmer la tendance à un adoucissement des couches de surface dans la
SIZ.
Enfin, les eaux de fond abyssales dans le secteur sud-est de l’océan indien semblent
également marquées par un réchauffement et un adoucissement (Purkey and Johnson,
2010; Jullion et al., 2013) lors des deux dernières décennies.
Les changements observés et modélisés de la couverture de glace.
La figure 1.5 montre la distribution régionale des tendances observées de la couverture
de glace de mer. A la différence de la glace arctique qui subit une contraction marquée
de sa couverture, les tendances observées de la glace de mer sur le pourtour antarctique
sont beaucoup moins claires (Zwally et al., 2002). Le rapport d’évaluation de 2007 de
l’IPCC (Solomon, 2007), s’appuyant sur les travaux de Comiso et al. (2003) a statué sur
une légère augmentation de 0,5% ± 0,8%/décennie de l’extension de glace de mer sur la
période 1978-2005. Ces 30 dernières années , les nombreuses analyses faites sur les ob-
servations australes attestent de l’extension moyenne totale de la couverture de la glace
saisonnière.
Meme si la glace de mer montre une très légère et incertaine augmentation moyenne de
son extension méridienne , elle révèle de grandes disparités régionales. Ainsi, Zwally et al.
(2002) montrent une augmentation de 1%/dec de l’extension de glace de mer (SIE) avec de
grandes disparités régionales. En effet, ils observent des tendances positives dans le secteur
centre pacifique, en mer de Weddell et en mer de Ross et des tendances négatives dans
le secteur Amundsen/Bellingshausen et dans le secteur indien. Turner et al. (2009) ob-
servent les mêmes tendances depuis 1970 et principalement durant l’automne. Ils mettent
également en évidence la présence d’un dipôle de tendances entre les mer de Ross et le
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couple Amundsen/Bellingshausen. Enfin, Parkinson and Cavalieri (2012) montrent, part
l’entremise de données satellites, également une tendance positive, entre 1978 et 2010, de
la SIE avec les mêmes disparités régionales.
Si les données satellites permettent une certaine estimation de l’extension de glace de
mer, elles ne donnent pas accès à son épaisseur. Il s’agit là pourtant d’une quantité clef
dans la fermeture du cycle de l’eau à l’échelle régionale et à l’échelle globale. Ainsi, la
variabilité spatio-temporelle de la quantité de glace océanique reste à ce jour encore une
inconnue ; Pour pouvoir émettre des hypothèses sur la caractérisation du cycle de l’eau
dans l’océan austral, on peut avoir recours à des modèles couplés océan-glace de mer :
Fichefet et al. (2003) montrent, entre 1978 et 1998 , une augmentation de la couverture de
glace ( 11400±2300 km2.an−1) mais pas de modification de l’épaisseur moyenne annuelle.
Zhang (2007), via un modèle couplé océan-glace de mer, a montré une augmentation du
volume total de glace de mer et de l’extension de la couverture de glace de mer ( 0,2 %
observé en plus ).
Très récemment, par l’entremise du modèle couplé NEMO-LIM2 en assimilant des données
de glace de mer, Massonnet et al. (2013) ont estimé des tendances de volume de glace sur
les 3 dernières décennies ; il en ressort une augmentation du volume de glace totale de
5,6% ± 5,3% par décennie avec des disparités régionales. Ainsi en mer de Ross il estime
une augmentation de 2,4% ± 2% et en mer de Weddell une augmentation de 3,3% ± 5,7%
alors qu’une diminution en mer Admunsen/Bellingshausen de -0,7% ± 0,9% est calculée.
La relative augmentation observée et modélisée est intuitivement en contradiction avec
l’augmentation des températures de surface de l’océan et de l’atmosphère. Intuitivement,
l’augmentation des températures de l’air entrâınerait une augmentation du rayonnement
infra-rouge et du flux de chaleur sensible vers l’océan. Il s’en suivrait une augmentation
de la fonte de glace de mer et une diminution de la formation de glace de mer. Dans ces
deux-cas un apport d’eau douce associé à l’anomalie de fonte ainsi qu’un déficit de rejet de
sel issue des poches de saumure concourraient à augmenter la stratification de surface de
l’océan austral. Cette anomalie de stratification endiguerait en partie l’apport de chaleur
provenant des masses d’eau inférieures, nécessaire à la fonte basale de la glace de mer.
Ainsi, l’excès de chaleur issue de l’atmosphère serait contrecarré par un défaut de chaleur
provenant de l’océan intérieur, entrâınant une augmentation de la masse totale de glace
de mer dans l’océan Austral.
1.2 Le Mode Annulaire Austral (SAM) : un mode de varia-
bilité atmosphérique majeur en évolution
1.2.1 Le SAM : un mode majeur au dessus de l’océan austral
De nombreux modes de variabilité coexistent dans l’atmosphère ; chaque mode évolue selon
des échelles de temps et une distribution spatiale propre. Kidson (1999) et Carleton (2003)
listent les différents modes atmosphériques dont la variabilité expliquent significativement
la variabilité totale de l’atmosphère australe (Figure 1.6). Des interactions dynamiques
et thermodynamiques complexes existent entre ces modes (Carleton, 2003). Parmi ces
différents modes, le mode de variabilité principal à l’échelle de l’océan entier sur une
gamme étendue d’échelles de temps est le mode annulaire austral (SAM) (Thompson and
Wallace, 2000; Thompson et al., 2000). Le SAM est aussi nommé l’Oscillation Antarctique
( AAO ) et plus anciennement le Mode des Hautes Latitudes (HLM). Il évolue aussi bien à
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Figure 1.5 – tendance de la couverture de glace de mer issue des observations passives micro-onde
de Nimbus-7/SMMR et DMSP/SSM/I (cavalieri 1996, NSIDC) (source : Close and Goosse (2013)
)
l’échelle journalière (Baldwin, 2001), à l’échelle saisonnière (Thompson and Wallace, 2000),
à l’échelle inter-annuelle (Kuroda and Kodera, 1998) et à l’échelle décennale (Marshall ,
2003). Quantitativement, le SAM explique ∼28 % de la variance de la variabilité totale
atmosphérique au sud de 20 S (Thompson and Wallace, 2000). Ce mode est essentiellement
à symétrie zonale et quasiment barotrope sur toute la troposphère. Il manifeste ainsi sa
présence sur toute la colonne d’air de la surface atmosphérique à la base de la stratosphère ;
il imprime sa signature aussi bien sur la pression de surface (SLP) (Rogers and van Loon
(1982) ; Miller et al. (2006) ; Cai and Cowan (2007)), que sur les hauteurs géopotentielles
plus élevées à 700hPa (Mo, 2000), à 500hPa (Kidson, 1988), à 300hPa (Karoly , 1990)
et plus généralement dans la couche 100-1000hPa (Yoden et al., 1987). Il est entre autre
caractérisé par les anomalies de hauteurs géopotentielles aux moyennes et aux hautes
latitudes ; le noeud de ce mode se situe à ∼55 S. Les phases positives du SAM caractérisent
une anomalie de basse pression au sud de ce nœud et une anomalies de haute pression au
nord. Il traduit un déplacement des masses atmosphériques entre les moyennes et hautes
latitudes et vice versa.
Dans le chapitre 2, nous comparerons deux estimations différentes de l’indice associé au
SAM. Nous étudierons d’une part l’indice NCEP (figure 1.7), estimé comme le mode mode
principal d’une analyse EOF de l’anomalie de hauteur dynamique à 700hPa (Mo, 2000)
et d’autre part l’indice BAS, estimé comme la différence normalisée entre les moyennes
zonales de SLP à 40 S et 65 S (Gong and Wang , 1999).
Enfin le SAM influence également la position du courant jet subtropical, la position des
vents, les positions de trajectoires des tempêtes australes et la température de l’air.
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Figure 1.6 – Différents modes de variabilité atmosphérique dans l’hémisphère sud et leurs échelles
de temps caractéristiques (figure adaptée de Kidson (1999). Les échelles de temps représentées sont
décomposées selon les échelles intra-saisonnière (IS), inter-annuelle (IA) et intra-décennale (ID).
Les pourcentages indiquent la proportion de la variance dans chaque bande représentée par la
composante principale d’une décomposition EOF. SPW correspond au South Pacific Wave train
appelé aussi PSA (Pacific-South American), ENSO signifie El Nino-Southern Oscillation.
1.2.2 Un mode forcé par les changements climatiques
Les observations (Marshall , 2003) et les modèles (Sen Gupta and England , 2006) ont
montré que les phases positives de ce mode sont devenues plus fréquentes depuis le milieu
des années 60’s (Thompson et al., 2000; Kushner et al., 2001; Thompson and Solomon,
2002)
Depuis le début des années 80’s, la réduction saisonnière de l’épaisseur de la couche d’ozone
stratosphérique au dessus de l’Antarctique a été pointée du doigt (Thompson et al., 2000;
Thompson and Solomon, 2002; Gillett and Thompson, 2003; Marshall et al., 2004; Cai ,
2006; Son et al., 2009; Thompson et al., 2011) comme une responsable des tendances ob-
servées du SAM aux périodes de l’année ou le vortex polaire est le plus contracté. En
outre, l’augmentation de la concentration des gaz à effet de serre aussi bien pendant la
saison chaude que la saison froide est également supposée jouer un rôle dans cette tendance
(Fyfe et al., 1999; W. J. Cai , 2003; Lenton et al., 2009). Malgré l’observation récente du
”remblayage” estival de la couche d’ozone et malgré les incertitudes sur les mécanismes re-
liant la variabilité du SAM et de ses hypothétiques modulateurs, les prévisions climatiques
suggèrent la poursuite de cette tendance positive du SAM (Son et al., 2009; Sigmond et al.,
2011).
1.2.3 Manifestation atmosphérique de la tendance observée
Les changements de la dynamique atmosphérique
Au dessus de l’océan austral entre 40➦S et 60➦S, les vents d’ouest dominent. Ils résultent d’
un ajustement géostrophique entre les régions de haute pression situées dans une ceinture
zonale aux moyennes latitudes (30➦S -35➦S) et les régions de basses pressions aux hautes
latitudes (60➦S-65➦S). Sur les bords du continent antarctique, on observe la domination
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Figure 1.7 – La carte de gauche représente le mode principal d’une analyse EOF des moyennes
mensuelles de l’anomalie de hauteur dynamique estimée à 700hPa pendant la période 1979-2000.
La série temporelle de droite représente l’indice SAM associé. Il est construit en projetant les
anomalies de hauteur dynamique à 700hPa sur le mode principal de l’EOF précédente. la série
temporelle est normalisée par l’écart type de l’indice mensuel estimé sur la période 1979-2000.(Mo,
2000)
d’un vent d’est (Gill, 1982). cette circulation de vent d’est peut etre renforcé par l’apport
continental des vents catabatiques très froids et très puissants.
Lors d’une phase positive du SAM, le courant-jet troposhérique des moyennes latitudes
se déplace vers le sud, renforçant ainsi les vents d’ouest vers 60 S et affaiblissants ces
vents plus au nord, vers 40 S (Sen Gupta and England , 2006). Quantitativement, une
augmentation de 15% à 20% de l’intensité des vents d’ouest (en moyenne annuelle) au
niveaux des basses couches de l’atmosphère (0-2km) a été observé (Orr et al., 2004).
L’activité turbulente initiée par les changements du cisaillement vertical et horizontal du
vent pourrait entrenir l’anomalie de circulation moyenne par des effets compensatoires de
conversion d’énergie potentielle en énergie cinétique. Lorenz and Hartmann (2001), via
les observations, et Limpasuvan and Hartmann (2000), via la modélisation, ont mis en
évidence la rétroaction positive des flux de moment de l’activité tourbillonnaire sur les
vents zonaux. Ces tourbillons maintiennent les tendances positives de l’intensité des vents
zonaux. Des expériences numériques couplées océan-atmophère globales vont dans le même
sens mettant en évidence le maintien de la tendance du SAM par la dynamique propre de
l’atmosphère (Codron, 2005).
Les changements de température de l’air et de flux d’eau douce
Le refroidissement de la stratosphère associé à l’amincissement de la couche d’ozone
s’est accompagné d’une augmentation significative des températures de la troposphère
australe de 0,5 à 0,7 C par décennie depuis 30 ans (Turner et al., 2006) . La sta-
tion Faraday/Vemadsky a mesurée remarquablement la plus grande tendance décennale
(0,55 C/décennie ) enregistrée sur Terre depuis 50 ans. A l’échelle du globe le réchauffement
climatique est estimé à ”seulement“ 0,11 C/décennie soulignant l’importance de la région
australe dans une étude d’impact climatique global.
Ce réchauffement atmosphérique au dessus de l’antarctique a pu être associé à la ten-
dance positive observé du SAM (Kwok and Comiso, 2002). Toutefois Orr et al. (2004)
fait remarquer que les prémices du réchauffement observé précèdent ceux de la tendance
observée du SAM . Ils mettent malgré tout en évidence le lien entre la tendance du SAM
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et le réchauffement de la température de l’air de surface (SAT) au dessus de la mer de
Bellingshausen. Des travaux récents ont également suggéré l’hypothèse d’une corrélation
entre les phases du SAM avec des changements de précipitations mesurées sur la pointe
sud des continents de chaque bassin océanique (Amérique du sud : Haylock et al. (2006) ;
Afrique du sud : Reason and Rouault (2005) ; Sud australien : Meneghini et al. (2007)
et Cai and Cowan (2006)). Le déplacement vers le sud des trajectoires de tempête pour-
rait expliquer la diminution des précipitations pendant l’hiver austral dans ces zones de
moyennes latitudes. Gillett et al. (2006) met en évidence, grâce à une étude de régression,
l’influence du SAM non seulement sur les précipitations mais aussi la température de l’air
au moyennes latitudes sur les 4 continents. Plus généralement, Boer et al. (2001) trouve
que l’advection d’humidité associée d’une part aux faibles vents méridiens et d’autre part
aux anomalies du transport tourbillonnaire entrâıne une diminution des précipitations aux
moyennes latitudes et une augmentation de ces dernières aux hautes latitudes pendant une
phase positive du SAM. L’augmentation des vents d’ouest semble également avoir eu pour
effet de d’isoler les masses d’air au dessus du continent antarctique et se faisant les re-
froidir. Certaines régions font toutefois figures d’exception ; ainsi Thompson and Solomon
(2002) ont observé un réchauffement autour de la péninsule antarctique, et Bromwich
et al. (2013) ont observé un réchauffement dans l’intérieur du continent au niveau de la
mer d’Amundsen. La station polaire Byrd (120➦W-80➦S) a mesuré entre 1958 et 2010 une
augmentation des températures de l’air de 2.4± 1.2 ◦C (Bromwich et al., 2013). Ces ten-
dances pourraient avoir une importance capitale dans l’apport douce douce continentale
dans le secteur ouest de l’océan austral.
1.3 La réponse du système océan-glace de mer au SAM :
une connaissance en évolution
En réponse aux changements de l’état atmosphérique de surface et aux changements de
flux d’eau douce continentaux, l’océan austral a vu ses propriétés évolués. A l’aune des ob-
servations, des résultats de modèles basse résolution et de modèles haute résolution, nous
tenterons de résumer les connaissances acquises jusqu’à présent au sujet de la réponse
océanique à la tendance positive du SAM. Nous réduirons autant que possible les études
faites sur cette réponse aux régions parcourues par les masses d’eau d’intérêt (AAIW et
SAMW) et à la couverture de glace de mer. Gardons en tête également que les échelles
de temps de ventilation des masses d’eau est relativement long à la fois pour les SAMW
et les AAIW. Johnson and Orsi (1997) remarque que le long de l’isoneutre 26.8kg.m−3
(avoisinant les SAMW) les changements au niveau de 48➦S induit par les changements
atmosphériques sont âgés de 5 ans et les changements au niveau de 20➦S le sont de 20 ans.
Le processus d’intégration des changements observés le long de l’isoneutre 27.4kg.m−3
(avoisinant les AAIW) est plus long ; il s’échelonne de 25 ans à 40 ans.
1.3.1 Que nous apprennent les observations ?
Le manque d’observation ne nous permet pas d’associer avec certitude une tendance
éventuelle du transport de l’ACC à la tendance observée du SAM. Toutefois, certaines
études ont montré une corrélation des phases du SAM aux anomalies observées dans le
transport de l’ACC. Ainsi, le SAM semble moduler le transport de l’ACC non seulement
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aux échelles journalière, hebdomadaire et mensuelles (Aoki (2002) ; Hughes et al. (2003))
mais aussi à l’échelle interannuelle Meredith et al. (2004). Cependant aucune tendance
long-terme sur le transport de masse par l’ACC associé à une tendance du SAM n’a été
mise en évidence jusqu’à présent. Meredith and Hogg (2006) ont suggérré en s’appuyant
sur des données altimétriques que l’intensification de la tension de vent augmente l’activité
tourbillonnaire au cœur de l’ACC. Celle-ci fait cascader l’énergie supplémentaire apportée
par le renforcement du SAM vers les processus méso-échelles sans renforcer le courant
latéral moyen.
La réponse de l’ACC au SAM suit également une distribution spatiale hétérogène ; grâce
à une combinaison de profils hydrographiques anciens, de profils ARGO plus récents et
de données altimétriques du niveau de la mer, Sallée et al. (2008b) a pu identifier la dis-
tribution spatio-temporelle des principaux fronts de l’ACC sur la période 1993-2005. Ils
remarquent que ces derniers sont fortement contraints par la topographie dans les régions
de hauts-fonds (dorsales océaniques, plateaux) et plus sensibles à l’activité méso-échelle et
au forçage atmosphérique dans les régions de grande profondeur. Dans ces régions, le SAM
participe à la modulation du mouvement des fronts de l’ACC notamment par le transport
d’Ekman qu’il induit. La position méridienne des fronts varie grossièrement entre 40➦S
et 60➦S le long de leur trajectoire circumpolaire ; compte tenu de la symmétrie zonale du
SAM, l’anomalie du transport d’Ekman qu’il induit sera différente le long du parcours
de ces fronts. Sallée et al. (2008b) distinguent ainsi trois régions de l’ACC. En réponse à
une phase positive du SAM, les fronts de l’océan indien se déplacent vers le sud, ceux du
Pacifique central se déplacent vers le nord et enfin les fronts s’intensifient entre ces deux
régions sans subir de déplacement significatif.
Les changements de circulation de l’ACC en réponse au SAM induisent également des
variations des propriétés hydrographiques dans cette région. Ainsi, Gille (2008) montre
que le réchauffement observé de l’océan austral est cohérent avec la migration vers le
sud de l’ACC et est possiblement piloté par le déplacement des vents d’ouest eux-même
dépendants de la tendance positive du SAM. Comme nous l’avons vu plus haut, les phases
positives du SAM sont associées à une intensification des vents d’ouest, en particulier
dans la zone antarctique (AZ) au sud du PF et dans la zone inter-frontale délimitée
par le PF et le SAF (PFZ). Dans ces régions, où affleurent les AAIW pendant l’hiver
austral, les anomalies de transport d’Ekman vers le nord associées aux phases positives
du SAM, induisent donc un refroidissement de la SST (Lovenduski and Gruber , 2005).
Au contraire, dans la zone subtropicale (STZ) au nord du STF, les phases positives du
SAM sont associées à une anomalie de vent d’est. L’anomalie de transport d’Ekman vers
le sud induite par cette perturbation, entrâıne un réchauffement de la SST dans la STZ.
Entre la PFZ et la STZ, dans la zone subantarctique (SAZ), là où affleurent les SAMW
pendant l’hiver austral, c’est le lieu de rencontre de ces deux anomalies ; il est donc difficile
de conclure quant à une réponse claire de la température des eaux de surface dans cette
zone. Les changements sont attribués à une combinaison des flux turbulents de chaleur, du
transport d’Ekman à travers les fronts de l’ACC des AASW ( Antarctic Surface Waters) et
du flux d’eau douce (évaporation - précipitation) à la surface dans la zone subantarctique
dans le Pacifique sud-est et au niveau du passage de Drake. Les AAIW semblent plutôt être
contrôlées par les flux turbulents de chaleur et le cycle de production de glace de mer de
Bellingshsausen. En plus des variations des propriétés, Karstensen and Quadfasel (2002)
mettent en évidence l’augmentation de la ventilation de la thermocline dans les régions
de formation des AAIW et SAMW induisant une augmentation du taux de subduction de
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ces masses d’eau.
Le SAM module également la profondeur de couche de mélange océanique au niveau de
l’ACC. Lovenduski and Gruber (2005) ont montré un approfondissement de la couche de
mélange au nord du PF. La réponse de la couche de mélange au SAM semble également
être différente d’une région à l’autre. La figure 1.8 illustre l’hétérogénéité spatiale de la
réponse de la profondeur de la couche de mélange à une phase positive du SAM. La réponse
de la profondeur de couche de mélange observée pendant une phase positive du SAM a de
fortes disparités régionales. Sallée et al. (2010) montre que ces disparités régionales sont
cohérentes avec la réponse totale des flux air-mer de chaleur.
Figure 1.8 – Composite de la réponse de la profondeur de la couche de mélange pendant une
phase positive du SAM diagnostiqué à partir des données Argo sur la période 2002-2009. les régions
hachurées indiquent les zones peu couvertes par les balises Argo. Les lignes noires illustrent la
positions moyennes des fronts de l’ACC (source : Sallée et al. (2010)).
Le SAMmodule également la distribution de la couverture de glace de mer antarctique. Par
le biais de mesures satellites, Liu et al. (2004) a montré l’impact du SAM sur l’extension
de la glace de mer. Ils montrent qu’une phase positive du SAM induit une augmentation
de la couverture de glace de mer dans le secteur est de la mer de Ross et dans le secteur
d’Amundsen et une diminution dans le secteur de la mer de Bellingshausen et au nord de la
mer de Weddell. Dans la zone ouest de la péninsule antarctique, Martinson et al. (2008),
observe sur la période 1993-2004, un réchauffement des eaux de plateaux associé à la
combinaison du renforcement de l’upwelling des UCDW, eaux relativement plus chaudes,
et au rapprochement du front sud de l’ACC (SACCF) vers le plateau continental, cohérent
avec une phase positive du SAM. Cela entrâıne une augmentation de la fonte basale de la
glace de mer dans la zone. Stammerjohn et al. (2008) explique ces disparités régionales par
des changements de la saisonnalité du retrait et de l’avancée de glace de mer. Sur la période
1979-2004, ils montrent que le retrait est initié plus tôt (31±10 jours) et l’avancée plus tard
(54±9 jours) dans la région ouest de la péninsule antarctique et en mer de Bellingshausen.
Au contraire, dans le secteur ouest de la mer de Ross, le retrait est initié plus tard (29±6
jours) et l’avancée plus tôt (31±6 jours). Ils associent ces changements aux variations
décennales du SAM et de l’ENSO. Par l’entremise de données satellites, Holland and
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Kwok (2012) observent une tendance significative de la dérive de glace de mer antarctique.
Ils attribuent les changements observés de concentration de glace de mer à la réponse
mécanique du vent dans le secteur ouest antarctique et à la réponse thermodynamique
du vent dans les autres régions. Malgré tout, les tendances de la couverture de glace
de mer expliquées par la variabilité du SAM sont plus faibles que les tendances totales
observées Liu et al. (2004). D’autres modes grande échelle comme ENSO qui covarient
avec la distribution de la couverture de glace expliquent seulement une petite part de la
tendance observée. Des processus grandes échelles moins bien compris ou des processus
régionaux (comme la zone de dépression centrée en mer d’Amundsen : Amundsen Sea Low
noté ASL) pourraient expliquer la tendance observée de la couverture de glace (Liu et al.,
2004; Hosking et al., 2013).
Figure 1.9 – vue schématique de la réponse de la couverture de glace à une phase positive du
SAM. En couleur, régression de la SLP sur l’indice SAM. Les flèches illustrent les anomalies de
vent pendant une phase positive du SAM. (source : Stammerjohn et al. (2008)).
1.3.2 Que répondent les modèles ?
La figure 1.10 illustre la synthèse effectuée par Thompson et al. (2011) sur les changements
dans l’océan et dans l’atmosphère en réponse à une phase positive du SAM. Elle montre en
particulier les changements qui sont susceptibles de s’opérer dans les régions de formation
des AAIW et SAMW. A ce titre, certaines études ont montré que des changements dans
la formation des masses et en particulier des AAIW de l’océan austral peuvent modifier
la circulation thermohaline provoquant ainsi des effets à l’échelle globale (Saenko et al.
(2003)). Nous distinguerons, dans ce qui suit, les réponses des modèles basse résolution et
celles des modèles haute résolution. La distinction entre ces deux catégories de modèles
tient en leur capacité respective à représenter les structures turbulentes de méso-échelle ;
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ainsi, contrairement aux modèles haute résolution, les modèles basse résolution ne sont
pas capables de résoudre explicitement ces structures ; à la place et dans la plupart des
cas, une paramétrisation du type GM (Gent and Mcwilliams, 1990) est implémentée pour
pallier à ce manque. Entre ces deux types de modèle, les modèles dits eddy-permiting ne
résolvent que partiellement ces structures. Il est important de distinguer ces deux types
de modèle car les structures tourbillonnaires océaniques méso-échelles peuvent moduler
significativement la circulation méridienne et le transport de l’ACC.
Les modèles basses résolutions captent la réponse instantanée au SAM
L’analyse de modèles réalistes couplés océan-atmosphère et de modèles océaniques forcées
a montré que les variations de la circulation océanique, des propriétés de l’océan et de la
glace de mer sont en grande partie pilotées par les variations du SAM au sud de 30➦S (Hall
and Visbeck , 2002).
De nombreuses études climatiques ont montré une augmentation du transport de l’ACC as-
sociée aux tendances positives du SAM (Gnanadesikan and Hallberg (2000) ; Hall and Vis-
beck (2002) ; Fyfe and Saenko (2006) ; Fyfe et al. (2007a)). L’augmentation de ce transport
semble en grande partie être imputée aux changements simulés de la circulation méridienne
de retournement. Ainsi, par l’entremise d’un modèle couplé océan-atmosphère, Hall and
Visbeck (2002) ont montré que le transport d’Ekman induit par le SAM, génère une ano-
malie d’upwelling sur la bordure du continent antarctique et une anomalie de downwelling
autour de 45➦S. L’ anomalie de circulation océanique méridienne augmente la pente des
isopycnes dans l’océan austral et par ajustement géostrophique augmente l’intensité du
transport de l’ACC.
Qu’ils les associent ou non aux changements de la circulation, les simulateurs observent
des variations dans les propriétés hydrographiques en réponse au SAM. Notons toute-
fois que les changements observés sont dépendant de la manière dont on les regarde. En
effet les diagnostiques effectués à niveaux constants ou à densité constante donnent des
résultats différents. Ainsi, en réponse au SAM, un refroidissement au sud de ∼45➦S-50➦S et
un réchauffement au nord est observé dans la couche de mélange océanique (Hall and Vis-
beck (2002) ; Sen Gupta and England (2006) ; Oke and England (2004)). D’autres études
montrent un réchauffement des eaux de surface et de subsurface atteignant même les zones
sud de l’ACC (Fyfe et al., 2007b). Plusieurs processus peuvent expliquer les changements
observés. Le réchauffement au nord de 45➦S peut être attribué au anomalies de transport
d’Ekman vers le sud advectant des eaux chaudes en provenance des régions subtropicales
(Watterson, 2000). En jouant sur les valeurs du paramètre de diffusivité turbulente de leur
modèle, Fyfe et al. (2007b) montrent que les anomalies positives de flux diffusif de chaleur
vers le sud associés aux changements de l’activité méso-échelle tourbillonnaire semblent
également participer au réchauffement de surface et subsurface dans les régions sud de
l’ACC. L’intensification et le déplacement des vents vers le sud sont essentiels pour expli-
quer la structure méridienne du réchauffement observé. Les anomalies du rotationnel de la
tension de vent engendrent des anomalies de pompage d’Ekman. Ces anomalies modifient
significativement la profondeur des masses d’eau induisant des variations de température
et de salinité (Bindoff and Mcdougall , 1994). Ainsi, Fyfe et al. (2007b) et Oke and En-
gland (2004) expliquent en particulier le réchauffement de subsurface à 45➦S associé à une
augmentation du downwelling des surfaces chaudes océaniques et le refroidissement plus
au sud associé à l’augmentation de l’upwelling des eaux de subsurface plus froides.
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En considérant plus particulièrement les AAIW et SAMW, certains changements de leurs
propriétés ont pu être analysés. Le taux de formation des AAIW augmente alors que celui
des SAMW ne semble pas répondre significativement au SAM (Oke and England , 2004).
En outre, Oke and England (2004) montrent que l’anomalie de transport d’Ekman vers le
nord des eaux froides et peu salées semblent participer substantiellement au refroidisse-
ment et à l’adoucissement observé dans les AAIW et SAMW. Rintoul and England (2002)
attribuent également la majeure partie de la variabilité inter-annuelle des propriétés des
régions de formation des SAMW au transport d’Ekman de chaleur et d’eau douce. Au
contraire Banks and Bindoff (2003) et Murray et al. (2007) expliquent ces changements
principalement par les flux air-mer de chaleur et d’eau douce. Santoso and England (2004)
explique l’adoucissement et le refroidissement de surface dans la zone de formation des
AAIW par une combinaison des flux air-mer de chaleur et des flux de sel à la base de la
glace de mer sur des échelles de temps de l’ordre de ∼ 3 − 5 ans. Les processus pilotant
la variabilité des masses d’eau semblent également être différents d’une période à l’autre.
Dans une étude de prévision climatique, Downes et al. (2010) montrent que la formation
des SAMW dans l’océan indien est pilotée principalement par le transport d’Ekman de
chaleur et d’eau douce, alors que dans les autres bassins les flux air-mer de chaleur et
d’eau douce les contrôlent. Ils montrent en outre une augmentation de la flottabilité dans
les régions de formation des AAIW et SAMW qui expliquerait en partie le ralentissement
de la circulation méridienne de retournement dans l’océan austral prévue à la fin de ce
siècle.
Les modèles basse résolution montrent également une tendance de la distribution de la
couverture de glace de mer en réponse aux phases du SAM. A l’échelle circumpolaire,
Hall and Visbeck (2002) montrent que l’anomalie de circulation océanique méridienne
(présentée ci-dessus) advecte également la glace de mer plus au nord résultant en une
augmentation de la couverture de glace de mer de la SIZ. Toutefois la réponse de la glace
de mer diffère d’une région à l’autre de la SIZ. Ainsi, Holland et al. (2005) et Holland
and Raphael (2006), par l’entremise de plusieurs expériences numériques dont les résultats
figurent dans le rapport d’évaluation IPCC en 2004, mettent l’accent sur la distribution
dipolaire des anomalies de glace de mer autour de la mer de Bellingshausen ; ce dipôle est
associé à une anomalie négative de SLP centrée sur le système Amundsen/Bellinghsausen
étant lui-meme lié au SAM et ENSO. Lefebvre et al. (2004) suggère aussi que la réponse
de la glace de mer au SAM est associée à la composante non annulaire de la variabilité du
SAM, c’est à dire à l’anomalie de pression significative dans la mer d’Amundsen, qui est
négative pendant une phase positive du SAM et positive pendant une phase négative du
SAM. Cette singularité créé une composante méridienne dans le champ de la tension de
vent essentiellement zonal de telle sorte que pendant une phase positive du SAM de l’air
chaud est transporté dans le secteur ouest de la mer de Weddell et dans la région de la
péninsule antarctique, alors que de l’air froid venant de la calotte antarctique atteint les
mers d’Amundsen et de Ross. Les vents chauds contribuent à l’anomalie de concentration
de glace de mer dans le secteur ouest de la mer de Weddell et dans la région de la péninsule
antarctique et inversement dans les mers d’Amundsen et de Ross. L’augmentation de la
divergence horizontale du transport de glace de mer en mer de Ross participe également à
la formation de nouvelle glace et à son transport vers le nord (Lefebvre and Goosse, 2005).
1.3. LA RÉPONSE DU SYSTÈME OCÉAN-GLACE DEMERAU SAM : UNE CONNAISSANCE EN ÉVOLUTION
Figure 1.10 – Vue schématique de la réponse de l’océan à une phase positive du SAM (source :
Thompson et al. (2011)). Les flèches droites indiquent les mouvements méridiens et verticaux dans
l’atmosphère et dans l’océan. Les couleurs chaudes indiquent une augmentation des températures
ou du contenu thermique et les couleurs froides indiquent au contraire une diminution de ces
quantités. “MLD” correspond à la profondeur de la couche de m‘élange océanique. Ces résultats
montrent la réponse climatique au SAM à des échelles de temps inférieure à la saison à l’exception
de la réponse tourbillonnaire qui prend ∼2-3 ans pour s’installer.
Les modèles de climat hautes résolution captent la réponse long-terme
En comparant la réponse des modèles basse résolution avec celle de modèles à plus haute
résolution (“eddy-permitting”) Hallberg and Gnanadesikan (2006), montrent que l’activité
tourbillonnaire altère la circulation méridienne de retournement de l’océan austral en
transformant non seulement les eaux dense de fond mais également les eaux légères de
surface qui viennent ventiler la région des AAIW. Cette compensation tourbillonnaire
limite les effets de l’anomalie de transport d’Ekman méridien induit par le SAM qui
à elle seule aurait accéléré l’intensité de l’ACC. L’énergie potentielle disponible (APE)
arrivant à saturation à cause du raidissement des isopycnes, cascade vers les petites échelles
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tourbillonnaires sous forme d’énergie cinétique turbulente aux échelles inter-annuelles et
supérieures. En outre, ils montrent que la cellule supérieure de la SOMOC comprenant
les SAMW et les AAIW se déplacent de quelques centaine de kilomètres vers le sud en
réponse à la tendance positive du SAM. De la même manière, en comparant un modèle
climatique basse résolution avec un modèle plus haute résolution Farneti and Delworth
(2010) et Dufour et al. (2012) mettent en évidence la capacité des tourbillons méso-échelles
à compenser la dérive d’Ekman, réponse élémentaire de l’océan aux forçage mécanique du
vent. Ce faisant , ils n’observent qu’une faible augmentation de l’ACC , de la pente des
isopycnes et de la circulation méridienne de retournement. Au contraire, Meredith et al.
(2011) montre que la présence d’un champ tourbillonnaire ne compense pas entièrement
le raidissement des isopycnes et ne limitent donc pas l’augmentation de la circulation
thermohaline.
Comme pour les modèles basse résolution, la réponse instantanée de la température de
l’océan au SAM est un refroidissement au sud de 45➦S et un réchauffement au nord.
prouvant que l’activité tourbillonnaire se met en place lentement et influence la réponse
long-terme de l’océan au SAM. L’anomalie tourbillonnaire se met en place ∼2-3 ans après
une phase positive du SAM (Screen et al., 2009).
1.4 Objectifs et méthodologie
Nous venons de voir que de nombreux auteurs s’accordent sur les tendances climatiques
récentes des propriétés des AAIW et SAMW. Ils observent majoritairement un refroidisse-
ment et un adoucissement des surfaces de densité associées à ces masses d’eau ; Toutefois
le consensus n’est pas total ; en effet Schmidtko and Johnson (2011) suggère au contraire
que les AAIW se sont réchauffées ces dernières décennies. L’intensification récente du SAM
explique, en partie, les changements observés.
Plusieurs processus dynamiques et thermodynamiques modulent les propriétés des masses
d’eau considérées. Ainsi, le transport d’Ekman de chaleur et d’eau douce, les flux air-mer
de chaleur et d’eau douce dans la zone d’affleurement, la variabilité de la profondeur de la
CMO, le mélange latérale turbulent ”cross-frontal“, le mélange turbulent isopycnale sont
autant de processus capables de moduler les propriétés des AAIW et SAMW dans les
régions de formation et d’affleurement de ces masses d’eau.
Toutefois, il n’existe pas de consensus sur la contribution respective de chacun de ces
processus à la variabilité de ces masses d’eau.
Tout du moins, l’on s’accorde à dire que les propriétés des SAMW et des AAIW sont
très fortement conditionnées par les flux air-mer de chaleur et d’eau douce pendant leur
séjour dans la couche de mélange hivernale. L’atmosphère répond également à la tendance
positive du SAM. En particulier L’augmentation du cycle de l’eau dans l’océan Austral
associée à la tendance positive du SAM peut moduler la circulation méridienne de l’océan
Austral et augmenter les taux de formation et de renouvellement des AAIW et SAMW. Au
contraire une augmentation de la température de la couche de mélange dans la région de
l’ACC pourrait à long-terme augmenter la stratification de surface et par la même diminuer
le transport associé à la cellule de retournement méridienne (Downes et al., 2010).
Qui plus est, la tendance du SAM n’explique qu’une faible partie de la tendance observée de
la couverture de glace de mer. De nombreux modes synoptiques ou régionaux participent
également à la variabilité de la couverture de glace.
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De nombreuses questions restent ainsi ouvertes sur les effets respectif des tendances ob-
servées sur les différentes composantes atmosphériques, sur les processus océaniques qu’elles
stimulent et sur la propagation des changements océaniques observés d’une région à l’autre.
En particulier, les effets des changements de couverture de glace de mer et des taux de
production/fonte de cette dernière sur le bilan d’eau douce à l’intérieur et à l’extérieur de
la SIZ et notamment dans les zones d’affleurement des AAIW et SAMW sont encore mal
connus.
L’objectif de cette thèse est la description de la distribution spatiale des processus domi-
nant la variabilité des AAIW et SAMW et la compréhension des liens éventuels existant
entre ces différents processus. Dans cette étude nous nous intéresserons à la réponse des
propriétés hydrographiques des AAIW et SAMW à la tendance positive observée du SAM.
Plus précisément, nous tenterons de répondre aux questions suivantes :
— 1) Dans quelle mesure le SAM module significativement les différentes variables
atmosphériques ?
— 2)Quelle est la contribution respective des effets atmosphériques de nature mécanique,
thermodynamique et des précipitations sur la réponse de l’océan dans la couche de
mélange et dans le cœur des AAIW et SAMW sous cette couche de mélange ?
— 3) Dans quelle mesure les changements dans la couche de mélange expliquent les
changements des masses d’eau considérées ?
— 4) Les masses d’eau sus-citées changent elles de classe de densité en réponse au
SAM?
— 5) Quels processus océaniques sont mis en jeu par les différentes perturbations at-
mosphériques ?
— 6) Si elle existe, quelle est la distribution spatiale des processus océaniques domi-
nants modulant les propriétés de surface en particulier dans les zones d’affleurement
des AAIW et SAMW?
— 7) Comment les changements de couverture de glace de mer affectent les eaux de
surface de la SIZ et comment ces eaux peuvent moduler a posteriori les propriétés
de surface plus au nord dans les régions de formation des AAIW et SAMW?
La stratégie adoptée est la réalisation d’un jeu de simulations numériques de sensibilité
aux perturbations des variables atmosphériques dues au SAM. Cette stratégie est proche
de celle employée par Lefebvre and Goosse (2005). Pour cela, nous adoptons une approche
de modélisation numérique régionale couplée océan-glace de mer et forcée par un jeu de
données atmosphériques de surface. L’importance que revêt la résolution des processus
tourbillonnaires de méso-échelle d’une part et la contrainte associée au fort coût de calcul
inhérent à l’utilisation de modèles ”eddy resolving“ d’autre part ont conditionné le choix
d’un système de modélisation intermédiaire dit ”eddy permiting“ permettant au modèle
de simuler les effets turbulents sans pour autant les résoudre dans leur intégralité.
Pour structurer les réponses aux questions posées dans le cadre de cette stratégie de
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modélisation, nous avons organisé le manuscrit en cinq chapitres. Les deux premiers cha-
pitres sont consacrés à la description et à l’évaluation du cadre méthodologique de la thèse.
Les trois chapitres suivants détaillent les résultats observés en réponse au SAM à l’intérieur
des masses d’eau, à leur séjour dans la couche de mélange pendant l’hiver austral et enfin
au rôle essentiel que semble jouer la glace de mer dans le cycle de l’eau de surface affectant
les zones d’affleurement des masses d’eau d’intérêt.
— Le chapitre 2 présente les modèles utilisés et la configuration régionale adoptée.
Ce chapitre se conclue par par une évaluation de la capacité des simulations à
représenter certains facteurs clés pour comprendre la variabilité des AAIW et
SAMW.
— Le chapitre 3 présente une comparaison du forçage utilisé dans nos simulations
avec d’autres produits de forçage issus de réanalyses. Ce chapitre montre également
dans quelle mesure le jeu de forçage choisi représente les effets du SAM sur cha-
cune des variables atmosphériques. Une estimation statistique de la sensibilité de
chacune des variables atmosphériques au SAM est conduite afin de choisir celles
d’entre elles dont la réponse au SAM est significative. Une fois ce choix effectué,
une description de l’ensemble des expériences de sensibilité au SAM conclura ce
chapitre. Nous nommerons les perturbations des variables atmosphériques à la ten-
dance positive du SAM : les composantes du forçage SAM
— Le chapitre 4 présente une description de la réponse des AAIW et SAMW situées
sous la couche de mélange océanique aux différentes composantes du forçage SAM.
Nous décrirons la distribution spatiale des changements en température, salinité et
profondeur de ces masses d’eau.
— Le chapitre 5 présente une description de la réponse des propriétés de la CMO
aux différentes composantes du forçage SAM. Il présente les changements observés
de température, salinité et densité dans la couche de mélange et en particulier dans
les zones d’affleurement hivernal des AAIW et SAMW. Chacune des composantes
du forçage SAM module différemment les processus responsables des changements
des propriétés observées dans la couche de mélange. Par l’entremise d’une analyse
de ces processus intégrés dans la couche de mélange océanique, nous tenterons de
mettre en évidence ceux qui semblent dominer les changements observés et en par-
ticulier la salinisation observée dans la majeure partie du domaine.
— Le chapitre 6 présente les effets respectifs des différentes composantes du forçage
SAM sur la distribution de la couverture de glace de mer. Les changements de
glace de mer semblent contribuer substantiellement à la salinisation observée dans
la couche de mélange.
Chapitre 2
Une approche par modélisation
océanique régionale forcée
Sommaire
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2.1 Introduction
L’objet de ce chapitre est, d’une part de fournir une description générale des moyens de
modélisation numérique employés et d’autre part d’évaluer leur capacité à représenter les
grandeurs physiques utiles pour répondre à la problématique de la thèse. Rappelons que
nous avons choisi une approche de modélisation numérique régionale couplée océan-glace
de mer et forcée par différents scénarios atmosphériques perturbés ( Ces différents scénarios
seront présentés dans le chapitre 2).
Dans une première partie nous présenterons le système de modélisation NEMO, puis une
deuxième partie détaillera la configuration régionale péri-antarctique “eddy-permiting”
(1/2 degré) utilisée. Comme nous venons de le voir dans l’introduction générale de cette
thèse, la caractérisation des masses d’eau peut être faite par l’appréciation de certaines
grandeurs physiques de l’océan. Une appréciation de la capacité du modèle à représenter la
couche de mélange océanique (CMO), les fronts de l’ACC, la vorticité potentielle, la sali-
nité, la distribution des surfaces isopycnales et la couverture de glace de mer sera présentée
dans la troisième et dernière partie de ce chapitre. Dans cette partie, une description par-
tielle des processus pilotant la variabilité dans la zone d’affleurement des AAIW et SAMW
complétera la caractérisation des masses d’eau représentées par le modèle.
2.2 Modèles numériques et forçages
2.2.1 Le modèle couplé océan-glace de mer NEMO : formulation et
conditions limites
NEMO (Nucleus for European Models of the Oceans, Madec (2012)) est un système
de modélisation couplant entre autre le modèle d’océan OPA (Océan PArallélisé,Madec
(1998)) avec le modèle de glace de mer LIM2 (Louvain-la-Neuve sea ice model, Fichefet
(1997)) . Ce “simulateur“ de l’océan est utilisé dans un contexte de recherche fondamen-
tale (notamment DRAKKAR). Ce dernier fut un des cadres de mon environnement de
travail durant la thèse. Ce qui suit est une présentation générale de chacune des deux
composantes du système de modélisation océan-glace de mer.
Le modèle océan OPA
Simuler l’évolution des propriétés physiques de l’océan implique de résoudre un système
d’équations de mécanique des fluides formalisant la conservation de certaines propriétés.
Ces propriétés sont :
— la quantité de mouvement ∂~q = ρs~U∂V , d’un volume élémentaire ∂V d’eau de mer
se déplaçant à la vitesse ~U .
— la quantité de chaleur , ou énergie interne ∂e = ρsCpwθ∂V , d’un volume élémentaire
∂V d’eau de mer à une température θ ; Cpw est la chaleur spécifique de l’eau de
mer.
— la masse de sel ∂m = ρsS∂V , contenue dans un volume élémentaire ∂V d’eau de
mer de salinité S ( donnée en g/kg ou PSU ).
Dans ce cadre, les variables prognostiques choisies sont la température potentielle θ, la
salinité S et les composantes horizontales du vecteur vitesse ~U ;
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Compte tenu, d’une part, du fort coût de calcul demandé par la résolution de ces équations
et, d’autre part, des caractéristiques propres aux écoulements océaniques, certaines hy-
pothèses sont avancées pour simplifier le calcul :
Le système d’équation et ses approximations
— approximation d’incompressibilité
Le champs de vitesse de l’océan est alors non divergent.
— approximation de Boussinesq
Les variations de densité de l’eau de mer étant faibles, elles sont négligées excepté
dans l’estimation des termes de flottabilité.
— approximation de couche mince
La profondeur de l’océan étant très faible par rapport au rayon terrestre, elle est
négligée dans la coordonnée radiale du système de coordonnées sphériques.
— approximation de sphéricité de la Terre
Les surfaces géopotentielles sont supposées sphériques.
— approximation hydrostatique
La configuration de l’océan ayant un rapport d’aspect très faible, les termes d’ad-
vection, de Coriolis et d’accélération dans la composantes verticale de l’équation
de conservation de la quantité de mouvement sont négligés. La composante verti-
cale de la vitesse ω est alors ”seulement“ diagnostiquée à partir de l’équation de la
nullité de la divergence du champ de vitesse.
Le modèle OPA met ainsi en jeu le système d’équations dites primitives suivant :
— L’équation de la conservation de la quantité de mouvement, adaptée au cas d’un
fluide géophysique stratifié :
∂~U
∂t
= −
(
~U ·
−→
∇
)
~U −
~∇P
ρs
+ ~g − 2~Ω× ~U + ~D
~U + ~F
~U (2.1)
— L’équation de la conservation de la masse, dite de continuité :
∂ρ
∂t
+ ~∇(ρ~U) = 0 (2.2)
— L’équation de conservation de la chaleur :
∂θ
∂t
= −~∇ · (θ~U) +Dθ + F θ (2.3)
— L’équation de conservation de la salinité :
∂S
∂t
= −~∇ · (S~U) +DS + FS (2.4)
— L’équation d’état de l’eau de mer :
ρ = ρ(θ, S, p) (2.5)
L’équation 2.5 est une relation non-linéaire empirique formulée par Jackett and
McDougall (1997).
avec :
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— D
Dt
est la dérivée particulaire.
— ~∇ est l’opérateur de dérivation vectorielle.
— t est le temps.
— ~U est le vecteur vitesse.
— P est la pression.
— ~g est l’accélération gravitationnelle
— ~Ω est le vecteur vitesse de rotation terrestre.
— ρs est la densité in-situ de l’eau de mer .
— ρs0 est la densité in-situ de référence de l’eau de mer ( 1020kg.m
−3 ).
— Si X est une variable prognostique (~U, θ, S), alors :
— DX est le terme de paramétrisation des processus physiques d’échelles sous-
maille, donc non résolus par le modèle, pilotant l’évolution de la quantité X.
— FX est le terme de forçage pilotant l’évolution de la quantité X.
Pour plus de précision sur l’implémentation effective de ces hypothèses de calcul, le lecteur
pourra consulter le ”NEMO Book” (Madec (2012),p.12-13).
Les conditions limites L’océan est un système fini dont les “bords“ à travers lesquels
un échange d’information peut s’effectuer sont de différente nature ; selon leur nature ils
permettent ou non des flux de quantité de mouvement, de chaleur ,de sel et d’eau douce
qui conditionnent l’état des variables prognostiques du modèle.
L’interface océan-continent Les bords solides matérialisés par les fonds marins sont
perméables aux flux de chaleur géothermiques et aux flux de sel. En outre, il existe des
transferts de matière et de chaleur associés aux éruptions volcaniques sous-marines. Le flux
de chaleur géothermique est un acteur important de la circulation abyssale et est estimé
à 86.4 10−3 W.m−2 (Emile-Geay and Madec (2009)). Dans un modèle comparable à celui
utilisé ici, ces auteurs ont montré que ce flux participe à une augmentation de 10% du
transport de chaleur vers le pôle sud dans l’océan austral et augmente de 15% l’intensité du
transport des AABW. . Malgré tout, on applique ici une condition de Neumann empêchant,
d’une part, un flux de sel et de chaleur à travers le fond marin et annulant, d’autre part,
la vitesse normale à cette frontière. Seule la friction est paramétrisée soit via le calcul d’un
flux diffusif vertical associé aux vitesses horizontales dans les plaines abyssales, soit via
des condition dites de glissement de plusieurs types ( glissement libre ( free-slip ), aucun
glissement (no-slip), glissement partiel ) sur les bords séparant l’océan et les continents.
L’interface océan-hydrosphère continentale l’apport d’eau des fleuves ( ou issu
de la fonte des iceshelves ), le ”runoff“, relativement beaucoup plus douce que l’eau de
mer, modifie de manière significative la salinité des océans ; à l’échelle globale les apports
continentaux d’eau douce représentent 10% de l’apport associé aux précipitations (Gartner
et Reichel 1975). Dans le cadre Drakkar , la climatologie composite mensuelle de Dai et
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Trenberth 2002 est utilisée pour tous les apports continentaux excepté l’Antarctique. Le
cas du runoff antarctique sera décrit dans la section caractérisant la configuration régionale
( Figure 2.3).
L’interface océan-atmosphère La surface de l’océan a une hauteur variable condi-
tionnée par le flux d’eau douce et l’équation de conservation de la masse. Cette condition
de ”surface libre” a été formulée par Roullet and Madec (2000). η, la dénivelation de la
surface libre relativement à la surface libre moyenne s’exprime grâce à l’équation :
w =
∂η
∂t
+ ~U
∣
∣
∣
z=η
· ∇h(η) + P − E +R (2.6)
avec E, P et R les trois composantes du flux d’eau douce respectivement l’évaporation,
les précipitations et le runoff. A l’interface de cette surface libre, l’océan et l’atmosphère
échangent des flux de quantité de mouvement, des flux de chaleur et des flux d’eau douce.
La conservation de ces flux à l’interface air-mer s’exprime
AV
∂~U
∂z
∣
∣
∣
∣
∣
z=0
=
~τao
ρs
(2.7)
KV θ
∂θ
∂z
∣
∣
∣
∣
z=0
=
Qnsol
ρsCpw
(2.8)
KV S
∂S
∂z
∣
∣
∣
∣
z=0
= −
FwS0
ρs
(2.9)
avec :
— ~τao la tension de vent à la surface de l’océan
— ρs la densité moyenne de l’eau de mer
— Qnsol le flux de chaleur non d’originaire solaire à l’interface air-mer ( Qnsol =
Qsens + Qlat + Qlw ). Le flux solaire Qsw n’est pas comptabilisé dans l’estimation
de la condition limite car il est pénétrant : l’énergie qu’il véhicule est distribuée
verticalement selon une loi exponentielle diminuant avec la profondeur (Paulson
and Simpson (1977)) et dépendant de la turbidité de l’eau ; il intervient directement
dans l’équation d’évolution de la température.
— Cpw la capacité calorifique de l’eau de mer
— Fw le flux net d’eau douce aux interfaces air-mer et fleuve-mer.
— S0 la salinité de surface
— AV ,KV θ,KV S les coefficients de diffusion verticale turbulente pour, respectivement,
la quantité de mouvement, la température potentielle et la salinité
Nous détaillerons dans la section présentant la configuration adoptée, le choix de la
stratégie d’estimation des flux de quantité de mouvement, de chaleur et d’eau douce.
L’interface océan-glace de mer En tant que système couplé, des flux de quantité de
mouvement, des flux de chaleur et des flux d’eau douce vont être échangés entre l’océan
et la glace de mer. ces échanges seront decrits dans la section suivante.
Le modèle de glace de mer LIM2
Comme pour l’océan, simuler la glace de mer revient à résoudre un système d’équations
dynamiques et thermodynamiques. Cette fois-ci la mécanique en jeu est celle d’un mi-
lieu continu dont la rhéologie spécifique prend en compte les propriétés mécaniques de la
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glace ; elle est considéré comme un fluide visqueux sous des contraintes faibles et comme
un matériau plastique sous des contraintes fortes (rhéologie visco-plastique). Le modèle
de glace est décomposé en 2 couches d’épaisseur égale au dessus desquelles une couche de
neige peut s’accumuler.
Le système d’équation de conservation Dans les équations qui suivent les indices i
sont indiqués pour la glace , s pour la neige si pour la glace issue de la transformation de
la neige, acc pour l’accrétion (ou formation ) de la glace,abb pour l’ablation (ou fonte ) de
la glace.
— L’équation de la conservation de la quantité de mouvement :
m
D ~Ui
Dt
= −m2~Ω× ~Ui+ ~τai + ~τwi −m~g∇ξ + ~F (2.10)
ou m est la masse surfacique du système glace-neige, ~Ui la la vitesse de la glace de
mer, τaietτwi sont respectivement les pressions respectivement de l’air et de l’eau,
ξ la hauteur dynamique de la surface de l’océan et ~F la force de pression entre les
deux couches de glace du modèle.
— L’équation de continuité de ψ exprimant l’une ou l’autre des quantitées listées ci-
dessous :
— la concentration de glace fi
— le volume surfacique de neige
— l’enthalpie surfacique de la glace
— l’enthalpie surfacique de la neige
— la chaleur latente surfacique contenue dans les poches de saumures
∂ψ
∂t
= −~∇ ·
(
~Uiψ
)
+D∇2ψ + Sψ (2.11)
ou D est la diffusion horizontale et Sψ le taux de variation de ψ du à la thermody-
namique.
— L’équation de la conservation de la chaleur
ρicp
∂T
∂t
= G(he)k
∂2T
∂z2
(2.12)
ou G(he) est un facteur correctif qui prend en compte la conduction thermique dans
la banquise qui n’est pas résolue explicitement dans le modèle ; he est une épaisseur
effective de conduction thermique qui résultent d’une combinaison des épaisseurs
des différentes couches du modèle de glace.
La thermodynamique
— L’équation d’accrétion latérale de la glace :
(
∂fi
∂t
)
acc
= Φ(fi)
(1− fi)Bl
Lih0
(2.13)
ou Φ(fi) permet au modèle de glace de conserver des eaux libres dans chacune
de ses mailles. En effet, Dans la réalité la glace de mer est parcourue de fissures
qui permettent une connexion directe entre l’océan et l’atmosphère. La rhéologie
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formalisée dans LIM2 ne permet pas de représenter ces chenaux d’eaux libres. Une
paramétrisation est alors de mise ; elle redistribue une partie de la formation de
glace latérale associée à la perte de chaleur des zones d’eau libre ( Bl < 0) en
épaississement de la glace. Li est la chaleur de fusion de la glace et h0 est l’épaisseur
minimale de la glace nouvellement formé dans les zones d’eau libre.
— L’équation d’ablation latérale de la glace :
L’ablation latérale de la glace est un processus indirect ; la majeure partie de la
diminution de la concentration de glace en été est du à la fonte verticale de la
glace fine. Le gain de chaleur des zones d’eau libre contribue à la fonte basale de la
glace restante. Dans la mesure ou l’épaisseur de glace est uniformément distribuée
dans chacune des mailles du modèle et comme le taux de fonte est indépendant de
l’épaisseur locale de la glace , la fonte verticale (une diminution d’épaisseur) va donc
entrâıner la disparition de la glace la plus fine et donc contribuer à la diminution
de la concentration de glace :
(
∂fi
∂t
)
abl
=
fi
2hi
Γ
[
−
((
∂hi
∂t
)
acc−abl
+
(
∂hi
∂t
)
si
)]
(2.14)
ou Γ est la fonction unité d’Heaviside
— L’équation d’accrétion/ablation verticale de la glace de surface : A la surface du
système glace/neige le bilan des flux de chaleur Bsu pilotent la fonte de la glace (ou
de la neige). Lorsque la température de la glace (ou de la neige) de surface devient
supérieure au point de fusion de la glace ( ou de la neige), elle redescend à ce point
de fusion, l’excédant d’énergie permet la fonte de la glace (de la neige) :









(
∂hi
∂t
)
su,abl
= −
Bsu(Tsu)
Li
si il n’y a pas de couche de neige.
(
∂hs
∂t
)
su,abl
= −
Bsu(Tsu)
Ls
sinon
(2.15)
ou Bsu est le flux net de chaleur à l’interface glace/atmosphère ou neige/atmosphère
(l’indice su signifie la surface qu’elle soit de glace ou de neige) , Ls est la chaleur
latente de fusion de la neige Le seul cas de formation de glace à la surface est généré
par le “mouillage“ de la neige. Lors d’une surcharge de la couche de neige, le bord
franc (interface glace-neige) passe en dessous du niveau de la surface océanique, la
neige se transforme alors en glace :
{
(∆hi)si =
ρshs − (ρw − ρi)hi
ρs + ρw − ρi
− (∆hs)si = (∆hi)si (2.16)
— L’équation d’accrétion/ablation verticale de la glace basale : Un déséquilibre entre
le flux de chaleur conductif Fcb dans la structure de glace et le flux de chaleur de
l’océan vers la glace Fw est compensé par la formation ou la fonte basale de la
glace :
(
∂hi
∂t
)
b,acc−abl
=
Fcb − Fw
Li
(2.17)
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Les conditions limites Les flux aux interfaces avec l’atmosphère et l’océan pilotent
l’évolution de la structure et de la distribution de la glace de mer, Les échanges avec
l’atmosphère sont calculés de la même manière que les les flux océan/atmosphère. On
détaillera dans une partie ultérieure la connexion océan/atmosphère.
L’interface glace de mer-atmosphère On rappelera ici le bilan d’énergie en surface
du système glace/neige, car c’est l’équilibre ou le déséquilibre de ce dernier qui condition-
nera en partie l’évolution de l’épaisseur et de la concentration de la glace de mer :
Bl = (1− i0)(1− αsu)Fsw + ǫsuFlw − ǫsuσθ
4
su + Fl + Fs + Fcs à l’équilibre Bl = 0 (2.18)
avec i0 la proportion du flux solaire pénétrant le système glace/neige, σ la constante de
Stefan-Boltzmann, αsu l’albédo à la surface du système glace/neige ; ce dernier est es-
timé en fonction de l’épaisseur de glace, de l’état de surface (glace fondue, glace chaude,
présence de neige) et le cas échéant de l’épaisseur de glace.
L’interface océan-glace de mer à l’interface océan-glace, la tension de l’océan sur la
glace s’écrit :
~τ = ρwCwi| ~uw − ~ui|
(
( ~uw − ~ui)cos(θ) + ~kX( ~uw − ~ui)sin(θ)
)
(2.19)
avec ρw la densité de l’eau, Cwi le coefficient de transfert turbulent, ~k le vecteur unitaire
orienté suivant la verticale et θ l’angle de dérive de la glace par rapport à la vitesse de
surface de l’océan . Celui permet de représenter la dérive d’Ekman dans le premier niveau
vertical de l’océan. Une fois ces conditions aux limites bien cernées, elles vont servir à
moduler l’extension du volume de glace de mer par le biais de son épaisseur moyenne hi
et de sa concentration (ou fraction ) fi.
L’interface glace de mer - continent Une condition no-slip est appliquée entre la
glace de mer et le continent antarctique.
2.2.2 Discrétisation et paramétrisations
Le modéle océan OPA
Les schémas numériques spatio-temporelles Dans une approche de modélisation
numérique l’utilisateur est contraint d’échantillonner chaque variable dans le temps et
l’espace selon des stratégies de discrétisation.
Discrétisation temporelle La discrétisation temporelle des variables prognostiques
du modèle suit un schéma centré leap-frog ( “saute-mouton” en français) lissé par un
filtre d’Asselin (Asselin, 1972) ; Ce filtrage dégrade l’ordre du schéma mais il permet de
conserver la stabilité de ce dernier ( voir par exemple Leclair (2006) ).
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Discrétisation spatiale Comme illustré sur la figure 2.1 les variables du modèle sont
distribuées sur une grille C (Arakawa, 1966). Les variables scalaires sont définis au centre
de la maille (point T) ; les variables vectorielles sont définies au centre de chacune des faces
de la maille ( points U,W,W) ; les rotationnels des variables vectorielles sont définis au
centre des arêtes de la maille ( point f). Sur la verticale, la discrétisation est dite en Z ; elle
suit des niveaux prédéfinis et de profondeur constante. L’épaisseur des niveaux verticaux
est raffinée en surface pour permettre de mieux capturer les forts gradients verticaux dans
les couches superficielles. Afin d’adapter l’épaisseur du niveau de fond à la bathymétrie,
une représentation de cette dernière dite “partial step” (Barnier et al., 2006) est utilisée.
Contrairement à une représentation “full-step”, plusieurs travaux on en effet montré que
le schéma “partial step” permet une meilleur représentation des interactions courant -
topographie (Barnier et al. (2006), Penduff et al. (2007)).
La discrétisation spatiale suit une méthode de différences finies centrées du second ordre.
En particulier, l’advection des traceurs utilise un schéma Flux Corrected Transport 1 (FCT,
LeVeque (2002) ). Cette formulation utilise une combinaison d’un schéma amont et d’un
schéma d’ordre deux. Dans le cas de la quantité de mouvement, un schéma conservant
l’enstrophie et l’énergie est utilisé.
Figure 2.1 – Disposition , sur la grille C, des points T,u,v,w,f ou sont calculées les variables (
source : Madec (2012) )
Les paramétrisations La résolution spatio-temporelle du modèle, aussi fine soit elle,
ne permet pas de capter certains processus physiques d’échelle spatiale trop petite. Ces
processus non résolus explicitement ou mal résolus font alors l’objet d’une paramétrisation :
— Processus horizontaux :
La dissipation de l’énergie cinétique induite par les cascades turbulentes est représentée
par un opérateur bilaplacien agissant le long des surfaces géopotentielles, pondéré
par un coefficient dépendant du cube de la taille locale de la maille. En outre, le
transport turbulent des traceurs actifs est représentée par un opérateur laplacien
agissant le long des surfaces isopycnales, pondéré par un coefficient dépendant de
la taille locale de la maille.
— Processus verticaux :
1. dans NEMO, ce schéma est appelé TVD (Total Variance Dissipation).
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La dissipation et la diffusion verticales respectivement de la quantité de mouve-
ment et des traceurs actifs sont matérialisées par un schéma bilaplacien dont les
coefficients respectivement de dissipation et de diffusion sont estimés par le schéma
de fermeture dite turbulente TKE (Turbulent Kinetic Energy,Blanke (1993))
— Processus de fond :
Le diagnostique de la vitesse verticale associé à l’approximation hydrostatique
ne permet pas de représenter explicitement les processus convectifs ainsi que les
écoulements gravitaires le long des talus continentaux (overflows) pilotés, dès lors,
principalement par le mélange vertical. Afin de limiter les effets du mélange verti-
cal et ce faisant de permettre l’advection et la diffusion des traceurs actifs et de la
quantité de mouvement entre les cellules du fond le long des talus continentaux la
paramétrisation BBL (Bottom Boundary Layer, initié par Beckmann et D➝oscher
(1997) et adaptée à la grille C par Hervieux (2007)) est activée.
Le modéle de glace de mer LIM2
Les schémas numériques spatio-temporels
Discrétisation temporelle L’équation de diffusion de la chaleur (2.12) est résolue grâce
à un schéma implicite afin d’éviter le développement d’instabilités quand l’épaisseur de la
glace et de la neige est petite. L’équilibre énergétique de surface du système glace-neige
(2.18) est assuré grâce à une procédure de newton-Raphson appliquée itérativement sur
la température de surface Tsu. Les termes advectifs et diffusifs de l’équation de continuité
(2.11) sont résolus explicitement.
Discrétisation spatiale La discrétisation spatiale suit une méthode de différences fi-
nies. Comme pour le modèle océan les variables sont distribuées sur une grille C.
Les paramétrisations On retiendra ici les paramétrisations essentielles du modèle de
glace de mer :
— Critère d’épaisseur de glace nouvellement formée :
Il détermine l’épaisseur de la glace nouvellement formée dans les ouvertures. D’une
part, plus ce paramètre est grand et plus l’aire occupée par la glace de mer nou-
vellement formée est petite. Ceci permet de maintenir un fort refroidissement et in
fine une forte production de glace de mer. D’autre part, plus ce paramètre est petit
et plus cet aire est grande. Ceci permet de faciliter la fermeture des ouvertures de
glace de mer (“leads”).
— Persistance des ouvertures de glace de mer :
Afin de conserver les fissures dans la glace mer, le coefficient Φ(fi) dans l’équation
2.13, permet la redistribution de la glace formée entre l’extension de la couverture
de glace et l’épaississement de la glace de mer déjà présente.
— L’angle de dérive θ :
Il s’agit de l’angle entre la vitesse du premier niveau du modèle océan et la tension
océan/glace de mer. Il sert à améliorer la représentation de la couche d’Ekman
dans le premier niveau du modèle océan. La résolution verticale du modèle océan
conditionnera l’ajustement de ce paramètre.
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— La résistance à la déformation de la glace :
Plus ce paramètre (noté P*) est grand et plus les gradients d’épaisseur vont être
faibles et inversement.
— La diffusion Horizontale D :
Dans l’équation 2.11, ce coefficient est supposé constant à l’intérieur du système et
nul à son bord.
2.2.3 Le forçage atmosphérique du modèle couplé
Le comportement de l’océan est principalement piloté par les échanges qui se produisent
à sa surface ; les flux en jeu sont des échanges de quantité de mouvement, de chaleur et
de d’eau douce. Ces flux sont estimés à partir des formules aérodynamiques globales dites
formules Bulk (Large et al., 1997), approchant, toute proportion gardée, les rétroactions
propres à un modèle couplé océan-glace de mer-atmosphère (voir eq. 2.20, 2.21, 2.22 et
??).
Le forçage mécanique est du à la tension de vent (ou cisaillement tangentiel) noté ~τao ;
il traduit le transport de la quantité de mouvement contenue dans une parcelle d’air
élémentaire.
~τao = ρa (θa, qa, P )CD (θo, Ea) |∆ ~U10|∆ ~U10 (2.20)
où ρa est la masse volumique de l’air et CD le coéfficient de trainée. ∆ ~U10 est le vent relatif
à 10 m c’est à dire la différence entre le vent à 10 m et le courant de surface.
Le flux d’eau douce se décompose de cette manière :
Fw = −E + P +R− Sdmp (2.21)
où E est l’évaporation, P les précipitations liquides et solides, R le runoff. Sdmp est un
terme correctif de la salinité de surface. Ce dernier est estimé à partir d’un rappel de la
salinité de surface vers un estimé climatologique. Il est utilisé pour empêcher une dérive
excessive de la salinité du modèle.
E = ρa (θa, qa, P )CE (θa, Ea) |∆ ~U10| [qa − qsat(θo)] (2.22)
où CE est un coefficients de transfert turbulent bulk, qa l’humidité spécifique de l’air qsat
l’humidité spécifique de l’air à saturation à la surface.
Sdmp =
1
tdmp
Sclim − S
S
(2.23)
où Sclim est la salinité issue d’un estimé climatologique et tdmp le temps de relaxation du
rappel en sel.
Le flux solaire absorbé par l’océan (Qsw) et infrarouge (Qlw) associé à la redistribution
de chaleur absorbée par les nuages, la couche d’ozone et les aérosols constituent le forçage
radiatif :
Qsw = (1− α) radsw (2.24)
Qlw = radlw − σθ
4
o (2.25)
où radsw et radlw représentent respectivement le flux solaire incident et le flux infrarouge
incident estimés à la surface de l’océan ; α est l’albédo de la surface de l’océan, σ est la
constante de Stephan-Boltzmann.
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Le flux de chaleur sensible (Qsens) qui traduit les échanges de chaleur océan-atmosphère
par conduction et le flux de chaleur latente (Qlat) qui traduit les échanges de chaleur
océan-atmosphère lié au changement de l’état liquide à l’état gazeux composent le forçage
thermique turbulent. Les échanges de chaleur latente et sensible opérés par les gouttes de
pluie ne sont pas pris en compte dans le modèle. En pratique, on utilise les formulations
suivantes :
Qsens = ρa (θa, qa, P )CH (θa, Ea)Cp|∆ ~U10| [θa − θo] (2.26)
Qlat = −LvE (2.27)
où Cp est la capacité calorifique de l’air, CH un coefficient de transfert turbulent bulk.
θa est la température potentielle de l’air et θo la température potentielle de surface de
l’eau de mer (SST). Lv est la chaleur latente de vaporisation. Le lecteur pourra s’orienter
vers les travaux de thèse de Brodeau (2007) pour plus de précision sur l’ajustement des
coefficients de transfert turbulent Ca, CE et CH .
Dans les régions polaires, les flux Qlat et Qsens ont une intensité significative et du même
ordre de grandeur contrairement aux zones tempérées et tropicales où Qlat domine.
On emploie également les formules bulk pour estimer les flux à l’interface glace de mer-
atmosphère. Cependant, à la différence de l’océan, les coefficients de transfert sont tous
égaux et constants dans LIM2.
2.3 La configuration régionale PERIANT05
Une simulation globale de l’océan serait trop coûteuse en temps de calcul pour nos objec-
tifs scientifiques ; en conséquence, une approche régionale de modélisation a été adoptée.
Capitalisant sur les travaux déjà effectués dans l’équipe, j’ai travaillé avec la configura-
tion régionale péri-antarctique au demi degré, PERIANT05 ,développée successivement
pendant les thèses de Mathiot (2009) et Dufour (2011) dont les travaux thématiquement
proches des miens m’ont inspirés au fil de cette thèse.
Dufour (2011),Dufour et al. (2012) ont mis en évidence l’importante d’une haute résolution
spatiale dans la représentation de la circulation méridienne océanique et de la stratification
dans l’océan austral. La résolution au demi degré choisie dite ”eddy-pemitting“, à défaut de
pouvoir résoudre les structures petite échelle, permet de représenter la contrainte exercée
par la topographie sur la circulation ainsi qu’une partie du spectre de variabilité de la
méso-échelle océanique. Dans cette section seront détaillées les caractéristiques communes
à l’ensemble des expériences effectuées pendant la thèse :
• la configuration spatiale
• les choix de paramétrisation de l’océan intérieur et de la glace de mer
• les contraintes forçant le modèle à ses limites ( frontières ouvertes, conditions de
surface )
• les contraintes de rappel du modèle
• la parallélisation de la configuration
2.3.1 Grille de discrétisation
Le domaine de PERIANT05 (figure 2.2) est circonscript dans la bande zonale 30➦S 80➦S.
Il englobe donc la totalité de l’océan austral, de la mer de Tasmanie jusqu’au fond de la
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mer de Ross. La latitude nord du domaine a l’avantage de faciliter le traitement de l’in-
formation associé aux problèmes inhérents aux frontières ouvertes (OBC). La robustesse
de l’information échangée aux frontières ouvertes est d’autant plus élevée que l’advection
est orthogonale à ces dernières. Ainsi à 30 S, les composantes zonales de la vitesse de la
circulation océanique sont relativement faible eu égard à leur position centrale dans les
gyres subtropicaux de chaque bassin ; en outre les courants de bord côtiers se propagent
quasi perpendiculairement à cette latitude.
Plus on se rapproche des pôles et plus une grille géographique devient anisotrope ; en effet
les méridiens vers les hautes latitude convergent alors que les latitudes restent équidistantes.
La projection de type Mercator utilisée ici évite cette anisotropie en raffinant les métriques
méridiennes de telle manière qu’elles égalent localement les métriques zonales ; la résolution
horizontale (latitude,longitude) effective de la grille est donc de (0.5 cos(latitude) , 0.5 ).La
taille horizontale des mailles s’échelonne de 48 km à l’extrême nord à 6km au fond de la
mer de Ross. La fine résolution aux hautes latitudes est capable de représenter la majeure
partie des polynies cotières antarctiques (Mathiot , 2009).
Quant à la résolution verticale, elle est définit par 46 niveaux verticaux dont la finesse
s’érode avec la profondeur, le premier niveau ayant une épaisseur de 6 mètres , le dernier
250 mètres.
Figure 2.2 – Découpage en processeurs du domaine PERIANT05 sur fond de bathymétrie ; 136
processeurs sont sollicités sur la machine Jade du CINES. les processeurs ”terres” barrés ne par-
ticipent pas aux calculs.
2.3.2 Les paramétrisations de l’océan intérieur et de la glace de mer
Comme nous l’avons vu précedemment les structures sous-mailles sont paramétrées. La
paramétrisation choisie provient de la simulation globale de référence ORCA05-G70 (Bias-
toch et al., 2008). Ces paramètres sont résumés dans le tableau 2.1.
La glace de mer, dans certaines proportions de concentration et d’épaisseur agit comme un
isolant thermodynamique entre l’océan et l’atmosphère ; une représentation la plus réaliste
possible est donc de mise pour une estimation qualitative de la variabilité spatio tempo-
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relle des flux air-mer , tout particulièrement dans la zone de glace de mer saisonnière (
SIZ ). Le réglage des paramètres primordiaux du modèle de glace (tableau 2.1) fut l’un
des enjeux de la thèse de Mathiot (2009). Nous avons adoptés, les valeurs de paramètres
recommandés par ce travail.
Table 2.1 – Tableau récapitulatif des paramètres spécifiques à la configuration utilisée pour les
modèles océan et glace de mer. ECMV signifie échelles caractéristiques du mélange vertical, ML
mélange latéral, SDLT schéma de diffusion latérale des traceurs, CDLT coefficient de diffusion
latérale des traceurs, CDL coefficient de diffusion latérale, CVTL coefficient de viscosité turbu-
lente latérale, CDVT coefficient de diffusion turbulente verticale des traceurs, CVVT coefficient
de viscosité turbulente verticale des traceurs, hicrit l’épaisseur de glace minimum pour l’accrétion
latérale, θangle de dérive de glace, P* résistance à la déformation de la glace de mer
paramètres
config
PERIANT05
dynamique de l’océan
ECMV (TKE) surface : 0.4m ; intérieur : 0.001m
ML free-slip
SDLT opérateur laplacien iso-neutre
CDLT 520m2.s−1
CDL (BBL) 600m2.s−1 ,(critère k)
CVTL −7.8 1011 m4.s−2
CDVT 1 10−5 m2.s−1
CVVT 1 10−4 m2.s−1
schéma d’advection conservation énergie et enstrophie
schéma advection traceurs TVD
dynamique de la glace de
mer
CD,CE ,CH 1.63X10
−3
hicrit 0.6
θ 0
P* 104 N.m−2
2.3.3 Les conditions limites atmosphériques
Les données employées : La configuration régionale PERIANT05 est forcée par
le jeu de données DFS3 (Brodeau et al. (2010)). Ce dernier combine différents produits
globaux des variables atmosphériques : les variables turbulentes proviennent d’une part de
la réanalyse ERA-40 (European Centre for Medium-Range Weather Forecasts (2000)) pour
les années antérieures à 2001 et l’analyse opérationnelle de l’ECMWF pour les années qui
suivent. Les variables radiatives ainsi que les précipitations liquides et solides sont quant
à elles issues du forçage CORE (Large, 2004). Enfin les apports d’eau douce continentale
sont extraits de la base de données compilée par Bourdallé-Badie and Treguier (2006)
à partir des données climatologique mensuelles données dans Dai and Trenberth (2002) ;
remarquons que le runoff côtier du continent Antarctique est reparti de manière homogène
le long des cotes (figure 2.3). Les caractéristiques du jeu de forçage DFS3 sont présentées
dans le tableau 2.2. Au cours de sa thèse, Mathiot (2009)) a amélioré la représentation
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des polynies côtières en corrigeant la tension de vent le long du littoral antarctique. Pour
ce faire il ajouta une contribution climatologique mensuelle des vents catabatiques et des
vents de barrière au champ de vent initial du forçage le long du pourtour antarctique.
Cette méthode (voir fig. 2.3) est également implémentée dans nos jeux de simulation de
la configuration PERIANT05.
La paramétrisation de surface : Comme nous l’avons vu plus haut, les effets du
forçage atmosphérique sont calculés au moyen des formules Bulk. En outre, la surface du
modèle est pré-conditionnée pour assimiler certaines contraintes atmosphériques. Ainsi
l’albédo de l’océan est figé à 0.06 et celui de la glace fondue à 0.5. Le runoff fait sentir ses
effets sur une épaisseur de 20 mètre. Enfin le flux solaire incident ne pénètre dans l’océan
que sur 2 bandes visibles et n’excède pas la profondeur de 23 mètres.
Table 2.2 – Tableau récapitulatif du forçage DFS3
variables Source Période Fréquence Hauteur Résolution
~Ua
ERA-40 1980-2001 6h 10m 1.125➦
ECMWF 2001-2004 - - -
θa
ERA-40 1980-2001 6h 10m 1.125➦
ECMWF 2001-2004 - 2m 1.125➦
qa
ERA-40 1980-2001 6h 10m 1.125➦
ECMWF 2001-2004 - 2m 1.125➦
radsw ISCCP/CORE 1980-2004 1 jour 0m 2.5➦
radlw ISCCP/CORE 1980-2004 1 jour 0m 2.5➦
P GXGXS/CORE 1980-2004 1 mois 0m 2.5➦
R DRAKKAR climatologie 1 mois 0m 2.5➦
2.3.4 Les frontières ouvertes au nord du domaine
Comme nous l’avons vu plus haut, un modèle océanique est forcé à sa surface par des
données atmosphériques réalistes. Notre outil de modélisation est ainsi capable de simuler
de la manière la plus réaliste possible la variabilité de propriétés océaniques. Il est en
de même aux frontières ouvertes d’une configuration régionale du modèle. Ainsi, à la
limite nord de notre domaine régional, nous assurons un “dialogue” entre les variables
prognostiques du modèle et les sorties à 5 jours de la simulation globale de référence
ORCA05-G70. Ce faisant, d’une part le modèle global doit apporter des informations
extérieures nécessaires au réalisme de la circulation de notre configuration régionale et
d’autre part les structures océaniques qui “souhaitent” s’échapper du domaine régional
doivent pouvoir le faire. La technique employée pour effectuer cette communication est
dite de frontière ouverte radiative (Treguier et al. (2001) , Cailleau (2004)). Le système
d’équations aux frontières ouvertes est le suivant :
∂Φ
∂t
= −CΦy
∂Φ
∂y
+
1
τ0
(Φ0 − Φ) (CΦy > 0) (2.28)
∂Φ
∂t
=
1
τ1
(Φ0 − Φ) (CΦy < 0) (2.29)
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Selon que l’information d’une variable prognostique Φ entre ou sort du domaine, elle est
traitée différemment. Une vitesse de phase méridienne CΦy de l’information de la variable
Φ est estimée. Si cette vitesse est positive l’information sort du domaine ( équation (2.28))
et la nouvelle valeur de Φ près de la frontière est rappelé vers la condition limite Φ0 avec
un temps de rappel long ( τout = 3000jours ) ; si, au contraire, cette vitesse est négative,
l’information pénètre le domaine ( équation (2.29)) et le temps de rappel est court (τin =
1 jour), limitant fortement la dérive du modèle.
2.3.5 Les contraintes de rappel du modèle
Pour pallier à certains défauts de représentation et/ou de conservation de propriétés dans
le modèle, on peut faire appel à des méthodes de rappel vers les observations.
Pour pallier à la dérive du contenu d’eau douce dans les modèles, il est possible d’effectuer
un rappel de la salinité de surface vers un estimé réaliste de cette dernière. Ce rappel est
pondéré par un temps de relaxation plus ou moins grand qui conditionne son intensité.
On reviendra plus en détail sur la méthode de relaxation utilisée et les tests de sensibilité
effectués dans le chapitre concernant l’amélioration de cette dernière.
Pour pallier à la mauvaise représentation des overflows sur les talus continentaux antarc-
tiques, un rappel des traceurs actifs vers la climatologie de Gouretsky est activé (Dufour ,
2011) ; Un temps de rappel de 730 jours est paramétré pour toutes les simulations de la
configuration PERIANT05. En plus d’améliorer la représentation des eaux profondes, il a
l’avantage de ne pas etre opérant sur les 1000 premiers mètres de l’océan. cette profondeur
est généralement plus profonde que la profondeur maximale de la CMO en Antarctique ;
comme objet de cette étude, elle ne sera donc pas parasitée par des effets directs du rap-
pel en question. Une vue tridimensionnelle du masque de rappel des eaux profondes est
représentée sur la figure 2.3.
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Figure 2.3 – Domaine PERIANT05 ; représentation de la bathymétrie ( ici contrainte par un
rapport d’aspect irréel pour des raisons de visualisation ) et des contraintes aux frontières du
modèle NEMO dans la configuration PERIANT05 : en jaune ,la surface supérieure du masque
3D des AABW (Dufour (2011)) ; en rouge, le masque du runoff ; il entoure en particulier tout
le continent Antarctique ;par dessus et en palette arc-en-ciel, la distribution des coefficients de
renforcement des vents associée au masque des vents catabatiques ; la délimitation nord du domaine
PERIANT05 est contrainte par une OBC.
2.3.6 Implémentation pratique et calcul HPC
L’intégration de toutes les conditions évoquées ci-dessus nécessite une puissance de calcul
importante. Pour effectuer une simulation dans des délais raisonnables, le code NEMO
offre la possibilité de découper le domaine spatial de la configuration en plusieurs sous-
domaines. A chacun de ces membres est attribué un processeur de calcul. Tous ces pro-
cesseurs travaillent en parallèle en communiquant leurs informations de bord à leur plus
proches voisins . La périodicité Est-Ouest du domaine global est traité de la même manière.
En outre, le nombre et la taille mémoire des données à enregistrer requiert une grande
capacité de stockage numérique. Les jeux de données de contrôle du modèle ( fichiers d’ini-
tialisation, forçage atmosphérique , condition à la limite nord , masques , conditions de
rappel ) occupent un espace moins contraignant. Deux super-calculateurs ont été utilisés
dans cette thèse :
• Brodie de l’Idris ( machine aujourd’hui arrêtée )
• Jade du CINES.
La machine Brodie a été utilisé en début de thèse. L’essentiel des simulations a été effectué
sur la machine Jade. Les simulations sur Jade ont toutes été parallélisées sur 136 proces-
seurs (voir figure 2.2) . Pour une année de simulation les besoins requis sont mentionnés
dans le tableau associé à la figure 2.4.
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Figure 2.4 – Besoins informatiques pour 1 année de simulation de la configuration PERIANT05.
Le stockage statique correspond au données de contrôle du modèle.
2.4 Evaluation des simulations numériques
Pour répondre à la problématique de thèse, un jeu de plusieurs simulations a été produit.
l’ensemble de ces simulations ne diffèrent que par les conditions limites de surface :
— Une simulation de référence, notée REFssr, forcée par le jeu de forçage “réaliste”
DFS3 (voir la sous-section 2.3.3 pour les détails) sur la période 1980-2004 et “contrain-
te” par un rappel en sel de surface (voir l’équation 2.23 pour l’estimation du rappel
en sel).
— Une simulation de référence, notée REFsam, forcée par le jeu de forçage “réaliste”
DFS3 sur la période 1980-2004 et “non contrainte” par un rappel en sel de surface.
Cette simulation sert de référence pour les simulations de sensibilité aux perturba-
tions des contraintes de surfaces atmosphériques.
— Un ensemble de simulations forcées par le jeu de forçage DFS3 dont certaines va-
riables atmosphériques ont été “perturbées” et “non contraintes” par un rappel en
sel de surface.
Dans le cadre d’une étude des propriétés de surface océaniques et des masses d’eau, nous
avons réduit nôtre fenêtre de validation et d’évaluation des simulations à quelques variables
d’intérêt. L’étude de la réponse à l’intensification du SAM des masses d’eau intermédiaires
(AAIW) et modales (SAMW)dont les propriétés sont en partie modulées à la surface de
l’océan, nécessite une représentation réaliste non seulement de ces masses d’eau mais aussi
des propriétés de surface. A l’aune des Observations faites dans l’océan Austral et des
expériences numériques déjà éprouvées ,nous avons limité notre attention sur la qualité de
la représentation des grandeurs suivantes :
• la profondeur et les propriétés de la couche de mélange océanique
• les structures frontales principales de l’ACC (PF et SAF)
• les propriétés acquises à l’interface air-océan des AAIW et SAMW
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• l’activité turbulente de surface
• la glace de mer
2.4.1 Construction de la simulation de référence REFsam
Dans la cadre de simulations régionales océaniques “forcées” par un jeu de données at-
mosphériques de surface, un rappel en salinité de surface est indispensable pour limiter
la dérive en salinité du modèle. Cependant, le terme de rappel en sel de surface intro-
duit dans le modèle une perturbation artificielle de l’évolution de la salinité. De surcrôıt,
l’utilisation d’un rappel en sel dans la SIZ semble peu pertinente ; en effet le manque
d’observation dans la SIZ introduit une forte incertitude quant à l’estimé climatologique
de salinité de surface utilisé pour le rappel (Levitus et al., 1998). Pour se soustraire de
cet inconvénient tout en évitant que la salinité totale du modèle ne dérive excessivement,
nous avons procédé comme suit :
Dans la simulation REFssr, le rappel en sel de surface est activé pour limiter la dérive
de la salinité totale. La série temporelle sur la période de simulation 1980-2004 du terme
correctif de la salinité de surface est sauvegardée puis moyennée mensuellement. La série
temporelle obtenue est convertie en flux d’eau douce équivalent, noté FWcorr. Ce terme
correctif est alors ajouté au terme de précipitation du forçage DFS3. Le nouveau jeu de
forçage ainsi construit servira à forcer non seulement la simulation de référence REFsam
mais aussi l’ensemble des simulations de sensibilité aux perturbations des contraintes at-
mosphériques.
Or, l’approche retenue pour évaluer les expériences numériques réalisées durant cette thèse
consiste en une analyse des anomalies existantes entre une simulation de référence et une
simulation dite de sensibilité (à la modification d’un paramètre du modèle). Cette ap-
proche permettra de comparer chaque simulation l’une avec l’autre en se soustrayant des
effets artificiels du rappel en sel.
La figure 2.5 montre les séries temporelles des moyennes globales de la température, de
la salinité et de la hauteur de niveau de mer (SSH). La “dérive en sel“ pour la simula-
tion REFssr est de 1/100 en 25 ans ; cette valeur est relativement faible. La ”dérive en
sel“ dans REFssr est donc relativement bien contrôlée. De surcrôıt, la comparaison de
l’évolution temporelle de la salinité de chacune de ces deux simulations, montre que la
dérive en contenu d’eau douce de REFsam est bien contrôlée relativement à REFssr. Les
valeurs moyennes globales de température et de hauteur de surface libre de l’océan sont,
elles aussi, similaires entre les deux simulations.
Les résultats présentés dans ce qui suit concernent la simulation REFsam. Les différences
de REFsam avec REFssr étant ténues, nous ne mentionnerons pas les résultats d’évaluation
de la simulation REFssr.
2.4.2 Critères de caractérisation de la CMO et des fronts de l’ACC
Les critères pour estimer la CMO :
Comme intégrateur des flux air-mer, la couche de mélange océanique (CMO) est un lieu
d’étude privilégié pour comprendre les mécanismes gouvernant ces échanges de chaleur
et d’eau douce entre l’océan et l’atmosphère. La CMO est caractérisée par des propriétés
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Figure 2.5 – ( Haut ) Séries temporelles de la moyenne globale de la température, de la salinité et
de la hauteur de mer SSH ( de gauche à droite ) ; (bas) profils verticaux en échelle logarithmique des
moyennes globales de la température et de la salinité ( de gauche à droite ) ; en noir la simulation
REFssr , en rouge REFsam. Ces graphiques sont issus du monitoring DRAKKAR
homogènes sur la verticale, la densité potentielle 2 en particulier. Dans ce cadre, pour ca-
ractériser la CMO, nous choisirons un critère en différence finie de densité potentielle entre
la surface et la base de la CMO ; le seuil choisi pour délimiter cette base est de 0.03 kg.m−3 ;
Cette valeur est retenue afin de pouvoir comparer la simulation aux données de profondeur
de CMO dont nous disposons ; dans les chapitres suivants le critère ∆σ ≤ 0.01 kg.m−3
sera utilisé car nous utiliserons par la suite les diagnostiques ”online“ de tendance des
propriétés intégrées dans la CMO qui ont été implémenté avec ce critère.
Les critères pour estimer les fronts :
La position des fronts de ce l’ACC a fait l’objet de plusieurs études ( Sallée et al. (2008b),
Meijers et al. (2011b) ). Il existe un lien étroit entre les profils T-S de subsurface et
la hauteur dynamique de la colonne d’eau dans l’océan Austral (Sun and Watts, 2001).
Morrow et al. (2008) montre en plus que la couche d’eau 0− 2000m domine la variabilité
stérique dans l’océan Austral. Après quoi, Meijers et al. (2011b) ont utilisé la hauteur
dynamique référencée à 2000 m et intégrée jusqu’à 100 m comme critère de positionnement
des fronts de l’ACC. Un critère équivalent avait été utilisé par Sallée et al. (2008b), ne
2. En océanographie, on définit usuellement la densité σ à partir de la densité ”réelle“ ρ tel que
σ(T, S, P ) = ρ(T, S, P ) − 1000 où T est la température in situ, S la salinité et P la pressions ; la
densité potentielle σθ utilise la température potentielle telle que σθ = σ(θ, S, 0)
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prenant en compte que les 1500 premiers mètres pour des raisons pratiques car le jeu de
données ARGO à sa disposition n’était plus fiable à partir de cette profondeur. Nous avons
retenus le critère de hauteur dynamique référencée à 1500m (Φ01500) pour identifier le PF
et le SAF dans nos simulations :
Φ01500 =
104
g
∫ 0
−1500
δ (p, T, S)dp (2.30)
où δ est l’anomalie de volume spécifique à la pression p, à la température T , à la salinité S ;
104Pa·m−1 est le facteur de conversion de décibar en pascal g = 10m·s−2 est l’accélération
de la pesanteur.
Quantitativement nous avons retenu les valeurs d’isoligne validées par Sallée et al. (2008b)
pour caractériser le PF et le SAF dans la simulation REFsam :
Φ01500(PF) = 0.95m (2.31)
Φ01500(SAF) = 1.2m (2.32)
2.4.3 La position des fronts PF et SAF et leur variabilité
L’analyse spatio-temporelle des positions frontales issues des jeux d’observations ARGO
et WOCE sur la période 1999-2006 (Sallée et al. (2008b)), met en évidence le lien étroit
entre la position des fronts et la topographie sous-jacente (voir figure 2.6). A la lumière
de ces observations, nous décrirons, dans ce qui suit, la position et la variabilité des fronts
dans la simulation REFsam.
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Figure 2.6 – en trait noir la position des fronts SAF et PF issue d’un contour de SSH altimétrique
référencée à 1500m (SSH1500m(PF ) = 0.95m et SSH1500m(SAF ) = 1.2m) et estimée sur la
période 1993-2005 avec les enveloppes (en trait pointillé) correspondant aux 2 écarts types des
positions des fronts (figure adaptée des figures 9 et 10 de Sallée et al. (2008b)). En rouge et bleu
les fronts SAF et PF de la simulation REFsam.
La figure 2.6 montre que La position moyenne des fronts dans la simulation REFsam est
globalement similaire à celle observée, seulement au niveau des obstacles topographiques
importants. Par contre, entre ces obstacles topographiques et en particulier en aval du
plateau de Campbell, la position moyenne du SAF dans REFsam est située au nord de la
position observée. La figure 2.6 montre également que le PF et le SAF représentés dans
la simulation REFsam ont globalement une variabilité moins grande entre les obstacles
topographiques que celle des fronts observés par Sallée et al. (2008b). Enfin, l’intensité
de cette variabilité dans la simulation REFsam est inégalement distribuée dans l’espace
corroborant les observations faites par Sallée et al. (2008b).
Cette distribution est en partie contrainte par la topographie comme l’avait suggéré Gor-
don et al. (1978). D’une part, dans les zones ou la pente du relief sous-marin se raidit
significativement les jets océaniques sont contraints de suivre des trajectoires qui varient
très peu (dans la suite du manuscrit nous emploierons le terme de nœud de la circulation) ;
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d’autre part dans les zones à fond relativement plat (dans la suite du manuscrit nous em-
ploierons le terme de ventre de la circulation) cette contrainte est relâchée. La figure 2.7
montre que le PF et le SAF se rejoignent au niveau du plateau des Kerguelen et au sud du
plateau de Campbell et au niveau de la fracture d’Udintsev. Ce “merging” se produit aux
endroits ou le gradient de vorticité potentielle barotrope (ou vorticité planétaire) (f/h, où
f est le paramètre coriolis et h la profondeur locale de l’océan) devient fort.
En amont et au dessus des obstacles topographiques importants tels la dorsale atlantico-
indienne, le plateau de Crozet, le plateau des kerguelen, la dorsale indo-pacifique, la dorsale
Macquarie et au milieu des fractures d’Udintsev et d’Eltanin, les fronts sont déviés vers le
nord par conservation de la vorticité potentielle et la variabilité de la position des fronts est
significativement réduite corroborant les travaux numériques de Treguier and McWilliams
(1990) et les observations faites par Sallée et al. (2008b). Dans ces régions les fractures
et les vallées sous-marines qui parsèment les obstacles topographiques agissent comme un
guide de la circulation.
En aval de ces obstacles, la vorticité barotrope diminue drastiquement et entrâıne une
déviation vers le sud des jets océaniques par conservation de la vorticité potentielle. En
outre, dans ces régions, le gradient de vorticité potentielle devient plus faible relâchant
la “contrainte topographique” et laissant aux fronts une plus grande variabilité de leurs
positions.
D’ouest en est la simulation REFsam fait ressortir les zones inter-noeuds suivantes :
— ASAF (resp APF ) entre la dorsale atlanto-indienne et la partie ouest du plateau de
Crozet (347➦E - 35➦E) (resp (352➦E - 30➦E))
— BSAF (resp BPF ) entre le plateau de Crozet et celui des Kerguelen (35➦E - 70➦E)
(resp (30➦E - 73➦E))
— CSAF (resp CPF ) entre le plateau des Kerguelen et la partie centrale de dorsale
indo-pacifique ( 70➦E - 100➦E ) (resp (73➦E - 110➦E))
— DSAF (resp DPF ) entre la partie centrale de la dorsale indo-pacifique et sa zone
orientale (100➦E - 130➦E) (resp (110➦E - 145➦E) )
— ESAF (resp EPF ) entre la partie orientale de la dorsale indo-pacifique et la partie
est du plateau de Campbell (resp la dorsale Macquarie) (130➦E - 175➦E) (resp 145➦E
- 161➦E))
— FSAF (resp FPF ) entre le plateau des Kerguelen et la zone de fracture Udintsev
(175➦E - 210➦E) (resp (161➦E - 206➦E))
— GSAF (resp GPF ) entre la partie ouest de la fracture Udintsev et la partie est de
la fracture Eltanin (resp partie est de la fracture Udintsev) (210➦E - 225➦E) (resp
(206➦E - 216➦E))
— HSAF (resp HPF ) entre la partie est de la fracture Eltanin (resp Udintsev) et la
zone de fracture Shackleton 225➦E - 293➦E) (resp (216➦E - 293➦E))
— ISAF (resp IPF ) entre la zone de fracture Shackleton et le plateau des Malouines
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(293 E - 306 E) (resp (293 E - 312 E))
— JSAF (resp JPF ) entre le plateau des Malouines et la dorsale atlanto-indienne.
(306 E - 347 E) (resp (312 E - 352 E ))
Figure 2.7 – En couleur les cartes de vorticité potentielle planétaire dans la région péri-
antarctique ; sur ces dernières, en trait noir, le SAF (image du haut) et PF (image du bas) pour
la simulation REFsam avec les enveloppes (en trait blanc) correspondant aux 10ème et 90ème
pourcentiles des positions des fronts en moyennes mensuelles sur la période 1995-2004. en dessous
de chacune de ces 2 cartes, les courbes de vorticité planétaire le long de la position moyenne de
chacun des 2 fronts ; en trait pointillé vertical, la position des nœuds de chacun de ces 2 fronts
2.4.4 La couche de mélange océanique
Les travaux de de Boyer Montégut (2004), ont permis l’estimation d’une climatologie
de la CMO australe (mise à jour en 2008). Ces derniers se sont appuyés sur la base de
données des profileurs ARGO. La figure 2.8 montre que la distribution spatio-temporelle
de la profondeur de couche de mélange (MLD) représentée dans la simulation REFsam
est, dans une large mesure, conforme aux observations. On peut toutefois remarquer que
la CMO affleure trop en été sur toute la ceinture zonale entre 50 S et 60 S. Pendant l’hiver
austral, la CMO est trop profonde dans le secteur sud-est du bassin Pacifique, alors qu’elle
ne plonge pas assez dans le secteur sud-est Indien (figure 2.8). Ces deux secteurs de l’océan
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Austral sont connus comme les lieux privilégiés de la formations des eaux modales SAMW.
Nous verrons dans la section suivante qu’une représentation cohérente de la MLD ainsi
que des SAMW est capitale pour l’analyse des flux air-mer associés ;
Dong et al. (2008) montrent que les régions où la CMO hivernale est profonde (≥ 400m) au
nord du SAF s’étendent de l’océan Indien à l’extrême est du Pacifique. Dans ces régions, la
densité potentielle de la CMO est confinée dans une étroite bande de densité (26,57-27.04)
. Dong et al. (2008) expliquent cette étroitesse par la compensation entre la diminution de
la température de la CMO et celle de la salinité en se déplaçant d’ouest en est entre l’océan
Indien et l’océan Pacifique. La simulation REFsam ne présente pas de CMO excédant la
profondeur de 400m dans la zone indienne. Pour des raisons pratiques, nous choisirons un
critère de “CMO profonde” de 350m dans l’analyse qui va suivre. La figure 2.9 montre que
la simulation REFsam est cohérente avec la variabilité spatiale décrite. En effet on simule
bien la décroissance vers l’est observée de la température et de la salinité dans la zone
indo-pacifique. Cependant la gamme de densité potentielle est nettement moins étroite et
plus faible que les observations compilées par Dong et al. (2008). Cette différence a une
double cause. D’une part, le décalage vers le nord du SAF dans la simulation par rapport
aux observations assimile des eaux plus chaudes, diminuant ainsi la gamme de la densité
potentielle associée. D’autre part, les CMO hivernales dans la partie sud-est du Pacifique
s’étendant plus au sud dans la simulation au regard des observations, assimile des eaux
plus douce, agissant ainsi de la même manière que précédemment .
Figure 2.8 – Profondeurs de couche de mélange : climatologie (1961-2008) estimée par
de Boyer Montégut (2004) (BM, à gauche), climatologie MIMOC estimée par Schmidtko et al.
(2013) (au centre) et moyenne (1995-2004) pour REFsam (à droite), en mars (haut) et en sep-
tembre (bas). Le trait blanc correspond au SAF.
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Figure 2.9 – Moyenne climatologique en septembre sur la période 1995-2004 de Température,
Salinité, densité potentielle dans la CMO dont la profondeur excède 350m dans les bassins indien
et pacifique pour la simulation REFsam (en haut). La CMO avec, en surimposition, l’iso-contour
à 350 m (trait épais bleu) et le SAF (trait fin noir) (en bas).
2.4.5 Les masses d’eaux intermédiaires (AAIW) et modales (SAMW)
Une étude récente sur l’évolution des propriétés des SAMW et des AAIW de l’échelle inter-
annuelle à l’échelle inter-décennale (Naveira Garabato et al., 2009) a mis en évidence le
rôle significatif de la variabilité des principaux modes atmosphériques de l’hémisphère sud
(ENSO, IPO ,SAM). Ces dernières années, l’augmentation du transport d’Ekman associé à
la tendance positive du SAM a provoqué un apport supplémentaire des AASW vers la zone
d’affleurement des AAIW, favorisant l’adoucissement de ces masses d’eau ; en particulier à
l’ouest de la péninsule Antarctique, l’augmentation des précipitation ainsi que le recul du
front de glace de mer hivernale, processus attribués à la tendance décennale du SAM, ont
déclenché un adoucissement des masses d’eaux de surface hivernales ventilant les AAIW.
Dans la suite, nous verrons que la zone de formation de ces masses d’eau est conditionnée
par la position du PF et du SAF.
Les eaux modales subantarctiques (SAMW)
Caractérisation des SAMW : Le lecteur est invité à se référer à la section1.1.1 de
l’Introduction Générale pour un rappel sur les propriétés et la variabilité spatio-temporelle
des SAMW. Plusieurs indicateurs peuvent être utilisés pour localiser les SAMW : un
minimum local du gradient vertical de densité potentielle référencée à la surface océanique
(ρθ), un minimum local de la fréquence de flottabilité, ou un minimum local vertical de
vorticité potentiel d’Ertel. Nous utiliserons dans la suite de l’exposé la vorticité potentielle
d’Ertel
EPV = (f + ξ)∂zρθ (2.33)
où ξ est la vorticité relative. Dans la zone du minimum local de vorticité potentielle, il
est possible d’y associer une valeur de densité potentielle. Nous caractériserons, dans cette
partie, les SAMW par la surface de densité potentielle traversant le cœur de la zone de
minimum local de vorticité potentielle. Comme nous l’avons indiqué dans l’Introduction
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Générale De nombreuses études ont montré que la densité potentielle associée aux SAMW
change avec la longitude.A titre de comparaison, nous découperons notre domaine d’étude
en différents secteurs en suivant partiellement le découpage schématisé par Sallée et al.
(2010). La figure 2.10 met en évidence d’une part la répartition des différentes catégories
de SAMW (distinguées par classe de densité potentielle σθ) observées dans l’océan Austral
et d’autre part les secteurs que nous avons choisi pour distinguer les différents types de
SAMW dans la simulation REFsam. Le découpage ainsi définit servira dans la suite de
cette thèse pour distinguer les différentes variétés de SAMW pour l’ensemble des simula-
tions.
Figure 2.10 – (en haut) schéma de la répartition des différentes catégories de SAMW dans les
secteurs MI1, MI2, MI3, MP1, MP2 et des 2 catégories de AAIW de chaque coté du passage de
Drake (secteurs IP, IA ) avec les valeurs de densité potentielle (adaptée de Sallée et al. (2010).)
La figure 2.11 comparent les sections verticales de vorticité potentielle issues des observa-
tions avec celles issues de la simulation REFsam pour chaque secteur défini précédemment.
Sur cette figure nous avons également tracé les surfaces de densité potentielle traversant
le cœur des SAMW. A ce stade, il apparâıt que la représentation des SAMW dans la
simulation REFsam est comparable à celle des SAMW observées. Toutefois, le volume
du minimum de vorticité potentielle est plus important dans les observations que dans la
simulation REFsam, en particulier dans les secteurs indiens MI1, MI2 et MI3.
Depuis les années 2000, les profileurs ARGO permettent d’étudier les propriétés hydrogra-
phiques sur les 1500 premiers mètres de l’océan qui contiennent entre autre les SAMW.
Trois zones ont été particulièrement étudiées : la partie orientale du Pacifique sud (Schnei-
der and Bravo, 2006), la partie occidentale du Pacifique sud (Sallée et al., 2010) la zone
orientale de l’Indien Sud (Sallée et al., 2006; Sallée et al., 2010). Nous comparerons ici les
observations faites dans chacune de ces trois zones avec les résultats de notre simulation
REFsam.
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Figure 2.11 – (à droite) Sections méridiennes en moyenne zonale hivernale climatologique (sep-
tembre 1995-2004) de la vorticité potentielle pour la simulation REFsam (voir figure 2.10 pour
la position des secteurs MXX) ; (à gauche) Les mêmes sections que précédemment avec pour les
1000 premiers mètres la climatologie de septembre issue de ARIVO et au-dessous de 1000 mètres
la climatologie annuelle de Gouretski ; (pour les 2 colonnes ) issus de REFsam , en trait fin noir
la densité potentielle référencée à 0m climatologique (septembre 1995-2004) ; en trait épais noir, la
MLD climatologique hivernale (septembre 1995-2004) ; en trait noir pointillé le PF, le SAF et le
STF (défini comme la position de l’isotherme 10➦C à 150 mètres suivant Orsi et al. (1995)).
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A l’ouest du passage de Drake (secteur IP) : La formation des SAMW à l’ouest
du passage de Drake a été observée pour la première fois lors des passages des flotteurs
ARGO sur la période 2003 2004 dans le secteur (52➦S-60➦S , 70➦W-90➦W). Nous conduirons
ici une analyse comparative entre ces données qui ont été étudiées par Schneider and
Bravo (2006) et la simulation REFsam. Schneider and Bravo (2006) ont montré que les
SAMW ne se formaient qu’au sud de 56➦S. La convection verticale se déclenchant en
automne australe et se poursuivant pendant l’hiver, n’est mesurée qu’au sud de 56➦S.
Durant cette période, l’approfondissement 3 de la CMO au sud de 56➦S est significativement
plus forte qu’au nord de 56➦S et peut atteindre 400 mètres. La simulation REFsam rend
bien compte de cette situation (voir figure 2.12). L’affleurement des isohalines (autour
de 34.15 PSU) et des isothermes (autour de 4.5➦C) caractéristiques des SAMW les plus
froides (Hanawa and Talley , 2001) mesurées par les flotteurs ARGO au sud de 56➦S est
approximativement représentée dans la simulation REFsam lors de la convection hivernale.
En effet les niveaux verticaux sont plus froids de 0.5◦C et plus salés de 0.05 PSU dans la
simulation REFsam. On peut également remarquer que le déclenchement de la convection,
se produisant autour du 200eme jour de l’année, est plus abrupt dans la simulation REFsam
que dans les observations.
3. L’approfondissement de la CMO est ici caractérisé par la diminution de la fréquence de flottabilité
(fréquence de Brunt-Väisälä) et donc de la diminution de la stratification de l’océan superficiel pendant
l’hiver austral.
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Figure 2.12 – Evolution des moyennes temporelles régionales de salinité (PSU) température ( C)
et fréquence de flottabilité (cycles/heure) ; (dans la colonne de gauche) moyennes climatologiques
2003 2004 des profils Argo ( source : Figure 2 de Schneider and Bravo (2006) ) ; ( dans la colonne
de droite ) moyennes climatologiques 2003 2004 pour REFsam ; (en haut) moyenne régionale sur
la zone nord (75 W-90 W , 52 S-56 S) ; (en bas) moyenne régionale sur la zone sud (70 W-90 W ,
56 S-60 S).
2.4. EVALUATION DES SIMULATIONS NUMÉRIQUES 57
Les profils de température et de salinité observés par Schneider and Bravo (2006) au
sud de 56 S sur et illustrés sur la figure 2.13 suggèrent que les SAMW se refroidissent
et s’adoucissent quand elles se rapprochent du passage de Drake. Des études antérieures
avaient conduit au même résultat (McCartney (1977), Sloyan and Rintoul (2001a)). La
simulation REFsam, d’une part, rend bien compte de l’adoucissement observé mais, d’autre
part, révèle une stagnation de la température autour de la valeur minimale observée à
l’extrême est de notre zone d’étude (voir figure 2.13). Cette apparente contradiction avec
les observations peut s’expliquer par un décalage des fronts zonaux de température entre
la simulation REFsam et les observations. En effet, sur la figure 2.6 , on peut constater
que dans cette zone (70 W-90 W) le SAF du modèle est plus au Nord par rapport aux
observations, limitant la pénétration d’eau plus chaude dans la couche de mélange. En
outre, le long de cette zone le SAF observé (voir figure 2.6) descend continuellement vers
le sud ; ceci est cohérent avec le processus de refroidissement des SAMW. Cependant dans
le modèle la position du SAF est relativement zonale, suggérant donc une température
relativement stable le long de la trajectoire du SAF.
Figure 2.13 – Profils de température et salinité pour les 1000 premier mètres ; (en traits pleins)
moyennes hivernales 2003 2004 des profils Argo (source : Figure 2 de Schneider and Bravo (2006)) ;
(en traits pointillés ) moyennes JAS 2003 2004 pour REFsam
Bassin Pacifique occidental (secteurs MP1 et MP2) : Sallée et al. (2010) met
en évidence deux zones de subduction des SAMW : Au sud du plateau de Campbell une
eau de densité potentielle avoisinant les 26.9σ0 se forme puis ventile l’océan intérieur ; au
centre du bassin, une eau plus dense ( 27σ0) adopte le même mécanisme. On retrouve la
trace de ces deux masses d’eau dans la simulation REFsam. Les secteurs MP1 et MP2 de
la figure 2.11 révèlent en effet au nord du SAF, deux masses d’eau modales caractérisées
par un minimum local de vorticité potentielle au cœur desquelles transitent les nappes
isopycnales de valeurs respectives 26.92σ0 et 27.03σ0 . Enfin nous pouvons noter que les
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zones de subduction observées par Sallée et al. (2010) cöıncident avec les CMO profondes
(> 350m) simulées par le modèle pendant l’hiver austral (voir figure 2.9).
Bassin indien oriental (secteurs MI1, MI2 et MI3) : L’océan indien peut être
décomposé en 3 secteurs dans lesquels les SAMW occupent des classes de densité différentes.
Fine (1993) distinguent ainsi les classes de densité suivantes : (26.65−26.7σ0) pour la région
sud-ouest, (26.7−26.8σ0) pour la région centrale et (26.8−26.85σ0) pour la région sud-est.
L’évolution spatiale zonale de la simulation REFsam suit relativement bien ce découpage
(voir figure 2.11). Sur cette figure on peut distinguer 3 zones dans le secteur indien notées
MI1, MI2, MI3. Pour chacune de ces zones, et en considérant la période hivernale, la den-
sité potentielle transitant au cœur du niveau du minimum local de vorticité potentielle,
au nord du SAF, est respectivement de 26.5σ0 pour la région occidentale (MI1), 26.7σ0
pour la région centrale (MI2) et 26.8σ0 pour la région orientale (MI3).
Le processus de formation des SAMW a été schématisé par Sallée et al. (2006) (voir figure
2.15) ; De l’automne au début de l’hiver austral les SAMW se forment. En automne la
colonne d’eau est bien stratifiée ; la saison avançant, la convergence d’Ekman amène des
eaux froides et douces réduisant ainsi la température des couches superficelles de l’océan.
Une langue d’eau plus chaude et plus salée se maintient à la base de la couche d’Ekman.
L’hiver progressant, le transport de chaleur d’Ekman et les flux air-mer de chaleur tra-
vaillent de concert en refroidissant d’avantage cette région. Les couches superficielles se
déstabilisent et plongent vers l’océan intérieur créant une CMO profonde (partie haute
de la figure 2.15). Les profils verticaux de température dans la partie basse de la figure
2.15 suggèrent que la simulation REFsam rend compte du refroidissement saisonnier ainsi
que de la mise en place progressive de la convection de la CMO. Cependant les profils
verticaux de salinité dans la partie basse de la figure 2.15 ne suggère pas d’adoucissement
saisonnier dans la région pour la simulation REFsam. Dans les secteurs MI1, MI2 et MI3,
l’absence de glace de mer en été austral et la faible quantité de cette dernière en automne
(voir les figures 2.22 et 2.23) pourraient expliquer un trop faible apport d’eau douce via
le transport d’Ekman dans cette zone. De surcrôıt, le terme correctif FWcorr est princi-
palement négatif au sud de la zone de formation des SAMW; l’anomalie positive de sel
induite par FWcorr se propagerait par transport d’Ekman dans la région de formation
des SAMW limitant l’adoucissement de cette région.
Des études préliminaires aux travaux de Sallée et al. (2006), ont montré le rôle primordiale
du transport d’Ekman et des flux air-mer sur l’activation de la déstabilisation de la colonne
d’eau dans les zones de formations des SAMW (Ribbe, 1999; Rintoul and England , 2002).
Plus généralement, la variabilité du contenu thermique de la CMO d’épaisseur h peut être
estimée à partir de l’équation (2.34).
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Celle-ci met en lumière la contribution énergétique respective des processus d’échange de
chaleur océan-atmosphère (OA), d’Advection (Adv), de diffusion (Dif) et d’entrâınement
de la base de la CMO (Ent). Sur la période 2003-2004, la variabilité totale du contenu
thermique de cette région pour la simulation REFsam est en accord avec les observations
faites par Sallée et al. (2006) ( figure 2.14 ). L’évolution du transport d’Ekman méridien
ainsi que des flux de chaleur air-mer dans la simulation REFsam est comparable à celle des
observations.Par contre, si L’intensité des flux air-mer dans le modèle est comparable à
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celle des observations, le transport méridien d’Ekman simulé pendant la période hivernale
de formation des SAMW est environ (∼ −30 Wm−2) 3 fois moins intense que celui
des observations (∼ −100 Wm−2, cf Sallée et al. (2006) ). Le déficit du transport de
chaleur d’Ekman est contre-balancé notamment par la diffusion verticale qui tient dans la
simulation REFsam une part importante dans la variabilité du contenu thermique de cette
région mais principalement pendant la période de restratification de la colonne d’eau. Ainsi
un bilan d’énergie simple (équation (2.38)) suggéré par MacCready and Quay (2001) et
repris dans l’étude de Sallée et al. (2006) nous permet de quantifier les apports respectifs
de chacun des 2 contributeurs (figure 2.15). A partir de l’équation générale (eq. (2.34)), la
simplification effectuée est représentée ci-dessous :
Le contributeur advectif à la variabilité thermique de la CMO peut se décomposer en sa
partie agéostrophique ( le transport d’Ekman) et sa partie géostrophique :
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Eu égard aux forts vent d’ouest dominant l’ACC, Le transport d’Ekman est principalement
dirigé vers le nord et piloté par la tension de vent zonale (τx) ; nous pouvons alors simplifier
de la façon suivante :
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En notant simplement le flux de chaleur air-mer :
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Nous retrouvons la formulation simplifiée de MacCready and Quay (2001) :
ρCph
∂T
∂t
≃ Qnet − ρCpVEkman
∂T
∂y
(2.38)
avec ρ = 1000kgm−3 la densité et Cp = 4000Jkg
−1K−1 la capacité thermique de l’océan,
ces 2 paramètres étant supposés constants.
Figure 2.14 – (à gauche) ; Bilan de chaleur simplifié (W/m2) dans la zone de formation des
SAMW (70 E-140 E , SAF-STF) pour la période 2003-2004 ( figure 8 de Sallée et al. (2006)). (à
droite) Bilan de chaleur exhaustif dans la couche de mélange représentée dans REFsam et délimitée
dans la même région que précédemment et sur la même période.
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Figure 2.15 – (en haut) ; schéma représentatif de l’évolution du profil de température dans la
zone indienne de formation des SAMW ainsi que les mécanismes principaux d’échange de chaleur
responsables de cette évolution ( figure 15 de Sallée et al. (2006)). (en bas) estimation des profils
de température et salinité dans la zone indienne de CMO profonde (95 E-105 E,43 S-46 S) avec la
quantification des mécanismes évoqués plus haut.
Les eaux “mélangées“ dans les régions Pacifique et Atlantique proches du
passage de Drake (secteurs IP et IA)
Autour de la péninsule sud américaine, les SAMW et les AAIW ont des propriétés voisines
qui rendent difficiles leur séparation. McCartney (1977) pointe le processus de refroidis-
sement et d’adoucissement des SAMW le long de leurs parcours circumpolaire de l’océan
indien jusqu’au passage de Drake comme un élément moteur de la formation des AAIW
les plus froides et les plus douces de chaque côté du passage. Un point de vue différent est
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défendu par Molinelli (1981) ; il met en avant le rôle primordial des échanges entre couches
isopycnales à travers le PF qui sépare la région centrale de l’ACC au nord avec celle, au
sud, des AASW (Antarctic Surface Water). Piola and Georgi (1982) suggèrent que les
mécanismes de formation des AAIW suivent le raisonnement de McCartney (1977) dans
la partie sud-est du Pacifique mais soulignent le rôle important des échanges diapycnaux
au niveau du PF dans la partie sud-ouest de l’Atlantique. Chaque côté du passage de
Drake est considéré par certains auteurs comme le lieu principal de la formations des eaux
intermédiaires (Georgi , 1979; Piola and Georgi , 1982; Piola and Gordon, 1989; Talley ,
1996; Hanawa and Talley , 2001).
Dans la simulation REFsam, de chaque côté du passage de Drake, les zones de minimum de
vorticité potentielle au nord du front subantarctique sont difficilement décelables. Ainsi la
difficulté à distinguer clairement les SAMW des AAIW dans cette région, nous a contraint
à exclure les secteurs IP et IA de notre champ d’investigation des SAMW, et ce, dans
toute la suite de la thèse.
Les eaux antarctiques intermédiaires (AAIW)
Caractérisation des AAIW : Le lecteur est invité à se référer à la section1.1.1 de
l’Introduction Générale pour un rappel sur les propriétés et la variabilité spatio-temporelle
des AAIW. Rappelons simplement que les AAIW sont principalement localisées dans une
”langue” de minimum de salinité affleurant au niveau du front polaire pendant l’hiver
austral puis subductant jusqu’à 1000m de fond sous les gyres subtropicaux de chaque
bassin océanique (Sloyan and Rintoul , 2001a). Comme pour les SAMW, nous découperons
le domaine d’étude en plusieurs secteurs. Ces secteurs sont illustrés sur la partie haute de
la figure 2.16. Les lieux de formation des AAIW sont majoritairement concentrés dans
la Pacifique sud-est et l’Atlantique sud-ouest (McCartney (1977)). Dans notre découpage
nous distinguerons donc un secteur Atlantique nommé Atl (60➦W-30➦E) et un secteur
cernant le Pacifique sud-est nommé PacE (90➦W-60➦W). Les autres secteurs correspondent
aux bassins océaniques restants, c’est à dire le secteur de l’océan Indien nommé Ind (30➦E-
175➦E) et le secteur de l’océan Pacifique nommé PacW (175➦E-90➦W).
La figure 2.16 comparent les sections verticales de salinité issues des observations avec
celles issues de la simulation REFsam pour chaque secteur défini précédemment. Sur cette
figure nous avons également tracé les surfaces de densité potentielle traversant le cœur des
AAIW. La simulation REFsam rend bien compte du minimum de salinité affleurant près
du PF et s’étendant jusqu’à 30➦S (bord de notre domaine) et jusqu’à ∼ 1000 mètres de
fond, et ce, dans chaque bassin. Fine (1993) a observé que les AAIW sont caractérisées
par une densité potentielle comprise dans l’intervalle σθ = 27.1− 27.30. Ces observations
corroborent les résultats de la simulation REFsam. En effet, dans la simulation REFsam,
le cœur du minimum de salinité est centré, d’ouest en est, sur l’ isopycnes 27.30 dans le
bassin Atlantique, l’isopycne 27.20 dans le bassin Indien, l’isopycne 27.17 dans le bassin
Pacifique et l’isopycne 27.15 dans la partie orientale du bassin Pacifique (figure 2.16).
Pendant l’hiver austral les AAIW affleurent à la surface près du front de glace de mer
(Santoso and England , 2004). La simulation REFsam montre un comportement similaire
(figure 2.17). La gamme de salinité typique de cette masse d’eau a été estimée par Georgi
(1979) et Piola and Georgi (1982) à 34.2-34.4 PSU. Les valeurs de salinité calculées dans
REFsam aussi bien au niveau de l’affleurement hivernale des AAIW (figure 2.17) qu’en
profondeur (figure 2.16) correspondent sensiblement à ces valeurs observées.
62CHAPITRE 2. UNE APPROCHE PARMODÉLISATION OCÉANIQUE RÉGIONALE FORCÉ
Variabilité des AAIW : De l’automne à la fin de l’hiver austral, la zone d’affleurement
des AAIW est contrainte par différents processus physiques. Ceux-ci conditionnent les
propriétés hydrographiques de la masse d’eau qui, à son tour, module l’océan intérieur
jusqu’à la thermocline principale subtropicale.
Figure 2.16 – En haut : le schéma des secteurs d’étude des eaux intermédiaires (Atl, Ind, PacW,
PacE). Dans la colonne de droite : les sections méridiennes de salinité en moyenne zonale hivernale
climatologique (septembre 1995-2004) dans chaque secteur pour la simulation REFsam. Dans la
colonne de gauche : les mêmes sections que précédemment avec pour les 1000 premiers mètres la
climatologie de septembre issue de ARIVO et au-dessous de 1000 mètres la climatologie annuelle
de Gouretski. (pour les 2 colonnes) Issus de REFsam, en trait fin noir, la densité potentielle σθ
climatologique (septembre 1995-2004) associé au minimum de salinité ; en trait épais noir, la MLD
climatologique hivernale (septembre 1995-2004) ; en trait noir pointillé le PF, le SAF et le STF (le
STF est défini comme la position de l’isotherme 10➦C à 150 mètres suivant Orsi et al. (1995)).
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De nombreuses expériences numériques climatiques ou de sensibilité ont essayé de faire
comprendre les processus principaux pilotant la variabilité des AAIW, des échelles sai-
sonnières aux échelles pluri-annuelles (Wong et al., 1999; Gille, 2002; Saenko et al., 2003;
Santoso and England , 2004). En particulier, l’étude de Santoso and England (2004) a mis
en évidence la contribution significative des AASW dans la variabilité des AAIW ; en outre
il montre que les taux de fonte de la glace de mer, et les flux air-mer d’eau douce et de
chaleur dans la zone d’affleurement de l’isopycne 27.2σθ domine la variabilité des AAIW
dans cette zone d’affleurement. Quant aux transports d’Ekman de chaleur et de sel, ils
jouent un rôle non moins significatif mais avec une plus grande disparité régionale. Dans
les autres régions où ces processus ne contrôlent pas la variabilité de surface des AAIW,
le transport zonal semble jouer un rôle important.
A la lumière des suggestions de Santoso and England (2004), nous évaluons le rôle res-
pectif des processus dominant la variabilité des AAIW lors de l’affleurement hivernal de
l’isopycne 27.2σθ dans la simulation REFsam. A cette fin, nous calculons, le long de la
zone d’affleurement de l’isopycne 27.2σθ dans la CMO, la corrélation entre la tendance en
température et salinité (δθ/δt, δS/δt) et les tendances des principaux processus contri-
buant à cette tendance (les flux air-mer, le transport d’Ekman méridien, le transport zonal
induit par l’ACC). La corrélation est calculée uniquement pendant l’automne et l’hiver
austral sur les dix dernières années de la simulation REFsam (période 1995-2004). Les
résultats de ce diagnostique sont présentés dans la figure 2.18. Une corrélation positive et
significative signifie que le processus considéré contribue amplement à la tendance simulée
pendant la période de convection hivernale (période de formation des AAIW).
Nous concentrons ici notre attention sur les zones de formation des AAIW, c’est à dire
le Pacifique sud-est et l’Atlantique sud-ouest. Les flux air-mer de chaleur contrôlent très
significativement l’évolution de la température dans toute la zone d’affleurement de l’iso-
pycne 27.2σθ. Le transport d’Ekman méridien de chaleur contribue significativement à
l’évolution de la température dans le Pacifique sud-est (150➦W-60➦W). La combinaison
des flux air-mer d’eau douce et des flux glace de mer-océan d’eau douce et le transport
d’Ekman méridien d’eau douce contribuent sensiblement à l’évolution de la salinité dans
le secteur est du bassin Atlantique (60➦W-10➦W). Dans le Pacifique sud-est, l’évolution de
la salinité semble être contrôlée par le transport zonal induit par l’ACC.
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Figure 2.17 – L’image du haut est issue de Santoso and England (2004) ; cette figure montre la
position moyenne de l’affleurement de l’isodensité 27.2 (traits pleins) et le front de glace de mer
(trait pointillé) à la fin de l’hiver austral dans les observations issue de la climatologie Levitus (a)
et dans la simulation REFsam (b) ;
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Figure 2.18 – Coefficients de corrélation de la tendance en température et salinité de la couche
de mélange (δθ/δt, δSδt) avec les contributions hivernales associées (avril à septembre) (a) au
flux air-mer de chaleur (δθ/δt|OA), (b) au flux air-mer d’eau douce (équivalent sel) (δS/δt|OA),
(c) au transport méridien d’Ekman de chaleur (δθ/δt|yek), (d) au transport méridien d’Ekman
de sel (δS/δt|yek) , (e) au transport zonal de chaleur (δθ/δt|xad) et (f) au transport zonal de sel
(δS/δt|xad) aux latitudes d’affleurement de l’isopycne 27.2 σθ pour la simulation REFsam. Les
traits pleins correspondent à une significativité de 95%. (Attention : l’axe des ordonnées est dans
certains cas inversé). Au pied de l’image un doublon de la carte des fréquences de passage de
l’ispocyne 27.2 σθ à la surface (voir figure 2.19 pour les détails sur ce diagnostique). (diagnostiques
inspirés de Santoso and England (2004)).
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La variabilité hivernale de la zone d’afleurement des AAIW : Les isopycnes
caractérisant les AAIW affleurent à la surface de l’océan pendant l’hiver austral en se
déplaçant vers le nord du début à la fin de l’hiver austral. La figure 2.19 rend bien compte
du déplacement de la zone d’affleurement de l’isopycne 27.2σθ pendant l’hiver austral dans
notre simulation REFsam. Ce déplacement rend également compte de la grande variabilité
inter-annuelle de la position de la zone d’affleurement des isopycnes dans l’océan austral.
En comparant cette figure avec la figure 2.7, nous remarquons que à la fin de l’hiver austral,
l’isopycne 27.2σθ peut affleurer soit au nord soit au sud du PF dans le secteur sud-ouest
du bassin Atlantique. Cette remarque revêt une importance particulière, car la qualité des
propriétés hydrographiques ventilées dans l’intérieur de l’océan dépendra fortement de la
position relative de l’affleurement hivernal des AAIW par rapport au PF.
Figure 2.19 – Distribution spatiale de la fréquence (en pourcentage) de passage de l’isopycne
27.2σθ ± 0.02kg.m
−3 en surface pour chacun des mois d’hivers sur la période 1995-2004 pour la
simulation REFsam : En dégradé vert pour le mois d’avril, en dégradé bleu pour le mois de mai,
en dégradé orange pour le mois de juin, en dégradé violet pour le mois de juillet, en dégradé gris
pour le mois d’aout et en dégradé rouge pour le mois de septembre. (exemple : si l’on observe, en
un point donné de la surface, une valeur de 20% sur l’échelle du mois de septembre, cela signifie
qu’au point considéré l’isopycne aura transité par ce point pendant les mois d’avril 20% du temps
de toute la période hivernale entre 1995 et 2004 c’est à dire seulement 2 mois d’avril sur les 10
mois d’avril contenus dans la période). En haut de l’image , un zoom régional mettant en lumière
le décalage vers le nord de la zone d’affleurement pendant l’hiver austral.
2.4.6 L’activité turbulente de surface
Nous avons souligné dans la section 2.4.5 que le transport d’Ekman et les flux air-mer
sont considérés comme deux processus majeurs pilotant les changements des propriétés
hydrographiques de surface dans les zones de formations des SAMW et AAIW. D’une
part, le processus de diffusion turbulente de la chaleur peut jouer un rôle important dans
la modulation des propriétés hydrographiques et du volume des SAMW (Sallée et al.,
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2008a). D’autre part, Lachkar et al. (2009) montrent que les tourbillons océaniques sont
nécessaires pour reproduire la distribution circumpolaire hétérogène des zones de sub-
duction des AAIW. Enfin le transport tourbillonnaire peut compenser partiellement le
transport d’Ekman (Marshall and Radko, 2003).
Le processus de diffusion turbulente agit significativement dans le secteur des courants
de bord ouest des bassins océaniques ainsi que dans les régions où la topographie est
marquée, en particulier autour du plateau des Kerguelen et du plateau de Campbell. De
plus, la diffusion turbulente de chaleur peut agir en amont des zones de formation des
SAMW conditionnant la déstabilisation ou la restratification de la couche de mélange
océanique pendant la période de convection hivernale Sallée et al. (2008a). L’importance
de la contribution relative du processus de diffusion turbulente de chaleur a été mise en
évidence notamment dans l’océan indien autour du plateau des Kerguelen (Sallée et al.,
2006) mais aussi autour du plateau de Campbell dans le secteur sud-ouest du bassin Pa-
cifique Sallée et al. (2008a).
Dans la simulation REFsam, la compensation tourbillonaire peut se faire grâce à la com-
binaison de la physique résolue et de la paramétrisation de la diffusion latérale (voir le
tableau 2.1 pour les valeurs des coefficents). Koch-Larrouy et al. (2010) suggèrent que
l’énérgie cinétique turbulente (EKE) est un bon proxy pour estimer le pré-conditionnment
des MLD profondes hivernales le long de la partie nord de l’ACC. Nous utiliserons dans ce
qui suit l’EKE, afin de rendre compte de la capacité de la simulation REFsam à représenter
le processus de diffusion turbulente. L’EKE est définit ici comme la variance ”VAR“ de la
vitesse de la surface océanique ”U “ telle que V AR(U) = U2 − U
2
. La figure 2.20 montre
une comparaison entre un champ d’observation de l’EKE et le champ d’EKE de la simula-
tion REFsam dans trois régions clés pour la formation des SAMW et AAIW. Les régions
où l’activité tourbillonnaire est élévée sont correctement positionnées dans la simulation
REFsam ; cependant l’intensité de l’EKE est grandement sous-estimée dans la simulation
REFsam en comparaison avec les observations.
Figure 2.20 – Energie cinétique turbulente (EKE) moyenne de la surface océanique estimée sur
la période 1992-2002 pour les observations AVISO (en haut) et sur la période 1995-2004 pour
la simulation REFsam (en bas) autour du passage de Drake (à gauche), autour du plateau des
kerguelen (au centre) et autour du plateau de Campbell (à droite). En trait noir, la position
moyenne du front SAF estimé sur la période 1995-2004 pour la simulation REFsam.
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2.4.7 La glace de mer
La glace de mer, dans certaines proportions de concentration et d’épaisseur agit comme
un isolant thermodynamique entre l’océan et l’atmosphère ; une représentation la plus
réaliste possible est donc de mise pour une estimation qualitative de la variabilité spatio-
temporelle des flux air-mer , tout particulièrement dans la zone de glace de mer saisonnière
( SIZ ). Le réglage des paramètres primordiaux du modèle de glace ( tableau 2.1 ) fut l’un
des enjeux de la thèse de Mathiot (2009). Nous avons adoptés, les valeurs de paramètres
recommandés par Pierre Mathiot.
Figure 2.21 – Indices caractérisant (en haut) l’extension de la glace de mer et (en bas) la surface
de la glace de mer ; en rouge les indices de la simulation REFsam et en pointillé bleu les indices
des observations fournies par la NOAA/NSIDC.
Distribution de la glace de mer :
L’extension globale (SIE) de la glace antarctique du modèle cöıncide presque parfaitement
avec les observations pendant toute la période d’étude à l’exception de l’été austral (figure
2.21) ; en effet, En été, le modèle sous-estime la SIE chaque année de la simulation. En
outre la superficie globale couverte par la glace de mer est exagérée en hivers austral et
anormalement faible pendant la saison estivale (figure 2.21).
la répartition de la glace de mer hivernale est très réaliste ; les extensions maximales
de glace de mer que l’on retrouve au niveau des gyres de Weddell et de Ross sont bien
représentées ; On peut remarquer toutefois un léger déficit de glace de mer au niveau de
la pointe nord du gyre de Ross ( figure 2.22). En été austral on observe un déficit de glace
tout autour du continent avec en particulier une disparition totale de glace de mer dans
le secteur est antarctique au mois de mars.
Epaisseur de la glace de mer :
Les observations satellites ICEsat ont fait l’objet d’une étude récente (Kurtz and Markus ,
2012) sur l’épaisseur de glace de mer. Pendant l’hiver austral, la figure 2.23 montre que
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l’épaisseur de glace de mer dans la simulation REFsam est plus importante que dans les
observations dans la région du ”pack“ de glace de mer. Au contraire, pendant l’été et
l’automne austral l’épaisseur de glace de mer est moins importante dans la simulation
REFsam. Dans la région marginale de glace de mer, l’épaisseur de glace de mer dans la
simulation REFsam est moins importante en hiver sur une majeure partie du pourtour
de la SIZ et en particulier dans le secteur de la mer de Weddell. Entre la saison estivale
et la saison automnale, les observations satellites suggèrent un épaississement significatif
de la glace de mer ; la simulation REFsam ne capture qu’imparfaitement cette transition
saisonnière. En effet, dans la simulation REFsam, les mers de Bellingshausen, Admunsen
et Ross sont sujettes à un amincissement drastique de la couche de glace pendant cette
transition saisonnière. Cependant nous pouvons remarquer que la variabilité saisonnière
et inter-annuelle de l’indice temporel de surface de glace du modèle est en phase avec
celui issu des données observées (voir la figure 2.21). Ainsi l’amincissement ”paradoxale“
(entre l’été et l’automne) de la couverture de glace de mer dans la simulation REFsam est
contre-balancé par une augmentation croissante de la surface de glace de mer lors de cette
transition saisonnière.
Circulation de la glace de mer :
La figure 2.24 montre les principales structures de la circulation de la glace de mer péri-
antarctique que ce soit en été ou en hiver austral. En été la circulation dirigée vers le Nord
reflète bien l’influence des vents de barrières le long de la péninsule antarctique et le long
de la châıne de montagnes trans-antarctique. En hiver, la circulation dominant les Gyres
de Ross et de Weddell, la circulation cyclonique à la frontière nord de la SIZ, la circulation
anticyclonique le long du littoral, sont cohérents avec le champ de vent et la circulation
océanique sous-jacente. Cependant, l’intensité de vitesse de déplacement de la glace de
mer du modèle est relativement plus forte que dans les observations en particulier dans les
zones proches du littoral. Cette amplification de la vitesse de la glace peut être attribuée
à la disposition de la glace de mer dans le modèle. En effet, dans LIM2 la glace de mer
est ”posée“ sur la surface de l’océan ; elle est donc plus sensible à la tension de vent à sa
surface et peut ainsi glisser plus facilement sur l’océan.
Figure 2.22 – Concentration de glace de mer, en moyenne climatologique (1995-2004) pour le
mois de Mars ( à gauche ) et le mois de septembre (à droite). La ligne rouge représente l’isoligne
de concentration 15% du jeu de données fourni par le NSIDC
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Figure 2.23 – Epaisseur de glace de mer, en moyenne climatologique 2003-2008 pour les obser-
vations issues du satellite ICEsat ( source : Kurtz and Markus (2012) ) (en haut), en moyenne
climatologique 1999-2004 pour la simulation REFsam (en bas), de gauche à droite au printemps,
en été et en automne.
Figure 2.24 – Champs de vitesse de la glace de mer, en moyenne climatologique (1995-2004 )
pour le mois de septembre (en haut) et le mois de mars (en bas) ; pour le champs observé issu du
NSIDC (à gauche) et la simulation REFsam (à droite).
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2.4.8 La réponse instantanée de la surface au SAM
Dans cette section, nous comparons la réponse instantanée de la SST et de la SIE au SAM.
La réponse instantanée signifie dans le cas présent une réponse à l’échelle mensuelle. Cette
analyse nous donnera une indication sur la capacité du modèle à représenter les interactions
air-mer-glace de mer et particulièrement leurs covariations avec le SAM.
Comme nous l’avons mentionné en Introduction générale, la réponse instantanée de la
température de surface au SAM est sensiblement différente des tendances observées. D’une
part Un événement SAM positif occasionnera en moyenne zonale une anomalie froide
dans l’AZ et la PFZ et une anomalie chaude dans la STZ (Lovenduski and Gruber , 2005;
Sen Gupta and England , 2006; Thompson et al., 2011) ; cette réponse doit cependant
être nuancée par des disparités régionales grandes échelles ; ainsi le secteur englobant
la péninsule antarctique du Pacifique sud-est au centre de la mer de Weddell subit une
anomalie chaude de surface en réponse au SAM ; en outre le refroidissement au sud de
l’ACC s’étend au delà de ce dernier dans le Pacifique central et dans le secteur australien
de l’océan Indien. La persistance des anomalies de SST après un épisode SAM positif est
cohérent avec une réponse thermique passive de l’océan Austral aux variations saisonnières
de la CMO en réponse au SAM (Ciasto and Thompson, 2008; Sallée et al., 2010; Ciasto
et al., 2011).
La figure 2.25 montre la réponse instantanée de la SST au SAM pour une SST observée
et la SST de la simulation REFsam. En premier lieu, nous pouvons constater que les
observations rendent bien compte de la description faite ci-dessus. En outre, la réponse de
la SST au SAM dans la simulation REFsam est similaire à celle issue des observations.
Figure 2.25 – Régressions des moyennes à 8 jours (resp. mensuelles) de SST (en ➦C) dont le cycle
saisonnier et la tendance linéaire sont soustraits sur l’indice SAM (NCEP) dont la tendance linéaire
est également soustraite pour les observations AVHRR (resp. la simulation REFsam) à gauche
(resp. à droite). Le calcul de régression est effectué sur la période 1980-2001 pour REFsam et
1985-2003 pour AVHRR (Lovenduski and Gruber , 2005).Sur l’image de droite, les zones hachurées
recouvrent les coefficients de régression linéaire non significatif à 90% suivant le t-test qui sera
utilisé dans la sous-section 3.3.2.
Comme nous l’avons mentionné en introduction générale, une phase positive du SAM
induit une augmentation de la couverture de glace de mer dans le secteur est de la mer
de Ross et dans le secteur d’Amundsen et une diminution dans le secteur de la mer de
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Bellingshausen et au nord de la mer de Weddell. La figure 2.26 montre une comparaison de
la réponse instantanée de la SIE au SAM entre un jeu d’observation, un ensemble de GCMs
et notre simulation REFsam. La simulation REFsam rend bien compte de la distribution
spatiale des covariations de la glace de mer avec le SAM. En outre cette distribution est
mieux représentée dans la simulation REFsam que dans l’ensemble des GCMs utilisés dans
l’étude de Lefebvre and Goosse (2008). Toutefois l’intensité de la réponse de la SIE de la
simulation REFsam n’est pas correcte. En effet, l’anomalie négative en mer de Weddell et
en mer de Bellingshausen est environ trois fois supérieure à celle issue des observations ;
malgré tout, l’anomalie positive en mer d’Amundsen et en mer de Ross de la simulation
REFsam est du même ordre de grandeur que celle issue des observations. Le lecteur est
invité à garder en mémoire la surestimation de la diminution de la couverture de glace de
mer en mer de Weddell et ce pour mieux comprendre les résultats des chapitres 4, 5 et 6.
Figure 2.26 – Régressions de la moyenne annuelle de SIE (en %) dont la tendance est soustraite sur
l’indice SAM (NCEP) dont la tendance est également soustraite pour les observations HADISST (à
gauche) pour l’ensemble des GCMs utilisés dans l’étude de Lefebvre and Goosse (2008) (au centre)
et pour REFsam (à droite). Le calcul de régression est effectué sur la période 1979-2004 pour les
deux images de gauche et sur la période 1980-2004 pour l’image de droite. Sur l’image de droite,
les zones hachurées recouvrent les coefficients de régression linéaire non significatif à 90% suivant
le t-test qui sera utilisé dans la sous-section 3.3.2. Les 2 images de gauche sont issues de Lefebvre
and Goosse (2008)
2.5 Conclusion
Dans la simulation de référence REFsam, la représentation des AAIW et SAMW et
de certains paramètres clés intervenant dans la modulation de ces masses d’eau sont
plus ou moins correctes. Certains paramètres sont convenablement représentés. Ainsi,
la représentation des fronts SAF et PF, de la couche de mélange, des masses d’eau in-
termédiaires et modales dans notre simulation est relativement semblable aux observa-
tions. Les processus principaux modulant les propriétés des masses d’eaux intermédiaires
et modales dans notre simulation de référence REFsam correspondent à ceux qui ont été
distingués dans les études de modélisation antérieures (transport d’Ekman, flux air-mer,
activité tourbillonnaire).
D’autres paramètres ne semblent pas correspondre de manière adéquate aux observations.
Ainsi les processus tourbillonnaires de surface simulés dans REFsam agissent sur l’océan
avec une intensité significativement moindre que ceux observés par le biais des mesures al-
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timétriques. En outre la résolution du modèle ne permet de représenter que marginalement
les tourbillons associés au processus d’instabilité barocline dans les régions des hautes la-
titudes où le rayon de déformation de Rossby est de l’ordre de 5 km, (Beckmann et al.,
2001). Le mélange est ainsi moins bien représenté. D’autre part la représentation de la com-
pensation tourbillonnaire du transport d’Ekman est également affectée. Toutefois, notons
que la littérature a suggérée que les processus contrôlant la variabilité des propriétés des
masses d’eau pouvaient changer d’une période à l’autre, ou autrement dit d’un ”scénario“
atmosphérique à un autre. Il est ainsi difficile de statuer sur la contribution relative de
chacun des processus dans la modulation des propriétés des masses d’eau considérées. La
SIZ est particulièrement sujette à des incertitudes. En effet la représentation de la glace
de mer n’est pas complètement réaliste (l’épaisseur est constante dans une maille, la for-
mation de crête de compression n’est pas prise en compte dans la dynamique, le coefficient
de trâınée est constant pour l’océan comme pour l’atmosphère alors qu’en réalité il varie
très fortement (Wadhams, 2000), la rhéologie de la glace est une rhéologie visco-plastique,
alors qu’elle est de nature élasto-fragile en réalité (Weiss et al., 2007). En outre, la source
d’eau douce venant de la fonte basale des ice shelves n’est pas prise en compte dans nos
simulations.
Pour pallier à certains défauts de modélisation, des efforts récents ont été effectués pour
améliorer la configuration PERIANT05. Par exemple, la représentation des eaux denses le
long du talus continental Antarctique a été amélioré afin de mieux représenter la formation
des AABW. En outre, le choix de substituer le rappel en salinité de surface par un estimé
du flux d’eau douce équivalent dans la simulation REFsam laisse une plus grande latitude
aux processus thermodynamiques pour moduler les propriétés hydrographiques de surface
et a fortiori les propriétés des AAIW et SAMW.
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3.1 Introduction
Pour forcer nos simulations, nous avons choisi le jeu de données atmosphériques de sur-
face DFS3. L’objet de ce chapitre est la mise en perspective de ce jeu de données par
rapport à d’autres jeux de données existants. Nous comparerons non seulement les flux
air-mer diagnostiqués à partir des variables atmosphériques mais aussi l’empreinte du SAM
sur les variables atmosphériques elles mêmes. Les tendances climatiques sont difficilement
identifiables dans les produits atmosphériques. En effet les changements de systèmes d’ob-
servation et en particulier l’avènement du satellite au début des années 80 ont introduits
des biais dans l’estimation ce ces tendances (Bengtsson et al., 2004). En outre même si
l’on mesure de mieux en mieux les paramètres atmosphériques grâce aux satellites, on
observe de grandes disparités dans l’estimation des valeurs des variables atmosphériques
entre différents produits qu’ils proviennent de mesures empiriques ou de sorties de GCM
assimilé (réanalyses). Prendre la mesure de la qualité relative du jeu de données DFS3
choisit comme forçage dans nos expériences de sensibilité au SAM évoquées en Introduc-
tion générale est donc un enjeu capital. Il est d’autant plus important de considérer ce
choix que notre étude concerne en particulier la modulation des propriétés des masses
d’eau intermédiaires et modales lors de leur affleurement pendant l’hiver austral.
Après avoir présenté les différents produits atmosphériques, on évaluera le choix du jeu
de données atmosphériques DFS3, comme forçage, à travers une étude d’impact sur les
flux diagnostiqués d’origine mécanique, thermique et haline. Puis on évaluera l’impact
relatif de ce choix sur la signature du SAM sur les variables atmosphériques. Une fois le
cadre posé, nous détaillerons la méthodologie de forçage employée dans les expériences de
sensibilité au SAM.
3.2 Description des données atmosphériques de surface
Les différents jeux de données utilisés sont les suivants :
— DFS3 (Brodeau et al., 2010) : Ce jeu de données atmosphériques de surface est
une combinaison du forçage CORE v1, développé par Large (2004), dont sont ex-
traits les précipitations, le flux solaire incident et le flux infrarouge incident et
des réanalyses ERA40 (pour la période 1958-2001) et de l’analyse opérationnelle
ECMWF (pour la période 2002-2007) qui fournissent les composantes zonales et
méridiennes du vent à 10 mètres, l’humidité de l’air à 2 mètres et la température
de l’air à 2 mètres. Le lecteur est invité à se reporter au tableau 2.2 pour les
détails techniques du jeu de forçage DFS3. Les bilans de chaleur et d’eau douce
(+12.8W.m−2 et +56 mm.an−1 respectivement) ne sont pas fermés dans DFS3.
— DFS4.3 (Brodeau et al., 2010) : Ce jeu de données atmosphériques de surface est
une adaptation évolutive du forçage DFS3 faite dans le but d’améliorer la cohérence
du jeu de données ( meilleur continuité, correction des tendances irréalistes, équilibre
du bilan de chaleur et d’eau douce). Les améliorations sont effectuées en suppri-
mant les discontinuités temporelles irréalistes entre ERA40 et ECMWF d’une part
et en corrigeant les biais dans ERA40 grâce à l’apport d’observations de grande
qualité. Ainsi le vent est corrigé via une comparaison avec les données QuickScat.
Ces corrections en vent amplifient, entre autre, les vents d’est entre 30➦S et 45➦S de
8% et diminuent les vents d’ouest au sud de 45➦S de 3% ; les flux radiatifs sont issus
de ISCCP-FD (Zhang et al., 2004) ; les précipitations sont issues du jeu de données
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GXGXS (Large, 2004). Enfin Ces différents ajustements améliorent la fermeture du
bilan de chaleur et du bilan d’eau douce. En effet le bilan de chaleur n’est plus que
de +0.3W.m−2 et le bilan d’eau douce n’est plus que de −0.2 mm.an−1.
— COREv2 (Large and Yeager , 2009) : il s’agit d’un jeu de données atmosphériques
de surface combinant les réanalyses NCEP avec des observations satellites. La
résolution temporelle est de 6h pour les variables ~U10, θa et qa, 1 jour pour les
variables radiatives radsw et radlw ainsi que 1 mois pour les variables d’eau douce
precip et snow.
— réanalyses ERAi (Dee et al., 2011) : La résolution temporelle est de 3h pour les
variables ~U10, θa et qa, 1 jour pour les variables radiatives radsw et radlw et les
variables d’eau douce precip et snow.
— réanalyses NCEPR2 1 : La résolution temporelle est de 6h pour les variables ~U10,
θa et qa, 1 jour pour les variables radiatives radsw et radlw et les variables d’eau
douce precip et snow.
— réanalyses MERRA 2 : chaque variable a une résolution temporelle mensuelle.
— analyse objective OAFlux (Jin and Weller , 2008) : chaque variable a une
résolution temporelle mensuelle.
— observations satellites HOAPSv3.2 (Andersson et al., 2010) : chaque variable
a une résolution temporelle mensuelle
La période commune a tous ces jeux de données est 1990-2004. Afin de rendre compte des
différences entre ces jeux de données, les comparaisons seront faites sur cette période et
ce même si certains jeux de données offrent une période d’analyse plus longue.
3.3 Estimation qualitative des régressions au SAM
L’objet de cette section est d’estimer qualitativement la covariance linéaire de chaque va-
riable atmosphérique utilisée dans le forçage de surface de l’océan et de la glace de mer avec
le SAM. Nous commenterons tout d’abord le choix de l’indice SAM utilisé pour construire
les perturbations de forçage. A cette fin, nous mettrons en évidence les différences de la
covariance de la composante zonale du vent (issue de DFS3) avec deux indices SAM. Puis,
nous comparerons les différents flux air-mer (tension de vent, flux net de chaleur, flux
d’eau douce) diagnostiqués pour chacun des produits listés à la section précédente. Enfin,
Nous comparerons la signature du SAM sur les précipitations et les flux radiatifs entre les
différents produits dont nous disposons.
3.3.1 Choix de l’indice SAM
Deux indices SAM ont été sélectionné pour estimer l’incertitude sur les covariations
linéaires des différentes variables atmosphériques sur le SAM.
1. les données NCEP Reanalysis 2 sont fournies par NOAA/OAR/ESRL PSD, Boulder, Colorado, USA,
à partir de leur site web à l’adresse : http ://www.esrl.noaa.gov/psd/
2. Une collection d’articles provenant de l’American Meteorological Society (http ://jour-
nals.ametsoc.org/page/MERRA)
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variables atmosphériques
u10,v10 q2 q10 t2 t10 radsw radlw precip
DFS3 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
DFS4.3 ✔ ✔ ✔ ✔ ✔ ✔
COREv2 ✔ ✔ ✔ ✔ ✔ ✔
ERAi ✔ ✔ ✔ ✔ ✔ ✔
NCEPR2 ✔ ✔ ✔ ✔ ✔ ✔
MERRA ✔ ✔ ✔ ✔ ✔ ✔
OAFlux ✔ ✔
flux air-mer
Qnet EmP
OAFlux ✔
HOAPSv3.2 ✔
Table 3.1 – Synthèse des variables atmosphériques et des flux pour chaque jeux de données
utilisé dans l’étude comparative. u10 et v10 sont les composantes zonales et méridiennes du vent
à 10 mètres, q2 et q10 représentent l’humidité spécifique à 2 mètres et à 10 mètres, t2 et t10
représentent la température de l’air à 2 mètres et à 10 mètres, radsw et radlw représentent les
flux de chaleur radiatifs respectivement solaire incident et infra-rouge indicent, precip représente
le champ total de précipitation liquide et solide. EmP représente le bilan d’eau douce évaporation
moins précipitation (EmP) et Qnet le flux de chaleur total à l’interface océan-atmosphère
.
L’indice NCEP
L’indice NCEP (Mo, 2000) est ici défini à partir des anomalies de hauteurs dynamiques
des couches atmosphériques isobariques. Les séries temporelles associées à cet indice sont
téléchargeables via la page web 3. Le lecteur est invité à visiter la page web de la NOAA 4
pour les détails techniques du calcul de l’indice. L’indice journalier NCEP est construit
en projetant l’anomalie de hauteur dynamique à 700mb au sud de 20➦S sur le motif de
chargement du SAM. Ce dernier est définit comme le mode principal d’une analyse EOF
des moyennes mensuelles de l’anomalie de hauteur dynamique à 700mb. Les données de
hauteur dynamique sont issues des réanalyses NCEP. Chaque échantillon journalier est
ensuite normalisé par la moyenne mensuelle correspondante de l’indice.
L’indice BAS
L’indice BAS (Marshall , 2003) est ici défini comme la différence normalisée entre la
moyenne zonale de SLP (Sea Level Pressure) à 40➦S et 65➦S ; cette définition est tirée des
travaux Gong and Wang (1999). Cet indice est estimé à partir des mesures réalisées dans
les stations présentées dans la figure 3.1. Les séries temporelles associées à cet indice sont
téléchargeables à l’adresse http ://www.nerc-bas.ac.uk/public/icd/gjma/newsam.1957.2007.txt
Le lecteur est invité à visiter http ://www.nerc-bas.ac.uk/icd/gjma/sam.html pour les
détails techniques de calcul de l’indice.
Les séries temporelles sur la période 1990-2004 de ces deux indices sont présentées dans la
figure 3.2. On constate d’une part que ces deux séries temporelles sont en phase et d’autre
3. http ://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily ao index/aao/monthly.aao.index.b79.current.ascii
4. http ://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily ao index/aao/aao.shtml
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part que l’amplitude de l’indice BAS est en moyenne 2 fois plus grande que celle de l’indice
NCEP. Dans la section suivante, nous normaliserons chacun de ces indices par leur écart
type respectif (0.993 pour NCEP et 1.779 pour BAS) dans la perspective de comparer
quantitativement les covariances entre ces indices et la composante zonale du vent (issue
de DFS3).
Figure 3.1 – Stations d’observation dont les mesures sont utilisées pour estimer l’indice BAS.
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Figure 3.2 – Séries mensuelles des indices SAM pour les jeux de données NCEP et BAS sur la
période 1990-2004.
Sensibilité du vent zonal au choix de l’indice
Le phasage et le ratio entre les indices BAS et NCEP ont une incidence significative sur la
covariation linéaire des variables atmosphériques avec le SAM selon que l’on choisit l’un
ou l’autre de ces indices. Pour estimer cette covariation linéaire, on calcule la régression
linéaire entre les séries temporelles mensuelles de la variable atmosphérique considérée
en chaque point du domaine PERIANT05 et de l’indice SAM sur la période 1990-2004.
Cela revient à minimiser l’erreur quadratique Err de la relation linéaire liant les séries
temporelles de la variable atmosphérique (Vatmo(x, y, t)) et de l’indice SAM (Isam(t)) par
l’estimation de la matrice des coefficients de la régression linéaire (PVatmo(x, y)) tel que :
Err = (Vatmo(x, y, t)− Isam(t) · PVatmo(x, y))
T (Vatmo(x, y, t)− Isam(t) · PVatmo(x, y))
(3.1)
Une fois les indices pondérés par leur écart type respectif (0.993 pour NCEP et 1.779
pour BAS), les covariations linéaires de la composante zonale du vent et des deux indices
SAM (figure 3.3) ont une distribution spatiale quasi semblable ; toutefois deux différences
persistent : D’une part la réponse linéaire du vent au SAM est très légèrement plus grande
lorsqu’elle est estimée à partir de l’indice NCEP et d’autre part les maxima centrés dans
l’océan indien et l’océan Pacifique sont décalés zonalement de 30◦ de latitude entre les
deux images. En effet, dans le cas de l’indice NCEP, le maximum de l’océan Pacifique
est situé dans le secteur 150➦W-180➦W et le maximum de l’océan Indien est situé dans les
secteur 90➦E-120➦E alors que, dans le cas de l’indice BAS, le maximum de l’océan Pacifique
est situé dans le secteur 150➦E-180➦W et le maximum de l’océan Indien est situé dans le
secteur 50➦E-70➦E.
En outre, l’absence de station de mesure dans l’océan Pacifique (Figure 3.1) semble
préjudiciable à considérer l’indice BAS dans la suite de cette étude. Toutefois, ces re-
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marques ne permettent nullement de déduire qu’elle indicateur est le plus pertinent à
utiliser dans nos expériences de sensibilité. Cependant le choix de l’un par rapport à
l’autre nous permettra de prendre, en partie, la mesure de l’incertitude sur la réponse de
l’océan et notamment l’incertitude sur la réponse de la distribution du transport d’Ek-
man méridien. Ainsi on choisira, par la suite, l’indice dont la réponse sur les variables
atmosphériques est la plus intense et dont les maxima de vent zonal sont centrés plus à
l’est dans les bassins Indien et Pacifique, c’est à dire l’indice NCEP. Cet indice sera utilisé
pour les comparaisons des régressions linéaires des différentes variables atmosphériques
sur le SAM.
Figure 3.3 – Motifs de régression linéaire de la composante zonale du champ de vent sur les
indices du SAM BAS (à gauche) et NCEP (à droite) sur la période 1990-2004.
3.3.2 Mise en perspective de DFS3
Le forçage DFS3 a été retenu comme contrainte atmosphérique des différentes expériences
réalisées. Une comparaison des flux thermiques, dynamiques et halins estimés pour chaque
jeu de données recensé dans le tableau 3.3 nous permettra de mettre en perspective les
qualités de DFS3.
On définit ici trois métriques “∆”, “σ” et “δ” pour comparer un ensemble de “n“ jeux de
données à un seul jeu de données pivot :
{
∆0(X
(1,...,n)) = X0 −X(1,...,n)
σ0(X
(1,...,n)) = σ(X0 −X(1,...,n))
(3.2)
δ0(X
(1,...,n)) =
{
1 si signe(X0) = signe(X(1,...,n))
0 sinon
où X0 est la variable du jeu de données “pivot” 0 ( i.e. DFS3 ), X(1,...,n) est l’ensemble de
la même variable pour les n autres jeux de données, σ() est la fonction écart type ; ainsi
σ(X0 − X(1,...,n)) représente l’écart type entre chaque membre des n jeux de données et
le jeu de donnés pivot. X(1,...,n) est la moyenne locale de cette variable pour les n jeux de
données. δ() indique si X0 est du même signe que X(1,...,n).
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Sensibilité des flux air-mer au choix de DFS3
Dans cette section on estime les échanges océan-atmosphère (la tension de vent τx, le
flux net de chaleur Qnet et le flux d’eau douce EmP) pour chaque jeu de réanalyses à
partir des formulations Bulk décrites au chapitre 1. L’outils FOTO (Brodeau et al., 2010)
est dédié à l’estimation de ces flux. Il recquiert une SST comme condition de surface
océanique prenant en compte la présence de la glace de mer. On utilise ici un produit de
SST développé par Hurrell et al. (2008) ; ce produit fourni des données de concentration
de glace de mer mensuelles et des données de SST mensuelles estimées à partir de l’analyse
d’interpolation optimale développée par la NOAA. Il existe de grandes différences entre
les flux diagnostiqués à partir des produits de réanalyses (ERAi, NCEPR2, MERRA) et
à partir des observations (OAFlux, HOAPSv3.2). Le calcul des métrique “∆”, “σ” et “δ”
ne prendra donc en compte que les réanalyses ; les flux estimés à partir des observations
seront comparés directement avec les flux de DFS3.
Le forçage mécanique sur l’océan : Dans la zone d’affleurement des eaux in-
termédiaires et modales autour des fronts PF et SAF, la tension zonale (Taux) induite
par DFS3 y est environ 10 % inférieure à celles de l’ensemble des autres jeux de forçage
(image ∆/Taux de la figure 3.4) ; l’incertitude σ associée à l’estimation de Taux (image
σ/Taux de la figure 3.4) y est la plus importante dans tout l’océan Austral et de l’ordre
de l’écart observé entre DFS3 et les autres jeux de données. ceci implique une anomalie
de transport d’Ekman vers le sud induite par le forçage DFS3. On observe également de
grandes disparités dans la SIZ. En effet, sur le pourtour du continent Antarctique l’écart
entre DFS3 et les réanalyses est supérieur à 100%. Cet écart important peut s’expliquer
par des différences de position méridienne de la zone d’inversion du champs de vent entre
des vents d’ouest au nord de ∼65➦S et des vents d’est plus au sud. En effet au voisinage
de la côte antarctique les vents d’est dominent. Il est néanmoins indispensable de rappeler
ici que les valeurs de tensions zonales du vents dans cette région de transition sont relati-
vement très faibles par rapport au reste du domaine.
Dans la zone d’affleurement des eaux intermédiaires et modales autour des fronts PF et
SAF et plus particulièrement dans le secteur australien et le secteur africain, la tension
méridienne (Tauy) induite par DFS3 y est environ 50% supérieure à celles de l’ensemble
des autres jeux de forçage (image ∆/Tauy de la figure 3.4) ; l’incertitude σ associée à
l’estimation de Tauy (image σ/Tauy de la figure 3.4) y est la plus importante dans tout
l’océan Austral et de l’ordre de l’écart observé. entre DFS3 et les autres jeux de données.
ceci implique une anomalie de transport d’Ekman vers l’est induite par le forçage DFS3.
La métrique δ ne rend pas compte d’aucune région d’inversion significative entre DFS3 et
le reste des jeux de données.
Les échanges de chaleur avec l’océan : Les flux de chaleurs sont ceux qui dévoilent
la plus grande incertitude ; Dans la zone d’affleurement des eaux intermédiaires et modales
autour des fronts PF et SAF, le flux net de chaleur entrant (Qnet) induit par DFS3 y est
supérieur de 40% à plus de 100% à celui de l’ensemble des autres jeux de forçage (image
∆ de la figure 3.5) ; l’incertitude σ associée à l’estimation de Qnet (image σ de la figure
3.5) y est la plus importante dans tout l’océan Austral et de l’ordre de l’écart observé
entre DFS3 et les autres jeux de données. Cette disparité entre jeux de données traduit
également un autre phénomène : La distribution spatiale des flux sortant et entrant n’est
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Figure 3.4 – (ligne du haut) Tension zonale de vent TauX (à gauche), sur la période 1990-2004
pour le forçage DFS3 ; les couleurs froides correspondent à une tension dirigée vers l’ouest tandis
que les couleurs chaudes correspondent à une tension dirigée vers l’est. Métrique ∆DFS3 (voir
équation 3.2) (au centre). Métrique σDFS3 (voir équation 3.2) (à droite).
(ligne du centre) Identique à la ligne du haut pour la tension méridienne de vent TauY ; les couleurs
froides correspondent à une tension dirigée vers le sud tandis que les couleurs chaudes correspondent
à une tension dirigée vers le nord.
(ligne du bas) Métrique δDFS3 (voir équation 3.2) pour TauX (à gauche) et pour TauY (à droite) ;
les zones bleues caractérisent les lieux où le flux de DFS3 est de signe opposé au flux moyen de
l’ensemble des autres jeux de données.
En trait bleu claire le PF, et en trait blanc ou bleu foncé le SAF, estimés à partir de la moyenne
climatologique 1990-2004 de la simulation REFsam.
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pas identique d’un jeu de données à l’autre (voir image δ de la figure 3.5) ; ceci explique que
certaines régions australes voient un flux entrant dans le cas du forçage DFS3 alors qu’il est
sortant en moyenne dans l’ensemble des autres jeux de données. Ainsi une même zone est
susceptible de se réchauffer ou de se refroidir en fonction de la contrainte atmosphérique
imposée ; les zones bleues associées à la métrique δ, rendent compte de cette différence.
Notons que dans les régions de formation des SAMW et AAIW (autour des fronts SAF
et PF, dans le secteur sud-est indien en aval de Kerguelen et dans le Pacifique sud-est)
tandis que DFS3 a tendance à refroidir l’océan de surface, les autres jeux de données ont
tendance à le réchauffer (voir image δ de la figure 3.5). Enfin l’incertitude dans l’estimation
du flux de chaleur Qnet doit être relativisée du fait de l’utilisation du jeu NCEPR2 qui
révèle de grandes différences en comparaison aux autres jeux de réanalyses qui sont quant
à eux plus proches de DFS3.
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Figure 3.5 – (En haut) Flux de chaleur océan-atmosphère total Qnet sur la période 1990-2004
pour le forçage DFS3 (à gauche) et les observations OAFlux (au centre) ; les couleurs froides
correspondent à un flux sortant de l’océan tandis que les couleurs chaudes correspondent à un flux
entrant ; métrique ∆DFS3 (voir équation 3.2) (à droite).
(En bas) Métrique δDFS3 (voir équation 3.2) pour Qnet (à gauche) ; les zones bleues caractérisent
les lieux où le flux de DFS3 est de signe opposé au flux moyen de l’ensemble des autres jeux de
données ; les zones grillées correspondent aux régions où Qnet(DFS3) < 0 ; métrique σDFS3 (voir
équation 3.2) (à droite).
Sur chacune de ces cartes, en trait bleu clair le PF, et en trait blanc ou bleu foncé le SAF, estimés
à partir de la moyenne climatologique 1990-2004 de REFsam.
Les flux d’eau douce à la surface océanique : Le jeu de données DFS3 rend bien
compte de deux zones distinctes (figure 3.6) ; ainsi on distingue une région aux moyennes
latitudes (à l’exception du secteur Pacifique-centre et Atlantique-ouest) où l’évaporation
domine les précipitations et une région aux hautes latitudes où les précipitations dominent
l’évaporation. Nous nommerons ces deux zones respectivement, le bassin d’évaporation et
le bassin de précipitation.
Dans la zone d’affleurement des eaux intermédiaires et modales autour des fronts PF et
SAF et plus particulièrement dans le secteur Indien-est et Pacifique-est, le flux net d’eau
douce (EmP) induit par DFS3 y est environ 50% supérieur à celui de l’ensemble des autres
jeux de forçage (image ∆ de la figure 3.6) ; Dans ce bassin de précipitation DFS3 montre
donc un déficit de précipitation par rapport à l’ensemble des autres jeux de données ;
l’incertitude σ associée à l’estimation de EmP (image σ de la figure 3.6) y est légèrement
inférieure ( 35%) à l’écart observé entre DFS3 et les autres jeux de données.
L’inter-comparaison du bilan d’eau douce EmP à l’interface air-mer pour les différents
jeux de données montrent moins d’incertitude que pour le flux Qnet. Cependant certaines
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régions d’importance dans notre étude révèlent de grandes disparités entre le forçage DFS3
et l’ensemble des réanalyses et observations. Cette incertitude est associée à la position
du front séparant les régions où dominent les précipitations et les régions où domine
l’évaporation, en particulier à la surface de l’océan Indien. Cette zone de transition se
situe dans la zone de production indienne des eaux modales (Sallée et al., 2010). Le
déplacement de cette structure frontale est matérialisé par les zones où le pourcentage
associé à la métrique “∆” est négatif et inférieur à -100% dans la figure 3.6 (zones mauves
pales). Remarquons que seul le bassin Atlantique est préservé d’une trop grande différence
entre jeux de données (l’écart entre DFS3 et les réanalyses varie entre 20% et 40%).
Rappelons à cet égard qu’il s’agit d’une zone potentiellement importante dans le processus
de fabrication des eaux intermédiaires (Talley , 1996). La modulation des masses d’eau
affleurantes au niveau de l’ACC par le flux air-mer d’eau douce ne souffre donc pas de la
même incertitude que l’on se situe dans l’océan Indien ou l’océan Atlantique.
Figure 3.6 – Identique à la figure 3.5 pour le flux d’eau douce EmP. Les observations utilisées
proviennent du jeu de données HOAPSv3.2
.
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La réponse des précipitation et des flux radiatif au SAM
La signature du SAM sur les variables atmosphériques est différente d’un jeu de données
à l’autre. Ces écarts sont particulièrement grands pour la variable précipitation et les
variables radiatives radsw et radlw. On ne discutera ici que les inter-comparaisons des
signatures du SAM sur les précipitations et les variables radiatives.
Les régressions linéaires des variables atmosphériques sur l’indice SAMNCEP sont implémentées
grâce à la méthode des moindres carrés. On évaluera la significativité de la régression
linéaire par l’emploi d’un t-test bilatéral pour lequel le degré de liberté est estimé en
suivant les travaux de Bretherton et al. (1999). Le coefficient de régression linéaire sera
considéré significatif si l’hypothèse “il existe une covariation linéaire entre la variable et
l’indice SAM” est probable à 90 %. Dans les figures qui alimenteront l’étude ci-dessous,
les zones hachurées indiqueront les zones où la corrélation est non significative.
Les précipitations : La figure 3.7 montre les cartes des coefficients de régression
linéaire des champs de précipitation issus des différents jeux de données sur l’indice SAM.
La distribution spatiale des apports et des déficits d’eau douce associée à une phase positive
du SAM est très comparable d’un jeu de données à l’autre. L’incertitude est principalement
de nature quantitative. DFS3 montre en moyenne une réponse deux fois moins intense en
comparaison aux autres jeux de données à l’exception de DFS4.3 et COREv2 ; L’impact de
ces différences quantitatives est particulièrement sensible dans la SIZ ; en effet dans cette
région la salinité (en comparaison à la température) contribue de manière plus grande
dans les flux de flottabilité que dans les régions des moyennes latitudes. Le ratio de la
contraction haline sur la dilatation thermique est de 30 :1 dans une eau à 2➦C alors qu’il
est de 10 :1 dans une eau au point de congélation (Aagaard and Carmack , 1989). Ces
grandes disparités entre jeu de données sont particulièrement vérifiées dans la mer de
ROSS , la mer de Weddell et la côte ouest de la péninsule antarctique. En outre, le cycle
de production/fonte de glace de mer dû au processus de mouillage dans ces régions sera
également sensible aux écarts de précipitation solide.
Les flux radiatifs : La figure 3.8 montre que le flux radiatif solaire incident est
quant à lui entaché d’une grande incertitude. On observe d’une part de grandes dispa-
rités régionales de la distribution de ce flux, et d’autre part des écarts de plus de 100%
dans la réponse de radsw au SAM entre DFS3 et les autres produits. En outre, les coeffi-
cients de régression linéaire ne sont pas significatifs dans tout le domaine austral (figure
3.8) et ce, quelque soit le jeu de données. La faiblesse statistique de la covariation linéaire
de radsw peut s’expliquer soit par la difficulté à estimer la couverture nuageuse qui module
en grande partie la diffusion et la diffraction du flux solaire incident vers l’océan soit par
l’“insensibilité” du flux solaire au SAM.
Le flux infra-rouge descendant est quant à lui statistiquement plus significatif dans la
SIZ pour l’ensemble des réanalyses à l’exception de notre jeu de forçage DFS3 (figure
3.9). La faiblesse du lien statistique entre le SAM et les flux radiatifs descendants dans
le forçage DFS3 nous conduit à exclure de nos études de sensibilité au SAM les variables
atmosphériques radiatives.
88CHAPITRE 3. SIGNATURE DU SAM SUR LES PROPRIÉTÉS ATMOSPHÉRIQUES DE SURFACE
Figure 3.7 – Cartes des coefficient de régression linéaire du champs de précipitation issue de
différents jeux de données sur l’indice SAM issu des produits NCEP sur la période 1990-2004. les
zones hachurées recouvrent les coefficients de régression linéaire non significatif à 90%. Le champ
de précipitation inclut la pluie et la neige.
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Figure 3.8 – identique à la figure 3.7 pour le flux solaire incident radsw.
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Figure 3.9 – identique à la figure 3.7 pour le flux infra-rouge descendant radlw.
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3.4 Méthodologie des perturbations de forçage
Dans cette section, nous allons présenter la stratégie de forçage retenue pour l’analyse de
l’impact du SAM sur les AAIW et SAMW. Il convient de préciser ce que nous entendons
par “impact du SAM” et en particulier quelles échelles de temps feront l’objet de cette
étude. Les nombreuses études antérieures sur la réponse des propriétés océaniques au SAM
distinguent trois échelles de temps distinctes : la réponse instantanée à la variabilité ra-
pide du SAM (corrélation/régression à l’échelle du mois, voir sous-section 2.4.8), la réponse
court-terme à un SAM stationnaire (Lefebvre and Goosse, 2005), la réponse long-terme
à la tendance du SAM vers une augmentation des phases positives (Meredith and Hogg ,
2006) ainsi que les tendances climatiques aux échelles multidecennales (ex : GCMS “ali-
mentés“ par différents scénarios). Comme nous l’avons souligné en introduction générale,
les réponses à ces différents types de forçage peuvent être différentes.
Dans cette étude, nous étudions la réponse “cumulée” au SAM ou autrement dit la réponse
long-terme au SAM stationnaire. La stationnarité est ici définit comme l’état le plus pro-
bable du SAM, c’est à dire en phase positive.
Ce type de réponse, étudiée dans cette thèse, peut s’exprimer par les différences entre une
simulation de sensibilité et une simulation de référence en fin de simulation ; elle traduit,
dans le cas présent, la réponse d’une propriété de l’océan à une déplacement artificielle
des propriétés de surface atmosphériques cohérent avec la tendance positive observée du
SAM, ou, autrement dit à l’augmentation du nombre de phases positives du SAM.
3.4.1 Présentation de la méthode
Afin de faire ressortir la signature de la tendance linéaire du SAM sur les variables at-
mosphériques du forçage, une perturbation sur ces dernières est effectuée. Pour ce faire,
nous avons utilisé la stratégie de forçage de Lefebvre and Goosse (2005) ; ce dernier a
calculé des forçages idéalisés pour la tension de vent et la température de l’air. Le tra-
vail présenté ici étend la démarche de Lefebvre and Goosse (2005) à chaque variable du
forçage. Notons dès à présent que, d’une part nous utiliserons non pas la tension de vent
mais la vitesse du vent lui-même et d’autre part, la perturbation en température de l’air
sera constante et non pas saisonnière. Ainsi pour chaque variable atmosphérique utilisée
dans le forçage DFS3 du modèle, une régression linéaire est calculée entre les séries tem-
porelles mensuelles de la variable considérée en chaque point du domaine PERIANT05 et
de l’indice SAM issu des produits NCEP 5 sur la période 1980-2001.
Une fois le motif spatial PVatmo(x, y) de régression estimé à l’aide de l’équation 3.1, il est
ajouté à la variable atmosphérique appropriée Vatmo, et ce, à chaque pas de temps du
forçage suivant l’équation (3.3).
Vsam(x, y, t) = Vatmo(x, y, t) + αPVatmo(x, y) (3.3)
ou α est une constante. Dans les différentes expériences nous avons opté pour une valeur de
α équivalente à l’écart type de l’indice SAM utilisé σsam. Dans le cas présent σsam = 0.993.
Les cartes des coefficients de régression sont présentées sur la figure 3.10. Quelque soit la
valeur de la significativité de la régression linéaire, nous avons appliqué la totalité du motif
5. http ://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily ao index/aao/monthly.aao.index.b79.current.ascii
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de régression au champ de forçage afin de conserver la continuité spatiale de la perturbation
atmosphérique. Notons que les zones non significatives correspondent généralement à de
très faibles valeur de la perturbation.
La covariation des variables atmosphériques du jeu de données DFS3 avec le SAM présentée
dans la figure 3.10 est cohérente avec les études antérieures de la réponse des propriétés
atmosphériques avec le SAM. En effet la synthèse effectuée dans la sous-section 1.2.3 en
introduction générale corrobore les motifs de régression des variables atmosphériques de
DFS3 sur l’indice SAM.
Figure 3.10 – Champ de perturbations SAM pour nos expériences de sensibilité (à l’exception de
radsw et radlw). Plus précisément, cartes des coefficient de régression linéaire de chaque variable
atmosphérique issue du jeu de forçage DFS3 (voir chapitre 1 pour plus de détail) sur l’indice SAM
issu des produits NCEP sur la période 1980-2001. les zones hachurées recouvrent les coéfficients
de régression linéaire non significatifs à 90%. Les coefficents de la carte “precip” prennent en
considération les précipitations liquide et solide. La carte “U10” représente le champ de vecteurs
vent à 10 m calculé à partir des composantes ‘“u10“ et ”v10“.
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3.4.2 Présentation des expériences de sensibilité au SAM
La simulation de référence (présentée dans le chapitre 1) est REFsam. Les simulations de
sensibilité aux perturbations “SAM” sont présentées dans le tableau 3.2. Les expériences
WIND, STRESS, NOSTRESS sont sensibles aux perturbations du vent à 10 mètres (
“u10” et “v10”) ; L’expérience WIND stimule la réponse complète de l’océan à l’anomalie
de vent induite par SAM. L’expérience STRESS stimule seulement la réponse mécanique
de l’océan à l’anomalie de vent induite par SAM. Enfin L’expérience NOSTRESS stimule
seulement la réponse thermique (flux air-mer de chaleur sensible et et latent) de l’océan à
l’anomalie de vent induite par SAM. plus précisément, pour la simulation WIND le vent
relatif à 10 mètres et les coefficients d’échanges dynamiques (CD) et thermodynamiques
(CE et CH) sont perturbés. Pour la simulation STRESS, le vent relatif à 10 mètre utilisé
pour le calcul de la tension de vent et CD sont perturbés. Pour la simulationNOSTRESS,
le vent relatif à 10 mètres utilisé pour le calcul des flux air-mer de chaleur sensible et latente
et les coefficients CE et CH sont perturbés. Les expériences TURB et NOWNDTURB
sont sensibles aux perturbations des variables turbulentes (humidité spécifique de l’air à
10 mètres “q10”, température de l’air à 10 mètres “t10”). Plus précisément, la simulation
TURB est également sensible aux perturbations du champ de vent de la même manière
que l’expérience WIND, alors que NOWNDTURB ne l’est pas. L’expérience PREC
est sensible non seulement aux perturbations des précipitations (pluie et neige notées
“precip”) mais aussi à l’ensemble des perturbations évoquées ci-dessus. De cette manière,
nous avons constitué un ensemble de couples de simulations qui nous permettra, par la
suite, d’étudier d’une part, les effets de chaque perturbation atmosphérique due au SAM
séparément, et d’autre part les effets “accumulés” des composantes du forçage SAM.
Le tableau 3.2 liste l’ensemble des expériences de sensibilité aux composantes du forçage
SAM et les flux affectés pour chacune d’entre elles.
variables perturbées →
−−→
U10 q10 t10 precip
expériences ↓
fluxs affectés →
τao Qsens Qlat Qlat Qsens EmP
WIND ✔ ✔ ✔
STRESS ✔
NOSTRESS ✔ ✔
TURB ✔ ✔ ✔ ✔ ✔
NOWNDTURB ✔ ✔
PREC ✔ ✔ ✔ ✔ ✔ ✔
Table 3.2 – Synthèse des variables atmosphériques régressées sur l’indice SAM ainsi que les flux
air-mer affectés par la perturbation pour chacune des simulations de sensibilité au SAM ; pour les
expériences TURB et NOWNDTURB les précipitations ne sont pas perturbées mais l’humidité
spécifique l’est, influençant ainsi l’évaporation et in fine le flux d’eau douce associé ; ceci explique
les cases cochées et rayées.
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3.4.3 Incertitude de la réponse des variables atmosphériques au SAM
Nous avions noté dans la section précédente des écarts entre DFS3 et l’ensembles des autres
jeux de forçage. L’incertitude associée se propage dans la réponse des jeux de forçages au
SAM. La figure 3.11 montre la valeur relative de la réponse de chacune des variables
atmosphériques de DFS3 au SAM.
la réponse de la composante zonale du vent u10 est sous-estimée entre 5 et 15% dans
la PFZ et dans l’AZ plus particulièrement dans le secteur nord des gyres subpolaires en
mer de Weddell, en mer de Ross et en mer de Davis (le lecteur est invité à se référer à
la figure 6.2 pour la localisation des lieux sus-citées). Au contraire, la réponse de u10 est
sur-estimée de l’ordre de 30% au nord du SAF dans le bassin Atlantique et dans le secteur
central du bassin Indien ainsi qu’au voisinage de la Nouvelle Zélande.
La réponse de la composante méridienne du vent v10 est sur-estimée de l’ordre de 15%
dans une majeure partie de la SIZ à l’exception de la mer de Ross et la mer d’Amundsen.
Une sur-estimation de l’ordre de 20% opère également dans la zone d’afleurement des
AAIW dans le secteur Pacifique sud-est et le secteur de Campbell. Au contraire, une sous-
estimation de la réponse de v10 à l’est de la pointe de la péninsule Antarctique est à
remarquer.
La réponse de la température de l’air est sur-estimée significativement (de l’ordre de 30
à 50%) dans les mers de Weddell, Haakon et Ross. La réponse des précipitations dans
DFS3, quant à elle, révèlent d’une part une sur-estimation de l’ordre de 50% dans la zone
d’affleurement hivernal des AAIW et SAMW dans tous les bassins à l’exception du secteur
est du Pacifique et d’autre part une sous-estimation (de l’ordre de 30 à 50%) dans la zone
marginale de glace saisonnière. Cette sous-estimation (significativement conditionnée par
les précipitation neigeuses, voir image “snow” de la figure 3.11) opère particulièrement en
mer de Weddell, de Bellingshausen, d’Amundsen, de Ross, de Somov, de la Coopération,
des Cosmonautes, de Riiser-Larsen et d’Haakon.
Figure 3.11 – Métrique ∆DFS3 (voir équation 3.2) estimée sur la période 1990-2004 pour les
variables atmosphériques régressées sur l’indice SAM u10, v10, precip, snow et sur la période
1990-2001 pour la variable t10 régressée sur l’indice SAM.
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3.5 Conclusion
Dans cette étude, nous avons pris le parti d’étudier non pas la réponse à la tendance
linéaire positive du SAM mais la réponse “cumulée” à un SAM dans un état moyen po-
sitif. Les anomalies des variables atmosphériques en réponse au SAM dans l’hypothèse
d’une covariation linéaire de celles-ci avec l’indice SAM ont été estimées.
La présentation de la stratégie de modélisation forcée par le jeu de données atmosphériques
DFS3 et la mise en perspective de ce jeu de données au regard de différents produits de
forçage ont permis de mettre en lumière les facteurs atmosphériques pouvant introduire
un biais dans l’analyse des résultats.
Cette étude comparative a révélé des différences dans la distribution spatiale des flux
air-mer entre les différents produits. Plus précisément, l’incertitude de la position des
structures frontales d’inversion des flux doit nous préserver de toute conclusion hâtive sur
la réponse des propriétés des masses d’eau affleurantes dans la région de l’ACC, en particu-
lier les eaux modales dans la zone de formation indienne. La très faible corrélation linéaire
des flux radiatifs avec l’indice SAM, notamment dans la zone d’intérêt, nous contraint
à limiter nos expériences de sensibilité aux variables mécaniques, turbulentes et halines.
Malgré tout, les covariations linéaires de ces dernières variables sont suffisamment signifi-
catives, en particulier dans les régions d’affleurement des masses d’eau intermédiaires et
modales et dans la SIZ (région dont nous montrerons par la suite l’importance capitale
dans la réponse des propriétés hydrographiques des masses d’eau affleurant en particulier
près de la zone de glace de mer marginale) pour créditer la légitimité de la stratégie de
simulation.
Figure 3.12 – Schéma bilan des écarts des variables atmosphériques issues de DFS3 par rap-
port à l’ensemble des jeux de forçage (synthèse de la figure 3.11) et les anomalies associées à ces
écarts. Ekman indique l’anomalie “qualitative” du transport d’Ekman méridien ; SAT signifie la
température de l’air de surface ; les zones d’affleurement hivernales des masses d’eau AAIW et
SAMW sont estimées à partir des moyennes de septembre sur la période 1995-2004.
De surcrôıt, les incertitudes sur les variables atmosphériques affectent nécessairement la
réponse de ces variables au SAM. Les écarts de la réponse atmosphérique de surface au
SAM entre DFS3 et l’ensemble des réanalyses utilisées dans ce chapitre sont synthétisés sur
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la figure 3.12. Les particularités de DFS3 sont remarquables d’une part dans la réponse
du vent d’autre part dans la réponse de la température et enfin dans la réponse des
précipitations au SAM. Ainsi une anomalie du transport d’Ekman vers le sud dans la zone
marginale de la glace saisonnière pourrait limiter la réponse de l’export de glace de mer. En
outre l’anomalie positive de température de l’air en mer de Weddell, en mer d’Amundsen
et en mer de Ross pourrait affecter sensiblement le cycle de formation/fonte de la glace de
mer et les propriétés hydrographiques des AASW. En effet, à l’aune des observations de
Liu et al. (2004), la diminution de la SIE en réponse au SAM en mer de Weddell pourrait
être accentuée et l’augmentation de la SIE en réponse au SAM en mer d’Amundsen et
en mer de Ross pourrait être limitée. Enfin l’anomalie négative des précipitations dans la
zone marginale de la SIZ pourrait conditionner d’une part un trop faible rafraichissement
des AASW et d’autre part une limitation de la production de glace de mer, en particulier
en mer de Weddell. En outre le défaut de précipitation dans le coin sud-est du bassin
Pacifique, à l’endroit supposé de formation des AAIW pourrait également participer à une
limitation de l’adoucissement des AAIW en réponse au SAM.
Notons que notre approche souffre également de limites consubstantielles à la méthode
choisie ; en effet la saisonnalité de la réponse des variables atmosphériques au SAM n’est
pas prise en compte ; par exemple Sen Gupta and England (2006) met en évidence la
saisonnalité de la réponse des variables de température de l’air et du vent au SAM dans
l’océan Austral. Plus localement Silvestri and Vera (2003) a montré les effets opposés du
SAM sur les précipitations entre l’hiver et le printemps au sud-est de l’Amérique du sud.
Ces effets ne pourront donc pas être explorés avec notre jeu de simulations.
Chapitre 4
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Sensibilité des flux air-mer au choix de DFS3 . . . . . . . . . . . 82
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4.1 Introduction
L’objet de ce chapitre est de décrire l’impact des différentes composantes du forçage SAM
sur les propriétés hydrographiques des AAIW et SAMW et les déplacements éventuels des
surfaces de densité potentielle qui les définissent. La position de l’affleurement hivernal de
ces masses d’eau est conditionnée par la position des fronts de l’ACC. En effet, nous avions
décrit, au chapitre 1, la position relative de l’affleurement de ces deux masses d’eau pour la
simulation de référence REFsam par rapport aux trois fronts principaux de l’ACC. Pour
rappel, les surfaces de densité caractérisant les AAIW affleurent entre le PF et le SAF
dans l’ensemble de l’océan Austral à l’exception du secteur Atlantique où elles affleurent
au sud du PF ; les surfaces de densité caractérisant les SAMW affleurent au nord SAF.
Des études précédentes concernant les tendances observées des fronts de l’ACC et les
tendances des propriétés des AAIW et SAMW ont montré d’une part un déplacement
vers le sud des fronts de l’ACC (Meijers et al., 2011a) et d’autre part un refroidissement
et un adoucissement des eaux intermédiaires et modales ces trente dernière années (Na-
veira Garabato et al., 2009; Aoki et al., 2005). Dans notre étude, les perturbations au
SAM entrâınent non seulement un déplacement vers le nord des structures stériques de
l’ACC mais aussi un réchauffement et une salinisation de ces masses d’eau sous la base de
la couche de mélange. Les changements observés dans nos expériences sont distribués de
manière non homogène sur le pourtour antarctique. En outre, si la réponse mécanique de
l’océan au vent joue un rôle primordial, sa réponse thermique est également significative.
Dans une première partie nous regarderons l’océan intérieur à travers la lunette d’un in-
dice intégral de hauteur dynamique afin de mettre en lumière la réponse des structures
stériques de l’ACC fortement contrainte par la topographie sous-jacente. Puis, dans une
seconde partie à la lumière d’une analyse tridimensionnelle par classe de densité, nous
affinerons notre vision sur les changements des masses d’eau intermédiaires et modales.
4.2 Réponse de la stratification de l’océan austral
Le but de cette partie est de décrire la réponse de la position de SAF et PF aux différentes
composantes du forçage SAM et de distinguer, dans la mesure du possible, les pilotes
atmosphériques dominants. Nous montrerons ensuite comment la topographie canalise ces
différentes réponses. Enfin, nous montrerons en quoi la réponse des jets océaniques diffère
de celle des structures stériques .
Les critères de caractérisation des iso-contours PF et SAF pour chacune des simulations
de sensibilité aux composantes du forçage SAM seront les mêmes que ceux choisis pour la
simulation REFsam dans la section 2.4.2.
4.2.1 Les changements de structure grande échelle
Dans ce qui suit nous utiliserons l’indice de fonction de courant barocline définit à la
section 2.4.2 du chapitre 1. Cet indice montre le mouvement des fronts sur des temps
courts. Sur des temps plus longs, dans le cas présent, cet indice montre une combinaison du
mouvement des fronts mais aussi les changements de stratification. Ainsi nous illustrerons
le déplacement des structures stériques en quantifiant le déplacement méridien des iso-
contours de hauteurs dynamiques entre 2 simulations par la relation suivante :
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∆y =
Φ2 − Φ1
|~∇Φ1|
où Φ1 et Φ2 sont les hauteurs dynamiques référencées à 1500 mètres respectivement pour
la simulation 2 ( expérience de sensibilité ) et pour la simulation 1 ( expérience de référence
relative) et |~∇Φ1| est la norme du gradient méridien de hauteur dynamique pour la simu-
lation 1. Ce déplacement méridien est estimé localement en chaque point du domaine à
partir de la moyenne temporelle de la hauteur dynamique sur la période 1995-2004.
La figure 4.1 présente une estimation de ∆y pour plusieurs couples de simulations. Il ap-
parâıt que le vent est le principal pilote du déplacement méridien des structures stériques
(expériences WIND, STRESS et NOSTRESS ). Deux zones se distinguent particulièrement :
d’une part au coeur de l’ACC entre 90➦E et 120➦W où un déplacement vers le nord de 100 à
200 kilomètres est visible pour les expériences WIND et STRESS ; et d’autre part, dans la
partie méridionale du bassin atlantique un déplacement vers le sud du même ordre de gran-
deur est à souligner pour les expériences WIND et STRESS. Au contraire, dans l’expérience
NOSTRESS le déplacement est dirigé vers le nord et plus faible que précédemment. Les
autres perturbations atmosphériques n’influent que très faiblement sur la position des
iso-contours de hauteurs dynamiques. Les changements observés entre l’expérience PREC
qui combine toutes les perturbations atmosphériques et l’expérience REFsam témoignent
en effet de l’importance des effets mécaniques du vent sur le déplacement des structures
stériques dans l’océan austral.
Singularité du bassin atlantique : Dans l’expérience PREC, la position moyenne du
SAF et du PF se situent dans une zone intermédiaire où le déplacement des iso-contours
de hauteur dynamique est dirigée vers le sud au nord de 50➦S et dirigé légèrement vers
le nord au sud de 50➦S.L’affleurement hivernal des masses d’eau d’intérêt se situant au
voisinage de ces fronts, nous distinguerons dans ce qui suit plus précisément la variabilité
de la position du PF et du SAF.
4.2.2 Une réponse contrainte par la topographique
Si la réponse du déplacement des fronts est dans une large mesure pilotée par le forçage
atmosphérique imposé, il est également significativement contraint par le relief marin. En
particulier, nous avons vu dans la section 2.4.3 que l’on peut diviser l’ACC en régions très
contraintes par la topographie (nœuds) et régions plus faiblement contrainte (”ventres“).
Nous examinerons, dans ce qui suit, la réponse aux différentes composantes du forçage
SAM de ces différentes régions.
Faible sensibilité des nœuds de la circulation des structures stériques : La
figure 4.2 montre que les nœuds de la circulation sont faiblement sensibles au forçage
atmosphérique. Seul le nœud du PF au dessus de la dorsale indo-antarctique (entre la
zone CPF et la zone DPF , Figure 4.2) est sensible aux perturbations atmosphériques et
uniquement dans le cadre des expériences qui prennent en compte la perturbation de
la quantité de mouvement ( WIND, STRESS, TURB et PREC). La singularité de ce
nœud peut probablement s’expliquer par la profondeur relativement grande du fond à cet
endroit ; en effet la dorsale indo-antarctique culmine à plus de 3000 mètres sous la surface
océanique.
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Figure 4.1 – Estimation de ∆y ( cf. 4.2.1 ) ; Le déplacement des structures stériques est estimé à
partir des moyennes interannuelles de la hauteur dynamique sur la période 1995-2004 ; les structures
rouges témoignent d’un déplacement vers le nord alors que les bleus révèlent un déplacement vers
le sud. Les lignes caractérisent la position moyenne du SAF sur la même période (en rouge) et
du PF ( en bleu ) en traits pleins pour l’expérience de sensibilité et en traits pointillés pour son
expérience de référence associée.
De L’Est indien jusqu’au Pacifique ouest : un déplacement significatif des iso-
contours internodaux vers le nord en réponse au vent : Entre chacun des nœuds
définis précédemment, des déplacements méridiens existent ; d’une expérience à l’autre et
pour chaque iso-contour, les ”ventres“ se comportent de la manière qui suit (figure 4.4) :
La région “Est indien - Pacifique ouest“ située entre la zone DSAF et la zone HSAF
est le lieu d’un déplacement significatif vers le nord ( Figure 4.4) pour les expériences
WIND, STRESS et NOSTRESS par rapport à l’expérience REFsam. La réponse de la
quantité de mouvement au vent est la plus intense (expérience STRESS) ; par exemple, le
déplacement du SAF approche 1➦ de latitude dans la zone ouest de la zone HSAF (encart
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en haut à droite de la figure 4.4). Dans une moindre mesure, les flux turbulents de chaleur
(expérience NOSTRESS) agissent dans le même sens que le flux de quantité de mouvement
(expérience STRESS). En somme, l’impact global du vent sur les conditions de surface
(expérience WIND) montre ainsi un déplacement significatif vers le nord (> 0.5➦ latitude).
Cette réponse est cohérente avec les motifs de la perturbation de la composante zonale du
vent (voir figure 3.10) dont les 2 maximums sont centrés au centre des secteurs Indien-est
et Pacifique-ouest. Ces maximums expliquent une augmentation des vents d’ouest dans la
région considérée et in fine une anomalie de dérive d’Ekman orientée vers le nord dont
l’effet est le déplacement des propriétés de surface vers le nord. Ce résultat est comparable
avec celui de Sallée et al. (2008b) qui a également montré un léger déplacement vers le
nord des structures de l’ACC dans la région Indo-Pacifique en réponse à une phase positive
du SAM.
Rapprochement contraint par le vent du SAF et PF au passage de Drake :
Au niveau du passage de Drake (zone ISAF et IPF ), on observe un décalage vers le sud
du SAF et un décalage vers le nord du PF entre les expériences WIND et REFsam (figure
4.4). Le rapprochement, supérieur à 0.5➦ de latitude, est significatif eu égard à la résolution
de notre configuration. Ce ”merging“ pourrait expliquer l’augmentation du transport de
masse. Il induit une augmentation de l’intensité des jets océaniques au niveau du passage
de Drake et par la même une augmentation du transport de masse à cet endroit entre les
expériences de sensibilité au SAM et REFsam (figure non montrée).
Compensation de la réponse mécanique et de la réponse thermique au vent
dans le secteur atlantique : Comme nous venons de le voir, dans la région indo-
pacifique, le déplacement des isocontours est dirigé vers le nord que ce soit en réponse
à la tension mécanique de surface (STRESS) ou en réponse à la perturbation des flux
turbulents par le vent (NOSTRESS). Dans le bassin Atlantique (zones JSAF et JPF ),
nous constatons toujours un déplacement des iso-contours vers le nord entre les expériences
NOSTRESS et REFsam (figure 4.4). par contre, une déplacement vers le sud est observé
entre l’expérience STRESS et l’expérience REFsam. Dans cette région, la perturbation du
vent tend à diminuer l’intensité des vents. En effet les vents moyens sont dirigés ver l’ouest
au contraire de la perturbation SAM qui est dirigée vers l’est. Dans l’expérience STRESS,
la dérive d’Ekman vers le nord est donc moins forte que dans l’expérience REFsam ; ceci
pré-conditionne une anomalie chaude et salée dans la couche de mélange dont le résultat
est une diminution de la densité moyennée sur les 1500 premiers mètres ; Cela entrâıne une
augmentation de la hauteur dynamique dans toute la région et in fine un déplacement vers
le sud des iso-contours des structures stériques. Dans l’expérience NOSTRESS on observe
une anomalie froide sous la couche de mélange dont le résultat est une augmentation de la
densité moyennée sur les 1500 premiers mètres ; cela entrâıne une diminution de la hauteur
dynamique dans toute la région et in fine un déplacement vers le nord des iso-contours des
structures stériques .
Déplacement faible vers le sud des isocontours en réponse aux changements
de précipitation : On observe une augmentation du flux de flottabilité au sud de
45➦S dans la zone de passage de SAF et de PF grâce à un surplus de précipitation dans
l’expérience PREC par rapport à l’expérience TURB. La hauteur dynamique augmente
dans toute cette région induisant un déplacement des iso-contours vers le sud (figure 4.4).
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Figure 4.2 – Position du SAF et du PF dans nos expériences. En noir et blanc les cartes de
bathymétrie dans la région péri-antarctique ; sur ces dernières la position moyenne de SAF (en haut)
et de PF (en bas) estimée sur la période 1995-2004 à partir des données mensuelles pour chacune des
simulations REFsam (noir), WIND (bleu foncé), STRESS (rouge), NOSTRESS (mauve), TURB
(vert), NOWNDTURB (jaune), PREC (bleu turquoise). En dessous de chacune des deux cartes,
les courbes de bathymétrie le long de la position moyenne de chacun des deux iso-contours pour
l’expérience REFsam ; en trait pointillé vertical, la position des nœuds de chacun des deux iso-
contours identifiée au chapitre 1 (voir figure 2.7).
4.2. RÉPONSE DE LA STRATIFICATION DE L’OCÉAN AUSTRAL 103
Figure 4.3 – En haut, la position moyenne de SAF et de PF estimée sur la période 1995-2004 à
partir des données mensuelles pour chacune des simulations REFsam (blanc), WIND (bleu foncé).
En dessous, les profils de bathymétrie le long de la position moyenne de chacun des deux iso-
contours (grisé pour le PF) pour l’expérience REFsam. En trait pointillé vertical, la position des
nœuds de chacun des deux iso-contours estimée au chapitre 1 (figure 2.7). En dessous, les moyennes
zonales du gradient méridien de hauteur dynamique dans chaque secteur inter-nodale du PF pour
les expériences REFsam (noir pointillé) et WIND (bleu) ; sur chacune de ces courbes, la position
moyenne des 2 iso-contours pour chacune des deux expériences.
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Figure 4.4 – Moyennes zonales inter-nodales de l’anomalie de la position de SAF et de PF entre
chaque simulation et sa simulation de référence. une anomalie positive témoigne d’un décallage
vers le nord (L’encart en haut à droit : moyennes zonales de l’anomalie de la position du SAF entre
STRESS et REFsam mettant en lumière le décalage vers le Nord et celui vers le sud au cœur de
la zone HSAF ).
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4.2.3 Un paradoxe : des jets océaniques stationnaires :
Nous caractériserons ici les jets océaniques par les maximums locaux de gradient méridien
de la hauteur dynamique (~∇yΦ) où Φ est la hauteur dynamique définit au chapitre 1. Nous
venons de voir que les iso-contours de hauteur dynamique ont une variabilité méridienne
en réponse au SAM. Cependant, leurs gradients méridiens (Figure 4.3 ) ne se déplacent
pas d’une expérience à l’autre à l’exception de quelques zones ( EPF et GPF ). La sta-
tionnarité de ces gradients d’une expérience à l’autre suggère que la position des jets de
l’ACC ne sont que très peu sensibles au SAM. Le déplacement des structures stériques de
l’ACC traduiraient dans ce cas une modification grande échelle cohérente des propriétés
hydrographiques de surface sans déplacement significatif des lignes de courant de l’ACC
et in fine des fronts de l’ACC .
Conclusion partielle : Les études antérieures ont montrés d’une part que les ten-
dances climatiques de ces dernières décennies sont associées à un décalage de l’ACC vers
le sud (Böning et al., 2008; Sokolov and Rintoul , 2009; Yang et al., 2007; Meijers et al.,
2011a) et d’autre part que ce décalage vers le sud est attribué à la réponse à une tendance
vers l’augmentation des phases positives du SAM (Hallberg and Gnanadesikan, 2006). A
des échelles de temps plus courtes, la réponse instantanée de la position des isopycnes au
cœur de l’ACC au SAM a pu être mise en évidence par l’étude régionale de Sallée et al.
(2008b). ils montrent des disparités régionales avec un décalage vers le sud dans le secteur
indien et un décalage vers le nord dans le secteur Pacifique.
Dans notre jeu d’expériences, la réponse ”cumulée“ au SAM révèle un déplacement princi-
palement dirigée vers le nord des structures stériques SAF et PF de l’ACC ; ce déplacement
est fortement contraint par la perturbation de la tension de vent ; les changements de
précipitation associés à une perturbation de type SAM tendent au contraire à contenir
ce déplacement. Ce déplacement des structures stériques semble traduire, non pas un
déplacement des jets océaniques de l’ACC, mais une modification de la fonction de cou-
rant barocline c’est à dire une modification grande échelle des propriété hydrographiques
sur toute la colonne d’eau des 1500 premiers mètres dans la région de l’ACC.
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4.3 Impact du mode annulaire austral sur les masses d’eaux
sous la couche de mélange
En réponse au SAM nous venons donc de constater des changements intégrés sur la ver-
ticale des propriétés hydrographiques dans la région de l’ACC ; ces derniers suggèrent
également l’hypothèse d’une réponse des propriétés hydrographiques des masses d’eau in-
termédiaires qui traversent l’ACC et des masses d’eau modales qui le bordent. Dans une
étude phénoménologique, nous adapterons les critères de la section 2.4.5 caractérisant ces
masses d’eau pour chaque simulation de sensibilité au SAM ; ces critères devront respecter
deux propriétés inhérentes aux masses d’eau intermédiaires et modales : d’une part les
AAIW seront caractérisées par l’isopycne traversant le cœur de la langue de minimum de
salinité, d’autre part les SAMW seront délimitées par deux isopycnes encadrant le cœur
du minimum de vorticité potentielle ; ce cœur étant situé au nord du SAF et au dessus des
AAIW. En un point donné, l’écart en densité entre ces deux isopycnes devra être constant
pour chaque simulation de sensibilité aux composantes du forçage SAM. Nous pourrons
ainsi évaluer qualitativement les changements de volumes des SAMW. Nous respecterons
également le découpage en secteurs opéré dans la section 2.4.5 pour chacune de ces masses
d’eau.
L’étude phénoménologique portera sur les changements en salinité, température, profon-
deur et volume de ces masses d’eau en réponse aux différentes composantes du forçage
SAM.
4.3.1 Les eaux intermédiares antarctiques (AAIW)
Réponse de la densité des AAIW : Comme nous l’avons vu au chapitre 1, la zone
de minimum de salinité caractéristique des AAIW s’étend le long d’une couche isopycnale
dont la valeur dépend du bassin considéré. On observe dans les simulations que la densité
des isopycnes associées aux AAIW varie peu d’une simulation à l’autre (Figures 4.5, 4.6,
4.7), excepté dans la zone PacE (Figure 4.8). Dans cette zone, le minimum de sel à la
base de la couche de mélange est associé à une nappe isopycnale plus dense pour les
expériences dont la tension de vent a été perturbée ( STRESS, WIND,TURB, PREC
). Cette densification des AAIW s’opère uniquement dans une zone localisée autour du
front subantarctique et proche de la base de la couche de mélange. Nous considérerons,
malgré tout, une densité commune pour chaque secteur. Les AAIW seront caractérisées par
l’isopycne σθ = 27.3 dans le secteur Atlantique (Atl), l’isopycne σθ = 27.2 dans le secteur
Indien (Ind), l’isopycne σθ = 27.17 dans le secteur pacifique ouest (PacW) et l’isopycne
σθ = 27.15 dans le secteur Pacifique est (PacE).
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Figure 4.5 – Moyennes zonales hivernales (septembre 1995-2004 ) de la salinité (colonne de
gauche) et de la différence de salinité entre chaque expérience de sensibilité et sa référence (
colonne de droite) dans le secteur atlantique Atl. les traits obliques pleins (colonne de gauche)
représentent les isopycnes associées au coeur du minimum de salinité. Les isocontours (colonne de
droite) représentent l’isopycne de la simulation de sensibilité (pointillé) et l’isopycne de la référence
associée (plein). Les trait épais représentent la base de la couche de mélange, en pointillé pour
l’expérience de sensibilité, en trait plein pour la référence associée. les traits verticaux représentent
respectivement le PF (au sud), le SAF (au centre) et le STF (au nord).
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Figure 4.6 – Idem Figure 4.5 pour la zone Ind
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Figure 4.7 – Idem Figure 4.5 pour la zone PacW
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Figure 4.8 – Idem Figure 4.5 pour la zone PacE
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Réponse de la position verticale des AAIW : la figure 4.9 montre les anomalies
de profondeur des AAIW pour chaque couple de simulations. La figure 4.9 montre que la
profondeur des AAIW est très peu sensible aux perturbations des variables atmosphériques
turbulentes (images TURB-WIND, NOWNDTURB-WIND) et des précipitations (image
PREC-TURB ) dans l’ensemble du domaine à l’exception d’une zone ; cette zone se situe
au sud de l’Australie autour de 50◦S. Dans cette dernière on observe un approfondissement
de la nappe isopycnale pouvant atteindre 100 mètres.
La réponse mécanique au vent (image STRESS-REFsam) est quant à elle plus forte ; on
distingue deux régions dans lesquelles la réponse est significative. En premier lieu, il y a
la région Indo-Pacifique qui s’étend entre 120◦E et 120◦W ; celle-ci est composée de deux
zones séparées par la latitude 50◦S ; dans la zone sud, située près de la base de la couche de
mélange, nous observons un affleurement des AAIW pouvant atteindre 200 mètres. Dans
la zone nord, nous observons au contraire un approfondissement atteignant 100 mètres.
En second lieu, il y la région atlantique dans laquelle un approfondissement de 50 mètres
est observé entre 40◦S et 50◦S. Toutefois, notons que cette anomalie de profondeur est
à considérer avec précaution car aux profondeurs concernées (entre 300 et 600 mètres) la
résolution verticale du modèle varie entre 55 et 100 mètres. La réponse thermique au vent
(image NOSTRESS-REFsam) est seulement significative dans le secteur atlantique entre
40◦S et 50◦S. Nous y constatons un affleurement de 50 mètres. L’impact du vent sur les
flux de chaleur turbulents tend donc à s’opposer à celui sur la quantité de mouvement.
Ces deux effets pris simultanément (image WIND-REFsam) s’annule mutuellement dans
la zone commune située entre 40◦S et50◦S.
Perturbation de la salinité : une réponse d’origine mécanique la figure 4.10
montre les anomalies de salinité des AAIW pour chaque couple de simulations. La réponse
mécanique au vent (image STRESS-REFsam) pilote majoritairement la réponse globale
(image PREC-REFsam) aux perturbations totales associées au SAM. Trois régions se dis-
tinguent. En premier lieu, il y a la région PacE-Atl dans laquelle nous observons une
salinisation importante et homogène ( 0.04 PSU ). Cette salinisation se poursuit dans
l’océan indien jusqu’aux ı̂les Kerguelen se confinant dans la bande de latitude 40◦S-50◦S.
En second lieu, on observe une salinisation notable (0.1 PSU) au niveau de la Grande Baie
de d’Australie à l’ouest de la Tasmanie ; cette anomalie, bien que plus faible, se poursuit
dans toute la bande côtière sud de l’Australie. Enfin, en aval du plateau de Campbell, une
salinisation (0.04 PSU) s’étend de la base de la couche de mélange au sud jusqu’à 48◦S ;
au nord de cette zone, un adoucissement (0.04 PSU) se prolonge jusqu’à la frontière du
domaine.
Comme précédemment, la salinité des AAIW est très peu sensible aux perturbations
des variables atmosphériques turbulentes (images TURB-WIND, NOWNDTURB-WIND
de la figure 4.10 ) ; seule l’expérience de sensibilité aux variables turbulentes (image
NOWNDTURB-REFsam) révèle une salinisation significative (0.03 PSU) à proximité de
la base de la couche de mélange dans le secteur atlantique. La salinité des AAIW est
également très peu sensible aux perturbations des précipitations (image PREC-TURB) ;
remarquons toutefois une légère salinisation (0.03 PSU) au niveau de la Grande Baie de
d’Australie à l’ouest de la Tasmanie . La réponse thermique au vent (image NOSTRESS-
REFsam) n’occasionne pas non plus des changements significatifs à l’exception d’une légère
salinisation (0.03 PSU) dans le secteur ouest de l’océan indien entre 40◦S et 50◦S.
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Réponse de la température potentielle : similaire à celle de la salinité la figure
4.11 montre les anomalies de température potentielle des AAIW pour chaque couple de
simulations. La figure 4.11 met en évidence la symétrie de la réponse de la température
potentielle des AAIW par rapport à celle de la salinité, les anomalies de température
s’étendant de −0.3◦C à +0.4◦C.
Figure 4.9 – Différences des moyennes hivernales (mois de septembre sur la période 1995-2004)
de la profondeur des isopycnes caractéristiques des AAIW, pour chaque expérience de sensibilité
et son expérience de référence associée. Les traits noir pointillées délimitent le zones définit au
chapitre 1 (Figure 2.16).
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Figure 4.10 – Différences des moyennes hivernales (mois de septembre sur la période 1995-2004)
de la salinité projetée sur les isopycnes caractéristiques des AAIW, pour chaque expérience de
sensibilité et son expérience de référence associée. Les traits noir pointillées délimitent le zones
définit au chapitre 1 (Figure 2.16).
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Figure 4.11 – Différences des moyennes hivernales (mois de septembre sur la période 1995-2004)
de la température potentielle projetée sur les isopycnes caractéristiques des AAIW, pour chaque
expérience de sensibilité et son expérience de référence associée. Les traits noir pointillées délimitent
le zones définit au chapitre 1 (Figure 2.16)
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4.3.2 Les eaux modales subantarctiques (SAMW)
Réponse des classes de densité Contrairement aux eaux intermédiaires dont le cœur
longe une isopycne, les eaux modales subantarctiques ne peuvent pas être caractérisées
précisément par une classe de densité. Le cœur des SAMW est mieux caractérisé par un
minimum de vorticité potentielle signature du faible gradient vertical de densité potentielle.
Nous caractériserons toutefois par la suite les SAMW comme un volume d’eau délimité
par deux couches isopycnales.
Deux cas se distinguent : Dans le bassin indien (secteurs MI1, MI2 et MI3), les expériences
prenant en compte la perturbation du vent (expériences STRESS, WIND, TURB et PREC),
montrent un changement des classe de densité des eaux modales. Ainsi :
— dans le secteur MI1, les SAMW passent de la nappe de densité σθ = 26.4− 26.5 à
la nappe de densité σθ = 26.5− 26.6 (voir figure 4.12)
— dans le secteur MI2, les SAMW passent de la nappe de densité σθ = 26.6− 26.7 à
la nappe de densité σθ = 26.7− 26.8 (voir figure 4.13)
— dans le secteur MI3, les SAMW passent de la nappe de densité σθ = 26.75− 26.85
à la nappe de densité σθ = 26.8− 26.9 (voir figure 4.14)
Dans le bassin pacifique, aucune modification de classe de densité n’est observée. Les
SAMW sont caractérisées par la nappe de densité σθ = 26.9− 27.0 dans le secteur MP1
et par la nappe de densité σθ = 27.0− 27.1 dans le secteur MP2. (Figures 4.15, 4.16).
Le choix du critère délimitation des SAMW par 2 surfaces isopycnales suggère quelques
remarques préalables pour chacun des secteurs du domaine :
— dans le secteurMI1, les 2 surfaces isopycnales caractérisant les SAMW interceptent
correctement la CMO hivernale à son endroit le plus profond et au nord du SAF. Ce-
pendant elles ne délimitent pas entièrement les poches de faible vorticité potentielle
caractérisant les SAMW “réelles” en particulier dans les simulations de sensibilité à
la composante en tension de vent du forçage SAM (WIND,STRESS,TURB,PREC).
— dans le secteurMI2, les 2 surfaces isopycnales caractérisant les SAMW interceptent
correctement la CMO hivernale à son endroit le plus profond et au nord du SAM.
Cependant l’isopycne la plus dense traverse le STF dans les simulations de sensibi-
lité à la composante en tension de vent du forçage SAM (WIND,STRESS,TURB,PREC)
alors qu’elle ne le traverse pas pour les autres simulations.
— dans le secteurMI3, les 2 surfaces isopycnales caractérisant les SAMW interceptent
correctement la CMO hivernale à son endroit le plus profond, au nord du SAF, et
encadrent convenablement le cœur de minimum de vorticité potentielle, et ce, pour
toutes les simulations.
— dans le secteur MP1, les 2 surfaces isopycnales caractérisant les SAMW inter-
ceptent correctement la CMO hivernale à son endroit le plus profond et encadrent
convenablement le cœur de minimum de vorticité potentielle, et ce, pour toutes les
simulations. Cependant,l’isopycne la plus dense traverse le SAF dans les simulations
de sensibilité à la composante “purement thermique” du forçage SAM (NOWND-
TURB) et de sensibilité à la composante en vent “purement thermique” du forçage
SAM (NOSTRESS)
— dans le secteur MP2, les 2 surfaces isopycnales caractérisant les SAMW affleurent
au nord du SAF et encadrent convenablement le cœur de minimum de vorticité
potentielle, et ce, pour toutes les simulations. Cependant elles interceptent la CMO
au nord de sa profondeur maximale, et ce, pour toutes les simulations.
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Figure 4.12 – Moyennes zonales hivernales (septembre 1995-2004 ) de la vorticité potentielle dans
le secteur indien MI1. Les isocontours pleins et pointillés représentent les isopycnes encadrant le
cœur du minimum de vorticité potentielle. Le trait plein épais représente la base de la couche de
mélange. Les traits verticaux représentent respectivement les fronts polaire (au sud), subantarctique
(au centre), subtropical (au nord).
4.3. IMPACT DUMODE ANNULAIRE AUSTRAL SUR LESMASSES D’EAUX SOUS LA COUCHE DEM
Figure 4.13 – Idem Figure 4.12 pour le secteur MI2
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Figure 4.14 – Idem Figure 4.12 pour le secteur MI3
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Figure 4.15 – Idem Figure 4.12 pour le secteur MP1
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Figure 4.16 – Idem Figure 4.12 pour le secteur MP2
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Réponse du volume des SAMW : les perturbations agissent dans le même
sens : Dans le cas des SAMW, la distribution zonale des anomalies de profondeur
entre les isopycnes considérées est relativement homogène pour chacun des secteurs. Nous
considérerons donc les moyennes zonales à densité potentielle constante dans chacun des
secteurs afin de caractériser les déplacements verticaux associées à ces nappes isopycnales.
En complément, les diagnostiques de vorticité potentielle (Figures 4.12, 4.13, 4.14, 4.15,
4.16) fournissent des indications sur l’extension verticale des SAMW. à l’appui de ces fi-
gures, on constate que pour chaque secteur les différentes perturbations atmosphériques
agissent de concert pour moduler le déplacement vertical des isopycnes encadrant les
SAMW. Nous détaillerons alors uniquement la réponse globale (PREC - REFsam) de
l’extension verticale des SAMW; la figure 4.17 illustrera notre propos.
Deux régions se distinguent. En premier lieu, on distingue la région centre-indien (MI1
et MI2). Dans cette région, on observe un approfondissement moyen de 100 mètres de
l’isopycne inférieure encadrant les SAMW. En outre la poche de minumum de vorticité
potentielle s’étend vers le fond gonflant ainsi le volume des SAMW (Figures 4.12, 4.13).
Dans une seconde région composée des secteurs MI3, MP1 et MP2, on observe un raidis-
sement des isopycnes encadrant les SAMW. En parallèle, l’extension verticale des SAMW
augmente dans cette région indo-pacifique.
Figure 4.17 – Moyennes zonales hivernales (septembre 1995-2004 ) de la densité potentielle des
isopycnes encadrant les SAMW pour l’expérience PREC (traits pointillé) et l’expérienceREFsam
(traits pleins) . les traits verticaux signalent la position des fronts moyennée sur la même période.
Les traits épais signalent la position de la base de la couche de mélange moyennée sur la même
période.
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Réponse de la salinité des SAMW La figure 4.18 montre les changements de salinité
des SAMW d’une expérience à l’autre. La réponse aux composantes turbulentes du forçage
SAM (images TURB-WIND et NOWNDTURB-REFsam) est négligeable en comparaison
à celle de la composante en vent du forçage SAM (images WIND-REFsam et STRESS-
REFsam) à l’exception du sud australien autour de la Grande Baie d’Australie à l’ouest
de la Tasmanie. Dans cette région, on observe une salinisation quelque soit la perturbation
considérée. La réponse à la composante des précipitations au forçage SAM (images PREC-
TURB) révèle une très légère salinisation (+0.02PSU) dans la région Indien-centre (MI1
et MI2). Au contraire, dans cette région la réponse à la composante en vent du forçage
SAM (images STRESS-REFsam et WIND-REFsam) montre un léger adoucissement (-0.06
PSU). La réponse à la composante en vent du forçage SAM dans la région Indo-Pacifique
(MI3, MP1 et MP2) est la plus intense. Dans le secteur indien (MI3) on observe une
salinisation pouvant atteindre 0.2 PSU au sud de l’Australie. Dans ce secteur, un cas isolé
subsiste pour lequel les SAMW sont moins salées au large de la côte sud-est australienne.
On observe, dans le secteur Pacifique (MP1, MP2), une asymétrie centrée autour de 38◦S.
Au sud de cette latitude, les SAMW sont plus salées de 0.1 PSU en moyenne. Par contre,
ces eaux se trouvent légèrement moins salée (-0.02 PSU) au nord de cette latitude. In
fine, la réponse des perturbations atmosphériques cumulées (image PREC-REFsam) est
semblable à celle du vent.
perturbation de la température potentielle La figure 4.19 met en évidence la
symétrie de la réponse de la température potentielle des AAIW par rapport à celle de
la salinité, les anomalies de tempértaure s’étendant de −0.1◦C à +0.5◦C.
Conclusion partielle En plus du déplacement méridien des fronts, un déplacement
vertical des isopycnes a été observé ces dernières décennies (Böning et al., 2008). Les
études antérieures ont montré également l’exsistence d’une augmentation de la ventila-
tion de la thermocline dans les zones de formation des AAIW et SAMW (Karstensen and
Quadfasel , 2002). Certains modèles haute résolution ont montré une accélération de la
circulation méridienne de retournement en réponse à une tendance positive du SAM (Me-
redith et al., 2011) associée à une augmentation de la ventilation des eaux modales (Waugh
et al., 2013). Au contraire, d’autres études ont montré une compensation tourbillonnaire
du raidissement des isopycnes et donc un faible sensibilité de la circulation méridienne
de retournement à la tendance positive du SAM (Farneti and Delworth, 2010; Dufour
et al., 2012). Les AAIW et SAMW, parties supérieures de la circulation méridienne de
retournement, ont connues un adoucissement et un refroidissement ces dernières décennies
(Böning et al., 2008). De nombreuses études régionales dans le Pacifique et l’océan Indien
vont dans le même sens (Bindoff and Church, 1992; Johnson and Orsi , 1997; Wong et al.,
1999; Nathaniel L. Bindoff , 2000; Naveira Garabato et al., 2009; Helm et al., 2010; Durack
and Wijffels, 2010).
Dans notre jeu d’expériences, en dessous de la base de la couche de mélange océanique, les
AAIW et les SAMW répondent à l’ensemble des composantes au forçage SAM (expériences
PREC vs REFsam) comme suit (Figures 4.20 et 4.21) : ces masses d’eau sont sujettes à
un approfondissement dans tous les secteurs de l’océan Austral corroborant les tendances
observées (Böning et al., 2008). Un raidissement des isopycnes en réponse au SAM est
simulé dans tout le domaine. Ce raidissement est associé à un déplacement vers le nord de
ces masses d’eau au niveau de la base de la couche de mélange. Seules les SAMW dans la
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région Indien-centre répondent au SAM en se déplaçant vers le sud. En outre, on constate
principalement une salinisation et un réchauffement de ces masses d’eau à l’exception de
la région Indien-centre. Enfin, nous pouvons constater l’extension du volume des SAMW
en réponse au SAM corroborant les obervations évoquées ci-dessus (Waugh et al., 2013).
Figure 4.18 – Différences des moyennes hivernales (mois de septembre sur la période 1995-2004)
de la salinité moyennée sur la couche isopycnale encadrée par les valeurs encadrant les SAMW,
pour chaque expérience.
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Figure 4.19 – Même diagnostique que pour la figure 4.18 pour la température potentielle.
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Figure 4.20 – Schéma descriptif des anomalies significatives des AAIW en réponse à l’ensemble
des perturbations atmosphériques. les courbes pleines font référence à l’expérience de référence
REFsam. Les courbes pointillées font référence à l’expérience de sensibilité PREC. les motifs rouges
(verts) traduisent une anomalie positive (négative) de la salinité et de la température potentielle.
Figure 4.21 – identique à la figure 4.20 pour les SAMW.
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4.4 Conclusion
Les fronts SAF et PF telles que nous les avions définit au chapitre 1 ont une réponse au
SAM différente de celle des jets de l’ACC. Cette première remarque doit nous prévaloire
de toute sur-interpétation de la réponse de la position des fronts au SAM dans le cadre
de nos expériences de sensibilité. Le déplacement de ces structures stériques de l’ACC en
réponse à l’ensemble des composantes du forçage SAM est principalement dirigé vers le
nord et semble traduire des modifications grande échelle des propriétés hydrographiques
sur toute la colonne d’eau des 1500 premiers mètres dans la région de l’ACC. Au contraire
la position des jets océanqiues semblent insensibles à la composante en vent du forçage
SAM.
En outre, ce déplacement est en accord avec le déplacement des isopycnes caractérisant les
AAIW et les SAMW à l’exception de la région Indien-centre dans la région d’affleurement
des SAMW (secteurs MI1 et MI2). Les déplacements de ces structures sont principalement
pilotés par la tension de vent et contraints par la topographie. En plus des déplacements
de structure, en réponse à l’ensemble des composantes du forçage SAM, on observe prin-
cipalement une salinisation et un réchauffement des AAIW et des SAMW à l’exception
de la région Indien-centre. Cette réponse est cohérente avec un raidissement des isopycnes
associées, sous la base de la couche de mélange océanique. Ce raidissement entrâıne dans le
même temps un déplacement vers le nord et un affleurement des isopycnes caractérisant ces
masses d’eau. Dans la région Indien-centre les changements sont expliqués par les chan-
gements de classe de densité des SAMW (+0.1kg.m−3). Le volume des SAMW semble
aussi s’étendre en réponse à la composante de vent du forçage SAM dans tous les secteurs
à l’exception de la région Indien-centre (MI3). Cette région semble également la moins
susceptible de changer en réponse à la tendance positive du SAM.
La salinisation et le réchauffement des AAIW et SAMW simulés en réponse à l’ensemble
des composantes du forçage SAM dans notre jeu d’expériences ne corroborent pas les
tendances observées en réponse à la tendance du SAM. De multiples facteurs ont été pro-
posées comme responsables des tendances observées ; il n’y a cependant pas de consensus
sur les pilotes dominants. Rintoul and England (2002) désignent le transport d’Ekman de
chaleur et d’eau douce comme driver principal de la variabilité des SAMW. Au contraire,
Banks and Bindoff (2003); Murray et al. (2007) indiquent que les flux air-mer de chaleur
et d’eau douce ont un rôle substantiel dans les tendances observés au cœur des AAIW et
SAMW. Le réchauffement observé de la couche de mélange océanique serait une condtion
préalable, en particulier dans la zone d’affleurement de ces masses d’eau, pour occasionner
un adoucissement et un refroidissement de ces masses d’eau sous la couche de mélange
en suivant le processus de “pure warming” décrit par Bindoff and Mcdougall (1994). En
outre une accélération du cycle de l’eau méridien serait susceptible de participer signi-
ficativement à l’adouccissement des AAIW. Cette acccélération combinerait un apport
d’eau douce supplémentaire provenant de l’adouccissement des AASW. Cet adouccisse-
ment s’effectuerait par l’entremise d’une augmentation de la fonte basale des ice shelves
et du vêlage, d’une augmentation du stock d’eau douce disponible de la glace de mer pour
la fonte printanière et enfin d’une augmentation des précipitations dans la région.
Ainsi les causes de la réponse des propriétés des AAIW et SAMW à la tendance posi-
tive du SAM sembleraient provenir de la réponse au SAM se produisant dans les couches
superficelles de l’océan Austral dans la région de l’ACC et dans la SIZ. Nous investigue-
rons en détail le comportement des propriétés de surface en réponse au SAM dans les
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deux chapitres qui suiveront afin de mieux comprendre la réponse de salilinisation et de
réchauffement, apparemment curieuse, dans notre jeu d’expériences. Rappelons que les
schémas 4.20 et 4.21 illustrent les changements observés de la réponse à l’ensemble des
composantes du forçage SAM.
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Chapitre 5
L’impact du Mode Annulaire
Austral en surface
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5.1 Introduction
L’objet de ce chapitre est la description des changements de surface pouvant expliquer les
anomalies observées dans les masses d’eau sous la couche de mélange. Jusqu’à présent,
certaines études s’appuyant sur des observations, des expériences de modélisation couplée
océan-atmosphère et des expériences de modélisation forcée, comme dans notre contexte
d’étude, ont mis en évidence certains aspects de la réponse de l’océan austral de surface
aux tendances climatiques et aux phases positives du SAM. Ainsi par exemple, grâce aux
observations faites entre 1950 et 2008, Durack and Wijffels (2010) montre une augmenta-
tion de la salinité de surface dans les régions où domine l’évaporation et un radoucissement
dans les régions où dominent les précipitations et donc une amplification des gradients de
salinité entre ces régions.
Grâce à un modèle couplé océan-atmosphère basse résolution Sen Gupta and England
(2006) montre qu’à une anomalie positive du SAM est associé une anomalie négative de
température centrée autour de 60➦S et une anomalie positive de température centrée au-
tour de 40➦S et donc une augmentation des gradients de température entre ces régions.
Enfin, grâce à un modèle océanique forcé Screen et al. (2009) observe une tendance
au réchauffement de la couche de mélange au sud du PF contredisant partiellement les
résultats de Sen Gupta and England (2006).
Dans cette étude, nous nous attacherons à discuter de la réponse “cumulée temporelle-
ment” des propriétés de la couche de mélange océanique aux différentes composantes du
forçage SAM. Nous observons une salinisation recouvrant la quasi intégralité de l’océan
austral en réponse au SAM ; la réponse en température a une distribution régionalement
plus hétérogène. In fine, la réponse de la densité de la couche de mélange semble être
principalement pilotée par les variations en salinité.
Dans une première partie, après avoir détaillé la réponse régionale des propriétés de la
couche de mélange, nous quantifierons les différences observées des traceurs actifs dans la
zone d’affleurement des masses d’eau à la fin de l’hiver austral (avant la restratification) en
réponse aux différentes composantes du forçage SAM. Puis, dans une seconde partie, nous
tenterons de distinguer le rôle de chacun des processus pilotant l’évolution des propriétés
hydrographiques de la couche de mélange océanique. Dans la mesure du possible nous
tenterons de distinguer localement les processus dominant pilotant les anomalies observées
en réponse à l’ensemble des perturbations atmosphériques (simulation PREC).
5.2 Impact du mode annulaire austral sur l’affleurement des
masses d’eaux dans la couche de mélange
5.2.1 Les anomalies moyennées dans la couche de mélange
La figure 5.1 montre la réponse moyenne de la température, la salinité, la profondeur
et la densité de la CMO à l’ensemble des composantes du forçage SAM illustrée par les
différences entre les simulations PREC et REFsam.
Les anomalies de salinité : La couche de mélange océanique est plus salée dans
la quasi totalité de l’océan austral dans l’expérience PREC par rapport à l’expérience
REFsam. Dans la simulation de sensibilité PREC, contrairement aux tendances observées
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par Durack and Wijffels (2010), les ”bassins de précipitation”, c’est à dire ceux où les
précipitations dominent l’évaporation, sont moins efficaces pour adoucir l’océan de surface
(voir figure 3.2). Ceci pourrait être du en partie à une augmentation de la contribution de
l’évaporation dans ces “bassins de précipitation”.
Certaines régions montrent une salinisation significativement marquée ; ainsi dans la partie
nord des gyres subpolaires de Weddell, de Ross, le long de l’Antarctique de l’est, dans la
partie sud des gyres subtropicaux et particulièrement dans le secteur du détachement de
courant de bord ouest atlantique, la salinisation peut atteindre des valeurs supérieures à
0.2 PSU. Le long des bords ouest de l’océan Atlantique, de l’océan Indien ainsi que du
Pacifique (à proximité des côtes australiennes) et proche de la frontière nord du domaine
d’étude, une anomalie de transport d’Ekman de sel vers le sud est induite par les per-
turbations de vent du forçage SAM (voir figure 3.3). Dans le cas particulier du secteur
du détachement de courant de bord ouest atlantique l’anomalie positive de sel semble
provenir de la propagation d’une anomalie positive initiée dans le courant de bord ouest
sud-américain.
Les anomalies de température : La réponse de la température est plus disparate ;
en effet on observe d’une part un réchauffement de la température dans une grande partie
de l’océan austral, principalement dans le bassin atlantique, autour de la pointe de la
péninsule antarctique et sur le plateau de Campbell dans le Pacifique et d’autre part
un refroidissement dans le Pacifique central au large d’Amundsen (160◦W − 110◦W ) et
dans l’Indien-est au large des mers de d’Urville et de Mawson (100◦W − 150◦E). A titre
de comparaison, les anomalies de température de surface en réponse au SAM mises en
évidence dans l’étude de Screen et al. (2009) plus particulièrement dans le Pacifique central,
le voisinage de la péninsule antarctique et sur le plateau de Campbell sont semblables à
celles que nous observons dans la couche de mélange de la simulation de sensibilité PREC.
Le réchauffement observé dans la simulation PREC dans le bassin Atlantique est quant à
lui plus marqué que celui observé dans l’étude de Screen et al. (2009).
les anomalies de profondeur de CMO : La réponse de la profondeur de la couche
de mélange océanique est relativement annulaire en accord avec l’annularité de la pertur-
bation des vents zonaux. Toutefois, cette symétrie zonale de la réponse de la profondeur
de la couche de mélange est modulée en intensité selon le bassin océanique étudié. Nous
observons en particulier un approfondissement très important dans le Pacifique central-est.
Cette asymétrie zonale peut être reliée à la forte perturbation de la composante méridienne
des vents dans cette région. Dans une étude d’impact (à des échelles de temps courtes en
comparaison aux nôtres), Sallée et al. (2010) met en évidence une grande asymétrie zonale
de la réponse de la profondeur de couche de mélange à des phases positives du SAM. Il
constate un approfondissement particulièrement important dans la zone Pacifique central-
est et dans la zone Indien est. Il explique la réponse de la profondeur de la couche de
mélange par la réponse des flux de chaleur à la composante méridienne des vents per-
turbés par le SAM.
Les anomalies de densité : En réponse au SAM, la densité de la couche de mélange
augmente dans la quasi totalité de l’océan austral à l’exception de deux zones, l’anticyclone
de Zapiola et au sud du cap de Bonne-Espérance. La densité potentielle référencée à 0 mètre
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peut être décomposée en sa contribution thermique et sa contribution haline de la manière
suivante (McDougall , 1987) :
σcmo ≃ σ(θ)cmo + σ(S)cmo
≃ α(θ, S, P )cmoScmo − βcmo(θ, S, P )θcmo
(5.1)
où β est le coefficient d’expansion thermique, α le coefficient de contraction haline et P la
pression à la surface.
La contribution thermique de la densité pilote les anomalies de densité dans les zones où
elle diminue et la contribution haline les pilote dans les zones où la densité augmente.
En particulier les variations de salinité dans la SIZ pilotent les variations de densité dans
cette région. A ce titre, nous verrons dans le chapitre 5 les rôles significatif du cycle de
production/fonte de la glace de mer et de son transport dans l’augmentation de la salinité
dans la couche de mélange océanique au niveau de la SIZ.
Les zones d’affleurement hivernal des masses d’eau intermédiaire et modale recouvrent des
régions où nous observons d’une part une salinisation locale de la couche de mélange (fi-
gures 5.2 et 5.3) et d’autre part une réponse plus hétérogène en température. Nous verrons
dans ce qui suit le rôle partagé entre les changements locaux des propriétés de surface et
le déplacement méridien -évoqué dans le chapitre précédent- des isopycnes définissant les
masses d’eau dans la modulation des propriétés de ces isopycnes.
Figure 5.1 – Cartes des différences des propriétés moyennées dans la couche de mélange et
moyennées sur la période 1995-2004 entre PREC et REFsam pour la température (haut-gauche),
la salinité (haut-centre), la densité potentielle référencées à 0 mètre (bas-gauche), la contribution
thermique à la densité potentielle (bas-centre) et la contribution haline à la densité potentielle
(bas-droite). Carte de la différence de profondeur moyenne sur la période 1995-2004 de couche de
mélange entre PREC et REFsam (haut-droite).
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5.2.2 Affleurement des eaux intermédiaires antarctiques (AAIW)
La figure 5.2 montre un déplacement significatif de l’affleurement des isopycnes vers le nord
pour les simulations dont le vent à été perturbé (STRESS, NOSTRESS, WIND, TURB,
PREC) dans tous les secteurs de l’ACC. Ce déplacement est relativement constant tout
le long de l’afleurement des AAIW. Dans le secteur Indien, ce déplacement est de 3➦ de
latitude pour les expériences WIND et TURB, de 2➦ pour l’expérience STRESS, de 1➦
pour l’expérience NOSTRESS et de 2.5➦ pour l’expérience PREC rassemblant toutes les
composantes du forçage SAM. Ainsi, même si les effets mécaniques du vent dominent les
effets thermiques du vent, ils se complètent en agissant de concert. En outre, les effets des
précipitations limitent légèrement les effets du vent. Enfin, les effets des variables turbu-
lentes sont peu significatifs. Au déplacement des isopycnes, piloté par les perturbations en
vent, est associé une salinisation de l’ordre de 0.2 PSU et un réchauffement de l’ordre de
2➦C.
Nous avions remarqué dans la première section de ce chapitre que, en réponse à l’en-
semble des composantes du forçage SAM (PREC), la couche de mélange se refroidit dans
les régions Pacifique central et dans l’Indien-est où affleurent les AAIW. Le réchauffement
observé de ces dernières dans et sous la couche de mélange (voir figure 4.20) semblerait
donc être associé uniquement au déplacement vers le nord des isopycnes définissant les
AAIW. Dans les autres régions, la salinité et la température sont plus élevées dans toutes
les zones d’affleurement des AAIW. Le déplacement mécanique des isopycnes explique
donc en partie la salinisation et le réchauffement des AAIW observés sous la couche de
mélange (voir figure 4.20).
5.2.3 Affleurement des eaux modales subantarctiques (SAMW)
La figure 5.3 montre un déplacement significatif des isopycnes délimitant les SAMW vers
le nord pour les simulations dont le vent à été perturbé (STRESS, NOSTRESS, WIND,
TURB, PREC) dans les régions Indien-est (secteur MI3) et Pacifique (secteurs MP1
et MP2). Ce déplacement augmente d’ouest en est, de la région MI3 à la région MP2.
Cette augmentation s’échelonne de 1➦ à 3➦ de latitude pour les expériences WIND, TURB
et PREC et de 0.5➦ à 1,5➦ pour les expériences STRESS et NOSTRESS. Ainsi les ef-
fets mécaniques et thermiques du vent agissent de concert dans les mêmes proportions,
et ce, particulièrement dans la région Pacifique. Dans la région MI3 les perturbations
des précipitations (PREC) renforcent le déplacement vers le nord. Ce renforcement est
cohérent avec une densification locale de la couche de mélange associée à un déficit de
précipitation particulièrement marqué dans cette région (voir figure 3.10). Dans ces sec-
teurs (MI3, MP1 et MP2), on observe une salinisation de l’ordre de 0.15 PSU et un
réchauffement de l’ordre de 1.5➦C. Ces valeurs sont trois fois supérieures aux valeurs des
changements observés dans les masses d’eau au chapitre précédant. Deux processus pour-
raient expliquer cette atténuation des changements en profondeur : le mélange diapycnal
d’une part et la subduction turbulente d’autre part. Ce dernier processus traduit le mélange
isopycnal par les tourbillons de méso-échelle. Ces deux processus modulent le temps de
construction de cette anomalie lors de d’écoulement isopycnal des propriétés de surface
vers l’intérieur de l’océan d’autre part. Rappelons que les échelles de temps de ventilation
des masses d’eau est relativement long à la fois pour les SAMW et les AAIW (voir sec-
tion 1.3) en comparaison à la période de simulation.
La zone Indien-centre (secteurs MI1 et MI2) fait figure d’exception ; en effet, dans cette
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région, on observe un déplacement vers le sud de l’ordre de 1➦. Dans cette région, on ob-
serve un adoucissement de l’ordre de 0.05 PSU et un refroidissement de l’ordre de 0.7➦C.
Ces valeurs sont cohérentes avec les changements observés dans les masses d’eau sous la
couche de mélange au chapitre précédent. En outre, dans cette région, nous observons un
réchauffement, une salinisation et in fine une densification de la couche de mélange (figure
5.1). Cette dernière remarque serait cohérente avec un déplacement vers le nord des iso-
pycnes si les SAMW ne changeaient pas de classe de densité et serait donc en contradiction
avec le déplacement vers le sud de la région d’affleurement des SAMW. Le déplacement
vers le sud des SAMW s’explique donc par le changement de classe de densité caractérisant
les SAMW observé dans le chapitre précédent.
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Figure 5.2 – Sont tracés pour l’ensemble des simulations et pour chaque secteur : (haut)la position
moyenne (moyenne des positions des mois de septembre sur la période 1995-2004) de l’affleurement
hivernal de l’isopycne définissant les AAIW ; (centre) la valeur moyenne de la salinité de la couche
de mélange à l’endroit de l’affleurement de la nappe d’eau ( ici estimée en prenant en compte une
extension méridienne de 0.5◦ de latitude autour de l’affleurement). (bas) le même diagnostique que
celui de l’image centrale pour la température potentielle.
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Figure 5.3 – Sont tracés pour l’ensemble des simulations et pour chaque secteur : (haut) la
position de l’affleurement hivernale (moyenne des positions du mois de septembre sur la période
1995-2004) du couple isopycnale encadrant les SAMW; (centre) la valeur moyenne de la salinité
de la couche de mélange à l’endroit de l’affleurement de la nappe d’eau encadrée par les deux
couches isopycnales ; (bas) le même diagnostique que celui de l’image centrale pour la température
potentielle.
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5.3 Les processus en jeu
Afin d’expliquer les changements de propriétés de surface, nous considérons ici l’ensemble
des processus contribuant à faire évoluer localement les propriétés hydrographiques de la
couche de mélange océanique. Il s’agit de l’advection, la diffusion, les flux atmosphère-
océan et leurs différentes composantes, les flux glace de mer-océan, les flux d’eau douce
en provenance des continents (le “runoff”) et l’entrâınement associé aux mouvements ver-
ticaux de la base de la couche de mélange océanique. Nous essaierons de quantifier le rôle
de chacun dans la modulation des changements observés d’une simulation à l’autre.
L’importance de la contribution d’un processus d’une simulation à une autre doit tenir
compte des anomalies de profondeur de couche de mélange entre chacune de ses simu-
lations. Avant de procéder à l’analyse des processus, nous nous attacherons dans une
première section à décrire les changements de profondeur de couche de mélange entre
chaque simulation de sensibilité au SAM et leur simulation de référence associée.
5.3.1 Les changements de la profondeur de la couche de mélange
La figure 5.4 montre l’impact des différentes composantes au forçage SAM sur la pro-
fondeur de la couche de mélange. En considérant les cartes de cette figure, il apparâıt
que les changements observés sont principalement pilotés, pendant l’hiver austral, par le
vent qui produit un approfondissement le long de l’ACC pouvant excéder 150 mètres dans
le Pacifique ouest. Dans l’océan indien on observe un “dipôle” centré sur le plateau des
Kerguelen séparant au nord de 45➦S une remontée de la couche de mélange et au sud de
45➦S un approfondissement de cette dernière. Ce “dipôle” est en partie la signature du
déplacement vers le sud du maximum de profondeur de couche de mélange dans l’Indien-
centre. Dans une moindre mesure, les perturbations turbulentes agissent de concert avec
les perturbations de vent dans le Pacifique central et l’Indien-est augmentant l’approfon-
dissement d’une trentaine de mètres. Dans le Pacifique-est et dans l’Atlantique on observe
au contraire une compensation légère des perturbations turbulentes et des perturbations
du vent. Les perturbations de précipitations, quant à elles, induisent un approfondissement
faible (∼ 40 mètres) mais significatif dans une large bande s’étendant du plateau des Ker-
guelen au sud australien autour de la latitude 45➦S.
Les diagrammes de la colonne de gauche de la figure 5.4 indiquent que l’anomalie de pro-
fondeur associée à chaque composante du forçage SAM se stabilise relativement vite. Dans
la réponse au vent (image WIND-REFsam) les anomalies saisonnières sont à l’équilibre
à partir de 1990, c’est à dire après la phase de “spin-up”. Dans la réponse aux pertur-
bations turbulentes (image TURB-WIND) et aux perturbations de précipitations (image
PREC-TURB), les anomalies saisonnières sont à l’équilibre au début de la simulation.
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Figure 5.4 – Diagramme Hovmöller (diagramme temps,latitude) de la moyenne zonale de la
différence de la couche de mélange océanique entre WIND et REFsam (en haut,à gauche) entre
TURB et WIND (au centre, à gauche) et entre PREC et TURB (en bas, à gauche). La résolution
temporelle est 5 jours. En regard, cartes des différence entre les mêmes expériences de la profondeur
de la couche de mélange en moyenne mensuelle sur la période 1995-2004 pour le mois de février
(au centre) et pour le mois de septembre (à droite). Dans l’image WIND-REFsam, les extremums
à 70➦S observés à partir de l’hiver 2001 trahissent la présence de deux polynies de pleine mer
ouvertes en 2001 en mer de Weddell et au dessus du mont sous-marin “Maud Rise“ (66➦S-3➦E)
dans l’expérience WIND. Nous décrierons ces deux polynies dans le chapitre 5.
5.3.2 Evolution de la contribution des processus aux changements des
propriétés de la couche de mélange
Nous investiguerons dans cette partie les processus modulant la température et la salinité
dans la couche de mélange en suivant les diagnostiques implémentés dans NEMO par Via-
lard and Delecluse (1998). Une estimation “online” des termes d’évolution des traceurs
actifs associée à chaque processus physique (advection, diffusion, entrâınement, flux at-
mosphère-océan, flux glace de mer-océan) est moyennée dans la couche de mélange dont
la profondeur est estimée également au cours de la simulation en suivant un critère de
densité à 0.01kg.m−3 (voir chapitre 1 pour plus de détails). En chaque point du domaine,
l’évolution d’un traceur actif (température ou salinité) est pilotée par différents processus.
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Equation de l’évolution de la température de la couche de mélange
L’évolution de la température moyenne θ de la couche de mélange océanique de profondeur
H est diagnostiquée via l’équation suivante :
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Chaque indice de l’équation 5.2 désigne un processus contribuant à l’évolution de la
température de la couche de mélange.
Les indices qla, qsb, qlw représentent les flux de chaleur à l’interface air-mer associés respec-
tivement à la chaleur latente, la chaleur sensible et au rayonnement infrarouge. L’évolution
de la température pour chacun de ces flux (noté qxx) suit l’équation suivante :
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(5.3)
L’indice qsr représente le flux de chaleur pénétrant associé au rayonnement solaire incident.
L’évolution de la température associée à ce flux suit l’équation suivante :
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où I(z) est l’irradiance à deux bandes passantes formalisée par Paulson and Simpson
(1977), Qsw est le rayonnement solaire incident, ξ0 et ξ1 sont deux longueurs d’extinction
respectivement égales à 0.35 mètre et 23 mètres et R est le ratio de contribution de chacune
de ces deux bandes et vaut 58%. hpen est la hauteur de pénétration efficace du rayonnement
solaire dans l’océan.
L’indice lat englobe les processus d’advection horizontale (xyad) et de diffusion horizontale
(ldf ). L’évolution de la température associée à l’advection latérale suit la composante
horizontale de l’ équation suivante :
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L’évolution de la température associée à la diffusion latérale suit l’équation suivante :
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Les indices zad, zdf désignent les processus d’advection et de diffusion verticale. L’évolution
de la température associée à l’advection verticale suit la composante verticale de l’équation
5.6 tandis que celle associée à la diffusion verticale à la base de la couche de mélange suit
l’équation suivante :
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L’indice iot représente le flux de chaleur entre la glace de mer et l’océan. L’évolution de
la température associée au flux de chaleur à la base de la glace de mer suit l’équation 5.3.
Enfin, l’indice ent désigne le terme d’entrâınement de la base de la couche de mélange ;
ce dernier est estimé comme le résidu entre l’évolution totale du traceur et la somme des
contributions évoquées ci-dessus (tous les effets “numériques” y sont cumulés).
L’évolution de la salinité moyenne de la couche de mélange S est diagnostiquée via l’équation
suivante :
L’évolution de la salinité de la couche de mélange en équation
L’évolution de la salinité moyenne S de la couche de mélange océanique de profondeur H
est diagnostiquée via l’équation suivante :
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l’indice emp représente le bilan entre évaporation et précipitation, ios représente le flux
de sel entre la glace de mer et l’océan et rnf représente le flux de sel équivalent entre l’eau
continentale et l’océan. L’évolution de la salinité associée à chacun de ces trois flux d’eau
douce notés indifféremment FW suit l’équation suivante :
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L’évolution de la salinité associée aux processus lat, ldf, zad, zdf suit respectivement les
équations 5.6, 5.7, 5.6 et 5.8. mais adaptées pour le traceur salinité. Comme pour la
température, la contribution ent à l’évolution de la salinité est estimé comme un résidu.
Synthèse des processus en jeu
Le schéma 5.5 illustre les processus pilotant l’évolution des propriétés hydrographiques de
la couche de mélange océanique.
Figure 5.5 – Schéma des processus modulant les propriétés hydrographiques de la couche de
mélange océanique. en rouge, les processus modifiant la température moyenne de la couche de
mélange ; en bleu, les processus modifiant la salinité ; en noir, les processus communs à l’évolution
des deux traceurs actifs.
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L’approche méthodologique
Afin de comparer l’évolution des changements d’un traceur actif C (θ,S) de la couche de
mélange d’une simulation à l’autre, nous estimons à chaque instant t de la période de
simulation 1980-2004, ∆Cproc[t] la différence de la moyenne zonale de chaque contribution
Cproc (où Cproc est la contribution d’un processus “proc” (i.e. qla, zdf, emp, ...) à l’évolution
du traceur C (i.e. θ, S)) entre la simulation 2 de sensibilité au SAM et la simulation 1 de
référence associée comme suit :
∆Cproc[t] = C2proc[t]− C
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où t0 est le temps des conditions initiales commun à tous les expériences.
Nous commençons par analyser les changements observés en réponse à la composante de
vent du forçage SAM (WIND-REFsam). Des changements cohérents se construisent pro-
gressivement du début à la fin de chaque simulation WIND et REFsam. A contrario, les
changements des autres expériences de sensibilité au SAM se construisent très rapidement
au début de la période de simulation puis se stabilisent très vite. Les figures 5.6 et 5.7
montrent la décomposition en processus de l’évolution temporelle des changements de pro-
priétés hydrographiqes de la couche de mélange entre la simulation WIND et la simulation
REFsam respectivement pour la salinité et la température.
La salinisation de la couche de mélange en réponse au SAM
La figure 5.6 montre l’évolution de la salinité de la couche de mélange en moyenne zonale
et l’évolution des contributions de chaque processus. Dès le début des simulations WIND
et REFsam, trois anomalies positives de salinité apparaissent dans la CMO. La première
d’entre elles apparâıt autour de la latitude 65➦S ; cette anomalie se propage vers le nord
jusqu’à 45➦N à la fin de la période d’étude et peut atteindre 0.3 PSU. La deuxième anoma-
lie apparâıt autour de 77➦S près de la côte antarctique et atteint 0.4 PSU ; cette anomalie
semble se confiner dans la zone de plateau antarctique tout en se renforçant d’année en
année. Enfin, la troisième anomalie positive apparâıt dans une large bande de latitude
centrée autour de 40➦S ; cette anomalie est moins grande que les précédentes mais se ren-
forcent au cours du temps en atteignant la valeur de 0.1 PSU. Les stries verticales sont la
signature de la saisonnalité de l’approfondissement de la couche de mélange en réponse au
SAM.
Les processus responsables de la salinisation de la couche de mélange sont répartis en
moyenne zonale de manière homogène. Ainsi l’anomalie de flux d’eau douce emp agit
principalement autour de 60➦S ; le flux d’eau douce à la base de la glace de mer ios agit
principalement autour de 65➦S ; le flux de sel latéral xyad agit principalement autour de
42➦S et la combinaison des flux de sel associés à l’advection verticale et à l’entrâınement
agissent autour de 70➦S. En outre l’importance de leur contribution à la salinisation est
variable, le flux ios ayant la contribution la plus intense, les flux emp et xyad ayant une
contribution comparable et enfin la combinaison des flux zad et ent ayant une contribution
significative mais la plus faible. Nous allons détailler dans ce qui suit le rôle de chacun de
ces processus en parcourant le domaine du sud au nord.
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Le rôle de l’advection verticale et de l’entrâınement dans la région des pla-
teaux : En moyenne zonale et à l’échelle de tout le domaine, l’entrâınement de la base
de la couche de mélange et l’advection verticale à la base de la couche de mélange se
compensent mutuellement au fil de chacune des deux simulations ; ces deux processus ne
participent donc pas à la salinisation observée dans une grande partie de l’océan austral
à l’exception de la région du plateau antarctique. Si cette exception n’est pas au premier
abord un centre d’intérêt dans notre étude, nous esquisserons dans les perspectives de cette
thèse le rôle que semble jouer la modulation du downwelling côtier dans la salinisation des
eaux du plateau antarctique.
Le flux d’eau douce à la surface de l’océan dans la SIZ et la région de l’ACC : le
bilan d’eau douce à la surface emp ainsi que le flux d’eau douce à la base de la glace de mer
agissent de concert dès le début de la simulation pour augmenter la salinité dans la CMO.
Dans l’expérience WIND les précipitations n’ont pas changés par rapport à l’expérience
REFsam ; Dans la région de l’océan libre de glace de mer la salinisation observée provient
d’un excès d’évaporation en réponse à l’augmentation de l’intensité des vents d’ouest ;
dans la SIZ, le rôle de chacun des processus est plus complexe. En effet les changements
de concentration de glace de mer d’une simulation à l’autre redistribue spatialement et
temporellement les zones d’échange entre l’océan et l’atmosphère. Nous verrons dans le
chapitre 5 que l’on observe une diminution de la concentration de glace de mer dans
l’expérience WIND. Cette diminution serait susceptible d’accrôıtre la quantité de neige
atteignant la surface océanique et in fine de diminuer la salinité de surface de l’océan. La
salinisation induite par le flux emp semblerait donc être pilotée également par un excès
d’évaporation.
La salinisation induite par les changements de flux d’eau douce à la base de la glace de
mer commence à la latitude 65➦S à la limite de l’extension hivernale maximale du ”pack
ice“ puis s’étendent à partir de 1985 vers le nord jusqu’à la limite de l’extension maximale
de la glace marginale vers 55➦S. ces deux flux d’eau douce contrôle la salinisation dans la
SIZ. Nous reviendrons plus en détail, dans le chapitre 5, sur la sensibilité de la glace de
mer au SAM.
Le flux advectif latéral dans la zone marginale de glace de mer et au nord
du domaine : Dans la zone marginale de la SIZ la salinisation observée pourrait être
la signature de l’anomalie positive (vers le nord) du transport d’Ekman transportant
l’anomalie de sel produite par les changements de réponse de la glace de mer évoqué
ci-dessus. Plus au nord, les changements de transport advectif de sel dans une bande
méridienne comprise entre 30➦S et 45➦S induisent une salinisation dans cette région. Ces
changements peuvent être attribués à une anomalie négative (vers le sud) du transport
d’Ekman aux moyennes latitudes créant un biais salé provenant des gyres subtropicaux.
Dans la SIZ, le processus de diffusion verticale à la base de la couche de mélange agit
à l’opposé du flux d’eau douce en provenance de la glace de mer. En considérant chaque
simulation séparément, le processus de diffusion verticale tend à saler la couche de mélange
(Figure non montrée) dans tout le domaine et particulièrement dans la SIZ. Dans cette
zone la couche de mélange absorbe par diffusion le sel provenant du dessous de la base de
couche mélange. La perturbation en vent tend donc à diminuer la salinisation de la couche
de mélange. Le défaut d’apport d’eau douce issue de la fonte de la glace de mer pendant
le printemps austral dans la réponse au vent semble freiner l’absorption diffusive de sel
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à la base de la couche de mélange. Autrement dit, la diffusion à la base de la couche de
mélange compense l’anomalie positive de flux de sel provenant de la glace de mer. Nous
remarquerons également que cette opposition entre la diffusion vertical de salinité et le
forçage d’eau douce de surface se retrouve systématiquement dans l’ensemble du domaine.
Figure 5.6 – Diagramme Hovmöller (diagramme temps,latitude) de la moyenne zonale de la
différence de salinité moyenne de la couche de mélange océanique entre WIND et REFsam (image
du haut) et des différents contributeurs. La résolution temporelle est 5 jours. Les palettes de
couleur pour les différents contributeurs couvre une plus grande gamme de salinité, ce qui cache
partiellement la saisonnalité du signal, beaucoup plus apparent dans ”SML TOT”.
Le réchauffement et le refroidissement de la couche de mélange en réponse au
SAM
La figure 5.7 montre un réchauffement dans tout le domaine, à l’exception de la ceinture
centrale (50➦S-60➦S) et d’une bande au nord située entre 30➦S et 35➦S. Dans cette ceinture
centrale on observe un réchauffement pendant la fin de l’hiver et le début du printemps
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austral et un refroidissement le reste de l’année. Il s’agit de la signature de l’anomalie
de profondeur de couche de mélange qui atteint un maximum à la fin de l’hiver austral.
Au nord de cette région le réchauffement peut atteindre 0.3➦C toute saison confondue et
au sud de cette région il peut atteindre 0.5➦C pendant l’été austral. cette répartition des
tendances est comparable avec les résultats de Sen Gupta and England (2006) qui comme
nous l’avons précisé en introduction, montrent qu’à une anomalie positive du SAM est
associée une anomalie négative de température centrée autour de 60➦S et une anomalie
positive de température centrée autour de 40➦S. Les processus responsables de l’anoma-
lie de température de la couche de mélange sont répartis en moyenne zonale de manière
homogène. Le réchauffement associé au flux de chaleur iot agit principalement autour de
60➦S ; le réchauffement associé au flux de chaleur advectif latéral xyad agit principale-
ment autour de 40➦S ; le refroidissement associé à ce flux agit autour de 65➦S ; le léger
réchauffement associé à la combinaison des flux de chaleur advectif vertical zad et de
l’entrâınement ent agissent autour de 70➦S. le léger réchauffement associé au flux diffusif
latéral ldf couvre la presque totalité du domaine. Le réchauffement associé au flux de
chaleur zdf agit entre 30➦S et 65➦S ; le refroidissement associé à ce flux agit au sud de 65➦S.
Le refroidissement combiné des flux de chaleur air-mer qla, qsb, qlw et qsr agit de 30➦S à
65➦S. le réchauffement associé à ces flux agit au sud de 65➦S. Nous allons détailler dans ce
qui suit le rôle de chacun de ces processus.
Le rôle de l’advection verticale et de l’entrâınement dans la région des pla-
teaux : Comme pour la salinité ces deux processus se compensent partiellement afin
d’entrâıner un très léger réchauffement à la base de la couche de mélange.
Le rôle du flux solaire incident de chaleur dans l’ensemble du domaine : Dans
l’ACC et pendant toute l’année, qsr est le seul processus dont l’anomalie participe au
refroidissement de la couche de mélange au nord ed 65➦S. Cette participation doit être
nuancée, car qsr joue un rôle passif ; en effet , sa capacité à modifier la température de
la couche de mélange est seulement modulée par les changements de la profondeur de
cette dernière. Dans nos simulations, le flux solaire pénétrant dans l’océan suit une loi de
décroissance exponentielle avec la profondeur (voir équation 5.5) ; on considère l’extinc-
tion e-folding du réchauffement de la surface de l’océan en dessous de 23 mètres ; étant
donné que la profondeur minimale de couche de mélange que l’on retrouve dans la région
encadrant l’ACC pour la simulation REFsam est supérieure à 35 mètres ( voir Figure 2.9
du chapitre 1) et que les différences de MLD avec WIND ne diffèrent pas plus que d’une
dizaine de mètres ; la couche d’océan réchauffée par qsr est donc constamment comprise
dans la couche de mélange quelque soit le moment de l’année et quelque soit la simula-
tion considérée. La température moyenne de la couche de mélange dans les régions où elle
est plus profonde dans l’expérience WIND que dans l’expérience REFsam est donc rela-
tivement moins influencée par le rayonnement solaire incident. Pendant l’hiver austral, la
couche de mélange s’est approfondie sous les effets des perturbations du vent au SAM ;
à la fin de l’hiver, au début de la période de restratification qsr doit donc agir sur un
volume d’eau plus grand. La stratification estivale devient donc moins efficace en réponse
au SAM. L’importance du flux solaire est donc bien la signature des changements d’ap-
profondissement hivernal de la couche de mélange en réponse au SAM.
Enfin dans la SIZ au sud de 65➦S, l’anomalie de flux solaire réchauffe la couche de mélange
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océanique. Dans la zone de glace mer la pénétration du flux solaire et modulée par la
couverture de glace de mer. Nous verrons dans le chapitre 5, la réponse importante de la
glace de mer au SAM et en particulier la diminution de la couverture de glace en mer de
Weddell qui opère pendant toute l’année.
Le rôle des autres flux air-mer : Dans l’ACC, ces processus agissent de concert et en
opposition au flux solaire pour diminuer la température de la couche de mélange (image
non montrée). On remarque qu’en réponse au SAM le refroidissement est moins intense
dans les régions où la couche de mélange s’approfondit. En effet, même si ces flux sont
en valeur absolue plus intense dans la simulation WIND que dans la simulation REFsam,
l’anomalie de perte de chaleur de l’océan n’est pas suffisante pour refroidir un volume
d’eau beaucoup plus grand. Les flux de chaleur qla, qsb, qlw diminuent leur capacité de
refroidissement de la couche de mélange en réponse au SAM.
Le rôle du transport latéral de chaleur dans la moitié nord du domaine : Les
changements de transport advectif de chaleur dans une bande méridienne comprise entre
30➦S et 45➦S induisent un réchauffement dans cette région. Plus au sud entre 50➦S et 55➦S,
le réchauffement observé pourrait être la signature du transport d’Ekman vers le nord de
l’anomalie de chaleur produite par les changements de réponse de la glace de mer.
Le rôle conjoint de la la diffusion verticale et de la glace de mer : La diffusion à la
base de la couche de mélange agit de concert avec le flux de chaleur provenant de la glace
de mer. Contrairement à la diffusion du sel, dans toute la région de l’ACC la diffusion
verticale à la base de la couche de mélange produit un réchauffement de la couche de
mélange.
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Figure 5.7 – Idem Figure 5.6 pour la température.
5.3.3 Distribution spatiale des processus de contrôle
L’approche méthodologique
Comme nous venons de le voir, d’une simulation à l’autre, la contribution d’un processus à
l’évolution des traceurs actifs de la couche de mélange océanique est susceptible de changer.
On estime à la fin de chaque simulation la différence locale ∆Cproc[x, y, tend] entre chacune
des simulations de sensibilité au SAM et chacune de leur simulation de référence associée
suivant la relation 5.12 suivante :
∆Cproc[x, y, tend] = C
2
proc[x, y, tend]− C
1
proc[x, y, tend]
= C2proc[x, y, tend]− C
2
proc[x, y, t0]− (C
1
proc[x, y, tend]− C
1
proc[x, y, t0])
=
∫ tend
t0
∂C2
∂t
∣
∣
∣
proc
dt[x, y]−
∫ tend
t0
∂C1
∂t
∣
∣
∣
proc
dt[x, y]
(5.12)
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Parmi ces changements, on peut distinguer le processus pilotant majoritairement l’évolution
de ces traceurs. Entre deux simulations, on peut également quantifier via un indice P ∗δ l’im-
portance du processus dominant proc∗ par rapport à l’ensemble des autres processus dont
les effets sont du même signe δ. L’estimation de cet indice suit l’équation suivante :
P ∗δ (x, y) = 100 ·
∆Cproc∗,δ(x, y)
∑
proc
∆Cproc,δ(x, y)
(5.13)
Afin de mieux comprendre cet indice, donnons un exemple :
Dans la SIZ à 65➦S, nous observons une salinisation ; dans ce cas où δ > 0 on somme
tous les processus participant à la salinisation (emp,ios,zad+end). Parmis ces processus,
ios est celui qui participe le plus à la salinisation. On calcule alors son pourcentage de
participation de la manière suivante :
P iossalinisation(x, y) = 100 ·
∆Sios(x, y)
∆Semp(x, y) + ∆Sios(x, y) + ∆Szad+ent(x, y)
(5.14)
Distribution spatiale de l’anomalie de salinisation
Les figures 5.8 et 5.10 montrent l’indice P ∗δ (x, y) respectivement pour la salinisation et
l’adoucissement de la couche de mélange sous l’influence des perturbations de vent (image
WIND-REFsam), des perturbations turbulentes (image TURB-WIND) et des perturbations
de précipitation (image PREC-TURB). La réponse générale des processus dominant à
l’ensemble des composantes du forçage SAM sera illustrée par l’image PREC-REFsam.
Les zones de salinisation et leurs pilotes : La comparaison de l’image WIND-
REFsam de la figure 5.8 avec l’image PREC-REFsam suggère que le vent contrôle majo-
ritairement la distribution des processus. La comparaison entre l’image TURB-WIND et
PREC-REFsam montre que la perturbation des variables turbulentes joue également un
rôle significatif dans l’activation de la salinisation dans le indien-est (autour de 120➦E-50➦S)
et du Pacifique central (autour de 120➦W-45➦S). La comparaison entre l’image PREC-
TURB et PREC-REFsam montre également que la perturbation des précipitations joue
un rôle primordiale dans l’activation de la salinisation dans une grande partie de l’Indien-
est (autour de 110➦E-40➦S) et du pacifique-ouest en aval de la Nouvelle-Zélande (centré
atour de 150➦W).
La réponse générale (PREC-REFsam) met en évidence une distribution claire des proces-
sus dominant. En effet la contribution de chaque processus à la salinisation est supérieure
à 70% lorsqu’il est dominant. Ainsi, au large de la mer de Bellingshausen, dans la zone
nord de la mer de Weddell, dans les mers de le Coopération et de Davis (65➦E-100➦E) (lo-
calisation, voir figure 6.2) , dans les mers de d’Urville et de Somov (135➦E-175➦E) et dans
le secteur ouest de la mer de Ross, l’anomalie de flux de sel virtuel à la base de la glace de
mer (ios) explique plus de 70 % de la salinisation observée ; dans le secteur est de la mer
de Ross et dans la mer d’Amundsen, l’anomalie de diffusion de sel à la base de la couche
de mélange (zdf ) explique dans les mêmes proportions la salinisation observée. A la limite
nord de la SIZ, au voisinage de 60➦S, là où l’anomalie de glace de mer pilote la salinisa-
tion, l’anomalie de transport latérale (lat) de sel domine. Dans cette bande de latitude la
perturbation en vent (Figure 3.10 du chapitre 3) est un vent zonal d’ouest (à l’exception
de la zone au large de Bellingshausen où l’on observe une contribution méridienne du vent
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vers le sud significative). L’anomalie de transport latéral comporte donc une anomalie de
transport d’Ekman vers le nord. Celle-ci est alors susceptible de propager l’anomalie de
salinité mise en évidence dans la SIZ. nous verrons dans le paragraphe suivant le poids res-
pectif du transport d’Ekman de sel par rapport au transport géostrophique. Dans l’océan
libre de glace au nord de 60➦S, la salinisation observée est pilotée par l’anomalie de flux
d’eau douce emp et l’anomalie transport latéral ; L’anomalie de transport latéral domine
celle des flux d’eau douce de surface au niveau et en aval des principaux monts sous-marins
(plateaux et dorsales océaniques).
Figure 5.8 – Cartes des processus dominant responsables de la salinisation de la couche de mélange
pendant toute la période de simulation 1980-2004 (voir équation pour plus de détail sur le calcul).
Le pourcentage de participation à la salinisation du processus dominant est quantifié grâce aux
barres de couleurs dégradées associées à chaque processus.
Les contributions relatives de la composante d’Ekman et de la composante
géostrophique dans l’anomalie de transport latéral : La figure 5.9 montre le
poids respectif de l’advection d’Ekman et de l’advection géostrophique dans la salinisation
de la couche de mélange océanique par le biais du processus d’advection horizontale.
Comme nous l’avons vu au chapitre 1, nous pouvons décomposer le terme d’évolution de
la salinité en sa composante géostrophique et agéostrophique (Ekman) comme suit :
∂S
∂t
∣
∣
∣
∣
Adv
=
∂S
∂t
∣
∣
∣
∣
Adv agéostrophique (Ekman)
+
∂S
∂t
∣
∣
∣
∣
Adv géostrophique
(5.15)
Contrairement au chapitre 1, nous utiliserons la composante zonale ainsi que la composante
méridienne du transport d’Ekman pour estimer la composante agéostrophique du terme
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d’évolution de la salinité.
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(5.16)
où S est la salinité, ∇ est l’opérateur divergence, Hcmo est l’épaisseur de la CMO, τ
x
et τy sont respectivement la composante zonale de la tension de vent et la composante
méridienne de la tension de vent et ~UH est la vitesse horizontale. Chacune de ces variables
est estimée à partir de leur valeur moyenne sur la période 1995-2004.
Afin de determiner dans quelle region les changements de contributions advectives sont
dus au changement de transport d’Ekman, nous définissons alors un nouvel indice P
∗xyadv
δ
comme suit :
P ∗xyadvδ (x, y) = 100 ·
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(5.17)
Le signe δ est le même que celui définit dans l’équation 5.13. ∆ signifie la différence locale
entre une simulation de sensibilité au SAM et sa simulation de référence associée. Cet in-
dice P ∗xyadvδ est définit uniquement pour les points (x,y) qui vérifient ∆Stotal[x, y, tend] > 0
comme définit par la relation 5.12. Cet indice révèle les zones où l’une des deux compo-
santes dominent l’autre et dans quelle proportion l’une domine l’autre dans les régions où
l’on observe une salinisation d’une simulation à l’autre.
Comme nous l’avions mentionné au paragraphe précédent le transport d’Ekman joue un
rôle dans la contribution à la salinisation de la couche de mélange océanique. Une compa-
raison de l’image PREC-REFsam de la figure 5.8 avec la figure 5.9 montre que sur le bord
de la SIZ aux endroits où le transport latéral domine la salinisation le transport d’Ekman
de sel est le processus dominant à l’exception du bassin Atlantique. Plus au large au niveau
et en aval des principaux monts sous-marins, aux endroits où le transport latéral domine
la salinisation, le transport géostrophique de sel est le processus dominant à l’exception
du secteur sud-est du bassin Pacifique où le transport d’Ekman tient la totalité du rôle de
salinisation. Au nord de 40➦S, dans chaque bassin, le transport d’Ekman domine le signal
l’anomalie positive de transport latéral de sel.
Notons toutefois que la relation 5.17 est estimée à partir des moyennes climatologiques
1995-2004 et ne prend donc pas en considération non seulement les contributions non-
linéaires des termes d’évolution de la salinité de la couche de mélange associés aux trans-
port latéral mais aussi les variations de la profondeur de la couche de mélange.
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Figure 5.9 – Carte de l’indice P ∗xyadvδ (avec δ > 0) donnant la composante dominante de l’ad-
vection latérale (Ekman ou géostrophique) lorsque celle-ci contribue à la salinisation de la couche
de mélange entre PREC et REFsam sur la période 1995-2004 (voir équation 5.17 pour les détails
sur le calcul). Le pourcentage de participation à la salinisation du processus dominant est quantifié
grâce aux barres de couleurs dégradées associées à la composante d’Ekman et à la composante
géostrophique de l’advection latérale.
Les zones d’adouccisement et leurs pilotes : La comparaison des images WIND-
REFsam et TURB-WIND de la figure 5.10 avec l’image PREC-REFsam suggère que le
vent et les variables turbulentes contrôlent en grande partie les processus responsables de
l’adoucissement de la couche de mélange océanique. Si les précipitations (image PREC-
TURB) adoucissent légèrement la couche de mélange au sud de 50➦S, nous ne retrouvons
pas leur signature quand on prend en compte l’ensemble des perturbations (image PREC-
REFsam) ; elles ne suffisent donc pas à compenser les effets du vent. Seulement quelques
rares endroits connaissent un adoucissement (la partie extrême est de la mer de Weddell,
et les parties méridionales de la mer d’Amundsen et de l’extrême est de la mer de Ross).
Enfin, Maud Rise et la limite marginale de la SIZ au nord d’Amundsen se radoucissent.
La réponse générale (PREC-REFsam) met en évidence une distribution claire des proces-
sus dominant dans deux endroits ; En premier lieu au large de la mer d’Amundsen, sur la
bordure de la SIZ, l’anomalie de flux de sel virtuel à la base de la glace de mer(ios) domine
(> 70%) l’adoucissement sur une fine bande de 2➦ ed latitude à 65➦S. En second lieu à
l’est de la mer de Weddell et dans la mer d’Haakon (15➦E-25➦E), l’anomalie de diffusion
verticale de sel à la base de la couche de mélange (zdf ) est le pilote dominant (> 70%) de
l’adoucissement observé.
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Figure 5.10 – Cartes des processus dominant responsables de l’adoucissement de la couche de
mélange pendant toute la période de simulation 1980-2004 (voir équation pour plus de détail sur
le calcul).
Distribution spatiale des anomalies de réchauffement et de refroidissement
Les figures 5.11 et 5.12 montrent l’indice P ∗δ (x, y) respectivement pour le réchauffement et
le refroidissement de la couche de mélange sous l’influence des perturbations de vent (image
WIND-REFsam), des perturbations turbulentes (image TURB-WIND) et des perturbations
de précipitation (image PREC-TURB). La réponse générale des processus dominant à
l’ensemble des composantes du forçage SAM sera illustrée par l’image PREC-REFsam.
Les zones de réchauffement et leurs pilotes : L’Atlantique, L’Indien-ouest et une
grande partie de la SIZ se réchauffent via une combinaison de différents processus. La com-
paraison de l’image WIND-REFsam de la figure 5.11 avec l’image PREC-REFsam suggère
que le vent contrôle majoritairement la distribution des processus principaux associés au
réchauffement de la couche de mélange. Les autres composantes au forçage SAM semblent
dominer l’anomalie de réchauffement seulement de manière localisée. La comparaison entre
l’image TURB-WIND et PREC-REFsam montre que la perturbation des variables turbu-
lentes joue également un rôle significatif dans l’activation du réchauffement dans la mer
de Ross et la mer d’Amundsen via le processus de diffusion verticale à la base de couche
de mélange et également dans les mer de la Coopération (65➦E-100➦E), de Mawson(100➦E-
135➦E), de Dumont D’Urville (135➦E-175➦E) et de Ross. En outre, au large de la mer des
Cosmonautes (30➦E-60➦E) sur le bord de la SIZ, le flux de chaleur infra-rouge contrôle
dans une moindre mesure le réchauffement observé. Dans le bassin Atlantique, plusieurs
processus participent au réchauffement de la couche de mélange. L’anomalie de flux de
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chaleur sensible pilote ( ∼ 50 %) le réchauffement autour des ı̂les Malouines ; l’anomalie
de transport latéral de chaleur est dominant en aval des ı̂les Malouines (∼ 60%) ; plus au
nord, l’anomalie de diffusion verticale à la base de la couche de mélange pilote (> 60 %)
ce réchauffement ; autour de 60➦S de la pointe de la péninsule antarctique au méridien de
Greenwich, l’anomalie de chaleur issue de la glace de mer pilote ce réchauffement ; enfin
entre 65➦S et 70➦S dans la mer de Weddell, l’anomalie de flux solaire modulé par l’anomalie
de couverture de glace de mer pilote le réchauffement observé.
Figure 5.11 – Cartes des processus dominants responsables du réchauffement de la couche de
mélange pendant toute la période de simulation 1980-2004 (voir équation pour plus de détail sur
le calcul).
Les zones de refroidissement et leurs pilotes : La comparaison des image WIND-
REFsam et TURB-WIND de la figure 5.12 avec l’image PREC-REFsam suggère que le
vent et les variables turbulentes contrôlent majoritairement la distribution des processus.
Le Pacifique centrale (centré sur 120➦W-50➦S) et l’Indien-est (centré sur 120➦E-50➦S) sont
sujets à un refroidissement associé principalement à une anomalie du réchauffement associé
à la participation du flux radiatif solaire incident. Comme nous l’avons vu plus haut, on
peut expliquer cette anomalie par l’approfondissement de la couche de mélange dans ces
régions. En outre, à l’ouest du Maud Rise (0➦E-60➦S) des changements dans la diffusion
verticale en réponse aux perturbations des variables turbulentes semblent contrôler le
refroidissement. Enfin dans la zone marginale de la SIZ au large de la mer d’Amundsen, les
changements de flux de chaleur traversant la glace de mer (iot) pilotent le refroidissement
observé dans cette région.
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Figure 5.12 – Cartes des processus dominants responsables du refroidissement de la couche de
mélange pendant toute la période de simulation 1980-2004 (voir équation pour plus de détail sur
le calcul).
5.4 Conclusion
Dans le chapitre précédent nous avions remarqué une salinisation de l’ordre de 0.04 PSU et
un réchauffement de l’ordre 0.4➦C sous la couche de mélange dans les eaux intermédiaires.
Nous avions également remarqué une salinisation de l’ordre de 0.1 PSU et un réchauffement
de l’ordre 0.5➦C sous la couche de mélange dans les eaux modales à l’exception de la
région Indien-centre où nous avions observé des changements de signe opposé (-0.05 PSU
et -0.7➦C). Dans l’ensemble du bassin austral à l’exception du secteur Pacifique central
et Indien-est, les changements des propriétés hydrographiques de la couche de mélange
océanique dans la région d’affleurement des masses d’eau intermédiaires sont cohérents
avec les changements observés dans cette masse d’eau. Le cas particulier des régions Paci-
fique central et Indien-est incite à penser que les changements observés dans ces secteurs
sont en grande partie le fruit des déplacements méridiens des isopycnes vers le nord. Dans
l’ensemble du bassin austral à l’exception du secteur indien centre, les changements des
propriétés hydrographiques de la couche de mélange océanique dans la région d’affleure-
ment des masses d’eau modales sont cohérents avec les changements observés dans cette
masse d’eau. Le cas particulier de la région indien-centre incite à penser que les change-
ments observés dans ce secteur sont en grande partie le fruit des déplacements méridiens
des isopycnes vers le sud. Dans les zones où les déplacements méridiens des affleurements
des masses d’eau et où les changements locaux des propriétés de couche de mélange sont
cohérents, il est difficile de conclure quant à celui de ces deux processus dominant la réponse
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au SAM des propriétés des masses d’eau affleurant pendant l’hiver austral. Toutefois, nous
pouvons discerner les processus dominant la réponse locale de la couche de mélange. La
figure 5.13 est une représentation schématique des changements des zones d’affleurement
des AAIW et SAMW; l’anomalie positive de température et salinité homogène de la zone
d’affleurement hivernale des AAIW, ainsi que l’évolution zonale de l’anomalie des pro-
priétés de la zone d’affleurement des SAMW sont superposées aux processus dominant
(> 60%) la salinisation, le réchauffement et le refroidissement de la couche de mélange.
Figure 5.13 – Schéma bilan de la réponse au SAM (PREC-REFsam) des AAIW et SAMW dans la
couche de mélange à la fin de l’hiver austral. La zone d’affleurement des AAIW et des SAMW dans
la simulation REFsam (resp PREC) est en trait plein (resp pointillé). L’amplitude du déplacement
méridien de l’affleurement des masses d’eau est à l’échelle. L’évolution des propriétés des traceurs
d’une simulation à l’autre est également illustré via l’échelle de couleur ( bas de l’image). Les pro-
cessus dominant la salinisation, le réchauffement et le refroidissement significatifs sont schématisés
pour chacune de ces trois anomalies. En surimposition, les anomalies de profondeur de couche de
mélange, en gris clair les anomalies positives et en gris “ondulé” les anomalies négatives.
Un scénario potentiel pour expliquer la salinisation serait le suivant : une anomalie po-
sitive de salinité est initiée dans la SIZ. Celle-ci s’explique d’une part par une anomalie
négative de flux d’eau douce à la base de la glace de mer en réponse à l’ensemble des com-
posantes du forçage SAM en mer de Weddell, en mer de Bellingshausen, dans le secteur
ouest de la mer de Ross, en mer de Somov (localisation, voir figure 6.2), en mer d’Urville
et dans la mer de la Coopération et d’autre part par l’apport de sel par diffusion verti-
5.4. CONCLUSION 155
cale à la base de la couche de mélange dans le secteur est de la mer de Ross et en mer
d’Amundsen. Dans chacun de ces secteurs, l’anomalie se propagerait vers le nord grâce
au transport d’Ekman. Cette anomalie viendrait “alimenter“ les zones d’affleurement des
AAIW situées dans le Pacifique sud-est, dans le Pacifique sud-ouest et dans tout le sec-
teur Atlantique. Au niveau du plateau des Kerguelen et de la dorsale sud-Atlantique, la
salinisation des AAIW serait le résultat du transport géostrophique associé à l’ACC de
l’anomalie de salinité initiée en amont. Dans les autres régions d’affleurement des AAIW,
l’augmentation de l’évaporation pourrait expliquer en grande partie la salinisation. La
salinisation des SAMW de l’Indien-est vers le Pacifique-est semblent pouvoir s’expliquer
également par une distribution spatiale nette de ces processus. Dans le secteur sud-ouest
Pacifique, le transport géostrophique associé à l’ACC d’une anomalie de salinité initiée en
amont expliquerait la salinisation des SAMW; puis dans dans le secteur Pacifique central
à l’endroit où les SAMW se rapprochent des AAIW, le transport d’Ekman vers le nord
de l’anomalie initiée dans la SIZ expliquerait la salinisation ; à l’est du Pacifique central
l’anomalie positive d’évaporation expliquerait en grande partie cette salinisation ; enfin
dans le secteur Pacifique sud-est, le transport d’Ekman vers le nord de l’anomalie initiée
dans la SIZ expliquerait cette salinisation.
Le réchauffement dans le secteur Atlantique s’expliquerait par la coordination de plusieurs
processus. Dans la mer de Weddell, l’anomalie positive de chaleur au sud du cercle polaire
est associé en grande partie au flux radiatif solaire plus important en réponse à l’ensemble
des composantes du forçage SAM. La profondeur de couche de mélange ne variant que très
peu pendant la période estivale, cette anomalie serait le résultat d’un défaut de couverture
de glace estivale. Au nord du cercle polaire, ce réchauffement viendrait du retrait vers le
sud de la SIE en réponse au SAM pendant l’hiver austral. Au nord du bord marginal de
la SIZ, le transport d’Ekman contribuerait grandement à propager l’anomalie de chaleur
ainsi créée vers la zone d’affleurement hivernal des AAIW.
La réponse de la température de surface océanique à l’ensemble des composantes du forçage
SAM semble en accord avec les tendances climatiques observées et notamment la part at-
tribuée à la variabilité du SAM. Les changements de la couche de mélange océanique en
réponse à l’ensemble des composantes du forçage SAM semblent principalement pilotés
par le sel, les échanges de chaleur air-mer étant asservis par les anomalies de profondeur de
couche de mélange. Nous avions vu à la section 2.4.8 du chapitre 2 que Ciasto and Thomp-
son (2008); Sallée et al. (2010); Ciasto et al. (2011) avaient mis en évidence que la persi-
tance des anomalies de SST après un épisode SAM positif est cohérent avec une réponse
thermique passive de l’océan Austral aux variations saisonnières de la CMO en réponse
au SAM. La réponse “cumulée” de la température de la couche de mélange à l’ensemble
des composantes du forçage SAM dans notre jeu d’expérience (Figure 5.1) est similaire
à la réponse instantanée de REFsam (Figure 2.25) elle même similaire aux observations.
La persistance dans le temps de ces changements de température corrobore la remarque
précédente. Comme nous l’avions souligné en introduction générale, un réchauffement des
couches supérieures de l’océan Austral a été observé ces dernières décennies à toutes les
latitudes (Böning et al., 2008; Levitus et al., 2000; Gille, 2002; Boyer and Coauthors ,
2006). Les changements en température ont pu être attribués au déplacement vers le sud
de l’ACC et des fronts, aux changements de flux air-mer de chaleur ainsi qu’aux change-
ments de profondeur de la couche de mélange. Les mêmes processus sont en jeu dans notre
étude de sensibilité.
156 CHAPITRE 5. L’IMPACT DU MODE ANNULAIRE AUSTRAL EN SURFACE
D’après les études antérieures, la réponse instantannée au SAM de la salinité suit, quant
à elle, sensiblement les tendances observées entre salinisation aux moyennes latitudes
et adouccissement aux hautes latitudes (Helm et al., 2010) avec les mêmes disparités
régionales discutées pour la réponse en température.
Dans notre étude, La réponse “cumulée“ de la salinité est quant à elle orientée unique-
ment vers une salinisation intégrale de l’océan Austral. La salinisation est particulièrement
marquée dans les régions de plateau dans le secteur est Antarctique, dans la partie nord
des gyres subpolaires de Weddell et de Ross, dans les courants de bord ouest sud-américain
et tout autour de l’ensemble Tasmanie-Nouvelle Zélande. En supposant que cette forte sa-
linisation ”globale“ ne traduise pas une quelconque réponse au SAM, quatre hypothèses
sont envisagées pour expliquer la salinisation exagérée et opérée dans la couche de mélange
quant à la réponse “cumulée” au SAM :
— Premièrement, les défauts de représentation de la réponse des variables atmosphériques
de surface du jeu de forçage DFS3 à la tendance positive du SAM.
— Deuxièmement, la méthode de forçage ne prenant pas en compte la saisonnalité de
la réponse en température de l’air au SAM.
— Troisièmement, la représentation imparfaite du runoff côtier Antarctique.
— Enfin, le comportement du modèle de glace de mer LIM2.
La première hypothèse met en jeu les incertitudes sur la représentation des réponses au
SAM de la tension zonale de vent dans la région de l’ACC, de la température de l’air dans
la SIZ et des précipitations dans la région de l’ACC et dans la SIZ (voir Figure 3.12). En
premier lieu, la réponse de la tension zonale de vent au SAM révèle une anomalie négative
(vers le pôle sud) de transport d’Ekman dans la zone marginale de la SIZ en mer de Ross
limitant ainsi l’extension de glace de mer dans cette région et le transport d’eau douce
vers les régions d’affleurement des AAIW et SAMW; En deuxième lieu, la réponse de la
température de l’air au SAM comporte un excès de chaleur en mer de Weddell et en mer
de Ross limitant potentiellement la formation de glace de mer dans ces régions et dimi-
nuant ainsi le stock d’eau douce disponible au printemps austral pour adoucir les AASW
et in fine les zones de formations des AAIW, en particulier dans le secteur Atlantique.
Enfin, la réponse des précipitations au SAM révèle dans une large région, un déficit de
précipitation ; ce déficit d’eau douce pourrait expliquer, en particulier dans les secteurs
du Pacifique sud-est de Ross et du bassin Atlantique, la limitation de l’adoucissement des
AAIW.
La deuxième hypothèse met en jeu le manque de réalisme de l’approche méthodologique
pour les simulations affectées par la perturbation en température de l’air du forçage SAM.
En effet, la perturbation en température du forçage SAM est constante et traduit la réponse
de la température de l’air au SAM en moyenne annuelle. Or la réponse de la température de
l’air est presque exclusivement marquée pendant l’automne et l’hiver austral (Lefebvre and
Goosse, 2005) ; Ainsi pendant le printemps et l’été austral la composante en température du
forçage SAM apporte un excès de chaleur en mer de weddell ; celui-ci pourrait restreindre
le taux de formation de glace de mer dans la région et ce faisant limiter la production
de glace de mer totale en mer de Weddell. Le déficit, ainsi produit, du stock de glace de
mer disponible lors de la fonte printanière limiterait l’apport d’eau douce dans les zones
d’affleurement des masses d’eau d’intérêt.
La troisième hypothèse pourrait conditionner imparfaitement les propriétés des AASW et
a fortiori le cycle de formation/fonte de la glace de mer. La non prise en compte de la fonte
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basale des icebergs ainsi que du velâge des plate-formes glaciaires, en particulier dans le
contexte d’accélération de la perte de masse de la calotte Antarctique, restreint en effet
l’apport douce dans la SIZ.
Enfin étant donné que la glace de mer semble jouer un rôle majeur à l’origine de cette
salinisation dont les effets se font ressentir dans toute la région de l‘ACC via le transport
d’Ekman, sa représentation devrait être la plus réaliste possible. Or nous avions souligné
quelques biais de LIM2 en conclusion du chapitre 2. En particulier, comme nous l’avions
vu à la section 2.4.8 du chapitre 1, la réponse instantanée de la glace de mer au SAM
est sans doute trop marquée en mer de Weddel (possiblement à cause du forçage DFS3).
Ceci induit sur des temps longs un déficit de couverture de glace de mer dans la mer de
Weddell. il pourrait en résulter un excès de chauffage de la surface océanique et un manque
d’apport d’eau douce dans ce secteur.
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Chapitre 6
Le rôle de la glace de mer sur la
réponse du cycle de l’eau
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6.1 Introduction
Dans la SIZ, nous avons vu dans le chapitre précédent que la glace de mer joue un rôle
important dans la salinisation de la couche de mélange. Nous décrirons, dans ce chapitre,
la réponse de la glace de mer aux différentes composantes du forçage SAM. Nous exploite-
rons cette description afin d’interpréter l’anomalie de salinisation observée en réponse au
SAM. Plusieurs études ont mis en évidence certains effets du SAM sur la distribution de la
glace de mer dans la SIZ de l’océan Austral. Liu et al. (2004) a mis en évidence la réponse
dipolaire aux phases positives du SAM de l’extension de glace de mer centrée en mer de
Bellingshausen ; à l’est il a remarqué un retrait de la glace de mer et à l’ouest une avancée
de cette dernière. Des expériences numériques couplées réalisées par Holland et al. (2005)
ont mis en évidence le lien entre ce dipôle antarctique et le SAM. Enfin, les expériences
forcées effectuées par Lefebvre and Goosse (2005) montrent également cette réponse de la
glace de mer au SAM. A l’échelle de l’océan Austral, l’estimation des tendances de SIE
et de SIV (Volume de glace de mer) fait encore l’objet d’analyses contradictoires. Les ob-
servations montrent une augmentation de la SIE (Zwally et al., 2002; Comiso and Nishio,
2008; Turner et al., 2009) depuis plusieurs décennies ; toutefois cette tendance positive
est entâchée d’incertitude (Zwally et al., 2002; Comiso et al., 2003; Solomon, 2007) ; ces
études statuent sur une augmentation entre 0.5% et 1% avec une incertitude du même
ordre de grandeur. Cependant une étude récente attribue la tendance positive de la SIE à
un artéfact du système d’observation (Eisenman, 2014). En outre, les résultats des modèles
de climat CMIP5 montrent une diminution de la SIE depuis 1980 (Maksym et al., 2012) ;
La grande incertitude sur les observations d’épaisseur de glace de mer complique encore
notre capacité à estimer les tendances de SIV et ce malgré certains résultats de modèles
révélant une augmentation de SIV ces dernières décennies (Fichefet et al., 2003; Zhang ,
2007; Massonnet et al., 2013).
La réponse de la couverture de glace de mer aux différentes perturbations atmosphériques
du forçage SAM montre, similirairement, une distribution dipolaire des anomalies. Ce-
pendant à la différence de nombreuses études précédentes, nous observons une diminution
globale du volume de glace en réponse “cumulée” au SAM.
En outre, nous observons une régionalisation de l’importance de chacune des perturba-
tions dans leur modulation de la glace de mer. Les anomalies d’extension de glace de mer
(SIE) que nous observons au mois de septembre (moyenne 1995-2004) en réponse au SAM
révèlent une diminution de 11%, cela va dans le même sens que les projections climatiques
faites par Arzel et al. (2006) à l’aide d’un AOGCM qui montre une diminution de 20% de
SIE à la fin du XXIeme siècle au mois de septembre.
Nous quantifierons, dans une première section, la forte salinisation opérée dans la SIZ et
plus particulièrement dans les régions marginales de la glace saisonnière. Pour comprendre
la réponse de la glace de mer dans nos expériences et les contradictions apparentes avec les
études existantes, nous décrirons dans une première section les changements de concentra-
tion de glace de mer et donc la réponse de la distribution de glace de mer aux différentes
composantes du forçage SAM. Puis, dans une deuxième section nous caractériserons la
construction de l’anomalie de glace de mer pour ensuite examiner l’anomalie de salinité
de surface au fil des saisons. Enfin, dans une troisième section, nous montrerons comment
les effets sur la glace de mer des différentes composantes du forçage SAM s’opposent.
6.2. LA SALINISATION INDUITE PAR LE CYCLE DE FORMATION/FONTE DE LAGLACE DEMER EN R
6.2 La salinisation induite par le cycle de formation/fonte
de la glace de mer en réponse au SAM
La figure 6.1 montre la salinisation observée induite par les changements de cycle forma-
tion/fonte de la glace de mer en réponse à l’ensemble des composantes du forçage SAM.
On observe une salinisation induite par ios supérieure à 10 PSU principalement en mer
de Weddell, en mer de Somov (localisation, voir figure 6.2), en mer d’Urville, et dans une
moindre mesure dans la mer de la Coopération et dans la mer de Davis.
Dans ces trois régions ios contribue pour une part supérieure à 70% dans la salinisation
observée de la couche de mélange.
La forte salinisation des AASW induite par les changements de cycle de formation/fonte
de la glace de mer affecte particulièrement le secteur Atlantique, dans les régions où af-
fleurent les AAIW. En outre, le déplacement vers le nord, dans le sens positif du gradient
méridien de salinité de surface, de la région d’affleurement des AAIW (image de doite de
la figure 6.1) en réponse à l’ensemble des composantes du forçage SAM favorise également
une salinisation des fenêtres de ventilation des AAIW.
Figure 6.1 – (à gauche) pourcentage de participation de ios à la salinisation de la couche de
mélange océanique (voir équation 5.14) entre PREC et REFsam estimé sur la période 1980-2004.
(à droite) Différence de salinité induite par le cycle de formation/fonte de la glace de mer entre
PREC et REFsam estimée sur la période 1980-2004 (voir équation 5.12). En trait bleu, les zones
d’afleurement des AAIW estimées au mois de septembre sur la période 1995-2004 pour la simulation
REFsam (trait plein) et pour la simulation PREC (trait pointillé).
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6.3 Géographie marine et glaciaire du pourtour Antarctique
Dans la suite de ce chapitre, le lecteur est invité à se reférer à la carte de la figure 6.2 pour
faciliter la localisation des secteurs d’étude qui seront associés aux différentes mers et ice
shelves entourant le continent Antarctique.
Figure 6.2 – Mers et plateformes de glace encerclant le continent Antarctique.
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6.4 La réponse de la concentration de la glace de mer au
SAM
La figure 6.3 montre les différences de concentration de glace de mer d’une simulation à
l’autre à la fin de l’hiver austral.
Figure 6.3 – Différences de concentration de glace de mer entre les simulations de sensibilité et
leurs références associées pour le mois de septembre climatologique sur la période 1995-2004.
La réponse mécanique suit une distribution hexapolaire à la fin de l’hiver
austral : La réponse purement mécanique de la glace de mer (image STRESS-REFsam)
fait apparâıtre une distribution quadripolaire des anomalies de concentration de glace de
mer. Ainsi on peut noter 3 zones où cette anomalie est négative (Mer de Weddell, Mer
de la Coopération, Mer de D’Urville et Mer de Somov) et une zone (Mer d’Amundsen)
où elle est positive. La réponse des flux turbulents au vent (image NOSTRESS-REFsam)
révèle une augmentation de la concentration de glace de mer sur tout le pourtour de la
SIZ. Certaines zones voient particulièrement leur concentration de glace de mer augmenter
(Mer des Cosmonautes, Mer de Mawson et Mer d’Amundsen). En prenant en compte ces
deux effets du vent (image WIND-REFsam) on obtient une distribution hexapolaire des
anomalies de concentration de glace de mer. La distribution spatiale de cette réponse
est très semblable aux résultats d’analyse de modélisation de Lefebvre et al. (2004) qui
montrent par une étude de régression la réponse instantannée de la concentration de glace
de mer avec le SAM ; ils remarquent une anomalie positive dans la mer des Cosmonautes,
en mer de Mawson dans le secteur est de la mer de Ross et en mer d’Amundsen ainsi
qu’une anomalie négative en mer de Weddell et Bellingshausen et plus faiblement négative
en mer d’Urville.
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La réponse thermique suit une distribution tripolaire à la fin de l’hiver austral :
La réponse de la SIZ aux perturbations des variables turbulentes (image TURB-WIND
et NOWNDTURB-REFsam) suit linéairement les perturbations atmosphériques. En effet
les anomalies froides et sèches de l’air dans les secteurs Indien-est , Mer de Ross , Mer
d’Amundsen et partie ouest de Bellingshausen induisent une augmentation significative de
la concentration de glace de mer. A contrario, les anomalies chaudes et humides de l’air
autour de la péninsule antarctique et en mer de Weddell provoquent une diminution légère
de la couverture de glace de mer.
La réponse de glace aux changements de précipitation suit une distribution
annulaire : Nous pouvons remarquer de grandes similitudes entre la réponse aux
précipitations avec la réponse mécanique des flux turbulents (NOSTRESS). En effet pen-
dant l’hiver austral, on peut remarquer une augmentation sensible de la couverture de glace
de mer le long du pourtour antarctique, essentiellement dans les secteurs Pacifique, Atlan-
tique et Indien-ouest. Ceci est cohérent avec une augmentation constante des précipitations
dans ces zones. Plusieurs mécanismes sont possiblement mis en œuvre ; la couche de surface
de l’océan devenant plus douce, le processus de congélation de l’eau de mer est facilité. dans
cette zone la production de glace y est légèrement plus importante ; la couche de mélange
sous-jacente y est légèrement moins profonde, témoignant d’une plus petite augmentation
de la stratification locale. Cette augmentation de la stratification peut induire en retour
une diminution de l’apport en surface des eaux plus chaudes en subsurface, conduisant
également à maintenir une situation favorable à la formation de glace de mer. En plus
de l’adoucissement de la surface de l’océan, l’augmentation des précipitations neigeuses
sur la glace de mer a pour effet de renforcer l’albédo de cette dernière, réduisant ainsi la
pénétration du flux solaire dans l’océan et favorisant ainsi la formation de nouvelle glace.
6.5 La saisonnalité de l’anomalie de salinisation produite
par la glace de mer
6.5.1 Les anomalies de production de glace de mer
On observe une diminution de la production de glace de mer en réponse au SAM. En
moyenne saisonnière et en prenant en compte toute la banquise de la SIZ, la figure 6.4
montre une diminution de la production de glace de mer au cours de l’automne et l’hiver
austral pour chaque simulation de sensibilité à l’exception des simulations NOSTRESS et
NOWNDTURB. Ces dernières font apparâıtre une très légère augmentation de la produc-
tion par rapport à la simulation REFsam. La diminution de production de glace de mer
augmente avec l’avancée de l’hiver, atteignant un maximum au mois d’août. L’évolution
de cette anomalie négative influence le volume et l’extension de glace de mer. On observe
ainsi une diminution relative de ces deux paramètres au cours de la saison hivernale. Les
plus gros écarts avec la simulation REFsam sont constatés au mois d’octobre, c’est à dire
au début du printemps austral, lorsque le taux de fonte de la glace de mer devient plus
importante que le taux de production. A contrario, on observe une légère augmentation
du volume de glace de mer dans le cas des simulations NOSTRESS et NOWNDTURB.
Les effets des variables turbulentes semblent ici concourir contre les effets mécaniques du
vent. Nous reviendrons plus loin sur la compétition existante entre ces deux effets.
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Figure 6.4 – Cycles annuels de la production de glace de mer (SIP), du volume de glace de mer
(SIV) et de l’extension de glace de mer (SIE) estimés sur l’ensemble du pourtour antarctique entre
1995 et 2004.
6.5.2 La construction de l’anomalie
L’anomalie de glace de mer se construit au fil de l’année. La figure 6.5 montre l’évolution
au cours de l’année de l’anomalie de concentration de glace de mer entre les simulations
PREC et REFsam. Au début de la période de convection (mars) on observe la naissance
d’un dipôle centré autour de la péninsule antarctique. A l’est de la péninsule, en mer de
Weddell, on observe une anomalie négative de concentration de glace de mer, alors qu’à
l’ouest de la péninsule, en mer d’Amundsen et dans la secteur est de la mer de Ross,
on observe une anomalie positive. Ce dipôle se maintient et s’amplifie pendant toute la
période automne-hiver jusqu’au mois de septembre. Pendant la période de restratification,
à partir du mois d’octobre jusqu’au mois de février les anomalies persistent. L’anomalie
de salinisation semble principalement opérer pendant la fonte printanière.
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Figure 6.5 – Cycle saisonnier des Différence de concentration de glace de mer entre PREC et
REFsam pour chacun des mois climatologique sur la période 1995-2004.
Cette anomalie de concentration de glace se transporte au fil de la saison. Nous allons
estimer la qualité du transport de glace de mer à partir de la divergence du transport de
glace en chaque point selon l’équation qui suit :
~∇ · (Vice~Uice) (6.1)
où Vice est le volume de glace transporté et ~Uice la vitesse de ce dernier.
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La figure 6.6 montre l’évolution de la divergence du transport de glace de mer du début de
l’hiver austral jusqu’au début de la fonte printanière. Les trois zones principales d’export
septentrional (mer de Weddell, de Ross, de la Coopération) de glace de mer issues des trois
principaux ice shelves antarctiques (Rone, Ross, Amery) (voir figure 2.24 du chapitre 1)
sont bien représentées dans les images du haut de la figure 6.6. Au début de l’hiver (mai)
un export de glace de mer s’initie au sud et le long de la péninsule antarctique. plus au
nord on observe une zone d’accumulation de la glace de mer. Nous observons une ano-
malie négative de divergence dans la zone d’export. Cette anomalie pourrait s’expliquer
par le déficit de glace de mer produite dans la zone de polynie côtière de la façade est
de la péninsule antarctique. Au nord de la zone d’accumulation on observe une anomalie
positive de divergence de glace de mer. Cette anomalie traduit un déficit de glace de mer
provenant de régions plus au sud.
A la fin de l’hiver austral (septembre) la zone d’export de glace de mer s’est étirée au
delà de la pointe de la péninsule jusqu’à 30◦W . En aval de 30◦W dans la zone marginale
de glace de mer, on observe une longue bande d’accumulation autour de 58◦S s’étendant
jusqu’à 110◦E. En réponse au SAM, nous observons dans cette zone d’export une anomalie
positive de divergence. Cette anomalie traduit une augmentation de l’export de la glace
de mer dans la région 60◦W − 30◦W . Dans la bande d’accumulation, nous observons
également une anomalie positive de la divergence de la glace de mer. Cette anomalie tra-
duit un déficit d’apport de glace de mer. Ce déficit traduit un retrait vers le sud du bord
marginal de la SIZ.
Au début du printemps austral (octobre), on observe les mêmes zones d’export et d’ac-
cumulation que celles observées à la fin de l’hiver austral. Cependant, la divergence et la
convergence de la glace de mer s’intensifient. En réponse au SAM, nous observons, en aval
de la péninsule antarctique et jusqu’à 30◦W , une anomalie dipolaire négative au nord et
positive au sud. Cette anomalie traduit d’une part un retrait de la SIZ et d’autre part
une plus grande dispersion de la glace marginale. Entre 30◦W et 110◦E, on observe une
anomalie positive de la divergence du transport de glace de mer. Cette anomalie traduit
un retrait vers le sud du bord de la SIZ.
Enfin, dans deux régions d’accumulation de la glace de mer autour de 140◦W (au large
d’Amundsen) et de 120◦E (Mer de Mawson), on observe en réponse au SAM, une anomalie
négative. Celle-ci traduit une augmentation de l’accumulation de glace de mer dans ces
deux régions.
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Figure 6.6 – Divergence du transport de glace de mer dans la simulation REFsam et anomalie
de divergence du transport de glace de mer entre les simulations PREC et REFsam pour les mois
de mai, septembre et octobre climatologiques sur la période 1995-2004.
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6.5.3 La distribution spatiale de l’anomalie de production de glace de
mer
Comme nous l’avons vu plus haut, la réponse de la concentration de glace de mer a
une signature hexapolaire à la fin de l’hiver austral. La figure 6.7 montre une estimation
de l’anomalie du cycle saisonnier du taux moyen de production/fonte de glace de mer
dans chacune des régions évoquées ( Mer de Bellingshausen, Mer de Weddell, Mer des
Cosmonautes, Mer de la Coopération, Mer de Mawson, Mer d’Urville, Mer d’Amundsen).
Le cycle saisonnier du taux de production/fonte de la glace de mer dans la SIZ s’explique
principalement par celui en mer de Weddell.
Figure 6.7 – Cycles Annuels sur la période 1995-2004 de la différence de volume de glace de mer
produite entre les simulations de sensibilités et leurs références associées. Les zones grisées corres-
pondent à la période de production positive de glace de mer ; les zones non grisées correspondent
à la période de fonte.
6.5.4 La saisonnalité de la salinisation des couches de surface dans la
SIZ
La figure 6.8 montre l’anomalie de la distribution spatiale du cycle saisonnier du flux d’eau
douce (entrant dans l’océan) à la base de la glace de mer entre la simulation PREC et la
simulation REFsam. Pendant l’automne austral (mars-mai), nous observons une anomalie
positive de ce flux en mer de Weddell. Elle traduit une diminution de la production de
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glace de mer dans le pack. Durant la même période, nous observons une anomalie négative
dans la mer d’Amundsen. Cette anomalie traduit l’augmentation de la production de
glace de mer dans cette région. Pendant l’hiver austral (juin-septembre), nous observons
la création d’une anomalie dipolaire en mer de Weddell. Ce dipôle traduit le retrait vers
le sud du bord de la SIZ. Durant cette période nous observons une anomalie positive du
flux d’eau douce atour de 140◦W au large de la mer d’Amundsen. Cette anomalie traduit
l’accumulation (vue plus haut) de la glace de mer fondante, ou dit autrement, une avancée
du bord de la SIZ. Pendant le printemps et l’été austral (octobre-février), nous observons
une grande anomalie positive du flux d’eau douce sur le bord de la SIZ en mer de Weddell
qui recouvre toute la SIZ de la mer de Weddell jusqu’à la mer d’Urville à partir du mois
de décembre. Cette anomalie traduit la diminution du stock d’eau douce disponible dans
la glace de mer lors de la période de restratification. A contrario, nous observons une
grande anomalie positive du flux d’eau douce sur le bord de la SIZ au large d’Amundsen
qui recouvre une région s’étendant de la mer de Ross à la mer de Bellingshausen à partir
du mois de janvier. Cette anomalie traduit, dans une moindre mesure, l’augmentation
du stock d’eau douce produit lors de la formation de la glace de mer pendant l’hiver.
Finalement, l’anomalie de salinisation des couches de surface semble s’opérer pendant le
printemps austral et l’été austral.
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Figure 6.8 – Cycle saisonnier des Différences de flux d’eau douce à la base de la glace de mer
entre PREC et REFsam pour chacun des mois climatologiques sur la période 1995-2004.
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6.6 Processus impliqués dans les changements de glace de
mer
Nous regarderons dans cette section les effets propres à chaque perturbation atmosphérique
et la compétition entre ces perturbations dans la modulation de la distribution de la glace
de mer. Nous montrerons en particulier, la compétition existant entre les flux turbulents
et le forçage mécanique. La capacité de la glace de mer à pouvoir être transportée, à pou-
voir se former est modulée par sa distribution et son état. En effet, une zone recouverte
entièrement de glace va isoler l’océan de l’atmosphère et ainsi limiter le refroidissement de
l’océan et in fine la production de glace de mer. Nous décomposerons donc la couverture
de glace de mer en catégories respectant des critères de taux de production/fonte, de si-
tuation géographique et de concentration.
La glace de mer peut être décomposée en 4 catégories en fonction de son état thermody-
namique et de sa capacité à isoler l’océan de l’atmosphère (Figure 6.9) (Mathiot , 2009) :
Les zones de polynies côtières (polynia ice), le pack (pack ice), la glace de mer marginale
(marginal ice) et la glace de mer fondante (melting ice). Les critères définissant les polynies
côtières sont d’une part, une profondeur ne dépassant pas 1200 mètres et une production
de glace supérieur à 0.7 m.month−1. Le pack est définit comme la zone où la production
de glace est positive et la concentration de glace est supérieur à 70 %. Si la concentration
de glace est inférieure à 70 % dans une zone de production de glace il s’agira de la “mar-
ginal ice”. Enfin, une zone de glace de mer où la production de glace de mer est négative
caractérisera une zone de “melting ice”.
Figure 6.9 – distribution spatiale des différentes catégories de glace ( Polynia ice, pack ice,
marginal ice, melting ice
pour la simulation REFsam aux mois de mars et septembre sur la période 1995-2004.
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6.6.1 Le rôle primordial du dipôle de la péninsule antarctique
La figure 6.10 montre pour chacune des catégories de glace de mer présentées ci-dessus,
les anomalies de volumes et d’extension méridienne pour chaque couple de simulations
moyennées sur toute la période 1995-2004. Sur l’ensemble du domaine (image “Southern
Ocean”) on peut remarquer les effets opposés des flux turbulents et des flux de quantité
de mouvement. En effet, tandis que les perturbations atmosphériques turbulentes (TURB-
WIND et NOWNDTURB-REFsam) entrâınent une augmentation du volume du pack de la
banquise (symbole : carré) de l’ordre de 150·102km3-200·102km3 et une avancée vers le nord
de ce dernier de l’ordre de 1◦ de latitude , les perturbations du vent (STRESS-REFsam
et WIND-REFsam) entrâınent les effets opposés. L’intensité des effets du vent sur le pack
de glace de mer est plus grande que ceux des variables turbulentes soit une diminution
du volume de l’ordre de 300 · 102km3 et un retrait de l’ordre de 1◦ de latitude. La glace
de mer fondante (symbole : triangle pointant vers le bas) répond de la même manière
que le pack de la banquise à l’exception d’un mouvement méridien moins marqué. La
glace marginale (symbole : rond) est principalement pilotée par les perturbations en vent,
les perturbations atmosphériques n’aillant que très peu d’influence. Dans une moindre
mesure, le pack de glace de mer répond également aux perturbations des précipitations.
Ces dernières influencent la glace de mer de manière équivalente aux perturbations des
variables turbulentes.
In fine, La réponse du pack de la glace de mer à toutes les perturbations atmosphériques
(PREC-REFsam) traduit une diminution du volume de l’ordre de 80 ·102km3 et un retrait
de 0.2◦ de latitude. En outre on observe une diminution du volume et un retrait de la glace
de mer fondante.
A l’échelle régionale , nous ne retiendrons que les deux zones d’intérêt composant le dipôle
existant entre la mer de Weddell (avec la mer d’Haakon) et la mer d’Amundsen. Chacune
de ces deux régions répond préférentiellement et respectivement aux perturbations du vent
et aux perturbations des variables turbulentes. En effet alors que les anomalies du pack
de glace de mer et de la glace fondante en mer de Weddell dans la simulation PREC sont
proches de celles de la simulation WIND, les anomalies de ces deux catégories de glace de
mer en mer d’Amundsen sont proches de celles de la simulation NOWNDTURB.
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Figure 6.10 – Entre chaque simulation de sensibilité et sa simulation de référence associée l’ano-
malie de volume de glace de mer ( 102 km3 ) pour chaque type de glace en fonction de l’anomalie de
position méridienne (en degré nord) de la bordure nord pour chaque type de glace. Les estimations
sont faites sur les moyennes annuelles de la période 1995-2004. les 2 cartes du haut correspondent
aux 2 zones de fortes anomalies ; la carte du bas correspond à l’ensemble du domaine austral.
6.6.2 Un cas singulier : l’ouverture d’une polynie en mer de Weddell
sous les seuls effets du vent
La figure 6.5 montre une anomalie négative importante de concentration de glace de mer
au cœur de la mer de Weddell pendant l’hiver austral sur la période 1995-2004 entre la
simulation WIND et la simulation REFsam. Cette anomalie provient de l’ouverture d’une
polynie de pleine mer en mer de Weddell dans l’expérience WIND à partir de juin 2001
jusqu’à la fin de la simulation en 2004.
La seule polynie en mer de Weddell observée à ce jour date de la période hivernale 1974
1975 1976 (Martinson, 1981) avec une étendue de l’ordre de 350 000 km2. Gordon et al.
(2007) suggère qu’une exposition prolongée de la mer de Weddell à un air anormalement
froid et sec (caractéristique d’une phase négative du SAM) couplé à un épisode La Niña
(phase négative du mode de variabilité atmosphérique ENSO) apportant également de l’air
chaud en mer de Weddell (Yuan, 2004), les mois qui précèdent l’ouverture de la polynie a
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induit une couche de surface anormalement salée réduisant ainsi la stabilité de la pycnocline
sous-jacente. La mise en place d’un système convectif est alors permise ; celui-ci permet
l’amalgame d’eau profonde relativement chaude, les Wedell Deep Water, avec les eaux de
surface entrâınant ainsi l’inhibition de production de glace hivernale et l’ouverture d’une
polynie. Au mois de Juin de l’année 2001, l’expérience WIND révèle l’ouverture d’une
polynie en mer de Weddell à un emplacement similaire à celui de la polynie du milieu des
années 70’s. Cette polynie simulée persiste jusqu’à la fin de la simulation en 2004. La figure
6.11 rend compte des anomalies chaudes et salées de la couche de surface de l’océan entre
l’expérience WIND et sa simulation de référence REFsam. Ainsi d’une part, la température
moyenne de surface est au-dessus du point de congélation de l’eau de mer dans l’expérience
WIND empêchant la formation de glace de mer et d’autre part, la salinité moyenne de
surface est suffisamment élevée dans WIND pour entretenir la déstabilisation de la colonne
d’eau sous-jacente. Le rapport entre les coefficients de diffusivité verticale entre WIND et
REFsam est fortement élevé (ratio ≈ 105, figure 6.11) mettant en évidence la convection
profonde initiée par cette déstabilisation de surface dans la simulation WIND.
Au regard des hypothèses établies par Gordon et al. (2007), l’ouverture irréaliste d’une
polynie en mer de Weddell sur la période 2001-2004 dans la simulation WIND est en
contradiction avec une contrainte atmosphérique de type SAM positif caractérisant un
air anormalement chaud et humide. Cependant nous pouvons noter qu’un épisode la Niña
s’est déroulé les 3 années (1998-2000) précédant l’ouverture de la polynie. Deux hypothèses
s’offrent alors à nous : L’impact d’ENSO domine celui du SAM sur la création d’une
polynie en mer de Weddell ou la perturbation seule du vent associée à une phase positive
du SAM dans la simulation WIND ne suffit pas à empêcher l’ouverture de la polynie.
Nous nous pencherons uniquement sur cette dernière hypothèse. Dans cette hypothèse,
il semble nécessaire de prendre en compte l’apport des anomalies chaudes et humides
de l’atmosphère lors d’une phase positive du SAM. L’expérience TURB qui prend en
compte non seulement la perturbation du champs de vent mais aussi celle des variables
atmosphériques turbulentes, ne montre aucune ouverture de polynie en mer de Weddell.
Une augmentation de la concentration de glace de mer dans la zone s’opère entre TURB
et WIND (voir figure 6.5 ). A cette augmentation est associée une diminution drastique
de la profondeur de couche de mélange océanique (voir figures 6.5, 6.11). Ceci est cohérent
avec l’hypothèse initiale de Gordon et al. (2007) sur l’importance d’un air anormalement
sec et froid au dessus de la mer de Wedell pour permettre l’ouverture d’une polynie en
pleine mer. Marsland and Wolff (2001)
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Figure 6.11 – (à gauche) profils verticaux moyens sur la zone (22 W - 26 W , 66 S-70 S) sur la
période 2001-2004 ( période de résidence de la polynie) au mois de septembre 2004 de (à gauche)
la température et la salinité des simulations REFsam (noir), WIND (bleu), TURB (vert) et (à
droite) du rapport des coefficients de diffusivité verticale entre WIND et REFsam (bleu) et entre
TURB et REFsam (vert). En traits pointillés horizontaux , la position de la MLD pour chaque
simulation.
6.7 Conclusion
La salinisation en réponse au SAM, notée dans les chapitres 4 et 5 semble pour une large
part pilotée par les changements dans le cycle de formation/fonte de la glace de mer.
La distribution dipolaire autour de la péninsule antarctique des anomalies de glace de mer
contrôle majoritairement le taux global de production/fonte de la glace de mer. D’un part
la composante du vent au forçage SAM pilote la diminution de glace de mer en Mer de
Weddell et d’autre part les composantes turbulentes au forçage SAM pilotent l’augmen-
tation de la glace de mer en mer d’Amundsen. Toutefois une part de l’augmentation de
la glace de mer marginale en mer d’Amundsen est due à l’accumulation de glace de mer
par transport en réponse au vent à la fin de l’hiver austral. En outre l’ouverture d’une
polynie en mer de Weddell sous les seuls effets mécaniques du vent montre l’importance
de prendre en compte les perturbations sur les variables atmosphériques turbulentes afin
de mieux représenter la réponse de la glace de mer au mode annulaire austral.
Au chapitre précédent, nous avions évoqué plusieurs hypothèses quant à la forte salinisa-
tion simulée dans notre jeu d’expérience de sensibilité à la réponse cumulée au SAM. A la
lumière de ces hypothèses, des connaissances “acquises” sur la réponse de la couverture de
glace au SAM et de nos propres résultats nous allons montré dans ce qui suit les limites
potentielles de notre approche.
En premier lieu il est utile de rappeler qu’il est vraisemblablement incorrect de compa-
rer quantitativement les tendances climatiques de la couverture de glace de mer avec sa
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réponse au SAM. En effet, une phase positive du SAM entrâınerait une accélération du
système de basse pression atmosphérique ASL (voir introduction générale), augmentant
l’apport d’air chaud venant du nord dans le secteur de la mer de Bellingshausen et aug-
mentant l’apport d’air froid venant de la calotte dans le secteur de la mer de Ross. Ceci
entrâınerait une augmentation de la production de glace dans le secteur de la mer de Ross
et une diminution dans le secteur de Bellingshausen. De plus, comme nous l’avions évoqué
en introduction générale, les tendances de couverture de glace de mer ne sont pas soumises
aux seuls effet du SAM ; en effet ENSO participe également significativement à la variabi-
lité de la glace de mer et particulièrement dans le secteur Pacifico-Atlantique. Ainsi durant
un épisode négatif de ENSO (La Niña), l’ASL s’accélère et se déplace vers le sud-est. La
complexité des couplages régionaux et grande-échelle doit ainsi nous prévenir de comparer
sans précaution les tendances observées avec la réponse distincte de la couverture de glace
de mer au SAM.
En deuxième lieu, comme nous l’avions remarqué à la section 2.4.8 du chapitre 2, l’in-
tensité de la réponse de la SIE de la simulation REFsam semble révéler une anomalie
exagérément négative en mer de Weddell. Le déficit de glace de mer dans cette région
en réponse “instantanée” au SAM dans la simulation REFsam 2.26 pourrait préfigurer
du retrait possiblement excessif de la glace de mer en mer de Weddell dans la réponse
“cumulée” de la couverture de glace de mer aux perturbations atmosphériques du forçage
SAM.
En troisième lieu, l’accélération des vents d’ouest associée à une augmentation de la période
de restratification permet une augmentation du mélange vertical et la remontée des eaux
chaudes CDW sur les plateaux continentaux de l’Antarctique de l’ouest (Martinson et al.,
2008). Ces dernières années la glace de mer estivale a complètement disparue de la mer de
Bellingshausen et du secteur est de la mer d’Amundsen. Massom et al. (2010) a suggéré
que l’exposition sur de longues périodes des plate-formes de glace à l’océan libre de glace
pourrait entrâıner leurs effondrements. La non représentation du vêlage des plate-formes
de glace dans notre jeu d’expérience pourrait représenter ainsi un biais majeur dans l’es-
timation du flux d’eau douce d’origine continental.
En quatrième lieu, les changements régionaux en mer de Ross en réponse au SAM ont
lieux majoritairement en automne (Thompson et al., 2011), augmentant significativement
la SIE dans ce secteur. Dans notre jeu d’expérience, la non prise en compte de la saison-
nalité de la réponse de la couverture de glace de mer au SAM et plus particulièrement de
la sous-estimation de l’apport d’air froid dans le secteur de la mer de Ross pourrait sous-
estimer l’augmentation de la SIE en réponse “cumulée” au SAM. Similairement, considérer
la régression de la température de l’air sur toute la période d’étude pourrait occasionner
une persistance du réchauffement artificiel pendant l’été et le printemps austral, saisons
pendant lesquelles la température ne covarient pas linéairement avec le SAM (Lefebvre
and Goosse, 2005). Ce pré-conditionnement estival de la SST pourrait induire une restric-
tion de production de glace de mer particulièrement en mer de Weddell limitant ainsi la
production de glace automnale et hivernale. La sous-estimation de l’augmentation de la
couverture de glace dans le secteur de Ross associée à une sur-estimation de la couverture
de glace de mer en mer de Weddell pourrait donc, in fine, soit sur-estimer la diminution
de la couverture de glace de mer, soit ne pas traduire une augmentation envisageable de
la couverture de glace de mer à l’échelle de l’océan Austral en réponse au SAM.
En cinquième lieu, l’augmentation des précipitations pourrait augmenter la production
de glace de mer par effet de “mouillage” entrâınant l’épaississement de la couverture de
178 CHAPITRE 6. LE RÔLE DE LA GLACE DE MER
glace. Une représentation imparfaite de la réponse des précipitations au SAM pourrait
donc induire des biais dans la représentation de l’épaisseur de glace de mer dans notre
modèle.
Enfin, les biais propres au modèle de glace de mer LIM2 et la complexité des différents
mécanismes thermodynamiques régissant la variabilité de la glace de mer et les rétroactions
possibles, positives ou négatives, entre ces mécanismes (production de glace de mer, sta-
bilité de la couche de surface, apport de sel et de chaleur en provenance des couches
de subsurface, précipitations) doit nous prévenir de toute conclusion hâtive quant à la
représentation de la glace de mer et de sa “réponse au SAM” dans notre jeu d’expériences.
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glace de mer en réponse au SAM . . . . . . . . . . . . . . . . . . 161
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7.1 Objectifs et travaux : Rappel
L’objectif de cette thèse est de comprendre dans quelle mesure et par quels mécanismes
les changements atmosphériques liés au SAM contribuent aux changements des propriétés
des AAIW et SAMW. A cette fin, on met en place une stratégie de simulations régionales
couplées océan-glace de mer et forcées par une série de scénarios atmosphériques perturbés.
Ces scénarios sont construits à partir du jeu de forçage DFS3 et de l’indice SAM NCEP
(Mo, 2000). Nous avons construit des perturbations caractérisant la covariation linéaire
entre chaque variable atmosphérique du jeu de forçage DFS3 avec l’indice SAM NCEP. Les
flux radiatifs de notre jeu de forçage ne covariant pas linéairement avec le SAM, nous avons
décidé de les exclure de notre panel de perturbations. Nous avons réduit notre cadre de
travail à l’étude des changements en vent, en température et humidité et en précipitation.
7.2 La SIZ : un modulateur clef du système climatique
Dans cette thèse, en réponse au SAM, la diminution de glace de mer dans la zone marginale
de glace de mer pendant le printemps austral est un facteur déclenchant de la salinisation
simulée dans une grande partie de l’océan austral et en particulier dans les régions de
formation et de renouvellement des eaux intermédiaires Antarctique et des eaux modales
subantarctique.
7.2.1 L’importance du rôle joué par la glace de mer
Le but de cette étude a été de mettre en perspective la réponse de certaines masses d’eau
à la tendance positive du SAM. Les tendances climatiques dans les produits de forçage
étant biaisées, nous avons pris le parti de les représenter en modulant notre forçage par
les anomalies des variables atmosphériques en réponse au SAM dans l’hypothèse d’une
covariation linéaire de celles-ci avec l’indice SAM.
La salinisation de la couche de mélange sur la quasi totalité de l’océan austral en réponse
au SAM est le résultat important de cette thèse. La réponse en température est plus
hétérogène avec des régions de refroidissement et des régions de réchauffement de la couche
de mélange océanique. La réponse de la salinité de surface contribue substantiellement à la
déstabilisation de la couche de mélange hivernale dans ces régions et à l’approfondissement
de cette couche dans la région de l’ACC et en particulier dans les zones d’affleurement des
AAIW et SAMW. L’approfondissement de la couche de mélange semble contrôler substan-
tiellement la réponse de la température de la couche de mélange dans une grande partie de
l’océan austral. In fine, la réponse en densité de la couche de mélange est principalement
pilotée par la contribution haline et particulièrement dans les régions d’affleurement des
masses d’eau à l’exception de la région de l’anticyclone de Zapiola.
La réponse de la couche de mélange au SAM met en jeu de nombreux processus. L’impor-
tance relative de ces processus est d’une part conditionnée par la structure des perturba-
tions atmosphériques (vent, température de surface de l’air, humidité de l’air, précipitations)
et d’autre part par le lieu où l’observation est faite. La composante du vent au forçage
SAM explique dans une large mesure la redistribution de l’eau douce dans la couche de
mélange à l’échelle de l’océan entier.
L’approfondissement de la couche de mélange est principalement piloté par le mélange ver-
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tical induit de la composante du vent au forçage SAM. L’anomalie de salinité qu’il entrâıne
participe également au maintien de cet approfondissement. Plusieurs processus agissent
pour maintenir la salinisation observée dans la couche de mélange. Au nord du domaine,
Le transport d’Ekman orienté vers le sud amène des eaux plus salées en provenance des
gyres subtropicaux. Au centre du domaine, dans la région de l’ACC, la compétition entre
les flux air-mer d’eau douce et l’advection latérale module en grande partie la salinisation
observée. Dans cette région, le transport latéral domine les flux air-mer d’eau douce au
niveau et en aval des monts sous-marin (plateau de Campbell, plateau des Kerguelen,
dorsale océaniques) à l’exception du plateau des Malouines ; dans les zones plus profondes
ce sont les flux air-mer d’eau douce qui dominent le signal de salinisation observée. Au
niveau de la zone marginale de la couverture de glace hivernale, le transport d’Ekman
dirigé vers le nord contrôle l’étalement méridien de l’anomalie positive de sel. Celle-ci pro-
vient en grande partie de la région marginale de glace de mer printanière en particulier
dans le secteur de la mer de Bellingshausen et dans le secteur Atlantique de la mer de
Weddell à la mer d’Haakon. Dans ces régions, en réponse à l’ensemble des composantes du
forçage SAM, la quantité de glace de mer est diminuée drastiquement pendant la période
de fonte de la glace de mer induisant une diminution importante de la quantité d’eau
douce disponible pour adoucir la région sud de l’ACC et plus particulièrement les zones
d’affleurement des AAIW et SAMW dans le Pacifique-est et Atlantique. L’augmentation
du stock d’eau douce disponible dans le secteur d’Amundsen pendant la fonte printanière
n’est pas suffisant pour compenser la salinisation observée dans la région.
La réponse de la glace de mer n’explique pas totalement les tendances observées ces
dernières décennies. Au contraire, la composante de vent au forçage SAM diminue dras-
tiquement le volume de glace de mer produite pendant l’automne et l’hiver austral alors
que les observations montrent une augmentation, certes, légère et entachée d’incertitude
sur la connaissance de la surface englacée dans la SIZ. La distribution dipolaire autour
de la péninsule antarctique des anomalies de glace de mer contrôlent majoritairement le
taux global de production/fonte de la glace de mer. D’une part la composante du vent au
forçage SAM pilote la diminution de glace de mer en Mer de Weddell et d’autre part la
composante turbulente au forçage SAM pilote l’augmentation de la glace de mer en mer
d’Amundsen. Cependant une part de l’augmentation de la glace de mer marginale en mer
d’Amundsen est due à l’accumulation de glace de mer par transport en réponse au vent
à la fin de l’hiver austral. Cette opposition dipolaire n’est toutefois pas suffisante pour
empêcher la diminution du volume de glace totale dans la SIZ.
Enfin l’ouverture d’une polynie en mer de Weddell sous les seuls effets mécaniques du
vent montrent l’importance de prendre en compte les perturbations sur les variables at-
mosphériques turbulentes afin de mieux représenter la réponse de la glace de mer au mode
annulaire austral. Les différences observées de glace de mer d’une simulation à l’autre
montrent non seulement l’importance de la glace de mer sur la modulation du flux d’eau
douce dans la SIZ mais aussi l’importance de la glace de mer sur la propagation des ano-
malies observées dans la SIZ dans une grande partie de l’océan austral. La redistribution
de l’eau douce à travers l’océan austral est effectuée grâce au transport d’Ekman dirigé
vers le nord dans la zone marginale de la SIZ et renforcée par la stimulation des vents
dans un contexte SAM positif.
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7.2.2 Les limites de l’approche méthodologique employée
Le choix des outils de modélisation induisent inévitablement des limites dans la représentation
des processus et in fine dans l’interprétation qui en découle. En outre, la nature des diagnos-
tiques des résultats de nos modèles comportent également des limites dans l’interprétation
de ces derniers.
Tout d’abord, les conditions limites aux frontières nord du domaine agit comme un rappel
limitant les effets des perturbations atmosphériques que l’on impose. Toutefois il est utile
de nuancer cette remarque compte tenu de la période d’étude relativement courte de notre
étude. Un autre rappel, celui des overflows, est présent dans la configuration utilisée. En
effet, même si la représentation des eaux denses le long du talus continental Antarctique
a été améliorée afin de mieux représenter la formation des AABW, elle peut restreindre
la sensibilité de la réponse de la circulation méridienne de retournement aux perturba-
tions atmosphériques du forçage SAM. La résolution du modèle ne permet de représenter
que marginalement les tourbillons associés au processus d’instabilité barocline dans les
régions des hautes latitudes où le rayon de déformation de Rossby est de l’ordre de 5 km
(Beckmann et al.,2001). Les processus de transport latéral sont donc probablement impar-
faitement représentés dans notre modèle. Ces trois limites sont une cause potentielle de
la représentation plus ou moins bonne de la circulation thermohaline et de l’overturning
dans la région Antarctique.
La représentation du cycle de l’eau dans la SIZ comporte aussi certaines incertitudes.
Em premier lieu, nous avions fait remarquer que, pour limiter la dérive en salinité du
modèle, un rappel en salinité de surface vers les observations est nécessaire. Or ce “rappel
en sel“ limite l’effet du rejet de sel dans les polynies et donc la formation des eaux de
plateau associées ; Nous avions ainsi pris le parti de laisser une plus grande latitude aux
processus thermodynamiques de moduler les propriétés hydrographiques de surface. Dans
ce cadre l’ajout du terme correctif d’eau douce FWcorr diagnostiqué par l’intermédiaire
d’une simulation de référence, nous permet aussi de se soustraire des effets néfastes du
”rappel en sel“ dans les zones de polynies. En deuxième lieu, le “runoff” côtier souffre de
quelques approximations. Ces approximations découlent de la capacité de notre modèle
à représenter d’une part les effets du vêlage de la calotte Antarctique et d’autre part les
effets de fonte à la bases des ice shelves. Le flux d’eau douce vers l’océan issu de la fonte
des icebergs et des ice shelves est simplement représenté par une extension de 150 km d’un
estimé climatologique du “runoff” côtier Antarctique. Malgré tout, des travaux sont en
cours sur les interactions entre la calotte antarctique et l’océan austral dans la perspective
d’améliorer la représentation du flux d’eau douce d’origine continentale dans les zones
côtières antarctiques.
Enfin, le rôle du cycle de l’eau modulé par la glace de mer est un élément clé des résultats
obtenus quant aux processus en jeu dans la salinisation observée à grande échelle. Dans
notre étude, la représentation de la glace de mer est particulièrement sujette à des in-
certitudes. En effet la représentation de la glace de mer n’est pas complètement réaliste
(l’épaisseur est constante dans une maille, la formation de crêtes de compression n’est
pas prise en compte dans la dynamique, le coefficient de trâınée est constant pour l’océan
comme pour l’atmosphère alors qu’en réalité il varie très fortement (Wadhams, 2000), la
rhéologie de la glace est une rhéologie visco-plastique dans notre modèle, alors qu’elle est
de nature élasto-fragile en réalité (Weiss et al., 2007).
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La nature même de la modélisation océanique forcée par l’atmosphère induit des incer-
titudes sur les résultats et particulièrement sur la distribution spatio-temporelle des flux
air-mer de chaleur et d’eau douce. En premier lieu, l’absence de rétroaction de l’océan vers
l’atmosphère limite la représentation des flux de surface et de la position relative des fronts
océaniques avec les fronts atmosphériques. En deuxième lieu, l’étude comparative des pro-
duits de forçage a révélée des différences dans la distribution spatiale des flux air-mer
entre les différents produits. Plus précisément, l’incertitude de la position des structures
frontales d’inversion des flux a du nous préserver de toute conclusion hâtive sur la réponse
des propriétés des masses d’eau affleurantes dans la région de l’ACC. En particulier les
eaux modales dans la zone de formation indienne. Notons que nos résultats ont également
souffert de limites dues à la méthode choisie ; Comme nous l’avions fait remarquer en In-
troduction Générale, Le SAM est un mode dont la variabilité s’étend sur une large gamme
d’échelle de temps. Entre autres, la saisonnalité de la réponse des variables atmosphériques
au SAM n’est pas prise en compte dans nos simulations. Sen Gupta and England (2006)
avait mis en évidence la saisonnalité de la réponse de la température de l’air et du vent
au SAM dans l’océan Austral. Plus localement Silvestri and Vera (2003) avait montré les
effets opposés du SAM sur les précipitations entre les différentes saisons. Ces effets n’ont
donc pas pu être explorés avec notre jeu de simulations. En outre, la variabilité inter-
annuelle du SAM distribue les anomalies de dépressions et d’anticylones atmosphériques
différemment d’une année à l’autre. Notre méthode ne permet de représenter qu’un état
“moyen” d’une phase positive du SAM. Notons enfin que les différentes composantes at-
mosphériques au forçage SAM ont été appliquées au début de chaque simulation et donc
avant la mise à l’équilibre de la circulation océanique simulée.
Le formalisme utilisé pour caractériser les AAIW et SAMW se prête également à quelques
critiques. Le choix de caractériser les AAIW par une unique surface de densité ne nous a
pas permis de prendre en compte le volume de cette masse d’eau. Le choix de délimiter
les SAMW par deux surfaces de densité est également critiquable. En effet, les deux sur-
faces de densité choisies pour délimiter les SAMW ne prenaient pas toujours en compte la
totalité du volume d’eau associé au minimum locale de vorticité potentielle.
7.3 Perspectives : une meilleure compréhension des proces-
sus en jeu dans les régions de plateau
Les déplacements méridiens et le cycle de formation/fonte de la glace de mer semble
jouer un rôle primordial dans la réponse des propriétés des masses d’eau intermédiaires
antarctiques et dans une moindre mesure des eaux modales subantarctiques. En outre, les
résultats obtenus (diminution drastique du volume de glace de mer, salinisation de CMO
à l’échelle du bassin) ne corroborent pas les tendances climatiques récentes observée. Ces
résultats de simulations suggèrent que le SAM ne serait pas le seul pilote des tendances
climatiques récentes dans l’océan Austral. Deux contraintes modulent la distribution de la
glace de mer dans la région des plateaux ; d’une part le forçage atmosphérique et d’autre
part le forçage océanique sous-jacent ; celui-ci peut lui-même être modulé par les flux air-
mer dans la région. Nous avons remarqué un réchauffement une salinisation des eaux de
plateau dans de nombreux secteurs autour de l’Antarctique et plus particulièrement sur
toute la façade ouest de la péninsule antarctique. Ce réchauffement et cette salinisation
pourrait être attribué à l’intrusion de CDW sur le plateau de la péninsule antarctique.
7.3.1 Les limites : la représentation du cycle de l’eau dans la SIZ
Une anomalie chaude et salée dans les eaux de plateau antarctique aurait sans aucun doute
un impact d’une part sur le cycle de production/fonte de la glace de mer et d’autre part
sur le taux de fonte des plate-formes de glace. Une étude dédiée à la réponse des masses
d’eau sur les plateaux continentaux nécessiteraient donc quelques préalables.
Un modulateur du cycle de la glace de mer : la stratification océanique L’in-
trusion d’eaux plus chaudes dans la couche de mélange de la SIZ pourrait significative-
ment moduler le cycle de formation/fonte de la glace de mer. Comme nous l’avons vu, des
systèmes convectifs comme celui du Maud Rise dans la réponse de la composantes du vent
au SAM peut occasionner une déstabilisation complète de la colonne d’eau, ou non si l’on
prend en compte les effets des flux de chaleur turbulente de l’atmosphère. Quoi qu’il en
soit, nous venons de décrire le caractère très instable des masses d’eau dans cette région
polaire.
Le vêlage des ice shelves : un apport d’eau douce significatif La représentation
numérique explicite des ice shelves émerge de plus en plus comme un point essentiel
dans la représentation de la variabilité climatique et notamment de la représentation
de l’accélération du cycle de l’eau et du transport de chaleur à l’échelle globale dans
un contexte de réchauffement climatique. Ainsi, Gille (2008) montre que l’augmentation
des température est associé à la fois à l’augmentation des température de surface (Me-
redith and King , 2005) et au retrait des plate-formes glaciaires le long des côtes de la
péninsule Antarctique (Pritchard and Vaughan, 2007). D’autres études ont supposé que
le réchauffement de subsurface près des ice shelves est aussi un facteur de la fonte de la
base de ces ice shelves (Jacobs, 2006) Ce retrait des ice shelves module le stock de glace
continental, il pourrait impliquer une part substantielle de l’augmentation du niveau des
mer observé (Munk , 2003) En outre, le recul de la grounding line, le détachement d’ice-
berg gigantesque représentent des sources d’eau douce significatives pour l’océan austral.
L’exemple du détachement de l’iceberg B31 en novembre 2013 au niveau du glacier de
Pine Island (localisation, voir figure 6.2) révèle l’importance de prendre en compte la dy-
namique du vêlage et la variabilité du taux de fonte issue de la calotte antarctique. Ainsi
une meilleur représentation de ce système serait susceptible de compenser la forte salini-
sation observée dans nos simulations de sensibilité au SAM et in fine de mieux représenter
le cycle de l’eau dans les régions de plateau continental.
7.3.2 Le réchauffement des eaux de plateau : les mécanismes en jeu
Un réchauffement des eaux de plateau est observé près de la côte ouest de la péninsule
Antarctique (Spence et al.). L’expérience WIND sur le secteur 30E-60W et en particu-
lier dans la WAP (image 2 figure 7.1) par rapport à l’expérience REFsam ; L’isopycne
σθ = 27.6 peut être considérée comme la surface de densité séparant les cellules de recircu-
lation supérieures et inférieures de la circulation thermohaline dans la zone de divergence
antarctique (Marshall and Speer , 2012). A l’appui d’observations, Martinson et al. (2008)
ont montré une tendance au réchauffement des CDW sur le plateau du secteur ouest de
la péninsule antarctique (WAP, Western Antarctic Peninsula). Considérons la moyenne
7.3. PERSPECTIVES : UNEMEILLEURE COMPRÉHENSION DES PROCESSUS EN JEU DANS LES R
temporelle sur les dix dernières années de simulation de la densité potentielle. Dans la
WAP, cette nappe d’eau ne pénètre pas sur le plateau antarctique dans l’expérience REF-
sam alors qu’elle affleure à moins de deux cent mètres de la surface dans l’expérience
WIND. En supposant que ce réchauffement soit attribué à une intrusion des LCDW sur
le plateau antarctique, nous pouvons suggérer deux mécanismes qui soient susceptibles de
piloter la remontée des masses d’eau près de la côte Antarctique : 1) une modification
de l’intensité des vents d’est et/ou 2) une modification du rotationnel de la tension de
vent dans la région. Théoriquement, un affaiblissement des vents longeant la côte d’est en
ouest est susceptible de diminuer la dérive d’Ekman vers la côte et in fine le downwelling
contraint par la côte. En outre, une anomalie négative du rotationnel du vent engendre
une anomalie de pompage d’Ekman d’upwelling. Or nous observons une anomalie positive
de ce rotationnel (image 3 figure 7.1) ; celle-ci conditionne donc une anomalie de down-
welling dans la région. De surcrôıt, la composante zonale de la perturbation en vent est
positive dans la région ; cela correspond à un affaiblissement des vents longeant la côte
d’est en ouest (image 1 figure 7.1) et donc à une anomalie d’upwelling. On peut donc en
conclure que l’anomalie d’upwelling observée dans l’expérience perturbée par le vent est
due à un relâchement du downwelling dans la région du à un affaiblissement des vents
côtiers. Cette anomalie d’upwelling (encart vertical velocity image 4 figure 7.1) pourrait
expliquer le réchauffement des eaux de plateau antarctique par l’intrusion des LCDW sur
le plateau. In fine une modification des AASW pourrait moduler lors de leur transit vers
le nord les UCDW, ces dernières ayant une influence sur la variabilité des AAIW ((Döös
and Coward , 1997), (Sloyan and Rintoul , 2001b)). Ces travaux nous permettrait d’enrichir
notre compréhension de la variabilité et des mécanismes de la circulation méridienne de
retournement globale, ou, tout du moins, de l’“engrenage“ de la divergence antarctique.
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Figure 7.1 – (1) : champs de vitesse ~U10 DFS3 (à gauche) et champs de vitesse perturbée par le
SAM (à droite).
(2) : Différence de température moyennée entre 200 mètres et 700 mètres entre les simulations
WIND et REFsam.
(3) : Différence du rotationnel de la tension de vent entre les simulations WIND et REFsam.
(4) : Sections verticales des moyennes zonales (65W-69W, indiqué par la bande bleutée) de
la température potentielle pour les simulations REFsam (en haut), WIND (au centre) et leur
différence (en bas). Sur chacune de ces cartes, l’iso-densité σ0 = 27.6kg.m
−3 (trait fin) , la MLD
(trait épais) et la position des fronts (traits verticaux). l’encart en bas à droite montre la différence
du champs de vitesse verticale entre WIND et REFsam.
Tous ces diagnostiques sont issus des moyennes temporelles effectuées sur la période 1995-2004.
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Liste des tableaux
2.1 Tableau récapitulatif des paramètres spécifiques à la configuration utilisée
pour les modèles océan et glace de mer. ECMV signifie échelles caractéristiques
du mélange vertical, ML mélange latéral, SDLT schéma de diffusion latérale
des traceurs, CDLT coefficient de diffusion latérale des traceurs, CDL coeffi-
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2.2 Tableau récapitulatif du forçage DFS3 . . . . . . . . . . . . . . . . . . . . . 41
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pendant la période 1979-2000. La série temporelle de droite représente l’in-
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climatologie de septembre issue de ARIVO et au-dessous de 1000 mètres la
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sel (δS/δt|yek) , (e) au transport zonal de chaleur (δθ/δt|xad) et (f) au
transport zonal de sel (δS/δt|xad) aux latitudes d’affleurement de l’isopycne
27.2 σθ pour la simulation REFsam. Les traits pleins correspondent à une
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2.21 Indices caractérisant (en haut) l’extension de la glace de mer et (en bas) la
surface de la glace de mer ; en rouge les indices de la simulation REFsam et
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1990-2004 pour le forçage DFS3 ; les couleurs froides correspondent à une
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à une tension dirigée vers l’est. Métrique ∆DFS3 (voir équation 3.2) (au
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cune de ces cartes, en trait bleu clair le PF, et en trait blanc ou bleu foncé
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traits pointillés pour son expérience de référence associée. . . . . . . . . . . 100
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des AAIW, pour chaque expérience de sensibilité et son expérience de
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dulé” les anomalies négatives. . . . . . . . . . . . . . . . . . . . . . . . . . 154
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6.5 Cycle saisonnier des Différence de concentration de glace de mer entre
PREC et REFsam pour chacun des mois climatologique sur la période 1995-
2004. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.6 Divergence du transport de glace de mer dans la simulation REFsam et
anomalie de divergence du transport de glace de mer entre les simulations
PREC et REFsam pour les mois de mai, septembre et octobre climatolo-
giques sur la période 1995-2004. . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.7 Cycles Annuels sur la période 1995-2004 de la différence de volume de glace
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Résumé
Les tendances climatiques récentes montrent un réchauffement et un adoucissement des
couches de surface dans la région du courant circumpolaire antarctique (ACC). Sur la
même période, les vents d’ouest pilotant la circulation de l’océan Austral ont significa-
tivement augmentés. Cette augmentation est en partie liée à l’intensification du mode
annulaire austral (SAM), principal mode de variabilité atmosphérique au sud de 20➦S.
Dans cette thèse, on s’intéresse à comprendre les effets de la tendance positive du SAM
sur les propriétés des masses d’eau formées dans la région de l’ACC. A cette fin, on met
en place une stratégie de simulations régionales couplées océan-glace de mer et forcées
par une série de scénarios atmosphériques perturbés. Les scénarios atmosphériques sont
construits à partir de réanalyses atmosphériques afin de décrire les différentes composantes
(dynamiques et thermodynamiques) des changements liés au SAM.
En réponse à l’intensification du SAM, les simulations montrent une forte salinisation de
la couche de mélange océanique ainsi que des eaux modales (SAMW) et intermédiaires
(AAIW). L’essentiel de ces changements peut être attribué aux composantes dynamiques
du SAM. Dans les régions saisonnières englacées, les composantes thermodynamiques du
SAM peuvent jouer un rôle important (en particulier en mer d’Amundsen et en mer
de Weddell). Les simulations montrent également le rôle clef joué par la glace de mer
dans la médiation des changements atmosphériques vers l’océan intérieur. Ces résultats
de simulations suggèrent que le SAM ne serait pas le seul pilote des tendances climatiques
récentes dans l’océan Austral.
Mots clés : Océan Austral, flux air-mer de chaleur et d’eau douce, Mode Annulaire Aus-
tral, masses d’eau océaniques, modèle numérique régional couplé océan-glace de mer.
Abstract
Recent climate trends show a warming and freshening of the surface layers in the region
of the Antarctic Circumpolar Current (ACC). Over the same period, the westerlies dri-
ving the circulation of the Southern Ocean have significantly increased. This increase is
partly due to the intensification of the Southern Annular Mode (SAM), the main mode of
atmospheric variability south of 20➦S.
In this thesis, we are interested in understanding the effects of the positive trend of the
SAM onto the properties of water masses formed in the region of the ACC. To do so,
we implement a strategy of regional coupled ocean-sea ice simulations forced by a series
of atmospheric disturbance scenarios. These scenarios are constructed from atmospheric
reanalyses in order to describe the various components (dynamic and thermodynamic) of
the changes related to the SAM.
In response to the increase of the SAM, the simulations show a significant salinification of
the ocean mixed layer and of the mode water (SAMW) and intermediate water (AAIW).
Most of these changes can be attributed to the dynamic components of the SAM. In
Seasonal Ice Zone, the thermodynamic components of the SAM can play an important
part (especially in Amundsen Sea and Weddell Sea). The simulations also show the key
role played by sea ice in mediating atmospheric changes toward the interior ocean. These
simulation results suggest that SAM is not the only driver of recent climate trends in the
Southern Ocean.
Keywords : Southern Ocean, air-sea heat flux, air-sea freshwater flux, Southern Annular
Mode, oceanic water masses, regional numerical sea ice-ocean coupled model.
