Forced ignition is important for the scramjet engines in supersonic flights. When compared to other forced ignition devices, burned-gas torch igniters are considered suitable for scramjet combustors because it is easy to control the input energy of burned-gas torch igniters. In the conventional burned-gas injection methods, the injection gas total temperature is estimated by assuming a discharge coefficient in the range of 0.90-0.95. However, the assumption has not been validated and it may cause misestimations when analyzing combustion in scramjet engine in supersonic flight. Therefore, a validated temperature estimation method is needed. In this paper, a new total temperature estimation method was proposed and investigated experimentally and numerically. Additionally, a novel hydrogen/air burned-gas torch igniter, which can control the injection gas total temperature by controlling the overall equivalence ratio, was also developed. The experimental results showed that the newly-developed hydrogen/air burned-gas torch igniter can successfully control the injection gas total temperature by changing the overall equivalence ratio in the range of 1.0-10.0. Also, the chemical equilibrium assumption for estimating injection gas compositions was validated by O2 mole fraction measurement. The numerical results showed that the estimated discharge coefficient results in a maximum underestimation of 7.02% due to wall heat loss, which means that the maximum uncertainty of the estimated total temperature is 14.7%. This, in turn, indicates that the influence of wall heat loss on the discharge coefficient should be considered to estimate the injection gas total temperature more accurately.
Introduction
Although scramjet engines are considered to be a promising air-breathing propulsion systems for hypersonic transportation systems, it is difficult to achieve flameholding in scramjet combustors when operating at flight Mach numbers less than 5 because the total enthalpy of the airstream is not high enough for auto-ignition of hydrogen/air mixture. In such conditions, a forced-ignition method is required. The various ignition methods that have been considered previously include use of spark plugs (Ombrello et al., 2015 , Wang et al., 2013 , plasma torch igniters (Kobayashi et al., 2004) , pulse detonators (Ombrello et al., 2015) , and burned-gas torches (Kobayashi et al., 2004) .
Each of these methods has advantages and disadvantages. For example, while spark plugs are easy to install, it is difficult to determine their optimal positions because their ignition energy is insufficient to ignite the mixture far from the wall, which results in burnouts. Additionally, while it is relatively easy to achieve forced ignition with a plasma torch by supplying a large ignition energy, practical resulting problems include injection hole burnout caused by hightemperature thermal plasma, and increases in structural weight due to the heavy batteries required. Pulse detonators also can achieve forced ignition of the mixture far from the wall by injecting high-temperature and high-pressure detonation gas, but such detonators require additional fuel and oxidizers. Moreover, these detonators destructively change the flow Yamaguchi, Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) fields by creating high-pressure regions inside the scramjet combustor, which may lead to a decrease in the fueling rate or engine unstart.
In contrast to the forced-ignition methods discussed above, burned-gas torches are considered quite suitable for use in scramjet combustors. For example, Kobayashi et al. (2004) conducted analytical estimations of the effectiveness of an H2/O2 and plasma torch igniters based on their ability to promote the ignition of an H2/air mixture within a scramjet combustor, and confirmed that their plasma torch igniter was superior to H2/O2 torch igniters in terms of ignition promotion for a given input energy. They also concluded that sufficient ignition promotion could not only be obtained by plasma torch igniters but also by H2/O2 torch igniters because the input energy to the H2/O2 torch igniter could be easily increased by increasing the flow rate. The ability to increase the input energy is a remarkable advantage that is not found in other methods. In their study, the injection gas total temperature was estimated using mass conservation of the input H2 and O2 as well as the output burned-gas. Since the mass flow rate was considered to be a function of the injection pressure, injection hole diameter, injection temperature, mean molecular weight, and discharge coefficient, an accurate temperature estimation also requires estimations of the mean molecular weight and discharge coefficient. The mean molecular weight was provided as a function of equivalence ratio, and the discharge coefficient was assumed to be 0.90-0.95 without any validation. Thus, the conventional total temperature estimation method may result in misestimation when analyzing combustion in scramjet engines with flight Mach numbers less than 5. It is desirable that the injection gas total temperature estimation method have the same degree of accuracy as a thermocouple which is a simple and widely-used direct measurement method. So, a more accurate and validated total temperature estimation method is required.
Therefore, this study aims at the development of an H2/air torch igniter that can allow (1) a more accurate estimation of the injection gas total temperature through the determination of the discharge coefficient and (2) a control of the injection gas total temperature over a wide range by varying the overall equivalence ratio in the H2/air torch igniter.
Configuration of the novel design for the hydrogen/air burned gas torch ignitor
Figure 1(a) shows a cross-sectional view of the novel H2/air burned-gas torch igniter developed presented in this study. The torch igniter consists of seven parts: an injection nozzle, a combustion chamber, a division tube, a fuel chamber, a division plate, an oxidizer chamber, and a spark plug. The length and diameter of the combustion chamber are 182 mm and 20 mm, respectively. H2 is supplied to the combustion chamber through a division tube in order to form a hydrogen atmosphere. Air is supplied to the combustion chamber thorough a division plate to form an air jet. The spark plug that is inserted into the combustion chamber ignites the mixture near the air jet. Because the flame in the combustion chamber is not premixed, this torch igniter can control the gas temperature over a wide temperature range by varying the overall equivalence ratio. The overall equivalence ratio is defined as the ratio of H2 mass flow rate to air mass flow rate divided by 0.02927. The H2 mass flowrate and air mass flow rate is measured by the orifice flow meter. The injection gas total pressure is measured by a pressure gauge connected to the pressure port. The injection nozzle has a quadrant geometry, which is a suitable shape to determine the discharge coefficient. Two injection nozzles, one with a 3-mm-diameter throat and the other with a 5-mm-diameter throat, were prepared in this study to investigate the influence of the injection nozzle throat diameter on the total temperature estimation. The length and the radius of curvature radius of these injection nozzles were 12 and 20 mm, respectively. Since the combustion in the torch igniter proposed in this study is not premixed combustion, fractional O2 consumption rate, which should be nearly unity for an appropriate estimation of the injection gas composition, depends on the combustion chamber geometry. Thus, three division tubes with different numbers of through-holes as shown in Fig. 1(b) were prepared to investigate the influence of the combustion chamber geometry on the injection gas composition. Division tube A had twelve 3-mm-diameter through-holes, division tube B had twelve 3-mm-diameter through-holes and six 6-mm-diameter through-holes, and division tube C had twelve 3-mm-diameter through-holes and twelve 6-mm-diameter through-holes. The division plate had twelve 2-mm-diamter thorough-holes around the circumference of a 17-mm-diameter circle and one 11-mm-diameter through-hole in the center. Each division tube was connected to the division plate via brazing.
Yamaguchi, Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) Fig. 1 Schematics of the H2/air burned-gas torch igniter developed in this study: (a) Cross-sectional view; (b) Three division tubes connected to the division plate via brazing.
Total temperature estimation method
Sonic injection is a useful technique for estimating injection gas total temperature. When mass-flow choking occurs at the throat of the injection nozzle, the total temperature of the injection gas can be written as
where Mw, R0, T0, P0, A * , ṁ,    and Cd are the mean molecular weight, the universal gas constant, the injection gas total temperature, the injection gas total pressure, the cross-sectional area at the nozzle throat, the mass flow rate, the critical flow coefficient, and the discharge coefficient, respectively.   can be written as
where  is the specific heat ratio.
In this study, the injection gas total pressure is assumed to be same as the measured pressure at the pressure port of Division plate the torch igniter. However, since the measured pressure does not strictly equal the injection gas total pressure, it is necessary to investigate the validity of this assumption. It is considered that there are two main factors which affect the total pressure measurement of the torch igniter proposed in this study. One is caused by the difference between the static pressure in the combustion chamber and the total pressure in the combustion chamber. The other one is caused by the difference between the static pressure in the combustion chamber and the static pressure at the pressure port. To investigate the difference between the static pressure and the total pressure, the relationships among the diameter ratio dduct/dthroat, the error ratio of the total pressure EP0, and the Mach number in the combustion chamber shown in Fig. 2 was calculated from the isentropic relation and the sonic condition at the injection nozzle throat. The diameter ratio dduct/dthroat indicates the ratio of the combustion chamber diameter to the throat diameter. The error ratio of the total pressure EP0 was defined as the percentage of the difference between the total pressure P0 and the static pressure Ps to the total pressure P0 as in the Eq. (12). The error ratio of the total pressure EP0 is displayed on a logarithmic scale.
The error bar in the Figure 2 shows the standard deviation of plotted data. Figure 2 shows that the error ratio of the total pressure decreases as the diameter ratio increases. It also indicates that the error ratio of total pressure is less than 0.1% if the diameter ratio is greater than 3.8. Because the minimum diameter ratio used in this study is 4.0, the maximum error ratio of total pressure is less than 0.1%. Therefore, the static pressure in the combustion chamber is considered to be same as the total pressure in the combustion chamber. Fig. 2 Relationships among diameter ratio, total pressure error ratio, and Mach number in the combustion chamber.
Additionally, to investigate the difference between the static pressure in the combustion chamber and the static pressure in the fuel chamber, air injection experiments were conducted. Only air was supplied from the H2 inlet of the torch igniter, and the static pressure at the pressure port and the static pressure at the air inlet were measured. Since the static pressure at the air inlet should be same as the static pressure in the combustion chamber, the air injection experiments can evaluate the difference between the static pressure in the combustion chamber and the static pressure at the pressure port. Fig. 3 shows the results of the air injection experiments which were carried out by changing the division tube geometry under three injection gas total pressure conditions. The vertical axis of Fig. 3 shows the measured pressure and the horizontal axis shows division tube geometry. The error bars in Fig. 3 shows the standard deviation of the measured pressure. As shown in Fig. 3 , it was found that the static pressure in the combustion chamber is in good agreement with the static pressure at the pressure port regardless of division tube geometry and the injection gas total 
Error ratio of total pressure
Yamaguchi, Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) pressure, which means that the difference between the static pressure in the combustion chamber and the static pressure at the pressure port is sufficiently small in the torch igniter proposed in this study regardless of the division tube geometry and the injection gas total pressure. Therefore, the assumption that the injection gas total pressure is assumed to be same as the measured pressure at the pressure port of the torch igniter is considered appropriate. Fig. 3 The influence of the division tube and the injection gas total pressure on the difference between the static pressure in the combustion chamber and the static pressure at pressure port under three injection gas total pressure conditions.
When the injection gas is a combustion gas, the estimation of Mw and  become essential for the precise estimation of T0 of the injection gas. Because Mw depends on the injection gas composition, whereas  depends on the composition and static temperature of the injection gas, it is difficult to accurately estimate Mw and  while considering the combustion efficiency and the existence of intermediate species. However, by assuming that the injection gas composition can be obtained by chemically freezing the burnt-gas composition which corresponds to the composition of the adiabatic flame temperature, Mw and  can be written as functions of the overall equivalence ratio as follows:
where ovr is the overall equivalence ratio in the torch igniter. The validity of this assumption will be discussed in section 4.2. Equations (3) and (4) are polynomial approximations of the numerical results obtained from the Chemical Equilibrium with Approximations (CEA) (Gordon and McBride, 1996) fitted within the range of overall equivalence ratio of 1.0-10.0. Although the mean molecular weight and the specific heat ratio depend on the static pressure, the numerical results obtained from the CEA showed that the pressure dependency of the mean molecular weight and specific heat ratio is negligibly small in the static pressure range of 0.1-1.0 MPa. Cd is an important factor when using Eq. (1) and (2) to estimate T0. In the conventional method, the value of Cd is assumed to be 0.90-0.95 and not validated (Kobayashi et al., 2004) . The primary reasons why Cd is less than unity are: (1) the two dimensional effect of the core flow and (2) the existence of a boundary layer. Ishibashi and Takamoto (2000) proposed producing a combined discharge coefficient by multiplying the discharge coefficient resulting from the core flow distribution Cd1 by the one resulting from the laminar boundary layer Cd2. Hall (1962) 
where R and d are the curvature radius of the injection nozzle at the throat and the throat diameter, respectively. Cd1 depends on both the nozzle geometry and the specific heat ratio. It was shown that the error of Cd1 obtained by Eqs. (5) and (6) is sufficiently small if R/d is larger than 1.5 (Ishibashi and Takamoto, 2000) . Geropp (1971) derived the equation for Cd2 by assuming the presence of a laminar boundary layer, a thin boundary layer, an isentropic core flow, a perfect gas, a Prandtl number equal to unity, and an adiabatic wall. With the exception of the adiabatic wall assumption, it is considered likely that these assumptions can be applied with sufficient accuracy to combustion gas injection. The influence of an adiabatic wall on Cd2 will be discussed in Section 4.2.
According to Geropp's calculations, the displacement thickness at the throat * is given by
where
in which a0 and 0 are the speed of sound in stagnation and the kinetic viscosity in stagnation, respectively. Therefore,
Because Cd1 and Cd2 are almost independent of one another, the combined discharge coefficient can be approximated simply by multiplying them together as follows:
As mentioned above, Cd1 depends on specific heat ratio, while Cd2 depends on specific heat ratio, speed of sound in stagnation, and kinetic viscosity in stagnation. Since these values depend on the injection gas static temperature, a temperature assumption is needed for Cd1 and Cd2 estimations. In this study, equilibrium adiabatic flame temperature is assumed as the injection gas static temperature when estimating the unmeasurable parameters (Mw,  * Cd1, and Cd2). The validity of this temperature assumption will be discussed in Section 4.2.
Results and discussions 4.1 Validation of the chemical equilibrium assumption
As mentioned above, mean molecular weight is an important quantity because the total temperature of the injection gas is proportional to mean molecular weight, which depends on the injection gas composition. In this study, the value of the mean molecular weight is estimated from Eq. (3) based on the chemical equilibrium. To validate this assumption, the O2 mole fraction in the injection gas was measured. A multi-component gas analyzer, specifically, a BOB-2000FT Fourier Transform Inferred Spectroscopy (FTIR) gas analyzer equipped with H2 and O2 analyzers (Best Instruments Co. Ltd., Kyoto, Japan) was utilized to measure the O2 mole faction in the injection gas. The measurement frequency was 5 Hz. The O2 analyzer accuracy was less than 1% F.S. and the maximum measurement range for O2 was 25%. Figure 4 shows a schematic of the gas-sampling system used in this study. The sampling probe, which is made from stainless steel, has a double-tube-type parallel-flow heat exchanger and is cooled by temperature-controlled hot water (95°C), which is supplied by a medium-circulation temperature controller to ensure the reaction stays frozen in the sampling probe and to prevent the condensation of water vaper inside the sampling line. After passing through the sampling probe, the sampling gas passes through a stainless-steel tube line that is maintained at a temperature higher than 100°C by a ribbon heater. From there, it is introduced into the gas analyzer whose inner temperature is set to 191°C. The stainless-steel tube line is equipped with a needle valve and a check valve to prevent damage to the gas analyzer by reducing the sampling gas pressure. The distance between the nozzle throat and the sampling probe inlet is set to approximately twice the throat diameter. Fig. 4 Gas-sampling system. Figure 5 shows the dependency of the O2 consumption rate  and the mean molecular weight Mw on the overall equivalence ratio under three injection gas total pressure conditions (0.250, 0.527, and 0.741 MPa). The O2 consumption rate is defined as the ratio of supplied O2 mass flow rate to consumed O2 mass flow rate. The results in Fig. 5 were generated using the torch igniter with a 3-mm-diameter throat and division tube A. In order to evaluate the O2 consumption rate, only four major species (H2, O2, N2, and H2O) were considered. Air was assumed to be a mixture of O2 and N2 only, and the O2 concentration in the air was assumed to be 21%. Using these assumptions while considering the overall reaction formula shown in Eq. (13), the O2 consumption rate can be calculated from Eq. (14). 
Here, XO2 is the O2 mole fraction measured by O2 analyzer. Since the O2 analyzer accuracy is 1% F.S., XO2≤0.01 is insignificant data. Therefore, the O2 consumption rate corresponding to XO2 = 0.01 is the maximum measurable O2 consumption rate and thus the accuracy limit. The solid line in the Fig. 5 shows this accuracy limit, and the data being above the accuracy limit shows that the O2 concentration is so low that it cannot be measured with the O2 analyzer used in this study. The error bar in the Figure 5 shows the standard deviation of each plotted point. Figure 5 shows that the O2 consumption rate always exceeds the accuracy limit regardless of the overall equivalence ratio and injection pressure, and it is assumed that the chemical equilibrium assumption is reasonable when the O2 consumption rate exceeds this limit. Figure 6 shows the dependency of the estimated total temperature on the overall equivalence ratio under three injection gas total pressure conditions. The solid curve indicates the adiabatic flame temperature Tad.
The error bar in the Figure 6 shows the standard deviation of each plotted point. As the injection gas total pressure increases, the boundary layer thickness at the nozzle throat decreases relatively to the throat diameter, which leads to the relative decrease in heat loss ratio and increase in the estimated total temperature. The overall equivalence ratio dependency of the estimated T0 is in good agreement with Tad because the O2 consumption rate is very close to unity. Fig. 5 Dependency of the O2 consumption rate and mean molecular weight on the overall equivalence ratio under three injection gas total pressure conditions. Fig. 6 Dependency of the estimated total temperature on the overall equivalence ratio under three injection gas total pressure conditions. Overall equivalence ratio  ovr [-] Yamaguchi, Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) Figure 7 shows the dependency of the O2 consumption rate and the mean molecular weight on the overall equivalence ratio under the two throat diameter conditions. The results shown were generated with the torch igniter using division tube A. The injection gas total pressure was set to be approximately 0.25 MPa. The error bar in the Figure 7 shows the standard deviation of each plotted point. As can be seen in the figure, the torch igniter with a 5-mm-diameter throat showed a low O2 consumption rate when the overall equivalence ratio is less than 3. This is believed to be caused by a decrease in the airflow residence time due to a decrease in the cross-sectional area reduction rate. Assuming an isentropic flow, the residence time in the torch igniter with a 3-mm-diameter injection hole is approximately 2.4 times longer than that for a 5-mm-diameter injection hole. Therefore, it is considered that the residence time in the torch igniter with a 5-mm-diameter throat is too short to achieve sufficient H2/air mixing. This, in turn, means that it is necessary to increase the combustion chamber volume in order to achieve high O2 consumption rates in a torch igniter with a large throat diameter. However, the decrease in Mw due to the decrease in the O2 mole fraction still remains insufficiently clear. Fig. 7 Dependency of the O2 consumption rate and the mean molecular weight on the overall equivalence ratio under two different throat diameter conditions. Fig. 8 Dependency of the O2 consumption rate and the mean molecular weight on the overall equivalence ratio under three division tube conditions. Figure 8 shows the dependency of the O2 consumption rate and the mean molecular weight on the overall equivalence ratio under three division tube conditions. Here, the torch igniter with a 3-mm-diameter throat is used and the injection gas total pressure is set to approximately 0.25 MPa. The error bar in the Figure 8 shows the standard deviation of each plotted point. We can see that division tubes A and B show high O2 consumption rates in the range of overall equivalence ratio 1.0-10.0, but division tube C shows a decrease in O2 consumption rate when the overall equivalence ratio is less than 3.0. Division tube C has more through holes than the other tubes in order to supply H2 to the downstream side of the combustion chamber from the fuel chamber. These were added to prevent an excessively H2-rich region from forming near the spark plug in the torch igniter. However, by reducing the residence time of H2 passing through the additional Overall equivalence ratio  ovr [-] d=3 mm P 0 =0.252±0.02 MPa Division tube Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) holes, these additional holes also decrease the O2 consumption rate when the overall equivalence ratio is close to unity. Figure 9 shows the dependency of the estimated total temperature on the overall equivalence ratio under the three above-mentioned division tube conditions and two injection hole diameter conditions. The solid curve indicates the adiabatic flame temperature. The error bar in the Figure 9 shows the standard deviation of each plotted point. Figure 9 clarifies the differences between division tubes A and B. Because the estimated T0 of division tube B is higher than that of division tube A, it is assumed that the heat loss of division tube B is lower than that of division tube A. Therefore, division tube B is preferable over division tube A or C. Moreover, Fig. 9 shows that the estimated total temperature of the torch igniter with a 5-mm-diameter injection hole is higher than that of the torch igniter with a 3-mm-diameter injection hole. It is considered to be caused by an increase in the ratio of injection hole diameter to boundary layer thickness. Therefore, although a large injection hole decreases residence time for mixing, it can decrease heat loss of injection gas. Also, a decrease in the estimated injection gas total temperature caused by the low O2 consumption rate in the torch igniter with the 5-mm-diameter throat was confirmed when the overall equivalence ratio is less than 3 in the Fig. 9 . Fig. 9 Dependency of estimated total temperature on the overall equivalence ratio under the three division tube conditions and two injection hole diameter conditions.
Influence of temperature assumption on estimation of unmeasurable parameters (Mw,  * Cd1 and

Cd2)
As mentioned above, Mw,  * Cd1, and Cd2 are estimated by assuming an equilibrium adiabatic flame temperature as the injection gas static temperature. However, since the actual injection gas static temperature is expected to be lower than the equilibrium adiabatic flame temperature due to heat loss, it is necessary to validate the temperature assumption introduced in this study. Figure 9 shows the relationship between overall equivalence ratio and the error ratio of each parameter, namely; (a) error ratio of mean molecular weight EMw; (b) error ratio of critical flow coefficient E * ; (c) error ratio of Hall's discharge coefficient ECd1 and (d) error ratio of Geropp's discharge coefficient ECd2. The values of EMw, E * , ECd1, and ECd2 are defined as follows: 
Here, [X]Tad and [X]Teq represent X at an adiabatic flame temperature and an equilibrium temperature, which is considered to be the same as the actual injection gas static temperature, respectively. Figure 10 shows that the temperature assumption introduced in this study leads to underestimations of Mw and Cd2 and overestimations of  * and Cd1. As the equilibrium static temperature decreases, the absolute value of each error ratio increases. The error ratio of each parameter falls within the range of 1% when the actual injection gas static temperature is greater than 80% of the equilibrium adiabatic flame temperature, which means that the error of the temperature assumption about the injection gas composition for estimation of the mean molecular weight and the specific heat ratio is sufficiently small. Figures 10(c) and 10(d) show that as R/d decreases, the absolute error ratio of Cd1 increases, but the absolute error ratio of Cd2 decreases. Figure 10(d) shows that as the injection gas total pressure increases, the absolute error ratio of Cd2 decreases.
To evaluate the error influence of each unmeasurable parameter on the error of the estimated total temperature of the injection gas, unmeasurable function  was defined as follows:
Substituting Eq. (19) into Eq. (1), the total temperature of the injection gas can be written as Figure 11 shows the relationship between the overall equivalence ratio and the error ratio of the unmeasurable function E defined by Eq. (21). In the Fig. 11 , it can be seen that the temperature assumption introduced in this study leads to an underestimation of the unmeasurable functionAs the equilibrium temperature decreases, the degree of underestimation increases. The absolute error ratio of the unmeasurable function is 1.7% at maximum in the range of overall equivalence ratio of 1.0-10.0 when the equilibrium temperature is greater than 80% of equilibrium adiabatic flame temperature. As R/d decreases, the absolute error ratio of the unmeasurable function decreases. As the injection gas total pressure increases, the absolute error ratio of unmeasurable function decreases. In addition, Figure 11 shows that the absolute error ratio of the unmeasurable function caused by the temperature assumption will fall within 1.0% when injecting burned gas within the range of overall equivalence ratio 1.4-9.0 for the equilibrium temperature greater than 80% of the equilibrium adiabatic flame temperature. Since the absolute error ratio of the unmeasurable function is about the same as the measurement accuracy of measurable parameters such as A * , P0, and ṁ, the influence of the temperature assumption on the estimated injection gas total temperature is considered acceptably small.
Yamaguchi, Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) Fig. 10 Relationship between the overall equivalence ratio and error ratio of each parameter: (a) error ratio of mean molecular weight Mw, (b) error ratio of critical flow coefficient  * , (c) error ratio of Hall's discharge coefficient Cd1, and (d) error ratio of Geropp's discharge coefficient Cd2.
 Fig. 11 Relationship between the overall equivalence ratio and error ratio of the unmeasurable function . 
Validation of total temperature estimation method
To validate the temperature estimation method proposed in this study, the injection gas T0 was measured with a Pt20Rh/Pt-40Rh thermocouple with a wire diameter of 0.5 mm that was placed in the T0 measurement probe (6 mm inner diameter). To prevent catalytic heating, the thermocouple was covered with a quartz glass tube (1.5 mm outer diameter and 0.75 mm inner diameter). The probe was cooled by placing it in circulating water at room temperature. With respect to the steady temperature measurement of the combustion gas via the thermocouple, the thermocouple bead temperature varies because it is affected by heat conduction, convection heat transfer, radiation, and catalyst heating.
To evaluate the temperature differences between the thermocouple bead and the surrounding gas, three-dimensional steady thermo-fluid simulations were conducted using Fluent v.14.5 computational fluid dynamics (CFD) software (ANSYS Inc. Canonsburg, PA.). The governing equations were mass conservation, the Reynolds averaged Navier-Stokes equation, energy conservation, the state equation for an ideal gas, the species transportation equation, and the radiation transportation equation. These equations were implicitly solved by the finite volume method. The sheer stress transport (SST) k-ω model (Menter, 1994 ) was used to model the turbulence. The discrete ordinates model Raithby, 1993, Raithby and Chui, 1990) , which can consider not only the radiation between wall surfaces but also a radiative medium in a combustion gas and transparent medium, was used to model the radiation.
The wavelength and temperature dependencies of the solid radiation properties were not considered. The weightedsum-of-gray-gases model (Smith et al., 1982) was used to specify the radiation properties of the combustion gas, but chemical reactions were not taken into consideration. The convective flux was evaluated by the advection upstream splitting method (AUSM) (Liou and Steffen Jr., 1993) , and the gradient and the derivative were evaluated by the leastsquare cell-base method. The discretization methods of the convective and diffusive terms were the second-order accurate upwind-difference scheme and the second-order accurate central-difference scheme, respectively, and the slope limiter was the minmod function. The turbulent Schmidt number and the turbulent Prandtl number were 0.7 and 0.9, respectively. Figure 12 shows the numerical grids created in this study. In the Fig. 12 , the nozzle wall, probe wall, thermocouple, and the quartz glass tube were defined as solid regions. The remaining area was defined as a fluid region. In order to reduce the numerical calculation costs, the simulations were done with one quarter of the numerical domain as shown in Fig. 12 taking advantage of the symmetry of the domain. Circulating water cooling was modeled by setting the temperature of the surface in contact with the cooling water to 300 K. The absolute pressure and temperature of the surrounding air were set to 0.1 MPa and 300 K, respectively. The composition of the injection gas was set to the equilibrium composition at Tad. The overall equivalence ratio of the injection gas was set to 2.0 and the injection gas total pressure was set to 0.25 MPa. Yamaguchi, Hizawa, Ichikawa, Kudo, Hayakawa and Kobayashi, Journal of Thermal Science and Technology, Vol.13, No.2 (2018) Four calculations were carried out with different injection gas total temperature conditions (Tad, 0.8Tad, 0.6Tad, and 0.4Tad). The physical properties of the material for the torch igniter and the total temperature probe were assumed to be the same as stainless steel. The values of the physical properties of quartz and platinum were used for the physical properties of the quartz glass tube and thermocouple wire, respectively. The gap between the thermocouple wire and the glass tube was not considered, and the absorption coefficient and the refractive index of quartz were set to 200 m −1 and 1.5, respectively. The emissivity of stainless steel, quartz, and platinum were set to 0.3, 0.7, and 0.17, respectively. Figure 13 shows the relationship between temperature of thermocouple bead and temperature decrease of the thermocouple bead due to heat loss obtained via numerical simulations. The dashed curve shows the approximate curve with an uncertainty of 28.2 K. Figure 14 shows the results from the thermocouple bead temperature correction. The error bar in the Figure 14 shows the standard deviation of each plotted point. The values of T0 measured by the thermocouple, which were estimated from Eq. (1) and corrected by the approximate curve obtained from Fig. 13 , were plotted. The dashed line shows Tad. Here, it is obvious that the corrected temperature is too high because it is greater than or equal to Tad. Therefore, it is inferred that the wavelength and temperature dependencies of the radiation properties are essential for the accurate estimation of the temperature difference between the thermocouple bead and the surrounding gas. Fig. 13 Relationship between temperature of thermocouple bead and temperature decrease of the thermocouple bead due to heat loss. Measured total temperature Journal of Thermal Science and Technology, Vol.13, No.2 (2018) Instead of evaluating temperature differences, the actual discharge coefficient calculated by CFD Cd,CFD was numerically investigated in order to validate the Cd estimation method adopted in this study. Figure 15 shows the influence of the injection gas total temperature on Cd,CFD and Cd as obtained from Eq. (11). The value for Cd,CFD is calculated from the mass flow rate given by the numerical results. Figure 15 indicates that Cd,CFD increases with the injection gas total temperature. Interestingly, Cd,CFD exceeds unity if the injection gas total temperature is sufficiently large. Generally speaking, Cd is less than unity due to mass defects caused by the velocity boundary layer. However, since Fig. 15 also indicates that the thermal boundary layer has the opposite effect on the velocity boundary layer when the injection gas is cooled by the nozzle wall, it is assumed that the increase in Cd,CFD is caused by the increase in mass flux that results from the increase in near-wall density. Thus, while the Cd estimation method adopted in this study results in underestimations due to the heat loss, the maximum uncertainty of Cd obtained from Fig. 15 is 7 .02%. Because this value is much larger than the uncertainty of Mw and ( * ) 2 , the estimated T0 uncertainty strongly depends on the uncertainty of Cd. Thus, it can be concluded that the temperature-estimation method proposed in this study results in (at most) a 14.6% underestimation caused by neglecting the heat loss for Cd, and that for more accurate estimations, it will be necessary to consider the influence of the heat loss on Cd. Fig. 15 Influence of injection gas total temperature on Cd from Eq. (11) and Cd,CFD.
Conclusions
In this paper, a novel H2/air burned-gas torch igniter was developed and validity of the newly-proposed total temperature estimation method was investigated experimentally and numerically. As a results, the following conclusions were obtained:
1) The H2/air burned-gas torch igniter can successfully control injection temperatures by generating burned-gas in the range of overall equivalence ratio 1.0-10.0 for all pressure, throat diameter, and division tube conditions. 2) The chemical equilibrium assumption for estimating injection gas compositions is validated because the O2 consumption rate is very close to unity when the throat diameter and division tube geometry are appropriate. 3) The temperature assumption used for estimating the unmeasurable parameters (the mean molecular weight, critical flow coefficient Hall's discharge coefficient, and Geropp's discharge coefficient) can be used to estimate unmeasurable functions with a maximum uncertainty of 1.7% in the range of overall equivalence ratio 1.0-10.0 when the injection gas total temperature is greater than 80% of the adiabatic flame temperature. In the equivalence ratio range 1.4-9.0, the maximum uncertainty of the unmeasurable function falls within 1.0%. 4) The discharge coefficient estimation method proposed in this study results in underestimations when the injection gas is cooled by nozzle wall. The maximum uncertainty of the estimated discharge coefficient obtained from the numerical results is 7.02%, which means that the maximum uncertainty of the estimated total temperature is 14.7%. For more accurate estimations, it will be necessary to consider the influence of heat loss on the discharge coefficient. Total temperature of injection gas [K] • C d from Eq.(11) ▲ C d,CFD
