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CYCLIC CODES OVER THE RING Zp[u, v]/〈u
2, v2, uv − vu〉
PRAMOD KUMAR KEWAT, BAPPADITYA GHOSH AND SUKHAMOY
PATTANAYAK
Abstract. Let p be a prime number. In this paper, we study cyclic codes
over the ring Zp[u, v]/〈u
2, v2, uv − vu〉. We find a unique set of generators
for these codes. We also study the rank and the Hamming distance of these
codes. We obtain all except one ternary optimal code of length 12 as the
Gray image of the cyclic codes over the ring Zp[u, v]/〈u
2, v2, uv − vu〉. We
also characterize the p-ary image of these cyclic codes under the Gray map.
1. Introduction
Let R be a ring. A linear code of length n over R is a R submodule of
Rn. A linear code C of length n over R is cyclic if (cn−1, c0, . . . , cn−2) ∈ C
whenever (c0, c1, . . . , cn−1) ∈ C. We can consider a cyclic code C of length n
over R as an ideal in R[x]/〈xn − 1〉 via the following correspondence
Rn −→ R[x]/〈xn − 1〉, (c0, c1, . . . , cn−1) 7→ c0 + c1x+ · · ·+ cn−1x
n−1.
The cyclic codes form an important class of codes due to their rich algebraic
structures and play a significant role in algebraic coding theory. The structure
of cyclic codes over rings has been discussed in a series of papers [1, 2, 5, 6, 7,
8, 9, 13, 17, 20]. The structures of cyclic codes of length n over a finite chain
ring have been discussed in [11] when n is not divisible by the characteristic
of the residue field R¯. The structures of cyclic codes of length n, where n
is divisible by the characteristic of the residue field R¯, over some finite chain
ring have been discussed in [3, 4, 10, 18].
Yildiz and Karadeniz in [21] have considered the ring F2[u, v]/〈u
2, v2, uv −
vu〉, which is not a chain ring, and studied cyclic codes of odd length over
that. They have find some good binary codes as the Gray images of these
cyclic codes. The authors of [12] have considered the more general ring
F2[u1, u2, · · · , uk]/〈u
2
i , u
2
j , uiuj − ujui〉, and studied the general properties of
cyclic codes over these rings and characterized the nontrivial one-generator
cyclic codes. Sobhani and Molakarimi in [19] extended these studies to cyclic
codes over the ring F2m [u, v]/〈u
2, v2, uv − vu〉.
Let Ru2,v2,p = Zp + uZp + vZp + uvZp, where u
2 = 0, v2 = 0, uv = vu and
p is a prime number. Note that the ring Ru2,v2,p can also be viewed as the
quotient ring Zp[u, v]/〈u
2, v2, uv−vu〉. In this paper, we discuss the structure
of cyclic codes of arbitrary length over the ring Ru2,v2,p. We find a unique set
of generators, rank and a minimal spanning set for these codes. We also find
the Hamming distance of these codes for length pl. Note that the rank and
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the Hamming distance of these cyclic codes for p = 2 have not been discussed
in [12, 19, 21]. Hence getting the rank and the Hamming distance of the cyclic
codes over Ru2,v2,p are new even for p = 2. We obtain all except one optimal
code over Z3 of length 12 as the images of cyclic codes over Ru2,v2,p under the
Gray map. We also characterize the p-ary image of these cyclic codes under
the Gray map.
Let Ru2,p = Zp + uZp, u
2 = 0 and Ru2,p,n = Ru2,p/〈x
n − 1〉. The line of
arguments we have used to find a set of generators are similar to [3, 18]. Let C
be a cyclic code over the ring Ru2,v2,p. The idea to find a set of generators is as
follows. We view the cyclic code C as an ideal in Ru2,v2,p,n = Ru2,v2,p/〈x
n−1〉.
Then we define the projection map from Ru2,v2,p,n −→ Ru2,p,n and we get
an ideal in Ru2,p,n, which gives a cyclic codes over Ru2,p. The structure of
cyclic codes over Ru2,p is known from [18]. By pullback, we find a set of
generators for a cyclic code over Ru2,v2,p. By using the division algorithm and
direct computations, we have find the rank of these cyclic codes. The line of
arguments we have used to find minimum distance are similar to [3, 18] .
This paper is organized as follows. In Section 2, we discuss the preliminaries
that we need. In Section 3 we give a unique set of generators for the cyclic
codes C over the ring Ru2,v2,p. In Section 4, we find a minimal spanning
set for these codes and discuss about the rank. In Section 5, we find the
minimum distance of these codes for length pl. In Section 6, we discuss some
of the examples of these codes and give a list of cyclic codes C of length 3
over Ru2,v2,3 whose ternary image gives optimal code under the Gray map. In
Section 7, we characterize the p-ary image of cyclic codes over Ru2,v2,p under
the Gray map.
2. Preliminaries
A ring R is called local ring if R has a unique maximal ideal. Let R be a
finite commutative local ring with maximal ideal M . We define the residue
field R = R/M . Let µ : R[x] → R[x] denote the natural ring homomorphism
that maps r 7→ r +M and the variable x to x. We define the degree of the
polynomial f(x) ∈ R[x] as the degree of the polynomial µ(f(x)) in R[x], i.e.,
deg(f(x)) = deg(µ(f(x)) (see, for example, [16]). A polynomial f(x) ∈ R[x] is
called regular if it is not a zero divisor. The following conditions are equivalent
for a finite commutative local ring R.
Proposition 2.1. (cf. [16, Exercise XIII.2(c)]) Let R be a finite commutative
local ring. Let f(x) = a0 + a1x+ · · ·+ anx
n be in R[x], then the following are
equivalent.
(1) f(x) is regular;
(2) 〈a0, a1, · · · , an〉 = R;
(3) ai is an unit for some i, 0 ≤ i ≤ n;
(4) µ(f(x)) 6= 0;
Proof. (1)⇒ (2) : If possible, let f(x) be a regular polynomial but 〈a0, a1, · · · ,
an〉 6= R. Since 〈a0, a1, · · · , an〉 is an ideal and R is a local ring, we have
〈a0, a1, · · · , an〉 ⊆M . Therefore, all ai are non unit elements. In a finite local
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ring, if M = 〈b1, b2, · · · , bn〉 and the nilpotency index of bi are ti respectively,
then the element bt1−11 b
t2−1
2 · · · b
tn−1
n is the zero divisor of all non unit elements.
So the polynomial g(x) = bt1−11 b
t2−1
2 · · · b
tn−1
n is the zero divisor of f(x). That
is f(x)g(x) = 0. Hence, a contradiction. Therefore, 〈a0, a1, · · · , an〉 = R.
(2) ⇒ (3) : If possible, let all ai are non unit. Then ai ∈ M for all i. This
implies that R =M . This gives a contradiction. Hence, ai is an unit for some
i, 0 ≤ i ≤ n.
(3) ⇒ (4) : If ai is an unit, then ai /∈ M. This gives ai +M 6= 0. Hence,
µ(f(x)) 6= 0.
(4) ⇒ (1) : Let µ(f(x)) 6= 0. We have ai + M 6= 0 for some i. There-
fore, ai is an unit in R. So there does not exists non zero element d ∈ R such
that dai = 0. By McCoy Theorem (See [15, Theorem 2]), we can say that
f(x) is not a divisor zero. That is f(x) is regular. 
The following version of the division algorithm holds true for polynomials
over finite commutative local rings.
Proposition 2.2. (cf. [16, Exercise XIII.6]) Let R be a finite commutative
local ring. Let f(x) and g(x) be non zero polynomials in R[x]. If g(x) is
regular, then there exist polynomials q(x) and r(x) in R[x] such that f(x) =
g(x)q(x) + r(x) and deg(r(x)) < deg(g(x)).
2.1. The ring Ru2,v2,p.
Let Ru2,v2,p = Zp + uZp + vZp + uvZp, u
2 = 0, v2 = 0 and uv = vu. It is
easy to see that the ring Ru2,v2,p is a finite commutative local ring with unique
maximal ideal 〈u, v〉. The set {{0}, 〈u〉, 〈v〉, 〈u+αv〉, 〈u, v〉} gives all ideals of
Ru2,v2,p, where α is a non zero element of Zp. Since the maximal ideal 〈u, v〉
is not principal, the ring Ru2,v2,p is not a chain ring.
Let g(x) be a non zero polynomial in Zp[x]. By Proposition 2.1, it is easy
to see that the polynomial g(x) + up1(x) + vp2(x) + uvp3(x) ∈ Ru2,v2,p[x] is
regular. Note that deg(g(x) + up1(x) + vp2(x) + uvp3(x)) = deg(g(x)).
2.2. The Gray Map.
Let wL and wH and denote the Lee weight and Hamming weight respectively.
Following [21], we define the Lee weight as follows
wL(a+ ub+ vc+ uvd) = wH(a+ b+ c+ d, c+ d, b+ d, d) ∀ a, b, c, d ∈ Zp.
Again as in [21], we define the Gray map φL : Ru2,v2,p → Z
4
p as follows
φL(a+ ub+ vc+ uvd) = (a + b+ c+ d, c+ d, b+ d, d) ∀ a, b, c, d ∈ Zp.
The Gray map naturally extend to Rn
u2,v2,p
as distance preserving isometry φL
: (Rn
u2,v2,p
,Lee Weight)→ (Z4np ,Hamming weight) as follows
φL(a1, a2, · · · , an) = (φL(a1), φL(a2), · · · , φL(an)) ∀ ai ∈ Ru2,v2,p.
By linearity of the map φL we obtain the following.
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Theorem 2.3. If C is a linear code over of length n, size pk and minimum
Lee weight d, then φL(C) is a p-ary linear code with parameters [4n, k, d].
3. A generator for cyclic codes over the ring Ru2,v2,p
Let p be a prime number and n be a positive integer. Let Ru2,v2,p = Zp +
uZp + vZp + uvZp, u
2 = 0, v2 = 0 and uv = vu. We can write Ru2,v2,p
as Ru2,v2,p = Ru2,p + vRu2,p, v
2 = 0, where Ru2,p = Zp + uZp, u
2 = 0. Let
Ru2,v2,p,n = Ru2,v2,p[x]/〈x
n − 1〉. Let C be a cyclic code of length n over
Ru2,v2,p. We also consider C as an ideal in Ru2,v2,p,n. We define the map
ψ : Ru2,v2,p → Ru2,p by ψ(α+vβ) = α, where α, β ∈ Ru2,p . Clearly the map ψ
is a ring homomorphism. We extend this homomorphism to a homomorphism
φ from C to the ring Ru2,p,n defined by
φ(c0 + c1x+ · · ·+ cn−1x
n−1) = ψ(c0) + ψ(c1)x+ · · ·+ ψ(cn−1)x
n−1,
where ci ∈ Ru2,v2,p. Let J = {r(x) ∈ Ru2,p,n[x] : vr(x) ∈ kerφ}. We see
that J is an ideal of Ru2,p,n. Hence we can consider J as a cyclic code
over Ru2,p. Now we know from [18] that any ideal of Ru2,p,n is of the form
〈h(x) + uq(x), ub(x)〉, where h(x), q(x), b(x) ∈ Zp[x], b(x)|h(x)|(x
n− 1) mod p
and b(x)|q(x)
(
xn−1
h(x)
)
. So J = 〈h(x) + uq(x), ub(x)〉. Therefore, we can write
kerφ = 〈vh(x)+uvq(x), uvb(x)〉. Since φ is a homomorphism, the image Imφ is
an ideal of Ru2,p,n. Hence, Imφ is a cyclic code over Ru2,p. Again we can write
Imφ as above. That is Imφ = 〈g(x) + up(x), ua(x)〉, where a(x)|g(x)|(xn − 1)
mod p and a(x)|p(x)
(
xn−1
g(x)
)
. So the code C can be written as C = 〈g(x) +
up1(x)+vq1(x)+uvr1(x), ua1(x)+vq2(x)+uvr2(x), va2(x)+uvr3(x), uva3(x)〉,
where a3(x)|a1(x)|g(x)|(x
n − 1) and a3(x)|a2(x)|g(x)|(x
n − 1).
For an ideal C of the ring Ru2,v2,p,n = Ru2,v2,p[x]/〈x
n − 1〉, we define the
residue and the torsion of the ideal C as (see [12])
Res(C) = {a ∈ Ru2,p,n| ∃ b ∈ Ru2,p,n : a+ vb ∈ C} and
Tor(C) = {a ∈ Ru2,p,n| va ∈ C}
It can be easily shown that when C is an ideal of Ru2,v2,p,n, Res(C) and Tor(C)
both are ideals of Ru2,p,n. And also it is easy to show that Res(C) = Imφ and
Tor(C) = J . Now we define four ideals associated to C.
C1 = Res(Res(C)) = C mod〈u, v〉,
C2 = Tor(Res(C)) = {f(x) ∈ Zp[x] | uf(x) ∈ C mod v},
C3 = Res(Tor(C)) = {f(x) ∈ Zp[x] | vf(x) ∈ C mod uv} and
C4 = Tor(Tor(C)) = {f(x) ∈ Zp[x] | uvf(x) ∈ C}.
These are ideals of Zp[x]/〈x
n − 1〉, hence principal ideal and we have C1 =
〈g(x)〉, C2 = 〈a1(x)〉, C3 = 〈a2(x)〉, C4 = 〈a3(x)〉.
Theorem 3.1. Any ideal C of the ring Ru2,v2,p,n is uniquely generated by
the polynomial A1(x) = g(x) + up1(x) + vq1(x) + uvr1(x), A2(x) = ua1(x) +
vq2(x)+uvr2(x), A3(x) = va2(x)+uvr3(x) and A4(x) = uva3(x) where pi(x)’s,
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qi(x)’s, ri(x)’s are zero or deg(p1(x)) < deg(a1(x)), deg(q1(x)) < deg(a2(x)),
deg(r1(x)) < deg(a3(x)), deg(q2(x)) < deg(a2(x)), deg(r2(x)) < deg(a3(x)),
deg(r3(x)) < deg(a3(x)).
Proof. We prove the degree results for the p1(x), q1(x) and r1(x) only. Others
follow similarly. Let A1(x) 6= 0 and deg(p1(x)) ≥ deg(a1(x)). Then by division
algorithm, we have p1(x) = a1(x)q(x) + r(x) where deg(r(x)) < deg(a1(x)) or
r(x) = 0. Now A1(x) − q(x)A2(x) = g(x) + ur(x) + v(q1(x) − q(x)q2(x)) +
uv(r1(x) − q(x)r2(x)) ∈ C. Now if deg(q1(x) − q(x)q2(x)) ≥ deg(a2(x))
then by division algorithm, we have q1(x) − q(x)q2(x) = a2(x)q
′(x) + r′(x),
where deg(r′(x)) < deg(a2(x)). Therefore, A1(x)− q(x)A2(x)− q
′(x)A3(x) =
g(x) + ur(x) + vr′(x) + uv(r1(x)− q(x)r2(x)− q
′(x)r3(x)) ∈ C. Again by di-
vision algorithm, we have r1(x)− q(x)r2(x)− q
′(x)r3(x) = a3(x)q
′′(x) + r′′(x),
where deg(r′′(x)) < deg(a3(x)) and hence A1(x) − q(x)A2(x) − q
′(x)A3(x) −
q′′(x)A4(x) = g(x) + ur(x) + vr
′(x) + uvr′′(x) ∈ C. Now this polynomial
satisfies our required property and also the polynomial A1(x) can be replaced
by this polynomial. Now we have to prove that the polynomials Ai(x)’s are
unique. Here again, we prove the uniqueness only for polynomial A1(x). If
possible, let A1(x) = g(x) + up1(x) + vq1(x) + uvr1(x) and B1(x) = g(x) +
up′1(x)+vq
′
1(x)+uvr
′
1(x) are two polynomial with same property in C. Hence,
A1(x)−B1(x) = u(p1(x)− p
′
1(x)) + v(q1(x)− q
′
1(x)) + uv(r1(x)− r
′
1(x)) ∈ C.
Since p1(x)−p
′
1(x) ∈ C2 and deg(p1(x)−p
′
1(x)) < deg(a1(x)) so p1(x)−p
′
1(x) =
0 or p1(x) = p
′
1(x). Similarly we have q1(x) = q
′
1(x) and r1(x) = r
′
1(x). There-
fore, A1(x) = B1(x). 
Proposition 3.2. Let C = 〈g(x)+up1(x)+vq1(x)+uvr1(x), ua1(x)+vq2(x)+
uvr2(x), va2(x) + uvr3(x), uva3(x)〉 be an ideal of the ring Ru2,v2,p,n. Then we
must have
a3(x)|g(x), a3(x)|a1(x), a3(x)|a2(x), a2(x)|g(x), a1(x)|g(x), g(x)|(x
n − 1), (1)
a1(x)|p1(x)
(
xn − 1
g(x)
)
, (2)
a2(x)|
xn − 1
g(x)
(
q1(x)−
p1(x)
a1(x)
q2(x)
)
, (3)
a2(x)|
g(x)
a1(x)
q2(x), (4)
a3(x)|q2(x), (5)
a3(x)|
xn − 1
a2(x)
r3(x), (6)
a3(x)|
xn − 1
a1(x)
(
r2(x)−
q2(x)
a2(x)
r3(x)
)
, (7)
a3(x)|
(
p1(x)−
g(x)
a2(x)
r3(x)
)
, (8)
a3(x)|
(
q1(x)−
g(x)
a1(x)
r2(x) +
g(x)
a1(x)a2(x)
q2(x)r3(x)
)
, (9)
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a3(x)|
xn − 1
g(x)
(
r1(x)−
p1(x)
a1(x)
r2(x) +
q1(x) +
p1(x)
a1(x)
q2(x)
a2(x)
r3(x)
)
. (10)
Proof. Conditions given in (1) is clear from the above discussion. Condi-
tion (2) follows from the facts that x
n
−1
g(x)
(g(x) + up1(x) + vq1(x) + uvr1(x)) =
ux
n
−1
g(x)
p1(x) + v
xn−1
g(x)
q1(x) + uv
xn−1
g(x)
r1(x) ∈ C. That is u
xn−1
g(x)
p1(x) ∈ C mod v.
Which implies that x
n
−1
g(x)
p1(x) ∈ C2. So a1(x)|
xn−1
g(x)
p1(x). For condition (3), we
can write x
n
−1
g(x)
(g(x)+up1(x)+vq1(x)+uvr1(x))−
xn−1
g(x)
p1(x)
a1(x)
(ua1(x)+vq2(x)+
uvr2(x)) = v
xn−1
g(x)
(
q1(x)−
p1(x)
a1(x)
q2(x)
)
+ uv x
n
−1
g(x)
(
r1(x)−
p1(x)
a1(x)
r2(x)
)
∈ C. Now
v x
n
−1
g(x)
(
q1(x) −
p1(x)
a1(x)
q2(x)
)
∈ C mod uv. So x
n
−1
g(x)
(
q1(x) −
p1(x)
a1(x)
q2(x)
)
∈ C3.
Hence, a2(x)|
xn−1
g(x)
(
q1(x) −
p1(x)
a1(x)
q2(x)
)
. For condition (4), we have u(g(x) +
up1(x)+vq1(x)+uvr1(x))−
g(x)
a1(x)
(ua1(x)+vq2(x)+uvr2(x)) = −v
(
g(x)
a1(x)
q2(x)
)
+
uv
(
q1(x) −
g(x)
a1(x)
r2(x)
)
∈ C. Now −v
(
g(x)
a1(x)
q2(x)
)
∈ C mod uv. This gives
−
(
g(x)
a1(x)
q2(x)
)
∈ C3. So we have a2(x)|
g(x)
a1(x)
q2(x). For condition (5), we
have u(ua1(x) + vq2(x) + uvr2(x)) = uvq2(x) ∈ C. Therefore, q2(x) ∈ C4.
Hence, a3(x)|q2(x). For condition (6), we have
xn−1
a2(x)
(va2(x) + uvr3(x)) =
uv x
n
−1
a2(x)
r3(x) ∈ C. So
xn−1
a2(x)
r3(x) ∈ C4. Hence, a3(x)|
xn−1
a2(x)
r3(x) ∈ C. Condition
(7) follows from the fact that x
n
−1
a1(x)
(ua1(x)+vq2(x)+uvr2(x))−
xn−1
a1(x)
q2(x)
a2(x)
(va2(x)+
uvr3(x)) = uv
xn−1
a1(x)
(
r2(x)−
q2(x)
a2(x)
r3(x)
)
∈ C. So x
n
−1
a1(x)
(
r2(x)−
q2(x)
a2(x)
r3(x)
)
∈ C4.
Hence, a3(x)|
xn−1
a1(x)
(
r2(x) −
q2(x)
a2(x)
r3(x)
)
. For condition (8), we have v(g(x) +
up1(x)+vq1(x)+uvr1(x))−
g(x)
a2(x)
(va2(x)+uvr3(x)) = uv
(
p1(x)−
g(x)
a2(x)
r3(x)
)
∈
C. So
(
p1(x) −
g(x)
a2(x)
r3(x)
)
∈ C4. Therefore, a3(x)|
(
p1(x) −
g(x)
a2(x)
r3(x)
)
. For
condition (9), we can write u(g(x)+up1(x)+vq1(x)+uvr1(x))−
g(x)
a1(x)
(ua1(x)+
vq2(x) + uvr2(x)) +
g(x)q2(x)
a1(x)a2(x)
(va2(x) + uvr3(x)) = uv
(
q1(x) −
g(x)
a1(x)
r2(x) +
g(x)
a1(x)a2(x)
q2(x)r3(x)
)
∈ C. This gives
(
q1(x)−
g(x)
a1(x)
r2(x)+
g(x)
a1(x)a2(x)
q2(x)r3(x)
)
∈
C4. Hence, a3(x)|
(
q1(x)−
g(x)
a1(x)
r2(x) +
g(x)
a1(x)a2(x)
q2(x)r3(x)
)
. Finally for condi-
tion (10), we can write x
n
−1
g(x)
(g(x)+up1(x)+vq1(x)+uvr1(x))−
xn−1
g(x)
p1(x)
a1(x)
(ua1(x)+
vq2(x) + uvr2(x)) +
xn−1
g(x)
q1(x)+
p1(x)
a1(x)
q2(x)
a2(x)
(va2(x) + uvr3(x)) = uv
xn−1
g(x)
(
r1(x) −
p1(x)
a1(x)
r2(x)+
q1(x)+
p1(x)
a1(x)
q2(x)
a2(x)
r3(x)
)
∈ C. This implies that x
n
−1
g(x)
(
r1(x)−
p1(x)
a1(x)
r2(x)+
q1(x)+
p1(x)
a1(x)
q2(x)
a2(x)
r3(x)
)
∈ C4. Hence, we have a3(x)|
xn−1
g(x)
(
r1(x) −
p1(x)
a1(x)
r2(x) +
q1(x)+
p1(x)
a1(x)
q2(x)
a2(x)
r3(x)
)
. 
The following theorem characterizes the free cyclic codes over Ru2,v2,p.
Proposition 3.3. If C = 〈g(x)+up1(x)+vq1(x)+uvr1(x), ua1(x)+vq2(x)+
uvr2(x), va2(x)+uvr3(x), uva3(x)〉 be a cyclic code over the ring Ru2,v2,p, then
C is a free cyclic code if and only if g(x) = a3(x). In this case, we have C =
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〈g(x)+up1(x)+vq1(x)+uvr1(x)〉 and (g(x)+up1(x)+vq1(x)+uvr1(x))|(x
n−1)
in Ru2,v2,p.
Proof. Let g(x) = a3(x). Since a3(x)|a1(x)|g(x) and a3(x)|a2(x)|g(x), we get
g(x) = a1(x) = a2(x) = a3(x). Here, we have Imφ = 〈g(x) + up1(x), ua1(x)〉
and Kerφ = v〈a2(x) + ur3(x), ua3(x)〉. From [18, Lemma 3.1], we get Imφ
= 〈g(x) + up1(x)〉 and Kerφ = v〈a2(x) + ur3(x)〉. Therefore, we have C =
〈g(x) + up1(x) + vq1(x) + uvr1(x), va2(x) + uvr3(x)〉. Note that deg(p1(x)),
deg(r3(x))< deg(g(x)). From Condition (8), we have a3(x)|(p1(x)−r3(x)), this
gives p1(x) = r3(x). So v(g(x)+up1(x)+vq1(x)+uvr1(x)) = vg(x)+uvp1(x) =
va2(x)+uvr3(x). Therefore, we have C = 〈g(x)+up1(x)+vq1(x)+uvr1(x)〉 and
C ≃ R
n−deg(g1(x))
u2,v2,p
Hence, C is a free cyclic code. Conversely, if C is a free cyclic
code, we must have C = 〈g(x)+up1(x)+vq1(x)+uvr1(x)〉. Since uva3(x) ∈ C,
we have uva3(x) = uvαg(x) for some α ∈ Zp. Note that a3(x)|g(x), hence
by comparing the coefficients both sides, we get g(x) = a3(x). For the second
condition, by division algorithm, we have xn − 1 = (g(x) + up1(x) + vq1(x) +
uvr1(x))q(x) + r(x), where r(x) = 0 or deg(r(x)) < deg(g(x)). This implies
that r(x) = (xn− 1)− (g(x) + up1(x) + vq1(x) + uvr1(x))q(x) ∈ C. Note that
g(x) + up1(x) + vq1(x) + uvr1(x) is the lowest degree polynomial in C. So
r(x) = 0. Hence, (g(x) + up1(x) + vq1(x) + uvr1(x))|(x
n − 1) in Ru2,v2,p. 
Note that we get the simpler form for the generators of the cyclic code
over Ru2,v2,p, like in the above theorem, if we have g(x) = a1(x), a2(x) or
a3(x) = a1(x), a2(x).
3.1. If n is relatively prime to p.
Let n be relatively prime to p. If C is a cyclic code of length n over the ring
Ru2,v2,p, then from [18], we have Im(φ) = 〈g(x)+ua1(x)〉and kerφ = v〈a2(x)+
ua3(x)〉 with a1(x)|g(x)|(x
n−1) and a3(x)|a2(x)|(x
n−1). Now combining these
two we can write C = 〈g1(x)+ua1(x)+vq1(x)+uvr1(x), va2(x)+uva3(x)〉 with
the same conditions as above on g(x) and ai(x). In order to get conditions on
q1(x) and r1(x), we will define a homomorphism φv : Ru2,v2,p → Rv2,p as
φv(a+ bu+ cv + duv) = a + cv.
Now with C as above, we get φv(C) = 〈g1(x) + vq1(x), va2(x)〉. Note that
φv(C) is a cyclic code of length n over Rv2,p. Therefore, from [18], we have
a2(x)|g1(x)|(x
n − 1), a2(x)|q1(x)
xn − 1
a1(x)
and deg(q1(x)) < deg(a2(x)). Since
n is relatively prime to p, xn − 1 can be uniquely factored as product of
distinct irreducible factors. Therefore, we must have g.c.d.
(
a2(x),
xn − 1
a1(x)
)
=
1. But we have a2(x)|q1(x)
xn − 1
a1(x)
, this gives a2(x)|q1(x). Since deg(q1(x)) <
deg(a2(x)), this gives q1(x) = 0. Thus we have proved the following theorem.
Theorem 3.4. Let C be a cyclic code over the ring Ru2,v2,p of length n. If n
is relatively prime to p, then we have C = 〈g(x) + ua1(x) + uvr1(x), va2(x) +
uva3(x)〉 with a1(x)|g(x)|(x
n − 1) and a3(x)|a2(x)|g(x)|(x
n − 1).
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4. Ranks and minimal spanning sets
In this section, we find the rank and minimal spanning set of cyclic codes
over the ring Ru2,v2,p. Following Dougherty and Shiromoto [13, page 401], we
define the rank of the code C by the minimum number of generators of C
and define the free rank of C by the maximum of the ranks of Ru2,v2,p-free
submodules of C.
Theorem 4.1. Let n be a positive integer not relatively prime to p and C
be a cyclic code of length n over Ru2,v2,p. If C = 〈g(x) + up1(x) + vq1(x) +
uvr1(x), ua1(x)+vq2(x)+uvr2(x), va2(x)+uvr3(x), uva3(x)〉 with t = deg(g(x)),
t1 = deg(a1(x)), t2 = deg(a2(x)), t
′ = min{deg(a1(x)), deg(a2(x))} and t3 =
deg(a3(x)), then C has free rank n−t, rank n+t+t
′−t1−t2−t3 and the minimal
spanning set B = {g(x)+up1(x)+vq1(x)+uvr1(x), x(g(x)+up1(x)+vq1(x)+
uvr1(x)), · · · , x
n−t−1(g(x) + up1(x) + vq1(x) + uvr1(x)), ua1(x) + vq2(x) +
uvr2(x), x(ua1(x)+vq2(x)+uvr2(x)), · · · , x
t−t1−1 (ua1(x)+vq2(x)+uvr2(x)),
va2(x)+uvr3(x), x(va2(x)+uvr3(x)), · · · , x
t−t2−1 (va2(x)+uvr3(x)), uva3(x),
x(uva3(x)), · · · , x
t′−t3−1(uva3(x))}. Furthermore, if q2(x) 6= 0, we have |C| =
p4n+t+t
′
−3t1−2t2−t3 and if q2(x) = 0, we have |C| = p
4n+t′−2t1−2t2−t3.
Proof. Let t′ = dega2(x). It is suffices to show that B spans the set B
′ =
{g(x)+up1(x)+vq1(x)+uvr1(x), x(g(x)+up1(x)+vq1(x)+uvr1(x)), · · · , x
n−t−1
(g(x) + up1(x) + vq1(x) + uvr1(x)), ua1(x) + vq2(x) + uvr2(x), x(ua1(x) +
vq2(x) + uvr2(x)), · · · , x
n−t1−1(ua1(x) + vq2(x) + uvr2(x)), va2(x) + uvr3(x),
x(va2(x) + uvr3(x)), · · · , x
n−t2−1(va2(x) + uvr3(x)), uva3(x), x(uva3(x)), · · · ,
xn−t3−1(uva3(x))}. First we show that uvx
t2−t3(a3(x)) ∈ B. Let the leading
coefficient of xt2−t3(a3(x)) be α3 and of a2(x) + ur3(x) be α2. Then there
exist a constant c0 ∈ Zp such that α3 = c0α2. By the division algorithm,
we have uvxt2−t3(a3(x)) = uvc0(a2(x) + ur3(x)) + uvm(x), where uvm(x)
is a polynomial in C such that deg(m(x)) < t2. Now deg(m(x)) ≥ t3 be-
cause a3(x) is minimum degree polynomial such that uva3(x) ∈ C. So t3 ≤
deg(m(x) < t2 and uvm(x) = α0uva3(x) + α1uva3(x) + · · ·+ αt2−t3−1uva3(x).
Thus uvxt2−t3(a3(x)) ∈ B. Let t
′ = dega1(x). Since (ua1(x) + vq2(x) +
uvr2(x)) is not regular, we can not take ua1(x) + vq2(x) + uvr2(x) as divi-
sor in the division algorithm. Here, by direct computation, we show that
uvxt1−t3(a3(x)) ∈ B. Since a3(x)|a1(x), we have a1(x) = q(x)a3(x) for some
q(x) ∈ Zp[x]. This we can write as a1(x) = a3(x)(q0+ q1x+ · · ·+ qt1−t3x
t1−t3).
Clearly, qt1−t3 6= 0 (by degree comparison). Thus, we have uva3(x)x
t1−t3 =
uvq−1t1−t3a1(x)−uva3(x)(q0+q1x+ · · ·+qt1−t3−1x
t1−t3−1). Note that v(ua1(x)+
vq2(x)+uvr2(x)) = uva1(x), thus, uva3x
t1−t3 ∈ B. By taking g(x)+up1(x)+
vq1(x) + uvr1(x) as divisor and applying the division algorithm for ua1(x) +
vq2(x)+uvr2(x) and va2(x)+uvr3(x), we can show that x
t−t1(ua1(x)+vq2(x)+
uvr2(x)), x
t−t2(va2(x) + uvr3(x)) ∈ B. Similarly others also can be shown.
So B is a generating set. It is easy to see that the elements xi−t−1(g(x) +
up1(x)+ vq1(x)+uvr1(x)), 1 ≤ i ≤ n, x
j−t1−1(ua1(x)+ vq2(x)+uvr2(x)), 1 ≤
j ≤ t, xk−t2−1(va2(x) + uvr3(x)), 1 ≤ k ≤ t and x
l−t3−1uv(a3(x)), 1 ≤ l ≤ t
′
can not be written as the linear combination of its preceding elements and
other elements in the set B. Here we will only show that xt−t1−1(ua1(x) +
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vq2(x)+uvr2(x)) can not be written as linear combinations of g(x)+up1(x)+
vq1(x)+uvr1(x), x(g(x)+up1(x)+vq1(x)+uvr1(x)), · · · , x
n−t−1(g(x)+up1(x)+
vq1(x)+uvr1(x)), ua1(x)+vq2(x)+uvr2(x), x(ua1(x)+vq2(x)+uvr2(x)), · · · ,
xt−t1−2(ua1(x) + vq2(x) + uvr2(x)), va2(x) + uvr3(x), x(va2(x) + uvr3(x)),
· · · , xt−t2−1(va2(x)+uvr3(x)), uva3(x), x(uva3(x)), · · · , x
t′−t3−1(uva3(x)). The
proof is similar for the rest. Suppose xt−t1−1(ua1(x) + vq2(x) + uvr2(x))
can be written as linear combinations of the above elements. Then we have
xt−t1−1(ua1(x) + vq2(x) + vur2(x)) = α1(g(x) + up1(x) + vq1(x) + vur1(x)) +
α2x(g(x) + up1(x) + vq1(x) + vur1(x)) + · · · + αn−tx
n−t−1(g(x) + up1(x) +
vq1(x) + vur1(x)) + β1(ua1(x) + vq2(x) + vur2(x)) + β2x(ua1(x) + vq2(x) +
vur2(x))+· · ·+βt−t1−2x
t−t1−2(ua1(x)+vq2(x)+vur2(x))+γ1(va2(x)+vur3(x))+
γ2x(va2(x) + vur3(x)) + · · ·+ γt−t2x
t−t2−1(va2(x) + vur3(x)) + δ1x(vua3(x)) +
δ2x(vua3(x))+· · ·+δt′−t3x
t′−t3−1(vua3(x)), where αi = αi1+αi2u+αi3v+αi4uv,
βi = βi1 + βi2u + βi3v + βi4uv, γi = γi1 + γi2u + γi3v + γi4uv and δi =
δi1 + δi2u+ δi3v + δi4uv. We have
xt−t1−1(ua1(x) + vq2(x) + vur2(x)) = (α11 + α21x+ · · ·+ α(n−t)1x
n−t−1)g(x)
+ u(α12 + α22x+ · · ·+ α(n−t)2x
n−t−1)g(x)
+ u(α11 + α21x+ · · ·+ α(n−t)1x
n−t−1)p1(x)
+ u(β11 + β21x+ · · ·+ β(t−t1−1)1x
t−t1−2)a1(x)
+ vm1(x) + uvm2(x),
where m1(x) and m2(x) are polynomials in Zp[x]. By comparing both sides,
we have αi1 = 0, 1 ≤ i ≤ n − t and x
t−t1−1a1(x) = (α12 + α22x + · · · +
α(n−t)2x
n−t−1)g(x) + (β11 + β21x + · · · + β(t−t1−1)1x
t−t1−2)a1(x). Note that
deg(xt−t1−1a1(x)) = t− 1 but deg((α12 + α22x+ · · ·+ α(n−t)2x
n−t−1)g(x)) ≥ t
and deg((β11 + β21x+ · · ·+ β(t−t1−1)1x
t−t1−2)a1(x)) ≤ t− 2. Hence, this gives
a contradiction. 
Theorem 4.2. Let n be a positive integer relatively prime to p and C be a
cyclic code of length n over Ru2,v2,p. If C = 〈g(x)+ua1(x)+uvr1(x), va2(x)+
uva3(x)〉 with t = deg(g(x)), t2 = deg(a2(x)), then C has rank n − t2 and
|C| = p4n−2t−2t2 . The minimal spanning set of C is B = {g(x) + ua1(x) +
uvr1(x), x(g(x) + ua1(x) + uvr1(x)), · · · , x
n−t−1(g(x) + ua1(x) + uvr1(x)),
va2(x) + uva3(x), x(a2(x) + uva3(x)), · · · , x
t−t2−1(va2(x) + uva3(x)).
Proof. The proof is same as Theorem 4.1. 
5. Minimum distance
Let n be a positive integer not relatively prime to p. Let C be a cyclic code
of length n over Ru2,v2,p. We define Cuv = {k(x) ∈ Ru2,v2,p,n : uvk(x) ∈ C}. It
is easy to see that Cuv is a cyclic code over Zp.
Theorem 5.1. Let n be not relatively prime to p. If C = 〈g(x) + up1(x) +
vq1(x)+uvr1(x), ua1(x)+vq2(x)+uvr2(x), va2(x)+uvr3(x), uva3(x)〉 is a cyclic
code of length n over Ru2,v2,p Then Cuv = 〈a3(x)〉 and wH(C) = wH(Cuv).
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Proof. We have uva3(x) ∈ C, thus 〈a3(x)〉 ⊆ Cuv. If b(x) ∈ Cuv, then uvb(x) ∈
C and hence there exist polynomials b1(x), b2(x), b3(x), b4(x) ∈ Zp[x] such that
uvb(x) = b1(x)uvg(x) + b2(x)uva1(x) + b3(x)uva2(x) + b4(x)uva3(x). Since
a3(x)|a2(x)|g(x) and a3(x)|a1(x)|g(x), we have uvb(x) = m(x)uva3(x) for some
polynomial m(x) ∈ Zp[x]. So, Cuv ⊆ 〈a3(x)〉, and hence Cuv = 〈a3(x)〉. Let
m(x) = m0(x)+um1(x)+vm2(x)+uvm3(x) ∈ C, where m0(x), m1(x), m2(x),
m3(x) ∈ Zp[x]. We have uvm(x) = uvm0(x), wH(uvm(x)) ≤ wH(m(x)) and
uvC is subcode of C with wH(uvC) ≤ wH(C). Therefore, it is sufficient
to focus on the subcode uvC in order to prove the theorem. Since uvC =
〈uva3(x)〉, we get wH(C) = wH(Cuv). 
Definition 5.2. Let m = bl−1p
l−1 + bl−2p
l−2 + · · ·+ b1p+ b0, bi ∈ Zp, 0 ≤ i ≤
l − 1, be the p-adic expansion of m.
(1) If bl−i 6= 0 for all 1 ≤ i ≤ q, q < l, and bl−i = 0 for all i, q + 1 ≤ i ≤ l,
then m is said to have a p-adic length q zero expansion.
(2) If bl−i 6= 0 for all 1 ≤ i ≤ q, q < l, bl−q−1 = 0 and bl−i 6= 0 for some
i, q+2 ≤ i ≤ l, then m is said to have p-adic length q non-zero expansion.
(3) If bl−i 6= 0 for 1 ≤ i ≤ l, then m is said to have a p-adic length l expansion
or p-adic full expansion.
Lemma 5.3. Let C be a cyclic code over Ru2,v2,p of length p
l where l is a
positive integer. Let C = 〈a(x)〉 where a(x) = (xp
l−1
− 1)bh(x), 1 ≤ b < p. If
h(x) generates a cyclic code of length pl−1 and minimum distance d then the
minimum distance d(C) of C is (b+ 1)d.
Proof. For c ∈ C, we have c = (xp
l−1
−1)bh(x)m(x) for some m(x) ∈
R
u2,v2,p[x]
(xpl−1)
.
Since h(x) generates a cyclic code of length pl−1, we have w(c) = w((xp
l−1
−
1)bh(x)m(x)) = w(xp
l−1bh(x)m(x))+w(bC1x
pl−1(b−1)h(x)m(x))+ · · ·+w(bCb−1
xp
l−1
h(x)m(x)) + w(h(x)m(x)). Thus, d(C) = (b+ 1)d. 
Theorem 5.4. Let C be a cyclic code over Ru2,v2,p of length p
l where l is
a positive integer. Then, C = 〈g(x) + up1(x) + vq1(x) + uvr1(x), ua1(x) +
vq2(x) + uvr2(x), va2(x) + uvr3(x), uva3(x)〉 where g(x) = (x − 1)
t, a1(x) =
(x− 1)t1 , a2(x) = (x− 1)
t2 and a3(x) = (x− 1)
t3 for some t > t1 > t3 > 0 and
t > t2 > t3 > 0
(1) If t3 ≤ p
l−1, then d(C) = 2.
(2) If t3 > p
l−1, let t3 = bl−1p
l−1+bl−2p
l−2+· · ·+b1p+b0 be the p-adic expansion
of t3 and a3(x) = (x−1)
t3 = (xp
l−1
−1)bl−1(xp
l−2
−1)bl−2 · · · (xp
1
−1)b1(xp
0
−
1)b0.
(a) If t3 has a p-adic length q zero expansion or full expansion (l = q),
then d(C) = (bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).
(b) If t3 has a p-adic length q non-zero expansion, then d(C) = 2(bl−1 +
1)(bl−2 + 1) · · · (bl−q + 1).
Proof. The first claim easily follows from Proposition 3.2. From Theorem 5.1,
we see that d(C) = d(uvC) = d(〈(x−1)t3〉). Hence, we only need to determine
the minimum weight of uvC = 〈(x− 1)t3〉.
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(1) If t3 ≤ p
l−1, then (x − 1)t3(x − 1)p
l−1
−t3 = (x − 1)p
l−1
= (xp
l−1
− 1) ∈ C.
Thus, d(C) = 2.
(2) Let t3 > p
l−1. (a) If t3 has a p-adic length q zero expansion, we have
t3 = bl−1p
l−1 + bl−2p
l−2 + · · · + bl−qp
l−q, and a3(x) = (x − 1)
t3 = (xp
l−1
−
1)bl−1(xp
l−2
− 1)bl−2 · · · (xp
l−q
− 1)bl−q . Let h(x) = (xp
l−q
− 1)bl−q . Then h(x)
generates a cyclic code of length pl−q+1 and minimum distance (bl−q + 1). By
Lemma 5.3, the subcode generated by (xp
l−q+1
− 1)bl−q+1h(x) has minimum
distance (bl−q+1 + 1)(bl−q + 1). By induction on q, we can see that the code
generated by a3(x) has minimum distance (bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).
Thus, d(C) = (bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).
(b) If t3 has a p-adic length q non-zero expansion, we have t3 = bl−1p
l−1 +
bl−2p
l−2+ · · ·+ b1p+ b0, bl−q−1 = 0. Let r = bl−q−2p
l−q−2+ bl−q−3p
l−q−3+ · · ·+
b1p + b0 and h(x) = (x − 1)
r = (xp
l−q−2
− 1)bl−q−2(xp
l−q−3
− 1)bl−q−3 · · · (xp
1
−
1)b1(xp
0
− 1)b0. Since r < pl−q−1, we have pl−q−1 = r + j for some non-zero j.
Thus, (x − 1)p
l−q−1
−jh(x) = (xp
l−q−1
− 1) ∈ C. Hence, the subcode generated
by h(x) has minimum distance 2. By Lemma 5.3, the subcode generated by
(xp
l−q
−1)bl−qh(x) has minimum distance 2(bl−q+1). By induction on q, we can
see that the code generated by a3(x) has minimum distance 2(bl−1+1)(bl−2+
1) · · · (bl−q + 1). Thus, d(C) = 2(bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).

6. Examples
Example 6.1. Cyclic codes of length 3 over Ru2,v2,3 = Z3 + uZ3 + vZ3 +
uvZ3, u
2 = 0, v2 = 0, uv = vu: We have
x3 − 1 = (x− 1)3 over Ru2,v2,3.
Let g = x−1. The non-zero cyclic codes of length 3 over Ru2,v2,3 with generator
polynomial, rank and minimum distance are given in table below.
Table 1. Non zero cyclic codes of length 3 over Ru2,v2,3.
Non-zero generator polynomials Rank d(C)
< uvg2 > 1 3
< uvg > 2 2
< uv > 3 1
< vg2 + uvc0g > 1 3
< vg2 + uvc0, uvg > 2 2
< vg2, uv > 3 1
< vg + uvc0 > 2 2
< vg, uv > 3 1
< v > 3 1
< ug2 + vc0g
2 + uvc1g > 1 3
< ug2 + vc0g
2 + uvc1, uvg > 2 2
< ug2 + vc0g
2, uv > 3 1
< ug2 + uvc0g, vg
2 + uvc1g > 2 3
< ug2 + vc0g + uvc1, vg
2 + uvc2, uvg >, c0c2 = 0 3 2
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Non-zero generator polynomials Rank d(C)
< ug2 + vc0g, vg
2, uv > 4 1
< ug2 + uvc0, vg + uvc1 > 3 2
< ug2 + vc0, vg, uv > 4 1
< ug2, v > 4 1
< ug + vc0g + uvc1 > 2 2
< ug + vc0g, uv > 3 1
< ug + vc0g + uvc1, vg
2 + uvc2 > 3 2
< ug + v(c0x+ c1), vg
2, uv > 4 1
< ug + uvc0, vg + uvc1 > 4 2
< ug + vc0, vg, uv > 5 1
< ug, v > 5 1
< u+ v(c0x
2 + c1x+ c2) > 3 1
< u+ v(c0x+ c1), vg
2 > 4 1
< u+ vc0, vg > 5 1
< u, v > 6 1
< g2 + uc0g + vc1g + uvc2g > 1 3
< g2 + uc0g + vc1g + uvc2, uvg > 2 2
< g2 + uc0g + vc1g, uv > 3 1
< g2 + uc0g + vc1 + uvc2, vg + uvc3 > 2 2
< g2 + uc0g + vc1, vg, uv > 3 1
< g2 + uc0g, v > 3 1
< g2 + uc0 + vc1g + uvc2, ug + vc3g + uvc4 > 2 2
< g2 + uc0 + v(c1g + c0c2), ug + vc2g, uv > 3 1
< g2 + uvc0, ug + uvc1, vg + uvc2 > 3 2
< g2 + uc0 + vc1, ug + vc2, vg, uv >, c0c2 = 0 4 1
< g2 + uc0, ug, v > 4 1
< g2 + vc0g, u+ v(c1x+ c2), uv > 4 1
< g2 + vc0, u+ vc1, vg > 4 1
< g2, u, v > 5 1
< g + uc0 + vc1 + uvc2 > 2 2
< g + uc0 + vc1, uv > 3 1
< g + uc0, v > 3 1
< g + vc0, u+ vc1 > 3 1
< g, u, v > 4 1
< 1 > 3 1
Remark 6.2. If C is a cyclic code over a principal ideal ring R of length n,
then from [14], we know that the following inequality holds for the Hamming
distance d(C) of C:
d(C) ≤ n− Rank C + 1.
Note That Ru2,v2,p is a local ring but not principal ideal ring. From Table 1,
it is clear that if n is not relatively prime to p, then the above inequality does
not hold for Ru2,v2,p. Hence, in general, the above inequality may not hold for
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a local ring. It is good problem to establish analogous inequality for a local
ring.
In Table 2, we give examples of optimal ternary codes obtained as the Gray
images of cyclic codes over Ru2,v2,3. In Table 2, [ . ]
∗ will denote that the
ternary code is an optimal code. From Table 2, we can see that we have ob-
tained all ternary optimal code except [12, 2, 9]∗.
Table 2. Ternary images of some cyclic codes of length 3 over Ru2,v2,3.
Non-zero generator polynomials φL(C)
< uvg2 > [12, 1, 12]∗
< vg2 + uv2g > [12, 2, 8]
< ug2 + vg2 + uv2g > [12, 3, 8]∗
< ug2 + vg2 + uv, uvg > [12, 4, 6]∗
< ug2, vg2, uvg > [12, 5, 6]∗
< ug2 + vg, vg2, uvg > [12, 6, 6]∗
< ug + vg, uv > [12, 7, 4]∗
< g2, ug, vg > [12, 8, 3]∗
< g2, ug, vg, uv > [12, 9, 3]∗
< g2, ug, v > [12, 10, 2]∗
< g, u+ 2v > [12, 11, 2]∗
7. The images of cyclic codes over Ru2,v2,p
Let T be a cyclic shift operator defined as T ((c0, c1, · · · , cn−1)) = (cn−1, c0,
· · · , cn−2). A linear code C of length n is said to be an l-quasi cyclic code if
T l((c0, c1, · · · , cn)) ∈ C whenever (c0, c1, · · · , cn) ∈ C. Let φL be the Gray
map on Ru2,v2,p as defined in 2.2. We can prove the following lemma and
theorem in a similar way to [21, Lemma 5.2, Theorem 5.3].
Lemma 7.1. If T is a cyclic shift operator on vectors of length n, then φL◦T =
T 4 ◦ φL.
By using this lemma it is easy to prove the following theorem:
Theorem 7.2. If C is a cyclic code of length n over Ru2,v2,p, then φL(C) is a
4-quasi cyclic code of length 4n over Zp.
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