According to the Gottesman-Knill theorem, a class of quantum circuits, namely the so-called stabilizer circuits, can be simulated efficiently on a classical computer. We introduce a new algorithm for this task, which is based on the graph-state formalism. We also present an implementation.
Introduction
When developing protocols in quantum information science that use entangled states of a large number of qubits, e. g. in a quantum register, a major difficulty is usually the impossibility to actually test the resultThe reason for this is that simulating such protocols on a classical computer is typically exponentially slow and hence intractable. However, an important subclass of quantum circuits can be simulated efficiently, as the following theorem states, which is usually referred to as the Gottesman-Knill theorem ( [Got98] , see also [NC00] ):
Theorem 1 A quantum circuit using only the following elements (called a stabilizer circuit) can be simulated efficiently on a classical computer:
• preparation of qubits in computational basis states
• quantum gates from the Clifford group • measurements in the computational basis
The Clifford group C N on N qubits is defined as the normalizer of the Pauli group P N : C N = U ∈ SU (2 N ) | U P U † ∈ P N ∀P ∈ P N , P N = {±1, ±i} · {I, X, Y, Z} ⊗N ,
where I is the identity and X, Y , and Z are the Pauli matrices. The Clifford group can be generated by three elementary gates: the Hadamard gate H, the π 4 phase rotation S, and a two-qubit gate, either the controlled NOT ΛX, or the controlled phase gate ΛZ: 
The proof of the theorem is simple after one introduces the notion of stabilizer states [Got97] :
Definition 1 An N -qubit state |ψ is called a stabilizer state if it is the unique eigenstate with eigenvalue +1 of N commuting multi-local Pauli operators P i (called the stabilizer generators):
P i |ψ = |ψ , P i ∈ P N , i = 1, . . . , N (These N operators generate an Abelian group, the stabilizer, of 2 N Pauli operators that all satisfy this stabilization equation.)
Computational basis states are stabilizer states. Furthermore, if a Clifford gate U acts on a stabilizer state |ψ , the new state U |ψ is a stabilizer state with generators U P i U † ∈ P N . Hence, the state in a stabilizer circuit can always be described by a matrix of N × N operators from {I, X, Y, Z} (where each row is preceded by a sign factor), and the effect of an n-qubit gate can be determined by updating nN elements of the matrix, which is an efficient procedure.
Many important procedures in quantum information science rely only on stabilizer circuits, especially those of entanglement purification and quantum error correction. Hence, when studying such protocols, we can simulate them on a classical computer in order to check their correctness and performance or to gain insight into their dynamics.
Recently, Aaronson and Gottesman [AaGo04] have presented an implementation of such a simulator. They pointed out that measurements are the most difficult part because determining the stabilizer of the projected post-measurement state requires a reorganization of the stabilizer similar to a Gaussian elimination, which has a run time of O(N 3 ). This is still too slow for many practical applications. Introducing the notion of destabilizers -a second N ×N matrix of Pauli elements, this one with each row describing an operator to which the state is eigenstate to eigenvalue −1 -they could give an algorithm that simulates measurements in time O(N 2 ) and gates in time O(N ).
In this paper, we present a further improvement on this performance by using a different algorithm and a different representation of the state: not as tableau of stabilizer and destabilizer generators, but as graph state [HEB03] .
The next section reviews the concept of graph states and shows how to represent any stabilizer state this way. Section 3 discusses the simulation of gates. Section 4 will describe how to simulate measurements. Section 5 presents our implementation of the algorithm, explains its usage with a simple example. Section 6 assesses the performance of the new algorithm.
Graph states
Definition 2 An N -qubit graph state |G is a quantum state associated with a mathematical graph G = (V, E), whose |V | = N vertices correspond to the N qubits, while the edges E describe quntum correlations, in the sense that |G is the unique state satisfying the N eigenvalue equations
where ngbh a := {b | {a, b} ∈ E} is the set of vertices adjacent to a [RBB03, BrRa00, ScWe00] .
If one starts with the state |+ ⊗N = a∈V H a |00 . . . 0 one can easily construct |G by applying ΛZ on all pairs of neighboring qubits:
As the operators K (a)
G are in the Pauli group, all graph states are stabilizer states, and so are the states which we get by applying local Clifford operators C ∈ C 1 onto |G :
It has been shown that stabilizer states can be brought into this form [Sch01, GKR02, NDM03] and this is what we shall use to represent the current state in the memory of our simulator.
Specifically, the initial state can be written as a graph with no edges and Hadamard gates acting on all vertices:
As there are only 24 local Clifford operators, we will store the state as the adjacency list representation of G (i. e. N lists of vertex indices, each listing the neighbors of one vertex) and a vector of N numbers between 0 and 23 for the C i 's (which we call vertex operators (VOPs)). The scheme to enumerate the 24 operators will be described in [And05] . Note that we can disregard global phases of the VOPs as they only lead to a global phase of the full state of the simulator.
Gates
Single-qubit gates: In this representation, applying local (single-qubit) Clifford gates becomes trivial: if C ∈ C 1 is applied to qubit i, we replace this qubit's VOP C i by CC i .
Two-qubit gates:
As two-qubit gate, we chose to implement ΛZ, the phase gate. In the following discussion, the two qubits onto which the phase gate is supposed to act, are called the operand vertices and denoted with a and b. All other qubits are called non-operand vertices and denoted c, d, . . . .
We have to distuinguish several cases. Case 1 The VOPs of both operand vertices are in Z, where Z := {I, Z, S, S † } are those 4 local Clifford operators that commute with ΛZ (the other 20 operators do not). In this case, applying the phase gate is simple: We use the fact that (due to Eq. (3)) applying a phase gate on a graph state just toggles an edge:
where △ denotes the symmetric set difference
the edge {a, b} is added to the graph if is was not present before, otherwise it is removed. Case 2 The VOP of at least one of the operand vertices is not in Z. In this case, just toggling the edge is not allowed because the ΛZ ab cannot be moved past the non-Z VOP. But there is a way to change the VOPs without changing the state, which works in the following case:
Sub-case 2.2 Both operand vertices have non-operand neighbors
Here, the following operation will help:
Definition 3 The operation of local complementation about a vertex a of a graph
G = (V, E), denoted L a ,
is the operation that inverts the subgraph induced by the neighborhood of v:
This operation transforms the state into a local-Clifford equivalent one, as the following theorem, taken from [HEB03, NDM03] , asserts:
Theorem 2 Applying the local complementation L a onto a graph G yields a state |L a G = U |G , with the multi-local unitary
Note that the operator √ iZ is related to the phase operator S of Eq. (2):
An obvious consequence of Theorem 2 is
Corollary 1 A state |G; C is invariant under application of L a to G, followed by an updating of C according to
Now note that the local Clifford group is generated not only by S and H but as well by √ −iX and √ iZ, the Hermitian adjoints of the operators right-multiplied to the VOPs in Eq. (5). Our simulator has a look-up table that spells out every local Clifford operator as a product of -as it turns out, at most 5-of these two operators, times a disregarded global phase. For example, the table's line for H reads:
This allows us now to reduce the VOP C a of any non-isolated vertex a to the identity I by proceeding as follows: The decomposition of C a taken from the look-up table is read from right to left. When a √ −iX is read we do a local complementation about a. This does not change the state if the correction of Eq. (5) is applied, which right-multiplies a √ iX to C a . This √ iX cancels with the √ −iX at the right-hand end of C a 's decomposition, so that we now have a VOP with a shorter decomposition.
If the right-most operator of the decomposition is √ iZ we do a local complementation about an arbitrarily chosen neighbor of a, called a's "swapping partner". Now, the correction operation will lead to an S being rightmultiplied to C a , again shortening the decomposition.
Note that a local complementation about a never changes the edges incident on a and hence, if a was non-isolated in the beginning of the procedure, it will stay so. This is important, as only a non-isolated vertex can have a swapping partner. Hence, the procedure can be iterated, and (as the decompositions have a maximum length of 5) after at most 5 iterations, we are left with the identity I as VOP.
We apply the described "VOP reduction procedure" to both operand vertices. After that, both verices are the identity, and we can proceed as in Case 1.
One might wonder, however, whether the use of the VOP reduction procedure on the second operand vertex b spoils the reduction of the VOP of the first operand a. After all, a could be a neighbor of b or of the swapping partner c of b. Then, if a local complementation L b or L c is performed, the compensation according to Eq. (5) changes the neighborhood of b and c (which include a). But note, that a neighbor of the inversion center only gets an √ −iZ ∝ S † . As S † generates Z, this means that after the reduction of b, the VOP of a might be no longer the identity but it is still an element of Z, and we are allowed to go on with Case Let us denote by • • the 2-vertex graph with no edges, and by •−• the 2-vertex graph with one edge. There are only very few possible 2-qubit stabilizer states, namely those in
Of course, many of the assignments in the r.h.s describe the same state, such that |S 2 | < 2 · 24 2 . Remember that the phase gate ΛZ 1,2 (being a Clifford operator) maps S 2 bijectively onto itself.
The function 
where the C i (i = 0, . . . , 23) are the Clifford operators in the enumeration detailed in [And05] (e. g. C 0 = I, C 2 = Y ). Note that many of the assignments to C 1 and C 2 in Eq. (6) describe the same state. Hence, we have a choice in the operators C ′ 1 , C ′ 2 with which we represent the results of the phase gate in the look-up table. It turns out (by inspection of all the possibilities) that we can always choose the operators such that the following constraint is fulfilled:
The use of this will become clear soon.
Sub-case 2.2.2
We are left with one last case, namely that one vertex, let it be a, is connected with non-operand neighbors, but the other vertex b is not, i. e. has either no neighbors or only a as neighbor. Then, we proceed as follows: We use iterated local complementations to reduce C a to I. After that, we may use the look-up table as in Sub-case 2.2.1. That this is allowed even though a is connected to a non-operand vertex is shown in the following: First note that the state after the reduction of C a to I can be written (following Eq. (where ζ = 0, 1 indicates whether {a, b} ∈ E). Observe that C b has been moved past the operators ΛZ cd . This is allowed because none of the ΛZ cd acts on b
We now apply ΛZ ab to this state. ΛZ ab can be moved through all the phase gates and vertex operators above the left brace so that it stands right in front of an S 2 state which is separated from the rest. Thus, the 
For this to be a state in our usual |G; C form (4), the two operators C ′ a and C ′ b have to moved to the left, through the ΛZ cd . For C ′ b , this is no problem, as b was assumed to be either isolated or connected only to a, so that C ′ b commutes with {c,d}∈E\{{a,b}} ΛZ cd , as the latter operator does not act on b. The vertex a, however, has connections to non-operand neighbors, so that some of the ΛZ cd act on it. We may move it only if C ′ a ∈ Z (as this means that it commutes with ΛZ).
Luckily, due to Constraint 1 imposed above, we can be sure that C ′ a ∈ Z, because C a = I ∈ Z.
Measurements
To measure a qubit a of a state |G, C in the computational basis means to measure the qubit in the underlying graph state |G in one of the 3 Pauli bases. Writing the measurement outcome as ζ, this means:
As C a is a Clifford operator,
Thus, in order to measure qubit a of |G, C in the computational basis, we measure the observable P a on |G . Note that in case that P a is the negative of a Pauli operator, the measurement result ζ to be reported by the simulator is the complement ofζ, the result given by the X, Y or Z measurement on the underlying graph state |G .
How is the graph G changed and how do the vertex operators have to be modified if the measurement I±Pa 2 |G is carried out? This has been worked out in detail in Ref. [HEB03] .
The simplest case is that of P = ±Z:
The value ofζ is chosen at random (using a pseudo-random number generator). To update the simulator state, the VOPs are right-multiplied with the under-braced operators and the edges incident on a are deleted as indicated in the ket. A measurement of the Y observable (P = ±Y ) requires a complementation of the edges set according to
and a change in the byproduct operators as follows:
where the dagger in parentheses is to be read only for measurement result ζ = 1.
The most complicated case is the X measurement which requires an update of the state as follows:
Here, b is a vertex chosen arbitrarily from ngbh a and
In all these cases the measurement result is chosen at random. Only in case of the measurement of P a = ±X an isolated vertex, the result is alwaysζ = 0 (which means an actual result of ζ = 0 for P a = X and ζ = 1 for P a = −X.)
Implementation
The algorithm described above has been implemented in C++. We have used the GNU Compiler Collection (GCC) [GCCHL] under Linux, but it should be easy to compile the program on other platforms as well. 1 The implementation is done as a library to allow for easy integration into other projects. We also offer bindings to Python [PytHL] , so that the library can be used by Python programs as well. (This was achieved using SWIG [SWIG] )
The simulator, called "GraphSim" can be downloaded from [AndHL] . A detailed documentation of the library is supplied with it. To demonstrate the usage here at least briefly, we give Listing 1 as a simple toy example.
In the example, we start by initializing a register of 8 qubits (line 4), which are then all in |0 state. Then we apply Hadamard and cnot gates onto the qubits with number 0 through 6 in order to build up a "0" encoded in the well-known 7-qubit Steane code (Lines 6-17). To check, that we did so, we measure the encoded qubit, which is done by using CNOT gates to sum up their parity in the eighth qubit ("qubit 7") (Lines 19, 20) . Measuring qubit 7 then should and does give "0" (Line 22) .
The implementation makes heavy use of the container classes of the C++ Standard Library. The state is represented by a class GraphRegister which offers methods to let gates act on it, do measurements and write out the state as graph adjacency list with VOPs, or as stabilizer tableau. Internally, the vertices are organized in a specialization of the vector template, and the adjacency list for each vertex is a hash set.
For more convenient access to the functionality, SWIG is used to generate a Python wrapper module to the simulator, allowing to write the control program not only in C/C++ but in Python as well.
With approximatly 1400 lines, GraphSim is complex enough that one cannot take it for granted that it faithfully implements the described algorithm without bugs, and testing is necessary. Fortunatly, this can be done by comparing with Aaronson and Gottesman's "CHP" simulator. As these two programs use quite different algorithms to do the same task, it is very unlikely that any bugs, which they might have, produce the same false results. Hence, if both programs give the same result, they can reasonably be considered both to be correct.
We set up a script to do random gates and measurements on a set of qubits for millions of iterations. All operations were performed simultaneously with CHP and GraphSim. For measurements whose outcome was chosen at random by CHP, a facility of GraphSim was used that overrides the random choice of measurement outcomes and instead uses a supplied value. For measurements with determined outcome, however, it was checked whether both programs output the same result. Also, every 1000 steps, the stabilizer tableau of GraphSim's state was calculated from its graph representation and compared to CHP's tableau. operations on 20 qubits in 19.7 hours without seeing discrepancies, we are confident that we have exhausted all special cases, so that the two programs can be assumed to always give the same output. As they are based on very different algorithm, this reasonably allows to conclude that they both operate correctly.
Performance
Single-qubit gates are fastest: they only need one look-up in the multiplication table of the local Clifford group (which is hard-coded into the simulator), and are hence of time complexity Θ(1).
Measurements have a complexity depending on the basis in which they have to be carried out. For a Z measurement, we have to remove the deg a edges of the measured vertex a. If we call d the maximum vertex degree that is to be expected within the studied problem, the complexity of a Z measurement is O(d) ≤ O(N ) (as d ≤ N ).
For a Y and X measurement, we have to do local complementation, which requires dealing with up to
edges, and hence, the overall complexity of measurements is O(d 2 ). For the phase gate, the same holds. Here, we need a fixed number (up to 5) local complementations. Thus, measurements and two-qubit gates take O(d 2 ) time. This would be no improvement to Aaronson and Gottesman's algorithm, if we had d = O(N ). The latter is indeed the case if one applies randomly chosen operations as we did to assert GraphSim's correctness. There, we indeed did not observe any superiority in run-time of GraphSim. In practice, however, this is quite different. For example, when simulating quantum error correction, one can reasonable assume d = O(log N ). This is because all QEC schemes avoid to do to many operations on one and the same qubit in a row, as this would spread errors. So, vertex degrees keep being small.
As a first practical test, we used GraphSim to simulate entanglement purification of cluster states with the protocol of Ref. [DAB03] . This has been a starting point of a detailed analysis of the communication costs of establishing multipartite entanglement states via noisy channels [KADB05] . Fig. 1 demonstrates that GraphSim is indeed suitable for this purpose.
