Abstract. The problem is a log-asymptotics of the probability that the Integrated fractional Brownian motion of index 0<H<1 does not exceed a fixed level during long time. For the growing time interval (0,T) the hypothetical log-asymptotics is (H(H-1)+o(1))Log T. In support of the hypothesis, we update our earlier estimates of the probability and give analytical proofs.
The problem
be a real-valued stochastic process with the polynomial asymptotics:
where  is some bounded interval containing 0. In that case, x  is known as the persistence exponent.
The problem of exact values of x
 is usually a difficult task. An overview and some new results are presented in (Bray et al.,2013; Aurzada and Simon, 2015; Profeta and Simon, 2015; Molchan, 2017; Aurzada et al., 2018 As is known (Molchan 1999) ,
(1.2)
A similar result holds for the persistence exponent of ) (t I H , but in a bilateral growing interval:
3) (Molchan , 2017 and remains an important unsolved problem. Molchan and Khokhlov (2004) 
Remark
. This is particularly true for the processes ) (t I H and ) ( w H t [Molchan 1999 [Molchan , 2008 [Lifshits,1995] , the inverted inequality for the relevant exponents: 
The relationship between Propositions 1 and 2. 
Proof of Proposition 2.
Below we use the dual processes to the integrated fractional Brownian motion 
Step 1 :
By the Taylor expansions,
(3.9)
Due to (3.6), we have
is concave, and 
The proof of the case
Step 2:
(3.14)
We may rewrite (3.12) as follows
where the subscripts at the square brackets are used to number the grouped summands.
increases up to the critical point (the extreme point of the function): By (3.14),
(3.17)
 We now return to (3.15). Using (3.16), (3.17) , and the simple relations
We can see that ) ( w is an increasing function. Therefore,
In other words, see (3.12),
Step 3:
Regroup the elements in (3.15) as follows
This function is increasing in both arguments. Hence In particular 
It is easy to show that
Using this inequality, we can continue (3.22) as follows Step 4:
Regroup the elements in (3.18) again 
To prove (3.29), note that the left part of (3.29) can be represented as
and (3.29) will be true if 
Proof of Relation (2.2):
Using (3.1, 3.3) and the notation:
, we can rewrite our problem as follows:
Proof of Relation (2.3, left):
Due to (3.1, 3.2), the problem looks in terms of the new variables  ) ,
Proof of Relation (2.3,right):
By simple algebra one gets
(3.31)
The integral representation of ) | Consider the case 
(3.33)
The function
is increasing as a function of two variables. This property for the variable x follows from the inequality: 
Proof of relation (2.4):
(3.34)
We need to verify that , 0 ) ,
It is easy to check that 
