The Fisher information (FI) measure is an important concept in statistical estimation theory and information theory. However, it has received relatively little consideration in image processing. In this paper, a novel algorithm is developed based on the nonparametric FI measure. The proposed algorithm determines the optimal threshold based on the FI measure by maximizing the measure of the separability of the resultant classes over all of the gray levels. The algorithm is compared with several classic thresholding methods on a variety of images, including some nondestructive testing (NDT) images and text document images. The experimental results show the effectiveness of the new method.
Introduction
The segmentation of images into homogeneous regions is an important area of research in computer vision. Image thresholding, which is a popular technique for image segmentation, is also regarded as an analytic image representation method [1] . This technique plays an important role in many of the tasks that are required for pattern recognition, computer vision, and video retrieval [2] . Image thresholding is computationally simpler than other existing algorithms, such as boundary detection or region dependent techniques [3] [4] [5] [6] . Its aim is to find an appropriate threshold for separating the object of interest from the background. The output of a thresholding process is a binary image in which all of the pixels with gray levels higher than the determined threshold are classified as object and the remaining of pixels are assigned to background, or vice versa. This technique can be 1948). There are some known relations that connect the two information concepts [29] [30] [31] . Shannon's entropy can be, but is not always, the thermodynamic, Boltzmann entropy [28] .
While many criteria and algorithms for image segmentation are developed based on Shannon entropy and variance [13] . In this paper, we propose Fisher information-based image thresholding as a new algorithm for image segmentation. The Fisher based thresholding considers an image histogram to be a probability distribution, and then selects an optimal threshold value that yields the maximum FI.
Tests against a variety of images, including some nondestructive testing (NDT) and text document images, show that the objects are extracted successfully. This result is found irrespective of the complexity of the background and the difference in the class sizes. The remainder of this paper organized as follows: The proposed threshold algorithm is presented in section 2, the experimental results are presented in section 3 and the conclusions are presented in section 4.
The proposed threshold algorithm
In this section, the FI concept and global information measures of information are reviewed. A new thresholding objective function and the corresponding algorithm are then proposed.
Fisher information
FI measure is a key concept in information theory and the theory of statistical inference. FI essentially describes the amount of information data provide about an unknown parameter. It has applications both in finding the variance of an estimator through the Cramer-Rao inequality and in the asymptotic behavior of maximum likelihood estimates [32] . Let X be a random variable, and let ) ;
(  x p be the probability density (mass) function for some model of the data that have parameter .
 The FI ) ( I measure is given by the following [32] .
The FI measure arises as a measure of the expected error in a smart measurement. Consider the class of ''unbiased'' estimates, obeying ); ( E these estimates are correct ''on average.'' The mean-square error 2 e in such an estimate ˆobeys the following relation [33] .
Equation (2) is called the Cramer-Rao inequality. It expresses reciprocity between the meansquare error 2 e and the FI in the intrinsic data. Hence, the Cramer-Rao inequality is an expression of intrinsic uncertainties. Eq. (2) shows that the estimation quality increases (e decreases) as ) ( I increases. Therefore, ) ( I is a quality metric of the estimation procedure. This consideration is the essential reason why FI is called an ''information.''
Non parametric Fisher information measure versus global measures
If X is a discrete random variable that takes on a finite or accountably infinite number N of values that are characterized by the probability density b) can be studied by using the following complementary spreading and information-theoretic measures: the variance, the FI measure [28] and the Shannon entropy [33] . The variance of the random variable X is given by the following.
),
denotes the expected value of X. The nonparametric FI measure [28, 32, 34] and the Shannon entropy [33] of X are defined by the following respectively.
These three quantities, which have a qualitatively different character, quantitatively measure the spreading of the random variable X in different and complementary ways. Shannon entropy H(X) uses uncertainty as a measure to describe the information that is contained in X. The sum in Eq. (5) can be taken in any order. Graphically, this scenario means that, if the curve ) ( . The variance, which is commonly known to measure the distribution of the probability mass around the centroid, is a global measure that is, in a sense, stronger than the Shannon entropy. This relationship occurs because the variance gives a large weight to the tails of the density than the logarithmic Shannon functional. The strong dependence of the variance on the tails is not relevant, of course, when the tails fall of exponentially, which is the case for Gaussian or quasi-Gaussian distributions. In contrast to the variance and the Shannon entropy, the FI is very sensitive to the difference in the density at adjacent points of the variable. Indeed, when the density ) ( (4), which defines the FI, will also change substantially [28, 34] . The preceding discussion implies that the analytical properties of the Shannon entropy and the FI measures are quite different. Thus, whereas Shannon entropy is a global measure of smoothness in ) (x p , FI is a local measure. Hence, when extremized through the variation of ) (x p , Fisher's form gives a differential equation whereas Shannon's form always gives directly the same form of solution, an exponential function [28] . Therefore, if one of the two measures Shannon entropy (global) or FI (local) is to be used in a variation principle in order to derive the physical law ) (x p describing a general scenario, a preference is given to the local measure, FI [28, 31] . For different applications of FI measure and more comparisons between the FI measure and information-theoretic measures we refer the reader to the books by Frieden [28, 36] .
Fisher information thresholding
Let I denote a gray-scale image with L gray levels which is the following:
Kapur [22] has employed the entropy criterion method for determining whether optimal thresholding can provide histogram-based image segmentation with satisfactory desired characteristics. It selects a threshold t that maximizes the function , ) ( 
Recently Abo-Eleneen and Abdel-Azim [37, 38] , proposed FI-based approach to image thresholding, to extend Kittler and Illingworth's MET method and to developed a criterion that employs the combination between the FI measure and the intensity contrast to segment a normal MRI brain images and on a glioma MRI brain images respectively.
Algorithm
The proposed algorithm is a simple and effective thresholding method. This technique defines a new criterion that is based on the FI corresponding to two thresholded classes and determines the optimal threshold by maximizing the criterion. The following steps describe the proposed algorithm for image segmentation:
1. Let max=0 be the optimal threshold, and let max I be the maximum value of the objective function.
For t =1 to Maximum of gray intensities 3. Compute the function objective value that corresponds to the gray level t
end Take Topt as the optimal threshold for segmenting the image.
Experimental results
In this experiment, we implement threshold optimization based on the FI measure. To evaluate the performance of the proposed method, we apply it to a variety of images including, NDT images, text images and general real-world images. All of the images used are 256×256 and have 8-bit (i.e. 256 gray levels) types. The results from the proposed method compare with the most commonly used methods in the literature, namely Otsu's method [14] , Kapur's method [22] , MEC [25] , MET [26] and Tsai's method [39] . The quality of the segmentation result is quantitatively evaluated by a misclassification error (ME) measure [13] and a relative foreground area error (RAE) measure [5, 13] . ME reflects the percentage of the background pixels incorrectly classified as, the foreground, and conversely, the percentage of foreground pixels that are erroneously assigned to background. For twoclass segmentation, ME can be simply formulated as value of ME varies between 0 for a perfectly classified image and 1 for a totally erroneously classified image. A lower value of ME means better quality of corresponding thresholded image. RAE reflects a feature measurement such as the area or shape, as obtained from the segmented image with respect to the reference image accuracy, which is defined as
Where O A is the area of the reference image, and T A is the area of the thresholded image. Obviously, for a perfect match of the segmented regions, RAE is zero, whearse if there is zero-overlap of the object areas, the penalty is maximum one. To provide more details about the quantitative evaluation, we introduce other two measures [40] false positive rate (FPR) and false negative rate (FNR). FPR is the rate of the number of background pixels misclassified into foreground to the total number of background pixels in the ground truth image. Similarly, FNR is the rate of the number of foreground pixels misclassified into background to the total number of foreground pixels in the ground truth. For two-class segmentation, FPR and FNR can be respectively formulated as
Experiments on NDT and Text images
The first set of experiments is related to the problem of the analysis of NDT image and text image. NDT means to detect an object and quantify its possible defects without harmful effects on it by special equipments and methods. NDT is used in an abroad variety of applications, such as aeronautics and astronautics, the nuclear industry, chemistry and civil constructions [35] . In this study, two real NDT and text images are used in the experiments to assess the performance of the proposed method. The first image represents a light microscopy image of a material structure. Light microscopy is frequently used for inspecting the microstructures of materials to derive information about their properties such as the porosity, the particle sizes, the distribution uniformity, etc. The second image is a lenience plate image. Accurate segmentation of text in a plate lenience image plays a crucial role in a lenience plate recognition system. Obviously, the histogram of this gray level data is non-Gaussian in nature. The results in terms of the thresholds, the numbers of misclassified pixels, and the values of ME, RAE, FPR and FNR are obtained by applying various methods to the images as listed in Table1. This table shows that the segmentation results yielded by the proposed method have fewer misclassified pixels, and lower values for ME, RAE, FPR and FNR for the material image in Fig 1 and text image in Fig 2. Kapur and MET have serious under-segmentation, and conversely. Visually thresholded results are displayed in Figs. 1 and 2 . From these figures, one can observe that our results are closest to the ground truth images. Hence, the proposed method in general performed reasonably well in the NDT and text experiments because of its classification-based thresholding criterion, which results in the less quantitative measure values. 
Experiments on real-world images
In this section, a variety of real-world images is used for assessing the relative performance. Four sample images are used, namely Lena, Peppers, Grapes and Girl. These images are of more complex structures than the images in NDT and Text, which are not suitable for performing a quantitative measurement of the segmentation quality. The quality of the results is compared only by visual perception. Figures 3, 4 , 5 and 6 displayed the segmentation results of the three methods. From these figures, it can be easily observed that the segmentation image based on the proposed method not only segments the target from the background, but also provides a thin and similar gray level segment very nicely. Moreover, it provides prominence to the interested regions. We summarize the thresholds determined by various methods in Table 3 . 
Conclusions
FI is a measure of the state of disorder of a system or phenomenon thus, it plays an important role in terms of physical theory. In this paper, we have developed a simple but effective method of image segmentation that employs the FI measure. This method assumes that there are two probability distributions; one distribution is for the object (class), and the other distribution is for the background class. The underlying idea of the proposed method is to maximize the FI within the object and the background classes. The proposed method has the following advantages:
1-It is characterized by its nonparametric and unsupervised nature of threshold selection. 2-The implementation of the method is very simple. 3-The extension of the proposed method into multi-level thresholding and color images is an open problem for future exploration.
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