This work is concerned with the behavior of solutions of a class of second-order nonlinear differential equations locally near infinity. Using methods of the fixed point theory, the existence of solutions with different asymptotic representations at infinity is established. A novel technique unifies different approaches to asymptotic integration and addresses a new type of asymptotic behavior.
Introduction
The second-order nonlinear differential equation
embraces many classes of problems frequently encountered in applications including the celebrated Emden-Fowler equation
u (t) + a(t)|u(t)| ν sgn u(t) = 0
which is used in analytic theory of polytropic gas spheres, the theory of supermassive stars, and the theory of stability of stellar evolution in relativistic astrophysics, and governs the concentration of a substance which disappears as a result of isothermal reaction in a slab of catalyst in the theory of diffusion and reaction. The importance of the study of oscillation and non-oscillation of Eq. (1) has been stressed by Wong in the excellent survey paper [1] , where many interesting results on the asymptotic behavior of solutions of Eq. (1) obtained up to the 1970s are collected. Since then, significant progress has been achieved in the study of oscillatory and non-oscillatory solutions of Eq.
(1) with considerable attention paid to asymptotic integration of the equation under consideration and its particular cases. We refer to the recent contributions due to Constantin [2] , Kusano and Trench [3] , Lipovan [4] , Mustafa [5] , the authors [6, 7] , Philos et al. [8] , Rogovchenko and Rogovchenko [9] , Tong [10] , and the references cited therein. Several papers addressed the existence of positive solutions; see, for instance, Masmoudi and Yazidi [11] , Yan [12] , Yin [13] , Zhao [14] . Elevated interest in asymptotic properties of solutions of Eq. (1) has been to a great extent stimulated by applications to some classes of elliptic partial differential equations on exterior domains explored by Yin [13] , Constantin [15] , and Constantin and Villari [16] . Traditionally, Eq. (1) is studied under the assumption that the nonlinearity f (t, u) is continuous on the domain
where h 1 , h 2 and g are continuous non-negative functions such that
while c = 0 or c = 1. We note that the first case (c = 0) has been extensively examined in the literature in connection with asymptotic integration of Eq. (1). Namely, it has been shown that for all a ∈ R, Eq. (1) possesses a solution x(t) defined locally near infinity and such that
Results of this type can be found in the papers by Kusano and Trench [3] , the authors [6, 7] , Rogovchenko and Rogovchenko [9] , Masmoudi and Yazidi [11] , Yin [13] and Zhao [14] . Far less attention has been paid to the case c = 1, which has been addressed recently by Lipovan [4] and the authors [6] who proved that for any pair of real numbers a, b, Eq. (1) has a solution x(t) with a more precise asymptotic development
As pointed out by Mustafa in [5] , the case c ∈ (0, 1) seems to be completely neglected by researchers. Using a Wronskian-type representation similar to those exploited by the authors in [7] , the first author was able to deduce in [5] that hypothesis (2) yields for c ∈ (0, 1) the existence of a solution x(t) of Eq. (1) defined in the neighborhood of infinity and satisfying
for any prescribed value a ∈ R. For instance, condition (2) is satisfied with c = 1/3 for a simple linear differential equation
that has the exact solution u(t) = t + t 1/2 with the asymptotic representation u(t) = t + o(t 2/3 ) as t → +∞. Inspection of the recent papers by Mustafa [5] , the authors [6] , Yan [12] , or Yin [13] reveals that the formulae (3)-(5) with a very similar structure have been obtained by using completely different techniques that rely on selection of rather sophisticated function spaces. Therefore, an open problem in the theory of asymptotic integration can be posed as follows: Find a unique, rather simple method for deriving asymptotic expansions (3)- (5) .
The purpose of this work is twofold. In the first place, we suggest a unified approach to asymptotic integration of Eq. (1). Secondly, for c ∈ (0, 1), we prove the existence of solutions of Eq. (1) with the asymptotic representation (5). Our technique is based on the use of a simple function space and the well-known Schauder-Tikhonov fixed point theorem.
Asymptotic integration of Eq. (1) Theorem 1. Let a and b be real numbers, and assume that (2) holds for some c ∈ [0, 1]. Then Eq. (1) has a solution x(t) defined in the neighborhood of infinity and such that (i) x(t) satisfies (3) and x (t) = a + o(1) as t → +∞ for c = 0; (ii) x(t) satisfies (4) and x (t) = a + o(t −1 ) as t → +∞ for c = 1; (iii) x(t) satisfies (5) and x (t) = a + o(t −c ) as t → +∞ for c ∈ (0, 1).

Proof. Let X (T, c) be a set of all real-valued functions v(t) defined on [T, +∞) and such that lim
where l c = l c (v) and T ≥ t 0 . In the same manner as in Mustafa and Rogovchenko [6] and Yan [12] , one can prove that the set X (T, c), endowed with standard operations on functions and Chebyshev-type norm
is a Banach space. Furthermore, a criterion for relative compactness of subsets of X (T, c), which is necessary for application of the Schauder-Tikhonov theorem, can be adapted from the cited papers or from Yin [13] . Let us introduce a set
where
It is not difficult to check that S b is a closed, bounded and convex subset of X (T, c).
For all v ∈ S b and all t ≥ T , introduce the operator T :
First, let c ∈ (0, 1); the cases c = 0 and c = 1 will be considered later. Note that (6) yields 
Then the estimates The proof is complete.
