Local loss recovery for reliable multicast can provide significant performance improvement in terms of loss recovery latency, bandwidth consumption and network throughput. Active Reliable Multicast (ARM) is a novel loss recovery scheme for largescale reliable multicast. In ARM, local loss recovery is realized by retrieving repairs at near active routers. In practice, active resources are limited and active resources allocation strategies are required for optimizing performance in terms of the loss recovery and/or network bandwidth consumption. An active router may need to support the local loss recovery for multiple multicast sessions simultaneously. How to efficiently partitioning the cache resource to these sessions is crucial to the performance of local loss recovery. In this paper, we propose a cache partitioning method called "Layered Greedy Cache
3 no assumptions about how many routers are active or about the size of the caches at each active router. If sufficient cache has been allocated, minimum recovery latency and network bandwidth for repair traffic can be obtained. However the optimal location for active routers in a network and the situations that no enough cache is available have not been addressed in [8] .
Recently, Gemmell et al. present a reliable multicast transport protocol called Pragmatic General Multicast (PGM) which is currently an IETF experimental RFC [19] . But the focus is the protocol architecture and the buffer management issue is not considered.
In [17] , the authors study the relationship between the performance gains afforded by active services and the active resources availability. There the active resources are just the active routers and the authors study the number and location of active routers for optimizing the performance using simulation approach. But the buffer size at active routers is assumed to be fixed and it claims "the issues of buffer resources and their impact on costs and benefits of active repair services is a topic for future research" [17] .
In [20] , the authors propose and evaluate protocols that combine local recovery and parity encoding (forward error correction or FEC) techniques. They showed that compared to other repair service protocols, the protocols require less buffer inside the network, and maintain the low bandwidth requirements of previously proposed repair service / FEC combination protocols.
In a relevant research [15] , we studied the cache allocation and probabilistic caching for ARM. However, the NACK suppression effect was not taken into account in the network model. Recently, [16] presented a performance evaluation of local recovery caused by grouping receiving nodes in reliable multicast communication. A very simple network model was used and only some insights were obtained. This simplified network model does not reflect the hierarchical structure of Internet. In [18] , the authors studied the buffer requirement of servers for reliable multicast using server-based local recovery. Some insights to the relationship between the buffer requirements and number of receivers, number of retransmissions have been obtained.
However, only a two-tier simplified network model is considered.
Our Focus
In ARM, if a repair can not be retrieved at an active router, another near upstream active router is tried and thus the loss recovery latency becomes larger and/or the bandwidth consumption becomes larger. Therefore, if the active resources are limited, the location of active routers and the cache size will affect the loss recovery latency.
Some researchers have studied the relationship between the locations of ARs and performance (e.g. [17] ). Instead we are focused on the cache resources in this paper with the assumption that the ARs have been located.
In the network, an active router may need to support the local loss recovery for multiple multicast sessions simultaneously. How to efficiently partitioning the cache to several multicast sessions simultaneously being served by the active router, will obviously affect the performance of local loss recovery.
To the best of our knowledge, the cache partitioning problem has not been studied before. A related work in [13] assumes that each active router provides a fixed amount of cache size. They employed simulation to compare the performance and did not consider the cache allocation problem. In [15] , we studied the cache allocation and caching policy problem for a single multicast session. There, for a given multicast connection, the problem is to find out the minimum amount of cache required such that the QoS requirement on recovery latency is satisfied.
For a given multicast connection and a fixed amount of total cache, it is equivalent to finding the optimal way of allocating the cache to each active router such that the average loss recovery latency is minimized.
From the mechanism of ARM, the upstream active routers will be tried one by one if the local retransmission fails due to the limited cache space partitioned for a multicast session. Therefore, the loss recovery performance is affected by the cache sizes of all active routers. In other words, the cache partitioning can not be optimally designed separately for each active router. In addition, many other factors, such as the delay of individual links, packet loss probability of the links and packet arrival rate of the multicast session, also influence the performance. When several active routers are serving multiple multicast sessions simultaneously, an exact global optimization partitioning design is mathematically intractable. In this paper, we propose a cache partitioning method called "Layered Greedy Partitioning". For this method, the active routers are divided into layers according to the tree topologies and the design starts from the lowest layer. The cache partitioning design of an upper layer active router is performed separately by taking into account relevant design information of the lower layer active routers. An optimization for cache partitioning of each active router at each layer can then be conducted and a "local" optimization can be achieved. In global sense, a suboptimal solution can be obtained with this method
The reminder of this paper is organized as follows. In the next section, we examine the mechanism of local recovery and briefly review the ARM (Active Reliable Multicast) protocol. In Section 3, the system model is presented and the problem is stated. We propose the Layered Greedy Cache Partitioning in Section 4. We first address the performance metric adopted for cache partitioning problem. An analytical model for finding a suboptimal cache allocation is then constructed. In Section 5, numerical results are presented and we compare the performance of using the Layered Greedy Cache Partitioning and that of using uniform cache partitioning and proportional cache partitioning. Finally we conclude the paper in Section 6 by highlighting some future research directions in this area.
LOCAL LOSS RECOVERY AND ACTIVE RELIABLE MULTICAST
We assume that the network under consideration provides IP-multicast style multicast routing. The underlying network is unreliable, and packets may be lost. Therefore end-points must ultimately be responsible for the reliable transport of data packets. We consider a scenario where there is one sender and multiple receivers in a multicast group/tree as shown in Fig. 1 . Some intermediate routers called active routers (ARs), provide soft-state storage and perform customized computation based on different packet types. ARM uses receiver-generated NACKs to set up subscription information for scoped retransmission. We assume that the paths for multicast routing correspond to the reverse paths for unicast routing. A NACK travels upstream towards the sender following the reverse unicast path.
In the following, we briefly describe the loss recovery mechanism. In a multicast session, each data packet is labeled by a unique sequence number. Receivers detect losses primarily by sequence number gaps in the received data packets. In ARM, a receiver sends a NACK towards the sender as soon as it detects a loss. Multiple NACKs from different receivers are cached and "fused" at active routers along the multicast tree. When the first NACK of a lost packet reaches the sender, the sender responds by multicasting a repair to the group. It then ignores subsequent NACKs for this packet for a fixed amount of time (e.g., the estimated RTT (Round Trip Time) to the farthest away receiver in the group). Since NACKs and repair packet may also be lost, a receiver must re-send a NACK if it does not receive the repair within a certain time limit, which we assume to be at least 1 RTT between the receiver itself and the sender. To identify new NACKs, each NACK contains a NACK count to indicate how many times the receiver has requested a lost packet. The sender maintains the highest NACK count associated with each requested repair. If it receives a NACK with a higher NACK count, it assumes that the previous retransmission was lost and multicasts the repair to the group again. While ARM utilizes active routers to enhance error recovery, it does not rely on active routers to guarantee that error recovery occurs. As for the "soft state" concept introduced by Clark [14] , ARM is designed so that state information stored at routers can be flushed at anytime without permanent disruption of the end-to-end communications process.
NETWORK MODEL FOR CACHE PARTITIONING
The regular (or, inactive) routers in Fig. 1 do not participate in local loss recovery and thus do not affect the loss recovery latency performance. We therefore only consider active routers hereafter in our model. Note that one major difference of our model from ARM in [8] is the specification of the lifetime of a cached packet. We employ the First-In-First-Out (FIFO) discipline to deal with the storage of repair packets. That means when a fresh multicast packet arrives, a stored packet is flushed out only if (1) it is the "oldest" cached packet, and (2) the cache is full. In [8] , a fixed lifetime, or TTL (time-to-live), is set for each stored packet upon caching. A stored packet is flushed out upon its TTL expiration even if the cache is not full. This method does not make full use of the available cache capacity when cache size is large. A better loss recovery latency performance can be achieved using the FIFO discipline. However, if cache size is small/limited, by specifying a fixed TTL, a cached packet will not be pre-maturely (i.e. before the expiration of its TTL) flushed out by not caching the newly arrived packets. This may result in better performance, but at the expense of complicated cache management, as each cached packet is associated with a timer. In the loss recovery procedure described above, the loss recovery always starts by trying to retrieve repair from the closest active router (AR) along the upstream path to the sender. The closer the AR from which a repair can be retrieve, the smaller the recovery latency or higher network throughput can be reduced. On the other hand, the cache size that can be used by a session determines the time-to-live of a packet stored in it. Based on the FIFO discipline, a stored packet may have been flushed out when a NACK arrives. Therefore larger cache size implies a higher probability of finding a repair packet, i.e. a higher cache hit-rate. In practice, an AR has been designed to have a fixed amount of cache and usually needs to support the loss recovery for multiple multicast sessions. That is, the cache resource of an AR needs to be shared by several multicast sessions which are simultaneously using the AR for loss recovery. These multicast sessions may have different multicast trees, different packet rates, and different packet sizes. Take figure 2 as an illustrative example. There are two multicast sessions supported by 10 active routers for local loss recovery. Multicast session 1 has 7 receivers while multicast session 2 has 6 receivers. Among the 10 ARs, ARs 1-5 need to serve both multicast sessions. In other words, the packets from both sessions 1 and 2 passing through these ARs needs to be stored as repairs for loss recovery. The cache inside these ARs needs to be partitioned to support two multicast sessions.
Obviously, how to efficiently partition the cache to several multicast sessions simultaneously being served by the AR, will affect the performance of local loss recovery. From the mechanism of ARM, the upstream ARs will be tried one by one if the local retransmission fails due to the limited cache partitioned for a session. That is, the overall loss recovery performance is affected by all the cache sizes of the active routers being used. An optimal loss recovery performance can only be achieved by jointly designing the cache partitioning for all the shared active routers. In other words, the cache partitioning can not be optimally designed separately for individual
ARs. The objective of this paper is to investigate for a given total cache size at each shared AR, how to partition the cache to each multicast session such that the overall network performance is optimized (the design objective function, or performance metric in this paper is defined in detail in the next section).
In our following derivations, we make no assumptions about the topology of the multicast trees and the positions of the receivers. We also make no assumptions about how many routers are active and the location of the ARs.
An exact queuing analysis for such an active multicast network is far beyond the mathematical tractability. For simplicity and mathematical tractability, we adopt the following assumptions in our analytical model, which are also used in [4, 7, 8] .
• The packet arrival of session k at an AR follows a Poisson process with mean k λ packets per unit time.
Thus the inter-packet arrival time is exponentially distributed with mean
time units.
• All data packets of a multicast session have the same size and the size of a cache is measured in terms of the number of data packets it can store.
• The size of a NACK is very small compared with a data packet and thus a NACK is cached without consuming any cache resource at an AR.
• The processing time for NACKs and repair packets is small relative to the link propagation delay and thus is ignored in the analytical model.
• Packet losses (including losses of fresh packets, retransmitted repair packets and NACKs) on links are independent and random. This assumption is supported by the fact that most packet losses take place in the links on the "edges" of the network [11] , i.e. from the bandwidth-rich backbone to the individual receivers.
This assumption is also used in [13] and is also widely adopted in designing routing algorithms.
• The repair and NACK packets do not lost. This assumption is also used in almost all references on the reliable multicast protocols[ [1] [2] [3] [4] 8, 13 ].
LAYERED GREEDY CACHE PARTITIONING
In this section, we first discuss the performance metric for our cache partitioning design and then propose a socalled "Layered Greedy Cache Partitioning" design method. Then the design framework is presented in detail.
Performance metric
In the realm of reliable multicast, loss recovery latency, bandwidth consumption or network throughput are widely-used performance metrics [1] [2] [3] [4] 8, 13, 15] . For instance, the "Total Hops NACKs Traverse to Recover a
Single Loss" was adopted in [8] . It indicates the network bandwidth consumption for loss recovery-related traffic, as more hops NACKs traverse implies longer retransmission paths. We adopted "Expected Recovery
Latency for a Single Loss" as the performance measure in [15] , as a small recovery latency implies shorter retransmission paths and thus a smaller network bandwidth consumption for recovery-related traffic. We can see that all these metrics are related to each other. They were selected because of the easier problem formulation.
In this paper, the scenario is, however, different from those in the references, as multiple multicast sessions with different packet rates are considered simultaneously. Existing performance metrics are no longer appropriate for the cache partitioning problem under consideration. Take Figure 2 as an example. Assume that session 1 has a much higher packet rate than session 2. Since AR 1 serves both sessions, a good cache partitioning at this AR should consider the packet rate difference between them. In this paper, we define the Unattended NACK Traffic
Rate of an active router, denoted by [ ] Λ E , as the performance measure in designing cache partitioning schemes.
When a NACK request arrives at an AR, if the repair packet is found and the retransmission is performed, we say this NACK request has been attended. Otherwise, this NACK will be forwarded to the next upstream AR. In this case, we call this NACK as an unattended NACK. Therefore the smaller the total unattended NACK traffic rate of an AR [ ] Λ E , the better the local loss recovery scheme is.
From the mechanism of ARM, we know that the retransmission rates at different links among the multicast trees are also different. If a NACK cannot find a repair from an active router, it will continue to traverse along the upstream to try the next active router. On the other hand, a repair packet is sent out if a repair can be found by the NACK from a local AR. Therefore, the unattended NACK traffic represents the bandwidth consumption by retransmission traffic.
For example, in Figure 2 , the unattended NACK traffic flows from the shared active routers are those on the links from ARs 4 to 3, 3 to 2, 5 to 1 and 2 to 1.
Description of the Layered Greedy Cache Partitioning
From the description of ARM in Section 3, we can see that the unattended NACK traffic rate of an active router is affected not only by its own cache partitioning, but also by the cache partitionings of all the shared active routers in the sub tree below it. For example, in Figure 2 , the unattended NACK traffic rate above AR 2 is also affected by the cache partitionings at ARs 3 and 4. Also, the packet loss probabilities, transmission delays at individual links affect the overall performance. It is obviously computationally impossible to derive a "global" optimal partitioning pattern for all ARs with cache being shared by multiple multicast sessions. In this paper we propose a "Layered Greedy Cache Partitioning" (LGCP) method for seeking a suboptimal solution. Using the
LGCP method, we first divide all the ARs into different layers and then design the optimal cache partitioning for each layer following a bottom-up approach.
Step 1: Layering of active routers
In the first step of the Layered Greedy Cache Partitioning, all the active routers (including shared and noneshared active routers) in the trees are divided into different layers according to the topologies of all ongoing multicast connections/trees. A sub-graph of the original network which involves all active multicast sessions is found first. Based on it, two types of multicast connections can be found.
Case 1: no interaction among active routers
In this case, there is no interaction among the shared active routers in the sense that cache partitioning for all active routers can be performed separately. The dividing of active routers into different layers is performed from the top active routers which are nearest to the senders. The active routers directly connected to it are then grouped into the second layer. This is because the cache partitioning design of an active router needs the traffic information from the active routers which are directly connected to it. Consider the example in Figure 2 . Layer 0 has only one active router, AR 1, which becomes the root of the tree. The cache partitioning design of AR 1 requires the information of NACK traffic from ARs 2, 5, and 8, which are therefore grouped into layer 1.
Further, the cache partitioning of AR 2 requires the NACK traffic information form ARs 3 and 9, while the cache partitionings of AR 5 requires the NACK traffic information form ARs 6 and 7. Then layer 2 consists of ARs 3, 9, 6 and 7. In this way ARs 10 and 4 are finally grouped into layer 3. For the case that the senders are not directly connected to a same AR as in Figure 2 , the way of dividing layers is started from the shared active router which is nearest to the senders. Figure 4 , we can obtain the layering as shown in Figure 5 . Accordingly, we need to jointly design the cache partitioning for the active routers with interactions. Step 2: Design of cache partitioning
After layering the active routers, we can start the cache partitioning design for the active routers at each layer following a bottom-up approach. After the cache partitionings and the unattended NACK traffic rates of the lowest layer are found, we can deal with the next upper layer. We follow a greedy approach that the partitioning design of an upper layer does not influence the optimization design of the lower layers, but the design information of the lower layers is passed up layer by layer.
Within each layer, for active routers with no interaction among them, their cache partitionings are designed separately and independently. For active routers with interaction, their cache partitionings are jointly designed.
Since the cache partitioning design at each layer is to minimize the total unattended NACK traffic rate forwarded to the next upper layer (as shown in more details later on), the solution is local optimal. We thus call this design method Layered Greedy Cache Partitioning. Note that in global sense, the obtained cache partitionings for each layer do not lead to a global optimal result. Because of the layering, the computing complexity for finding a good global solution is greatly reduced.
Cache partitioning design for the AR at the lowest layer (no interaction case)
The design of cache partitioning starts from the lowest layer. In this layer, receivers are directly connected to some upstream ARs. Without loss of generality, we assume no interaction among active routers in the lowest layer. (We leave the case with interaction among active routers to the next sub-section.) Although the following analysis is based on the lowest AR layer, the analysis for any other layer without interaction follows the same approach.
In the case of no interaction, cache partitioning design for the active routers of the same layer can be performed independently. We focus on a single active router model shown in Figure 6 . Assume K multicast sessions are served by the active router under consideration. Let k A be the cache size (in terms of packet number) partitioned we can obtain the optimal "cache partitioning" for this active router, using the conventional optimization procedure.
For the case that an active router serves only one multicast session, e.g., AR 10 only serves one multicast session in Figure 3 , we do not need to perform the optimal cache partitioning. However, we still need to compute the unattended NACK traffic rate generated by AR 10. Such a method is very similar to the above derivation of the NACK traffic rate for a shared scenario: we only need to replace the partitioned cache size with the total cache size of the active router in equation (2) or (3), then use equations (4) and (5) to compute the probability that a repair can be retrieved.
After completing optimal cache partitioning design for all the active routers and computing the unattended NACK traffic rates generated to the next lowest layer, we can proceed to the partitioning design of the active routers at the next layer.
Cache partitioning design for the AR at other layers (interaction case)
Next we consider a general case at an intermediate layer, say layer k. For active routers at layer k, the NACKs can come from three sources: (1) receivers directly attached to them, (2) active routers at layer k+1, and (3) other active routers within the same layer if they have interaction with each other.
Since the multicast connection for each multicast session is realized by a tree topology, there exists a unique path for the traffic of a specific session to the upper layer, i.e. layer k-1, via one of the active routers at layer k. Take Figure 5 as an example, the path is AR3-AR2-AR1-Sender 2 for session 2 and the path is AR2-AR3-Sender 1 for session 1. 
where i F is the function for i γ of the cache partitioning patterns.
It should be noted that we can not simply minimize i γ alone in (7) because the optimal cache partitioning patterns for AR i may not be optimal for AR j ) ( i j ≠ . From (7), ji η which is affected by i P is needed to derive i γ . To overcome this, we jointly design the cache partitionings for all active routers in set I. Let W be the summation of the total unattended NACK traffic rates from all ARs in I, and the total NACK traffic rates between any two ARs in I, where:
W is the objective function for concurrently designing the optimal cache partitioning patterns Now the next question is to derive rij η , the unattended NACK traffic rate from AR i to AR j for multicast session r. Without loss of generality, we assume AR i supports a total of R multicast sessions as shown in Figure   8 . 
Other ARs of layer k and have interaction with AR i.
Without loss of generality, we number these active routers from M+N+1 to M+N+v-1, and the corresponding links from M+N+1 to M+N+v-1. Let the delay and packet loss probability at link ) 1 ,... 
We can obtain rij η for all multicast sessions via AR i using (10). Then we can compute (8), we can concurrently design the optimal cache partitioning for all ARs belong to the same interaction group I of layer k.
NUMERICAL RESULTS
In this section, we give two examples to illustrate the Layered Greedy Cache Partitioning method. The first one considers a simple case that there is no interaction among active routers in the same layer as shown in Figure 9 .
The second example as shown in Fig. 11 considers the case that interactions among ARs at the same layer exist.
Since no other cache partitioning schemes have been proposed, we compare the performance of using the Layered Greedy Cache Partitioning with that using uniform partitioning and proportional partitioning. As the names imply, uniform partitioning is to equally divide the available cache size at an active router to each multicast session; whereas proportional partitioning is to divide the cache proportional to the number of receivers in its downstream for each session.
A. Case 1: no interaction among ARs
Consider a hypothetical network with two multicast sessions as shown in Figure 9 . The two multicast sessions have packet arrival rates of 10 and 12 packets per unit time, respectively. Session 1 has 3 receivers while session 2 has 4 receivers. A total of 5 active routers are involved for performing local loss recovery. Among them, ARs 1, 2 and 3 are serving both sessions. The data pair next to each link indicates the (delay, packet loss probability) of that link. We first let ARs 1-5 have cache sizes 250, 120, 125, 100 and 40, respectively. The problem is to partition the caches at ARs 1, 2 and 3, to minimize the unattended NACK traffic rates from them. It should be noted that for ARs 4 and 5, no partitioning is required as they support only one multicast session. Table 1 shows the cache partitioning pattern obtained using LGCP and the resulting unattended NACK traffic rates using each method. The cache partitioning patterns using uniform and proportional partitionings are trivial and thus not shown. To gain more insight of the relationship between the cache partitioning and the performance, we compute the optimal cache partitionings as the cache size at AR 1 varies from 50 to 300 (the cache sizes of ARs 2-5 are fixed to at values shown in Table 1 ). The results are summarized in Table 2 . Fig. 10 shows the unattended NACK rate versus the total cache size of AR 1. From Table 2 , we can see that 1) when the total cache size is not sufficient (< 230), all caches are allocated to multicast session 2, and 2) as the total cache size increases, the optimal cache partitioning pattern has an abrupt change when some basic cache requirement for each session is met. Similarly, we can observe a corresponding abrupt change of unattended NACK traffic rate Λ in Fig. 10 . From Fig. 10 , we can see that Λ obtained using LGCP is significantly smaller than that using uniform partitioning and proportional partitioning. Take an example, when the total cache size at AR 1 is 150, the percentage reduction in unattended NACK traffic rate (or, retransmission related traffic) is 35.04% as compared to proportional partitioning, and 39.98% as compared to uniform partitioning. 
B. Case 2: Complicated case: interactions among ARs
Refer to Fig. 11 , the multicast traffic flow of session 2 is from AR2 to AR3, and the multicast traffic flow of session 1 is from AR3 to AR1. We can see that there exists interaction among the cache partitioning designs for AR2 and AR3. We hence group ARs 2 and 3 into the same layer and concurrently design their cache partitionings. We need to note that the link between AR 2 and AR 3 is symmetric, that is the packet delays and packet loss probabilities are the same in both directions.
Let ARs 1-6 have cache sizes of 150, 120, 80,100, 65 and 35, respectively. Table 3 lists the optimal cache partitioning and the resulting unattended NACK traffic rates. We again can see that the unattended NACK traffic rates obtained using LGCP is significantly lower than that using uniform partitioning and proportional partitioning. 
CONCLUSIONS AND FURTHER RESEARCH
In this paper, we have constructed a network model and proposed a method to optimally partition cache resource of an active router to multiple multicast sessions served simultaneously by it. The results of an illustrative examples show that a great improvement can be obtained when optimal cache partitioning is used compared with uniform partitioning and proportional partitioning.
We have used some assumptions for mathematical tractability, such as there is no NACK and repair loss, there is no NACK processing time, etc, in this paper. Thus the obtained results are approximated. If all factors are taken into account, more precise performance evaluations are expected. Fortunately in this paper we are not focused on the performance itself, instead, the optimization of cache partitioning which makes use of "performance improvement" or "performance differences for different cache partitioning patterns". Most of the assumptions do not affect the optimization design for cache partitioning, though the objective function is not very accurate.
We only consider static case in this paper. The analysis model developed in this paper is limited by the computational complexity for large number of co-existing sessions. For the case of large number of co-existing sessions, or in a dynamic environment considering the arrivals of new calls and leaves of multicast sessions, we have developed a dynamic cache partitioning and replacement scheme for practical operation, which is presented in an accompanying paper [21] , to achieve near-optimal results via an on-line dynamic algorithm
