Abstract. In this article, using DiPerna-Lions theory [1], we investigate linear second order stochastic partial differential equations with unbounded and degenerate non-smooth coefficients, and obtain several conditions for existence and uniqueness. Moreover, we also prove the L 1 -integrability and a general maximal principle for generalized solutions of SPDEs. As applications, we study nonlinear filtering problem and also obtain the existence and uniqueness of generalized solutions for a degenerate nonlinear SPDE.
Introduction
Consider the following second order linear stochastic partial differential equation (SPDE) in
where {B l t , t 0} l∈N is a sequence of independent standard Brownian motions defined on a filtered probability space (Ω, F , P; (F t ) t 0 ), and the random partial differential operators L t (ω) and M Throughout this paper, we use the following convention: when the indices i, j, k, l appear twice in a product, it will be summed. Moreover, i, j, k runs from 1 to d and l runs from 1 to ∞. For instance,
Important notice: if we write |ξ i | 2 , without confusions, it always means that i |ξ i | 2 as above. Below, we assume that the following parabolic condition holds: for all (t, ω, x) ∈ [0, T ] × Ω × R then for any ϕ ∈ L 2 (Ω, F 0 ; W 1,2 (R d )), there exists a unique generalized solution to SPDE (1.1) in the same class X (cf. [11, p.155 , Theorem 1] ). Moreover, in the case of super-parabolic, an analytic L p -theory has been established by Krylov [3] . But, still the boundedness assumptions on the coefficients are required.
However, the assumptions of boundedness and non-degeneracy would become quite restrictive in applications. For example, in nonlinear filtering, one often meets some unbounded and degenerate coefficients. On the other hand, in the degenerate case, for solving SPDE (1.1), one usually needs to assume that the coefficients are at least twice continuously differentiable as said above. It is natural to ask whether we can remove or weaken these restrictive assumptions. An obvious difficulty is that when a is unbounded, it is not any more true that:
Moreover, in the degenerate case, it is not expected to have any a priori estimate for the first order derivative of u with respect to the spatial variable if the coefficients are not smooth. Recently, Le Bris and Lions [9] studied the existence and uniqueness of deterministic FokkerPlanck equations with degenerate and irregular coefficients. Therein, the consideration of degeneracy is motivated by the pathwise uniqueness of SDEs with irregular coefficients and some modelling equations in polymeric fluids. The main tool of their proofs is the DiPerna-Lions theory (cf. [1] ) of renormalized solutions to linear transport equations. The aim of the present paper is to relax the assumptions on a, b, c by using the DiPerna-Lions theory (cf. [1] ).
We mention that a general maximal principle for SPDEs has been obtained by Krylov [4] under boundedness assumptions on coefficients. A historical remark about the maximal principle of SPDEs is also referred to [4] . Moreover, in [5] , Krylov studied the unique solvability of SPDE (1.1) with unbounded b, c and bounded a, σ, h under super-parabolic assumption. Some other well known results about SPDEs with unbounded coefficients in weight spaces can be found in the references of [5] .
This paper is organized as follows: In Section 2, we state our main results about the wellposedness of SPDE (1.1) under different assumptions. In Section 3, under less conditions on the coefficients, we first prove the existence of generalized solutions. In Section 4, we prove a general maximum principle for the generalized solutions of SPDE (1.1) with g l ≡ 0, which in particular implies the uniqueness of generalized solutions. Here, a commutation lemma of DiPernaLions about the mollifiers plays a crucial role. In Section 5, we study the L 1 -integrability and weak continuity of generalized solutions constructed in Section 3. In Section 6, we apply our results to the linear filtering equations. In Section 7, we prove the existence and uniqueness of generalized solutions for a degenerate nonlinear SPDE. In the appendix, the commutation lemma of DiPerna and Lions is proved for the reader's convenience. Below, we first give the notion of generalized solutions for SPDE (1.1). For this, we need to assume that (BasicA).
Statements of Main Results

Let
In what follows, these assumptions will be always made if there is no special declaration, and without confusions, we shall drop the arguments (t, ω, x). For example, for a function u, we may write 
where c
Moreover, in addition to the above assumptions on the coefficients and u 0 , f ,
and for some C > 0 independent of u 0 and f ,
In the degenerate case, we present three different results. The first one is a conseqeunce of Propositions 3.1, 4.7, 5.2, 5.4 and 5.5.
Theorem 2.4. Let a and σ be independent of x. Assume that the following conditions hold: for
some q > 1                          a i j ∈ L 1 (0, T ; L ∞ (Ω)); σ i· ∈ L 2q (0, T ; L ∞ (Ω; l 2 )); |b i | 1 + |x| ∈ L 1 (0, T ; L 2 (Ω × R d )) ∪ L 1 (0, T ; L ∞ (Ω × R d )); ∂ k b i , c ∈ L 1 (0, T ; L 2 (Ω; L 2 loc (R d ))); divb, c + ∈ L 1 (0, T ; L ∞ (Ω × R d )); h, ∂ k h ∈ L 2q (0, T ; L ∞ (Ω × R d ; l 2 )). Then for any u 0 ∈ L 2 (Ω, F 0 ; L 2 (R d )) and f ∈ L 2 ([0, T ] × Ω × R d ), g ∈ L 2 ([0, T ] × Ω; W 1,2 (R d ; l 2 )), there exists a unique generalized solution u ∈ L 2 (Ω; C w ([0, T ]; L 2 (R d ))) to SPDE (1.
1). Moreover, the same conclusions (I) and (II) in Theorem 2.3 still hold.
The following result is an extension of Krylov and Rozovskii's result [7] (see [11, p. 
Assume that the following conditions hold: for some q > 1
where C is independent of u 0 , f and g. Moreover, the conclusions (I) and (II) in Theorem 2.3 still hold.
Existence of Generalized Solutions
In the sequel, we shall use the following conventions: The letter C denotes a constant whose value may change in different occasions, and ℓ t denotes an L 1 -integrable real function on [0, T ] which may be different in different lines.
We now state our first existence result.
Proposition 3.1. Assume that (BasicA) and the following conditions hold: for some q > 1 For proving this proposition, we adopt the argument of mollifying the coefficients. Let ρ ∈ C ∞ 0 (R d ) be a regularizing kernel function with
where
be a non-negative cutoff function with χ = 1 on the unit ball and χ = 0 outside the ball of radius 2. Set for ε ∈ (0, 1)
where the asterisk stands for the convolution in x. Moreover, we define (3.8) and ( 
5.1) below).
We need the following simple lemma.
Lemma 3.4. (i) Let parabolic condition
where A a ε ,b ε is defined by (1.4) .
(ii) Assume that (3.2) and (3.3) hold. Then, for some ℓ t ∈ L 1 (0, T ),
be defined in terms of a t,ε , b t,ε , c t,ε and σ t,ε , h t,ε as in (2.2) and (2.3). Then for any
and
Proof. (i). By virtue of ρ ε = 1, we have
Hence,
(ii). Estimate (3.8) is direct from definition (3.6) and (3.2). Estimate (3.9) follows from
and (3.3).
(iii). Limits (3.10) and (3.11) follow from the property of convolution mollifying.
Consider now the following approximation equation:
14)
subject to u ε,0 := (u 0 * ρ ε )χ ε , where L t,ε and M l t,ε are defined respectively in terms of a t,ε , b t,ε , c t,ε and σ t,ε , h t,ε as in (1.2) and (1.3). Notice that all the coefficients of (3.14) are smooth in x, and their derivatives of all orders in x are uniformly bounded in (ω, x) for fixed t. In fact, we may further assume that all the coefficients together with all of their derivatives in x are uniformly bounded in (t, ω, x) if we also mollify the time variable and cut off it as done for x. We omit this tedious step for the sake of simplicity. Moreover, if we let
) to equation (3.14). Below, for the simplicity, we sometimes drop the time variable t in a t,ε , b t,ε , etc. By Itô's formula and the integration by parts formula, we have
Observing that
by integrating both sides of (3.15) in time from 0 to t, we get
We are now in a position to give:
Proof of Proposition 3.1: By (3.17) and Lemma 3.4, we have
First taking supremum in time and then expectations, by Burkholder's inequality, we get
Here and below, the constant C is independent of ε. The last term denoted by I can be controlled as follows: by (3.9) and Young's inequality
Combining the above calculations, we obtain
Consider now the Banach space
) and the reflexive Banach space ∞) . The sequence u ε is then uniformly bounded in B 1 ⊂ B 2 . So, there exists a u ∈ B 1 and a subsequence u ε k such that u ε k weakly * in
Then by (3.14), we have
We want to take limits ε → 0 for both sides of the above equality. Let us first prove that
By (3.11) and (3.18), it is easy to see that
For u ∈ B 2 , we define
By Burkholder's inequality and Hölder's inequality, we have
is a strongly continuous operator. So, R is also weakly continuous, and
Thus, (3.19) is proven. By Lemma 3.4 and passing to limits, as above, we finally obtain
. By Banach-Saks theorem (cf. [2] ), there exists another subsequence (still denoted by ε k ) such that its Cesàro meanū ε n := n k=1 u ε k n strongly converges to u in B 2 . Thus, there exist a subsequence still denoted by ε n and a null set
c } be the section of A c . By Fubini's theorem, for P-almost all ω, S ω has full Lebesgue measure. Thus,
which together with (3.18) yields E ess. sup
Thus, by (3.18), we get (3.4). The proof of Proposition 3.1 is complete.
For proving the uniqueness, we need more regular solutions. Below, we give two such results in the degenerate case. The first one is an extension of Krylov and Rozovskii's result [7] (see also [11, p.155 
Then the generalized solution constructed in Proposition 3.1 also satisfies
Proof. By differentiating SPDE (3.14) in the kth spatial coordinate x k , we obtain
Similar to (3.17), we have
We only need to treat the trouble terms
The first one can be dealt with as follows:
Thus, by the symmetry of a i j ε and (3.21), we have (3.27 ) and by (3.23), we have
By (3.26), (3.28), (3.29), (3.22) and (3.23), we find that
Using the same method as proving (3.18), we may prove the following uniform estimate:
which then produces (3.24).
In Proposition 3.5, certain conditions on second order derivatives of a and b are required. Below, we follow the idea of LeBris and Lions [9] to consider a special degenerate case so that we can weaken the assumptions on a and b (see (3.30) below). But, we need a stronger assumption than the parabolic condition (see (3.31) below). Proposition 3.6. Let a i j be given as follows
such that for some α > 1/2
Assume also that the following conditions hold: for some q > 1
there exists a generalized solution u of SPDE (1.1) such that 
which implies that
In (3.17), using the left hand side of (3.16), by (3.36), (3.33), (3.34) and Young's inequality, we have
Thus, as in proving (3.18), we can prove that
where C is independent of ε, u 0 , f, g. The existence of generalized solution now follows by using weakly convergence method as in the proof of Proposition 3.1. Estimate (3.35) now follows as in proving (3.20) and (3.4). 
Maximal Principle and Uniqueness for SPDE
In this section, we prove a maximal principle for SPDEs, which automatically produces the uniqueness of generalized solutions.
Consider the following SPDE:
be a generalized solution of (4.1) in the sense of Definition 2.1. We first make convolutions for (4.1) with ρ ε and obtain
By Itô's formula, we have
Multiplying both sides by a non-negative smooth function φ ∈ C
13 where we have used the following notation: for a differential operator D,
Remark 4.1. The following two commutation relations can be verified immediately and will be used below: for real functions a, b, u,
(4.5)
Integrating both sides of (4.3) in time from 0 to t and using the integration by parts formula, as in (3.17) we further have
We want to take limits ε ↓ 0. For this aim, we need the following key commutation lemma of DiPerna-Lions [1] . For the reader's convenience, a detailed proof is provided in the appendix. . We are given
Let r j ∈ [1, ∞) be given by
then (4.7) still holds.
We first treat the terms J
hold. Then, we have
and in L 1 (Ω)
where for (4.13), we also need the assumption
Proof. By (4.4), we have
Thus, we may write
(t). (4.15)
Let Q := supp(φ). By Hölder's inequality, we have Limit (4.12) now follows. Limits (4.13) and (4.14) are easy by (4.2) and the dominated convergence theorem.
Next, we look at the term J ε 5 .
15
by (4.7), (4.8) and (4.18), one sees that 
Remark 4.5. In Lemmas 4.3 and 4.4, if we assume
then the conditions on a and σ in (4.9) and (4.18) can be replaced by
We first prove: (4.24) together with the following condition holds:
Proposition 4.6. Assume that (4.9), (4.10), (4.18) and the following conditions hold:
where the constant C only depends on
Proof. Using the integration by parts formula and by (4.18), (4.22 ) and the dominated convergence theorem, we have (4.28) and by (4.20),
Moreover, we also have
where the above stochastic integral is a continuous L 2 -martingale. Now taking limits ε → 0 for (4.6) and summarizing the above limits, we arrive at 
Taking expectations for (4.30) and letting δ → 0, by (4.18), (4.21), (4.22) and f 0, u 0 0, we get
Case (4.24): Let χ n (x) = χ(x/n) be a cutoff function with the same χ as in Section 3. We choose in (4.31) φ(x) = χ n (x). Noting that
(4.32)
Letting n → ∞ and by Fatou's lemma and (4.24), we obtain
Case (4.25): Let λ(x) := (1 + |x| 2 ) −d be a weight function and choose in (4.31)
Noting that
By Gronwall's inequality and letting n → ∞, we get 
where we have used that
|u s |φ.
Now taking the essential supremum for both sides of (4.33) in time t and by Burkholder's inequality, we have
The last term denoted by I is controlled as follows: by (4.18), (4.22) and Young's inequality,
Thus, we get
, which yields by Gronwall's inequality,
Choosing φ = χ n and letting n → ∞, as (4.32), we get by (4.24), (4.26) and the dominated convergence theorem,
If we check the above proof, we find that the constant C only depends on the following three quantities:
. The proof is complete.
In the case of a and σ independent of x, we have the following simple result. , by Young's inequality, we have for any δ > 0,
By (4.36), (4.39) and Lemma 4.3, the last term goes to zero as ε → 0. Substituting (4.42) and (4.43) into (4.41), taking δ small enough and letting ε → 0, we obtain
Thus, we can repeat the proof of Proposition 4.6. The details are omitted.
L 1 -Integrability and Weak Continuity of Generalized Solutions
Although we have already proved the L 1 -integrability of generalized solutions in the previous section under (4.24) and (4.26), we still hope to get the L 1 -integrability under (4.25). We now return to the construction of generalized solutions and use estimate (4.27) to prove the L 1 -integrability of the constructed solutions in Section 3. Moreover, we shall also study the weak continuity of generalized solutions in L 2 (R d ) and L 1 (R d ). As in Section 3, we start from approximation equation (3.14) . Instead of there, we use the following approximation for b as used in (3.5):
Lemma 5.1. Assume that
we have for ε ∈ (0, 1)
.
The desired estimate follows.
We have:
Proposition 5.2. Keep the same assumptions as in Proposition 3.1 and assume
Proof. Consider approximation equation (3.14) . Since all the coefficients have supports contained in the ball of radius 1/ε, all of the conditions in Proposition 4.6 are satisfied. Thus, by (4.27), we have the following uniform estimate:
where C is independent of ε. Now, following the proof of Proposition 3.
which implies (5.2) by (5.3).
Next, we study the weak continuity of generalized solutions. We need the following technical lemma.
Proof. We first prove that ess. sup 
which then leads to (5.5).
By (5.4) and (5.5), the second term can be arbitrarily small uniformly in n for N large enough. For fixed N, the first term goes to zero as n → ∞. The desired continuity then follows. If
Using this lemma, we can prove the following result about the weak continuity of generalized solutions. Our proof is adapted from [11, p.206, Theorem 3] .
For each φ ∈ D, we write the right hand side of (2.1) as Φ t (φ). Then t → Φ t (φ) is a continuous process and for (dt
Let {r 1 , r 2 , · · · , r n } be n rational numbers. Then
Let R be the collection of all finite many rational numbers Q = {r 1 , r 2 , · · · , r n }. By the countability of D and R as well as the continuity of the left hand side, there is a common null set N such that for all ω N and all t ∈ [0, T ], φ ∈ D, Q ∈ R, inequality (5.7) holds true. Below, we fix such an ω N. Let L(D) be the linear space spanned by D. By the continuous dependence of both sides of (5.7) in Q ∈ R, one can define a linear functionalΦ t on L(D) such thatΦ
By Hahn-Banach theorem (cf. [2] ), there exists a linear functionalΦ t such that
The first conclusion is then proven. The second conclusion follows from Lemma 5.3.
Below, we give sufficient conditions for (5.6). 
and one of (4.24) and (4.25) 
is a generalized solution of SPDE (1.1), then (5.6) holds.
Proof. We only consider the situation of Proposition 4.6. Let λ R (x) = λ(x/R), where λ is a non-negative smooth function on R d with λ(x) = 1 for |x| 2 and λ(x) = 0 for |x| 1. Let χ n (x) = χ(x/n) be a cutoff function. Following the proof of (II) in Proposition 4.6, we choose
Notice that These assumptions will be forced throughout this section. Let F By [11, p.203 , Theorem 1] (see also [8] ), the unique solution of equation (6.2) can be represented by u ε,t φ = EP(φ(x ε,t )ρ ε,t |F y t ), (6.3) where x ε,t solves the following SDE: Proof. By (6.1) and Bayes' formula about the conditional expectations (cf. [11, p. 
