We study the hardness of learning unitary transformations in U (d) via gradient descent on time parameters of alternating operator sequences. We provide numerical evidence that, despite the nonconvex nature of the loss landscape, gradient descent always converges to the target unitary when the sequence contains d 2 or more parameters. Rates of convergence indicate a "computational phase transition." With less than d 2 parameters, gradient descent converges to a sub-optimal solution, whereas with more than d 2 parameters, gradient descent converges exponentially to an optimal solution.
INTRODUCTION
A fundamental task in both quantum computation and quantum control is to determine the minimum amount of resources required to implement a desired unitary transformation. In this paper, we present a simple model that allows us to analyze key aspects of implementing unitaries in the context of both quantum circuits and quantum control. In particular, we implement unitaries using sequences of alternating operators of the form e −iAt K e −iBτ K . . . e −iAt1 e −iBτ1 . Each unitary is parameterized by the times {t 1 , τ 1 , . . . , t K , τ K }. This approach of parameterizing unitaries is the basis for the quantum approximate optimization algorithm (QAOA) [1, 2] . The acronym QAOA is also used to refer to the phrase "Quantum Alternating Operator Ansatz." Recently, it has been shown that quantum alternating operator unitaries can perform universal quantum computation [3] . In the infinitesimal time setting, QAOA also encompasses the more general problem of the application of time varying quantum controls [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In this work, we study the quantum alternating operator formalism as a general framework of performing arbitrary unitary transformations.
We investigate the difficulty of learning Haar random unitaries in U (d) using parameterized alternating operator sequences. Here, we find that unsurprisingly, when the number of parameters in the sequence is less than d 2 , gradient descent fails to learn the random unitary. Initially, we had expected that because of the highly non-convex nature of the loss landscape, when the number of parameters in the sequence was greater than or equal to d 2 -the minimum number of parameters required to specify a d × d unitary matrix -gradient descent would sometimes fail to learn the target unitary. However, our numerical experiments reveal the opposite. When the number of parameters is d 2 or greater, gradient descent always finds the target unitary. Moreover, we provide evidence for a "computational phase transition" at the critical point between the under-parameterized and over-parameterized cases where the number of parameters in the sequence equals d 2 .
Learning Setting. Suppose we have knowledge of the entries of a unitary U ∈ U (d) and access to the Hamiltonians ±A and ±B. Recent work has provided a constructive approach to build a learning sequence V( t, τ ) = e −iAt K e −iBτ K . . . e −iAt1 e −iBτ1 that can perform any target unitary U where K = O(d 2 ) [15] . In this work, we ask whether optimal learning sequences for performing the target unitary U can be obtained by using gradient descent optimization on the parameters t, τ of V( t, τ ). The matrices A, B are sampled from the Gaussian Unitary Ensemble (GUE) so that the algebra generated by A, B via commutation is with probability one complete in u(d), i.e., the system is controllable [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The parameters t, τ represent the times for which the generators of V( t, τ ) are applied. We assume we can apply ±A, ±B; equivalently, we can take t j , τ j to be positive or negative. Note that this problem formulation lies in the domain of quantum optimization algorithms such as the Quantum Approximate Optimization Algorithm [16] [17] [18] [19] , the Variational Quantum Eigensolver [20] [21] [22] [23] , and the Variational Quantum Unsampling [24] in which one varies the classical parameters in a quantum circuit to minimize some objective function.
In general, the control landscape for learning the unitary U is highly non-convex [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Gradient descent algorithms do not necessarily converge to a globally optimal solution in the parameters of a non-convex space [25] , and they frequently converge instead to some undesired critical point of the loss function landscape. We study how hard it is to learn an arbitrary unitary with the quantum alternating operator formalism via gradient descent. We quantify the hardness of learning a unitary with the minimum number of parameters required in the sequence V( t, τ ) to perform the unitary U. Since U has d 2 independent parameters, in general, at least d 2 parameters in the sequence V( t, τ ) are required to learn a unitary U ∈ U (d) within a desired error. Nevertheless, the non-convex loss landscape suggests that it might not be possible to learn an arbitrary U with gradient descent using O(d 2 ) parameters. Our work numerically shows that exactly d 2 parameters in the sequence V( t, τ ) suffice to learn an arbitrary unitary U to a desired accuracy.
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low" target unitaries of the form U( t, τ ) = e −iAt N e −iBτ N . . . e −iAt1 e −iBτ1 where the number of parameters in the target unitary is 2N d 2 . For example, the simplest such target unitary is a depth-1 sequence U(t, τ ) = e −iAt e −iBτ . Such unitaries are, by definition, attainable via a shallow depth alternating operator sequence, and we look to see if it is possible to use gradient descent to obtain a learning sequence V( t, τ ) of the same depth that approximates the target unitary U( t, τ ). That is, we look at the alternating operator version of whether it is possible to learn the unitaries generated by shallow quantum circuits. We find that gradient descent typically requires d 2 parameters in the sequence V( t, τ ) to learn even a depth-1 unitary. This result suggests that gradient descent is not an efficient method to learn low depth unitaries.
Rabitz et al. consider the case of controllable quantum systems with time varying controls, including systems with drift, and show that when the controls are unconstrained (space of controls is essentially infinite dimensional), there are no sub-optimal local minima even though loss landscapes may be non-convex [4, 6, 14] . For example, it has been shown in [10] that non-convexity in the loss landscape of fully controllable quantum systems with infinite dimensional control fields is due to the presence of non-trapping saddle points in the loss landscape. When the sequence of controls is finite dimensional, prior studies sometimes find traps in the control landscape [9, 12, 13] . Here, we look at the simplest possible case where the system does not have drift and the space of controls is finite dimensional. Our numerical results show that even in spaces where the dimension of the system is the minimum it can be to attain the desired unitary and the control landscape is highly non-convex, it still contains no sub-optimal local minima and gradient descent obtains the global optimal solution.
We now provide a detailed numerical analysis of the learnability of both arbitrary and shallow depth unitaries using gradient descent optimization.
NUMERICAL EXPERIMENTS FOR LEARNING AN ARBITRARY UNITARY
In this section, we present numerical experiments that aim to learn an arbitrary unitary U by constructing a sequence V( t, τ ) = e −iAt K e −iBτ K . . . e −iAt1 e −iBτ1 and performing gradient descent on all 2K parameters to minimize the loss function
Here · denotes the Frobenius norm. Given access to the entries of a Haar random target unitary U, we fix the number of parameters 2K and ask how many gradient descent steps S are required to construct the sequence We ran experiments for a Haar random target unitary U of dimension 32 while varying the 2K parameters in V( t, τ ). At each step, we compute the gradient ∇ t, τ L and perform gradient descent with fixed step size.
In Fig.(1) , we plot the loss L( t, τ ) as a function of the number of gradient descent steps S for learning sequences V( t, τ ) of varying depth K. When the sequence V( t, τ ) is under-parameterized with 2K < d 2 parameters, we find that the loss function L( t, τ ) initially decreases but then plateaus. Thus, in the under-parameterized loss landscape, we find that as expected, with high probability, the gradient descent algorithm reaches a sub-optimal value of the loss which cannot be decreased by further increasing the number of gradient descent steps.
When the number of parameters 2K in V( t, τ ) is equal to d 2 or more, we find that gradient descent always converges to the target unitary -there are apparently no sub-optimal local minima in the loss landscape. As noted above, this result was unexpected given the nonconvex nature of the loss landscape. We also find that the rate of convergence grows with the degree of overparameterization as shown in Fig.(1) . At the critical point where the number of parameters 2K = d 2 , we note the existence of a "computational phase transition." At this critical point, the learning process converges to the desired target unitary, but the rate of convergence becomes very slow. For each parameter manifold of dimension 0.1d 2 ≤ 2K ≤ 2d 2 , we performed ten experiments In the under-parameterized case, at a certain point, the gradient descent plateaus at a sub-optimal local minimum. In the over-parameterized case, after the power law regime, the gradient descent enters an exponential regime consistent with a quadratic form for the loss function in the vicinity of the global minimum (best fit line shown in dashed blue in the plot). In the critical case, 2K = d 2 , the power law persists throughout the gradient descent providing further evidence for a computational phase transition.
and each of the experiments has been plotted in Fig.(1) .
In Fig.(2) , we fit the loss L( t, τ ) over the first 1000 gradient descent steps (the first 50 steps are excluded) to 0.5d 2 0. a power law
where C 0 and C 1 are constants, L = L( t, τ ) and S is the number of gradient descent steps. As shown in Fig.(2) , the data for the initial 1000 gradient descent steps fits closely to such a power law. However, with the exception of the critical learning sequence with 2K = d 2 parameters, the performance of gradient descent deviates from a power law fit at later steps. For the under-parameterized case, the gradient descent plateaus at a sub-optimal value of the loss. For the over-parameterized case, the power law transitions to an exponential as the gradient descent approaches the global minimum, which is consistent with the expected quadratic form of the loss function in the vicinity of the global minimum. Fig.(2) shows the exponential fit for the later stages of gradient descent in the over-parameterized setting. The exponential fit takes the form
where C 0 , C 1 , r, and S 0 are constants (optimized during the fit), L = L( t, τ ) and S is the number of gradient descent steps. The critical case of the sequence V( t, τ ) with exactly d 2 parameters is consistent with a power law rate of convergence to the target unitary U during the entire gradient descent process.
The initial power law form of the gradient descent is consistent with a loss landscape that obeys the re- Fig.(3) . Here, we observe a linear relationship between the power law exponent α in Eq. (1) and the number of parameters 2K in V( t, τ ) -i.e., the larger the degree of overparameterization, the faster the rate of convergence, and the larger the exponent in the power law.
LEARNING SHALLOW-DEPTH UNITARIES
In this section, we study the learnability of low-depth alternating operator unitaries
Such unitaries are the alternating operator analogue of shallow depth quantum circuits. As noted above, unitaries of this form are by definition, obtainable by a learning sequence V( t, τ ) with depth K ≥ N . We wish to investigate for which values of K, it is possible to learn the target unitary U( t, τ ) of depth N . We could reasonably hope that such a shallow depth unitary could be learned by performing gradient descent over sequences V( t, τ ) of depth K = N . We find that this is not the case. Indeed, we find that even to learn a unitary U( t, τ ) of depth N = 1, with high probability, we require a full depth learning sequence V( t, τ ) of depth K ≥ d 2 /2 or 2K ≥ d 2 parameters *UDGLHQW'HVFHQW6WHSV
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FIG. 5. Gradient descent experiments for a low-depth uni-
in V( t, τ ). Depth N =1 unitaries take the form U(t * , τ * ) = e −iAt * e −iBτ * . In Fig.(4) , we present the landscape of the loss function L(t, τ ) = e −iAt * e −iBτ * − e −iAt e −iBτ 2 which is a two dimensional parametric manifold. Here we attempt to learn the target unitary U(t * , τ * ) via a sequence V(t, τ ) also with two parameters. The loss function landscape is highly non-convex and contains many local sub-optimal traps. Learning the target unitary with much less than d 2 parameters using gradient descent is guaranteed only when the initial values of the parameters t, τ lie in the neighbourhood of the global minimum at t * = −1.59 and τ * = 4.08. In unbounded parametric manifolds, such an optimal initialization is generally hard to achieve.
Next, we consider a target unitary U( t * , τ * ) with four parameters (N = 2). In Fig.(5) , we find that when the sequence V( t, τ ) has 2K < d 2 parameters, the loss function plateaus with increasing gradient descent steps. This indicates that gradient descent halts at a local minimum of the loss function landscape. The rate of learning improves when 2K = d 2 or 2K > d 2 as in the overparameterized domain. In this setting, the loss function rapidly converges towards the global minimum of the landscape, and the rate of convergence to the target unitary U( t * , τ * ) is similar to the over-parameterized case shown in Fig.(2) .
Surjectivity in the map from control parameters to the tangent space of the unitary manifold has been shown to be a sufficient condition for constructing loss landscapes with no poor local minima in quantum control settings [14] . This criteria implies that complete freedom of movement at any point in the unitary manifold is sufficient to guarantee convergence to a global minimum.
The under-parameterized setting does not meet this criteria of surjectivity, since infinitesimal variations in the 2K < d 2 parameters {t 1 , τ 1 , . . . , t K , τ K } are not sufficient to generate any local infinitesimal change in the unitary manifold of dimension d 2 . When the number of control parameters is d 2 or greater, the map from controls to unitaries is locally surjective at almost all points of the control space, so that at almost all points, all directions in the space of unitaries can be obtained. Our numerical results suggest that when there are a sufficient number of control parameters to render the system controllable, the control map is locally surjective along the entire path of gradient descent all the way to the global optimum. CONCLUSION We have numerically analysed the hardness of obtaining the optimal control parameters in an alternating operator sequence for learning arbitrary unitaries using gradient descent optimization. For learning a Haar random target unitary in d dimensions to a desired accuracy, we find that gradient descent requires at least d 2 parameters in an alternating operator sequence. When there are fewer than d 2 parameters in the sequence, gradient descent converges to an undesirable minimum of the loss function landscape which cannot be escaped with further gradient descent steps. This is true even for learning shallow-depth alternating operator target unitaries which are the alternating operator analogue of shallow depth quantum circuits.
Gradient descent methods generally guarantee convergence only in convex spaces. The loss function landscape for unitaries is highly non-convex, and when we began this investigation, we did not know whether gradient descent on 2K ≥ d 2 parameters in the landscape would succeed in the search for a global minimum. Indeed, we expected that gradient descent would not always converge. However, in contrast to our initial expectations, we find that when the number of parameters in the loss function landscape 2K ≥ d 2 , gradient descent always converges to an optimal global minimum in the landscape. At the critical value of 2K = d 2 parameters, we observe a "computational phase transition" characterized by a power law convergence to the global optimum. S3 . Magnitude of the gradient at each step of gradient descent. In the under-parameterized setting, we find that the magnitudes can increase and decrease over the course of gradient descent. In the over-parameterized setting, we find that the magnitudes decrease, often rapidly, over the course of gradient descent. For each parameter setting, a single experiment was performed which has been plotted here.
which are adaptively computed in every iteration of the algorithm. These updates are solely computed from first order gradients. In contrast, the learning rate is fixed for each parameter in simple gradient descent. For more on the Adam optimizer, the reader is referred to [S26]. The final loss obtained for learning unitary matrices using the Adam optimizer was consistent with those obtained from simple gradient descent. However, the Adam optimizer appears to converge to a final outcome in far fewer steps. The results of our experiments are provided in Fig.(S1) . A comparison between the performance of simple and Adam gradient descent can be observed from Fig.(S1) and Fig.(S2) .
CRITICAL POINTS IN THE UNDER-PARAMETERIZED MODELS
When learning target unitaries using alternating operator sequences with d 2 parameters or more, gradient descent converges to a global minimum of the loss function landscape. When learning with under-parameterized models, we find that gradient descent plateaus at a non-zero loss function value. In the under-parameterized setting, we further explore how the loss function changes over the course of gradient descent by investigating the magnitude of the gradients. In the under-parameterized setting, we find that the magnitude of the gradients can both increase and decrease over the course of gradient descent, suggesting that the path of gradient descent passes in the vicinity of saddle points in the loss landscape. In the over-parameterized setting, the magnitudes of the gradients monotonically decrease with increasing gradient descent steps, suggesting that in this case, the path of gradient descent does not explore saddle points. The results of our findings are presented in Fig.(S3) .
