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ON THE ENERGY OF BOUND STATES FOR MAGNETIC
SCHRÖDINGER OPERATORS
SØREN FOURNAIS AND AYMAN KACHMAR
Abstrat. We provide a leading order semilassial asymptotis of the
energy of bound states for magneti Neumann Shrödinger operators
in two dimensional (exterior) domains with smooth boundaries. The
asymptotis is valid all the way up to the bottom of the essential spe-
trum. When the spetral parameter is varied near the value where bound
states beome allowed in the interior of the domain, we show that the
energy has a boundary and a bulk omponent. The estimates rely on
oherent states, in partiular on the onstrution of `boundary oherent
states', and magneti Lieb-Thirring estimates.
1. Introdution
Let Ω′ ⊂ R2 be an open and bounded domain with regular boundary. We
will onsider both the ase of interior domains Ω = Ω′ and exterior domains
Ω = R2 \ Ω′.
Consider the magneti Shrödinger operator, or magneti Laplaian, in Ω.
It has been observed by many authors (see for example [12℄) that the presene
of Neumann boundary onditions has an eet similar to that of a negative
eletri potential (also Robin boundary onditions have a similar eet, see
[13, 14℄). For the ase of the present disussion, onsider a onstant magneti
eld, more generally we will impose the hypothesis (1.6) below. One aspet
of the analogy is that the Neumann boundary ondition leads to a disrete
spetrum below the lowest Landau level (in the ase of an exterior domain,
the (magneti) Laplaian may have essential spetrum). It is that spetrum
whih we will disuss in the present paper.
One motivation for our work is the analysis of type II superondutivity
for applied magneti elds lose to the seond ritial eld (see [17, Prob-
lem 2.2.8, p. 491℄ for a disussion of this point). In the setting of superon-
dutivity, one enounters the asymptoti regime of a large magneti eld, but
this is equivalent (through a simple hange of parameter) to the semilassial
regime onsidered in this paper.
Many dierent investigations of the disrete spetrum lose to the lowest
Landau level have appeared (see [10, 19, 20℄ and referenes therein). Of
partiular importane for our present investigation is the reent paper [9℄.
In that paper the ounting funtion is studied up to an energy stritly below
the lowest Landau level. Inspired by work on the magneti problems without
boundariesbut with eletri potentialsee [16℄, we shift fous from the
ounting funtion to the energy, i.e. the sum of the eigenvalues. This allows
us to obtain 'semilassial' results all the way up to the lowest Landau level
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(Theorem 1.1 below). Furthermore, by varying slightly the energy up to
whih we sum the eigenvalues, we an demonstrate how the bulk or interior
bound states start to ontribute to the leading order asymptotis for the
energy (Theorem 1.4 below).
Let us now move to the preise statement of our results. We onsider the
(Neumann) Shrödinger operator with magneti eld :
Ph,Ω = −(h∇− iA)2 = (−ih∇−A)2 , (1.1)
whose domain is,
D (Ph,Ω) =
{
u ∈ L2(Ω) : (h∇− iA)ju ∈ L2(Ω), j = 1, 2, (1.2)
ν · (h∇− iA)u = 0 on ∂Ω}.
Here h > 0 is a small parameter (the so alled semi-lassial parameter), ν
is the unit outward normal vetor of the boundary ∂Ω and A ∈ C2(Ω;R2) is
a given vetor eldthe vetor potential. The magneti eld is a funtion
and is given by
B = curlA = ∂x1A2 − ∂x2A1 . (1.3)
With this magneti eld we assoiate the quantities
b = inf
x∈Ω
B(x) , b′ := inf
x∈∂Ω
B(x) . (1.4)
Assuming that b > 0, we know that the following leading order asymptoti
expansion holds for the bottom of the spetrum of Ph,Ω (see for example
[12℄)
inf SpecPh,Ω = hmin(b,Θ0b
′) + o(h). (1.5)
Here Θ0 ∈ ]0, 1[ is a universal onstant (the denition will be realled in
(2.13) below).
We shall assume that the magneti eld is bounded, positive and satises
b > Θ0b
′ > 0. (1.6)
Notie that the hypothesis (1.6) is satised in the ase of a onstant magneti
eld. Under the hypothesis (1.6) eigenvalues stritly below bh are assoiated
with eigenfuntions loalized near the boundary. One of the objetives of
the present paper is to prove thatfor the energythis remains true all the
way up to the value bh.
In order to state our main results, we need to reall some fats onerning
the harmoni osillator on the semi-axis R+. For ξ ∈ R, we denote by µ1(ξ)
the lowest eigenvalue of the operator
−∂2t + (t− ξ)2 in L2(R+)
with standard Neumann boundary ondition at the origin. It is well known
(see [3, 4℄) that the funtion ξ 7→ µ1(ξ) is smooth,
µ1(ξ) < 1, for all ξ ∈ R+, µ1(ξ) > 1, for all ξ ∈ R−, (1.7)
and the integral ∫ ∞
0
(µ1(ξ)− 1) dξ = −
∫
R
[µ1(ξ)− 1]−dξ
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is negative and nite. Here we introdued the notation [x]−, more generally,
we will use the following positive funtions
[x]+ =
{
x, x ≥ 0,
0, x < 0,
[x]− =
{
0, x ≥ 0,
−x, x < 0.
Our result is the following.
Theorem 1.1. Suppose Ω is either an exterior or an interior domain. Sup-
pose B satises (1.6). Then the spetrum of Ph,Ω below bh is disrete,
σ (Ph,Ω)∩ ]−∞, bh[ = {e1(h), e2(h), . . .} ,
and the sequene {ej(h)− bh}j≥1 is summable,∑
j
[ej(h) − bh]− = −tr
(
(Ph,Ω − bh)1]−∞,bh[(Ph,Ω)
)
is finite.
Moreover, the following asymptoti formula holds,
lim
h→0
h−1/2
∑
j
[ej(h)− bh]−
=
1
2pi
∫
∂Ω
∫ ∞
−∞
B(x)3/2
[ b
B(x)
− µ1(ξ)
]
+
dξ ds(x) . (1.8)
Here ds(x) denotes integration with respet to ar-length along the boundary
∂Ω.
Remark 1.2. Assuming that the magneti eld B = curlA is onstant,
B(x) = b, the asymptoti formula of Theorem 1.1 reads
lim
h→0
h−1/2
∑
j
[ej(h)− bh]−
 = |∂Ω|b3/2
2pi
∫ ∞
0
(1− µ1(ξ)) dξ .
Remark 1.3. In [9℄, an asymptoti formula is obtained for the number
N(λh) of eigenvalues of Ph,Ω below λh, for a given λ < b. The preise result
is the following :
lim
h→0
h1/2N(λh) =
1
2pi
∫
{(x,ξ)∈∂Ω×R : B(x)µ1(ξ)<λ}
B(x)1/2 dξds(x) . (1.9)
Integration of (1.9) yields the following formula for the energy,
lim
h→0
h−1/2
∑
j
[ej(h) − λh]−

=
1
2pi
∫
∂Ω
∫ ∞
0
B(x)3/2
[
λ
B(x)
− µ1(ξ)
]
+
dξ ds(x) . (1.10)
However, the proof we give to Theorem 1.1 gives equally (1.10) (we only give
the details for the harder ase λ = b), and hene, by dierentiating (1.10),
(more preisely, the 'dierentiation' needed is the tehnique used to go from
energies to densities in semilassial problems, see [6℄ for details) we provide
an alternative proof of (1.9).
4 S. FOURNAIS AND A. KACHMAR
In the next theorem, we restrit to the ase of interior domains, i.e.
bounded Ω. In this spei ase, the operator Ph,Ω has ompat resolvent
and hene its spetrum is purely disrete. Let us denote by {ej(h)} the
inreasing sequene of eigenvalues of Ph,Ω (ounted with multipliity).
Theorem 1.4. Suppose Ω is bounded, smooth and B is onstant in Ω. Given
a ∈ R, the following limit holds,
lim
h→0
h−1/2
∑
j
[
ej(h) − bh− ah3/2
]
−
=
|∂Ω|b3/2
2pi
∫
R
(µ1(ξ)− 1)−dξ + |Ω|b
2pi
[a]+ . (1.11)
Remark 1.5. The rst term on the r.h.s. of (1.11) orresponds to boundary
states (i.e. eigenfuntions loalized near the boundary) and the seond one
orresponds to bulk states. Theorem 1.4 sharpens our understanding of the
transition from boundary states to bulk states.
Remark 1.6. Sine inf Specess Ph,Ω = bh in the ase of exterior domains, we
see that the left hand side of (1.11) diverges for any a > 0. That fores us
to restrit to bounded Ω. Our methods would also apply to non-onstant B,
but the order to whih the bulk term appears depends on the loal behavior
of B near the set {x : B(x) = b}. For simpliity of exposition we therefore
restrit to the ase of onstant eld.
The approah we follow is inspired by that of Lieb, Solovej and Yngvason
[16℄, but extended with the onstrution of oherent states for the half-plane
operator. In order to ontrol the errors resulting from the approximations,
we make use of a Lieb-Thirring inequality for magneti operators (see [5, 16℄
and referenes therein), and a rough estimate of the energy of bound states
for the ase of a ylindri domain.
The paper is organized as follows. We ollet in Setion 2 some prelimi-
naries. In Setion 3, we determine a rough bound for the energy of bound
states of the operator (1.1) in the ase when the domain Ω is a ylinder.
Setion 4 is devoted to the onstrution of oherent states. In Setion 5, we
prove Theorem 1.1. Finally, in Setion 6 we give the additional details to
ahieve the proof of Theorem 1.4.
2. Preliminaries
2.1. Lieb-Thirring inequality. Let B ∈ C1(R2;R) ∩ L∞(R2) be a mag-
neti eld suh that B(x) > 0 for all x ∈ R2. The vetor eld dened
by
A(x) =
1
2
(
−
∫ 1
0
sB(sx)x2 ds,
∫ 1
0
sB(sx)x1 ds
)
∀ x = (x1, x2) ∈ R2 ,
provides a magneti potential for B = curlA.
Consider the Shrödinger (Pauli) operator
HR2 = −(∇− iA)2 −B in L2(R2).
We have the following Lieb-Thirring estimate for the negative eigenvalues of
HR2 + V (see [5℄ and referenes therein).
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Theorem 2.1. There exists a universal onstant C > 0 suh that the fol-
lowing estimate is valid for the sum of the negative eigenvalues {ej}j≥1 of
the operator H = HR2 + V ,∑
j
|ej | ≤ C
(
‖B‖L∞(R2)
∫
R2
[V ]− dx+
∫
R2
[V ]2− dx
)
.
2.2. Variational priniples. Let H be a self-adjoint operator in L2(R2)
(of domain D(H)) suh that
(H)
{
inf σess(H) ≥ 0
H1]−∞,0[(H) is trace class .
We shall need the following two simple variational priniples onerning
the operator H, whih are frequently used in [16, 5℄.
Lemma 2.2. Let γ be a bounded operator suh that 0 ≤ γ ≤ 1 (in the sense
of quadrati forms) and the operator H γ is trae lass. Then it holds that,
tr
(
H1]−∞,0[(H)
) ≤ tr(H γ) .
Lemma 2.3. Assume that the operator H satises the hypothesis (H). Then
it holds that,
tr
(
H1]−∞,0[(H)
)
= inf
N∑
j=1
〈fj , H fj〉 ,
where the inmum is taken over all orthonormal families {f1, f2, . . . , fN} ⊂
D(H) and N ≥ 1.
2.3. Boundary oordinates. The losed quadrati form assoiated with
the operator (1.1) is
qh,Ω(u) =
∫
Ω
|(h∇− iA)u|2 dx , (2.1)
with the form domain
H1h,A(Ω) = {u ∈ L2(Ω) : (h∇− iA)u ∈ L2(Ω)} . (2.2)
The following magneti potential generates a onstant unit magneti eld,
A0(x1, x2) = (−x2, 0) , ∀ (x1, x2) ∈ R× R . (2.3)
The quadrati form,
H1h,bA0(R × R+) ∋ u 7→
∫
R×R+
|(h∇− ibA0)u|2 dx , (2.4)
with b > 0, will serve as a model form. Atually, when the funtion u ∈
H1h,A(Ω) is supported near the boundary, the form (2.4) turns out to ap-
proximate (2.1). In order to make this preise, we introdue a onvenient
oordinate transformation valid in a suiently thin tubular neighborhood
of the boundary
1
. For more details on these oordinates, see for instane [12,
Appendix A℄.
Φt0 : Ω(t0) ∋ x 7→ (s(x), t(x)) ∈
|∂Ω|
2pi
S
1× ]0, t0[, (2.5)
1
Here we assume for simpliity that ∂Ω is onneted. In general, ∂Ω has nite onneted
omponents and therefore we should work on eah omponent independently.
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where for t0 > 0, Ω(t0) is the tubular neighborhood of ∂Ω:
Ω(t0) = {x ∈ Ω : dist(x, ∂Ω) < t0}.
Let us mention that t(x) = dist(x, ∂Ω) measures the distane to the bound-
ary and s(x) measures the urvilinear distane in ∂Ω. We shall use the
usual identiation between the irle
|∂Ω|
2pi S and the interval [0, |∂Ω| [. The
Jaobian of the transformation Φt0 is equal to
1− tk(s) ,
where k denotes the urvature of ∂Ω.
Sine t0 will be xed one and for all, we will sometimes omit it from the
notation and simply write Φ instead of Φt0 .
Using the oordinate transformation Φt0 , we assoiate to any funtion
u ∈ L2(Ω), a funtion u˜ dened in [0, |∂Ω|[× [0, t0 ] by,
u˜(s, t) = u(Φ−1t0 (s, t)). (2.6)
Furthermore, the funtion u˜ extends naturally to a |∂Ω|-periodi funtion in
s ∈ R.
We get then the following hange of variable formulae.
Proposition 2.4. Let u ∈ H1
A
(Ω(t0)). We write u˜(s, t) = u(Φt0(s, t)),
A˜1 = A1 ◦ Φt0 , A˜2 = A2 ◦ Φt0 .
Then we have :∫
Ω(t0)
|(∇− iA)u|2 dx =
∫ |∂Ω|
0
∫ t0
0
[
|(∂s − iA˜1)u˜|2
+(1− tk(s))−2|(∂t − iA˜2)u˜|2
]
(1− tk(s)) dsdt, (2.7)
and ∫
Ω(t0)
|u(x)|2 dx =
∫ |∂Ω|
0
∫ t0
0
|u˜(s, t)|2(1− tk(s)) dsdt. (2.8)
We will use the symbol UΦ for the operator that maps u to u˜. We shall
frequently make use of the next standard lemma, taken from [9, Lemma 3.5℄.
Lemma 2.5. There exists a onstant C > 0 and for all S1 ∈ [0, |∂Ω| [ ,
S2 ∈]S1, |∂Ω| [ , there exists a funtion φ ∈ C20 ([S1, S2]× [0, t0];R) suh that,
for all
S˜ ∈ [S1, S2], T ∈]0, t0[, ε ∈ [CT , Ct0],
and for all u ∈ H1h,A(Ω) satisfying
supp u˜ ⊂ [S1, S2]× [0,T ],
one has the following estimate,∣∣∣∣qh,Ω(u)− ∫
R×R+
|(h∇− iB˜A0)eiφ/hu˜|2 dsdt
∣∣∣∣
≤
∫
R×R+
(
ε|(h∇− iB˜A0)eiφu˜|2 + Cε−1
(
(S2 + T 2)2 + h2) |u˜|2) dsdt.
Here, S = S2 − S1, B˜ = B˜(S˜, 0), the funtion u˜ is assoiated to u by (2.6)
and extended by 0 on R× R+ \ supp u˜.
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2.4. A family of one-dimensional dierential operators. Let us reall
the main results obtained in [4, 12℄ onerning the family of harmoni os-
illators with Neumann boundary ondition. Given ξ ∈ R, we dene the
quadrati form,
B1(R+) ∋ u 7→ q[ξ](u) =
∫
R+
|u′(t)|2 + |(t− ξ)u(t)|2dt, (2.9)
where, for a positive integer k ∈ N and a given interval I ⊆ R, the spae
Bk(I) is dened by :
Bk(I) = {u ∈ Hk(I); tju(t) ∈ L2(I), ∀j = 1, . . . , k}. (2.10)
Sine the quadrati form (2.9) is losed and symmetri it denes a unique
self-adjoint operator L[ξ]. This operator has domain,
D(L[ξ]) = {u ∈ B2(R+); u′(0) = 0},
and is the realization of the dierential operator,
L[ξ] = −∂2t + (t− ξ)2, (2.11)
on the given domain. We denote by {µj(ξ)}+∞j=1 the inreasing sequene of
eigenvalues of L[ξ], whih are all simple. By the min-max priniple, we have,
µ1(ξ) = inf
u∈B1(R+),u 6=0
q[ξ](u)
‖u‖2
L2(R+)
. (2.12)
It follows from analyti perturbation theory (see [15℄) that the funtions
R ∋ ξ 7→ µj(ξ)
are analyti.
As realled in the introdution, µ1(0) = 1 and |µ1(ξ) − 1| deays like
exp(−ξ2) as ξ → +∞ (see [3℄) thus yielding that∫ ∞
0
(µ1(ξ)− 1) dξ = −
∫
R
[µ1(ξ)− 1]− dξ is finite.
We dene the onstant :
Θ0 = inf
ξ∈R
µ1(ξ). (2.13)
Let us reall an important onsequene of standard Sturm-Liouville theory
(.f.. [9, Lemma 2.1℄).
Lemma 2.6. The seond eigenvalue satises,
inf
ξ∈R
µ2(ξ) > 1 .
Notie that part of this onlusion is a onsequene of the analysis of
Dauge-Heler [4℄, who show that the inmum of µ2(ξ) is attained for a
unique ξ2 ∈ R.
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3. Rough energy bound for the ylinder
Let us onsider the operator (1.1) in the partiular ase of a ylindri
domain
Ω = [0, S]× ]0, h1/2T [ .
Funtions in the domain of Ph,Ω satisfy Neumann ondition at t = 0, periodi
onditions at s ∈ {0, S} and Dirihlet ondition at t = h1/2T . We assume
in addition that the magneti eld is onstant B(x) = b, b > 0, and that
the magneti potential A = A0 is the one given in (2.3). In this partiular
ase, the operator has ompat resolvent, hene the spetrum onsists of an
inreasing sequene of eigenvalues (ej)j≥1 onverging to +∞. In partiular,
given λ > 0, the energy
E(λ, b, S, T ) =
∑
j
[hb(1 + λ)− ej ]+ (3.1)
is nite. Our aim in this setion is to provide a rough estimate of this energy.
Lemma 3.1. There exist positive onstants T0 and λ0 suh that, for all
S > 0, b > 0, T ≥
√
b T0 and λ ∈]0, λ0], we have,
E(λ, b, S, T ) ≤ (1 + λ)hb
(
ST
2pi
√
h
+ 1
)
.
Proof. By separation of variables and a saling we may deompose Ph,Ω as
a diret sum:⊕
n∈Z
hb
(
− d
2
dt2
+ (2pinh1/2b−1/2S−1 + t)2
)
in
⊕
n∈Z
L2(]0, T/
√
b[) ,
with Neumann boundary ondition at the origin and Dirihlet ondition at
t = T/
√
b. Therefore, we may express the energy (3.1) in the form,
E(λ, b, S, T ) = hb
∑
n∈Z
j∈N
[
1 + λ− µj(2pinh1/2b−1/2S−1;T/
√
b)
]
+
. (3.2)
Here, for a given ξ ∈ R, we denote by µj(ξ;T ) the inreasing sequene of
eigenvalues for the operator
−∂2t + (t− ξ)2 in L2(]0,T [)
with Neumann ondition at the origin, and Dirihlet ondition at t = T . No-
tie that for a xed T , the min-max priniple gives immediately, µ1(ξ;T )→
+∞ as ξ → +∞. Hene, the sum on the right hand side of (3.2) is nite. It
follows also from the min-max priniple that µ2(ξ;T ) ≥ µ2(ξ), where µ2(ξ)
is the seond eigenvalue of the operator (2.11). Now, Lemma 2.6 gives the
existene of a suiently small λ0 suh that µ2(ξ) > 1 + λ0 for all ξ ∈ R.
Thus, taking λ ∈]0, λ0[,
E(λ, b, S, T ) = hb
∑
n∈Z
[
1 + λ− µ1(2pinh1/2b−1/2S−1;T/
√
b)
]
+
. (3.3)
By (3.3), if one an loalize the set,
{ξ ∈ R : µ1(ξ;T/
√
b) ≤ 1 + λ},
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then one gets immediately an estimate of the energy E(λ, b, S, T ). Notie
that for t ≤ T and |ξ| ≥ 2T , it holds that (t− ξ)2 ≥ T 2 , hene by the min-
max priniple, µ1(ξ;T ) ≥ T 2 . Therefore, hoosing T 20 > 1+ λ0, it holds for
T ≥ T0 and λ ∈]0, λ0[ ,
µ1(ξ;T ) ≤ 1 + λ =⇒ |ξ| ≤ 2T .
From the above loalization, the estimate of Lemma 3.1 beomes a onse-
quene of (3.3). 
4. Generalized eigenprojetors
4.1. Eigenprojetors in R
2
. Let A0 be the magneti potential given in
(2.3), b > 0 and Ph,b,R2 the self-adjoint operator
Ph,b,R×R+ = −(h∇− ibA0)2 in L2(R2) .
We reall in this setion the well-known eigenprojetors for the operator
Ph,b,R2 . These are projetors Π
L
j (h, b), j ≥ 1, on the Landau levels that
satisfy in partiular,
Ph,b,R2Π
L
j (h, b) = (2j − 1)ΠLj (h, b) ,
∞∑
j=1
ΠLj (h, b) = IdL2(R2;C) .
The integral kernels (denoted again by ΠLj (h, b)) are given expliitly (see [16,
(3.13)℄) ,
ΠLj (h, b)(x, y) =
b
2pih
exp
(
ib(y1y2 − x1x2)
2h
)
× exp
(
ib(x1y2 − x2y1)
2h
− b|x− y|
2
4h
)
Lj−1
(
b|x− y|2
2h
)
,
where Lj are Laguerre polynomials normalized so that Lj(0) = 1. We will
need the fat that,
ΠLj (x, x) =
b
2pih
, ∀ x ∈ R2 . (4.1)
4.2. Eigenprojetors in the half-spae. We onstrut in this setion pro-
jetions on the (generalized) eigenfuntions for the operator (1.1) in the ase
Ω = R× R+.
Let A0 be the magneti potential given in (2.3), b > 0 and Ph,b,R×R+ the
Neumann realization of the operator
Ph,b,R×R+ = −(h∇− ibA0)2 in L2(R× R+) .
Let us denote by (uj(·; ξ))∞j=1 an orthonormal family of real-valued eigen-
funtions of the operator L[ξ] from (2.11), i.e.
−u′′j (t; ξ) + (t− ξ)2uj(t; ξ) = µj(ξ)uj(t; ξ) , in R+ ,
u′j(0; ξ) = 0 ,∫
R+
uj(t; ξ)
2 dt = 1 .
Let us dene a bounded funtion R× R+ ∋ (s, t) 7→ vj(s, t; ξ) by :
vj(s, t; ξ) = exp (−iξ s)uj (t; ξ) . (4.2)
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We introdue a family of projetors Πj(ξ) on the funtions vj ,
C∞0 (R× R+) ∋ ϕ 7→
∫
R×R+
vj(x1, x2; ξ) vj(y1, y2; ξ) ϕ(y1, y2) dy1dy2 . (4.3)
The projetors Πj are kernel operators. For j ∈ N, the integral kernels are
dened by:
Kj(ξ)
(
(x1, x2), (y1, y2)
)
= vj(x1, x2; ξ)× vj(y1, y2; ξ) . (4.4)
Now, one easily veries the following properties :
∞∑
j=1
∫
R
Πj(ξ) dξ = 2pi IdL2(R×R+) , (4.5)
and
P1,1,R×R+ Πj(ξ) = µj(ξ)Πj(ξ) . (4.6)
By means of a dilation, we get a family of eigenprojetors for the operator
Ph,b,R×R+. Let us introdue the unitary operator,
Uh,b : L
2(R× R+) ∋ ϕ 7→ Uh,bϕ ∈ L2(R ×R+) , (4.7)
suh that, for all x = (x1, x2) ∈ R×R+,
(Uh,bϕ) (x) =
√
b/hϕ(
√
b/h x) .
Notie that
U−1h,bPh,b,R×R+Uh,b = hbP1,1,R×R+ . (4.8)
Then we introdue the family of projetors,
Πj(h, b; ξ) = Uh,bΠj(ξ)U
−1
h,b . (4.9)
Again, the projetors Πj(h, b; ξ) are kernel operators. For j ∈ N, the integral
kernels are given via the kernels (4.4):
Kj(h, b; ξ)
(
x, y
)
=
b
h
Kj(ξ)
(√
b/h x,
√
b/h y
)
=
b
h
e−i
√
b/h ξ(x1−y1)uj(
√
b/h x2; ξ)uj(
√
b/h y2; ξ) , (4.10)
for all x, y ∈ R × R+. Now, the following properties are diretly inferred
from (4.5) and (4.6) :
∞∑
j=1
∫
R
Πj(h, b; ξ) dξ = 2pi IdL2(R×R+) , (4.11)
and
Ph,b,R×R+ Πj(h, b; ξ) = hbµj(ξ)Πj(h, b; ξ) . (4.12)
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5. Proof of Theorem 1.1
5.1. Existene of disrete spetrum. Reall the operator Ph,Ω intro-
dued in (1.1). The following inequality holds (see [1℄) for ompatly sup-
ported funtions∫
Ω
|(h∇− iA)ϕ|2 dx ≥ h
∫
Ω
B(x)|ϕ|2 dx , ∀ ϕ ∈ C∞0 (Ω) .
Using then a `magneti' version of Persson's Lemma (see [2, 18℄), we get that
inf Specess Ph,Ω ≥ bh ,
hene proving the rst statement of Theorem 1.1. Let {ej(h)} be the se-
quene of eigenvalues (ounted with multipliity) orresponding to σ(Ph,Ω)∩]−
∞, bh[ , and dene H = Ph,Ω − bh. It sues now to show that∑
j
〈fj ,Hfj〉 > −∞ ,
where the funtions fj are L
2
normalized eigenfuntions assoiated with the
eigenvalues ej . To that end, we introdue a partition of unity of R,
ψ21 + ψ
2
2 = 1, suppψ1 ⊂]−∞, 1[, suppψ2 ⊂ [
1
2
,∞[ , (5.1)
and set for k = 1, 2, χk(x) = ψk(t(x)), x ∈ R2, where t(x) is the signed
distane to ∂Ω,
t(x) = dist(x, ∂Ω) if x ∈ Ω , t(x) = −dist(x, ∂Ω) otherwise.
By the IMS formula, we write,
〈fj , Hfj〉 =
2∑
k=1
(〈χkfj , Hχkfj〉 − h2‖ |∇χk|u‖2) , (5.2)
where ‖ · ‖ denotes the L2 norm in Ω. Using the bound B ≥ b together with
the fat that ψ21 + ψ
2
2 = 1, we get a further deomposition of (5.2),
〈fj , Hfj〉 =
2∑
k=1
〈fj , χk(H − V )χkfj〉 ≥
2∑
k=1
〈fj , χk(H0 − V )χkfj〉 , (5.3)
where H0 = −(h∇− iA)2 − hB and
V = h2
(|∇χ1|2 + |∇χ2|2) . (5.4)
Pik an arbitrary positive integer N ≤ Card({ej}j). Let us dene the trial
density matrix L2(R2) ∋ f 7→ γ2f ∈ L2(R2),
γ2f = χ2
N∑
j=1
〈χ2f , fj〉 fj ,
whih veries the onditions 0 ≤ γ2 ≤ 1 (in the sense of quadrati forms) and
(HB −V )γ2 is trae lass (atually this is a nite-rank operator). Moreover,
using Lemma 2.1, we know that the operator (HR2 − V )1]−∞,0[(HR2 − V ) is
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trae-lass, where HR2 = −(h∇− iA)2 − hB is now the orresponding Pauli
operator ating in L2(R2). Therefore, we dedue from Lemma 2.2,
N∑
j=1
〈fj , χ2(HB − V )χ2fj〉 = tr[(HB − V )γ2]
≥ tr ((HR2 − V )1]−∞,0[(HR2 − V )) , (5.5)
and we notie that this bound is uniform in N .
To take are of the boundary ontribution, we set ω = int(Ω ∩ suppχ1)
and dene the trial density matrix
γ1 : L
2(ω) ∋ f 7→ γ1f = χ1
N∑
j=1
〈χ1f , fj〉 fj ∈ L2(ω) .
Thereby, we also get,
〈fj , χ1(HB − V )χ1fj〉 = tr[(HB − V )γ1]
≥ tr ((Hω − V )1]−∞,0[(Hω − V )) ,
where Hω is the restrition of HB on ω with Dirihlet ondition on
Ω ∩ ∂(suppχ1). One should notie that, sine ω is bounded, Hω − V has
ompat resolvent and hene (Hω − V )1]−∞,0[(Hω − V ) is evidently trae-
lass. Coming bak to (5.2) and (5.3), we dedue that,
−
∑
j
[ej(h) − bh]− =
∑
j
〈fj , Hfj〉 ≥ tr
(
(HR2 − V )1]−∞,0[(HR2 − V )
)
+ tr
(
(Hω − V )1]−∞,0[(Hω − V )
)
,
proving thus that the sequene ej(h) − bh is summable.
5.2. Lower bound. Let {f1, f2, . . . , fN} now be any L2 orthonormal set in
D(H). We will give a uniform lower bound to
N∑
j=1
〈fj , Hfj〉 .
Using Lemma 2.3, this will imply a lower bound to tr
(
H1]−∞,0[(H)
)
.
Step 1. Loalization to the boundary.
Let τ(h) ∈]0, 1[ be a small number to be hosen later. Using the partition of
unity in (5.1), we put
ψ1,h(x) = ψ1
(
t(x)
τ(h)
)
, ψ2,h(x) = ψ2
(
t(x)
τ(h)
)
, ∀ x ∈ Ω.
By the IMS formula, we write,
〈fj , Hfj〉 =
2∑
k=1
〈fj , ψk,h(H − Vh)ψk,hfj〉 , (5.6)
where
Vh = h
2
(|∇ψ1,h|2 + |∇ψ2,h|2) . (5.7)
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Notie that the term orresponding to k = 2 in (5.6) orresponds to the
interior term. We will prove that it is a lower order error term. Similarly to
(5.5), one an show that,
〈fj , ψ1,h(H − Vh)ψ1,hfj〉 ≥ tr
(
(HR2 − Vh)1]−∞,0[(HR2 − Vh)
)
,
and we remind the reader that HR2 = −(h∇− iA)2− hB(x) is now the or-
responding self-adjoint operator ating in L2(R2). Using the Lieb-Thirring
inequality of Lemma 2.1, we get
N∑
j=1
〈fj , ψ2,h(H − Vh)ψ2,hfj〉
≥ −C
(∫
R2
(‖B‖L∞ [−h−1Vh]− + [−h−1Vh]2−) dx) .
With our potential Vh from (5.7), the integral on the right side above beomes
of the order of
h
τ(h) +
h2
τ(h)3 . Thus, we get
N∑
j=1
〈fj , Hfj〉 ≥
N∑
j=1
〈fj , ψ1,h(H − Vh)ψ1,hfj〉
− C h
τ(h)
(
1 +
h
τ(h)2
)
. (5.8)
Later, we shall hoose τ(h) in suh a manner that the rst term on the right
hand side above is the dominant term.
Step 2. Boundary analysis.
Here we onsider the boundary term,
N∑
j=1
〈fj , ψ1,h(H − Vh)ψ1,hfj〉 .
To that end, let χ ∈ L2(R) be positive, smooth, supported in ]0, 1[ and
satisfying ∫
χ2(s) ds = 1 . (5.9)
Using the boundary oordinates (s, t) introdued in (2.5), we put
χh(x;σ) =
1√
τ(h)
χ
(
s(x)− σ
τ(h)
)
, ∀ x ∈ Ω(t0), ∀ σ ∈ R ,
and we notie that, for all σ ∈ R\ ]− τ(h), |∂Ω| [,
χh(x;σ) = 0 ∀ x ∈ Ω(t0) .
Using again an IMS type deomposition, we write,
N∑
j=1
〈fj , ψ1,h(H − Vh)ψ1,hfj〉
=
∫
R
N∑
j=1
〈fj , ψ1,hχh(x;σ)(H −Wh)ψ1,hχh(x;σ)〉 dσ , (5.10)
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where
Wh = Vh + h
2
∫
R
|∇χh(x;σ)|2 dσ . (5.11)
Let us denote by (Φt0 is the oordinate hange (2.5) valid near the boundary)
uj,h(σ) = uj,h(x;σ) = ψ1,h(x)χh(x;σ)fj(x) , Bσ = B(Φ
−1
t0 (σ, 0)) . (5.12)
Using Lemma 2.5, we get a onstant C > 0 and a salar funtion φ = φσ
suh that, for all Cτ(h) ≤ ε≪ 1, we have,
N∑
j=1
〈fj , ψ1,hχh(σ)(H −Wh)ψ1,hχh(σ)〉 ≥ (1− ε)
×
N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ,R×R+ −Wh)eiφσ/hu˜j,h(σ)〉L2(R×R+) , (5.13)
where
Hh,Bσ,R×R+ = Ph,Bσ ,R×R+ − bh = −(h∇− iBσA0)2 − bh ,
A0 is the potential introdued in (2.3),
Wh = W˜h + Cε−1
(
τ(h)4 + h2
)
, (5.14)
and to a funtion v(x), we assoiate the funtion v˜(s, t) by means of (2.6).
The funtions u˜j,h(σ) are naturally extended by 0 in R× R+ \ supp u˜j,h(σ).
Later, we shall make a suitable hoie of the parameter ε. We use part of
the kineti energy Hh,Bσ,R×R+ to ontrol the error resulting from Wh. Let
δ ∈]0, 1[ be another parameter to be speied later; δ will be hosen as a
funtion of h. We deompose the previous sum in two ,
N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ,R×R+ −Wh)eiφσ/hu˜j,h(σ)〉L2(R×R+) (5.15)
= (1− δ)
N∑
j=1
〈eiφσ/hu˜j,h(σ) , Hh,Bσ,R×R+eiφσ/hu˜j,h(σ)〉L2(R×R+)
+ δ
N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ ,R×R+ − δ−1Wh)eiφσ/hu˜j,h(σ)〉L2(R×R+) .
Let us estimate the last term on the right side. We take T = T (h) ≫ 1, to
be speied later, and we make the following hoie of τ(h),
τ(h) = h1/2T .
Notie now that
‖δ−1Wh‖L∞(R×R+) ≤ Cδ−1
(
ε−1h2T 4 + hT−2
) ≤ λBσh , (5.16)
where we have dened
λ = Cb−1δ−1
(
ε−1hT 4 + T−2
)
. (5.17)
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Furthermore, with S = τ(h) and the above notation, we dene the operator
γ˜ on L2([0, S]×]0, h1/2T [),
γ˜f =
N∑
j=1
〈f , eiφσ/hu˜j,h(σ)〉L2([0,S]×]0,h1/2T [)eiφσ/hu˜j,h(σ) .
The next estimate is a simple appliation of Proposition 2.4,
0 ≤ 〈f, γ˜f〉 (5.18)
≤ (1 + Cτ(h))
∫
Ω
χh(x;σ)
2 ψ21,h(x)
∣∣(f ◦ Φ−1t0 ) (x)∣∣2 dx ≤ C ′τ(h)−1‖f‖2L2 .
Thus,
1
C′τ(h)−1
γ˜ is a density matrix. The operator γ˜ is onstruted so that
we may write the term we wish to estimate in the following form,
N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ,R×R+ − δ−1Wh)eiφσ/hu˜j,h(σ)〉L2(R×R+)
= tr
[
(Hh,Bσ,R×R+ − δ−1Wh)γ˜
]
.
Using the bound (5.16) on the potential Wh and the variational priniple of
Lemma 2.2, we get,
N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ,R×R+ − δ−1Wh)eiφσ/hu˜j,h(σ)〉L2(R×R+)
≥ −C ′τ(h)−1 E(λ,Bσ , S, T ) . (5.19)
Here we remind the reader that S = τ(h) = h1/2T , the energy E(λ,Bσ , S, T )
is introdued in (3.1), and C ′ is a positive onstant depending only on Ω.
In order to use the estimate given in Lemma 3.1, we make the following
hoie of ε and δ,
T = h−1/8 , ε = hT 6 = h1/4 , δ = T−3/2 = h3/16 ,
so that the following onditions hold :
h1/2T ≪ ε≪ 1 , λ≪ 1 .
Notie that this hoie implies
τ(h) = h3/8. (5.20)
Using now Lemma 3.1, we onlude that (reall that S = τ(h) in our ase
whih ompensates the fator τ−1 from (5.18)),
N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ,R×R+ − δ−1Wh)eiφσ/hu˜j,h(σ)〉L2(R×R+)
≥ −Ch1/2TB1/2σ ,
and onsequently, after integration w.r.t. σ ∈]− τ(h), |∂Ω| [ ,
δ
∫ N∑
j=1
〈eiφσ/hu˜j,h(σ) , (Hh,Bσ,R×R+ − δ−1Wh)eiφσ/hu˜j,h(σ〉L2(R×R+)dσ
≥ −CδTh1/2 = −Ch9/16 , (5.21)
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thus obtaining an error of the order o(h1/2). We point also out that with our
hoie, τ(h) = h3/8, so that the error in (5.8) beomes small, of the order of
h5/8 = o(h1/2).
Step 3. Estimating the leading order term.
Now we estimate the rst term on the right hand side of (5.15). We use the
projetors Πj onstruted in Setion 4. In view of (4.11) and (4.12), we have
the following splitting,
Hh,Bσ,R×R+ =
1
2pi
∞∑
p=1
∫
R
Hh,Bσ,R×R+Πp(h,Bσ ; ξ) dξ
=
Bσh
2pi
∞∑
p=1
∫
R
(
µp(ξ)− b
Bσ
)
Πp(h,Bσ ; ξ) dξ .
Sine Bσ ≥ b, Lemma 2.6 gives that for p ≥ 2, µp(ξ) − bBσ > 0. Hene, we
get for any funtion f in the domain of Hh,Bσ,R×R+ ,
〈f , Hh,Bσ,R×R+f〉 ≥ −
Bσh
2pi
∫
R
[
µ1(ξ)− b
Bσ
]
−
〈f , Π1(h,Bσ ; ξ)f〉 dξ .
Therefore, dening
SN (σ; ξ) =
N∑
j=1
〈
eiφσ/hu˜j,h(σ) , Π1(h,Bσ ; ξ)e
iφσ/hu˜j,h(σ)
〉
L2(R×R+)
≥ 0,
(5.22)
we get that
N∑
j=1
〈
eiφσ/hu˜j,h(σ) , Hh,Bσ,R×R+e
iφσ/hu˜j,h(σ)
〉
L2(R×R+)
≥ −Bσh
2pi
∫
R
[
µ1(ξ)− b
Bσ
]
−
SN (σ; ξ) dξ . (5.23)
We estimate now the term on the right hand side above. We start rst by
estimating SN (σ; ξ). Realling the denition of uj,h, and using again the
oordinate transformation valid near the boundary, we get (using the hoie
τ(h) = h3/8),〈
eiφσ/hu˜j,h(σ) , Π1(h, bσ ; ξ)e
iφσ/hu˜j,h(σ)
〉
L2(R×R+)
≤ (1 + Ch3/8) 〈fj , P(h,Bσ ;σ, ξ) fj〉L2(Ω) . (5.24)
Here P(h,Bσ ;σ, ξ) is a positive operator, whih is given by,
P(h,Bσ ;σ, ξ) = ψ1,hχh(σ)U−1Φ e−iφσ/hΠ1(h,Bσ ; ξ) eiφσ/h UΦψ1,hχh(σ) ,
and the transformation UΦ is assoiated to the oordinate hange Φt0 intro-
dued in (2.5). Sine {f1, f2, . . . , fN} is an orthonormal family in L2(Ω), we
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dedue that
N∑
j=1
〈fj , P(h,Bσ ;σ, ξ) fj〉L2(Ω)
≤ tr (P(h,Bσ ;σ, ξ))
=
∫
R×R+
Bσ
h
|χh(s;σ)|2|ψ1,h(t)|2|u1(h−1/2B1/2σ t; ξ)|2 (1− tk(s))dsdt ,
where∫
R×R+
|χh(s;σ)|2|ψ1,h(t)|2|u1(h−1/2B1/2σ t; ξ)|2 dsdt
≤ τ(h)−1
∫
R
∣∣∣∣χ(s− στ(h)
)∣∣∣∣2 ds ∫
R+
|u1(h−1/2B1/2σ t; ξ)|2 dt
= h1/2B−1/2σ ,
and similarly,∫
R×R+
|χh(s;σ)|2|ψ1,h(t)|2|u1(h−1/2B1/2σ t; ξ)|2 tk(s)dsdt
= O(h1/2τ(h)) = O(h7/8) .
Coming bak to (5.22) and (5.24), we get that,
0 ≤ SN (σ; ξ) ≤ Bσ
h1/2
+O(h−1/8) .
Implementing the above estimate in (5.23), we dedue the following lower
bound,
N∑
j=1
〈
eiφσ/hu˜j,h(σ) , Hh,Bσ,R×R+e
iφσ/hu˜j,h(σ)
〉
L2(R×R+)
≥ −h
1/2B
3/2
σ
2pi
∫
R
[
µ1(ξ)− b
Bσ
]
−
dξ −O(h7/8) ,
and onsequently, upon integrating with respet to σ (reall that u˜j,h(σ) is
supported in {0 ≤ s− σ ≤ τ(h) : s ∈ [0, |∂Ω| [ }),∫ N∑
j=1
〈
eiφσ/hu˜j,h(σ) , Hh,Bσ,R×R+e
iφσ/hu˜j,h(σ)
〉
L2(R×R+)
dσ
≥ −
∫ |∂Ω|
0
h1/2B
3/2
σ
2pi
∫
R
[
µ1(ξ)− b
Bσ
]
−
dξdσ −O(h5/8) . (5.25)
Realling the denition of Bσ = B(Φ
−1
t0
(σ, 0)), the integral on the r.h.s.
above is atually nothing but
h1/2
2pi
∫
∂Ω
(
B(x)3/2
∫
R
[
µ1(ξ)− b
B(x)
]
−
dξ
)
dx .
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Therefore, when olleting (5.8), (5.10), (5.13), (5.15), (5.21) and (5.25), we
dedue nally the desired bound,
N∑
j=1
〈fj , Hfj〉
≥ −h
1/2
2pi
∫
∂Ω
∫
R
B(x)3/2
[
µ1(ξ)− b
B(x)
]
−
dξdx−O(h9/16) , (5.26)
uniformly with respet to N and the orthonormal family {fj}.
5.3. Upper bound.
Coherent states for the urved boundary.
Let σ ∈ |∂Ω|2pi S1 (identied with ∂Ω through a parametrization of the bound-
ary). Let φ = φσ be the gauge funtion from Lemma 2.5. With Φ = Φt0
being the oordinate hange near the boundary, let Bσ = B(Φ
−1(σ, 0)) i.e.
the magneti eld at the boundary point parameterized by σ. Let nally,
χ ∈ C∞(R) be a positive, smooth, have suppχ ⊂ R+, and be normalized
suh that
∫
R
χ2(s) ds = 1. Dene χh(s) for s ∈ [0, |∂Ω| [ to be
χh(s) := τ(h)
−1/2χ(s/τ(h)) ,
and extend χh to be a |∂Ω|-periodi funtion. Setting
f˜j((s, t);h, σ, ξ) :=(
Bσ
h
)1/4
e−iξs
√
Bσ/huj
(√
Bσ
h
t; ξ
)
e−iφσ/hχh(s− σ)ψ1,h(t) , (5.27)
we getby the oordinate transformation Φthe following funtion in Ω(t0),
fj(x;h, σ, ξ) = f˜j(Φ(x);h, σ, ξ). (5.28)
We will onsider fj as a funtion on all of Ω by extension by zero to Ω\Ω(t0).
Let Πbndj (h, σ, ξ) be the operator with integral kernel
Πbndj (h, σ, ξ)(x, x
′) = fj(x;h, σ, ξ)fj(x′;h, σ, ξ). (5.29)
In terms of the projetors onstruted in (4.9), Πbndj (h, σ, ξ) is expressed as
follows,
Πbndj (h, σ, ξ) = ψ1,hU
−1
Φ e
−iφσ/hχh(· − σ)Πj(h,Bσ ; ξ)eiφσ/hχh(· − σ)UΦ ψ1,h .
Then
tr[Πbndj (h, σ, ξ)] =
∫
Ω
|fj(x;h, σ, ξ)|2 dx
=
∫∫ ∣∣f˜j((s, t);σ, ξ)∣∣2(1− tk(s)) dsdt
≤ (1 + τ(h)‖k‖∞)
∫∫ √
Bσ
h
∣∣uj(√Bσ
h
t; ξ
)∣∣2τ(h)−1χ2(s− σ
τ(h)
) dsdt
= (1 + τ(h)‖k‖∞) . (5.30)
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Also, using Lemma 2.5,
tr[Ph,ΩΠ
bnd
j (h, σ, ξ)] = qh,Ω
(
fj(·;h, σ, ξ)
)
≤ (1 + ε)
∫
|(h∇− iBσA0)eiφf˜j(h, σ, ξ)|2 dsdt
+ Cε−1
(
τ(h)4 + h2
) ∫ |f˜j(h, σ, ξ)|2 dsdt
≤ (1 + ε)(Bσ
h
)1/2 ∫
χ2h(s− σ)
×
∣∣∣(h∇− iBσA0)e−iξs√Bσ/huj(√Bσ
h
t; ξ
)∣∣∣2 dsdt
+
[
(1 + ε)
h2
τ(h)2
+ Cε−1(τ(h)4 + h2)
]
≤ (1 + ε)µ1(ξ)hBσ + C
[ h2
τ(h)2
+ ε−1(τ(h)4 + h2)
]
. (5.31)
Let M(h, σ, ξ, j) be a funtion with 0 ≤M ≤ 1, and write
γ =
∞∑
j=1
∫∫
M(h, σ, ξ, j)Πbndj (h, σ, ξ)
dσdξ
2pi
√
h/Bσ
. (5.32)
Then, learly 0 ≤ γ as an operator on L2(Ω). We will prove that
γ ≤ (1 + ‖k‖∞τ(h)) . (5.33)
Consider g ∈ L2(Ω) and dene g∂ = g1{dist(x,∂Ω)≤τ(h)}. Then
〈g | γg〉 = 〈g∂ | γg∂〉,
so we may assume that g = g∂ , i.e. that supp g ⊂ {x : dist(x, ∂Ω) ≤ τ(h)}.
We alulate,
〈g | γg〉 =
∑
j
∫∫
M(h, σ, ξ, j)
×
∣∣∣∣∫ g˜(s, t)f˜j(s, t;h, σ, ξ)(1 − tk(s)) dsdt∣∣∣∣2 dσdξ2pi√h/Bσ . (5.34)
We estimate from above by replaing
∫∫
M ×| · |2 by ∫∫ 1×| · |2 in the above
expression. Then we use the fat that uj(·; ξ) is an orthonormal basis of
L2(R+) for all ξ. Next we evaluate the ξ (Fourier) integral, whih beomes∫ ∞
−∞
e−iξ(s−s
′)
√
Bσ/h = 2pi
√
h/Bσ δ(s − s′) . (5.35)
After inserting these two results, (5.34) beomes
〈g | γg〉 ≤
∫
σ∈∂Ω
∫
s∈∂Ω
∫
t∈R+
|g˜(s, t)|2(1− tk(s))2
τ(h)−1χ2(
s− σ
τ(h)
)ψ21,h(t) dsdtdσ. (5.36)
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We do the σ-integration rst. The normalization of χ implies that the result
is
〈g | γg〉 ≤
∫
s∈∂Ω
∫
t∈R+
|g˜(s, t)|2(1− tk(s))2ψ21,h(t) dsdt
≤ (1 + τ(h)‖k‖∞)
∫
Ω
|g(x)|2 dx .
That nishes the proof of (5.33).
Let K > 0. We hoose the funtion M = MK · 1{j=1}, with MK being
the harateristi funtion of the set
{(σ, ξ) ∈ |∂Ω|
2pi
S
1 × R : b
Bσ
− µ1(ξ) ≥ 0, |ξ| ≤ K} .
Let γK be the orresponding density matrix. We alulate,
tr[(Ph,Ω − bh)γK ]
=
∫∫
MK(h, σ, ξ)
(
qh,Ω(f1(·;h, σ, ξ)) − bh‖f1(·;h, σ, ξ)‖L2(Ω)
)
≤
∫∫
MK(h, σ, ξ)
{
(1 + ε)µ1(ξ)hBσ − bh(1− τ(h)‖k‖∞)
+ C
[ h2
τ(h)2
+ ε−1(τ(h)4 + h2)
]} dσdξ
2pi
√
h/Bσ
≤ −
∫ K
−K
∫ |∂Ω|
0
[
µ1(ξ)hBσ − bh
]
−
dσdξ
2pi
√
h/Bσ
+ h(ε‖B‖L∞(∂Ω) + τ(h)‖k‖∞)|∂Ω|2K
√
‖B‖L∞(∂Ω)
2pi
√
h
+ C
[ h2
τ(h)2
+ ε−1(τ(h)4 + h2)
]
|∂Ω|2K
√
‖B‖L∞(∂Ω)
2pi
√
h
.
The hoie
τ(h) = h3/8 , ε = h1/4 ,
yields an error term whih is ontrolled by CKh3/4. Therefore,
tr[(Ph,Ω − bh)γK ]
≤ −
√
h
2pi
∫ K
−K
∫ |∂Ω|
0
B3/2σ
[ b
Bσ
− µ1(ξ)
]
+
dσdξ + CKh3/4 . (5.37)
Sine K an be hosen arbitrarily large, this implies the upper bound in
Theorem 1.1.
6. Proof of Theorem 1.4
6.1. Lower bound. We follow the strategy of the proof of Theorem 1.1.
Let H = Ph,Ω − bh− ah3/2. We seek a uniform lower bound of
〈fj , Hfj〉 ,
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for any orthonormal family {f1, f2, . . . , fN} in D(H). Using the notation of
Setion 5, we write (see (5.6)),
N∑
j=1
〈fj , Hfj〉 =
2∑
k=1
N∑
j=1
〈fj , ψk,h(H − Vh)ψk,hfj〉 . (6.1)
The term orresponding to k = 1 is a boundary term and is estimated exatly
as in Setion 5 (see also (5.26)), the extra term ah3/2 being inluded in the
error term. Notie that the loalization error h2τ−2 = h5/4 ≫ h3/2, so the
ah3/2-term an be inorporated without hange to the argument. Therefore,
the following lower bound holds,
N∑
j=1
〈fj , ψ1,h(H − Vh)ψ1,hfj〉 ≥
− h
1/2
2pi
∫
∂Ω×R
b3/2 [µ1(ξ)− 1]− dξds(x)−O(h9/16) . (6.2)
Next, we estimate the interior term orresponding to k = 2. Let us in-
trodue a loalization funtion χ ∈ C∞0 (B(0, 1)) suh that ‖χ‖L2(R2) = 1.
Dene
χh(x; z) =
1
ζ(h)
χ
(
x− z
ζ(h)
)
, ∀ x ∈ Ω, ∀ z ∈ R2 ,
where ζ(h) ∈]0, 1[ is to be hosen later. Let us notie that
χh(x; z) = 0 ∀ x ∈ Ω , ∀ z ∈ Ω+B(0, ζ(h)) .
Then we get, using the standard loalization formula,
N∑
j=1
〈fj , ψ2,h(H − Vh)ψ2,hfj〉
=
∫
R2
N∑
j=1
〈fj , ψ2,hχh(x; z)(H −Wh)ψ2,hχh(x; z)fj〉 dz , (6.3)
where Wh(x) = Vh(x) + h
2
∫
R2
|∇xχ(x; z)|2dz.
The term orresponding to Wh will be estimated using a Lieb-Thirring
inequality. Let δ ∈]0, 1[ to be hosen later, and write,
〈fj , ψ2,hχh(x; z)(H −Wh)ψ2,hχh(x; z)fj〉
= (1− δ)〈fj , ϕ(x; z)Hϕ(x; z)fj 〉
+ δ〈fj , ϕ(x; z)(Hb,R2 − δ−1Wh)ϕ(x; z)fj〉 , (6.4)
where
Wh(x) = 1Ω(x)
(
δah3/2 + Vh(x) + h
2
∫
R2
|∇xχ(x; z)|2dz
)
,
ϕh(x; z) = ψ1,h(x)χh(x; z) ,
and Hb,R2 = −(h∇−ibA0)2−bh is the self-adjoint operator ating in L2(R2).
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As explained in (5.5), the variational priniple yields (i.e. Lemma 2.2),
δ
N∑
j=1
〈fj , ϕ(x; z)(Hb,R2 − δ−1Wh)ϕ(x; z)fj〉 ≥
δtr
(
(Hb,R2 − δ−1Wh)1]−∞,0[(Hb,R2 − δ−1Wh)
)
.
To estimate the last term, we use the Lieb-Thirring inequality of Lemma 2.1.
Thus we get,
δ
N∑
j=1
〈fj , ϕ(x; z)(Hb,R2 − δ−1W−1h )ϕ(x; z)fj〉
≥ −Cδ
(∫
R2
(
b[−h−1δ−1Wh]− + [−h−1δ−1Wh]2−
)
dx
)
≥ −C
(
δah1/2 +
h
τ(h)
(
1 + δ−1
h
τ(h)2
)
+
h
ζ(h)2
(
1 + δ−1
h
ζ(h)2
))
.
Reall that we have already xed a hoie of
τ(h) = h3/8 .
So, for the other parameters, hoosing
ζ(h) = h3/16 , δ = h1/8 ,
we get that the term on the r.h.s. above is of order h5/8 = o(h1/2). Integrat-
ing with respet to z ∈ Ω+B(0, ζ(h)), we get,
δ
∫ N∑
j=1
〈fj , ϕ(x; z)(Hb,R2 − δ−1Wh)ϕ(x; z)fj〉 dz
≥ −C|Ω|h5/8 = o(h1/2). (6.5)
Now we alulate the leading order term. Reall the family of projetors
(ΠLp )p≥1 on the Landau levels introdued in Subsetion 4.1. We write,
N∑
j=1
〈fj , ϕ(x; z)Hϕ(x; z)fj〉
=
∞∑
p=1
N∑
j=1
〈fj , ϕ(x; z)HΠLp (h, b)ϕ(x; z)fj 〉
=
∞∑
p=1
N∑
j=1
〈fj , ϕ(x; z)(2(p − 1)bh − ah3/2)ΠLp (h, b)ϕ(x; z)fj〉
≥ −[a]+h3/2
N∑
j=1
〈fj , ϕ(x; z)ΠL1 (h, b)ϕ(x; z)fj〉 .
The operator ϕ(x; z)ΠL1 (h, b)ϕ(x; z) is positive. Therefore,
N∑
j=1
〈fj , ϕ(x; z)ΠL1 (h, b)ϕ(x; z)fj〉 ≤ tr
(
ϕ(x; z)ΠL1 (h, b)ϕ(x; z)
)
.
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Using (4.1),
tr
(
ϕ(·; z)ΠL1 (h, b)ϕ(·; z)
)
=
b
2pih
∫
Ω
ϕ2(x; z) dx ≤ 1 .
Hene, upon integrating w.r.t. z ∈ Ω+B(0, ζ(h)), we onlude the following
lower bound,
(1− δ)
N∑
j=1
〈fj , ϕ(x; z)Hϕ(x; z)fj〉 ≥ −h
1/2b[a]+
2pi
(1− δ)
∫
R2
∫
Ω
ϕ2(x; z) dx dz
≥ −h
1/2b|Ω|
2pi
[a]+ −O(h5/8) . (6.6)
Combining (6.1)-(6.4), (6.5) and (6.6), we get the following lower bound,
N∑
j=1
〈fj , Hfj〉 ≥ −h
1/2b|Ω|
2pi
[a]+ −O(h5/8) ,
whih is what we desire to prove.
6.2. Upper bound. We just onstrut a trial density γ = γint + γbnd and
estimate tr (Hγ). We take γint to be
γint = ψ2
(
dist(·, ∂Ω)
4h3/8
)∫
R2
χh(·; z)ΠL1 (h, b)χh(·; z)dz ψ2
(
dist(·, ∂Ω)
4h3/8
)
,
and γbnd exatly as given in (5.32).
Notie that γbnd and γint at as diret sums sine their integral kernels
have disjoint support.
By alulating tr (Hγ) = tr (Hγint) + tr (Hγbnd) we will get the desired
upper bound. The alulation of tr(Hγbnd) has already been arried out in
Setion 5.3. In order to alulate tr (Hγint), we dene,
ϕ(x; z) := ψ2
(
dist(x, ∂Ω)
4h3/8
)
χh(x; z) , γ(z) = ϕ(·; z)ΠL1 (h, b)ϕ(·; z) .
Then,
tr (Hγint) =
∫
tr (Hγ(z)) dz .
Sine ΠL1 is a projetor, it follows that,
tr (Hγ(z)) = tr
(
Hϕ(x; z)ΠL1 (h, b)ϕ(x; z)
)
= tr
(
ΠL1 (h, b)ϕ(x; z)Hϕ(x; z)Π
L
1 (h, b)
)
.
Using the following loalization formula:
〈Hχf , χf〉 = Re 〈χHf , χf〉+ h2‖ |∇χ|2f ‖2 ,
∀ χ ∈ C∞0 (Ω) , ∀ f ∈ D(H) ,
we dedue that
tr
(
ΠL1 (h, b)ϕ(x; z)Hϕ(x; z)Π
L
1 (h, b)
)
=
Re
[
tr
(
ΠL1 (h, b)ϕ(x; z)
2HΠL1 (h, b)
)]
+ tr
(
ΠL1 (h, b)Vh(x; z)Π
L
1 (h, b)
)
,
(6.7)
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where
Vh(x; z) = h
2 |∇ϕ(x; z)|2 .
Using that the trae is yli, we get
tr
(
ΠL1 (h, b)ϕ(x; z)
2HΠL1 (h, b)
)
= tr
(
ϕ(x; z)HΠL1 (h, b)ϕ(x; z)
)
, (6.8)
tr
(
ΠL1 (h, b)Vh(x; z)Π
L
1 (h, b)
)
= tr
(√
VhΠ
L
1 (h, b)
√
Vh
)
. (6.9)
Now HΠL1 (h, b) = −ah3/2ΠL1 (h, b). Therefore, we get,
tr
(
ϕ(x; z)ΠL1 (h, b)HΠ
L
1 (h, b)ϕ(x; z)
)
= −ah3/2tr (ϕ(x; z)ΠL1 (h, b)ϕ(x; z)) .
Notie now that, (reall that ϕ(x; z)ΠL1 (h, b)ϕ(x; z) is a kernel operator),∫
R2
tr
(
ϕ(x; z)ΠL1 (h, b)ϕ(x; z)
)
dz
=
b
2pih
∫
Ω
∣∣∣∣ψ2(dist(x, ∂Ω)4h3/8
)∣∣∣∣2 dx
=
b
2pih
∫
Ω
(
1−
∣∣∣∣ψ1(dist(x, ∂Ω)4h3/8
)∣∣∣∣2
)
dx
=
b
2pih
(
|Ω| −
∫
Ω
∣∣∣∣ψ1(dist(x, ∂Ω)4h3/8
)∣∣∣∣2 dx
)
.
The funtion ψ1
(
dist(x,∂Ω)
4h3/8
)
being supported in Ω(4h3/8), its L2 integral
beomes small of the order O(h3/8). Therefore, oming bak to (6.8), we get
nally,∫
R2
tr
(
ϕ(x; z)ΠL1 (h, b)HΠ
L
1 (h, b)ϕ(x; z)
)
dz = −ab|Ω|
2pi
h1/2 +O(h5/8) .
(6.10)
We need next to estimate the trae (6.9). Atually,
tr
(√
VhΠ
L
1 (h, b)
√
Vh
)
=
b
2pih
∫
Ω
Vh(x) dx
≤ bh
pi
∫
Ω
(
|∇χh|2 +
∣∣∣∣∇ψ2(dist(x, ∂Ω)4h3/8
)∣∣∣∣2
)
dx
≤ C bh
pi
(
ζ(h)−2 + h−3/8
)
.
Choosing ζ(h) = h3/16 then oming bak to (6.9), we get,
tr
(
ΠL1 (h, b)Vh(x; z)Π
L
1 (h, b)
)
= O(h5/8) . (6.11)
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We integrate (6.7) w.r.t. z ∈ Ω + B(0, ζ(h)) and we substitute (6.10) and
(6.11) in the resulting formula to get,
tr(Hγint) =
∫
tr
(
ΠL1 (h, b)ϕ(x; z)Hϕ(x; z)Π
L
1 (h, b)
)
dz
= −ab|Ω|
2pi
h1/2 +O(h5/8) .
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