INTRODUCTION
With the rapid development of the Internet, even if the current network bandwidth has persistently being improved, the new applications continue to expand, making the rapid growth of network traffic as a network congestion, restricting the development of network applications [1] [2] [3] [4] [5] . A direct result of network bandwidth congestion, delay and throughput of other network QoS index down, the lower utilization of network resources, making it difficult to provide good service quality assurance in the area of the network parameters on the particular sensitivity and tolerance demanding business applications [6] [7] [8] [9] [10] . Thus, it has a significance to solve the problem of net congestion and quality of the net service effectively.
Generally, TCP seeks to provide reliability for data transmitted between two hosts and it is trying to provide reliable data transmission between two entities. TCP applies set of rules to handle lost in packets resulted from physical errors in transmission or because of the congestion in cross traffics [11, 12] . In recent days, demand to provide reliable data transmission over Internet traffics or cellular mobile systems becomes very important. TCP represents the prevailing protocol that provide reliability to data transferring in all end-to-end data stream services on the Internet and a lot of new networks [13] [14] [15] [16] . Usually, it's difficult to determine the available bandwidth for TCP packets flow [17] . In fact, Problem is very complex due to the effects of the congestion control of TCP and the network dynamics [18] , which make the proceedings of exact allocation for the packets flow complicated. The approved mechanism to detect the optimum bandwidth to send packets from TCP sender is congestion control [19] . The understood of TCP behavior and the approaches to enhance the performance of TCP in wireless channels have been many difficulties and challenges. Considerable researches dealt with in detail many proposed development and mechanisms to raise the efficiency of the performance of TCP, and some of these problems already solved, but many others are still open.
Network congestion control and quality of service are two closely related research topics, they are also one of the most difficult hotspots in the area of network research.
The network congestion is one of the important factors that affects the QoS guarantee. As a crucial method to avoid and control network congestion, it is not only the critical factor of network performance and efficiency improvement, but also the premise and basis to improve network QoS. In this paper, We use the network congestion control as a starting point to study the fair and effective control technology, and support network to provide certain QoS guarantees. In the next section, we introduce bandwidth estimation and AIMD control. In Section III we propose an new congestion control algorithm. In Section IV, In order to check effectiveness of algorithm, we design an experiment. In Section V we conclude the paper and give some remarks.
II. BANDWIDTH ESTIMATION MODEL AND AIMD CONTROL

A. Bandwidth Estimation Model
A lot of network bandwidth estimation algorithm and its improved version appeared in recent years, in order to enhance model scheme of the performance of TCP control. Among them, usually bandwidth estimation scheme based on end-to-end estimates network available bandwidth based on the historical information of the TCP connection. Congestion window cwnd and threshold ssthresh can adjust adaptively according to estimated available bandwidth, which is shown in (1) .
min RTT is minimum back and forth time delay of TCP connection. Bwe is estimated value of available bandwidth. Because above estimates may appear the problem of high bandwidth, many scholars put forward JOURNAL OF NETWORKS, VOL. 8, NO. 9, SEPTEMBER 2013 2107 many filtering technology. However, mathematical method has proved that no matter using how complex filter method, directly sampling bandwidth for filtering is a biased estimate and it is difficult to obtain precise bandwidth estimation. Bandwidth estimation is divided into two kind of way, passive and active estimation. Active estimation is to send probe packets from the terminal to the network and then to estimate the available bandwidth according to the probe packets delivery situation. This will produce new detection data traffic and increase network overhead to some extent, even will therefore cause the new congestion occur. And passive estimation feedback information using network state of TCP mechanism itself. RTT and ACK do not take up additional network traffic, therefore receive more attention. In short, the complex mechanism of TCP protocol implementation and RTT value are difficult to estimate. Such as RTT parameter factor, it plays a very important role in the network bandwidth measurement or estimation. Especially in a heterogeneous network environment, accurate estimation of the heterogeneous network available bandwidth is still a branch worth researching. Because TCP throughput is affected not only by their control parameters, such as packet size, but also by other network factors. It is very difficult to accurately deduce the TCP throughput model. In general given some of the assumption and premise condition, we can calculate corresponding description model of the TCP throughput which have the guiding significance of the research on TCP. Assuming that the receiver returns an ACK signal after receiving a packet, meaning that receiver sends a ACK after receiving two data packets. The throughput model is as follows.
This model gives the upper bound of the model based on several aspects. one is to assume that the TCP sender takes the packet loss as the congestion signal and the congestion window cwnd is reduced by half. Secondly it is assumed that during each RTT back and forth time, cwnd increases by one. Thirdly it is assumed that when the cwnd is W, the packet misses and when cwnd is less than or equal to w, the loss will not occur. (2) is to describe mathematical relation model between the throughput of TCP connection loss rate under steady state, which does not take into consideration the fact that a TCP timeout retransmission.
Under steady state, loss is reflected by repeating of ACK. Assuming when that data packet sender received three duplicate ACK, cwnd is reduced by half and go into the congestion avoidance phase. When the packet is lose at this time, the sender receives an ACK and cwnd increases by 1/w. The length of data packet is 1. 
. (5) min e w Bwe RTT  .
min RTT is transmission delay of TCP flow. RTT is average back and forth time of TCP flow. Loss is reflected by repeating ACK and timeout is taken into account.
. (7) The final throughput expression is (8). T is time used when retransmit occurs. p is loss rate. When p is small, retransmission of the lost packets is mainly completed by fast retransmission. TCP timeout retransmission situation is less, so throughput calculated by several model is basically the same. If loss rate is big, timeout situation of TCP quickly increases. Throughput decreases quickly, that is because groups appear in TCP congestion window. Through the analysis of the simple model and complex model, complex model considers the influence factors comprehensively and the bandwidth estimation calculation is more accurate. So in full consideration of ACK and timeout retransmission, throughput and bandwidth estimation is high. In spite of the complex model involves more influence parameters, choosing the appropriate parameter values is difficult and its own estimation accuracy advantages is more effective to decision-making in heterogeneous network environment. Based on these reasons, here we consider the estimation of network bandwidth using the complex model.
B. AIMD Control
TCP congestion control is based on Additive-Increase Multiplicative-Decrease algorithm. Every time of back and forth, congestion window value increases by a. When the network congestion occurs, the congestion window drops (1-b) times of the current value. a is additive factor and b is multiplicative factor. The TCP version is TCP Reno with a = 1 and b = 1/2. TCP Reno takes a reactive passive congestion control mode and the sender launches congestion control mechanism only when detecting the network congestion. The sender reduces congestion window value by half after receiving 3 repeated response or the congestion window reduces to 1 after timeout. Because adopting passive congestion control for network congestion, the data retransmission is difficult to effectively restrain. TCP Reno's main advantage lies in its dynamic response. When the network congestion does not occur, it can use the useful resources in the network. When the network congestion occurs, it can dramatically reduce the data transmission speed and quickly alleviate the network congestion. Because of this, volatile of its data transmission speed is big and resource utilization is restricted. Because when it is in the steady state, its congestion window on average value is about 0.75 times of the maximum congestion window. When a and b values are smaller based on AIMD (a, b) congestion control, in the steady state the data sending rate volatility is smaller and bandwidth utilization is high. Because its congestion window on average value is about (2-b)/2 times of maximum congestion window value. But its dynamic responses of the network is bad and can't quickly use the useful resources in the network. When the network congestion occurs, it can not quickly reduce data sending rate to ease network congestion. Congestion window based on AIMD (a, b) congestion control is shown in Fig. 1. In Fig. 1 , cwnd is congestion window. For each back and forth time delay RTT t , congestion window value increases by a. When the network congestion occurs, congestion window value reduces to (1-b) times of current value.
Congestion period T is experienced time of two adjacent congestion. S is the total number of sending groups in a congestion period and mean data transmission rate in a congestion period is ab R .
(1 )
(
Mean data transmission rate 1,0.5 R based on AIMD
(1,0.5) is shown in (13).
1,0.5
When a and b meet the condition shown in (14), congestion control based on AIMD (a,b) and congestion control based on AIMD(1,0.5) have the same mean data transmission rate under the same congestion control period.
Congestion window based on AIMD (a, b) and based on AIMD (1,0.5) is shown in Fig. 2 and from the figure, (15) can be concluded.
Based on above AIMD (a, b) response function analysis, this paper will use double AIMD (a, b) congestion control method in change of controlling congestion window. Under the condition of (9), adjust a and b, which makes the change of the congestion window gent. This can effectively alleviate the network congestion to improve the performance of TCP.
III. A NEW CONGESTION CONTROL ALGORITHM
Network congestion control algorithm based on AIMD (a,b) can obtain different control mechanism when a and b take different values. When a and b pick up value, it can greatly reduce the volatility of data sending rate and make full use of network resources. Based on the above reasons, we feedback information according to the network situation. we adjust the sending window value and take different control strategy under different network environment, based on state parameter model. According to network state (bandwidth, transmission rate, packet loss rate) parameters, determine network current state and according to different state implement the corresponding network congestion control strategy.
If TCP flow just switch into fast network status, namely fast transient, it rapidly increase the congestion window value to a specific value. The value is related to current value of estimated bandwidth. If the TCP flow just switch to slow network status, the slow transient, it quickly will reduce value of the congestion window down to a specific value. If the TCP flow is in a slow network state, namely the slow steady state, the congestion control process is the same as Reno. If the TCP flow is in a rapid network state, namely quick steady state, it uses AIMD (a,b) congestion control method.
State transition diagram is shown in Fig. 3 . If the current network link bandwidth is increasing multiple of available bandwidth when the front feedback signal ACK arrives, switch into the fast network and network is in rapid switch transient. The network congestion window cwnd rapidly increases to a certain value. If network is in rapid transient above a certain setting time threshold, the status change 2 occurs. The network implement mechanism according to the control based on AIMD (a, b). If the current network link bandwidth is negative multiple of available bandwidth when the front feedback signal ACK arrives, switch into the slow network and network is in slow switch transient. The network congestion window cwnd rapidly reduces to a certain value. If network is in slow transient above a certain setting time threshold, the status change 4 occures. The network implement mechanism according to the control based on TCP Reno. When TCP switches between networks, especially when switching between slow and fast network, TCP only correctly determines the current state of the network, it can make corresponding response to improve the utilization rate of network resources. This requires that the TCP can accurately judge the current network state. At present there are many bandwidth estimation methods and for a connection, if the more information is available, and the estimation result is more accurate which is able to more effectively and fairly use network resources. This is principle of all bandwidth estimation techniques following. In order to improve estimation accuracy, measurement of RTT is calculated by (16 T is four repeated ACK feedback signal. We use average loss interval algorithm to estimate current network loss rate of TCP flow. ii . Expectation of loss interval (1, ) sn is calculated by (17) . 
8 n  , 1 w to 8 w is 1, 1, 1, 1,1 , 0.8, 0.6, 0.4. Loss rate is defined as (19) .
When the sender receives three duplicate ACK or exceeding the retransmission limit, whoever first emerged, the two events are recorded as a packet is lost. In both cases, based on the TCP Reno retransmission process the lost packets are transmitted again. When using state variables similar to TCP, it is easy to detect three repetitive ACK in the sending end and detection of packet loss caused by timeout is difficult, especially when there does not exist timeout timer. We establish state 
i r is sending speed. Congestion window adjustment to achieve equity strategy based on bandwidth estimation is as follows.
Begin If current data packet is received successfully Bwe is available bandwidth estimation and t w is congestion window of sender at time t . Our proposed method is as follows.
Step1. Estimate available bandwidth of current network according to (8) .
Step2. Determine network status according to estimation value of bandwidth.
If the available bandwidth is increasing multiple of available bandwidth when the front ACK signal arrives, it switches into fast network status and network is in fast switch transient. Congestion window is adjusted as (22).
If the available bandwidth is negative multiple of available bandwidth when the front ACK signal arrives, it switches into slow network status and network is in slow switch transient. Congestion window is adjusted as (23).
Step3. According to step 2 determine the current network state to adjust the congestion window value. If the network switch is in rapid switch transient, after adjusting network congestion window goes into the fast steady state condition and according to AIMD (a, b) to control network congestion. If the network is slow switch transient, after adjusting congestion window network goes into the slow steady state condition and using TCP Reno control congestion. 
IV. EXPERIMENT AND ANALYSIS
In the simulation we investigate performance of Improved-TCP and TCP Reno under the condition of monophyletic data flow and multi-source data flow. The main index to evaluate the performance of algorithm is average throughput and retransmission probability. Average throughput is throughput value of unit time of the transmitted data flow. Retransmission probability is retransmitted data packet value of some TCP connection in unit time. Topology structure of scene is shown in Fig.   4 . Network1 is slow network and network2 is fast network. Bandwidth of fast network is  times of slow network and 10   . The connection of sender starts from 0 and simulation time is 200s in scene 1. Data flow arrives destination port D by router node 1 through slow network l in period of 0-50s. In time 50s switching between network occurs. From 50s to 150s, data flow arrives destination port D by router node 1 through fast network 2. In time 150s, it switches into slow network 1 and arrives destination port through network 1 from 150s to 200s. In time 200s, the simulation ends. The Comparison of average throughput for the scene 1 is shown in Fig. 5 . Maximum throughput of Improved-TCP flow is 27Mbps and maximum throughput of TCP Reno flow is 25Mbps. After the simulation stops, Improved-TCP throughput is 11 Mbps and TCP Reno throughput is 9.6 Mbps. We can see that average throughput of Improved-TCP is higher than that of TCP Reno, which suggests that Improved-TCP makes good use of network resources. The Comparison of retransmission probability for the scene 1 is shown in Fig.  6 . Retransmission probability of Improved-TCP is lower than that of TCP Reno and Improved-TCP can avoid unnecessary retransmission packets. Multi-source heterogeneous network topology is shown in Fig. 7 . Bandwidth of rapid network is multiples of 10 times of that of slow network. Network1 is slow network and network2 is fast network. There are four links and each TCP connection starts from the beginning of the zero moment and the simulation time is 200s. All the data flow in the network arrives the receiving end by routing node R through network1 in 0s to 50 s period. In time 50s network switches and the data flow in the network arrives the receiving end by routing node R through network2 in 50s to 150s period. In time 150s, it switches into network1 and simulation stops in time 200s. The average throughput of Improved-TCP for the scene 2 is shown in Fig. 8 and the average throughput of TCP Reno for the scene 2 is shown in Fig. 9 . In slow network state, performance of throughput of Improved-TCP is similar to that of TCP Reno. But in fast network 2, throughput of Improved-TCP is higher. That is because Improved-TCP uses smaller a and b and network volatility is relatively flat, so bandwidth utilization rate increases accordingly.
V. CONCLUSIONS
This paper presents an active congestion control based on model bandwidth estimation to solve the problem of heterogeneous network switching. Combining the dual AIMD algorithm, an improved TCP port control scheme is given. The mechanism is small and easy to implement. In steady state, the system makes the data sending rate volatility is small with less congestion having high resource utilization. When system is in the switching transient, the sender determines the current state of the data flow and adjust the congestion control method. It can quickly uses the available resources in the network and can quickly reduce the data sending rate to alleviate the network congestion. At the same time improved control mechanism effectively achieve the fair competition of resource and can improve the utilization of network resources.
