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values of modified Macdonald polynomials at roots of unity.
We give a combinatorial proof of the formula, via a result by
Haglund–Haiman–Loehr, for some special classes of partitions,
including two-column partitions.
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1. Introduction
The aim of the present article is to give a combinatorial proof of a factorization formula for the
modified Macdonald polynomials at roots of unity. The factorization formula was verified by the
first two authors of this article [1] in terms of the theory of symmetric functions. On the other hand,
Haglund–Haiman–Loehr [6] give a combinatorial description for themodifiedMacdonald polynomials
using certain tableau statistics. In this article, we give a direct proof of the factorization formula via
the description of Haglund–Haiman–Loehr in terms of tableau statistics, when the corresponding
partitions are of some special cases, including two-column partitions. The result has made its first
appearance in a proceeding paper of FPSAC 2008 without proof [2]. This article is a full version which
supplies a complete proof of the result.
Macdonald [11] introduced a family {Pµ(x; q, t)} of symmetric polynomials with two parameters
q, t indexed by partitions µ of positive integers, called Macdonald polynomials. The Macdonald
polynomials form a basis for the ring of symmetric functions in variables x = x1, x2, . . . , with
coefficients in the field Q(q, t). Let Jµ(x; q, t) be the integral form of Pµ(x; q, t) [10]. Then our
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main object, the modified Macdonald polynomials H˜µ(x; q, t), is defined by applying some change of
variables, called a plethystic substitution. This polynomial H˜µ(x; q, t) gives the Frobenius characteristic
of the character of a certain doubly-gradedmodule for the symmetric group, called theGarsia–Haiman
module corresponding to µ [4,7]. When q = 0, the modified Macdonald polynomials H˜µ(x; 0, t)
coincide with the modified Hall–Littlewood polynomials Q ′µ(x; t), and the polynomials Q ′µ(x; t) enjoy
a remarkable property [9], called the factorization formula. In [1], it is generalized to the modified
Macdonald polynomials H˜µ(x; q, t), which is proved in terms of symmetric functions, as in the case
of the modified Hall–Littlewood polynomials. See [12] for related topics.
In [6], Haglund, Haiman and Loehr obtained a direct combinatorial description of the modified
Macdonald polynomials H˜µ(x; q, t) using two tableau statistics, the inversion index and the major
index. We can expect to prove our factorization formula directly from Haglund–Haiman–Loehr’s
combinatorial description for H˜µ(x; q, t). In this article, we will give a direct proof of the factorization
formula for the case where µ is a partition with a tail of the form (1l) or (2l).
Throughout this article, |X | denote the cardinality of a finite set X , and we use French notation for
depicting partitions (Young tableaux).
2. Preliminaries
In this section, we summarize notation which we use throughout this paper. Letµ be a partition of
a positive integer n. We identifyµwith its Young diagram [10], which is also denoted byµ. A filling of
µ is a map T :µ→ Z>0, which assigns a positive integer to each cell ofµ. The set of all fillings onµ is
denoted by Fµ. For a cell c = (i, j) of µ, Tc = Ti,j denotes the image of c under the map T . We define
xT to be the product

c∈µ xTc for the set of commuting variables x = x1, x2, . . . For a monomial w in
the variables x, we define Fµ(w) to be the set {T ∈ Fµ | xT = w}.
Let T :µ → Z>0 be a filling of a partition µ. For i ≥ 2, a cell (i, j) of µ is called a descent of T if
Ti−1,j < Ti,j. For each integer i ≥ 2, let Desi(T ) denote the set of descents in the i-th row of µ, and
Des(T ) = i≥1 Desi(T ) the set of all descents, where we set Des1(T ) = ∅. Let arm(c) and leg(c)
denote the arm length and the leg length [10] of a cell c ofµ, respectively. For i ≥ 2, we define armi(T )
to be the sum

c∈Desi(T ) arm(c) of arm lengths of the cells c ∈ Desi(T ). We also set arm1(T ) = 0. The
major indexmajµ(T ) is defined by
majµ(T ) =

c∈Des(T )
(1+ leg(c)).
For i ≥ 1, we define a partial major indexmaji(T ) by
maji(T ) =

c∈Desi(T )
(1+ leg(c)).
Hence we have maj1(T ) = 0 and majµ(T ) =
l(µ)
i=1 maji(T ).
Two cells b = (i, j), c = (i′, j′) of µ are said to attack each other if either
(1) they are in the same row: i = i′, or
(2) they are in consecutive rows, with the cell in the upper row strictly to the right of the one in the
lower row: i = i′ + 1 and j′ < j.
For i ≥ 1, let Att′i(µ) (resp. Att′′i+1(µ)) be the set of reading-ordered attacking pairs of µ in the i-th row
(resp. in the i-th and (i + 1)-th row) satisfying the condition 1 (resp. 2), i.e., {((i, j), (i, j′))|1 ≤ j <
j′ ≤ µi} (resp. {((i+ 1, j), (i, j′))|1 ≤ j′ < j ≤ µi+1}). We set Att′′1(µ) = ∅. We define Att(µ) to be the
set of reading-ordered attacking pairs (b, c) on µ, i.e., Att(µ) =i(Att′i(µ) ∪ Att′′i (µ)).
Let Inv(T ) denote the set of pairs of cells (b, c) in Att(T ) satisfying Tb > Tc , and let Inv′i(T ) =
Inv(T )∩Att′i(µ), Inv′′i (T ) = Inv(T )∩Att′′i (µ) for each i ≥ 1. (Thus Inv′′1(T ) is always empty.) Now the
inversion invµ(T ) of T is defined to be
invµ(T ) := |Inv(T )| −

c∈Des(T )
arm(c).
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If we set invi(T ) =
Inv′i(T ) + Inv′′i (T ) − armi(T ) for each i ≥ 1, then we have invµ(T ) =l(µ)
i=1 invi(T ).
Example 2.1. For
T =
1
4 7
3 2
5 6
,
Des2(T ) = ∅,Des3(T ) = {(3, 1), (3, 2)},Des4(T ) = ∅; arm2(T ) = 0, arm3(T ) = 1 + 0 =
1, arm4(T ) = 0;maj2(T ) = 0,maj3(T ) = 2 + 1 = 3,maj4(T ) = 0,majµ(T ) = 0 + 3 + 0 =
3; Inv′1(T ) = ∅, Inv′2(T ) = {((2, 1), (2, 2))}, Inv′3(T ) = ∅, Inv′4(T ) = ∅; Inv′′2(T ) = Inv′′4(T ) =∅, Inv′′3(T ) = {((3, 2), (2, 1))}; inv1(T ) = 0, inv2(T ) = 1 + 0 − 0 = 1, inv3(T ) = 0 + 1 − 1 =
0, inv4(T ) = 0+ 0− 0 = 0, invµ(T ) = 0+ 1+ 0+ 0 = 1.
3. The formulas for modified Macdonald polynomials
In this section, we review some combinatorial formulas for the modified Macdonald polynomials.
Let Jµ(x; q, t) denote the integral form ofMacdonald polynomials Pµ(x; q, t). ThemodifiedMacdonald
polynomial H˜µ(x; q, t) is a symmetric polynomial obtained by applying to Jµ(x; q, t) a certain change
of variables x → x/(1− t), called a plethystic substitution:
H˜µ(x; q, t) = tn(µ)Jµ

x
1− t−1 ; q, t
−1

,
which corresponds to substituting variables x = (x1, x2, . . .) by x/(1 − t) = (x1, tx1, t2x1, . . . ;
x2, tx2, t2x2, . . . ; . . .), then replacing t by 1/t and multiplying by tn(µ). See [7] for precise
information on plethystic substitutions. The modified Macdonald polynomials H˜µ(x; q, t) have a
purely combinatorial description. The following formula was conjectured by Haglund [5], and was
verified by Haglund–Haiman–Loehr [6]:Hµ(x; q, t) = 
T∈Fµ
qinvµ(T )tmajµ(T )xT . (1)
Let us consider a partitionµ = (1m12m2 · · · dmd), and fix positive integers l and r satisfyingmr ≥ l.
Let ζl be a primitive l-th root of unity. Note that the Young diagram of µ contains an r × l rectangle
(r l) as a subdiagram. Let ν be the partition whose Young diagram is the Young diagram obtained
by subtracting the rectangle (r l) from the Young diagram µ, i.e., mi(ν) = mi(µ) if i ≠ r , and
mr(ν) = mr(µ)− r .
When q = 0, the modified Macdonald polynomials coincides with the modified Hall–Littlewood
polynomial Q ′µ(x; t). Lascoux–Leclerc–Thibon [9] show that the polynomial Q ′µ(x; t) enjoys the
following factorization property when t = ζl:
Q ′µ(x; ζl) = Q ′(r l)(x; ζl)Q ′ν(x; ζl).
In [1], it is shown that LLT’s factorization formula can be generalized to the modified Macdonald
polynomials:Hµ(x; q, ζl) = H(r l)(x; q, ζl)Hν(x; q, ζl). (2)
However the proof in [1] is based on the theory of symmetric functions. Haglund–Haiman–Loehr’s
formula (1) gives a possibility for a combinatorial (or bijective) proof of the factorization formula
(2). Let T be a filling of µ. If mr(µ) ≥ l, then the Young diagram of µ contains a rectangle (r l) as a
subdiagram. Let us consider the case where µ is the disjoint union of a Young diagram ν and (r l). We
writeµ = ν ⊔ (r l) to denote it. Let us fix a bijection π : ν ⊔ (r l)→ µ. Then, for T ∈ Fµ, it is natural to
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identify a map T ◦ π with an element of Fν ×F(r l). We denote this identification by π∗. For example,
in the case where r = l = 2 and ν = (32),
π∗
 2 21 43 3 4
1 2 3
 =  3 3 41 2 3 , 2 21 4

,
where π : ν ⊔ (r l) → µ is the natural bijection. For each monomial w, it is obvious that the map
π∗:Fµ ∋ T → T ◦ π ∈ Fν × F(r l) induces a bijection
π∗:Fµ(w)→

(w′,w′′):w=w′w′′
Fν(w
′)× F(r l)(w′′).
Since we have HHL’s formula (1), τ in Problem 3.1 implies the factorization formula forHµ(x; q, t) at
t = ζl.
Problem 3.1. For each monomialw, find a bijection
τ :Fµ(w)→ Fµ(w)
such that, writing π∗(T ) = (T1, T2),
majµ(τ (T )) ≡ majν(T1)+maj(r l)(T2)(mod l),
invµ(τ (T )) = invν(T1)+ inv(r l)(T2).
4. The case of thick hooks, or young diagrams with tails
Let ν be a partition with l(ν) = k and νk ≥ r . We call a partition µ = ν ⊔ (r l) a thick hook. In
this section, we consider the case when µ is a thick hook ν ⊔ (r l) with r = 1 or 2 and l(ν) = k, and
π : ν ⊔ (r l)→ µ is the natural bijection.
Remark 4.1. Let T ∈ Fµ, and π∗(T ) = (T1, T2) ∈ Fν×F(r l). Thus the (k+1)-th row of T corresponds
to the first row of T2. It should be noted that, even though the set Desk+1(T ) is not necessarily empty,
the corresponding set of cells Des1(T2) is always empty. If i ≠ k+ 1, then
Desi(T1) = π−1(Desi(T )), Desi(T2) = π−1(Desk+i(T )).
We should also note that the same holds for Inv′i(T ) (all i) and Inv
′′
i+1(T ) (i ≥ 1 with i ≠ k).
Consequently, we have the following identity:
invµ(T ) = invν(T1)+ inv(r l)(T2)+
Inv′′k+1(T )− armk+1(T ). (3)
4.1. The case of ‘normal’ hook, i.e., r = 1
In this subsection, we consider the case of partitions with a tail of the form (1l), which includes the
case where µ is an ordinary hook µ = (h, 1, . . . , 1), h ≥ 1.
Let T be a filling on such a partitionµ and (T1, T2) = T ◦π . In this case, it is clear that Att′′k+1(T ) =
Inv′′k+1(T ) = ∅. For b = (k + 1, 1) ∈ µ (where k = l(ν)), which is the unique potential member of
Desk+1(T ), wehave arm(b) = 0.Hence armk+1(T ) = 0,which implies invµ(T ) = invν(T1)+inv(1l)(T2)
by (3). Since
majν(T1)+ l |{(i, j) ∈ Des(T1)|j = 1}| + l |Desk+1(T )| +maj(1l)(T2) = majµ(τ (T )),
we obtain majµ(T ) ≡ majν(T1) + maj(1l)(T2)(mod l). Taking τ as the identity map id on µ, we have
the following theorem.
Theorem 4.2. Let ν be a partition (ν1, . . . , νk) with νk ≥ 1. For µ = ν ⊔ (1l), let π : ν ⊔ (1l) → µ
and π∗:Fµ → Fν × F(1l) be as above. Then the identity map τ = id on Fµ satisfies the condition
of Problem 3.1 with respect to π∗.
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4.2. The case of ‘thickish’ hook, i.e., r = 2
In this subsection, we consider the case when r = 2. First we define two conditions to define τ .
Then we define the map τ and show Theorem 4.12, which is proved in Section 4.3.
Definition 4.3 (Condition xAx). A filling T is said to satisfy the condition xAx in the i-th and (i+ 1)-th
rows if one of the following conditions is satisfied:
a ≤ A < b, b ≤ A < a,
where Ti+1,1 = a, Ti+1,2 = b, and Ti,1 = A.
Remark 4.4. For a filling T , the condition xAx in the i-th and (i + 1)-th rows is equivalent to the
following condition: there exist integers a, b and A such that {Ti+1,1, Ti+1,2} = {a, b}, Ti,1 = A, and
a ≤ A < b.
Remark 4.5. Let T and T ′ satisfy Ti+1,1 = T ′i+1,2, Ti+1,2 = T ′i+1,1, and Ti,1 = T ′i,1. If T satisfies the
condition xAx in the i-th and (i + 1)-th rows, then T ′ satisfies the condition xAx in the i-th and
(i+ 1)-th rows.
Definition 4.6 (Condition xXxX).A filling T is said to satisfy the condition xXxX in the i-th and (i+1)-th
rows if one of the following conditions is satisfied:
a ≤ A < b ≤ B, A < b ≤ B < a,
b ≤ A < a ≤ B, A < a ≤ B < b,
a ≤ B < b ≤ A, B < b ≤ A < a,
b ≤ B < a ≤ A, B < a ≤ A < b,
where Ti+1,1 = a, Ti+1,2 = b, Ti,1 = A, and Ti,2 = B.
Remark 4.7. For a filling T , the condition xXxX in the i-th and (i + 1)-th rows is equivalent to the
following condition: there exist integers a, b, A and B satisfying the following:
• a ≤ A < b ≤ B or A < b ≤ B < a;
• {Ti+1,1, Ti+1,2} = {a, b};• {Ti,1, Ti,2} = {A, B}.
Remark 4.8. Let T and T ′ satisfy Ti+1,1 = T ′i+1,2, Ti+1,2 = T ′i+1,1, Ti,1 = T ′i,1, and Ti,2 = T ′i,2. If T satisfies
the condition xXxX in the i-th and (i+ 1)-th rows, then T ′ satisfies the condition xXxX in the i-th and
(i+ 1)-th rows.
Definition 4.9. For a filling T on µ = ν ⊔ (2l)with k = l(ν), we define τ(T ) as the filling obtained by
the following procedure.
Input A filling T and k.
Procedure
◃ Initialization of variables
(a) i ←− k,
(b)T ′ ←− T .
◃ If T ′ satisfies the condition xAx in the i-th row and the (i+ 1)-th row do
(a) swap the two values in the (i+ 1)-th row of T ′,
(b) i ←− i+ 1.
else return T ′.
◃ While T ′ satisfies the condition xXxX in the i-th row and the (i+ 1)-th row do
(a) swap the two values in (i+ 1)-th row of T ′,
(b) i ←− i+ 1.
Output The filling T ′.
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Example 4.10. Let r = 2 and l = 4. We construct τ(T ) from T as follows (note that k = 1):
T =
3 5
2 6
1 3
2 4
3 8 5
 
3 5
2 6
1 3
4 2
3 8 5
 
3 5
2 6
3 1
4 2
3 8 5
 
3 5
6 2
3 1
4 2
3 8 5
= τ(T ).
Remark 4.11. It follows from Remarks 4.5 and 4.8 that τ is an involution. It is clear that xT = xτ(T ).
Hence τ :Fµ(w)→ Fµ(w) is a bijection.
Theorem 4.12. For µ = (ν1, . . . , νk, 2l) = ν ⊔ (2l) such that νk ≥ 2, let π : ν ⊔ (2l)→ µ, π∗:Fµ →
Fν ×F(2l) be as above. Then τ defined in Definition 4.9 satisfies the condition of Problem 3.1with respect
to π∗.
4.3. Proof of Theorem 4.12
Let (T1, T2) = T ◦ π . We shall prove Theorem 4.12, that is, we prove majν(T1) + maj(2l)(T2) ≡
majµ(τ (T ))(mod l) and invν(T1)+ inv(2l)(T2) = invµ(τ (T )). We prepare some lemmas.
Lemma 4.13. Let T and T ′ satisfy Ti+1,1 = T ′i+1,2, Ti+1,2 = T ′i+1,1, and Ti,1 = T ′i,1. If T satisfies the
condition xAx in i-th and (i+1)-th rows, then it follows that Inv′i+1(T ) = invi+1(T ′) and Inv′i+1(T ′) =
invi+1(T ).
Proof. Let Ti+1,1 = T ′i+1,2 = a, Ti+1,2 = T ′i+1,1 = b, Ti,1 = T ′i,1 = A, and a ≤ A < b. It is clear from
the definition that
Inv′i+1(T ) = 0, Inv′i+1(T ′) = 1, Inv′′i+1(T ) = 1, and Inv′′i+1(T ′) = 0. Since
arm(c) = 0 for rightmost boxes c , we also have armi+1(T ) = 0, armi+1(T ′) = 1. By definition, we
have
invi+1(T ′) =
Inv′i+1(T ′)+ Inv′′i+1(T ′)− armi+1(T ′),
and it is straightforward to show that invi+1(T ′) =
Inv′i+1(T ). Also, similar computation shows that
invi+1(T ) =
Inv′i+1(T ′). 
Lemma 4.14. If T does not satisfy the condition xAx in the i-th and (i + 1)-th rows, then Inv′i+1(T ) =
invi+1(T ).
Proof. Since invi+1(T ) =
Inv′i+1(T )+Inv′′i+1(T )−armi+1(T ), it is enough to show that Inv′′i+1(T )−
armi+1(T ) = 0. If a, b ≤ A, then
Inv′′i+1(T ) = armi+1(T ) = 0. If a, b > A, then Inv′′i+1(T ) =
armi+1(T ) = 1, which completes the proof. 
Lemma 4.15. Let T and T ′ satisfy Ti+1,1 = T ′i+1,1 = a, Ti+1,2 = T ′i+1,2 = b, Ti,1 = T ′i,2 = A, and
Ti,2 = T ′i,2 = B. Assume that T satisfies one of the following:
a, b ≤ A, B, a ≤ A, B < b,
A, B < a, b, b ≤ A, B < a.
Then it follows that Desi+1(T ) = Desi+1(T ′), Inv′′i+1(T ) = Inv′′i+1(T ′), and Inv′i+1(T ) = Inv′i+1(T ′). In
particular, we have |Desi+1(T )| =
Desi+1(T ′).
Proof. It is clear that Inv′i+1(T ) = Inv′i+1(T ′). In the case when a, b, A and B satisfy the condition,
b > A if and only if b > B. Hence Inv′′i+1(T ) = Inv′′i+1(T ′). Similarly a > A if and only if a > B, which
implies Desi+1(T ) = Desi+1(T ′). 
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Lemma 4.16. Let T and T ′ satisfy Ti+1,1 = T ′i+1,1 = a, Ti+1,2 = T ′i+1,2 = b, Ti,1 = T ′i,2 = A, and
Ti,2 = T ′i,1 = B. Assume that T satisfies one of the following:
A < a, b ≤ B, or B < a, b ≤ A.
Then |Desi+1(T )| =
Desi+1(T ′), and invi+1(T ) = invi+1(T ′).
Proof. Let us assume that B < a, b ≤ A. Let T and T ′ satisfy Ti+1,1 = T ′i+1,1 = a, Ti+1,2 = T ′i+1,2 = b,
Ti,1 = T ′i,2 = A, and Ti,2 = T ′i,1 = B. Then the sets Desi+1(T ) and Desi+1(T ′) respectively consist of the
box of b and a, which implies armi+1(T ) = 0, and armi+1(T ′) = 1. While the set Inv′′i+1(T ) is empty,
Inv′′i+1(T ′) consists of the pair of boxes where b and B lie. Since Inv
′
i+1(T ) = Inv′i+1(T ′), it is clear from
definitions that |Desi+1(T )| =
Desi+1(T ′) = 1, invi+1(T ) = invi+1(T ′) = Inv′′i+1(T ). 
Lemma 4.17. Assume that T satisfies the condition xXxX in the i-th and (i + 1)-th rows. Let T and T ′
satisfy Ti+1,1 = T ′i+1,2, Ti+1,2 = T ′i+1,1, Ti,1 = T ′i,2, and Ti,2 = T ′i,1. Then it follows that |Desi+1(T )| =Desi+1(T ′), and invi+1(T ) = invi+1(T ′).
Proof. It is clear that |Desi+1(T )| =
Desi+1(T ′). We show invi+1(T ) = invi+1(T ′), i.e.,Inv′′i+1(T )+ Inv′i+1(T )− armi+1(T ) = Inv′′i+1(T ′)+ Inv′i+1(T ′)− armi+1(T ′).
Let us consider for example the following case: Ti+1,1 = T ′i+1,2 = a, Ti+1,2 = T ′i+1,1 = b,
Ti,1 = T ′i,2 = A, Ti,2 = T ′i,1 = B, and a ≤ A < b ≤ B. We see directly from the definition thatInv′′i+1(T ) = 1, Inv′i+1(T ) = 0, armi+1(T ) = 0, Inv′′i+1(T ′) = 0, Inv′i+1(T ′) = 1, armi+1(T ′) = 0,
which proves the identity in this case. A similar computation shows the lemma for each of the
remaining seven cases. 
Lemma 4.18. If Ti,1 ≠ Ti,2, then T satisfies the condition xXxX or one of the conditions in Lemmas 4.15
and 4.16.
Proof. Routine. 
Lemma 4.19. In Algorithm 4.9, the swapping of the value in the (i + 1)-th row when the i-th and the
(i+ 1)-th rows satisfy the condition xXxX does not change the statistic maji+1 and invi+1.
Proof. If the i-th and the (i + 1)-th rows satisfy the condition xXxX , then the values of the (i + 1)-
th row are different from each other, which implies the i-th and the (i + 1)-th rows satisfy the
condition xXxX or the conditions in Lemmas 4.15 and 4.16. Hence it follows from Lemmas 4.15–4.17
that invi+1(T ) = invi+1(τ (T )). The lemmas also imply |Desi+1(T )| = |Desi+1(τ (T ))|. In this case,
maji+1(T ) = (k + l − i) |Desi+1(T )| and maji+1(τ (T )) = (k + l − i) |Desi+1(τ (T ))|. Hence we have
maji+1(T ) = maji+1(τ (T )), which completes the proof. 
Let (T1, T2) = T ◦ π . Now, by Lemmas 4.13, 4.14 and 4.19, it follows that
invν(T1)+ inv(2l)(T2) = invµ(τ (T ))
and that
majν(T1)+ l |{(i, j) ∈ Des(T1)|j ≤ 2}| + l |Desk+1(T )| +maj(2l)(T2) = majµ(τ (T )),
which imply Theorem 4.12.
Remark 4.20. The (q, t)-Kostka polynomials Kλ,µ(q, t) are the coefficients of the expansion ofHµ(x; q, t) in the Schur basis, which are polynomials in q, t with non-negative integer coefficients [7].
When µ is a two-column partition, i.e., a partition of the form (2r1n−2r), these polynomials are well-
studied [13] and combinatorially interpreted with rigged configurations in [3]. In [14,8], we can find
another approach using statistics on Young tableaux.
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