Abstract-Zero-shot learning, which aims to recognize new categories that are not included in the training set, has gained popularity owing to its potential ability in the real-word applications. Zero-shot learning models rely on learning an embedding space, where both semantic descriptions of classes and visual features of instances can be embedded for nearest neighbor search. Recently, most of the existing works consider the visual space formulated by deep visual features as an ideal choice of the embedding space. However, the discrete distribution of instances in the visual space makes the data structure unremarkable. We argue that optimizing the visual space is crucial as it allows semantic vectors to be embedded into the visual space more effectively. In this work, we propose two strategies to accomplish this purpose. One is the visual prototype based method, which learns a visual prototype for each visual class, so that, in the visual space, a class can be represented by a prototype feature instead of a series of discrete visual features. The other is to optimize the visual feature structure in an intermediate embedding space, and in this method we successfully devise a multilayer perceptron framework based algorithm that is able to learn the common intermediate embedding space and meanwhile to make the visual data structure more distinctive. Through extensive experimental evaluation on four benchmark datasets, we demonstrate that optimizing visual space is beneficial for zero-shot learning. Besides, the proposed prototype based method achieves the new state-of-the-art performance.
I. INTRODUCTION
I N the past decade, the field of image recognition has been revolutionized by the emergence of learned deep representations [1] , [2] , [3] . However, most of the popular recognition frameworks rely on a sufficient number of training samples, and the learned recognition algorithms only can be operated in a limited condition where the categories are included in the training set. In reality, training a particular model for each class is infeasible due to the insufficient training instances. On one hand, long-tailed distribution [4] , [5] arises in the frequencies of observing objects, that some popular categories have a large number of instances while some other categories have few or even no instances for training. On the other hand, new concepts are ever-growing, for which collecting and labeling sufficient large training sets for each category could be difficult and expensive. In these circumstances, training an effective classification system for newly appeared categories that are not included in the training set is necessary for the use of the learned model in the realworld applications. (email: wangxinsheng@stu.xjtu.edu.cn; pangsm@xjtu.edu.cn; zhujh@mail.xjtu.edu.cn; zhongyuli@xjtu.edu.cn; zhiqiangtian@mail.xjtu.edu.cn; yaochenli@mail.xjtu.edu.cn).
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Class centroids
Fig. 1 . Illustration of visual feature distribution from three different categories, i.e. Cat, Tiger and Leopard. In some cases, the inter-class variation is even smaller than the intra-class. Even the class centroids are not discrimitive enough as they may be closer with instances from other classes than some from the same class.
Inspired by the learning mechanism of human on the recognition of new instances, zero-shot learning (ZSL) [6] , [7] , [8] has been proposed and received a significant amount of interest. Humans are able to recognize new objects with the help of attribute descriptions and some related background knowledge. For instance, with knowledge of "horse" and "blackand-white stripe", when we are told that "zebras are horse like animals united by their distinctive black-and-white striped coats" we can recognize a zebra even if we never seen a zebra before. This is because we can associate the side information "horse like" and "black-and-white stripe" with zebras. Similarly, the key idea of ZSL is to capture the relationship between the knowledge contained in the seen and unseen instances with the help of side information which is also called auxiliary information.
Auxiliary information of ZSL is usually expressed in a high dimensional vector space called semantic space where seen and unseen classes are related. Class attribute vectors [9] , [10] , [11] and word vectors [12] , [13] , [14] are most adopted as semantic representations in the semantic space. Given a set of visual features and semantic representations of the seen classes, the task of ZSL is to learn a joint embedding space where both visual features and semantic representations can be compared directly. With the learned projection functions, the visual features and semantic representations of the unseen test classes can be mapped into the embedding space, in which the recognition can be conducted by simple search of the nearest neighbor class prototype for each test instance.
Recent researches found that taking the visual space as the embedding space is favorable for the ZSL, because of its ability on alleviating the hubness problem [15] , [16] . However, the
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visual instance features are discretely distributed in the visual space and each class contains numerous instance features. This means that the embedded semantic vector of one class should try to be closer to every visual instance features of the same class. The problem is that the visual features learned by CNNs are not always discriminative enough for discriminating the intra-or inter-class relationship. As illustrated in Fig. 1 , the intra-class distance is sometimes even larger than the interclass distance, and this significantly inhibits the learning of embedding functions.
Realizing this situation, this work proposes two methods, which try to learn the visual prototypes and to optimize the visual data structure respectively. Concretely, the visual prototype based method learns a class prototype for visual features of each class, thus an embedded semantic feature just need to be closer to its corresponding visual prototype rather than every visual feature of the same class. In addition, the visual prototype learned by the cross-entropy loss is more discriminative than the visual feature centroid of one class gotten by an average way. As for the second method in this work, we propose a flexible multilayer perceptron framework that not only maps both visual features and semantic representations into an intermediate embedding space, but also ensures a better embedded visual data structure. In this method, the network is trained with ranking loss and structure optimizing loss. Specifically, the ranking loss encourages matched image feature and attribute representation pairs have high similarities, while the structure optimizing loss is to make image pairs in the same category have smaller distance than those from different categories. To sum up, our contributions are:
• Propose a visual prototype based method for ZSL, in which the visual space is composed by visual feature prototypes instead of the visual instance features. With the cross-entropy loss, the proposed learnable visual prototypes are more discriminative than the visual centroids.
• Propose a simple and effective visual space optimization framework for ZSL, which is able to optimize the distribution structure of visual features during the embedding process. Combined with the proposed structure optimizing function, two kinds of embedding loss, including simple ranking loss and bi-directional ranking loss are considered for ZSL.
• Evaluate both of the proposed methods extensively on several popular datasets for ZSL, including AwA1 [6] , AwA2 [17] , CUB [18] and SUN [19] , and the results show that the proposed methods achieve the state-of-theart performance. The rest of this paper is organized as follows: Section 2 covers the related work on zero-shot learning, embedding space and information preservation in the zero-shot learning. Section 3 describes the proposed approach in detail. Sections 4 and 5 present the experimental evaluation and related discussions respectively. Finally, the paper is concluded in Section 6.
II. RELATED WORKS
In this section, we first give an overview of zero-shot learning, and then we briefly discuss the embedding space and data structure preservation in the zero-shot learning task.
A. Zero-shot learning
In the ZSL task, the seen categories in the training set and the unseen categories in the testing set are disjoint. In fact, ZSL can be seen as a subfield of transfer learning [20] , [21] , as the key idea of ZSL is to transfer the knowledge contained in the training resources to the task of testing instance classification. Early ZSL works [6] , [9] , [22] follow an intuitive way to object recognition that makes use of the attributes to infer the label of an unseen test image. Recently, learning an embedding function that maps the semantic vectors and visual features into an embedding space, where the visual features and semantic vectors can be compared directly, shows outstanding performance and has been the most popular method [23] , [24] , [25] , [26] . After the projection, nearest neighbor searching methods can be used to find the most similar class attribute vector for the test instance, and the discovered attribute corresponds to the most likely class. The embedding based method is adopted in this work.
Most recently, unseen class information is used to get better performance in the ZSL task [27] , [28] , [29] , [30] , [31] , [32] , [33] . For instance, in the work [27] , unseen information is employed to assist aligning of the visual-semantic structures. As another example, some recent works [29] , [30] , [31] , [32] , [33] adopt generative models to enlarge synthesized labeled examples from the unseen classes, and consequently, these examples can be assisted to train a better projection model. Furthermore, a related scenario is the transductive zeroshot learning [34] , [35] , [36] , [23] , which assumes that the unlabeled samples from unseen classes are available during training. However, those works to some extent breach the strict ZSL settings that the testing resources should not be accessed in the training stage. In our work, we make no use of unseen classes information and consider only the seen resources are available at training time.
Compared with the strict ZSL, there is a more realistic and challenging task which is called generalized zero-shot learning (GZSL). Its targets include both seen and unseen categories. The problem of GZSL is proposed at the very beginning of ZSL work [6] , and most of the above mentioned literatures evaluate their methods on both ZSL and GZSL settings. In this work, we also take GZSL into account.
B. Embedding space
The choice of the embedding space is a key to the success of a ZSL model. Semantic space is often chosen as the embedding space in lots of researches [37] , [38] , [39] , [40] . Owing to the advantage that each class is represented by one semantic vector in the semantic space, taking the semantic space as the embeddding space is helpful for the better embedded visual data structure. However, on the downside, this strategy will significantly shrink the variance of the data points and thus aggravate the hubness problem [15] , [16] . To alleviate this problem, some recent works [16] , [41] choose the visual space as the embedding space and map the semantic vectors to the visual space. However, using the visual space as embedding space faces a new problem. Instance features in the visual space are not distributed in an ideal structure due to the possibility of large inter-class similarities and small intra-class similarities. Common intermediate embedding space is also popular in the literature [42] , [43] . Besides, more than one projection method can be realized in some works [27] , [44] , [23] in the testing process. For instance, in the work [27] , an intermediate aligned space is learned using the class prototypes, and the recognition can be conducted in all three space, namely the visual space, the semantic space and the intermediate space.
In those embedding strategies, the intermediate embedding space makes it possible to adjust data structures both of semantic vectors and visual features. Thus, the intermediate embedding space strategy is adopted in the proposed visual space optimization based method. Considering the intrinsic superiority of using the visual space as embedding space on alleviating the hubness problem [41] , the intermediate space in this method is closer to the visual space instead of being equivalent to visual space and semantic space. Besides, in order to take the visual space as the embedding space with more discriminative structure, the other method proposed in this work is to learn the visual feature prototypes, so that each visual class can be represented by one visual prototype instead of numerous discrete visual features.
C. Structure preservation
Since there is a huge gap between visual and semantic spaces, the learned model tends to not discover the intrinsic topological structure when maps the data into the embedding space. Some works [25] , [27] , [44] , [23] , [45] , [46] , [47] , [48] , [49] , [24] , [50] have been conducted to keep the data structure during the projection. Manifold learning is a popular method used to keep the data structure in the ZSL [45] , [46] , [47] , [48] , [49] . Taking the visual space as the embedding space, the work [26] introduces an auxiliary latent-embedding space with manifold regularization to reconcile the semantic space with the visual feature space, which can preserve the intrinsic data structural information of both visual and semantic spaces.
Encoder-decoder paradigm has been taken to preserve the data structure in recent works [25] , [44] , [23] , [24] , [50] . In SAE [44] , the encoder is used to learn a projection from the feature space to a semantic space and the decoder tries to reconstruct the original visual features. During the test, the unseen visual features can be projected to the semantic space by the encoder, or reverse projection can be realized by the decoder. Based on this work, LESAE [24] adds the low-rank constraint for the learned embedding space in the encoder and get better performance. DIPL [23] extends the encoderdecoder method in a transductive learning ZSL task. The work of [25] conducts the encoder-decoder process with a multilayer perceptron framework, and three class relations, namely same class, semantically similar class and semantically dissimilar class based on the semantic similarity are considered to preserve the semantic vector structure in the embedding space.
However, most existing ZSL methods, which put much attention on keeping the original visual structure, neglect indistinguishable distribution of visual features. In this work, we are not to preserve the original visual feature structure like previous works but to optimize it. As illustrated in Fig. 2 , we propose two strategies to address the indistinguishable distribution of features in the visual space. One is to learn the visual prototypes with which one class in the visual space can be represented by one visual prototype feature rather than discrete instance features. The other is to optimize the visual data structure that makes the distance of embedding visual feature pairs in same class closer and make instances from inter classes have obvious boundaries.
III. ZSL WITH VISUAL PROTOTYPES
denote semantic vectors of q unseen classes U = {u 1 , u 2 , . . . , u q }. The seen and unseen classes are disjoint, i.e. S ∩ U = φ. x (s) i is a d-dimension image feature from one seen class. The training set is given as
lsi is the semantic vector of the i-th image, and N s denotes the total sample number in the training set. Similarly, the testing set with total sample number of N u is given as
is a visual vector of the i-th image in the testing set, and y
lui ∈ R k×1 is the corresponding unseen semantic representation with the label lu i ∈ {1, 2, . . . , q}. Given a new sample from the unseen class, the goal of the ZSL is to predict the correct class of the given sample with a learned model which is trained only with samples from seen classes.
B. Learning visual prototypes
In the light of that each class in the visual space is composed by numerous instance features, we tend to use a visual prototype to represent visual features of one class. Intuitively, the visual feature centroids obtained by averaging visual features of each class can be adopted directly to work as visual prototypes. However, due to the defective instance feature distribution, as shown in Fig. 1 , the centroid of features average is also not discriminative enough and it may have small distance with several instances from other classes. Therefore, we propose a learnable strategy to learn the visual prototypes via backpropagation. The visual prototypes are denoted as z i where i ∈ {1, 2.., p} represents the index of the classes.
We take the visual prototypes learning process as a prototypebased classification problem. The difference is that we take nothing for the visual features but only update the prototypes themselves. Given an visual feature x i , the similarity of the visual feature with the visual prototype z j can be denoted as:
where sim (·, ·) is a similarity function, such as consine similarity and inner product, and the latter is adopted in this work. Then, we use the Softmax to get the final prediction confidence:ĥ
With the prediction confidences and corresponding labels, we can train the visual prototypes using the common cross-entropy loss, defined as:
where s i,j is an indicator function for label x i (i.e., one hot encoded vector). It is worth noting that, compared with the traditional classifier training process, we update the visual prototypes rather than the visual features or any networks that process visual features.
With the learned visual prototypes, the semantic vectors can be projected into the corresponding visual prototypes in the visual space via a multilayer perceptron.
C. Embedding the semantic representations
With the learned visual prototypes, we only need to make the embedded semantic vectors close to their corresponding visual prototypes when embedding the semantic representations into the visual space. Thus, the object function for the embedding can be:
where ψ(.) is the embedding function of semantic vectors. In this work, we adopt a multilayer perceptron network to work as the embedding function, and the loss function can be written as:
where W 1 ∈ R M ×k and W 2 ∈ R d×M are the first and second FC layer respectively. M is the dimension of the hidden layer. f (.) denotes the ReLU algorithm. λ emb is the hyperparameter weighting the parameters regularization losses.
D. Recognition
When the semantic embedding function ψ(.) is learned in the training stage, the recognition for the testing set can be realized. Given an image x (u) i from the testing set, the recognition is achieved by finding the unseen class label u j ∈ U according to its semantic vector y
IV. ZSL WITH VISUAL DATA STRUCTURE OPTIMIZATION

A. Network architecture
The aim of this method is to embed the visual features and semantic representations into a common intermediate embedding space, and meanwhile to optimize the structure of visual data. Thus, two kinds of loss functions are included in this part. One is the embedding loss that works to make the matched pairs of visual features and semantic vectors be closer.
The other is the structure optimizing loss for optimizing the visual data structure. For the embedding loss, we consider two specific loss functions: simple ranking loss and bi-directional ranking loss.
According to the adopted specific embedding loss function, we create two different network architectures, as shown in Fig. 3(a) and Fig. 3(b) . These two networks share the same architecture of visual network branch and semantic network branch respectively. Both the semantic and visual embeddings are achieved by a multilayer perceptron framework which is same as that in the prototype based method for semantic embedding. Specifically, the multilayer perceptron takes a k-dimension semantic vector or a d-dimension visual representation as input, and after going through two fully connected (FC) layers + Rectified Linear Unit (ReLU) layers, it outputs a L-dimension embedding vector.
B. Embedding loss
We consider two kinds of functions for the embedding loss. One is called simple ranking loss and the other is the bidirectional ranking loss.
1) Simple ranking loss.: Given a training set with matched pairs of x lsi , the object function is:
where ϕ(.) is the embedding function of visual features and ψ(.) is the embedding function of semantic vectors. According to Fig. 3(a) , the simple ranking loss function for the objection function is as follows:
M1×d and V 2 ∈ R L×M1 are the first and second FC layer of the visual embedding branch. Same as in the Eq. 5, W 1 ∈ R M2×k and W 2 ∈ R L×M2 are FC layers of the semantic embedding branch. L is the dimension in the embedding space. M 1 and M 2 are dimensions of corresponding hidden layers. f (.) denotes the ReLU algorithm.
2) Bi-directional ranking loss.: Given a visual feature x
with a margin of m 1 . Thus we can get a triplet-wise constraint, as follows:
Similarly, given a semantic vector y (s) ls i , the analogous constraints in the other direction can be written as:
. These two constraints can be converted into a margin-based bi-directional ranking loss function:
where α 1 and α 2 are hyperparameters adjusting the value of the margins.
C. Visual data structure optimizing loss
As shown in Fig. 1 , the distribution of instances in the visual space tends to be indistinctive, thus we propose a structure optimizing constraint for the embedding of visual features to optimize the visual data structure. Let N (x . The purpose of the structure optimizing constraint is to enforce the distances between x (s) i and neighborhood points and those outside of the neighborhood satisfy:
The corresponding loss function is described as: where the margin is also defined as a self-adaptive value:
According to the embedding loss whether is the simple ranking loss or the bi-directional ranking loss, the whole loss function can be written as two forms:
(18) where λ 1 and λ 2 are hyperparameters weighting the strengths of the structure optimizing loss against the embedding loss. λ embs1 , λ embs2 , λ embb1 and λ embb2 are hyperparameters weighting the parameters regularization losses.
D. Mining tuples
The proposed algorithm relies on mining appropriate tuples for the training. Given a visual feature x i . The choosing of the negative samples plays an import role for the convergence of the training. In this work, we sample the negative samples in an online fashion, wherein for each iteration a criterion is evaluated, and the hardest negative x is sampled within all semantic vectors instead of within a batch. Then, the tuple sampled for L BRS can be given as y
E. Recognition
Similar with the recognition process in the prototype based method, with the learned visual embedding function ϕ(.) and semantic embedding function ψ(.) and testing image x (u) i , the recognition is achieved by finding the unseen class label u j ∈ U according to its semantic vector y (u) j :
A. Datasets and setting 1) Datasets.: To extensive evaluate our method, we adopt four benchmark datasets in this work. The statistics of these datasets are shown in Table I . Animals with Attributes (AwA1) [6] is a coarse-grained dataset that contains 30,475 images from 50 classes of animals. The semantic representation of each class is give as an 85-dimension manually marked attribute vector. In the original AwA dataset [6] (AwA1), the images are not publicly available. In [17] a new Animals with Attributes2 (AwA2) was introduced with raw images. The AwA2 uses the same 50 animal classes and 85-dimensional attribute vectors as AwA1 data. Both the AwA1 and AwA2 are used to evaluate our model. Caltech UCSD Birds 200-2011 (CUB) [18] is a fine-grained dataset that contains 11,788 images from 200 different types of birds annotated with 312 attributes. The original split for zero-shot learning given by [51] including 150 classes for training and 50 classes for testing. SUN Scene Recognition (SUN) [19] is a fine-grained dataset that contains 14,340 images from 717 type of scenes annotated with 102 attributes. In the original split [22] , 645 classes are used for training and 72 classes for testing.
In the original split of those datasets, some of the testing categories are subset of the ImageNet [52] categories. When the image features are extracted from ImageNet trained models, it will break the assumption of zero-shot learning that the testing categories are never seen in the training stage. To alleviate this problem, new splits that none of the testing categories coincide with ImageNet categories are proposed in [17] . The proposed new split method follows the original class number for training and testing. To eliminate confusions and give a fair comparison, this work strictly use the new split datasets, visual features and attributes provided by [17] . Specifically, the visual features are 2048-dimensional ResNet-101 features and semantic vectors are built by class-level attributes.
2) Protocols.: Top-1 accuracy is adopted for the evaluation of single label image classification accuracy. According to the protocol given by Xian et. al [17] , the zero-shot performance is evaluated based on per-class classification accuracy. Compared with the per-image classification accuracy, this protocol accounts for the imbalances in the target classes and provides a better measurement of the model performance. The evaluation algorithm is as follows:
As mentioned in the related works, GZSL is a more practical and challenging task, since the search space not only includes unseen classes but also includes seen classes during the evaluation stage. To evaluate the performance on GZSL, we use the harmonic mean of seen and unseen accuracy as existing works: H= 2ACC tr × ACC ts ACC tr + ACC ts (21) where ACC tr and ACC ts represent the recognition accuracy of images from seen and unseen classes respectively. The harmonic mean pays more attention on the overall recognition performance, i.e. both of the unseen recognition and the seen recognition, and is able to avoid the effect of much higher seen class accuracy.
3) Implementation details.: The proposed framework is implemented using PyTorch 1 . For the visual prototype based method, we initialize a visual prototype with the average vectors of visual features for each class. Then the visual prototypes can be updated with the loss function Eq. (3). With learned visual prototypes, the embedding framework for the semantic vectors can be learned with the loss function Eq. (5). In practice, we train the visual prototypes and embedding framework in an alternate way. Specifically, every 500 iterations for prototypes learning followed by 1000 iterations for embedding framework training. Details of the training parameters are shown in table II.
In the visual data structure optimization based method, both of attributes and visual features are transformed into the intermediate embedding space with a two-layer multilayer perceptron. Since the hubness problem [53] can be suppressed effectively when the visual space works as the embedding space [41] , we expect the intermediate embedding space to be closer with the visual space. To this end, the weights V 1 and V 2 are initialized to be unit diagonal matrices, so that the initial visual embedding features will be the same as the original visual features. The learning rate for V 1 and V 2 is smaller than that for W 1 and W 2 . With these settings, we can make sure that the learned intermediate embedding space is closer with the visual space. The learning rates and other parameters for training the model on different datasets are listed in table III.
B. Compare with the state-of-the-art
A wide range of existing ZSL models are selected for the performance comparison. Among these models, DAP and IAP [22] , CONSE [54] , CMT [55] , SSE [56] , LATEM [37] , ALE [57] , DEVISE [40] , SJE [39] , ESZSL [38] , SYNC [42] , SAE [44] and GFZSL [58] are mostly compared in lots of recent works, and the corresponding results are directly taken from [17] . Note that even though those methods originally adopted different visual deep features or evaluation methods, they were re-evaluated by [17] using the unified features and evaluation protocol. For a fair comparison, we also exactly utilize the same features and evaluation protocol in this work. Besides, some recent works, including TVN [50] , LESAE [24] , PSR [25] , DCN [28] , and MLSE [59] are also considered. These recent works have excellent performances, but no one can beat all the others on all four datasets. For instance, in the task of ZSL, the MLSE [59] achieves the highest accuracy on datasets of CUB and SUN, whereas the best performances on the datasets of AwA1 and AwA2 are achieved by TVN [50] and LESAE [24] respectively. In this work, we compare the proposed methods with the above on the both tasks of ZSL and GZSL. Since this work adopts the original global visual features and no data augmentation strategy is used, those works that focus on data augmentation [33] , [60] , [61] , [62] , [63] or try to get more distinctive visual features [64] are not considered in the comparison.
1) Performance on zero-shot learning: Table IV presents the zero-shot learning Top-1 accuracy on the four datasets. The mehtods "Proposed-SRS" and "Proposed-BRS" represent the methods with visual data structure optimization, of which the former is the the proposed method using the simple ranking loss and visual structure optimizing loss formulated by Eq. (17), and the latter indicates the method formulated by Eq. (18) which adopts the bi-directional ranking loss along with the visual structure optimizing loss. The "Proposed-VPB" represents the visual prototype based method.
Compared with previous methods, the methods with visual structure optimization show outstanding performance on the ZSL task. As shown in Table IV , the proposed SRS and BRS outperform all existing methods except on the CUB dataset. Specifically, SRS and BRS exceed the best competitive method TVN [50] by 1.2% and 1.4% respectively on the dataset of AwA1. On the AwA2 dataset, SRS and BRS outperform PSR [25] significantly, and the gains are more than 5% in Top-1 accuracy. Compared with the best existing method LESAE [24] , we still enjoy at least 1% gains. On the dataset of SUN, the proposed methods achieve the best accuracy gotten by MLSE [59] . On the dataset of CUB, although the proposed visual structure optimization based methods are inferior to several works [50] , [25] , [28] , [59] , they are superior to other methods. Compared with the simple ranking loss, the bidirectional ranking loss shows only a slight superiority on ZSL. Specifically, the largest gap between the Proposed-SRS and Proposed-BRS is only 0.7% appearing on the CUB dataset. This phenomenon will be discussed in the section of Discussion.
The proposed method based on the visual prototype achieves more outstanding performance. As presented in Table IV , the proposed VPB method only get lower accuracy than SRS and BRS on the CUB dataset, and the same on the dataset of SUN. On datasets AwA1 and AwA2, the VPB exceed the BRS by 3.1% and 3.8%. Compared with the previous best accuracy on AwA1 achieved by TVN [50] , the VPB get 3.5% gains, and the raise is 5.4% on the dataset AwA2 compared with the previous best method LESAE [24] .
2) Performance on generalized zero-shot learning: Table  V reports the result of generalized zero-shot learning on the four datasets. ts refers ACC ts in which the testing samples belong to unseen classes, and tr refers ACC tr wherein the testing samples belongs to seen classes. The target labels for the evaluation of both ts and tr are all classes including seen and unseen. High accuracy on tr and low accuracy on ts means that the method performs well on the seen classes but fails to work well on the unseen classes, which implies the overfitting on the seen classes. The harmonic mean (H) of tr and ts gives the comprehensive evaluation on the GZSL task.
As shown in Table V , the methods based on visual data structure optimization seem not get obvious superiority on the GZSL task compared with previous state-of-the-art methods. Nevertheless, they still show comparable results with most recent works. Practically, the BRS achieves the best harmonic mean accuracy 38.3% on AwA2 compared with all recently proposed methods. On datasets AwA1 and CUB, the proposed BRS is only inferior to DCN [28] with small gaps. The BRS is better than SRS on all the four datasets.
The stimulating is that the proposed method based on the visual prototypes VPB achieves considerable improvement compared with all recently proposed methods. Specifically, the proposed VPB gives a harmonic mean accuracy of 55.6% on AwA1 which is the best result among all the reported methods, and it higher than the previous best result by 16 .5%, which is indeed a huge improvement. The huge increment also appears on the AwA2, where the harmonic mean accuracy is 53.8%, 16.8% better than the exiting best method. One datasets CUB and SUN, the proposed VPB also shows inspiring performance, and it obtains the best accuracy of 40.7% and 37.3% on these two datasets respectively, which are 2% and 7.1% better than the next best methods on CUB and SUN.
C. Ablation study
In this section, we present ablation analysis of the proposed methods on the four datasets. For the proposed methods SRS and BRS, the effectiveness of optimizing the visual structure are conducted. In the visual prototypes based method, the superiority of the learned visual prototypes are analyzed.
1) Effectiveness of optimizing the visual structure: To demonstrate the effectiveness of the visual structure optimizing loss, Table VI displays the performance of the proposed models and corresponding algorithms without it on the task of ZSL. SR and SRS denote the simple ranking loss without and with visual structure optimizing loss, respectively. BR and BRS indicate the bi-directional ranking loss without and with visual structure optimizing loss, respectively. As shown in this table, the item of the visual structure optimizing loss plays a very important role in the proposed framework. The proposed methods are obviously superior to the corresponding methods without optimizing the visual data structure. Specifically, the gap between SR and SRS reaches 7.9% on the CUB dataset, and their minimum gap is 1.1% on the AwA2 dataset. Similarly, the largest gap between BR and BRS achieves 7.7 % on the CUB dataset. The minimum gap appears on the AwA1 dataset, where the BRS is 2.5% higher than the BR. Compared with the results on AwA1 and AwA2 datasets, the visual structure optimization shows a more obvious advantage on the CUB and SUN datasets. According to Table I, these two datasets have more classes compared with the other two datasets. Since the more classes the more chaotic of the visual data structure will be, the proposed method can effectively alleviate this problem. The visual structure optimizing loss also plays an important role in the task of GZSL. As illustrated in Fig. 4 , the harmonic mean accuracy of methods with structure optimizing loss consistently outperform the corresponding methods without structure optimizing loss with improvement from 2.9% to 11.7%. On the datasets AwA1, AwA2, and CUB, the improvement of H achieved by the visual structure optimization is more than 8.0%, whereas the minimum increment appears on SUN, which is different with the performance of visual structure optimization on the task of ZSL. The reason is that, in the more realistic task of GZSL, the ability of models to avoid overfitting on the seen classes plays a critical role. The models without visual structure optimizing loss tend to overfit on the datasets with small classes, e.g. AwA1 and AwA2. As shown in Fig. 4(a) and Fig. 4(b) , the SR and BR get higher tr accuracy but very low ts accuracy compared with SRS and BRS.
2) Performance of learnable visual prototypes: Averaging the visual features of one class to get the visual centroid vector is an intuitive way to get the visual prototype. To test the superiority of the learnable visual prototypes proposed in this work compared with the visual centroid vectors, we compare the performance of centroid based and learned prototype based method on ZSL and GZSL.
Table VII presents the comparison of visual centroid based (VCB) and learned prototype based methods on the task of ZSL. As shown in this table, the learned prototype based method outperforms the centroid based method on most of datasets but fails on SUN. This only failure of learned prototype on SUN is caused by the small proportion of test classes. From Table I , one can see that the test class number only accounts to 10%, which means the test visual features tend to be discriminative, since there will be less possible for the intersection of instance features from different classes. In that case, the centroids naturally give better performance. After all, they are centorids of each class. Anyway, the more persuasive performance of learned prototypes will be conducted on the task of GZSL.
The comparison of VCB and VPB on GZSL is given in 5. In terms of harmonic accuracy, the visual prototype based method gets superior performance over the visual centroid based methods on all four datasets. Concretely, the VPB is better than the VCB by 14.5%, 15.3%, 8.9%, and 10.4% on AwA1, AwA2, CUB, and SUN respectively. It is worth noting that the VCB obtains better tr accuracy but obviously lower harmonic accuracy on the datasets AwA1, AwA2, and CUB than VPB, which indicates that the VCB tends to get overfitting results on the seen classes, whereas the proposed learned visual prototype based method shows outstanding performance on generalization.
VI. DISCUSSION
In terms of the overall performance on the ZSL and GZSL, the prototype based method achieves the most outstanding performance, especially on the task of GZSL. Compared with the direct mapping of the semantic vectors to the visual space, wherein the mapped semantic features need to be optimized according to numerous instance features of the same classes, the prototype based method makes each semantic vector have a clear mapping target, which is the visual prototype feature of the same class instead of a massive instance features. So that even the simple visual prototypes served by the visual centroids can achieve noticeable performance. As shown in Fig.  5 and Table V , the VCB outperforms all previous methods on the datasets of AwA1 and AwA2. However, taking the visual centroids as the visual prototypes tends to overfit on the seen classes, since the interacting distribution of instances features in the visual space brings the fact that the visual centroids may very close to some instance features from other classes. The proposed learnable visual prototypes are more distinctive, which can effectively alleviate the overfitting problem and show excellent performance on the task of GZSL. The visual structure optimizing methods are not good as the visual prototype based method, but they still get conspicuous performance, especially on the ZSL, compared with other existing methods. In the sight of embedding loss, the bidirectional ranking loss pays more attention on making the matched semantic and visual feature pairs closer and nonmatched pairs farther. Intuitively, the bi-directional ranking would obtain a better performance than that of the simple ranking loss. However, as listed in Table IV , there is only a slight improvement using the bi-directional ranking loss compared with the simple one. There may be two reasons for the non-significant advantage of the bi-directional ranking loss. One is that the visual structure optimizing loss constrains the embedding visual features to have a good data structure. Under this condition, extra constraints on the semantic features or visual features are not necessary. The other reason may be that on one hand the bi-directional ranking loss makes the embedding semantic features more discriminative, while on the other hand this discrimination may disturb the relation among different categories. This may be the reason that BR is slightly weaker than SR on the AwA2 dataset. Nevertheless, the bi-directional ranking loss shows obviously better performance on the more realistic task GZSL, as shown in Table V .
VII. CONCLUSION
In this paper, we explore the idea of optimizing visual space for ZSL recognition. To this end, we introduce two methods, one of which is called prototype based method and the other is the visual data structure optimization based method. In the former method, we learns a visual prototype for each visual class, so that the semantic vector can be mapped with the certain visual prototype rather than numerous visual features that discretely distribute in the visual space. In the latter method, accompanied with a embedding loss, the proposed visual structure optimizing loss can effectively improve the performance on the ZSL and GZSL. For the embedding loss, we consider two forms, including a simple ranking loss and a bi-directional ranking loss. When the proposed optimizing loss is added to the framework, both of the ranking loss functions show outstanding performance on the ZSL task. Extensive experiments on four zero-shot benchmarks demonstrate the superiority of our proposed models, and the proposed visual prototype based method outperforms all the previous methods, achieving the new state-of-the-art performance.
Considering the generality, in the current proposed visual prototype based method, we only use the visual features to learn the prototypes but ignore the information presented by the corresponding training semantic vectors, with which, in fact, we can further optimize the visual prototypes to make the visual space formed by visual prototypes have closer manifold with the semantic space, and that will be conducted in our future research.
