Distribution-free (nonparametric) control charts can be useful to the quality practitioner when the underlying distribution is not known. A Phase II nonparametric CUSUM chart based on the exceedance statistics, called the exceedance CUSUM chart, is proposed here for detecting a shift in the unknown location parameter of a continuous distribution. The exceedance statistics can be more efficient than rank-based methods when the underlying distribution is heavy-tailed and/or right-skewed, which may be the case in some applications, particularly with certain lifetime data. Moreover, exceedance statistics can save testing time and resources as they can be applied as soon as a certain order statistic of the reference sample is available. Guidelines and recommendations are provided for the chart's design parameters along with an illustrative example. The inand out-of-control performance of the chart are studied through extensive simulations on the basis of the average run-length (ARL), the standard deviation of run-length (SDRL), the median run-length (MDRL) and some percentiles of run-length. Further, a comparison with a number of existing control charts, including the parametric CUSUM chart and a recent nonparametric CUSUM chart based on the Wilcoxon rank-sum statistic, called the rank-sum CUSUM chart, is made. It is seen that the exceedance CUSUM chart performs well in many cases and thus can be a useful alternative chart in practice. A summary and some concluding remarks are given.
INTRODUCTION
pointed out the increasing role for nonparametric methods in Statistical Quality Control (SQC) or Statistical Process Control (SPC) problems, particularly as data availability increases. Since that time, there has been a lot of interest in and a significant amount of work on nonparametric control charts. Chakraborti et al. (2001) , Chakraborti and Graham (2007) and most recently Chakraborti et al. (2011) provide thorough overviews of the area. If the in-control (IC) run-length distribution of a control chart is the same for every continuous distribution, the chart is called nonparametric or distribution-free. Chakraborti et al. (2001) summarized the advantages of nonparametric control charts as follows: (i) simplicity, (ii) no need to assume a particular parametric distribution for the underlying process, (iii) the IC run-length distribution is the same for all continuous distributions (the same is true for the false alarm rate (FAR) and the IC average run-length (ARL 0 ); and thus different nonparametric charts can be compared more easily), (iv) more robust and outlier resistant and (v) more efficiency in detecting changes when the true distribution is markedly non-normal, particularly with heavier tails.
Several nonparametric charts currently exist for monitoring the location parameter (mean, median, etc.) of a continuous distribution. In a process control setting, the location parameter of interest can be specified and hence known, say because of the existing standards or specifications, or it may be unknown as in a start-up situation. In this paper we consider nonparametric Phase II CUSUM control charts for monitoring an unknown location parameter based on the exceedance statistic.
Precedence/Exceedance Charts
Phase II nonparametric charts are constructed by adapting suitable two-sample nonparametric tests.
Among these, the Wilcoxon-Mann-Whitney (WMW) test, also known as the rank-sum test (see Gibbons and Chakraborti (2003) ), is perhaps the most popular. Chakraborti and Van de Wiel (2008) considered a class of Shewhart-type charts based on the WMW statistics. Following this line of research, Li et al. (2010) considered a class of cumulative sum (CUSUM) and exponentially weighted moving average (EWMA) control charts based on the WMW statistics. Another useful two-sample nonparametric test is the precedence (or the exceedance) test. The precedence test was developed in Nelson (1963) to meet the "demand for a statistical test that could give an early indication of the difference between two samples placed simultaneously on life test," (Nelson, 1993, page 140) . While the rank-sum statistic is based on the sum of ranks of the observations from one sample in the combined sample, the precedence statistic is based on the number of observations from one of the samples that precede a specified (say the r th ) order statistic of the other sample. The precedence statistic is linearly related to the exceedance statistic, which is the number of observations from one of the samples that exceed the r th order statistic of the other sample, so that precedence and exceedance tests are equivalent. Exceedance tests have been found to be useful in a number of applications including quality control and reliability studies with lifetime data where the exceedance probability can be associated with the so-called 'warranty time' of a product (see, for example, Chakraborti and Van der Laan (2000) ). The reader is referred to Balakrishnan and Ng (2006) for the vast literature on precedence/exceedance tests. In particular, they noted that (page 51) "Wilcoxon's rank-sum test performs better than the precedence tests if the underlying distributions are close to symmetry, such as the normal distribution, gamma distribution with large values of shape parameter, and lognormal distribution with small values of shape parameter. However, under some right-skewed distributions such as the exponential distribution, gamma distribution with shape parameter 2.0, and lognormal distribution with shape parameter 0.5, the precedence tests have higher power values than the Wilcoxon's rank-sum test for small values of r. It is evident that the more right-skewed the underlying distribution is, the more powerful the precedence test is." Chakraborti et al. (2004) studied a class of nonparametric Phase II Shewhart-type charts based on the precedence statistics, called the Shewhart precedence charts. This paper has been the starting point for a number of papers in this area. They showed that the precedence charts perform admirably compared to their normal theory counterparts and hence can be legitimate competitors in practice. However, while the Shewhart charts are most widely known and used in practice, it is well known that the CUSUM charts are useful for detecting smaller and persistent shifts more quickly. Moreover, the CUSUM charts can be more natural in a process control environment because of the sequential nature of data collection. The reader is referred to Hawkins and Olwell (1998) for a general overview on CUSUM charts. Motivated by these facts, we consider a class of Phase II CUSUM control charts based on exceedance statistics, called exceedance CUSUM charts, in this paper. Recently, Graham et al. (2012) considered a Phase II EWMA control chart based on exceedance statistics which performs better than Li et al. (2010) 's EWMA rank-sum chart; particularly for distributions that are heavier-tailed and more peaked than the normal distribution. Subsequently, in this paper we show that the exceedance CUSUM chart outperforms Li et al. (2010) 's CUSUM rank-sum chart for most of the heavytailed distributions under consideration irrespective of the peakedness of the distribution.
This article is organized as follows: In Section 2 the nonparametric exceedance CUSUM chart is introduced. In particular we consider exceedances over the median and call the resulting chart the exceedance CUSUM median chart. In Section 3 the implementation of the chart is discussed in terms of the chart design parameters. In Section 4 the run-length distribution is studied. The IC and out-of-control (OOC) chart performance are studied in Section 5 and compared with a number of existing Phase II charts including the CUSUM chart and the nonparametric rank-sum CUSUM chart based on the Wilcoxon rank-sum statistic considered by Li et al. (2010) . In Section 6 we discuss an example showing application of the proposed chart.
We conclude with a summary and some recommendations for future research in Section 7.
EXCEEDANCE CUSUM CHART
Assume that a (Phase I) Chakraborti et al. (2004) to study a nonparametric Shewhart-type chart called the Shewhart precedence chart. In this paper we work with the exceedances as they seem more natural to consider while detecting a shift to the right (increase) in the location parameter . For inference purposes, the exceedance and precedence tests are equivalent in the sense that they are linearly related and provide the same amount of information about . 
with starting value 0.
It can be shown that (see Result A.3 in Appendix A) the unconditional joint distribution of the exceedance statistics is distribution-free and hence the proposed exceedance CUSUM chart is unconditionally distribution-free. However, note that unconditionally, the proposed chart is not a binomial CUSUM chart.
The chart signals a possible OOC situation for the first such that , where 0, may be looked upon as the Upper Control Limit (UCL), and at that point a search for assignable causes is started; the Lower Control Limit (LCL) is 0 by default. Otherwise, the process is considered IC and process monitoring continues without interruption. We study the upper one-sided chart here but a lower one-sided as well as a two-sided exceedance CUSUM chart can be studied along similar lines. Note that the CUSUM statistic in (1) actually gives a class of control charts for various choice of r. From a practical point of view, and as used in Chakraborti et al. (2004) , we take θ to be the median and to be the median of the reference sample. In this case, is taken to be equal to 0.5. The reasons for focusing on the median are clear; it is robust and a better representative of the central reference value. However, in general, the precedence/exceedance chart can be used to monitor other parameters, for example, the 1 st quartile or the 70 th percentile.
IMPLEMENTATION OF THE CHART: CHOICE OF DESIGN PARAMETERS
Implementation of the proposed nonparametric exceedance CUSUM chart requires specifying the following quantities: (i) m: the size of the IC Phase I reference sample, (ii) n: the size of each Phase II test sample (the subgroup size), (iii) t: the desired ARL 0 , (iv) : the reference value, essentially a rational number and (v) : the decision interval/UCL depending on m, n, r, t and k. It is up to the experimenter to specify the parameters m, n and t in a given situation. The choice of the IC Phase I reference sample size can be profound and is discussed in detail in Appendix B. The design parameters (k, H) are chosen so that the chart has a specified nominal ARL 0 = t, say, and is capable of detecting a shift, specially a small shift, as soon as possible.
The first step is to choose k. Under the normal distribution, the choice of k has been discussed, for example, in Figure 1 ) and a larger value of is chosen, the values become unacceptably high. On the other hand, if the shift is large (see panels C and D of Figure 1) values of 370 and 500 and for m = 1000, 500 and n = 5, 11 and 25, respectively. These tables should be useful for implementing the exceedance CUSUM chart for location in practice. It is seen that the proposed chart can attain ARL 0 values of 370 and 500 almost exactly. To this end, however, we discuss the run-length distribution and the performance of the chart first.
RUN-LENGTH DISTRIBUTION
There are two main approaches to studying the run-length distribution of a CUSUM chart. For continuous observations, Page (1954) described an integral equation approach. An alternative method based on Markov chain theory was developed by Brook and Evans (1972) . Since the proposed chart is a binomial CUSUM chart conditionally on , we can use the results of Gan (1993) 
The unconditional ARL is given by averaging this over the probability distribution of . Thus, the unconditional average run-length is given by * | | .
Expressions for the conditional and unconditional run-length distributions can be obtained similarly using properties and results of Markov chains from which other run-length distribution characteristics such as the standard deviation and the percentiles can be found.
Note that using Eq. (4), one can approximate the unconditional ARL 0 , replacing the integral in Eq. (4) by a sum, which yields
where ranges from /2 to /2 in steps of ; is a small positive proper fraction; and are such that 0 1, satisfying for m = 1000 and n = 5. Moreover, matrix inversion is often troublesome when is close to 0 or 1 and hence this process is not very efficient if m is small. Thus in this paper we use Monte-Carlo simulations to evaluate the run-length distribution instead of the above method, which requires extreme care and large m, to work efficiently. The free software R.2.11.0 is used and the results are verified using SAS ® v 9.1.3. Although the values of the run-length percentiles are found to be very stable under the two methods (the reader is referred to the tables in Section 5 for the values of the percentiles under discussion), slight sampling fluctuations were observed. We used 100,000 Monte-Carlo simulations to achieve reasonably small standard error of the estimated values.
PERFORMANCE OF THE CHART
Performance of a control chart is examined based on the run-length distribution and some associated characteristics such as the first two moments and some percentiles.
IC and OOC Performance
In this section, we examine the performance of the proposed exceedance CUSUM median chart in both the IC and the OOC cases. We also present a comparison between the proposed chart with some of its competitors based on the ARL, SDRL, the 5 th , the 25 th , the median, the 75 th and the 95 th percentiles. The competitors include the parametric CUSUM chart and the rank-sum CUSUM chart considered in Li et al. (2010) . The IC performance of a chart is typically used to assess its robustness (as it relates to the FAR) to different distributional assumptions whereas the OOC performance of the chart is examined to assess its efficacy in detecting a shift in the underlying process. Along with normal distribution, our study includes a collection of non-normal distributions and considers heavy-tailed, symmetric and asymmetric distributions.
Specifically, the distributions considered in the study are: (a) the standard normal distribution,
, which is symmetric about 0 but with heavier tails than the N(0,1), (c) the gamma distribution, GAM( , ), with parameters (α, β) = (3,1) which is rightskewed but bell-shaped, (d) the exponential distribution with mean 1, which is GAM(1,1) and (e) the Laplace (or double exponential DE(0,1)) distribution with mean 0 and variance 2 which is also symmetric but highly leptokurtic and has heavier tails.
IC Robustness
Because the exceedance CUSUM chart is nonparametric, the IC run-length distribution and the associated characteristics should remain the same for all continuous distributions. However, this is not true for the parametric charts. . We consider m to be small to moderate and an odd number, equal to 49, 99 and 149, respectively, so that the reference sample median is a unique order statistic. The subgroup size n is taken to be 5 and 11, respectively. Note that, 5 0.53 0.5 0.15, so this is just an equivalent form given by (1) as 2.5. Now from Table 2 , using H = 4.5, the ARL 0 is found to be equal to 394.7. It is easy to see from distributions where the chart has the best shift detection capability. Following this, the chart performs much better under the EXP(1) distribution than the GAM(3,1) distribution. This is expected as the EXP (1 
Comparison with other charts
Next we study the performance of the exceedance CUSUM median chart relative to a number of existing CUSUM charts, both parametric and nonparametric. These charts include the parametric CUSUM chart and the rank-sum CUSUM chart. These charts are candidates to monitor small shifts in the location. The comparisons are based on the with a given . These are shown in Tables 4.A In summary, it is seen that in comparison with the CUSUM chart, the proposed exceedance CUSUM median chart is outperformed only when the underlying distribution is normal. In all other cases the performances of the two charts are either similar or the exceedance CUSUM median chart has superior performance. Finally, the proposed exceedance CUSUM median chart outperforms the rank-sum CUSUM chart in all instances.
EXAMPLE
We illustrate the exceedance CUSUM median chart using a well-known dataset from Montgomery (2001 ; Tables 5.1 and 5 .2) on the inside diameters of piston rings manufactured by a forging process. The data given in Table 5 .1 contains twenty-five retrospective or Phase I samples, each of size five, that were collected when the process was thought to be IC, i.e. m = 125. These data are considered to be the Phase I reference data for which a goodness of fit test for normality is not rejected. The reference sample has a median equal to 74.001, i.e. 74.001. (2001) However, recall that the nonparametric exceedance CUSUM chart doesn't require normality or any distributional assumption other than continuity to guarantee the 370 but the same couldn't be said about the CUSUM chart unless the underlying distribution was normal or close to it. In fact, the actual of the CUSUM chart is unknown and most likely not the nominal 370.
As we have mentioned before, in practice the normality assumption can be in doubt or can't be justified for lack of enough information or data and a nonparametric method may be more desirable.
SUMMARY AND CONCLUDING REMARKS
CUSUM charts are popular control charts used in practice; they take advantage of the sequential accumulation of data arising in a typical SQC/SPC environment and are known to be more efficient than Shewhart charts in detecting smaller and persistent shifts. However, the traditional (parametric) CUSUM charts can lack in-control robustness and as such the possibility of varying and unknown false alarm rates is a practical concern with their applications. Nonparametric CUSUM charts offer an attractive alternative as they combine the inherent advantages of nonparametric charts (in-control robustness; same, fixed, false alarm rate for all continuous distributions) with the better small shift detection capability of CUSUM-type charts. We propose a nonparametric Phase II CUSUM chart based on the well-known exceedance statistics for detecting an increasing shift in the location parameter of a continuous distribution and is referred as the exceedance CUSUM chart. A performance comparison of the proposed chart with existing parametric and nonparametric CUSUM charts show that the exceedance CUSUM chart performs better than its competitors in detecting shifts under various contexts. Moreover, in certain situations where the data become available in a natural time order, the exceedance charts can be advantageous as they can be applied early, leading to savings in time and resources. Thus, on the basis of practicality, minimal assumptions, robustness of the in-control run-length distribution and out-of-control performance, the exceedance CUSUM chart is a strong contender in practical SPC applications. In terms of further research, exceedance/precedence statistics can be considered in a EWMA framework. This is currently being investigated and will be reported in a separate paper.
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suggestions upon an earlier version of the manuscript which have led to substantial improvements. This research was supported in part by the SARCHI award to the University of Pretoria. The last result follows again by using the fact that when the process is IC and simplifying the integral via a beta function. Hence the unconditional IC joint distribution of exceedance statistics from any number of independent Phase II samples is distribution-free. This proves that the proposed chart is distribution-free.
Result A.4. The unconditional exceedance probability equals 1 / 1 when the process is IC.
Proof. Note that
. When the process is IC, and then 1 1 (say). Since is the order statistic in a random sample of size m from F, using the probability integral transform, it can be shown (see, for example, Gibbons and Chakraborti, 2003) that follows the distribution of the order statistic in a random sample of size m from the uniform (0, 1) distribution as long as is continuous. This latter distribution is known to be a beta distribution with parameters and 1, respectively. Moreover, when the process is IC, follows a beta distribution with parameters 1 and . Thus 1 , when the process is IC using the expectation formula for a beta distribution.
APPENDIX B. EFFECT OF THE REFERENCE SAMPLE (ESTIMATION OF PARAMETERS)
The effect of the reference sample data on the performance of the Phase II chart can be profound. To investigate this question for our nonparametric chart, let us consider the IC situation and suppose that the IC underlying true process distribution is standard normal and we obtain 100 observations from it, as done in a Phase I study. The characteristics of this IC sample can and will vary and that will impact the chart. For example, if the sample median turns out to be the same as true median (0) we have ̂ 1 Φ 0 1 0.5 0.5. In that case the performance of the chart will be satisfactory. In practice, however, it is hard to realise such a perfect situation; the sample median may be less than 0, that is, may have a downward bias or it may be greater than 0 with an upward bias. Let us consider these two situations separately. The bias in the Phase I sample (reference sample) median will introduce bias in ̂ , which, in turn, will affect the IC performance of the control chart.
To examine the effect, suppose that the sample median has 1% downward bias and is found to be -0.01. Given this sample median, we have ̂ 1 Φ 0.01 1 0.496 0.504. Then given ̂ 0.504, using the Markov chain approach as in Section 4, we find that for 5.5 and 0.5, the exact IC conditional average run-length is 505.72. Now, the approximate distribution of the sample median based on a sample of size 100 is normal with mean 0 and standard deviation √ 0.0199. Thus there is a 30.8%
chance that the downward bias may be more than 1% since Φ 0.01/0.0199 0.308. Next suppose that the sample median has a 5% downward bias and thus equal 0.05. Then ̂ 1 Φ 0.05 1 0.480 0.520 and given ̂ 0.520 and using the Markov chain approach, we find that for 5.5, 0.5, the exact IC conditional ARL drops down to 228.27. Further, since Φ 0.05/0.0199 0.0061, there is a 0.6% chance that the downward bias in the median may be more than 5%. Thus the downward bias in the reference sample median does not seem to produce very low conditional IC ARL's which provides fair protection against the possibility of an early false alarm.
On the other hand, suppose that the sample median has a 1% upward bias and thus equals 0.01. Then ̂ 1 Φ 0.01 1 0.504 0.496 and given ̂ 0.496, using the Markov chain approach, we find that for 5.5 and 0.5, the exact IC conditional ARL is 941.04. Since, 1 Φ 0.01/0.0199 0.308, we have about 30.8% chance that the upward bias may be more than 1%. On the other hand if the sample median has a 5% upward bias, we have ̂ 1 Φ 0.05 1 0.520 0.480 and given ̂ 0.480, using the Markov chain approach, we find that for 5.5 and 0.5, the exact IC conditional ARL jumps up to 6147.45. Thus the upward bias in the sample median can be of some concern as a much larger than nominal ARL 0 can unnecessarily defer the detection of a shift even if it has occurred. If there is an upward bias of over 2.5%, the IC conditional ARL exceeds 1712.15, more than three times the nominal ARL 0 . This will produce nearly 1-2.5% of the extreme values in the unconditional run-length distribution and will make estimation of the unconditional ARL 0 very unreliable and most likely result in a large IC SDRL.
As the reference sample size m increases however, the chances of a large bias in the Phase I estimate gradually decreases and the picture improves. With m = 100, n = 5, from the above calculations we see in only 68.6% (1-30.8-0.6)% cases the conditional ARL 0 lies within the interval (228, 942 =125, 150, 175, 200, 250 , 500 and 1000 with n = 5. For academic interest, we can study with fixed H and d and see how the interval (228, 942) works for n = 3 and 7 for various values of m. With n = 3, the interval can handle (that is, if the upward bias is up to 3.6% conditional ARL will be within (228, 942) . If upward bias is more the conditional ARL 0 will be more than 942) up to 3.6% upward bias compared to only 1% with n = 5. On the other hand it can handle (that is if the downward bias is up to 3.8% conditional ARL will be within (228, 942) . If downward bias is more the conditional ARL 0 will be less than 228) up to 3.8% downward bias (compared to 5% with n = 5). With n = 3, the same interval contains 93.6%, 96.2%, 97.7%, 98.6%, 99.1%, and 99.6% conditional ARL 0 , respectively, for m = 100,125, 150, 175, 200 and 250 and 500; it contains almost 100% of the conditional ARL 0 if m is 500 or more. On the other hand, when n = 7, it can address up to 5.4% downward bias (compared to 5% for n = 5) but unfortunately, the interval can tolerate only about 0.01% upward bias. Intuitively, if one already has an upward bias in the Phase I sample, one cannot expect a quick detection of an upward sift or a quick boundary hitting of the Markov chain. It appears that a smaller test sample size n is preferable when m is not very high, as it gives more a stable run-length distribution.
Thus, based on our observations, when m = 100, n should be 3 or 5, if m = 1000, n should be less than or equal 11 and if n = 25 has to adopt then m should be even higher.
It may be noted that the effect of the reference sample is important to understand not only for our proposed chart but in all Phase II charts, including the normal theory CUSUM charts when parameters are estimated in Phase I. For some related details, see Hawkins and Olwell (1998) . In the present scenario, we see that if m is relatively small, a choice of smaller n is better in the sense that it produces less extreme runs given a Phase I sample. Larger values of n tend to produce more and more extreme runs for a given H. Now if H is reduced, high extreme values may be avoided but instead some low values of conditional run-length (lower tail extremes) will arise. One possibility to avoid the hazard caused from extreme runs is to use, instead of the ARL 0 , the IC median run length (MDRL) as suggested by Gan (1993) or some percentile of the run-length distribution as advocated in Chakraborti and Van de Wiel (2008) . Nevertheless, in the industrial set up, the ARL is still more commonly used. Therefore, we propose a systematic approach of using Monte-Carlo simulation along with windsorization to estimate the ARL. More details are presented in Appendix C.
APPENDIX C. MONTE-CARLO SIMULATION UNDER SMALL SAMPLES: WINSORIZATION
When m < 200, we recommend to set a-priori the maximum allowable length of monitoring at a certain high level, say, S. This will eliminate the possibilities of high extreme runs by induced termination at S, which may be 10 to 15 times the nominal ARL 0 .Therefore, in course of estimation of the run-length via Monte-Carlo studies; a particular replicate will at most inspect S test samples (each of size n). In other words, if we don't observe a value of the run-length variable (that is the chart does not signal) less than or equal to S, we shall enforce termination of the monitoring process (simulation of data) and set the run-length value equal to S. As a result, we obtain a winsorized ARL with winsorization at the upper tail of the run-length distribution. While Table 4 .A-4.E are based on a Monte-Carlo with termination enforced after S = 5,000 simulations, in Tables 6.A and 6.B, we present a case study when a termination is enforced after S = 2,000 simulations. In all those tables, we record the percentage of simulation replicates that naturally terminate before S and refer it as Winsorization level (WL). Tables 6.A and 6.B shows the effect of choice of lower value of S. For brevity, only the normal distribution and target ARL 0 =500 (for Table 6 .A) and Target ARL 0 =370 (for Table 6 .B) are considered. We see from Table 6 .A and 6.B that the control limits are naturally overestimated and as a consequence the OOC run-lengths also increase a little when the shift is small. The following points are essential to note while working with winsorisation.
A. The winsorized ARL with winsorization at the upper tail of the run-length distribution slightly underestimates the true ARL. B. Winsorization at upper tail of the run-length distribution stabilizes the variance and, consequently, increases the efficiency of the estimate of the ARL 0 . C. H* determined on the basis of winsorized ARL 0 overestimates true H. D. If the calculated based on H* with ARL 0 = A of a chart is found to be lower than the of any other charts with ARL 0 = A, it guarantees that the former chart is better provided the probability that a conditional exceeds the winsorization point, is practically nil.
<Tables 6.A and 6.B> Table 1A .
The IC characteristics of the run-length distribution of the exceedance CUSUM median chart for different n with m =1000, d= 0.5 (or k = 0) Table 1B .
The IC characteristics of the run-length distribution of the exceedance CUSUM median chart for different n with m =1000, d= 0.5 (or k = 0) 
