Abstract. Much recent research has focused on the applications of games with ω-regular objectives in the control and verification of reactive systems. However, many of the game-based models are ill-suited for these applications, because they assume that each player has complete information about the state of the system (they are "perfect-information" games). This is because in many situations, a controller does not see the private state of the plant. Such scenarios are naturally modeled by "partial-information" games. On the other hand, these games are intractable; for example, partial-information games with simple reachability objectives are 2EXPTIME-complete.
Introduction
Games on graphs. Games played on graphs play a central role in many areas of computer science. In particular, when the vertices and edges of a graph represent the states and transitions of a reactive system, then the synthesis problem (Church's problem) asks for the construction of a winning strategy in a game played on a graph [2, 17, 16, 15] . Game-theoretic formulations have also proved useful for the verification [1] , refinement [11] , and compatibility checking [6] of reactive systems. Games played on graphs are dynamic games that proceed for an infinite number of rounds. In each round, the players choose moves; the moves, together with the current state, determine the successor state. An outcome of the game, called a play, consists of the infinite sequence of states that are visited.
Strategies and objectives. A strategy for a player is a recipe that describes how the player chooses a move to extend a play. Strategies can be classified as follows: pure strategies, which always deterministically choose a move to extend the play, vs. randomized strategies, which may choose at a state a probability distribution over the available moves; memoryless strategies, which depend only on the current state of the play, vs. memory strategies, which may depend on the history of the play up to the current state. Objectives are generally Borel measurable functions [14] : the objective for a player is a Borel set B in the Cantor topology on S ω (where S is the set of states), and the player satisfies the objective iff the outcome of the game is a member of B. In verification, objectives are usually ω-regular languages. The ω-regular languages generalize the classical regular languages to infinite strings; they occur in the low levels of the Borel hierarchy (they lie in Σ 3 ∩ Π 3 ) and they form a robust and expressive language for determining payoffs for commonly used specifications. The simplest ω-regular objectives correspond to "safety" (the closed sets in the topology of S ω ) and "reachability" (the open sets).
Classification of games. Games played on graphs can be classified according to the knowledge of the players about the state of the game, and the way of choosing moves. Accordingly, there are (a) perfect-information games, where each player has complete knowledge about the history of the play up to the current state, and (b) partial-information (or incomplete-information) games, where a player may not have complete knowledge about the current state of the game and the past moves played by the other player. According to the way of choosing moves, the games on graphs can be classified into turn-based and concurrent games. In turn-based games, in any given round only one player can choose among multiple moves; effectively, the set of states can be partitioned into the states where it is player 1's turn to play, and the states where it is player 2's turn. In concurrent games, both players may have multiple moves available at each state, and the players choose their moves simultaneously and independently.
Perfect-information versus partial-information games. The perfectinformation turn-based (PT) games have been widely studied in the computerscience community, and also have deep connections with mathematical logic. For the algorithmic analysis of PT games with ω-regular objectives see, for example, [9, 10, 19, 12, 20] . On the other hand, the perfect-information concurrent (PC) games (also known as Blackwell games) have been studied mainly in the gametheory community. Only recently has the algorithmic analysis of PC games caught interest [7, 5, 8, 3] . It is, however, the partial-information games which provide the most natural framework for modular verification and control. In practice, a process or a controller does not have access to the internal or private variables of the other processes or the plant, and partial-information games are the adequate model for such scenarios. Nonetheless, partial-information games have received little attention in computer science, perhaps be due to the high computational complexity of such games. Reif [18] showed that the decision problem for partial-information turn-based games, even for simple reachability objectives, is 2EXPTIME-complete (the same problem can be solved in linear time for PT games, and lies in NP ∩ coNP for PC games [4] ). Semiperfect-information turn-based games. In this paper, we study a subclass of partial-information turn-based games, namely, the semiperfectinformation turn-based (ST) games, where one player (player 1) has incomplete knowledge about the state of the game and the moves of player 2, while player 2 has complete knowledge about the state and player 1 moves. The semiperfectinformation games are asymmetric, because one player has partial information and the other player has perfect information. These games provide a better model for controller synthesis than the perfect-information games. In controller synthesis, the controller cannot observe the private variables of the plant and hence has limited knowledge about the state of the game. However, the controller ought to achieve its objective against all plant behaviors, and this unconditionally adversarial nature of the plant is modeled most adequately by allowing the plant to have complete knowledge about the game. Semiperfect-information versus perfect-information games. The ST games differ considerably from the PT games. In the case of PT games, for every Borel objective Φ for player 1 and complementary objective Φ for player 2, the determinacy result of Martin [13] establishes that for every state in the game graph, either player 1 has a pure strategy to satisfy the objective Φ with certainty against all strategies of player 2; or player 2 has a pure strategy to satisfy the objective Φ with certainty against all strategies of player 1. We show that, in contrast, in ST games, in general the players cannot guarantee to win with certainty, and randomized strategies are more powerful than pure strategies.
Example 1 (ST games).
Consider the game shown in Fig. 1 . The game is a turn-based game, where the 2 states are player 1 states (where player 1 moves), and the 3 states are player 2 states (where player 2 moves); we will follow this convention in all figures. The game is a semiperfect-information game, as player 1 cannot distinguish between the two states in P 1 = { s 1 , s 2 }. Informally, if the current state of the game is in P 1 , then player 1 knows that the game is in P 1 but does not know whether the current state is s 1 or s 2 . At state s 0 player 2, can choose between s 1 and s 2 , which is indicated by the edge from s 0 to P 1 . The objective for player 1 is to reach the state s 3 , and the set of available moves for player 1 at the states in P 1 is { a, b }. Consider a pure strategy σ for player 1. Consider the counter-strategy π for player 2 as follows: each time player 1 plays move a, player 2 places player 1 at state s 2 in the previous round, and the play reaches s 0 ; and each time player 1 plays move b, player 2 places player 1 at state s 1 in the previous round, and the play again reaches s 0 . Hence for every pure strategy σ for player 1 there is a counter-strategy π for player 2 such that the state s 3 is never reached. Now consider a randomized memoryless strategy σ m for player 1 as follows: σ m plays the moves a and b each with probability 1 / 2 . Given any strategy π for player 2, every time P 1 is reached, it reaches s 3 with probability 1 / 2 and goes back to s 0 with probability 1 / 2 . Hence state s 3 is reached with probability 1 / 2 for each visit to P 1 , and thus s 3 is eventually reached with probability 1. Given the strategy σ m , consider a counter-strategy π for player 2 which always places player 1 at state s 1 every time the play reaches s 0 . Given the strategies σ m and π, there exist paths that never reach s 3 ; however, the measure for the set of those paths is 0. Hence, although player 1 can win with probability 1 from state s 0 , she cannot win with certainty.
Semiperfect-information versus partial-information games. The class of ST games is considerably simpler than the full class of partial-information turn-based games. While the decision problem for partial-information turn-based games with reachability objectives is 2EXPTIME-complete, we show that for ST games the corresponding decision problem is in NP ∩ coNP for reachability and also for general parity objectives (the parity objectives are a canonical representation for ω-regular objectives). This shows that the ST games can be solved considerably more efficiently than general partial-information turn-based games.
Outline of our main results. We show that though ST games differ from PT games, there is a close connection between ST (turn-based) games and PC (concurrent) games. In fact, we establish the equivalence of ST games and PC games: we present reductions of ST games to PC games, and vice versa. The PC games have been proposed as a framework for modeling synchronous interactions in reactive systems [7, 1] . Our reductions show that such games also provide a framework for analyzing ST games. We obtain several results on ST games from the equivalence of ST games and PC games. The main results are as follows:
-The optimum value for a player for an objective Φ is the maximal probability with which the player can ensure that Φ is satisfied. We establish the quantitative determinacy for ST games with arbitrary Borel objectives: for all ST games with objective Φ for player 1 and complementary objective Φ for player 2, the sum of the optimum values for the players at all states is 1. -The optimum values of ST games with parity objectives can be approximated, for any given error bound, in NP ∩ coNP. We give an example showing that the optimum values may be irrational in ST games with reachability objectives; this indicates that optimum values can only be approximated.
-We analyze, for various classes of parity objectives, the precise memory requirements for strategies to ensure the optimal values of ST games within a given error bound.
Definitions
In this section we define semiperfect-information turn-based games, strategies, objectives, and values in such games. We later define perfect-information concurrent games and the corresponding notion of strategies, objectives, and values.
Semiperfect-information turn-based games
A turn-based game is played over a finite state space by two players (player 1 and player 2), and the players make moves in turns. In games with perfect information each player has complete knowledge about the state and the sequence of moves made by both players. In contrast, in games with semiperfect information player 1 has partial knowledge about the state and the moves of player 2, whereas player 2 has complete knowledge about the state and the moves of player 1.
Turn-based game structures. A turn-based game structure
is a tuple with the following components:
1. Two finite, disjoint sets S 1 and S 2 of states. The state space S of the game structure is their union, i.e., S = S 1 ∪ S 2 . The states in S 1 are player 1 states and the states in S 2 are player 2 states. 2. An equivalence relation ≈ on S. The restriction of ≈ to S 1 induces a partition P 1 of the set S 1 of player 1 states, and the restriction of ≈ to S 2 induces a partition P 2 of S 2 . Let P = P 1 ∪ P 2 be the corresponding partition of the entire state space S. 3. A finite set M of moves for the two players. 4. Two functions
Each function Γ i , for i = 1, 2, assigns to every state s ∈ S i a nonempty set Γ i (s) ⊆ M of moves that are available to player i at state s. 5. Two functions δ 1 : S 1 ×M → S 2 and δ 2 : S 2 ×M → S 1 . The transition function δ 1 for player 1 gives for every state s ∈ S 1 and available move a ∈ Γ 1 (s) a successor state δ 1 (s, a) ∈ S 2 . The transition function δ 2 for player 2 gives for every state s ∈ S 2 and move b ∈ Γ 2 (s) a successor state δ 2 (s, b) ∈ S 1 .
Semiperfect-information turn-based games. In semiperfect-information turn-based (ST) games player 1's view of the game structure is only partial: player 1 knows the ≈-equivalence class of the current state, but not the precise state in that class. We formalize this by separating the visible and invisible parts of player 2's moves and transitions.
-The move assignment Γ 2 for player 2 consists of two parts: Γ vis 2 assigns to every state s ∈ S 2 a nonempty set Γ vis 2 (s) ⊆ M of available visible moves for player 2 at state s; and Γ inv 2 assigns to every equivalence class P ∈ P 1 a nonempty set Γ inv 2 (P ) ⊆ M of available invisible moves for player 2 at P . Intuitively, player 1 can observe the set of visible moves of player 2, but she cannot observe the invisible moves of player 2.
-The transition function δ 2 for player 2 consists of two parts: the visible transition function δ vis 2 : S 2 × M → P 1 gives for every state s ∈ S 2 and move a ∈ Γ vis 2 (s) a successor class δ vis 2 (s, a) ∈ P 1 ; and the invisible transition function δ inv 2 : P 1 × M → S 1 gives for every equivalence class P ∈ P 1 and move a ∈ Γ inv 2 (P ) a successor state δ inv 2 (P, a) ∈ P .
Note that the definition of ST games reduces to classical perfect-information turn-based games if ≈ is equality, i.e., if each equivalence class of ≈ is a singleton.
Example 2 (Games with variables).
A game with variables between player 1 and player 2 consists of a four-tuple (V , for i = 1, 2, is the set of private variables for player i, which player i can observe and update, but the other player can neither observe nor update. The set V pub i is the set of public variables for player i, which both players can observe but only player i can update. A state of the game is a valuation of all variables
. Player 1 and player 2 alternately update the variables in
, respectively. For player 1, a nondeterministic update function u 1 is given by its private component u
] and its public component u
] , where [U ] is the set of valuations for the variables in U . The nondeterministic player 2 update function is given similarly. We consider the special case that V Remarks. For technical and notational simplicity we make two simplifying assumptions. First, we assume that for all equivalence classes P ∈ P 1 , if s, s ∈ P , then Γ 1 (s) = Γ 1 (s ), i.e., player 1 has the same set of moves available in all states of an equivalence class. This restriction does not cause any loss of generality. Suppose that choosing a move a ∈ Γ 1 (s) at a state s causes player 1 to lose immediately. For P ∈ P 1 , if the sets of available moves are not identical for all states s ∈ P , let A = s∈P Γ 1 (s). Then the equivalence class P can be replaced by P such that the sets of states in P and P are the same, and the set of available moves for all states in P is A. For a state s ∈ P and a move a ∈ A with a ∈ Γ 1 (s), in the new equivalence class P , the successor state δ 1 (s, a) is losing for player 1.
Second, we assume that for all equivalence classes P ∈ P 1 and all states s ∈ P , there exists a move a ∈ Γ inv 2 (P ) such that δ inv 2 (P, a) = s. In other words, in each equivalence class P player 2 has the choice to move to any state in P . Hence, if P = { s 1 , . . . , s k }, then Γ inv 2 (P ) = { 1, . . . , k } and δ inv 2 (P, j) = s j for all j ∈ { 1, . . . , k }. In games with variables, this corresponds to the assumption that player 2 can update the variables in V pvt 2 in all possible ways, i.e., player 1 has no knowledge about the moves of player 2. We now argue that also this restriction does not result in a loss of generality in the model. Given a ST game structure G, suppose that for some state s ∈ S 2 , the possible transitions to states in an equivalence class P ∈ P 1 target a strict subset Z P . We transform the game structure G as follows: (a) add a copy of the subset Z of states; (b) the states in the copy Z are player 1 states and Z is an equivalence class; (c) the visible transition of player 2 goes from state s to Z instead of P ; and (d) the transition function for player 1 for the states in Z follow the transition function for the corresponding states of the original structure G. Observe that the number of subsets of states that are added by this transformation is bounded by the size of the transition function of the original game structure. Hence the blow-up caused by the transformation, to obtain an equivalent ST game structure that satisfies the restriction, is at worst quadratic in the size of the original game structure. Notation. The partial-information (or hiding) function ρ: S → P maps every state s ∈ S to its equivalence class, i.e., ρ(s) = P ∈ P if s ∈ P . The set E of edges is defined as follows:
(s, a) = P and s ∈ P ) }.
A play ω = s 0 , s 1 , s 2 , . . . is an infinite sequence of states such that for all j ≥ 0, we have (s j , s j+1 ) ∈ E. We denote by Ω the set of all plays. Given a finite sequence s 0 , s 1 , . . . , s k of states, we write ρ( s 0 , s 1 , . . . , s k ) for the corresponding sequence ρ(s 0 ), ρ(s 1 ), . . . , ρ(s k ) of equivalence classes. The notation for infinite sequence of states is analogous. For a countable set A, a probability distribution on A is a function µ: A → [0, 1] such that a∈A µ(a) = 1. We denote the set of probability distributions on A by D(A). Given a distribution µ ∈ D(A), we denote by Supp(µ) = {x ∈ A | µ(x) > 0} the support of µ. Strategies. A strategy for player 1 is a recipe of how to extend a play. Player 1 does not have perfect information about the states in the play; she only knows the sequence of equivalence classes where the given play has been. Hence, for a finite sequence s 0 , s 1 , . . . , s k of states representing the history of the play so far, the view for player 1 is given by ρ( s 0 , s 1 , . . . , s k ). Given this view of the history, player 1's strategy is to prescribe a probability distribution over the set of available moves. Formally, a strategy σ for player 1 is a function σ: ρ(S * · S 1 ) → D(M ), such that for all finite sequences s 0 , s 1 , . . . , s k of states such that s k ∈ S 1 , and for all moves a ∈ M , if σ(ρ( s 0 , s 1 , . . . , s k ))(a) > 0, then a ∈ Γ 1 (s k ). The strategy σ for player 1 is pure if for all s 0 , s 1 , . . . , s k such that s k ∈ S 1 , there is a move a ∈ Γ 1 (s k ) with σ(ρ( s 0 , s 1 , . . . , s k ))(a) = 1, i.e., for all histories the strategy deterministically chooses a move. The strategy σ is memoryless if it is independent of the history of the play and only depends on the current state. Formally, a memoryless strategy σ for player 1 is a function σ: ρ(S 1 ) → D(M ). A strategy is pure memoryless if it is both pure and memoryless, i.e., it can be represented as a function σ: ρ(S 1 ) → M .
A strategy for player 2 is a recipe for player 2 to extend the play. In contrast to player 1, player 2 has perfect information about the history of the play and precisely knows every state in the history. Given the history of a play such that the last state is a player 2 state, player 2 chooses a probability distribution over the set of available visible moves to select an equivalence class P ∈ P 1 , and also chooses a probability distribution over the set of available invisible moves to select a state in P . Formally, a strategy π for player 2 consists of two components:
The strategy π for player 2 is pure if both component strategies π vis and π inv are pure. Similarly, the strategy π is memoryless if both component strategies π vis and π inv are memoryless; and it is pure memoryless if it is pure and memoryless. We denote by Σ and Π the sets of strategies for player 1 and player 2, respectively. We write Σ P , Σ M , and Σ PM for the sets of pure, memoryless, and pure memoryless strategies for player 1, respectively. The analogous classes of strategies for player 2 are defined similarly.
Objectives. We specify objectives for the two players by providing sets Φ i ⊆ Ω of winning plays for each player i. In this paper we study only zero-sum games, where the objectives of the two players are strictly competitive. In other words, it is implicit that if the objective of one player 1 is Φ 1 , then the objective of player 2 is Φ 2 = Ω \ Φ 1 . In the case of semi-perfect information games, the objective Φ 1 of player 1 is specified as a subset of P ω , rather than an arbitrary subset of S ω ; this is because player 1 cannot distinguish between the states of an equivalence class. In the setting of games with variables (Example 2), this means that the objective of player 1 gives a property of the traces over the public variables of both players. Given an objective Φ ⊆ P ω , we write Ω \ Φ, short for the complementary objective {ρ(ω) | ω ∈ Ω} \ Φ.
A general class of objectives are the Borel objectives [13] . A Borel objective Φ ⊆ P ω is a Borel set in the Cantor topology on P ω . In this paper we consider ω-regular objectives [19] , which lie in the first 2 1 / 2 levels of the Borel hierarchy. The ω-regular objectives, and subclasses thereof, can be specified in the following forms. For a play ω = s 0 , s 1 , s 2 , . . . ∈ Ω, we define Inf(ρ(ω)) = { ρ(s) ∈ P | s k = s for infinitely many k ≥ 0 } to be the set of equivalence classes that occur infinitely often in ω.
-Reachability and safety objectives. Given a set T ⊆ P of "target" equivalence classes, the reachability objective requires that some equivalence class in T be visited. The set of winning plays is Reach(T ) = { ρ(ω) | ω = s 0 , s 1 , s 2 , . . . ∈ Ω, and ρ(s k ) ∈ T for some k ≥ 0 }. Given a set F ⊆ P, the safety objective requires that only equivalence classes in F be visited. Thus, the set of winning plays is Safe(F ) = { ρ(ω) | ω = s 0 , s 1 , s 2 , . . . ∈ Ω, and ρ(s k ) ∈ F for all k ≥ 0 }. -Büchi and coBüchi objectives. Given a set B ⊆ P of "Büchi" equivalence classes, the Büchi objective requires that B is visited infinitely often. Formally, the set of winning plays is Büchi(B) = { ρ(ω) | ω ∈ Ω and Inf(ρ(ω))∩B = ∅}. Given C ⊆ P, the coBüchi objective requires that all equivalence classes that are visited infinitely often, are in C. Hence, the set of winning plays is coBüchi(C) = { ρ(ω) | ω ∈ Ω and Inf(ρ(ω)) ⊆ C }.
.d] be a function that assigns a priority p(P ) to every equivalence class P ∈ P, where d ∈ N. The even-parity objective is defined as Parity(p) = { ρ(ω) | ω ∈ Ω and min p(Inf(ρ(ω))) is even }, and the odd-parity objective is coParity(p) = { ρ(ω) | ω ∈ Ω and min p(Inf(ρ(ω))) is odd }. Note that for a priority function p: P → { 0, 1 }, the even-parity objective Parity(p) is equivalent to the Büchi objective Büchi(p −1 (0)), i.e., the Büchi set consists of the equivalence class with priority 0.
We say that a play ω satisfies an objective Φ ⊆ P ω if ρ(ω) ∈ Φ. Given a state s ∈ S and strategies σ ∈ Σ, π ∈ Π for the two players, the outcome of the game is a probability distribution over the set Ω of plays, and every Borel objective Φ is a measurable subset. The probability that the outcome of the game satisfies the Borel objective Φ starting from state s following the strategies σ and π is denoted Pr σ,π s (Φ). Values of the game. Given an objective Φ for player 1 and a state s, the maximal probability with which player 1 can ensure that Φ is satisfied from s, is called the value of the game at s for player 1. Formally, we define the value functions 1 val and 2 val for players 1 and 2 as follows: 1 val (Φ)(s) = sup σ∈Σ inf π∈Π Pr σ,π s (Φ); and 2 val (Ω\Φ)(s) = sup π∈Π inf σ∈Σ Pr σ,π s (Ω\Φ). A strategy σ for player 1 is optimal from state s for objective Φ if 1 val (Φ)(s) = inf π∈Π Pr σ,π s (Φ). The strategy σ for player 1 is ε-optimal, for a real ε ≥ 0, from state s for objective Φ if inf π∈Π Pr σ,π s (Φ) ≥ 1 val (Φ)(s) − ε. The optimal and ε-optimal strategies for player 2 are defined analogously. Sure, almost-sure, and limit-sure winning strategies. Given an objective Φ, a strategy σ is a sure winning strategy for player 1 from a state s for Φ if for every strategy π of player 2, every play ω that is possible when following the strategies σ and π from s, belongs to Φ. The strategy σ is an almost-sure winning strategy for player 1 from s for Φ if for every strategy π of player 2, Pr σ,π s (Φ) = 1. A family Σ C of strategies is limit-sure winning for player 1 from s for Φ if sup σ∈Σ C inf π∈Π Pr σ,π s (Φ)(s) = 1. See [7, 5] for formal definitions. The sure, almost-sure, and limit-sure winning strategies for player 2 are defined analogously. The sure winning set 1 sure (Φ), the almost-sure winning set 1 almost (Φ), and the limit-sure winning set 1 limit (Φ) for player 1 for objective Φ are the sets of states from which player 1 has sure, almost-sure, and limit-sure winning strategies, respectively. The sure winning set 2 sure (Ω \ Φ), the almost-sure winning set 2 almost (Ω \ Φ), and the limit-sure winning set 2 limit (Ω \ Φ) for player 2 are defined analogously.
Observe that the limit-sure winning set is the set of states with value 1, which is the classical notion of qualitative winning. It follows from the definitions that for all game structures and all objectives Φ, we have 1
Computing sure, almost-sure, and limit-sure winning sets and strategies is referred to as the qualitative analysis of games; computing values, as the quantitative analysis. Sufficiency of a family of strategies. Given a family Σ C of player 1 strategies, we say that the family Σ C suffices with respect to an objective Φ on a class G of game structures for -sure winning if for every game structure G ∈ G and state s ∈ 1 sure (Φ), there is a player 1 sure winning strategy σ ∈ Σ C from s for Φ; -almost-sure winning if for every structure G ∈ G and state s ∈ 1 almost (Φ), there is a player 1 almost-sure winning strategy σ ∈ Σ C from s for Φ; -limit-sure winning if for every structure G ∈ G and state s ∈ 1 limit (Φ), sup σ∈Σ C inf π∈Π Pr σ,π s (Φ) = 1; -ε-optimality, for ε ≥ 0, if for every game structure G ∈ G and state s of G, there is a player 1 strategy σ ∈ Σ C such that 1 val (Φ)(s) − ε ≤ inf π∈Π Pr σ,π s (Φ). Sufficiency for optimality is the special case of sufficiency for ε-optimality with ε = 0.
Theorem 1 (Perfect-information turn-based games). The following assertions hold for all perfect-information turn-based (PT) games:
1. [13] For all Borel objectives Φ, the sets 1 sure (Φ) and 2 sure (Ω \ Φ) form a partition of the state space. 2. [13] The family Σ P of pure strategies suffices for sure winning with respect to all Borel objectives. 3. [9] The family Σ PM of pure memoryless strategies suffices for sure winning with respect to all parity objectives. hold for ST games, and that randomized strategies are more powerful than pure strategies in ST games.
Example 3 (Values and limit-sure winning in ST games). Consider the two games shown in Fig. 2(a) and Fig. 2(b) . The two state partitions for player 1 are
, and P 3 = { s 6 }. In both games, the set of moves available to player 1 in
The transitions are shown in the figures. The game starts at the state s 0 and the objective for player 1 is to reach the state s 3 , i.e., Reach({ s 3 }).
Values. Consider the game shown in Fig. 2(a) . For every pure strategy σ ∈ Σ P for player 1, consider a counter-strategy π for player 2 as follows: if player 1 chooses move a, then player 2 places player 1 at state s 2 ; and if player 1 chooses move b, then player 2 places player 1 at state s 1 . Hence the game reaches s 4 and player 1 looses. The player 1 strategy σ ∈ Σ M that plays move a and b with probability 1 / 2 , reaches state s 3 with probability 1 / 2 against all strategies for player 2. For every player 1 strategy σ that chooses move a with greater probability than move b, the counter-strategy for player 2 places player 1 at state s 2 ; and for every player 1 strategy σ that chooses move b with greater probability than move a, the counter-strategy for player 2 places player 1 at state s 1 . It follows that the value for player 1 at state s 0 is 1 / 2 . Thus the sure-determinacy result for PT games does not extend to ST games. Limit-sure winning. Consider the game shown in Fig. 2(b) . For ε > 0, consider the memoryless player 1 strategy σ ε ∈ Σ M that plays move a with probability 1 − ε, and move b with probability ε. The game starts at s 0 , and in each round, if player 2 chooses state s 2 , then the game reaches s 3 with probability ε and comes back to s 0 with probability 1 − ε; whereas if player 2 chooses state s 1 , then the game reaches state s 3 with probability 1 − ε and state s 4 with probability ε. Hence, given the strategy σ ε for player 1, the game reaches s 3 with probability at least 1 − ε against all strategies π for player 2. Therefore s 0 ∈ 1 limit (Reach ({ s 3 }) ). However, we now argue that
, and thus also s 0 ∈ 1 sure (Reach ({ s 3 }) ). To prove this claim, given a strategy σ for player 1, consider the following counterstrategy π for player 2: for k ≥ 0, in round 2k + 1, if player 1 plays move a with probability 1, then at round 2k player 2 chooses state s 2 and ensures that s 3 is reached with probability 0, and the game reaches s 0 in round 2k + 2; otherwise, if player 1 plays move b with positive probability in round 2k + 1, then player 2 in round 2k chooses state s 1 , and the game reaches s 4 with positive probability. It follows that s 0 ∈ 1 almost (Reach ({ s 3 }) ).
Perfect-information concurrent games
In contrast to turn-based games, where the players make their moves in turns, in concurrent games both players choose their moves simultaneously and independently of each other.
Perfect-information concurrent game structures. A perfect-information concurrent (PC) game structure G = (S, M, Γ 1 , Γ 2 , δ) is a tuple that consists of the following components:
-A finite state space S and a finite set M of moves.
-Two move assignments Γ 1 , Γ 2 : S → 2 M \∅. For i = 1, 2, the move assignment Γ i associates with each state s ∈ S a nonempty set Γ i (s) ⊆ M of moves available to player i at state s.
-A deterministic transition function δ: S × M × M → S which gives the successor state δ(s, a, b) from state s when player 1 chooses move a ∈ Γ 1 (s) and player 2 chooses move b ∈ Γ 2 (s). Theorem 2 (Quantitative determinacy [14] ). For all PC games, Borel objectives Φ, and states s, we have 1 val (Φ)(s) + 2 val (Ω \ Φ)(s) = 1.
Equivalence of ST Games and PC Games
In this section we show the equivalence of ST games and PC games. We first present a reduction from ST games to PC games.
From ST games to PC games. Consider an ST game structure G = ((S 1 , S 2 ), ≈, M, Γ 1 , Γ 2 , δ). We construct a PC game structure α(G) = ( S, M , Γ 1 , Γ 2 , δ) as follows: Fig. 3 . PC games for the ST games of Fig. 2. -State space. Let S = { s | s ∈ S 2 } ∪ { P | P ∈ P 1 }. For a state s ∈ S, we write α(s) for ρ(s) ∈ S, i.e., if s ∈ S 2 , then α(s) = s; and if s ∈ S 1 and s ∈ P ∈ P 1 , then α(s) = P . Also, given a state s ∈ S, we define a map β( s) as follows: if s ∈ S 2 and α(s) = s, then β( s) = s; else β( s) = s for some s ∈ P with s = P . -Move assignments. For every state s ∈ S 2 , let Γ 2 ( s) = Γ vis 2 (s) and Γ 1 ( s) = {⊥}. For every equivalence class P ∈ P 1 with P = {s 1 , . . . , s k }, let Γ 1 ( P ) = Γ 1 (s 1 ) and
Intuitively the concurrent state P captures the following idea: player 2 chooses the move b ∈ Γ inv 2 (P ) to place player 1 at the state s b ∈ P ; and player 1 chooses a move from Γ 1 (s) for s ∈ P . The joint moves a for player 1 and b for player 2, together with the player 1 transition function δ 1 , determines the transition function δ of the concurrent game.
Example 4. Fig. 3 shows the PC game structures that correspond to the ST game structures of Fig. 2 , mainly illustrating the reduction for the equivalence class
Strategy maps. Let Σ and Π be the sets of player 1 and player 2 strategies in the game structure α(G). Given two strategies σ ∈ Σ and π ∈ Π in the ST structure G, we define corresponding strategies α(σ) ∈ Σ and α(π) ∈ Π in the PC structure α(G) as follows:
Similarly, given strategies σ ∈ Σ and π ∈ Π for the two players in the concurrent structure α(G), we define corresponding strategies β( σ) ∈ Σ and β( π) ∈ Π in the turn-based structure G as follows:
Given an objective Φ ⊆ P ω for the ST game structure G, we denote by α(Φ) ⊆ S ω the corresponding objective for the PC game structure α(G), which is formally defined as (α(Φ)); 2. for all player 1 strategies σ and player 2 strategies π in the PC game structure α(G), and all states s of α(G), we have Pr
From PC games to ST games. Consider a PC game structure
Every state s ∈ S with Γ 1 (s) = A and Γ 2 (s) = { 1, . . . , k } is replaced by a gadget consisting of a player 2 state s with an edge to an equivalence class P ∈ P 1 such that P = { s 1 , . . . , s k } and
. . , k }, and Γ 1 ( s j ) = A for all s j ∈ P ; 2. δ vis 2 ( s, b) = P , δ inv 2 ( P , j) = s j , and δ 1 ( s j , a) = γ(δ(s, a, j)), where given a state s ∈ S, we denote by γ(s) the state s ∈ S 2 .
For a state pair ( s, s ) ∈ S 2 , let λ( s, s ) be the state s ∈ S with γ(s) = s.
Example 5. Consider the PC game shown in Fig. 4(a) . The set of available moves for player 1 at the states s 2 and s 3 is { a, b }, and for player 2, it is { 1, 2 }. Fig. 4(b) shows an equivalent ST game, illustrating the translation of the concurrent states s 2 and s 3 .
Given an objective Φ ⊆ S ω for the PC game structure G, we define the corresponding objective γ(Φ) ⊆ P ω for the ST game structure γ(G) as s 3 ) , . . . ∈ Φ }. Similar to the previous reduction, there exist simple translations γ: Σ → Σ and γ: Π → Π mapping strategies in the game structure G to strategies in γ(G), and reverse translations λ: Σ → Σ and λ: Π → Π mapping strategies in γ(G) to strategies in G such that the following lemma holds. The following theorem follows from Lemma 1 and Lemma 2.
Theorem 3 (Equivalence of ST and PC games).
1. For every ST game structure G, there is a PC game structure α(G) such that for all Borel objectives Φ and all states s of G, we have 1 val (Φ)(s) = 1 val (α(Φ))(α(s)). 2. For every PC game structure G, there is an ST game structure γ(G) such that for all Borel objectives Φ and all states s of S, we have 1 val (Φ)(s) = 1 val (γ(Φ))(γ(s)).
Example 6 (ST games with irrational values).
Consider the PC game shown in Fig. 4(a) . The objective of player 1 is to reach the state s 0 . Recall that the set of available moves for player 1 at the states s 2 and s 3 is { a, b }, and for player 2, it is { 1, 2 }. Let the value for player 1 at state s 2 be x. The player 1 strategy σ that plays the moves a and b with probability 1 / 2 at s 3 ensures that the value for player 1 at state s 3 is at least x / 2 . Similarly, the player 2 strategy π that plays the moves 1 and 2 with probability 1 / 2 at s 3 ensures that the value for player 1 at state s 3 is at most x / 2 . Hence, the value for player 1 at state s 3 is x / 2 . It follows from the characterization of the values of concurrent games as fixpoints of values of matrix games [8] that x = min max 1
where the operator min max denotes the optimal value in a matrix game. The solution for x is achieved by solving the following optimization problem: minimize x subject to c + (1 − c) · x /2 ≤ x and 1 − c ≤ x.
Intuitively, c is the probability to choose move a in an optimal strategy. The solution to the optimization problem is achieved by setting x = 1 − c. Hence, c + (1 − c) 2 /2 = (1 − c), which implies (1 + c) 2 = 2. Since c must lie in the interval [0, 1], we conclude that c = √ 2 − 1. Thus the value for player 1 at state s 2 is x = 2 − √ 2. By Theorem 3 it follows that the player 1 value at state s 3 is also x / 2 , which is irrational.
Values and determinacy of ST games. Example 3 shows that the sure determinacy of PT games does not extend to ST games. Example 6 shows that the values in ST games can be irrational even for reachability objectives. Theorem 2 and Theorem 3 establish the quantitative determinacy for ST games.
Corollary 1 (Values and determinacy of ST games).
1. There exists an ST game with a reachability objective Φ and a state s such that s ∈ ( 1 sure (Φ) ∪ 2 sure (Ω \ Φ)). 2. There exists an ST game with a reachability objective Φ and a state s such that the value 1 val (Φ)(s) for player 1 at s for Φ is irrational. 3. For all ST games, all Borel objectives Φ, and all states s, we have 1 val (Φ)(s) + 2 val (Ω \ Φ)(s) = 1.
Computational complexity of ST games. The result of [18] shows that computing sure winning sets in the general case of partial-information turnbased games, which correspond to games with variables (Example 2) where all four variable sets V are nonempty, is 2EXPTIME-complete for reachability objectives. Even in the simpler case when V pub 1 = ∅ or V pub 2 = ∅, the problem is still EXPTIME-complete. We show that ST games, which correspond to the subclass of games with variables with V pvt 1 = ∅, can be solved considerably more efficiently. The approach to solve a ST game by a reduction to an exponential-size PT game, using a subset construction, only yields the sure winning sets. However, solving ST games by our reduction to PC games allows the arbitrarily precise and more efficient computation of values.
Corollary 2 (Complexity of ST games).
For all ST games, all parity objectives Φ, and all states s, 1. whether s ∈ 1 sure (Φ) or s ∈ 1 almost (Φ) or s ∈ 1 limit (Φ) can each be decided in NP ∩ coNP; 2. for all rational constants r and ε > 0, whether 1 val (Φ)(s) ∈ [r − ε, r + ε] can be decided in NP ∩ coNP.
Proof. For all ST games the reduction to PC games is achieved in linear time.
The complexity for computing qualitative winning sets (Part 1 of the corollary) follows from the results of [5] . The complexity for approximating values (Part 2) follows from the results of [3] .
