This paper studies lower bounds for classical multicolor Ramsey numbers, first by giving a short overview of past results, and then by presenting several general constructions establishing new lower bounds for many diagonal and off-diagonal multicolor Ramsey numbers. In particular, we improve several lower bounds for R k (4) and R k (5) for some small k, including 415 ≤ R 3 (5), 634 ≤ R 4 (4), 2721 ≤ R 4 (5), 3416 ≤ R 5 (4) and 26082 ≤ R 5 (5). Most of the new lower bounds are consequences of general constructions.
Introduction and Notation
In this paper we study undirected loopless graphs and edge-colorings, where, technically, an edge joining u and v is a set {u, v}. Often however we will denote the same edge by (u, v) , or equivalently by (v, u) .
A (k 1 , k 2 , . . . , k r )-coloring, r, k i ≥ 1, is an assignment of one of r colors to each edge in a complete graph, such that it does not contain any monochromatic complete subgraph K k i in color i, for 1 ≤ i ≤ r. Similarly, a (k 1 , k 2 , . . . , k r ; n)-coloring is a (k 1 , . . . , k r )-coloring of the complete graph on n vertices K n . Let R(k 1 , . . . , k r ) and R(k 1 , . . . , k r ; n) denote the set of all (k 1 , . . . , k r )-and (k 1 , . . . , k r ; n)-colorings, respectively. The Ramsey number R(k 1 , . . . , k r ) is defined to be the least n > 0 such that R(k 1 , . . . , k r ; n) is empty. In the diagonal case k 1 = . . . = k r = m we will use simpler notation R r (m) and R r (m; n) for sets of colorings, and R r (m) for the Ramsey numbers.
In the case of 2 colors (r = 2) we deal with classical graph Ramsey numbers, which have been studied extensively for 50 years. Much less has been done for multicolor numbers (r ≥ 3). Another area of major interest has been the study of generalized Ramsey colorings, wherein the forbidden monochromatic subgraphs are not restricted to complete graphs. Stanis law Radziszowski maintains a regularly updated survey [22] of the most recent results on the best known bounds on various types of Ramsey numbers.
In Section 2 we given an overview of previous results on bounds for multicolor numbers, focusing mostly on recursive lower bound constructions. Section 3 reviews an old construction described by Giraud in 1968, which produces Schur and cyclic colorings from smaller colorings, and which seems to have been nearly forgotten. In Section 4 we present a sequence of new general constructions, and in Section 5, we describe some K 3 -avoiding constructions. Section 6 presents some lower bounds implied by explicit constructions obtained from heuristic computer searches.
Many specific new lower bounds are obtained throughout the paper as corollaries to general constructions, for example 634 ≤ R 4 (4), 2721 ≤ R 4 (5), 15202 ≤ R 4 (6), 62017 ≤ R 4 (7), 3416 ≤ R 5 (4), and 26082 ≤ R 5 (5) . All of these bounds improve lower bounds listed in the survey Small Ramsey Numbers [22] . All lower bounds discussed in this paper, including several off-diagonal cases, are gathered and indexed in Section 7.
Previous Work
In 1955, Greenwood and Gleason [14] proved the general upper bound
Inequality (1) is strict if the right hand side is even and at least one of the terms in the summation is even. It is suspected that this upper bound is never tight for r ≥ 3 and k i ≥ 3, except for the case r = k 1 = k 2 = k 3 = 3, since R(2, 3, 3) = R(3, 2, 3) = the electronic journal of combinatorics 11 (2004) , #R35 R(3, 3, 2) = R(3, 3) = 6 and R 3 (3) = 17. The latter is the only known nontrivial value of a classical multicolor Ramsey number, determined in the same paper by Greenwood and Gleason [14] . It was later proved by Kalbfleisch and Stanton that there are exactly two nonisomorphic (3, 3, 3; 16) -colorings [18] . One of them is a well known coloring with vertices in GF (2 4 ), where the edge {u, v} has color i, 0 ≤ i < 3, if u − v is in the i-th cubic residue class. Interestingly, while the other coloring doesn't have such nice algebraic description, each of the colors in both colorings induces, up to isomorphism, the same graph.
The general lower bound inequality R r (3) ≥ 3R r−1 (3) + R r−3 (3) − 3, r ≥ 4,
obtained constructively by Chung [5] , implies the best known lower bound for the 4 color case, 51 ≤ R 4 (3). It is known that R 4 (3) ≤ 62 [9] , while (1) gives an upper bound of only 66. It seems that any further improvements would require a breakthrough in what we know about upper bounds, since we believe that the true value of R 4 (3) is much closer, if not equal to, 51.
Perhaps the only open case of a classical multicolor Ramsey number, for which we can anticipate exact evaluation in the not-too-distance future is R (3, 3, 4) . It is known that this number is equal to either 30 or 31 [17] [21] . Note that (1) only gives us R(3, 3, 4) ≤ 34. Both above improvements over (1) were obtained with the help of complicated and intensive computations. No other cases of upper bounds which improve on (1) are known.
One of the most successful techniques in deriving lower bounds are constructions based on Schur partitions, and closely related cyclic and linear colorings. We now define these concepts.
A sum free set S of integers is a set in which x, y ∈ S implies that x + y / ∈ S. A Schur partition of the integers from 1 to n, [1, n] , is a partition into sum free sets. The Schur number, s(r), is the maximum n for which there exists a Schur partition of [1, n] into r sets. A Schur partition is symmetric if x and n − x are always in the same set. Schur partitions give rise to K 3 -free colorings of complete graphs as follows. Given a Schur partition, S 1 . . . S r of of [1, n] , we can construct the coloring of K n+1 by associating color i with the set S i and by identifying the vertices of K n+1 with the integers from 0 to n. Given a pair of vertices u and v, determine the set S j containing |u − v| and color the edge joining u and v with the associated color j. Such a coloring is also called a linear coloring. A linear coloring is a cyclic coloring if the associated Schur partition is symmetric.
The Schur numbers are known for 1 ≤ r ≤ 4, the values being 1, 4, 13, and 44, respectively. For larger values of r, we have only some lower bounds. In 1994, a construction method that produced the best known lower bound 160 ≤ s (5) , yielding immediately 162 ≤ R 5 (3), was described by Exoo [7] . For the record, we have discovered that if, in the resulting (3, 3, 3, 3, 3; 161)-coloring, the colors 2 and 3 are merged, then we obtain a (3, 5, 3, 3; 161)-coloring, and thus 162 ≤ R (3, 3, 3, 5) . This improves the previous bound [11] worked with higher parameters establishing lower bounds 538 ≤ R 6 (3) and 1682 ≤ R 7 (3), also by improving on previous Schur partition constructions.
In 1983 Chung and Grinstead [6] proved an inequality equivalent to (3), valid for any fixed t ≥ 1. They also showed that the limit of R r (3) 1/r exists and is at least 3.16, though it might be infinite. This is in contrast to the famous open problem whether the limit of R(k, k) 1/k exists.
(2s(t) + 1)
Note that c 1 = c 2 = c 3 = 3 and c 4 ≈ 3.07. The bound 3.16 for the constant c 5 in [6] follows from 157 ≤ s (5) , which at the time was the best known bound on s (5 can be derived by using 536 ≤ s(6) obtained in [11] .
Various authors used similar techniques even earlier for studying general constructions and lower bound asymptotics of R r (k) for fixed k ≥ 3 and r → ∞. Namely, Abbott and Moser [3] in 1966, Giraud [12] , [13] in 1968, Abbott and Hanson [2] in 1972, and Fredricksen [10] in 1975. In particular, in [2] it is shown that for each k there exists a positive constant d k such that
which when combined with the proof of another old result by Abbott [1] ,
leads to bounds similar to (3) for avoiding K k instead of K 3 . Song En Min in [27] obtained (6) , which generalizes (5) as follows
Since we are not aware of any discussion of inequalities (5) or (6) in many years, we note a special, yet illustrative, case of the Abbott-Song construction for r = 4, and p i , q i = 2 for i = 1, 2, 3, 4 (general cases are discussed further in later sections). This case leads to the lower bound 2501 ≤ R 4 (5), which improves the bound of 1833 given by Mathon [20] . Fix any (3, 3, 3, 3 ; 50)-coloring C on 50 vertices, for example to one found by Chung [5] . We build a of 50 vertices inducing C, so there must be a triangle at the "higher" level, which is a contradiction. Thus D has no monochromatic K 5 . In Section 5 we improve further this bound to 2721 ≤ R 4 (5).
A simpler, but weaker form of (6) can be obtained as follows [26] . Consider r = s + t, and let p 1 = ... = p s = q s+1 = ... = q r = k − 1 and q 1 = ... = q s = p s+1 = ... = p r = 1, then (6) becomes (7), and thus (7) is weaker, though more concise.
For the sake of completeness, we note that a different approach was used by Mathon, who constructed some colorings based on association schemes [20] .
Finally, we include lower bound recurrences (8) , (9), (10) , and (11) found by Robertson in [23] and [24] . In (11) we require k 1 < k 2 . Then for r, k, l, k i ≥ 3 we have:
and
Constructions (8) and (9) lead to some best known lower bounds for specific parameters (cf. [22] ). (10) can be easily obtained from (6) . Our Theorem 7 in Section 5 improves (8) significantly. Some theorems in this paper are based on results described by Xu Xiaodong in the manuscript [28] . The latter contains even a few further sharpenings of lower bounds, but at the price of increasing the complexity of the assumptions, and not necessarily leading to interesting improvements of specific lower bounds.
Giraud's Cyclic Construction
of {1, . . . , n − 1} with the property that j ∈ C i implies n − j ∈ C i , for all 1 ≤ i ≤ r and 1 ≤ j < n. The color of the edge (j 1 , j 2 ), 0 ≤ j 1 < j 2 < n, is equal to i if and only if j 2 − j 1 ∈ C i . Note that C i can be thought of as a set of distances in Z n , where all the edges between vertices with circular distance d ∈ C i are assigned color i.
Let were established by cyclic colorings using the inequality
Similarly, the recurrence in Theorem 1 below can be applied to derive lower bounds for multicolor Ramsey numbers. The original 1968 construction for generalized Schur partitions is due to Giraud [12] , who later observed [13] (both papers in French) that it also yields a recursive construction for cyclic colorings. Our proof of the same does not explicitly use Schur partitions, and we believe that it is the first one in English.
Theorem 1 [Giraud 1968] For
k i ≥ 3, i = 1, . . . , r, L(k 1 , . . . , k r , k r+1 ) ≥ (2k r+1 − 3)L(k 1 , . . . , k r ) − k r+1 + 2.
Proof.
Consider any cyclic (k 1 , . . . , k r ; n)-coloring G over Z n given by the partition
of {1, . . . , m − 1} as follows. For 1 ≤ i ≤ r we let
One can easily check that
induces all the edges in color i. Without loss of generality we may assume that 0 ∈ S, since otherwise we can subtract min(S) from all elements without changing colors between vertices.
We first consider colors i for 1 ≤ i ≤ r. For x > y, if x, y ∈ S then x − y ∈ D i , and hence 0 = (x − y) (mod 2n − 1) ∈ C i . Since C i ⊂ Z n , by taking y = 0 ∈ S in the latter we obtain s distinct values of x ∈ S modulo 2n − 1, furthermore all in Z n . Consequently, the set T = {x (mod 2n − 1) | x ∈ S} ⊂ Z n induces a complete graph K s of color i in G, and thus s < k i . To complete the proof, consider color r +1, and let S = {0, 
Building-Up Colorings
We start this section with a theorem which actually is a special case of the result by Song [27] with a suitable choice of p i 's and q i 's equal to 1 in (6). This special case is interesting in itself, and furthermore enhancements of this construction will appear later in the paper.
.., r} be the colors of the corresponding edges in C 1 and C 2 , respectively. We define an r-coloring F ∈ R(k 1 , . . . , k r ; st) of K st on the vertex set U × V as follows:
Observe that in F the edges which receive one of the first i colors induce an s-partite K t,...,t , colored accordingly to C 1 , and the edges of colors from the set {i + 1, ..., r} induce s disjoint copies of K t , all of them colored as in C 2 . Consequently, no forbidden monochromatic K k j in color j is created for any j, and thus F ∈ R(k 1 , . . . , k r ; st). The theorem follows. ♦ There is a similarity between the recurrences (6) and (12) , and between their constructive proofs as well. They differ in that (6) keeps the number of colors fixed when increasing orders of forbidden cliques, while (12) increases the number of colors but preserves clique orders.
Using the value R 2 (4) = 18 [14] and lower bounds 128 ≤ R 3 (4) [15] , 102 ≤ R 2 (6) and 205 ≤ R 2 (7) (cf. [20] , [22] , [25] ), Theorem 2 implies 2160 ≤ R 5 (4), 10202 ≤ R 4 (6) and 41617 ≤ R 4 (7). Of course for such diagonal cases, inequality (7) would have been sufficient. The last two bounds were also known to Richard Beekman [4] in 2000. By using 51 ≤ R 4 (3) and 162 ≤ R 5 (3) in (5) with p = q = 2 for r = 4 and r = 5, we obtain 2501 ≤ R 4 (5) and 25922 ≤ R 5 (5), respectively, which are better than the bounds which could be obtained by using Theorem 2. Still better bounds for R 4 (5) and R 5 (5) will be derived later.
The following construction for 2-color Ramsey numbers was presented in [29] . Given a (k, p; n 1 )-graph G and a (k, q; n 2 )-graph H, such that G and H both contain an induced subgraph isomorphic to some K k−1 -free graph M on m vertices, the authors construct a (k, p + q − 1;
The next theorem extends this idea to multiple colors and employs product graphs, thereby improving Abbott's inequality (5).
Theorem 3 If p, q, r ≥ 2 and p ≥ q, then
Proof. Consider any colorings G ∈ R r (p+1; s) with V G = {u 1 , ..., u s }, s = R r (p+1)−1, and H ∈ R r (q + 1; t) with V H = {v 1 , ..., v t }, t = R r (q + 1) − 1. In order to prove the theorem, we will construct an r-coloring F ∈ R r (pq + 1; st + t − 1) with the vertex set VF = (VG × VH ) ∪ (VH \ {v 1 }). Note that F has the right number of vertices since (st + t − 1) + 1 = R r (p + 1)(R r (q + 1) − 1). The structure of F induced on VG × VH is similar to that in the proof of Theorem 2. In addition, F contains a recolored copy of H with one vertex deleted, and the connecting edges.
More formally, the coloring of the edges of F is constructed as follows. We begin by letting
Actually, F contains at least s t subcolorings isomorphic to H, namely those induced by any t-set containing exactly one element in each V j .
We recolor all edges induced in U 1 by applying any permutation π without fixed points to colors {1, . . . , r}. After this recoloring it still holds that H 1 ∈ R r (q + 1; t), but now every edge in H 1 has different color than the corresponding edge in H. No edges in all other H i 's and G j 's were recolored. Next, we color the edges of F [VH \ {v 1 }] with the same colors as the corresponding edges in H 1 (after recoloring), namely
We will prove that F does not contain any monochromatic Putting it together, and using p ≥ q, we have Define I 2 = {j |v j ∈ D 2 }, and let I 1 and I 3 be as in the Case 2. Similarly as before, we have a partition of D into d 1 + d 2 ≤ 2q − 1 singletons and at most q − 1 blocks D 3 ∩ V j . Now, however, each of the latter blocks can have at most p − 1 elements. Hence, using p ≥ q, we obtain
This completes the proof. ♦ This theorem improves Abbott's construction (5) by the term t − 1. In particular, using p = q = 2 and the lower bounds R 4 (3) ≥ 51 and R 5 (3) ≥ 162 (cf. [22] ), we obtain new lower bounds R 4 (5) ≥ 2550 (which will be improved again by Corollary 5 in Section 5) and R 5 (5) ≥ 26082, respectively. We cannot always improve over Song's generalization (6) of (5), because of the way the recoloring of H was used in the proof. We can however do so in the following restricted case. Proof. This is a simple generalization of the proof of previous theorem. ♦ k, l ≥ 3, let G be a (k, l; 2n) 
Theorem 5 For
with the vertex set U × VH by defining the colors of edges as follows. For each fixed i,
One can easily see, as in the previous proofs, that F has no K s in color 1. Since P has no K 3 , any K p in color 2 or K q in color 3, by the construction, may involve vertices with at most two distinct coordinates u i . However, in this case such a monochromatic clique is induced in an isomorph of G, hence p < k and q < l. This completes the proof. ♦ We won't give any new bounds that follow immediately from Theorem 5, but we will have two strong new bounds from a generalization, which follows. 
Proof.
We only outline the proof, which is a generalization of Theorem 5 to more colors, with an observation permitting the use of n + 1 points of G, instead of n, d times. The color avoiding K s is now split into t colors with clique bounds s 1 , . . . , s t , and instead of two colors avoiding K k and K l we now have r colors with bounds k 1 , . . . , k r . Observe further that we can add extra d points to the construction by augmenting d copies of H ∼ = G[V 1 ], corresponding to d neighbors of a vertex x in P in color 1, by a copy of vertex w. Since P has no triangles in color 1, we will be adding edges between different copies of H with only at most one of them being augmented by w, so we can still follow the original structure of G as in the proof of Theorem 5. ♦
Corollary 2 R 5 (4) ≥ 3416 and R 4 (6) ≥ 15202
Proof. In both cases we will use Theorem 6 applied to a cyclic coloring G on 2n + 1 vertices, which can easily be split into parts as required. Consider the (4, 4, 4; 127)-coloring from [15] , and thus setting n = 63, and the (3, 4, 4; 54)-coloring found in [19] , which has vertices of degree 13 in color 1. Theorem 6 implies R 5 (4) ≥ 54 · 63 + 13 + 1 = 3416. For R 4 (6), consider two colorings used in the proof of Corollary 1 in Section 3; a (6, 6; 101)-coloring setting n = 50 and a (3, 6, 6; 302)-coloring built there. The latter has vertices of degree 101 in color 1. Applying Theorem 6 gives R 4 (6) ≥ 302 · 50 + 101 + 1 = 15202 ♦ 
Avoiding Triangles and Merging Colors
Theorem 7 If k ≥ 3 and l ≥ 5, then R(3, k, l) ≥ 4R(k, l − 1) − 3.= 4 i=1 U i , where U i = {(u i , v j ) | 1 ≤ j ≤ m}. For each i, 1 ≤ i ≤ 4,
we color the edges induced by U i with colors 2 and 3 according to
Next, we color the edges between U i 1 and U i 2 , for i 1 ∈ {1, 2} and i 2 ∈ {3, 4} by letting
∈ EG, and j 1 = j 2 , and for (i 1 , i 2 ) ∈ {(1, 2), (3, 4)} by
Clearly, F has the right number of vertices. From the construction, it is straightforward to observe that F does not contain any triangles in color 1, nor K k in color 2. We need to prove that the coloring F does not contain any K l in color 3.
Suppose otherwise, and let S ⊂ VF be the set of l vertices inducing a monochromatic K l in color 3. Let S i = S ∩ U i , and denote s i = |S i |, for i = 1, 2, 3, 4. We have |S| = 4 i=1 s i = l, and observe that l ≥ 5 implies s i > 1 for some i. By symmetry, without loss of generality, we may assume that s 1 ≥ 2, which in turn by construction immediately implies s 2 = 0. We next claim that s 1 + s 3 v q 2 ) , ..., (u 3 , v qs 3 )}, and denote the corresponding sets of indices by and we see that {v j ∈ VG | j ∈ P ∪Q} is an independent set in the graph G. Consequently, s 1 + s 3 = |P ∪ Q| < l − 1. In the same way one can argue that s 1 + s 4 < l − 1. Recall that s 2 = 0. Hence, if one of s 3 , s 4 is equal to zero, then |S| < l − 1. Finally, the colors of the edges between U 3 and U 4 imply that if both s 3 and s 4 are nonzero, then s 3 = s 4 = 1, and thus |S| = s 1 + s 3 + s 4 ≤ l − 1, a contradiction. ♦ We note that Theorem 7 is a significant improvement over (8) . Using lower bounds on R(3, k) from [22] , we obtain new bounds R (3, 3, 10) ≥ 141, R(3, 3, 11) ≥ 157, R(3, 3, 12) ≥ 181, and R(3, 3, 13) ≥ 205. Using a different reasoning, one can actually prove that Theorem 7 holds also for l = 4 and l = 3. This extension, however, leads only to rather weak specific bounds.
One can generalize Theorem 7 by allowing more colors in place of color 2 on the left hand side R (3, k, l) . Another lower bound for the numbers of the form R (3, k, k) is given in the next theorem. It is based on the well known Paley graphs Q p defined for primes p of the form p = 4t + 1. Let QR(p) (QR(p)) denote the set of quadratic residues (nonresidues) modulo p. In Q p the vertex set is equal to Z p , and the vertices x and y are joined by an edge if and only if x − y ∈ QR(p). The condition p ≡ 1 (mod 4) implies that −1 is a quadratic residue, and thus Q p is a well defined cyclic graph. We further note that QR(p) and QR(p) each have (p − 1)/2 elements, they partition Z p \ {0}, and both are closed under multiplication by any element in QR(p), in particular under f (x) = (−1)x ≡ p − x (mod p). On the other hand multiplication by any nonresidue in QR(p) swaps elements between QR(p) and QR(p). Using elementary number theory one can also easily prove that Q p is edge-transitive and self-complementary.
If α p denotes the order of the largest clique in Q p , then we clearly have R(α p + 1, α p + 1) > p. Shearer [25] , and later but independently Mathon [20] , described a construction "doubling" Q p , which yields a graph H p on 2p + 2 vertices in R(α p + 2, α p + 2). This construction gives the best known lower bounds for several diagonal Ramsey numbers, in particular R (7, cannot be iterated, since the graph H p has no longer structure of a Paley graph, in particular it doesn't have to be cyclic or self-complementary. Paley graphs yield also good lower bounds when used as a starting point for the Giraud construction of Theorem 1 discussed in Section 3. Giraud construction requires the starting graph to be cyclic, and thus it cannot be used after Shearer-Mathon doubling. The other order of extensions, as is, is not feasible either. However, Theorem 8 below shows that a special way of merging the Giraud and Shearer-Mathon constructions works. We first formulate and prove it only for avoiding triangles in the new color, which apparently is the case producing some of the strongest known lower bounds. 
Theorem 8 For a prime
Let H be a vertex disjoint isomorphic copy of H, so that the vertex x of H corresponds to the vertex x of H. In order to prove the theorem, we construct a 3-coloring 
The special 3p − 1 matching edges of color 2 for x = y could be defined alternatively in color 1, or in any mixture of colors 1 and 2. Finally we complete the definition of the coloring F . For the edges between W and VH ∪ VH assign F (w i , x) = 2, F (w i , x ) = 1 for i ∈ {1, 2}, and F (w i , x) = 1, F (w i , x ) = 2 for i ∈ {3, 4}.
We have to show that F is a (k + 1, k + 1, 3)-coloring. By Theorem 1 we know that H and H are (k, k, 3; 3p − 1)-colorings. Considering all possible triples of vertices, one can easily see from the construction that F does not contain any triangle in color 3. Suppose S ⊂ VF , s = |S|, induces all edges in color c, where c is color 1 or color 2. We will prove that s < k + 1.
Observe that each w in W , for fixed color 1 or 2, has edges only to one of VH or VH . Note further that F [W ] has no edges in color 1, and for each edge such that F (w i , w j ) = 2 the neighborhoods of w i and w j in color 2 are disjoint. Hence there is at most one vertex w in S ∩ W , or otherwise S ⊂ W , in which case s ≤ 2 and we are done. If there is such w, then S is disjoint from V H or from V H . Since no cliques in color 1 or 2 in H and H have k vertices, then w ∈ S implies s < k + 1, Thus in the sequel we will assume that S ∩ W = ∅.
If for some x ∈ VH , {x, x } ⊂ S (this must be the case of c = 2), then we easily see that S = {x, x }. So we assume that no matching edge {x, x } is in S, which makes further reasoning identical for c = 2 and c = 1. If S intersects only one of VH or VH , then clearly s < k. Since H is cyclic we can assume that 0 ∈ S ∩ VH , and we can write Hence we have
, and furthermore all differences between two elements of X(p) or two elements of Y (p) must be in Qr, while all differences between elements from X(p) and Y (p) must be in Qr. The final argument is the same as in the Paley doubling construction by Shearer [25] . Consider the set
We can show that T forms a clique in the Paley graph Q p . For any distinct a −1 , b −1 ∈ T , consider quadratic character of the factors in the representation
, all arithmetic performed modulo p. In all cases we can easily see that a
Qr by the basic property of nonresidues, and b − a ∈ Qr because of the structure of F as argued above. Therefore where G has only 2n = 204 vertices and the construction has no d extra points, we can easily conclude that R 4 (7) ≥ 608·102+1 = 62017. The bound R(3, 9, 9) ≥ 1689 = 6·281+3 can be obtained similarly by Theorem 8 from the Paley graph Q 281 ∈ R (8, 8; 281) . 
Corollary 4 For a prime

Sketch of the proof.
We will use the notation of the proof of Theorem 8. The same method works not only for triangles but for all K s , s ≥ 3. We first build H ∈ R(k, k, s; (2s − 3)p − s + 2) using Theorem 1. The coloring F is constructed similarly as before on two copies of H, but now with additional 2(s − 1) vertices in W , totaling While the main focus of this paper is on multicolor Ramsey numbers, we digress to present a 2-color theorem which follows naturally from Theorem 7.
Theorem 9 For
l ≥ 5, k ≥ 2, R(2k − 1, l) ≥ 4R(k, l − 1) − 3.
Proof.
We will use exactly the same graph G and 3-coloring F as in the proof of Theorem 7. Consider a 2-coloring (graph) H obtained from F by merging colors 1 and 2, i.e. the edges of H are those colored 1 or 2 in F . Clearly, by Theorem 7, H has no independent sets of order l. We have to prove that H contains no K 2k−1 .
Suppose that D ⊂ VF = VH , of order d = |D|, is a set of vertices inducing K d in H. We partition D into six sets, and associate with them sets of indices, which are subsets of {1, ..., m}. First, define 
with the corresponding sets of indices the electronic journal of combinatorics 11 (2004), #R35
and their cardinalities . F ((u 1 , v), (u 2 , v) ) = 3 implies that I 1 ∩ I 2 = ∅, from which we can conclude that all D j 's are mutually disjoint and cover D. Next, observe that I 1 , I 4 and I 5 are mutually disjoint, and thus
In the same way we argue that
. This shows that H doesn't contain K 2k−1 , and thus it completes the proof of the theorem. ♦ Normally, one would not expect to obtain interesting 2-color Ramsey constructions by merging colors in multicolorings. The method of the proof of Theorem 9 is an exception, since it surprisingly produces some new lower bounds improving on those listed in the 2002 revision of [22] . For k = 3 we obtain a general inequality
which when applied for small l to bounds on R(3, l − 1) from [22] 
Proof. Similarly as (13) was obtained from Theorem 7 by considering more colors, we can think of (15) being a generalization derived from Theorem 9. Or, equivalently, in the construction of coloring corresponding to the left hand side of (13) The previously best known lower bound for R 4 (5) cited in [22] was 2501. It could be derived by a method described by Abbott [1] or as discussed in Section 2 and Section 4. Finally, we mention yet another new bound R 3 (9) ≥ 13761, which can be obtained by applying (15) three times and using R (7, 8) ≥ 216 [29] .
Computer Searches for Colorings
In 1994, a construction method that produced the best known lower bound for the 5th Schur number and for the 5-color Ramsey number of K 3 was described by Exoo [7] . With the availability of faster computers, it has become feasible to apply the method to bigger problems, particularly for K 4 and K 5 .
The colorings described here are all linear colorings, i.e., the vertices are numbered from 0 to n − 1 and the color of the edge joining vertices i and j depends only on the difference |i − j|. This class of coloring includes cyclic colorings. Linear colorings possess a useful hereditary property that cyclic colorings do not: given a linear coloring on n + 1 vertices, we can find a linear subcoloring on n vertices.
The growth method begins with a coloring of a small graph, one far smaller than the one that we ultimately aim to construct. At each stage of the algorithm, we have a target number of vertices on which we are trying to complete a good coloring. When we succeed, we increment the target. The hereditary property gives us a chance to succeed at the larger number of vertices without making an excessive number of changes in our coloring. Proof. The coloring that proves the theorem is given below. In this coloring we identify the vertices with the positive integers from 1 to 414. The color of the edge joining a pair of vertices is determined by their difference. So, for example, edges are given color 1 if the absolute value of their difference is any of the values listed in the first set of integers below. Other new lower bounds for off-diagonal multicolor numbers involving triangles were obtained with the help of heuristic algorithms by Geoff Exoo, and most of them are presented at his website [8] . In the following we present previously unpublished constructions establishing the bounds 79 ≤ R (3, 3, 7) , 93 ≤ R (3, 3, 3, 4) and 171 ≤ R (3, 3, 4, 4) .
The coloring which gives 79 ≤ R (3, 3, 7) follows. Next is the coloring which shows 93 ≤ R (3, 3, 3, 4 
Summary of Bounds
The summary of all lower bounds used, derived, or otherwise mentioned in the paper (not necessarily new) is presented in the Table I , together with pointers to references and relevant places in this paper. The bounds which are new and the best for given parameters are marked with a '*' in the column "best new". For example, the lower bound of 162 in the case number 3 is not new and it was established in [7] , while a new lower bound of 634 for the case number 7 is obtained using Theorem 2 in Section 3, and it is listed in the abstract. For a complete listing of all known related bounds see the dynamic survey paper [22] . 
