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a b s t r a c t
We give two combinatorial proofs and partition-theoretic interpretations of an identity
from Ramanujan’s lost notebook. We prove a special case of the identity using the invo-
lution principle. We then extend this into a direct proof of the full identity using a gener-
alization of the involution principle. We also show that the identity can be rewritten into
a modified form that we prove bijectively. This fits the identity into Pak’s duality of parti-
tion identities proven using the involution principle and partition identities proven bijec-
tively. The original identity was first proven algebraically by Andrews as a consequence of
an identity of Rogers’ and combinatorially by Kim, while the modified form of the identity
generalizes an identity recently found by Andrews and Warnaar related to the product of
partial theta functions.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In the following paper we will give two combinatorial proofs of the following identity from Ramanujan’s lost notebook:
1+
∞∑
n=1
qn
(1− aq)(1− aq2) · · · (1− aqn)(1− bq)(1− bq2) · · · (1− bqn)
= (1− a−1)
1+ ∞∑
n=1
(−1)nq
(
n+1
2
)
bna−n
(1− bq)(1− bq2) · · · (1− bqn)

+a−1
∞∑
n=0
(−1)nq
(
n+1
2
)
bna−n
∞∏
k=1
1
(1− aqk)(1− bqk) . (1.1)
First, we provide a direct combinatorial proof, based on the involution principle, of the special case of (1.1) found by
evaluating (1.1) at a = 1. We then extend this into a direct combinatorial proof, using a generalization of the involution
principle, of (1.1) itself. Next, we rewrite (1.1) into amodified form suggesting the possibility of amore direct bijective proof:
∞∑
n=0
aqn
∞∏
k=n+1
(1+ acqk)
(1− a)(1− aq)(1− aq2) · · · (1− aqn) +
∞∑
n=1
q
(
n+1
2
)
cn
∞∏
k=n+1
(1+ acqk)
=
( ∞∑
n=0
q
(
n+1
2
)
cn
)( ∞∏
k=0
1
(1− aqk)
)
. (1.2)
We prove (1.2) using an explicit bijection, generalizing a standard bijection from partition theory.
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(1.2) was first proven using analytical techniques and an identity of Rogers’ by Andrews [1]. In his recent survey of
partition bijections [4], Pak listed finding a combinatorial proof of (1.1) as an unsolved problem. (Our statement of the
identity follows Pak’s notation). In a separate article [5], Pak suggested, as a general principle, that partition identities
apparently requiring a combinatorial proof based on a sign-reversing involution, like (1.1), can often be interpreted as
special cases of partition identities that can be proven using direct bijections. Our two proofs therefore demonstrate how
Ramanujan’s identity (1.1) fits, broadly speaking, into this framework.
Note: Kim [3] recently and independently gave a combinatorial interpretation and proof of (1.1). Our proof is similar,
althoughwemakemore direct and explicit use of the involution principle and the generalized involution principle.We thank
Kim for bringing his work to our attention. The same article notes a recent identity also proven recently and independently
by Andrews and Warnaar [2],
∞∑
n=0
(−a)nq (n)(n−1)2 = (a)∞(q)∞
∞∑
n=0
qn
(a)n(q)n
using the standard notation of (p)n = (1− p)(1− pq) . . . (1− pqn−1) for any p. This identity can be seen as a special case of
(1.2), derived by multiplying both sides by 1− a, evaluating at a = 1, multiplying both sides by (q)∞ = ∏∞i=1(1− qi), and
replacing cq by−a.
2. A combinatorial proof of the special case of Ramanujan’s identity at a = 1
First, throughout this paper, a partition λ will be taken to mean a decreasing sequence of positive integers λ1 ≥ λ2 ≥
· · · ≥ λk, with λ = (λ1, λ2, . . . , λk). For an arbitrary partition λ = (λ1, λ2, . . . , λk), let `(λ) = k be the number of parts of
λ, |λ| = λ1 + · · · + λk be the sum of the parts of λ, a(λ) = λ1 be the largest part of λ, and s(λ) = λk be the smallest part of
λ, as usual. Further define P to be the set of partitions, with P0 the set of partitions possibly including parts of size zero, and
D to be the set of partitions with distinct parts, i.e., the set of partitions λ = (λ1, . . . , λk) such that λ1 > λ2 > · · · > λk.
Also define, for each n ≥ 0, ∆n = (n, n − 1, n − 2, . . . , 1), with ∆0 = ∅. Let ∆ = {∆n}∞n=0 be the set of such ‘‘staircase’’
partitions. Note that |∆n| =
(
n+1
2
)
.
Evaluating (1.1) at a = 1 gives the following identity,
1+
∞∑
n=1
qn
(1− q)(1− q2) · · · (1− qn)(1− bq)(1− bq2) · · · (1− bqn)
=
∞∑
n=0
(−1)nq
(
n+1
2
)
bn
∞∏
k=1
1
(1− qk)(1− bqk) , (2.1)
which we will prove using the following application of the involution principle to generating functions:
Lemma 1. Given a discrete set S, let (f1, f2, . . . , fm) be a list of functions fi : S → Z. If g : S → Z andψ : S → S are such that:
• ψ ◦ ψ = idS , i.e., ψ is an involution,• fi(ψ(s)) = f (s) for all s ∈ S, 1 ≤ i ≤ m,• Either ψ(s) = s and g(s) = 0 or g(ψ(s)) = g(s)± 1.
Then∑
s∈S
(−1)g(s)
m∏
i=1
xfi(s)i =
∑
s∈Fix(ψ)
m∏
i=1
xfi(s)i , (2.2)
where Fix(ψ) = {s ∈ S : ψ(s) = s}.
Proof. If an involution ψ : S → S can be defined, then S splits into Fix(ψ) and disjoint pairs {s, ψ(s)} where s, ψ(s) 6∈
Fix(ψ). If the other properties of g and the fi are satisfied, then, for s 6∈ Fix(ψ), (−1)g(s)∏mi=1 xfi(s)i = −(−1)g(ψ(s))∏m
i=1 x
fi(ψ(s))
i . Therefore, the terms corresponding to s and ψ(s) will cancel out if s 6= ψ(s), leaving only
∑
s∈Fix(ψ)(−1)g(s)∏m
i=1 x
fi(s)
i =
∑
s∈Fix(ψ)
∏m
i=1 x
fi(s)
i . 
(See [6], Chapter 2, Section 6, for a more detailed discussion of the involution principle).
We will now define a set with involution and statistics such that (2.2) gives (2.1).
Define S be the set of ordered triples (λ, µ, γ ) such that λ ∈ ∆ and µ, γ ∈ P . Define ψ : S → S as follows for an
arbitrary (λ, µ, γ ) ∈ S:
ψ(λ,µ, γ ) =
{
(λ, µ, γ ) λ = ∅; a(µ) ≥ a(γ )
((λ2, λ3, . . .), (µ2, µ3, . . .), (λ1 + µ1, γ1, γ2, . . .)) λ 6= ∅; a(λ)+ a(µ) ≥ a(γ )
((λ1 + 1, λ1, λ2, . . .), (γ1 − λ1 − 1, µ1, µ2, . . .), (γ2, γ3, . . .)) a(λ)+ a(µ) < a(γ ).
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Note that ψ is an involution, as we can show by dividing into cases, with ψ(λ,µ, γ ) = (λ˜, µ˜, γ˜ ):
Case 1. If λ = ∅ and a(µ) ≥ a(γ ), then (λ, µ, γ ) ∈ Fix(ψ).
Case 2. If a(λ) + a(µ) ≥ a(γ ) and λ 6= ∅, then a(λ˜) + a(µ˜) = λ2 + µ2 < λ1 + µ1 = a(γ˜ ), since λ1 = λ2 + 1 for λ ∈ ∆.
From the above definition we then have that ψ(λ˜, µ˜, γ˜ ) = (λ, µ, γ ). Note that `(λ) = `(λ˜)+ 1.
Case 3. If a(λ)+ a(µ) < a(γ ), then a(λ˜)+ a(µ˜) = λ1 + 1+ γ1 − λ1 − 1 = γ1 ≥ γ2 = a(γ˜ ). From the above definition we
then have that ψ(λ˜, µ˜, γ˜ ) = (λ, µ, γ ). Note that `(λ) = `(λ˜)− 1.
Therefore, Fix(ψ) = {(∅, µ, γ ) : a(µ) ≥ a(γ )}, and if (λ, µ, γ ) 6∈ Fix(ψ), `(λ) = `(λ˜)±1. Clearly, if (λ, µ, γ ) ∈ Fix(ψ),
`(λ) = 0. We also note from the definition of ψ that, in all cases, |λ| + |µ| + |γ | = |λ˜| + |µ˜| + |γ˜ | and `(λ) + `(γ ) =
`(λ˜) + `(γ˜ ). Therefore, applying (2.2) with x1 = q, x2 = b, f1(λ, µ, γ ) = |λ| + |µ| + |γ |, f2(λ, µ, γ ) = `(λ) + `(γ ), we
have the following:∑
(λ,µ,γ )∈S
(−1)`(λ)q|λ|+|µ|+|γ |b`(λ)+`(γ ) =
∑
(λ,µ,γ )∈Fix(ψ)
q|λ|+|µ|+|γ |b`(λ)+`(γ ).
Using standard generating functions, we have that∑
λ∈∆
(−1)`(λ)q|λ|b`(λ) =
∞∑
n=0
(−1)nq
(
n+1
2
)
bn,
∑
µ∈P
q|µ| =
∞∏
k=1
1
(1− qk) ,∑
γ∈P
q|γ |b`(γ ) =
∞∏
k=1
1
(1− bqk) ,
and hence∑
(λ,µ,γ )∈S
(−1)`(λ)q|λ|+|µ|+|γ |b`(λ)+`(γ ) =
∞∑
n=0
(−1)nq
(
n+1
2
)
bn
∞∏
k=1
1
(1− qk)(1− bqk) .
Also using standard generating functions, we have that∑
µ∈P;a(µ)=n
q|µ| = q
n
(1− q) · · · (1− qn) ,∑
γ∈P;a(γ )≤n
q|γ |b`(γ ) = 1
(1− bq) · · · (1− bqn) ,
and therefore∑
(µ,γ )∈P×P;a(µ)=n≥a(γ )
q|µ|+|γ |b`(γ ) = q
n
(1− q) · · · (1− qn)(1− bq) · · · (1− bqn) .
Since Fix(ψ) = {(∅, µ, γ ) : a(µ) ≥ a(γ )}, this implies that∑
(λ,µ,γ )∈Fix(ψ)
q|λ|+|µ|+|γ |b`(λ)+`(γ ) = 1+
∞∑
n=1
qn
(1− q) · · · (1− qn)(1− bq) · · · (1− bqn) .
This proves (2.1) using the involution principle.
3. A combinatorial proof, using a generalized involution principle, of the standard form of Ramanujan’s identity
We begin with the following lemma, generalizing (2.2)
Lemma 2. Given a discrete set S, let (f1, f2, . . . , fm) be a list of functions fi : S → Z. Let g : S → Z, and ψ : S → S be such
that:
• ψ ◦ ψ = idS , i.e., ψ is an involution,
• fi(ψ(s)) = f (s) for all s ∈ S, 1 ≤ i ≤ m,
• Either ψ(s) = s and g(s) = 0 or g(ψ(s)) = g(s)± 1.
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If B1.B2 are disjoint subsets of S, and h : S → Z is a statistic, satisfying the following:
• ψ(B1) = B2,
• If s ∈ B1, h(s)+ 1 = h(ψ(s)),
• If s 6∈ B1 unionsq B2, then h(s) = h(ψ(s)),
then the following equation holds:∑
s∈S
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i − (1− a)
∑
s∈B1
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i =
∑
s∈Fix(ψ)
ah(s)
m∏
i=1
xfi(s)i . (3.1)
Proof. First, note that∑
s∈B2
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i =
∑
s∈B1
(−1)g(ψ(s))ah(ψ(s))
m∏
i=1
xfi(ψ(s))i = −a
∑
s∈B1
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i .
As a result, we have that∑
s∈S
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i =
∑
s∈S−B1unionsqB2
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i +
∑
s∈B1unionsqB2
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i
=
∑
s∈S−B1unionsqB2
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i + (1− a)
∑
s∈B1
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i .
Since h(s)+ 1 = h(ψ(s)) for s ∈ B1, B1 and B2 are disjoint from Fix(ψ), and so, by the involution principle,∑
s∈S−B1unionsqB2
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i =
∑
s∈Fix(ψ)
ah(s)
m∏
i=1
xfi(s)i . 
Note that when (3.1) is evaluated at a = 1, it reduces to (2.2).
Informally, one can think of the term
(1− a)
∑
s∈B1
(−1)g(s)ah(s)
m∏
i=1
xfi(s)i
as an ‘‘error term’’ cancelling out pairs {s, ψ(s)} with s ∈ B1, ψ(s) ∈ B2. The terms corresponding to these pairs do not
cancel out in the main alternating-sign generating function unless a = 1, since, although the exponents of q and b in the
corresponding terms match, the exponents of a differ by 1.
We now define choices of h : S → Z and B1; B2 ⊂ S so that (3.1) gives (1.1). Let h(λ, µ, γ ) = `(µ)− `(λ)− 1. To prove
that this h has the desired properties with the right choices of B1 and B2, we once again divide into the three possible cases
of the operation of ψ , taking ψ(λ,µ, γ ) = (λ˜, µ˜, γ˜ ):
Case 1. If λ = ∅ and a(µ) ≥ a(γ ), then (λ, µ, γ ) = (λ˜, µ˜, γ˜ ), so h(λ, µ, γ ) = h(ψ(λ, µ, γ )).
Case 2. If λ 6= ∅ and a(λ) + a(µ) ≥ a(γ ), then λ˜ = (λ2, λ3, . . .) and µ˜ = (µ2, µ3, . . .). Therefore `(λ˜) = `(λ) − 1
and either `(µ˜) = `(µ) − 1 or µ = µ˜ = ∅. If `(µ˜) = `(µ) − 1, then `(µ) − `(λ) − 1 = `(λ˜) − `(µ˜) − 1, so
h(λ, µ, γ ) = h(ψ(λ, µ, γ )). If µ = µ˜ = ∅, `(µ)− `(λ)− 1 = −`(λ)− 1 = −`(λ˜)− 2 = (`(µ˜)− `(λ˜)− 1)− 1,
so h(λ, µ, γ ) = h(ψ(λ, µ, γ ))− 1.
Case 3. If a(λ)+a(µ) < a(γ ), then λ˜ = (λ1+1, λ1, λ2, λ3, . . .) and µ˜ = (γ1−λ1−1, µ1, µ2, . . .). Therefore `(λ˜) = `(λ)+1
and either `(µ˜) = `(µ) + 1 or γ1 = λ1 + 1. If `(λ˜) = `(λ) + 1, then `(µ) − `(λ) − 1 = `(µ˜) − `(λ˜) − 1, so
h(λ, µ, γ ) = h(ψ(λ, µ, γ )). If γ1 = λ1 + 1, then µ˜ = µ = ∅, `(µ) − `(λ) − 1 = −`(λ) − 1 = −`(λ˜) =
(`(µ˜)− `(λ˜)− 1)+ 1, and so h(λ, µ, γ ) = h(ψ(λ, µ, γ ))+ 1.
Therefore we define disjoint subsets B1, B2 of S by:
B1 = {(λ, µ, γ ) ∈ S : µ = ∅, λ 6= ∅, a(γ ) ≤ a(λ)} ; B2 = {(λ, µ, γ ) ∈ S : µ = ∅; a(γ ) = a(λ)+ 1} .
Then ψ(B1) = B2, and, by the above analysis, if (λ, µ, γ ) ∈ B1, h(λ, µ, γ ) + 1 = h(ψ(λ, µ, γ )). If (λ, µ, γ ) 6∈ B1 unionsq B2,
h(λ, µ, γ ) = h(ψ(λ, µ, γ )). Therefore, by (3.1),∑
(λ,µ,γ )∈S
(−1)`(λ)a`(µ)−`(λ)−1b`(λ)+`(γ )q|λ|+|µ|+|γ | − (1− a)
∑
(λ,µ,γ )∈B1
(−1)`(λ)a`(µ)−`(λ)−1b`(λ)+`(γ )q|λ|+|µ|+|γ |
=
∑
(λ,µ,γ )∈Fix(ψ)
a`(µ)−`(λ)−1b`(λ)+`(γ )q|λ|+|µ|+|γ |.
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Note that∑
λ∈∆
(−1)`(λ)a−`(λ)−1b`(λ)q|λ| = a−1
∞∑
n=0
(−1)nq
(
n+1
2
)
a−nbn,
∑
µ∈P
a`(µ)q|µ| =
∞∏
k=1
1
(1− aqk) ,∑
γ∈P
b`(γ )q|γ | =
∞∏
k=1
1
(1− bqk) ,
hence ∑
(λ,µ,γ )∈S
(−1)`(λ)a`(µ)−`(λ)−1b`(λ)+`(γ )q|λ|+|µ|+|γ | = a−1
∞∑
n=0
(−1)nq
(
n+1
2
)
bna−n
∞∏
k=1
1
(1− aqk)(1− bqk) .
Similarly, recall B1 = {(λ, µ, γ ) ∈ S : µ = ∅, λ 6= ∅, a(γ ) ≤ a(λ)}, and that the unique λ ∈ ∆ with a(λ) = n is ∆n,
which also has `(∆n) = n, |∆n| =
(
n+1
2
)
. We have that
∑
γ∈P;a(γ )≤n
a−1b`(γ )q|γ | = a−1 1
(1− bq)(1− bq2) · · · (1− bqn) ,
therefore
∑
γ∈P,λ∈∆;a(γ )≤n=a(λ)
(−1)`(λ)a−`(λ)−1b`(λ)+`(γ )q|λ|+|γ | = a−1 (−1)
nq
(
n+1
2
)
bna−n
(1− bq)(1− bq2) · · · (1− bqn) ,
and
∑
(λ,µ,γ )∈B1
(−1)`(λ)a`(µ)−`(λ)−1b`(λ)+`(γ )q|λ|+|µ|+|γ | = a−1
 ∞∑
n=1
(−1)nq
(
n+1
2
)
bna−n
(1− bq)(1− bq2) · · · (1− bqn)
 .
Finally, since Fix(ψ) = {(∅, γ , µ) : a(µ) ≥ a(γ )}, we have that∑
(λ,µ,γ )∈Fix(ψ)
(−1)`(λ)a`(µ)−`(λ)−1b`(λ)+`(γ )q|λ|+|µ|+|γ | = a−1 +
∞∑
n=1
qn
(1− aq) · · · (1− aqn)(1− bq) · · · (1− bqn) .
With our choice of h, B1, and B2, (3.1) gives
a−1
∞∑
n=0
(−1)nq
(
n+1
2
)
bna−n
∞∏
k=1
1
(1− aqk)(1− bqk) − (1− a)a
−1
 ∞∑
n=1
(−1)nq
(
n+1
2
)
bna−n
(1− bq)(1− bq2) · · · (1− bqn)

= a−1 +
∞∑
n=1
qn
(1− aq)(1− aq2) · · · (1− aqn)(1− bq)(1− bq2) · · · (1− bqn) ,
which is (1.1) up to minor algebraic manipulation of the coefficients of q0 on each side.
4. Rewriting Ramanujan’s identity
Having proven (1.1) using a generalization of involution principle, we will now show that a series of algebraic
manipulations applied to (1.1) gives (1.2). Making the substitution c = −b/a into (1.1), we see that
1+
∞∑
n=1
qn
(1− aq)(1− aq2) · · · (1− aqn)(1+ acq)(1+ acq2) · · · (1+ acqn)
= (1− a−1)
1+ ∞∑
n=1
q
(
n+1
2
)
cn
(1+ acq)(1+ acq2) · · · (1+ acqn)
+ a−1 ∞∑
n=0
q
(
n+1
2
)
cn
∞∏
k=1
1
(1− aqk)(1+ acqk) .
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Multiplying both sides of the result by a
∏∞
k=1(1+ acqk), we see that
a
∞∏
k=1
(1+ acqk)+
∞∑
n=1
aqn
∞∏
k=n+1
(1+ acqk)
(1− aq)(1− aq2) · · · (1− aqn)
= (a− 1)
( ∞∏
k=1
(1+ acqk)+
∞∑
n=1
q
(
n+1
2
)
cn
∞∏
k=n+1
(1+ acqk)
)
+
∞∑
n=0
q
(
n+1
2
)
cn
∞∏
k=1
1
(1− aqk) .
Rearranging terms and dividing both sides of the result by 1− a, the equation is then
∞∏
k=1
(1+ acqk)
1− a +
∞∑
n=1
aqn
∞∏
k=n+1
(1+ acqk)
(1− a)(1− aq)(1− aq2) · · · (1− aqn) +
∞∑
n=1
q
(
n+1
2
)
cn
∞∏
k=n+1
(1+ acqk)
=
( ∞∑
n=0
q
(
n+1
2
)
cn
)( ∞∏
k=0
1
(1− aqk)
)
.
Finally, we can combine the first two terms of the left-hand-side, giving (1.2).
5. Interpreting and proving the modified form of Ramanujan’s identity bijectively
Let R be the set of ordered pairs of (λ, µ), such that λ ∈ ∆ andµ ∈ P0 is a partition which may include parts of size zero.
Note that:∑
(λ,µ)∈R
a`(µ)c`(λ)q|λ|+|µ| =
(∑
λ∈∆
c`(λ)q|λ|
)(∑
µ∈P0
a`(µ)q|µ|
)
=
( ∞∑
n=0
q
(
n+1
2
)
cn
)( ∞∏
k=0
1
(1− aqk)
)
. (5.1)
Let A1 = {(X, Y ) ∈ D× P0 : a(Y ) < s(X)} and let A2 = {(X, Y ) ∈ D×∆ : Y 6= ∅; a(Y ) < s(X)}. Let A = A1 unionsq A2.
Note that∑
X∈D;s(X)>n
a`(X)c`(X)q|X | =
∞∏
k=n+1
(1+ acqk),
and ∑
Y∈P0;a(Y )=n
a`(Y )q|Y | = aq
n
(1− a)(1− aq)(1− aq2) · · · (1− aqn) .
Therefore, we have that
∑
(X,Y )∈D×P0;a(Y )=n<s(X)
a`(X)+`(Y )c`(X)q|X |+|Y | =
aqn
∞∏
k=n+1
(1+ acqk)
(1− a)(1− aq)(1− aq2) · · · (1− aqn) ,
which implies
∑
(X,Y )∈A1
a`(X)+`(Y )c`(X)q|X |+|Y | =
∞∑
n=0
aqn
∞∏
k=n+1
(1+ acqk)
(1− a)(1− aq)(1− aq2) · · · (1− aqn) .
Similarly, since the only Y ∈ ∆with a(Y ) = n is∆n, we have that∑
(X,Y )∈D×∆;a(Y )=n<s(X)
a`(X)c`(X)+`(Y )q|X |+|Y | = q
(
n+1
2
)
cn
∞∏
k=n+1
(1+ acqk),
hence ∑
(X,Y )∈A2
a`(X)c`(X)+`(Y )q|X |+|Y | =
∞∑
n=1
q
(
n+1
2
)
cn
∞∏
k=n+1
(1+ acqk).
(1.2) is therefore equivalent to the following identity of generating functions:∑
(X,Y )∈A1
a`(X)+`(Y )c`(X)q|X |+|Y | +
∑
(X,Y )∈A2
a`(X)c`(X)+`(Y )q|X |+|Y | =
∑
(λ,µ)∈R
a`(µ)c`(λ)q|λ|+|µ|.
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Fig. 1. φ|R1 : R1 ↔ A1;φ|R2 : R2 ↔ A2 .
To prove (1.2), we therefore need a bijection, say φ, between R and A, satisfying the following properties for φ(λ, µ) =
(X, Y ):
• |λ| + |µ| = |X | + |Y |.
• If (X, Y ) ∈ A1, `(X)+ `(Y ) = `(µ) and `(X) = `(λ).
• If (X, Y ) ∈ A2, `(X)+ `(Y ) = `(λ) and `(X) = `(µ).
Define R1 = {(λ, µ) ∈ R : `(λ) ≤ `(µ)} and R2 = {(λ, µ) ∈ R : `(λ) > `(µ)}. Define a map φ : R→ A as follows:
φ(λ, µ) = (X, Y ), where
{
X = (µ1 + j, µ2 + j− 1, . . . , µj + 1), Y = (µj+1, µj+2, . . . , µk) (λ, µ) ∈ R1
X = (µ1 + j, µ2 + j− 1, . . . , µk + j− k+ 1), Y = ∆j−k (λ, µ) ∈ R2.
(Here and below we take j = `(λ), k = `(µ) for concision in our subscripts).
Less formally, in either case, to produce X , λ and µ are added together part by part, starting with X1 = λ1 + µ1, and
continuing for each Xi = λi+µi where both λi andµi are defined. The resulting X must be a partition with distinct positive
parts. In either case, Y consists of the remaining parts unused to produce X , and Y will be either in ∆ or P0 depending on
whether λ or µ is the longer partition. As a result, |λ| + |µ| = |X | + |Y |.
To show φ is well defined and has the remaining desired properties, we divide into cases. If φ(λ, µ) = (X, Y ):
Case 1. (λ, µ) ∈ R1. Then X ∈ D, Y ∈ P0, and a(Y ) = µj+1 < µj + 1 = s(X), so (X, Y ) ∈ A1. Further, `(X) + `(Y ) =
j+ (k− j) = k = `(µ), and `(X) = j = `(λ).
Case 2. (λ, µ) ∈ R2. Then X ∈ D, Y ∈ ∆, Y 6= ∅, and a(Y ) = j − k < µk + j − k + 1 = s(X), so (X, Y ) ∈ A2. Further,
`(X)+ `(Y ) = k+ j− k = j = `(λ), and `(X) = k = `(µ).
We now show that φ : R → A is a bijection by showing φ|R1 is a bijection between R1 and A1 and φ|R2 is a bijection
between R2 and A2. Define φ−1 : A→ R as follows:
φ−1(X, Y ) = (λ, µ), where
{
λ = ∆V , µ = (X1 − V , X2 − V + 1, . . . , XV − 1, Y1, Y2, . . . , YW ) (X, Y ) ∈ A1
λ = ∆V+W , µ = (X1 − V −W , X2 − V −W + 1, . . . , XV −W − 1) (X, Y ) ∈ A2.
(Similarly to the above, we take V = `(X),W = `(Y ) for concision).
We once again divide into cases to show φ−1 is, in fact, the inverse of φ, which concludes the proof of (1.2). If (X, Y ) ∈ A
and φ−1(X, Y ) = (λ, µ):
Case 1. (X, Y ) ∈ A1. Then λ ∈ ∆, µ ∈ P0, and `(λ) = V ≤ V +W = `(µ), so (λ, µ) ∈ R1. It is then easy to see that φ|R1 is
the inverse of φ−1|A1 .
Case 2. (X, Y ) ∈ A2. Then λ ∈ ∆, µ ∈ P0, and `(λ) = V +W > V = `(µ), so (λ, µ) ∈ R2. It is then easy to see that φ|R2 is
the inverse of φ−1|A2 .
Let us illustrate the bijection φ with two elements (λ, µ) ∈ Rwith λ = ∆6, one in R1 and the other in R2. In the left half
of Fig. 1, µ = (8, 6, 6, 6, 4, 4, 4, 3, 3, 0), so (λ, µ) ∈ R1, and φ(λ, µ) = ((14, 11, 10, 9, 6, 5), (4, 3, 3, 0)) ∈ A1. In the right
half of Fig. 1, µ = (8, 8, 0), so (λ, µ) ∈ R2, and φ(λ, µ) = ((14, 13, 4), (3, 2, 1)) ∈ A2.
Partitions are represented by their Young diagrams. Note that, for all four pairs of partitions, the total number of rows
containing white squares is equal to the power of a in the corresponding term of the generating function, while the total
number of rows containing shaded squares is equal to the power of c. We conclude by noting that φ is a generalization
of a bijection f that can be used to prove the standard identity that the number of partitions A ∈ P with |A| = n,
`(A) = k is equal to the number of partitions B ∈ D with |B| = n +
(
k
2
)
, `(B) = k: If A = (A1, A2, . . . , Ak), then define
f (A) = (A1 + k − 1, A2 + k − 2, . . . , A1). Informally, f adds a staircase-type partition to a general partition of the same
length; while φ adds a staircase partition to a general partition that may be of larger or smaller length.
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