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DEFORMATION QUANTIZATION IN ALGEBRAIC GEOMETRY
AMNON YEKUTIELI
Dedicated to Professor Michael Artin on the Occasion of his Seventieth Birthday
Abstract. We study deformation quantizations of the structure sheaf OX of
a smooth algebraic variety X in characteristic 0. Our main result is that when
X is D-affine, any formal Poisson structure on X determines a deformation
quantization of OX (canonically, up to gauge equivalence). This is an algebro-
geometric analogue of Kontsevich’s celebrated result.
0. Introduction
This article began with an attempt to understand the work of Kontsevich [Ko1,
Ko3], Cattaneo-Felder-Tomassini [CFT] and Nest-Tsygan [NT] on deformation
quantization of Poisson manifolds. Moreover we tried to see to what extent the
methods applied in the case of C∞ manifolds can be carried over to the algebro-
geometric case.
IfX is a C∞ manifold with Poisson structure α then there is always a deformation
quantization of the algebra of functions C∞(X) with first order term α. This
was proved by Kontsevich in [Ko1]. Furthermore, Kontsevich proved that such a
deformation quantization is unique in a suitable sense.
If X is either a complex analytic manifold or a smooth algebraic variety then
one wants to deform the sheaf of functions OX . As might be expected there are
potential obstructions, due to the lack of global (analytic or algebraic) functions
and sections of bundles. The case of a complex analytic manifold with holomorphic
symplectic structure was treated in [NT]. The algebraic case was studied in [Ko3],
where several approaches were discussed. In the present paper we take a somewhat
different direction than [Ko3].
First let us explain what we mean by deformation quantization in the context
of algebraic geometry. Let K be a field of characteristic 0, and let X be a smooth
algebraic variety over K. The tangent sheaf of X is denoted by TX . Given an
element α ∈ Γ(X,
∧2
OX
TX) let {−,−}α be the K-bilinear sheaf morphism OX ×
OX → OX defined by {f, g}α := 〈α, d(f) ∧ d(g)〉 for local sections f, g ∈ OX . If
{−,−}α is a Lie bracket on OX then it is called a Poisson bracket, α is called a
Poisson structure on X , and the pair (X,α) is called a Poisson variety. It is known
that α is a Poisson structure if and only if [α, α] = 0 for the Schouten-Nijenhuis
bracket.
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Let ~ be an indeterminate (the “Planck constant”). A star product on OX [[~]]
is a K[[~]]-bilinear sheaf morphism
⋆ : OX [[~]]×OX [[~]]→ OX [[~]]
which makes OX [[~]] into a sheaf of associative unital K[[~]]-algebras. The unit
element for ⋆ has to be 1 ∈ OX , and for any local sections f, g ∈ OX their product
should satisfy f ⋆g ≡ fg mod ~. Furthermore there is a differential condition: there
should be a sequence of bi-differential operators βj : OX ×OX → OX , such that
f ⋆ g = fg +
∞∑
j=1
βj(f, g)~
j ∈ OX [[~]].
A deformation quantization of OX is by definition a star product on OX [[~]].
Actually there is a more refined notion of deformation quantization, which has
a local nature; see Section 1. In the body of the paper the deformation defined in
the previous paragraph is referred to as a globally trivialized deformation quantiza-
tion. However, according to Theorem 1.13, if H1(X,DX) = 0 then any deformation
quantization is equivalent to a globally trivialized one. So for the purpose of the
introduction (cf. Theorem 0.1 below) we might as well consider only globally trivi-
alized deformation quantizations.
Suppose ⋆ is some star product on OX [[~]]. Given two local sections f, g ∈ OX
define {f, g}⋆ ∈ OX to be the unique local section satisfying
~{f, g}⋆ ≡ f ⋆ g − g ⋆ f mod ~
2.
This is a Poisson bracket on OX . Note that {f, g}⋆ = β1(f, g)− β1(g, f).
Let (X,α) be a Poisson variety. A deformation quantization of (X,α) is a de-
formation quantization ⋆ such that {f, g}⋆ = 2{f, g}α.
There is an obvious notion of gauge equivalence for deformation quantizations.
First we need to define what is a gauge equivalence of OX [[~]]. This is a K[[~]]-
linear sheaf automorphism γ : OX [[~]]
≃
−→ OX [[~]] of the following form: there is a
sequence γj : OX → OX of differential operators, such that
γ(f) = f +
∞∑
j=1
γj(f)~
j
for all f ∈ OX ; and also γ(1) = 1. Two star products ⋆ and ⋆
′ on OX [[~]] are said
to be gauge equivalent if there is some gauge equivalence γ such that
f ⋆′ g = γ−1
(
γ(f) ⋆ γ(g)
)
for all f, g ∈ OX .
To state the main result of our paper we need the notion of formal Poisson
structure on X . This is a series α =
∑∞
k=1 αk~
k ∈ Γ(X,
∧2
OX
TX)[[~]] satisfying
[α, α] = 0. For instance, if α1 is a Poisson structure then α := α1~ is a formal Pois-
son structure. Two formal Poisson structure α and α′ are called gauge equivalent
if there is some γ =
∑∞
k=1 γk~
k ∈ Γ(X, TX)[[~]] such that α
′ = exp(ad(γ))(α).
Recall that the variety X is said to be D-affine if Hi(X,M) = 0 for all quasi-
coherent left DX -modules M and all i > 0. Here DX is the sheaf of differential
operators on X .
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Theorem 0.1. Let X be a smooth algebraic variety over the field K. Assume X
is D-affine and R ⊂ K. Then there is a canonical function
Q :
{formal Poisson structures on X}
gauge equivalence
≃
−→
{deformation quantizations of OX}
gauge equivalence
called the quantization map. The map Q preserves first order terms, and commutes
with e´tale morphisms X ′ → X. If X is affine then Q is bijective. There is an
explicit formula for Q.
This is an algebraic analogue of [Ko1, Theorem 1.3]. Theorem 0.1 is repeated
as Corollaries 7.12 and 7.13 in the body of the paper. Full details, including the
explicit formula for the quantization map Q, are in Theorem 7.7. By “preserving
first order terms” we mean that given a formal Poisson structure α =
∑∞
j=1 αj~
j
and associated deformation quantization Q(α) = ⋆, then {−,−}⋆ = 2{−,−}α1.
If f : X ′ → X is an e´tale morphism then any formal Poisson structure α on X
can be pulled back to a formal Poisson structure f∗(α) on X ′; and likewise any
deformation quantization ⋆ on X can be pulled back to a deformation quantization
f∗(⋆) on X ′. The third assertion in Theorem 0.1 says that if X ′ is also D-affine
then Q(f∗(α)) = f∗(Q(α)).
There are two important classes of varieties satisfying the conditions of Theorem
0.1. The first consists of all smooth affine varieties. Note that even if X is affine,
yet does not admit an e´tale morphism X → An
K
, the result is not trivial – since
changes of coordinates have to be accounted for (cf. Corollary 3.24).
The second class of examples is that of the flag varieties X = G/P , where
G is a connected reductive algebraic group and P is a parabolic subgroup. By
the Beilinson-Bernstein Theorem the variety X is D-affine. This class of varieties
includes the projective spaces Pn
K
.
Here is an outline of the paper (with some of the features simplified). There
are two important sheaves of DG Lie algebras on X : the sheaf of poly vector fields
Tpoly,X , and the sheaf of poly differential operators Dpoly,X (see Section 3). Their
global sections Tpoly(X) := Γ(X, Tpoly,X) and Dpoly(X) := Γ(X,Dpoly,X) control
Poisson structures and deformation quantizations respectively. If one could find
an L∞ quasi-isomorphism Tpoly(X) → Dpoly(X) this would imply Theorem 0.1.
However, unless X is affine and admits an e´tale morphism to An
K
, there is no
reason why such a quasi-isomorphism should exist.
Imitating Fedosov [Fe] and Kontsevich [Ko1], we use formal geometry to solve
the global problem. The adaptation of this theory to algebraic geometry is done
in Section 4. There is an infinite dimensional bundle π : LCCX → X , which
parameterizes formal coordinate systems onX modulo linear change of coordinates.
(In [Ko1] the notation for this bundle isXaff .) Let PX be the sheaf of principal parts
on X . The complete pullbacks π∗̂(PX ⊗OX Tpoly,X) and π
∗̂(PX ⊗OX Dpoly,X) are
sheaves of DG Lie algebras on LCCX (see Section 5). The universal deformation
formulas of Kontsevich give rise to an L∞ quasi-isomorphism
π∗̂(PX ⊗OX Tpoly,X)→ π
∗̂(PX ⊗OX Dpoly,X).
When X is a C∞ manifold the bundle LCCX has contractible fibers, and thus
it has global C∞ sections. This fact is crucial for Kontsevich’s proof. However,
in our algebraic setup there is no reason to assume that π : LCCX → X has any
global sections.
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We discovered a way to get around the absence of global sections in the case of
an algebraic variety: the idea is to use simplicial sections. This idea is inspired by
a construction of Bott; see [Bo, HY]. A simplicial section σ of π : LCCX → X ,
based on an open covering X =
⋃
U(i), consists of a family of morphisms σi :
∆
q
K
×Ui → LCCX , where i = (i0, . . . , iq) is a multi-index;∆
q
K
is the q-dimensional
geometric simplex; and Ui := U(i0) ∩ · · · ∩U(iq). The morphisms σi are required to
be compatible with π and to satisfy simplicial relations.
It is easy to show that sections of π exist locally. Because of the particular
geometry of the bundle LCCX , if we take a sufficiently fine affine open covering
X =
⋃
U(i), and choose a section σ(i) : U(i) → LCCX for each i, then these sections
can be extended to a simplicial section σ. (See Figure 2 for an illustration. The
details of this construction are worked out in the companion paper [Ye4].)
In order to make use of the simplicial section we need mixed resolutions. The
mixed resolution of a quasi-coherent OX -moduleM is a complex MixU (M), which
combines a de Rham type differential related to PX , called the Grothendieck con-
nection, together with a Cˇech-simplicial type differential related to the covering
U = {U(i)}. (See Section 6 for a review of mixed resolutions.) We show that
the inclusions Tpoly,X → MixU (Tpoly,X) and Dpoly,X → MixU (Dpoly,X) are quasi-
isomorphisms of sheaves of DG Lie algebras. We then prove the following result
(which is Theorem 7.1 in the body of the paper).
Theorem 0.2. Let K be a field containing R, and let X be a smooth n-dimensional
algebraic variety over K. Suppose U = {U(i)} is an open covering of X, where each
U(i) is affine and admits an e´tale morphism to A
n
K
. Let σ be the corresponding sim-
plicial section of π : LCCX → X. Then there is an induced L∞ quasi-isomorphism
Ψσ : MixU (Tpoly,X)→ MixU (Dpoly,X)
between sheaves of DG Lie algebras.
We should point out that the construction of the L∞ morphism Ψσ involves
twisting, due to the presence of the Grothendieck connection in the mixed resolution
MixU (−). This sort of twisting is discussed in detail in the companion paper [Ye2].
Passing to global sections we obtain an L∞ quasi-isomorphism
Γ(X,Ψσ) : Γ
(
X,MixU (Tpoly,X)
)
→ Γ
(
X,MixU (Dpoly,X)
)
.
There are DG Lie algebra homomorphisms
(0.3) Tpoly(X)→ Γ
(
X,MixU (Tpoly,X)
)
and
(0.4) Dpoly(X)→ Γ
(
X,MixU (Dpoly,X)
)
.
Each sheaf Dppoly,X is a quasi-coherent left DX -module. Hence if X is D-affine the
homomorphism (0.4) is a quasi-isomorphism. By standard results of deformation
theory (that are reviewed in Section 3) this implies the existence of the quantization
map Q in Theorem 0.1. In case X is affine the homomorphism (0.3) is also a quasi-
isomorphism, and thus Q is bijective.
An earlier version of this paper was much longer. The current version contains
only the main results; auxiliary results were moved to the companion papers [Ye2],
[Ye3] and [Ye4].
Finally let us mention several recent papers and surveys dealing with deformation
quantization: [BK1, BK2], [CDH], [CF], [CI], [Do1, Do2], and [Ke].
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1. Deformation Quantizations of OX
Throughout the paper K is a field of characteristic 0. By default all algebras and
schemes in the paper are over K, and so are all morphisms. The symbol ⊗ denotes
⊗K . The letter ~ denotes an indeterminate, and K[[~]] is the power series algebra.
Let X be a smooth separated irreducible n-dimensional scheme over K.
Definition 1.1. Let U ⊂ X be an open set. A star product on OU [[~]] is a K[[~]]-
bilinear sheaf morphism
⋆ : OU [[~]]×OU [[~]]→ OU [[~]]
satisfying the following conditions:
(i) The product ⋆ makes OU [[~]] into a sheaf of associative unital K[[~]]-
algebras with unit 1 ∈ OU .
(ii) There is a sequence βj : OU ×OU → OU of bi-differential operators, such
that for any two local sections f, g ∈ OU one has
f ⋆ g = fg +
∞∑
j=1
βj(f, g)~
j .
Note that f ⋆ g ≡ fg mod ~, and also βj(f, 1) = βj(1, f) = 0 for all f and j.
Definition 1.2. Let A be a sheaf of ~-adically complete flat K[[~]]-algebras on X ,
and let ψ : A/~A
≃
−→ OX be an isomorphism of sheaves of K-algebras. Let U ⊂ X
be an open set. A differential trivialization of (A, ψ) on U is an isomorphism
τ : OU [[~]]
≃
−→ A|U
of sheaves of K[[~]]-modules satisfying the conditions below.
(i) Let ⋆ denote the product of A. Then the K[[~]]-bilinear product ⋆τ on
OU [[~]], defined by
f ⋆τ g := τ
−1
(
τ(f) ⋆ τ(g)
)
for local sections f, g ∈ OU , is a star product.
(ii) For any local section f ∈ OU one has (ψ ◦ τ)(f) = f .
Condition (i) implies that τ(1OX ) = 1A, where 1OX and 1A are the unit elements
of OX and A respectively.
Definition 1.3. Let U ⊂ X be an open set. A gauge equivalence of OU [[~]] is a
K[[~]]-linear automorphism of sheaves
γ : OU [[~]]
≃
−→ OU [[~]]
satisfying these conditions:
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(i) There is a sequence of differential operators γk : OU → OU , such that for
any local section f ∈ OU
γ(f) = f +
∞∑
k=1
γk(f)~
k.
(ii) γ(1) = 1.
Condition (ii) is equivalent to γk(1) = 0 for all k. The gauge equivalences of
OU [[~]] form a group under composition.
Definition 1.4. Let (A, ψ) be as in Definition 1.2. A differential structure τ = {τi}
on (A, ψ) consists of an open covering X =
⋃
i Ui, and for every i a differential
trivialization τi : OUi [[~]]
≃
−→ A|Ui of (A, ψ) on Ui. The condition is that for
any two indices i, j the transition automorphism τ−1j ◦ τi of OUi∩Uj [[~]] is a gauge
equivalence.
Example 1.5. If A is commutative then automatically it has a differential struc-
ture τ = {τi}, with the additional property that each differential trivialization
τi : OUi [[~]]
≃
−→ A|Ui is an isomorphism of algebras. Here OUi [[~]] is the usual
power series algebra. Let us explain how this is done. Choose an affine open
covering X =
⋃
Ui. For any i let Ci := Γ(Ui,OX). By formal smoothness of
K → Ci the isomorphism ψ
−1 : Ci
≃
−→ Γ(Ui,A)/(~) lifts to an isomorphism of al-
gebras τi : Ci[[~]]
≃
−→ Γ(Ui,A). Due to commutativity the isomorphism τi sheafifies
to a differential trivialization on Ui. Commutativity also implies that the transi-
tions τ−1j ◦ τi are gauge equivalences. The differential structure τ is unique up to
gauge equivalence (see Definition 1.8 below). The first order terms of the gauge
equivalences τ−1j ◦ τi are derivations, and they give the deformation class of A in
H1(X, TX).
For a noncommutative algebra A it seems that we must stipulate the existence
of a differential structure. Furthermore a given algebra A might have distinct
differential structures. Thus we are led to the next definition.
Definition 1.6. A deformation quantization of OX is the data (A, ψ, τ ), where A
is a sheaf of ~-adically complete flat K[[~]]-algebras on X ; ψ : A/~A
≃
−→ OX is an
isomorphism of sheaves of K-algebras; and τ is a differential structure on (A, ψ).
If there is no danger of confusion we shall sometimes just say that A is a defor-
mation quantization, keeping the rest of the data implicit.
Example 1.7. Let Y be a smooth variety and X := T∗Y the cotangent bundle,
with projection π : X → Y . X is a symplectic variety, so it has a non-degenerate
Poisson structure α. Let B :=
⊕∞
i=0(FiDY )~
i ⊂ DY [~] be the Rees algebra of DY
w.r.t. the order filtration {FiDY }. So B/~B ∼= π∗OX and B/(~−1)B ∼= DY . Define
Bm := B/~
m+1B. Consider the sheaf of K[~]-algebras π−1Bm on X . It can be
localized to a sheaf of algebras Am on X such that Am ∼= π∗Bm = OX ⊗π−1OY
π−1Bm as left OX -modules. In particular A0 ∼= OX . Let A := lim←mAm. Then A
is a deformation quantization of (X,α). Note the similarity to microlocal differential
operators [Sch].
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Definition 1.8. Suppose (A, ψ, τ ) and (A′, ψ′, τ ′) are two deformation quantiza-
tions of OX . A gauge equivalence
γ : (A, ψ, τ )→ (A′, ψ′, τ ′)
is a isomorphism γ : A
≃
−→ A′ of sheaves of K[[~]]-algebras satisfying the following
two conditions:
(i) One has ψ = ψ′ ◦ γ : A → OX .
(ii) Let {Ui} and {U ′j} be the open coverings associated to τ and τ
′ respectively.
Then for any two indices i, j the automorphism τ ′−1j ◦ γ ◦ τi of OUi∩U ′j [[~]]
is a gauge equivalence, in the sense of Definition 1.3.
Let ΩpX = Ω
p
X/K be the sheaf of differentials of degree p, and let TX = TX/K be
the tangent sheaf of X . For every p ≥ 0 there is a canonical pairing
〈−,−〉 : (
∧p
OX
TX)× Ω
p
X → OX .
Definition 1.9. (1) A Poisson bracket on OX is a biderivation
{−,−} : OX ×OX → OX
which makes OX into a sheaf of Lie algebras.
(2) Let α ∈ Γ(X,
∧2
OX
TX). Define a biderivation {−,−}α by the formula
{f, g}α := 〈α, d(f) ∧ dg〉
for local sections f, g ∈ OX . If {−,−}α is a Poisson bracket then α is called
a Poisson structure, and (X,α) is called a Poisson variety.
The next result is an easy calculation.
Proposition 1.10. Let (A, ψ, τ ) be a deformation quantization of OX , and denote
by ⋆ the multiplication of A. Given two local sections f, g ∈ OX choose liftings
f˜ , g˜ ∈ A. Then the formula
{f, g}A := ψ
(
~−1(f˜ ⋆ g˜ − g˜ ⋆ f˜)
)
∈ OX
defines a Poisson bracket on OX .
Suppose {Ui} is the open covering associated with the differential trivialization
τ , and for each i the collection of bi-differential operators on OUi occurring in
Definition 1.1 is {βi,j}∞j=1. Then for local sections f, g ∈ OUi one has
{f, g}A = βi,1(f, g)− βi,1(g, f).
Definition 1.11. Let α be a Poisson structure on X . A deformation quantization
of the Poisson variety (X,α) is a deformation quantization (A, ψ, τ ) of OX such
that the Poisson brackets satisfy
{−,−}A = 2{−,−}α.
Definition 1.12. A globally trivialized deformation quantization of OX is a de-
formation quantization (A, ψ, τ ) in which the differential structure τ consists of a
single differential trivialization τ : OX [[~]]
≃
−→ A.
In effect a globally trivialized deformation quantization of OX is the same as a
star product on OX [[~]]; the correspondence is ⋆ 7→ ⋆τ in the notation of Definition
1.2.
Let DX be the sheaf of K-linear differential operators on X .
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Theorem 1.13. Assume H1(X,DX) = 0. Then any deformation quantization
(A, ψ, τ ) of OX can be globally trivialized. Namely there is a globally trivialized
deformation quantization (A′, ψ′, {τ ′}) of OX , and a gauge equivalence (A, ψ, τ )→
(A′, ψ′, {τ ′}).
Proof. We will take (A′, ψ′) := (A, ψ), and produce a global differential trivializa-
tion τ ′.
By refining the open coveringU = {Ui} associated with the differential structure
τ = {τi} we may assume each of the open sets Ui is affine. We may also assume that
U is finite, say U = {U0, . . . , Um} . For any pair of indices (i, j) let ρ(i,j) := τ
−1
j ◦τi,
which is a gauge equivalence of OUi∩Uj [[~]]. We are going to construct a gauge
equivalence ρi of OUi [[~]], for every i ∈ {0, . . . ,m}, such that ρ(i,j) = ρj ◦ρ
−1
i . Then
the new differential structure τ ′, defined by τ ′i := τi ◦ ρi, will satisfy τ
′−1
j ◦ τ
′
i =
1OUi∩Uj [[~]], the identity automorphism of OUi∩Uj [[~]]. Therefore the various τ
′
i can
be glued to a global differential trivialization τ ′ : OX [[~]]
≃
−→ A as required.
Let DnorX be the subsheaf of DX consisting of operators that vanish on 1OX . This
is the left ideal of DX generated by the sheaf of derivation TX . There is a direct
sum decomposition DX = OX⊕DnorX (as sheaves of left OX -modules), and therefore
H1(X,DnorX ) = 0.
Consider the sheaf of nonabelian groups G on X whose sections on an open set
U is the group of gauge equivalences of OU [[~]]. Let DnorX [[~]]
+ := ~DnorX [[~]]. As
sheaves of sets there is a canonical isomorphism DnorX [[~]]
+ ≃−→ G, whose formula is∑∞
k=1Dk~
k 7→ 1OX +
∑∞
k=1Dk~
k. Define Gk to be the subgroup of G consisting
of all equivalences congruent to 1OX modulo ~
k+1. Then each Gk is a normal
subgroup, and the map DnorX
≃
−→ Gk/Gk+1, D 7→ 1OX +D~
k+1, is an isomorphism
of sheaves of abelian groups. Moreover the conjugation action of G on Gk/Gk+1 is
trivial, so that γ1γ2 = γ2γ1 ∈ Gk/Gk+1 for every γ1 ∈ Gk and γ2 ∈ G.
The gauge equivalences ρi =
∑∞
k=0 ρi,k~
k will be defined by successive approx-
imations; namely the differential operators ρi,k ∈ Γ(Ui,DnorX ) shall be defined by
recursion on k, simultaneously for all i ∈ {0, . . . ,m}. For k = 0 we take ρi,0 := 1OUi
of course. Now assume at the k-th stage we have operators ρ
(k)
i :=
∑k
l=0 ρi,l~
l which
satisfy
ρ
(k)
j ◦ (ρ
(k)
i )
−1 ≡ ρ(i,j)mod ~
k+1.
This means that
ρ
(k)
j ◦ (ρ
(k)
i )
−1 ◦ (ρ(i,j))
−1 ∈ Gk.
By the properties of the group G mentioned above the function {0, . . . ,m}2 →
Gk/Gk+1,
(i, j) 7→ ρ
(k)
j ◦ (ρ
(k)
i )
−1 ◦ (ρ(i,j))
−1 ∈ Γ(Ui ∩ Uj, G
k/Gk+1),
is a Cˇech 1-cocycle for the affine covering U . Since Gk/Gk+1 ∼= DnorX , and we are
given that H1(X,DnorX ) = 0, it follows that there exists a 0-cochain i 7→ ρi,k+1 ∈
Γ(Ui,DnorX ) such that
(1+ ρj,k+1~
k+1) ◦ (1+ ρi,k+1~
k+1)−1 ≡ ρ
(k)
j ◦ (ρ
(k)
i )
−1 ◦ (ρ(i,j))
−1mod ~k+2.

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Proposition 1.14. Let ⋆ and ⋆′ be two star products on OX [[~]]. Consider the
globally trivialized deformation quantizations (A, ψ, τ ) and (A′, ψ, τ ), where A :=
(OX [[~]], ⋆), A′ := (OX [[~]], ⋆′), ψ := 1OX and τ := {1OX [[~]]}. Then the defor-
mation quantizations (A, ψ, τ ) and (A′, ψ, τ ) are gauge equivalent, in the sense of
Definition 1.8, iff there exists a gauge equivalence γ of OX [[~]], in the sense of
Definition 1.3, such that
f ⋆′ g = γ−1
(
γ(f) ⋆ γ(g)
)
for all local sections f, g ∈ OX .
We leave out the easy proof.
2. Review of Dir-Inv Modules
In this section we review the concept of dir-inv structure, which was introduced
in [Ye2, Section 1]. A dir-inv structure is a generalization of adic topology, and it
will turn out to be extremely useful in several places in the paper.
Let C be a commutative K-algebra. We denote by ModC the category of C-
modules.
Definition 2.1. (1) Let M ∈ ModC. An inv module structure on M is an
inverse system {FiM}i∈N of C-submodules ofM . The pair (M, {FiM}i∈N)
is called an inv C-module.
(2) Let (M, {FiM}i∈N) and (N, {FiN}i∈N) be two inv C-modules. A function
φ : M → N (C-linear or not) is said to be continuous if for every i ∈ N
there exists i′ ∈ N such that φ(Fi
′
M) ⊂ FiN .
(3) Define Inv ModC to be the category whose objects are the inv C-modules,
and whose morphisms are the continuous C-linear homomorphisms.
There is a full and faithful embedding of categories ModC →֒ Inv ModC, M 7→
(M, {. . . , 0, 0}).
Recall that a directed set is a partially ordered set J with the property that for
any j1, j2 ∈ J there exists j3 ∈ J such that j1, j2 ≤ j3.
Definition 2.2. (1) Let M ∈ ModC. A dir-inv module structure on M is a
direct system {FjM}j∈J of C-submodules of M , indexed by a nonempty
directed set J , together with an inv module structure on each FjM , such
that for every j1 ≤ j2 the inclusion Fj1M →֒ Fj2M is continuous. The pair
(M, {FjM}j∈J) is called a dir-inv C-module.
(2) Let (M, {FjM})j∈J and (N, {FkN}k∈K) be two dir-inv C-modules. A func-
tion φ :M → N (C-linear or not) is said to be continuous if for every j ∈ J
there exists k ∈ K such that φ(FjM) ⊂ FkN , and φ : FjM → FkN is a
continuous function between these two inv C-modules.
(3) Define Dir Inv ModC to be the category whose objects are the dir-inv C-
modules, and whose morphisms are the continuous C-linear homomor-
phisms.
An inv C-moduleM can be endowed with a dir-inv module structure {FjM}j∈J ,
where J := {0} and F0M := M . Thus we get a full and faithful embedding
Inv ModC →֒ Dir Inv ModC.
Inv modules and dir-inv modules come in a few “flavors”: trivial, discrete and
complete. A discrete inv module is one which is isomorphic, in Inv ModC, to an
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object of ModC (via the canonical embedding above). A complete inv module is
an inv module (M, {FiM}i∈N) such that the canonical map M → lim←iM/FiM is
bijective. A discrete (resp. complete) dir-inv module is one which is isomorphic, in
Dir Inv ModC, to a dir-inv module (M, {FjM}j∈J), where all the inv modules FjM
are discrete (resp. complete), and the canonical map limj→ FjM →M in ModC is
bijective. A trivial dir-inv module is one which is isomorphic to an object of ModC.
Discrete dir-inv modules are complete, but there are also other complete modules,
as the next example shows.
Example 2.3. Assume C is noetherian and c-adically complete for some ideal
c. Let M be a finitely generated C-module, and define FiM := ci+1M . Then
{FiM}i∈N is called the c-adic inv structure, and of course (M, {F
iM}i∈N) is a
complete inv module. Next consider an arbitrary C-moduleM . We take {FjM}j∈J
to be the collection of finitely generated C-submodules of M . This dir-inv module
structure on M is called the c-adic dir-inv structure. Again (M, {FjM}j∈J) is a
complete dir-inv C-module. Note that a finitely generated C-module M is discrete
as inv module iff ciM = 0 for i≫ 0; and a C-module is discrete as dir-inv module
iff it is a direct limit of discrete finitely generated modules.
The category Dir Inv ModC is additive. Given a collection {Mk}k∈K of dir-inv
modules, the direct sum
⊕
k∈K Mk has a dir-inv module structure, making it into
the coproduct of {Mk}k∈K in Dir Inv ModC. Note that if the index set K is infinite
and each Mk is a nonzero discrete inv module, then
⊕
k∈K Mk is a discrete dir-inv
module which is not trivial. The tensor product M ⊗C N of two dir-inv modules is
again a dir-inv module. There is a completion functor M 7→ M̂ . (Warning: if M
is complete then M̂ = M , but it is not known if M̂ is complete for arbitrary M .)
The completed tensor product is M⊗̂CN := M̂ ⊗C N . Completion commutes with
direct sums: if M ∼=
⊕
k∈K Mk then M̂
∼=
⊕
k∈K M̂k.
A graded dir-inv module (or graded object in Dir Inv ModC) is a direct sum
M =
⊕
k∈ZMk, where eachMk is a dir-inv module. A DG algebra in Dir Inv ModC
is a graded dir-inv module A =
⊕
k∈ZA
k, together with continuous C-(bi)linear
functions µ : A×A→ A and d : A→ A, which make A into a DG C-algebra. If A
is a super-commutative associative unital DG algebra in Dir Inv ModC, and g is a
DG Lie Algebra in Dir Inv ModC, then A ⊗̂C g is a DG Lie Algebra in Dir Inv ModC.
Let A be a super-commutative associative unital DG algebra in Dir Inv ModC.
A DG A-module in Dir Inv ModC is a graded object M in Dir Inv ModC, together
with continuous C-(bi)linear functions µ : A ×M → M and d : M → M , which
make M into a DG A-module in the usual sense. A DG A-module Lie algebra in
Dir Inv ModC is a DG Lie algebra g in Dir Inv ModC, together with a continuous
C-bilinear function µ : A× g → g, such that g becomes a DG A-module, and
[a1γ1, a2γ2] = (−1)
i2j1a1a2 [γ1, γ2]
for all ak ∈ A
ik and γk ∈ g
jk .
All the constructions above can be geometrized. Let (Y,O) be a commutative
ringed space over K, i.e. Y is a topological space, and O is a sheaf of commutative
K-algebras on Y . We denote by ModO the category of O-modules on Y . Then we
can talk about the category Dir Inv ModO of dir-inv O-modules.
Example 2.4. Geometrizing Example 2.3, let X be a noetherian formal scheme,
with defining ideal I. Then any coherent OX-module M is an inv OX-module,
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with system of submodules {Ii+1M}i∈N, and M ∼= M̂; cf. [EGA I]. We call an
OX-module dir-coherent if it is the direct limit of coherent OX-modules. Any dir-
coherent module is quasi-coherent, but it is not known if the converse is true. At
any rate, a dir-coherent OX-module M is a dir-inv OX-module, where we take
{FjM}j∈J to be the collection of coherent submodules of M. Any dir-coherent
OX-module is then a complete dir-inv module. This dir-inv module structure on
M is called the I-adic dir-inv structure.
If f : (Y ′,O′)→ (Y,O) is a morphism of ringed spaces and M ∈ Dir Inv ModO,
then there is an obvious structure of dir-inv O′-module on f∗M, and we define
f ∗̂M := f̂∗M. If M is a graded object in Dir Inv ModO, then the inverse images
f∗M and f ∗̂M are graded objects in Dir Inv ModO′. If G is an algebra (resp. a
DG algebra) in Dir Inv ModO, then f∗G and f ∗̂ G are algebras (resp. DG algebras)
in Dir Inv ModO′. Given N ∈ Dir Inv ModO′ there is an obvious dir-inv O-module
structure on f∗N .
3. Universal Formulas for Deformation Quantization
In this section, as before, K is a field of characteristic 0.
From here to Corollary 3.10 we consider the following data. Let g =
⊕
j∈Z g
j be
a DG Lie algebra over K. We put on each gj the discrete inv K-module structure,
and g is given the
⊕
dir-inv structure; so g is a discrete, but possibly nontrivial,
DG Lie algebra in Dir Inv ModK. Let A be noetherian commutative complete local
K-algebra with maximal ideal m. We put on A and m the m-adic inv structures.
For i ≥ 0 let Ai := A/mi+1, which is an artinian local algebra with maximal
ideal mi := m/m
i+1; so Ai and mi are discrete inv modules. We obtain a new
DG Lie algebra A ⊗̂K g = A ⊗̂ g =
⊕
j∈Z A ⊗̂ g
j , and there are related DG Lie
algebras m ⊗̂ g ⊂ A ⊗̂ g and mi ⊗ g ⊂ Ai ⊗ g. Note that for every j one has
A ⊗̂ gj ∼= lim←i(Ai ⊗ gj) in Inv ModK. In case A = K[[~]] we shall also use the
notation g[[~]]+ := m ⊗̂ g, namely g[[~]]+ =
⊕
j ~g
j [[~]].
Recall the correspondence between finite dimensional nilpotent Lie algebras and
unipotent algebraic groups over K (see [Ho, Theorem XVI.4.2]). Given a nilpotent
Lie algebra h we denote by exp(h) the corresponding group. This group has the same
underlying scheme structure as h, and the product is according to the Campbell-
Hausdorff formula. The assignment h 7→ exp(h) is functorial.
For any i the Lie algebra mi ⊗ g0 is a nilpotent, and in fact it is a direct limit of
finite dimensional nilpotent Lie algebras. Therefore we obtain a group exp(mi⊗g0),
which is a direct limit of unipotent groups. Passing to the inverse limit in i we get
a group exp(m⊗ g0) := lim←i exp(mi ⊗ g0).
Given a vector space V over K let Aff(V ) := GL(V ) ⋉ V , the group of affine
transformations. Its Lie algebra is aff(V ) := gl(V ) ⋉ V . If V is finite dimensional
then of course Aff(V ) is an algebraic group; but we will be interested in V := m ⊗̂ g1.
For γ ∈ m ⊗̂ g0 and ω ∈ m ⊗̂ g1 define
af(γ)(ω) := [γ, ω]− d(γ) = (ad(γ)− d)(ω) ∈ m ⊗̂ g1,
where d and [−,−] are the operations of the DG Lie algebra m ⊗̂ g. A calculation
shows that this is a homomorphism of Lie algebras
af : m ⊗̂ g0 → aff(m ⊗̂ g1).
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Recall that the Maurer-Cartan equation in A ⊗̂ g is
(3.1) d(ω) + 12 [ω, ω] = 0
for ω ∈ A ⊗̂ g1.
Lemma 3.2. (1) The Lie algebra homomorphism af integrates to a group ho-
momorphism
exp(af) : exp(m ⊗̂ g0)→ Aff(m ⊗̂ g1).
(2) Assume ω ∈ m ⊗̂ g1 is a solution of the MC equation in m ⊗̂ g, and let
γ ∈ m ⊗̂ g0. Then exp(af)(exp(γ))(ω) is also a solution of the MC equation.
Proof. We may assume that g =
⊕
j≥0 g
j . First consider the nilpotent case. The
DG Lie algebra mi⊗g is the direct limit of sub DG Lie algebras h =
⊕
j≥0 h
j , which
are nilpotent, and each hj is a finite dimensional vector space. The arguments of
[GM, Section 1.3] apply here, so we obtain a homomorphism of algebraic groups
exp(af) : exp(h0) → Aff(h1), and exp(h0) preserves the set of solutions of the
MC equation in h1. Passing to the direct limit over these subalgebras we get a
homomorphism of groups exp(af) : exp(mi ⊗ g0)→ Aff(mi ⊗ g1), and exp(mi ⊗ g0)
preserves the set of solutions of the MC equation in mi⊗ g1. Finally we pass to the
inverse limit in i. 
The formula for exp(af)(exp(γ))(ω) is, according to [GM]:
(3.3) exp(af)(exp(γ))(ω) = exp(ad(γ))(ω) +
1− exp(ad(γ))
ad(γ)
(d(γ)).
On the right side of the equation “exp” stands for the usual exponential power
series exp(t) =
∑∞
k=0
1
k! t
k, and this makes sense because limk→∞ ad(γ)
k(ω) = 0 in
the m-adic inv structure on m ⊗̂ g1.
Definition 3.4. Elements of the group exp(m ⊗̂ g0) are called gauge equivalences.
We write
MC(m ⊗̂ g) :=
{solutions of the MC equation in m ⊗̂ g}
{gauge equivalences}
.
Lemma 3.5. The canonical projection
MC(m ⊗̂ g)→ lim
←i
MC(mi ⊗ g)
is bijective.
The easy proof is omitted.
Remark 3.6. Consider the super-commutative DG algebra ΩK[t] = Ω
0
K[t] ⊕ Ω
1
K[t],
where K[t] is the polynomial algebra in the variable t. There is an induced DG
Lie algebra ΩK[t] ⊗ g. For any λ ∈ K there is a DG Lie algebra homomorphism
ΩK[t] ⊗ g → g, t 7→ λ. Assume A is artinian, and let ω0 and ω1 be two solutions
of the MC equation in m⊗ g. According to [Ko1, 4.5.2(3)] the following conditions
are equivalent:
(i) ω0 and ω1 are gauge equivalent, in the sense of Definition 3.4.
(ii) There is a solution ω(t) of the MC equation in the DG Lie algebra ΩK[t] ⊗
m ⊗ g, such that for i ∈ {0, 1} ⊂ K, the specialization homomorphisms
ΩK[t] ⊗m⊗ g → m⊗ g, t 7→ i, send ω(t) 7→ ωi.
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See also [Fu] and [Hi1]. We will not need these facts in our paper.
For a graded K-module M the expression
∧iM denotes the i-th super-exterior
power.
Definition 3.7. Let g and h be two DG Lie algebras. An L∞ morphism Ψ : g → h
is a collection Ψ = {ψi}i≥1 of K-linear homomorphisms ψi :
∧i
g → h, each of them
homogeneous of degree 1− i, satisfying
d
(
ψi(γ1 ∧ . . . ∧ γi)
)
−
i∑
k=1
±ψi
(
γ1 ∧ . . . ∧ d(γk) ∧ . . . ∧ γi
)
=
1
2
∑
k,l≥1
k+l=i
1
k! l!
∑
σ∈Σi
±
[
ψk(γσ(1) ∧ . . . ∧ γσ(k)), ψl(γσ(k+1) ∧ . . . ∧ γσ(k+l))
]
+
∑
k<l
±ψi−1
(
[γk, γl] ∧ γ1 ∧ . . . ∧ γi
)
.
Here γk ∈ g are homogeneous elements, Σi is the permutation group of {1, . . . , i},
and the signs depend only on the indices, the permutations and the degrees of the
elements γk. See [Ke, Section 6] or [CFT, Theorem 3.1] for the explicit signs.
An L∞ morphism is a generalization of a DG Lie algebra homomorphism. Indeed,
ψ1 : g → h is a homomorphism of complexes of K-modules, and H(ψ1) : Hg → Hh
is a homomorphism of graded Lie algebras.
Suppose Ψ = {ψi}i≥1 : g → h is an L∞ morphism. For every i we can extend
the K-multilinear function ψi :
∏i
g → h uniquely to a continuous A-multilinear
function ψA,i :
∏i
(A ⊗̂ g)→ A ⊗̂ h. These restrict to functions ψA,i :
∏i
(m ⊗̂ g)→
m ⊗̂ h. Clearly ΨA = {ψA,i} : m ⊗̂ g → m ⊗̂ h is an L∞ morphism; we call it the
continuous A-multilinear extension of Ψ.
Theorem 3.8 ([Ko1, Section 4.4], [Fu, Theorem 2.2.2]). Assume A is artinian.
Let Ψ : g → h be an L∞ quasi-isomorphism. Then the function
(3.9) ω 7→
∑
j≥1
1
j!ψA,j(ω
j)
induces a bijection
MC(ΨA) : MC(m⊗ g)
≃
−→ MC(m⊗ h).
Corollary 3.10. Let (A,m) be a complete noetherian local K-algebra, and let Ψ :
g → h be an L∞ quasi-isomorphism between two discrete DG Lie algebras. Then
the function (3.9) induces a bijection
MC(ΨA) : MC(m ⊗̂ g)
≃
−→ MC(m ⊗̂ h).
Proof. Use Theorem 3.8 and Lemma 3.5. 
Let C be a commutative K-algebra. The module of derivations of C relative to
K is denoted by TC/K = TC . For p ≥ −1 let T
p
poly(C) :=
∧p+1
C TC , the p-th exterior
power. The direct sum Tpoly(C) :=
⊕
p≥−1 T
p
poly(C) is a DG Lie algebra over K
with trivial differential and with the Schouten-Nijenhuis Lie bracket (see [Ko2] for
details).
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For any p ≥ 0 and m ≥ 0 let FmD
p
poly(C) be the set of K-multilinear functions
φ : Cp+1 → C that are differential operators of order ≤ m in each argument
(in the sense of [EGA IV]). For p = −1 let FmD
−1
poly(C) := C. Define D
p
poly(C) :=⋃
m≥0 FmD
p
poly(C) and Dpoly(C) :=
⊕
p≥−1D
p
poly(C). This is a sub DG Lie algebra
of the shifted Hochschild cochain complex of C, with shifted Hochschild differential
and Gerstenhaber Lie bracket (see [Ko1]). We view Dpoly(C) as a left C-module
by the rule (c · φ)(c1, . . . , cp+1) := c · φ(c1, . . . , cp+1).
For p ≥ 0 define Dnor,ppoly (C) to be the subset of D
p
poly(C) consisting of the poly
differential operators φ : Cp+1 → C such that φ(c1, . . . , cp+1) = 0 if ci = 1 for some
i. For p = −1 let Dnor,−1poly (C) := C. Then D
nor
poly(C) :=
⊕
p≥−1D
nor,p
poly (C) is a sub
DG Lie algebra of Dpoly(C).
For any integer p ≥ 0 there is a C-linear homomorphism
U1 : T
p
poly(C)→ D
nor,p
poly (C)
with formula
(3.11)
U1(ξ1 ∧ · · · ∧ ξp+1)(c1, . . . , cp+1) :=
1
(p+1)!
∑
σ∈Σp+1
sgn(σ)ξσ(1)(c1) · · · ξσ(p+1)(cp+1)
for elements ξ1, . . . , ξp+1 ∈ TC and c1, . . . , cp+1 ∈ C. For p = −1 the map U1 :
T −1poly(C)→ D
nor,−1
poly (C) is the identity (of C).
The next result is a variant of the Hochschild-Kostant-Rosenberg Theorem. A
slightly weaker result appeared in [Ye1]. See [Ko1] for the C∞ version.
Theorem 3.12 ([Ye2, Corollary 4.12]). Suppose C is a smooth K-algebra. Then the
homomorphism U1 : Tpoly(C) → D
nor
poly(C) and the inclusion D
nor
poly(C) → Dpoly(C)
are both quasi-isomorphisms of complexes of C-modules.
Here is a slight modification of the celebrated result of Kontsevich, known as
the Kontsevich Formality Theorem [Ko1, Theorem 6.4]. In the form below it is is
proved in [Ye2, Theorem 4.13].
Theorem 3.13. Let K[t] = K[t1, . . . , tn] be the polynomial algebra in n variables,
and assume that R ⊂ K. There is a collection of K-linear homomorphisms
Uj :
∧jTpoly(K[t])→ Dpoly(K[t]),
indexed by j ∈ {1, 2, . . .}, satisfying the following conditions.
(i) The sequence U = {Uj} is an L∞-morphism Tpoly(K[t])→ Dpoly(K[t]).
(ii) Each Uj is a poly differential operator of K[t]-modules.
(iii) Each Uj is equivariant for the standard action of GLn(K) on K[t].
(iv) The homomorphism U1 is given by equation (3.11).
(v) For any j ≥ 2 and α1, . . . , αj ∈ T
0
poly(K[t]) one has Uj(α1 ∧ · · · ∧ αj) = 0.
(vi) For any j ≥ 2, α1 ∈ gln(K) ⊂ T
0
poly(K[t]) and α2, . . . , αj ∈ Tpoly(K[t]) one
has Uj(α1 ∧ · · · ∧ αj) = 0.
Remark 3.14. Presumably the image of Uj is inside Dnorpoly(K[t]) for all j. However
we did not verify this.
Remark 3.15. The methods of Tamarkin [Ta, Hi2], or suitable arithmetic con-
siderations [Ko2], should make it possible to extend Theorem 3.13, and hence all
results of our paper, to any field K of characteristic 0.
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Consider the power series algebra K[[t]] = K[[t1, . . . , tn]]. As in Example 2.4,
the K[[t]]-modules Tpoly(K[[t]]) and Dpoly(K[[t]]) have the t-adic dir-inv structures.
These are DG Lie algebras in Dir Inv ModK. Because K[t] → K[[t]] is flat and
t-adically formally e´tale, it follows that there is an induced L∞ morphism U :
Tpoly(K[[t]])→ Dpoly(K[[t]]). Since each
Uj :
∏j Tpoly(K[[t]])→ Dpoly(K[[t]])
is a poly differential operator over K[[t]], it is continuous for the dir-inv structures.
See [Ye2, Proposition 4.6] for details and proofs.
Now suppose we are given a complete super-commutative associative unital DG
algebra A =
⊕
i≥0A
i in Dir Inv ModK. Let
UA;j :
∏j(
A ⊗̂ Tpoly(K[[t]])
)
→ A ⊗̂ Dpoly(K[[t]])
be the continuous A-multilinear extension of Uj . It almost immediate from Defini-
tion 3.7 that UA = {UA;j}j≥1 is an L∞ morphism; see [Ye2, Proposition 3.25].
Let’s recall the notion of twisting for a DG Lie algebra g. Suppose ω ∈ g1
is a solution of the MC equation (3.1). The twisted DG Lie algebra gω is the
same graded Lie algebra, but the new differential is dω := d + ad(ω); i.e. dω(α) =
d(α) + [ω, α].
Theorem 3.16 ([Ye2, Theorem 0.1]). Assume R ⊂ K. Let A =
⊕
i≥0 A
i be a com-
plete super-commutative associative unital DG algebra in Dir Inv ModK, and let ω ∈
A1 ⊗̂ T 0poly(K[[t]]) be a solution of the Maurer-Cartan equation in A ⊗̂ Tpoly(K[[t]]).
For any element α ∈
∧j(
A ⊗̂ Tpoly(K[[t]])
)
define
UA,ω;j(α) :=
∑
k≥0
1
(j+k)! (UA;j+k)(ω
k ∧ α) ∈ A ⊗̂ Dpoly(K[[t]]).
Let ω′ := UA;1(ω). Then ω′ is a solution of the Maurer-Cartan equation in
A ⊗̂ Dpoly(K[[t]]), and the sequence {UA,ω;j}j≥1 is a continuous A-multilinear L∞
quasi-isomorphism
UA,ω :
(
A ⊗̂ Tpoly(K[[t]])
)
ω
→
(
A ⊗̂ Dpoly(K[[t]])
)
ω′
.
The sum occurring in the definition of UA,ω;j(α) is always finite (but the number
of nonzero terms depends on the argument α).
The group GLn(K) acts on K[[t]] by linear change of coordinates. This is an
action by K-algebra automorphisms, and hence GLn(K) acts on Tpoly(K[[t]]) and
Dpoly(K[[t]]) by continuous DG Lie algebra automorphisms. Suppose we are given
an action of GLn(K) on A by continuous unital DG algebra automorphisms. Then
we obtain an action of GLn(K) on A ⊗̂ Tpoly(K[[t]]) and A ⊗̂ Dpoly(K[[t]]) by con-
tinuous DG Lie algebra automorphisms.
Proposition 3.17. Each operator UA;j is GLn(K)-equivariant, i.e. UA;j(g(α)) =
g(UA;j(α)) for any g ∈ GLn(K) and α ∈
∧j(
A ⊗̂ Tpoly(K[[t]])
)
. Moreover, if ω is
GLn(K)-invariant, then each operator UA,ω;j is GLn(K)-equivariant.
Proof. Using continuity and multilinearity we may assume that
α = (a1 ⊗ α1) ∧ · · · ∧ (aj ⊗ αj),
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with ak ∈ A and αk ∈ Tpoly(K[[t]]). Then
g
(
UA;j(α)
)
= ±g
(
a1 · · · aj · Uj(α1 ∧ · · · ∧ αj)
)
= ±g(a1 · · ·aj) · g
(
Uj(α1 ∧ · · · ∧ αj)
)
=♦ ±g(a1 · · ·aj) · Uj
(
g(α1 ∧ · · · ∧ αj)
)
= UA;j
(
g(α)
)
,
where the equality marked ♦ is due to condition (iii) of Theorem 3.13.
We see that g
(
UA,ω;j(α)
)
= UA,g(ω);j
(
g(α)
)
. Hence the second assertion. 
Let X be a smooth irreducible separated n-dimensional K-scheme.
Proposition 3.18. There are sheaves of DG Lie algebras Tpoly,X , Dpoly,X and
Dnorpoly,X on X. As left OX-modules all three are quasi-coherent. The sheaves
Dpoly,X and Dnorpoly,X are quasi-coherent left DX-modules. For any affine open set
U = SpecC ⊂ X one has Γ(U, Tpoly,X) = Tpoly(C), Γ(U,Dpoly,X) = Dpoly(C) and
Γ(U,Dnorpoly,X) = D
nor
poly(C) as DG Lie algebras and as C-modules.
Proof. Let U ′ = SpecC′ ⊂ U be an open subset. Then C → C′ is an e´tale ring
homomorphism. According to [Ye2, Proposition 4.6] there are functorial DG Lie
algebra homomorphisms Tpoly(C)→ Tpoly(C
′) and Dpoly(C)→ Dpoly(C
′) such that
C′ ⊗C Tpoly(C)
∼= Tpoly(C
′) and C′ ⊗C Dpoly(C)
∼= Dpoly(C
′). Therefore we get
quasi-coherent sheaves Tpoly,X and Dpoly,X .
For any i ∈ {1, . . . , p+1} let ǫi : D
p
poly,X → D
p−1
poly,X be the map ǫ(φ)(f1, . . . , fp)
:= φ(f1, . . . , 1, . . . , fp), with 1 inserted at the i-th position. This is an OX -linear
homomorphism, and Dnor,ppoly,X =
⋂
Ker(ǫi). Thus D
nor,p
poly,X is quasi-coherent.
The left DX -module structures on Dpoly,X and Dnorpoly,X are by composition of
operators. 
Following Kontsevich we call Tpoly,X the algebra of poly vector fields on X , and
Dpoly,X is called the algebra of poly differential operators. The subalgebra Dnorpoly,X
is called the algebra of normalized poly differential operators.
Let us write Tpoly(X) = Γ(X, Tpoly,X), the DG Lie algebra of global poly vector
fields on X . We consider each T ppoly(X) as a discrete inv module, and Tpoly(X) =⊕
p T
p
poly(X) gets the
⊕
dir-inv structure, so it is a discrete DG Lie algebra in
Dir Inv ModK. Likewise we define Dpoly(X) and Dnorpoly(X).
A series α =
∑∞
k=1 αk~
k ∈ T 1poly(X)[[~]]
+ satisfying [α, α] = 0 is called a for-
mal Poisson structure on X . Two formal Poisson structure α and α′ are called
gauge equivalent if there is some γ =
∑∞
k=1 γk~
k ∈ T 0poly(X)[[~]]
+ such that
α′ = exp(ad(γ))(α). Thus the set MC
(
Tpoly(X)[[~]]+
)
is the set of gauge equiva-
lence classes of formal Poisson structures on X .
Example 3.19. Let α1 ∈ Γ(X,
∧2
OX
TX) be a Poisson structure on X (Definition
1.9). Then α := α1~ is a formal Poisson structure.
Proposition 3.20. An element
β =
∞∑
j=1
βj~
j ∈ Dnor,1poly (X)[[~]]
+
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is a solution of the Maurer-Cartan equation in Dnorpoly(X)[[~]]
+ iff the pairing
(f, g) 7→ f ⋆β g := fg +
∞∑
j=1
βj(f, g)~
j ,
for local sections f, g ∈ OX , is a star product on OX [[~]] (see Definition 1.1).
Proof. The assertion is actually local: it is enough to prove it for an affine open
set U = SpecC ⊂ X . Take β ∈ Dnor,1poly (C)[[~]]
+. We have to prove that ⋆β is an
associative product on C[[~]] iff β is a solution of the MC equation in Dnorpoly(C)[[~]]
+.
This assertion is made in [Ke, Corollary 4.5]. See also [Ko1, Section 4.6.2]. (For
a non-differential star product this is the original discovery of Gerstenhaber, see
[Ge].) 
Proposition 3.21. Under the identification, in Proposition 3.20, of solutions of
the MC equation in Dnor,1poly (X)[~]]
+ with star products on OX [[~]], the notion of
gauge equivalence in Definition 3.4 coincides with that in Proposition 1.14.
Proof. Let β and β′ be two solutions of the MC equation in Dnorpoly(X)[[~]]
+, and let
⋆ and ⋆′ be the corresponding star products on OX [[~]]. Given γ ∈ D
nor,0
poly (X)[[~]]
+,
let exp(γ) := 1 + γ + 12γ
2 + · · · be the corresponding gauge equivalence of OX [[~]].
As stated implicitly in [Ko1, Section 4.6.2] and [Ke, Ch. 2, Lemma 4.2 and Section
5.1], one has β′ = exp(af)(exp(±γ))(β) iff for all local sections f, g ∈ OX one has
(3.22) f ⋆′ g = exp(γ)−1
(
exp(γ)(f) ⋆ exp(γ)(g)
)
.
(The reason for the sign ambiguity is that the references [Ko1], [Ke] and [GM]
are inconsistent with each other regarding signs, and we did not carry out this
calculation ourselves.) 
An immediate consequence is:
Corollary 3.23. The assignment β 7→ ⋆β of Proposition 3.20 gives rise to a bijec-
tion from MC
(
Dnorpoly(X)[[~]]
+
)
to set of gauge equivalence classes of globally trivi-
alized deformation quantizations of OX .
Here is a first approximation of Theorem 0.1.
Corollary 3.24. Let X be an n-dimensional affine scheme admitting an e´tale
morphism X → An
K
. Then there is a bijection Q as in Theorem 0.1.
Proof. Write X = SpecC and An
K
= SpecK[t]. Because K[t]→ C is an e´tale ring
homomorphism, according to [Ye2, Proposition 4.6] we have Tpoly(C) = C ⊗K[t]
Tpoly(K[t]) and Dpoly(C) = C ⊗K[t] Dpoly(K[t]). By condition (ii) in Theorem
3.13 the universal operators Uj are poly differential operators over K[t], and hence
according to [Ye2, Proposition 2.6] they extend to C-multilinear operators, giving
an L∞ morphism U : Tpoly(C)→ Dpoly(C); and by [Ye2, Corollary 4.12] this is an
L∞ quasi-isomorphism. The inclusion Dnorpoly(C) → Dpoly(C) is a DG Lie algebra
quasi-isomorphism. Now use Corollaries 3.10 and 3.23. 
Remark 3.25. The method of L∞ morphisms is suitable only for characteristic 0.
For an approach in positive characteristic see [BK2].
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4. Formal Geometry – Coordinate Bundles etc.
In this section we translate the notions of formal geometry (in the sense of
Gelfand-Kazhdan [GK]; cf. [Ko1, Section 7]) to the language of algebraic geometry
(schemes and sheaves). As before K is a field of characteristic 0, and X is a smooth
separated irreducible scheme over K of dimension n.
For a closed point x ∈ X the residue field k(x) lifts uniquely into the complete
local ring ÔX,x, and any choice of system of coordinates t = (t1, . . . , tn) gives rise
to an isomorphism of K-algebras
ÔX,x ∼= k(x)[[t]] = k(x)[[t1, . . . , tn]].
Of course the condition that an n-tuple of elements t in the maximal ideal mx is a
system of coordinates is that their residue classes form a basis of the k(x)-module
mx/m
2
x, the Zariski cotangent space.
Suppose U is an open neighborhood of x and f ∈ Γ(U,OX). The Taylor expan-
sion of f at x w.r.t. t is
f =
∑
i∈Nn
ai t
i ∈ ÔX,x,
where ai ∈ k(x) and t
i := ti11 . . . t
in
n . The coefficients are given by the usual formula
ai =
1
i!
((
∂
∂t1
)i1 · · · ( ∂∂tn
)in
f
)
(x),
where for any g ∈ ÔX,x we write g(x) ∈ k(x) for its residue class.
The jet bundle of X is an infinite dimensional scheme JetX , that comes with a
projection πjet : JetX → X . Given a closed point x ∈ X the k(x)-rational points
of the fiber π−1jet (x) correspond to “jets of functions at x”, namely to elements of
the complete local ring ÔX,x. Here is a way to visualize such a fiber: choose a
coordinate system t. Then a jet is just the data {ai}i∈Nn of its Taylor coefficients.
So set theoretically the fiber π−1jet (x) is just the set k(x)
N
n
.
The naive description above does not make JetX into a scheme. So let us try
another approach. Consider the diagonal embedding ∆ : X → X2 = X ×X . Let
IX,alg be the ideal sheaf Ker(∆∗ : OX2 → OX). The sheaf of principal parts of X
is
PX = PX/K := lim
←d
OX2/I
d
X,alg
(cf. [EGA IV]). It is a sheaf of commutative rings, equipped with two ring homo-
morphisms p∗1, p
∗
2 : OX → PX , namely p
∗
1(f) := f ⊗ 1 and p
∗
2(f) := 1 ⊗ f . We
consider PX as a left OX -module via p
∗
1 and as a right OX -module via p
∗
2.
The sheaf of rings PX can be thought of the the structure sheaf OX of the formal
scheme X which is the formal completion of X2 along ∆(X). We denote by IX the
ideal Ker(PX → OX); it is just the completion of the ideal IX,alg. By default we
shall consider PX as an OX -algebra via p∗1.
Proposition 4.1 ([Ye1, Lemma 2.6]). Let U ⊂ X be an open set admitting an
e´tale morphism U → An
K
= SpecK[s1, . . . , sn]. For i = 1, . . . , n define
s˜i := 1⊗ si − si ⊗ 1 ∈ Γ(U, I).
Then
PX |U ∼= OU [[s˜1, . . . , s˜n]]
as sheaves of OU -algebras, either via p∗1 or via p
∗
2.
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Definition 4.2. Let U ⊂ X be an open set.
(1) A system of e´tale coordinates on U is a sequence s = (s1, . . . , sn) of elements
in Γ(U,OX) s.t. the morphism U → AnK it determines is e´tale.
(2) A system of formal coordinates on U is a sequence t = (t1, . . . , tn) of el-
ements in Γ(U, IX) s.t. the homomorphism of sheaves of rings OU [[t]] →
PX |U extending p∗1 is an isomorphism.
Proposition 4.3. Given a closed point x ∈ X one has a canonical isomorphism
of OX-algebras (via p∗2):
k(x) ⊗OX PX ∼= ÔX,x.
If t = (t1, . . . , tn) is a system of formal coordinates on some neighborhood U of x,
and we let ti(x) := 1 ⊗ ti ∈ ÔX,x under the above isomorphism, then the sequence
t(x) := (t1(x), . . . , tn(x)) is a system of coordinates in ÔX,x.
The easy proof is left out.
Example 4.4. Assume s is a system of e´tale coordinates on U , and let ti := s˜i. By
Proposition 4.1 the sequence t := (t1, . . . , tn) is a system of formal coordinates on U .
Given a closed point x ∈ U we have ti(x) = si − si(x), where si(x) ∈ k(x) ⊂ ÔX,x.
The sequence t(x) =
(
t1(x), . . . , tn(x)
)
is a system of coordinates in ÔX,x.
Corollary 4.5. Let U ⊂ X be an open set admitting a formal system of coordinates
t ∈ Γ(U, IX)
×n. For f ∈ Γ(U,OX) let us write
p∗2(f) =
∑
i
p∗1(ai) t
i ∈ Γ(U,PX)
with ai ∈ Γ(U,OX). Then under the isomorphism of Proposition 4.3 we recover
the Taylor expansion at any closed point x ∈ U :
f =
∑
i
ai(x) t(x)
i ∈ ÔX,x.
Again the easy proof is omitted.
The conclusion from Proposition 4.3 is that the sheaf of sections of the bundle
JetX should be PX . By the standard schematic formalism we deduce the defining
formula
JetX := SpecX SOXDX ,
where DX = HomcontOX (PX ,OX), the sheaf of differential operators, is considered
as a locally free left OX -module; SOXDX is the symmetric algebra of the OX -
module DX ; and SpecX refers to the relative spectrum over X of a quasi-coherent
OX -algebra.
If U is a sufficiently small affine open set in X admitting an e´tale coordinate
system s, then JetU can be made more explicit. We know that
Γ(U,DX) =
⊕
i∈Nn
Γ(U,OX)(
∂
∂s1
)i1 · · · ( ∂∂sn )
in ,
so letting ξi be a commutative indeterminate we have
π−1jet (U)
∼= JetU ∼= Spec Γ(U,OX)[{ξi}i∈Nn ].
The next geometric object we need is the bundle of formal coordinate systems of
X , which we denote by CoorX . (In [Ko1] the notation is Xcoor. However we feel
that stylistically CoorX is better, since it resembles the usual bundle notation TX
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and T∗X .) The scheme CoorX comes with a projection πcoor : CoorX → X , and
the fiber over a closed point x ∈ X corresponds to the set ofK-algebra isomorphisms
k(x)[[t]]
≃
−→ ÔX,x. We are going to make this more precise below.
Consider a morphism of schemes f : Y → X . Unless f is quasi-finite the sheaf
f∗PX is not particularly interesting, but its completion is. To make this work nicely
we are going to use inv structures (see Section 2). Since (X,PX) is a noetherian
formal scheme, any coherent PX -module M has the IX -adic inv structure (see
Example 2.4). Using the ring homomorphism p∗1 : OX → PX the module M
becomes an inv OX -module, and so the complete inverse image f
∗̂M is defined.
Taking M := PX we get an OY -algebra f ∗̂PX . By Proposition 4.1 we see that
f ∗̂ IX is a sheaf of ideals in f ∗̂PX , and f ∗̂ PX is f ∗̂ IX -adically complete in the
usual sense, namely f ∗̂ PX ∼= lim←m f ∗̂PX/(f ∗̂ IX)m.
Now we can state the geometric property that should characterize CoorX . There
should be a sequence t = (t1, . . . , tn) of elements in Γ(CoorX,π
∗̂
coor IX) such that
for any open set U ⊂ X , the assignment σ 7→ σ∗(t) := (σ∗(t1), . . . , σ∗(tn)) shall be
a bijection from the set of sections σ : U → CoorX to the set of formal coordinate
systems on U . Thus the sheaf of sections of CoorX , let us call it Q, has to be a
subsheaf of I×nX = IX × · · · ×IX . The condition for an n-tuple t to be in Q is that
under the composed map
(4.6) I×nX → (IX/I
2
X)
×n = (Ω1X)
×n ∧−→ ΩnX
one has t1∧· · ·∧tn 6= 0. Note that Q = lim←mQm, where Q1 is the sheaf of frames
of Ω1X .
We conclude that CoorX is a subscheme of (JetX)×n. Specifically, CoorX is an
open subscheme of SpecX SOX
(
(DX/OX)⊕n
)
, where DX/OX is viewed as a locally
free left OX -module. Over any affine open set U ⊂ X admitting an e´tale coordinate
system, say s, one has
(4.7) π−1coor(U)
∼= CoorU ∼= Spec Γ(U,OX)[{ξi,j}, d
−1].
In this formula i = (i1, . . . , in) runs over N
n−{(0, . . . , 0)} and j runs over {1, . . . , n}.
The indeterminate ξi,j corresponds to the DO
1
i!(
∂
∂s1
)i1 · · · ( ∂∂sn )
in in the j-th copy
of DX . The symbol ei denotes the row whose only nonzero entry is 1 in the i-th
place, so [ξei,j] is the matrix whose (i, j) entry is the indeterminate ξei,j corre-
sponding to the DO ∂∂si in the j-th copy of DX . Finally d := det([ξei,j ]).
The next results justify the heuristic considerations above.
Theorem 4.8. Consider the functor F : (Sch/X)op → Sets defined as follows. For
any X-scheme Y , with structural morphism g : Y → X, we let FY be the set of
OY -algebra isomorphisms φ : OY [[t]]
≃
−→ g∗̂PX such that φ(OY [[t]] · t) = g∗̂ IX .
Then CoorX is a fine moduli space for F , namely F ∼= HomSch/X(−,CoorX).
Proof. Suppose we are given g : Y → X and φ : OY [[t]]
≃
−→ g∗̂PX . Define ai :=
φ(ti) ∈ Γ(Y, g∗̂ IX). These elements satisfy a1 ∧ · · · ∧ an 6= 0 like in equation (4.6).
Each ai gives rise to an OY -linear sheaf homomorphismOY → g∗̂ IX . Since IX/ImX
is a coherent locally free OX -module for every m ≥ 1 we see that
HomcontOY (g
∗̂ IX ,OY ) ∼= OY ⊗g−1OX g
−1HomcontOX (IX ,OX) = g
∗(DX/OX).
So after dualization, i.e. applying the functor HomcontOY (−,OY ), each ai gives a ho-
momorphism of OY -modules g∗(DX/OX)→ OY . By adjunction we get OX -linear
homomorphisms DX/OX → g∗OY , and therefore an OX -algebra homomorphism
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SOX
(
(DX/OX)⊕n
)
→ g∗OY . Passing to schemes we obtain a morphism of X-
schemes
φ˜ : Y → SpecX SOX
(
(DX/OX)
⊕n
)
.
Because a1∧· · ·∧an 6= 0 this is actually a morphism φ˜ : Y → CoorX . The process
we have described is reversible, and hence FY ∼= HomSch/X(Y,CoorX). 
Corollary 4.9. There is a canonical isomorphism of OCoorX-algebras
OCoorX [[t]] ∼= π
∗̂
coor PX .
This isomorphism has the following universal property: for any open set U ⊂ X
the assignment σ 7→ σ∗(t) is a bijection of sets
HomSch/X(U,CoorX)
≃
−→ {formal coordinate systems on U}.
Proof. Applying the theorem to Y := CoorX , g := πcoor and the identity morphism
φ˜0 : CoorX → CoorX , we obtain a canonical isomorphism φ0 : OCoorX [[t]] ∼=
π∗̂coorPX with the desired universal property. 
On CoorX we have a universal Taylor expansion:
Corollary 4.10. Suppose U ⊂ X is open and f ∈ Γ(U,OX). Then there are
functions ai ∈ Γ(π
−1
coor(U),OCoorX) s.t.
π∗̂coor(p
∗
2(f)) =
∑
i∈Nn
ai t
i ∈ Γ(π−1coor(U), π
∗̂
coor PX),
where t is the universal coordinate system in Γ(CoorX,π∗̂coorPX). Given a section
σ : U → CoorX we obtain a Taylor expansion
p∗2(f) =
∑
i∈Nn
σ∗(ai)σ
∗(t)i ∈ Γ(U,PX)
as in Corollary 4.5.
The proof is left to the reader.
Suppose s = (s1, . . . , sn) is an e´tale coordinate system on an open set U ⊂ X .
As before let s˜i := 1⊗si−si⊗1 ∈ Γ(U,PX), and define s := (s˜1, . . . , s˜n), which is a
formal coordinate system on U . Then on CoorU = π−1coor(U) we have isomorphisms
of OCoorU -algebras
OCoorU [[t]] ∼= (π
∗̂
coorPX)|CoorU
∼= OCoorU [[s]].
Using the coordinate functions ξi,j ∈ Γ(CoorU,OCoorU ) from formula (4.7) we then
have
(4.11) tj =
∑
i
ξi,js
i,
where the sum is on i ∈ Nn − {(0, . . . , 0)}.
For i ≥ 1 let CooriX be the bundle overX parameterizing coordinate systems up
to order i (i.e. modulo order ≥ i+1). There are projections CoorX → CooriX →
Coori−1X → X . The next theorem describes the geometry of these bundles.
Let G(K) be the group of K-algebra automorphisms of K[[t]]. Then G(K) is
the group of K-rational points of a pro-algebraic group G = GLn,K ⋉N , where N
is a pro-unipotent group. The action of GLn(K) on K[[t]] is by linear change of
coordinates; and N(K) is the subgroup of G(K) consisting of automorphisms that
act trivially modulo (t)2.
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According to Corollary 4.9 there is a canonical embedding of K-algebras
(4.12) K[[t]] →֒ Γ(CoorX,π∗̂coorPX).
Theorem 4.13. (1) CoorX ∼= lim←i Coor
iX as schemes over X.
(2) CoorX is a G-torsor over X. The action of G on CoorX is characterized
by the fact that the embedding (4.12) is G(K)-equivariant.
(3) Coor1X is a GLn,K-torsor over X, and CoorX is a GLn,K-equivariant
N -torsor over Coor1X.
(4) The geometric quotient (cf. [GIT])
LCCX := CoorX/GLn,K
exists, with projection πgl : CoorX → LCCX, and CoorX is a GLn,K-
torsor over LCCX.
(5) Let U ⊂ X be an affine open set admitting an e´tale coordinate system. Then
all the torsors in parts (2-4) are trivial over U (i.e. they admit sections).
“LCC” stands for “linear coordinate classes”. In [Ko1] the notation for LCCX
is Xaff . Note that the bundle LCCX has no group action; but locally, for U as in
part (5), there’s a non-canonical isomorphism of schemes LCCU ∼= N×U . Coor1X
is the frame bundle of Ω1X . The various bundles and projections are depicted in
Figure 1.
Proof. (1) This is an immediate consequence of the moduli property of CoorX (see
Theorem 4.8), and an analogous property of CooriX .
(2) Given g ∈ G(K) let us denote by g(t) the sequence (g(t1), . . . , g(tn)) in K[[t]].
By Theorem 4.8 there exists a unique X-morphism g˜ : CoorX → CoorX such that
the algebra homomorphism g˜∗ : Γ(Coor, π∗̂coorPX) → Γ(Coor, π
∗̂
coorPX) sends t to
g(t). We have to prove that g˜ is an automorphism, and that g 7→ g˜ is a group
homomorphism from G(K) to AutSch/X(CoorX).
Now via the embedding (4.12), the homomorphism g˜∗ restricts to the automor-
phism g on K[[t]]. If g is the identity automorphism of K[[t]], then by unique-
ness g˜ has to be the identity automorphism of CoorX . Next take two elements
g1, g2 ∈ G(K). Then
g˜2 ◦ g1
∗
(t) = (g2 ◦ g1)(t) = g2(g1(t)) = g˜
∗
2(g1(t)) = g1(g˜
∗
2(t))
= g1(g2(t)) = (g˜
∗
1 ◦ g˜
∗
2)(t) = (g˜2 ◦ g˜1)
∗(t).
Thus indeed we have a group action.
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Due to the moduli property this action becomes geometric, i.e. it is a morphism
of schemes G× CoorX → CoorX . The explicit local description (4.7) shows that
CoorX is in fact a G-torsor over X .
(3, 4) These are consequence of (2).
(5) Clear from formula (4.7). 
5. Formal Differential Calculus
As before K is a field of characteristic 0, and X is a smooth separated irreducible
n-dimensional K-scheme.
Recall the algebra homomorphism p∗1 : OX → PX . We define T (PX/OX ; p
∗
1)
to be the sheaf of derivations of PX relative to OX . Thus for any affine open set
U = SpecC ⊂ X , writing Â := Γ(U,PX), we have
Γ
(
U, T (PX/OX ; p
∗
1)
)
= TÂ/C = DerC(Â).
Similarly we define T ipoly(PX/OX ; p
∗
1) and D
i
poly(PX/OX ; p
∗
1).
Lemma 5.1. Let G stand either for Tpoly or Dpoly, so that GX = Tpoly,X etc.
(1) The graded left OX-module PX ⊗OX GX is a DG Lie algebra in
Dir Inv ModOX . The homomorphism GX → PX⊗OX GX given by γ 7→ 1⊗γ
is a DG Lie algebra homomorphism.
(2) There is a canonical isomorphism
PX ⊗OX GX ∼= G(PX/OX ; p
∗
1)
of sheaves of DG Lie algebras in Dir Inv ModOX .
(3) Suppose f : Y → X is a morphism of schemes. Then
f ∗̂ G(PX/OX ; p
∗
1)
∼= G(f ∗̂PX/OY )
as DG Lie algebras in Dir Inv ModOY .
Proof. (1) Let U ⊂ X be an affine open set, and define C := Γ(U,OX) and A :=
C ⊗ C. Let a := Ker(A → C), and let Â be the a-adic completion of A. The left
C-module C ⊗ G(C) is a DG Lie algebra over C. When we consider C ⊗ G(C) as
an A-module, the bracket
[−,−] : (C ⊗ G(C)) × (C ⊗ G(C))→ C ⊗ G(C)
and the differential
d : C ⊗ G(C)→ C ⊗ G(C)
are poly differential operators, and hence they are continuous for the a-adic dir-
inv structure (see [Ye2, Example 1.8]). So according to [Ye2, Proposition 2.3],
̂C ⊗ G(C) is a DG Lie algebra in Dir Inv ModC. But
Γ(U,PX ⊗OX GX) ∼= Â⊗C G(C) ∼=
̂C ⊗ G(C).
(2, 3) By definition G(C) = G(C/K). By base change there is an isomorphism
B ⊗ G(C/K) ∼= G
(
(C ⊗B)/B
)
for any K-algebra B. 
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Definition 5.2. Consider the de Rham differential d : OX2 → Ω
1
X2/X = p
∗
1 Ω
1
X
relative to the projection p2 : X
2 → X . Passing to the completion along the
diagonal we obtain the Grothendieck connection
∇P : PX → PX ⊗OX Ω
1
X .
LetM be an OX -module. Then the connection ∇P extends uniquely to a degree
1 endomorphism of the graded sheaf
ΩX ⊗OX PX ⊗OX M =
⊕
p≥0
ΩpX ⊗OX PX ⊗OX M.
The formula is
∇P(α⊗ a⊗m) := d(α) ⊗ a⊗m+ (−1)
pα ∧∇P (a)⊗m
for local sections α ∈ ΩpX , a ∈ PX and m ∈ M. The connection is integrable, i.e.
∇P ◦ ∇P = 0, and it makes ΩX ⊗OX PX ⊗OX M into a DG ΩX -module.
Theorem 5.3 ([Ye3, Theorem 4.4]). Let X be a smooth K-scheme and let M be
an OX -module. Then the map
M→ ΩX ⊗OX PX ⊗OX M, m 7→ 1⊗ 1⊗m
is a quasi-isomorphism.
Given any K-scheme Y let KY be the constant sheaf K on Y . We consider
ΩpY = Ω
p
Y/K as a discrete inv OY -module, and ΩY =
⊕
p≥0Ω
p
Y gets the
⊕
dir-inv
structure. Thus ΩY is a discrete DG algebra in Dir Inv ModKY . Note that if Y is
infinite dimensional then ΩY will be unbounded.
Suppose M is a quasi-coherent OX -module. Then for any p the sheaf Ω
p
X ⊗OX
PX ⊗OX M is a dir-coherent PX-module (see Example 2.4), so it has the IX -adic
dir-inv module structure. The connection
∇P : Ω
p
X ⊗OX PX ⊗OX M→ Ω
p+1
X ⊗OX PX ⊗OX M
is a differential operator of PX-modules (of order ≤ 1), and therefore it is continuous
for the dir-inv structures (see [Ye2, Proposition 2.3]). So in fact ΩX⊗OXPX⊗OXM
is a DG ΩX -module in Dir Inv ModKX .
Suppose f : Y → X is some morphism of schemes. The complete pullback
f ∗̂(PX ⊗OX M) is a dir-inv OY -module. Moreover ΩY ⊗̂OY f
∗̂(PX ⊗OX M) is
a DG ΩY -module in Dir Inv ModKY . Its differential is also denoted by ∇P . In
particular, when M = OX , we obtain a super-commutative associative unital DG
algebra ΩY ⊗̂OY f
∗̂PX in Dir Inv ModKY . Its degree 0 component is f ∗̂PX , which
is a complete commutative algebra in Inv ModOY . For details and proofs see [Ye2,
Section 1].
Proposition 5.4. Let G denote either Tpoly or Dpoly, so that GX = Tpoly,X etc.
Also let dG and [−,−]G denote the differential and the bracket of G.
(1) The graded sheaf ΩX ⊗OX PX ⊗OX GX is a DG ΩX -module Lie algebra in
Dir Inv ModKX . The differential is ∇P + 1⊗ 1⊗ dG, and the bracket is the
continuous ΩX-bilinear extension of [−,−]G.
(2) The canonical map GX → ΩX ⊗OX PX ⊗OX GX is a DG Lie algebra quasi-
isomorphism.
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(3) Suppose f : Y → X is a morphism of schemes. Then
ΩY ⊗̂OY f
∗̂(PX ⊗OX GX)
is a DG ΩY -module Lie algebra in Dir Inv ModKY . The canonical map
f−1(ΩX ⊗OX PX ⊗OX GX)→ ΩY ⊗̂OY f
∗̂(PX ⊗OX GX)
is a homomorphism of DG Lie algebras.
The explicit formulas for part (1) are
d(α1 ⊗ 1⊗ γ1) := d(α1)⊗ 1⊗ γ1 + (−1)
i1α1 ⊗ 1⊗ dG(γ1)
and
[α1 ⊗ 1⊗ γ1, α2 ⊗ 1⊗ γ2] := (−1)
j1i2(α1 ∧ α2)⊗ 1⊗ [γ1, γ2]
for αk ∈ Ω
ik
X and γk ∈ G
jk
X .
Proof. (1) Using the notation of the proof of Lemma 5.1, ΩC ⊗ G(C) is a DG ΩC -
module Lie algebra in Dir Inv ModK, with the a-adic dir-inv structure. Hence so is
its completion
̂ΩC ⊗ G(C) ∼= ΩC ⊗C Â⊗C G(C) ∼= Γ(U,ΩX ⊗OX PX ⊗OX GX).
(2) In the the proof of part (1) the inclusion G(C) ⊂ ΩC ⊗ G(C) is a DG algebra
homomorphism. According to [Ye3, Theorem 3.4] it is a quasi-isomorphism.
(3) This is by [Ye2, Proposition 1.22(2)]. 
Definition 5.5. Let G denote either Tpoly or Dpoly, and let d be the de Rham
differential on ΩCoorX . Put on G(K[[t]]) the t-adic dir-inv structure. Define
dfor := d⊗ 1 : Ω
p
CoorX ⊗̂ G(K[[t]])→ Ω
p+1
CoorX ⊗̂ G(K[[t]]).
According to [Ye2, Proposition 1.19],
ΩCoorX ⊗̂ G(K[[t]]) =
⊕
p,q
ΩpCoorX ⊗̂ G
q(K[[t]])
is a DG Lie algebra in Dir Inv ModKCoorX , with differential dfor + 1 ⊗ dG . The
explicit formula is
(dfor + 1⊗ dG)(α⊗ γ) = d(α) ⊗ γ + (−1)
pα⊗ dG(γ)
for α ∈ ΩpCoorX and γ ∈ G(K[[t]]).
Theorem 5.6 (Universal Taylor Expansion). Let G denote either Tpoly or Dpoly.
There is a canonical isomorphism
ΩCoorX ⊗̂OCoor X π
∗̂
coor(PX ⊗OX GX)
∼= ΩCoorX ⊗̂ G(K[[t]])
of graded Lie algebras in Dir Inv ModOCoorX , extending the isomorphism of Corol-
lary 4.9.
Warning: the isomorphism in the theorem does not respect the differentials; cf.
Proposition 5.8 below.
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Proof. By Corollary 4.9 we know that π∗̂coor PX
∼= OCoorX [[t]] canonically as inv
OCoorX -algebras. Using Lemma 5.1 we then obtain isomorphisms of graded Lie
algebras over OCoorX
π∗̂coor (PX ⊗OX GX)
∼= π∗̂coor G(PX/OX ; p
∗
1)
∼= G(π∗̂coorPX/OCoorX)
∼= G(OCoorX [[t]]/OCoorX)
∼= OCoorX ⊗̂ G(K[[t]]).
Finally we may apply the functor ΩCoorX ⊗̂OCoor X −. 
Definition 5.7. The Maurer-Cartan form of X is
ωMC :=
n∑
i=1
∇P(ti) ·
∂
∂ti
∈ Γ
(
CoorX,Ω1CoorX ⊗̂ T
0
poly(K[[t]])
)
,
where ∇P(ti) is defined using the canonical isomorphism in Theorem 5.6.
The Lie algebra T 0poly(K[[t]]) = T (K[[t]]) is also a Lie subalgebra of D
0
poly(K[[t]])
= D(K[[t]]). Keeping the notation of Theorem 5.6, for any local section α ∈
ΩCoorX ⊗̂ G(K[[t]]) let
ad(ωMC)(α) := [ωMC, α].
The operation ad(ωMC) is K-linear endomorphism of degree 1 of the graded sheaf
ΩCoorX ⊗̂ G(K[[t]]).
Proposition 5.8. Let G denote either Tpoly or Dpoly. Under the isomorphism of
Theorem 5.6, there is equality
∇P = dfor + ad(ωMC)
as endomorphisms of ΩCoorX ⊗̂ G(K[[t]]).
Proof. First we shall consider G = Tpoly. Let’s write ω := ωMC, d := dfor, ∇ := ∇P
and ∂i :=
∂
∂ti
. For any multi-index j = (j1 < · · · < jq) let’s write
∂j := ∂j1 ∧ · · · ∧ ∂jq ∈ T
q−1
poly (K[[t]]).
Take a local section α ∈ ΩpCoorX and a multi-index i ∈ N
n, and consider α⊗ ti∂j ∈
ΩpCoorX ⊗̂ T
q−1
poly (K[[t]]). Then
∇(α⊗ ti∂j) = d(α) · t
i · ∂j ± α · ∇(t
i) · ∂j ± α · t
i · ∇(∂j)
d(α⊗ ti∂j) = d(α) · t
i · ∂j
ad(ω)(α⊗ ti∂j) = ±α · ad(ω)(t
i) · ∂j ± α · t
i · ad(ω)(∂j).
Now
∇(ti) =
∑
k
∇(tk) · ∂k(t
i) = ad(ω)(ti).
It remains to show that
∇(∂j) = ad(ω)(∂j).
Take any β ∈ ΩCoorX ⊗̂ T
q−1
poly (K[[t]]), and write it as β =
∑
k βk∂k, where the
sum is over the multi-indices k = (k1 < · · · < kq), and βk ∈ ΩCoorX ⊗̂K[[t]]. Then
[β, tk] = βk. We see that β = 0 iff [β, t
k] = 0 for all such k. Therefore is suffices to
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prove that [∇(∂j), t
k] = [ad(ω)(∂j), t
k] for any k. Now [∂j , t
k] ∈ K (it is 0 or 1).
Because ∇ is a K-linear derivation, we have
0 = ∇([∂j , t
k]) = [∇(∂j), t
k]± [∂j ,∇(t
k)].
Likewise
0 = ad(ω)([∂j , t
k]) = [ad(ω)(∂j), t
k]± [∂j , ad(ω)(t
k)].
And by definition of ω we have
ad(ω)(tk) =
∑
l
∇(tl) ∂l(t
k) = ∇(tk).
The case G = Dpoly is handled similarly, using the basis
∂j1,...,jq := (
∂
∂t)
j1 ⊗ · · · ⊗ ( ∂∂t)
jq ∈ Dq−1poly(K[[t]]),
see equation [Ye2, equation 4.3]. 
Proposition 5.9. The form ωMC satisfies the identity
dfor(ωMC) +
1
2 [ωMC, ωMC] = 0;
namely it is a solution of the MC equation in the DG Lie algebra
ΩCoorX ⊗̂ Tpoly(K[[t]]) with differential dfor.
Proof. Let’s write ω := ωMC, d := dfor, ∇ := ∇P , β := d(ω) +
1
2 [ω, ω] and g :=
ΩCoorX ⊗̂ Tpoly(K[[t]]). As explained in the proof of the previous proposition, it
suffices to show that [β, ti] = 0 for all i.
By definition of ω we have
(5.10) [ω, ti] = ∇P(ti).
Next we use the fact that d is an odd derivation of g to obtain
d([ω, ti]) = [d(ω), ti]− [ω, d(ti)].
But d(ti) = 0, so
(5.11) [d(ω), ti] = d(∇P(ti)).
The graded Jacobi identity in g tells us that
[[ω, ω], ti] + [[ti, ω], ω]− [[ω, ti], ω] = 0.
Hence [[ω, ω], ti] = 2[ω, [ω, ti]], and plugging in (5.10) we arrive at
(5.12) 12 [[ω, ω], ti] = ad(ω)(∇P (ti)).
Finally, combining (5.11), (5.12) and Proposition 5.8 we get
[β, ti] = [d(ω), ti] +
1
2 [[ω, ω], ti] = d(∇P (ti)) + ad(ω)(∇P (ti))
= (d + ad(ω))(∇P (ti)) = ∇P(∇P(ti)) = 0.

According to Theorem 4.13(2) the group G(K) of K-algebra automorphisms of
K[[t]] acts on the bundle CoorX . Therefore for any open set U ⊂ X this group
acts on the algebra Γ
(
π−1coor(U), π
∗̂
coorPX
)
. More generally, let G denote either Tpoly
or Dpoly. Let’s introduce the temporary notation
h(U,G) := Γ
(
π−1coor(U),ΩCoorX ⊗̂OCoor X π
∗̂
coor(PX ⊗OX G)
)
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and
h′(U,G) := Γ
(
π−1coor(U),ΩCoorX ⊗̂ G(K[[t]])
)
.
These are graded Lie algebras. The group G(K) acts on h(U,G) via its geometric
action on CoorX . On the other hand there is an action of G(K) on h′(U,G) via its
action on Γ
(
π−1coor(U),ΩCoorX
)
and on K[[t]].
Proposition 5.13. The canonical isomorphism h(U,G) ∼= h′(U,G) of Theorem 5.6
is G(K)-equivariant.
Proof. By Theorem 4.13(2) the algebra isomorphism
Γ
(
π−1coor(U),OCoorX [[t]]
)
∼= Γ
(
π−1coor(U), π
∗̂
coorPX
)
of Corollary 4.9 is G(K)-equivariant. Tracing the isomorphisms used in the proof
of Theorem 5.6 we deduce the same for the isomorphism h(U,G) ∼= h′(U,G). 
We view ωMC as an element of h(X, Tpoly)
∼= h′(X, Tpoly). Due to Proposition
5.13 we can talk about the action of G(K) on ωMC. Recall that GLn(K) sits inside
G(K) as the group of linear changes of coordinates.
Proposition 5.14. The element ωMC is GLn(K)-invariant.
Proof. Since the Grothendieck connection ∇P on h(X, Tpoly) is induced from X , it
commutes with the action of G(K). Hence in particular g(∇P(ti)) = ∇P(g(ti)) for
any g ∈ GLn(K) and i ∈ {1, . . . , n}.
Fix such a matrix g = [gi,j ]. So gi,j ∈ K and g(ti) =
∑n
j=1 gi,jtj . Let h =
[hi,j ] := (g
−1)t, the transpose inverse matrix. Then in the induced action of GLn(K)
on T 0poly(K[[t]]) = T (K[[t]]) we have g(
∂
∂ti
) =
∑n
j=1 hi,j
∂
∂tj
. Thus
g(ωMC) = g
(∑
i
∇P (ti) ·
∂
∂ti
)
=
∑
i
g
(
∇P(ti)
)
· g( ∂∂ti )
=
∑
i
∇P
(
g(ti)
)
· g( ∂∂ti ) =
∑
i,j,k
gi,jhi,k
(
∇P(tj)
)
· ∂∂tk
=
∑
j
∇P (tj) ·
∂
∂tj
= ωMC.

Remark 5.15. The adjoint of ωMC is an element of Γ
(
CoorX, TCoorX ⊗̂ Ω̂1K[[t]]/K
)
,
and it gives rise to a Lie algebra homomorphism TK[[t]] → Γ(CoorX, TCoorX). In
this way TK[[t]] acts infinitesimally on CoorX . Now inside TK[[t]] =
⊕n
i=1K[[t]]
∂
∂ti
there is a subalgebra g :=
⊕
i,j K[[t]] ti
∂
∂tj
. The Lie algebra g is the Lie algebra of
the pro-algebraic group G = Aut(K[[t]]), the group of K-algebra automorphisms of
K[[t]]. The infinitesimal action of g on CoorX is the differential of the action of G
on CoorX (cf. Theorem 4.13). The action of TK[[t]] on CoorX is the main feature
of the Gelfand-Kazhdan formal geometry. However we do not use this action (at
least not directly) in our paper.
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6. Review of Mixed Resolutions
As always K is a field of characteristic 0. In this section we review the construc-
tions and results of the paper [Ye3].
Let ∆ denote the category with set of objects the natural numbers. For any
p, q ∈ N the set of morphisms in ∆ from p to q is the set ∆qp of order preserving
functions α : {0, . . . , p} → {0, . . . , q}. Recall that a cosimplicial object in some
category C is a functor C : ∆ → C. Usually one writes Cp instead of C(p), and
refers to the sequence {Cp}p≥0 as a cosimplicial object (the morphisms remaining
implicit). The category of cosimplicial objects in C is denoted by ∆C.
We are interested in cosimplicial dir-invK-modules, i.e. in objectsM = {Mp}p≥0
in ∆Dir Inv ModK. As explained in [Ye3], there is a functor
̂˜N :∆Dir Inv ModK → DGModK,
the latter being the category of complexes of K-modules. This is the complete
Thom-Sullivan normalization functor, which is a generalization of constructions in
[HS] and [HY]. By definition there is an embedding
̂˜NqM ⊂
∞∏
i=0
(
Ωq(∆i
K
) ⊗̂M i
)
.
Here ∆iK := SpecK[t0, . . . , ti]/(t0 + · · · + ti − 1) is the i-dimensional geometric
simplex, and Ωq(∆iK) := Γ(∆
i
K ,Ω
q
∆i
K
) is a discrete inv K-module. The differential
∂ : ̂˜NqM → ̂˜Nq+1M is induced from the de Rham differentials d : Ωq(∆iK) →
Ωq+1(∆iK).
Let X be a separated smooth irreducible n-dimensional K-scheme. Choose an
affine open covering U = {U(0), . . . , U(m)} of X . Given i = (i0, . . . , iq) ∈ ∆
m
q let
Ui := U(i0) ∩ · · · ∩ U(im), and let gi : Ui → X be the inclusion. For a sheaf M on
X we write
Cq(U ,M) :=
∏
i∈∆mq
gi∗ g
−1
i M.
The sequence {Cq(U ,M)}q≥0 is then a cosimplicial sheaf on X . This is a variant
of the Cˇech resolution of M.
Suppose M is a dir-inv KX -module, i.e. a sheaf of K-modules on X with a
dir-inv structure. For any open set V ⊂ X we then have a cosimplicial dir-inv
K-module
{
Γ
(
V,Cq(U ,M)
)}
q≥0
. Applying the functor ̂˜Nq to it we obtain a K-
module ̂˜NqΓ(V,C(U ,M)). It turns out that the presheaf V 7→ ̂˜NqΓ(V,C(U ,M))
is a sheaf, and we denote it by ̂˜NqC(U ,M). So there is a functor
̂˜NC(U ,−) : Dir Inv ModKX → DGModKX ,
and there is a functorial homomorphism M → ̂˜NC(U ,M). If M is a complete
dir-inv module then according to [Ye3, Theorem 3.7] the homomorphism M →̂˜NC(U ,M) is in fact a quasi-isomorphism. We call ̂˜NC(U ,M) the commutative
Cˇech resolution of M, since ̂˜NC(U ,OX) is a super-commutative DG algebra.
Now supposeM is a quasi-coherent OX -module. Let p be some natural number.
Then ΩpX⊗OXPX⊗OXM is a complete dir-inv PX -module with the IX -adic dir-inv
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structure. Define
Mixp,qU (M) :=
̂˜NqC(U ,ΩpX ⊗OX PX ⊗OX M).
This is a sheaf on X , and there is an embedding of sheaves
(6.1) Mixp,qU (M) ⊂
∏
j∈N
∏
i∈∆m
j
gi∗ g
−1
i
(
Ωq(∆j
K
) ⊗̂ (ΩpX ⊗OX PX ⊗OX M)
)
.
In addition to the differential ∂ : Mixp,qU (M) → Mix
p,q+1
U (M) there is a second
differential ∇P : Mix
p,q
U (M) → Mix
p+1,q
U (M) coming from the connection ∇P of
Definition 5.2. We now totalize
MixiU (M) :=
⊕
p+q=i
Mixp,qU (M)
and let dmix := ∂+(−1)q∇P . This is the mixed resolution ofM, which is a functor
MixU : QCohOX → DGModKX .
Theorem 6.2 ([Ye3, Theorem 4.14]). Let M be a quasi-coherent OX -module.
(1) There is a functorial quasi-isomorphism M→ MixU (M).
(2) There is a functorial isomorphism Γ
(
X,MixU (M)
)
∼= RΓ(X,M) in
D(ModK).
Of course the functor MixU can be extended to bounded below complexes of
quasi-coherent OX -modules, by totalizing.
The sheaves of DG Lie algebras Tpoly,X and Dpoly,X are bounded below com-
plexes of quasi-coherent OX -modules, so the above theorem applies to them. In
addition we have:
Proposition 6.3. Let GX stand for either Tpoly,X or Dpoly,X . Then MixU (GX) is
a sheaf of DG Lie algebras, with differential
dmix + (−1)
idG : Mix
i
U (G
j
X)→ Mix
i+1
U (G
j
X)⊕Mix
i
U (G
j+1
X ).
The quasi-isomorphism GX → MixU (GX) of Theorem 6.2(1) is a homomorphism
of DG Lie algebras.
Proof. By Proposition 5.4 the sheaf ΩX ⊗OX PX ⊗OX GX is a DG ΩX -module Lie
algebra in Dir Inv ModKX . Now use [Ye3, Proposition 5.5]. 
Suppose π : Z → X is some morphism of schemes (possibly of infinite type). A
simplicial section of π based on the covering U is a collection of X-morphisms
σ = {σi :∆
q
K
× Ui → Z}
indexed by i ∈ ∆mq , q ∈ N, which satisfies the simplicial relations (see [Ye3, Defi-
nition 6.1]).
The sheaf ΩpZ is considered as a discrete inv KZ-module, and ΩZ =
⊕
pΩ
p
Z
has the
⊕
dir-inv structure. Given a quasi-coherent OX -module M the graded
sheaf ΩZ ⊗̂OZ π
∗̂ (PX ⊗OX M) is then a DG ΩZ-module in Dir Inv ModKZ , with
differential ∇P . See Section 2.
Let A be an associative unital super-commutative DG K-algebra. Consider a
homogeneous A-multilinear function φ : M1× · · ·×Mr → N , where M1, . . . ,Mr, N
are DG A-modules. There is an operation of composition for such functions: given
functions ψi :
∏
j Li,j →Mi the composition is φ ◦ (ψ1 × · · · × ψr) :
∏
i,j Li,j → N .
There is also a summation operation: if φj :
∏
iMi → N are homogeneous of
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equal degree then so is their sum
∑
j φj . Finally let φ ◦ d :
∏
iMi → N be the
homogeneous K-multilinear function
(φ ◦ d)(m1, . . . ,mr) :=
r∑
i=1
±φ(m1, . . . ,d(mi), . . . ,mr)
with Koszul signs.
Theorem 6.4 ([Ye3, Theorem 6.3]). Suppose σ is simplicial section of π : Z → X
based on U . Let M1, . . . ,Mr,N be quasi-coherent OX-modules, and let
φ :
r∏
i=1
(
ΩZ ⊗̂OZ π
∗̂(PX ⊗OX Mi)
)
→ ΩZ ⊗̂OZ π
∗̂(PX ⊗OX N )
be a continuous ΩZ-multilinear sheaf morphism on Z of degree k. Then there is an
induced K-multilinear sheaf morphism of degree k
σ∗(φ) :
r∏
i=1
MixU (Mi)→ MixU (N )
on X with the following properties.
(i) The assignment φ 7→ σ∗(φ) respects the operations of composition and sum-
mation.
(ii) If φ = π∗̂(φ0) for some continuous ΩX-multilinear morphism
φ0 :
r∏
i=1
(
ΩX ⊗OX PX ⊗OX Mi
)
→ ΩX ⊗OX PX ⊗OX N
then σ∗(φ) = ̂˜NC(U , φ0).
(iii) Suppose ψ is another such ΩZ-multilinear sheaf morphism of degree k + 1,
and the equation ∇P ◦ φ− (−1)kφ ◦ ∇P = ψ holds. Then
dmix ◦ σ
∗(φ)− (−1)kσ∗(φ) ◦ dmix = σ
∗(ψ).
We are interested in the bundle πlcc : LCCX → X .
Theorem 6.5. Assume each affine open set U(i) admits an e´tale morphism to A
n
K
.
Then there exist sections σ(i) : U(i) → LCCX, and furthermore they extend to a
simplicial section σ of πlcc : LCCX → X.
Proof. By Theorem 4.13, πcoor : CoorX → X is a locally trivial G-torsor over X ,
and G = GLn,K ⋉N , where N is a pro-unipotent group. By definition LCCX =
CoorX/GLn,K . According to Example 4.4 and Corollary 4.9, for any i there is a
section σ(i) : U(i) → CoorX . Now use [Ye4, Theorem 2.2]. 
Here is the idea behind the proof of [Ye4, Theorem 2.2]. There is an averag-
ing process for sections of torsors under unipotent groups. The bundle LCCX
is “almost” a torsor under the pro-unipotent group N . Given a multi-index i =
(i0, . . . , iq) the morphism σi : ∆
q
K
× Ui → LCCX is then a family of weighted av-
erages of the sections σ(i0), . . . , σ(iq) : Ui → LCCX , parameterized by the simplex
∆
q
K
. See Figure 2 for an illustration.
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U
(0)
U
(1)
X
LCCX


(1)

(0)
U
(0;1)


(0;1)

1
K
 U
(0;1)
Figure 2. Simplicial sections, q = 1. We start with sections over
two open sets U(0) and U(1) in the left diagram; and we pass to a
simplicial section σ(0,1) on the right.
7. The Global L∞ Quasi-isomorphism
In this section we prove the main result of the paper. Here again X is a smooth
irreducible separated n-dimensional scheme over the field K, and also R ⊂ K.
Fix an open covering U = {U(0), . . . , U(m)} of the scheme X consisting of affine
open sets, each admitting an e´tale morphism U(i) → A
n
K
. For every i let σ(i) :
U(i) → LCCX be the corresponding section of πlcc : LCCX → X , and let σ be
the resulting simplicial section (see Theorem 6.5).
LetM be a bounded below complex of quasi-coherent OX -modules. The mixed
resolution MixU (M) was defined in Section 6. For any integer i let G
iMixU (M) :=⊕∞
j=iMix
j
U (M), so {G
iMixU (M)}i∈Z is a descending filtration of MixU (M) by
subcomplexes, with GiMixU (M) = MixU (M) for i≪ 0 and
⋂
i G
iMixU (M) = 0.
Let
griGMixU (M) := G
iMixU (M) / G
i+1MixU (M)
and grGMixU (M) :=
⊕
i gr
i
GMixU (M).
By Proposition 6.3, if GX is either Tpoly,X or Dpoly,X , then MixU (GX) is a
sheaf of DG Lie algebras on X , and GX → MixU (GX) is a DG Lie algebra quasi-
isomorphism.
Note that if φ : MixU (M) → MixU (N ) is a homomorphism of complexes that
respects the filtration {GiMixU}, then there exists an induced homomorphism of
complexes
grG(φ) : grGMixU (M)→ grGMixU (N ).
Suppose G and H are sheaves of DG Lie algebras on a topological space Y . An
L∞ morphism Ψ : G → H is a sequence of sheaf morphisms ψj :
∏jG → H, such
that for every open set V ⊂ Y the sequence {Γ(V, ψj)}j≥1 is an L∞ morphism
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Γ(V,G) → Γ(V,H). If ψ1 : G → H is a quasi-isomorphism then Ψ is called an L∞
quasi-morphism.
Theorem 7.1. Let U and σ be as above. Then there is an induced L∞ quasi-
isomorphism
Ψσ = {Ψσ;j}j≥1 : MixU (Tpoly,X)→ MixU (Dpoly,X).
The homomorphism Ψσ;1 respects the filtration {GiMixU}, and
grG(Ψσ;1) = grG(MixU (U1)).
Proof. Let Y be some K-scheme, and denote by KY the constant sheaf. For any p
we view ΩpY as a discrete inv KY -module, and we put on ΩY =
⊕
p∈N Ω
p
Y direct
sum dir-inv structure. So ΩY is a discrete (and hence complete) DG algebra in
Dir Inv ModKY .
We shall abbreviate A := ΩCoorX , so that A0 = OCoorX etc. As explained
above, A is a DG algebra in Dir Inv ModKCoorX , with discrete (but not trivial)
dir-inv module structure.
There are sheaves of DG Lie algebras A⊗̂ Tpoly(K[[t]]) and A⊗̂ Dpoly(K[[t]]) on
the scheme CoorX . The differentials are dfor = d⊗1 and dfor+1⊗dD respectively.
As explained just prior to Theorem 3.16, there is a continuous A-multilinear L∞
morphism
UA = {UA;j}j≥1 : A⊗̂ Tpoly(K[[t]])→ A⊗̂ Dpoly(K[[t]]).
The MC form ω := ωMC is a global section ofA1 ⊗̂ T 0poly(K[[t]]) satisfying the MC
equation in the DG Lie algebraA⊗̂ Tpoly(K[[t]]). See Proposition 5.9. According to
Theorem 3.16 the global section ω′ := UA;1(ω) ∈ A1 ⊗̂ D0poly(K[[t]]) is a solution of
the MC equation in the DG Lie algebra A⊗̂ Dpoly(K[[t]]), and there is a continuous
A-multilinear L∞ morphism
UA,ω = {UA,ω;j}j≥1 :
(
A⊗̂Tpoly(K[[t]])
)
ω
→
(
A⊗̂Dpoly(K[[t]])
)
ω′
between the twisted DG Lie algebras. The formula is
(7.2) UA,ω;j(γ1 · · ·γj) =
∑
k≥0
1
(j+k)!UA;j+k(ω
kγ1 · · · γj)
for γ1, . . . , γj ∈ A⊗̂Tpoly(K[[t]]). The two twisted DG Lie algebras have differen-
tials dfor + ad(ω) and dfor + ad(ω
′) + 1⊗ dD respectively.
By Theorem 5.6 (the universal Taylor expansions) there are canonical isomor-
phisms of graded Lie algebras in Dir Inv ModKCoorX
A⊗̂ Tpoly(K[[t]]) ∼= A⊗̂A0 π
∗̂
coor(PX ⊗OX Tpoly,X)
and
A⊗̂Dpoly(K[[t]])
∼= A⊗̂A0 π
∗̂
coor(PX ⊗OX Dpoly,X).
Proposition 5.8 tells us that
dfor + ad(ω) = ∇P
under these identifications. Therefore
UA,ω : A⊗̂A0 π
∗̂
coor(PX ⊗OX Tpoly,X)→ A⊗̂A0 π
∗̂
coor(PX ⊗OX Dpoly,X)
is a continuous A-multilinear L∞ morphism between these DG Lie algebras, whose
differentials are ∇P and ∇P + 1⊗ dD respectively.
34 AMNON YEKUTIELI
By Propositions 5.13 and 5.14 the form ω is GLn(K)-invariant. So according to
Proposition 3.17 each of the operators UA;j and UA,ω;j is GLn(K)-equivariant. We
conclude that ω is a global section of
Ω1LCCX ⊗̂OLCC X π
∗̂
lcc(PX ⊗OX T
0
poly,X),
and the operators UA;j and UA,ω;j descend to continuous ΩLCCX -multilinear oper-
ators
UA;j , UA,ω;j :
∏j (
ΩLCCX ⊗̂OLCC X π
∗̂
lcc(PX ⊗OX Tpoly,X)
)
→ ΩLCCX ⊗̂OLCC X π
∗̂
lcc(PX ⊗OX Dpoly,X)
satisfying formula (7.2). The sequence UA,ω = {UA,ω;j}j≥1 is an L∞ morphism.
According to Theorem 6.4 there are induced operators
σ∗(UA;j), σ
∗(UA,ω;j) :
∏j
MixU (Tpoly,X)→ MixU (Dpoly,X).
The L∞ identities in Definition 3.7, when applied to the L∞ morphism UA,ω, are
of the form considered in Theorem 6.4(iii). Therefore these identities are preserved
by σ∗, and we conclude that the sequence {σ∗(UA,ω;j)}j≥1 is an L∞ morphism.
There’s a global section σ∗(ω) ∈Mix1U (T
0
poly,X), and the formula
(7.3) σ∗(UA,ω;j)(γ1 · · · γj) =
∑
k≥0
1
(j+k)!σ
∗(UA;j+k)
(
σ∗(ω)kγ1 · · ·γj
)
holds for local sections γ1, . . . , γj ∈ MixU (Tpoly,X). This sum is finite, the number
of nonzero terms in it depending on the bidegree of γ1 · · · γj . Indeed, if γ1 · · · γj ∈
MixqU (T
p
poly,X) then
(7.4) σ∗(UA;j+k)
(
σ∗(ω)kγ1 · · · γj
)
∈ Mixq+kU (D
p+1−j−k
poly,X ),
which is is zero for k > p− j + 2; see proof of [Ye2, Theorem 3.23].
Finally we define Ψσ;j := σ
∗(UA,ω;j). The collection Ψσ = {Ψj,σ}∞j=1 is then
an L∞ morphism. From equation (7.4) we see that Ψσ;1 respects the filtration
{GiMixU}, and according to equation (7.3) we see that
grG(Ψσ;1) = grG(σ
∗(UA;1)) = grG(MixU (U1)).
According to Theorems 3.12 and 6.2 the homomorphism MixU (U1) is a quasi-
isomorphism. Since the complexes MixU (Tpoly,X) and MixU (Dpoly,X) are bounded
below, and the filtration is nonnegative and exhaustive, it follows that Ψσ;1 is also
a quasi-isomorphism. 
Corollary 7.5. Taking global sections in Theorem 7.1 we get an L∞ quasi-isomor-
phism
Γ(X,Ψσ) = {Γ(X,Ψσ;j)}j≥1 : Γ
(
X,MixU (Tpoly,X)
)
→ Γ
(
X,MixU (Dpoly,X)
)
.
Proof. By Theorem 6.2 the homomorphism
Γ(X,MixU (U1)) : Γ
(
X,MixU (Tpoly,X)
)
→ Γ
(
X,MixU (Dpoly,X)
)
is a quasi-isomorphism, and by the interaction with the filtration {GiMixU} we see
that Γ(X,MixU (Ψσ;1)) is also a quasi-isomorphism. 
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Corollary 7.6. The data (U ,σ) induces a bijection
MC(Ψσ) : MC
(
Γ
(
X,MixU (Tpoly,X)
)
[[~]]+
)
≃
−→ MC
(
Γ
(
X,MixU (Dpoly,X)
)
[[~]]+
)
.
Proof. Use Corollaries 7.5 and 3.10. 
Recall that Tpoly(X) = Γ(X, Tpoly,X) and Dnorpoly(X) = Γ(X,D
nor
poly,X); and the
latter is the DG Lie algebra of global poly differential operators that vanish if one
of their arguments is 1.
Theorem 7.7. Assume Hq(X,Dnor,ppoly,X) = 0 for all p and all q > 0. Then there is
a canonical function
Q : MC
(
Tpoly(X)[[~]]
+
) ≃
−→ MC
(
Dnorpoly(X)[[~]]
+
)
preserving first order terms. If moreover Hq(X, T ppoly,X) = 0 for all p and all
q > 0, then Q is bijective. The function Q is called the quantization map, and it
is characterized as follows. Choose an open covering U = {U(0), . . . , U(m)} of X
consisting of affine open sets, each admitting an e´tale morphism U(i) → A
n
K
. Let σ
be the associated simplicial section of LCCX → X. Then there is a commutative
diagram
(7.8)
MC
(
Tpoly(X)[[~]]
+
) Q
−−−−→ MC
(
Dnorpoly(X)[[~]]
+
)
MC(inc)
y MC(inc)y
MC
(
Γ(X,MixU (Tpoly,X))[[~]]
+
) MC(Ψσ)
−−−−−→ MC
(
Γ(X,MixU (Dpoly,X))[[~]]
+
)
in which the right vertical arrow is bijective. Here Ψσ is the L∞ quasi-isomorphism
from Theorem 7.1, and “inc” denotes the various inclusions of DG Lie algebras.
Let’s elaborate a bit on the statement above. It says that to any formal Poisson
structure α =
∑∞
j=1 αj~
j ∈ T 1poly(X)[[~]]
+ there corresponds a star product ⋆β, with
β =
∑∞
j=1 βj~
j ∈ Dnor,1poly (X)[[~]]
+ (cf. Proposition 3.20). The element β = Q(α) is
uniquely determined up to gauge equivalence by exp(Dnor,0poly (X)[[~]]
+). Given any
local sections f, g ∈ OX one has
β1(f, g)− β1(g, f) = 2{f, g}α1.
The quantization map Q can be calculated (at least in theory) using the collection
of sections σ and the universal formulas for deformation in Theorem 3.13.
We’ll need a lemma before proving the theorem.
Lemma 7.9. Let f, g ∈ OX = D
−1
poly,X be local sections.
(1) For any β ∈Mix0U (D
1
poly,X) one has
[[β, f ], g] = β(g, f)− β(f, g) ∈Mix0U (OX).
(2) For any β ∈Mix1U (D
0
poly,X)⊕Mix
2
U (D
−1
poly,X) one has [[β, f ], g] = 0.
(3) Let γ ∈MixU (Dpoly,X)
0, and define β := (dmix+dD)(γ). Then [[β, f ], g] =
0.
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Proof. (1) Proposition 6.3 implies that the embedding (6.1):
MixU (Dpoly,X)
⊂
⊕
p,q,r
∏
j∈N
∏
i∈∆m
j
gi∗ g
−1
i
(
Ωq(∆j
K
) ⊗̂ (ΩpX ⊗OX PX ⊗OX D
r
poly,X)
)
is a DG Lie algebra homomorphism. So by continuity we might as well assume that
β = aD with a ∈ Ω0X = OX and D ∈ D
1
poly,X . Moreover, since the Lie bracket of
ΩX ⊗OX PX ⊗OX Dpoly,X is ΩX -bilinear, we may assume that a = 1, i.e. β = D.
Now the assertion is clear from the definition of the Gerstenhaber Lie bracket, see
[Ko1, Section 3.4.2].
(2) Applying the same reduction as above, but with D ∈ Drpoly,X and r ∈ {0,−1},
we get [[D, f ], g] ∈ Dr−2poly,X = 0.
(3) By part (2) it suffices to show that [[β, f ], g] = 0 for β := dD(γ) and γ ∈
Mix0U (D
0
poly,X). As explained above we may further assume that γ = D ∈ D
0
poly,X .
Now the formulas for dD and [−,−] in [Ko1, Section 3.4.2] imply that
[[dD(D), f ], g] = 0. 
Proof of Theorem 7.7. We are given that Hq(X,Dnor,ppoly,X) = 0 for all p and all
q > 0; and therefore Γ(X,Dnorpoly,X) = RΓ(X,D
nor
poly,X) in the derived category
D(ModK). Now by Theorem 3.12 the inclusion Dnorpoly,X → Dpoly,X is a quasi-
isomorphism, and by Theorem 6.2(1) the inclusion Dpoly,X → MixU (Dpoly,X) is a
quasi-isomorphism. According to Theorem 6.2(2) we have Γ
(
X,MixU (Dpoly,X)
)
=
RΓ
(
X,MixU (Dpoly,X)
)
. The conclusion is that
(7.10) Dnorpoly(X) = Γ(X,D
nor
poly,X)→ Γ
(
X,MixU (Dpoly,X)
)
is a quasi-isomorphism of complexes of K-modules. But in view of Proposition 6.3
this is also a homomorphism of DG Lie algebras.
From (7.10) we deduce that
Dnorpoly(X)[[~]]
+ → Γ
(
X,MixU (Dpoly,X)
)
[[~]]+
is a quasi-isomorphism of DG Lie algebras. Using Corollary 3.10 we see that the
right vertical arrow in the diagram (7.8) is bijective. Therefore this diagram defines
Q uniquely.
According to Corollary 7.6 the bottom arrow in diagram (7.8) is a bijection. The
left vertical arrow comes from the DG Lie algebra homomorphism
Tpoly(X)[[~]]
+ → Γ
(
X,MixU (Tpoly,X)
)
[[~]]+,
which is a quasi-isomorphism when Hq(X, T ppoly,X) = 0 for all p and all q > 0. So
in case of this further vanishing of cohomology the map Q is bijective.
Now suppose U ′ = {U ′(0), . . . , U
′
(m′)} is another such covering of X , with sections
σ′(i) : U
′
(i) → LCCX . Without loss of generality we may assume that m
′ ≥ m, and
that U ′(i) = U(i) and σ
′
(i) = σ(i) for all i ≤ m. There is a morphism of simplicial
schemes f : U → U ′, that is an open and closed embedding. Correspondingly there
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is a commutative diagram
MC
(
Tpoly(X)[[~]]
+
) Q
−−−−→ MC
(
Dnorpoly(X)[[~]]
+
)
MC(inc)
y MC(inc)y
MC
(
Γ(X,MixU ′(Tpoly,X))[[~]]
+
) MC(Ψ
σ
′)
−−−−−−→ MC
(
Γ(X,MixU ′(Dpoly,X))[[~]]
+
)
MC(f∗)
y MC(f∗)y
MC
(
Γ(X,MixU (Tpoly,X))[[~]]
+
) MC(Ψσ)
−−−−−→ MC
(
Γ(X,MixU (Dpoly,X))[[~]]
+
)
,
where the vertical arrows on the right are bijections. We conclude that Q is inde-
pendent of U and σ.
Finally we must show that Q preserves first order terms. Let α =
∑∞
j=1 αj~
j be
a formal Poisson structure, and let β =
∑∞
j=1 βj~
j ∈ Dnorpoly(X)
1[[~]]+ be a solution
of the MC equation, such that β = Q(α) modulo gauge equivalence. This means
that there exists some
γ =
∑
k≥1
γk~
k ∈ Γ(X,MixU (Dpoly,X))
0[[~]]+
such that ∑
j≥1
1
j!Ψσ;j(α
j) = exp(af)(exp(γ))(β),
with notation as in Lemma 3.2. In the first order term (i.e. the coefficient of ~1) of
this equation we have
(7.11) Ψσ;1(α1) = β1 − (dmix + dD)(γ1);
see equation (3.3). Now by definition (see proof of Theorem 7.1)
Ψσ;1(α1) = σ
∗(UA,ω;1) =
∑
k≥0
1
(1+k)!σ
∗(UA;1+k)
(
σ∗(ωMC)
kα1
)
,
and the component in Γ(X,Mix0U (D
1
poly,X))[[~]]
+ is the summand with k = 0,
namely σ∗(UA;1)(α1) = U1(α1). Using Lemma 7.9 we get
[[Ψσ;1(α1), f ], g] = [[U1(α1), f ], g] = U1(α1)(g, f)− U1(α1)(f, g) = −2{f, g}α1,
[[β1, f ], g] = β1(g, f)− β1(f, g)
and
[[(dmix + dD)(γ1), f ], g] = 0
for every local sections f, g ∈ OX . Combining these equations with equation (7.11)
the proof is done. 
One says that X is a D-affine variety if Hq(X,M) = 0 for every quasi-coherent
left DX -module M and every q > 0.
Corollary 7.12. Assume X is D-affine. Then the quantization map Q of Theorem
7.7 may be interpreted as a canonical function
Q :
{formal Poisson structures on X}
gauge equivalence
≃
−→
{deformation quantizations of OX}
gauge equivalence
preserving first order terms. If X is affine then Q is bijective.
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Proof. By definition the left side is MC
(
Tpoly(X)[[~]]
+
)
. On the other hand, ac-
cording to Theorem 1.13 every deformation quantization of OX can be trivialized
globally, and by Proposition 1.14 any gauge equivalence between globally trivial-
ized deformation quantizations is a global gauge equivalence. Hence the right side
is MC
(
Dnorpoly(X)[[~]]
+
)
. Since each Dnor,ppoly,X is a quasi-coherent left DX -module, and
each T ppoly,X is a quasi-coherent OX -module, we can apply Theorem 7.7. 
Suppose f : X ′ → X is an e´tale morphism. According to [Ye2, Prposition
4.6] there are DG Lie algebra homomorphisms f∗ : Tpoly(X) → Tpoly(X
′) and
f∗ : Dnorpoly(X) → D
nor
poly(X
′). Given a formal Poisson structure α on X we then
obtain a formal Poisson structure f∗(α) on X ′. Similarly a star product ⋆ on
OX [[~]] induces a star product f∗(⋆) on OX′ [[~]],
Corollary 7.13. The quantization map Q respects e´tale morphisms. Namely if X
and X ′ are D-affine schemes and f : X ′ → X is an e´tale morphism, then for any
formal Poisson structure α on X one has Q(f∗(α)) = f∗(Q(α)).
Proof. This is clear from the proof of Theorem 7.7. 
8. Complements and Remarks
Suppose C is some smooth commutative K-algebra, where K is a field containing
R. It is conceivable to look for a star product on C[[~]] that is non-differential.
Namely, a K[[~]]-bilinear, associative, unital multiplication ⋆ on C[[~]] of the form
f ⋆ g = fg +
∞∑
k=1
βk(f, g)~
k,
where the normalized K-bilinear functions βk : C
2 → C are not necessarily bi-
differential operators. Indeed, classically this was the type of deformation that had
been considered (cf. [Ge]). There is a corresponding notion of non-differential gauge
equivalence, via an automorphism γ = 1C +
∑∞
k=1 γk~
k of C[[~]] with γk : C → C
normalized K-linear functions.
Proposition 8.1. Let C be a smooth K-algebra. Then the obvious function
{star products on C[[~]]}
gauge equivalence
→
{non-differential star products on C[[~]]}
non-differential gauge equivalence
is bijective.
Proof. Let us denote by G(C) the shifted full Hochschild cochain complex of C,
and let Gnor(C) be the subcomplex of normalized cochains. It is a well-known fact
that the inclusion Gnor(C) →֒ G(C) is a quasi-isomorphism (it is an immediate
consequence of [ML, Corollary X.2.2]). By [Ye1, Lemma 4.3] the C-linear map
U1 : Tpoly(C) → G(C) is a quasi-isomorphism, and by Theorem 3.12 the map
U1 : Tpoly(C)→ D
nor
poly(C) is a quasi-isomorphism. The upshot is that the inclusion
Dnorpoly(C) →֒ G
nor(C) is a quasi-isomorphism of DG Lie algebras. Now we can use
Propositions 3.20 and 3.21, as well as their “classical” non-differential variants (see
proof of [Ke, Corollary 4.5]). 
Combining Proposition 8.1 with Corollary 7.12 (applied to X := SpecC) we
obtain:
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Corollary 8.2. Let C be a smooth K-algebra. Then there is a canonical bijection
of sets
Q :
{formal Poisson structures on C}
gauge equivalence
≃
−→
{non-differential star products on C[[~]]}
non-differential gauge equivalence
preserving first order terms.
Question 8.3. In case X is affine and admits an e´tale morphism X → An
K
, how
are the the deformation quantizations of Corollary 7.12 Corollary 3.24 related?
Remark 8.4. The methods of this paper, combined with the ideas of [CFT], can
be used to prove the following result. Suppose R ⊂ K and H2(X,OX) = 0. Let α be
any Poisson structure on X . Then the Poisson variety (X,α) admits a deformation
quantization, in the sense of Definition 1.11.
Question 8.5. Given a smooth schemeX , is it possible to determine which Poisson
structures on X can be quantized? The papers [NT] and [BK1] say that for a
symplectic structure to be quantizable there are cohomological obstructions. Can
anything like that be done for a degenerate Poisson structure?
Remark 8.6. Artin worked out a noncommutative deformation theory for
schemes that goes step by step, from K[~]/(~m) to K[~]/(~m+1); see [Ar1] and
[Ar2]. The first order data is a Poisson structure, and at each step there are well
defined obstructions to the process. Presumably Artin’s deformations are defor-
mation quantizations in the sense of Definition 1.6, namely they admit differential
structures; but this requires a proof.
In the case of the projective plane P2 and a nonzero Poisson structure α, the
zero locus of α is a cubic divisor E. Assume E is smooth. Artin asserts (private
communication) that a particular deformation of OP2 with first order term α lifts
to a deformation of the homogeneous coordinate ring B :=
⊕
i≥0 Γ(P
2,OP2(i)).
Namely there is a graded K[[~]]-algebra structure on
⊕
i≥0Bi[[~]], say ⋆, such that
a ⋆ b ≡ ab mod ~, and a ⋆ b− b ⋆ a ≡ 2~{a, b}αmod ~2, for all a, b ∈ B. Moreover,
after tensoring with the field K((~)) this should be a three dimensional Sklyanin
algebra, presumably with associated elliptic curve K((~)) ×K E.
The above should be compared to [Ko3, Section 3].
References
[Ar1] M. Artin, Some problems on three-dimensional graded domains, in “Representation
Theory and Algebraic Geometry,” London Math. Soc. Lecture Note Ser. vol. 238,
Cambridge Univ. Press, 1995, pp. 1-19.
[Ar2] M. Artin, Deformation Theory, course notes.
[BK1] R. Bezrukavnikov and D. Kaledin, Fedosov quantization in algebraic context, Mosc.
Math. J. 4 (2004), no. 3, 559-592.
[BK2] R. Bezrukavnikov and D. Kaledin, Fedosov quantization in positive characteristic,
eprint math.AG/0501247 at http://arxiv.org.
[Bo] R. Bott, “Lectures on Characteristic Classes and Polarizations”, Lecture Notes in Math.
279, Springer, Berlin, 1972.
[CDH] D. Calaque, V. Dolgushev and G. Halbout, Formality theorems for Hochschild chains
in the Lie algebroid setting, eprint math.KT/0504372 at http://arxiv.org.
[CF] S. Cattaneo and G. Felder, Relative formality theorem and quantisation of coisotropic
submanifolds, eprint math.QA/0501540 at http://arxiv.org.
40 AMNON YEKUTIELI
[CFT] S. Cattaneo, G. Felder and L. Tomassini, From local to global deformation quantization
of Poisson manifolds, Duke Math. J. 115 (2002), no. 2, 329-352.
[CI] A.S. Cattaneo and D. Indelicato, Formality and Star Products, eprint
math.QA/0403135 at http://arxiv.org.
[Do1] V. Dolgushev, Covariant and Equivariant Formality Theorems, Adv. Math. 191 (2005),
no. 1, 147-177.
[Do2] V. Dolgushev, A Proof of Tsygan’s Formality Conjecture for an Arbitrary Smooth
Manifold, eprint math.QA/0504420 at http://arxiv.org.
[EGA I] A. Grothendieck and J. Dieudonne´, “E´le´ments de Ge´ometrie Alge´brique I,” Springer,
Berlin, 1971.
[EGA IV] A. Grothendieck and J. Dieudonne´, “E´le´ments de Ge´ometrie Alge´brique IV,” Publ.
Math. IHES 32 (1967).
[Fe] B. Fedosov, A simple geometrical construction of deformation quantization, J. Differ-
ential Geom. 40 (1994), no. 2, 21–238.
[Fu] K. Fukaya, Deformation theory, homological algebra, and mirror symmetry, preprint.
[Ge] M. Gerstenhaber, On the deformation of rings and algebras, Ann. of Math. 79 (1964),
59-103.
[GIT] D. Mumford, J. Fogarty and F. Kirwan, “Geometric Invariant Theory,” Third Ed.,
Springer-Verlag, 1994.
[GK] I.M. Gelfand and D.A. Kazhdan, Some problems of differential geometry and the cal-
culation of cohomologies of Lie algebras of vector fields, Soviet Math. Dokl. 12 (1971),
no. 5, 1367-1370.
[GM] W.M. Goldman and J.J. Millson, The deformation theory of representations of funda-
mental groups of compact Ka¨hler manifolds, Publ. Math. IHES 67 (1988), 43-96.
[Ha] R. Hartshorne, “Algebraic Geometry,” Springer-Verlag, 1977.
[Hi1] V. Hinich, Descent of Deligne groupoids, Internat. Math. Res. Notices 5 (1997), 223-
239.
[Hi2] V. Hinich, Tamarkin’s proof of Kontsevich formality theorem, eprint math.QA/0003052
at http://arxiv.org.
[Ho] G. Hochschild, “Basic Theory of Algebraic Groups and Lie Algebras,” Springer, 1981.
[HS] V. Hinich and V. Schechtman, Deformation theory and Lie algebra homology II, Alge-
bra Col. 4 (1997), 291-316.
[HY] R. Hu¨bl and A. Yekutieli, Adelic Chern forms and applications, Amer. J. Math. 121
(1999), 797-839.
[Ke] B. Keller, Introduction to Kontsevich’s quantization theorem, preprint.
[Ko1] M. Kontsevich, Deformation quantization of Poisson manifolds, Lett. Math. Phys. 66
(2003), no. 3, 157-216.
[Ko2] M. Kontsevich, Operads and Motives in deformation quantization, Lett. Math. Phys.
48 (1999), 35-72.
[Ko3] M. Kontsevich, Deformation quantization of algebraic varieties, Lett. Math. Phys. 56
(2001), no. 3, 271-294.
[ML] S. MacLane, “Homology,” Reprint of the 1975 edition, Springer-Verlag.
[NT] R. Nest and B. Tsygan, Deformations of symplectic Lie algebroids, deformations of
holomorphic symplectic structures, and index theorems, Asian J. Math. 5 (2001), no.
4, 599-635.
[Sch] P. Schapira, “Microdifferential systems in the complex domain,” Springer-Verlag.
[ScSt] M. Schlessinger and J. Stasheff, The Lie algebra structure of tangent cohomology and
deformation theory, J. Pure Appl. Algebra 38 (1985), no. 2-3, 313-322.
[Ta] D.E. Tamarkin, Formality of chain operad of little discs, Lett. Math. Phys. 66 (2003),
no. 1-2, 65-72.
[Ye1] A. Yekutieli, The Continuous Hochschild Cochain Complex of a Scheme, Canadian J.
Math. 54 (2002), 1319-1337.
[Ye2] A. Yekutieli, Continuous and Twisted L-infinity Morphisms, eprint math.QA/0502137
at http://arxiv.org.
[Ye3] A. Yekutieli, Mixed Resolutions and Simplicial Sections, eprint math.AG/0502206 at
http://arxiv.org.
[Ye4] A. Yekutieli, An Averaging Process for Unipotent Group Actions, eprint
math.AG/0505170 at http://arxiv.org.
DEFORMATION QUANTIZATION IN ALGEBRAIC GEOMETRY 41
Department of Mathematics, Ben Gurion University, Be’er Sheva 84105, Israel
E-mail address: amyekut@math.bgu.ac.il
