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Abstract In this paper, we prove that the large energy harmonic maps from
H
2 to H2 are asymptotically stable under the wave map equation.
1 Introduction
Let (R ×M,Λ) be a given Lorentz manifold with metric Λ, where (M,h)
is a m-dimensional Riemannian manifold without boundary. Let (N,g) be
a n-dimensional complete Riemannian manifold without boundary. A wave
map u : R×M → N is a formal critical point of the Lagrangian functional
L(u) defined by
L(u) :=
∫
R
∫
M
(Du,Du)dvolMdt. (1.1)
where the integrand of (1.1) is the norm of Du viewed as a section of the
vector bundle T ∗(R×M)⊗ u∗TN with metric Λ−1 ⊗ u∗g. Under the local
coordinate system {xi}mi=1 for M and {yk}nk=1 for N respectively, (Du,Du)
is given by
hij(∂iu, ∂ju)u∗g − (∂tu, ∂tu)u∗g, (1.2)
where h = hijdx
idxj , g = gijdy
idyj, Λ = −dtdt+ hijdxidxj are the metric
tensors for M,N and R×M .
In the above local coordinate, the Euler-Lagrange equation for (1.1) is
ul + ΛαβΓ
l
kp(u)∂αu
k∂βu
p = 0, (1.3)
where α, β run over 0, 1, ...,m. Moreover,  = −∂2t +∆M is the D’ Alember-
tian on R ×M , Γkij(u) are the Christoffel symbols at the point u(t, x) ∈ N .
In this paper, we consider the case M = H2, N = H2.
The wave map equation on flat spacetimes known as the nonlinear σ-
model, arises as a model problem in particle physics and is related to the
general relativity, see for instance [49, 22, 48]. Moreover, the background
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of hyperbolic spaces is of particular interest since the anti-de Sitter space
model is asymptotically hyperbolic.
In this paper, we aim to study the stability of harmonic maps under the
wave map equation (1.3) without size restriction of the harmonic map or
equivariant assumptions. This work is on the way to a more vast project
called soliton resolution conjecture (SRC) for dispersive PDEs which claims
that every solution with bounded trajectory in energy space either splits
into the superposition of divergent solitons with a radiation part plus an
asymptotically vanishing remainder as t → ∞ or converges to divergent
solitons with a regular weak limit as t approaches the blow-up time. The SRC
reduces the dynamic behaviors of arbitrary data to dynamics near bubbles or
multi-solitons. In this paper, we focus on dynamics near stationary solutions
of wave maps, i.e. stability/instabity for harmonic maps. The instability of
ground state of equivariant energy critical wave maps was shown by Cote
[10]. Later, a codimension-2 stability of 1-equivariant energy critical wave
maps was proved by Bejenaru-Krieger-Tataru [4]. And a series of work done
by Lawrie-Oh-Shahshahani [41, 42, 43, 44] studied the stability and SRC
for equivariant wave maps on hyperbolic planes. Moreover, [44] raised the
following conjecture for wave maps from R×H2 to H2,
Conjecture 1.1 Suppose that {Qν} is the 1-equivariant harmonic map class
parameterized by ν ∈ (0, 1) from H2 to H2. Let (u0, u1) be the finite energy
initial data to the wave map equation for u : R×H2 → H2, and let u0(x) =
Qν(x) outside of some compact subset of H
2. Then the unique solution
(u(t), ∂tu(t)) to the wave map equation scatters to (Q(x), 0) as t→∞.
In this paper, we consider the case when the initial data are perturbations
of the large energy harmonic maps. Before stating our main result, we recall
the notion of admissible harmonic maps used in our previous works [46] and
[47] where small harmonic maps are considered.
Definition 1.1. Denote the Poincare disk by D. We say the harmonic
map Q : D → D is admissible if Q(D) is a compact subset of D covered
by a geodesic ball centered at the origin of radius R0, ‖∇kdQ‖L2 < ∞ for
k = 0, 1, 2, 3, and there exists some ̺ > 0 such that e̺r|dQ|2 ∈ L∞, where r
is the distance between x ∈ D and the origin.
Remark 1.1(Examples for the admissible harmonic maps) Any analytic
function f : C → C with f(D) ⋐ D is an admissible harmonic map. See
[Appendix,[47]] for the proof.
For any given admissible harmonic map Q, the work space Hk×Hk−1 is
defined by (2.18). Our main theorem is as follows.
Theorem 1.1. Let Q be an admissible harmonic map in Definition 1.1.
Assume that the initial data (u0, u1) ∈ H3 ×H2 to (1.3) with u0 : H2 → H2,
u1(x) ∈ Tu0(x)N for each x ∈ H2 satisfy
‖(u0, u1)− (Q, 0)‖H2×H1 < µ1, (1.4)
Then if µ1 > 0 is sufficiently small, (1.3) has a global solution (u(t), ∂tu(t))
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and as t→∞ we have
lim
t→∞ supx∈H2
dH2 (u(t, x), Q(x)) = 0.
Remark 1.2We remark that the perturbation norms in Theorem 1.1 assume
the initial data tends to Q at infinity. By the conditional uniqueness1 of
harmonic maps with prescribed boundary map, one can expect the final
asymptotic harmonic map of the solution (u, ∂tu) to (1.3) is exactly Q. This
is one key reason for why the asymptotic harmonic map coincide with the
unperturbed one, which is different from wave maps from R1+2 to Sn where
we have moving and modulated solitons after the perturbation. The other
key reason is that the bubble tree convergence seems to imply that the
solution converges to the superposition of one harmonic map Q∞ : H2 → H2
and finite numbers of scaled and translated harmonic maps from R2 to H2.
Meanwhile since finite energy harmonic maps from R2 to H2 are trivial, one
can expect the solution to (1.3) converges to only one bubble.
Remark 1.3(Examples for the perturbations of admissible harmonic maps)
Since one has the global coordinates (2.7) for H2, it is trivial to give an
example of the perturbation in the sense of (1.4).
Remark 1.4 The initial data considered in this paper are perturbations
of harmonic maps in the H2 norm. One shall build the Sk v.s. Nk norm
constructed by Tataru [65] and Tao [61] in the hyperbolic setting while con-
sidering perturbations in the energy critical norm H1.
1.1 Outline of the proof and main ideas.
We first describe the outline of the proof. By constructing Tao’s caloric
gauge in our setting, one obtains the nonlinear wave equation for the heat
tension field. Separating the “effective” linear part from the nonlinear terms
yields a magnetic wave equation. By establishing the Kato smoothing effect
for the master linear equation, one obtains the corresponding non-endpoint
Strichartz estimates. Applying an abstract theorem built in our work [45]
gives us the endpoint Strichartz estimates and a key weighted Strichartz
estimate. Meanwhile, we prove the smoothing effect for the linear heat
equation with large magnetic potential. By bootstrap, the endpoint and
weighted Strichartz estimates, one can prove the heat tension filed enjoys a
global space-time norm. Transforming the bounds of the heat tension field
back to the differential fields closes the bootstrap and thus finishing the
whole proof. The caloric gauge used here was previously built in [47, 46]
where we used caloric gauge as a geometric linearization.
One of the main contribution of this paper is that we use the freedom
of the gauge fixed on the harmonic map and the geometric meaning of the
master linear equation to rule out the bottom resonance and the possibility
of eigenvalues in the gap [0, 1/4]. The first observation is the two freedoms
of the Schro¨dinger operator studied here: The Schro¨dinger operator varies
1 For targets with non-positive sectional curvature, the uniqueness is unconditional.
For positive sectional curvature targets, one has to assume the image Q(M) is contained
in a ball of radius less than a constant depending on the curvature.
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as the gauge fixed on the harmonic map changes; the Schro¨dinger operator
is invariant under the coordinates transformation of M = H2. The other
observation is that the Schro¨dinger operator is indeed well-defined on the
pullback bundle Q∗(TN), where Q is the harmonic map, which enables us
to work in a purely geometric setting. In fact, given any frame {Ξ1,Ξ2} on
Q∗(TN), suppose that A = Aidxi is the corresponding connection one form.
Then any C2 valued function f := (f1, f2)
t defined on M induces a complex
vector field fΞ on N by
f 7→ fΞ = f1Ξ1 + f2Ξ2. (1.5)
Then the potential part of Schro¨dinger operator H := −∆ + W can be
written as
Wf = −2(A, df) + (d∗A)f − (A,A)f + Sf, (1.6)
where (·, ·) denotes the metric tensor for one forms onM , and S is a symmet-
ric linear mapping in C2 defined on M related to the sectional curvature.
Since the connection coefficients Ai are antisymmetric and real, −(A,A)
defines a non-negative symmetric operator in L2(M,C2). And due to the
non-positive sectional curvature of the target N = H2, S is non-negative as
well. Meanwhile, integration by parts implies H is symmetric. Thus, the
somewhat bad term for determining the spectrum especially whether there
exists bottom resonance is −2(A, df) + (d∗A)f . But since A depends on the
frame fixed on Q∗(TN), one may take the Coulomb gauge to simplify the
determination. Fortunately, this idea works well in our setting. And besides
fixing Coulomb gauge, it is important to do calculations by using the covari-
ant derivatives on Q∗TN , which matches the geometric structure of H well,
rather than just viewing f as C2 valued functions.
The main difficulty for the large energy harmonic map case is to derive
the Kato smoothing effect of a wave equation with large magnetic potentials,
which can be further divided into the small frequency, mediate frequency and
high frequency part. The enemy for the small frequency part is the possibility
of bottom resonance. We use the Coulomb gauge on the harmonic map
to obtain a nice spectrum distribution of the operator (V + X)(−∆ − 14 ±
iǫ)−1, where the matrix valued function V denotes the electric potential part
and the vector field X denotes the magnetic field respectively. In fact, by
choosing the Coulomb gauge we have the spectrum of (V +X)(−∆− 14±iǫ)−1
lies on the right of the imaginary axis, then the resonance can be ruled out
by a perturbation argument using the Riesz projection operators. Moreover,
We exclude the possible existence of eigenvalues in (−∞, 1/4) by calculating
the numerical range of the magnetic Schro¨dinger operator by using covariant
derivatives on Q∗(TN).
The high frequency part is always difficult in the large magnetic potential
case, even in the Euclidean case, see for instance [16]. In our argument, we
split the magnetic potential into a large long range part supported outside
some geodesic ball and a remainder part supported near the original point.
For the long rang part, we can put the magnetic Schro¨dinger operator uni-
formly bounded in the weighted space w(x)L2 for all high frequencies by
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a similar positive commutator method of [6]. The important gain of this
energy argument is the weight w−1 can be chosen to vanish near the ori-
gin point. Due to the extra smallness gain from the vanishing of w−1 and
the closeness to the origin of the support of the remainder potential, we
can view the Schro¨dinger operator with the whole magnetic potential as the
perturbation of the long range Schro¨dinger operator.
In the large energy case, the smoothing effect for magnetic heat equa-
tions is also needed. The Lp − Lq estimates of e−tH is relatively easy by
noticing that the geometric structure of H shows |e−tHf | ≤ et∆|f | holds
point-wisely. Then the Lp − Lq estimates of e−tH follow directly from the
known results for et∆. The main difficulty here is to derive the smoothing
estimates, which cannot be transferred to the corresponding ones for et∆ as
Lp − Lq estimates. We use ideas from semigroups of linear operators to de-
duce the smoothing estimates. In fact, by the Laplacian transform formula
connecting the resolvent with the heat semigroup, the resolvent estimates
of H for part regime of the resolvent set follow by that of e−tH . Using the
almost equivalence technique used in our previous paper [45] and frequency
decomposition we get the smoothing effect for e−tH by interpolation.
1.2 History
In the following, we recall the non-exhaustive lists of results on the Cauchy
problem, the long dynamics and blow up for wave maps on R1+m. The sharp
subcritical well-posedness theory was developed by Klainerman-Machedon
[32, 33] and Klainerman-Selberg [35]. The critical well-posedness theory
in equivariant case was considered by Christodoulou, Tahvildar-Zadeh [8],
Shatah, Tahvildar-Zadeh [55] and improved by Chiodaroli-Krieger-Luhrmann
[7] in the radial case. The critical small data global well-posedness theory
was started by the breakthrough work of Tataru [65] and Tao [60, 61], see
also [37, 36, 34, 50, 64] for generalizations of the targets. The below thresh-
old critical global well-posedness theory was obtained by Krieger-Schlag [38],
Sterbenz-Tataru [57, 56], Tao [62]. The bubbling theorem in the equivari-
ant case was obtained by Struwe [58]. The type II blow up solutions for
equivariant energy critical wave maps were constructed by Krieger-Schlag-
Tataru [39], Raphael-Rodnianski [52], and Rodnianski-Sterbenz [53]. For
the SRC on energy critical wave maps/hyperbolic Yang-Mills in the equiv-
ariant case, the pioneering works of Cote [9], Jia-Kenig [25] obtained results
along some time sequence and recently Jendrej-Lawrie [27] constructed the
two bubble solution by studying corresponding threshold solutions. For the
SRC on energy critical wave maps to spheres in the non-equivariant case,
see the works of Grinis [17] and Duyckaerts-Jia-Kenig-Merle [12]. We also
mention the works [30, 31] for outer-ball wave maps and [18] for wave maps
on wormholes in the equivaraint case.
Wave map equations on curved spacetime were relatively less under-
stood. D’Ancona-Zheng [14] studied critical small data global well-posedness
of wave maps on rotationally symmetric manifolds in the equivariant case.
The critical small data global well-posedness theory for wave maps on small
asymptotically flat perturbations of R4 was studied by Lawrie [40]. The long
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time dynamics for wave maps on R×H2 in the equivariant class were stud-
ied by sequel works of Lawrie, Oh, Shahshahani [41, 42, 44]. And Lawrie,
Oh, Shahshahani [43] obtained the critical small data global well-posedness
theory for wave maps from R × Hd to compact Riemann manifolds with
d ≥ 4.
This paper is organized as follows. In Section 2, we recall some results
obtained in our previous works. Particularly, we recall the work space and
the existence of the caloric gauge. In addition, we prove the limit harmonic
map for the heat flow is exactly the unperturbed one. In Section 3 to Section
5, we recall master equation and prove the corresponding Kato smoothing
effects. In Section 6, we prove the smoothing estimates for the magnetic
heat equation and recall Strichartz estimates for magnetic wave equations.
In Section 7, by bootstrap we deduce the global spacetime bounds for the
heat tension field and finish the proof of Theorem 1.1.
2 Notations and Preliminaries
2.1 Hyperbolic Planes
In this paper, we consider the simplest class of Riemanniann symmetric
spaces of noncompact type, i.e., the hyperbolic plane H2. Recall that H2
can be realized as the hyperboloid in R1+2:{ −|x0|2 + |x1|2 + |x2|2 = 1
(x0, x1, x2) ∈ R1+2, x0 ≥ 1 (2.1)
with metric being the pullback of Minkowski metric (−1, 1, 1) in R1+2. In
the geodesic coordinates of H2, the Riemannian metric is written as
dr2 + (sinh r)2dθ2,
and the Laplace-Beltrami operator is given by
∆ = ∂2r + coth r∂r + (sinh r)
−2∂2θ .
For λ ∈ C, the spherical function ϕλ is the radial normalized eigenfunction
of ∆:
∆ϕλ = −(λ2 + 1
4
)ϕλ, ϕλ(0) = 1.
In the case λ ∈ R, r ≥ 0, ϕλ satisfies the bound:
|ϕλ(r)| ≤ ϕ0(r) . (1 + r)e−
r
2 . (2.2)
The hyperbolic plane can also be realized as the Poincare disk:
D = {(x1, x2) ∈ R2 : |x1|2 + |x2|2 < 1}
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with the metric
4dx21 + 4dx
2
2
1− |x1|2 − |x2|2 .
The volume form is given by
dz = 4(1− |z|2)−1dz,
where z = x1 + ix2 is the complex coordinate.
In addition, as a homogeneous space H2 can be viewed as G/K, where
K = SO(2) is the rotation group in R2 and G = SU(1, 1) is defined by
SU(1, 1) =
{(
a c
c¯ a¯
)
: |a|2 − |c|2 = 1
}
G acts on D in the following way:
g : z ∈ D 7−→ az + c
c¯z + a¯
∈ D.
Let dg be the normalized Haar measure of the group G = SU(1, 1) such that∫
G
f(g.o)dg =
∫
D
f(z)dz,
where o denotes the original point of D. Recall that the convolution of
functions f1, f2 on D are defined by
f1 ∗ f2(z) =
∫
G
f1(g.o)f2(g
−1z)dg. (2.3)
The convolution is symmetric, i.e., f1 ∗f2 = f2 ∗f1. And if f1 or f2 is a bi-K
invariant function (radial function in our case) i.e.,
f(z) = f(distance(z, o))
for some function f defined on R+, then (e.g. f2 is radial )
f1 ∗ f2(z) =
∫
D
f1(z˜)f2(d(z, z˜))dz˜. (2.4)
Recall that SL2(R) = NAK where A is the group of diagonal matrices with
determine 1:
A =
{
ac =
(
c 0
0 c−1
)
: c ∈ R∗
}
,
N is the unipotent group of matrices:
N =
{
nb =
(
1 b
0 1
)
: b ∈ R
}
,
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K denotes rotation group SO(2) as before. Identifying SU(1, 1) = ZSL2(R)Z
−1
with
Z =
1√
2
{(
1 −i
0 i
)}
,
the decomposition SL2(R) = NAK induces the Iwasawa decomposition of
G = SU(1, 1) = ZNAKZ−1.
Back to the hyperboloid model (2.1), Iwasawa decomposition can be
written as G = NAK where G = SO(d, 1) is the connected Lie subgroup of
GL(3) that keeps Minkowsi metric and N,A are given by
A =
av1 =
 cosh v1 sinh v1 0sinh v1 cosh v1 0
0 0 1
 : v1 ∈ R
 , (2.5)
and
N =
nv2 =
 1 + 12 |v2|2 −12 |v2|2 v21
2 |v2|2 1− 12 |v2|2 v2
v2 −v2 1
 : v2 ∈ R
 . (2.6)
This induces a global coordinate system by the diffeomorphism Φ : R×R→
H
2 given by
Φ : (v1, v2) 7−→ nv1av2 .o
or explicitly written as
Φ : (v1, v2) 7−→ (coshv2 + 1
2
e−v2 |v1|2, sinhv2 + 1
2
e−v2 |v1|2, e−v2v1). (2.7)
Then the Riemannian metric of H2 now is
h = e−2v2(dv1)2 + (dv2)2. (2.8)
The corresponding Christoffel symbols are
Γ12,1 = −1, Γ21,1 = e−2v2 , Γ22,2 = Γ12,2 = Γ11,1 = Γ22,1 = 0. (2.9)
In addition, the analogy of (2.10) and (2.4) is
f1 ∗ f2(x) =
∫
G
f1(g.o)f2(g
−1x)dg, (2.10)
and
f1 ∗ f(x) =
∫
H2
f1(x˜)f(d(x, x˜))dvolx˜, (2.11)
provided that f is a bi-K invariant function (radial function in our case).
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In the following, we denote (x1, x2) instead of (v1, v2) for the coordinate
given by (2.7) for M = H2. And the coordinates for the target manifold
N = H2 induced by (2.7) are denoted by (y1, y2).
There exists a natural orthonormal frame at given point y ∈ N given by
Ω1(y) = e
y2 ∂
∂y1
; Ω2(y) =
∂
∂y2
. (2.12)
2.2 Fourier transform and Sobolev embedding
In this subsection, we recall the Fourier analysis on H2 (see Helgason [20]).
The following is a sketch rather than a complete introduction, one may see
Section 2 of our previous work [45] for a more detailed introduction. For
x, y ∈ R1+2, denote the Minkowski metric by [x, y] = −x1y1 + x2y2 + x3y3.
Given any b ∈ S1 and τ ∈ C, define k(b) = (1, b) ∈ R1+2. Let
hτ,b : H
2 → C, hτ,b = [x,k(b)]iτ−
1
2 .
Given any g ∈ C0(H2), the Fourier transform is defined by
Fg (τ, b) =
∫
H2
g(x)[x,k(b)]iτ−
1
2 dx. (2.13)
Denote c(λ) the Harish-Chandra c-function on H2. For some constant C
it is defined by c(τ) = C Γ(iτ)
Γ( 1
2
+iτ)
. Then the corresponding Fourier inversion
formula is
g(x) =
∫ ∞
0
∫
S1
Fg(τ, b)[x,k(b)]−iτ− 12 |c(τ)|−2dbdτ.
The Plancherel theorem is given by∫
H2
f(x)g(x)dvolh =
1
2
∫
R×S1
Ff(τ, b)Fg(τ, b)|c(τ)|−2dτdb.
Any function m : R→ C defines a Fourier multiplier operator m(−∆) by
F (m(−∆)g) (τ, b) = m(1
4
+ τ2)Fg(τ, b). (2.14)
The fractional derivatives (−∆) s2 are defined by the Fourier multiplier λ→
(14 + λ
2)
s
2 .
The Sobolev spaces Hs,p are defined by
Hs,p(H2) = (−∆)− s2Lp(H2), (1 < p <∞, s ∈ R).
Moreover, for s = n ∈ N, Hs,p(H2) coincides with
W n,p(H2) = {f ∈ Lp(H2) : |∇kf | ∈ Lp(H2), ∀ 0 ≤ k ≤ n}.
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where ∇ is the covariant derivative on H2. The Sobolev inequalities of
functions in Hs,p are recalled in Appendix A. And it is known that C∞c (H2)
is dense in W n,p(H2).
For radial functions k the Fourier transform (2.13) also has the identity
F(f ∗ k) = (Ff) · (Fk).
Hence, given Fourier multiplier T of symbol m(λ) defined via (2.14), by
(2.11) we can write T by its Schwartz kernel as
Tf(x) =
∫
H2
M(distance(x, x˜))f(x˜)dvolh.
We call the function M(x, x˜) :=M(distance(x, x˜)) the kernel of T or Green
functions for T sometimes. For instance, the kernel of the free resolvent
(−∆− s(1− s))−1 in Hd is given by (see (3.15))
[dR˜]0(s;x, y) = (2π)
− d
2 e−iπµ(sinh r)−µQµν (cosh r),
and one may see Lemma 8.5 for estimates of kernels of resolvent.
2.3 Function Spaces for Maps between H2
Denote ∇˜ the covariant derivative in TN , and ∇ the covariant derivative
induced by u in u∗(TN). Denote R the Riemann curvature tensor of N . Γkij
and (Γ
k
ij) denote the Christoffel symbols on M and N respectively.
For X,Y,Z ∈ TN , we adopt the following notation for simplicity
(X ∧ Y )Z = 〈X,Z〉Y − 〈Y,Z〉X. (2.15)
Then the Riemannian curvature on N = H2 can be written as
R(X,Y )Z = ∇˜X∇˜Y Z − ∇˜Y ∇˜XZ − ∇˜[X,Y ]Z = (X ∧ Y )Z.
For maps u : H2 → H2, we define the intrinsic Sobolev semi-norm Hn by
‖u‖2Hn =
n∑
k=1
∫
H2
|∇k−1du|2dvolh.
Given map u : H2 → H2, (2.7) equips it with a vector-valued function
x 7−→ (u1(x), u2(x)) defined via
Φ(u1(x), u2(x)) = u(x)
for any x ∈ H2. Let Q : H2 → H2 be an admissible harmonic map in
Definition 1.1. Then the extrinsic Sobolev space is defined by
HnQ = {u : u1 −Q1(x), u2 −Q2(x) ∈ Hn(H2;C)}, (2.16)
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where Φ(Q1(x), Q2(x)) = Q(x). We equip HnQ with the following distance
distn,Q(v,w) =
2∑
p=1
‖vp −wp‖Wn,2(H2;C), ∀v,w ∈ HnQ. (2.17)
Denote
D = {u :M → N is smooth ∣∣ ∃K ⋐M such that u = Q,∀x ∈M\K}.
Let HnQ be the completion of D under the metric given by (2.17). Then
HnQ coincides with HnQ by the density of C∞c in W n,2. And we write Hn for
simplicity. For maps from R×H2 to H2, we define the space Hn ×Hn−1 by
Hn ×Hn−1 =
{
u
∣∣ 2∑
k=1
‖uk −Qk‖Hn(H2;R) + ‖∂tuk‖Hn−1(H2;R) <∞
}
,
(2.18)
with the distance given by
distHn×Hn−1(u, v) =
2∑
k=1
‖∂tuk − ∂tvk‖Hn−1 + ‖uk − vk‖Hn . (2.19)
The local and conditional global well-posedness of (1.3) in H3 ×H2 are
recalled in Proposition 8.1 in Appendix A, see [46] for its proof.
2.4 Gauges
Let the latin letters denote the index of x ∈ H2, and let the Greek letter
α = 0, 1, 2 denote the index of t, x. Throughout the paper we use the index
0 to stand for t. Let {e1(t, x), e2(t, x)} be an orthonormal frame for u∗(TN).
The corresponding connection coefficients are antisymmetric matrices:
[Aα]
k
j = 〈∇αej, ek〉 .
Denote φα = (φ
1
α, φ
2
α) the components of ∂t,xu under the frame {e1, e2}:
φjα = 〈∂αu, ej〉.
For any given R2-valued function φ defined on [0, T ] ×H2, associate φ with
a vector filed φe
φe :=
2∑
j=1
φjej .
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Then the covariant derivative induced by u on the trivial complex vector
bundle over [0, T ]×H2 with fiber C2 is defined by
Dαφ = ∂αφ+ [Aα]φ,
which in the form of components reads as,
(
Dαφ
)k
= ∂αφ
k +
2∑
j=1
[Aα]
k
jφ
j .
It is easy to check the torsion free identity,
Dαφβ = Dβφα. (2.20)
and the commutator identity (in the two dimensional case ( 2-d is Abel))(
[Dα,Dβ ]φ
)
e =
(
(∂αAβ − ∂βAα)φ
)
e = R(u)(∂αu, ∂βu)(φe). (2.21)
Remark 2.1 With a little abuse of notation, for a,b, c ∈ R2, we define a
matrix valued function a ∧ b by
(a ∧ b)c = 〈a, c〉b− 〈b, c〉a. (2.22)
By letting X = akek, Y = b
kek, Z = c
kek, it is easy to see (2.22) coincide
with (2.15). Hence, (2.21) can be written as
[Dα,Dβ ]φ = (φα ∧ φβ)φ (2.23)
Lemma 2.1. Using the above notations, (1.3) can be written as
Dtφt − hjkDjφk + hjkΓljkφl = 0
2.5 The existence of Caloric Gauge
Let XT denote the space of maps from [0, T ]×H2 to H2 which satisfies
(u(t), ∂tu) ∈ C([0, T ];H3 ×H2).
When non-trivial harmonic maps occur, Tao’s caloric gauge can be de-
fined as follows.
Definition 2.1. Assume u(t, x) ∈ XT is a solution to (1.3). Suppose that the
heat flow with initial data u0 converges to some harmonic map Q : H
2 → H2.
Then for a given orthonormal frame e(x) , {ej(Q(x))}2j=1 on Q∗(TN), a
caloric gauge is the couple of a map u˜ : R+ × [0, T ] × H2 → H2 and an
orthonormal frame Θ , {Θj(u˜(s, t, x))}2j=1 which satisfies
(i)∂su˜ = τ(u˜)
(ii)∇sΘj = 0
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(iii) lim
s→∞Θj = ej,
where the convergence of the frame is defined by
lim
s→∞ u˜(s, t, x) = Q(x)
lim
s→∞〈Θi,Ωj〉 ↾u˜(s,t,x) = 〈ei(Q(x)),Ωj(Q(x))〉. (2.24)
The equation (i) in Definition 2.1 is called the heat flow equation. Roughly
speaking, caloric gauge means transposing the frame fixed on the bundle
Q∗TN parallel along the heat flow to the original map u(t, x).
Recall the dynamic heat flow from H2 to H2 with a parameter t ∈ [0, T ){
∂su˜ = τ(u˜)
u˜(s, t, x) ↾s=0= u(t, x)
(2.25)
The long time existence of the heat flow from H2 → H2 in H3 is known,
see our previous work [46]. We summarize the long time and short time
behaviors obtained in [46] as a proposition.
Proposition 2.1. Suppose that u : [0, T ] × H2 → H2 is a solution to (1.3)
satisfying
‖(∇du,∇∂tu)‖L2×L2 + ‖(du, ∂tu)‖L2×L2 ≤ C(M1), (2.26)
Denote u˜ : R+ × [0, T ] × H2 → H2 the solution to (2.25) with initial data
u(t, x). Then there exists some universal constant δ > 0 such that for t ∈
[0, T ], it uniformly holds that
‖s 12∇du˜‖L∞s [0,1]L∞x + ‖s
1
2 eδs∇∂tu˜‖L∞s L∞x + ‖seδs∇∂su˜‖L∞s L∞x
+ ‖s 12 eδs∂su˜‖L∞s L∞x + ‖du˜‖L∞s [1,∞)L∞x + ‖∇du˜‖L∞s [1,∞)L∞x + ‖∇du˜‖L∞s L2x
+ ‖s 12 eδs∇∂su˜‖L∞s L2x ≤ C(M1).
It has been prove in [46] that the heat flow initiated from all u(t, x) for
different t converges to the same harmonic map say Q˜. We aim to prove Q˜
is exactly Q in the definition of our working space HkQ. But in our previous
work [46], this was only verified for small energy harmonic maps. Thus we
give a new proof to involve the large energy case. The key ingredient is the
differential inequality concerning the distance between two harmonic maps
proved by [26]. We remark that the main theorem 1.1 of [26] cannot be
directly applied to our case since it seems not easy to relate their boundary
map setting to our working space in a reasonable and effective way.
Lemma 2.2. If (u, ∂tu) is a solution to (1.3) in XT , then as s→∞,
lim
s→∞ sup(x,t)∈H2×[0,T ]
distH2(u˜(s, x, t), Q(x)) = 0.
Proof. As remarked above we only need to verify Q = Q˜. First we note that
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due to Corollary 8.1 and Q, Q˜ ∈ H3Q, one has Q˜(M) and Q(M) are contained
in a geodesic ball of N = H2 with radius R1. Hence the distance between
Q(x) and Q˜ is equivalent to |Q1− Q˜1|+ |Q2− Q˜2| up to some large constant
C(R1) depending on R1. [[26],Page 286] (the κ = 0 case) has obtained the
following inequality
∆
(1
2
[dist(Q(x), Q˜(x))]2
) ≥ 0. (2.27)
Then the mean value inequality for nonnegative subharmonic functions yields
1
2π
∫ 2π
0
[dist(Q(r, θ), Q˜(r, θ))]2dθ (2.28)
is an nondecreasing function to r ∈ (0,∞). If there exists some r0 such that
(2.28) is strictly positive when r = r0, then integrating (2.28) with respect
to r in [r0,∞) gives∫ ∞
r0
sinh r[dist(Q(r, θ), Q˜(r, θ))]2dθdr =∞. (2.29)
But the left hand side of (2.29) is bounded by
C(R1)
∫ ∞
0
sinh r|(Q1, Q2)− (Q˜1, Q˜2)|2drdθ = C(R1)‖Q˜‖2H0
Q
<∞,
which contradicts with (2.29). Hence dist(Q˜,Q) = 0.
The existence of the caloric gauge defined in Definition 2.1 is given below.
Proposition 2.2. Let (u, ∂tu) ∈ XT solve (1.3). Fixing any frame e ,
{e1(Q(x)), e2(Q(x))}, there exists a unique caloric gauge defined in Defini-
tion 2.1.
The matrix valued connection coefficient Ax,t can be expressed by the
differential fields and the heat tension field.
Lemma 2.3. Let Θ(s, t, x) be the caloric gauge built in Proposition 2.2, then
for i = 1, 2, s > 0 we have
Ai(s, t, x)
√
hii(x) =
∫ ∞
s
√
hii(x) (φs ∧ φi) ds′ +
√
hii(x)A∞i . (2.30)
At(s, t, x) =
∫ ∞
s
(φs ∧ φt) ds′. (2.31)
where [A∞i ]
k
j =
√
hii(x)〈∇iek(x), ej(x)〉.
Remark 2.1. Rewrite (2.30) as Ai(s, t, x) = A
∞
i (s, t, x) + A
qua
i (s, t, x),
where A∞i denotes the limit part, and A
qua
i denotes the quadratic part, i.e.,
Aquai =
∫ ∞
s
φs ∧ φids′.
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Similarly, split φi into φi = φ
∞
i + φ
qua
i , where φ
qua
i =
∫∞
s ∂sφids
′, and
φ∞i (x) = (〈∂iQ, e1〉 , 〈∂iQ, e2〉)t ↾Q(x) .
2.6 Master Equation for Heat Tension Field
Writing the heat flow equation under the gauge shows the heat tension filed
φs satisfies
φs = h
jkDjφk − hjkΓljkφl. (2.32)
And define the wave tension filed as Tao by
Z = Dtφt − hjkDjφk + hjkΓljkφl. (2.33)
which is indeed the gauged equation for the wave map (1.3).
Lemma 2.4 ([46] ). The wave tension field Z defined by (2.33) satisfies
∂sZ = ∆Z + 2h
ijAi∂jZ + h
ijAiAjZ + h
ii∂iAiZ − hijΓkijAkZ + hij (Z ∧ φi)φj
+ 3hij(∂tu˜ ∧ ∂iu˜)∇t∂j u˜, (2.34)
where with abuse of notations, since the last term is an intrinsic quantity,
the identity holds in the sense of equivalence:
Z ↔ Z1Θ1 + Z2Θ2; (∆Z)↔ (∆Z1)Θ1 + (∆Z2)Θ2, and so on. (2.35)
And we will adopt this convention in all the following sections without em-
phasizing the implicit frame {Θi}2i=1 in the identities if both intrinsic and
frame dependent quantities appear at the same time.
Lemma 2.5 ([46] ). Let Q be an admissible harmonic map. Fix the frame
e in Remark 2.1 by taking e(Q(x)) = Ω(Q(x)) (see (2.7)). Then
|
√
hiiA∞i |+ |
√
hiiφ∞i | . |dQ| (2.36)
|hii
(
∂iA
∞
i − ΓkiiA∞k
)
| . |dQ|2. (2.37)
Lemma 2.6. Given any fixed frame e in Proposition 2.2, we have the heat
tension filed φs satisfies
(∂2t −∆)φs +Wφs = −2At∂tφs −AtAtφs − ∂tAtφs + ∂sZ + (φt ∧ φs)φt
− hjk(φ∞j ∧ φs)φquak − hjk(φquaj ∧ φs)φ∞k − hjk(φquaj ∧ φs)φquak
+ 2hjkAquaj ∂kφs + h
jkAquaj A
∞
k φs + h
jkA∞j A
qua
k φs + h
jkAquaj A
qua
k φs
+ hjk(∂jA
qua
k − ΓljkAqual )φs,
where A∞x , A
qua
x are defined in Remark 2.1, and W is given by
ϕ 7−→Wϕ := −2hjkA∞j ∂kϕ− hjkA∞j A∞k ϕ+ hjk
(
φ∞j ∧ ϕ
)
φ∞k
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− hjk(∂jA∞k − ΓljkA∞l )ϕ. (2.38)
3 Geometric setting of H and Limiting Absorption
Principle for Free Resolvent
3.1 Geometric Setting of Magnetic Schro¨dinger Operator H
In Section 3 to Section 5 , we will prove the Kato smoothing effect for
H = −∆+W given in Lemma 2.6. First of all, we point out the operator
H is independent of the coordinates chosen for M .
Proposition 3.1. The operator H define in Lemma 2.6 is independent of
the coordinates chosen for M . Furthermore, H is a symmetric operator in
L2(H2;C2).
Proof. In fact, it is easy to see A˜ , A∞i dx
i is the connection one form on
Q∗TN , thus it is independent of the coordinates chosen for M . And for any
given C2-valued function ϕ, we have
hjkA∞j ∂kϕ = (A˜, dϕ), (3.1)
where (·, ·) denotes the metric tensor for one forms on M = H2. Moreover,
it is easy to check
hjkA∞j A
∞
k = (A˜, A˜).
Thus they are invariant under the transform of coordinates as well. And for
any given coordinate system, one has
hjk(∂jA
∞
k − ΓlkjA∞l ) = −d∗A˜. (3.2)
Combining these three facts shows H is independent of the coordinates cho-
sen for M . Let the inner product in the definition of the wedge operator ∧
given by (2.22) be complex inner product, i.e.,
(a ∧ b)c = 〈a, c〉C2b− 〈b, c〉C2a. (3.3)
Denote
Bϕ = −hjkA∞j A∞k ϕ+ hjk(φ∞j ∧ ϕ)φ∞k . (3.4)
Since A∞i is a real antisymmetric 2 × 2 matrix, B is a real symmetric non-
negative matrix valued function defined on M = H2. Now Wϕ is of the
form −2(A˜, dϕ) + (d∗A˜)ϕ + Bϕ. Hence, by integration by parts (see e.g.
Lemma 3.1 in [45] which is a companion paper of this work), H = −∆+W
is symmetric in L2(H2;C2).
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3.2 Free Resolvent Estimates
In this subsection, we prove estimates for free resolvent especially the limiting
absorbing principle.
3.3 Notations
Denote D =
√−∆. Let D = (−∆− 14)
1
2 be the shifted differential operator.
We remark that the shifted operator D is not equivalent to D in Lp.
For two Banach spaces X and Y , the space of bounded linear operators
from X to Y is denoted by L(X,Y ), and the operator norm is denoted by
‖ · ‖L(X,Y ). For a closed densely defined operator T : X → Y , the resolvent
of T is denoted by RT (z) := (T − z)−1, for instance
RD(z) = (D − z)−1, RH(z) = (H − z)−1, R√H(z) = (
√
H − z)−1. (3.5)
For simplicity denote R0(z) the free resolvent (−∆− z)−1.
Given a variable, e.g. r ∈ R+, t ∈ [0,∞), j ∈ Z, we write r−∞ ( t−∞,
j−∞) to represent a function f(r) (respectively f(t), f(j)) satisfying:
For any integer n ≥ 1 there exists a constant C(n) such that |f(r)| ≤ C(n)r
−n as r →∞
or |f(t)| ≤ C(n)t−n as t→∞
or |f(j)| ≤ C(n)|j|−n as j →∞
(3.6)
A generalization of the Kunze-Stein phenomenon obtained by [Lemma
5.1, [3]] will also be widely used then. We recall it below for reader’s conve-
nience.
Lemma 3.1 ([3]). Given any 2 ≤ p, r < ∞, for any function h ∈ Lp′(H2)
and radial function g on H2, there holds that
‖g ∗ h‖Lr ≤ C ‖h‖Lp′
(∫ ∞
0
|ϕ0|s1 |g|s2 sinh rdr
)1/P
,
where ϕ0(r) is the spherical function and satisfies the point-wise bound (2.2).
(s1, s2) are given by
s1 =
2min{r, p}
r + p
, s2 =
rp
r + p
,
and the constant C is independent of g, h,
The pointwise estimates for the free resolvent are given in Appendix
A. We recall the kernel estimates of the shifted wave operator proved by
[Theorem 4.1, Theorem 4.4 [2]] for reader’s convenience.
Let χ∞(λ) be a cutoff function which equals one when λ ≥ 32 and vanishes
near zero. Denote χ0 = 1−χ∞. Recall that D = (−∆− 14)
1
2 and D =
√−∆.
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For σ ∈ R, τ ∈ [0, 32), define the low frequency cutoff shifted wave operator
W˜ σ,τt,0 = χ0(D)D
−τDτ−σeitD,
and denote its kernel as wσ,τt,0 (r). The modified high frequency wave operator
is defined by an analytic family of operators
W˜ σ,τt,∞ =
eσ
2
Γ(3/2 − σ)χ∞(D)D
−τDτ−σeitD
in the vertical strip 0 ≤ ℜσ ≤ 32 . Denote its kernel by w˜σ,τt,∞(r).
Lemma 3.2 ([2]). The two kernels wσ,τt,0 (r) and w˜
σ,τ
t,∞(r) satisfy
• Assume |t| ≤ 2. Then for any r ≥ 0
|wσ,τt,0 (r)| . ϕ0(r)
• Assume |t| ≥ 2.
– (a) If 0 ≤ r ≤ |t|2 , then
|wσ,τt,0 (r)| . |t|τ−3ϕ0(r)
– (b) If r ≥ |t|2 , then
|wσ,τt,0 (r)| . (1 + |t− r|)τ−2e−
1
2
r.
For any fixed τ ∈ R and σ ∈ C with ℜσ = 32 , we have the following:
• Assume 0 < |t| ≤ 2.
– (a) If 0 ≤ r ≤ 3, then
|w˜σ,τt,∞(r)| . |t|−
1
2 (1− log |t|)
– (b) If r ≥ 3, then |w˜σ,τt,∞(r)| = O(r−∞e−
1
2
r).
• Assume |t| ≥ 2. Then for any r ≥ 0
|w˜σ,τt,∞(r)| . (1 + |r − |t||)−∞e−
1
2
r.
where we used the notation (3.6).
Now we use the kernel estimates for the shifted wave operator to deduce
the resolvent estimates.
Lemma 3.3. Let ρ(x) = e−d(x,0) for x ∈ H2. Let α > 0. Then for all
z ∈ C \ [0,∞):
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• For 65 < r < 2 and 2 < p < 6,
‖(−∆ − 1
4
− z)−1f‖Lpx . ‖f‖Lrx (3.7)
• For 65 < r ≤ 2 and 2 ≤ p < 6,
‖ρα(−∆− 1
4
− z)−1ραf‖Lpx . ‖f‖Lrx (3.8)
Proof. We shall use the formula
(−∆− 1
4
− (λ+ iµ)2)−1 = C(λ, µ)
∫ ∞
0
ei(sgnµ)λte−|µ|tD−1(sin tD)dt, (3.9)
where C(λ, µ) = sgnµ−|µ|+i(sgnµ)λi(λ+iµ) . Consider the analytic family of operators
Rσ,τ0 = C(λ, µ)
∫ ∞
0
ei(sgnµ)λte−|µ|tDτ−σD−τ (sin tD)χ0(D)dt. (3.10)
Rσ,τ∞ =
C(λ, µ)eσ
2
Γ(32 − σ)
∫ ∞
0
ei(sgnµ)λte−|µ|tDτ−σD−τ (sin tD)χ∞(D)dt. (3.11)
Thus by Lemma 3.2 and Lemma 3.1, for 1 < r < 2 < p < ∞, λ, µ ∈ R,
τ < 2, σ ∈ R,
‖Rσ,τ0 f‖Lpx ≤ C‖f‖Lrx , (3.12)
where C is independent of λ, µ. In particular, the low frequency part of (3.7)
is done.
When ℜσ = 32 , τ < 2, for any 1 < r < 2 < p < ∞, the kernel of
Dτ−σD−τ (sin tD)χ∞(D) denoted by w
σ,τ
∞,t satisfies for any ω > 0
‖wσ,τ∞,t ∗ f‖Lpx . min(t−∞, t−
1
2
−ω)‖f‖Lrx , (3.13)
by applying Lemma 3.2 and Lemma 3.1 again.
Meanwhile, when ℜσ = 0, τ < 2, we have the trivial L2 → L2 bound.
Hence, by complex interpolation one obtains that wσ,τ∞,t satisfies (3.13) as
well in the regime
1
2
− σ
3
<
1
p
<
1
2
,
1
2
<
1
r
<
1
2
+
σ
3
. (3.14)
Thus, take τ = 1 and σ = 1 in (3.14), then by inserting the bound (3.13)
to (3.11) we obtain the high frequency part of (3.7). Combining with the
bound for low frequency part of (3.7) contained in (3.12), we arrive at (3.7).
(3.8) can be similarly proved by noticing the additional ρα weight helps
us to use the p = q = 2 case in Lemma 3.1.
Remark 3.1. The results as (3.7) are usually called uniform resolvent esti-
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mates. For high dimensional hyperbolic spaces, one needs a scaling balance
condition for p, r, see [21] for Hn, n ≥ 3. We remark that the proof here is
only available for n = 2 due to the t−1 singularity at t = 0 in (3.9) when one
tries to apply dispersive estimates of wave operators in higher dimensions.
The convolution kernel of the free resolvent (−∆ − s(1 − s))−1 in Hn is
given by
[nR˜]0(s;x, y) = (2π)
−n
2 e−iπµ(sinh r)−µQµν (cosh r), (3.15)
where Qµν is the Legendre function with µ =
n−2
2 , ν = s− n2 . The point-wise
estimates for [nR˜]0(s;x, y) are given in Lemma 8.5 in Appendix A.
The spectrum of −∆ overlap with [14 ,∞). In order to study resolvent
near the spectrum half-line [14 ,∞), we need to define (−∆− 14 − λ2 ± i0)−1
as what was done in the Euclidean case. The following lemma known as the
limiting absorption principle is totally analogous to the Rn case in Agmon
[1] and can be proved by using (3.28) to (3.30) below.
Lemma 3.4. For any λ > 0, the limit lim
z→0,ℑz>0
(−∆− 14 − λ± z)−1 exists
in the space L(ρ−αL2, ρ−αL2). And we denote
lim
z→0,ℑz>0
(
−∆− 1
4
− λ± z
)−1
= R0 (λ±i0) . (3.16)
Moreover, g := R0 (λ± i0) f satisfies
(−∆− 1
4
− λ)g = 0, (3.17)
and for all f ∈ ραL2 it holds
ℑ〈R0(λ± i0)f, f〉(τ) = ± π
2
√
λ
∫
|ξ|=λ
|Ff(τ, b)|2|c(τ)|−2db. (3.18)
Assume fn ⇀ f∗ weakly in ραL2, zn → z∗ with ℑzn > 0,
• if ℑz∗ = 0, z∗ > 0, then it converges strongly in L2 that
ραR0(
1
4
+ zn)ρ
αfn → ραR0(z∗ − i0)ραf∗ (3.19)
ρα∇R0(1
4
+ zn)ρ
αfn → ρα∇R0(z∗ − i0)ραf∗; (3.20)
• if ℑz∗ > 0 or ℜz∗ < 0 then it converges strongly in L2 that
ραR0(
1
4
+ zn)ρ
αfn → ραR0(1
4
+ z∗)ραf∗ (3.21)
ρα∇R0(1
4
+ zn)ρ
αfn → ρα∇R0(1
4
+ z∗)ραf∗. (3.22)
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Denote the convolution operator with kernel [2R˜]0(
1
2 , x, y) in (3.15) by
G(0).
Lemma 3.5. For ǫ ∈ {ǫ : ℑǫ2 > 0, |ǫ| ≪ 1}, there exists some universal
constant C such that∥∥∥∥∥
(
−∆− 1
4
± ǫ2
)−1
−G(0)
∥∥∥∥∥
L(ρ−αL2,ρ−αL2)
. ǫ1/4 (3.23)∥∥∥∥∥∇
(
−∆− 1
4
± ǫ2
)−1
−∇G(0)
∥∥∥∥∥
L(ρ−αL2,ρ−αL2)
. ǫ1/4. (3.24)
Proof. We only prove the case when ℑǫ > 0. The proof of Lemma 3.5 is
based on the corresponding estimates for ∂s[
nR˜]0(s, x, y). We will frequently
use the identity
(z2 − 1)m/2 d
m
dzm
Q0η = Q
m
η (z). (3.25)
Let r = d(x, y), s = 12 + e
iπ
4 ǫ, then Lemma 8.5 implies for any δ > 0∣∣∣∂ǫ[2R˜]0(s, x, y)∣∣∣ . { log |r| , |r| ≤ 1|ǫ|− 12Cδe−( 12−δ)r, |r| ≥ 1 (3.26)
By Lemma 3.1, one easily obtains (3.23) from (3.26) and Newton-Leibniz
formula.
Since |∇xd(x, y)| = 1 for any y ∈ H2, the key ingredient to prove (3.24)
is the estimate for ∂ǫ∂r[
2R˜]0(s, x, y). By using (3.25), (3.15) and Lemma 8.5,
we have for any δ > 0∣∣∣∂ǫ∂r[2R˜]0(s, x, y)∣∣∣ .
{
(cosh2r − 1)− 12 (sinh2r)r−2, |r| ≤ 1
Cδ(cosh
2r − 1)− 12 (sinh2r)|ǫ| 12 e−(3/2−δ)r , |r| ≥ 1
(3.27)
Thus (3.24) follows by Lemma 3.1 and the Newton-Leibniz formula.
The following lemma was proved in [45].
Lemma 3.6 ([45]). For σ ∈ C with ℜσ ≥ 0, we have for α > 0 sufficiently
small
‖ραR0(1
4
− σ2)f‖L2 . |σ|−1‖fρ−α‖L2 (3.28)
‖ραR0(1
4
− σ2)f‖L2 . ‖fρ−α‖L2 (3.29)
‖ρα∇R0(1
4
− σ2)f‖L2 . ‖fρ−α‖L2 . (3.30)
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Lemma 3.7. Let 0 < α < 12 . Then for all σ ≥ 0, p ∈ (1,∞), we have
‖(−∆+ σ2 − 1
4
)−1‖Lp→Lp . min(1, σ−2) (3.31)
‖∇(−∆+ σ2 − 1
4
)−1‖Lp→Lp . min(1, σ−1) (3.32)
‖(−∆+ σ2 − 1
4
)−1‖ρ−αL2→ρ−αL2 . min(1, σ−2) (3.33)
‖∇(−∆+ σ2 − 1
4
)−1‖ρ−αL2→ρ−αL2 . min(1, σ−1). (3.34)
Proof. (3.33) and (3.34) have been proved in our companion paper [Lemma
4.5,[45]]. The proof of (3.31) and (3.32) are postponed to Section 9 of this
paper.
3.4 Some Auxiliary Estimates
Lemma 3.8. For r ∈ (1,∞), 1 ≤ p < q ≤ ∞ and 1 + 1q − 1p > 34 , we have
‖∇2f‖Lqx . ‖∆f‖Lpx (3.35)
‖∇2f‖Lrx . ‖∆f‖Lrx + ‖∇f‖Lrx + ‖f‖Lrx . (3.36)
Proof. (3.36) is obtained by [66]. Fix y ∈ H2. Let (r, θ) be the polar coordi-
nates with y being the origin. Then (3.25) and (3.15) show
∂2r [
2R˜]0(
1
2
+ σ, d(x, y)) = c1(cosh
2 r − 1)− 32 sinh3 r cosh r[4R˜]0(3
2
+ σ, r)
+ c2(cosh
2 r − 1)− 12 sinh r cosh r[4R˜]0(3
2
+ σ, r)
+ c3(cosh
2 r − 1)−1 sinh3 r cosh r[4R˜]0(3
2
+ σ, r)
+ c4(cosh
2 r − 1)−1 sinh4 r[6R˜]0(5
2
+ σ, r)
Thus when σ = 12 , Lemma 8.5 gives∣∣∣∂2r [2R˜]0(1, d(x, y))∣∣∣ ≤ { Ce−r, |r| ≥ 2Cr− 32 , |r| ≤ 2. (3.37)
Meanwhile, Lemma 8.6 yields∣∣∣coth r∂r[2R˜]0(1, d(x, y))∣∣∣ ≤ { Ce−r, |r| ≥ 1
Cr−
3
2 , |r| ≤ 1. (3.38)
Therefore, in the polar coordinates with y being the origin, by (3.38) and
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(3.37), for x ∈ H2 we have∣∣∣∇2x[2R˜]0(1, d(x, y))∣∣∣ ≤ { Cr− 32 , |r| ≤ 1Ce−r, |r| ≥ 1. (3.39)
Since the left and right hand side of (3.39) are free of coordinates charts,
we obtain that (3.39) holds for all (x, y) ∈ H2 ×H2. Thus (3.35) follows by
Young’s convolution inequality.
4 Spectrum Distribution and Coulomb Gauge on
the pullback bundle Q∗TN
First we show the spectrum of H is contained in [14 ,∞) by doing calculation
in the pullback bundle Q∗TN .
Proposition 4.1. Let e be any fixed frame on Q∗(TN). Then the spectrum
of the operator −∆+W defined in Lemma 2.6 is contained in [1/4,∞).
Proof. Since H is independent of coordinates of M = H2, without loss of
generality we assume (x1, x2) is an orthogonal coordinate system. Let e(x) =
{ei(Q(x))}2i=1 be any given orthonormal frame on Q∗TN in Proposition
2.2. For f, g ∈ L2(H2,C2), we associate them with the vector fields fe ,
f1e1 + f2e2 and ge , g1e1 + g2e2 respectively. The corresponding induced
covariant derivative on the complex vector bundle over H2 with fibre C2 is
given by
Di = ∂i +A
∞
i , with [A
∞
i ]
k
p = 〈∇iep, ek〉.
Then we have
∇i(fe) = (∂ifk +
2∑
p=1
[A∞i ]
k
pfp)ek = (Dif)e.
Furthermore, one has
hii∇i∇i(fe) = hii(DiDif)e.
Meanwhile we see(
hii(φ∞i ∧ f)φ∞i
)
e = hiiR(Q(x))(φ∞i e, fe)φ
∞
i e, (4.1)
where we remark that the curvature tensor R here has been extended to
complex vector fields (see (3.3) for the corresponding scalar case). Therefore,
we conclude
hii∇i∇i(fe)− hiiΓkii∇k(fe) = hii(DiDif)e− hiiΓkii(Dkf)e)
= (∆f −Wf)e− hiiR(Q(x))(φ∞i e, fe)φ∞i e. (4.2)
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Hence (4.1) and (4.2) give
∆|fe|2 = hii〈∇i∇i(fe), fe〉+ hii〈fe,∇i∇i(fe)〉+ 2hii〈∇i(fe),∇i(fe)〉
− hiiΓkii〈∇i(fe), fe〉 − hiiΓkii〈fe,∇i(fe)〉
= 〈∆f −Wf, f〉+ 〈f,∆f −Wf〉+ 2hii〈∇i(fe),∇i(fe)〉
− hii〈R(φ∞i e, fe)φ∞i e, fe〉 − hii〈fe,R(φ∞i e, fe)φ∞i e〉.
Then by integration by parts, the self-adjointness of ∆ −W and the non-
positiveness of the sectional curvature, we obtain
2〈(−∆+W )f, f〉L2 ≥ 2
∫
H2
hii〈∇i(fe),∇i(fe)〉dvolh. (4.3)
By Kato’s inequality |∇|X|| ≤ |∇X| and the Sobolev inequality ‖∇g‖2L2 ≥
1
4‖g‖2L2 , one deduces∫
H2
〈(−∆+W )f, f〉dvolh ≥ 1
4
∫
H2
〈(fe), (fe)〉dvolh
=
1
4
∫
H2
|f |2dvolh.
Since the spectrum is contained in the numerical range, we obtain our lemma.
4.1 Weighted Elliptic Estimates for Coulomb Gauge
We will use the Coulomb gauge on Q∗(TN) to kill possible bottom reso-
nances. Thus we first need to prove the point-wise estimates for the new
connection coefficients induced by the Coulomb gauge. The existence of the
Coulomb gauge in two dimensions is well-known, see for instance [67]. We
give the detailed proof since it tells us the explicit form of the Coulomb
gauge.
Lemma 4.1. There exists an orthonormal frame {e1, e2} which spans TQ(x)N
for any x ∈ M = H2 such that the corresponding connection 1-form A˜ ∈
Λ1(Ad Q∗TN) satisfies the Coulomb condition, i.e.,
d∗A˜ = 0. (4.4)
Proof. In the two dimensional case, the connection coefficient matrix Ai is
of the form (
0 ai
−ai 0
)
(4.5)
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for some real-valued function ai. Denote
J =
(
0 1
−1 0
)
.
Suppose that Ω(Q(x)) is the frame on Q(x) given by (2.12). Then the
corresponding connection 1-form is
A˜ = A∞i dx
i, [A∞i ]
k
l = 〈∇iΩl,Ωk〉. (4.6)
Given any real valued function ξ ∈ H1(H2;R), we associate it with a matrix
U ∈ SO(2) defined by
U(x) =
(
sin ξ(x) cos ξ(x)
− cos ξ(x) sin ξ(x)
)
Define the new frame e∗(x) = U(x)Ω(Q(x)). Then the new connection 1-
from A is given by
A = A˜+ dξJ. (4.7)
Thus the Coulomb condition reduces to
d∗A = d∗A˜+∆ξJ = 0. (4.8)
Hence it suffices to set
ξJ = (−∆)−1d∗A˜. (4.9)
Proposition 4.2. Assume that the given frame e in Proposition 2.2 is the
Coulomb gauge constructed in Lemma 4.1. Then the associated Schro¨dinger
operator H = −∆+W reads as
Hϕ = −∆ϕ− 2hiiAi∂iϕ− hiiAiAiϕ+ hii(φ̂i ∧ ϕ)φ̂i. (4.10)
where Ai = A∞i + ∂iξJ . And φ̂i is R2 valued function defined on M = H2:
φ̂i =
(〈∂iQ(x), e1(x)〉, 〈∂iQ(x), e2(x)〉)t.
Moreover, let X = −2hiiAi ∂∂xi denote the magnetic field part of H and V
denote the left electric potential part, i.e. H = −∆ +X + V , then for any
0 < β < ̺ there holds
• (a) V is nonnegative on L2(H2;C2)
• (b) ‖ρ−βA‖L∞x ≤ C
• (c) ‖ρ−βV ‖L∞x ≤ C
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Proof. Fix any orthogonal coordinate system {x1, x2} for M = H2. Denote
A = Aidxi. Then the Coulomb condition is written as
hii
(
∂iAi − ΓkiiAk
)
= 0, (4.11)
thus the (4.11) term in H = −∆+W vanishes and (4.10) follows. It remains
to prove the three claims (a),(b),(c). Since the V part reads as
V ϕ = −hiiAiAiϕ+ hii(φ̂i ∧ ϕ)φ̂i, (4.12)
(a) is easy to verify by the negative sectional curvature of N and the fact Ai
is antisymmetry and real. By (2.36) and A = A˜+ dξJ , for (b) it suffices to
prove
|dξ| . ρβ. (4.13)
With (4.9), one notices that (4.13) reduces to prove
‖ρ−β∇(−∆)−1d∗A˜‖L∞x ≤ C. (4.14)
By the identity d∗A˜ = −hii(∂iA∞i −ΓkiiA∞k ) and (2.37), we see ρ−̺d∗A˜ ∈ L2x.
Thus by (8.6) and Young’s convolution inequality, one has for any β ∈ (0, ̺)
‖ρ−β∇(−∆)−1d∗A˜‖L∞x ≤ C. (4.15)
Until now we have obtained
|A| . ρβ. (4.16)
With (4.12), (c) follows from (2.36) and (4.16).
Lemma 4.2. Fix the frame e in Proposition 2.2 to be the Coulomb gauge
built in Lemma 4.1. In the polar coordinates for M = H2, H can be written
as
Hϕ = −∆ϕ− 2Ar∂rϕ− 2Aθ sinh−2 r∂θϕ− Urϕ− Uθϕ (4.17)
where we denote
Urϕ = ArArϕ− (φ̂r ∧ ϕ)φ̂r (4.18)
Uθϕ = sinh−2 rAθAθϕ− sinh−2 r(φ̂θ ∧ ϕ)φ̂θ (4.19)
Then one has when r ≥ δ,
|Uθ|+ |Ur| ≤ Cρβ (4.20)
|∂rAr|+ |(sinh−1 r)∂θAθ|+ |(sinh−2 r)∂θAθ|
+ |(sinh−1 r)∂rAθ| ≤ C(δ) (4.21)
Proof. (4.20) is a trivial corollary of Proposition 4.2. It suffices to verify
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(4.21). By viewing A∞θ,r as a real-valued function [A
∞
θ,r]
1
2 we have
∂iA
∞
j = 〈∇i∇jΩ1,Ω2〉+ 〈∇jΩ1,∇iΩ2〉, (4.22)
where we associate r with i = 1 and θ with i = 2 respectively. Then inserting
the explicit formula (2.12) for Ω1,2 into (4.22), we get
∂iA
∞
j =
〈
∇i
(
eQ
2
∂jQ
2 ∂
∂y1
)
,Ω2
〉
+
〈
∇i
(
eQ
2
Γ
p
j1
∂
∂yp
)
,Ω2
〉
+
〈
eQ
2
∂jQ
2 ∂
∂y1
+ eQ
2
Γ
p
j1
∂
∂yp
,Γ
q
i2
∂
∂yq
〉
=
〈
∂iQ
2∂jQ
2eQ
2 ∂
∂y1
,Ω2
〉
+
〈
eQ
2
∂jiQ
2 ∂
∂y1
,Ω2
〉
+
〈
eQ
2
∂jQ
2Γ
p
j1
∂
∂yp
,Ω2
〉
+
〈
∂iQ
2eQ
2
Γ
p
j1
∂
∂yp
,Ω2
〉
+
〈
eQ
2
∂iΓ
p
j1
∂
∂yp
,Ω2
〉
+
〈
eQ
2
Γ
p
j1Γ
k
ip
∂
∂yk
,Ω2
〉
+
〈
eQ
2
∂jQ
2 ∂
∂y1
+ eQ
2
Γ
p
j1
∂
∂yp
,Γ
q
i2
∂
∂yq
〉
.
Recalling the explicit formula for |∇kQi| for i = 1, 2, k = 1, 2, one obtains
|∂rA∞r |+ |(sinh−1 r)∂θA∞θ |+ |(sinh−2 r)∂θA∞θ |+ |(sinh−1 r)∂rA∞θ |
.
2∑
k=1,i=1
|∇kQi|+ | coth r∂rQi|. (4.23)
When r ≥ δ, by Sobolev embedding and Kato’s inequality, (4.23) further
gives
|∂rA∞r |+ |(sinh−1 r)∂θA∞θ |+ |(sinh−2 r)∂θA∞θ |+ |(sinh−1 r)∂rA∞θ |
. C(δ)
2∑
k=1,i=1
‖∇kQi‖L∞
. C(δ)
2∑
i=1
‖Qi‖H4 . (4.24)
Hence, since Ai = A∞i + ∂iξJ , for (4.21) it suffices to bound |hij∂2ijξ|. Re-
calling A˜ = A∞i dx
i and ξJ = (−∆)−1d∗A˜, we see
hij |∂2iju| ≤ |∇2
(
(−∆)−1d∗A˜)|+ coth r|∂ru|
≤ |∇2((−∆)−1d∗A˜)|+ coth r|du|. (4.25)
Applying Lemma 3.8 and Lemma 2.5 give for r ≥ δ and some p0 > 4
hij |∂2iju| ≤ ‖∇2
(
(−∆)−1d∗A˜)‖L∞ + C(δ)‖du‖L∞
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≤ ‖d∗A˜‖Lp0 + C(δ)‖du‖L∞ (4.26)
Thus (4.21) follows.
5 Resolvent Estimates for Magnetic Schro¨dinger
Operators
We recall the Kato smoothing theorem.
Theorem 5.1 ([29]). Let Y1, Y2 be two Hilbert spaces and U : Y1 → Y2 be a
self-adjoint operator with resolvent (U − λ)−1. Let T : Y1 → Y2 be a closed
densely defined operator. Assume that for any λ ∈ C \ R, g ∈ D(U∗), there
holds
‖T (U − λ)−1T ∗g‖Y2 ≤ C‖g‖Y2 .
Then e±itT f ∈ D(U) for all f ∈ Y1 and a.e. t, and∫ ∞
−∞
‖Te±itUf‖2Y2dt ≤
2
π
C2‖f‖2Y1 .
Denote the Schro¨dinger operator −∆ +W as H = −∆ + X + V . (see
Proposition 4.2) The resolvent of H is denoted by RH(z) = (H − z)−1.
5.1 Nonexistence of Resonance and Small Frequency Esti-
mates
Lemma 5.1. Let α > 0, and e be the Coulomb gauge on Q∗TN in Propo-
sition 2.2. And H = −∆ +W is the corresponding Schro¨dinger operator.
Then we have
〈Hg, g〉L2x ≥ 〈∇g,∇g〉L2x . (5.1)
Proof. From Proposition 4.2, V is nonnegative and H is self-adjoint. Thus
one has
〈−∆g +Wg, g〉 = ℜ〈−∆g +Wg, g〉 ≥ ℜ〈∇g,∇g〉 + ℜ2〈hiiAi∂ig, g〉. (5.2)
Meanwhile by viewing A = Aidxi and the fact d∗ is the dual operator of d,
we conclude
2ℜ〈hiiAi∂ig, g〉 = 〈A, d(|g|2)〉 = 〈d∗A, |g|2〉 = 0, (5.3)
where the last equality is due to the Coulomb condition. Therefore, (5.3)
and (5.2) yield
〈−∆g +Wg, g〉 ≥ 〈∇g,∇g〉.
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Proposition 5.1. Let α > 0, and e be the Coulomb gauge on Q∗TN . Then
ρ−α(I +WG(0))−1ρα is invertible in L2.
Proof. Let T (ǫ) = ρ−αW (−∆ − 14 + iǫ2)−1ρα, for ǫ ∈ (0, 1) and let T0 =
ρ−αWG(0)ρα. We first calculate the spectrum distribution of T (ǫ). By
Fredholm’s alternative, T (ǫ) only has pure point spectrum. Assume λ is
an eigenvalue of T (ǫ), then for some u ∈ L2 it holds T (ǫ)u = λu. Let
g = (−∆− 14 + iǫ2)−1ραu, then we have
λ(−∆ − 1
4
+ iǫ2)g =Wg. (5.4)
Thus we obtain
(λ+ 1)(−∆− 1
4
+ iǫ2)g = (−∆− 1
4
+ iǫ2 +W )g. (5.5)
Since 14 − iǫ2 belongs to the resolvent set of −∆, ραu ∈ L2, we see g ∈ H2.
And thus integration by parts yields
(λ+ 1)
(
〈∇g,∇g〉 − (1
4
− iǫ2)〈g, g〉
)
= 〈(−∆ − 1
4
+ iǫ2 +W )g, g〉. (5.6)
Without loss of generality, we assume ‖g‖L2 = 1, and then it holds
λ =
(Γ1 − Γ2)(Γ2 − iǫ2)
Γ22 + ǫ
4
, (5.7)
where we denote Γ1 = 〈(−∆− 14 +W )g, g〉 and Γ2 = 〈∇g,∇g〉 − 14〈g, g〉. In
the Coulomb case, by Lemma 5.1, (5.7) gives
ℜλ ≥ 0. (5.8)
Suppose that 1 + T0 is not invertible in L
2, by Fredholm’s alternative, −1
is an eigenvalue of T0. Since the only possible accumulated point of σ(T0)
is 0 due to the compactness, we see −1 is an isolated spectrum of T0. Let
∂B(−1, δ) be a small circle centered at −1 with radius δ > 0. Define the
projection operator P0 by
P0 =
∫
∂B(−1,δ)
(T0 − z)−1dz.
Since −1 is an isolated spectrum, we have a uniform bound for all z ∈
∂B(−1, δ)
‖(T0 − z)−1‖L2→L2 ≤ C(δ). (5.9)
Then by the resolvent identity, Lemma 3.5, and Neumann’s series argument,
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we have for all z ∈ ∂B(−1, δ) and ǫ ∈ (0, ǫ(δ)) with 0 < ǫ(δ)≪ 1,
‖(T (ǫ) − z)−1‖ ≤ ‖(T0 − z)−1(I + (T (ǫ)− T0)(T0 − z)−1)−1‖L2→L2 ≤ C1(δ).
(5.10)
Similarly we define the projection operator Pǫ by
Pǫ =
∫
∂B(−1,δ)
(T (ǫ)− z)−1dz.
Then by the resolvent identity, (5.9) and (5.10), we obtain for ǫ sufficiently
small,
‖Pǫ − P0‖L2→L2
=
∫
∂B(−1,δ)
‖(T (ǫ) − z)−1(T (ǫ)− T0)(T0 − z)−1‖L2→L2dz
≤ C1(δ)C(δ)δǫ.
Let ǫ≪ 1, one has ‖Pǫ−P0‖L2→L2 ≤ 12 . But we have shown B(−1, δ) is away
from the spectrum of T (ǫ) for any ǫ > 0, thus Pǫ = 0. Hence we arrive at
‖P0‖L2→L2 ≤ 12 , which contradicts with the assumption −1 ∈ σ(T0). Thus
I + T0 is invertible and the lemma follows.
Now we deal with the small frequency part.
Lemma 5.2. Let e be the Coulomb gauge on Q∗TN , α > 0. There exist
δ > 0 and C > 0 such that it holds uniformly for 0 < |σ| < δ, ℑσ > 0 that∥∥∥∥ρα(H − 14 ± σ)−1ρα
∥∥∥∥
L2→L2
≤ C. (5.11)
Proof. Denote (−∆− 14 − σ)−1 = Zσ. By the formal identity
(H − 1
4
− σ)−1 = Zσ(I +WZσ)−1,
it suffices to prove for some C independent of 0 < |σ| < δ, ℑσ > 0
‖ραZσρα‖L2→L2 ≤ C (5.12)
‖(I + ρ−αWZσρα)−1‖L2→L2 ≤ C. (5.13)
(5.12) has been verified in Lemma 3.6. By resolvent identity, we have for-
mally that
(I + ρ−αWZσρα)−1 = (I + ρ−αWG(0)ρα)−1(I + Z˜(I + ρ−αWG(0)ρα)−1)−1,
(5.14)
where Z˜ denotes ρ−αW (Zσ − G(0))ρα. Then by Lemma 3.5, Proposition
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5.1, and Neumann series argument we obtain for 0 < |σ| < δ, ℑσ > 0
‖(I + Z˜(I + ρ−αWG(0)ρα)−1)−1‖L2→L2 ≤ 2.
Hence (5.13) follows by Proposition 5.1, (5.14). The (−∆− 14 + σ)−1 case is
the same and thus our lemma follows.
5.2 Mediate Frequency Resolvent Estimates
The mediate frequency resolvent estimate is standard in our case by applying
the original idea of Agmon [1] and the Fourier restriction estimates obtained
by Kaizuka [28].
Lemma 5.3. If I + ρ−αWR0(λ + i0)ρα is not invertible in L2 for some
λ > 0, then 14 + λ is an eigenvalue of −∆+W in L2.
Proof. By Fredholm’s alternative, we can assume there exists f˜ ∈ L2 such
that
f˜ + ρ−αWR0(λ± i0)ραf˜ = 0. (5.15)
Let g = R0(λ±i0)ραf˜ , then Lemma 3.6 with (3.7) shows g ∈ Lr for r ∈ (2, 6),
∇g ∈ ρ−αL2x and
(−∆− 1
4
)g = λg +Wg (5.16)
in the distribution sense. By density arguments and (5.15) (the potential
part decays exponentially), one can verify
〈ραf˜ ,R0(λ± i0)ραf˜〉+ 〈Wg, g〉 = 0 (5.17)
By the self-adjointness of W , we deduce
ℑ〈ραf˜ ,R0(λ± i0)ραf˜〉 = 0 (5.18)
Let f = ραf˜ . Hence (3.18) implies |Ff(τ, b)c−1(τ)|−2 vanishes when τ2 = λ.
Then the Fourier restriction estimate in [[28], Equ. (4.4)] gives for any
θ ∈ (0, 1) ( ∫
S1
∣∣c−1(τ)Ff(τ, b) − c−1(λ 12 )Ff(λ 12 , b)∣∣2db) 12
≤ C|τ − λ 12 |θ‖〈x〉 12+θf‖L2 . (5.19)
By the vanishing of |Ff(λ 12 , b)c−1(λ 12 )|2, (5.19) further yields∫
S1
∣∣c−1(τ)Ff(τ, b)∣∣2db ≤ |λ 12 − τ |2θ‖〈x〉 12+θf‖2L2 ,
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Thus by Plancherel identity, one has for 0 < θ1 ≪ 1 and 12 < θ2 < 1,
‖g‖2L2 ≤
∫ ∞
0
∫
S1
(τ2 − λ)−2∣∣c−1(τ)Ff(τ, b)∣∣2dbdτ
≤ C(λ)‖〈x〉 12+θ1f‖2L2 + ‖〈x〉
1
2
+θ2f‖2L2
≤ C(λ)‖f˜‖L2 .
This implies g ∈ L2, thus by (5.16) andWg ∈ L2, ∆g ∈ L2. Hence g ∈ D(H)
and λ+ 14 is an eigenvalue of H.
The proof of the following lemma is quite standard, see [[24], Lemma
4.6]. For completeness, we give the detailed proof below.
Lemma 5.4. For all λ > 0 and ǫ ∈ [0, 1], we have
sup
λ∈[δ,δ−1],ǫ∈[0,1]
∥∥∥∥ρα(H − 14 − λ± iǫ)ρα
∥∥∥∥
L2→L2
≤ C(δ). (5.20)
Proof. The non-existence of positive eigenvalue of −∆ + W in (14 ,∞) is
standard by Mourre estimates, see [Prop. 5.2 [5]] for the electric potential
case and [15] for the original idea. Thus by Lemma 5.3, for all λ > 0
I + ρ−αR(λ± i0)ρα is invertible in L2. (5.21)
By the identity RH(
1
4 + λ ± iǫ) = R0(14 + λ ± iǫ)(I +WR0(14 + λ ± iǫ))−1
and Lemma 3.6, (5.20) follows by
sup
λ∈[δ,δ−1],ǫ∈[0,1]
‖I + ρ−αWR0(1
4
+ λ± iǫ)ρα‖L2→L2 ≤ C(δ). (5.22)
Denote T(λ, ǫ) = ρ−αW (−∆− 14 −λ± iǫ)ρα. Assume (5.22) fails, then there
exists fn ∈ L2 with ‖fn‖L2 = 1 and (λn, ǫn) ∈ [δ, δ−1]× [0, 1] such that
‖(I +T(λn, ǫn))fn‖L2 → 0. (5.23)
Up to subsequence, we assume λn → λ∗ and ǫn → ǫ∗. And one may assume
fn ⇀ f∗ weakly in L2, then (3.19) to (3.22) give
T(λn, ǫn)fn → T(λ∗, ǫ∗)f∗ strongly in L2. (5.24)
Thus (5.23) shows for f∗ ∈ L2 it holds in the distribution sense that
f∗ +T(λ∗, ǫ∗)f∗ = 0. (5.25)
If ǫ∗ > 0, it is obvious f∗ = 0 by (5.25). If ǫ∗ = 0, we also have f∗ = 0 by
(5.21). Then (5.23) and (5.24) yield
lim
n→∞ ‖fn‖L2x = 0, (5.26)
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which contradicts with ‖fn‖L2x = 1.
5.3 High Frequency Estimates
Let χ(x) ∈ C∞(H2) be a cutoff function which equals one in {x : d(x, 0) ≥
2δ} and vanishes d(x, 0) < δ. To separate the long range part of the magnetic
potential away, we introduce the following decomposition:{
V far = χ(x)V, V near = (1− χ(x))V
Xfar = 2χ(x)hijAi ∂∂xj , Xnear = 2(1 − χ(x))hijAi ∂∂xj .
(5.27)
Let us consider the operator H1 := −∆ + Xfar + V far first. The high
frequency resolvent estimates for H1 in the weighted space is given by the
following lemma. The proof of Lemma 5.5 is an energy argument based on
[6] where high frequency resolvent estimates for Schro¨dinger operators with
large long-range magnetic potentials in Rn are considered.
Since the polar coordinate (r, θ) for M = H2 will be used below, we first
rewrite H1 in the following form
H1ϕ = −∆ϕ+Vr∂rϕ+Vθ sinh−1 r∂θϕ+ Urϕ+ Uθϕ (5.28)
where we denote
Vr = −χ(x)Ar, Vθ = −χ(x) sinh−1 rAθ
Urϕ = −χ(x)ArArϕ+ χ(x)(φ̂r ∧ ϕ)φ̂r
Uθϕ = −χ(x) sinh−2 rAθAθϕ+ χ(x) sinh−2 r(φ̂θ ∧ ϕ)φ̂θ
Noticing that due to the fact H is independent of the coordinates cho-
sen for M , the results obtained in the polar coordinates can be directly
transformed to coordinates given by (2.1).
Before stating the following lemma, we remark that although H1 is not
self-adjoint due to the cutoff function χ, the numerical range ofH1 is still con-
tained in the real line. This can be verified by applying the Coulomb condition.
Thus, 14 ± λ2 + iǫ lies in the resolvent set of H1 for any ǫ > 0.
Lemma 5.5. Let 0 < α≪ 1 be fixed and let δ > 0. If λ0 > 0 is sufficiently
large depending on α, δ, then for all λ > λ0, ǫ ∈ [0, 1], it holds that∥∥∥∥ραRH1(14 + λ2 ± iǫ)ρα
∥∥∥∥
L2→L2
≤ Cλ−1, (5.29)
where C is independent of δ, ǫ.
Proof. See [6] for a Rn analogy. We will only prove (5.29) for RH1(
1
4+λ
2+iǫ),
the negative sign case is the same. Introduce a weight function
ψα(r) = (tanh r)
α−1ρα.
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Let (r, θ) ∈ R+ × [0, 2π] be the polar coordinates for H2, and u = sinh 12 rf .
Let X = (R+ × [0, 2π], drdθ). Define the operator P : g 7−→ Pg by
Pg = λ−2 sinh
1
2 r(H1 − 1
4
− λ2 + iǫ)
(
sinh−
1
2 rg
)
.
Since ρα ≤ ψα, for (5.29) it suffices to prove
‖ψαu‖L2(X) ≤ Cλ‖ψ−1α Pu‖L2(X). (5.30)
All the inner product 〈·, ·〉 in this proof denotes 〈·, ·〉L2(X). Denote
Dr = iλ−1∂r, Dθ = iλ−1∂θ.
It is easy to verify
Pu = D2ru+ sinh−2 rD2θu− λ−2
1
4
cosh2 r
sinh2 r
u+ λ−2Lu+ (iǫλ−2 − 1)u
+ λ−2Vr∂ru+ λ−2Vθ sinh−1 r∂θu,
where L = 12 − 12Vr cosh rsinh r + Ur + Uθ. (see (5.28) for Vr, Ur,θ)
Divide L into the long range part L0 and the short range part L1 by
L0 =
1
2
+ Ur + Uθ, L1 = −1
2
Vr
cosh r
sinh r
. (5.31)
Define the energy functional E(r) by
E(r) = ‖Dru‖22 + 〈λ−2 sinh−2 rΛθu+ u, u〉 − λ−2〈L0u, u〉 (5.32)
− λ−2ℜ〈Vθ sinh−1 r∂θu, u〉, (5.33)
where we denote
Λθu = ∂
2
θu−
1
4
(cosh2 r)u.
Then by direct calculations we have
dE
dr
= λ−2〈∂ru, ∂2ru〉+ λ−2〈∂2ru, ∂ru〉︸ ︷︷ ︸
d
−2〈λ−2(cosh r) sinh−3 rΛθu, u〉
− λ−2〈(∂rL0)u, u〉 − λ−2ℜ〈∂r(Vθ sinh−1 r)∂θu, u〉
+ 〈(λ−2 sinh−2 rΛθ + 1)∂ru, u〉︸ ︷︷ ︸
e
−λ−2〈L0∂ru, u〉︸ ︷︷ ︸
c
−λ−2ℜ〈Vθ sinh−1 r∂θ∂ru, u〉︸ ︷︷ ︸
a
+ 〈λ−2 sinh−2 rΛθu+ u, ∂ru〉︸ ︷︷ ︸
e
−λ−2〈L0u, ∂ru〉︸ ︷︷ ︸
c
−λ−2ℜ〈Vθ sinh−1 r∂θu, ∂ru〉︸ ︷︷ ︸
a
− 1
2
(sinh−1 r)λ−2 cosh r〈u, u〉.
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Meanwhile, we have for P˜ = P − iǫλ−2 − λ−2L1,
2λℑ〈P˜ u,Dru〉 = K +K, (5.34)
where K denotes
K = λ−2〈∂2ru, ∂ru〉︸ ︷︷ ︸
d
+ 〈(λ−2 sinh−2 r∂2θ + 1)u, ∂ru〉︸ ︷︷ ︸
e
−λ−2〈L0u, ∂ru〉︸ ︷︷ ︸
c
− 〈λ−2Vθ sinh−1 r∂θu, ∂ru〉︸ ︷︷ ︸
a
−λ−2〈Vr∂ru, ∂ru〉︸ ︷︷ ︸
b
.
Integration by parts with respect to θ in [0, 2π] yields
〈∂2θ∂ru, u〉 = 〈∂ru, ∂2θu〉. (5.35)
By integration by parts and the skew-symmetry of Vθ, one obtains
〈Vθ∂θ∂ru, u〉 = 〈∂ru,Vθ∂θu〉 − 〈∂θ(Vθ)∂ru, u〉. (5.36)
Hence we obtain
ℜ〈sinh−1 rVθ∂θ∂ru, u〉+ ℜ〈sinh−1 rVθ∂θu, ∂ru〉
= −ℜ〈sinh−1 r(∂θVθ)∂ru, u〉+ 2ℜ〈sinh−1 rVθ∂θu, ∂ru〉. (5.37)
This will lead to part cancellation of all the terms with low index (a) in
dE
dr − 2λ〈P˜ u,Dru〉. Since L0 is self-adjoint, we have
〈L0∂ru, u〉 + 〈L0u, ∂ru〉 − 2ℜ〈L0u, ∂ru〉 = 0. (5.38)
This will lead to part cancellation of all the terms with low index (c). By
(5.38), (5.37) it is easy to see all the terms with low index (d) appear-
ing in dEdr − 2λ〈P˜ u,Dru〉 cancel. And by ℜ〈Vr∂ru, ∂ru〉 = 0 (Vr is skew-
symmetric), the (b) term in K + K¯ vanishes. Therefore, by (5.38), (5.37)
and comparing the terms according to their low indexes we conclude
dE
dr
= 2λ〈P˜ u,Dru〉 − 2λ−2(cosh r)(sinh−3 r)〈Λθu, u〉 (5.39)
− λ−2〈(∂rL0)u, u〉 − λ−2ℜ〈∂r(Vθ sinh−1 r)∂θu, u〉
− λ−2ℜ〈(∂θVθ) sinh−1 r∂ru, u〉 − 1
2
λ−2 coth r〈u, u〉 (5.40)
Since Λθ is positive, we define Λ
1
2
θ by 〈Λ
1
2
θ u,Λ
1
2
θ u〉 = 〈∂θu, ∂θu〉+cosh2 r〈u, u〉.
Then by Lemma 4.2 and the fact that the supports ofVθ,r, Ur,θ are away from
zero and noticing that the non-positive last term in (5.40) can be absorbed
to the second term on RHS of (5.39), one obtains
dE
dr
≥ 1
2
λ−2(cosh r)(sinh−3 r)〈Λ
1
2
θ u,Λ
1
2
θ u〉
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− C(δ)λ−2‖ψαu‖2L2(X) − C(δ)λ−1‖ψαDru‖2L2(X) − 2λN(r), (5.41)
where N(r) =
∣∣〈P˜ u,Dru〉∣∣. Therefore,
E(r) = −
∫ ∞
r
d
dr˜
E(r˜)dr˜
≤ C(δ)λ−1‖ψαDru‖2L2(X) + C(δ)λ−2‖ψαu‖2L2(X) + 2λ
∫ ∞
0
N(r)dr.
(5.42)
And by integration by parts on [0, 2π], one has the last term in (5.33) is
equal to
λ−2ℜ〈u sinh−1 r∂θVθ, u〉, (5.43)
which can be absorbed to the 〈u, u〉 term in (5.32) if λ is sufficiently large
depending on δ. And it is easy to see for λ sufficiently large the term
−λ−2〈L0u, u〉 can also be absorbed into 〈u, u〉. Hence, for λ sufficiently
large E(r) defined by (5.32) has the following bound
−E(r) ≤ 1
2
λ−2(sinh−2 r)〈Λ
1
2
θ u,Λ
1
2
θ u〉. (5.44)
Multiplying (5.41) with ψα cosh
−1 r sinh r, by integration by parts we deduce∫ ∞
0
ψα cosh
−1 r sinh rE′(r)dr = −
∫ ∞
0
d
dr
(ψα cosh
−1 r sinh r)E(r)dr.
(5.45)
Since ddr (ψα cosh
−1 r sinh r) < cαψα with a universal constant c > 0, then
(5.45) shows∫ ∞
0
ψα cosh
−1 r sinh rE′(r)dr . α
∫ ∞
0
ψα|E(r)|dr. (5.46)
Meanwhile (5.42) and (5.44) imply∫ ∞
0
ψα|E(r)|dr ≤ C(δ, α)λ−1‖ψαDru‖2L2(X) + C(δ, α)λ−2‖ψαu‖2L2(X)
+ 2C(α)λ
∫ ∞
0
N(r)dr +
1
2
λ−2‖ψ
1
2
α (sinh
−1 r)∂θu‖2L2(X).
(5.47)
Therefore by (5.47), (5.46) and (5.41), we obtain
1
2
λ−2‖ψ
1
2
α (sinh
−1 r)∂θu‖2L2(X)
≤ cαλ−2‖ψ
1
2
α (sinh
−1 r)∂θu‖2L2(X) + C(δ, α)λ−2‖ψαu‖2L2(X)
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+ C(δ, α)λ−1‖ψαDru‖2L2(X) + 2C(α)λ
∫ ∞
0
N(r)dr.
Let 0 < α≪ 1 be fixed say α = 1/100. Then we conclude
λ−2‖ψ
1
2
α (sinh
−1 r)∂θu‖2L2(X)
≤ C(δ, α)λ−2‖ψαu‖2L2(X) + C(δ, α)λ−1‖ψαDru‖2L2(X) + 2C(α)λ
∫ ∞
0
N(r)dr.
(5.48)
Meanwhile, since ‖L0‖L∞ is bounded (V vanishes near zero) , one has by
(5.33) that when λ≫ 1∫ ∞
0
ψα(r)E(r)dr ≥ ‖ψ
1
2
αDru‖2L(X) +
1
2
‖ψ
1
2
αu‖2L(X)
− 2λ−2‖ψ
1
2
α sinh
−1 rΛ
1
2
θ u‖2L2(X). (5.49)
Combing (5.48), (5.47) with (5.49), we arrive at
‖ψ
1
2
αu‖2L2(X) + ‖ψ
1
2
αDru‖2L2(X) + ‖ψ
1
2
α sinh
−1 rΛ
1
2
θ u‖2L2(X)
≤ C(δ, α)λ−1‖ψ
1
2
αDru‖2L2(X) +C(δ, α)λ−2‖ψ
1
2
αu‖2L2(X)
+ C(α)λ
∫ ∞
0
N(r)dr. (5.50)
Define P = P˜ + iǫλ−2 = P − λ−2L1, M∗ = |〈Pu,Dru〉|, and M(r) =
|〈Pu,Dru〉|. By Lemma 4.2 and the support of V, we see
λ
∫ ∞
0
M∗(r)dr ≤ C(δ)λ−1‖ψ
1
2
αu‖2L2(X) + C(δ)λ−2‖ψ
1
2
αDru‖2L2(X)
+ µ−1λ2‖ψ−
1
2
α Pu‖2L2(X) + µ‖ψ
1
2
αDru‖2L2(X). (5.51)
Now we are ready to show (5.30) is a corollary of the following Claim: when
λ≫ 1
ǫλ−2‖u‖2L2(X) ≤
∫ ∞
0
|〈Pu, u〉|dr +C(δ)λ−2‖ψ
1
2
αu‖2L2(X) (5.52)
‖Dru‖2L2(X) ≤ 2
∫ ∞
0
|〈Pu, u〉|dr + 4‖u‖2L2(X) (5.53)
In fact, inserting (5.52), (5.53) and (5.51) to the inequality
N(r) ≤M∗(r) + λ−1ǫ(‖u‖2L2(X) + ‖Dru‖2L2(X)),
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one immediately obtains that the RHS of (5.50) is bounded by
C(δ, α)λ−1‖ψ
1
2
αDru‖2L2(X) + C(δ, α)λ−2‖ψ
1
2
αu‖2L2(X)
+ C(α)µ−1λ2‖ψ
1
2
αPu‖2L2(X) + µ‖ψ
1
2
αu‖2L2(X). (5.54)
Let 0 < α ≪ 1 first be determined, then take 0 < µ ≪ 1, and finally let
λ≫ 1 depending on the size of C(δ, α). Then (5.54) can be absorbed by the
left of (5.50) and thus giving (5.30) with C independent of δ.
Hence it remains to verify (5.52) and (5.53). Consider
∫∞
0 ℜ〈Pu, u〉dr,
then (5.53) follows easily by integration by parts and the L∞ bounds of ∂rVr
and Vθ implied by Lemma 4.2 (recall that V vanishes near zero). Applying
integration by parts and Lemma 4.2, we also have (5.52) by considering∫∞
0 ℑ〈Pu, u〉dr,.
We also need the gradient resolvent estimates for H1.
Lemma 5.6. Let 0 < α≪ 1 be fixed and let δ > 0. If λ0 > 0 is sufficiently
large depending on α, δ, then for all λ > λ0, ǫ ∈ [0, 1], it holds that
‖ψ
1
2
α∇RH1(
1
4
+ λ2 ± iǫ)ψ
1
2
α‖L2→L2 ≤ C, (5.55)
where C is independent of δ, ǫ.
Proof. As before we only prove the positive sign ∇RH1(14 + λ2 + iǫ). (5.54)
and (5.50) yield
‖ψ
1
2
α (sinh
−1 r)∂θu‖L2(X) + ‖ψ
1
2
α (coth r)u‖L2(X)
+ ‖ψ
1
2
αu‖L2(X) + ‖ψ
1
2
αDru‖L2(X)
. λ‖ψ
1
2
αPu‖L2(X).
Recall u = sinh
1
2 rf , X = R+ × [0, 2π]. Dr = iλ−1∂r, Dθ = iλ−1∂θ, P =
λ−2 sinh
1
2 r(H1 − 14 − λ2 + iǫ) sinh−
1
2 r, then one has
λ‖ψ
1
2
αPu‖L2(X) = λ−1‖ψ
1
2
α (H1 − 1
4
− λ2 + iǫ)f‖L2(H2)
‖ψ
1
2
α sinh
−1 rDθu‖L2(X) = λ−1‖ψ
1
2
α (r)∇θf‖L2(H2),
where with abuse of notation we denote ∇θf = ∂θfdθ, ∇rf = ∂rfdr. Thus
we have
‖ψ
1
2
α (r)∇θf‖L2(H2) + ‖ψ
1
2
αf‖L2(H2) ≤ ‖ψ
1
2
α (H1 − 1
4
− λ2 + iǫ)f‖L2(H2).
(5.56)
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By direct calculations, one has
‖λ−1ψ
1
2
α∂rf‖L2(H2) . ‖ψ
1
2
αDru‖L2(X) + λ−1‖ψ
1
2
α (sinh
− 1
2 r) cosh rf‖L2(X).
(5.57)
Split X into XI = [1,∞)× [0, 2π] and XII = (0, 1]× [0, 2π]. Then it is easily
seen that
‖ψ
1
2
α (sinh
− 1
2 r) cosh rψ
1
2
αf‖L2(XI) ≤ C‖ψ
1
2
αf‖L2(H2).
Meanwhile we have
‖ψ
1
2
α (sinh
− 1
2 r) cosh rψ
1
2
αf‖L2(XII ) . ‖ψ
1
2
α (sinh
−1 r) cosh rψ
1
2
αu‖L2(XII ).
(5.58)
Thus by (5.56), (5.58) and (5.57), we conclude
‖ψ
1
2
αf‖L2(H2) + ‖ψ
1
2
α∇f‖L2(H2) . ‖ψ−
1
2
α (−∆− 1
4
− λ2 ± iǫ)f‖L2(H2). (5.59)
Now we transform the resolvent estimates for the long range part H1 to
the full Schro¨dinger operator H by viewing the short range part as a ψ
1
2
αL∞
perturbation for H1.
Lemma 5.7. Let 0 < α≪ 1 be fixed and let δ > 0. If λ0 > 0 is sufficiently
large depending on α, δ, then for all λ > λ0, ǫ ∈ [0, 1], it holds that∥∥∥∥ραRH(14 + λ2 ± iǫ)ρα
∥∥∥∥
L2→L2
≤ Cλ−1, (5.60)∥∥∥∥ρα∇RH(14 + λ2 ± iǫ)ρα
∥∥∥∥
L2→L2
≤ C, (5.61)
where C is independent of ǫ, λ.
Proof. We only consider the positive sign. Recall the definitions of far and
near electric/magnetic potentials in (5.27). Denote z = 14 + λ
2+ iǫ. We aim
to use the formal identity
RH(z) = RH1(z)(I + (V
near +Xnear)RH1)
−1. (5.62)
Hence we first show for λ > λ0(δ),
‖ρ−α(V near +Xnear)RH1ρα‖L2→L2 ≤ o(1). (5.63)
where o(1) denotes a quantity which tends to zero as δ → 0. By the identity,
RH1(z) = R0 −R0(V far +Xfar)RH1(z), (5.64)
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Denote Anear = (1− χ(x))A, then by Lemma 3.6,
‖(ρ−α(V near +Xnear)R0ρα‖L2→L2
≤ ‖ρ−αψ−
1
2
α V
near‖L∞‖ψ
1
2
αR0ρ
α‖L2→L2
+ ‖ρ−α|Anear|ψ−
1
2
α ‖L∞‖ψ
1
2
α∇R0ρα‖L2→L2
≤ Cδ 12 (1−α),
where we used Lemma 4.2 and the inequality ψ−1α (r) ≤ r1−α in the supports
of V near, Anear which are contained in {x : d(x, 0) ≤ δ} in the last line. The
same arguments show
‖ρ−α(V near +Xnear)R0ρα‖L2→L2 ≤ Cδ
1
2
(1−α).
Again due to Lemma 3.6, one has∥∥ρ−αXnearR0(Xfar)RH1(z)ρα∥∥L2→L2
≤ ‖ρ−αψ−
1
2
α Anear‖L∞‖ψ
1
2
α∇R0ρα‖L2→L2‖ρ−αAfar‖L∞‖ρα∇RH1(z)ρα‖L2→L2
≤ Cδ 12 , (5.65)
where we applied Lemma 5.6 in the last line. Hence (5.63) follows by (5.64)
and similar arguments as (5.65). Thus by first choosing 0 < δ ≪ 1, then
letting λ≫ 1, we have
‖ρ−α(V near +Xnear)RH1ρα‖L2→L2 ≤
1
2
.
We remark that this is possible because the constant C in Lemma 5.5 and
Lemma 5.6 is independent of δ. Therefore (5.62) makes sense and we have
‖ραRH(z)ρα‖L2→L2 ≤ 2‖ραRH1(z)ρα‖L2→L2 ≤ Cλ−1
‖ρα∇RH(z)ρα‖L2→L2 ≤ 2‖ρα∇RH1(z)ρα‖L2→L2 ≤ C.
5.4 Assemble Resolvent Estimates in All Frequencies
Lemma 5.2, Lemma 5.4 and Lemma 5.7 give the desired resolvent estimates
for H.
Lemma 5.8. Let H be defined in Lemma 2.6 with e being the Coulomb
gauge. The limit lim
z→0,ℑz>0
(
H − 14 − λ2 ± z
)−1
exists strongly in L2x. And if
we denote
RH(λ
2 ± i0) = lim
z→0,ℑz>0
(
H − 1
4
− λ2 ± z
)−1
, (5.66)
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then we have
‖ραRH(λ2 ± i0)ρα‖L2→L2 ≤ Cmin(1, λ−1). (5.67)
Proof. Lemma 5.4 shows R0(λ
2 ± i0)(I +WR0(λ2 ± i0))−1 makes sense in
L2x for any λ > 0. Thus for ℑz > 0 with ℑz < δ∗, we can pass the identity
(H − 1
4
− λ2 ± z)−1 = R0(λ2 + 1
4
± z)(I +WR0(λ2 + 1
4
± z))−1 (5.68)
to the following by Lemma 3.4
RH(λ
2 ± i0) = R0(λ2 ± i0)(I +WR0(λ2 ± i0))−1.
Moreover the estimates of (5.68) can be transformed to RH(λ
2 ± i0). Thus
Lemma 5.2, Lemma 5.4 and Lemma 5.7 yield (5.67).
Proposition 5.2. The operator
√
H satisfies the resolvent estimates,
‖ρα(
√
H − z)−1ρα‖L2→L2 ≤ C, (5.69)
where C is independent of z ∈ C\R. As a corollary the Kato smoothing
effect holds
‖ραe±it
√
Hf‖L2t,x . ‖f‖L2x , (5.70)
Proof. The original idea is due to [13]. Since we have the identity for z ≥ 0
(
√
H − z)−1 = (
√
H + z)−1 + 2z(H − z2)−1, (5.71)
and z ∈ (−∞, 0) belongs to the resolvent of √H, by Lemma 5.8, Lemma 3.4
and Phragme´n-Lindelo¨f theorem, it suffices to prove (5.69) for z ∈ R.
Case 1. Let z ≤ 0. Proposition 4.1 shows
‖(
√
H − z)f‖2L2x = ‖
√
Hf‖2L2x − 2ℜz〈f,
√
Hf〉 ≥ ‖
√
Hf‖2L2x ≥ 〈f,Hf〉
≥ C‖f‖L2x.
Thus we have
‖(
√
H + z)−1f‖2L2x . ‖f‖L2x ,
from which
‖ρα(
√
H − z)−1ραf‖L2x ≤ C‖f‖L2x (5.72)
Case 2. Let z < 0. Then (5.69) follows by (5.71), Lemma 5.8 and (5.72).
Then applying Kato’s theorem (see Theorem 5.1) gives (5.70).
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6 Smoothing effects for Heat Semigroup and Strichartz
Estimates
6.1 Heat Semigroup Generated by the Magnetic Schro¨dinger
Operator
Let 0 < δ < δ2 < δ1 <
1
4 be given constant to be determined.
In this section, we shall consider the Lp-Lp estimates and smoothing
effects for the heat semigroup e−tH .
Lemma 6.1. Let H be defined in Lemma 2.6. Then for any p ∈ (1,∞) and
some 0 < δ1 ≪ 1, we have
‖e−tHf‖Lpx ≤ e−δ1t‖f‖Lpx . (6.1)
Proof. Denote e−tHf(x) = u(t, x). Considering the tangent vector field ue
defined by ue = u1e1 + u2e2, one deduces by the proof in Proposition 3.1
that
∂t|ue|2 −∆|ue|2 + 2|∇(ue)|2 ≤ 0,
which further yields
∂t|ue| −∆|ue| ≤ 0.
Thus by maximum principle,
|ue|(t, x) ≤ et∆|f(x)|.
Then (6.1) follows by (8.11).
Lemma 6.2. Let H be defined in Lemma 2.6. Then for λ = −δ2 + iη with
0 < δ2 < δ1 <
1
4 , η ∈ R, p ∈ (1,∞) we have
‖(−H − λ)−1f‖Lpx ≤ C‖f‖Lpx , (6.2)
where C is independent of η.
Proof. Assume that f ∈ L2∩Lp, by standard theories of semigroups of linear
operators, for λ > 0
(−H − λ)−1f =
∫ ∞
0
e−λte−tHfdt. (6.3)
Let E(λ) be the RHS of (6.3) with λ slightly enlarged to O = {λ ∈ C : ℜλ >
−δ2}, i.e.
E(λ) =
∫ ∞
0
e−λte−tHdt, λ ∈ O. (6.4)
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First we verify (6.4) converges in the uniform operator topology in L(Lp;Lp)
for λ ∈ O. In fact, Lemma 6.1 shows∫ ∞
0
∥∥∥e−λte−tH∥∥∥
Lpx→Lpx
dt ≤
∫ ∞
0
e−δ1t+δ2tdt. (6.5)
Since E(λ) is analytic with respect to λ ∈ O, (6.3) shows (−H − λ)−1 coin-
cides with E(λ) when λ ∈ O. Thus (6.5) implies (6.2).
Lemma 6.3. Let H be defined in Lemma 2.6. Then for any p ∈ (1,∞),
t > 0, we have
‖He−tHf‖Lpx ≤ Cǫt−1−ǫe−δ3t‖f‖Lpx , (6.6)
for some δ3 > 0 and any ǫ ∈ (0, 1).
Proof. By standard theories of semigroups of linear operators (e.g. [Theorem
7.7,[51]]), for any f ∈ Lp ∩ L2, t > 0,
e−tHf =
1
2πi
∫
Γ
eλt(−H − λ)−1fdλ, (6.7)
where Γ is any curve lying in the resolvent set which connects ∞eiϑ and
−∞eiϑ with π2 < ϑ < π. And the convergence of the integrand in (6.7) is in
the L2 norm.
Let curve Γ be made up of three components: Γ1 := {−a+ iℵa : a ∈ (δ2,∞]}Γ2 := {−δ2 + iℵη : η ∈ [−δ2, δ2]}Γ3 := {−a− iℵa : a ∈ [δ2,∞]}.
The constant ℵ > 0 will be chosen to be sufficiently large later. Let arg(z)
denote the argument of a complex number z ∈ C in the range of (−π, π).
Given λ ∈ Γ1, by definition there exists λa ∈ [δ2,∞) such that λ =
−λa+ iℵλa. If δ2 ≤ λa ≤ 14 , then it is easy to check 0 < arg(λ+ 14) ≤ π2 and
0 ≤ cot (arg(λ+ 14)) < 2ℵδ2 . Hence by choosing ℵ > 100kδ−12 for sufficiently
large k ∈ N+, one obtains | cos (12arg(λ+ 14)) − √22 | < 8ℵδ2 . Thus we get if
ℵ > 100kδ−12 , λ ∈ Γ1 and −14 ≤ ℜλ ≤ −δ2, then the number σ ∈ C in the
half regime {σ ∈ C : ℜσ ≥ 0} which solves σ2 − 14 = λ, must satisfy
ℜσ ≥ 1
4
|λ+ 1
4
| 12 ≥ 1
4
√
ℑλ = 1
4
√
ℵλa ≥ 1
4
√
ℵδ2 ≥ 10k−1. (6.8)
Similarly, if ℵ > 100kδ−12 , λ ∈ Γ1 with λ = −λa + iℵλa, and λa > 14 , then
one has π2 < arg(λ+
1
4 ) < π and
0 < cot
(
π − arg(λ+ 1
4
)
)
<
2
ℵδ2 .
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Thus | cos 12
(
π − arg(λ+ 14)
) − √22 | < 8ℵδ2 . Since the number σ in the half
regime {σ ∈ C : ℜσ ≥ 0} solving σ2 − 14 = λ must satisfy
argσ =
π
2
− 1
2
(
π − arg(λ+ 1
4
)
)
,
we deduce that if ℵ > 100kδ−12 , λ ∈ Γ1 and ℜλ ≤ −14 , then ℜσ ≥ 10k−1.
Therefore, we conclude for λ ∈ Γ1 the number σ in {σ ∈ C : ℜσ ≥ 0}
solving σ2 − 14 = λ satisfies
ℜσ ≥ 10k−1, and arg(σ) ≈ π
4
. (6.9)
provided that ℵ > 100kδ−12 and k ∈ N+ is sufficiently large. So letting k ≫ 1,
σ satisfies the conditions in Lemma 9.2( the constant c in Lemma 9.2 now
can be chosen as
√
2
4 .) And then we have for λ ∈ Γ1 and r = 2, p,
‖(−H − λ)−1f‖Lrx ≤ C|σ|−2+ǫ‖f‖Lrx ,
where λ = σ2 − 14 , provided ℵ > 100kδ−12 , k ≫ 1. Since for λ ∈ Γ1,
|λ| ∼ℵ |σ|2, we conclude
‖(−H − λ)−1f‖Lrx ≤ Cmin(1, |λ|−1+ǫ)‖f‖Lrx , (6.10)
for ℵδ2 ≫ 1 and any ǫ ∈ (0, 1).
The same arguments show for λ ∈ Γ3, r = 2, p and any ǫ ∈ (0, 1)
‖(−H − λ)−1f‖Lrx ≤ Cmin(1, |λ|−1+ǫ)‖f‖Lrx . (6.11)
Lemma 6.2 shows for λ ∈ Γ2 and r = 2, p,
‖(−H − λ)−1f‖Lrx ≤ C‖f‖Lrx . (6.12)
Thus (6.7) holds in L2 ∩ Lp by using (6.10), (6.11), (6.12) and noticing
|eλt| < e−tµ|λ| (6.13)
for µ = 1√
1+ℵ2 and λ ∈ Γ1 ∪ Γ3.
Moreover, by (6.7) we have
He−tHf =
1
2πi
∫
Γ
eλtH(−H − λ)−1fdλ
= − 1
2πi
∫
Γ
eλtfdλ−
∫
Γ
eλtλ(−H − λ)−1fdλ. (6.14)
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Combining (6.10), (6.11) and (6.12), we have by (6.14)
‖He−tHf‖Lrx .
( ∫ ∞
c(ℵ,δ2)
e−µtτdτ +
∫ ∞
c(ℵ,δ2)
e−µtτ τ ǫdτ + e−ctℵ2)‖f‖Lrx
(6.15)
Hence we arrive at
‖He−tHf‖Lpx . t−1−ǫe−tδ3‖f‖Lpx ,
for some δ3 > 0, thus giving (6.6).
Proposition 6.1. For s ∈ (0, 2), p ∈ (1,∞), we have
‖(−∆) s2 f‖Lpx . ‖H
s
2 f‖Lpx + ‖f‖Lpx (6.16)
‖H s2 f‖Lpx . ‖(−∆)
s
2 f‖Lpx + ‖f‖Lpx . (6.17)
Proof. By Lemma 6.1, eδ1te−tH , whose infinitesimal generator is δ1 − H,
is a C0 semigroup of contractions in L
p. Thus Lumer-Phillips theorem or
[Corollary 3.6 of [51]] shows {λ : ℜλ > 0} ⊂ ρ(δ1−H). And for ℜλ > −12δ1,
‖(−H − λ)−1‖Lp→Lp ≤ (ℜλ+ δ1)−1. (6.18)
Due to Balakrishnan formula we deduce for s ∈ (0, 2) (see [Lemma 5.2, [45]]
for the proof)
H
s
2 = (−∆) s2 + c(s)
∫ ∞
0
λ
s
2 (λ−∆+W )−1W (λ−∆)−1dλ. (6.19)
By (6.19), it is obviously that for (6.16) and (6.17), it suffices to prove∫ ∞
0
λ
s
2 ‖(λ−∆+W )−1W (λ−∆)−1‖Lp→Lpdλ ≤ C.
Case 1. 0 ≤ s < 1. In this case we consider s ∈ [0, 1). Let λ = −14+σ2,
Lemma 3.7 and (6.18) give∫ ∞
0
λ
s
2‖(λ+H)−1W (λ−∆)−1‖Lp→Lpdλ ≤ Cδ1
∫ ∞
1
2
σs−2dσ . 1,
provided s ∈ [0, 1), thus yielding (6.16), (6.17) in Case 1.
Case 2. s = 1. In this case we consider s = 1. Let λ = −14 + σ2,
Lemma 3.7 and (6.18) show∫ ∞
0
λ
1
2‖(λ+H)−1W (λ−∆)−1‖Lp→Lpdλ . Cδ1‖V ‖L∞x
∫ ∞
1
2
σ−2dσ (6.20)
+
∫ ∞
1
2
‖X(σ2 − 1
4
−∆)−1‖Lp→Lpdσ. (6.21)
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by recalling W := V + X with X denoting the magnetic part. Thus it
suffices to deal with the magnetic part (6.21). By the boundedness of Riesz
transform we see
‖X(σ2 − 1
4
−∆)−1f‖Lp . ‖(−∆)
1
2 (σ2 − 1
4
−∆)−1f‖Lp
= ‖(σ2 − 1
4
−∆)−1(−∆) 12 f‖Lp
. min(1, |σ|−2)‖(−∆) 12 f‖Lp ,
where in the last line we used Lemma 3.7. Thus (6.21), (6.19) further give
‖H 12 f‖Lp . ‖(−∆)
1
2 f‖Lp + ‖f‖Lp ,
which proves (6.17) in Case 2. To prove (6.16), recalling that (6.20), (6.21),
(6.19) imply
‖(−∆) 12 f‖Lp . ‖H
1
2 f‖Lp + ‖f‖Lp +
∫ ∞
1
2
‖X(σ2 − 1
4
−∆)−1f‖Lpdσ.
(6.22)
Divide (6.22) into σ ∈ [12 ,K1) and σ ∈ [K1,∞), and apply (9.4) of Lemma
9.1 to σ ∈ [12 ,K1) and (9.3) of Lemma 9.1 to σ ∈ [K1,∞):
|(6.22)| .
∫ K1
1
2
σ
1
2 ‖f‖Lpdσ +
∫ ∞
K1
σ−2‖(−∆) 12 f‖Lpdσ
. C(K1)‖f‖Lpdσ + (K1)−1‖(−∆)
1
2 f‖Lp .
where we used again the boundedness of Riesz transform in the first line.
Therefore, we conclude
‖(−∆) 12 f‖Lp . ‖H
1
2 f‖Lp + ‖f‖Lp + (K1)−1‖(−∆)
1
2 f‖Lp , (6.23)
which gives (6.16) by letting K1 ≫ 1 and absorbing the (−∆) 12 f on the RHS
of (6.23) to the left.
Case 3. s ∈ (1, 2). As before, (6.19), (6.18) and (9.3) of Lemma 9.1
show
‖(−∆) s2 f‖Lp . ‖H
s
2 f‖Lp + ‖f‖Lp +
∫ ∞
K1
σs−3‖(−∆) 12 f‖Lp
. ‖H s2 f‖Lp + ‖f‖Lp + (K1)s−2‖(−∆)
1
2 f‖Lp , (6.24)
provided s ∈ (1, 2). Since on H2 there holds ‖(−∆) 12 f‖Lp . ‖(−∆) s2 f‖Lp
for s > 1, we further have by (6.24)
‖(−∆) s2 f‖Lp . ‖H
s
2 f‖Lp + ‖f‖Lp + (K1)s−2‖(−∆)
s
2 f‖Lp , (6.25)
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which gives
‖(−∆) s2 f‖Lp . ‖H
s
2 f‖Lp + ‖f‖Lp , (6.26)
provided K1 is sufficiently large. Thus (6.16) has been proved. The same
arguments give (6.17) which is the inverse direction of (6.16).
Proposition 6.2. Let H be defined in Lemma 2.6. Then for any p ∈ (1,∞),
s ∈ [0, 2), and any ǫ ∈ (0, 1), t > 0, we have for some δ > 0
‖(−∆) s2 e−tHf‖Lpx ≤ Ct−s(1+ǫ)e−δt‖f‖Lpx . (6.27)
Proof. By Lemma 6.1, e−tH is a C0 semigroup of contractions in Lp. Thus
again by Lumer-Phillips theorem or Corollary 3.6 of [51], {λ : ℜλ > 0} ⊂
ρ(−H), and for such λ, (6.18) holds. And thus by Balakrishnan formula (see
for instance in the proof of [Theorem 6.10[51]]), we have
‖H s2 f‖Lpx ≤ ‖f‖
1− s
2
Lpx
‖Hf‖
s
2
Lpx
. (6.28)
Hence by Lemma 6.3 and Lemma 6.1,
‖H s2 e−tHf‖Lpx . e−δ3tt−
s(1+ǫ)
2 ‖f‖Lpx (6.29)
‖e−tHf‖Lpx . e−δ1t‖f‖Lpx . (6.30)
Therefore (6.16), (6.30), (6.29) give for s ∈ [0, 2)
‖(−∆) s2 e−tHf‖Lpx ≤ Ce−δtt−
s(1+ǫ)
2 ‖f‖Lpx ,
for some δ > 0.
When p = 2, Proposition 6.2 can be refined to be the following.
Proposition 6.3. Let H be defined in Lemma 2.6 with e being the Coulomb
gauge. Then for any s ∈ [0, 2], t > 0, we have
‖H s2 e−tHf‖L2x . t−se−δt‖f‖L2x (6.31)
‖(−∆) s2 f‖L2x . ‖H
s
2 f‖L2x (6.32)
‖H s2 f‖L2x . ‖(−∆)
s
2 f‖L2x . (6.33)
Proof. We first prove (6.32) and (6.33). When s = 2, By (5.1) and Sobolev
embedding,
4‖Hu‖L2x‖∇u‖L2x ≥ ‖Hu‖L2x‖u‖L2x ≥ 〈Hu, u〉 ≥ 〈∇u,∇u〉 ≥
1
4
‖u‖2L2x .
Then we have
‖u‖L2x + ‖∇u‖L2x . ‖Hu‖L2x .
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Hence one obtains by |A| ≤ C and triangle inequality that
‖∆u‖L2x . ‖Hu‖L2x + ‖∇u‖L2x . ‖Hu‖L2x
‖Hu‖L2x . ‖∆u‖L2x + ‖∇u‖L2x . ‖∆u‖L2x ,
from which (6.32) and (6.33) follow. (6.31) follows by the same arguments
as Proposition 6.2 with the following improved resolvent estimates in L2x:
‖(−H − z)−1‖L2→L2 ≤ dist(z, Line), (6.34)
where Line := {x ∈ R : x ≤ −14}. Indeed (6.34) implies the additional ǫ
in (6.10), (6.11) can be removed. And thus the additional ǫ in (6.14) is not
needed and one gets
‖He−tHf‖L2x . t−1e−δ3t‖f‖L2x .
Then (6.31) follows by interpolation.
In addition, we need an almost equivalence lemma for H
1
2 and (−∆) 12 in
ρ−αL2.
Lemma 6.4. Let 0 < α ≪ ̺. Let H be defined in Lemma 2.6 with e being
the Coulomb gauge. For 0 < δ4 ≪ 1, λ > 14 − δ4, (I + ρ−αW (−∆+ λ)−1ρα)
is invertible in L2x and analytic with respect to λ in any compact set of
{λ : λ > 14 − δ4}.
Proof. Assume I+ρ−αW (−∆+λ)−1ρα is not invertible, then by Fredholm’s
alternative, there exists f ∈ L2x such that
f + ρ−αW (−∆+ λ)−1ραf = 0.
Let (−∆+ λ)−1ραf = g, then by Lemma 3.6 with (3.7) shows
g ∈ Lr for r ∈ (2, 6), ∇g ∈ ρ−αL2x. (6.35)
Moreover, we have
−∆g + λg +Wg = 0. (6.36)
By (6.35), potentials in W decay exponentially in H2, and Ho¨lder, it is
easy to check Wg ∈ L2x. Thus (6.36) shows −∆g + (σ2 − 14)g ∈ L2 and
consequently we have g ∈ L2 due to σ(−∆) ⊂ [14 ,∞). Again by (6.36), g is
an eigenfunction of −∆+W with eigenvalue 14 − λ, which contradicts with
Proposition 4.1. The analyticity of (I + ρ−αW (−∆+ λ)−1ρα)−1 claimed in
our lemma follows by the fact 14 − λ lies in the resolvent set of −∆ when
λ > 14 − δ4.
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Lemma 6.5. Let H be defined in Lemma 2.6 with e being the Coulomb
gauge. We have
‖∇f‖ρ−αL2x . ‖H
1
2 f‖ρ−αL2x + ‖f‖ρ−αL2x (6.37)
‖∇f‖ρ−αL2x . ‖(−∆)
1
2 f‖ρ−αL2x (6.38)
‖(−∆) 12 f‖ρ−αL2x . ‖H
1
2 f‖ρ−αL2x + ‖f‖ρ−αL2x . (6.39)
Proof. (6.38) has been proved in [45]. Since (6.37) is a corollary of (6.38)
and (6.39), it suffices to prove (6.39). By (6.19), it suffices to estimate∫ ∞
0
λ
1
2 ‖(λ−∆+W )−1W (λ−∆)−1f‖ρ−αL2dλ. (6.40)
For any fixed K2 > 0, by the formal identity
(λ+H)−1 = (−∆+ λ)−1(I +W (−∆+ λ)−1)−1, (6.41)
Lemma 6.4 implies for λ ∈ (0,K2)
‖ρα(λ+H)−1W (λ−∆)−1f‖L2
≤ ‖ρα(−∆+ λ)−1ρα‖L2→L2‖(I + ρ−αW (−∆+ λ)−1ρα)−1‖L2→L2‖ραW (λ−∆)−1f‖L2
≤ C(K2)‖ρα(−∆+ λ)−1ρα‖L2→L2‖ραW (λ−∆)−1f‖L2 .
Then Lemma 3.7 shows the low and mediate frequency part of the RHS of
(6.40) is bounded by∫ K2
0
λ
s
2 ‖(λ−∆+W )−1W (λ−∆)−1f‖ρ−αL2dλ
. C(K2)
∫ K2
0
λ
1
2 min(1, λ−
3
2 )dλ‖f‖ρ−αL2 . (6.42)
For the high frequency part of the RHS of (6.40), i.e. λ ∈ (K2,∞) with
K2 ≫ 1, Lemma 3.7 and Neumann series argument show (6.41) makes sense
in ρ−αL2 and
‖ρα(λ+H)−1ραf‖L2 ≤ 2‖ρα(−∆+ λ)−1ρα‖L2→L2‖f‖L2
≤ λ−1‖f‖L2 .
Thus we arrive at
‖ρα(λ+H)−1W (λ−∆)−1f‖L2
. λ−1C(W )
(‖ρα∇(−∆+ λ)−1f‖L2→L2 + ‖ρα(−∆+ λ)−1f‖L2)
. λ−2C(W )‖f‖ρ−αL2 + λ−1C(W )‖ρα∇(−∆+ λ)−1f‖L2 ,
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where we denoted
C(W ) := ‖ρ−2αA‖L∞ + ‖ρ−2αV ‖L∞ ,
and we applied Lemma 3.7 in the last inequality. By the boundedness of
∇(−∆)− 12 in the weighted space ρ−αL2 (see Lemma 4.6 of [45] ) we obtain
‖ρα∇(−∆+ λ)−1f‖L2 . ‖ρα(−∆)
1
2 (−∆+ λ)−1f‖L2
= ‖ρα(−∆+ λ)−1(−∆) 12 f‖L2
. λ−1‖(−∆) 12 f‖ρ−αL2
where we applied Lemma 3.7 in the last line. Hence the high frequency part
of the RHS of (6.40) is bounded by
C(
∫ ∞
K2
λ−
3
2 dλ)
(
‖f‖ρ−αL2 + ‖(−∆)
1
2 f‖ρ−αL2
)
. (6.43)
Then (6.42), (6.43) with (6.19) imply that
‖(−∆) 12 f‖ρ−αL2 . ‖H
1
2 f‖ρ−αL2 + C(K2)
∫ K2
0
λ
1
2 min(1, λ−
3
2 )dλ‖f‖ρ−αL2
+ (K2)
− 1
2‖(−∆) 12 f‖ρ−αL2 .
Letting K2 ≫ 1 we obtain (6.39) by absorbing the ‖(−∆) 12 f‖ρ−αL2 on the
RHS to the left.
6.2 Non-endpoint and endpoint Strichartz estimates
Theorem 5.2 and Remark 5.5 of Anker, Pierfelice [2] obtained the Strichartz
estimates for linear wave/Klein-Gordon equation.
The author’s companion paper [Theorem 1.1, [45]] proved an abstract
theorem which says the non-endpoint plus endpoint Strichartz estimates
and the weighted Strichartz estimates are corollaries of the Kato smoothing
effects, i.e.,
Theorem 6.1. Let r(x) = d(x, o) be the geodesic distance between x and
origin point o. Recall ρ(x) = e−r(x). Let H = −∆+W be defined above and
0 < σ ≪ α≪ 1. If H satisfies
‖H 12 f‖L2 . ‖(−∆)
1
2 f‖L2 + ‖f‖L2
‖(−∆) 12 f‖L2 . ‖H
1
2 f‖L2 + ‖f‖L2
‖ρα∇f‖L2 . ‖ραH
1
2 f‖L2 + ‖ραf‖L2 ,
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and the Kato smoothing effect
‖ραe±it
√
Hf‖L2t,x . ‖f‖L2x ,
then we have the weighted Strichartz estimates for the magnetic wave equa-
tion: If u solves the equation{
∂2t u−∆u+Wu = F
u(0, x) = u0, ∂tu(0, x) = u1
then it holds for any p ∈ (2, 6)∥∥∥D 12u∥∥∥
L2tL
p
x
+ ‖ρα∇f‖L2tL2x + ‖∂tu‖L∞t L2x + ‖∇u‖L∞t L2x
. ‖∇u0‖L2 + ‖u1‖L2 + ‖F‖L1tL2x .
Then by Proposition 6.3, Proposition 5.2, Lemma 6.5, we have
Proposition 6.4. Let H = −∆+W be defined above and 0 < σ ≤ α ≪ 1
with the frame e on Q∗TN fixed by choosing Coulomb gauge. Then we have
the weighted Strichartz estimates for the magnetic wave equation: If u solves
the equation {
∂2t u−∆u+Wu = F
u(0, x) = u0, ∂tu(0, x) = u1
then it holds for any p ∈ (2, 6)∥∥∥D 12u∥∥∥
L2tL
p
x
+ ‖ρσ∇f‖L2tL2x + ‖∂tu‖L∞t L2x + ‖∇u‖L∞t L2x
. ‖∇u0‖L2 + ‖u1‖L2 + ‖F‖L1tL2x .
7 The proof of Theorem 1.1.
7.1 Bootstrap of the heat tension filed
Suppose that the initial data (u0, u1) satisfies
‖(du0, u1)‖L∞t L2x([0,T ]×H2) + ‖(∇du0,∇u1)‖L∞t L2x([0,T ]×H2) ≤M0. (7.1)
Lemma 8.2 shows that
‖φs(0, 0, x)‖L2x ≤ µ1C(R0)C(M0). (7.2)
We will prove Theorem 1.1 by bootstrap. In this section we always
fix the frame {ei}2i=1 in Proposition 2.2 to be the Coulomb gauge.
We stop for a while to clarify the notations of connection coefficients
used before. According to Proposition 4.2, choosing the Coulomb gauge for
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Q∗TN , we denote the operator Schro¨dinger operator H as
H := −∆− 2hijAi∂j − hijAiAj − hij(φ̂i ∧ ·)φ̂j ,
Moreover, the connection coefficient matrices and differential fields can be
decomposed into{
Ai = Ai +Aquai , Aquai :=
∫∞
s φi(s
′) ∧ φs(s′)ds′
φi = φ̂i(x) +
∫∞
s ∂sφids
′, φquai :=
∫∞
s ∂sφids
′.
(7.3)
And Proposition 4.2 implies
‖A‖L∞x + ‖∇A‖L∞x ≤ C(M0). (7.4)
We fix the constants µ1, ε1, ̺, σ,M1 to be
0 < µ1 ≪ ε1 ≪ e−(C(M1)+10), 0 < σ ≪ ̺≪ 1, M0 ≪ C(M1), (7.5)
where the constant C(M1) is the one in Proposition 2.1 and grows at most
polynomially as M1 →∞.
Let L > 0 be sufficiently large say L = 1010. For any given constant
a > 0, define ω : R+ → R+ by
ωa(s) =
{
sa when 0 ≤ s ≤ 1
sL when s ≥ 1
The main result of this section is the following proposition.
Proposition 7.1. Assume that T is the maximal time of T ∈ [0, T∗) such
that for any 2 < p < 6 + 2γ with 0 < γ ≪ 1,
‖du‖L∞t L2x([0,T ]×H2) + ‖∇du‖L∞t L2x([0,T ]×H2) ≤M1
(7.6)
‖∇∂tu‖L∞t L2x([0,T ]×H2) + ‖∂tu‖L∞t L2x([0,T ]×H2) + ‖∂tu‖L2tLpx([0,T ]×H2)
+
∥∥∥D 14φt(0, t, x)∥∥∥
L2tL
p
x([0,T ]×H2)
≤ ε1
(7.7)∥∥∥ω 1
2
D−
1
2∂tφs
∥∥∥
L∞s L
2
tL
p
x
+
∥∥∥ω 1
2
∂tφs
∥∥∥
L∞s L
∞
t L
2
x
≤ ε1
(7.8)∥∥∥ω 1
2
∇φs
∥∥∥
L∞s L
∞
t L
2
x
+ ‖φs‖L∞s L∞t L2x +
∥∥∥ω 1
2
D
1
2φs
∥∥∥
L∞s L
2
tL
p
x
≤ ε1.
(7.9)
Then all for T < T we have∥∥∥ω 1
2
D−
1
2 ∂tφs
∥∥∥
L∞s L
2
tL
p
x([0,T ]×H2)
+
∥∥∥ω 1
2
D
1
2φs
∥∥∥
L2tL
p
x([0,T ]×H2)
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+
∥∥∥ω 1
2
∂tφs
∥∥∥
L∞s L
∞
t L
2
x([0,T ]×H2)
+
∥∥∥ω 1
2
∇φs
∥∥∥
L∞s L
∞
t L
2
x([0,T ]×H2)
≤ ε21C(M1).
(7.10)
and there holds
‖du‖L∞t L2x([0,T ]×H2) + ‖∇du‖L∞t L2x([0,T ]×H2) ≤ CM0 (7.11)
‖∂tu‖L∞t L2x([0,T ]×H2) + ‖∇∂tu‖L∞t L2x([0,T ]×H2) . C(M1)ε
2
1 (7.12)∥∥∥D 14φt∥∥∥
L2tL
p
x([0,T ]×H2)
. C(M1)ε
2
1. (7.13)
The proof of Proposition 7.1 will be divided into several lemmas and
propositions. (7.10) will be proved in Proposition 7.2. (7.11)-(7.13) will be
proved in Lemma 7.10.
Proposition 2.1 has given us the long time and short time behaviors of
|∇kdu˜| along the heat flow. The bounds of |∇k∂su˜| in Proposition 2.1 shall
be improved by using (7.8) and (7.9).
Lemma 7.1. Assume (7.6) to (7.9) hold, then there exists δ > 0 such that
it holds uniformly for (s, t) ∈ R+ × [0, T ] that
eδs‖φt,s‖L2x + s
1
2 eδs‖φs‖L∞x + s
1
2 eδs‖φt‖L∞x . ε1 (7.14)
‖A‖L∞x .M0 +C(M1)ε1 (7.15)
‖At‖L∞x + ‖At‖L∞t L∞x . ε1 (7.16)
s
1
2 eδs‖∇∂su˜‖L2x + seδs‖∇∂su˜‖L∞x . ε1 (7.17)
‖
√
hiiφquai ‖L∞x . C(M1)ε1e−δs log s (7.18)
ω 1
2
‖∇t∂su˜‖L2x + ω1‖∇t∂su˜‖L∞x . ε1 (7.19)
ω 1
2
‖∇∂tu˜‖L2x + ω1‖∇t∂su˜‖L∞x . ε1 (7.20)
sβ1eδs
(
‖
√
hii∂tAi(s)‖L∞t L∞x + ‖hii∂iA
qua
i (s)‖L∞t L∞x
)
. C(M1)ε1 (7.21)
1s≥1eδs
(
‖hii∂iAquai (s)‖L∞t L∞x + ‖
√
hiiAquai (s)‖L∞t L∞x
)
. C(M1)ε1 (7.22)
(s
1
2 1s≤1 + 1s≥1)‖∇2du˜‖L∞t L2x + (s1s≤1 + 1s≥1)‖∇2du˜‖L∞t,x . C(M1) (7.23)
with β1 being any constant in (0, 1).
Proof. Since ∂su˜ satisfies (∂s−∆)|∂su˜| ≤ 0, by maximum principle and (8.9),
we deduce
‖∂su˜‖L2x ≤ e−
s
4‖∂su˜(0, t, x)‖L2x .
Meanwhile (8.10) and maximum principle show
‖∂su˜‖L∞x ≤ s−
1
2 e−
s
4‖∂su˜(0, t, x)‖L2x .
Similarly the same results hold for |∂tu˜| since we also have (∂s−∆)|∂tu˜| ≤ 0.
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Thus (7.14) follows by (7.9), (7.7). (7.15) follows by (7.14) and (7.4). And
(7.16) follows by Lemma 2.5 and (7.14).
For s ≥ 1, Proposition 2.1 and (7.6) imply
‖∇du˜‖2L∞x + ‖du˜‖2L∞x ≤ C(M1).
Then (10.2) and (7.14) show
∂s|∇∂su˜|2 −∆|∇∂su˜|2
≤ |∇∂su˜|2(C(M1) + 3) + C(M1)3e−2δsǫ21 + C(M1)4e−2δǫ21.
Fix any s1 ≥ 1, let
f(s) = |∇∂su˜|2e
∫ s
s1
(C(M1)+3)ds′ +
(
C(M1)
4 + C(M1)
3
)
δ−1e−2δsǫ21,
then f satisfies for s ∈ (s1,∞)
(∂s −∆)f(s) ≤ 0.
Hence Lemma 10.1 gives
f(x, s) .
∫ s+1
s
∫
B(x,1)
f(τ)dvolhdτ ≤ C(M1)‖∇∂su˜‖2L2x + C(M1)ǫ
2
1.
Since |∇∂su˜| ≤ |∇φs|+
√
hii|Ai||φs|, (7.17) follows by (7.8) and (7.16).
By (10.1) and (10.3), the same arguments yield (7.19) and (7.20) respec-
tively. (7.18) follows by |
√
hii∂iφs| ≤ |
√
hiiAiφs|+ |∇∂su˜| and (7.16).
Finally, by (7.3),
|
√
hii∂tAi(s)| ≤
∫ ∞
s
√
hii|∇t∂su˜ ∧ ∂iu˜|ds′ +
∫ ∞
s
√
hii|∇t∂iu˜ ∧ ∂su˜|ds′
+
√
hii|AtAi| (7.24)
|hii∂iAquai (s)| ≤
∫ ∞
s
hii|∇i∂su˜ ∧ ∂iu˜|ds′ +
∫ ∞
s
hii|∇i∂iu˜ ∧ ∂su˜|ds′
+ |hiiAquai ||Ai|. (7.25)
then (7.22) follows by (7.24), (7.25), (7.14)-(7.20).
Since |du˜| satisfies |du˜| ≤ eCses∆|du|, then by ‖du˜‖L2x + ‖∇du˜‖L2x .
C(M1) (see Proposition 2.1), Lemma 8.4 and Sobolev embedding, we obtain
that for s ∈ [0, 1]
‖du˜‖L∞x . s−β1C(M1)
for any β1 ∈ (0, 1). Thus (7.21) follows by (7.24), (7.25), (7.14)-(7.20).
By integration by parts, one has
‖∇2du˜‖2L2x ≤ ‖∇τ(u˜)‖
2
L2x
+ ‖∇du˜‖2L2x‖du˜‖
2
L∞x
+ ‖du˜‖6L6x .
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Thus by τ(u˜) = ∂su˜, (7.17) and Proposition 2.1, the L
2
x part in (7.23) follows.
The short time L∞x part in (7.23) follows by applying maximum principle
and smoothing effect of et∆ to (10.4) with the help of the previously ob-
tained bounds for ‖∇2du˜‖L∞t L2x . The large time L∞x part in (7.23) follows by
applying Lemma 10.1 and the bound ‖∇2du˜‖L∞t L2x to (10.4), see the proof
of (7.17) above.
Direct calculations give
Lemma 7.2. Assume (7.6) to (7.9) hold. Then we have for the coordinates
in (2.10)
‖
√
hpp∂p
(
hii∂iA
qua
i − hiiΓkiiAquak
)
‖L∞x . s−
1
2 e−δsC(M1)ε1 +
∫ ∞
s
|du˜||∇2∂su˜|ds′.
(7.26)
√
hpphii|∂pφquai | . C(M1)
∫ ∞
s
|∇2φs|+ |∇φs|ds′
(7.27)
We turn to improve the bounds of high order differential fields.
Lemma 7.3. Assume that (7.6) to (7.9) hold, then
ω1(s)‖∇2φs‖L∞t L2x . C(M1)ε1 (7.28)
ω1(s)‖∇2∂su˜‖L∞t L2x . C(M1)ε1 (7.29)
ω 3
2
(s)‖∇2∂su˜‖L∞t,x . C(M1)ε1 (7.30)
ω 3
2
(s)‖∇2φs‖L∞x . C(M1)ε1 (7.31)
‖
√
hiihpp∇pφquai ‖L∞x . C(M1)ε1min(s−
1
2 , s−L+1). (7.32)
Proof. Integration by parts gives
‖∇2φs‖L2x . ‖∆φs‖L2x + ‖∇φs‖2L2x .
For (7.28), due to (7.14)-(7.17) and |∇φs| ≤ |∇∂su˜|+
√
hii|Aiφs|, it suffices
to prove
ω1(s)‖∆φs‖L∞t L2x ≤ C(M1)ε1.
By Duhamel principle one deduces from the heat equation of φs that
φs = e
− s
2
Hφs(
s
2
) +
∫ s
s
2
e−H(s−τ)G(τ)dτ, (7.33)
where G denotes the inhomogeneous part, i.e.,
G = 2hiiAquai ∂iφs + h
ii(∂iA
qua
i )φs − hiiΓkiiAquak φs + hiiAquai Aquai φs
+ hiiAiAquai φs + hiiAquai Aiφs + hii(φs ∧ φquai )φquai
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+ hii(φs ∧ φ̂i)φquai + hii(φs ∧ φquai )φ̂i.
Applying H to (7.33) we get by Proposition 6.3
‖Hφs‖L2x ≤ s−1e−
s
8 ‖φs(s
2
)‖L2x +
∫ s
s
2
(s− τ)− 12 e− s−τ4 ‖H 12G(τ)‖L2xdτ, (7.34)
Then the homogeneous term in (7.34) is acceptable by Lemma 7.1. Again
due to Proposition 6.3, we deduce
‖H 12G(τ)‖L2x . ‖∇G(τ)‖L2x . (7.35)
Denote the one order derivative term in G by G1 , 2hiiA
qua
i ∂iφs. And
G2 , hii(∂iA
qua
i )φs − hiiΓkiiAquak φs. The remainder terms in G are denoted
by G3 , G−G1 −G2. By Lemma 7.2 and (7.22),
‖∇G1(τ)‖L2x . ‖
√
hiiAquai ‖L∞x ‖∇2φs‖L2x +
( ∫ ∞
τ
‖∇φs‖L∞x ‖
√
hiiφi‖L∞x ds′
)‖∇φs‖L2x
+
( ∫ ∞
τ
‖φs‖L∞x ‖
√
hiihpp∂pφi‖L∞x ds′
)‖∇φs‖L2x (7.36)
‖∇G2(τ)‖L2x . C(M1)ε1τ−
1
2 e−δτ‖∇φs‖L2x +
( ∫ ∞
τ
‖∇2∂su˜‖L2x‖du˜‖L∞x ds′
)‖φs‖L∞x
(7.37)
We get from Lemma 7.2 and Lemma 7.1 that the G3 term is bounded by
‖∇G3(τ)‖L2x . τ−
1
2 e−δτM21 ε
2
1‖φs‖L2x + e−δτM21 ε21‖∇φs‖L2x + ε21e−δτ (log τ)2‖∇φs‖L2x
+ ε21τ
− 1
2 e−δτ log τ
∫ ∞
τ
‖∇2φs‖L2xds′ (7.38)
Using the inequality∫ ∞
τ
‖∇2φs‖L2xds′ . ‖ω1(s)∇2φs‖L∞s L2x min(log τ, τ−L+1) (7.39)
|∇2∂su˜| . |∇2φs|+ hii|Ai||∂iφs|+
√
hpphii|∂pAi||φs| (7.40)
we conclude by Lemma 7.1 and (7.34)-(7.38) that
‖ω1(s)Hφs‖L∞s L2x . ε1 + C(M1)ε1‖ω1(s)Hφs‖L∞s L2x ,
thus finishing the proof of (7.28).
(7.29) follows from (7.28), Lemma 7.1 and (7.40). Then the large time
part of (7.30) follows from (7.29) and Lemma 7.1 by applying Lemma 10.1
to (10.5). The short time part of (7.30) follows by (7.29) and applying
smoothing effect of et∆ to (10.5). And due to (7.40), (7.31) follows by (7.30)
and Lemma 7.1.
Finally, (7.32) follows by (7.40), (7.27) and Lemma 7.1.
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The following three lemmas give the bounds for φt.
Lemma 7.4. Assume that (7.6) to (7.9) hold, then for q ∈ (2, 6 + 2γ]
‖φt(s)‖L∞s L2tLqx . C(M1)ε1 (7.41)∥∥∥D 14φt(s)∥∥∥
L∞s L
2
tL
q
x
. C(M1)ε1 (7.42)∥∥∥sLD 14φt(s)∥∥∥
Ls[1,∞)L2tLqx
. C(M1)ε1 (7.43)
Proof. (7.41) follows by the same arguments of [Lemma 7.2[46]]. It suffices
to prove (7.42) and (7.43). The differential filed φt satisfies
(∂s −∆)φt = 2hiiAi∂iφt + hiiAiAiφt + hii∂iAiφt − hiiΓkiiAkφt + hii(φt ∧ φi)φi.
Separating the Hφt part away from the nonlinearity terms yields
(∂s +H)φt = 2h
iiAquai ∂iφt + h
iiAquai Aiφt + hiiAiAquai φt ++hiiAquai Aquai φt
+ hii(∂iA
qua
i − ΓkiiAquak )φt + hii(φt ∧ φ̂i)φquai + hii(φt ∧ φquai )φ̂i
+ hii(φt ∧ φquai )φquai . (7.44)
Denote the right hand side of (7.44) as G. And denote the one order deriva-
tive term of φt by G1, i.e., G1 = 2hiiAquai ∂iφt. The other zero order terms
are denoted by G2. Applying H 18 to (7.44), by Proposition 6.2 we have
‖H 18φt‖L2tLqx . ‖H
1
8φt(0, t, x)‖L2tLqx +
∫ s
0
(s− τ)− 18−ǫe−δ(s−τ)‖G2(τ)‖L2tLqxdτ
+
∫ s
0
‖e−(s−τ)HH 18G1(τ)‖L2tLqxdτ (7.45)
Lemma 7.1 and (7.7) show
‖G2(τ)‖L2tLqx . C(M1)ε
2
1min(τ
− 1
2 , τ−L+1) (7.46)
By Proposition 6.2, the G1 term in (7.45) is bounded by
‖e−(s−τ)HH 18G1(τ)‖L2tLqx
. ‖e−(s−τ)HH 18hii∂i(Aquai φt)‖L2tLqx + ‖e
−(s−τ)HH
1
8hii(∂iA
qua
i )φt‖L2tLqx .
(7.47)
The second term in (7.47) has appeared in G2. By (6.29), (6.30) and Propo-
sition 6.2, one has for any ǫ ∈ (0, 1)
‖e−(s−τ)HH 18hii∂i(Aquai φt)‖Lqx
. ‖e−(s−τ)HH 18H 12H− 12 (−∆) 12 (−∆)− 12hii∂i(Aquai φt)‖Lqx
. (s− τ)− 58−ǫe−δ(s−τ)‖(−∆)− 12hii∂i(Aquai φt)‖Lqx
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. (s− τ)− 58−ǫe−δ(s−τ)‖
√
hii(Aquai φt)‖Lqx (7.48)
where we use the boundedness of Riesz transform in the last line. Hence
Lemma 7.1, (7.6)-(7.9), (7.45)-(7.48) give
‖H 18φt‖L2tLqx . C(M1)ε1. (7.49)
Then (7.42) follows from (7.49) and (7.8). Similar arguments yield (7.43).
Lemma 7.5. Assume that (7.6) to (7.9) hold, then for any ǫ ∈ (0, 1), φt
satisfies for q ∈ (2, 6 + 2γ] with 0 < γ ≪ 1∥∥∥ω 3
8
+ǫ(s)∇φt(s)
∥∥∥
L∞s L
2
tL
q
x
. ε1 (7.50)
Proof. Applying H
1
2 to (7.44), Duhamel principle gives
‖H 12φt‖Lqx . ‖H
1
2 e−
s
2
Hφt(
s
2
)‖Lqx +
∫ s
s
2
2∑
j=1
‖H 12 e−(s−τ)HGj(τ)‖Lqxdτ (7.51)
Proposition 6.2 gives the bound for the first term in (7.51)
ω 3
8
+ǫ(s)‖H
1
2 e−
s
2
Hφt(
s
2
)‖Lqx . ‖H
1
8φt(
s
2
)‖Lqx ,
which combined with (7.91), (6.29), (6.30) implies
ω 3
8
+ǫ(s)‖H
1
2 e−
s
2
Hφt(
s
2
)‖L2tLqx . C(M1)ε1. (7.52)
The second term in (7.51) is bounded by∫ s
s
2
2∑
j=1
‖H 12 e−(s−τ)HGj(τ)‖L2tLqxdτ
. C(M1)ε1
∫ s
s
2
e−δ(s−τ)(s− τ)− 12−ǫ‖∇φt(τ)‖L2tLqxdτ
+ C(M1)ε1
∫ s
s
2
e−δ(s−τ)(s− τ)− 12−ǫ(τ− 12 + 1)τ−Ldτ. (7.53)
Thus (7.53), (7.52) and (7.51) yield
‖ω 3
8
+ǫ(s)H
1
2φt‖L∞s L2tLqx . C(M1)ε1‖ω 38+ǫ(s)H
1
2φt‖L∞s L2tLqx + C(M1)ε1.
(7.54)
Hence (7.50) follows by (7.54) and (6.29), (6.30).
Lemma 7.6. Assume (7.6) to (7.9) hold, then φt satisfies for q ∈ (2, 6+2γ]
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with 0 < γ ≪ 1 and any ǫ ∈ (0, 1)∥∥∥ω 7
8
+ǫ(s)∇2φt(s)
∥∥∥
L∞s L
2
tL
q
x
. ε1. (7.55)
Proof. Applying H to (7.44), Duhamel principle gives
‖Hφt‖Lqx . ‖He−
s
2
Hφt(
s
2
)‖Lqx +
∫ s
s
2
2∑
j=1
‖He−(s−τ)HGj(τ)‖Lqxdτ. (7.56)
(6.29), (6.30) and Proposition 6.2 yield
‖He−(s−τ)HGj(τ)‖Lqx . ‖H
1
2 e−(s−τ)HH
1
2Gj(τ)‖Lqx
. (s− τ)− 12−ǫe−δ(s−τ)‖H 12Gj(τ)‖Lqx
. (s− τ)− 12−ǫe−δ(s−τ)(‖∇Gj(τ)‖Lqx + ‖Gj(τ)‖Lqx). (7.57)
First we deal with the G1 term. By the explicit formula of Γikj and hij in
(2.9), we have
|∇(hiiAquai ∂iφt)| .
2∑
p=1
√
hpp|∂p(hiiAquai ∂iφt)|
.
2∑
p=1
√
hpp|hiiAquai ∂p∂iφt|+
√
hpp|∂p(hiiAquai )∂iφt|
.
√
hiiAquai |∇2(φt)|+
√
hii
√
hpp|∂pAquai ||∇φt|+
√
hii|Aquai ||∇φt|
Thus Lemma 7.1 shows that the G1 term in (7.57) is bounded by∫ s
s
2
‖He−(s−τ)HG1(τ)‖Lqxdτ
.
∫ s
s
2
(s− τ)− 12−ǫe−δ(s−τ)(‖√hiiAquai ∇2(φt)‖Lqx)dτ
+
∫ s
s
2
min(τ−β1 , τL)‖∇φt‖Lqxdτ, (7.58)
where β1 is any sufficiently small constant in (0, 1). Thus by Lemma 3.8 and
Sobolev embedding, for q < r, 1 + 1r − 1q > 34 and 1m + 1r = 1q we have
‖
√
hiiAquai ∇2(φt)‖Lqx . ‖∇2(φt)‖Lrx‖
√
hiiAquai ‖Lmx
. C(M1)ε1‖∆φt‖Lqx . (7.59)
Then by the trivial inequality
‖∆f‖Lqx . ‖Hf‖Lqx + ‖∇f‖Lqx + ‖f‖Lqx (7.60)
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and Lemma 7.1, (7.59) implies
‖
√
hiiAquai ∇2(φt)‖Lqx . C(M1)ε1
(‖Hφt‖Lqx + ‖∇φt‖Lqx + ‖φt‖Lqx). (7.61)
Therefore, (7.50), (7.61) and (7.58) give the acceptable bound for G1,∫ s
s
2
‖He−(s−τ)HG1(τ)‖Lqxdτ
. C(M1)ε1
∫ s
s
2
(s− τ)− 12−ǫe−δ(s−τ)(‖Hφt‖Lqx + ‖φt‖Lqx + ‖∇φt‖Lqx)dτ + C(M1)ε1.
(7.62)
For the G2 term, we first consider the tougher term G21 , hii∂iAquai φt −
hiiΓkiiA
qua
k φt. Lemma 7.2, Lemma 7.1 and the explicit formula of Γ
i
kj and
hij in (2.9) give for any β1 ∈ (0, 1)
|∇G21| . C(M1)ε1
(
min(τ−
1
2
−β1 , τ−L)|φt|+min(log τ, τ−L)|∇φt|
)
. (7.63)
We denote the remainder terms in G2 by G22, then Lemma 7.1 and Lemma
7.3 show
|∇G22(τ)| . C(M1)ε1
(
min(τ−
1
2 , τ−L)|φt|+min(log τ, τ−L)|∇φt|
)
. (7.64)
Hence (7.63), (7.64) give
ω 7
8
+ǫ(s)
∫ s
s
2
‖He−(s−τ)HG2(τ)‖L2tLqxdτ . C(M1)ε1‖ω 38+ǫ(s)∇φt‖L∞s L2tLqx + ‖ω0(s)φt‖L∞s L2tLqx .
(7.65)
Combining (7.62), (7.65), (7.57) with (7.50), we infer from (7.42) that
‖ω 7
8
+ǫ(s)Hφt‖L∞s L2tLqx . C(M1)ε1‖ω 78+ǫ(s)Hφt‖L∞s L2tLqx + C(M1)ε1.
Therefore, we get (7.55) from (7.50), (7.42) and (6.29), (6.30).
We consider the high order derivatives of φs.
Lemma 7.7. Assume that (7.6) to (7.9) hold, then for p ∈ (2, 6) and any
ǫ ∈ (0, 1),∥∥∥ω 3
4
+ǫ(s)‖∂tφs‖L2tLpx
∥∥∥
L∞s
+
∥∥∥ω 3
4
+ǫ(s)‖∇φs‖L2tLpx
∥∥∥
L∞s
. C(M1)ε1. (7.66)
Generally we have for θ ∈ [0, 12), θ1 ∈ [0, 34 ]∥∥∥ω 1
2
+θ1+ǫ
(s)(−∆)θ1D− 12 ∂tφs
∥∥∥
L∞s L
2
tL
p
x
+
∥∥∥ω 1
2
+θ+ǫ(s)(−∆)θD
1
2φs
∥∥∥
L∞s L
2
tL
p
x
≤ C(M1)ε1. (7.67)
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Proof. Step 1. We prove the desired estimates for φs in Step 1. First by
(6.29), (6.30) and (7.9), we note that (7.67) follows by∥∥∥ω 1
2
+θ+ǫH
θH
1
4φs
∥∥∥
L∞s L
2
tL
p
x
. C(M1)ε1. (7.68)
Step 1.1 It will be useful if we first obtain the following estimate∥∥∥ω 3
4
+ǫH
1
2φs
∥∥∥
L∞s L
2
tL
p
x
. C(M1)ε1. (7.69)
Applying H
1
2 to (7.33) by Proposition 6.2 we obtain for some δ > 0 and any
ǫ ∈ (0, 1)
‖H 12φs‖Lpx . s−
1
4
−ǫe−sδ‖H 14φs‖Lpx +
∫ s
s
2
‖e−H(t−τ)HG(τ)φs‖Lpxdτ. (7.70)
Split the G into the one order term G1 , 2hiiA
qua
i ∂iφs and the zero order
terms G2 , G−G1. Then for G2, Proposition 6.2 gives∫ s
s
2
‖e−H(t−τ)H 12G(τ)φs‖Lpxdτ .
∫ s
s
2
e−δ(s−τ)(s− τ)− 12−ǫ‖G2(τ)‖Lpxdτ.
Thus by (7.21), Proposition 6.2 and (6.17), we have
ω 3
4
+ǫ(s)
∫ s
s
2
‖e−H(t−τ)H 12G2(τ)‖L2tLpxdτ . C(M1)ε1‖ω 12φs‖L∞s L2tLpx . (7.71)
For the one order term G1, Proposition 6.2, Lemma 7.1 yield
ω 3
4
+ǫ(s)
∫ s
s
2
‖e−H(t−τ)H 12G1(τ)‖L2tLpxdτ . C(M1)ε1‖ω 34+ǫ∇φs‖L∞s L2tLpx .
(7.72)
Therefore, (7.70) to (7.72) give
‖ω 3
4
+ǫH
1
2φs‖L∞s L2tLpx . C(M1)ε1‖ω 34+ǫ∇φs‖L∞s L2tLpx + C(M1)ε1. (7.73)
Thus by (6.28) and (7.9), (7.73) we get (7.69) and
‖ω 3
4
+ǫ∇φs‖L∞s L2tLpx . C(M1)ε1. (7.74)
Step 1.2. In this step, we prove (7.68). Applying H to (7.33), by Proposi-
tion 6.2 we obtain
‖Hφs‖Lpx . s−
1
2
−ǫe−sδ‖H 12φs(s
2
)‖Lpx +
∫ s
s
2
e−δ(s−τ)(s − τ)− 12−ǫ‖H 12G(τ)‖Lpxdτ.
(7.75)
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The same arguments in the proof of (7.55) give
ω 5
4
+ǫ(s)
∫ s
s
2
e−δ(s−τ)(s− τ)− 12−ǫ‖∇G(τ)‖L2tLpx
. C(M1)ε1‖ω 5
4
+ǫ(s)∆φs(τ)‖L∞s L2tLpx +C(M1)ε1‖ω 34+ǫ(s)∇φs(τ)‖L∞s L2tLpx
+ C(M1)ε1‖ω 1
2
φs(τ)‖L∞s L2tLpx + C(M1)ε1. (7.76)
Thus we arrive at (7.68) from (7.75), (7.76), (7.74) and (7.9).
Step 2. In this step we prove the desired estimates in (7.67) for ∂tφs. The
proof is almost the same as Step 1 with the help of (7.21).
The estimates for the wave map tension filed are given below.
Lemma 7.8. Assume that (7.6) to (7.9) hold, then the wave map tension
field Z(s, t, x) satisfies ∥∥∥s− 12Z(s)∥∥∥
L∞s L
1
tL
2
x
. C(M1)ε
2
1 (7.77)
‖∇Z(s)‖L∞s L1tL2x . C(M1)ε
2
1 (7.78)∥∥∥s 12∆Z(s)∥∥∥
L∞s L
1
tL
2
x
. C(M1)ε
2
1 (7.79)∥∥∥ω 1
2
∂sZ(s)
∥∥∥
L∞s L
1
tL
2
x
. C(M1)ε
2
1. (7.80)
Proof. First we notice that Z(0, t, x) = 0 for all (t, x) in [0, T ∗) × H2. And
(2.34) shows
∂sZ +HZ = 2h
iiAquai ∂iZ + h
iiAquai AiZ + hiiAiAquai Z + hiiAquai Aquai Z
+ hii(∂iA
qua
i − ΓkiiAquak )Z + hii(Z ∧ φ̂i)φquai + hii(Z ∧ φquai )φ̂i
+ hii(Z ∧ φquai )φquai + 3hii(∂tu˜ ∧ ∂iu˜)∇t∂iu˜. (7.81)
Then Duhamel Principle gives
‖Z(s)‖L1tL2x .
3∑
j=1
∫ s
0
‖e−H(s−τ)G˜j(τ)‖L1tL2xdτ, (7.82)
where G˜1 denotes the one derivative term of Z, i.e., G˜1 = 2h
iiAquai ∂iZ,
G˜2 denotes the zero order derivative terms of Z, and G˜3 denotes 3h
ii(∂tu˜ ∧
∂iu˜)∇t∂iu˜. When s ∈ [0, 1], by Lemma 7.1, the G˜2 term in (7.82) is bounded
by
C(M1)ε1‖Z(s)s−
1
2 ‖L∞s [0,1]L1tL2x(s
3
2 + s+ s
1
2 ).
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By (7.50) and Lemma 7.1, the G˜3 term in (7.82) is bounded by∫ s
0
‖du˜‖L∞t L6x‖∇φt‖L2tL6x‖∂tu˜‖L2tL6xds
′ +
∫ s
0
‖du˜‖L∞t L6x‖
√
hiiAiφt‖L2tL6x‖∂tu˜‖L2tL6xds
′.
(7.83)
Thus (7.50) and Lemma 7.1 show that G˜3 in (7.82) is bounded by∫ s
0
‖G˜3‖L1tL2xdτ . s
5
8
−ǫC(M1)ε1. (7.84)
For the G˜1 term in (7.82), direct calculations show
‖e−(s−τ)HhiiAquai ∂iZ‖L2x
. ‖e−(s−τ)Hhii∂i(Aquai Z)‖L2x + ‖e−(s−τ)Hhii(∂iA
qua
i )Z‖L2x (7.85)
By Proposition 6.3 and the boundedness of Riesz transform, the first term
in (7.85) is bounded by
‖e−(s−τ)Hhii∂i(Aquai Z)‖L2x
. ‖e−(s−τ)HH 12H− 12 (−∆) 12 (−∆)− 12hii∂i(Aquai Z)‖L2x
. (s− τ)− 12 e−δ(s−τ)‖(−∆)− 12hii∂i(Aquai Z)‖L2x
. (s− τ)− 12 e−δ(s−τ)‖
√
hiiAquai Z‖L2x (7.86)
Thus by Lemma 7.1, (7.86) and the second term in (7.85) are bounded as
‖e−(s−τ)HhiiAquai ∂iZ‖L2x . C(M1)ε1(s− τ)−
1
2 e−δ(s−τ)‖Z‖L2x
+ C(M1)ε1τ
− 1
2 e−δ(s−τ)‖Z‖L2x . (7.87)
Therefore, (7.82), (7.84), (7.83), (7.87) give (7.77) for s ∈ (0, 1). Using the
exponential decay to s of {Aquai } and their one order derivatives in Lemma
7.1, one obtains (7.77) for s ∈ [1,∞) by the same arguments above.
For (7.78), applying H
1
2 to (7.81) we have
‖H 12Z(s)‖L1tL2x . ‖H
1
2 e−H(s−τ)Z(
s
2
)‖L1tL2x +
3∑
j=1
∫ s
s
2
‖H 12 e−H(s−τ)G˜j(τ)‖L1tL2xdτ.
And Proposition 6.3 and Lemma 7.1 give for s ∈ (0, 1)∫ s
s
2
‖H 12 e−H(s−τ)G˜1(τ)‖L1tL2xdτ . C(M1)ε1
∫ s
s
2
(s− τ)− 12‖∇Z(τ)‖L1tL2xdτ∫ s
s
2
‖H 12 e−H(s−τ)G˜2(τ)‖L1tL2xdτ .
∫ s
s
2
(s − τ)− 12 τ− 12 ‖Z(τ)‖L1tL2xdτ
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∫ s
s
2
‖H 12 e−H(s−τ)G˜3(τ)‖L1tL2xdτ . C(M1)ε1
∫ s
s
2
(s− τ)− 12 τ− 12dτ
Thus (7.78) follows from (7.77), (6.29) and (6.30) when s ∈ (0, 1). Similar
arguments give (7.78) for s ∈ [0,∞).
The rest is to prove (7.79). ApplyingH to (7.81), we have by Proposition
6.3 that
‖HZ‖L1tL2x . s
− 1
2 e−δ
s
2‖∇Z(s
2
)‖L1tL2x +
3∑
j=1
∫ s
s
2
(s− τ)− 12 e−δ(s−τ)‖∇G˜j(τ)‖L1tL2xdτ.
(7.88)
The same arguments as the proof of (7.55) with Proposition 6.3 give
2∑
j=1
ω 1
2
∫ s
s
2
(s− τ)− 12 e−δ(s−τ)‖∇G˜j(τ)‖L1tL2xdτ . C(M1)ε1‖ω 12∆Z‖L∞s L1tL2x +C(M1)ε1.
(7.89)
It remains to bound G˜3. Since ∇t∂iu˜ = ∇i∂tu˜, we have G˜3 = 3hii(φt ∧
φi)(∂iφt +Aiφt). Then the explicit formula for Γ
k
ij and h
jk yields
|∇G˜3(τ)| .
√
hpp
∣∣((∂phii)(φt ∧ φi) + hii(∂pφt) ∧ φi + hiiφt ∧ ∂pφi)(∂iφt +Aiφt)∣∣
+
√
hpp
∣∣hii(φt ∧ φi)∣∣ |∂p∂iφt + (∂pAi)φt +Ai∂pφt|
.
(|du||∇φt|+ |∇du||φt|+ |du||A||φt|)(|∇φt|+ |A||φt|)
+ |φt||du|(|∇2φt|+ |A||∇φt|+ |∇A||φt|+ |A||φt|)
By (7.55), (7.50) and Lemma 7.1, the G˜3 term in (7.88) is bounded by∫ s
s
2
‖He−H(s−τ)G˜3(τ)‖L1tL2x . C(M1)ε1
∫ s
s
2
(s− τ)− 12 e−δ(s−τ)τ− 78−ǫdτ,
when s ∈ [0, 1];∫ s
s
2
‖He−H(s−τ)G˜3(τ)‖L1tL2x . C(M1)ε1
∫ s
s
2
(s− τ)− 12 e−δ(s−τ)τ−Ldτ,
when s ∈ [1,∞).
This combined with (7.89), Proposition 6.3 yields (7.79). (7.80) follows by
(7.81), (7.79) and previously obtained bounds for ‖G˜i‖L1tL2x , i = 1, 2, 3.
Lemma 7.9. Assume that (7.6) to (7.9) hold, then for 0 < γ ≪ 1∥∥∥s− 12+ǫZ(s)∥∥∥
L∞s L
2
tL
3+γ
x
+
∥∥∥ω 1
2
Z(s)
∥∥∥
L∞s L
2
tL
3+γ
x
. C(M1)ε
2
1 (7.90)∥∥∥ω 1
2
∂tφt(s)
∥∥∥
L∞s L
2
tL
3+γ
x
. C(M1)ε
2
1 (7.91)
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‖∂tAt(s)‖L∞s L2tL3+γx . C(M1)ε
2
1 (7.92)
‖At(s)‖L∞s L1tL∞x . C(M1)ε
2
1 (7.93)
Proof. Applying Duhamel principle to (7.81), one obtains from Lemma 6.1
that
‖Z(s)‖L2tL3+γx ≤
3∑
j=1
∫ s
0
‖e−H(s−τ)G˜i‖L2tL3+γx dτ
.
3∑
j=1
∫ s
0
e−δ(s−τ)‖G˜j‖L2tL3+γx dτ. (7.94)
where {G˜i}3i=1 are defined below (7.82). Lemma 7.1 and Proposition 6.2 give∫ s
0
‖e−H(s−τ)G˜1‖L2tL3+γx dτ
.
∫ s
0
‖e−H(s−τ)H 12H− 12 (−∆) 12 (−∆)− 12 G˜1‖L2tL3+γx dτ
.
∫ s
0
(s− τ)− 12−ǫe−δ(s−τ)‖(−∆)− 12 G˜1‖L2tL3+γx dτ. (7.95)
Due to the explicit expressions for hij , we can write G˜1 = 2h
iiAquai ∂iZ in
the form G˜1 = 2
√
hii∂i(
√
hiiAquai Z) − 2(hii∂iAquai )Z. Then (7.95), Lemma
7.1 and the boundedness of Riesz transform yield∫ s
0
‖e−H(s−τ)G˜1‖L2tL3+γx dτ .
∫ s
0
C(M1)ε1(s− τ)−
1
2
−ǫ‖Z‖L2tL3+γx dτ. (7.96)
The G˜i, i = 2, 3 are bounded by Lemma 7.1, (7.50) and (7.91):∑
j=2,3
∫ s
0
‖e−H(s−τ)G˜j‖L2tL3+γx dτ . C(M1)ε1
∫ s
0
(s− τ)− 12−ǫ‖Z‖L2tL3+γx dτ
+ C(M1)ε1
∫ s
0
(s− τ)− 38−ǫdτ. (7.97)
Thus we obtain (7.90) from (7.96), (7.97). By Z = Dtφt − φs, we get
‖∂tφt(s)‖L2tL3+γx . ‖φs +Atφt + Z‖L2tL3+γx .
Hence, (7.91) when s ∈ [0, 1] follows from (7.50), (7.91) and (7.9). (7.91)
when s ≥ 1 follows by the same arguments with (7.94) replaced by
‖Z(s)‖L2tL3+γx . e
−δ s
2
∥∥∥Z(s
2
)
∥∥∥
L2tL
3+γ
x
+
3∑
j=1
∫ s
s
2
‖e−H(s−τ)G˜i‖L2tL3+γx dτ.
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(7.92) follows from (7.91), (7.50), (7.66) and
∂tAt =
∫ ∞
s
∂tφt ∧ φsds′ +
∫ ∞
s
φt ∧ ∂tφsds′.
(7.93) follows by Sobolev embedding, (7.50), (7.67).
The rest arguments are similar to [46] in the small energy case. We
present most details here to keep the completeness.
Proposition 7.2. Assume that (7.6)to (7.9) hold. Then we have for p ∈
(2, 6)∥∥∥ω 1
2
D−
1
2 ∂tφs
∥∥∥
L∞s L
2
tL
p
x([0,T ]×H2)
+
∥∥∥ω 1
2
D
1
2φs
∥∥∥
L2tL
p
x([0,T ]×H2)
+
∥∥∥ω 1
2
∂tφs
∥∥∥
L∞s L
∞
t L
2
x([0,T ]×H2)
+
∥∥∥ω 1
2
∇φs
∥∥∥
L∞s L
∞
t L
2
x([0,T ]×H2)
≤ ε21C(M1).
(7.98)
Proof. By Lemma 2.6 and Proposition 6.4, for any p ∈ (2, 6) there holds
ω 1
2
‖∂tφs‖L∞t L2x + ω 12 ‖∇φs‖L∞t L2x + ω 12
∥∥∥D 12φs∥∥∥
L2tL
p
x
+ ω 1
2
∥∥∥D− 12∂tφs∥∥∥
L2tL
p
x
+ ω 1
2
‖ρσ∇φs‖L2tL2x
. ω 1
2
‖∂tφs(0, s, x)‖L2x + ω 12‖∇φs(0, s, x)‖L2x + ω 12 ‖G‖L1tL2x . (7.99)
where G denotes the inhomogeneous term. The φs(0, s, x) term is bounded
by Proposition 2.1 and (7.15). In fact, we have
‖ω 1
2
∇t,xφs(0, s, x)‖L2x . ‖ω 12∇t,x∂sU‖L2x + ‖ω 12
√
hγγAγ∂sU‖L2x
. ‖(∇du0,∇du1)‖L2x×L2x +C(M1)‖∇du0‖L2x
.M0 +M
2
0 + C(M1)ε1M0.
where U(s, x) denotes the heat flow with initial data u0. The terms in (7.99)
involved with At can be deal with as follows∥∥∥ω 1
2
At∂tφs
∥∥∥
L1tL
2
x
. ‖At‖L1tL∞x
∥∥∥ω 1
2
∂tφs
∥∥∥
L∞t L
2
x∥∥∥ω 1
2
AtAtφs
∥∥∥
L1tL
2
x
. ‖At‖L1tL∞x ‖At‖L∞t L∞x
∥∥∥ω 1
2
φs
∥∥∥
L∞t L
2
x∥∥∥ω 1
2
∂tAtφs
∥∥∥
L1tL
2
x
. ‖∂tAt‖L2tL3+γx
∥∥∥ω 1
2
φs
∥∥∥
L2tL
a
x
,
where 1a+
1
3+γ =
1
2 , and a ∈ (2, 6). They are admissible by (7.6)-(7.9), (7.93)
and (7.92). The ∂tu˜ term in (7.99) is bounded by∥∥∥ω 1
2
(∂tu˜ ∧ ∂su˜)(∂tu˜)
∥∥∥
L1tL
2
x
. ‖∂tu˜‖L2tL6+2γx ‖∂tu˜‖L∞t L6+2γx
∥∥∥ω 1
2
φs
∥∥∥
L2tL
a
x
,
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where 1a +
1
3+γ =
1
2 , and a ∈ (2, 6). This is acceptable due to (7.6)-(7.9).
The ∂sZ term in (7.99) is bounded by (7.80). The A
qua
i terms in (7.99) need
more efforts to bound. We state the estimates for Aquai terms as a claim:
We claim that with the assumptions of Proposition 7.2, there holds
‖ω 1
2
hiiAquai ∂iφs‖L1tL2x . ε1ω 12 ‖ρ
σ∇φs‖L2tL2x + C(M1)ε
2
1 (7.100)
‖ω 1
2
φsh
iiAquai Ai‖L1tL2x . C(M1)ε
2
1 (7.101)
‖ω 1
2
φsh
iiAquai A
qua
i ‖L1tL2x . C(M1)ε
2
1 (7.102)
‖ω 1
2
φsh
ii∂iA
qua
i ‖L1tL2x . C(M1)ε
2
1 (7.103)
‖ω 1
2
φsh
iiΓkiiA
qua
k ‖L1tL2x . C(M1)ε
2
1. (7.104)
Step 1. Proof of (7.100) Recall φi = φ̂i +
∫∞
s ∂sφids
′, then
Aquai :=
∫ ∞
s
(φi ∧ φs)dκ =
∫ ∞
s
(∫ ∞
κ
∂sφi(τ)dτ + φ̂i
)
∧ φs(κ)dκ.
Inserting this expansion to the LHS of (7.100) we get∥∥∥ω 1
2
hiiAquai ∂iφs
∥∥∥
L1tL
2
x
.
∥∥∥∥ω 12 (hiiφ̂i ∧
∫ ∞
s
φs(κ)dκ
)
∂iφs
∥∥∥∥
L1tL
2
x
+
∥∥∥∥ω 12
(∫ ∞
s
φs(κ) ∧
(∫ ∞
κ
∂sφi(τ)dτ
)
dκ
)
hii∂iφs
∥∥∥∥
L1tL
2
x
:= F1 + F2
The F1 term is bounded by
F1 . ω 1
2
‖ρσ∇φs‖L2tL2x
∥∥∥∥∫ ∞
s
ρ−σ
√
hiiφ̂i ∧ φs(κ)dκ
∥∥∥∥
L2tL
∞
x
. ω 1
2
‖ρσ∇φs‖L2tL2x
∥∥∥ρ−σφ̂∥∥∥
L∞x
∫ ∞
s
‖φs(κ)‖L2tL∞x dκ
. ω 1
2
‖ρσ∇φs‖L2tL2x
∥∥∥ρ−σφ̂i∥∥∥
L∞x
∥∥∥ω 3
4
+ǫ(s)‖∇φs(s)‖L2tL4x
∥∥∥
L∞s
, (7.105)
where φ̂, which denotes φ̂idx
i, decays exponentially in spatial space and we
used the Sobolev embedding in the last line. Thus, by Lemma 7.7 we have
an acceptable bound:
F1 . C(M1)ε1ω 1
2
‖ρσ∇φs‖L2tL2x .
The F2 term is bounded by
F2 .
∥∥∥ω 1
2
∇φs
∥∥∥
L∞t L
2
x
∫ ∞
s
‖φs(κ)‖L2tL∞x
(∫ ∞
κ
‖∇φs(τ)‖L2tL∞x dτ
)
dκ.
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Moreover, by Sobolev embedding and Lemma 7.7, we obtain for ϑ ∈ (75 , 32)
‖∇φs(τ)‖L2tL∞x
.
(
ω 3
4
+ǫ‖∇φs(τ)‖L2tL5x
)1−ς(
ωϑ+ǫ
∥∥∥Dϑφs(τ)∥∥∥
L2tL
5
x
)ς(
ω 3
4
+ǫ
)−ς+1
(ωϑ+ǫ)
−ς ,
(7.106)
where ς = 25(ϑ−1) . Similarly, the Sobolev embedding ‖g‖L∞ . ‖D
1
2 g‖L5x
shows ∥∥∥ω 1
2
φs(τ)
∥∥∥
L2tL
∞
x
. ε1. (7.107)
Therefore choosing ϑ slightly above 75 , we conclude from (7.106) and (7.107)
that
F2 . ε
2
1
∥∥∥ω 1
2
∇φs
∥∥∥
L∞s L
∞
t L
2
x
. (7.108)
Lemma 7.7 together with (7.105), (7.108) gives (7.100).
Step 2. Proof of (7.101), (7.102) and (7.103) These three terms can
be bounded as [46], we do not repeat the arguments here to avoid overlap.
Lemma 7.7 and Proposition 7.2 yield
Proposition 7.3. Assume that the solution to (1.3) satisfies (7.6) to (7.7),
then for any p ∈ (2, 6), θ ∈ [0, 12), θ1 ∈ [0, 34 ]∥∥∥ω 1
2
∇φs
∥∥∥
L∞s L
∞
t L
2
x
+
∥∥∥ω 1
2
D
1
2φs
∥∥∥
L∞s L
2
tL
p
x
. C(M1)ε
2
1∥∥∥ω 1
2
+θ1+ǫ
(−∆)θ1D− 12 ∂tφs
∥∥∥
L∞s L
2
tL
p
x
+
∥∥∥ω 1
2
+θ+ǫ(−∆)θD
1
2φs
∥∥∥
L∞s L
2
tL
p
x
. C(M1)ε
2
1.
7.2 Close all the bootstrap
Lemma 7.10. Assume that the solution to (1.3) satisfies (7.6) and (7.7),
then for any p ∈ (2, 6 + 2γ]
‖du‖L∞t L2x([0,T ]×H2) + ‖∇du‖L∞t L2x([0,T ]×H2) ≤ CM0 (7.109)
‖∂tu‖L∞t L2x([0,T ]×H2) + ‖∇∂tu‖L∞t L2x([0,T ]×H2) . C(M1)ε
2
1 (7.110)∥∥∥D 14φt∥∥∥
L2tL
p
x([0,T ]×H2)
. C(M1)ε
2
1. (7.111)
Proof. Step 1. We prove (7.111) first. By Dsφt = Dtφs, As = 0, one has∥∥∥D 14φt(0, t, x)∥∥∥
L2tL
p
x
.
∥∥∥∥∫ ∞
0
∣∣∣D 14 ∂sφt∣∣∣ds∥∥∥∥
L2tL
p
x
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.
∥∥∥D 14 (∂tφs)∥∥∥
L1sL
2
tL
p
x
+
∥∥∥D 14 (Atφs)∥∥∥
L1sL
2
tL
p
x
. (7.112)
Step 2. We verify (7.109) in this step. (7.67) shows for ϑ ∈ (14 , 12), q ∈ (2, 6)∥∥∥Dϑ(∂tφs)∥∥∥
L1sL
2
tL
q
x
. C(M1)ε1. (7.113)
And by Sobolev embedding one has∥∥∥D 14 ∂tφs∥∥∥
L6+2γx
.
∥∥∥Dϑ∂tφs∥∥∥
L6−ηx
,
where ϑ2 − 18 = 16−β − 16+2γ , 0 < β ≪ 1, 0 < γ ≪ 1. Thus the first term in
(7.112) is acceptable by (7.113) and (7.50). For the second term in (7.112),
by Sobolev embedding∥∥∥D 14 (Atφs)∥∥∥
L1sL
2
tL
p
x
. ‖∇(Atφs)‖L1sL2tLpx
. ‖∇φs‖L1sL∞t L∞x ‖At‖L∞s L2tLpx + ‖∇At‖L1sL2tLpx ‖φs‖L∞s L∞t L∞x .
Meanwhile, we have
‖At‖L2tLpx ≤
∫ ∞
s
‖φt‖L2tLpx‖φs‖L∞t L∞x dτ
. C(M1)ε
2
1min(1, s
−L)
‖∇At‖L2tLpx .
∫ ∞
s
‖∇φt‖L2tLpx‖φs‖L∞t L∞x dτ
. C(M1)ε
2
1min(1, s
−L)
Thus (7.67) and Lemma 7.1 imply that the second term in (7.112) is also
acceptable, thus proving (7.111).
Step 3.1. We prove (7.110) in this step. Recalling φi(0, t, x) = φ̂i +∫∞
0 ∂sφids
′, and |du˜| ≤
√
hii|φi|, ‖
√
hiiφ̂i‖L2 ≤ ‖dQ‖L2 ≤ M0, it suffices
to show for all t ∈ [0, T ]∫ ∞
0
‖
√
hii∂sφi‖L2xdκ . C(M1)ε1.
which is acceptable by applying Proposition 7.3, Lemma 7.1 and |
√
hii∂sφi| .
|∇φs|+
√
hii|Ai||φs|. Hence, we get
‖du‖L2x ≤M0.
Step 3.2. Recalling the evolution equation of φs in the heat flow direction,
φs = h
klDkφl − hklΓpklφp
∂sφs = h
klDkDlφs − hklΓpklDpφs + hkl(φs ∧ φk)φl,
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one obtains by integration by parts,
d
ds
‖τ(u˜)‖2L2x = −2h
kl 〈Dkφs,Dlφs〉+
〈
hlk(φs ∧ φl)φk, φs
〉
.
Thus by ‖∂su˜‖L2 . e−δs, we have
‖τ(u˜(0, t, x))‖2L2x .
∫ ∞
0
hii 〈Diφs,Diφs〉ds ≤
∫ ∞
0
〈∇φs,∇φs〉ds
+
∫ ∞
0
hii 〈Aiφs, Aiφs〉ds+ 4
∫ ∞
0
|du˜|2|φs|2ds. (7.114)
Recall the inequality
‖∇du‖2L2x . ‖τ(u)‖
2
L2x
+ ‖du‖2L2x .
due to the nonnegative sectional curvature property of N = H2 and integra-
tion by parts. Then (7.114) gives
‖∇du˜(0, t, x)‖2L2x .
∫ ∞
0
〈∇φs,∇φs〉ds+
∫ ∞
0
|du˜|2|φs|2ds
+
∫ ∞
0
hii 〈Aiφs, Aiφs〉ds+ ‖du˜(0, t, x)‖2L2x . (7.115)
Notice that the |du˜| term has been estimated before, then by Proposition
7.3 , Lemma 7.1 and (7.115),
‖∇du˜‖L∞t L2x([0,T ]×H2) ≤M0 + ε
2
1C(M1).
Step 4. Estimates for |∇∂tu˜| in (7.110) By integration by parts,
d
ds
‖∇∂tu˜‖2L2 = −2
〈
Dtφs, h
jjDjDjφt − hjjΓljjDlφt
〉
+ 2hjj 〈(φs ∧ φj)φt,Djφt〉 .
By the parabolic equation of φt along the heat flow direction, one has
1
2
d
ds
‖∇∂tu˜‖2L2 = −〈Dtφs,Dsφt〉+hjj 〈(φs ∧ φj)φt,Djφt〉+hjj 〈Dtφs, (φt ∧ φj)φj〉 .
Consequently, we obtain
‖∇∂tu˜(0, t, x)‖2L2 ≤ 4
∫ ∞
0
〈∂tφs, ∂tφs〉 ds′ + 4
∫ ∞
0
〈Atφs, Atφs〉 ds′
+ 2
∫ ∞
0
‖φs‖L2x‖du˜‖L∞x ‖∂tu˜‖L∞x ‖∇∂tu˜‖L2xds
′ + 2
∫ ∞
0
‖∂tu˜‖L2x ‖du˜‖
2
L∞x
‖Dtφs‖L2xds
′.
Hence by Proposition 2.1, Proposition 7.3 and Lemma 7.1, we deduce that
‖∇∂tu˜(0, t, x)‖2L2 . ε41C(M1).
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So, we have obtained all estimates in (7.110) and (7.111).
7.3 Proof of Theorem 1.1
By Proposition 8.1 and Lemma 7.10, (7.1), (7.2), (7.5), (1.1) has a global
solution and φs satisfies
‖φs‖L2tL4x + ‖∂tφs‖L2tL4x ≤ C(s). (7.116)
Then Theorem 1.1. follows by the same arguments in [Section 8, [46]].
8 Appendix A
8.1 Intrinsic v.s. extrinsic formulations
The intrinsic and extrinsic formulations are equivalent in the following sense.
Lemma 8.1 ([47]). Assume that Q is an admissible harmonic map. If
u ∈ HkQ then for k = 2, 3, then there exist continuous functions Υ1,Υ2 such
that
‖u‖Hk
Q
≤ C(R0, ‖u‖H2)Υ1(‖u‖Hk ) (8.1)
‖u‖Hk ≤ C(R0, ‖u‖H2
Q
)Υ2(‖u‖Hk
Q
). (8.2)
The HkQ space implies the map u has a compact image in the target
N = H2.
Corollary 8.1 ([47]). Suppose that Q is an admissible harmonic map. If
u ∈ HkQ then for k = 2, 3, then u(H2) is compact in N = H2.
The same arguments of proving Lemma 8.1 (see [47]) give the following
lemma which shows the heat tension field associated with the initial data of
wave map is small under the assumptions of Theorem 1.1.
Lemma 8.2. Let M = H2, N = H2. If (u0, u1) with u0 :, u1(x) ∈ Tu0(x)N
for any x ∈M is the initial data to (1.2) satisfying (1.4) and
‖∇du0‖L2x + ‖du0‖L2x ≤M0,
then we have
‖τ(u0)‖L2x ≤ C(M0)µ1,
where τ(u0) denotes the tension filed.
The conditional global well-posedness theory is recalled below:
Proposition 8.1 ([46]). For any initial data (u0, u1) ∈ H3×H2, there exists
T > 0 depending only on ‖(u0, u1)‖H3×H2 such that (1.3) has a unique local
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solution (u, ∂tu) ∈ C([0, T ];H3 × H2). Furthermore assume that for all
t ∈ [0, T∗) and some C > 0 independent of t ∈ [0, T∗) the solution (u, ∂tu)
satisfies
‖∇∂tu‖L2x + ‖∂tu‖L2x + ‖∇du‖L2x + ‖du‖L2x ≤ C, (8.3)
then T∗ =∞.
8.2 Sobolev inequality
Lemma 8.3 ([23, 2, 43]). Let f ∈ C∞c (H2;R). Then for 1 ≤ p ≤ q ≤ ∞,
0 < θ < 1, 1p − θ2 = 1q , the Gagliardo-Nirenberg inequality is
‖f‖Lq . ‖∇f‖θL2 ‖f‖1−θLp . (8.4)
The spectrum gap inequality is known as
‖f‖L2 . ‖∇f‖L2 . (8.5)
For α > 1 the following inequality holds
‖f‖L∞ .
∥∥∥(−∆)α2 f∥∥∥
L2
. (8.6)
The Riesz transform is bounded in Lp for 1 < p <∞, i.e.,
‖∇f‖Lp ∼
∥∥∥(−∆) 12 f∥∥∥
Lp
. (8.7)
And we recall the Sobolev inequality: Let 1 < p, q < ∞ and σ1, σ2 ∈ R such
that σ1 − σ2 ≥ n/p− n/q ≥ 0. Then for all f ∈ C∞c (Hn;R)
‖(−∆)σ2f‖Lq . ‖(−∆)σ1f‖Lp .
The diamagnetic inequality known also as Kato’s inequality is as follows (e.g.
[[43]]): If T is a tension filed defined on H2, then in the distribution sense
it holds that
|∇|T || ≤ |∇T |. (8.8)
The estimate of the heat semigroup in H2 is as follows.
Lemma 8.4 ([11, 46, 43]). For 1 ≤ r ≤ p ≤ ∞, α ∈ [0, 1], 1 < q < ∞,
0δ1 > 0, the heat semigroup on H
2 denoted by es∆ satisfies
‖es∆f‖L2x . e−
s
4 ‖f‖L2x (8.9)
‖es∆f‖L∞x . e−
s
4 s−1‖f‖L1x (8.10)
‖es∆(−∆)αf‖Lqx . s−αe−sδ1‖f‖Lqx , (8.11)
‖es∆f‖Lpx . s
1
p
− 1
r ‖f‖Lrx . (8.12)
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And for f ∈ L2 it holds that∫ ∞
0
‖es∆f‖2L∞x ds . ‖f‖2L2 . (8.13)
Estimates of the kernel of resolvent are recalled as follows:
Lemma 8.5 ([5]). Denote the kernel of (−∆Hn+σ2− (n−1)
2
4 )
−1 by [nR˜]0(n−12 +
σ, x, y). Then for ℜσ ≥ 0, |σ| ≥ 1, r ∈ (0,∞), we have
∣∣∣∣[nR˜]0(n− 12 + σ, x, y)
∣∣∣∣ ≤

C |log r| , |rσ| ≤ 1, n = 2
Cnr
2−n, |rσ| ≤ 1, n ≥ 3
Cn|σ|
n−1
2
−1e−(
n−1
2
+ℜσ)r, |rσ| ≥ 1
(8.14)
and for ℜσ ≥ 0, |σ| ≥ 1, r ∈ (0,∞), any ǫ ∈ (0, 1), we have
∣∣∣∣∂σ[nR˜]0(n− 12 + σ, x, y)
∣∣∣∣ ≤

C |log r| , |rσ| ≤ 1, n = 2
Cnr
2−n, |rσ| ≤ 1, n ≥ 3
Cn,ǫ|σ|
n−1
2
−1e−(
n−1
2
+ℜσ−ǫ)r, |rσ| ≥ 1
(8.15)
Moreover, for ℜσ ≥ 0, |σ| ≤ 1, r ∈ (0,∞) we have
∣∣∣∣[nR˜]0(n− 12 + σ, x, y)
∣∣∣∣ ≤

C |log r| , |r| ≤ 1, n = 2
Cn|r|2−n, |r| ≤ 1, n ≥ 3
Cn|σ|
n−1
2
−1e−(
n−1
2
+ℜσ)r, |r| ≥ 1
(8.16)
and for ℜσ ≥ 0, |σ| ≤ 1, r ∈ (0,∞)
∣∣∣∣∂σ[nR˜]0(n− 12 + σ, x, y)
∣∣∣∣ ≤

C |log r| , |r| ≤ 1, n = 2
Cn|r|2−n, |r| ≤ 1, n ≥ 3
Cn,ǫ|σ|
n−1
2
−1e−(
n−1
2
+ℜσ)r, |r| ≥ 1
(8.17)
Lemma 8.6 ([45]). In the H2 case, for ℜσ ≥ 0, |σ| ≥ 1, r ∈ (0,∞), we
have∣∣∣∣∇x[2R˜]0(12 + σ, x, y)
∣∣∣∣ .
{
r−2(sinh r)2
(
cosh2r − 1)− 12 , |rσ| ≤ 1
|σ| 12 e−( 32+ℜσ)r(sinh r)2(cosh2r − 1)− 12 , |rσ| ≥ 1
(8.18)
and for ℜσ ≥ 0, |σ| ≤ 1, r ∈ (0,∞) we have∣∣∣∣∇x[2R˜]0(12 + σ, x, y)
∣∣∣∣ .
{
r−2(sinh r)2
(
cosh2r − 1)− 12 , |r| ≤ 1
|σ| 12 e−( 32+ℜσ)r(sinh r)2(cosh2r − 1)− 12 , |r| ≥ 1
(8.19)
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9 Appendix B. Two resolvent estimates in Lp
Lemma 9.1. We have the following high frequency Lp estimates for resol-
vent of −∆ on H2.
• (a) For p ∈ (1,∞), ℜσ ≥ 3, if ℜσ ≥ c|σ|, then for any ǫ > 0
‖(−∆+ σ2 − 1
4
)−1f‖Lpx . |σ|−2+ǫ‖f‖Lpx (9.1)
‖∇(−∆+ σ2 − 1
4
)−1f‖Lpx . |σ|−1‖f‖Lpx (9.2)
where the implicit constant depends only on c.
• (b) For p ∈ (1,∞), ℜσ ≥ 0, if ℜ (σ2 − 14) ≥ 0, then
‖(−∆+ σ2 − 1
4
)−1f‖Lpx . min
(
1,
1
ℜ(σ2)
)
‖f‖Lpx (9.3)
‖∇(−∆+ σ2 − 1
4
)−1f‖Lpx . |σ|
1
2‖f‖Lpx . (9.4)
Proof. We prove (9.1) first. By (8.18) and Young’s inequality, it suffices to
prove ∫ 1
|σ|
0
log r|rdr . |σ|−2+ǫ (9.5)∫ ∞
|σ|−1
σ−
1
2 e−(
1
2
+ℜσ)r sinh rdr . |σ|−2+ǫ. (9.6)
(9.5) is direct. To verify (9.6), we consider two cases:
When r ∈ [σ−1, 1] we have∫ 1
|σ|−1
|σ|− 12 e−( 12+ℜσ)r sinh rdr .
∫ 1
|σ|−1
|σ|− 12 e−( 12+ℜσ)rrdr (9.7)
.
∫ |σ|
1
|σ|− 52 e−ℜσ|σ| r˜r˜dr˜ . |σ|− 52 , (9.8)
where in the last inequality we used ℜσ ≥ c|σ|.
When r ∈ [1,∞) we have∫ ∞
1
|σ|− 12 e−( 12+ℜσ)r sinh rdr . e−ℜσ+1
∫ ∞
1
|σ|− 12 e− 32 r sinh rdr (9.9)
. e−
1
2
ℜσ . |σ|−n (9.10)
for any n > 0, where in the last inequality we used ℜσ ≥ c|σ|.
Second, we prove (9.2). By (8.19) and Young’s inequality it suffices to
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prove
|σ| 12
∫ 1
|σ|
0
r−2(sinh r)2
(
cosh2r − 1)− 12 rdr . |σ|−1 (9.11)
|σ| 12
∫ 1
|σ|−1
r−2(sinh r)2(cosh r2r − 1)− 12 e−( 32+ℜσ)rrdr . |σ|−1 (9.12)
|σ| 12
∫ ∞
1
r−2(sinh r)2(cosh2 r − 1)− 12 e−( 32+ℜσ)rerdr . |σ|−1. (9.13)
(9.11)-(9.13) follow by direct calculations as above. (9.4) is much easier and
follows directly from estimating the LHS of (9.11)-(9.13).
Now we prove (9.3). By (8.11), eδ1tet∆ is a contraction C0 semigroup in
Lpx. Since the infinitesimal generator of eδ1tet∆ is δ1 +∆. Then by Lumer-
Phillips theorem or [ Corollary 3.6 , [51]], {z : ℜz > 0} ⊂ ρ(∆+ δ1), and for
such z, there holds
‖(∆ + δ1 − z)−1f‖Lpx .
1
ℜ(z)‖f‖Lpx .
Thus for ℜ (σ2 − 14) ≥ 0 we have
‖(−∆+ σ2 − 1
4
)−1f‖Lpx .
1
ℜ(δ1 + σ2 − 14)
‖f‖Lpx ,
which gives (9.3).
Lemma 9.2. We have the following high frequency Lp estimates for resol-
vent of H. For p ∈ (1,∞), ℜσ ≥ 3, if ℜσ ≥ c|σ|, then for any ǫ > 0 there
exists K0 sufficiently large such that for all |σ| ≥ K0
‖(H + σ2 − 1
4
)−1f‖Lpx . |σ|−2+ǫ‖f‖Lpx . (9.14)
where the implicit constant depends only on c.
Proof. The proof is an easy application of resolvent identity and Lemma 9.1.
In fact formally one has
(H + σ2 − 1
4
)−1 = (−∆+ σ2 − 1
4
)−1
(
I +W (−∆+ σ2 − 1
4
)−1
)−1
.
By Lemma 9.1 it suffices to prove
‖W (−∆+ σ2 − 1
4
)−1‖(Lp→Lp) ≤
1
2
.
By Lemma 9.1, this is easy to obtain by letting |σ| ≥ K0 ≫ 1:
‖W (−∆+ σ2 − 1
4
)−1‖(Lp→Lp)
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. (‖A‖L∞ + ‖V ‖L∞)‖(−∆+ σ2 − 1
4
)−1‖(Lp→Lp)
. CK−1+ǫ0 ,
where we applied Proposition 4.1 to bound the potentials in W .
10 Appendix C. Harnack inequality for linear heat
equations and Bochner inequality for heat flows
The following version of Harnack inequality for linear heat equations on
complete manifolds was widely used in heat flow literature.
Lemma 10.1. Suppose that f is a nonnegative function which satisfies
∂tf −∆f ≤ 0,
then it is known in the heat flow literature that for t ≥ 1
f(x, t) ≤
∫ t
t−1
∫
B(x,1)
f(y, s)dvolyds.
We collect the Bochner inequalities for heat flows in the following two
lemmas.
Lemma 10.2. If (u, ∂tu) solves (1.3) in XT , then
∂s|∇t∂su˜|2 −∆|∇t∂su˜|2 + 2|∇∇t∂su˜|2 . |∇t∂su˜| |∇∂su˜| |∂tu˜| |du˜|
+ |∇∂tu˜| |∂su˜| |∇t∂su˜| |du˜|+ |∇du˜| |∂tu˜| |∇t∂su˜| |∂su˜|+ |∇t∂su˜|2|du˜|2,
(10.1)
and it holds
∂s|∇∂su˜|2 −∆|∇∂su˜|2 + 2
∣∣∇2∂su˜∣∣2 . |∇∂su˜|2|du˜|2 + |∇∂su˜|2
+ |∇∂su˜||∂su˜||∇du˜||du˜|+ |∇∂su˜||∂su˜||du˜|3. (10.2)
Moreover we have
∂s|∇∂tu˜|2 −∆|∇∂tu˜|2 + 2|∇2∂tu˜|2 . |∇∂tu˜|2|du˜|2 + |∇∂tu˜|2
+ |∂su˜||du˜|2|∇∂tu˜|+ |∇∂tu˜||∂tu˜||∇du˜||du˜|+ |∇∂tu˜||∂tu˜||du˜|3. (10.3)
Lemma 10.3. If (u, ∂tu) solves (1.3) in XT , then we have
∂s|∇2du˜|2 −∆|∇2du˜|2 + 2|∇3du˜|2
. |∇2du˜|2|du˜|2 + |∇2du˜|2 + |∇du˜||∇2du˜|2 + |∇du˜|2|∇2du˜||du˜|
+ |du˜|3|∇du˜||∇2du˜| (10.4)
and
∂s|∇2∂su˜|2 −∆|∇2∂su˜|2 + 2|∇3∂su˜|2
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. |∇2∂su˜|2(|du˜|2 + 1) + |∂su˜|2|∇2∂su˜||∇du˜|+ |∂su˜||du˜||∇∂su˜||∇2∂su˜|
+ |∇2∂su˜|2|∇du˜|+ |du˜||∇du˜||∇2∂su˜||∇∂su˜|+ |∇2∂su˜|2|du˜||∂su˜|+
+ |∇2du˜||du˜||∂su˜||∇2∂su˜|+ |du˜||∇du˜||∇∂su˜||∇2∂su˜|. (10.5)
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