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A LOWER BOUND FOR THE LYAPOUNOV EXPONENTS OF THE RANDOM
SCHR ¨ODINGER OPERATOR ON A STRIP
J.BOURGAIN
ABSTRACT. We consider the random Schro¨dinger operator on a strip of width W , as-
suming the site distribution of bounded density. It is shown that the positive Lyapounov
exponents satisfy a lower bound roughly exponential in −W for W →∞. The argument
proceeds directly by establishing Green’s function decay, but does not appeal to Fursten-
berg’s random matrix theory on the strip. One ingredient involved is the construction of
‘barriers’ using the RSO theory on Z.
1. INTRODUCTION
We consider the classical one-dimensional Anderson model on a strip of width W , thus
H = λV +∆ (1.1)
with ∆, the lattice Laplacian on Z × ZW , ZW = Z/WZ (periodic boundary conditions)
and V = (Vij)i∈Z,j∈ZW a random potential with IID site distribution. It is well-known that
for any λ 6= 0, this model exhibits Anderson localization. The non-perturbative approach is
provided by Furstenberg’s random matrix product theory, applied to the underlying transfer
operators in the symplectic group Sp(2W ); cf. [B-L]. The argument is non-quantitative,
in the sense that no explicit lower bounds on the W positive Lyapounov exponents is pro-
vided. Hence our concern in this Note is to obtain a lower bound in terms of W . If λ
is taken sufficiently small (depending on W ) in (1.1), a very explicit analysis based on
an extension of the Figotin-Pastur method appears in [S-B], leading to exact formulas for
the Lyapounov exponents. Unfortunately, this technique seems restricted to the perturba-
tive setting. Related work for random band matrices in [S] leads to upper bounds on the
localization length of the form WC (the conjecture in this setting is a localization length
O(W 2), which seems unproven at this point). Of course, the Schro¨dinger model (1.1) is
much ‘sparser’ and there does not appear to be an easy way to adjust the technique from [S]
to our setting. We settle here for the modest goal of establishing an explicit upper bound
on the localization length for random SO on a W -strip, assuming for simplicity that the
site distribution of the potential has a bounded density. It is possible to adjust the argument
to treat other (continuous) densities, but definitively the Bernoulli model is not captured
(mainly due to the lack of a quantitative Wegner estimate in the Bernoulli-setting). Our
estimate is roughly exponential in W (while one could again conjecture that a powerlike
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behavior is the true answer). We will not use Furstenberg theory, except for W = 1 (see
Lemma 2, which is a crucial ingredient).
We refer the reader in particular [K-L-S1], [K-L-S2] for treatments of localization and
density of states for the Anderson model on the strip and [B-L] as reference work.
Acknowledgement. The author is grateful to A. Klein for several stimulating discussions
on the issue discussed in this paper.
2. USE OF THE SHUR COMPLEMENT FORMULA
In what follows, we make essential use of the following principle
Lemma 1. Let T be selfadjoint with finite index set Ω.
Let Ω = Ω1 ∪ Ω2 be a decomposition and set Ti = ΩiTRΩi(i = 1, 2). Assume T2
invertible.
Let DV be the diagonal operator defined by
DV =
∑
i∈Ω1
Viei ⊗ ei
with Vi ∈ R IID with bounded density distribution. Denote
TV = DV + T. (2.1)
Then
PV [‖RΩ1T−1V RΩ1‖ > λ] . |Ω1|λ−1. (2.2)
Proof. By the Shur complement formula
RΩ1T
−1
V RΩ1 = (DV + T1 −RΩ1TRΩ2T−12 RΩ2TRΩ1)−1
= (DV +A)
−1 (2.3)
and
PV [dist
(
σ(DV +A), 0
)
< κ] . κ|Ω1|. (2.4)
The claim follows. 
3. CONSTRUCTION OF BARRIERS
Let W ≥ 1 be an integer and consider SO of the form
H = V +∆
on the band Z× ZW , ZW = Z/WZ (i.e. periodic bc) with ∆ the nearest neighbor Lapla-
cian on Z × ZW and V a random potential V = (Vij)i∈Z,j∈ZW , Vij IID. If I ⊂ Z is an
interval, HI denotes the corresponding restriction of H .
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Lemma 2. Let I be an interval of size
N > C[log(1 +W )]2. (3.1)
Fix an energy E. Then, with above notations, the properties
‖(HI − E)−1‖ < e
√
N (3.2)
and
|(HI − E)−1
(
(i, j), (i′, j′)
)| < e−cN for i, i′ ∈ I, |i− i′| > N
10
and j, j′ ∈ ZW (3.3)
hold with probability at least C−N2W .
This statement is also valid in the Bernoulli case.
Proof. The main idea is to deduce the statement from the case W = 1. Let I = [0, N −1].
Let (vi)i∈I = v be assignments of the potential and set
Vij = vi for i ∈ I, j ∈ ZW . (3.4)
Considering the SO h on Z with potential (Vi)i∈Z, for any given energy E′ ∈ R, the
restricted Green’s function (hI − E′)−1 will satisfy bounds
‖(hI − E′)−1‖ < e
√
N (3.5)
and
|(hI − E′)−1(i, i′)| < e−cN for |i− i′| > N
10
(3.6)
excluding a set of (vi)i∈I of measure at most e−c
√
N
. We assume here N sufficiently
large. The latter statement follows from the transfer matrix approach and is equally valid
for Bernoulli-distributions.
Consider next the equation
(HI − E)ξ = η (3.7)
with ξ =
∑
i∈I ξiei, η =
∑
i∈I ηiei and V satisfying (3.4). Thus
(vi − E)ξij + ξi−1,j + ξi+1,j + ξi,j−1 + ξi,j+1 = ηi,j for i ∈ I, j ∈ ZW (3.8)
and Dirichlet bc in i.
Denote e(θ) = e2piiθ . Define for θ ∈ { w
W
; 0 ≤ w < W}
ξˆi(θ) =
∑
j∈ZW
e(jθ)ξi,j
and similarly ηˆi(θ). It follows thus from (3.8) that
(Vi − E)ξˆiθ) + ξˆi−1(θ) + ξˆi+1(θ) + 2 cos 2piθ ξˆi(θ) = ηˆi(θ) for i ∈ I.
Hence
(hI − E′)ξˆ(θ) = ηˆ(θ) (3.9)
with E′ = E − 2 cos 2piθ.
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We choose (vi)i∈I in (3.4) as to ensure (3.5), (3.6) for
E′ ∈ E + {2 cos 2piθ; θ ∈ ZW }. This holds indeed with large probability in v, if we
assume
N > C(logW )2. (3.10)
We verify properties (3.2) and (3.3).
Let ‖η‖ = 1 in (3.7). It follows from (3.5), (3.9) that for θ ∈ ZW
‖ξˆ(θ)‖ ≤ ‖(hI − E′)−1‖ ‖ηˆ(θ)‖ < e
√
N‖ηˆ(θ)‖.
Squaring both sides and averaging over θ ∈ ZW implies by Parseval that
‖ξ‖2 < e2
√
N‖η‖2, ‖ξ‖ < e
√
N
hence (3.2).
Next, take η = ei,j , ξ = (HI − E)−1η. Thus
ξi′,j′ = 〈(HI − E)−1η, ei′,j′〉.
Again by (3.9), for each θ ∈ ZW
|ξˆi′(θ)| = |〈(hI − E′)−1ηˆ(θ), ei′〉|
≤ |(hI − E′)−1(i, i′)| < e−cN
.
Therefore clearly
|ξi′,j′ | < e−cN
proving (3.3).
Recall that V = (Vij)i∈I,j∈ZW was taken to satisfy (3.4), (vi)i∈I taken in a set of
measure at least 12 . Clearly (3.2) and elementary perturbation theory shows that assumption
(3.4) may be weakened to
|Vij − vi| < e−N for i ∈ I, j ∈ ZW (3.11)
and this property will hold with measure at least C−N2W . Lemma 2 follows. 
4. RESTRICTED GREEN’S FUNCTION ESTIMATES
Let H be as in §2 and assume the potential distribution with bounded density for sim-
plicity.
Fix E and denote GI = (HI − E)−1. The basic construction proceeds as follows.
Fix M > (logW )2 and let
N > CM
2W (4.1)
be a multiple of M .
Consider the intervals Iα =]αM, (α + 1)M [⊂ I = [0, N ].
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Say that α is good provided
‖GIα‖ < e
√
M (4.2)
and
‖P{αM+1}GIαP{(α+1)M−1}‖ < e−cM (4.3)
with P{i} the projection on [ei,j ; j ∈ ZW ].
According to Lemma 2, α will be good with probability at least C−M2W . Note that this
event only depends on the variables (Vi,j)i∈Iα,j∈ZW . Hence, by our choice of N , there
will be at least R = [e c10M ] good α’s with probability > 1 − e−
√
N
. This statement only
involves the variables (Vi,j)i6=0(modM)
j∈ZW
which we fix. Denote I1, . . . , IR, Ir =]krM, (k1 +
1)M [ these good intervals, that will be used as barriers.
From the resolvent identity
‖P{0}G[0,N ]P{N}‖ ≤ ‖P{0}G[0,(k1+1)M−1]P{(k1+1)M−1}‖ ‖P{(k1+1))M}G[0,N ]P{N}‖
(4.4)
and again by the resolvent identity and (4.3), the first factor on the rhs of (4.4) may be
bounded by
‖P{0}G[0,(k1+1)M−1]P{k1M}‖ ‖P{k1M+1}GI1P{(k1+1)M−1}‖
< e−cM‖P{0}G[0,(k1+1)M−1]P{k1M}‖ (4.5)
The factor
‖P{0}G[0,(k1+1)M−1]P{k1M}‖ (4.6)
will be bounded by the Shur complement formula, exploiting the variables
(Vij)i=0,k1M
j∈ZW
. (4.7)
We apply Lemma 1 with Ω = [0, (k1+1)M [×ZW and Ω1 = {0, k1M}×ZW . Hence,
by (2.2), we may ensure that
(4.6) ≤ ‖PΩ1G[0,(k1+1)M−1]PΩ1‖ < e
c
2M (4.8)
excluding a set of measure at most e− c3M in (Vi,j)i≡0( mod M).
From (4.4), (4.5), (4.8), we obtain then
‖P{0}G[0,n]P{N}‖ < e−
c
2M‖P{(k1+1)M}G[0,N ]P{N}‖. (4.9)
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Repeating the argument considering the next barrier I2, which
‖P{(k1+1)M}G[0,N ]P{N}‖ ≤ ‖P{(k1+1)M}G[0,(k2+1)M−1]P{(k2+1)M−1}‖ ‖P{(k2+1)M}G[0,n]P{N}‖
and
‖P{(k1+1)M}G[0,(k2+1)M−1]P{(k1+1)M}‖ ≤ e−cM‖P{(k1+1)M}G[0,(k2+1)M−1]P{k2M}‖
etc.
For the last factor ‖P{(kR+1)M}G[0,n]P{N}‖, apply again Lemma 1 in order to get a
bound by eM .
The above iteration shows that we may estimate
‖P{0}G[0,N ]P{N}‖ < e−
c
2RM (4.10)
by exclusion in the (Vi,j)i≡0(modM)
j∈ZW
variable of a set of measure at most
(R+ 1)e−
c
3M < e−
c
5M (4.11)
by our choice of R.
Taking M > (logW )2, N = CM2W , we proved the following.
Lemma 3. Let H be as in §2 with potential distribution of bounded density. Let
N > CW (logW )
4 (4.12)
and I ⊂ Z an interval of size N, I = [a, b].
Fix E. Then,
‖Pa(HI − E)−1Pb‖ < e− exp(
logN
W )
1
2 (4.13)
outside an exceptional set of measure at most Ce−c( logNW )
1
2
Starting from this statement, we perform the usual multi-scale analysis.
We use the following bootstrap lemma.
Lemma 4. Let H be as in Lemma 3 and fix E. Let M be a scale, 0 < ε, δ < 1, such that
‖PaGIPb‖ < e−δM (4.14)
if I = [a, b] ⊂ Z is an interval of size M − 1, GI = (HI −E)−1, hold with probability at
least 1− ε in V .
Let r ∈ Z+ and assume further that
W +
1
ε
< c e
δM
4r (4.15)
(c > 0 a constant depending on the density of the site distribution).
Take n ∈ Z+ such that
W +
1
ε
< n < c e
δM
4r (4.16)
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and set N = n.M . Then (4.14) will hold at scale N + 1 with ε, δ replaced by
ε1 = 2
−√n + e−
δM
2r (4.17)
δ1 = (1−
√
ε)
(
1− 1
r
)
δ (4.18)
Proof. We make the same construction as in the proof of Lemma 3 earlier in this section,
using the same notation. Say that α is ‘good’ if I = Iα satisfies (4.14). Denote I1, . . . , IR
the good Iα-intervals, which only depend on the variables (Vij)i6=0(modM)
j∈ZW
.
Since α is good with probability at least 1 − ε, it follows that R > (1 − √ε)n with
probability at least 1− e−
√
εn
. Proceeding exactly as in the proof of Lemma 3, we repeat
the same iteration. Thus we write (4.4), (4.5) with in (4.5) the factor e−cM replaced by
e−δM . The factor (4.6) is again bounded using Lemma 1, requiring this time that (4.6)
is bounded by e δMr , which will hold with probability at least 1 − CWe− δMr . An R-fold
iteration gives instead of (4.10) that
‖P{0}G[0,N ]P{N}‖ < e−R(1−
1
r )δM < e−(1−
√
ε)(1− 1r )δN (4.19)
which by the preceding will hold outside an exceptional set of measure at most
e−
√
εn + CWne−
δM
2r < 2−
√
n + e−
δM
2r (4.20)
in view of assumption (4.16). This proves the lemma. 
Returning to Lemma 3, set
N0 = A
W (logW )4 (4.21)
with A a sufficiently large constant (independent of W ) and
δ0 =
1
N0
exp
( logN0
W
) 1
2 (4.22)
ε0 = exp
(
− c
( logN0
W
) 1
2
)
. (4.23)
Thus (4.14) holds with probability at least 1− ε0. Take r = 10, n = N0. Condition (4.16)
will clearly hold for A large enough. According to Lemma 4, N1 ∼ nN0 = N20 will
satisfy (4.14), where, by (4.17), (4.18), we can take
ε1 =
1
N1
and δ1 = (1−√ε0)
(
1− 1
10
)
δ0.
A further iteration based on Lemma 4 easily leads to
Ns+1 = N
2
s
εs =
1
Ns
δs+1 = (1−√εs)(1− 1
10s
)δs >
1
2
δ0.
We obtain therefore the following amplification of Lemma 3.
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Lemma 5. Under the assumptions of Lemma 3, for fixed E and N > CW (logW )4 ,
‖Pa(HI − E)−1Pb‖ < e− 12 δ0N (4.24)
with
δ0 = C
−W (logW )4 (4.25)
holds for I = [a, b] ⊂ Z an N -interval, outside an exceptional set of measure at most
e−δ0N
1/3
.
In particular, this yields.
Corollary 6. LetH be a randomSO on a strip of widthW and site distribution of bounded
density. Then its positive Lyapounov exponents are at least
C−W (logW )
4
.
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