We present the thermochemical model in the tristable regime which is characterized by three distinct attractors: two stationary states and a limit cycle. Transitions between the attractors are studied on the basis of the stochastic dynamics at the mesoscopic level, in which internal fluctuations are described by means of the master equation. Simulations of the stochastic dynamics follow the master equation, which has the specific form due to the necessary description of a continuous spectrum of temperature changes related to the exchange of energy with a thermostat. The mean first passage times are calculated for transitions from the limit cycle to each stable steady state. The effect of competition between the states is demonstrated: the duration of the passage can be strongly increased if the system during the transition to one state is also visiting the second competitive one. The variation of the passage times is studied for systems with different reaction heat, and the obtained dependence is explained by the location of the attractors and repellers in the phase space of system temperature and composition. The proportion between the mean passage times for the two states can be related to their relative strength of attraction.
Introduction
Fluctuations in nonequilibrium chemical systems, governed by nonlinear dynamics, may qualitatively change evolution in comparison to predictions provided by deterministic description [1, 2] . Despite the usually accepted scaling of fluctuations as small in magnitude, the induced effects can easily reach the macroscopic level. These prominent changes appear in far-from-equilibrium systems, close to bifurcations leading to new dynamical regimes specific for nonequilibrium conditions, like excitability, simple and complex oscillations, and multistability. The BelousovZhabotinsky [3, 4] and Bray-Liebhavsky [5, 6] reactions are the best known examples of chemical systems exhibiting a rich variety of nonlinear phenomena. Fluctuations also attract considerable attention since their positive, constructive role has been revealed in the phenomena of stochastic and coherence resonances [7] [8] [9] [10] , analyzed theoretically [11, 12] and observed in experiments [13, 14] as well.
Particularly expressive effects of fluctuations can be expected in multistable systems which have a few attractors for dynamics, possibly even of different types. Under such conditions, fluctuations can trigger the system between different attractors, leading to qualitative, measurable changes in macroscopic variables. In the present work, we study the transitions theoretically, applying simulations of stochastic dynamics described at the mesoscopic level by the master equation. We use the convenient, previously developed model of thermochemical systems [15] [16] [17] [18] , which can be described deterministically by two equations only, but nevertheless exhibits all features of nonlinear dynamics. The model allowed us to obtain results for coherence resonance in excitable systems [17] [18] [19] , stochastic resonance in oscillating systems [19] , and probability distribution for transitions in bistable systems with limit cycles [15, 16] . In this work, we give the setup of the tristable regime, in which the model has three attractors: the limit cycle and two stationary states. We then study transitions in detail beginning from the cycle and terminated on the steady states. In the next section, we describe the thermochemical model and its deterministic and stochastic dynamics. The results are presented in the third section: first the construction of the tristable regime, and then the mean passage times obtained from the stochastic simulations.
Thermochemical model
We model a reactor which contains a homogeneous dilute mixture of three gases (A, B and C) and is in thermal contact with a surrounding thermostat maintained at constant temperature T b . The catalyst C transforms the reactant A into the product B in the bulk reaction:
Q denotes a reaction heat released in exothermic Reaction 1. The second process mimics the inflow of the substrate and removal of the product and maintains the system out of thermodynamic equilibrium:
We assume this is a surface reaction proceeding without activation energy on the boundaries of the reactor. Reactions 1-2 do not change the total population N of particles and the catalyst population N C , so the chemical composition of the mixture is determined by the concentration of single species, A or B. The corresponding constant concentration n -n C = n A ? n B can be used as a convenient scaling factor. The internal energy U of the dilute gas system can be expressed by the temperature T with the use of the relation: U = (3/2)Nk B T, where k B is the Boltzmann constant. The heat flow between the reactor and the thermostat is proportional to their temperature difference, according to the Newton's law. The reaction rate constants and the rate of heat exchange follow the kinetic theory result for collision frequency, which gives the square root dependence on temperature, T 1/2 ; k 1 includes in addition the Arrhenius factor exp(-E/k B T), where E is an activation energy for Reaction 1. The deterministic dynamics of the system is described by two equations only [17, 18] , for dimensionless concentration of A species a = n A /(n A ? n B ), which determines the composition, and reduced temperature h = T/T b which determines energy:
Time in Eqs. 3 and 4 is t = n C k 1 0 t 1 , where t 1 is a real time and rate constant k 1 0 is extracted of temperature dependence, e ¼ E=k B T b ; q ¼ Qðn À n C Þ=nk B T b . The dimensionless constants K 1 = j 0 nS/qk 1 0 n C (n -n C )V and K 2 = k 2 0 S/k 1 0 n C V involve temperature-independent heat transfer coefficient j 0 and rate constant k 2 0 , and the system volume V and surface S. In Eq. 4, q is the scaling factor which controls the speed of dynamics for h. The steady states of the system are determined by intersections of the nullclines for Eqs. 3 and 4, respectively given by:
The analysis of the dynamics reported in the previous papers [15] [16] [17] [18] has shown that nonlinear effects can be observed only for e [ 4, when the nullcline for temperature is a non-monotonic, N-shaped function of h. The middle branch of a T lying between the extremes has a negative slope and is repelling. As q is the control parameter for strength of dynamics for h, with increasing q the unstable middle branch of a T becomes more repulsive, so the stability of steady states on it is weakening. The system can have at most three stationary states, and only two of them can be stable leading then to bistability.
The stochastic description is based on the function P(h,N A ,t), which gives the probability distribution that the system is in a state (h,N A ). The population of particles N A is an equivalent variable to the deterministic fraction concentration a = N A /N, but is here more convenient and exact, since jumps DN A due to the reactions are fixed. The dynamics of P follow the master equation [17, 18, 20] :
Transition function w gives rates of transition from a state (h,N A ) to (h ? Dh,N A ? DN A ); it is a discrete function of N A , but a continuous one for h due to a continuous spectrum of jumps Dh related to stochastic exchange of energy with the thermostat. The explicit form for function w is given in the online Appendix.
We do not try any solution of complicated integro-differential equation in Eq. 7. Instead, we use the kinetic Monte Carlo simulation method which provides stochastic trajectories evolving according to the master equation. The Monte Carlo method is well known in the case of the master equation for discrete jumps of species populations in chemical systems without thermal effects [21, 22] , and was applied also in kinetics of biological processes [23] . In the previous works [18, 20] , we presented extension of this approach for the master equation in the integral form (7) .
We follow the general rules for the simulation algorithm of trajectory which consists of a sequence of steps, entirely determined by waiting times Dt and coordinates (Dh,DN A ) of consecutive jumps. For a step beginning at time t in (h,N A ), the total rate of escape from this state is calculated by summing particular rates of all possible transitions, W tot ðh;
and then the waiting time Dt for the passage is chosen from the exponential distribution with the mean 1/W tot . The jump is selected according to its contribution to the transition function, i.e. the increment (Dh,DN A ) is sampled from the normalized probability distribution
The state of the system is then updated to (h ? Dh,N A ? DN A ) at time t ? Dt, a next step is generated and so on. The details have been reported previously [18, 20] .
Results

Setup of tristable system
We have previously demonstrated that the bistable regime can be obtained in the frame of our thermochemical model [15] [16] [17] [18] . However, it is much more difficult task to find a tristable system. Constructing the system with three attractors one has to realize that only two of them can be stationary states, because the nullclines (5, 6) can be have at most three intersection points, one of which must be then a saddle point. Another important indication follows from the stability analysis (which can be based on linear dynamics), according to which a stationary state located on the repulsive branch of a T ultimately becomes unstable for sufficiently high q. Thereafter, the only attractor left with q increasing is the limit cycle surrounding all three states, which appears after the homoclinic-orbit bifurcation [15] . Thus, our aim is to find the range of q, for which the limit cycle is formed already and it coexists with the still stable two steady states, before they lose stability with increasing q. For the chosen values e = 4.9 for the activation energy and K 1 = 0.07128862, K 2 = 0.5489482 for the rate constants, the system has three stationary states on the repulsive branch. Two of them: the low-temperature steady state SS 1 given by the intersection point in the phase plane (h,a) at (1.45, 0.941561191), and the high-temperature steady state SS 3 at (3.1, 0.727285558) are nodes or focuses and are stable for sufficiently low q. The middle one at (1.4888988,0.936509634) is always a saddle point SP. The phase portrait of the system is presented in Fig. 1 . The calculation of the deterministic dynamics shows that at q = 157.02 the homoclinic-orbit bifurcation yields the large stable limit cycle surrounding the two steady states which are still stable. The basin of attraction of the high-temperature stable steady state is bounded by the unstable limit cycle surrounding SS 3 . As q increases, the unstable cycle tightens around SS 3 and at q = 224.446 it absorbs the steady state which loses stability after the reverse Hopf bifurcation. The low-temperature stable steady state is very close to the saddle point, and its basin of attraction is originally limited by the separatrices which spin out from the unstable cycle and enter to the saddle. The stability evolution for SS 1 is governed by the similar scenario: Increasing of q leads at q = 231.605 to contact between separatrix S 1 and the separatrix entering to SS 1 , which yields the homoclinic-orbit bifurcation and birth of an unstable limit cycle. SS 1 and the cycle formed around it are very close to the saddle point, and the corresponding part of the phase portrait is magnified in Fig. 2 (for q = 240) in order to show the details. The unstable cycle clamps around SS 1 as q increases, and eventually the low- temperature stable steady state becomes unstable for q = 251.635. To sum up, in the range 157.02 \ q \ 224.446 we obtain the tristable system in which the two stable steady states (focuses) are surrounded by the stable limit cycle.
Results of stochastic simulations
Simulations of the stochastic dynamics of the thermochemical system are performed by means of the kinetic Monte Carlo method according to the developed algorithm based on the master equation given in Eq. 7. We study the described above system in the range 160 \ q \ 220, where it is in the tristable regime. A stochastic trajectory is initiated on the large stable limit cycle, and during its evolution we observe transition back and forth to the interior stable stationary states SS 1 and SS 3 , induced by internal, intrinsic fluctuations. We calculate the first passage times from the limit cycle to the steady states.
The transitions from the stable limit cycle to the steady state SS 1 can process in two different manners. The first way is straightforward, it means the trajectory jumps from the cycle directly to SS 1 after crossing the separatrix S 1 entering the saddle point and bounding the basin of attraction of the stable state. The second possible type of transition consists of two phases: (1) First the trajectory leaves the stable cycle by jumping over the unstable limit cycle that limits the basin of attraction of the stable state SS 3 , and when inside the unstable cycle it descends and spends some time around SS 3 ; (2) Then, after some lapse of time, it leaves this basin of attraction and in course of its further evolution it finally reaches the stable steady state SS 1 . During this second phase of transition it can pass either along the inward side of the separatrix S 1, or even it can return to the stable cycle and begin once again a transition to SS 1 (in any possible manner). Fig. 3 shows the mean first passage times s i to SS 1 for systems with various reaction heat 160 \ q \ 220, for the indirect transitions, i.e. when during the transition from the stable limit cycle the system visits first the stable steady state SS 3 before eventually it reaches the steady state SS 1 . The times s can be compared with the period of the stable limit cycle, which is T = 27.43 for q = 160. The passage time decreases as a function of q. There are a few factors which results in such dependence. Let us notice that the passage time is particularly high for the lowest value of q. In this case, the system is very close to the homoclinic orbit bifurcation leading to the appearance of the stable limit cycle, and in such system the stable cycle and the unstable one around SS 3 are very close each other. Consequently, the passage from the stable cycle over the unstable one is relatively more probable, and then the system enters into the basin of attraction of SS 3 . For low values of q, this state is more stable because its attraction domain is more extended, limited by bigger unstable limit cycle. The system spends a long time period in a vicinity of SS 3 before it leaves this area and can continue transition to SS 1 . This long residence time around SS 3 gives contribution to passage time s i , which is the larger the stronger is SS 3 , which is for lower values of q. As q increases, the unstable limit cycle around SS 3 decreases and SS 3 becomes weaker. Then both the probability of catching the system towards SS 3 and the duration of residence around this state are decreasing, and these two factors consistently lead to shortening of transition times to SS 1 . It should also be noticed that for higher q, the evolution of the system in general becomes faster because q is a scaling factor in Eq. 4 for the dynamics of temperature. For example, due to this speed-up, the period for the stable limit cycle decreases to T = 14.48 for q = 220, compared to the above given value of T for q = 160. Fig. 4 shows the mean first passage times s d to SS 1 as a function of q during direct transitions, without visiting the steady state SS 3 . In this case, the passage times s d shows a weak dependence for initial low values of q, and then distinctly increases for systems with higher reaction heat. Such dependence follows from the opposite effects of two factors. As q increases, the system approaches bifurcation in which SS 1 loses stability. The stability of SS 1 is weakening and the associated decrease of strength of its attraction leads to longer transition times to this state. On the other hand, the dynamics of the system becomes faster for higher q, and consequently this feature has the effect of shortening of passage times. Initially, for lower values of q, the two effects are comparable, giving the flat dependence of s d on q, but as q increases the first factor evidently prevails and results in longer mean passage times.
Analyzing the transitions from the stable limit cycle to the stable steady state SS 3 , we similarly find either direct passages of the system from the cycle to SS 3 without visiting SS 1 , or indirect ones when the system in a course of transition is catch by the second state SS 1 and stays for some time around it before it leaves the basin of attraction of SS 1 and evolves further towards SS 3 . To reach state SS 3 , the system must pass the surrounding SS 3 unstable limit cycle which is a boundary for the basin of attraction around SS 3 and corresponds to a repelling barrier which has to be overcome in a course of transition from the stable cycle. For lower values of q that is closer to bifurcation, which yields the stable cycle, both cycles remain close to each other in a large region of the phase space, and in this case the barrier is relatively narrower and weaker. Consequently, the passage over the unstable cycle becomes more probable, and the mean passage times for systems in this range of q are relatively shorter. If q grows, the unstable limit cycle decreases and tightens around SS 3 , then the distance in the phase plane between the two cycles becomes larger. The barrier formed by the unstable cycle is accordingly wider and higher, the probability of transition decreases and the mean first passage times increases. Fig. 5 presents the mean first passage times s for transitions from the stable limit cycle to the stable state SS 3 , as a function of reaction heat q. The expected, explained above increase of s or growing q is confirmed, indicating that the magnitude of the barrier is the most significant factor. Evidently, the acceleration of dynamics for higher q, which leads to shortening of passage times, is the less important secondary factor in this case. It can be reminded that the calculation of mean first passage time is possible for a one-variable stochastic system [1, 24] . The analytical result derived from the Fokker-Planck equation shows the exponential dependence on the magnitude of the barrier related to unstable state separating attractors [24] . Although the analytical solution cannot be generalized for two- variable system, this type of strong dependence should remain at least qualitatively valid. The values of the obtained mean passage times in the range of lower q are shorter for transitions to SS 3 , while s for SS 1 is shorter for higher q. The studied system belongs to the class of non-conservative multivariable systems for which it is not possible to introduce in dynamics a potential and use its depth as a precise measure of stability of the stationary states. However, a relation of the mean first passages time for various attractors can give us an idea about their relative attraction strength: more effective attraction should result in faster evolution towards stronger stable states. From this point of view, the obtained results indicate that the stronger steady state (relative to transitions from the stable limit cycle) is SS 3 for low q and SS 1 when q is higher. Weakening of SS 3 stability as q increases is related to decline of the unstable limit cycle which limits the decreasing basin of attraction for SS 3 .
Summary
We have shown that the model of thermochemical system described only by two variables can exhibit nevertheless rich dynamical behavior including multistability, in which different types of attractors coexist. It can be noticed, that the model Fig. 5 Mean first passage times from large stable limit cycle to stable state SS 3 for systems with different reaction heat q includes at most bimolecular reactions and this feature makes it more suitable for simulations at the molecular level [24, 25] .
Tuning the parameters, we have found values which provide tristable system with two stable steady states surrounded by the stable limit cycle. The simulations of the stochastic dynamics in the tristable regime reveal transitions among attractors. We have studied in detail passages from the limit cycle to each of the steady states. These transitions can be either direct or indirect when in a course of passage the system visits the other steady state. The mean passage time for indirect transitions can be much longer than for direct ones, if the second state, intercepting the trajectory, is well stable. The relation between the values of the mean passage times to the two steady states can provide an indication which state exhibits higher stability.
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