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1. Introduction
The study and evaluation of commutators, as well as their algebraic properties has
been the motive of much research over the past years. Many results, leading to im-
portant measurable effects were found using canonical commutation relations, which,
unfortunately, are often ill defined. This was made clear by Schwinger [1] in his eval-
uation of the matrix element 〈0|[J0(x), Ji(y)]|0〉 (Jµ denotes a current) at equal time.
This commutator has a non-canonical term proportional to the gradient of a delta
function which is mandated by locality, Lorentz covariance, positivity and current
conservation, and which is not generated following (naive) canonical manipulations.
Much work has been done towards finding perturbative expressions for the com-
mutators [2]. Recently, an effort was made to find a practical method to evaluate
commutators in a non-perturbative way [3] based on the operator product expansion
(OPE) [4] and on the Bjorken, Johnson and Low (BJL) [5] definition of the commuta-
tor. The BJL definition preserves all desirable features of the theory, and reproduces
the canonical results whenever these are well defined [6]. In the present paper we
generalize the method proposed in [3] to the case of double commutators 1, in par-
ticular we will study violations of the Jacobi identity. The present approach is based
on a double high-energy limit (taken in a particular order) of the Green function for
three local operators.
Given any three operators A, B and C we define the quantity
J [A,B,C] = [[A,B], C] + [[B,C], A] + [[C,A], B]. (1)
which vanishes whenever the Jacobi identity is preserved. Before we proceed it is
worth pointing out that in a theory where all the linear operators are well defined no
violations of the Jacobi identity can appear, and J is identically zero. In this paper we
will consider models in which the operators and their products require regularization,
for such theories we construct an operator which is naively equal to J (that is, it
coincides with the expression (1) whenever the operator products are well defined),
but which has finite matrix elements and respects all the desirable symmetries of the
model. The price is that not all such matrix elements need vanish. The procedure
we describe below provides a definition of J .
Situations in which J 6= 0 present problems in providing well-defined represen-
tations for the corresponding algebra of operators. A non vanishing J is then un-
derstood as an obstruction in constructing such representations in terms of operator-
valued distributions [11]. However, objects which are local in time and obey J 6= 0
may still be defined in terms of their commutators with space-time smoothed opera-
tors.
The expression we obtain for J depends on a small number of undetermined
constants. The present method is not powerful enough to determine whether such
1For a related publication see Ref. [7].
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constants are non-zero. Nonetheless it is still possible to obtain some non-trivial
information concerning the expression for our definition of J mainly based on the
consistent implementation of the model’s symmetries. We will comment on this fact
in the last section.
It is well known [8, 9, 10] that violations of the Jacobi identity J = 0 within an
algebra generate, in general, violations of associativity in the corresponding group. If
the group generators, denoted by Ga, satisfy
J [Ga1 , Ga2 , Ga3 ] =
i
3!
ω[a1a2a3] 6= 0 (2)
([a1a2a3] denotes antisymmetrization in all variables ai) the corresponding lack of
associativity is parameterized by the three-cocycle ω (for a review see Refs. [8]).
Consistency requires the closure relation [9]
fc[a1a2ωa3a4]c = 0 (3)
(where summation over c is understood).
The existence and properties of 3-cocycles has been under investigation in quan-
tum field theory for some time now. The behavior of gauge transformations in an
anomalous gauge theory, as well as in a consistent gauge theory with Chern-Simons
term, can be given a unified description in terms of cocycles [12]. Violations of the
Jacobi identity also appear in the quark model: if the Schwinger term in the com-
mutator between time and space components of a current is a c-number, the Jacobi
identity for triple commutators of spatial current components must fail [13]. This
fact has been verified in perturbative BJL calculations [14]
In the context of quantum mechanics, 3-cocycles appear in the presence of mag-
netic monopoles [10]. For example, a single particle moving in a magnetic field ~B
satisfies J [v1, v2, v3] = (eh¯2/m3)~∇ · ~B, where vi represent the components of the
(gauge invariant) velocity operator. If ~∇ · ~B 6= 0, as in the case of a point monopole,
the Jacobi identity fails.
The paper is organized in the following manner. Section 2 is dedicated to the
description of the method. Section 3, as an application of the method, studies the
failure in field theory of the Jacobi identity for chromo-electric fields. Following this,
Section 4 is dedicated to 3-cocycles associated to the QCD quark charges and Gauss’
law generators. The results of these sections are compared to the results derived form
perturbation theory in section 5. Conclusions are presented in Section 6.
2. Description of the method
In this section we will generalize the method proposed in [3] to study double com-
mutators and the possibility of violation of Jacobi identity. The canonical evaluation
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of equal time commutators sometimes presents ambiguities [1], and it becomes neces-
sary to have an alternative way to define and calculate these objects. This is achieved
by the Bjorken, Johnson and Low [5] definition of the single commutators (for a re-
view see [6]) which relies only on the construction of the time-ordered product of the
operators whose commutator is desired. Specifically, the commutator of A and B is
obtained from
lim
p0→∞
p0
∫
dnx eipx〈α|TA(x/2)B(−x/2)|β〉 =
= i
∫
dn−1x e−i~p·~x〈α|[A(0, ~x/2), B(0,−~x/2)]|β〉. (4)
where p0 stands for the time component of the four-momentum. The BJL definition
(4) uses the time ordered product T , which (in general) is not a Lorentz covariant
object [6], while in field theory (e.g. Feynman diagrams in perturbation theory)
one calculates an associated covariant object, usually denoted by T ∗. The difference
between T and T ∗ is local in time, involving δ(x0) and its derivatives [6], which
translates into a polynomial in p0 in momentum space. Therefore in (4) we can
replace T by T ∗ provided we drop all polynomials in p0. Equivalently, the Fourier
transform of the commutator is the residue of the 1/p0 term in a Laurent expansion
of the time ordered product T ∗ (divided by i).
This approach can easily be extended to the study of double commutators. We
first define
C(p, q) =
∫
dnxdny ei(px+qy)〈α|TA(x)B(y)C(0)|β〉, (5)
and use the (formal) identities
∂
∂x0
TA(x)B(y)C(0) = T (A˙BC) + δ(x0 − y0)T ([A,B](x0)C(0))
+ δ(x0)T (B(y0)[A,C](x0)) (6)
∂
∂y0
TA(x)B(y)C(0) = T (AB˙C) + δ(y0 − x0)T ([B,A](y0)C(0))
+ δ(y0)T (A(x0)[B,C](y0)), (7)
where the subscript in the commutators indicates the common time of the operators.
To simplify the resulting expressions we define
qILp = lim
q0→∞
q0 lim
p0→∞;q0=const
p0 (8)
and obtain, after straight-forward manipulations,
qILpC(p, q) =
∫
dn−1x dn−1y e−i(~p·~x+~q·~y)〈α|[B(0, ~y), [C(0), A(0, ~x)]]|β〉
pILkC(p,−p− k) =
∫
dn−1x dn−1y e−i(~p·~x+~q·~y)〈α|[A(0, ~x), [B(0, ~y), C(0)]]|β〉
kILqC(−q − k, q) =
∫
dn−1x dn−1y e−i(~p·~x+~q·~y)〈α|[C(0), [A(0, ~x), B(0, ~y)]]|β〉, (9)
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where k = −p− q. These expressions imply
(qILp + pILk + kILq) C =
∫
dn−1xdn−1ye−i~p·~x−i~q·~yJ [A,B,C] (10)
where, as above, J [A,B,C] = [A, [B,C]] + [B, [C,A]] + [C, [A,B]].
The above manipulations suggest that we define J [A,B,C] via (10) 2. In the
following we will use this definition of J
Since we are interested in the large-momentum-transfer behavior, it is appropriate
to express the product of operators in (5) as a sum of non-singular local operators
with possibly singular c-number coefficients [4],∫
dnxdny ei(px+qy)〈α|TA(x)B(y)C(0)|β〉 = ∑
i
ci(p, q) 〈α|Oi(0)|β〉, (11)
each term in the OPE should respect the same symmetries (and possess the same in-
ternal quantum numbers) as the Green’s function (5). As for the single commutator
case [3] it is more convenient to derive the various (double) commutators from the co-
variant time-ordered product T ∗. the difference T [A(x)B(y)C(z)]−T ∗[A(x)B(y)C(z)]
is an operator local in x−y or y−z or x−z. Thus we will drop all terms proportional
to a polynomial in p0, q0 or k0.
Substituting (11) in (10) we obtain∫
dn−1x dn−1y e−i(~p·~x+~q·~y)〈α|J [A(0, ~x), B(0, ~y), C(0)]|β〉 =
=
∑
i
(qILp + pILk + kILq) ci(p, q)〈α|Oi(0)|β〉 (12)
It is worth pointing out that similar manipulations have been used to provide
constraints on the general form of current anomalies [15].
3. Jacobi Identity for chromo-electric fields
In this section we investigate the existence of 3-cocycles associated with the
(chromo) electric fields of a gauge theory, denoted by Eai = F
a
0i, where F
a
µν is the
non-Abelian gauge field strength. We will consider the four-dimensional case first
and then briefly consider the case of two dimensions.
We evaluate the Jacobi operator for three chromo-electric fields by studying the
behavior of the correlator of three strength tensors T
{
F a1µ1ν1(x1)F
a2
µ2ν2
(x2)F
a3
µ3ν3
(x3)
}
for the case of µr = 0, νr 6= 0.
Following (5) we consider
Ca1a2a3µ1ν1µ2ν2µ3ν3(k1, k2) =
∫
d4x1d
4x2 e
i(k1x1+k2x2)
〈
α
∣∣∣T ∗ {F a1µ1ν1(x1)F a2µ2ν2(x2)F a3µ3ν3(0)}∣∣∣β〉 ,
(13)
2When canonical manipulations are well defined we will have J [A,B,C] = 0.
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which must be symmetric under (kr, µr, νr, ar) ↔ (ks, µs, νs, as), and antisymmetric
under (µr, νr) ↔ (νr, µr) where r, s = 1, 2, 3. In order to present the expressions
symmetrically we define
k3 = −k1 − k2. (14)
The canonical mass dimension of C equals −2 which implies that the only terms in
the OPE which survive the double limits are proportional to the identity operator 3,
Ca1a2a3µ1ν1µ2ν2µ3ν3 = ca1a2a3µ1ν1µ2ν2µ3ν3 1+ · · · , (15)
where the remaining terms will not contribute to the final result. The Wilson coeffi-
cients multiplying the identity operator will be such that [ca1···µ1···] = (mass)
−2.
The coefficient function c consists of a sum of terms each of which takes the form
n factors︷ ︸︸ ︷
k ⊗ · · · ⊗ k
(polynomial of degree l in the k2i )
(16)
For the present calculation we must have n = 2(l − 1).
In restricting the values of n note first that all terms of the form ki · kj can be
turned into a linear combination of the k2i by using k1 + k2 + k3 = 0; also note that
multiplying the above expression by a dimensionless function will, at most, modify
the final result by an overall multiplicative constant, thus we can replace (for l > m)
(polynomial of degree m in k2i )
(polynomial of degree l in k2i )
→ 1
(polynomial of degree l −m in k2i )
(17)
which implies that we can ignore all contributions to c containing factors of the form
ki · kj in the numerator. Using this and the fact that there are six “external” indices
µ1,2,3, ν1,2,3 and noting that we need include at most one ǫ tensor, we find that we
can restrict ourselves to n = 0, 2, 4, 6. We will consider the case n = 0 in detail, the
others can be treated in the same way.
The coefficient corresponding to n = 0 in (16) takes the form
∑
π
τµpi1νpi1µpi2νpi2µpi3νpi3u
api1api2api3
(∑
r
xrk
2
πr
)−1
(18)
where π denotes a permutation of 1, 2, 3; the summation is over the 3! such permu-
tations. The tensor τ is constructed out of the metric and the ǫ tensor. Since the
tensor u takes values on a Lie algebra, its general expression will be of the form
uabc = u1f
abc + u2d
abc, (19)
3As in [3], we assume that the sum of three double commutators is a renormalization group
invariant quantity.
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where f denotes the (completely antisymmetric) group structure constants and dabc
denotes the completely symmetric object trT a{T b, T c} (T a denote the group genera-
tors).
Consider now the limit krILks, abbreviated rILs, and let u be the (unique) index
6= r, s. The polynomial in the denominator can be written
(x˜r + x˜u) k
2
r + (x˜s + x˜u) k
2
s + 2x˜u kr · ks; (u 6= r, s) (20)
where x˜r = xπ−1r and where we used
∑
r xrk
2
πr =
∑
r xπ−1rk
2
r . Then we have
rILs
1∑
r x˜rk
2
r
=
1
2x˜u
δx˜s+x˜u (21)
where δx+x′ denotes the Kronecker delta. The above expression implies
(1IL2 + 2IL3 + 3IL1)
1∑
r x˜rk2r
=
1
2
[
δx˜2+x˜3
x˜3
+
δx˜3+x˜1
x˜1
+
δx˜1+x˜2
x˜2
]
= A(x˜1, x˜2, x˜3) (22)
A is a completely antisymmetric function of the x˜ and so
A(x˜1, x˜2, x˜3) = νπ A (x1, x2, x3) (23)
where νπ denotes the signature of the permutation π.
Note that A vanishes unless the sum of two of the parameters x˜ is zero which is
not usually realized, within perturbation theory. This can be understood by noting
that expression (18) will present poles whenever A 6= 0 and k0i ∝ k0j (neglecting the
spatial components since k0i →∞). In the vicinity of such poles the Wilson coefficient
behaves as 1/(k2i − η2k2j ) with η a real constant depending on the xr. Such behavior
is rarely generated within perturbation theory [16]; the high-energy behavior of the
triangle graph is, however, an exception [17].
The term under consideration then contributes to the sum of the three double
limits the quantity
A (x1, x2, x3)
∑
π
νπ τµpi1νpi1µpi2νpi2µpi3νpi3u
api1api2api3 (24)
For the case of interest µr = 0 and νr = ir 6= 0 whence, of all possible contributions to
τ , only the term containing the ǫ tensor contributes. This leads to a term proportional
to the three-dimensional antisymmetric tensor,
τ0 ipi10 ipi20 ipi3 = τ˜ ǫipi1ipi2ipi3 = τ˜ νπ ǫi1i2i3 (25)
for some constant τ˜ . The contribution to the limits then becomes
A τ˜ ǫi1i2i3
∑
π
uapi1api2api3 = τ¯ ǫi1i2i3d
a1a2a3 (26)
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where we used the expression (19) and τ¯ = 6u2τ˜ A(x1, x2, x3). The terms containing
fabc in (19) do not contribute.
The other cases, n = 1, 2, 3, although more involved, yield the same type of
expressions. Collecting all results we obtain
J
[
Ea1i1 (~x), E
a2
i2
(~y), Ea3i3 (~z)
]
= c¯ ǫi1i2i3Tr{T a1 , T a2}T a3 δ3(~x− ~y)δ3(~x− ~z). (27)
where c¯ is an undetermined constant. We note that this result also satisfies the
closure relation (3). A similar expression was obtained in Ref. [18]; we will compare
the present approach with the one followed in this reference in section 4.
For the two-dimensional case only the terms containing F bαβ in the OPE contribute
to the double limits. The coefficient functions take the same form as in (16) where
now we have n ≤ 4. After a short calculation we obtain
J [Ea1(~x), Ea2(~y), Ea3(~z)] = c¯′ ua1a2a3bEb δ3(~x− ~y)δ3(~x− ~z); (1 + 1 dim.) (28)
where uabcd is antisymmetric in its first three indices and must be constructed out of
traces of products of generators,
ua1a2a3b = i [fa1a2cdca3b + fa2a3cdca1b + fa3a1cdca2b] (29)
Using this expression (28) is seen to satisfy (3).
4. The 3-cocycle in current algebra
We now follow the above procedure to study the Jacobi identity for three non-
Abelian charges. We start from a gauge theory with anti-hermitian generators {T a}
and assume that a set of current operators Jaµ can be defined (we will not need to
specify the chirality properties of these currents). We then consider the operator
Cabcµνρ(k1, k2) =
∫
d4xd4yei(k1x+k2y)T ∗
{
Ja1µ1 (x)J
a2
µ2
(y)Ja3µ3 (0)
}
, (30)
which is symmetric under any permutation (ks, µs, as)→ (kr, µr, ar) for r, s = 1, 2, 3.
As in the previous section we consider first the four-dimensional case and then briefly
state the results for the two-dimensional theory.
We now expand Cabcµνρ in a series of local operators. The terms that will contribute
to the double limits are proportional to the operators 1, F aµν , F˜
a
µν , J
b
α, (DαFβγ)
b,
and
(
DαF˜βγ
)b
. The general expressions for arbitrary values of the indices are quite
involved and not very illuminating; we will therefore consider only two cases: the
terms proportional to the unit operator (corresponding to the vacuum expectation
value of J ), and the case µi = 0 which can lead to violations of the Jacobi identity
in the global algebra generated by the charges.
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4.1 Terms proportional to 1
We consider the Wilson coefficient associated with the unit operator first. Using the
same arguments as for the previous section we conclude that the Wilson coefficient
should take the same form as in (16) with l = 1, n = 3, explicitly
c1 =
∑
r,s,t,π
τ rstµpi1µpi2µpi3αβγ k
α
πrk
β
πsk
γ
πt u
api1api2api3
rst
(∑
u
xrstu kπu
)−1
(31)
The evaluation of the three double limits is essentially the same as for the previous
case and we will omit the details. We obtain
(1IL2 + 2IL3 + 3IL1) c1 =
∑
νπ τ¯
d;rst
µpi1µpi2µpi3ijn
kiπrk
j
πsk
n
πt da1a2a3 (32)
+
∑
τ¯ f ;rstµpi1µpi2µpi3ijn k
i
πrk
j
πsk
n
πt fa1a2a3
where νπ is the signature of the permutation π.
The tensors τ¯d and τ¯ f must be constructed out of the metric and the ǫ tensor.
This implies that the result vanishes when µi = 0, i.e.
〈
0
∣∣∣J [Ja0J b0Jc0]∣∣∣ 0〉 = 0, as
verified by explicit perturbative calculations [14]. If we consider the case µi = ji 6= 0
we obtain terms ∼ kj1r kj2s kj3t and ∼ kj1r δj1j2~k2s proportional to fa1a2a3 which also agree
with the results obtained perturbation theory [14].
4.2 Jacobi identity for the global current algebra
In studying violations of the Jacobi identity in the algebra of the non-Abelian charges
we define
Qa =
∫
d3~x Ja0 (33)
so that when calculating J [Qa1 , Qa2 , Qa3 ] (see (1)) we need only consider only the
case µ1,2,3 = 0.
In the previous subsection we showed that there are no contributions to the oper-
ator J [Ja10 Ja20 Ja30 ] proportional to the unit operator. The contributions proportional
to the operators F and F˜ have Wilson coefficients of the same form as in (16) with
n = 2l−1, l = 1, 2, 3. When µi = 0 the various terms resulting form the three double
limits are proportional to ~kr · ~Eb or ~kr · Bb, (r = 1, 2, 3). Thus they will not contribute
to the global algebra (for which we set ~kr = 0).
Next we consider the Wilson coefficients associated with J bα. These again take the
form (16) with n = 2(l − 1), l = 1, 2, 3. As an example we study the l = 1 case; the
explicit form of the coefficient function is
ca1a2a3bJ ;µ1µ2µ3α =
∑
π
τµpi1µpi2µpi3αu
api1api2api3b
(∑
r
xrk
2
πr
)−2
(34)
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where, as above, π denotes a permutation of 1,2,3 and uabcd is constructed from
the traces of four group generators with all possible orderings. Evaluation of the
contribution to the three double limits is almost identical to the one described above.
As a result we get
(1IL2 + 2IL3 + 3IL1) cJ = A(x1, x2, x3)
∑
π
νπτµpi1µpi2µpi3αu
api1api2api3b (35)
with A defined in (22).
Using then τ000α = τ¯ gα0 for some constant τ¯ , we find that the term containing J
a
µ
in (30) contributes the operator(
τ¯ A
∑
π
νπu
api1api2api3b
)
Qb. (36)
to J [Qa1Qa2Qa3 ]. The n = 2 and n = 4 cases yield expressions of the same form.
Finally we consider the contributions proportional to the operators DαFβγ. In
this case the coefficients are of the form (16) with n = 2(l − 1), l ≤ 4. Again
concentrating on the charge operators we require µ1,2,3 = 0 and obtain, following the
procedure outlined in the previous section, that the contribution to the sum of the
three double limits is of the form
const
∫
d3~x (DµFµ0)
b
∑
π
νπu
api1api2api3b. (37)
An identical procedure can be followed for DF˜ . The resulting expressions contain
DµF˜µ0 and vanish by virtue of the Bianchi identities.
Collecting the above results we conclude that
J [Qa1 , Qa2 , Qa3 ] =
[
c¯JQ
b + c¯DF
(∫
d3~xDµFµ0
)b]∑
π
νπu
api1api2api3b. (38)
for some constants c¯J and c¯DF . Noting that u must be constructed out of traces of
generators, and using the Jacobi identity for the generators we obtain that this tensor
takes the form (29). It is easy to see that (38) satisfies (3).
If we use the equations of motion DµFµν = Jν and define c¯ = c¯J + c¯DF we obtain
J [Qa1 , Qa2 , Qa3 ] = c¯Qb [fa1a2cdca3b + fa2a3cdca1b + fa3a1cdca2b] (39)
For example, for SU(3) we have J [Q1, Q2, Q3] = (c¯√3/2)Q8.
We can follow exactly the same procedure for the Gauss’ identity operators
Ga = Qa −
∫
d3~x (DµFµν)
a (40)
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assuming that these operators close into an algebra we obtain that the Jacobi identity
is violated,
J [Ga1 , Ga2, Ga3 ] = c¯′Gb [fa1a2cdca3b + fa2a3cdca1b + fa3a1cdca2b] (41)
for those cases where c¯′ 6= 0. Note however that in the physical subspace, which is
annihilated by the Ga, the Jacobi identity is valid (this would not be true is the Ga
fail to close into an algebra under commutation).
4.2 1+1 dimensions
For the two-dimensional case some of the metric tensors which appear in the Wilson
coefficients can be replaced by the antisymmetric tensor ǫµν . Expressing the results
in terms of the left and right-handed currents JL,R = J0 ∓ J1 we obtain〈
0
∣∣∣J [Jah1J bh2Jch3]∣∣∣ 0〉 = ∑
r
[
crd;h1h2h3 dabc + c
r
f ;h1h2h3
fabc
]
Kr (42)
where hi = L,R and Kr denotes the spatial component of kr.
Turning now to the global current algebra one can easily verify that the terms in
the OPE containing the operators F˜ a do not generate violations of the Jacobi identity.
In contrast, terms containing the operators Jaµ do contribute. A straightforward
calculation (almost identical to the one described in the case of 4 dimensions) gives
J [Qa1 , Qa2 , Qa3 ] =

 ∑
h=L,R
c¯hQ
b
h

 [fa1a2cdca3b + fa2a3cdca1b + fa3a1cdca2b] (43)
where Qah =
∫
dx Jah .
5. Perturbative calculations.
The previous results can be compared to the results obtained using perturbation
theory. For the vacuum expectation value of the operator J [JJJ ] in 4 dimensions the
results are known [14] and agree with the results obtained in sect. 4. The origin of
the non-vanishing contribution of such a graph can be traced to the peculiar behavior
of the discontinuities of the form factors for the triangle graph [17].
The situation is different when we consider the graphs contributing to J [EEE]
calculated in section 3.
The expression for c¯ in (27) can be derived from perturbation theory by obtaining
the corresponding Wilson coefficients. To this end we first note that the vertices
corresponding to the (composite) operator F µν are of the form
11
(b)(a)
Fig.  Vertices in the composite operator Fµν
The one loop contributions are given by the graph in Fig. 2 which, however,
does not contribute to the double limits. In fact, it is a straightforward exercise to
show that any graph with one or more of the vertices of type (a) in Fig. 1 with one
gauge boson line will not contribute to the three limits. This implies that the leading
contributions to c¯ are at least O(g7), where g is the gauge coupling constant, and
occur at the three loop level. We will not evaluate the corresponding graphs in this
paper.
Fig.  One loop graph contributing to the Jacobi identity for three electric fields.
The absence of perturbative contributions, at least at low orders, to (27) con-
tradicts the results obtained in [18] where (27) was obtained by first calculating the
anomalous commutator of two electric fields and then using canonical commutation
relations in the evaluation of the Jacobi operator (1). In that calculation the com-
mutator of two electric fields was found to be proportional to the gauge field, which
raises questions about the gauge invariance of the result 4. In view of these problems
we revisit calculation of the commutator of two electric fields following the approach
described in [3]. We define
T µναβ(p) =
∫
d4x e−ip·xF µν(x/2)F αβ(−x/2) (44)
4A similar situation was discussed in [3]. Note, however, that gauge invariance is not an issue
when considering anomalous theories.
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whose OPE takes the form τµναβ(p)1 + · · · where τ is a tensor constructed from p,
the metric and the ǫ tensor; the term proportional to the unit operator is the only
one that contributes to the BJL limit.
The terms in τ that generate a non-trivial BJL limit are of the form gµαpνpβ/p2±
perms, and ǫµναγpγp
β/p2 ± perms; where “perms” denotes similar terms with the
indices exchanged to insure antisymmetry under µ ↔ ν, and α ↔ β; and symmetry
under the exchange (µν; p) ↔ (αβ;−p). The commutator of two electric fields is
obtained from the limit
lim
p0→∞
p0τ 0i0j (45)
which, using the above expression for τ is seen to vanish. We therefore conclude that[
Eia(~x/2), E
j
a(−~x/2)
]
= 0 (46)
which disagrees with the results of [18].
We believe that this discrepancy is due to the following. In [18] the commutator
was computed from the seagull for the current-current commutator by using Ampe`re’s
law to relate the current to E˙ai . The problem with this calculation is that the seagull
is not unique, always being defined up to a covariant local contribution [6]. So, if we
follow the procedure described in [18] but add to the seagull the covariant contribution
σµνcov ab(x, y) =
iξ
24π2
Tr{T a, T b} ǫµναβAbα(y)∂βδ(4)(x− y) (47)
the final result is the one in [18] multiplied by 1− ξ. The calculation using the OPE
shows that, in fact, ξ = 1. This also implies that the expression (27) cannot be
derived from (1) by evaluating some commutators canonically and others using the
BJL limit.
We now consider the perturbative evaluation of the Jacobi identity for three cur-
rents. Following our approach we will be interested in the Wilson coefficient for the
term J bα in the OPE of the operator T
∗{JJJ}. The one loop contributions to the
OPE are obtained from the graphs in Fig. 3.
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(h)(g)(f)
(e)(d)(c)
(b)(a)
Fig.  One loop graphs contributing to the Jacobi identity for three currents.
In this calculation of J the contribution from graphs (cf. fig. 3) (a) and (b) cancel
each other; similarly graphs (c) and (d) cancel, while the contributions of (f), (g) and
(h) add up to zero. Graph (e) requires careful evaluation; we chose to regulate the
theory using a higher covariant derivative method [19] in the gauge-boson sector 5.
The propagator then becomes (in the Feynman gauge) gµν/[p
2(1 − p2/Λ2)] and we
obtain that
jILi {graph 3(e)} = g
2
16π2
(
λb [λaj , [λak , λai ]]λb
)
ln
Λ2
m2
(48)
where {λa} denote the (Hermitian) generators of the group, g the gauge coupling
constant and m the fermion mass. It is clear from the above expression that the
sum of the three limits vanishes by virtue of the Jacobi identity obeyed by the group
generators λa. We therefore conclude that the constant c¯J in (38) is zero to this order
(see [20] for a related result).
5. Conclusions
We considered the simultaneous use of the operator product expansion (OPE) and
the Bjorken-Johnson-Low (BJL) limit techniques to study double commutators and
thus look into possible violations of the Jacobi identity. The advantages of the method
are its non-perturbative nature, the fact that all symmetries are manifest at each stage
of the calculation, and its calculational ease. The disadvantages of the method are
5This regulator induces several new vertices in the theory, but this does not affect the present
calculation.
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that all results are determined up to unknown multiplicative constants which could,
in fact, be zero (in which case no violations of the Jacobi identity appear). We note,
however, that the vanishing of such constants would be accidental in the sense that
it is not mandated by any symmetry of the model.
We were able to isolate cases where there cannot be violations of the Jacobi
identity. For example the vacuum expectation value of 〈0| J [Ja0 , J b0, Jc0 ] |0〉 = 0 (when
there is no symmetry breaking), as discussed in section 4.1. As another example
one can consider a 4-dimensional gauge theory with a scalar field φ; in this case
J [φ, ∂µφ,Aν] = 0 identically.
As mentioned above the method proposed provides a definition of the Jacobi
operator J [A,B,C] in (1). This definition, coincides with the naive expression (i.e.,
it vanishes) whenever the operators A, B, C, and their triple products are well defined.
When regularization is needed the expression for J need not vanish. The origin of
this effect can be seen as follows: the naive expression for J contains two terms of
the form ABC, one from the first double commutator in (1), and one from the last
double commutator. The the first equal-time commutator, however, is evaluated by
first letting tB → tA and subsequently tC → tA; the second commutator is obtained by
taking tC → tA and then tB → tA. The two limits need not commute leading to a non-
zero contribution. This can be interpreted as a lack of associativity, (AB)C 6= A(BC)
which is related to the presence of a three cocycle. A naive definition of J would not
exhibit this feature, the cost being that the operator products are ill defined.
As applications we considered violations of the Jacobi identity for three chromo-
electric fields as well as for three non-Abelian charges and for three Gauss’ law gen-
erators. The resulting three-cocycles satisfy the closure relation (3) and therefore
imply that the corresponding group is not associative. The general analysis relates
the violations of the Jacobi identity to poles in the Wilson coefficient functions at
large time-like momenta. Such poles are absent in most perturbative contributions
leading to J = 0; this is the case for three chromo-electric fields and three current
charges. The one exception we have found corresponds to those perturbative contri-
butions generated by the triangle graph, which generate non-trivial violations to the
Jacobi identity of three (space-like) currents. The form of these perturbative results
agree with that obtained using the OPE and BJL limit approach.
The fact that general considerations lead to a violation of the Jacobi identity
implies, as mentioned previously, that a well-defined representation of such operators
does not exist [11]. For example, a representation for the gauge field operators cannot
be extended to include the Eai ; these objects are then to be defined in terms of their
commutators with space-time smeared operators.
It is also worth noticing that even if the Jacobi identity fails the correspond-
ing group can still be made associative by an appropriate quantization of the 3-
cocycle [10].
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