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Abstract
Among the classification of irreducible regular and reduced prehomogeneous vector spaces, there
are only a few one which are not of parabolic type. In this paper we investigate this family of preho-
mogeneous vector and show that they nevertheless all occur inside the exceptional Lie algebras and
are in some sense close to the parabolic family. Moreover we give a Lie theoretical description of
their relative invariants and the corresponding characters.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The theory of prehomogeneous vector spaces (abbreviated PV) was introduced by
Mikio Sato [21], mainly to produce new kind of zeta functions. This was developed and
generalized by several authors. Without any seek of completeness let us mention [3,4,
11,20,22–25]. For a more complete bibliography the reader is referred to the book of
T. Kimura [8].
Let us recall very briefly the basic definitions. We start with a connected algebraic
group G. Except in Lemma 4.2, the group G is always supposed to be reductive. We
denote also by G the group of complex points. We suppose also that we are given a finite
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assumptions we make are the following:
• G has a Zariski open orbit Ω in V , ((G,ρ,V ) or (G,V ) is then called a prehomoge-
neous vector space). The elements in the open orbit are called generic elements.
• There exists on V a non-trivial polynomial P which is relatively invariant under G,
and whose Hessian H(P)(x) is non-zero on Ω ((G,ρ,V ) is then called regular).
It can be easily shown that the property of (G,ρ,V ) to be a PV is in fact an infinitesimal
condition. Let g be the Lie algebra of G and let dρ be the derived representation of g. Then
(G,ρ,V ) is a PV if and only if there exists v ∈ V such that the map
g → V, X → dρ(X)v,
is surjective (see [22]). Therefore we will often call (g,V ) a prehomogeneous vector space
if the preceding condition is satisfied. The set of such v’s is exactly the open orbit.
Then it can be proved that the contragredient representation (G,ρ∗,V ∗) is again a regu-
lar prehomogeneous vector space, whose fundamental relative invariant is denoted by P ∗.
If we assume further that (G,ρ,V ) is defined over Q (and some other technical conditions,
see [20,23,25] or [8]) then one can associate global zeta function to this datum, and prove
a functional equation for it.
The regular irreducible PV’s have been classified by Sato and Kimura [22] up to an
equivalence relation called the castling transform. These authors gave a list of so-called
reduced representatives in each castling class. The precise definition of a castling transform
and of a reduced representative is not needed here.
On the other hand, the author introduced a new class of irreducible regular PV’s, the so
called irreducible regular prehomogenous vector spaces of parabolic type [14–16]. These
are called parabolic because they are closely related to well behaved maximal parabolic
subalgebras of simple Lie algebras (see Section 2 below).
By comparing the classifications in [22] and in [14] (or [15,16]), one observes that most
of the irreducible regular PV’s are of parabolic type. Except for the so-called trivial PV’s
(see [8, p. 223]), the irreducible reduced non-parabolic PV’s are listed in Table 1. (In this
table we only indicate the infinitesimal PV , Λ1 stands for the natural representation of
gl(p) on Cp  V (p), Λ2 stands for the irreducible 7-dimensional representation of the
exceptional Lie algebra G2, spin stands for the Spin representation of the corresponding
orthogonal Lie algebra o(k), and V (p) always denotes a complex vector space of dimen-
sion p.) We will show that these PV’s have nevertheless close relations to the parabolic
family.
The preceding, short list however splits into three parts corresponding to increasing
complexity of their structure. The PV’s (1-1), (1-2) and (1-3) have very simple explanations
in terms of parabolic subalgebras of simple algebras, as well as their relative invariants
(see Section 4 below). The PV’s (2-1) and (2-2) have the same simple explanation but
the construction of their relative invariant is more involved (see Sections 5 and 6 below).
More precisely, the construction of the relative invariants of (2-1) and (2-2) in terms of Lie
structure needs the construction of the relative invariants for some non-irreducible PV’s
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(1-1) (gl(2)× o(7),Λ1 ⊗ spin,V (2)⊗ V (8))
(1-2) (gl(3)× o(7),Λ1 ⊗ spin,V (3)⊗ V (8))
(1-3) (gl(1)× o(11),Λ1 ⊗ spin,V (1)⊗ V (32))
(2-1) (gl(1)× o(9),Λ1 ⊗ spin,V (1)⊗ V (16))
(2-2) (gl(1)×G2,Λ1 ⊗Λ2,V (1)⊗ V (7))
(3-1) (gl(2)×G2,Λ1 ⊗Λ2,V (2)⊗ V (7))
of parabolic type (see Theorem 5.2 , Corollary 5.3, Theorem 6.2 and Corollary 6.3). The
PV (3-1) has a much more involved interpretation in terms of Lie algebras. This interpre-
tation takes place into the exceptional Lie algebra E6 and is strongly related to the triality
principle. It will be developed in Section 8, as well as a Lie theoretical description of its
fundamental relative invariant. Before that, in Section 2 we will recall the definition of
PV’s of parabolic type and in Section 3 we will recall the definition of admissible and
C-admissible subalgebras. In Section 7 we will prove a general result on PV’s of commu-
tative parabolic type which will be used in Section 8.
2. PV’s of parabolic type
At this point a brief summary of the theory of PV’s of parabolic type is needed.
Let g be a simple complex Lie algebra. Let h be a Cartan subalgebra of g and denote
by Σ the set of roots of (g,h). As usually, for α ∈ Σ , we denote by Hα the corresponding
co-root in h. We fix once and for all a system of simple roots Ψ for Σ . We denote by Σ+
(respectively Σ−) the corresponding set of positive (respectively negative) roots in Σ . Let
θ be a subset of Ψ and let us make the standard construction of the parabolic subalgebra
pθ ⊂ g associated to θ . As usual we denote by 〈θ〉 the set of all roots which are linear
combinations of elements in θ , and put 〈θ〉± = 〈θ〉 ∩Σ±.
Set
hθ = θ⊥ =
{
X ∈ h | α(X) = 0 ∀α ∈ θ}, h(θ)=∑
α∈θ
CHα,
lθ = zg(hθ )= h ⊕
∑
α∈〈θ〉
gα, n±θ =
∑
α∈Σ±\〈θ〉±
gα.
Then pθ = lθ ⊕ n+θ is called the standard parabolic subalgebra associated to θ . There is
also a standard Z-grading of g related to these data. Define Hθ to be the unique element of
hθ satisfying the linear equations
α(Hθ) = 0 ∀α ∈ θ and α(Hθ)= 2 ∀α ∈ Ψ \ θ.
The before mentioned grading is just the grading obtained from the eigenspace decompo-
sition of adHθ :
dp(θ)=
{
X ∈ g | [Hθ,X] = 2pX
}
.
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g =
⊕
p∈Z
dp(θ), lθ = d0(θ), n+θ =
∑
p1
dp(θ), n
−
θ =
∑
p−1
dp(θ).
It is known that (lθ , d1(θ)) is a prehomogeneous vector space (in fact all the spaces
(lθ , dp(θ)) with p = 0 are prehomogeneous, but there is no loss of generality if we only
consider (lθ , d1(θ))). These spaces have been called prehomogeneous vector spaces of
parabolic type [14]. There are in general neither irreducible nor regular. But they are of
particular interest, because in the parabolic context, the group (or more precisely its Lie al-
gebra lθ ) and the space (here d1(θ)) of the PV are embedded into a rich structure, namely
the simple Lie algebra g. For example the derived representation of the PV is just the ad-
joint representation of lθ on d1(θ). Moreover the Lie algebra g also contains the dual PV ,
namely (lθ , d−1(θ)).
It may be worthwhile to notice also that d1(θ)=∑β∈σ1 gβ , where σ1 is the set of roots
which belong to the set (Ψ \ θ) + Zθ , where Zθ is the Z-span of θ .
As these PV’s are in one to one correspondence with the subsets θ ⊂ Ψ , we make the
convention to describe them by the mean of the following weighted Dynkin diagram:
Definition 2.1. The diagram of the PV (lθ , d1(θ)) is the Dynkin diagram of (g,h) (or Σ),
where the vertices corresponding to the simple roots of Ψ \ θ are circled (see an example
below).
This very simple classification by means of diagrams contains nevertheless some im-
mediate and interesting informations concerning the PV (lθ , d1(θ)) (for all these facts, see
[14,15] or [16]):
• The Dynkin diagram of l′θ = [lθ , lθ ] (i.e., the semi-simple part of the Lie algebra of the
group) is the Dynkin diagram of g where we have removed the circled vertices and the
arrows connected to these vertices.
• In fact as a Lie algebra lθ = lθ ′ ⊕ hθ and dimhθ = the number of circled vertices.
• The number of irreducible components of the representation (lθ , d1(θ)) is also equal
to the number of circled roots. More precisely, if α is a (simple) circled root, then
any non-zero root vector Xα ∈ gα generates an irreducible lθ -module Vα , and d1(θ)=⊕
α∈Ψ \θ Vα is the decomposition of d1(θ) into irreducibles.
In fact the decomposition of the representation (lθ , d1(θ)) into irreducibles can also be
described by using the eigenspace decomposition with respect to ad(hθ ). Let me explain
this. For each α ∈ h∗, let α be the restriction of α to hθ and define
gα = {X ∈ g | ∀H ∈ hθ , [H,X] = α(H)X}.
Then g0 = lθ and for α ∈ Ψ \ θ , we have Vα = gα . Hence we can write
d1(θ)=
⊕
gα.α∈Ψ \θ
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• Moreover one can directly read the highest weight of Vα from the diagram.
The highest weight of Vα relatively to the Borel subalgebra b−θ = h ⊕
∑
α∈〈θ〉− gα
is α = α|h(θ). Let ωβ (β ∈ θ) be the fundamental weights of l′θ (i.e., the dual basis of
(Hβ)β∈θ ). For each circled root α (i.e., for each α ∈ Ψ \ θ ), let Jα = {(βi)} be the set of
roots in θ (= non-circled) which are connected to α in the diagram. From elementary dia-
gram considerations we know that Jα may be empty and that there are always less than 3
roots in Jα .
If Jα = ∅, then Vα is the trivial one dimensional representation of lθ .
If Jα = ∅, then α =∑i∈Jα ciωβi where ci = −α(Hβi ) and α(Hβi ) can be computed as
follows:
(R)


if ‖α‖ ‖βi‖, then α(Hβi )= −1;
if ‖α‖ > ‖βi‖ and if α and βi are connected by j arrows (1 j  3),
then α(Hβi )= −j.
• The diagram of (lθ , d1(θ)), together with a table of roots allows also to describe the
decomposition of the representation (lθ , dp(θ)) (which is also a PV) into irreducibles.
For this purpose let R denote the set of restrictions of the roots of Σ to hθ . For α ∈ R,
let us define the θ -height of α by
hθ
(
α
)= 1
2
α(Hθ).
It is easy to see that hθ (α) is also the sum of the coefficients of α with respect to the
elements of Ψ \ θ . Then
dp(θ)=
∑
hθ (α)=p
gα =
∑
Ωp
gα
where Ωp = {α ∈ R | hθ (α)= p}. Then it can be proved that the decomposition
dp(θ)=
∑
Ωp
gα
is the decomposition into lθ -irreducible representations. This of course is coherent with the
decomposition of d1(θ) given above.
As an example define dtop(θ) to be the space dp0(θ) where p0 is maximal among the
p’s such that dp(θ) = {0} (hence g =∑p0−p0 dp(θ)). Similarly we put d−top(θ)= d−p0(θ).
Let δ be the highest root in Σ . Then we have
dtop(θ)= gδ and d−top(θ)= g−δ.
Hence dtop(θ) and d−top(θ) are irreducible.
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Example 2.2. Consider the following diagram:

α1

α2
> 
β1

β2
The preceding diagram is the diagram of a PV of parabolic type inside g  F4. Here we
have
θ = {β1, β2} and Ψ \ θ = {α1, α2}.
The Lie algebra lθ is isomorphic to A2 ⊕ hθ where dimhθ = number of circled roots = 2.
As Jα1 = ∅, the representation of l′θ on Vα1 is the trivial representation. Hence the action of
lθ on Vα1 reduces to the character of hθ given by the restriction of the root α1 to hθ . On the
other hand we have Jα2 = {β1}. Therefore Vα2 is the irreducible A2-module with highest
weight 2ω1, where {ω1,ω2} is the set of fundamental weights of A2 corresponding to β1
and β2. Again the action of hθ on Vα2 is scalar with eigenvalue the restriction of α2 to hθ .
One can prove [14] that the PV of parabolic type (lθ , d1(θ)) is irreducible if and only
if pθ is a maximal parabolic subalgebra, i.e., if and only if Ψ \ θ is reduced to a single
root α1. Among the irreducible PV’s of parabolic type there is an important class, namely
the class of PV’s of commutative parabolic type. We say that an irreducible PV (lθ , d1(θ))
is of commutative type if the Lie algebra n+θ is commutative. This is equivalent to say that
d1(θ)= n+θ or to say that the single root α1 in Ψ \ θ has coefficient one in the highest root
of Σ .
There is also the following criterion of regularity:
Theorem 2.3. Suppose that the PV (lθ , d1(θ)) is irreducible (i.e., |Ψ \ θ | = 1). Then
(lθ , d1(θ)) is regular, if and only if there exist X ∈ d1(θ), and Y ∈ d−1(θ) such that
(Y,Hθ ,X) is an sl2-triple [14–16].
Using the preceding result (and the classification of a special kind of sl2-triples) it is
now easy to classify the PV’s of parabolic type which are irreducible and regular. They
are classified by a list of the “weighted” Dynkin diagram of g, where the root α1 in the
discussion above is circled. This classification appears first in [14] (see also [15] and [16]).
Of course not every root α1 ∈ Ψ corresponds to a regular irreducible PV of parabolic
type. Among these PV’s there is an important subclass, namely the regular irreducible
PV of commutative parabolic type, which is in one to one correspondance with simple
Jordan algebras over C. The PV of commutative type, as well as their real forms have been
intensively studied.
For convenience, in the sequel of the paper, we will refer to the list Lr of all irreducible
regular PV of parabolic type or to the list Lc of irreducible regular PV of commutative
parabolic type. As said before, these both lists can be found in [14] or [15].
As the list Lc is rather short and as it will be usefull in the sequel we give it Fig. 1.
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γ1

γ2
          
γk

γk+1
 
γk+2
         
γ2k

γ2k+1 A2k+1
           >  Bk (k  2)
             <  Ck
         

 D
1
k (k  4)
         

 D
2
2k (k  2)
  

  
E7
Fig. 1. List Lc.
3. Admissible subalgebras
Admissible subalgebras of simple Lie algebras were introduced in [17]. They play a
fundamental role in the classification of dual pairs in reductive Lie algebras [18] and in the
classification of some Lie algebras which are graded by roots systems [12,13].
As we will need such subalgebras, we will briefly describe their construction. Details
can be found in [17].
Lets us start with a PV of parabolic type (lθ , d1(θ)) and let D be the coresponding
weighted Dynkin diagram. If α is a circled root in D (i.e., α ∈ Ψ \ θ) then we define the
irreducible component Dα of D in the following manner:
Definition 3.1. Let D be the weighted Dynkin diagram of a PV of parabolic type
(lθ , d1(θ)). Let α be a circled root in D (i.e., α ∈ Ψ \ θ) then the irreducible component
Dα is the connected component (in the sense of diagrams) of θ ∪{α} which contains α (see
the example below).
Then Dα is a weighted Dynkin diagram with only one circled root, namely α. Hence it
corresponds to an irreducible PV of parabolic type g(α) which is the Lie subalgebra of g
corresponding to Dα . Let us denote by Ψα the roots in Dα , and by θα the non-circled roots
in Dα (Ψα = θα ∪ {α}). Of course Ψα is a set of simple roots of g(α), with respect to the
Cartan subalgebra generated by the root vectors Hβ with β ∈Ψα .
Example 3.2. Consider the following weighted diagram in D9
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β1

α1
 
α2
 
β2

α3
 
β3

 α4
β4
β5
where θ = {β1, β2, β3, β4, β5} and  \ θ = {α1, α2, α3, α4}.
We have
θ ∪ {α1} = 
β1

α1
 
β2

β3

β4

β5
Therefore the irreducible subdiagram associated to α1 is given by:
Dα1 = 
β1

α1

Similarly the other irreducible subdiagrams of D are the following:
Dα2 = 
α2

β2
Dα3 = 
β2

α3
 
β3

β4

β5
Dα4 = 
β3
β4
 α4
 β5
Concretely the meaning of these subdiagrams is as follows. As explained before, in the
preceding example the representation (lθ , d1(θ)) splits into four irreducible components
d1(θ) = Vα1 ⊕ Vα2 ⊕ Vα3 ⊕ Vα4 under the lθ -action. In fact only a part of l′θ acts non-
trivially on Vαi , and this part corresponds precisely to the non-circled roots in Dαi . For
example only the sl2-type part corresponding to the root β1 acts on Vα1 . The corresponding
representation is the PV of parabolic type associated to the diagram Dα1 .
Definition 3.3 (cf. [17]). The subset θ ⊂ Ψ or its weighted Dynkin diagram D are called
admissible if for every α ∈ Ψ \ θ , the irreducible subdiagram Dα corresponds to an irre-
ducible regular PV of parabolic type. In other words D is admissible if for every α ∈Ψ \θ ,
the subdiagram Dα belongs to the list Lr mentioned above.
Similarly θ or D are called C-admissible if for every α ∈ Ψ \ θ , the subdiagram Dα
corresponds to an irreducible regular PV of commutative parabolic type, in other words
D is C-admissible if for every α ∈ Ψ \ θ , the subdiagram Dα belongs to the sublist Lc
mentioned above.
Suppose now we are given an admissible subset θ ⊂ Ψ . Then by Theorem 2.3 , there
exists an sl2-triple (Yα,Hα,Xα) inside g, for every α ∈ Ψ \ θ . The notation Yα,Xα
is coherent with the usual root vectors notation, because for every H ∈ hθ , we have:
[H,Yα] = −α(H)Yα and [H,Xα] = α(H)Xα . But of course these vectors Yα and Xα
are not root vectors in general.
Theorem 3.4 (cf. [17]). If θ is admissible then the family of sl2-triples (Yα,Hα,Xα) (α ∈
Ψ \ θ) generates a simple subalgebra gθ of g, which is called the admissible subalgebra
of g associated to the admissible subset θ . If moreover θ is C-admissible then gθ is called
C-admisssible.
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
α1

α2
> 
β1

β2
This diagram is C-admissble because its irreducible components
A1 >   C3
belong to the list Lc . It can be proved (see [17]) that in this example the corresponding
C-admissible subalgebra of F4 is of type G2.
Example 3.6. Another example (which is very instructive in my opinion) is the following.
Any simple Lie algebra g, is admissible inside itself and corresponds to the C-admissible
subset θ = ∅ ⊂ Ψ . The empty subset is effectively C-admissible because it correspond to a
weighted Dynkin diagram where all roots are circled and hence all irreducible subdiagrams
are of type
A1
and belong to the list Lc . In this situation of course the sl2-triples which generate the ad-
missible subalgebra are the usual triples (Yα,Hα,Xα) where α ∈Ψ which are well known
to generate g.
4. The cases (1-1), (1-2) and (1-3)
Definition 4.1. Let (G,V ) be any representation of a group G on a vector space V . For
x ∈ V , we denote by Gx the isotropy subgroup of x in G:
Gx = {g ∈ G | g.x = x}.
Similarly, if (g,V ) is any representation of a Lie algebra on a vector space V , we denote
by gx the isotropy subalgebra of x in g:
gx = {X ∈ g |X.x = 0}.
Of course if G is a Lie group, if (G,V ) a finite dimensional representation of G and if
(g,V ) is the corresponding derived representation, then gx is the Lie algebra of Gx .
Let us first make the following easy (and well known) observation, whose proof is left
to the reader.
Lemma 4.2. Let (G,V ) be a PV (here G is not supposed to be reductive). Suppose that
V = V1 ⊕V2 where V1 and V2 are non-trivial G-invariant subspaces of V . Let I = I1 + I2
H. Rubenthaler / Journal of Algebra 281 (2004) 366–394 375(Ii ∈ Vi) be a generic element in V . Then the GI1 -orbit of I2 is open in V2, hence (GI1,V2)
is a PV and I2 is generic for it. Moreover we have (GI1)I2 = G(I1+I2). Similarly, at the
infinitesimal level we have
{X.I2 |X ∈ gI1} = V2 and (gI1)I2 = g(I1+I2).
The subgroup GI1 (respectively the subalgebra gI1 ) is then called the partial generic
isotropy sugroup (respectively the partial generic isotropy subalgebra) of (G,V ) (respec-
tively (g,V )) relatively to I1.
Moreover remark that if P is a relative invariant for (G,V ), then the rational function
Q defined on V2 by Q(X2) = P(I1 + X2) (X2 ∈ V2) is a relative invariant of (GI1,V2)
and the character of Q is the restriction to GI1 of the character of P .
Suppose now we are given a weighted Dynkin diagram, corresponding to a subset
θ ⊂ Ψ . Denote by {α1, α2, . . . , αk} = Ψ \ θ the set of circled roots. Let Xαi be a generic
element in gαi = Vαi . We will denote by (lθ )Xai the centralizer of Xαi in lθ , which
is also the partial generic isotropy relatively to Xαi . From Lemma 4.2 we know that
((lθ )Xai ,
⊕
j =i Vαj ) is a PV . We call this PV the partial isotropy PV of (lθ , d1(θ)) rel-
atively to αi (it depends in fact on Xαi , but up to isomorphism it depends only on αi ).
We have the following result.
Theorem 4.3.
(1) The PV (gl(2)× o(7),Λ1 ⊗ spin,V (2)⊗ V (8)) is the partial isotropy of

α1
 

 
α2

relatively to α1. Its fundamental relative invariant is the same as the one corresponding
to the irreducible regular subdiagram
 

 
α2

(2) The PV (gl(3)× o(7),Λ1 ⊗ spin,V (3)⊗ V (8)) is the partial isotropy of

α1
 

 
α2
 
relatively to α1. Its fundamental relative invariant is the same as the one corresponding
to the irreducible regular subdiagram
 

 
α2
 
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
α1
 

   
α2
relatively to α2. Its fundamental relative invariant is the same as the one corresponding
to the irreducible regular subdiagram

α1
 

  
Proof. (1) Here l′θ D4 ×A1. Let us number the roots as follows

α1

β1

β2

β3

β4

α2

β5
and denote by (ω1,ω2,ω3,ω4,ω5) the fundamental weights of D4 ×A1 corresponding to
(β1, β2, β3, β4, β5). From above we know that lθ  D4 × A1 × hθ where dimhθ = 2 and
that the corresponding PV of parabolic type decomposes into two irreducibles: d1(θ) =
Vα1 ⊕ Vα2 . Moreover the representation (l′θ ,Vα1) is (D4,ω1) (the piece A1 does not act)
and the representation (l′θ ,Vα2) is (D4 × A1,ω4 ⊗ ω5) where of course ω5 is the nat-
ural 2-dimensional representation of A1  sl2 (see rule (R) in Section 2). One knows that
D4  o(8) has three non-equivalent irreducible representations of dimension 8, namely
ω1,ω3,ω4. These representations are not equivalent but they are conjugate under the dia-
gram automorphism of order three of D4 (this is essentially the triality principle). Suppose
now that the identification of the D4 part of l′θ with o(8) is choosen in such a way that
(D4,Vα1) corresponds to the natural representation of o(8) in C8. Then ω4 is necessarily
a spin representation of o(8). Let Xα1 be a generic element in Vα1 . The partial isotropy
(D4)Xα1  o(8)Xα1 is well known to be be isomorphic to o(7). Hence the partial isotropy
representation ((l′θ )Xα1 ,Vα2) is isomorphic to (o(7)× sl2,ω4|o(7) ⊗ω5). On the other hand
one knows that the restriction of one of the spin representation of o(8) to o(7) is the spin
representation of o(7) (see [5]). The orthogonal of α1 in hθ is a one dimensional space
which acts by scalars on Vα2 and hence provides the center of gl2.
The assertion concerning the relative invariant is then obvious. This ends the proof
of (1).
(2) From the obvious embedding E7 ↪→ E8, the proof of (2) is essentially the same as
for (1).
(3) Here lθ D6 × hθ where dimhθ = 2. Let us number the roots as follows:

α1

β1

β2

β3

β4

β5

β6

α2
and denote by (ω1, . . . ,ω6) the fundamental weights of D6 corresponding to (β1, . . . , β6).
The PV (lθ , d1(θ)) decomposes into two irreducibles: d1(θ) = Vα1 ⊕ Vα2 . The highest
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natural representation of D6  o(12) on C12. Also the representation ω1 is well known to
be one (among two) spin representations of D6  o(12). Let Xα2 be a generic element in
Vα2 . The partial isotropy (l′θ )Xα2  (D6)Xα2  (o(12))Xα2 is well known to be isomorphic
to o(11). On the other hand one knows that the restriction of one of the spin representations
of o(12) to o(11) is the spin representation of o(11) (see [5]). Hence the partial isotropy
relatively to α2 is (gl(1)× o(11),Λ1 ⊗ spin,V (1)⊗V (32)). The assertion concerning the
relative invariant is then obvious. 
Remark 4.4. It is worth to notice that the preceding three diagrams are admissible, but not
C-admissible (this will be no longer the case for the diagrams describing the cases (2-1)
and (2-2) below). We know from [17] that the corresponding admissible subalgebras are of
type B2 in case (1-1), of type G2 in case (1-2), of type B2 in case (1-3).
5. The case (2-1)
Let us first begin by describing this PV as partial isotropy, in a similar way as we did
for the cases (1-1), (1-2) and (1-3) in the preceding section.
Theorem 5.1. The PV (gl(1)× o(9),Λ1 ⊗ spin,V (1)⊗ V (16)) is the partial isotropy of

α1
 

  
α2
relatively to α2. (Its relative invariant will be built in Corollary 5.3 below).
Proof. Here lθ D5 × hθ where dimhθ = 2. Let us number the roots as follows

α1

β1

β2

β3

β4

β5

α2
and denote by (ω1,ω2,ω3,ω4,ω5) the fundamental weights of D5 corresponding to
(β1, β2, β3, β4, β5). The PV (lθ , d1(θ)) decomposes into two irreducibles: d1(θ) = Vα1 ⊕
Vα2 . The highest weight of Vα1 is ω1 and the highest weight of Vα2 is ω5 (see rule (R) in
Section 2). It is well known that ω5 is the natural representation of D5  o(10) on C10.
Also the representation ω1 is well known to be one (among two) spin representation of
D5  o(10). Let Xα2 be a generic element in Vα2 . The partial isotropy
(
l′θ
)
Xα2
 (D5)Xα2 
(
o(10)
)
Xα2
is well known to be isomorphic to o(9). On the other hand one knows that the restriction of
one of the spin representations of o(10) to o(9) is the spin representation of o(9) (see [5]).
Hence the partial isotropy relatively to α2 is (gl(1)× o(9),Λ1 ⊗ spin,V (1)⊗ V (16)).
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Dα1 = 
α1
 

 ⊂   

  
is not regular (hence the last diagram is not admissible) and hence the fundamental relative
invariant of (gl1 × o(9),Λ1 ⊗ spin,V (1) ⊗ V (16)) is not just the relative invariant of a
PV with the same space and a “bigger” group. The construction of the relative invariant is
more involved and will be given in Corollary 5.3 below. 
We begin by the construction of the relative invariants for the non-irreducible PV
(lθ , d1(θ)) considered in Theorem 5.1 corresponding to the diagram

α1

β1

β2

β3

β4

β5

α2
As we mention just before in the proof of the preceding Theorem, the irreducible subdia-
gram Dα1 is not regular. Hence the corresponding PV (lθ , d1(θ)) is not the direct sum of
two irreducible regular PV’s.
However, as a consequence of the classification by Dynkin of the sl2-triples in simple
Lie algebras, we know that there exists an sl2-triple of the form (Y,Hθ ,X) where X ∈
d1(θ), Y ∈ d−1(θ). This is exactly told by Dynkin’s example 11′′ in Table 19, p. 179 of [6].
Then, by a result of Kostant ([9, Lemma 4.26, p. 990, and remark following the proof], see
also [16, Proposition 4.1.4, p. 119]), we know that (lθ , d1(θ)) is regular and that its open
orbit is the set of elements X′ ∈ d1(θ) which can be completed into an sl2-triple of the
form (Y ′,Hθ ,X′) where Y ′ ∈ d−1(θ). This PV hence possesses a non-trivial irreducible
relative invariant P(X1,X2) depending on the two variables X1 ∈ Vα1 and X2 ∈ Vα2 . We
will now give a description of this polynomial P . For this purpose it is easier to work with
a group rather than with a Lie algebra. Let G be the adjoint group of g. Denote by Lθ the
analytical subgroup with Lie algebra lθ (in fact Lθ is also the centralizer of Hθ in G). Of
course (Lθ , d1(θ)) is a PV whose derived representation is (lθ , d1(θ)). Moreover as the
representation (lθ ,Vα1) is a spin representation (as observed in the proof of Theorem 5.1),
the group L′θ is isomorphic to Spin(10).
As the highest root of E7 is δ = 2α1 + 2β3 + 3β1 + 4β2 + 3β4 + 2β5 + α2, we know
that d2(θ) = {0}, that dtop(θ) = d3(θ) = {0} and then dp(θ) = {0} for |p|  4. From the
root table for E7 (see [1]) we learn in fact that d3(θ)= gδ = gδ is one dimensional. From
the root table we learn also that there exists only one restricted root of θ -height 2, namely
α1 +α2. This implies that d2(θ) = gα1+α2 is also irreducible under the Lθ -action (see Fig. 2
below).
As dtop(θ)= d3(θ)= gδ is one dimensional there exists a character χδ on Lθ such that
∀g ∈ Lθ, g.Xδ = χδ(g)Xδ
where Xδ is a non-zero root vector in gδ . The character χδ is a natural extension of the root
δ as a character of Lθ .
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knows that ad(X2)|Vα1 = Ψ (X2) maps Vα1 = gα1 into d2(θ) = gα1+α2 . Also if X−δ is
a non-zero root vector in g−δ = d−top(θ), then ad(X−δ)|d2(θ) maps d2(θ) into g−α1 (see
Fig. 2 below). Define Φ(X2) = ad(X−δ) ◦Ψ (X2) :Vα1 = gα1 → g−α1 .
Theorem 5.2. Let ω1,ω2,ω3,ω4,ω5 be the fundamental weights of D5 as in the proof of
Theorem 5.1. Let B be the Killing form on g = E7. For X1 ∈ Vα1 and X2 ∈ Vα2 , define
P(X1,X2) = B(X1,Φ(X2)X1) = B(X1, [X−δ, [X2,X1]]). Then P is a non-zero relative
invariant of the non-irreducible PV (Lθ , d1(θ)) (o(10)×C2,ω1 ⊗ω5,V (16)×V (10))
corresponding to the diagram
  

  
It is irreducible of degree 3 and its character is χδ .
Proof. From the definition, if P is non-zero, then certainly it is of degree 3. Moreover we
have for g ∈Lθ ,X2 ∈ Vα2,X1 ∈ Vα1 :
Φ(gX2).gX1 =
[
X−δ, [gX2, gX1]
]= g[g−1X−δ, [X2,X1]]
= χδ(g)g
[
X−δ, [X2,X1]
]= χδ(g)gΦ(X2)X1.
Therefore we get:
P(gX1, gX2)= B
(
gX1,Φ(gX2)gX1
)= B(gX1, gχδ(g)Φ(X2)X1)
= χδ(g)B
(
X1,Φ(X2)X1
)= χδ(g)P (X1,X2).
Hence if P is non-zero, then it is a relative invariant of (Lθ , d1(θ)) with character χδ .
Let us now prove that effectively we have P = 0. For a fixed, generic element X2 ∈ Vα2 ,
and X1,X′1 ∈ Vα1 we define:
CX2
(
X1,X
′
1
)= B(X1,Φ(X2)X′1
)
.
There are two sl2-triples at hand: the first one is of the form (∗,∗,X′′1 + X2) where
X′′1 ∈ gα1 , the second one is of the form (X−δ,Hδ,Xδ). From elementary properties of
sl2-modules we know that the map ad(X′′1 + X2) = adX2 :gα1 → gα1+α2 is onto. But
as dimgα1 = dimgα1+α2 = 16, the preceding map is an isomorphism. Similarly the map
adX−δ :gα1+α2 → g−α1 is injective. Therefore the map
Φ(X2)= adX−δ ◦ adX2 :Vα1 = gα1 → g−α1
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adX2
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d−3(θ) d−2(θ) d−1(θ) d0(θ) d1(θ) d2(θ) d3(θ)
Fig. 2. E7.
is an isomorphism (for X2 generic). Therefore CX2 is a non-degenerate bilinear form on
Vα1 . Hence P is certainly non-zero if CX2 is symmetric. From the invariance and the sym-
metry of B , we see easily that CX2 is symmetric if and only if
B
(
X1,
[
X−δ,
[
X2,X
′
1
]])= B(X1, [X2, [X−δ,X′1
]])
for X2 generic in Vα2 = gα2 , and any X1,X′1 ∈ Vα1 = gα1 . And this is certainly true if the
two maps
adX−δ ◦ adX2
adX2 ◦ adX−δ :Vα1 = g
α1 → g−α1
coïncide. The graded structure of E7 (relatively to θ ), as well as the preceding two maps
are summarized in Fig. 2.
We have to prove that for every X1 ∈ Vα1 = gα1 , we have [X−δ, [X2,X1]] = [X2,[X−δ,X1]]. But as adXδ is injective on g−α1 (because from the extended diagram of E7,
we know that −α1(Hδ) = −1, and then the injectivity is an elementary property of the
sl2-triple (X−δ,Hδ,Xδ)) it is equivalent to proving that
[
Xδ,
[
X−δ, [X2,X1]
]]= [Xδ, [X2, [X−δ,X1]]]. (∗)
Now we have
[
Xδ,
[
X−δ, [X2,X1]
]]= [−Hδ, [X2,X1]]+ [X−δ, [Xδ, [X2,X1]]]= [−Hδ, [X2,X1]].
On the other hand we have
[
Xδ,
[
X2, [X−δ,X1]
]]= [X2, [Xδ, [X−δ,X1]]]= [X2, [[Xδ,X−δ],X1]]
= [X2, [−Hδ,X1]]= [−Hδ, [X2,X1]]
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extended Dynkin diagram of E7). Hence the relation (∗) above is proved.
We have therefore proved that P is a non-trivial relative invariant with χδ as character.
Let us now prove that P is irreducible.
As the quadratic form
X1 → P(X1,X2)= CX2(X1,X1)
is non-degenerate on a 16-dimensional space, it is irreducible. Therefore if P is reducible,
then P = QR where Q is quadratic in the X1 variable and where R is linear in the X2
variable. This would imply that the PV corresponding to the irreducible subdiagram
 

  
α2
(case of a single quadratic form) has a linear form as relative invariant. This is of course
not true, hence P is irreducible. 
Corollary 5.3 (notations as before). The fundamental relative invariant of the partial
isotropy PV ((Lθ )X2,Vα1) (which is isomorphic to (gl(1) × o(9),Λ1 ⊗ spin,V (1) ⊗
V (16))) is the quadratic form X1 → P(X1,X2) = B(X1, [X2, [X−δ,X1]]). Its character
is the restriction of χδ to (Lθ )X2 .
Proof. It is an immediate consequence of Lemma 4.2. 
Remark 5.4. The preceding relative invariant of (gl(1)× o(9),Λ1 ⊗ spin,V (1)⊗ V (16))
was first explicitly described in coordinates by J.I. Igusa [7, Proposition 5, p. 1016]. One
can also notice that the non-irreducible PV from Theorem 5.2 is “elementary” in the sense
of Mortajine [10, p. 142].
6. The case (2-2)
Theorem 6.1. The PV (gl(1)×G2,Λ1 ⊗Λ2,V (1)⊗ V (7)) is the partial isotropy of
  

α1
   
α2
relatively to α1. (Its fundamental relative invariant will be built in Corollary 6.3.)
Proof. Here lθ A6 × hθ where dimhθ = 2. Let us number the roots as follows:
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β1 
β2 
β3

α1

β4 
β5 
β6 
α2
and denote by (ω1, . . . ,ω6) the fundamental weights of A6 corresponding to (β1, . . . , β6).
The PV (lθ , d1(θ)
)
decomposes into two irreducibles: d1(θ) = Vα1 ⊕ Vα2 . The highest
weight of Vα1 is ω3 and the highest weight of Vα2 is ω6. The isomorphism A6  sl (7)
can be chosen in such a way that the representation ω6 on Vα2 corresponds to the natural
representation of sl (7) on C7. Let Xα1 be a generic element in Vα1 . The partial isotropy
(l′θ )Xα1  (A6)Xα1  (sl (7))Xα1 is known to be isomorphic to G2 (see [22, Example (6),
pp. 144–145]). On the other hand one knows that the restriction of the natural representa-
tion of sl (7) to G2 is the 7 dimensional irreducible representation Λ2 of G2. This yields
the result.
As in the preceding section the construction of the fundamental relative invariant is
more involved and will be given below. 
Let us now start the construction of the relative invariant of preceding PV . Consider
again the following diagram

β1 
β2 
β3

α1

β4 
β5 
β6 
α2
The irreducible subdiagram
Dα2

β1 
β2 
β3 
β4 
β5 
β6 
α2
is not regular. Hence the corresponding PV (lθ , d1(θ)) is not the direct sum of two ir-
reducible regular PV’s. However, as a consequence of the classification by Dynkin of the
sl2-triples in simple algebras, we know that there exists an sl2-triple of the form (Y,Hθ ,X)
where X ∈ d1(θ), Y ∈ d−1(θ). This is exactly told by Dynkin’s example 32 in Table 20,
p. 183 of [6]. Then, again by Kostant’s result [9, Lemma 4.26, p. 990, and remark fol-
lowing the proof], see also [16, Proposition 4.1.4, p. 119]), we know that (lθ , d1(θ)) is
regular and that its open orbit is the set of elements X′ ∈ d1(θ) which can be completed
into an sl2-triple of the form (Y ′,Hθ ,X′), where Y ′ ∈ d−1(θ). This PV possesses a non-
trivial irreducible relative invariant P(X1,X2) depending on the two variables X1 ∈ Vα1
and X2 ∈ Vα2 . We will now give a description of this polynomial P . Let G be the adjoint
group of g = E8. Denote by Lθ the analytical subgroup of G with Lie algebra lθ (in fact
Lθ is also the centralizer of Hθ in G). Of course (Lθ , d1(θ)) is a PV of parabolic type
whose derived representation is (lθ , d1(θ)). The representation (l′θ , d1(θ)) is isomorphic to
(sl7,ω3) (rule (R) in Section 2). As the highest root of E8 is
δ = 2β1 + 4β2 + 6β3 + 5β4 + 4β5 + 3β6 + 3α1 + 2α2,
we know that dtop(θ) = d5(θ) and hence dp(θ) = 0 for |p|  6. From the root tables [1]
we obtain also the following facts:
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sl7) and dimgα2 = 7 (this is also the dimension of the natural representation of sl7).
• The restricted roots of θ -height 2 are α1 +α2 and 2α2. Moreover dimgα1+α2 = 21 and
dimg2α2 = 7.
• The only restricted root of θ -height 3 is 2α1 + α2 and dimg2α1+α2 = 21.
• The only restricted root of θ -height 4 is 3α1 + α2 and dimg3α1+α2 = 7.
• The only restricted root of θ -height 5 is δ = 3α1 + 2α2 and dimgδ = 1. Hence gδ =
gδ = CXδ .
As dtop(θ)= d5(θ)= gδ is one dimensional there exists a character χδ on Lθ such that
∀g ∈Lθ , ∀Xδ ∈ gδ, g.Xδ = χδ(g)Xδ.
Let X1 ∈ Vα1 = gα1 . From elementary facts about the grading defined by the restricted
roots, one knows that (adX1)3|Vα2 maps Vα2 = gα2 into g3α1+α2 = d4(θ) (see Fig. 3below). Also if X−δ is a non-zero vector in g−δ = d−top(θ), then adX−δ|g3α1+α2 maps
g3α1+α2 into g−α2 . Define
Φ(X1) = adX−δ ◦ (adX1)3 :gα2 → g−α2
(see Fig. 3 below).
Theorem 6.2. Let B be the Killing form on g =E8. For X1 ∈ Vα1 and X2 ∈ Vα2 , define
P(X1,X2) = B
(
X2,Φ(X1)X2
)= B(X2, adX−δ ◦ (adX1)3X2).
Then P is a non-zero relative invariant of the non-irreducible PV (Lθ , d1(θ)) (sl7(C)×
C2,ω3 ⊗ω6,V (35)× V (7)) corresponding to the diagram
  

   
It is irreducible of degree 5 and its character is χδ .
Proof. From the definition, if P is non-zero, then certainly it is of degree 5. Moreover for
g∈Lθ , X1 ∈ Vα1 , X2 ∈ Vα2 we have:
Φ(gX1)gX2 =
[
X−δ,
[
gX1,
[
gX1, [gX1, gX2]
]]]= g[g−1X−δ, (adX1)3X2]
= gχδ(g)Φ(X1)X2.
Therefore we get
P(X1,X2)= B
(
gX2,Φ(gX1)gX2
)= B(gX2, gX−δ(g)Φ(X1)X2)= χδ(g)P (X1,X2).
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now prove that effectively we have P = 0. For a fixed generic element X1 ∈ Vα1 , and
X2,X′2 ∈ Vα2 we first define:
CX1
(
X2,X
′
2
)= B(X2,Φ(X1)X′2
)
.
There are two sl2-triples at hand: the first is of the form (∗,∗,X1 +X′′2 ), where X′′2 ∈ Vα2 ,
the second one is of the form (X−δ,Hδ,Xδ). From elementary facts on sl2-modules we
know that the map
(
ad
(
X1 +X′′2
))3 = (adX1)3 :gα2 → g3α1+α2
is onto. As dimgα2 = dimg3α1+α2 = 7, the preceding map is an isomorphism. Similarly
the map:
adX−δ :g3α1+α2 → g−α2
is injective. Therefore the map:
Φ(X1)= adX−δ ◦ (adX1)3 : Vα2 = gα2 → g−α2
is an isomorphism (for X1 generic). Therefore CX1 is a non-degenerate bilinear form on
Vα2 . Hence P is certainly non-zero if CX1 is symmetric. From the invariance and the sym-
metry of B , we see easily that CX1 is symetric if and only if
B
(
X′2,
[
X−δ,
[
X1,
[
X1, [X1,X2]
]]])= B(X′2,
[
X1,
[
X1,
[
X1, [X−δ,X2]
]]])
for X1 generic in Vα1 = gα1 and any X2,X′2 ∈ VA2 = gα2 . And this is certainly true if the
two maps:
adX−δ ◦ (adX1)3
(adX1)3 ◦ adX−δ :Vα2 = g
α2 → g−α2
coincide.
The graded structure of E8 relatively to θ , as well as the preceding two maps are sum-
marized in Fig. 3.
We have to prove that for every X2 ∈ Vα2 = gα2 we have:
[
X−δ,
[
X1,
[
X1, [X1,X2]
]]]= [X1, [X1, [X1, [X−δ,X2]]]].
As α2(Hδ) < 0 (just consider the extended diagram of E8 for this), we know that Xδ is
injective on g−α2 . Hence it is equivalent to prove that
[
Xδ,
[
X−δ,
[
X1,
[
X1, [X1,X2]
]]]]= [Xδ, [X1, [X1, [X1, [X−δ,X2]]]]]. (∗∗)
Now we have:
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gα1+α2
g2α1+α2 g3α1+α2 CXδ
g2α1
(adX1)3
adX−δ
) d2(θ) d3(θ) d4(θ) d5(θ)CX−δ g−3α1−α2 g−2α1−α2
g−α1−α2 g−α1
lθ
gα1
g−2α1 g−α2 gα2
adX−δ
(adX1)3
d−5(θ) d−4(θ) d−3(θ) d−2(θ) d−1(θ) d0(θ) d1(θ
Fig. 3. E8.
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Xδ,
[
X−δ,
[
X1,
[
X1, [X1,X2]
]]]]= − [Hδ, [X1, [X1, [X1,X2]]]]
+ [X−δ, [Xδ, [X1, [X1, [X1,X2]]]]︸ ︷︷ ︸
0
]
= − [Hδ, [X1, [X1, [X1,X2]]]].
On the other hand we have:
[
Xδ,
[
X1,
[
X1,
[
X1, [X−δ,X2]
]]]]= [X1, [X1, [X1, [Xδ, [X−δ,X2]]]]]
= [X1, [X1, [X1, [−Hδ,X2]]]]
= − [Hδ, [X1, [X1, [X1,X2]]]]
(the last equality is due to the fact that α1(Hδ) = 0, which is an easy consequence of the
extended diagram of E8). Hence the relation (∗∗) above is proved.
Therefore P is a non-trivial relative invariant of degree 5 and with χδ as character.
Let us now prove that P is irreducible. As ∂◦P = 5, if P would not be irreducible we
would have P =QR with either
(i) ∂◦Q = 1 and ∂◦R = 4 or
(ii) ∂◦Q = 2 and ∂◦R = 3.
First suppose we are in the (i) case. Then at least one of the two PV’s (Lθ ,Vα1) and
(Lθ ,Vα2) would have a relative invariant of degree 1. This is of course not true. Suppose
now we are in the (ii) case. Then Q is a non-zero quadratic form on Vα1 ⊕ Vα2 which
is relatively invariant under the action of Lθ . Suppose that the restriction of Q to Vα1
(respectively Vα2 ) is non-zero, then (Lθ ,Vα1) (respectively (Lθ ,Vα2)) would have a non-
zero relative invariant of degree 2, this is known not to be the case. This implies that the
partial isotropy PV ((Lθ )X1,Vα2) (which is precisely the PV (gl(1)×G2,Λ1 ⊗Λ2,V (1)⊗
V (7))) would have a non-zero relative invariant of degree 1, and this again is known not to
be true. Hence P is irreducible. 
Corollary 6.3 (notations as before). The fundamental relative invariant of the partial
isotropy PV ((Lθ )X1,Vα2) (which is isomorphic to (gl(1)×G2,Λ1 ⊗Λ2,V (1)⊗V (7))) is
the quadratic form X2 → P(X1,X2) = B(X2,Φ(X1)X2) = B(X2, adX−δ ◦ (adX1)3X2).
Its character is the restriction of χδ to (Lθ )X1 .
Proof. It is an immediate consequence of Lemma 4.2 and of Theorem 6.2. 
Remark 6.4. As dimgα1 = 35, the map
Φ :X1 → Φ(X1)= adX−δ ◦ (adX1)3 ∈ Hom
(
gα2,g−α2
)
can be identified with the GL(7)-equivariant map from C35 into the space of 7×7 symmet-
ric matrices described by Sato and Kimura [22, p. 86]. Note also that the relative invariant
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notice that the non-irreducible PV from Theorem 6.2 is again “elementary” in the sense of
Mortajine [10, p. 144].
7. A general result for PV’s of commutative type
In this section we will prove a general result for regular PV’s of commutative type which
will be used in the next section.
Suppose we are given a regular PV of commutative type:
g = d−1(θ)⊕ lθ ⊕ d1(θ)
whith θ in list Lc. Let X be a generic element in d1(θ). We know from Theorem 2.3 that
one can put this element into an sl2-triple (Y,Hθ ,X) where Y is regular in d−1(θ). Let
S = (Lθ )X = (Lθ )Y the centralizer of X in Lθ . We can ask for the decomposition of d1(θ)
into irreducibles under the action of S. The result is given in the theorem below.
Theorem 7.1. With the same notations as above, we have
d1(θ)= CX ⊕U1 (7-1)
where the space U1 is the orthogonal of CY in d1(θ) with respect to the Killing form of g.
This space is irreducible under S and hence d1(θ) decomposes under S as one times the
trivial module and one times the module (S,U1).
Proof. Let a be the Lie algebra isomorphic to sl2 generated by (Y,Hθ ,X). It is known
that if s is the Lie algebra of S, then (a, s) is a dual pair in g (see [18]). Therefore the
centralizer of s in d1(θ), i.e., the isotopic component of the trivial module of S, is equal
to CX. On the other hand, from its definition, the space U1 is certainly stable under S and
decomposition (7-1) is verified. Hence it suffices to prove that the representation (S,U1)
is irreducible.
Suppose that this is not the case. Hence U1 = V1 ⊕W1 where V1 and W1 are non-trivial
S-submodules of U1. And hence the space d1(θ) decompose as follows in S-submodules:
d1(θ)= CX ⊕ V1 ⊕W1. (7-2)
Let w = exp(adX) exp(adY ) exp(adX) be the standard Weyl group element of a. Then of
course wX = Y , and if we set V−1 =wV1 and W−1 =wW1, the following decomposition:
d−1(θ)= CY ⊕ V−1 ⊕W−1 (7-3)
is S-invariant. Let V ′1 = (CY ⊕ W−1)⊥ and W ′1 = (CY ⊕ V−1)⊥ be the orthogonal (in
d1(θ)) of the corresponding spaces, with respect to the Killing form. Then the decomposi-
tion
d1(θ)= CX ⊕ V ′1 ⊕W ′1 (7-4)
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x = x0 + x1 + x2, x = x ′0 + x ′1 + x ′2, y = y ′0 + y ′1 + y ′2
be the the decompositions corresponding to (7-2) and (7-4) respectively.
Consider now the following quadratic forms
ϕ0(x)= B
(
wx0, x
′
0
)
, ϕ1(x)= B
(
wx1, x
′
1
)
, ϕ2 = B
(
wx2, x
′
2
)
.
The claim is that these quadratic forms are linearly independent. The preceding quadratic
forms are polarizations of the following symmetric bilinear forms on d1(θ)
Φ0(x, y)= B
(
wx0, y
′
0
)
, Φ1(x, y)= B
(
wx1, y
′
1
)
, Φ2(x, y)= B
(
wx2, y
′
2
)
.
These forms are symmetric because w2 = Id. Hence it is enough to prove that these
bilinear forms are linearly independent. If
λ0Φ0 + λ1Φ1 + λ2Φ2 = 0
then, for example λ1B(wx1, y ′1) = 0 for all y ′1 ∈ V ′1. This implies that λ1B(wx1, y ′1) = 0
for all x1 ∈ V1 and y ′1 ∈ V ′1, and from the definitions this implies that λ1 = 0. Similarly one
obtains λ0 = λ2 = 0 and the claim is proved.
Let C2[d1(θ)]S be the space of S-invariant quadratic forms on d1(θ). From the claim
we obtain that dimC2[d1(θ)]S  3, whereas we know from [19, Théorème 3.5.2] that
dimC2[d1(θ)]S = 2. Hence (S,U1) is irreducible. 
8. The case (3-1)
Consider the following diagram:

α1

β1

β2

β3

β4

α2
(8-1)
As the irreducible subdiagrams
Dα1 = 
α1
 

 and Dα2 =  

 
α2
correspond to irreducible regular PV ’s of commutative type (i.e., they belong to the list
Lc), the diagram (8-1) is C-admissible.
Let us denote (I−α1 ,Hα1, Iα1) and (I−α2,Hα2, Iα2) the two sl2-triples which gener-
ate the C-admissible subalgebra (see Theorem 3.4). It is known from [17] that this C-
admissible subalgebra of E6 is of type A2. In the sequel of the paragraph we will simply
denote by A2 this subalgebra. It is also known from [18] that the centralizer of A2 in E6
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From the definition it is easy to see that here G2 is simply the centralizer of Iα1 + Iα2
in lθ  D4 ⊕ hθ where hθ = CHα1 ⊕ CHα2 . In other words G2 is the generic isotropy
subalgebra of the PV (lθ , d1(θ)) corresponding to the diagram (8-1).
There are three non-zero restrictions of positive roots to hθ , namely α1, α2 and α1 +α2.
We also have α1 + α2 = δ where δ = α1 + 2β1 + 2β3 + 2β4 + 3β2 + α2 is the highest root
of E6. If one denotes by ω1,ω2,ω3,ω4 the fundamental weights of D4 corresponding to
the set β1, β2, β3, β4 of simple positive roots, then the representations (D4,gα1), (D4,gα2)
and (D4,g−α1−α2 = g−δ = d−top1 (θ)) have dominant weights, with respect to −θ , given
respectively by ω1,ω4 and ω3. They hence realize the three non-equivalent 8-dimensional
representations of D4. Recall that these representations are nevertheless exchanged by the
outer automorphism of D4 coming from the order 3 automorphism of its Dynkin diagram.
This is known to be the background of the triality principle [26].
In a diagrammatical way these representations of D4 (on gα1,gα2 and gδ) can be repre-
sented by the following weighted extended diagram of E6:

α1
 


−δ
 
α2
(8-2)
Here the vertex corresponding to the root −δ is marked by a triangle  to distinguish
it from the simple roots. This diagram contains the same information about the repre-
sentations as the ordinary (i.e., non-extended) diagram (see Section 2). For example it is
clear from this diagram that (lθ ,g−δ) is again a regular PV of commutative type. More-
over as every irreducible representation of D4 is self-dual, and as the Killing form of
E6 realizes non-degenerate dualities between gα1 and g−α1 , gα2 and g−α2 , gδ and g−δ ,
we see that the representations (D4,gα1), (D4,gα2) and (D4,gδ) (whose direct sum is
n+θ = d1(θ)⊕ d2(θ)) are the three irreducible 8-dimensional representations of D4.
For further use (Theorem 8.1 below), let us denote by χα1 (respectively χα2 ) the char-
acter of fundamental relative invariant of the PV (lθ ,gα1) (respectively (lθ ,gα1)). Its dif-
ferential on hθ is α1 (respectively α2)
Let Iδ = [Iα1 , Iα2] and I−δ = [I−α1, I−α2]. Then (I−δ,Hδ = Hα1 +Hα2 , Iδ) is another
sl2-triple, which can be viewed as a triple attached to the PV (lθ ,g−δ) by Theorem 2.3.
Of course the eight elements Iα1, Iα2, Iδ,Hα1,Hα2, I−α1 , I−α2, I−δ are the canonical basis
of A2.
Applying now Theorem 7.1 to each of the representations gα1 , g−α1 , gα2 , g−α2 , gδ , g−δ
of D4 we obtain six 7-dimensional spaces
U±α1 ⊂ g±α1, U±α2 ⊂ g±α2, U±δ ⊂ g±δ
such that
g±α1 = CI±α1 ⊕U±α1, g±α2 = CI±α2 ⊕U±α2, g±δ = CI ⊕U±δ ±δ
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U−δ
CI−α1
U−α1
lθ C2 ⊕D4
CIα1
Uα1
ad I−δ
CI
δ
Uδ
CI−α2
U−α2
ad I
δ
CIα2
Uα2
d−2(θ) d−1(θ) d0(θ) d1(θ) d2(θ)
Fig. 4. E6.
and all the representations
(
Zlθ (I±αi ),U±αi
)
,
(
Zlθ (I±δ),U±δ
)
are irreducible.
Therefore the A2-graded structure of E6 can be represented by Fig. 4.
Suppose now, for example, that we make an identification between D4 = l′θ and o(8)
in such a way that the representation (D4,gα1) corresponds to the “natural” 8-dimensional
representation of o(8). Then the two others representations (D4,gα2) and (D4,gδ) are the
two (half) Spin representations of o(8). It is well known (see [22, p. 114]) that the par-
tial isotropy representations (Zlθ (Iα1) o(7)⊗ C,gα2) and (Zlθ (Iα1) o(7)⊗ C,gδ) are
the Spin representation of o(7) (times the corresponding scalar action of C). The generic
isotropy of the PV (Zlθ (Iα1)  o(7) ⊗ C,gα2) has been computed by Sato and Kimura
[22, p. 116]. They found that
ZZlθ (Iα1 )
(Iα2)=Zlθ (Iα1 + Iα2)=G2.1 (8-3)
Moreover, the representation (G2,Uα1) is the restriction to G2 of the “natural” repre-
sentation of o(7) and hence is still irreducible and is the smallest non-trivial irreducible
representation of G2 (see for example [22, pp. 20–21]).
Of course a similar proof shows that the other two representations (G2,Uα2) and
(G2,Uδ) are also the same 7-dimensional irreducible representation of G2. From the A2-
gradation which is described in Fig. 4, we obtain that
ad Iδ :g
−α1 → gα2, ad Iδ :g−α2 → gα1 ,
ad I−δ :g
α1 → g−α2, ad I−δ :gα2 → g−α1
(see Fig. 4), and
1 This proves that the centralizer of A2 is G2 as asserted before.
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(
gα1
)= ad Iδ
(
gα2
)= {0},
ad I−δ
(
g−α1
)= ad I−δ
(
g−α2
)= {0}.
Moreover, as the preceding linear mappings commute with the action of G2, we obtain
that
ad Iδ :U−α1 →Uα2, ad Iδ :U−α2 →Uα1,
ad I−δ :Uα1 →U−α2, ad I−δ :Uα2 →U−α1 . (8-4)
Let Atop1 = CI−δ ⊕ CHδ ⊕ CIδ be the Lie algebra spanned by the sl2-triple (I−δ,Hδ, Iδ).
To obtain a Lie algebra isomorphic to gl2 it suffices to add a one dimensional center to
A
top
1 . But here there is a very natural two dimensional Cartan subalgebra at hand, namely
hθ = CHα1 ⊕ CHα2 . Hence we define
gl
top
2 =Atop1 + hθ (not a direct sum).
Let GLtop2 be the subgroup (isomorphic to GL2(C)) of the adjoint group Ad(E6) with
gl
top
2 as Lie algebra.
Theorem 8.1. The PV (gl(2)×G2,Λ1 ⊗ Λ2,V (2)⊗ V (7)) ((3-1) in Table 1) is realized
infinitesimally inside E6 as
(
gl
top
2 ×G2,Uα1 ×U−α2
)
.
Let B be the Killing form of E6. For X ∈ Uα1 and Y ∈ U−α2 , the polynomial
P(X,Y ) = B([X, (ad Iα2)2Y
]
,
[
(ad I−α1)2X,Y
])
is the fundamental relative invariant of this PV. The character of P is χ2α1χ−2α2 .
Proof. The first statement is an immediate consequence of formulas (8-4).
Before we prove the second statement, let us explain the construction of P by us-
ing Fig. 5 (where Y ′ = (ad Iα2)2(Y ), X′ = (ad I−α1)2(X), Z = [X,Y ′], Z′ = [X′, Y ] and
P(X,Y ) = B(Z,Z′)).
Let us first prove that P is invariant under exp(Atop1 × G2) ⊂ Ad(E6). Let g ∈
exp(G2)⊂ Ad(E6). Then
P(gX,gY ) = B([gX, (ad Iα2)2(gY )
]
,
[
(ad I−α1)2gX,gY
])
= B(g[X, (ad Iα2)2(Y )
]
, g
[
(ad I−α1)2(X),Y
])
(because (A2,G2) is a dual pair in E6)
= B([X, (ad Iα2)2(Y )
]
,
[
(ad I−α1)2(X),Y
])= P(X,Y ).
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[X′, Y ] ∈ U−δ
CI−α1
X′ ∈ U−α1
lθ  C2 ⊕D4
CIα1
X ∈ Uα1
(ad I−α1 )
2
CI
δ
[X,Y ′] ∈ Uδ
CI−α2
Y ∈U−α2 (ad Iα2 )2
CIα2
Y ′ ∈Uα2
[ , ] [ , ]
Fig. 5. E6.
Hence P is exp(G2)-invariant. In order to prove that P is also invariant under exp(Atop1 ) it
is enough to prove that it is invariant under exp(t ad(Iδ)) and exp(t ad(I−δ)), t ∈ R.
For X ∈ Uα1 , we have exp(t ad(Iδ))(X) =X (because d3(θ)= {0}).
For Y ∈ U−α2 , we have exp(t ad(Iδ))(Y )= Y + t[Iδ, Y ] and we note that [Iδ, Y ] ∈Uα1 .
Then we obtain (ad Iα2)2 exp(t ad(Iδ))(Y )= (ad Iα2)2(Y ).
Therefore
[
exp
(
t ad(Iδ)
)
(X), (ad Iα2)2 exp
(
t ad(Iδ)
)
(Y )
]= [X, (ad Iα2)2(Y )
] ∈ d2(θ)= gδ.
Similarly one obtains
[
(ad I−α1)2 exp
(
t ad(Iδ)
)
(X), exp
(
t ad(Iδ)
)
(Y )
]
= [(ad I−α1)2(X),Y + t[Iδ, Y ]
]
= [(ad I−α1)2(X),Y
]
︸ ︷︷ ︸
∈g−δ
+t [(ad I−α1)2(X), [Iδ, Y ]
]
︸ ︷︷ ︸
∈lθ
.
As lθ and gδ are orthogonal under B we get:
P
(
exp
(
t ad(Iδ)
)
(X), exp
(
t ad(Iδ)
)
(Y )
)
= B([X, (ad Iα2)2(Y )
]
,
[
(ad I−α1)2(X),Y
])= P(X,Y ).
A similar proof shows that P is also invariant under exp(t ad(I−δ)), therefore P is invariant
under exp(Atop1 ) and hence under exp(A
top
1 ×G2).
From the definition it is also clear that if h ∈ exp(adhθ ), then
P(hX,hY ) = χ2α1(h)χ−2α2 (h)P (X,Y ).
Therefore if P = 0 it is a relative invariant of GLtop with the announced character.2
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in the sense of [2, Chapter 8, §2, n◦4, Definition 3]. Recall that in particuliar this is a family
of root vectors (Xα)α∈Σ such that (X−α,Hα,Xα) is a sl2-triple and such that for α,β ∈Σ ,
we have [Xα,Xβ ] =Nα,βXα+β , where Nα,β ∈ Z and N−α,−β =Nα,β . As the PV (lθ ,gα1)
is of commutative type Dα1 (see (8-2)), we deduce from [11], that it is of “rank 2” and
that we can choose a regular the element Iα1 to be equal to Xα1 + Xγ1 where γ1 = α1 +
2β1 +2β2 +β3 +β4 is the highest root of the embedded D5 generated by α1, β1, β2, β3, β4
(see (8-1)). Moreover the roots α1 and γ1 are strongly orthogonal. Similarly one can choose
Iα2 =Xα2 +Xγ2 where γ2 = β1 +β3 +2β2 +2β4 +α2 is the highest root of the embedded
D5 generated by β1, β2, β3, β4, α2 (see (8 − 1)). Again the roots α2 and γ2 are strongly
orthogonal. On the negative side we choose I−α1 = X−α1 + X−γ1 and I−α2 = X−α2 +
X−γ2 . Then X = Xα1 − Xγ1 is also generic in gα1 . Moreover as B(Xα1 − Xγ1, I−α1) =
B(Xα1 − Xγ1,Xα1 + Xγ1) = 0, we have in fact X ∈ Uα1 . In a similar way we prove that
Y = X−α2 −X−γ2 belongs to U−α2 (Y is also generic in g−α2 ). Easy computations show
also that
X′ = (ad I−α1)2X = 2(X−α1 −X−γ1) and Y ′ = (ad Iα2)2Y = 2(Xα2 −Xγ2).
Then we have:
P(X,Y )
= B([X,Y ′], [Y,X′])
= B([Xα1 −Xγ1,2(Xα2 −Xγ2
)]
,
[
X−α2 −X−γ2,2(X−α1 −X−γ1)
])
= 4B([Xα1,−Xγ2] + [−Xγ1,Xα2 ], [X−α1,X−γ2] + [X−α2,−X−γ1]
)
= 4B(−Nα1,γ2Xα1+γ2 +Nα2,γ1Xα2+γ1 ,Nα1,γ2X−α1−γ2 −Nα2,γ1X−α2−γ1)
= −4(Nα1,γ2)2B(Xα1+γ2,X−α1−γ2)− 4(Nα2,γ1)2B(Xα2+γ1,X−α2−γ1)
= 2(Nα1,γ2)2B(Hα1+γ2,Hα1+γ2)+ 2(Nα2,γ1)2B(Hα2+γ1,Hα2+γ1) > 0.
Therefore P is a non-zero polynomial.
As we know from [22, §7, I, Exemple (26), p. 147] that this PV has a unique irreducible
relative invariant of degree 4, the polynomial P is irreducible. 
Remark 8.2. There exists another connection between the PV’s considered in this paper
and PV’s of parabolic type. The PV’s from Table 1 can be considered as subPV’s of PV’s
of parabolic type through the following embeddings:
(1-1) gl(2)× Spin(7)→ gl(2)× o(8).
(1-2) gl(3)× Spin(7)→ gl(3)× o(8).
(1-3) gl(1)× Spin(11)→ gl(1)× Spin(12).
(2-1) gl(1)× Spin(9)→ gl(1)× o(16).
(2-1) gl(1)×G2 → gl(1)× o(7).
(3-1) gl(2)×G2 → gl(2)× o(7).
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hand side are of parabolic type see [14] or [15]).
The author thanks the referee for suggesting this remark.
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