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Abstract
Robust estimation of location and concentration parameters for the von Mises–
Fisher distribution is discussed. A key reparametrisation is achieved by expressing the
two parameters as one vector on the Euclidean space. With this representation, we
first show that maximum likelihood estimator for the von Mises–Fisher distribution
is not robust in some situations. Then we propose two families of robust estimators
which can be derived as minimisers of two density power divergences. The presented
families enable us to estimate both location and concentration parameters simultane-
ously. Some properties of the estimators are explored. Simple iterative algorithms are
suggested to find the estimates numerically. A comparison with the existing robust
estimators is given as well as discussion on difference and similarity between the two
proposed estimators. A simulation study is made to evaluate finite sample perfor-
mance of the estimators. We consider a sea star dataset and discuss the selection of
the tuning parameters and outlier detection.
1 Introduction
Observations which take values on the p-dimensional unit sphere arise in various scien-
tific fields. In meteorology, for example, wind directions measured at a weather station
(Johnson and Wehrly, 1977) can be considered two-dimensional spherical or, simply, cir-
cular data. Other examples include directions of magnetic field in a rock sample (Stephens,
1979), which can be expressed as unit vectors on the three-dimensional sphere.
For the analysis of spherical data, some probability distributions have been proposed
in the literature. Among them, a model which has played a central role is the von Mises–
Fisher distribution which is also called the Langevin distribution. It has density
fµ,κ(x) =
κ(p−2)/2
(2pi)p/2I(p−2)/2(κ)
exp
(
κµ′x
)
, x ∈ Sp,
with respect to surface area on the sphere, where µ ∈ Sp, κ ≥ 0, Sp = {x ∈ R
p ; ‖x‖ = 1},
y′ is the transpose of y, and Iq(·) denotes the modified Bessel function of the first kind and
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order q (Gradshteyn and Ryzhik, 2007, Equations (8.431) and (8.445)). The parameter
µ controls the centre of rotational symmetry, or the mean direction, of the distribution,
while the other parameter κ determines the concentration of the model. The distribution
is unimodal and rotationally symmetric about x = µ. See Watson (1983), Fisher et al.
(1987) and Mardia and Jupp (1999) for book treatments of the model.
Although numerous works have been done on robust estimation for models for Rp-
valued data in the literature, considerably little attention have been paid to the robust
estimation for models for data on a bounded space. A typical example is a p-dimensional
sphere which shows some different features from the usual linear space. Since the unit
sphere is a compact set, the gross error sensitivity of the maximum likelihood estimator
is bounded. However, as pointed out, for example, in Watson (1983) and discussed later
in this paper, there is strong need for the robust estimation for spherical data especially
when observations are concentrated toward a certain direction.
There have been some discussion on robust estimation of the parameters for the von
Mises–Fisher distribution in the literature. Robust estimators of the location parameter µ
for the circular, or two-dimensional, case were proposed by Mardia (1972, p.28) and Lenth
(1981). Fisher (1985), Ducharme and Milasevic (1987) and Chan and He (1993) discussed
the estimation of µ for the general dimensional case. The estimation of the concentration
parameter κ was considered by Fisher (1982), Ducharme and Milasevic (1990) and Ko
(1992).
As described above, most of these existing works concern robust estimation of either
location or concentration parameter for the von Mises–Fisher distribution. However,
comparatively little work has been done to estimate both location and concentration
parameters simultaneously. Lenth (1981) briefly discussed a numerical algorithm which
estimates both parameters for the circular case. A nonparametric approach is taken in
Agostinelli (2007) for estimation for the circular case. To our knowledge, robust estimation
of both parameters for the general dimensional case have never been considered before.
In this paper we propose two families of robust estimators of both location and con-
centration parameters for the general dimensional von Mises–Fisher distribution. To
achieve this, we first reparametrise the parameters so that they can be expressed as one
R
p-valued parameter and then derive the estimators as minimisers of density power diver-
gences developed by Basu et al. (1998) or Jones et al. (2001). These approaches enable
us to estimate both location and concentration parameters simultaneously. With this
parametrisation, some measures of robustness of estimators, such as influence function,
are discussed. To estimate the parameters numerically, we provide simple iterative al-
gorithms. Some desirable properties such as consistency and asymptotic normality hold
for the proposed estimators. Influence functions and asymptotic covariance matrices are
available, and it is shown that they can be expressed in using only the modified Bessel
functions of the first kind if a distribution underlying data is a mixture of the von Mises–
Fisher distributions.
Subsequent sections are organised as follows. In Section 1 we discuss maximum like-
lihood estimation for the von Mises–Fisher distribution and show some problems about
the robustness of the estimator. Also, we briefly consider what is an outlier for spherical
data and provide the motivation for our study. In Sections 2 and 3, we propose two
classes of robust estimators of location and concentration parameters and discuss their
properties. A comparison among the two proposed estimators and an existing estimator
of Lenth (1981) is made in Section 4. In Section 5 a simulation study is given to compare
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the finite sample performance of the proposed estimators. In Section 6 a sea star dataset
is considered to illustrate how our estimators can be utilised to estimate the parameters
and detect outliers. A prescription for choosing the tuning parameters is given. Finally,
concluding remarks are made in Section 7.
2 The von Mises–Fisher distribution
2.1 Reparametrisation
Before we embark on discussion on robust estimators, we consider parametrisation of the
von Mises–Fisher distribution. In the most literature on this model, the parameters are
represented as a unit vector µ and a scalar κ. Each parameter has clear-cut interpreta-
tion; The parameter µ controls the mean direction of the model, while κ determines the
concentration.
In this paper, however, for the sake of discussion on robustness of the estimator, we
consider the following reparametrisation:
ξ = κµ.
Clearly, ξ takes a value in Rp. It is easy to see that the Euclidean norm of ξ, ‖ξ‖,
represents the concentration of the model, while the standardised vector, ξ/‖ξ‖, denotes
the mean direction. Then the density of the von Mises–Fisher distribution can be written
as
fξ(x) =
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
exp
(
ξ′x
)
, x ∈ Sp; ξ ∈ R
p. (1)
For brevity, write X ∼ vMp(ξ) if an Sp-valued random variable X follows a distribution
with density (1). With this convention, it is clearer to evaluate how an outlier influences
the estimators of both location and concentration parameters. For example, the influence
function, which is commonly used to discuss robustness, is more interpretable if the pa-
rameter is expressed in this manner. See Sections 2.3, 3.3 and 4.3 for details. Throughout
the paper we denote the density (1) by fξ.
2.2 Maximum likelihood estimation
In this subsection we discuss maximum likelihood estimation for the von Mises–Fisher
distribution. Let X1, . . . ,Xn be random samples from vMp(ξ). Then the maximum
likelihood estimator of ξ is known to be
ξˆ = A−1p
(
1
n
∥∥∥∑nj=1Xj∥∥∥)
∑n
j=1Xj
‖
∑n
j=1Xj‖
, (2)
where Ap(x) = Ip/2(x)/I(p−2)/2(x), x ∈ [0,∞). See, for example, Mardia and Jupp (1999,
Section 10.3.1) for the derivation of the estimator. The following hold for Ap:
(i) Ap(0) = 0 and limx→∞Ap(x) = 1,
(ii) Ap(x) is strictly increasing with respect to x.
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See Watson (1983, Appendix A2) for proofs. From this result, it follows that there exists
a unique solution ξˆ which satisfies (2). These properties are also attractive to solve the
inverse function, i.e. x = A−1p (y), numerically.
Maximum likelihood estimation is associated with minimum divergence estimation
based on the Kullback–Leibler divergence. Let fξ be density (1) and G the distribution
underlying the data having density g. Then the Kullback–Leibler divergence between fξ
and g is defined as
dKL(g, fξ) =
∫
log (g/fξ) dG(x). (3)
Here and in many expressions in this paper, we omit the variable of integration. If we
assume that G is the empirical distribution function, i.e., G = Gn(X1, . . . ,Xn), then the
minimiser of the divergence, argminξ∈RpdKL(g, fξ), is the same as the maximum likelihood
estimator (2).
2.3 Influence function of the maximum likelihood estimator
The influence function of the maximum likelihood estimator (2) for the reparametrised
von Mises–Fisher distribution (1) is given in the following theorem. See Appendix for
proof.
Theorem 1. The influence function of the maximum likelihood estimator (2) at G is
given by
IF(G,x) = {M(ξ)}−1
{
x−Ap(‖ξ‖)
ξ
‖ξ‖
}
, (4)
where
M(ξ) =
Ap(‖ξ‖)
‖ξ‖
I +
{
1−A2p(‖ξ‖) −
p
‖ξ‖
Ap(‖ξ‖)
}
ξξ′
‖ξ‖2
.
Note that the above influence function is different from the ones seen in Wehrly and Shine
(1981) and Ko and Guttorp (1988). Their papers discuss the influence functions of the
estimators of location and concentration parameters separately, whereas we summarise
these two m.l.e.’s as ‘one estimator of one parameter’ and discuss its influence function.
Given the influence function in Theorem 1, a natural question to address concerns the
gross error sensitivity. Because the unit sphere is a compact set, it is clear that the gross
error sensitivity of estimator (2) is bounded. Nevertheless the following results points out
the need for the robust estimation for the model defined on this special manifold. The
proof is straightforward from Theorem 1 and omitted.
Theorem 2. The following properties hold for maximum likelihood estimator (2):
(i) For any ξ ∈ Rp \ {0}, it holds that
argmax
x∈Sp
‖IF(G,x)‖ = −
ξ
‖ξ‖
and argmin
x∈Sp
‖IF(G,x)‖ =
ξ
‖ξ‖
.
(ii) Let ξ/‖ξ‖ be a fixed vector. Then
lim
‖ξ‖→∞
{
sup
x∈Sp
‖IF(G,x)‖ − inf
x∈Sp
‖IF(G,x)‖
}
=∞
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and
lim
‖ξ‖→∞
{
sup
x∈Sp
‖IF(G,x)‖
/
inf
x∈Sp
‖IF(G,x)‖
}
=∞.
This result implies that we need to develop a robust method to estimate ξ when the
concentration of the distribution, ‖ξ‖, is large.
∗ ∗ ∗ Figure 1 about here ∗ ∗ ∗
Figure 1 plots influence functions (4) of maximum likelihood estimators for some
selected values of ξ. It seems that the direction of the influence function is close to that of
x for small ‖ξ‖. The direction is strongly attracted towards −ξ/‖ξ‖ when ‖ξ‖ is large. The
figure also suggests that, for small ‖ξ‖, the range of the norms of the influence functions is
fairly narrow. The greater the value of ‖ξ‖, the wider the range of the norm. As Theorem
2 shows, the norm of the influences functions is maximised if x = −ξ/‖ξ‖. Also, it can
confirmed that the norms of the influence functions tend to infinity as ‖ξ‖ approaches
infinity. This provides strong motivation for robust estimation of the parameter for the
von Mises–Fisher distribution.
2.4 Outliers in directional data
Since a unit sphere is a compact set, unlike linear data, it is not clear what is an outlier in
directional data. For example, if a distribution underlying data is the uniform distribution
on the sphere, it seems difficult to identify an outlier. However, if a distribution is highly
concentrated, then an outlier can be defined in a similar manner as in linear data.
Here we consider an area where a sample from the von Mises–Fisher density (1) is not
likely to be observed. Let α (∈ [0, 1]) be probability which determines the size of the area.
The area, which we denote by Arp, is defined by the interesection of the unit sphere Sp and
the sphere with centre at −ξ/‖ξ‖, namely, Arp = [x ∈ S
p; ‖x+ξ/‖ξ‖‖ < {2(1−cos δ)}1/2].
Here δ = δ(α) (∈ [0, pi)) is the solution of the following equation∫
Arp
fξ(x)dx = α.
The left-hand side of the equation can be simplified to∫
Arp
fξ(x)dx =
∫
x∈Sp
ξ′x/‖ξ‖≤− cos δ
fξ(x)dx
=
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
∫ pi
0
exp(κ cos θ1) sin
p−2 θ1dθ1
×
∫ 2pi
0
∫ pi
0
· · ·
∫ pi
0
sinp−3 θ2 · · · sin θp−2 dθ2 · · · dθp−1
=
(‖ξ‖/2)(p−2)/2
Γ(12 )Γ{
1
2 (p− 1)}I(p−2)/2(‖ξ‖)
∫ − cos δ
−1
e‖ξ‖t(1− t2)(p−3)/2dt.
(5)
Hence, it follows that δ can be obtained as the solution of the following integral equation∫ − cos δ
−1
e‖ξ‖t(1− t2)(p−3)/2dt = pi1/2α I(p−2)/2(‖ξ‖) Γ
{
1
2(p− 1)
} (
1
2‖ξ‖
)−(p−2)/2
. (6)
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Since the integral in the left-hand side is bounded and strictly increasing with respect δ,
it is possible to find the unique solution δ numerically.
∗ ∗ ∗ Figure 2 about here ∗ ∗ ∗
Figure 2(a) demonstrates how the area Ar2 is determined from density (1) and prob-
ability α. From this frame, it can be easily understood that the area Ar2 or, equivalently,
(−δ, δ) increases as α increases. Figure 2(b) plots how ‖ξ‖ influences the size of area
(5). As this frame clearly shows, the size of the area, which is monotonically increasing
with respect to δ, increases as ‖ξ‖ increases. It can be confirmed that, for any p, as ‖ξ‖
tends to infinity, δ approaches pi, meaning that a sample is likely to be observed only
in a neighbour of x = ξ/‖ξ‖. Therefore we conclude that robust estimation for the von
Mises–Fisher is necessary especially when the parameter ‖ξ‖ is large. This statement is
also supported from discussion given in Figure 1 in the previous subsection.
3 Minimum divergence estimator of Basu et al. (1998)
In this section we propose a family of estimators of the parameter for the von Mises–Fisher
distribution. Our estimator can be derived as a minimiser of the divergence proposed
by Basu et al. (1998). An iterative algorithm is presented to estimate the parameter
numerically. The influence function and asymptotic distribution of the estimator are
considered.
3.1 The divergence of Basu et al. (1998)
Let fθ be a parametric density and g a density underlying the data. Basu et al. (1998)
define the density power divergence between g and fθ to be
dβ(g, fθ) =
∫ {
1
β(1 + β)
g1+β −
1
β
gfβθ +
1
1 + β
f1+βθ
}
dx, β > 0, (7)
d0(g, fθ) = lim
β→0
dβ(g, fθ) =
∫
g log(g/fθ)dx.
This divergence is called the β-divergence as seen in Minami and Eguchi (2002) and
Fujisawa and Eguchi (2006).
The divergence between the von Mises–Fisher density and a density underlying the
data is given in the following theorem. The proof is given in Appendix.
Theorem 3. Let fθ in (7) be the von Mises–Fisher vMp(ξ) density. Then the Basu et
al. divergence is
dβ(g, fξ) =
1
β(1 + β)
∫
g1+βdx−
1
β
{
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
}β ∫
exp(βξ′x)g(x)dx
+
‖ξ‖(p−2)β/2
(2pi)pβ/2(1 + β)p/2
I(p−2)/2{(1 + β)‖ξ‖}
I1+β(p−2)/2(‖ξ‖)
, β > 0. (8)
If β equals 0, then d0(g, fξ) = dKL(g, fξ), where dKL(g, fξ) is as in (3).
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As a density underlying the data, consider the following mixture model
g(x) = (1− ε)fξ(x) + εfη(x), (9)
where 0 ≤ ε ≤ 1 and fζ denotes the von Mises–Fisher vMp(ζ) density. In this case the
divergence can be expressed as
dβ(g, fξ) =
∫
{(1− ε)fξ + εfη}
1+βdx+
1
β
{
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
}β
×
(
ε
[
I(p−2)/2{(1 + β)‖ξ‖}
(1 + β)(p−2)/2I(p−2)/2(‖ξ‖)
−
‖η‖(p−2)/2
‖βξ + η‖(p−2)/2
I(p−2)/2(‖βξ + η‖)
I(p−2)/2(‖η‖)
]
−
I(p−2)/2{(1 + β)‖ξ‖}
(1 + β)p/2I(p−2)/2(‖ξ‖)
)
.
Note that the second and third terms of the divergence can be expressed by using only the
modified Bessel functions of the first kind. In general, the first term should be evaluated
numerically. If β is an integer, then the first term is of the form∫
{(1− ε)fξ + εfη}
1+βdx =
1+β∑
k=0
(
1 + β
k
)
(1− ε)kε1+β−k(‖ξ‖k ‖η‖1+β−k)(p−2)/2
(2pi)βp/2‖kξ + (1 + β − k)η‖(p−2)/2
×
I(p−2)/2{‖kξ + (1 + β − k)η‖}
Ik(p−2)/2(‖ξ‖)I
1+β−k
(p−2)/2(‖η‖)
.
It is remarked here that, in this case, the first term also does not involve any special
functions other than the modified Bessel functions of the first kind.
3.2 Estimating equation
The estimating equation derived from the Basu et al. (1998) divergence is known to be∫
ψ˜β(x, ξ)dG(x) = 0, (10)
where
ψ˜β(x, ξ) = f
β
ξ uξ −
∫
f1+βξ uξ dy and uξ =
∂
∂ξ
log fξ = x−Ap(‖ξ‖)
ξ
‖ξ‖
.
Following the convention in Jones et al. (2001), we call the solution of this equation
function the type 1 estimator. From the general theory, it immediately follows that the
estimator is consistent for ξ.
Theorem 4. The function ψ˜β(x, ξ) can be expressed as
ψ˜β(x, ξ) = C
β
({
x−Ap(‖ξ‖)
ξ
‖ξ‖
}
exp(βξ′x)
−
I(p−2)/2{(1 + β)‖ξ‖}
(1 + β)(p−2)/2I(p−2)/2(‖ξ‖)
[Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)]
ξ
‖ξ‖
)
,
where C is the normalising constant of the von Mises–Fisher vMp(ξ) density, i.e., C =
‖ξ‖(p−2)/2 /{(2pi)p/2I(p−2)/2(‖ξ‖)}.
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See Appendix for the proof. From this form, it immediately follows that Fisher con-
sistency holds for the estimator. For simplicity, we redefine the ψ-function as
ψβ(x, ξ) = C
−βψ˜β(x, ξ). (11)
Then Equation (10) holds for ψβ replaced by ψ˜β. Since C does not depend on x, it is
clear that M -estimation based upon ψβ is essentially the same as the one based on ψ˜β.
Substituting G for an empirical distribution Gn(X1, . . . ,Xn) in Equation (10) in which
ψ˜β is replaced by ψβ , we have
n−1
n∑
j=1
{
xj −Ap(‖ξ‖)
ξ
‖ξ‖
}
exp(βξ′xj)
−
I(p−2)/2{(1 + β)‖ξ‖}
(1 + β)(p−2)/2I(p−2)/2(‖ξ‖)
[Ap {(1 + β)‖ξ‖} −Ap(‖ξ‖)]
ξ
‖ξ‖
= 0.
Thus the estimator which minimises divergence (7) satisfies the following relationship:
ξˆ = A−1p
{
‖
∑
j wj,β(ξˆ)xj − nD˜ξˆ ξˆ‖∑
j wj,β(ξˆ)
} ∑
j wj,β(ξˆ)xj
‖
∑
j wj,β(ξˆ)xj‖
, (12)
where wj,β(ξ) = exp(βξ
′xj) and D˜ξ = I(p−2)/2{(1+β)‖ξ‖}[Ap{(1+β)‖ξ‖}−Ap(‖ξ‖)]/{(1+
β)(p−2)/2I(p−2)/2(‖ξ‖) ‖ξ‖}. Note that, since Ap(x)(≡ y) is strictly increasing with respect
to x, there exists a unique solution x satisfying x = A−1p (y).
Then an algorithm induced from the above relationship is suggested as follows.
Algorithm for the type 1 estimate
Step 1. Take an initial value ξ0.
Step 2. Compute ξ1, . . . , ξN as follows until the estimate ξN remains virtually unchanged
from the previous estimate ξN−1,
ξt+1 = A
−1
p
{
‖
∑
j wj,β(ξt)xj − nD˜ξtξt‖∑
j wj,β(ξt)
} ∑
j wj,β(ξt)xj
‖
∑
j wj,β(ξt)xj‖
.
Step 3. Record ξN as an estimate of ξ.
Our simulation study implies that the above algorithm converges if an initial value is set
properly and β is not too large. As an initial value, the maximum likelihood estimator
(2) may be one promising choice.
The tuning parameter β can be estimated by using the cross-validation (Hastie et al.,
2009, Section 7.10.1). We will discuss more details of the selection of β in Section 7.
3.3 Influence function
In this subsection we consider the influence function of the type 1 estimator and compare
this estimator with m.l.e. in terms of the influence function.
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Theorem 5. The influence function of the type 1 estimator at G is given by
IF(x,G) = {Mβ(ξ,G)}
−1 ψβ(x, ξ), (13)
where
Mβ(ξ,G) = −
∫
exp(βξ′x)
[
βxx′ − βAp(‖ξ‖)
ξx′
‖ξ‖
−
Ap(‖ξ‖)
‖ξ‖
I
−
{
1−
p
‖ξ‖
Ap(‖ξ‖) −A
2
p(‖ξ‖)
}
ξξ′
‖ξ‖2
]
dG(x)
−
{
(1 + β)(p−2)/2I(p−2)/2(‖ξ‖)
}−1
×
{
‖ξ‖−1 [Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)] I(p−2)/2{(1 + β)‖ξ‖}I
+
(
(1 + β)Ip/2{(1 + β)‖ξ‖} [Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)]
+I(p−2)/2{(1 + β)‖ξ‖}
[
β − (1 + β)A2p{(1 + β)‖ξ‖}
−
p
‖ξ‖
Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)Ap{(1 + β)‖ξ‖} + 2A
2
p(‖ξ‖)
+
p
‖ξ‖
Ap(‖ξ‖)
])
ξξ′
‖ξ‖2
}
, (14)
and ψβ(x, ξ) is as in (11).
Proof. The influence function (13) can be obtained in a similar approach as in Theorem
1. Some calculations to obtain Mβ can be done by using Theorem 4, Equations (22) and
(23), and Equation (8.431.1) of Gradshteyn and Ryzhik (2007).
Here we consider the mixture model (9) as a distribution of G. Then the integral part
of function Mβ(ξ,G) in the influence function is given by
−
∫
exp(βξ′x)
[
βxx′ − βAp(‖ξ‖)
ξx′
‖ξ‖
−
Ap(‖ξ‖)
‖ξ‖
I
−
{
1−
p
‖ξ‖
Ap(‖ξ‖)−A
2
p(‖ξ‖)
}
ξξ′
‖ξ‖2
]
dG(x)
=
1− ε
(1 + β)(p−2)/2I(p−2)/2(‖ξ‖)
×
([
Ap(‖ξ‖)I(p−2)/2{(1 + β)‖ξ‖} −
βIp/2{(1 + β)‖ξ‖}
(1 + β)‖ξ‖
]
I
−
[{
β − 1 +
pAp(‖ξ‖)
‖ξ‖
+A2p(‖ξ‖)
}
I(p−2)/2{(1 + β)‖ξ‖}
+
{
p
(1 + β)‖ξ‖
+Ap(‖ξ‖)
}
Ip/2{(1 + β)‖ξ‖}
]
ξξ′
‖ξ‖2
)
−
‖η‖(p−2)/2
‖ζ1,β‖(p−2)/2
ε
I(p−2)/2(‖η‖)
[{
βIp/2(‖ζ1,β‖)− I(p−2)/2(‖ζ1,β‖)
Ap(‖ξ‖)
‖ξ‖
}
I
9
−{
I(p−2)/2(‖ζ1,β‖)−
p
‖ζ1,β‖
Ip/2(‖ζ1,β‖)
}
ζ1,βζ
′
1,β
‖ζ1,β‖2
+Ap(‖ξ‖)Ip/2(‖ζ1,β‖)
ξζ ′1,β
‖ξ‖‖ζ1,β‖
+I(p−2)/2(‖ζ1,β‖)
{
1−A2p(‖ξ‖)−
pAp(‖ξ‖)
‖ξ‖
}
ξξ′
‖ξ‖2
]
,
where ζj,α = jαξ + η. Note that, in this case, the influence functions do not involve any
special functions other than the modified Bessel functions of the first kind and orders
(p− 2)/2 and p/2.
∗ ∗ ∗ Figure 3 about here ∗ ∗ ∗
Figure 3 displays influence functions (13) of the type 1 estimator at the two-dimensional
von Mises–Fisher model for some selected values of β. From four frames of the fig-
ure and Figure 1(d), it seems that the norms of influence functions are not large for
moderately large β. In particular, it seems that, for β = 0.25, ‖IF(GV M ,−ξ/‖ξ‖)‖ −
‖IF(GVM , ξ/‖ξ‖)‖ and ‖IF(GV M ,−ξ/‖ξ‖)‖/‖IF(GV M , ξ/‖ξ‖)‖ take smaller values than
those for the maximum likelihood estimator, where GVM is the distribution function of
vM2{(2.37, 0)
′}. This result implies that the type 1 estimator is more robust than the
maximum likelihood estimator.
3.4 Asymptotic normality
The asymptotic normality of the estimator can be shown from the M -estimation the-
ory. Let X1, . . . ,Xn be random samples from the von Mises-Fisher vMp(ξ) distribution.
Suppose that ξˆ is the type 1 estimator of ξ. Then
n1/2(ξˆ − ξ)
d
−→ N(0, Vβ) as n→∞,
where
Vβ =Mβ(ψβ, G)
−1Qβ(ψβ , G){Mβ(ψβ, G)
′}−1,
Qβ(ψβ , G) =
∫
ψβ(x, ξ){ψβ(x, ξ)}
′dG(x),
and ψβ(x, ξ) and Mβ(ψβ , G) are defined as in (11) and (14), respectively. In particular,
if G is the distribution function of the mixture model (9), then Qβ(ψβ , G) is given by
Qβ(ψβ , G) =
1− ε
I(p−2)/2(‖ξ‖)
{
Ip/2{(1 + 2β)‖ξ‖}
(1 + 2β)p/2‖ξ‖
I
+
(
Ap(‖ξ‖)
(1 + 2β)(p−2)/2
[
Ap(‖ξ‖)I(p−2)/2{(1 + 2β)‖ξ‖} − 2Ip/2{(1 + 2β)‖ξ‖}
]
−
1−Ap(‖ξ‖)
(1 + β)p−2
I2p/2{(1 + β)‖ξ‖}
I(p−2)/2(‖ξ‖)
[Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)]
)
ξξ′
‖ξ‖2
}
+
ε
I(p−2)/2(‖η‖)
(
‖η‖(p−2)/2
‖ζ2,β‖(p−2)/2
[
Ip/2(‖ζ2,β‖)
‖ζ2,β‖
I
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+{
I(p−2)/2(‖ζ2,β‖)−
p
‖ζ2,β‖
Ip/2(‖ζ2,β‖)
}
ζ2,βζ
′
2,β
‖ζ2,β‖2
−Ap(‖ξ‖)Ip/2(‖ζ2,β‖)
ζ2,βξ
′ + ξζ ′2,β
‖ζ2,β‖‖ξ‖
+A2p(‖ξ‖)I(p−2)/2(‖ζ2,β‖)
ξξ′
‖ξ‖2
]
−
‖η‖(p−2)/2
‖ζ1,β‖(p−2)/2
I(p−2)/2{(1 + β)‖ξ‖}
(1 + β)(p−2)/2I(p−2)/2(‖ξ‖)
[Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)]
×
{
Ip/2(‖ζ1,β‖)
ζ1,βξ
′ + ξζ ′1,β
‖ζ1,β‖‖ξ‖
+ 2Ap(‖ξ‖)I(p−2)/2(‖ζ1,β‖)
ξξ′
‖ξ‖2
})
+
I2(p−2)/2{(1 + β)‖ξ‖}
(1 + β)p−2I2(p−2)/2(‖ξ‖)
[Ap{(1 + β)‖ξ‖} −Ap(‖ξ‖)]
2 ξξ
′
‖ξ‖2
.
Remark that the asymptotic covariance matrix can be expressed in a form of the modified
Bessel functions of the first kind and orders (p − 2)/2 and p/2.
4 Minimum divergence estimator of Jones et al. (2001)
4.1 The divergence of Jones et al. (2001)
Next we consider another divergence which is also based on density power. It is defined
as
dγ(g, fθ) =
1
γ(1 + γ)
log
∫
g1+γdx−
1
γ
log
∫
gfγθ dx+
1
1 + γ
log
∫
f1+γθ dx, γ > 0, (15)
d0(g, fθ) = lim
γ→0
dγ(g, fθ) =
∫
g log(g/fθ)dx.
This divergence was briefly considered by Jones et al. (2001, Equation (2.9)) as a special
case of a general family of divergences. Fujisawa and Eguchi (2008) investigated detailed
properties of the divergence with emphasis on the case in which the underlying distribution
contains heavy contamination.
The divergence between the von Mises–Fisher density and a density underlying the
data can be calculated as follows. The procedure to derive this divergence is similar to
that to obtain the Basu et al. (1998) divergence given in Theorem 3, and therefore the
proof is omitted.
Theorem 6. Let fξ be the von Mises–Fisher vMp(ξ) density. Then divergence (15)
between fξ and an arbitrary density g is given by
dγ(g, fξ) =
1
γ(1 + γ)
log
∫
g1+γdx−
1
γ
log
∫
exp(γξ′x)g(x)dx
+
1
1 + γ
log
[
(2pi)p/2I(p−2)/2{‖(1 + γ)ξ‖}
‖(1 + γ)ξ‖(p−2)/2
]
. (16)
Note that the expression for this divergence is slightly simpler than that for the
Basu et al. (1998) divergence.
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As a special case of the underlying density in the Jones et al. divergence, consider
again the mixture of the two von Mises–Fisher densities (9). Then the divergence can be
expressed as
dγ(g, fξ) =
1
γ(1 + γ)
log
∫
{(1− ε)fξ + εfη}
1+γdx
−
1
γ
log
[
(1− ε)
I(p−2)/2{(1 + γ)‖ξ‖}
(1 + γ)(p−2)/2I(p−2)/2(‖ξ‖)
+ ε
‖ξ‖(p−2)/2
I(p−2)/2(‖ξ‖)
I(p−2)/2(‖γξ + η‖)
‖γξ + η‖(p−2)/2
]
−
1
1 + γ
log
[
(2pi)p/2I(p−2)/2{‖(1 + γ)ξ‖}
‖(1 + γ)ξ‖(p−2)/2
]
.
From discussion in Fujisawa and Eguchi (2008), one can ignore the contamination fη if
the second term in the second logarithm is sufficiently small. This condition is satisfied,
for example, when ‖ξ‖ is large and ‖γξ + η‖ ≃ 0 holds.
4.2 Estimating equation
The estimating equation of the Jones et al. divergence is∫
fγξ uξ g dx∫
fγξ g dx
−
∫
f1+γξ uξ dx∫
f1+γξ dx
= 0, (17)
where uξ is defined as in Section 2.3. Or equivalently,
∫
ψ˜γ(x, ξ)dG(x) = 0, where ψ˜γ(x, ξ) = f
γ
ξ
(
uξ −
∫
f1+γξ uξ dy∫
f1+γξ dy
)
.
It is remarked here that this equation has been discussed by Windham (1994) although
the divergence which the estimating equation is based on was not considered there. As
in Jones et al. (2001), the estimator derived from this estimation equation is called the
type 0 estimator in the paper.
Theorem 7. The function ψ˜γ(x, ξ) is given by
ψ˜γ(x, ξ) = C
γ exp(γξ′x)
[
x−Ap{(1 + γ)‖ξ‖}
ξ
‖ξ‖
]
,
where C is as in Theorem 4.
The proof is similar to that for Theorem 4 and omitted. In a similar manner as
in Section 3.2, we redefine the ψ-function as ψγ(x, ξ) = ψ˜γ(x, ξ) and consider the M -
estimation based on ψγ .
On substituting G for an empirical distribution Gn(X1, . . . ,Xn) in (17), it follows that
n∑
j=1
exp(γξ′xj)xj
/ n∑
j=1
exp(γξ′xj)−Ap{(1 + γ)‖ξ‖}
ξ
‖ξ‖
= 0.
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Therefore it can be seen that the minimum divergence estimator satisfies the following
equation
ξˆ =
1
1 + γ
A−1p
{
‖
∑
j wj,γ(ξˆ)xj‖∑
j wj,γ(ξˆ)
} ∑
j wj,β(ξˆ)xj
‖
∑
j wj,β(ξˆ)xj‖
. (18)
Given estimating Equation (18), the following algorithm is naturally induced.
Algorithm for the type 0 estimate
Step 1. Take an initial value ξ0.
Step 2. Compute ξ1, . . . , ξN as follows until the estimate ξN remains virtually unchanged
from the previous estimate ξN−1,
ξt+1 =
1
1 + γ
A−1p
{
‖
∑
j wj,γ(ξt)xj‖∑
j wj,γ(ξt)
} ∑
j wj,γ(ξt)xj
‖
∑
j wj,γ(ξt)xj‖
.
Step 3. Record ξN as an estimate of ξ.
This algorithm can also be derived from an iterative algorithm of Fujisawa and Eguchi
(2008, Section 4), and from their discussion, the monotonicity of the algorithm follows:
dγ(g, fξ0) ≥ dγ(g, fξ1) ≥ · · · ≥ dγ(g, fu),
where g denotes the empirical density.
As for a prescription for choosing the tuning parameter γ, cross-validation is available.
See Section 7 for details.
4.3 Influence function
The influence function of the type 0 estimator (17) is provided in the following theorem.
The basic process to obtain the divergence is similar to that in Theorem 5 and omitted.
Theorem 8. The influence function of the type 0 estimator at G is given by
IF(x; ξ,G) = {Mγ(ξ,G)}
−1 ψγ(x, ξ), (19)
where
Mγ(ξ,G) = −
∫
exp(γξ′x)
{
γ
[
xx′ −Ap{(1 + γ)‖ξ‖}
ξx′
‖ξ‖
]
−
Ap{(1 + γ)‖ξ‖}
‖ξ‖
I
−
(
(1 + γ)
[
1−A2p {(1 + γ)‖ξ‖}
]
+
pAp{(1 + γ)‖ξ‖}
‖ξ‖
)
ξξ′
‖ξ‖2
}
dG(x).
If G is the distribution function of the mixture model with density (9), then the
function Mγ(ξ,G) in Theorem 8 can be expressed as
Mγ(ξ,G) =
1− ε
(1 + γ)(p−2)/2I(p−2)/2(‖ξ‖)
[
1
1 + γ
Ip/2{(1 + γ)‖ξ‖}
‖ξ‖
I
+
{[
p
(1 + γ)‖ξ‖
+Ap{(1 + γ)‖ξ‖}
]
γ Ip/2{(1 + γ)‖ξ‖} + I(p−2)/2{(1 + γ)‖ξ‖}
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×(
(1 + γ)[1−A2p{(1 + γ)‖ξ‖}] −
pAp{(1 + γ)‖ξ‖}
‖ξ‖
− γ
)}
ξξ′
‖ξ‖2
]
−
‖η‖(p−2)/2
‖ζ1,γ‖(p−2)/2
ε
I(p−2)/2(‖η‖)
{[
γIp/2(‖ζ1,γ‖)
‖ζ1,γ‖
− I(p−2)/2(‖ζ1,γ‖)
Ap{(1 + γ)‖ξ‖}
‖ξ‖
]
I
+γ
{
I(p−2)/2(‖ζ1,γ‖)−
p
‖ζ1,γ‖
Ip/2(‖ζ1,γ‖)
}
ζ1,γζ
′
1,γ
‖ζ1,γ‖2
−γ Ap{(1 + γ)‖ξ‖}Ip/2(‖ζ1,γ‖)
ξζ ′1,γ
‖ξ‖‖ζ1,γ‖
−I(p−2)/2(‖ζ1,γ‖)
(
(1 + γ)[1−A2p{(1 + γ)‖ξ‖}] −
pAp{(1 + γ)‖ξ‖}
‖ξ‖
)
ξξ′
‖ξ‖2
}
.
∗ ∗ ∗ Figure 4 about here ∗ ∗ ∗
Figure 4 plots the influence functions (13) of the type 0 estimator for four selected
values of γ. Note that the values of the tuning parameters in the fours frames of this figure
correspond to those in Figure 3. Comparing these two figures, it seems that the influence
functions of both estimators take quite similar values when both tuning parameters are
the same.
4.4 Asymptotic normality
In a similar way as in Section 3.4, one can show the asymptotic normality of the estima-
tor. Since ψγ(x, ξ) and Mγ(ψγ , G) have already been given in Theorem 8, the function
Qγ(ψγ , G) and the asymptotic covariance matrix Vγ can be calculated in a straightforward
manner. In particular, if G is the distribution function of the mixture model with density
(9), then Qγ(ψγ , G) is given by
Qγ(ψγ , G) =
1− ε
(1 + 2γ)(p−2)/2I(p−2)/2(‖ξ‖)
(
Ip/2{(1 + 2γ)‖ξ‖}
(1 + 2γ)‖ξ‖
I +
[
I(p−2)/2{(1 + 2γ)‖ξ‖}
−
pIp/2{(1 + 2γ)‖ξ‖}
(1 + 2γ)‖ξ‖
− 2Ap{(1 + γ)‖ξ‖}Ip/2{(1 + 2γ)‖ξ‖}
+A2p{(1 + γ)‖ξ‖}I(p−2)/2{(1 + 2γ)‖ξ‖}
]
ξξ′
‖ξ‖2
)
+
‖η‖(p−2)/2
‖ζ2,γ‖(p−2)/2
ε
I(p−2)/2(‖η‖)
[
Ip/2(‖ζ2,γ‖)
‖ζ2,γ‖
I +
{
I(p−2)/2(‖ζ2,γ‖)
−
pIp/2(‖ζ2,γ‖)
‖ζ2,γ‖
}
ζ2,γζ
′
2,γ
‖ζ2,γ‖2
−Ap{(1 + γ)‖ξ‖}Ip/2(‖ζ2,γ‖)
ζ2,γξ
′ + ξζ ′2,γ
‖ξ‖‖ζ2,γ‖
+A2p{(1 + γ)‖ξ‖}I(p−2)/2(‖ζ2,γ‖)
ξξ′
‖ξ‖2
]
.
Again, the asymptotic covariance matrix does not involve any special functions other than
the modified Bessel functions of the first kind and orders (p− 2)/2 and p/2.
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5 Comparison among the robust estimators
5.1 Comparison between types 0 and 1 estimators
In this subsection we compare the two proposed estimators of the parameters of the von
Mises–Fisher distribution. A detailed comparison between the two estimators for the
general family of distributions has been given in Jones et al. (2001). Here we consider
some properties of the estimators which are special for the von Mises–Fisher distribution.
The numerical algorithms for both types of estimates presented in Sections 3.2 and 4.2
have some similarities and differences. A similarity is that both algorithms are expressed
in relatively simple forms and require to calculate the inverse of the function Ap, i.e., the
ratio of the modified Bessel functions. However, as discussed in Section 2.2, it seems fairly
easy to calculate A−1p numerically since it is bounded and strictly increasing. A slight
difference is that the algorithm for the type 0 estimator appears to be slightly simpler
than that for the type 1 estimator as it does not involve subtraction in the argument of
A−1p in Step 2. Another special feature of the type 0 estimator is the monotonicity of the
algorithm as shown in Section 4.2.
Next we discuss the influence functions and asymptotic covariance matrices of both
estimators, which can be expressed by using the modified Bessel functions of the first
kind and orders (p − 2)/2 and p/2. Their expression for the type 0 estimator is simpler
although both require the calculations of the aforementioned functions. A comparison
between Figures 3 and 4 suggests that the behaviour of the influence functions of both
estimators looks similar, at least, for the practical choices of the tuning parameters. When
the tuning parameters of both estimators are large, e.g., β = γ = 0.75, a simulation
study, which will be given in the next section, implies that the influence functions of each
estimator behave in a different manner. However, in most of the realistic cases in which
the tuning parameters are moderately small, the performance of the estimators and their
influence functions seems quite similar. As for the asymptotic covariance matrices, as
discussed in Jones et al. (2001, Section 3.3), the large-sample variances matrices of both
estimators show relatively small loss of efficiency when the tuning parameters are equal
and small. We will provide further comparison of these estimators through a simulation
study and an example in the later sections.
5.2 Similarities to and differences from Lenth’s (1981) estimator
Lenth (1981) proposed a robust estimator of a location parameter of the two-dimensional
von Mises–Fisher distribution and briefly considered an algorithm to estimate both lo-
cation and concentration parameters. The estimator is defined as follows. Assume that
θ1, . . . , θn are random samples from the von Mises distribution vM2(κ cos µ, κ sin µ). De-
fine
Cw =
∑
j wj cos θj∑
j wj
, Sw =
∑
j wj sin θj∑
j wj
, Rw =
{
C
2
w + S
2
w
}1/2
,
wj =
ψ{t(θj − µ;κ)}
t(θj − µ;κ)
, t(φ;κ) = ±{2κ(1 − cosφ)},
ψH(t) =
{
t, |t| ≤ c
c sign(t), |t| > c
, ψA(t) =
{
c sin(t/c), |t| ≤ cpi
0, |t| > cpi
. (20)
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with “ + ” or “ − ” chosen according to φ (mod 2pi) ∈ (or /∈) [0, pi). Then the estimator
is defined as solutions of the following estimating equations:
n∑
j=1
wj sin(θj − µˆ) = 0 and κˆ = A
−1
2 (Rw).
This estimator is somewhat associated with the types 0 and 1 estimators discussed
in the paper. All of these three estimators are related in the sense that the parameters
are estimated by introducing some weight functions in the estimating equations. Also, all
estimators can be obtained numerically through fairly simple algorithms.
However our two families of estimators are different from Lenth’s one. One obvious
distinction is that our estimators discuss the general dimensional case of the von Mises–
Fisher distribution, while the Lenth estimator, as it stands, can be used only for the
two-dimensional case. In addition there are some other differences between the Lenth
estimator and ours even for the two-dimensional case. As seen in Equations (12) and
(18), our estimators adopt the power of the densities as weight functions, whereas Lenth
(1981) used the weight functions (20) proposed by Huber (1964) or Andrews (1974).
This distinction makes a difference in discussing Fisher consistency of the estimators.
As shown in Sections 3.2 and 4.2 of the paper, our estimators are Fisher consistent. On the
other hand, as shown below, Fisher consistency does not hold for the Lenth estimator. To
prove this, we first show the following general result, which helps us evaluate theoretical
first cosine moment for the Lenth estimator. The proof is given in Appendix.
Lemma 1. Let f be a probability density function on the circle [−pi, pi). Assume that w
is a function on [−pi, pi) which satisfies the following properties:
1. w is symmetric about 0, i.e., w(θ) = w(−θ) for any θ ∈ [−pi, pi).
2. If cos θ1 > cos θ2, then w(θ1) ≥ w(θ2).
3. 0 <
∫ pi
−pi w(θ)f(θ)dθ <∞.
Then ∫ pi
−pi w(θ) cos θf(θ)dθ∫ −pi
−pi w(θ)f(θ)dθ
≥
∫ pi
−pi
cos θf(θ)dθ.
The equality holds if and only if w(θ) = c.
Using Lemma 1, we immediately obtain the following result. See Appendix for the
proof.
Theorem 9. Assume ψ is not a constant function. Then Lenth’s estimator is not Fisher
consistent.
However, we should note that Lenth’s estimator of the location µ, which is the main
focus of the paper, is Fisher consistent if the concentration κ is known, and the estimator
can be useful in that situation.
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6 Simulation study
In this section a simulation study is carried out to compare the finite sample performance
of the two proposed estimators.
We consider the performance of the estimators in the following two cases: (i) random
samples of some selected sizes are gathered from the von Mises–Fisher distributions (with-
out contamination), and (ii) 100 random samples are generated from the contaminated
von Mises–Fisher distributions with some selected contamination ratios. The case (i) is to
discuss how much efficiency of the estimators is lost when random samples of small sizes
do not include any outliers. The more attention will be paid to the case (ii) as robustness
is the main theme of the paper. We do not discuss Lenth’s (1981) estimator here since,
as shown in the previous section, the estimator for the concentration parameter can be
biased due to the fact that Fisher consistency does not hold.
First consider the case (i) in which finite samples are generated from the von Mises–
Fisher distribution without contamination. Random samples of sizes n = 10, 20, 30, 50
and 100 from the von Mises–Fisher distributions vMp(ξ) with p = 2 and ξ = (2.37, 0)
′ and
p = 3 and ξ = (3.99, 0, 0)′ are generated. For each combination of n and ξ, 2000 simulation
samples are gathered. We discuss the performance of the estimators in terms of the mean
squared error. The estimate of the mean squared error is given by
∑2000
j=1 ‖ξˆj − ξ‖
2/2000,
where the ξˆj’s (j = 1, . . . , 2000) are the estimates of ξ for jth simulation sample.
∗ ∗ ∗ Table 1 about here ∗ ∗ ∗
Table 1 shows the estimates of the relative mean squared errors of the types 0 and 1
estimators for some selected values of the tuning parameters. A comparison of these two
estimators suggests that, when the tuning parameters of these estimators are equal, the
estimates of the relative mean squared errors generally take similar values. An exception
is a case in which the sample size is small and the tuning parameters of the estimators
are large. In this case the type 1 estimator generally outperforms the type 0 estimator
although both estimators do not seem satisfactory. Except for this special case, however,
it might be appreciated that only a little efficiency is lost for these robust estimators. The
table suggests that the relative mean squared error diminishes as the tuning parameter
decreases. Also it is noted that, for large sample sizes, the relative mean squared errors
of both estimators are almost equal to one regardless of the values of tuning parameters,
confirming consistency of the estimators.
Next we consider the case (ii) in order to discuss the robustness of these two families
of estimators is discussed. Two families of distributions are chosen as contaminations,
namely, the uniform and von Mises–Fisher distributions. The uniform distribution or
the von Mises–Fisher distribution with small concentration ‖ξ‖ is often used as a con-
tamination as seen in Ducharme and Milasevic (1987) and Chan and He (1993). It seems
less common to assume the von Mises–Fisher distribution with fairly large concentration
parameter as a contamination, but this model also appears to be a reasonable choice if
we choose its parameter such that most observations from the model lie on an area where
samples from the von Mises–Fisher of interest are not likely to be observed.
First consider the uniform contamination. Generate 100 random samples from a mix-
ture of the von Mises–Fisher and uniform distributions having the form (1− ε) vMp(ξ) +
εUp for some selected values of ε, p and ξ. Then we calculate the estimates of the relative
mean squared error in a similar way as in the previous simulation.
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∗ ∗ ∗ Table 2 about here ∗ ∗ ∗
Table 2 displays the estimates of the relative mean squared errors of types 0 and
1 estimators with respect to maximum likelihood estimator for some selected values of
tuning parameters. It seems from the table that, when the concetration parameter or,
equivalently, Ap(‖ξ‖) is small, the relative mean squared errors are close to one. This
can be mathematically validated from the fact that the von Mises–Fisher distribution
approaches the uniform distribution as ‖ξ‖ tends to 0. On the other hand, when Ap(‖ξ‖)
is large, then the robust estimators outperform the maximum likelihood estimator. In
particular, when Ap(‖ξ‖) is close to 1, the relative mean squared errors of the proposed
estimators take much smaller values than one. It is also noted that the tuning parameters
which minimise the relative mean squared errors increase as the contamination ratio ε
increases.
Second, we discuss the robustness of the estimators when the true distribution follows
a mixture of two von Mises–Fisher distributions. This time, generate 100 samples from
a mixture of the two von Mises–Fisher distributions having the form (1 − ε) vMp(ξ) +
ε vMp(ζ) with some selected values of ε, p, ξ and ζ.
∗ ∗ ∗ Table 3 about here ∗ ∗ ∗
Estimates of the relative mean squared errors of the types 0 and 1 estimators with
respect to maximum likelihood estimator for some selected contamination ratios and
tuning parameters for a mixture of two von Mises–Fisher distributions are given in Table
3. Note that the contaminating distribution is assumed to follow the von Mises–Fisher, not
the uniform distribution, so that almost all observations lie in the area where observations
from the distribution of interest are not likely to be observed. This table implies that the
two estimators outperform the maximum likelihood estimator if the tuning parameters
are chosen correctly. In particular, if ε is large, both of the proposed estimators show
much better results than the maximum likelihood estimator. It seems from the table that
both estimators behave quite similarly, especially for small values of tuning parameters.
Since the contaminating distribution is concentrated toward the opposite direction of ξ,
the tuning parameters minimising the relative mean squared errors are greater than those
given in Table 2 for the fixed values of ε.
7 Example
To illstrate how our methods can be utilised to real data, we consider a dataset of di-
rections of sea stars (Fisher, 1993, Example 4.20). The dataset consists of the resulant
directions of 22 Sardinian sea stars 11 days after being displaced from their natural habi-
tat.
∗ ∗ ∗ Figure 5 about here ∗ ∗ ∗
Figure 5(a) plots measurements of resultant directions of sea stars. Since the dataset
shows symmetry and unimodality, it seems reasonable to fit the von Mises distribution
to this dataset. However, as this frame suggests, there are two observations which can be
considered possible outliers. Of these two samples, one at 2.57 seems to be an apparent
outlier on the assumption that the observations follow a von–Mises distribution, while
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the other one at 5.20 appears to be much more difficult to judge. We fit the von Mises
distribution based on the maximised likelihood and types 1 and 0 divergences and discuss
how these results can be utilised for detecting outliers. To select the tuning parameters of
the types 1 and 0 estimators, we use the three-fold cross-validation (Hastie et al., 2009,
Section 7.10.1) implemented as follows. First, divide the dataset D into three subsets
D1,D2 and D3. Define
CV(fˆξ, α) =
1
N
N∑
j=1
L
{
yj, fˆ
−τ(j)
ξ (xj , α)
}
, (21)
where fˆ−ιξ (x, α) is the estimated density with a tuning parameter α based on a subset
of the data D \ Dι, N is the sample size of the dataset, and τ(k) is an index function
defined as τ(k) = l for xk ∈ Dl. Here we define the loss functions L for the types 1 and
0 estimators as L
{
y, fˆ−ιξ (x, α)
}
= d0.6(gy, fˆ
−ι
ξ ) where d0.6 are the Basu et al. divergence
(8) with β = 0.6 and Jones et al. divergence (16) with γ = 0.6, respectively, in which
gy is a probability function of a point distribution with singularity at Y = y. Then
the estimate of the tuning parameter is given by a minimiser of CV(fˆξ, α). Figure 5(b)
and (c) exhibit the values of CV(fˆξ, α) for the types 1 and 0 estimators, respectively, for
α = h/100 (h = 1, . . . , 100). The curves of the frames show somewhat similar behaviours
when the tuning parameters take values between 0 and 0.45, while they look different
if the tuning parameters are greater 0.45. These frames suggest that, for the Basu et
al. divergence, the values of CV are more stable than the Jones et al. divergence for the
tuning parameter greater than 0.45.
∗ ∗ ∗ Table 4 about here ∗ ∗ ∗
Table 4 shows the estimates of the parameters and tuning parameters for the maximum
likelihood and types 1 and 0 estimators. The maximum likelihood estimators are obtained
for some subsets of the data which exclude no samples, one at 2.57 and ones at 2.57 and
5.20. A comparison among the maximum likelihood estimates suggests that these possible
outliers do not influence the estimate of the location parameter µ significantly. On the
other hand, the estimate of the concentration parameter κ seems to be influenced by the
possible outliers. Both types 1 and 0 estimates are similar to the maximum likelihood
estimate for the dataset excluding the one sample, implying that the dataset includes only
one outlier at 2.57 actually. This conclusion coincides with the one given by Fisher (1993,
Example 4.20) who derived the same consequence from his outlier test for discordancy
for von Mises data. Figure 5(d) and (e) display Q–Q plots for the data excluding one
outlier for types 1 and 0 estimators, respectively, where quantiles of the robust estimators
(horizontal axis) and of the empirical distribution (vertical axis) are plotted. This figure
shows that the estimated model provides a satisfactory fit to the dataset.
8 Discussion
As pointed out in Watson (1983) and some other references, it is known that maximum
likelihood estimator of the parameter for the von Mises–Fisher distribution is not robust.
In particular, as discussed in Section 2.3, a robust estimator is required especially when
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observations are concentrated toward a certain direction. Lenth (1981) briefly considered
an algorithm to estimate both location and concentration parameters simultaneously.
However, as discussed in Section 5.2, Lenth’s estimator of the parameters can be used
only for the circular case of the distribution and is not Fisher consistent. In this paper
we provided two families of robust estimators which enable us to estimate both location
and concentration parameters simultaneously for the general case of the von Mises–Fisher
distribution. Both estimators can be derived as the minimisers of divergences proposed
by Basu et al. (1998) and Jones et al. (2001). It follows from the general theory that
some properties, including consistency and asymptotic normality, hold for the estimators.
In addition it was shown our estimators have some special features. For example, the
presented estimators can be obtained through fairly simple algorithms numerically. Also,
the influence functions and asymptotic covariance matrices of both estimators can be
expressed using the modified Bessel functions of the first kind. Some simulations sug-
gest that the performance of both estimators is quite satisfactory and, in particular, the
proposed estimators greatly outperform the maximum likelihood estimator if the distribu-
tions underlying data are concentrated toward a certain direction. Possible future works
include robust estimation of parameters for the extended families of distributions such
as the ones proposed by Kent (1982) and Jones and Pewsey (2005). In particular robust
methods for distributions with weak symmetry properties would be desired.
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A Proof of Theorem 1
From M -estimation theory (Hampel et al., 1986, Section 4.2c), the influence function of
the maximum likelihood estimator (4) is of the form
IF (G,x) = {M(ξ)}−1 ψ(x, ξ),
where
ψ(x, ξ) =
∂
∂ξ
log fξ and M(ξ) = −
∫
∂
∂ζ
ψ(x, ζ)
∣∣∣∣
ξ
dF (x).
After some algebra, it follows that
ψ(x, ξ) =
∂
∂ξ
log fξ
=
∂
∂ξ
{
p− 2
2
log ‖ξ‖ − log I(p−2)/2(‖ξ‖) + ξ
′x
}
=
p− 2
2
ξ
‖ξ‖2
−
(p − 2)I(p−2)/2(‖ξ‖)/(2‖ξ‖) + Ip/2(‖ξ‖)
I(p−2)/2(‖ξ‖)
ξ
‖ξ‖
+ x
= x−Ap(‖ξ‖)
ξ
‖ξ‖
,
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where the third equality derives from the following formula (Abramowitz and Stegun,
1970, 9.6.26):
d
ds
Ip(s)
∣∣∣∣
t
=
p
t
Ip(t) + Ip+1(t). (22)
Using this result, M(ξ) can be calculated as
M(ξ) = −
∫
∂
∂ζ ′
ψ(x, ζ)
∣∣∣∣
ξ
dF (x)
= −
∫
∂
∂ζ ′
{
x−Ap(‖ζ‖)
ζ
‖ζ‖
}∣∣∣∣
ξ
dF (x)
=
∂
∂t
Ap(t)
∣∣∣∣
‖ξ‖
ξξ′
‖ξ‖2
+Ap(‖ξ‖)
{
1
‖ξ‖
(
I −
ξξ′
‖ξ‖2
)}
=
{
1−A2p(‖ξ‖) −
p− 1
‖ξ‖
Ap(‖ξ‖)
}
ξξ′
‖ξ‖2
+Ap(‖ξ‖)
{
1
‖ξ‖
(
I −
ξξ′
‖ξ‖2
)}
=
Ap(‖ξ‖)
‖ξ‖
I +
{
1−A2p(‖ξ‖) −
p
‖ξ‖
Ap(‖ξ‖)
}
ξξ′
‖ξ‖2
,
where the fourth equality holds due to the following formula (Mardia and Jupp (1999,
Appendix 1, (A.14)); Jammalamadaka and SenGupta (2001, p.289))
d
ds
Ap(s)
∣∣∣∣
t
= 1−A2p(t)−
p− 1
t
Ap(t). (23)
Thus we obtain Theorem 1. ✷
B Proof of Theorem 3
It is clear that d0(g, fξ) = dKL(g, fξ). We consider a case β > 0.
dβ(g, fξ) =
∫ {
1
β(1 + β)
g1+β −
1
β
gfβξ +
1
1 + β
f1+βξ
}
dx
=
1
β(1 + β)
∫
g1+βdx−
1
β
{
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
}β ∫
exp(βξ′x)g(x)dx
+
1
1 + β
{
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
}1+β ∫
exp{(1 + β)ξ′x}dx
Using the fact that
∫
f(1+β)ξ dx = 1, the integral in the third term of the equation can be
expressed as
∫
1
1 + β
f1+βξ dx =
1
1 + β
{
‖ξ‖(p−2)/2
(2pi)p/2I(p−2)/2(‖ξ‖)
}1+β
2pip/2I(p−2)/2{(1 + β)‖ξ‖}
{(1 + β)‖ξ‖/2}(p−2)/2
=
‖ξ‖(p−2)β/2
(2pi)pβ/2(1 + β)p/2
I(p−2)/2{(1 + β)‖ξ‖}
I1+β(p−2)/2(‖ξ‖)
. ✷
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C Proof of Theorem 4
It is easy to obtain the first term of ψ˜β. We consider the second term of ψ˜β, namely,
−
∫
f1+βξ uξdy. To be more specific, it can be expressed as∫
f1+βξ uξdy = C
1+β
∫
exp{(1 + β)ξ′y}
{
x−Ap(‖ξ‖)
ξ
‖ξ‖
}
dy
= C1+β
[∫
y exp{(1 + β)ξ′y}dy −Ap(‖ξ‖)
ξ
‖ξ‖
·
∫
exp{(1 + β)ξ′y}dy
]
.
(24)
The first integration can be calculated by using the fact that, if X ∼ vMp(ζ), then
E(X) = Ap(ζ) ζ/‖ζ‖. (See, for example, Mardia and Jupp (1999, p.169)). From this, it
immediately follows that
∫
y exp{(1 + β)ξ′y}dy =
(2pi)p/2Ip/2{(1 + β)‖ξ‖}
{(1 + β)‖ξ‖}(p−2)/2
ξ
‖ξ‖
.
The process to calculate the second integration of (24) is essentially the same as that to
obtain the normalising constant of the von Mises–Fisher density vMp{(1+β)ξ}. Thus we
obtain Theorem 4. ✷
D Proof of Lemma 1
For convenience, write
Tw =
∫ pi
−pi w(θ) cos θf(θ)dθ∫ −pi
−pi w(θ)f(θ)dθ
and T =
∫ pi
−pi
cos θf(θ)dθ.
Then Tw can be expressed as Tw =
∫
w′(θ) cos θf(θ)dθ,wherew′(θ) = w(θ) /
∫ pi
−pi w(u)f(u)du.
With this convention, it holds that
Tw =
∫ pi
−pi
w′(θ) cos θf(θ)dθ
= T +
∫ pi
−pi
{w′(θ)− 1} cos θf(θ)dθ. (25)
The second term of (25) can be decomposed into two terms as∫ pi
−pi
{w′(θ)− 1} cos θf(θ)dθ =
∫
w′(θ)≥1
+
∫
w′(θ)<1
. (26)
Due to Properties 1-3 of w(θ), it is easy to see that there exists a constant d ∈ [−1, 1) such
that {θ ∈ [−pi, pi) |w′(θ) ≥ 1} = {θ ∈ [pi, pi) | cos θ ≥ d}. Then the following inequality
holds for (26):∫
w′(θ)≥1
+
∫
w′(θ)<1
=
∫
cos θ≥d
{w′(θ)− 1} cos θf(θ)dθ +
∫
cos θ<d
{w′(θ)− 1} cos θf(θ)dθ
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≥ d
[∫
cos θ≥d
{w′(θ)− 1}f(θ)dθ +
∫
cos θ<d
{w′(θ)− 1}f(θ)dθ
]
= d
{∫ pi
−pi
w′(θ)f(θ)dθ −
∫ pi
−pi
f(θ)dθ
}
= 0.
Thus we obtain Tw ≥ T . Since f(θ) > 0 for some subset A which is not a null set, it can
be seen that the equality holds if and only if w′(θ) = 1. ✷
E Proof of Theorem 7
We show that κˆ is not a Fisher consistent estimator. Without loss of generality, assume
µ = 0. Then it is easy to see that
∫
w(θ) sin θfVM (θ)dθ = 0, where fVM is the von
Mises vM2(κ, 0) density since the integrand is an odd function. Then, from Lemma 1, we
immediately obtain ∫
w(θ) cos θfVM (θ)dθ∫
w(θ)fVM (θ)dθ
>
∫
cos θfVM (θ)dθ
= A2(κ).
Therefore Rw =Mw > A2(κ). ✷
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Table 1. Estimates of the relative mean squared errors of the minimum divergence estima-
tors with respect to maximum likelihood estimator for some selected sample sizes and tun-
ing parameters for the von Mises–Fisher distribution vMp(ξ) with p = 2 and ξ = (2.37, 0)
′
and p = 3 and ξ = (3.99, 0, 0)′ .
p = 2 p = 3
n = 10 n = 20 n = 30 n = 50 n = 100 n = 10 n = 20 n = 30 n = 50 n = 100
Type 1 β = 0.02 0.994 0.996 0.996 1.000 0.999 0.991 0.996 0.996 0.999 1.000
β = 0.05 0.993 0.995 0.995 1.003 1.001 0.985 0.997 0.996 1.003 1.003
β = 0.1 1.016 1.012 1.008 1.021 1.012 1.006 1.019 1.008 1.021 1.019
β = 0.25 5.464 1.231 1.154 1.151 1.104 1.465 1.213 1.132 1.146 1.126
β = 0.5 14.836 2.357 1.711 1.559 1.393 6.512 1.969 1.568 1.515 1.418
β = 0.75 21.547 4.314 2.735 2.232 1.723 19.290 3.028 2.159 1.994 1.752
Type 0 γ = 0.02 0.994 0.996 0.996 1.000 0.999 0.991 0.996 0.996 0.999 1.000
γ = 0.05 0.993 0.995 0.995 1.003 1.001 0.985 0.997 0.996 1.003 1.003
γ = 0.1 1.016 1.013 1.008 1.021 1.012 1.007 1.019 1.008 1.021 1.019
γ = 0.25 6.179 1.247 1.164 1.158 1.109 1.618 1.234 1.143 1.156 1.133
γ = 0.5 81.673 3.501 2.036 1.702 1.479 458.822 3.312 1.860 1.697 1.530
γ = 0.75 737.175 58.871 137.763 4.240 2.135 2892.802 820.520 178.742 4.206 2.285
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Table 2. Estimates of the relative mean squared errors of the minimum divergence es-
timators with respect to maximum likelihood estimator for some selected contamination
sizes and tuning parameters for a mixture of the von Mises–Fisher and the uniform dis-
tributions (1− ε) vMp(ξ) + εUp with (a) p = 2, ξ = (0.52, 0)
′ and p = 3, ξ = (0.78, 0, 0)′,
(b) p = 2, ξ = (1.16, 0)′ and p = 3, ξ = (1.80, 0, 0)′ , (c) p = 2, ξ = (2.37, 0)′ and
p = 3, ξ = (3.99, 0, 0)′ , and (d) p = 2, ξ = (10.27, 0)′ and p = 3, ξ = (20.0, 0, 0)′ , for
each ε = 0.02, 0.05, 0.1 and 0.2.
(a) p = 2 and ξ = (0.52, 0)′ and p = 3 and ξ = (0.78, 0, 0)′
p = 2 p = 3
ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2 ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2
Type 1 β = 0.02 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
β = 0.05 1.001 1.001 1.000 1.000 1.000 1.001 1.000 0.999
β = 0.1 1.002 1.002 1.001 1.001 1.001 1.002 1.001 0.999
β = 0.25 1.009 1.009 1.006 1.004 1.011 1.012 1.008 1.001
β = 0.5 1.030 1.030 1.021 1.013 1.047 1.047 1.035 1.014
β = 0.75 1.064 1.062 1.046 1.028 1.107 1.106 1.081 1.040
Type 0 γ = 0.02 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
γ = 0.05 1.001 1.001 1.000 1.000 1.000 1.001 1.000 0.999
γ = 0.1 1.002 1.002 1.001 1.001 1.001 1.002 1.001 0.999
γ = 0.25 1.009 1.009 1.006 1.004 1.011 1.012 1.008 1.001
γ = 0.5 1.031 1.031 1.022 1.013 1.049 1.050 1.037 1.015
γ = 0.75 1.071 1.070 1.051 1.030 1.122 1.122 1.093 1.046
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(b) p = 2 and ξ = (1.16, 0)′ and p = 3 and ξ = (1.80, 0, 0)′
p = 2 p = 3
ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2 ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2
Type 1 β = 0.02 1.000 1.000 0.999 0.998 1.000 0.999 0.996 0.994
β = 0.05 1.001 0.999 0.997 0.995 1.001 0.998 0.991 0.985
β = 0.1 1.004 1.000 0.995 0.990 1.006 0.998 0.983 0.970
β = 0.25 1.024 1.012 0.994 0.977 1.040 1.016 0.973 0.930
β = 0.5 1.098 1.065 1.015 0.960 1.161 1.100 1.002 0.879
β = 0.75 1.213 1.155 1.063 0.952 1.337 1.232 1.079 0.855
Type 0 γ = 0.02 1.000 1.000 0.999 0.998 1.000 0.999 0.996 0.994
γ = 0.05 1.001 0.999 0.997 0.995 1.001 0.998 0.991 0.985
γ = 0.1 1.004 1.000 0.995 0.990 1.006 0.998 0.983 0.970
γ = 0.25 1.025 1.013 0.994 0.976 1.042 1.017 0.974 0.929
γ = 0.5 1.111 1.074 1.020 0.959 1.190 1.120 1.012 0.874
γ = 0.75 1.296 1.216 1.103 0.960 1.515 1.355 1.173 0.854
28
(c) p = 2 and ξ = (2.37, 0)′ and p = 3 and ξ = (3.99, 0, 0)′
p = 2 p = 3
ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2 ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2
Type 1 β = 0.02 0.999 0.991 0.986 0.989 0.990 0.967 0.962 0.974
β = 0.05 1.001 0.980 0.964 0.972 0.982 0.922 0.907 0.935
β = 0.1 1.011 0.965 0.930 0.943 0.980 0.862 0.822 0.869
β = 0.25 1.097 0.961 0.840 0.857 1.058 0.777 0.628 0.682
β = 0.5 1.386 1.084 0.761 0.726 1.325 0.838 0.508 0.469
β = 0.75 1.736 1.289 0.760 0.640 1.616 0.968 0.511 0.391
Type 0 γ = 0.02 0.999 0.991 0.986 0.989 0.990 0.967 0.962 0.974
γ = 0.05 1.001 0.980 0.964 0.972 0.982 0.922 0.907 0.935
γ = 0.1 1.011 0.965 0.929 0.943 0.980 0.861 0.821 0.869
γ = 0.25 1.102 0.962 0.837 0.854 1.065 0.776 0.619 0.673
γ = 0.5 1.480 1.141 0.760 0.705 1.446 0.900 0.502 0.421
γ = 0.75 2.245 1.660 0.851 0.619 2.158 1.308 0.616 0.342
29
(d) p = 2 and ξ = (10.27, 0)′ and p = 3 and ξ = (20.00, 0, 0)′
p = 2 p = 3
ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2 ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2
Type 1 β = 0.02 0.841 0.891 0.945 0.983 0.691 0.792 0.894 0.967
β = 0.05 0.635 0.723 0.851 0.953 0.372 0.486 0.700 0.903
β = 0.1 0.412 0.461 0.665 0.891 0.194 0.172 0.332 0.733
β = 0.25 0.297 0.157 0.198 0.535 0.173 0.071 0.054 0.114
β = 0.5 0.365 0.153 0.109 0.164 0.220 0.081 0.049 0.065
β = 0.75 0.452 0.180 0.115 0.144 0.271 0.095 0.057 0.075
Type 0 γ = 0.02 0.841 0.891 0.945 0.983 0.691 0.792 0.894 0.967
γ = 0.05 0.634 0.723 0.851 0.953 0.371 0.485 0.699 0.903
γ = 0.1 0.411 0.459 0.663 0.890 0.193 0.168 0.326 0.730
γ = 0.25 0.300 0.154 0.186 0.508 0.177 0.070 0.048 0.081
γ = 0.5 0.400 0.169 0.109 0.114 0.254 0.094 0.053 0.042
γ = 0.75 0.593 0.245 0.145 0.111 0.407 0.146 0.085 0.065
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Table 3. Estimates of the relative mean squared errors of the minimum divergence esti-
mators with respect to maximum likelihood estimator for some selected sample sizes and
tuning parameters for a mixture of the von Mises–Fisher distributions (1 − ε) vMp(ξ) +
ε vMp(ζ) with (i) p = 2, ξ = (2.37, 0)
′ and ζ = (−100, 0)′ and (ii) p = 3, ξ = (3.99, 0, 0)′
and ζ = (−199, 0, 0)′ for each ε = 0.05, 0.1, 0.2, and 0.3.
p = 2 p = 3
ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2 ε = 0.02 ε = 0.05 ε = 0.1 ε = 0.2
Type 1 β = 0.02 0.982 0.969 0.975 0.988 0.939 0.923 0.945 0.975
β = 0.05 0.958 0.924 0.937 0.969 0.861 0.813 0.860 0.935
β = 0.1 0.925 0.852 0.874 0.936 0.767 0.652 0.720 0.863
β = 0.25 0.894 0.674 0.687 0.829 0.697 0.374 0.362 0.601
β = 0.5 1.041 0.553 0.448 0.629 0.835 0.328 0.175 0.214
β = 0.75 1.273 0.565 0.352 0.451 0.997 0.367 0.168 0.136
Type 0 γ = 0.02 0.982 0.969 0.975 0.988 0.939 0.923 0.945 0.975
γ = 0.05 0.957 0.924 0.937 0.969 0.861 0.813 0.860 0.935
γ = 0.1 0.925 0.851 0.874 0.936 0.766 0.651 0.719 0.863
γ = 0.25 0.895 0.669 0.681 0.826 0.700 0.365 0.345 0.588
γ = 0.5 1.123 0.563 0.422 0.600 0.931 0.366 0.173 0.145
γ = 0.75 1.760 0.738 0.412 0.389 1.379 0.533 0.243 0.136
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Table 4. Estimates of the parameters and tuning parameters for the maximum likelihood
estimators and two minimum divergence estimators. The maximum likelihood estimators
are obtained for some subsets of the data excluding no samples, one at 2.57 and ones
at 2.57 and 5.20. The parameters µˆ and κˆ are defined by µˆ = Arg(cos ξˆ1 + i sin ξˆ2) and
κˆ = (ξˆ21 + ξˆ
2
2)
1/2, respectively, where ξˆ = (ξˆ1, ξˆ2)
′.
MLE MLE (with one MLE (with two Type 1 Type 0
sample excluded) samples excluded)
tuning parameter − − − 0.59 0.48
µˆ 0.0541 0.0232 0.0712 0.0377 0.0380
κˆ 3.30 5.74 7.66 5.86 5.98
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Figure 1: Influence functions (4) of maximum likelihood estimators for (a) ξ = (0.10, 0)′ ,
(b) ξ = (0.52, 0)′, (c) ξ = (1.16, 0)′ and (d) ξ = (2.37, 0)′ for the vM2(ξ) model. For
convenience, the norms of the influence functions are divided by four. In each frame, the
white dot denotes the origin, while the black one denotes A2(‖ξ‖) ξ/‖ξ‖.
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Figure 2: (a) Plot of the von Mises–Fisher density vM2{(5, 0)
′} (solid), the unit circle
(dashed), the discN (dotted) and the area Ar2 (bold and solid) with α = 0.05 and (b) plot
of δ satisfying Equation (6) with α = 0.05 and p = 2 (solid), 3 (dashed), 4 (dot-dashed)
and 5 (dotted) as a function of ‖ξ‖.
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Figure 3: Influence functions (13) of the type 1 estimator for the vM2{(2.37, 0)
′} model
with (a) β = 0.05, (b) β = 0.1, (c) β = 0.25 and (d) β = 0.5. For convenience, the norms
of the influence functions are divided by four. The white dot denotes the origin and the
dotted line represents the vM2{(2.37, 0)
′} density.
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Figure 4: Influence functions (19) of the type 0 estimator for the vM2{(2.37, 0)
′} model
with (a) γ = 0.05, (b) γ = 0.1, (c) γ = 0.25 and (d) γ = 0.5. For convenience, the norms
of the influence functions are divided by four. The white dot denotes the origin and the
dotted line represents the vM2{(2.37, 0)
′} density.
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Figure 5: (a) Plot of measurements of resultant directions of 22 sea stars after 11 days
of movement, plots of values of CV (21) for 100 selected values of tuning parameters
between 0 and 1 for (b) type 1 and (c) type 0 estimators, and Q–Q plots for the data
excluding one outlier for (d) type 1 estimator and (e) type 0 estimator where quantiles of
the estimators (x-axis) and of the empirical distribution (y-axis) are plotted.
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