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Abstrakt 
Tato práce se zabývá využitím EEG dat pro výpočet mozkové konektivity a vytvořením 
klasifikátoru mentální zátěže. Nejdříve je popsán teoretický základ EEG, následně jsou 
rozebrány některé metody pro určení mozkové konektivity. Pro výpočet klasifikačních 
příznaků byla použita data nasnímaná během experimentu, který manipuloval s mentální 
zátěží ve dvou stupních. V práci je popsán průběh experimentu, zpracování a redukce 
nasnímaných dat, stejně jako extrakce příznaků z nasnímaných EEG dat pomocí několika 
metod měření konektivity (korelační funkce, kovariance, koherence a míra fázové 
soudržnosti) a následná automatická klasifikace třemi způsoby (na základě vzdálenosti od 
vzoru tvořeného průměrem, metoda nejbližšího souseda a diskriminační alanýza). Dosažené 
výsledky jsou detailně popsány a diskutovány. Nejlepšího výsledku (úspěšnost 60,64%) bylo 
dosaženo při použití kovarianční matice určené z dat získaných ze 4 elektrod z různých 
mozkových oblastí (beta pásmo EEG) při klasifikaci založené na lineární diskriminační 
funkci.  
Klíčová slova 
EEG, klasifikace mentální zátěže, měření mozkové konektivity, korelace, kovariance, 
koherence, míra fázové soudržnosti. 
Abstract 
This thesis deals with possibilities of using EEG connectivity measures for automatic 
classification of mental workload levels. The theoretical principles of EEG recording and 
different measures of brain connectivity are discussed at the beginning. Two different levels 
of mental workload were evoked in healthy participants during real experiments. The course 
of experiment, processing of recorded EEG, as well as extraction of classification features 
from EEG based on some connectivity measures (such as cross-correlation, covariance, 
coherence and phase locking value), and automatic classification approaches (classification 
based on distance from average, 1-nearestneighbor searching and discriminant analysis) were 
then described. Obtained results were interpreted and discussed. The best classification 
accuracy (approx. 60,64%) was obtained using beta band of EEG recorded with 4 channels 
from different scalp, when features were classified with linear discriminant function. 
Keywords 
EEG, automatic classification of mental workload, brain connectivity measure, cross-
correlation, covariance, coherence, phase locking value.
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Introduction 
There is a huge increase in human neuroscientific research in the last several years. 
Neuronal interactions in the brain represent dynamics part on a fixed structural connectivity, 
which form behavior and cognition of each human. Efficient hierarchical functional 
integration among segregated brain areas is enabled by structural architecture of connections. 
Analysis of distributed and connected processing is important for brain mapping, namely for 
investigation of functional segregation and the localization of specific function. Brain 
connectivity is basic to understanding how neurons and neural networks process information. 
Neurons, neuronal populations, or anatomically segregated brain regions represent nodes or 
units for analysis of nervous system as a network, and an edge can be defined by three types 
of connectivity - structural, functional and effective connectivity. The connectivity pattern is 
formed by synapses or fiber pathways, or it represents measured statistical or causal 
relationships, or information flow caused by direct or indirect influence that one neural 
system exerts over another. There are a lot of methods, which produce large amount of data 
for ensuing connectivity analysis, EEG is one of them and thus electrophysiological data may 
be used to connectivity measures, which estimate interactions between brain regions. 
Investigation of brain connectivity has a practical use to doctors for planning safer surgeries, 
locating the seizure center or active areas during speaking and moving of patient. It is used to 
diagnose neurodegenerative diseases like Parkinson's and Alzheimer's, too.  
The aim of this project was to build a processing chain to classify mental workload 
using EEG connectivity measures. Determination of mental workload degree could provide 
important information about physiological and mental impact of tasks, or about individual 
state of person. Additionally, difficulty of given tasks and ability to manage it can be evaluate. 
Assessment of mental workload, which affects mental fatigue, could be useful for some 
passive brain-computer interfaces applications or some user state monitoring during tasks of 
high risk, such as nuclear plant monitoring, plane landings, or even car or spaceship driving. 
According to available literature, this measures haven´t been used for classification of 
workload level before. This work includes review of several publications with the different 
measures of connectivity and application of some chosen methods for extracting features, 
which are further used for classification. Obtained results are discussed in the end. 
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1. Electroencephalography  
1. 1. Brain electrical activity 
1. 1. 1. Resting and action potential 
Positive and negative ions between intracellular and extracellular spaces are separated 
in a cell. Membranes have different permeability for different ions and this permeability is 
changing under certain conditions. The different permeability and sodium-potassium pump 
cause different ion concentrations inside and outside the cells. Stabilization of ions 
distribution in the resting state leads to different potential in intracellular and extracellular 
fluid and thus to the non-zero membrane voltage. The resting potential in nerve cells is about -
70 mV and is caused by unequal concentrations of K
+
 and Na
+
 ions inside and outside the cell. 
The transmembrane protein called sodium-potassium pump helps to keep the resting potential 
by transferring ions against the concentration gradient, i.e. the sodium is transported out of the 
cell, while potassium is pumped into. There is equilibrium of concentration and electrical 
forces with the specific value of resting membrane potential. The cell is polarized by its rest 
membrane voltage (phase 1 in Figure 1). Irritant supraliminals stimulus of the magnitude of 
approx. -55mV causes an action potential (phase 2 in Figure 1). The permeability of 
membrane for Na
+
 ions changes rapidly. It causes changing concentration of ions and also 
potentials inside and outside cells and membrane voltage reaching value of approx. 40mV - 
depolarization occurs and action potential peak arises (phase 3 in Figure 1). Subsequently 
there is a decrease in membrane permeability for Na
+
 ions, diffusion of these ions 
predominates again and resting state is restored - repolarization occurs. In nerve cells we also 
observe the state of hyperpolarization, when membrane potential decreases into more negative 
values, than resting potential is (phase 4 in Figure 1). This prevents against another action 
potential in the near future. After that rating potential is restored (phase 5 in Figure 1) [1]. In 
Figure 1, the formation of action potential is shown. 
 
Figure 1 - Formation of an action potential [2] 
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1. 1. 2. The propagation of action potentials 
Irritated cell or its part can be a source of irritation in its surrounding areas. While there 
is relative lack of positive ions in these areas of irritated cells, in the area of polarized cells is 
an excess of positive ions, inside the cell is the opposite distribution. Membrane voltage of 
nearby polarized cell or its part decrease and irritation is moved onto another area or whole 
tissue when membrane voltage decrease under specific limit. Progress of action potential is 
shown in the Figure 2. 
 
Figure 2 - Propagation of nerve impulse (modified based on [2]) 
Therefore, there is the formation of electric currents between the resting and the irritated areas 
of tissue. Currents flow between internal and external surroundings of cells, and between parts 
of the tissue located along the calm and parts in a state of irritation, too. The density of these 
currents is the largest in the neighborhood of the active regions, but, in addition, they 
penetrate into the surrounding environment. Manifestations of thus formed flow field can be 
measured even at a relatively large distance from the active areas and it characterizes the 
activity of certain tissue types, among other neurons in the brain. 
1. 1. 3. Neuron and its activity 
The nervous system consists of over 10
10
 nerve cells - neurons. Neuron is structural and 
functional unit of the nervous system. The neuron consists of a cell body called soma with 
branching dendrites and a projection called an axon. Through dendrites neuron receives 
afferent signals from receptors and other cells, by axon neuron conducts efferent electrical 
impulses away from the neuron's cell body to other neurons or to effectors (muscle cells and 
glands). If the sum of signals received via dendrites exceeds the threshold, action potential is 
sent along the axon, which transmits information to the next cell by means of synaptic 
connections. It means, transmission of information within one cell uses electrical way, but 
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transmission between more cells uses chemical way, because the action pulse at the end of 
axon leads to the release of neurotransmitters into synapse, which causes electrical changes on 
next cell again.  Most of the axons in the central nervous system have myelin sheath, which is 
an insulating layer made by lipids and proteins and allows the neuron to rapidly pass on nerve 
impulses. Parts of the neuron, the propagation direction of action potential and connection of 
two neurons can be seen in Figure 3 [3]. 
 
Figure 3 – Parts of neuron and propagation of action potential between two cells [4] 
The brain is able to process many kinds of stimuli with different forms of energy - 
electromagnetic energy in visual stimuli, mechanical energy in tactile stimuli etc. There are 
various specialized sensory receptors for different stimuli. In general, the stronger stimulus is,   
the higher receptor potential it causes. Stimulus is transformed in action potential of neural 
cells after exceeding threshold value of receptor. Stimulus magnitude is usually encoded using 
frequency of action potential on neuron, i.e., the higher frequency of incoming action 
potential causes releasing more mediator on the synapse. The way how sensory neurons 
transform stimulus into electrical activity is shown in Figure 4. When even this potential 
reaches a threshold, action potential is led further. During recording of collective fluctuation 
of electrical activity, the degree of alertness can be evaluated. The functional cerebral cortex 
is necessary for conscious perception, planning and action. Some activity are also based on 
other parts of the brain [3]. 
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Figure 4 - Stimulus transformation (modified based on [3]) 
1. 1. 4. The cerebral cortex 
The cerebral cortex is the outer 2-3mm thick layer of brain and it consists of nerve cell 
bodies. Cortex is responsible for higher functions of the nervous system such as learning, 
speech, memory, sensation, voluntary muscle movement and others. The cerebral cortex is 
crumpled and folded, which makes the surface area of brain much greater. The cortex is 
divided by deep sagittal fissure into two symmetrical hemispheres and each hemisphere 
consists of four different lobes: the frontal, temporal, parietal, and occipital lobes, see Figure 
5. 
 
Figure 5 - Dividing of cerebral cortex [6] 
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Different regions of cortex are responsible for different functions (e.g. voluntary movement is 
primarily controlled by the area of the frontal lobe, the auditory cortex is located in the 
temporal lobe, the visual cortex is located in the occipital lobes, and the somatic sensory 
cortex is located in the parietal lobe). Just relatively small parts of mentioned cortical areas 
are primarily responsible for some specific function. These primary areas consist of neurons 
specialized for a particular purpose. Neurons of larger surrounding areas called secondary 
areas are essential for the mental abilities that are characteristic for human beings [6]. 
1. 2. Recording of EEG 
1. 2. 1. Electrodes 
Joint activity of neurons in the cerebral cortex is measured by electrodes on the scalp. 
Electrodes are realized as hollow discs or cups composed of chlorided silver, gold or tin, and 
are filled with gel to provide conductivity. Placing of electrodes on the scalp should lead to 
evenly sampling surface of the scalp. Worldwide most used placement of electrodes is 10-20 
system. This system uses anatomic landmarks to get specified distance as the electrode 
interval to ensure standardized reproducibility. 21 electrodes are designated by nomenclature 
indicating brain hemisphere and general cortical zone as follows: odd number means left 
hemisphere, even number means right hemisphere, F, C, T, P, O means frontal, central, 
temporal, parietal and occipital cortical zone, respcetively. Electrodes are applied based upon 
10% and 20% of the distance between nasion, inion and left and right prearicular points, 
which are labeled with A in nomenclature. Electrode placement with labels is shown in Figure 
6. Some extra electrodes are added between any of these principal standard positions for 
refined localization studies [6]. 
 
Figure 6 - Placement of scalp electrodes with labels [6] 
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Unipolar or bipolar leads, or both can be used to measure the brain electrical activity. During 
unipolar recording the potential of single electrode is compared either to a neutral electrode or 
to the average of all electrodes, during bipolar recording the potential difference between a 
pair of electrodes is measured [7]. 
1. 2. 2. Montages and reference 
Connection of two various electrodes gives one channel, representation of all channels 
recorded simultaneously and arranged in a specific order is denoted as a montage, which 
enables to visualize the field of electrical activity of the brain from various point of view. 
According to the way of recording we obtain bipolar montage or a referential one. Electrodes 
are linked in lines in anterior-posterior direction or transverse and each channel records 
difference in potential between pairs of electrodes during bipolar recording. Any electrode 
may be used as a reference point to which the potential of the others is measured during 
referential recording. We usually use ears, vertex or an average of others as the reference. In 
clinical EEG longitudinal bipolar montage, referential montage and transverse bipolar 
montage are used [8]. In Figure 7, the maps of used electrodes in different montage are 
shown.  
 
Figure 7 - Common EEG montages [9] 
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In Table 1 you can see, which couples of electrodes are used to gain single channels of bipolar 
recording (in this case, transverse bipolar). 
Table 1 - Electrodes used to transverse bipolar montage (modified from [10]) 
Chanel NO. Electrodes Chanel NO. Electrodes 
1 F7-Fp1 10 Cz-C4 
2 Fp1-Fp2 11 C4-T4 
3 Fp2-F8 12 T5-P3 
4 F7-F3 13 P3-Pz 
5 F3-Fz 14 Pz-P4 
6 Fz-F4 15 P4-T6 
7 F4-F8 16 T5-O1 
8 T3-C3 17 O1-O2 
9 C3-Cz 18 O2-T6 
1. 3. Electroencephalogram  
1. 3. 1. Basic characteristics 
The activity of millions of cortical neurons produces an electrical field which is mainly 
generated by currents that flow during synaptic excitation of the dendrites. Collective 
electrical activity of the cerebral cortex is usually called a rhythm due to oscillatory and 
repetitive character of measured signals. There is huge diversity of EEG rhythms, which 
depends particularly on the mental state of the subject. During different degrees of 
attentiveness, waking or sleeping, various EEG signals are measured. The strength of 
measured signal is related to the degree of synchronization of interacting neurons in the 
cortex, which means that synchronous excitation of the group of neurons causes a large-
amplitude signal usually with repetitive character while asynchronous excitation of the 
neurons leads to irregular-looking low-amplitude waveforms.  The rhythms are characterized 
by their relative amplitude and also by their frequency range. The frequency is partially given 
by thalamus, which is the part of the brain with ability to generate self-sustained, rhythmic 
firing pattern. Another reason to the rhythmic behavior is feedback mechanism that may occur 
in a neuronal circuit. When the cortex is most actively engaged in processing information, for 
example during alertness or dream sleep, cortical neurons are active, but also relatively 
unsynchronized and high-frequency/low-amplitude rhythm is measured. During drowsiness 
and deep sleep, cortical neurons are not engaged in information processing, most of neurons 
are resting and just excited by a common rhythmic input, low-frequency/large-amplitude 
rhythms is measured [6]. 
1. 3. 2. Rhythms and waveforms 
EEG record consists of voltage plotted against time. Corticographic discharges have 
amplitude of 0,5 - 1,5mV, but amplitudes of the scalp EEG are reduced to 10-100μV due to 
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absorption of cerebrospinal fluid, bone and other layers lying between cortex and scalp. 
Because of many involved variables there aren´t exact values for determination of rhythm, but 
there are ranges characteristic for different rhythms, as follows. 
Delta - rhythm with frequency below 4 Hz is physiological among sleeping adults or elderly 
during wakefulness over temporal region and during drowsiness in a generalized distribution 
with anteriorly maximum. It's considered abnormal under other circumstances [8]. 
Theta – rhythm with frequency from 4 to less than 8Hz. It is found among children and young 
people during wakefulness, among older adults it occurs during drowsiness. Among elderly 
this waves can be measured over temporal regions during wakefulness [8]. 
Alpha - rhythm at 8-13 Hz with variable amplitude mostly below 50μV, which occurs during 
wakefulness or relaxing with closed eyes usually over occipital, parietal, and posterior 
temporal region. This posterior basic rhythm is detectable around the age of 4 month with 
frequency around 4 Hz and is increasing, at the age 10 years it reaches a mean of about 10 Hz, 
what is mean alpha frequency of adulthood. Decline of frequency usually means some 
cerebral pathology [11]. 
Beta - rhythm with frequency above 13 Hz with amplitude exceeds 30μV, occurs chiefly over 
frontal and central regions during certain sleep stages. This rhythm increases during using 
some sedating medication [8]. 
Gamma - rhythm with frequency between 30 and 80 Hz, which occurs in many cortical and 
subcortical areas. Over sensory cortex gamma power increases with various cognitive 
phenomena and is stronger for some stimuli than other at a given recording site. Working 
memory and learning lead to power elevation of gamma rhythm. In neurological disorders 
such as Alzheimer's disease, Parkinson's disease, schizophrenia and epilepsy, Irregular 
gamma activity was found too [12]. 
Mu - rhythm in a range between 7-11 Hz, which arises from primary sensomotor cortex at 
rest. It´s often asynchronous and asymmetric and decreases with voluntary movement of 
opposite side or just with thinking about it [8]. 
In addition, there are non-rhythmic activities as well, such as lambda waves.  
Lambda waves - sharp, biphasic or triphasic transients with the voltage strength below 50 μV. 
Lambda activity is bilateral synchronous and occurs over occipital area of scalp during 
viewing illuminated visual field, most among children between 3 and 12 years old [11]. 
There are also some characteristic brain activities, which occur during sleeping, for example 
positive occipital sharp transients of sleep, vertex waves, sleep spindles, K complexes, slow 
wave sleep and saw-toothed waves [8]. 
Some of mentioned waves you can be seen in Figure 8. 
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Figure 8 - Main EEG rhythms [13] 
1. 3. 3. EEG artifacts  
Some biological and non-biological influences can interrupt EEG recording and cause 
artifact in record. It should be noted, that minor head movement isallowed during EEG 
recording and the subject don´t have to lay in standstill during measuring which is attractive 
in pediatric samples, e.g. muscle working and eye movement cause biological artifacts, which 
are characterized as follows. 
Muscle artifact is caused by electromyographic activity near the recording sites, strong head 
or body movement and eye movement. Reduction of these artifacts is important part of data 
pre-processing. To reduce this artifact, the subject is usually asked to remain still, not to blink 
excessively and to stay as much calm as possible. But these instructions may divert attention 
away from the experiment itself. Tension or jaw movement causes electromyographic 
contamination of measured signal. EMG signal is most prominent in frequencies above the 
EEG frequencies, but using low-pass filter is not recommended, because EMG is broadband 
signal including frequencies all the way into 10Hz, where alpha rhythm is dominant and so 
useful components can be lost during filtering whole EMG signal range.  
Eye movement artifact is caused by eye movement and blinking and arises especially in the 
frontal sites. Determination of the magnitude of correlation between eye electrodes and each 
EEG signal can help to reduce this noise. 
Also electrical noise of non-biological origin can influence the data. It´s usually 60 Hz noise 
from other devices and high electrical impedance of electrodes or faulty ground connection 
can even exacerbate this problem. Another noise is produced by electrodes themselves [7]. 
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2. Previous workload studies 
2. 1. Effect of workload on EEG 
Previous studies showed, that band power in the delta frequency bands at frontal sites 
increases with workload [14]. Increasing of theta-wave amplitude on frontal and central 
channels during the memory condition was also proved [15], as well influence of workload on 
alpha rhythms, which are attenuated by attention-demanding task in frontal and parietal lobe. 
The change of alpha band power depends on cognitive ability, which is different between 
subjects. High-ability subjects displayed larger practice-related increase in alpha power over 
frontal region, whereas low-ability subjects displayed larger practice-related increase in alpha 
power over parietal regions [16]. Beta waves were associated with changes in complexity 
[17]. 
2. 2. Previous workload classification methods 
There were several works which tried to solve the issue of mental-workload 
classification. These works differed in protocol of undergone experiment and in some other 
factors, too. Summary of used factors for below-mentioned works is in Table 2.  
For improvement of discriminatory power of the data classifier, common spatial patterns 
(CSP) technique is often used. Using the CSP leads to emphasizing of contrast between two 
classes, which is caused by maximizing the variances of spatially filtered signals for one class 
while minimizing them for the other. A CSP filtering is transformation, which results in 
calculation of new spatially filtered channel as a linear combination of all original channels. 
CSP filter is a coefficient vector by which the original channels are transformed, the total 
number of filters is equal to the number of original channels. The eigenvectors thus 
correspond to the desired spatial filters, whose eigenvalue expresses the ratio of the variance 
between classes extracted by the spatial filter, i.e. quality of the filter. The CSP filters are 
ranked according to their eigenvalues and predetermined number of first and last filters in 
sorted matrix are usually used for further classification [18]. 
Some EEG researchers utilize event related potential (ERP) for observing of human brain 
activity that allows to probe sensory, perceptual, and cognitive processing. ERP are created by 
average of large number of short time-locked experimental EEG trials, which notice responses 
to same repeated stimulus [19]. 
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Table 2 - Review of previous methods of  workload level classification 
Classification 
method 
Duration of 
trial 
Features 
Mean classification 
accuracy 
Authors 
Support Vector 
Machines 
1 s ERPs,  
2,5 s rest 
five classification models 
with features  reflecting 
ERPs, power in frequency 
bands,  
or both 
80-90%  
for all models 
Brouwer et al. 
[20] 
Linear 
discriminant 
analysis 
3 s 
logarithm of the mean 
band power from spatially 
filtered EEG 
Up to 100% for some 
participants, average 
not mentioned 
Schultze-Kraft 
et al. 
[21] 
Linear 
discriminant 
analysis 
1 s 
logarithm of variance of 
spatially filtered EEG 
80-85% 
Dijksterhuis et 
al. 
[18] 
Linear 
discriminant 
analysis 
800 ms 
logarithm of variance of 
spatially filtered EEG 
65,51% 
Roy et al. 
[14] 
 
In [20], 35 participants underwent the experiment with n-back task, where workload was 
varied by varying n. Participants  pressed the button, if the letter presented on the screen was a 
target or a non-target according to condition as follows: for 0-back condition the letter x was 
the target, for the 1-back condition a letter is a target when it is the same as the one before, for 
the 2-back condition a letter is a target when it is the same as two letters before.  
In [21], 16 participants were used, 10 of them moved fingers on the screen during the playing 
catching game, when the task was to catch falling objects of different color with the matching 
color bucket on the bottom of screen, 6 of participants underwent real-life experiment, when 
they had to fill each arriving glass flasks with colored chip depending on the color displayed 
on the screen in front of them. Workload was manipulated with different length of intervals 
between each falling object, which should be catched or with a speed of conveyor belt, which 
was bringing the flasks. 
In [18], 26 participants drove in vehicle simulator and visuo-motor workload was manipulated 
with exposing drivers to five levels of driving speed in addition with request of keeping the 
car in defined lateral position on the road.  
This work is following on [14], where was used data recorded during the same experiment, 
when 20 participants have to remember a list of 2 or 6 digits, which was followed by showing  
1 probe item and participants had to decide, whether or not  the probe item was in the original 
set. Workload was manipulated with number of digits in original set. Detailed description of 
experiment is mentioned in practical part of this work. In [14], authors tried to evaluate the 
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impact of mental fatigue on workload (WKL). The task to investigate was complex and after 
gaining of mentioned results, there arised idea of workload classification according 
connectivity measures.  
Connectivity measures were previously used for several applications. In [22], EEG coherence 
was used for comparing of synchronization level between neural populations of adults with 
autism spectrum disorder and control adults. Connectivity measures were also used on MRI 
data, e.g. in [23], where coupling strength between different brain regions during a working 
memory task and at rest was investigated with temporal correlation.  
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3. Brain connectivity  
3. 1. What is brain connectivity 
Brain connectivity refers to the patterns of links in the brain between distinct units 
within a nervous system, which are formed by synapses or fiber pathways, or they are 
represented by statistical or causal relationships. It deals with anatomical links, statistical 
dependencies or causal interactions between individual neurons, neuronal populations, or 
anatomically segregated brain regions, specifically. Analysis of these cooperations and 
interactions can help with clarification, how neural networks process information [24]. 
There are three different forms of connectivity. Anatomical connectivity is based on synaptic 
contacts between neighboring neurons or fiber tracks, which connect distant brain regions. 
Functional connectivity means temporal statistical dependency (such as correlation, 
covariance, spectral coherence, or phase locking) of anatomically separated brain regions 
during information processing. Effective connectivity describes, how one neuronal system 
affects another, and expresses causal interactions between activated brain areas [25]. 
3. 2. Methods for connectivity measurement 
There are a lot of methods that have been used on electrophysiological data to assess 
brain connectivity, see below. Use of these methods leads to encoding neighborhood relations, 
which can be fitted into matrix. A connectivity matrix is gained. Rows and columns of this 
matrix correspond to different brain regions and this representation can be used to creation a 
graphical model with mapped pairwise relations between interacting brain regions [25]. 
3. 2. 1. Regression methods 
For bivariate measures of connectivity and establishing relations between signals, cross-
correlation and coherence have been the standard methods for a long time. The similarity can 
be described by the cross-correlation amplitude of the signals according relation (1), which 
is valid for discrete signals as a function of time lag. It´s a measure of linear synchronization 
between signals in the value range from -1 (negative linear relationship) to 1 (positive 
relationship), 0 means no synchronization.   
 𝑐𝑥𝑦 (𝜏) =
1
𝑁
  
𝑥𝑖 − 𝑥 
𝜎𝑥
  
𝑦𝑖+𝜏 − 𝑦 
𝜎𝑦
 .
𝑁−𝜏
𝑖=1
 (1) 
In this equation, 𝑥 and 𝑦 are investigated signals with length N, 𝜏 expresses time lag and 𝑥  
and 𝜎𝑥  denote mean and standard deviation, respectively. This characterizes signals in time 
domain. Subtraction of mean and division by standard deviation and by length of signals 
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cause standardization, othervise the amplitude of the cross-correlation would depend on the 
length of signals. 
Cross-spectrum can be obtained by Fourier transform of cross-correlation to characterize 
signals in frequency domain [26]. 
Covariance expresses variability of distribution for set of time series x and y with length N 
around a mean values 𝑥 , 𝑦 , it means the tightness of the relationship between the two variables 
as same as correlation. In fact, covariance is non-standardized correlation [27]: 
 𝑠𝑥𝑦 =  
1
𝑁
   𝑥𝑖 − 𝑥  (𝑦𝑖 − 𝑦 ) .
𝑁
𝑖=1
 (2) 
Coherence is a normalized form of cross-spectrum [26] and can be characterized by equation 
(3): 
  𝜌𝑥𝑦   (𝑓) 
2 =  
 𝑆𝑥𝑦   (𝑓) 
2
𝑆𝑥𝑥  𝑓 𝑆𝑦𝑦 (𝑓)
. (3) 
𝑆𝑥𝑥 (𝑓) and 𝑆𝑦𝑦 (𝑓) denote the power spectral densities of signals and 𝑆𝑥𝑦  expresses their cross 
spectral density. Coherence indicates how well one time series corresponds to the second 
one at each frequency. Coherence values are in range from 0 to 1, where 1 means perfect 
corresponding signals at a given frequency and 0 means that signals are totally unrelated [28]. 
We can also fit nonlinear curve g(·) to approximate the statistical relationship between 𝑥 𝑡  
and 𝑦 𝑡  and get the nonlinear correlation coefficient 𝒉𝟐 according equation (4) 
 
ℎ2 = max
𝜏
(1 −
𝑣𝑎𝑟(
𝑦 𝑡 + 𝜏 
𝑥 𝑡 
)
𝑣𝑎𝑟(𝑦 𝑡 + 𝜏 )
), 
(4) 
where 𝑣𝑎𝑟(
𝑦 𝑡+𝜏 
𝑥 𝑡 
) ≜ argg min⁡(𝐸 (𝑥(𝑡)) 
2). 
Function g(·) is obtained using piece-wise linear approximation between the samples of 𝑥 𝑡  
and 𝑦 𝑡 , τ denotes time shift. Above-mentioned techniques belong to the regression methods 
[28]. 
3. 2. 2. Phase synchronization methods 
There are also some methods to investigation of phase synchronization. They are based 
on Hilbert entropy, Hilbert mean phase coherence, wavelet entropy and wavelet mean 
phase coherence. To use these, we need to extract the instantaneous phase of each signal by 
Hilbert transform (5) and wavelet transform (6) at first.  
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 𝑍𝑥 𝑡 = 𝑥 𝑡 +  𝑖𝐻 𝑥 𝑡  =  𝐴𝑥
𝐻𝑒𝑖𝜙𝑥
𝐻 (𝑡), (5) 
 𝑊𝑥 𝑡 =  𝜓 ∗ 𝑥  𝑡 =   𝜓 𝑡´ 𝑥 𝑡 − 𝑡´ 𝑑𝑡´ =  𝐴𝑥
𝑊  𝑡 𝑒𝑖𝜙𝑥
𝑊  𝑡 . (6) 
In (5) 𝐻, 𝜙𝑥
𝐻
 , and 𝐴𝑥
𝐻(𝑡) express the Hilbert transform, the phase, and the amplitude of 𝑥 𝑡 , 
in (6) 𝜓, 𝜙𝑥
𝑊  and 𝐴𝑥
𝑊(𝑡) are a wavelet function, the phase, and the amplitude of 𝑥 𝑡 . Then, 
we need to define synchronization index to quantify the phase relationship. There are two 
different indexes - E and R, both based on the shape of the probability density function of the 
modulo 2π phase difference (𝛷 -( 𝛷𝑥  - 𝛷𝑦 )mod 2π). Combination of the two phase estimators 
(H, W) and the two synchronization indexes (E, R) leads to four different measures of 
interdependencies [28]. 
For measuring of phase synchrony of two narrowband signals s1, s2, phase locking value 
(PLV) (7) can be used. Band-pass filtering of both signals in the frequency band of interest is 
necessary at first. After that Hilbert transform H for obtaining analytic signals z1, z2 (8) is used 
and their relative phase θ is extracted as a difference of instantaneous phase (9) of every 
signals [29]. 
 𝑃𝐿𝑉𝑡 =
1
𝑀
 exp(𝑗𝜃(𝑡,𝑛))
𝑀
𝑛=1
 , (7) 
 𝑧𝑖 𝑡 = 𝑠𝑖 𝑡 + 𝑗𝐻𝑇(𝑠𝑖 𝑡 = 𝐴𝑖(𝑡)𝑒
𝑗𝜙 𝑖(𝑡), (8) 
 𝜃 𝑡,𝑛 = 𝜙1 𝑡,𝑛 − 𝜙2(𝑡,𝑛). (9) 
 
PLV is a function of the time t, and is estimated by averaging over M trials over windows 
with length of tens to hundreds of milliseconds in duration. PLV has values between 0 and 1, 
where 0 means total randomness and no phase synchronicity of signals and 1 means complete 
phase synchronization showing as a identical relative phase θ in all trials of signals [30]. 
3. 2. 3. Generalized synchronization based methods 
For these methods, we need to reconstruct a state space trajectory from each scalar time-
series using a time delay embedding method. For each discrete time, a delay vector 
corresponding to a point in the state space for x and y is defined. Some suitable measure based 
on conditional neighborhood is used to determine a synchronization degree. 
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Measures S (10) and N (11) are sensitive to the direction of interaction, and originate from 
principle, which is based on quantifying the proximity, in the second state space, of the points 
whose temporal indices correspond to neighbor points in the first state space.   
 𝑆(𝑘)  𝑋 𝑌 =
1
𝑁
 
𝑅𝑛
 𝑘 
(𝑋)
𝑅𝑛
 𝑘 
(𝑋 𝑌 )
,
𝑁
𝑛=1
 (10) 
 𝑁(𝑘)  𝑋 𝑌 =
1
𝑁
 
𝑅𝑛
 𝑁−1  𝑋 − 𝑅𝑛
 𝑘 
(𝑋 𝑌 )
𝑅𝑛
 𝑁−1 
(𝑋)
𝑁
𝑛=1
. (11) 
For each discreet time n, where n=1,...N, the mean squared Euclidean distance to its k 
neighbors is defined as 𝑅𝑛
 𝑘  𝑋 =  
1
𝑘
  (𝑥𝑛 − 𝑥𝑟𝑛 ,𝑗 )
2𝑘
𝑗=1  and Y-conditioned mean squared 
Euclidean distance is defined as 𝑅𝑛
 𝑘  𝑋 𝑌  =  
1
𝑘
  (𝑥𝑛 − 𝑥𝑠𝑛 ,𝑗 )
2 𝑘𝑗=1 , where rn,j, j-1, …, k and 
s n,j, j=1, …, k stand for time indices of the k nearest neighbors of 𝑥𝑛  and 𝑦𝑛 . All measures are 
normalized between 0 and 1, where 0 means complete independency of two signals, 1 means 
complete synchronization of the signals [28], [31]. 
To perform comparison of above mentioned methods, we need systems to generate output 
signals X and Y and primarily we need to know relations between these systems - models of 
signal generation S1 and S2. Connection of these systems is arranged by using a coupling 
parameter C, noise N1, N2 can be added to output signals. Quantity Q characterizes the 
connectivity between two models, generating X and Y.  
According to [28], results are dependent on signal properties and generally speaking, there is 
no universal method to deal with signal coupling, i.e., none of the mentioned methods 
performs better than the others in all situations.  
3. 2. 4. Methods using multivariate autoregressive model  
Using multivariate autoregressive (MVAR) modeling allows estimating of causal 
connectivity from physiological data. MVAR is especially suitable for analysis of noisy data 
and its using is the first step for a variety of different connectivity measures, in both time and 
frequency domains. This model is based on AR model generating random process V such that 
the sequence {v(1),...v(T)}, which samples can be described by equation [27]:  
 𝑣𝑡 =  𝑎 𝑘 𝑣 𝑡 − 𝑘 + 𝜖𝑡 = 𝑎
𝑇𝑣𝑡−1 
(𝐾)
+  𝜖𝑡
𝐾
𝑘=1
, (12) 
where K is an order of AR model, 𝑎 are filter parameters and 𝜖 is random white noise with 0 
mean and variance δ2. This model is able to predict future sample according to last K samples. 
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To describe the whole structure of EEG signal we need the MVAR model replacing vector of 
parameters with matrix of parameters, which have to be estimated by e.g. last mean square 
method for minimalization of error 𝜖. This parameters matrix is cxc sized, where c express 
number of channels.  
Model can be considered as a linear filter with white noises 𝜖(𝑓) on its input and the signals 
𝑣(𝑓)  on its output and transfer matrix 𝐻(𝑓)  created by inversion matrix of MVAR 
coefficients A. Based on properties of these transfer function, normalized directed transfer 
function is given by equation [26]: 
 𝐷𝑇𝐹𝑗→𝑖(𝑓)
2 =  
 𝐻𝑖𝑗  (𝑓)  
2
  𝐻𝑖𝑚  (𝑓)  2
𝑘
𝑚=1
. (13) 
The DFT characterizes influence of channel 𝑗 on channel 𝑖 at frequency 𝑓. The DFT shows 
direct and cascade flows in both, direct propagation (1-2-3) and indirect propagation (1-3), 
too. To distinguish direct from indirect flows, direct directed transfer function (𝜒𝑖𝑗 (𝑓)) is 
determined according to equation [26]: 
 𝜒𝑖𝑗
2  𝑓 =  𝐹𝑖𝑗
2 𝑓 𝐶𝑖𝑗
2  𝑓 , (14) 
where 𝐹𝑖𝑗
2 𝑓 =  
   𝐻𝑖𝑗 (𝑓)  
 2
    𝐻𝑖𝑚 (𝑓) 
 2𝑘
𝑚=1𝑓
 and 𝐶𝑖𝑗  𝑓 =  
𝑀𝑖𝑗 (𝑓)
 𝑀𝑖𝑖 (𝑓)𝑀𝑗𝑗 (𝑓)
. 
F is modified DFT and C is partial coherence, where M is minor of spectral matrix. Partial 
coherence is non-zero only when relation between channels is direct, non-zero values of Xij 
expresses direct causal relation between channels i and j and its resulting from non-zero 
values of both functions Fij and Cij.  
 
Another possibility of using MVAR model is to determine partial directed coherence PDC 
with samples given by equation [26]: 
 
𝑃𝑖𝑗  𝑓 =
𝐴𝑖𝑗 (𝑓)
 𝑎𝑗
∗ 𝑓 𝑎𝑗 (𝑓)
. 
(15) 
Using a Fourier transform on MVAR model coefficient matrix A(t) give us A(f) matrix, the 
asterisk denotes the transpose and complex conjugate operation. PDC shows direct flows 
between channels. This method have some disadvantages (scale variation, decreasing when 
multiple signals are emitted from a given source, not allowing conclusions on the absolute 
strength of the coupling) and these disadvantages are eliminate using generalized partial 
directed coherence GPDC, which is given by the equation [26]: 
29 
 
  𝐺𝑃𝐷𝐶𝑗→𝑖 𝑓 =
𝐴𝑖𝑗 (𝑓)
   𝐴𝑗𝑖 (𝑓)  2
𝑘
𝑖=1
. (16) 
3. 2. 5. Methods based on information-theoretic concepts 
If there is a discrete random variable X with M possible outcomes X1 ,..., XM, then each 
outcome has a probability pi ,i=1, . . . ,M, with pi ≥ 0 ∀ i and  𝑝𝑖 = 1. Occurrence probability 
of each outcome is pi=ni/N, where ni expresses the number of occurrences of Xi in N samples. 
This set of probabilities gives us the Shannon entropy, which is defined as [31]: 
 𝐼 𝑋 = − 𝑝𝑖 ln𝑝𝑖
𝑀
𝑖=1
. (17) 
If the logarithm is taken with base 2, Shannon entropy measures the information content of X 
in bits. If there is another discrete random variable Y, we can express joint entropy as [31]: 
 𝐼 𝑋,𝑌 = − 𝑝𝑖𝑗
𝑋𝑌 ln𝑝𝑖𝑗
𝑋𝑌 .
𝑖 ,𝑗
 (18) 
In this equation, 𝑝𝑖𝑗
𝑋𝑌  means joint probability of X=Xi and Y=Yj. In the case of systems 
independency, 𝑝𝑖𝑗
𝑋𝑌 =  𝑝𝑖
𝑋 .𝑝𝑗
𝑌and 𝐼 𝑋,𝑌 = 𝐼 𝑋 +  𝐼(𝑌). The amount of information of X we 
can be obtained by knowing Y is express by mutual information between X and Y, which is 
defined as [31]: 
 𝑀𝐼 𝑋,𝑌 = 𝐼 𝑋 + 𝐼 𝑌 − 𝐼 𝑋,𝑌 . (19) 
MI is symmetric, it means MI(X, Y) = MI(Y, X). MI(X, Y) = 0 when both variables are 
independent, otherwise it has positive values.  
To measure the similarity between two probability distributions, Kullback-Leibler entropy 
is also used [31]: 
 𝑀𝐼 𝑋,𝑌 =  𝑝𝑖𝑗
𝑋𝑌 ln
𝑝𝑖𝑗
𝑋𝑌
𝑝𝑖
𝑋 .𝑝𝑗
𝑌 . (20) 
MI(X, Y) announces difference between the true joint probability distribution 𝑝𝑖𝑗
𝑋𝑌  and another, 
in which independence between both signals is supposed [31]. 
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4. Processing of real EEG  
This section describes the origin and processing of used data set and following 
classification. In general it could be said, that different channels from original EEG data X 
were chosen and filtered according to frequency range of. After that, prepared input data Y 
were used for features extracting with connectivity measures, which gave features vector F. 
Features vectors obtained from all trials (see below) were used for classification with cross-
validation resulting in results R. The scheme of the processing is shown in Figure 9.  
Processing of EEG signal was performed by Matlab B2013b, comparison of results was 
performed by trial version of Statistica 12.  
 
Figure 9 - Scheme of EEG processing 
4. 1. Database of investigated signals 
In this thesis, database of EEG signals obtained by research promoted by the University 
Hospital of Grenoble, approved by the local French ethics committee of south-east France (ID 
number: 2012-A00826-37) and French health safety agency (B120921-30), was used. 
Experiments were performed according to the principles expressed in the Helsinki 
Declaration. 20 healthy right handed participants (9 females ; 25.5 years ± 3.63 years),  with 
normal or corrected-to-normal vision, without neurological or psychiatric disorders were 
used. They weren´t under any medication, underwent a medical assessment first and after that 
started the experiment at 9 AM by following protocol. Workload was manipulated using a 
modified Sternberg paradigm. This paradigm deals with measuring of working memory. The 
test involves memorizing a list of 2 or 6 digits as stimuli presented on a computer screen. 
Stimuli were displayed against a grey background onto a 21 inches monitor located 70 cm 
from the participants. Stimuli consisted of centered black digits from 1 to 9 flanked with 
question marks. The subject is then presented with 1 probe stimulus at a time and asked to 
decide as quickly as possible whether or not  the probe item was the member of the original 
set. Two levels of workload were considered, 2 digits to memorize for low and 6 digits to 
memorize for high workload, respectively. Participants behavior including average response 
time and accuracy of answers is summarized in Table 3. 
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Table 3 - Response of participants (modify from [32]) 
  
Workload 
Low High 
Response time [ms] 514,49 592,77 
(Standard deviation) (70,14) (67,66) 
Accuracy [%] 0,95 0,91 
(Standard deviation) (0,05) (0,07) 
 
Whole experiment consisted of two 10-minute blocks, each including 40 trials of each 
workload level, which were pseudo-randomly presented. Diagram of the experiment and 4,5 
seconds segments used for following analysis are marked in Figure 10.  
 
Figure 10 - Experimental protocol. WKL - workload (modify from [14]) 
Participants EEG activity was recorded using 96 Ag-AgCl unipolar active electrodes 
positioned according to the extended 10-20 system. FCz and AFz were used as the reference 
and ground electrode, respectively. Data were sampled at 500 Hz. The EOG activity was also 
recorded and then used for correction of eye movement artifacts using SOBI algorithm. This 
algorithm is able to recover independent signals from their instantaneous linear mixtures by 
estimate the inverse of mixing matrix. It estimates the whitening matrix from time-delayed 
correlation matrices in performing the signal separation by jointly diagonalization of whitened 
correlation matrices [33]. The raw EEG signal was filtered (band 1 - 40 Hz) by 5th order 
band-pass Butterworth filter [32]. 
Filtrated data with reduced number of channels obtained from each participant were saved in 
MATLAB formatted binary file. These files contained names of electrodes in 1x32 cell array, 
labels of workload in 1x80 cell array and 2250 samples-long signals recorded with 32 
electrodes during 80 trials in 32x2250x80 matrix, each trial duration of 4,5 seconds. 
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4. 2. Investigated scalp areas 
Different EEG channels and their combinations were used in this study as inputs for 
measuring connectivity. At first, 4 regions of interest (ROIs) were investigated, each of them 
created with average of 4 channels from different scalp region. This way 4 virtual electrodes 
were created, every contains mean EEG information from frontal right, frontal left, parietal 
right and parietal left area (blue circles in the Figure 11). Some information can be lost due to 
averaging, that's why just 1 channel from each mentioned area was chosen (green circles in 
Figure 11). Connectivity strength increases during workload mainly in frontal region [34]. 
Thus, 4 electrodes in frontal left region were used for measuring connectivity between them, 
as well as 4 electrodes in frontal right region (red circles in frontal areas in Figure 11). To find 
possible difference in connectivity between frontal and parietal region during changes in 
workload level, which can be useful for subsequent classification, 2 electrodes, from frontal 
and parietal area, was selected for measurement of connectivity, too (orange circles in Figure 
11). Five different input data sets – ROIs, 4 electrodes, FR, FL (4 areas input) and 2 
electrodes (2 areas input) - were obtained. These areas were investigated, because workload 
affects mainly centro-frontal sites of scalp and it causes power modulations in this areas [15], 
[16]. 
 
Figure 11 - Illustration of 5 different selected input data sets 
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4. 3. Extracting features 
In this study, several connectivity measures were used to obtain different features for 
classification. The size of feature vector depends on the used method and the input type, and 
particularly the number of investigated area (see Table 4). All methods (except for PLV 
function filtered in 1-30 Hz) were applied on whole spectrum of signals (it mean 1-40 Hz) and 
on signals after application of filtering with different bands, namely theta (4-8 Hz), alpha (8-
12 Hz), beta (13-30 Hz) and gamma (> 30 Hz) rhythms of initial EEGs. Delta band (1-4 Hz) 
was not used because of its negligible level in amplitude spectrum comparing with other 
components rhythms) of the signal. Each feature vector was calculated from 1 trial EEG. As a 
result, 80 vectors were obtained.  
In order to use connectivity measures, assumption of signals stationary had to be considered.  
Table 4 - Classification features  
Method Specification Input 
Length of  
feature vector 
  Cross-     
correlation 
Whole function 
ROIs, 4 el., FR, FL 6x4499 
2 el. 4499 
Maximum 
ROIs, 4 el., FR, FL 6 
2 el. 1 
Covariance Covariance matrix 
ROIs, 4 el., FR, FL 10 
2 el. 3 
Coherence 
Maximum or mean 
ROIs, 4 el., FR, FL 6 
2 el. 1 
Maximum, mean or the middle ROIs, 4 el., FR, FL 18 
in 3 bands 2 el. 3 
Maximum, mean or the middle ROIs, 4 el., FR, FL 24 
in 4 bands 2 el. 4 
PLV 
Whole function 
ROIs, 4 el., FR, FL 6x15 
2 el. 15 
Maximum or mean 
ROIs, 4 el., FR, FL 6 
2 el. 1 
Mean PLV + mean coherence 
ROIs, 4 el., FR, FL 12 
2 el. 2 
 
4. 3. 1. Cross-correlation 
Result of application of cross-correlation function to compare various time-series is 
presented with cross-correlation matrix describing possible similarity of analyzed signals. 
According to different input types and specification of the method, different matrices were 
obtained, but their structure is always the same. Examples of normalized cross-correlation 
matrix obtained for different input type are in Table 5 and Table 6.  
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Table 5 - Cross-correlation matrix at zero time lag for 2 areas input 
 
Fz Pz 
Fz 1 0,6408 
Pz 0,6408 1 
 
Table 6 - Cross-correlation matrix at zero time lag for 4 areas input 
 
Channel 1 Channel 2 Channel 3 Channel 4 
Channel 1 1 0,6408 -0,8421 -0,7946 
Channel 2 0,6408 1 -0,4821 -0,7886 
Channel 3 -0,8421 -0,4821 1 0,7362 
Channel 4 -0,7946 -0,7886 0,7362 1 
 
It is obvious that matrices are symmetrical with respect to the main diagonal with ones on it. 
Because of this structure, just upper triangle of the matrix was always used for gaining 
features for classification, it will be called triangle of interest. This part of matrix express 
interesting interactions between all possible different area couples, the rest is redundant and 
useless. Six possible interactions between channels (for example, FL vs. PL, FL vs. FR, FL. 
vs. PR, FR vs. PL, FR vs. PR and PL vs. PR for ROIsFigure 12) and one interaction (Fz vs. 
Pz) are obtained for 4 and 2 areas input, respectively. Generally, the number of combinations 
is l(l-1)/2 depending on the number of channels l in the input.   
Several approaches to classify using cross-correlation were employed. At first, whole cross-
correlation function with length of 4499 samples for all possible couples from triangle of 
interest was obtained as 6 vectors of features for 4 areas input and 1 vector of 4499 samples 
duration for 2 area input, where each sample of cross-correlation function is taken as one 
feature in feature vector). The second approach is based on using of extremum of cross-
correlation function for each couple in the triangle of interest. It means 6 values in feature 
vector for 4 areas input and 1 value for 2 areas method. According to extremum character and 
cross-correlation function scaling, 4 measures were further used. Global extreme of cross-
correlation function was searched as well as global maximum of function. Both approaches 
were applied on cross-correlation function normalized in the range from -1 to 1 and on non-
normalized function too. Examples of distribution of feature vectors with maximum of non-
normalized cross-correlation for one participant and 2 and 4 areas input type are shown in 
Figure 12 and Figure 13, respectively. 
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Figure 12 - Distribution of maximum of non-normalized cross-correlation function for 2 areas input  
 
 
Figure 13 - Distribution of maximum of non-normalized cross-correlation function for 4 areas input  
It is obvious from above figures, that distributions of corresponding features for different 
conditions are overlapped and use of these features for classification seems to be unsuitable. 
In case of 4 areas input type, features on the 1st, 2nd, 4th and 5th position in vectors have 
similar median and they are more uniform, too. Range of values distribution depend on used 
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band and slightly on the participant, but tendency to overlap occurs always, even for non-
filtered signals, which gave the biggest spread in general.  
Both, whole cross-correlation and extremum of the function were investigated in whole 
spectrum and in different EEG bands, too. 
4. 3. 2. Covariance 
Covariance as non-standardized version of cross-correlation for zero time lag contains 
variance value on the diagonal, which could mean more information about the signals than 
normalized correlation with ones on diagonal. Examples of  covariance matrix for different 
numbers of input are in Table 7 and Table 8. 
Table 7 - Covariance matrix for 2 areas input 
 
Fz Pz 
Fz 1,1694 -0,2575 
Pz -0,2575 1,8844 
 
Table 8 - Covariance matrix for 4 areas input 
 
Channel 1 Channel 2 Channel 3 Channel 4 
Channel 1 11,2451 -9,4134 3,1795 -8,0118 
Channel 2 -9,4134 13,8339 -0,7507 7,2781 
Channel 3 3,1795 -0,7507 11,8487 -1,8683 
Channel 4 -8,0118 7,2781 -1,8683 14,2628 
 
Because of non-once diagonal, the triangle of interest is bigger and classification feature 
vector for 4 areas input contains 10 values, namely 6 possible different interactions mentioned 
above, but also values of variance located at diagonal of matrix (Var(FL), Var(FR), Var(PL), 
Var(PR)). For 2 areas input, the feature vector contains 3 values (Var(Fz), Covar(Fz, Pz) and 
Var(Pz)). Generally, there are (l(l-1)/2)+l values in feature vector depending on the number of 
channels l in the input. Examples of feature vector values distribution for one participant with 
2 and 4 areas input are in the Figure 14 and Figure 15, respectively. Covariance as well as 
cross-correlation was investigated in whole EEG spectrum and in its different band. 
It is obvious from Figure 14, that features extracted from low workload trials with 2 areas 
inputs are less variable than features from high workload. Overlapping between 
corresponding conditions doesn´t occur in whole range, which could be useful for 
classification. Feature vectors obtained by using covariance on 4 areas input type show that 
there are overlapping tendencies between corresponding features in vectors for both 
conditions (see Figure 15). There are a lot of outliers, which can influent classification 
accuracy too. Range of distribution depends on used frequency band and participant, but the 
biggest spreads occur with using non-filtered signal, which is evident from comparison of 
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Figure 16 and Figure 17. There are a lot of outliers in boxplots due to high variability of 
values in feature vectors through all participants.  
 
Figure 14 - Distribution of values in covariance feature vector for 2 areas input  
 
Figure 15 - Distribution of values in covariance feature vector for 4 areas input  
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Figure 16 - Distribution of values in covariance feature vector for 4 areas input for non-filtered data from all 
participants 
 
Figure 17 - Distribution of values in covariance feature vector for 4 areas input for theta band from all participants 
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4. 3. 3. Coherence 
In this work, Welch's averaged modified periodogram method using Hamming window 
with length of 512 samples and 50% overlap for estimation of spectral densities with length of 
500 points was used. The magnitude squared coherence estimated was then calculated from 
estimated values. 
Matrix of coherence values is similar to correlation matrix. It has ones on the diagonal, 
because two same signals correspond to each other in whole frequency range. That´s why is 
the size of triangle of interest the same as with using cross-correlation, it means 6 different 
interactions were chosen for 4 areas input and 1 interaction for 2 areas input.   
Several approaches to calculate features from coherence function were applied. At first, mean 
value of coherence was used to create feature vector for classification, as well as maximum 
value. Both features were investigated from non-filtered signals and in band-filtered signals 
too. It gave 1 value for 2 areas input type (examples from Figure 18 and Figure 20) and 6 
values in feature vector for 4 areas input (examples of feature vectors distribution for 1 
participant are shown in Figure 19 and Figure 21). 
 
Figure 18 - Distribution of maximum values of coherence for 2 areas input  
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Figure 19 - Distribution of maximum values of coherence for 4 areas input 
It is obvious from figures, that corresponding features in vectors using maximum of 
coherence for both conditions and input types have similar distribution with large overlapping 
(just the 1st and the 4th feature distributions look little different). The maximum of coherence 
calculated for high workload condition have tendency to have smaller values, but not 
necessarily. 
 
Figure 20 - Distribution of mean values of coherence for 2 areas input 
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Figure 21 - Distribution of mean values of coherence for 4 areas input 
It is evident from the figures, that there is overlapping within big range, what can badly 
influent further classification.  
There was also effort to add information from more bands together and interesting 
interactions from 3 or 4 bands were integrated. The first approach tried to joint information 
from  3 bands - delta, alpha and beta, the second approach jointed information from 4 bands - 
theta, alpha, beta and gamma. Final feature vector was created with linking of partial vectors, 
which contained 3 or 4 coherence function characteristics (mean, maximum or middle-band 
values from each possible compared channels couple), and integrating them by putting these 
partial vectors one behind another. For 4 areas input, the new vector with length of 18 or 24 
was created, depending on the numbers of investigated bands, where the first 3 or 4 values 
express maximum, mean or middle of 3 or 4 investigated bands for one compared input 
couple, next 3 or 4 values express maximum, minimum or middle of 3 or 4 investigated bands 
for another compared input couple and so on. The feature vector for 2 areas input contains 3 
or 4 values, depending on the number of investigated bands. Examples of distributions of 
values in feature vectors containing 3 maximum, mean  or coherence values matching with 
middles of 3 bands for 2 areas input type are in Figure 22, Figure 24 and Figure 26, the same 
for 4 areas input type is in Figure 23, Figure 25 and Figure 27. Middles of delta, theta, alpha, 
beta and gamma correspond with 2, 6, 10, 22 and 35 Hz, respectively.  
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Figure 22 - Distribution of maximum values of coherence in 3 bands for 2 areas input 
 
Figure 23 - Distribution of maximum values of coherence in 3 bands for 4 areas input 
In general, maximum coherence values from high workload trials have tendency to be lower 
than those from low workload, but overlapping between both conditions still occurs in big 
range. 
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Figure 24 - Distribution of mean values of coherence in 3 bands for 2 areas input 
 
 
Figure 25 - Distribution of mean values of coherence in 3 bands for 4 areas input 
It is obvious, that mean values of coherence from beta band lie in smaller range in comparison 
with other bands. Still there are not significant differences between inter-condition values. 
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Figure 26 - Distribution of coherence values corresponding with middles of 3 bands for 2 areas input type 
 
Figure 27 - Distribution of coherence values corresponding with middles of 3 bands for 4 areas input type 
Coherence values corresponding with middle of beta band are smaller than others, but there 
are not significant differences between conditions, which can negatively affect following 
classification.  
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4. 3. 4. PLV 
Before PLV establishing, data were band-bass filtered in the range 1-30 Hz. PLV 
between two time series was computed by sliding windows with length of 500 samples and 
with 75% overlap on analytic signals obtained by Hilbert transform. For signals with length of 
2250 samples PLV function with 15 values was obtained using modified procPLV Matlab 
function. This function was created by Jonas Chatel-Goldman from GIPSA-lab at Grenoble 
University in France.  
 
According to character of PLV matrix with ones on the diagonal, triangle of interest here 
looks like the same triangle of interest for correlation and coherence - it contains 6 different 
interactions for 4 areas input and 1 interaction for 2 areas input. Different approaches were 
employed to calculate features from PLV. The first one is using whole PLV function, it means 
6 vectors and 1 vector of features with length of 15 samples for 4 and 2 area input, 
respectively. Maximum (examples of feature vector values distribution for different inputs are 
shown in Figure 28 and Figure 29) and mean value (examples of feature vector values 
distribution for different inputs are in the Figure 30 and Figure 31) of PLV function for all 
possible couples from triangle of interest were also calculated and further used for 
classification. Thus, 6 and 1 values in each feature vector for 4 and 2 areas input were 
obtained, respectively. Combination of mean PLV and mean coherence was used for 
classification too, it gave 12 values in feature vector for 4 areas input and 2 values for 2 areas 
input. Examples of feature vector values distribution can be seen in Figure 32 and Figure 33.  
was investigated frequency range from 1-30Hz with PLV in this work.  
 
Figure 28 - Distribution of maximum values of PLV for 2 areas input  
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Figure 29 - Distribution of maximum values of PLV for 4 areas input 
 
Figure 30 - Distribution of mean values of PLV for 2 areas input 
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Figure 31 - Distribution of mean values of PLV for 4 areas input 
Use of mean or maximum of PLV function as feature vector does not seem to be suitable 
enough for classification, because distributions for both conditions are almost identical. 
 
Figure 32 -  Distribution of PLV and coherence values for 2 areas input  
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Figure 33 - Distribution of PLV and coherence values for 4 areas input 
Mean values extracted from 4 areas for low workload condition have tendency to be higher 
than those from high workload condition, but overlapping between conditions is still 
extensive.  
4. 4. Classification  
It was convenient to rearrange input data before connectivity characteristics computing 
for better orientation in obtained set of feature vectors. That is why input data were sorted 
according condition at first and connectivity measures were used after that for low and high 
condition individually and calculated feature vectors were saved separately. This way two sets 
of feature vectors were created - one for low and one for high condition, each contained 40 
samples, it means 40 feature vectors (or 6x40 when whole function was used as a feature 
vector in case of 4 areas input). Each of these two features sets were divided into training and 
testing set, which were used different ways depending on the classification type. 
Two different classification approaches in terms of character of features used were realized in 
this work: pattern based methods using whole cross-correlation or PLV and vector based 
methods using just specific measures extracted from above functions (i. e. mean, maximum 
values et al.). Different classification methods were realized to distinguish low and high levels 
of workload using different sets of extracted features described in previous chapter.  
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4. 4. 1. Classification based on distance from average (CBDA) 
This classification method uses training sets to make patterns representing both 
conditions by averaging and compares distances between test samples and both created 
patterns. Pattern for low workload condition is made by averaging of 36 samples from low 
workload training set, pattern for high workload condition is created by averaging of 36 
samples from corresponding training set. Classification result depends on the pairwise 
distances between test sample and each pattern. The distances dst between test sample xs and 
pattern xt both containing j values can be established according to different metric specified as 
follows: 
Chebychev distance: 𝑑𝑠𝑡 = max
𝑗
  𝑥𝑠𝑗 − 𝑥𝑡𝑗    (21) 
Euclidean distance: 𝑑𝑠𝑡
2 =  𝑥𝑠 − 𝑥𝑡  𝑥𝑠 − 𝑥𝑡 ′ (22) 
City block distance: 𝑑𝑠𝑡 =   𝑥𝑠𝑗 − 𝑥𝑡𝑗  
𝑛
𝑗=1
 (23) 
Two distances were calculated for each test sample (vector) - distance to low and high workload 
pattern and distance from high workload pattern. When the distance from low workload condition 
pattern was smaller than the other, '1' was saved into the marking vector on the position 
corresponding with the position of actual test sample in the test set, otherwise '2' there was saved 
on the same position into the marking vector. Thus, values in marking (output) vector correspond 
with conditions: '1' indicates low workload level, '2' indicates high workload level. 8 digits were 
saved in marking vector as a response of classifier to 8 test input samples.  
For pattern based methods it was the only way for classification. Final decision about membership 
to condition for 4 areas input type was established according to the total distance obtained by sum 
of all 6 pairwise distances. This approach was also used for vector based methods. 
4. 4. 2. k-Nearest Neighbors (KNN) 
This classification type is based on finding most similar feature vector from training sets 
for both condition for each testing sample. In this work, class membership depended on single 
nearest neighbor, it means k=1. For this it is necessary to establish 72 different distances for 
each testing sample using distance measures mentioned above (it means Chebychev, 
Euclidean and City block distance). The same rule for marking the condition is used, value 1 
is saved into the marking vector on the position of actual testing sample in the testing set, when 
the smallest distance match with training sample belonging to low workload training set, 
otherwise there were saved value 2 on the same position into the marking vector. It was used for 
all vector-based methods. 
50 
 
4. 4. 3. Discriminant analysis  
Discriminant analysis uses linear combination of predictors from training set to create 
discriminant function, which maximizes the differences between groups on that function and 
then minimizes the possibility of misclassifying cases into their respective groups. For each 
group, some discriminant function exists, which gave classification criterion characteristic for 
each group and testing sample is classified into that group, which gave the biggest value of 
discriminant criterion. 
The most frequently used types of discriminant functions are linear and quadratic, both are 
able to predict which group the case belongs to. Decision about class membership is based on 
mentioned classification criterion Lk, which is established differently for linear (24) or 
quadratic (25) discriminant function [35]. 
 𝐿𝑘 =  𝑝1𝑥1 + 𝑝2𝑥2 + ⋯𝑝𝑛𝑥𝑛 + 𝑐 (24) 
 𝐿𝑘 =  𝑝1𝑥1
2 + 𝑝2𝑥2
2 + ⋯𝑝𝑛𝑥𝑛
2 + 𝑐 (25) 
In these equations, p is the vector of estimated discriminant coefficients, x are parameters 
corresponding with values in feature vectors, c is the constant, n is the size of parameters, 
which means length of feature vectors in our case, and k denotes class.  
Linear discriminant function is used when common covariance matrix are similar between 
groups, otherwise quadratic discriminant function should be used. For binary classification, 
one discriminant function is created, which separates the feature space onto two parts, we call 
it dichotomy.  
There was similar covariance matrix assumption, but for possibility of subsequent 
classification result comparing, both discriminant functions were used for classification. 
Classification was performed with Matlab function classify, which used training set of 72 
samples to create discriminant function and 8 samples for testing. Discrimination function 
based classification was used in combination with all vector based feature sets.    
 
4. 5. Evaluation of classification accuracy 
Two values for labeling condition were used, 1 for low workload condition and 2 for 
high workload condition, as was mentioned above. Because of controlled saving samples 
from both into testing set, it was always known, how should optimal marking vector  look 
like - vector with ones from 1st to 4th position and twos from 5th to 8th position. This 
optimal vector was defined and compared with real marking vector obtained with used 
classification approach. Comparing these two vectors allowed to find out accuracy of 
classification as a number of  identical corresponding values in both vectors.  
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4. 5. 1. Cross-validation 
10-fold cross-validation was realized to validate the capability of classification methods 
with given feature sets. It means that 10% of samples from feature vector were used for 
testing and the rest for training of classifiers. The dividing into training and testing set 
allowed subsequent classification with different approaches. Because of structure of our data, 
4 samples were chosen for testing and 36 for training for each condition by following way. 
Both sets of feature vectors were randomly rearranged and first 4 samples from set of feature 
vectors for low workload were simply chosen and saved at first 4 positions in the testing set 
and the rest (i.e. 36 vectors) was used for training. The same selection was made for high 
workload data. Testing samples from second condition data were placed from 5th to 8th 
position behind first condition samples. Thus, testing set with 8 samples was created, the rest 
of samples were saved in training set. One half contained 36 remaining feature vectors from 
low workload, the second half contained 36 remaining feature vectors from high workload 
(i.e. 72 samples were saved for training in total). This selection of training and testing sets 
passed 37 times, because there were 37 possibilities to choose successive testing sets in the 
group of 40 feature vectors. Thus, 37 markings vector with length of 8 values after 
classification itself were obtained. Final results express percentage of agreement of values in 
optimal vector and 37 real marking vectors (i. e. 37*8 agreements correspond to 100% 
accuracy).
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5. Results 
Reached classification success rate was investigated and influence of various factors (i. 
e. input types, used frequency band of EEG or classification method) was studied. Statistical 
tests were used to verify effects of different factors on classification results. Obtained results 
have normal distribution (using Shapiro-Wilk test), thus, parametric statistic test could be 
used, namely repeated measures ANOVA with significance level α = 0,05 to analyze the 
differences among group means. The way of arrangement of classification results X for 
ANOVA is shown in Table 9. Values 1, 2, 3, 4, 5 for factor Band correspond with whole 
spectrum, theta, alpha, beta, gamma band; same values for factor Input correspond to ROIs, 4 
electrodes, FR, FL, 2 electrodes, values 1, 2, 3 (or more) for factor Classification type 
correspond to CBDA CH, CBDA E, CBDA C (or others), respectively. With mentioned test 
and arrangement, it was possible to declare the influence or independence of used factors. If 
there was some significance found and if it wasn´t specified in other way, average accuracy of 
all results depending just on particular factor was illustrated in picture.  
Table 9 - ANOVA input arrangement 
Factor Factor value 
Band 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 … 5 
Input 1 1 1 2 2 2 3 3 3 4 4 4 5 5 5 1 1 1 2 2 2 … 5 
Class. Type 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 … 3 
% for 1. 
participant 
X X X X X X X X X X X X X X X X X X X X X … X 
% for 2. 
participant 
X X X X X X X X X X X X X X X X X X X X X … X 
… … … … … … … … … … … … … … … … … … … … … … … … 
% for 20. 
participant 
X X X X X X X X X X X X X X X X X X X X X … X 
5. 1. Pattern based methods 
This part focuses on evaluation of classification results obtained by using whole 
functions for classification, specifically l(l-1)/2 cross-correlations or PLV functions 
depending on the number of channels l in the input. ANOVA proved, that there is significant 
influence of method on reached results. After that, right-tailed paired sample t-test was used 
for comparing corresponding results obtained by using both methods. It was proved (with 
level of significance alpha=0,05), that using whole cross-correlation functions of frontal left 
electrodes as input gave better results than using PLV, no matter on the distance type used for 
classification. 
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5. 1. 1. Cross-correlation 
At first, whole cross-correlation functions were used for classification. According to 
comparison of results gained by different approaches to cross-correlation function (namely 
whole cross-correlation, cross-correlation computed from signal decimated with factor 10 
and cross-correlation decimated with factor 10), it was decided to use whole functions with 
length of 4499 samples, which gave slightly better results than others (see Table A in Annexe 
1).  
It was found, that the biggest influence on reached results has used band, where the best 
results are obtained using non-filtered signal (see Figure 34, where vertical bars denote 0,95 
confidence intervals). Also the best result for one participant (75%) was obtained using non-
filtered signal, specifically for 2 electrodes as input for CBDA with Euclidean metric. The 
best averaged result (56,99%) for all 20 participants was obtained using non-filtered signal 
from frontal right channels as input and CBDA using Euclidean metric. The classification 
results depending on different metric, input used and frequency band of EEG are summarized 
in table Table B in Annexe 1 with highlighting of the best results with bold.  
 
Figure 34 - Average classification accuracy obtained using whole cross-correlation function calculated for different 
frequency components of EEG  
 
5. 1. 2. Whole PLV 
Another pattern based method deals with using whole PLV functions with length of 15 
values for classification. This function wasn't investigated in different band, just in the 
frequency range 1-30 Hz, which could  include information from the spectrum influenced by 
changing workload. The best result for one participant (68,92%) was reached with using 
channels from frontal left scalp area as input for CBDA with Chebychev metric. The best 
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average result (54,29%) for all 20 participants was reached with using 4 channels from 
different scalp areas as input and CBDA using Euclidean metric. Summary of the results 
depending on different metric and input is shown in Table C in Annexe 1, where the best 
results are bold highlighted. Any influence of input type or classification method used on 
obtained results wasn´t found. 
5. 2. Vector-based methods 
This part is focused on methods using just some specific measures extracted from 
different functions expressing connectivity strength between channels of the input. The best 
method for classification seems to be covariance, which gave the best results. Comparing of 
vector-based methods according to their success rate can be seen in Figure 35.  
Vector based methods have always just one vector containing specific measurements, where 
each value describe relation between different couple of channels in the input. This fact 
allowed to use another ways to classification – nearest neighbor searching and discriminant 
analysis.  
 
Figure 35 - Average classification accuracy of pattern-based methods for non-filtered inputs in combination with 
linear discriminant analysis 
5. 2. 1. Extreme of cross-correlation  
The first vector-based method used vector with extrema of cross-correlation functions. 
The length of feature vectors used for classification was l(l-1)/2, depending on the number of 
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channels l in the input. Four different approaches were investigated, namely global extremum 
and global maximum of normalized cross-correlation, as well as global extremum and global 
maximum of non-standardized function. Comparing of average accuracy depending on 
character of extremum and function scaling is shown in Figure 36. Use of global maximum of 
non-normalized cross-correlation and global extremum on normalized cross-correlation seem 
to be the best and the worst choice, respectively. 
 
Figure 36 - Average classification accuracy depending on the character of extreme and function scaling 
Investigation of results obtained with this best extrema-based method showed, that 
classification accuracy depend on used frequency band (Figure 37), input type (Figure 38) and 
classification method (Figure 39, where CH, E and C express metric, which is used - 
Chebychev, Euclidean and City block, respectively). 
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Figure 37 - Average classification accuracy reached with using global maximum of non-normalized cross-correlation 
depending on frequency band 
It is obvious, that the best result for global maximum of cross-correlation is obtained using 
beta band of  EEG and the worst results using theta band.  
 
Figure 38 - Average classification accuracy obtained using global maximum of non-normalized cross-correlation 
function calculated from different input types 
It was also proved, that using channels from frontal left scalp region as input for extracting 
features is more suitable for classification than using other inputs.  
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Figure 39 - Average classification accuracy reached with using global maximum of non-normalized cross-correlation 
depending on classification type 
Classification accuracy depends on the classification type, too. It could be said, that using 
linear discriminant function is better than other methods and also CBDA approach is better 
than nearest neighbor searching, no matter on metric.  
Best result using global maximum of non-standardized cross-correlation function calculated 
for one participant (78,04%) was obtained for beta band from frontal right scalp area EEG 
using CBDA based on City block metric. The best average accuracy for all participants 
(59,68%) was obtained using beta band data from frontal left scalp area as feature with linear 
discriminant function used for classification. Summary of results depending on different 
metric, input type and frequency band is shown in Table D in Annexe 1, where the best results 
are highlighted with bold. 
5. 2. 2. Covariance 
Another  vector-based method used vector with length of (l(l-1)/2)+l) containing values 
from diagonal and upper triangle of covariance matrix depending on the number of channels l 
in the input.  
The influence of used classification method (see Figure 40) and frequency band (see Figure 
41) on obtained results was established.  
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Figure 40 - Average classification accuracy obtained using covariance in combination with different classification 
methods 
 
Figure 41 - Average classification accuracy obtained using covariance calculated from different frequency 
components of EEG 
For covariance, use of beta components of EEG and linear discriminant analysis for 
classification seems to be the most appropriate. On the contrary, use of  theta band and 
classification with nearest neighbor  is unsuitable, nevertheless the best result for one 
participant (77,7%) was reached with using 4 electrodes from different parts of scalp alpha 
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band and classification based on closest neighbor searching with Chebychev metric. The best 
average accuracy (60,64% ) was obtained also with 4 channels from different scalp areas in 
beta band, when features were classified with linear discriminant function. This average result 
was also the best one among all used methods. Contingency table (see Table 10) describes the 
response/output of classifier, which gave best average results, Table 11 and Table 12 describe 
the response of classifier for the best and the worst result obtained for one participant with the 
same classification principle.   
Table 10 - Response of linear discriminant function classifier with covariance calculated from beta band EEG from 4 
channels used as features (20 participants) 
 
Really low Really high 
Classified as low 1892 1262 
Classified as high 1068 1698 
 
Table 11 - Response of linear discriminant function classifier with covariance calculated from beta band EEG from 4 
channels used as features (1 participant giving the best results) 
 
Really low Really high 
Classified as low 109 38 
Classified as high 39 110 
 
Table 12 - Response of linear discriminant function classifier with covariance calculated from beta band EEG from 4 
channels used as features (1 participant giving the worst results) 
 
Really low Really high 
Classified as low 62 82 
Classified as high 86 66 
 
It is obvious, that among all 20 participants, the classifier giving the best result have slightly 
bigger tendency to make mistake by classifying features with truly high-workload origin as 
low-workload. It means, there were more false positive categorization than false negative 
ones (relate to low condition). Focus on the best and the worst result reached by single 
participants, mentioned tendency did not occurr, so it´s not general inclination to false 
positive classification apparently. 
Summary of results depending on different metric, input type and frequency band used is 
shown in table Table E in Annexe 1, where the best results are bold highlighted. Results, 
which were obtained by evaluation of classifier´s answers, which were described in frequency 
tables, are in italic in the same table in Annexe 1. 
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5. 2. 3. Coherence 
This  vector-based method was used for extracting various specific values, which were 
used in feature vector for classification. At first, vectors with length of (l(l-1)/2)) containing 
values with maximum or mean value of coherence depending on the number of channels l in 
the input were used for classification.  
Investigation of the results obtained using mean and maximum coherence value shows, that 
there aren't significant differences between mentioned specifications or between factors such 
as frequency band or input type. There is just significant influence of classification type, 
which is illustrated in Figure 42. 
 
Figure 42 - Classification accuracy obtained using maximum and mean coherence value in combination with different 
classification methods 
It can be seen, that it is better to use CBDA and linear discriminant function than nearest 
neighbor searching. The best result (73,31%) obtained using maximum value by single 
participant was get with beta band data from frontal left electrodes in combination with 
CBDA based on city block metric. This classification method gave also the best result 
(53,72%) obtained by average through all participants, namely with using average from 
gamma band data from 4 regions of interest as the input. Gamma band from frontal left 
electrodes in combination with linear discriminant function get the best classification result 
(74,66%) for mean coherence based method for one participant, best average (54,76%) for all 
participant obtained with this approach was that using the same but non-filtered input in 
combination with using CBDA based on Euclidean metric for classification. Summary of the 
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results depending on different metric, input type and frequency band is shown in table Table F 
and Table G in Annexe 1, where the best results are bold highlighted. 
Another approach integrates information about coherence from 3 or 4 frequency bands 
together. There was not proved influence of input or method specification on classification 
result; significant impact had just classification type (see Figure 43). 
 
Figure 43 - Average classification accuracy obtained using integrated coherence parameters in combination with 
different classification methods 
In both cases, it is apparent that using CBDA as well as using linear discriminant function for 
classification gave better results than nearest neighbor method. The best result for one 
participant (70,95%) obtained using integration of coherence specific values from several 
bands was get with establishing maximum of coherence in theta, alpha, beta and gamma band 
for 4 electrodes from different areas of scalp in combination with quadratic discriminant 
function. The best average result (55,66%) for all participants was obtained using average 
from 4 regions of interest as input for establish coherence in the middles of theta, alpha, beta 
and gamma band and classified with CBDA based on city block distance. Summary of results 
depending on different metric, input and number of investigated bands is shown in Table H in 
Annexe 1, where the best results are bold highlighted. 
5. 2. 4. PLV 
Different approaches using PLV function for extracting some specific values for vector-
based classification were investigated, namely maximum value, mean value and combination 
of mean PLV with mean coherence. There was not any influence of PLV specification, input, 
neither classification method found. These approaches gave very similar results. The best 
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result for one participant (71,62%) was obtained using ROIs for extracting mean PLV in 
combination with nearest neighbor searching according to Chebychev metric. Best average 
result for all participants (54,86%) was obtained using 4 electrodes data from different areas 
of scalp as input for determination of PLV maximum in combination with CBDA based on 
Euclidean distance.  
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6. Discussion 
The aim of this work was to create classifier, which could be able to recognize level of 
mental workload according to features obtained by using connectivity measures calculated 
from EEG signals. The results show, that using mentioned connectivity measures and their 
particular specification are not suitable to obtain high classification accuracy value in case of 
classification data from all participant in average. Nevertheless,  some relatively good results 
can be achieved in case of  single participant data classification. Huge dispersion of values in 
feature vectors and results show, that data recorded during experiment are very variable (see 
tables in Annexe 1, namely maximum and minimum classification accuracy for single 
participant approaches). These differences are probably caused by effort made during given 
task, which is most probably subjective dependent. In fact, participants don not have to use 
the same technique to remember sequence of numbers generally. For someone, the task  could 
be easier than for others, which means that brain joining could vary through all participants 
during the task. This could be restricted by some careful choice of participant before 
experiment itself, for example according some previous testing or investigation of mental or 
EEG character of each person.  
The character of experiment probably affects the results, too. The classification of two similar 
level of mental workloads is most probably more difficult than recognition of some higher 
mental workload from the resting state without any workload. It would be more interesting to 
investigate more workload levels with some extreme conditions (for example none workload, 
normal workload and enormous workload induced by some really difficult, even impossible 
task) and compare differences between each couple of conditions.  
Considering used features, it is obvious from Figures 12-33, that features represented with 
different connectivity measures and various specifications from low and high condition trials 
are very similar and distribution of features for both conditions are overlapping. Thus, their 
discriminant ability is not sufficient and that is  the main reason of poor classification results.  
Considering gained results and used connectivity measures for extracting some specific 
values, it seems to be better to use non-normalized correlation and covariance instead of 
coherence and PLV, because the small range of values (between 0 and 1) is apparently not 
able to capture character of relation between two signals sufficiently as well as global bigger 
range (see Figure 35, 36). As was mentioned, there were some methods and factors (like 
frequency band, classification method and input type), which gave better results than others. 
Among vector based methods, use of covariance seems to be the best, which also gave best 
results generally and whose classification accuracy depended on used classification type (see 
Figure 40) and frequency band (see Figure 41). On results gained with using global maximum 
of non-normalized cross-correlation had influence beside used classification type (see Figure 
39) and frequency band (see Figure 37) also input type (see Figure 38). Influence of used 
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classification type was found also with using coherence (see Figures 42, 43). Among pattern 
based method, it is better to use whole cross-correlation function, which depends on used 
frequency band, too (see Figure 34). In generally, classification based on distance from 
average and linear discriminant analysis gave usually better results than classification based 
on  kNN method.  
The work was based on assumption of signals stationarity, which is exception rather than the 
rule. That is why it could be relevant to investigate using of wavelet-based coherence, which 
doesn´t assume on the stationarity of the signals [36]. After that, it would be interesting to 
compare results obtained by using magnitude-squared with results obtained by using wavelet-
based coherence. 
In this work, it was decided to use whole signal with duration of 4,5 seconds, which gave the 
best results during preceding research using the same, but shorter signal for classification. 
Nevertheless, it could be interesting to split signals into smaller parts (for example 1 or 0,5 
second long) and establish characteristics for each time window. With that, extended feature 
vector with values expressing possible changes of connectivity strength during the time could 
be detected. This extended vector could contain more information and thus could have higher 
classification ability.  
Previous research about classification of mental workload, which was mentioned above and 
which this work following on, was based on other approaches than using connectivity 
measures, namely on using 6 common spatial pattern filters on signal filtered in 5 frequency 
bands. This gave 30 features, which were used for classification based on linear discriminant 
analysis. In this approach, the best average classification accuracy achieved was 65,51% [23], 
what is not far from the best average result achieved in this work (60,64% with using 
covariance on beta band data from 4 channels). 
Another researches trying to classify mental workload used different experiments for data 
gaining. A lot of them are usually connected with some motor activity during the task 
performing and, thus, EEG signals are influenced not just with changing workload but with 
changing motor activity as well. It is difficult to compare results obtained by motor-based 
experiments, because they aren´t always mentioned in average. Anyway, those approaches 
showed very good accuracy and managed detection of all workload changes at least for a part 
of subjects.  
All several mentioned experiments classifying mental workload had better classification 
accuracy, but they had different protocol of experiment, often connected with motor activity, 
different input channels and particularly methods for gaining features, sometimes also 
different method for classification, what have to be considered during comparison of 
approaches. 
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7. Conclusion 
This master thesis deals with using connectivity measures applied on EEG signals for 
extracting features used for further classification of mental workload levels. Initial part of 
thesis describes the base of electroencephalography, from formation of potential on the cell 
level and it´s propagation along the tissue, to recording of electrical impulses caused by 
neuronal activity on the scalp. The main EEG rhythms and artifacts are  described. Then, 
concept of brain connectivity is clarified as well as various methods for connectivity 
measurement.   
Next part of work focuses on processing of real EEG signals. The protocol of experiment 
giving used data is described, as well as preprocessing of raw data set, which is used as the 
input for several connectivity measures calculation. According to used channels set, 5 
different input types were selected (ROIs as 4 virtual electrodes, each created by average 
information of 4 channels for one of 4 scalp areas; 4 electrodes, each from one of 4 scalp 
areas; 4 frontal left electrodes; 4 frontal right electrodes and 2 electrodes, one frontal and one 
parietal), and depending on the frequency band of interest, selected with filtering  into 1 of 4 
frequency bands (theta, alpha, beta, gamma) or not. This input underwent several connectivity 
measures calculation, namely cross-correlation, covariance, coherence and phase locking 
value, which in combination with some specification (e.g. whole function, maximum or mean 
value of function) gave feature vectors. These feature vectors were divided into training and 
testing sets and, in combination with 10-fold cross-validation, were binary classified 
according various classification methods (classification based on distance from average create 
from training set, 1-nearest neighbor, linear and quadratic discriminant analysis) based on 
different metrics (Chebychev, Euclidean and City block distance). Obtained results were 
investigated and significant influence of some factors with using repeated measures ANOVA 
was established. Mean  values of classification accuracy through factor´s groups were plotted 
with boxplots. It was found that, among pattern based methods,  it is better to use whole 
cross-correlation function than whole PLV function. Classification accuracy using whole 
cross-correlation is dependent on used frequency band of EEG. The best results are reached 
with using of non-filtered signals. The best average result (56,99%) for all 20 participants was 
also achieved with using non-filtered signals from 4 channels recording from frontal right 
scalp area as input in combination with CBDA using Euclidean metric. The best average 
success rate (54,29%) for whole PLV as features was gained with signals obtained with 4 
electrodes from different scalp areas in combination with CBDA based on Euclidean distance. 
Another group of methods used just some specific values from functions characterizing 
connectivity strength. This group is called vector-based methods and included maximum of 
non-normalized cross-correlation and covariance, maximum and mean value of coherence, 
mean and maximum value of PLV and combination of mean PLV with mean coherence. 
Global maximum of non-normalized cross-correlation function provided the best result during 
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comparing of results depending on the function specification (global maximum or extreme of 
normalized or non-normalized cross-correlation) and it was proved, that success rate was 
affected with the input type, frequency band used and classification method, too. In general, 
the best average accuracy was  achieved with using 4 channels beta band data from frontal left 
scalp area for extracting features, which were classified with linear discriminant function. 
These factors also provided the best average results for all participants (59,68%). Covariance 
based methods was dependent on the frequency band and classification type. In this case, the 
best choice for classification was use of beta band signaland classification with linear 
discriminant function. This setting in combination with 4 channels from different scalp areas 
as input also gave the best average results (60,64%). Another vector based method was 
coherence, which was investigated in single bands and in multiple bands at the same time, 
too. The only factor affected the results was classification method, where classification based 
on distance from average seems to be better than other methods. Best average result for all 
participants achieved with using coherence (55,66%) was gained with using average from 4 
regions of interest as input for establish coherence in the middles of theta, alpha, beta and 
gamma band and classified with CBDA based on City block distance. PLV was another 
vector-based method, which was used as a maximum, mean value and also the mean value in 
combination with mean of coherence. All these approaches gave almost same results all the 
time, there wasn´t influence of any factor found. The best average result for all participants 
(54,86%) was reached with using 4 electrodes from different scalp areas as input for 
determination of PLV maximum in combination with CBDA based on Euclidean distance. In 
general, better results were gained by using CBDA than 1-nearest neighbor. From methods, 
the best seem so to be covariance, which reached the best average results from all used 
methods. Considering all results, particularly the best results and results obtained by using 
global maximum of non-normalized cross-correlation, it could be said, that is better to use 
connectivity measures giving values without normalization, which are able to represent the 
connectivity strength in relatively unlimited range.  
Poorness of reached results is due to many reasons, which were discussed in previous chapter. 
Briefly,  it is character of experiment, subjective dependency of involved effort during given 
task, insufficient discriminant ability of features or just unsuitable design of classification 
algorithm.  
There wasn´t found any work, which tried to solve the same problem (workload 
classification) with the same approach (connectivity measurement), which makes comparison 
of results difficult. Another works trying to classify mental workload report higher accuracy 
(80% and more). However, the experiments, during which EEG signals were recorded, were 
usually connected with some motor activity (finger movements or car driving), which effects  
recorded signals character, too. The work, which used shorter trials gained during the same 
experiment for workload classification, reached the best average accuracy 65,51%, which is 
not far from the best accuracy reached in this work (60,64%).   
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It would be interesting to try several improvements, such as choosing participants according 
to some previous testing, change of experimental character to have some extreme conditions. 
Also splitting trials into several time windows for establishing of connectivity strength or 
application of other connectivity measurements could help. These improvements could 
probably help for reaching better results, but not necessarily. Anyway, this work proved, that 
using mentioned connectivity measures in combination with experiment used in this study and 
mentioned classification methods is not suitable for classification of two workload levels. 
Partial results reached in this work will be presented in the article for IEEE conference.  
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Annexe 1 - Classification accuracy of proposed classification approaches 
Table 1 - Abbreviations 
CH E C CBDA NN Q L AM WS 
Chebychev 
metric 
Euclidean 
metric 
City block 
metric 
Classification based on 
distance from average 
1-Nearest 
neighbor searching 
Quadratic 
discriminant 
function 
Linear 
discriminant 
function 
Arithmetic 
mean 
Whole 
spectrum 
Abbreviations explained above are used in all tables mentioned below. 
Table A - Classification accuracy in % according to used input, distance and character of cross-correlation function 
  
Whole  
cross-correlation, % 
Cross-correlation from 
decimated signal, % 
Decimated cross-
correlation, % 
 
Length of feature vector 4499 449 450 
 
CBDA CH  53,04 51,50 53,75 
ROIs CBDA E  53,28 53,28 53,26 
 
CBDA C  53,40 52,77 52,96 
 
CBDA CH  54,44 54,14 55,10 
4 el CBDA E  54,86 55,05 54,71 
 
CBDA C  54,83 54,76 54,98 
 
CBDA CH  55,29 53,78 55,35 
FR CBDA E  56,99 56,37 56,60 
 
CBDA C  55,44 55,29 55,34 
 
CBDA CH  53,55 54,31 53,11 
FL CBDA E  53,60 54,07 54,02 
 
CBDA C  52,67 52,16 52,97 
 
CBDA CH  51,59 51,27 50,61 
2 el CBDA E  55,22 54,80 54,78 
 
CBDA C  54,63 53,55 54,00 
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Table B - Classification accuracy in % reached by using whole cross-correlation according to used input, frequency band and distance. The best results are bold highlighted. 
 
Band 
 
ROIs 
  
4 el. 
  
FR 
  
FL 
  
2 el. 
 
 
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
 
WS 65,88 42,57 53,04 63,85 42,23 54,44 73,65 41,55 55,29 63,18 42,23 53,55 64,86 37,84 51,59 
 
θ 58,11 43,24 50,05 64,53 39,86 51,57 62,84 40,20 50,73 63,51 38,85 51,67 60,47 42,23 51,23 
CBDA CH α 60,14 42,57 51,77 65,20 40,88 53,51 66,89 42,57 54,04 65,88 42,57 53,06 63,51 38,85 51,30 
 
β 57,77 42,91 51,00 60,14 42,23 51,66 66,55 41,89 52,87 61,49 44,59 53,65 59,12 35,81 49,19 
 
γ 61,15 38,51 50,15 57,77 38,85 50,08 64,19 40,54 51,99 63,51 36,15 52,16 62,50 41,22 51,32 
 
WS 62,84 36,49 53,28 67,57 33,11 54,86 71,96 41,22 56,99 63,51 41,89 53,60 75,00 37,16 55,22 
 
θ 60,14 34,12 51,13 63,18 39,19 51,30 65,88 39,86 50,47 70,95 40,20 54,09 60,14 41,89 49,88 
CBDA E α 66,89 41,55 53,77 62,84 39,19 54,44 65,88 31,42 52,08 64,53 34,12 52,20 67,23 41,22 52,18 
 
β 62,84 44,59 53,34 61,49 39,19 52,26 65,88 38,85 52,75 64,19 45,95 53,61 64,86 35,47 51,20 
 
γ 63,51 42,91 52,23 60,47 37,84 51,25 62,50 44,26 52,35 65,54 38,18 51,57 59,12 36,15 49,31 
 
WS 65,20 42,23 53,40 67,91 37,16 54,83 67,23 41,89 55,44 62,50 38,18 52,67 71,96 37,84 54,63 
 
θ 60,81 31,76 51,11 64,19 42,57 51,74 61,15 41,55 51,27 68,92 40,20 53,67 62,84 34,80 48,45 
CBDA C α 65,20 44,26 52,97 62,50 41,55 54,26 65,54 33,78 51,37 63,18 31,42 52,23 67,91 42,57 52,57 
 
β 64,86 42,57 53,16 59,46 40,54 51,59 68,24 38,51 51,71 63,51 41,22 52,08 65,54 40,20 51,54 
 
γ 62,16 44,59 51,84 60,81 35,14 50,86 63,18 41,22 51,25 65,20 39,19 50,93 61,82 35,47 48,02 
 
 
Table C - Classification accuracy in % reached by using PLV function according to used input and distance. The best results are bold highlighted. 
  
ROIs 
  
4 el. 
  
FR 
  
FL 
  
2 el. 
 
 
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
CBDA CH 63,51 43,24 52,30 60,47 48,65 53,83 63,85 42,23 52,09 68,92 36,49 52,67 62,50 39,86 50,79 
CBDA E 65,88 40,54 52,82 62,50 46,96 54,29 61,15 42,57 53,28 65,20 36,82 52,48 59,12 40,20 49,83 
CBDA C 66,55 39,53 52,84 62,50 44,26 52,91 63,18 41,22 51,84 63,85 36,82 52,16 60,14 39,86 50,27 
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Table D - Classification accuracy in % reached by using global maximum of non-standardized cross-correlation according to used input, frequency band and classification type. The best 
results are bold highlighted. 
   ROIs   4 el.   FR   FL   2 el.  
  
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
 
CBDA CH 67,23 37,84 52,18 67,91 38,51 52,33 70,95 40,88 51,40 66,55 41,55 53,18 66,89 37,16 51,39 
 
 CBDA E 65,54 39,86 52,15 65,88 37,16 52,13 67,23 37,50 52,62 63,18 38,51 53,06 66,89 37,16 51,39 
 
 CBDA C 67,23 41,55 52,64 68,58 36,49 52,15 66,89 38,51 52,08 62,16 36,15 52,69 66,89 37,16 51,39 
WS NN CH 58,45 39,53 48,58 65,20 43,58 52,57 65,54 40,20 50,69 60,81 45,27 53,85 61,49 35,81 49,10 
 
NN E 61,49 36,82 50,14 62,84 41,22 51,86 62,84 39,86 50,14 61,49 45,95 52,43 61,49 35,81 49,10 
 
NN C 60,81 40,54 50,56 61,82 39,53 50,84 63,51 39,53 51,93 62,16 43,24 52,11 61,49 35,81 49,10 
 
Q 60,81 42,57 51,18 63,85 30,74 51,49 59,46 45,61 52,11 63,18 33,78 51,76 67,91 37,84 52,99 
 
L 66,55 39,86 52,74 61,82 38,85 52,99 69,93 39,86 53,13 69,26 41,22 54,04 66,89 37,16 51,39 
 
CBDA CH 61,15 34,12 49,07 63,51 40,20 50,95 63,18 37,50 51,40 63,18 31,76 50,95 69,26 39,53 53,95 
 
 CBDA E 60,47 32,77 48,97 60,47 41,22 50,08 64,86 33,78 51,57 65,20 28,04 50,24 69,26 39,53 53,95 
 
 CBDA C 60,47 35,47 49,38 59,46 42,91 51,05 65,20 36,49 51,42 64,53 35,81 50,34 69,26 39,53 53,95 
 
NN CH 59,12 42,23 50,74 61,49 40,54 49,36 60,47 33,11 50,05 58,78 36,15 48,34 64,86 33,11 48,07 
θ NN E 61,49 41,55 51,99 61,15 41,55 50,41 62,84 30,74 49,49 62,50 37,16 48,77 64,86 33,11 48,07 
 
NN C 60,47 39,19 51,69 61,49 40,88 51,13 59,46 33,45 48,75 60,14 37,16 46,84 64,86 33,11 48,07 
 
Q 68,24 38,51 51,54 59,80 41,89 50,63 62,50 40,20 51,77 60,47 40,20 49,98 63,51 37,16 51,84 
 
L 66,22 41,55 52,35 60,47 41,55 51,62 63,85 28,04 50,44 61,82 34,80 50,61 69,26 39,53 53,95 
 
CBDA CH 65,88 38,18 54,58 70,27 36,49 54,78 67,23 43,24 56,69 72,64 35,47 55,34 76,01 39,19 55,86 
 
 CBDA E 67,57 37,84 53,89 71,28 39,86 55,15 68,24 34,80 56,37 72,30 41,89 56,55 76,01 39,19 55,86 
 
 CBDA C 67,57 41,89 54,31 68,92 37,50 55,17 66,55 36,49 56,22 70,27 40,20 56,50 76,01 39,19 55,86 
 
NN CH 68,24 40,88 52,28 59,12 41,55 52,53 65,20 38,18 53,34 70,27 35,81 50,93 72,30 38,85 51,60 
α NN E 68,58 40,20 52,62 62,84 41,22 51,28 65,54 38,18 53,41 68,92 31,42 52,97 72,30 38,85 51,60 
 
NN C 63,51 40,54 52,35 59,80 42,91 51,49 63,51 39,53 52,97 66,55 31,08 52,96 72,30 38,85 51,60 
 
Q 64,86 41,55 53,82 64,53 31,76 54,02 66,22 38,18 56,60 73,99 39,86 53,97 74,32 35,47 53,51 
 
L 67,23 44,59 54,48 69,93 34,80 54,92 67,57 42,23 56,82 68,92 44,59 55,78 76,01 39,19 55,86 
 
CBDA CH 70,95 39,86 55,66 73,65 44,59 57,48 69,26 45,95 56,06 73,31 40,54 58,46 75,00 38,85 54,78 
 
 CBDA E 70,27 40,54 56,64 73,65 45,95 58,04 69,59 42,91 57,01 71,62 45,61 58,94 75,00 38,85 54,78 
 
 CBDA C 69,59 40,88 56,55 69,26 41,89 58,46 78,04 41,55 58,28 69,93 48,65 58,67 75,00 38,85 54,78 
 
NN CH 61,49 44,59 54,65 65,88 40,20 50,73 67,23 38,85 54,04 67,57 44,59 57,52 61,49 43,24 52,25 
β NN E 65,20 44,59 55,27 68,24 39,86 51,08 68,92 38,51 52,09 68,24 46,28 56,72 61,49 43,24 52,25 
 
NN C 67,57 45,95 56,08 69,26 37,16 50,83 68,58 43,92 51,94 65,88 43,24 55,34 61,49 43,24 52,25 
 
Q 71,28 43,24 56,37 62,16 37,50 53,34 71,28 43,58 54,97 67,23 44,59 56,82 74,66 38,18 53,28 
 
L 71,62 42,91 58,02 67,57 48,99 58,78 71,62 39,19 56,10 69,59 45,61 59,68 75,00 38,85 54,78 
 
CBDA CH 70,95 40,54 53,89 70,95 40,54 52,80 61,49 43,24 51,44 68,92 35,14 53,33 66,89 38,51 50,73 
 
 CBDA E 70,95 36,49 53,92 69,93 38,51 51,88 62,50 42,23 52,40 72,30 37,16 53,99 66,89 38,51 50,73 
 
 CBDA C 73,65 38,85 54,39 72,30 38,18 51,55 64,86 42,23 52,89 71,96 36,49 55,03 66,89 38,51 50,73 
γ NN CH 61,15 34,80 51,17 66,22 39,53 54,04 64,19 38,85 51,03 69,59 37,16 53,60 69,93 40,20 48,83 
 
NN E 63,85 38,85 52,48 67,23 31,76 53,68 63,51 36,15 50,64 67,23 40,20 52,50 69,93 40,20 48,83 
 
NN C 62,50 36,15 52,75 66,89 35,14 54,17 64,53 41,89 51,81 65,20 36,15 51,76 69,93 40,20 48,83 
 
Q 71,96 37,84 53,23 62,50 30,07 52,58 65,20 41,22 50,25 71,28 44,26 54,71 67,91 43,92 50,54 
 
L 67,57 36,82 54,92 67,57 44,59 56,25 66,55 40,88 52,87 70,61 32,77 54,71 66,89 38,51 50,73 
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Table E - Classification accuracy in % reached by using covariance according to used input,  frequency band and classification type. The best results are bold highlighted. 
  
 
ROIs 
  
4 el. 
  
FR 
  
FL 
  
2 el. 
 
  
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
 
CBDA CH 68,58 39,53 54,14 62,50 41,89 52,62 68,92 41,55 51,52 68,24 33,45 52,21 70,27 42,57 53,63 
 
 CBDA E 67,23 37,84 53,13 64,86 45,61 54,70 69,26 42,23 52,45 65,88 33,45 53,46 68,92 40,88 54,14 
 
 CBDA C 67,91 40,54 53,29 65,54 39,19 54,31 65,88 41,22 52,74 64,53 35,47 53,09 67,91 41,89 54,38 
WS NN CH 68,58 36,15 52,01 64,19 41,22 51,30 66,55 32,77 53,09 58,78 38,51 50,81 64,53 37,84 51,28 
 
NN E 68,24 38,18 51,45 63,51 39,86 53,26 68,92 35,47 52,13 61,15 41,55 52,01 68,24 36,82 53,41 
 
NN C 64,86 39,19 50,90 62,84 39,53 52,06 69,26 37,50 52,09 60,14 41,55 52,53 67,91 37,50 52,82 
 
Q 69,26 40,88 55,02 69,59 42,57 55,00 64,53 42,57 53,72 59,80 44,93 52,84 63,85 41,55 53,72 
 
L 67,91 42,23 54,39 73,65 38,51 55,14 74,66 34,46 55,46 66,22 42,91 54,88 65,20 43,24 55,96 
 
CBDA CH 61,49 33,45 49,80 59,46 37,50 52,28 68,24 40,54 51,35 65,54 37,16 50,63 62,16 39,86 54,12 
 
 CBDA E 62,50 34,80 49,51 61,82 38,51 51,72 67,23 39,86 52,92 64,86 33,45 50,83 63,18 38,85 54,07 
 
 CBDA C 63,18 33,45 50,05 63,85 33,11 51,18 65,20 37,16 52,82 60,81 32,43 50,78 64,19 37,50 53,60 
 
NN CH 60,81 36,82 50,57 63,85 36,15 51,00 61,82 32,09 51,47 64,53 33,45 50,32 63,18 33,78 51,86 
θ NN E 64,53 40,54 51,10 64,19 40,20 51,28 65,54 38,51 52,06 60,81 34,12 51,01 65,88 33,78 49,90 
 
NN C 62,16 37,16 51,69 57,09 38,85 51,77 61,82 34,80 50,64 63,51 39,86 49,73 60,81 35,47 48,80 
 
Q 66,89 46,62 52,20 60,14 37,50 48,60 59,12 39,86 50,15 62,16 35,81 49,02 63,51 36,15 52,58 
 
L 64,19 39,53 51,93 62,84 31,08 52,11 70,27 39,86 52,15 63,85 36,15 51,55 62,16 46,96 54,14 
 
CBDA CH 72,64 44,26 55,66 72,64 41,55 56,03 68,92 46,28 55,73 71,62 40,20 56,20 72,30 38,18 56,67 
 
 CBDA E 68,92 44,26 55,47 71,62 37,50 55,35 66,89 39,19 55,57 72,97 40,88 57,20 73,65 34,46 57,85 
 
 CBDA C 67,57 42,23 55,24 69,93 39,53 54,53 68,24 39,53 56,35 70,95 40,20 56,59 73,65 37,16 58,23 
 
NN CH 71,62 37,16 53,53 77,70 35,47 54,63 62,16 40,88 51,69 69,26 36,82 54,51 69,93 34,46 54,76 
α NN E 68,58 40,88 54,61 72,64 34,80 53,01 61,15 41,22 52,20 67,23 39,53 54,05 73,31 40,20 53,56 
 
NN C 70,27 40,20 54,34 66,55 31,76 52,89 62,16 42,57 51,99 66,89 38,51 53,87 72,64 40,20 53,16 
 
Q 66,89 41,22 54,19 76,01 43,58 55,73 68,24 41,89 55,25 64,86 34,12 53,70 73,31 38,18 55,74 
 
L 70,95 42,23 57,47 73,31 46,96 57,13 72,97 39,19 55,49 72,97 42,91 57,03 70,61 41,89 58,24 
 
CBDA CH 69,93 37,16 54,90 73,31 40,54 56,23 72,64 40,88 55,12 69,26 43,92 55,52 72,64 45,95 54,83 
 
 CBDA E 70,95 41,22 57,15 71,28 42,23 57,62 69,93 42,91 56,54 71,28 39,53 57,79 72,97 45,95 55,91 
 
 CBDA C 72,64 40,88 57,96 71,28 44,26 58,46 73,31 43,58 57,18 68,58 39,53 58,90 73,65 41,22 55,51 
 
NN CH 65,88 39,53 52,94 66,55 47,64 54,98 65,20 43,58 55,07 72,30 41,55 55,56 68,24 38,51 52,40 
β NN E 65,20 44,59 55,15 65,88 46,62 56,08 68,24 38,18 54,70 71,96 40,54 57,06 64,86 37,84 51,86 
 
NN C 67,23 45,95 56,88 68,24 38,85 55,00 63,85 38,18 54,49 69,93 41,89 56,45 67,23 39,19 52,48 
 
Q 67,57 41,89 55,73 68,92 37,84 55,25 67,57 45,95 56,82 66,89 43,58 54,48 68,92 44,93 56,47 
 
L 70,61 44,93 57,89 73,99 43,24 60,64 72,64 39,19 58,95 71,28 39,86 59,16 71,96 51,01 59,86 
 
CBDA CH 71,96 41,55 53,83 63,18 40,88 51,37 56,08 45,27 51,64 65,88 43,24 52,58 63,18 42,23 51,71 
 
 CBDA E 72,30 45,27 54,83 65,20 41,55 51,54 62,84 44,93 52,01 69,26 43,58 53,67 65,20 42,23 51,59 
 
 CBDA C 71,62 43,58 55,63 70,61 42,23 52,99 65,20 44,93 52,43 70,61 44,93 55,02 71,96 40,88 51,84 
γ NN CH 68,24 41,22 53,60 62,16 38,51 52,06 63,51 40,20 48,87 63,51 43,24 53,29 65,88 37,50 53,04 
 
NN E 64,53 35,81 53,18 58,45 41,55 50,42 62,84 38,85 49,73 65,54 41,22 52,97 66,89 38,51 52,48 
 
NN C 66,22 37,84 53,26 63,85 39,86 51,89 68,92 40,20 50,76 65,88 42,23 53,40 65,20 37,50 51,69 
 
Q 73,99 39,86 55,30 63,85 38,85 53,92 63,51 41,89 52,01 69,59 41,22 55,27 59,80 41,89 50,05 
 
L 73,99 31,08 56,17 70,27 44,93 57,82 66,89 40,20 54,09 73,31 38,85 56,40 64,86 39,86 53,01 
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Table F - Classification accuracy in % reached by using maximum of coherence according to used input,  frequency band and classification type. The best results are bold highlighted. 
  
 
ROIs 
  
4 el. 
  
FR 
  
FL 
  
2 el. 
 
  
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
 
CBDA CH 62,16 40,54 51,44 58,45 33,78 50,17 67,23 35,14 50,47 61,15 40,20 50,95 61,15 36,49 50,78 
 
 CBDA E 60,81 40,54 51,17 58,78 32,77 51,77 61,82 35,14 50,73 62,84 43,58 52,89 61,15 36,49 50,78 
 
 CBDA C 60,14 41,89 51,01 57,77 40,20 50,51 62,84 38,18 51,81 62,84 44,93 53,29 61,15 36,49 50,78 
WS NN CH 62,50 38,51 48,11 61,49 37,50 49,48 58,11 40,54 49,61 71,62 41,89 50,32 65,20 38,85 52,74 
 
NN E 58,78 34,80 48,51 60,81 41,55 50,51 59,46 35,47 48,23 61,82 39,53 49,59 65,20 38,85 52,74 
 
NN C 58,78 34,80 48,99 59,46 38,18 49,73 60,14 39,53 49,61 61,49 38,18 49,26 65,20 38,85 52,74 
 
Q 61,82 39,86 50,66 60,81 42,91 48,65 56,42 39,19 48,33 62,50 39,86 52,47 67,57 40,54 51,69 
 
L 57,77 42,57 51,84 58,11 31,76 51,01 60,81 41,22 50,86 64,19 40,20 52,65 61,15 36,49 50,78 
 
CBDA CH 57,77 29,39 48,28 60,14 39,53 51,22 63,51 40,20 51,89 59,80 30,07 50,59 60,47 36,15 50,98 
 
 CBDA E 57,43 33,11 47,28 63,85 39,86 51,55 68,24 37,50 51,28 59,12 32,77 50,02 60,47 36,15 50,98 
 
 CBDA C 55,07 37,84 47,43 67,57 37,84 51,23 68,92 36,49 50,52 57,43 33,78 48,24 60,47 36,15 50,98 
 
NN CH 59,12 33,45 49,44 59,46 36,49 49,48 64,19 37,50 50,56 60,81 36,15 49,12 57,43 35,47 48,80 
θ NN E 63,18 39,53 50,81 57,77 38,18 48,02 67,23 42,57 51,45 61,49 35,47 48,41 57,43 35,47 48,80 
 
NN C 63,85 40,54 51,89 58,78 36,15 47,45 64,86 38,18 52,35 65,20 36,15 49,02 57,43 35,47 48,80 
 
Q 57,77 36,82 47,87 61,82 27,36 48,97 57,77 36,82 49,34 61,15 30,74 49,51 59,80 34,12 50,37 
 
L 58,45 35,81 47,74 65,20 40,88 51,66 65,20 38,18 51,27 58,78 34,80 49,36 60,47 36,15 50,98 
 
CBDA CH 63,18 34,46 50,37 65,20 37,16 51,18 60,47 39,53 49,95 62,16 32,77 50,84 60,14 36,49 52,35 
 
 CBDA E 62,84 31,76 49,73 65,20 36,49 50,51 59,80 39,19 49,86 62,50 28,38 49,78 60,14 36,49 52,35 
 
 CBDA C 66,55 34,12 49,46 56,08 37,50 49,16 64,86 40,20 49,66 61,82 27,03 49,16 60,14 36,49 52,35 
 
NN CH 59,46 41,22 50,88 61,82 36,15 48,09 54,05 37,16 46,99 57,09 40,88 49,29 60,81 35,81 48,75 
α NN E 61,15 40,54 51,89 62,84 36,15 47,06 62,50 40,54 48,33 61,82 39,53 51,25 60,81 35,81 48,75 
 
NN C 60,81 44,59 52,40 58,11 34,46 47,25 61,15 37,16 48,97 64,53 41,22 50,71 60,81 35,81 48,75 
 
Q 56,42 29,73 49,59 63,85 28,72 48,31 59,80 37,50 50,74 62,16 40,88 50,42 62,50 40,88 53,28 
 
L 61,82 33,11 50,49 67,23 39,53 50,98 56,42 39,19 49,07 62,16 39,53 50,84 60,14 36,49 52,35 
 
CBDA CH 65,54 38,85 50,05 63,85 39,19 52,04 60,81 41,55 50,76 65,54 32,77 52,92 61,49 40,20 50,37 
 
 CBDA E 67,57 31,08 50,57 66,55 36,49 51,05 60,47 32,77 49,98 66,89 33,11 51,86 61,49 40,20 50,37 
 
 CBDA C 61,82 35,81 51,84 59,12 34,46 50,57 64,19 32,09 50,25 73,31 34,46 51,74 61,49 40,20 50,37 
 
NN CH 59,80 39,53 51,71 63,85 39,86 51,52 62,84 39,86 52,21 64,86 40,20 51,49 62,50 38,85 50,39 
β NN E 61,49 40,88 52,45 60,14 32,09 50,95 63,18 40,54 50,84 63,51 39,86 52,47 62,50 38,85 50,39 
 
NN C 66,22 38,18 51,67 65,54 35,47 51,05 60,14 35,81 50,34 62,16 41,22 51,82 62,50 38,85 50,39 
 
Q 64,19 43,92 53,04 63,85 39,53 51,23 60,81 37,16 51,15 61,82 41,89 50,63 60,81 37,84 51,30 
 
L 63,18 39,19 49,85 61,15 36,82 49,76 62,16 39,19 52,04 67,91 40,20 53,07 61,49 40,20 50,37 
 
CBDA CH 60,47 36,82 52,52 63,85 40,54 50,69 61,49 35,14 50,02 66,89 37,50 49,00 61,49 31,42 49,85 
 
 CBDA E 64,86 34,80 52,64 62,16 37,84 50,63 61,82 35,47 50,91 67,57 36,49 49,71 61,49 31,42 49,85 
 
 CBDA C 64,86 36,15 53,72 61,15 37,84 49,26 68,24 39,53 51,77 65,88 38,18 51,10 61,49 31,42 49,85 
γ NN CH 61,15 40,54 50,51 63,18 35,47 46,64 63,18 34,80 47,36 68,58 34,46 49,65 66,55 43,24 52,01 
 
NN E 62,16 43,24 51,81 59,12 38,85 46,88 62,50 36,15 47,50 64,19 33,45 49,58 66,55 43,24 52,01 
 
NN C 59,80 39,53 49,70 64,86 42,23 48,65 63,18 37,16 49,31 64,53 33,45 49,93 66,55 43,24 52,01 
 
Q 64,53 35,47 52,01 57,43 32,77 48,38 59,80 36,15 48,45 66,22 34,12 48,46 60,81 29,73 48,45 
 
L 64,19 34,80 52,96 61,15 40,54 50,47 61,82 36,15 51,18 62,16 39,86 49,65 61,49 31,42 49,85 
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Table G - Classification accuracy in % reached by using mean of coherence according to used input, frequency band and classification type. The best results are bold highlighted. 
  
 
ROIs 
  
4 el. 
  
FR 
  
FL 
  
2 el. 
 
  
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
 
CBDA CH 65,54 40,20 52,26 67,23 37,16 52,75 65,20 42,91 53,94 65,20 40,54 53,90 64,53 41,55 52,35 
 
 CBDA E 63,85 33,78 52,55 62,84 37,16 52,03 66,55 41,55 53,65 66,89 42,91 54,76 64,53 41,55 52,35 
 
 CBDA C 61,82 33,11 51,74 59,80 39,86 50,79 66,89 38,51 53,18 66,89 39,53 53,80 64,53 41,55 52,35 
WS NN CH 63,18 38,18 52,16 68,92 29,39 48,48 67,23 41,22 52,23 67,23 38,85 52,30 59,80 40,20 50,93 
 
NN E 61,15 37,84 52,38 64,86 31,42 48,99 62,84 46,62 52,08 64,19 39,19 51,28 59,80 40,20 50,93 
 
NN C 61,82 41,55 51,59 60,14 32,09 49,38 63,85 38,18 51,94 62,16 37,84 50,20 59,80 40,20 50,93 
 
Q 64,19 40,20 52,48 65,54 35,14 49,63 60,81 35,47 52,01 69,93 33,78 53,45 62,16 41,22 50,42 
 
L 66,22 34,80 51,50 62,84 41,22 51,54 61,15 37,50 50,51 66,55 42,91 52,52 64,53 41,55 52,35 
 
CBDA CH 59,46 43,92 50,37 61,15 44,59 52,33 62,50 38,51 50,41 61,15 35,14 50,91 59,80 34,80 52,08 
 
 CBDA E 58,45 37,50 50,12 62,84 41,55 52,11 67,91 42,23 51,60 60,81 24,66 49,39 59,80 34,80 52,08 
 
 CBDA C 60,47 38,18 50,27 59,12 44,59 52,20 67,91 41,22 51,69 61,15 30,41 49,63 59,80 34,80 52,08 
 
NN CH 65,88 35,47 50,52 58,11 39,53 49,88 62,84 40,54 50,83 64,19 37,84 50,00 70,27 35,47 47,48 
θ NN E 64,53 37,50 49,90 57,09 32,43 48,18 62,84 38,18 49,70 59,80 34,80 49,56 70,27 35,47 47,48 
 
NN C 57,09 36,49 48,11 56,08 34,12 48,16 60,81 37,84 49,86 56,42 38,85 49,05 70,27 35,47 47,48 
 
Q 61,82 28,38 48,43 60,14 40,88 49,36 64,19 38,51 49,73 57,77 45,27 52,16 56,76 42,91 51,06 
 
L 60,14 36,49 48,67 63,51 45,95 52,89 62,50 31,42 50,96 63,18 29,73 50,52 59,80 34,80 52,08 
 
CBDA CH 65,54 33,11 53,95 57,09 42,23 49,83 60,47 41,22 50,30 65,20 34,46 50,76 62,50 31,08 48,92 
 
 CBDA E 65,54 39,53 53,13 59,12 35,14 49,26 61,82 44,93 51,15 65,88 33,11 50,91 62,50 31,08 48,92 
 
 CBDA C 67,23 42,23 53,18 56,42 38,51 48,48 63,85 40,54 51,55 62,50 31,08 50,08 62,50 31,08 48,92 
 
NN CH 61,82 39,53 51,33 63,18 33,78 47,69 66,55 33,11 51,22 63,18 39,86 51,57 63,51 38,18 50,86 
α NN E 60,81 36,49 50,73 65,88 38,18 50,08 66,22 40,54 51,76 64,19 36,82 52,33 63,51 38,18 50,86 
 
NN C 61,15 38,51 49,78 61,15 39,53 49,29 65,54 38,18 51,27 67,23 38,18 51,72 63,51 38,18 50,86 
 
Q 63,18 43,92 51,32 63,85 36,49 50,19 59,46 40,54 50,95 63,85 40,54 52,35 60,14 42,91 52,04 
 
L 63,51 36,15 53,02 60,14 37,84 50,46 59,46 42,57 51,06 63,85 31,08 51,98 62,50 31,08 48,92 
 
CBDA CH 69,93 36,15 51,32 69,26 35,47 52,45 67,57 35,14 52,16 68,92 30,74 53,78 62,50 37,16 50,83 
 
 CBDA E 67,91 33,78 50,52 61,82 37,84 52,38 62,50 38,18 52,62 67,57 31,76 53,85 62,50 37,16 50,83 
 
 CBDA C 69,26 36,15 51,77 59,46 36,82 50,90 62,50 42,23 52,47 68,24 39,53 53,34 62,50 37,16 50,83 
 
NN CH 62,84 42,57 50,86 65,88 35,81 49,12 58,78 43,92 50,46 58,45 36,82 49,93 60,81 32,09 49,51 
β NN E 63,85 40,88 50,66 63,18 39,19 50,69 59,80 38,51 49,63 60,47 32,09 50,34 60,81 32,09 49,51 
 
NN C 65,54 37,84 52,03 61,49 36,15 52,16 58,45 37,84 50,41 59,12 39,19 50,98 60,81 32,09 49,51 
 
Q 62,84 41,55 51,23 65,54 39,19 50,03 60,81 42,91 51,64 63,51 35,14 50,91 60,81 38,51 49,27 
 
L 65,54 34,80 51,55 62,50 43,24 52,64 62,84 40,88 52,57 68,58 33,45 52,36 62,50 37,16 50,83 
 
CBDA CH 68,58 35,47 52,31 61,15 42,57 51,33 63,85 43,58 52,13 63,51 29,73 50,64 57,77 35,47 46,82 
 
 CBDA E 65,88 35,47 51,47 59,80 39,86 51,67 62,50 41,22 52,64 61,15 32,09 50,63 57,77 35,47 46,82 
 
 CBDA C 64,19 35,81 50,68 63,85 36,82 50,52 60,81 42,91 53,65 63,85 32,77 51,17 57,77 35,47 46,82 
γ NN CH 61,49 38,85 50,76 63,85 38,18 51,82 62,16 36,15 49,48 59,80 33,78 47,28 65,88 41,89 50,07 
 
NN E 59,46 32,77 49,76 67,57 37,84 51,86 67,57 38,18 49,56 65,54 36,15 50,37 65,88 41,89 50,07 
 
NN C 63,85 30,41 51,35 65,54 40,20 51,11 66,55 39,19 51,59 64,19 41,89 51,33 65,88 41,89 50,07 
 
Q 61,15 40,20 50,22 61,49 42,23 52,11 58,11 42,57 50,52 61,49 34,80 49,26 58,11 36,15 47,53 
 
L 64,86 34,12 51,18 59,80 39,86 51,76 59,80 38,85 50,90 74,66 31,42 50,34 57,77 35,47 46,82 
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Table H - Classification accuracy in % reached by using integrated specific coherence values according to used input and classification type. The best results are bold highlighted. 
 
 
  ROIs   4 el.   FR   FL   2 el.  
 
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
 
CBDA CH 63,51 42,57 51,59 66,55 40,88 51,39 61,82 42,23 51,54 66,22 35,47 53,28 60,47 36,82 49,81 
Maximum in δ α β 
CBDA E 61,49 38,51 52,45 63,51 40,54 50,83 62,16 42,57 51,86 61,15 45,27 54,63 59,46 38,85 50,81 
CBDA C 63,51 36,15 53,14 60,14 41,89 50,79 62,84 41,22 51,94 61,82 45,27 54,04 60,81 38,51 50,34 
NN CH 61,49 41,55 51,45 64,53 39,86 50,30 59,12 40,20 50,57 64,53 40,88 53,75 62,50 39,86 50,88 
NN E 70,61 35,81 52,94 65,88 32,43 49,51 61,15 35,81 50,00 66,55 46,96 53,63 63,18 35,81 50,19 
NN C 64,53 33,11 51,54 61,15 41,22 50,93 60,81 41,89 49,78 68,58 37,84 52,52 62,16 35,81 51,72 
Q 64,53 41,55 50,29 65,54 40,20 50,12 60,47 41,22 52,23 61,15 31,08 50,41 63,18 35,81 50,71 
L 64,19 39,53 52,26 62,16 42,91 53,38 62,16 34,46 52,15 63,85 39,53 53,06 61,15 39,53 50,81 
Mean in δ α β 
CBDA CH 63,51 42,57 51,59 65,20 39,19 50,96 62,50 40,20 51,77 64,86 36,49 52,01 62,84 32,77 50,78 
CBDA E 61,49 38,51 52,45 63,85 44,93 52,11 62,16 38,18 51,49 63,51 34,80 52,80 60,47 33,11 51,74 
CBDA C 63,51 36,15 53,14 58,45 38,85 52,25 60,81 36,49 50,03 66,89 34,12 54,51 61,15 34,46 52,35 
NN CH 61,49 41,55 51,45 68,58 44,93 53,13 60,81 39,53 50,02 59,12 37,50 49,70 62,50 36,82 52,06 
NN E 70,61 35,81 52,94 65,20 36,82 51,64 63,51 41,89 52,01 61,82 36,15 49,26 61,15 38,85 51,76 
NN C 64,53 33,11 51,54 63,18 40,88 52,72 61,82 43,24 53,26 61,49 36,82 50,41 57,09 39,86 50,98 
Q 64,53 41,55 50,29 62,84 43,24 52,33 68,58 38,51 50,25 58,11 39,19 50,42 60,47 38,18 49,93 
L 64,19 39,53 52,26 65,54 39,53 51,55 67,23 36,15 52,28 63,18 39,86 52,31 59,12 29,73 50,76 
Middle in δ α β 
CBDA CH 64,19 33,78 48,34 59,12 41,89 51,28 59,80 42,57 51,89 57,77 44,93 51,10 65,54 44,59 52,16 
CBDA E 66,55 41,55 52,16 59,80 36,15 49,90 60,81 41,22 51,91 61,15 40,54 51,44 65,88 36,15 53,04 
CBDA C 62,50 41,22 52,75 65,20 37,16 51,32 58,11 36,82 51,71 63,85 43,24 50,59 62,50 34,46 51,52 
NN CH 62,16 41,89 49,88 63,85 38,18 49,14 64,53 39,53 51,57 58,11 36,49 49,71 57,43 37,16 47,20 
NN E 60,47 39,19 49,36 64,19 39,19 49,53 59,12 40,20 50,30 61,49 38,51 50,03 60,47 31,42 48,36 
NN C 56,42 40,20 49,16 61,49 39,53 48,89 62,50 37,84 49,83 61,49 36,82 49,46 64,53 34,80 49,05 
Q 62,16 32,43 50,19 58,45 37,50 48,80 65,88 42,57 50,30 64,86 36,15 49,49 64,86 41,22 53,16 
L 63,18 34,80 51,22 59,80 37,50 49,36 64,19 37,84 53,46 64,19 39,86 50,12 64,86 38,18 52,72 
 
CBDA CH 63,18 36,49 52,64 59,46 40,88 52,74 62,84 40,54 51,11 64,19 38,18 50,96 64,53 36,15 51,28 
Maximum θ α β γ 
CBDA E 61,49 42,23 51,96 69,26 39,53 52,26 60,47 39,86 49,88 63,18 32,43 52,82 60,14 41,55 50,52 
CBDA C 61,82 41,89 52,87 66,89 39,19 51,69 61,49 34,80 49,09 64,53 37,50 52,94 63,85 43,58 51,08 
NN CH 60,14 39,19 51,42 62,84 39,53 49,80 65,88 39,53 49,81 58,78 29,73 49,39 60,47 35,14 49,86 
NN E 68,24 39,19 52,08 62,16 32,09 49,34 61,82 38,85 50,25 61,15 37,84 50,25 59,12 37,50 51,47 
NN C 62,16 37,50 51,74 61,15 32,43 51,11 59,80 35,47 51,28 62,50 42,57 50,86 60,47 43,24 52,47 
Q 62,16 35,14 51,44 70,95 36,15 50,15 60,14 35,81 47,91 63,18 33,11 49,54 64,19 41,89 51,96 
L 63,51 41,89 53,01 63,51 43,24 51,50 62,16 39,19 50,57 64,19 39,86 52,11 65,20 39,86 50,71 
 
CBDA CH 69,93 43,92 53,94 66,55 40,88 51,44 61,82 42,23 51,76 66,22 35,47 53,31 65,20 29,05 51,49 
Mean in θ α β γ 
CBDA E 61,15 39,19 54,07 63,51 40,54 51,25 62,16 42,57 51,40 61,15 45,27 54,63 57,43 28,72 50,25 
CBDA C 63,85 37,50 55,12 60,14 41,89 51,15 62,84 41,22 51,66 61,82 45,27 53,95 56,76 32,43 49,58 
NN CH 65,88 42,57 54,31 64,53 39,86 50,63 59,12 40,20 50,49 64,53 40,88 53,14 64,19 35,14 48,50 
NN E 64,53 43,24 52,18 65,88 32,43 49,61 61,15 35,81 50,41 66,55 46,96 53,60 63,85 37,50 49,05 
NN C 63,18 40,54 51,00 61,15 41,89 51,47 60,81 41,89 50,00 68,58 37,84 52,45 64,53 37,84 49,80 
Q 61,15 36,49 49,49 65,54 40,20 50,44 60,47 41,22 52,65 61,15 31,08 50,10 58,45 36,82 47,94 
L 66,89 38,51 53,94 62,16 42,91 53,04 62,16 34,46 52,11 63,85 39,53 53,51 58,45 28,72 50,03 
 
CBDA CH 59,46 41,22 51,22 63,51 42,57 51,84 61,49 42,91 52,99 62,50 41,55 51,22 65,54 40,20 51,05 
Middle of θ α β γ CBDA E 66,22 42,57 54,53 64,86 39,53 51,79 61,82 41,89 52,94 66,22 42,91 53,01 59,80 39,86 49,73 
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CBDA C 69,59 40,88 55,66 65,54 37,50 52,91 63,51 41,22 52,53 66,55 37,16 51,84 58,11 38,18 49,36 
NN CH 63,18 39,53 51,57 61,49 46,28 53,67 61,82 37,84 50,51 65,88 36,82 51,66 66,55 39,86 53,18 
NN E 63,18 41,22 52,25 64,86 33,78 49,76 62,16 39,19 49,90 59,46 42,91 49,98 68,24 39,86 52,16 
NN C 63,18 34,80 51,25 64,53 34,12 51,03 63,51 38,51 50,78 68,24 36,49 49,75 67,23 38,85 51,69 
Q 64,53 35,47 52,03 62,16 29,73 50,17 58,11 31,08 46,81 64,19 39,53 51,11 63,85 36,49 50,41 
L 69,26 41,89 53,41 62,16 37,50 50,39 61,15 40,88 51,93 60,81 32,09 48,99 60,47 38,85 50,42 
 
Table I - Classification accuracy in % reached by using specific PLV values according to used input and classification type. The best results are bold highlighted. 
   
ROIs 
  
4 el. 
  
FR 
  
FL 
  
2 el. 
 
  
Max Min AM Max Min AM Max Min AM Max Min AM Max Min AM 
Maximum of PLV 
CBDA CH 65,88 35,14 50,90 62,50 35,47 53,90 68,58 38,85 53,43 62,16 37,84 51,82 58,78 39,19 49,34 
CBDA E 65,54 30,74 52,11 63,51 41,55 54,86 67,23 35,47 53,38 62,16 34,46 51,98 58,78 39,19 49,34 
CBDA C 65,20 35,47 51,81 66,22 43,92 54,56 64,86 36,15 52,09 62,50 38,18 52,42 58,78 39,19 49,34 
NN CH 62,16 41,55 51,77 59,46 34,46 51,20 64,53 37,84 50,71 69,59 35,47 52,45 61,49 36,49 48,07 
NN E 59,12 40,88 50,32 63,51 42,57 52,38 60,47 37,16 49,92 65,88 40,20 50,59 61,49 36,49 48,07 
NN C 60,14 36,49 49,24 63,85 38,51 52,64 63,85 38,51 49,54 59,80 40,54 50,34 61,49 36,49 48,07 
Q 59,12 40,20 49,07 63,18 38,51 53,78 63,18 41,89 51,44 62,84 39,53 50,22 61,82 37,50 47,77 
L 61,49 32,09 50,91 61,82 42,23 54,75 65,88 39,53 53,36 64,19 37,50 49,98 58,78 39,19 49,34 
Mean of PLV 
CBDA CH 68,24 38,85 52,35 63,18 38,85 52,47 63,51 41,89 53,72 62,50 39,53 52,31 61,15 40,54 49,46 
CBDA E 63,18 40,88 52,64 64,19 41,55 52,08 66,22 39,53 53,16 62,84 39,53 52,80 61,15 40,54 49,46 
CBDA C 61,82 40,54 51,50 62,50 44,26 52,69 64,53 37,84 52,75 62,84 36,82 52,21 61,15 40,54 49,46 
NN CH 71,62 41,22 52,47 63,85 36,82 51,03 62,50 42,23 51,03 67,91 41,22 51,00 65,54 30,41 46,15 
NN E 63,85 36,15 52,03 63,51 33,45 51,33 62,50 37,16 51,37 69,59 37,50 50,14 65,54 30,41 46,15 
NN C 66,22 40,54 51,82 63,18 36,15 49,98 65,54 39,19 51,20 62,84 35,14 49,75 65,54 30,41 46,15 
Q 62,16 35,47 51,49 65,88 38,85 50,46 62,16 43,58 52,30 60,81 43,58 52,28 60,81 35,81 48,40 
L 65,20 37,16 53,26 64,53 36,82 52,94 66,22 42,23 52,79 65,88 39,19 51,30 61,15 40,54 49,46 
Mean PLV+mean coherence 
CBDA CH 65,20 38,85 52,62 63,85 35,14 51,99 63,85 41,55 54,02 62,50 42,23 52,97 61,15 38,51 50,17 
CBDA E 63,85 39,19 53,16 64,19 39,53 51,71 63,85 43,92 53,87 62,50 38,51 52,82 60,81 38,51 50,64 
CBDA C 63,85 38,18 52,43 63,51 41,89 52,21 63,85 41,55 53,01 64,19 39,86 53,58 60,81 40,54 49,75 
NN CH 61,49 41,55 52,36 66,55 41,22 53,83 60,14 40,20 51,27 62,50 38,18 52,04 59,46 34,12 49,80 
NN E 65,20 37,16 52,58 65,88 41,89 52,48 64,53 35,47 52,75 66,55 37,50 53,46 59,46 33,45 49,44 
NN C 62,84 40,88 52,18 62,50 38,51 51,98 65,88 37,16 52,31 68,58 39,19 53,26 60,47 33,78 49,07 
Q 62,50 41,55 52,55 62,50 38,51 51,45 62,84 32,43 49,36 62,84 36,82 51,79 62,50 40,20 49,86 
L 66,22 28,04 53,36 63,51 38,18 52,50 63,85 40,88 49,90 67,91 39,86 51,84 60,81 39,53 49,48 
 
