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В теоретических и прикладных исследованиях в различных областях 
науки и техники [1–4], в частности, в области анализа состояния экономических 
объектов и систем важную роль играет задача идентификации автоматных 
марковских моделей (АММ). Задача основана на сборе последовательных 
измерений выходных параметров объекта, при этом наблюдаемая 
последовательность рассматривается как случайный процесс, описывающий 
изменения состояний системы в дискретные моменты времени, и расчете 
вероятности отнесения объекта к тому или иному априори заданному классу. 
Один из методов идентификации был предложен Л.Р. Рабинером в 
рамках решения задачи оценивания вероятности некоторой последовательности 
наблюдений, определяемой заданной скрытой марковской моделью, 
наилучшим образом соответствующей наблюдаемому измерению [5]. В работе 
предложена модификация данного алгоритма, которая применима к решению 
задачи идентификации автоматной марковской модели, заданной на базе 
простых стохастических матриц класса эргодических регулярных (ЭСМ) и 
циклических (ЦСМr). Идентификация производится на основе 
последовательности измерений экономических параметров заданной длины N. 
Причем часть элементов анализируемой последовательности могут быть не 
определены. 
 
Пусть простая однородная цепь Маркова (ЦМ) задана в виде [6] 
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Автономным вероятностным автоматом будем называть систему [6] 
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В качестве АММ(P), порождающей ЦМ, будем рассматривать автомат 
вида (2), заданный на основе (1) по алгоритму разложения ЭСМ P [6]. На 
АММ(P) накладывается ограничение: значения положительных элементов P 
кратны заданной величине D. 
Если АММ определена как «черный ящик», когда неизвестна функция 
перехода ),( ss  АММ, но известны последовательности )(ˆ NS  то можно 
рассматривать задачи идентификации АММ по реализациям ЦМ. 
Для каждой последовательности )(ˆ NS  необходимо определить значения
 , вероятности того, что )(ˆ NS  сгенерирована на основе АММ( )P , где ЭСМ P 
принадлежит заданному подклассу 
L
Q . 
Для решения поставленной задачи производится модификация модели 
распознавания, предложенного в [5] в рамках скрытой марковской модели, и 
адаптация алгоритма «прямого-обратного» хода для определения 
ˆ( ( ) | АММ( ))LP S N P Q  − вероятности того, что заданная последовательность 
)(ˆ NS  порождаема автоматной марковcкой моделью, где ЭСМ P размерности 
nn  принадлежит заданному подклассу LQ  и имеет максимальную энтропию. 
Алгоритм включает три этапа: 
1) инициализация: 
i
zii  )()(
01
 , mi ,1 , 
1: ( 1)
0 : иначе
j
i
s t s
z
 
 

; 
2) индукция:  
j
m
i ijtt
zpij    11 )()(  , 1,1  Nt , mj ,1 ; 
3) находим ˆ( ( ) | АММ( )) ( ( ))NP S N P s N . 
Для идентификации последовательности, k состояний которой скрыто от 
наблюдения – )(ˆ NS
k
, при выполнении этапа 2 вычисления й )(
1
i
t
 , 1,1  Nt , 
mi ,1 , имеет место выражение:  
j
n
i ijtt
zpij    11 )()(  , 
1: ( 1) скрыто
: иначеj j
s t
z
z
 
  

. Кроме того, если )(Ns  скрыто от наблюдения, то 
вероятность 
1
ˆ( ( ) | АММ( )) ( )
m
k Ni
P S N P i

 . 
Рассмотрим пример применения указанного алгоритма для 
идентификации заданных последовательностей [7]. 
Пусть задана ЭСМ P размерности 3m . Р имеет максимальную 
энтропию и определяет АММ(P): 
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Первая последовательность определена полностью: 
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результат позволяет сделать заключение о том, что первая последовательность 
не может быть сгенерирована на основе заданной АММ(P). 
Вторая последовательность определена полностью: 
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Также предложена модификация алгоритма «прямого-обратного» хода 
для АММ, где r(ЦСМ )nP P , который, аналогично приведенному выше 
алгоритму, включает этапы 1) − 3). Этапы повторяются для каждой P  ),( rnS  
раз, где ),( rnS − число Стирлинга II рода. 
В результате, модифицированный алгоритм «прямого-обратного хода» 
применим к решению задач распознавания АММ, постановки которых 
приведены в [7-10]. Идентификация возможна как для ЦМ указанного класса, 
все состояния которых наблюдаемы в полном объеме, так и для ЦМ, часть 
состояний которых скрыты от наблюдения. Представленная модель позволяет 
количественно оценить вероятность идентификации ЦМ на предмет 
возможности генерирования заданной АММ. 
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