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Abstract
Telecommunication networks play a critical role in modern
society. With the arrival of 5G networks, these systems are
becoming even more diversified, integrated, and intelligent.
Traffic forecasting is one of the key components in such a
system, however, it is particularly challenging due to the com-
plex spatial-temporal dependency. In this work, we consider
this problem from the aspect of a cellular network and the
interactions among its base stations. We thoroughly investi-
gate the characteristics of cellular network traffic and shed
light on the dependency complexities based on data collected
from a densely populated metropolis area. Specifically, we
observe that the traffic shows both dynamic and static spa-
tial dependencies as well as diverse cyclic temporal patterns.
To address these complexities, we propose an effective deep-
learning-based approach, namely, Spatio-Temporal Hybrid
Graph Convolutional Network (STHGCN). It employs GRUs
to model the temporal dependency, while capturing the com-
plex spatial dependency through a hybrid-GCN from three
perspectives: spatial proximity, functional similarity, and re-
cent trend similarity. We conduct extensive experiments on
real-world traffic datasets collected from telecommunication
networks. Our experimental results demonstrate the superi-
ority of the proposed model in that it consistently outper-
forms both classical methods and state-of-the-art deep learn-
ing models, while being more robust and stable.
1 Introduction
Internet-connected mobile devices are penetrating every as-
pect of individuals life, work, and entertainment. The in-
creasing number of smartphones and the emergence of ever
more diverse applications have triggered a surge in mobile
data traffic. As forecasted by CISCO (Cisco 2018), the an-
nual worldwide IP traffic will reach 4.8 ZB by 2022 and
traffic from wireless and mobile devices will account for
71% of the total IP traffic by the same year. With the ar-
rival of 5G networks, cellular networks are further moving
in the direction of being more diversified, high-throughput,
integrated, and intelligent. Thus, the networks require an in-
telligent supervisory system to ensure its stability and reli-
ability. Accurate traffic forecasting is one of the key com-
ponents in such as system and is vital for network plan-
ning (Nie et al. 2017), routing configuration, and resource
allocation (Zhang et al. 2017). However, it is a challenging
task due to 1) diverse cyclic temporal patterns within each
base station and 2) complex and dynamic spatio-temporal
dependencies among base stations.
A cellular network consists of a number of base stations,
each covering a certain geographic area. A base station han-
dles data traffic from users in its vicinity and relay the in-
formation to its destination. The base stations co-operate to
attain a high service quality, however, their connections are
not static but can be adjusted as necessary, this makes the
interactions among base stations flexible, dynamic and hard
to infer.
The traffic volume in a base station is dominated by
the accessed users whose diverse activities and mobility
bring both temporal and spatial dependencies into the cel-
lular network traffic. The users’ daily activities accounts for
the temporal dependency within each individual base sta-
tion (Cai et al. 2016). The spatial dependency is mainly
due to user mobility, which introduces correlations into the
traffic among spatially distributed base stations. As shown
by Shafiq et al. (2015), there exists spatial correlations in
traffic, not only between neighboring but also distant base
stations. This is partly due to the daily commute of users be-
tween residential areas and workplaces, which are typically
located separately. Furthermore, the spatial dependency can
change with time (i.e., it is dynamic), as revealed by our
analysis in Section 3. Thus, the spatial-temporal dependency
in cellular network traffic can be considerably complex and
challenging to model.
Network traffic forecasting has been studied for a long
time. Classical solutions model traffic patterns using ei-
ther statistical time series methods (Taylor and Letham
2018; Zhou, He, and Sun 2006) or statistical learning meth-
ods (Zhang et al. 2017; Hong 2012). However, these solu-
tions either consider the base stations separately or man-
ually design features to capture the spatio-temporal corre-
lations, and thus fail to explicitly capture the spatial de-
pendencies and the interactions between the base stations.
More recently, advances in deep learning enable promis-
ing solutions in modeling complex spatio-temporal corre-
lations by Graph Convolutional Network (GCN) based ap-
proaches (Fang et al. 2018; Geng et al. 2019; Guo et al.
2019; Andreoletti et al. 2019). In these works, however, the
premise is a static graph structure, either known or identified
to model a relevant correlation, and therefore they cannot
capture any dynamic spatial dependencies.
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In this work, we investigate the characteristics of
cellular network traffic and its complex and dynamic
spatio-temporal correlations. This motivates the proposed
STHGCN model which leverages the power of Gated Re-
current Units (GRUs) and GCNs.
Our contributions can be summarized as follows:
• We investigate the characteristics of cellular network traf-
fic collected from an densely populated metropolitan area
and shed light on its complex spatial-temporal dependen-
cies. In particular, we observe that the cellular network
traffic exhibits i) diverse cyclic temporal patterns within
each base station; and ii) complex and dynamic spatial
dependencies among base stations.
• We propose a deep-learning-based model to address the
observed spatio-temporal dependency. Specifically, we
identify three types of spatial dependencies: spatial prox-
imity, functional similarity and recent trend similarity
(dynamic and changes with time), and design a hybrid
GCN to explore the spatial information. Furthermore, we
exploit the temporal patterns by using three different data
components: recent, daily-periodic and weekly periodic.
These two components are integrated seamlessly in a uni-
fied framework and trained in an end-to-end manner. To
the best of our knowledge, this is the first work that con-
siders both static and dynamic spatial dependencies si-
multaneously.
• We carry out extensive experiments on two real-world
datasets with network traffic. The results demonstrate the
superiority of STHGCN in telecom network traffic predic-
tions, as it consistently outperforms both classical meth-
ods and state-of-the-art deep learning models. Benefiting
from hybrid graphs, STHGCN is furthermore observed to
give more stable results as compared with the baseline
deep learning models.
2 Related Work
Cellular network traffic data is essentially spatially dis-
tributed time series data. Models for independent time series
can have been applied (Zhou, He, and Sun 2006; Zivot and
Wang 2006) but these are not well posed to address the cor-
relation between the traffic of a base station and its neigh-
bors (Ghaderi, Sanandaji, and Ghaderi 2017; Wang et al.
2018). Since then, spatio-temporal forecasting methods that
incorporate information from neighbors have been rising in
popularity (Wang et al. 2015; Zhang et al. 2017). However,
these methods are lacking in flexibility and representation
power, causing researchers to look for more adaptable and
powerful methods.
Inspired by success of CNNs in image processing, a line
of studies have applied CNNs in their spatio-temporal mod-
els for traffic prediction tasks (Ma et al. 2017; Zhang, Zheng,
and Qi 2017; Zhang et al. 2020). For instance, CNNs has
been used for traffic speed predictions (Ma et al. 2017)
and convolution-based residual networks has been utilized
for traffic flow prediction in road networks (Zhang, Zheng,
and Qi 2017). Some researchers further harness the power
of CNNs and RNNs in joint deep learning models to cap-
ture the complex spatio-temporal dependency simultane-
ously (Cheng et al. 2018; Yao et al. 2018, 2019). Yao et al.
(2018) applied a local CNN together with an LSTM model
for taxi demand prediction and convLSTM and 3D CNN are
combined to perform long-term mobile traffic forecasting
in (Zhang and Patras 2018).
However, CNNs and its variants are only suitable for tasks
where the data has a regular structure, such as images, voice,
etc. When applying CNN-based methods in traffic predic-
tion, one common method is to preprocess the data to a grid-
like structure (Wang et al. 2017; Zhang and Patras 2018).
However, this may degrade the prediction performance due
to loss of spatial granularity and can thus not be directly ap-
plied to cellular network traffic predictions since the base
stations are not regularly distributed1.
Recently, there has been research interest in generaliz-
ing deep learning techniques to graphs (Kipf and Welling
2017; Bruna et al. 2014), which provides a good solution to
tackle traffic prediction tasks where the data structure is ir-
regular (Geng et al. 2019; Lin, He, and Peeta 2018; Yu, Yin,
and Zhu 2018; Cui et al. 2019; Li Y 2018; Zhang et al. 2019;
Wu et al. 2019). For instance, Yu, Yin, and Zhu (2018) pro-
pose a sandwich-structured graph convolution model to use
features from spatial and temporal domains, while Cui et al.
(2019) integrate GCNs and LSTMs for roadway traffic fore-
casting using a graph based on the network topology. Guo
et al. (2019) further performs highway traffic forecasting
using a multi-component attention-based spatial-temporal
GCN.
Although the above methods introduced GCNs for model-
ing the spatial dependency, the premise is a known topology
or static multi-view graphs. Since the connections in a cel-
lular network are dynamic, these methods are not suitable
to be applied directly. In this paper, we carefully investigate
the characteristics of cellular network traffic from a densely
populated area and identify its unique spatio-temporal de-
pendency, that the traffic shows both an evolving geospatial
dependency and distinct daily and weekly periodicity. To
properly utilize the spatio-temporal dependencies, we pro-
pose STHGCN for fine cellular network traffic forecasting.
Specifically, the proposed model first exploits the spatial
correlations between base stations using hybrid GCNs via
three types of graphs: spatial proximity, functional similarity
and recent trend similarity. Then GRU (Chung et al. 2014)
is applied to capture the temporal dependency.
3 Preliminary Observation And Motivation
In this section, we first provide a general overview of the
collected cellular network traffic dataset, and then present a
detailed analysis of its temporal and spatial dependencies.
This spatio-temporal dependency highlights the challenges
of our traffic forecasting task and motivates our model pre-
sented in Section 4.
1For example, in heterogeneous cellular networks, the distance
between two base stations is about 500m in an urban area, but can
reach more than 2km in rural areas.
Table 1: Examples of traffic samples.
Time C001 (MB) C002 (MB)
2018-08-01 00:00:00 52.463 43.665
2018-08-01 00:15:00 65.487 8.897
2018-08-01 00:30:00 18.690 8.222
Figure 1: Traffic dynamics of base stations C600 and C295.
3.1 Dataset Overview
We collected our dataset from a production LTE network
with 984 base stations in a metropolitan area of China. Most
of the base stations are located in a relatively dense part of
the metropolitan area of the city while a couple are located
farther away. Specifically, the dataset contains historical up-
link traffic records at 15 minutes intervals with a time span
ranging from 8/1/2018 to 9/18/2018. There are around
4.6× 106 records in the dataset with a few examples shown
in Table 1.
3.2 Temporal Dependency Analysis
To better understand the temporal characteristics of the cel-
lular network traffic, we first investigate the temporal dy-
namics of the base stations. Two weeks of traffic data from
two base stations, C600 and C295, are illustrated in Figure 1.
We observe that the traffic exhibits distinct daily patterns
with low traffic volumes before dawn and heavy traffic dur-
ing the daytime. Specifically, there is a widespread intensive
increase in cellular network traffic throughout the city start-
ing from around 7:00 am, indicating that people are awake
and involved in various activities. Furthermore, we observe
a peak close to midnight in most regions, which might re-
flect users’ peculiar activity patterns in the metropolitan area
where the dataset is collected from. We can also observe a
temporal shifting of periodicity, as the peak traffic hours in
a given base station vary slightly from day to day. In addi-
tion to the daily pattern, a strong weekly pattern is observed
in some base stations. As illustrated in Figure 1, base sta-
tion C295 have significantly lower traffic volumes during the
weekends.
3.3 Spatial Dependency Analysis
In this section, we introduce three types of spatial dependen-
cies observed in our data motivating our model design.
Static Dependency Analysis Intuitively, cellular network
traffic in base stations that are close in distance are correlated
due to population movements and similarity in the functions
of that particular geographical area. We denote this type of
spatial dependency as spatial proximity and it is static in na-
ture.
In addition to the spatial proximity, it is also observed that
base stations in areas that share similar functionality may
have similar demand patterns. For instance, base stations lo-
cated in transit centers may expect an intensive demand in
the mornings and evenings during work days, and shopping
malls usually have a high traffic demand during weekends.
As we can observe from Figure 1, the two base stations have
their daily peaks at different times. This difference in daily
pattern has a strong correlation with the location of the base
stations. In fact, C295 is located in an industrial area, while
C600 is located in a residential area. Thus, C600 has a high
traffic volume during working hours while C295 has a high
traffic volume during off-work hours. We denote this type
of spatial dependency as functional similarity. The detailed
method we use to obtain the functional similarity is docu-
mented in Section 4.3. Note that this is different from prior
work (Geng et al. 2019) where the functional similarity is
captured by Point of Interests (POIs) information, which is
not available in this study.
Dynamic Dependency Analysis Although the geographi-
cal distance and functional similarity have been considered
in earlier graph-related spatio-temporal prediction methods,
they only capture the static dependencies. However, depen-
dencies between locations can change over time. This in-
tuition motivates the definition of recent trend similarity,
which aims to capture the instantaneous correlation among
base stations. To gain more insights into the dynamic cor-
relation, we further investigate the traffic correlation of cen-
trally located base station C50 with all other base stations at
different times of a particular date. To quantify this correla-
tion, we compute the pair-wise Pearson Correlation Coeffi-
cient (PCC) between the recent traffic2 volumes of two base
stations, xi and xj . Formally, PCC is defined as
ρxi,xj =
cov(xi, xj)
σxiσxj
, (1)
where cov(xi, xj) is the covariance between traffic xi and
xj , and σx is the standard deviation of x.
As shown in Figure 2, the pair-wise correlations of C50
with all other base stations differ significantly at different
times. Thus when predicting the future network traffic, it is
important to take this dynamic geospatial dependency into
account.
4 Methodology
In this section, we start by defining the problem and re-
lated notations, we then present the details of our proposed
STHGCN model. Specifically, STHGCN combines GCN
2In this paper, we take the traffic in the last 12 hours as the
recent traffic. Note that the recent traffic is changing with respect
to time.
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Figure 2: PCC of base station C50 with all other base stations at different times of a day (best viewed in color).
and GRU to capture temporal and spatial dependencies si-
multaneously. We use three different data components: re-
cent, daily-periodic and weekly-periodic data to exploit the
temporal patterns. We further consider three types of spa-
tial correlations, spatial proximity, functional similarity and
recent trend similarity, and design a hybrid GCN which in-
tegrate the spatial information. An overview of STHGCN is
shown in Figure 4.
4.1 Problem Formulation
In this work, the goal is to predict the uplink traffic volume
of all base stations in the cellular network in a determined
future period. Denote Gt as the graph set at time t. Each
graph Gti ∈ Gt is built from N base stations according to
different criteria to capture the various spatial dependencies.
We will discuss how to construct Gti in detail later. We use
Gti = (V,E
t
i ) to denote a single graph, where V is the set of
base stations and Eti is the set of edges of graph i at time t.
Each graph Gti is further associated with an adjacency ma-
trix, denoted as Ati ∈ RN×N . By definition, Ati[j, k] equals
to 1 if there is an edge between base station j and base sta-
tion k, and 0 otherwise. At time t, the traffic of the cellular
network is denoted as xt , (xt1, xt2, ..., xtN ) ∈ RN×1, where
xti is the traffic volume of the i-th base station at time t.
We aim to predict the k-step future traffic flow at time t,
based on the graph topology Gt and the historical traffic Xt,
xˆt+k = f(Gt;Xt), (2)
where Xt ∈ RN×T is the historical traffic volume formally
defined in Section 4.2.
4.2 Time Slicing to Capture Periodic Patterns
As shown in Section 3.2, the base stations’ traffic data shows
strong periodical patterns. Though recurrent neural network
and its variants are promising for time series modeling, train-
ing RNNs to handle long-term information is a not easy task.
The increasing length enlarges both the computational com-
plexity and the risk of the vanishing gradient problem, thus
significantly weakening the effects of periodicity (Yao et al.
2019). To address this issue, we directly utilize the periodic
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Figure 3: The time slicing using l = 12, Tr = 4, Td =
3, Tw = 3 and a data granularity of 15 minutes.
information and construct the inputs Xt using three compo-
nents consisting of the recent, daily-periodic and weekly-
periodic time series segments, as illustrated in Figure 3.
Each time series segment has a fixed length l and each com-
ponent can have multiple segments. The number of segments
for each component are denoted as Tr, Td and Tw, respec-
tively. Note that for the daily-periodic and weekly-periodic
components, we offset the data inputs by bl/2c as illustrated
in Figure 3, to adjust for any possible periodical shifts. The
input to the prediction problem can thus be defined as
Xt , (Xtw, Xtd, Xtr) ∈ RN×T , (3)
where T denotes the historical data points we use for predic-
tion,
T = (Tr + Td + Tw) ∗ l. (4)
4.3 Graph Construction
The performance of the GCN model heavily relies on the
structure of the input graph (Lin, He, and Peeta 2018; Kipf
and Welling 2017). An adjacency matrix needs to be defined
with which the graph spectral filter can be approximated. In
most previous work, the graph topology is assumed to be a
premise and therefore static (Geng et al. 2019; Zhao et al.
2019). However, in a cellular network, the interactions of
the base stations change along with both the network config-
uration and user mobility. Motivated by the observations in
Section 3.3, we consider three different types of spatial cor-
relations, including (1) spatial proximity, (2) functional sim-
ilarity, and (3) recent trend similarity. Note that other types
of correlations can be included to extend the model.
To determine whether two base stations should be con-
nected in each graph, we define an indicator function F as,
F(x) =
{
1, i 6= j and |x| ≥ 
0, otherwise
(5)
where  is a threshold for determining the sparsity of the
adjacency matrix. The threshold  can be selected in various
ways, with the most common being a fixed value. Due to
the dynamic nature of part of our graphs, we instead use a
relative threshold. Thus,  is set to
 = Qp(Eti ), (6)
whereQp is the quantile function andEti the set of weighted
edges of the considered graph Gti. The threshold is thus set
as to keep the number of edges fixed to a specified propor-
tion p even though the actual edge weights may vary.
Spatial Proximity Intuitively, two base stations that are
close in distance are correlated due to population movements
and similarity in the functions of that particular geographi-
cal areas. In fact, spatial proximity is the most natural cor-
relation to use, and it has been widely considered in traffic
prediction tasks (Fang et al. 2018; Zhang et al. 2019). In this
work, we utilize the spherical distance between base stations
to model their relationship and construct an adjacency ma-
trix ASD as
ASD(i, j) = F
(
exp(−d
2
ij
σ2
)
)
, (7)
where dij is the geographical distance between base station
i and base station j, and σ2 is used to control the sparsity of
the matrix.
Functional Similarity Locations sharing similar func-
tionality may have similar demand patterns, e.g., residen-
tial areas may have a high number of demands in the morn-
ing when people transit to work, and commercial areas may
expect to have high demands on weekends. Similar regions
may not necessarily be close in space. We model the func-
tional (semantic) similarity among regions directly by their
traffic similarity. To model the similarity in long term traf-
fic demand, we consider the average weekly correlation. The
adjacency matrix AFS is thus defined as
AFS(i, j) = F
(
ρxw(i),xw(j)
)
, (8)
where xw(i) and xw(j) are the average weekly demand
pattern of the traffic in base station i and j, respectively.
ρxw(i),xw(j) is the pair-wise correlation between xw(i) and
xw(j) as defined in (1).
Recent Trend Similarity As shown in Section 3.3, the
spatial dependency of a pair of base stations varies with time.
To describe this inherent dynamic correlation, we propose
to use a dynamic adjacency matrix, which captures similari-
ties between base stations with similar short term trends. A
straightforward way is to construct a separate graph for each
timestamp based on the PCC similarity of the most recent
traffic. We denote the recent traffic for a base station as
xt(i) ,
(
xt−H+1(i), ..., xt−1(i), xt(i)
)
, (9)
where xt(i) is the traffic in base station i at timestamp t, and
H is the number of historical data points to be considered.
The adjacency matrix AtRT is thus defined as
AtRT (i, j) = F
(
ρxt(i),xt(j)
)
, (10)
where ρxt
(i)
,xt
(j)
is the pair-wise correlation between xt(i)
and xt(j) as defined in (1). Note that different from the
static graphs constructed from spatial proximity and func-
tional similarity, each input Xt has its own unique dynamic
graph built with AtRT .
4.4 Hybrid Graph Convolutional Network for
Spatial Dependency Modeling
Graph Convolutional Neural Network To explicitly
learn the spatial dependency in cellular network traffic, we
adopt the spectral graph convolutional network (Bruna et al.
2014) to extract the spatial features from traffic data. The
idea of spectral GCN is to induce embedding features of
nodes based on local structures in the Fourier domain. By
doing so, we are able to consider not only the node’s local
behavior but also the neighborhood’s general behavior. Let
L = I−D−1/2AD−1/2 denote the normalized graph Lapla-
cian matrix, where A is the adjacency matrix of a graph G,
D = diag(
∑
j
Aij) is the diagonal degree matrix and I is
the identity matrix. With the convolution operation “?G” de-
fined in the Fourier domain on graph G, we calculate the
convolution of a signal X with a kernel Θ as
Θ ?G X = Θ(L)X = UΘ(Λ)U
TX, (11)
where U is the matrix of eigenvectors of L, and Λ is the
diagonal matrix of eigenvalues of L. Applying Chebyshev
polynomials approximation (Defferrard, Bresson, and Van-
dergheynst 2016) to localize the filter and reduce the number
of parameters, we have
Θ(Λ) ≈
K∑
k=0
θkTk(Λ˜), (12)
where Λ˜ , 2Λ/λmax − I is a rescaled version of Λ, λmax
denotes the largest eigenvalue of L, θ ∈ RK is a learnable
vector of polynomial coefficients, andK is the kernel size of
the graph convolution that determines the maximum radius
of the convolution from central nodes. With these approxi-
mations, we rewrite the graph convolution in (11) as
Θ ?G X = Θ(L)X =
K−1∑
k=0
θkTk(L˜)X, (13)
where L˜ , 2L/λmax − I .
Hybrid Graph Convolution With the constructed static
and dynamic graphs, we propose a hybrid graph convolu-
tion network to integrate their spatial information. At time
t, we have a graph set with m graphs, denoted by Gt =
{Gt1, Gt2, · · · , Gtm}. Note that here the graphs can be dy-
namic, i.e., we allow the adjacency matrix of the graphs to
change with time. We then implement a one-layer ChebyNet
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Figure 4: The architecture of STHGCN. The features in each base station is sliced by time into three components to fully utilize
the periodic information (Xt). Subsequently, Xt is passed through our hybrid graph convolution where our three graphs (based
on spatial proximity, functional similarity and the recent trend similarity), are applied. The result Zt is passed through a GRU,
merged with any external features F t, and passed through a fully connected layer to obtain the prediction xˆt+k.
on each graph, specifically, for graph Gti, we obtain the con-
volution features as
Zti = ReLU(Θ ?Gti X
t) ∈ RN×ch , (14)
where ?Gti is the convolution operator defined on graph G
t
i,
Xt ∈ RN×T is the input features, and ch is the dimension
of the output. The final output of hybrid-graph ChebyNet,
denoted by Zt, is obtained by combining outputs of the dif-
ferent graphs together as
Zt =
m∑
i=1
Zti ∈ RN×ch . (15)
Consequently, we propagate information between base sta-
tions according to multiple graphs, and achieve node repre-
sentations in the spatial domain. We note that by definition
the hybrid GCN is similar to multi-graph convolution oper-
ator defined in (Geng et al. 2019). However, their consid-
ered graphs are static. Here we have both static and dynamic
graphs, and thus use “hybrid” to emphasize this difference.
4.5 Gated Recurrent Unit for Temporal
Dependency Modeling
Traffic data has a dynamic temporal dependency due to hu-
man behavior and user mobility. To model the temporal cor-
relation, we utilize Gated Recurrent Units (GRUs) (Chung
et al. 2014). As a variant of RNN, a GRU uses gating in-
formation to prevent the vanishing gradient problem. Ben-
efiting from its parsimonious structure, the performance of
a GRU is on par with LSTM while being more computa-
tionally efficient. In our model, the parameters of the GRU
are shared across all base stations to reduce model complex-
ity. Given the sequential input Zt ∈ RN×ch , we take the
last hidden state of the GRU as its output and denote it as
Y t ∈ RN×C .
4.6 Our Model: STHGCN
In summary, in STHGCN the input Xt is passed through
hybrid-graph ChebyNet to obtain Zt that capture the spatial
dependency, and consecutively through GRUs to obtain Y t
to capture the temporal dependency. Y t is concatenated with
any external features F t. These can be information regard-
ing weekday, weather, etc. We obtain the k-step prediction
by passing the concatenated Y t and F t through a fully con-
nected layer,
xˆt+k = [Y t, F t]Wf + bf , (16)
where Wf ∈ R(C+|F |)×1 and bf ∈ RN×1 are learnable
parameters. An overview of STHGCN is shown in Figure 4.
The model is trained by minimizing the combination
of Mean Square Error (MSE) and Mean Absolute Error
(MAE). Namely, the loss function is defined as
L(xˆt+k, xt+k) =
∑
t∈Ttrain
1
N
N∑
i=1
(
xˆt+ki − xt+ki
)2
+ α
1
N
N∑
i=1
|xˆt+ki − xt+ki |, (17)
where α is the input parameter that balances the importance
between MSE and MAE.
5 Experiments
In this section, we validate the proposed STHGCN model
with extensive experiments to demonstrate the prediction
performance of STHGCN against six baselines. We begin
with a short introduction to the datasets and the preprocess-
ing steps.
5.1 Dataset Description
CelluarHZ denotes our cellular network traffic dataset, for
a detailed description readers can refer to Section 3.1. The
data from 8/1/2018 to 9/4/2018 is used as the training set,
9/5/2018-9/11/2018 as the validation set and 9/12/2018-
9/18/2018 as the testing set.
Abilene is a publicly accessible link traffic dataset gath-
ered from a backbone network in America (Zhang 2004). It
contains 12 nodes and 15 bidirectional links. Similar to An-
dreoletti et al. (2019), we treat the links as nodes and aim
to predict the traffic load on the links in both directions. In
this way, we obtain a graph with 30 nodes. Since the physi-
cal network topology of the Abilene network is known, we
substitute the spatial proximity graph with the true topol-
ogy, however, the functional similarity and recent trend sim-
ilarity graphs are not changed. The data from 5/1/2004 to
7/29/2004 is selected as the training set, and 7/30/2004
to 8/19/2004, 8/21/2004 to 9/10/2004 as the validation
set and testing set, respectively. The data is downsampled to
a time granularity of 15 minutes. Different from a cellular
network, each node of a backbone network aggregate more
traffic volume and is more stable. Together with the provided
topology this makes for a slightly easier prediction problem.
5.2 Experimental Settings
Preprocessing Missing values are filled with the average
value from the same time in previous periods. The data is
normalized using the z-score method based on the training
data. During evaluation, the predicted values are re-scaled
back to the normal values.
Baselines We compare our STHGCN model with the fol-
lowing six baselines, covering both classical and deep learn-
ing based algorithms. We further include an STHGCN ver-
sion without additional external features.
• Historical Average (HA) (Liu and Guan 2004) predicts
the traffic data of each base station by using the average of
the historical traffic in the same corresponding time slots
in previous periods.
• Prophet (Taylor and Letham 2018) predictions using an
additive model based on time series decomposition.
• Spatio-Temporal GCN (STGCN) (Yu, Yin, and Zhu
2018) models both spatial and temporal patterns using
graph convolution networks.
• Attention Based Spatial-Temporal GCN (AST-
GCN) (Guo et al. 2019) forecasts traffic using a
multi-component attention-based spatial-temporal graph
convolutional network.
• Diffusion Convolutional Recurrent Neural Network
(DCRNN) (Li Y 2018) integrates diffusion convolution
operation and Seq2Seq architecture for spatial-temporal
forecasting.
• Graph WaveNet (Wu et al. 2019) integrates diffusion
graph convolutions with 1-D dilated convolutions.
• STHGCN-NH our model but without the auxiliary exter-
nal feature module. Added for fairness to the other base-
lines that do not have the additional input.
In our experiments, we are interested in the prediction
task for [1, 2, 3, 4]-steps ahead. Namely, for any given time,
we want to predict the value in the next h minutes, where
h ∈ [15, 30, 45, 60]. All the deep learning baseline models
use 48 samples as input and are trained to minimize the one-
step prediction error. For multi-step predictions, we use the
predicted values in previous steps as part of the input. Note
that directly minimizing the loss for steps k > 1 could po-
tentially give better results.
Hyperparameters We train our model by minimizing the
loss function given by (17) with α = 10−4 using the RM-
SProp optimizer for 50 epochs. The learning rate is initially
set as 10−3 and it decays exponentially every 5 epochs with
decay rate 0.7. We set l = 12, Tr = Tw = 1 and Td = 2. For
the GRU, we set its hidden dimension to be C = 32, and for
ChebyNet, we set K = 3 and ch = 64. The adjacency ma-
trix threshold  is set to keep the edges with weights above
the 90th percentile. σ for the spatial proximity graph is set
to be 100, and for the recent trend we set H equal to 48. We
use information regarding holidays and weekends as exter-
nal features F t.
Evaluation Metrics We evaluate the prediction perfor-
mance with two metrics, Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE), defined as follows
RMSE =
√√√√ 1
NTN
NT∑
t=1
N∑
i=1
(xˆt(i)− xt(i))2, (18)
MAE =
1
NTN
NT∑
t=1
N∑
i=1
∣∣xˆt(i)− xt(i)∣∣ , (19)
where xˆti and x
t
i are the predicted and real value, respec-
tively, of i-th base station at time t. N is total number of
base stations and NT is the number of time steps.
5.3 Experimental Results
Comparison with Baselines For the deep learning mod-
els, we run the experiments for 10 times and report their
mean and standard deviation. Table 2 summarizes the pre-
diction results on the two datasets. As shown, STHGCN
achieves almost always the best performance on both
datasets for all values of k, independent of the metric
used. In particular, the results of the univariate time se-
ries analysis methods are not ideal, which can be explained
by their inability to capture the spatial dependency. This
demonstrates the limitation of univariate time series anal-
ysis methods in modeling spatio-temporal data, and empha-
sizes the importance of modeling spatial dependency. Fur-
thermore, STHGCN outperforms the state-of-the-art deep
Table 2: Test accuracy (average over 10 runs) on CellularHZ and Abilene.
Dataset Model 15 min 30 min 60 minRMSE MAE RMSE MAE RMSE MAE
CelluarHZ
HA 108.9 44.2 108.9 44.2 108.9 44.2
Prophet 70.3 42.3 72.2 43.0 75.2 44.2
STGCN 52.7± 1.0 24.7± 0.2 66.8± 1.6 30.8± 0.4 82.4± 2.5 37.9± 0.8
ASTGCN 72.4± 2.7 28.5± 1.2 74.5± 2.7 29.9± 1.2 82.1± 2.7 35.2± 1.3
DCRNN 52.6± 0.3 24.4± 0.1 64.1± 0.7 29.8± 0.2 78.5± 1.2 36.5± 0.5
Graph WaveNet 51.7± 0.2 22.7± 0.2 59.0± 1.12 27.1± 0.4 73.7± 2.0 32.8± 0.9
STHGCN-NH 47.1± 0.2 21.7± 0.1 54.3± 0.3 25.5± 0.1 64.9± 0.5 30.7± 0.2
STHGCN 47.2± 0.1 21.7± 0.1 54.3± 0.2 25.5± 0.1 64.2± 0.4 30.4± 0.2
Abilene
HA 53.4 30.1 53.4 30.1 53.4 30.1
Prophet 31.1 17.8 32.3 18.5 34.2 19.7
STGCN 23.7± 0.2 12.9± 0.1 28.9± 0.3 15.8± 0.2 34.2± 0.6 19.0± 0.3
ASTGCN 24.0± 0.3 12.9± 0.1 29.9± 0.4 16.2± 0.1 34.7± 0.4 19.3± 0.2
DCRNN 22.4± 0.2 11.9± 0.04 27.6± 0.2 14.5± 0.09 32.7± 0.3 17.1± 0.1
Graph WaveNet 22.1± 0.3 11.7± 0.13 26.9± 0.4 14.1± 0.11 31.5± 0.4 16.4± 0.15
STHGCN-NH 22.3± 0.3 11.8± 0.10 26.5± 0.2 14.1± 0.05 30.3± 0.3 16.1± 0.08
STHGCN 22.2± 0.3 11.8± 0.10 26.3± 0.2 14.0± 0.08 30.2± 0.4 16.1± 0.18
Table 3: Performance comparison of STHGCN variants on
CellularHZ (4-step ahead prediction).
Model Variants RMSE MAE
No time slicing (Tw = Td = 0) 69.6 33.0
Spatial proximity only 65.6 32.9
No dynamic traffic similarity 64.3 30.7
STHGCN 63.5 30.2
learning baselines with a considerable margin. Specifically,
compared to the second base deep learning model, STHGCN
achieves an 15% higher RMSE and 7% higher MAE for
the 4-step ahead prediction task on our CellularHZ dataset.
Different from CellularHZ, Abilene exhibits more stationary
traffic flow on each node and the dependencies are more sta-
ble. STHGCN still obtains good results, demonstrating the
effectiveness and versatility of STHGCN in traffic predic-
tions on telecommunication networks.
Compared with other deep learning methods, we also ob-
serve smaller standard deviations for STHGCN indicating
more consistent predictions. This further demonstrates the
robustness and stability of STHGCN, which are critical con-
siderations in real-world systems.
The addition of the external features into the model gives
minor performance gains for larger k on the CellularHZ
dataset. For Abilene, there is even less benefit, which may
be due to it being more stable. Our datasets relatively short
time range could contribute to diminishing the effectiveness
of the external feature module. However, we can conclude
that the additional input does not give STHGCN an unfair
advantage over the other baselines.
Benefits of Time Slicing and Hybrid Graphs To further
investigate the effect of time slicing and the advantage of
hybrid graphs, we evaluate different variants of STHGCN
by removing either time slicing (i.e., setting Tw = Td = 0
while increasing Tr to keep the size of the input the same) or
different types of graphs from the model. We run the experi-
ments for 10 times and report the results with the best 4-step
ahead prediction in Table 3.
We make the following observations: (1) Removing time
slicing of the input significantly degrades the model perfor-
mance. This highlights the benefit of incorporating historical
data that capture seasonal patterns. (2) Removing any of the
graph components causes performance degradation which
highlights the importance of each correlation type. In par-
ticular, by adding functional similarity and recent trend sim-
ilarity, we can observe 3% improvement in RMSE and 9% in
MAE when predicting 4-step ahead traffic. All graphs thus
encode important knowledge which is leverage for more ac-
curate predictions.
6 Conclusion
In this paper, we investigate the cellular network traffic fore-
casting problem and identified its unique spatio-temporal
dependency. We propose STHGCN, a deep learning model
combining GRU and GCN to simultaneously capture the
temporal and spatial dependencies. The model takes advan-
tage of the temporal dependency through different compo-
nents (recent, daily-periodic and weekly-periodic), and si-
multaneously exploits the spatial dependency through three
separate angles: spatial proximity, functional similarity and
recent trend similarity. When evaluated on two real-world
telecommunication traffic datasets, the proposed approach
achieved significantly better results than state-of-the-art
baselines. It is worth noting that the proposed STHGCN is
motivated by the traffic dynamics of cellular networks, and
is therefore highly suitable for traffic prediction on 5G LTE
networks. For future work, we plan to investigate the fol-
lowing aspects: (1) apply STHGCN to other datasets (e.g.,
road traffic) to verify its versatility (2) investigate more in-
depth on how to best model the dynamic spatio-temporal
dependency, (3) study the traffic prediction with evolving
networks.
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