Abstract. Let V be a projective subvariety of P n (C). A family of hypersurfaces
Introduction and Main results
This article is a continuation of our studies in [1] . To formulate the main result in [1] , we recall the following.
Let N ≥ n and q ≥ N +1. Let D 1 , · · · , D q be hypersurfaces in P n (C). The hypersurfaces D 1 , · · · , D q are said to be in N-subgeneral position in P n (C) if D j 0 ∩ · · · ∩ D j N = ∅ for every 1 ≤ j 0 < · · · < j N ≤ q. Here is the main theorem in [1] . .
Then, we have
Q i (f ) (r) + o(T f (r)).
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The first aim of this article is to generalize the above Second Main Theorem to meromorphic mappings into projective varieties sharing hypersurfaces in subgeneral position.
We now give the following. Definition 1.2. Let V be a complex projective subvariety of P n (C) of dimension k (k ≤ n). Let Q 1 , ..., Q q (q ≥ k + 1) be q hypersurfaces in P n (C). The family of hypersurfaces
is said to be in Nsubgeneral position with respect to V if for any 1 ≤ i 1 < · · · < i N +1 ,
is in n-subgeneral position then we say that it is in general position with respect to V. Now, let V be a complex projective subvariety of P n (C) of dimension k (k ≤ n). Let d be a positive integer. We denote by I(V ) the ideal of homogeneous polynomials in C[x 0 , ..., which is an equivalent class of an element Q ∈ H d , will be denoted by [Q], Let f : C m −→ V be a meromorphic mapping. We say that f is degenerate over
Otherwise, we say that f is nondegenerate over I d (V ). It is clear that if f is algebraically nondegenerate, then f is nondegenerate over
Here is our main theorem.
N.B (i)
In the case where V is a linear space of dimension k and each H i is a hyperplane, i.e., d i = 1 (1 ≤ i ≤ q), then H V (d) = k + 1 and Theorem 1.3 gives us the classical Second Main Theorem of Cartan-Nochka (see [8] and [9] ).
(ii) It is easy to see that 
Unfortunately, this defect is ≥ n + 1. (iv) Also the above notion of N-subgeneral position is a natural generalization from the case of hyperplanes. Therefore, in order to prove Theorem 1.3, we give a generalization of Nochka weights for hypersurfaces in complex projective varieties.
As an application of Theorem 1.3, the second aim of this article is to give a uniqueness theorem for meromorphic mappings of C m into V sharing a few hypersurfaces without counting multiplicity.
N.B.
(i) Since the truncated level of the counting function in Theorem 1.3 is good, the number of hypersurfaces in Theorem 1.4 is much smaller than the previous results on unicity of meromorphic mappings sharing hypersurfaces.
(ii) In the case of meromorphic mappings into P n (C) sharing hyperplanes in general position, i.e., V = P n (C), H V (d) = n + 1, N = n = k, Theorem 1.4 gives us the uniqueness theorem of L. Smiley [13] . Acknowledgements. This work was completed while the first author was staying at Vietnam Institute for Advanced Study in Mathematics (VIASM). He would like to thank VIASM for support. The authors would also like to thank professor Do Duc Thai for helpfull discussion.
Basic notions and auxiliary results from Nevanlinna theory
and define B(r) := {z ∈ C m : ||z|| < r}, S(r) := {z ∈ C m : ||z|| = r} (0 < r < ∞).
For a divisor ν on C m and for a positive integer M or M = ∞, define the counting function of ν by
Similarly, we define n
Similarly, define N(r, ν [M ] ) and denote it by
For brevity, we will omit the character
be a meromorphic mapping. For arbitrarily fixed homogeneous coordinates (w 0 : · · · : w n ) on P n (C), we take a reduced representation f = (f 0 : · · · : f n ), which means that each f i is a holomorphic function on C m and f (z) = f 0 (z) :
log f σ m .
Let ϕ be a nonzero meromorphic function on C
m , which is occasionally regarded as a meromorphic map into P 1 (C). The proximity function of ϕ is defined by
The Nevanlinna's characteristic function of ϕ is define as follows
The function ϕ is said to be small (with respect to
Here, by the notation ′′ || P ′′ we mean the assertion P holds for all r ∈ [0, ∞) excluding a Borel subset E of the interval [0, ∞) with E dr < ∞.
Lemma on logarithmic derivative (see [12, Lemma 3.11]). Let f be a nonzero meromorphic function on
Repeating the argument in [6, Proposition 4.5], we have the following. 2.5. Proposition. Let Φ 0 , ..., Φ k be meromorphic functions on C m such that {Φ 0 , ..., Φ k } are linearly independent over C. Then there exists an admissible set
Generalization of Nochka weights
Let V be a complex projective subvariety of
be q hypersurfaces in P n (C) of the common degree d. Assume that each Q i is defined by a homogeneous polynomial
as a complex vector space and define
i ]} i∈R for every subset R ⊂ {1, ..., q}. It is easy to see that
be q hyperplanes in C M passing through the coordinates origin. Assume that each H i is defined by the linear equation
where a ij ∈ C (j = 1, ..., M), not all zeros. We define the vector associated with H i by
For each subset R ⊂ {1, ..., q}, the rank of {H i } i∈R is defined by
Recall that the family
is said to be in N-subgeneral position if for any subset R ⊂ {1, ..., q} with ♯R = N + 1, i∈R H i = {0}, i.e., rank{H i } i∈R = M.
By Lemmas 3.3 and 3.4 in [9] , we have the following.
be q hyperplanes in C k+1 in N-subgeneral position, and assume that q > 2N − k + 1. Then there are positive rational constants ω i (1 ≤ i ≤ q) satisfying the following:
The above ω j are called Nochka weights andω is called Nochka constant.
Proof. We prove the lemma by induction on M (M ≥ k) as follows.
• If M = k, by choosing L = C M we get the desired conclusion of the lemma.
•
Assume that the lemma holds for every cases where k ≤ M ≤ M 0 − 1. Now we prove that the lemma also holds for the case where M = M 0 .
Indeed, we assume that each hyperplane H i is given by the linear equation a i1 x 1 + · · · + a iM 0 x M 0 = 0, where a ij ∈ C, not all zeros, (x 1 , ..., x M 0 ) is an affine coordinates system of C M 0 . We denote the vector associated with
Denote by H the hyperplane of C M 0 defined by
By the assumption that the lemma holds for
Then we get the desired linear subspace L in this case.
• By the inductive principle, the lemma holds for every M. Hence we finish the proof of the lemma. 
Proof. We assume that each Q i is given by
where 
By Lemma 3.2, there exists a linear subspace
Since rank{H i } i∈R ≥ k+1, it implies that for any subset R ∈ {1, ..., q} with ♯R = N + 1, there exists a subset R ′ ⊂ R with ♯R ′ = k + 1 and rank{H i } i∈R ′ = k + 1. Hence, we get
This yields that rank{H i ∩L} i∈R = k+1, since dimL = k+1. Therefore,
is a family of q hyperplanes in L in N-subgeneral position. By Lemma 3.1, there exist Nochka weights {ω i } q i=1 for the family
It is clear that assertions (i)-(iv) are automatically satisfied. Now for R ⊂ {1, ..., q} with ♯R = N + 1, by Lemma 3.1(v) we have i∈R ω i ≤ rank{H i ∩ L} i∈R = k + 1 and there is a subset R o ⊂ R such that:
Hence the assertion (v) is also satisfied. The lemma is proved.
Second main theorems for hypersurfaces
Let {Q i } i∈R be a set of hypersurfaces in P n (C) of the common degree d. Assume that each Q i is defined by
where
be an algebraically nondegenerate meromorphic mapping into V with a reduced representation f = (f 0 : · · · : f n ). We define
Lemma 4.1. Let {Q i } i∈R be a set of hypersurfaces in P n (C) of the common degree d and let f be a meromorphic mapping of
Then there exist positive constants α and β such that
Proof. Let (x 0 : · · · : x n ) be homogeneous coordinates of P n (C). Assume that each Q i is defined by
I and consider the following function
Since the function h is positive continuous on V, by the compactness of V , there exist positive constants α and β such that α = min x∈P n (C) h(x) and β = max x∈P n (C) h(x). Therefore, we have
The lemma is proved.
For each subset R ∈ {1, ..., q} with ♯R = rank{Q
Hence, there is (T
and take a hypersurface T i in P n (C), which is defined by the homogeneous polynomial
for every subset R ∈ {1, ..., q} with ♯R = rank{Q i } i∈R = k + 1.
Proof of Theorem 1.3.
We first prove the theorem in the case where all Q i (i = 1, ..., q) do have the same degree d. It is easy to see that there is a positive constant β such that β||f
be as in Lemma 3.3 for the family
Since rank{Q r 0
We denote by R o the family of all subsets R o of {1, ..., q} satisfying
Let z be a fixed point. For each R ⊂ Q with ♯R = N + 1, we choose
. On the other hand, there existsR ⊂ Q
Since i∈R Q i = ∅, by Lemma 4.1, there exists a positive constant αR such that
Then, we get
where AR, BR are positive constants.
|T i (f )| . By the Lemma on logarithmic derivative, it is easy to see that
Therefore, for each z ∈ C m , we have
and by integrating both sides of the above inequality over S(r), we have
(r). Indeed, let z be a zero of some Q i (f )(z) and z ∈ I(f ) = {f 0 = · · · = f n = 0}. Since {Q i } q i=1 is in N-subgeneral position, z is not zero of more than N functions Q i (f ). Without loss of generality, we may assume that z is zero of Q i (f ) for each 1 ≤ i ≤ k ≤ N) and z is not zero of Q i (f ) for each i > N. Put R = {1, ..., N + 1}. Choose R 1 ⊂ R such that ♯R 1 = rank{Q i } i∈R 1 = k + 1 and R 1 satisfies Lemma 3.3 v) with respect to numbers e
. Then we have
This yields that
Integrating both sides of this inequality, we get
This proves the claim.
Combining the claim and (1), we obtain
, the above inequality implies that
Hence, the theorem is proved in the case where all Q i do have the same degree.
We now prove the theorem in the general case where deg
Applying the above case for f and the hypersurfaces Q 
The theorem is proved.
Unicity of meromorphic mappings sharing hypersurfaces
Lemma 5.1. Let f and g be nonconstant meromorphic mappings of C m into a complex projective subvariety
Assume that both f and g are nondegenerate over
.
Proof. Using Theorem 1.3 for f , we have
≤q(H d (V ) − 1) T g (r) + o(T f (r)).
Hence || T f (r) = O(T g (r)). Similarly, we get || T g (r) = O(T f (r)). 
On the other hand, by the definition of the characteristic function and by the Jensen formula, we have Q i (g) (r).
Summing-up both sides of the above two inequalities, we have
From (3) and applying Theorem 1.3 for f and g, we have 2(T f (r) + T g (r))
(T f (r) + T g (r)) + o(T f (r) + T g (r)).
Letting r −→ +∞, we get
This is a contradiction. Hence f = g. The theorem is proved.
