
























検証には NVIDIA 社の GPU である Tesla K40 を用いる。また、GPU 上で計算を行うた
めのプログラミング言語として、同社による C/C++ 言語拡張である CUDA C/C++ を使
う。CUDA C/C+に関しては、NVIDIA (2016)による公式のマニュアルが存在する。また、






積分可能な一変数関数 f (x) の定積分
∫ u




















(i+ 1)Pi+1(x) = (2i+ 1)xPi(x)− iPi−1(x) (3)
P0(x) = 1
P−1(x) = 0
ただし、wi はウエイト、ai は積分点、n は積分点の数である。また、積分点 ai は多項式
Pn(x) の根である。数値積分は解析解に対する近似に過ぎない。n を大きくすればその近
似の精度を高めることができるが、その反面、計算時間は増加する。
wi および ai は積分点の数 n によって決まり、関数 f (x) の形状や区間 [l, u] には依存し
ない。したがって、所与の積分点数で式 (1) による数値積分を複数回行うならば、初めに
n を設定して ai および wi を計算しておき、その後、この ai と wi を使い数値積分を繰り
返すことで、ai と wi の計算にかかる時間を減らすことが可能となる。実際に、Math.NET
Numericsでは、n = 2, . . . , 20, 32, 64, 96, 100, 128, 256, 512, 1024については、あらかじめ計算
した ai および wi を用いて数値積分を計算している。
Gauss-Legendre法に基づく数値計算では、 f (xi) の導出を並列化することでさらに効率






一変数関数 f (x) について区間 Ik = (lk, uk) (k = 1, . . . ,N) の数値積分を求めたいという





f (x)dx の数値積分を区間 Ik ごとに逐次求めることだろう。た
だし、GPUを使うならば、この計算は必ずしも効率的ではない。例えば、Gauss-Legendre
*1 数値積分の詳細については、例えばMonahan (2001), Press et al. (2002)等を参照せよ。
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と近似する。なお、積分点 (ai, aj) とウエイト (wi,wj) は、一次関数の定積分と同様に求め
る。すなわち、積分点の数 nx に対して式 (3) の根を積分点 ai とし、式 (2) からウエイト wi
を計算する。(aj,wj)についても同様に求める。
一変数関数の定積分と同様、二重積分の場合も積分点数 (nx, ny) の選択が数値積分の近
似の精度とその計算時間を決める。ただし、二重積分における積分点数の増加に対する計
算時間の上昇は、一変数関数の定積分の場合よりも大きい。例えば、一変数関数の定積分
では、変数 x の積分点数が 1増えたとき f (x)の計算が 1回増えるに過ぎない。しかし、二
重積分で変数 xの積分点数 nx が 1増えた場合、 f (x, y)の計算が ny 回増えることになる。
その反面、二重積分の数値積分では、GPUによる並列計算の恩恵は大きい。二重積分の





数 f (x, y) について二重積分を複数回行う場合、各積分点における f (x, y) の値をメモリに
保存しておくことでさらなる計算時間の短縮化が見込める。特に、 f (x, y)の計算に時間が





積分可能な一変数関数 f (x) の定積分
∫ u




















(i+ 1)Pi+1(x) = (2i+ 1)xPi(x)− iPi−1(x) (3)
P0(x) = 1
P−1(x) = 0
ただし、wi はウエイト、ai は積分点、n は積分点の数である。また、積分点 ai は多項式
Pn(x) の根である。数値積分は解析解に対する近似に過ぎない。n を大きくすればその近
似の精度を高めることができるが、その反面、計算時間は増加する。
wi および ai は積分点の数 n によって決まり、関数 f (x) の形状や区間 [l, u] には依存し
ない。したがって、所与の積分点数で式 (1) による数値積分を複数回行うならば、初めに
n を設定して ai および wi を計算しておき、その後、この ai と wi を使い数値積分を繰り
返すことで、ai と wi の計算にかかる時間を減らすことが可能となる。実際に、Math.NET
Numericsでは、n = 2, . . . , 20, 32, 64, 96, 100, 128, 256, 512, 1024については、あらかじめ計算
した ai および wi を用いて数値積分を計算している。
Gauss-Legendre法に基づく数値計算では、 f (xi) の導出を並列化することでさらに効率






一変数関数 f (x) について区間 Ik = (lk, uk) (k = 1, . . . ,N) の数値積分を求めたいという





f (x)dx の数値積分を区間 Ik ごとに逐次求めることだろう。た
だし、GPUを使うならば、この計算は必ずしも効率的ではない。例えば、Gauss-Legendre
*1 数値積分の詳細については、例えばMonahan (2001), Press et al. (2002)等を参照せよ。
2










































と近似する。なお、積分点 (ai, aj) とウエイト (wi,wj) は、一次関数の定積分と同様に求め
る。すなわち、積分点の数 nx に対して式 (3) の根を積分点 ai とし、式 (2) からウエイト wi
を計算する。(aj,wj)についても同様に求める。
一変数関数の定積分と同様、二重積分の場合も積分点数 (nx, ny) の選択が数値積分の近
似の精度とその計算時間を決める。ただし、二重積分における積分点数の増加に対する計
算時間の上昇は、一変数関数の定積分の場合よりも大きい。例えば、一変数関数の定積分
では、変数 x の積分点数が 1増えたとき f (x)の計算が 1回増えるに過ぎない。しかし、二
重積分で変数 xの積分点数 nx が 1増えた場合、 f (x, y)の計算が ny 回増えることになる。
その反面、二重積分の数値積分では、GPUによる並列計算の恩恵は大きい。二重積分の





数 f (x, y) について二重積分を複数回行う場合、各積分点における f (x, y) の値をメモリに
保存しておくことでさらなる計算時間の短縮化が見込める。特に、 f (x, y)の計算に時間が





CPUのみ CPU + GPUによる並列計算
GMM推定のみ 43分 31秒 19.5秒








IY h(x, y) f (x, y)dydx という二つの二重積分を求める場合、






























wiwjh(xi, yj) f (xi, yj)
としてそれぞれの数値積分を求めれば良い。このとき、 f (x, y)は最初に計算した値をメモ






IY f (x, y)dydx の計算を次の手順で行う。(1)積分
点数 (nx, ny)を設定し、積分点 (ai, aj)とウエイト (wi,wj)を事前に求めておく、(2)積分点
ごとに f (x, y)の値を並列的に求め、GPUのメモリ上に記録する、(3)二重積分を計算する






ラメータを GMM推定する方法を示した。付録 A では、その推定方法を簡潔に説明してい
る。この GMM推定では、目的関数を 1回計算するごとに、一変数関数の数値積分と二重
積分を複数回計算する。したがって、パラメータの推定値を求めるまでに、多くの回数の
数値積分を行わなくてはならない。福井 (2015) では推定に必要なこれらの計算を CPUの
みで行っていたため、推定結果を得るまでに多大な時間が必要だった*2。そこで、これら
の数値積分に対して GPU による並列計算を導入することで、GMM 推定の計算時間がど
れほど短縮されるかを見てみよう。
表 1 はその計測結果である。表 1 において、「GMM推定のみ」は GMM推定における数




CPU Intel Core i7-5960X
GPU NVIDIA Tesla K40











能は表 2 に示している。また、使用したプログラミング言語は、CUDA C/C++, C++/CLI,













の Gauss-Legenre法では積分点数を 1216× 768と設定している。そのため、二重積分にお
ける f (x, y)の評価回数は、前者の方が多い。
この GMM推定のプログラムについてその一部を示すが、その前に、NVIDIA社製 GPU
の構造と CUDA C/C++におけるプログラミングモデルを簡潔に説明しておく。NVIDIA
社の GPUは、所定の数のコアを SM(Streaming Multiprocesser)という機構に内包し、複数
の SMをまとめて GPUを構成するという仕組みを採用している。Tesla K40の場合、一つ
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ソースコード 1 第 2種の一般化ベータ分布に関わるプログラム（一部抜粋）
1 // ワープ内の前半 16個のスレッドと後半 16個のスレッドについて、スレッドの和を計算する。
2 __inline__ __device__ double halfWarpReduce(double sum)
3 {
4 sum += __shfl_xor(sum, 8);
5 sum += __shfl_xor(sum, 4);
6 sum += __shfl_xor(sum, 2);







14 double* Weights; // ウエイト
15 double* RealAbscissas; // 積分点






22 double* GlobalGrid; // 度数分布表の区切り
23 double* GlobalLowerBounds; // 度数分布表の下限
24 double* GlobalUpperBounds; // 度数分布表の上限
25 double* LocalGrids; // 各階層内に設定した格子点
26 //（同時密度計算時の積分点）
27 double* PDFValues; // 上記格子点における密度関数の値
28 double* PartialProbabilities; // 上記格子点間の相対度数
29 double* ClassProbabilities; // 各階層の相対度数
30 double* CDFValues; // 各階層の累積相対度数
31 double* Percentiles; // 各階層の上限におけるパーセント点
32
33 double* ValuesAtAbscissas; // LocalGridsの各格子間に設定した積分点
34
35 unsigned int NumberOfClasses; // 度数分布表の階層数
36 unsigned int NumberOfLocalIntegration;
37 // 累積相対度数等の計算で必要となる積分の数
38 // (= NumberOfClasses * LocalGridSize)
39
40 int GlobalGridLength; // GlobalGridの要素数
41 int LocalGridsLength; // LocalGridsの要素数





46 __global__ void kernel_GB2PartialProbabilities(DensityInfoOnDevice* densityInfo,
47 QuadratureInfoOnDevice* quadratureInfo, unsigned int totalGridSize)
48 {
49 // 各種インデックスの計算
50 unsigned int i = blockDim.x * blockIdx.x + threadIdx.x;
51 unsigned int gridIdx = threadIdx.x % constantsUInt[0];
52 unsigned int quadIdx = i / constantsUInt[0];
53
54 // 密度関数とウエイトの積を計算
55 if (i < totalGridSize)
56 {
57 double temp =
58 1.0 + pow((quadratureInfo->RealAbscissas[i] / GB2Parameters[1]), GB2Parameters[0]);
59 temp = (GB2Parameters[0] * GB2Parameters[2]) * log(GB2Parameters[1]) +
60 GB2ConstantsDouble[0] + (GB2Parameters[2] + GB2Parameters[3]) * log(temp);
61 temp = log(GB2Parameters[0]) + (GB2Parameters[0] * GB2Parameters[2] - 1.0) *
62 log(quadratureInfo->RealAbscissas[i]) - temp;






69 double tempSum = halfWarpReduce(densityInfo->ValuesAtAbscissas[i]);
70
71 // 数値積分の結果をPartialProbabilitiesに代入
72 if (i % constantsUInt[0] == 0)
73 {
74 densityInfo->PartialProbabilities[quadIdx] =





として第 2種の一般化ベータ分布を仮定し、相対度数の計算部分を CUDA C/C++で記述
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として第 2種の一般化ベータ分布を仮定し、相対度数の計算部分を CUDA C/C++で記述
























データでは、所得の度数分布表の階層数は 19 であるため, その GlobalGrid, LocalGrids,
ValuesAtAbscissas の大きさはそれぞれ (19, 19× 64, 19× 64× 16) となり、年齢の度数分
布表の階層数は 12 であるから、GlobalGrid, LocalGrids, ValuesAtAbscissas の大きさ
は (12, 12 × 64, 12 × 64 × 16) となる。以上で準備した各種データに基づき、PDFValues,
PartialProbabilities, ClassProbabilities, CDFValues, および、Percentiles の値を
GPUを使って計算する。




号を示している*4。変数 i は、各スレッドと ValuesAtAbscissas 内のデータとを関連づけ
るインデックスである。例えば、ブロックサイズが 16であるとき、5番目のブロックに含






Legendre 法により LocalGrids の各点間の相対度数を求めている。その結果は、
PartialProbabilitiesに記録される。具体的には、wi f (xi)に相当する値を各スレッドが
計算した後、ワープ内の 16個のスレッドごとにその和を計算し、最後に LocalGridsの各
点間の幅を 2で割った値 ((u− l)/2に相当)を掛けて数値積分を行い、相対度数を求めた。
なお、GB2Parameters[0]から GB2Parameters[3]には、それぞれ第 2種の一般化ベータ分










LocalGrids 間の相対度数 (PartialProbabilities) から、度数分布表の相対度数
(ClassProbabilities), 累積相対度数 (CDFValues), および、標準正規分布におけるパーセ
ント点 (Percentiles) の計算が可能となる。PartialProbabilities に含まれる相対度数








2 __global__ void kernel_GaussianCopulaDensity(double* jointDensities, double rho,
3 int rowLength, int columnLength, int shiftRow, int shiftColumn,
4 const DensityInfoOnDevice* incomeDensityInfo, const DensityInfoOnDevice* ageDensityInfo)
5 {
6 // 各種インデックスの計算
7 int column = blockDim.x * blockIdx.x + threadIdx.x + shiftColumn;
8 int row = blockDim.y * blockIdx.y + threadIdx.y + shiftRow;
9 int index1D = row * columnLength + column;
10






17 jointDensities[index1D] = 0.0;
18 if (incomeDensityInfo->LocalGrids[column] > nonZeroBoundOfGridValue &&
19 ageDensityInfo->LocalGrids[row] > nonZeroBoundOfGridValue &&
20 incomeDensityInfo->CDFValues[column] > 0.0 &&
21 incomeDensityInfo->CDFValues[column] < 1.0 &&
22 ageDensityInfo->CDFValues[row] > 0.0 &&











34 __global__ void kernel_EstimateMomentTemporal(DensityInfoOnDevice* incomeDensityInfo,
35 DensityInfoOnDevice* ageDensityInfo, const double* GLWeights,
36 const double* jointDensityValues, double* resultTemp,
37 const double* incomeProbabilities, const double* ageProbabilities,
38 const double* incomeClassMeans, const double* ageClassMeans,
39 const double* conditionalIncomeMeans, const double* conditionalAgeMeans,
40 unsigned int incomeBlocksPerRange, unsigned int ageBlocksPerRange, F integrand)
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37 const double* incomeProbabilities, const double* ageProbabilities,
38 const double* incomeClassMeans, const double* ageClassMeans,
39 const double* conditionalIncomeMeans, const double* conditionalAgeMeans,
40 unsigned int incomeBlocksPerRange, unsigned int ageBlocksPerRange, F integrand)







43 extern __shared__ double partialDensityValues[];
44
45 // 各種インデックスの計算
46 int idxX = blockIdx.x * blockDim.x + threadIdx.x;
47 int idxY = blockIdx.y * blockDim.y + threadIdx.y;
48 if (idxX >= incomeDensityInfo->LocalGridsLength ||




53 int idxSMem = threadIdx.y * blockDim.x + threadIdx.x;
54 int globalIdxX = idxX / (incomeDensityInfo->LocalGridSize);
55 int globalIdxY = idxY / (ageDensityInfo->LocalGridSize);
56
57 int blockColumnInIntegration = blockIdx.x % incomeBlocksPerRange;
58 int blockRowInIntegration = blockIdx.y % ageBlocksPerRange;
59
60 int integrationColumnIdx = blockIdx.x / incomeBlocksPerRange;




65 integrand(idxX, idxY, globalIdxX, globalIdxY, incomeProbabilities, ageProbabilities,
66 incomeClassMeans, ageClassMeans, conditionalIncomeMeans, conditionalAgeMeans) *
67 jointDensityValues[idxY * (incomeDensityInfo->LocalGridsLength) + idxX] *
68 GLWeights[blockColumnInIntegration * blockDim.x + threadIdx.x] *
69 GLWeights[blockRowInIntegration * blockDim.y + threadIdx.y];
70
71 // 上記の値について和を求める（インターリーブペア方式）
72 if (blockDim.x * blockDim.y >= 1024 && idxSMem < 512)
73 {
74 partialDensityValues[idxSMem] += partialDensityValues[idxSMem + 512];
75 }
76 __syncthreads();
77 if (blockDim.x * blockDim.y >= 512 && idxSMem < 256)
78 {
79 partialDensityValues[idxSMem] += partialDensityValues[idxSMem + 256];
80 }
81 __syncthreads();
82 if (blockDim.x * blockDim.y >= 256 && idxSMem < 128)
83 {
84 partialDensityValues[idxSMem] += partialDensityValues[idxSMem + 128];
85 }
86 __syncthreads();
87 if (blockDim.x * blockDim.y >= 128 && idxSMem < 64)
88 {
89 partialDensityValues[idxSMem] += partialDensityValues[idxSMem + 64];
90 }
91 __syncthreads();
92 if (blockDim.x * blockDim.y >= 64 && idxSMem < 32)
93 {




98 // 和を求める対象が 1ワープになったとき、その和をワープシャッフル命令で求める。
99 double temp = (idxSMem < 32) ? partialDensityValues[idxSMem] : 0.0;
100 if (idxSMem < 32)
101 {
102 temp += __shfl_xor(temp, 16);
103 temp += __shfl_xor(temp, 8);
10
104 temp += __shfl_xor(temp, 4);
105 temp += __shfl_xor(temp, 2);
106 temp += __shfl_xor(temp, 1);
107
108 temp *=






115 // ブロックごとに計算した上記の和を、一時的なメモリ (resultTemp)に代入
116 if (idxSMem == 0)
117 {
118 resultTemp[(integrationRowIdx *
119 (incomeDensityInfo->LocalGridsLength / incomeDensityInfo->LocalGridSize) +
120 integrationColumnIdx) * (incomeBlocksPerRange * ageBlocksPerRange) +






127 __global__ void kernel_ResultTempSum(const double* resultTemp, unsigned int resultLength,
128 unsigned int incomeBlocksPerRange, unsigned int ageBlocksPerRange, double* result)
129 {
130 // 各種インデックスの計算
131 unsigned int blocksPerRange = incomeBlocksPerRange * ageBlocksPerRange;
132 unsigned int idx = blockDim.x * blockIdx.x + threadIdx.x;




137 // 一時的なデータについて、incomeBlocksPerRangeと ageBlocksPerRangeの積ごとに
138 // 和を求める。
139 if (blocksPerRange == 32U)
140 {
141 currentSum += __shfl_xor(currentSum, 16);
142 }
143 if (blocksPerRange >= 16U)
144 {
145 currentSum += __shfl_xor(currentSum, 8);
146 }
147 if (blocksPerRange >= 8U)
148 {
149 currentSum += __shfl_xor(currentSum, 4);
150 }
151 if (blocksPerRange >= 4U)
152 {
153 currentSum += __shfl_xor(currentSum, 2);
154 }
155 if (blocksPerRange >= 2U)
156 {




161 if(idx % blocksPerRange == 0U && idx < resultLength * blocksPerRange)
162 {
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カ ー ネ ル 関 数 kernel_GaussianCopulaDensity は 、所 得 分 布 に 関 す る デ ー タ








IX × IY をさらに分割し、分割した各部分について GPU内の各ブロックが数値積分を計算
する。関数 kernel_ResultTempSum は、kernel_EstimateMomentTemporal の結果である数
値積分の値を再結合するものである*9。
いま、所得の度数分布表における第 i 階層の区間を IXi , 年齢の度数分布表にお
ける第 j 階層の区間を IYj とすると、関数 kernel_EstimateMomentTemporal と関数
kernel_ResultTempSumは、区間 IXi × IYj ごとに二重積分の数値積分を計算する。そうする















































付録 A 所得と年齢の同時分布の GMM推定




なわち、所得に関して、階層 IXi (i = 1, . . . ,m)の上限と下限 (LXi ,UXi )(i = 1, . . . ,m), 相対度
数 RXi (i = 1, . . . ,m), 階層平均 X¯i(i = 1, . . . ,m), および平均年齢 Y˜i(i = 1, . . . ,m)が与えられ
ており、年齢に関しては、階層 IYj (j = 1, . . . , n)の上限と下限 (LYj ,UYj )(j = 1, . . . , n), 相対度




































1m(x)/P(x ∈ IXm )
}







カ ー ネ ル 関 数 kernel_GaussianCopulaDensity は 、所 得 分 布 に 関 す る デ ー タ








IX × IY をさらに分割し、分割した各部分について GPU内の各ブロックが数値積分を計算
する。関数 kernel_ResultTempSum は、kernel_EstimateMomentTemporal の結果である数
値積分の値を再結合するものである*9。
いま、所得の度数分布表における第 i 階層の区間を IXi , 年齢の度数分布表にお
ける第 j 階層の区間を IYj とすると、関数 kernel_EstimateMomentTemporal と関数
kernel_ResultTempSumは、区間 IXi × IYj ごとに二重積分の数値積分を計算する。そうする















































付録 A 所得と年齢の同時分布の GMM推定
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層の階層平均、φj は第 j年齢階層の平均所得、ψi は第 i所得階層の平均年齢である。また、
P(x ∈ IXi )は所得が階層 IXi に入る確率、P(y ∈ IYj )は年齢が階層 IYj に入る確率であり、
1i(x) =
{




1 y ∈ IYj
0 otherwise
である。
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P(x, y; θ)を構築した。所得については第 2種の一般化ベータを仮定し、所得分布の密度関
数 fx(x;λ)を
fx(x;λ) = fx(x; (a, b, p, q)′)
=
axap−1
bapB(p, q) {1+ (x/b)a}p+q





















数から、同時密度関数 fx,y(x, y; θ)を
fx,y(x, y; θ) = f1(x, y; θ) + f2(x, y; θ)
f1(x, y; θ) =
{
c(x, y; ρ1) fx(x;λ1) fy(y) y ≤ 60
0 y > 60
f2(x, y; θ) =
{
0 y ≤ 60
c(x, y; ρ2) fx(x;λ2) fy(y) y > 60
16
と構築する。ただし、















上記の同時密度における (λ1,λ2, ρ1, ρ2) が、GMM により推定されるパラメータ θ と
なる。
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