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a b s t r a c t
Mallows’ Cp statistic is widely used for selecting multivariate linear regression models. It
can be considered to be an estimator of a risk function based on an expected standardized
mean square error of prediction. An unbiased Cp criterion for selecting multivariate linear
regression models has been proposed. In this paper, that unbiased Cp criterion is extended
to the case of a multivariate ridge regression. It is analytically proved that the proposed
criterion has not only a smaller bias but also a smaller variance than the existing Cp
criterion, and is the uniformly minimum variance unbiased estimator of the risk function.
We show that the criterion has useful properties by means of numerical experiments.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let Y be an n × p observation matrix and X be an n × k matrix of non-stochastic explanatory variables of full rank k.
Suppose that j denotes a subset of ω = {1, . . . , k} containing kj elements, and Xj denotes the n× kj matrix consisting of the
columns of X indexed by the elements of j. Then we consider the following candidate model with kj explanatory variables:
Y ∼ Nn×p(Xj4j,6j ⊗ In), (1)
where 4j is a kj × p unknown regression coefficient matrix and 6j is a p × p unknown variance–covariance matrix. In
particular, we call the model with Xω = X the full model.
Themultivariate linear regressionmodel in (1) is one of the basicmodels inmultivariate analysis. It is introduced inmany
textbooks on applied multivariate statistical analysis (see e.g., [1,2]), and even now it is widely applied in chemometrics,
engineering, econometrics, psychometrics and many other fields for the prediction of correlated multiple responses using
a set of explanatory variables (e.g., [3–5]). In the same way as for the univariate linear regression model, the ordinary least
square estimator (LSE) of4j has a large variance when the number of explanatory variables is large, or correlations among
explanatory variables are high. It is a well-known fact that a large variance causes poor prediction.We avoid such a problem
by applying a ridge regression procedure [6] to an estimation of the multivariate linear regression model. Unfortunately,
ridge regression sometimes shrinks the LSE too much when the number of explanatory variables is large, mainly because
ridge regression shrinks the LSE uniformly. However the number of explanatory variables can be reduced by a variable
selection procedure. Hence we consider ridge regression and variable selection simultaneously.
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The regression coefficient matrix4j is estimated by ridge regression, i.e.,
4ˆj,θ = M−1j,θ X ′jY , (2)
whereMj,θ = X ′jXj + θ Ikj (θ ≥ 0). Notice that 4ˆj,0 is the ordinary maximum likelihood estimator of4j (or the ordinary LSE
of4j). As for the univariate case, the estimator in (2) is derived from a penalized least square estimation as
4ˆj,θ = argmin
4j
{
tr{(Y − Xj4j)′(Y − Xj4j)} + θ tr(4′j4j)
}
.
In multivariate ridge regression, optimization of the subset j and the ridge parameter θ is an important problem.
Choosing j and θ so as to minimize a risk function is a very well-knownmethod for model selection. In this paper, we use
the expected mean square error (MSE) of prediction as a risk function. This measures the discrepancy between a predictor
of Y and a future observation. However, we cannot directly use such a risk function in a real situation, because it includes
unknown parameters. Instead of the risk function, we can use an estimator that is an information criterion. Obtaining an
unbiased estimator of the risk function will allow us to correctly evaluate the discrepancy between the predictor of Y and a
future observation. This will further facilitate a remarkable selection of j and θ .
Mallows’ Cp statistic [7,8] can be considered to be an estimator of the risk function based on the expected MSE of
prediction. Hence, in this paper, we call an estimator of the risk function a Cp criterion. For a single response variable, the
discrepancy between the predictor and the future observation is measured by the Euclidean distance. However, in the case
of multiple responses, we need to use a distance measure modified by the correlation between response variables. Hence,
we have to use the discrepancy function defined by the Mahalanobis distance. Namely, we define the risk function in terms
of the expected MSE, but standardized by the true variance–covariance matrix of observation. Such a risk function was
proposed in [9]. Since the true variance–covariance matrix is unknown, it must be replaced by its estimator. However, the
replacementmakes it hard to obtain an unbiased Cp criterion for the ridge regression because the residual sumof squares and
the estimated variance–covariance matrix are not independent. Nevertheless, we can develop an unbiased Cp criterion by
decomposing the residual sum of squares into two parts, where the first part depends on the estimated variance–covariance
matrix and the other part is independent of the estimated variance–covariancematrix. Such a decomposition can be derived
from the formula in [10].
The definition of our unbiased Cp criterion is very simple, and it is not necessary to carry out complicated calculations to
obtain an unbiased criterion, such as in [11]. In addition, we are able to prove analytically that the proposed criterion has
not only a smaller bias but also a smaller variance than the existing Cp criterion. We call it the modified Cp (MCp) criterion,
because our unbiased Cp includes the criterion in [9] as a special case. Recently, Davies, Neath and Cavanaugh [12] showed
that Fujikoshi and Satoh’s MCp is the uniformly minimum variance unbiased estimator (UMVUE) of the risk function. We
show that theMCp criterion becomes the UMVUE, even for the case of multivariate ridge regression.
In this paper, we deal with the multivariate ridge regression procedure and the model selection procedure
simultaneously. Such amixed procedure has another advantage over theMSE for prediction.We can show that an optimal θ
under fixed j, which minimizes the MSE of prediction, is not 0 for any candidate models. This implicitly suggests that using
the mixed procedure can result in the MSE of prediction being less than that for the single procedure.
This paper is organized in the following way: In Section 2, we propose theMCp criterion for multivariate ridge regression
by using the formula in [10]. Several mathematical properties of our criterion are shown in Section 3. In Section 4, we
examine the performance of the proposed criterion by conducting numerical simulations. Section 5 contains a discussion
and our conclusions. Technical details are provided in the Appendix.
2. Unbiased Cp criterion
Suppose that the true model of Y can be expressed as
Y ∼ Nn×p(0∗,6∗ ⊗ In). (3)
Let PA be the projection matrix to the subspace spanned by the columns of A, i.e., PA = A(A′A)−1A′. Then, we suppose that
the following assumption is satisfied.
• Assumption: the full model includes at least the true model, i.e., PXω0∗ = 0∗.
Let Yˆj,θ be the predictor of Y given by Yˆj,θ = Xj4ˆj,θ , where 4ˆj,θ is the ridge regression estimator of4j given by (2), and
letU be an n×p random variablematrix which is independent of Y and has the same distribution as Y . The random variable
matrix U can be regarded as a future observation or imaginary new observation. As a criterion for the goodness of fit of the
candidate model, we consider the underlying risk function based on the MSE of prediction, as is proposed in [9];
R(j, θ) = E∗Y E∗U
[
tr
{
(U − Yˆj,θ )6−1∗ (U − Yˆj,θ )′
}]
,
where E∗ denotes the expectation under the true model in (3). We regard the model with j(r) and θ (r) which minimizes
R(j, θ) as the principal best model.
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Let E be an n× pmatrix defined by Y − 0∗. Notice that
E∗Y [E] = On,p, E∗Y [E ′AE] = tr(A)6∗, (4)
where On,p is an n× pmatrix with all elements zero, and A is an n× n constant matrix. These expectations imply that
E∗U
[
tr
{
(U − Yˆj,θ )6−1∗ (U − Yˆj,θ )′
}]
= np+ tr
{
(0∗ − Yˆj,θ )′(0∗ − Yˆj,θ )6−1∗
}
.
LetWj,θ be the residual sum of squares matrix for the ridge regression, i.e.,
Wj,θ = (Y − Yˆj,θ )′(Y − Yˆj,θ ) = Y ′(In − XjM−1j,θ X ′j )2Y . (5)
By using E andWj,θ , we derive
tr
{
(0∗ − Yˆj,θ )′(0∗ − Yˆj,θ )6−1∗
}
= tr(Wj,θ6−1∗ )+ tr(E ′E6−1∗ )− 2tr
{
E ′(In − XjM−1j,θ X ′j )Y6−1∗
}
.
The expectations in (4) yield
E∗Y
[
tr
{
E ′(In − XjM−1j,θ X ′j )Y6−1∗
}] = np− ptr(M−1j,θ Mj,0).
From the results mentioned above, another expression of R(j, θ) is given by
R(j, θ) = E∗Y
[
tr(Wj,θ6−1∗ )
]+ 2ptr(M−1j,θ Mj,0). (6)
Therefore we can propose an estimator for the risk function by using an estimator for E∗Y [tr(Wj,θ6−1∗ )].
Let S be an unbiased estimator of 6∗ under the full model. This is defined by S = Wω,0/(n − k), where Wω,0 is the
residual sum of squares matrix in the full model with θ = 0, i.e.,Wω,0 = Y ′(In − PXω )Y . By replacing 6∗ in (6) with S , a
naive estimator of the risk function can be defined, i.e., the following Cp criterion:
Cp(j, θ) = tr(Wj,θS−1)+ 2ptr(M−1j,θ Mj,0). (7)
Cp(j, 0) coincides with the multivariate Cp in [13] which is the information criterion for selecting variables in a multivariate
linear regression model. Unfortunately, Cp(j, θ) has a constant bias for R(j, θ). It is not negligible when the sample size is
small or the number of explanatory variables is large. Hence we try to remove this bias completely; i.e., our goal is to derive
an unbiased estimator of E∗Y [tr(Wj,θ6−1∗ )].
It follows from (5) that
Wj,0 = Y ′(In − XjM−1j,0 X ′j )Y = Wω,0 + 4ˆ
′
ω,0Mω,04ˆω,0 − 4ˆ′j,0Mj,04ˆj,0.
Therefore, it is easy to obtain an unbiased estimator of E∗Y [tr(Wj,θ6−1∗ )] when θ = 0, because 4ˆj,0 and S are independent,
and 4ˆω,0 and S are also independent. However, when θ 6= 0, the equation above cannot be used. Thus, we have to develop
an alternative plan to obtain an unbiased estimator of E∗Y [tr(Wj,θ6−1∗ )].
By using the formula in [10],Wj,θ can be rewritten as
Wj,θ = Wj,0 + θ2Y ′XjM−1j,θ Mj,0M−1j,θ X ′jY . (8)
Notice thatWj,0 can be expressed asWω,0 + Y ′(PXω − PXj)Y . From this,Wj,θ in (8) can also be decomposed as
Wj,θ = Wω,0 + Y ′(PXω − PXj)Y + θ2Y ′XjM−1j,θ Mj,0M−1j,θ X ′jY . (9)
From this decomposition, it follows thatWj,θ − Wω,0 and S are independent, because (In − PXω )(PXω − PXj) = On,n and
(In − PXω )XjM−1j,θ Mj,0M−1j,θ X ′j = On,n are satisfied. Using these independence results, we have
E∗Y
[
tr(Wj,θS−1)
] = (n− k)E∗Y [tr {(Wj,θ −Wω,0)W−1ω,0 + Ip}]
= (n− k) {E∗Y [tr {(Wj,θ −Wω,0)3}]+ p}
= (n− k) {E∗Y [tr(Wj,θ3)]− E∗Y [tr(Wω,03)]+ p} , (10)
where3 = E∗Y [W−1ω,0]. SinceWω,0 ∼ Wp(n− k,6∗), we can see that E∗Y [Wω,0] = (n− k)6∗ and E∗Y [W−1ω,0] = 6−1∗ /(n− k−
p− 1)(n− k > p+ 1) (see e.g., [14, p. 74, Theorem 2.4.6]). Substituting the two expectations into (10) yields
E∗Y
[
tr(Wj,θS−1)
] = (1− p+ 1
n− k
)−1 {
E∗Y
[
tr(Wj,θ6−1∗ )
]− p(p+ 1)} . (11)
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It follows immediately from the Eq. (11) that an unbiased estimator of E∗Y [tr(Wj,θ6−1∗ )] can be defined by {1− (p+ 1)/(n−
k)}tr(Wj,θS−1)+ p(p+ 1). Then, when n− k > p+ 1 holds, we propose the following unbiased estimator of R(j, θ), which
is the modified Cp criterion:
MCp(j, θ) =
(
1− p+ 1
n− k
)
tr(Wj,θS−1)+ 2ptr(M−1j,θ Mj,0)+ p(p+ 1). (12)
Notice thatMCp(j, 0) coincideswith themodified Cp criterion in [9], which is the information criterion for selecting variables
in a multivariate linear regression model. Hence, it can be seen that ourMCp is an extended version of Fujikoshi and Satoh’s
modified Cp.
3. Several mathematical properties
In this section, we investigate several mathematical properties of theMCp and Cp criteria. Let g(j, θ) be a function of j and
θ defined by
g(j, θ) = tr(Wj,θS−1). (13)
By using g(j, θ) and Cp(j, θ) in (7),MCp(j, θ) in (12) can be rewritten as
MCp(j, θ) = Cp(j, θ)− (1− a) {g(j, θ)− (n− k)p} , (14)
where the coefficient a is defined as
a = 1− p+ 1
n− k . (15)
Notice that the inequality 0 < a < 1 is satisfied, because n− k > p+ 1 is true. Thus, the relation 0 < 1− a < 1 also holds.
By substituting this inequality and (A.3) in Appendix A.1 into (14), we obtain the following relation betweenMCp and Cp:
Theorem 1. For any distribution of Y , the following inequality is always satisfied:
MCp(j, θ) ≤ Cp(j, θ),
with equality if and only if θ = 0 and j = ω.
Theorem 1 shows that MCp is always smaller than Cp except for the full model with θ = 0. In particular, when the
candidate model is the full model with θ = 0,MCp coincides with Cp, i.e.,MCp(ω, 0) = Cp(ω, 0) = (n+ k)p.
Recall that the MCp criterion is an unbiased estimator of the risk function in (6). This unbiasedness and Theorem 1 lead
us to another relation between theMCp and Cp criteria.
Theorem 2. When the distribution of Y is normal and the assumption PXω0∗ = 0∗ is satisfied, the following inequality holds:
E∗Y [MCp(j, θ)] = R(j, θ) ≤ E∗Y [Cp(j, θ)],
with equality if and only if θ = 0 and j = ω.
Theorem 2 shows that Cp(j, θ) overestimates R(j, θ) except in the case of the full model, with θ = 0.
Theorem2 describes the biases of the criteria. However, since an information criterion is an estimator of the risk function,
not only bias but also variance is an important consideration. Therefore, we now consider the variances of the MCp and Cp
criteria. Let h(j, θ) be a function of j and θ defined by
h(j, θ) = tr(M−1j,θ Mj,0). (16)
Using h(j, θ) and Cp(j, θ), we can rewriteMCp(j, θ) as
MCp(j, θ) = aCp(j, θ)+ 2p(1− a)h(j, θ)+ p(p+ 1), (17)
where a is given by (15). Since p, a and h(j, θ) are non-stochastic, it seems that variances ofMCp and Cp criteria are related
by
Var[MCp(j, θ)] = a2Var[Cp(j, θ)].
Let us recall that 0 < a < 1 andMCp(ω, 0) = Cp(ω, 0). Consequently, we can derive the following theorem.
Theorem 3. For any distribution of Y , the following inequality is always satisfied:
Var[MCp(j, θ)] ≤ Var[Cp(j, θ)], (18)
with equality if and only if θ = 0 and j = ω.
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Theorem3 yields the surprising result thatMCp not only removes the bias of Cp but also reduces its variance. Furthermore,
the inequality (18) holds even if the distribution of Y is not normal. In general, the variance of the bias-corrected estimator
is larger than that of the original estimator (see e.g., [15, p. 138]). Even thoughMCp is a bias-corrected Cp, the variance of our
MCp is smaller than that of Cp except in the case that θ = 0 and j = ω. It can be seen that ourMCp criterion therefore has a
very desirable property.
As for the variance of theMCp criterion,we can obtain a stronger result than Theorem3. In the univariate linear regression
model, Davies, Neath and Cavanaugh [12] showed thatMCp(j, 0) is the UMVUE of R(j, 0). We can extend their result to the
multivariate ridge regression. By slightly modifying the result in [14, pp. 18–20], it is easily seen that 4ˆω,0 and Wω,0 are
complete sufficient statistics when the true model is (3). Notice that PXωY = Xω4ˆω,0 and PXωXj = Xj. It follows from Eq. (9)
that
MCp(j, θ) = a(n− k)tr
{
(In − PXj + θ2XjM−1j,θ Mj,0M−1j,θ X ′j )Xω4ˆω,0W−1ω,04ˆ
′
ω,0X
′
ω
}
+ p {a(n− k)+ 2tr(M−1j,θ Mj,0)+ (p+ 1)} .
This means that MCp(j, θ) is a function of complete sufficient statistics. From the Lehman–Scheffé theorem, we obtain the
following result.
Theorem 4. When the distribution of Y is normal and the assumptionPXω0∗ = 0∗ is satisfied,MCp(j, θ) is the UMVUE of R(j, θ).
Previous theorems have described characteristics of our criterion as an estimator of the risk function. On the other hand,
in model selection, it is also important which model is chosen using an information criterion. In particular, since we are
correcting the bias in the criterion, we need to investigate changes in the selected ridge parameter and/or the selected
subset of ω due to this correction of the bias. Firstly, we consider θj chosen by minimizing R(j, θ),MCp(j, θ) and Cp(j, θ) for
a fixed j.
Let R˙(j, θ), M˙Cp(j, θ) and C˙p(j, θ)be the first derivativeswith respect to θ ofR(j, θ) andMCp(j, θ) andCp(j, θ), respectively.
Notice that the matrixMj,0 is positive definite. Hence, from Eqs. (A.5)–(A.7) in Appendix A.2, we have
R˙(j, 0) = M˙Cp(j, 0) = C˙p(j, 0) = −2tr(M−1j,0 ) < 0. (19)
This equationmeans that R(j, θ),MCp(j, θ) and Cp(j, θ) are decreasingwhen θ = 0. Let θ (r)j , θˆ (m)j and θˆ (c)j be ridge parameters
minimizing R(j, θ),MCp(j, θ) and Cp(j, θ), respectively, for a fixed j, i.e.,
R(j, θ (r)j ) = min
θ≥0 R(j, θ),
and
MCp(j, θˆ
(m)
j ) = min
θ≥0 MCp(j, θ), Cp(j, θˆ
(c)
j ) = min
θ≥0 Cp(j, θ). (20)
Then Eq. (19) implies the following theorem.
Theorem 5. For any distribution of Y and combinations of X , the inequalities θ (r)j > 0, θˆ
(m)
j > 0 and θˆ
(c)
j > 0 are always
satisfied.
Theorem 5 shows that the principal optimal θ obtained by minimizing R(j, θ) is not zero. Hence, it remains possible that
the mixed procedure with the ridge regression and variable selection makes the risk function smaller than that of the single
procedure. Moreover, the inequalities θˆ (m)j > 0 and θˆ
(c)
j > 0 show that the transformation θ = eλ(λ ∈ R) can be used to
search for θ minimizingMCp(j, θ) and Cp(j, θ). It facilitates an optimization for the ridge regression, because the search area
is stretched into the whole set R.
Next, we consider a magnitude relation between θˆ (m)j and θˆ
(c)
j . Suppose that the inequality θˆ
(m)
j < θˆ
(c)
j holds. Then, from
(A.8) in the Appendix A.3, we have h(j, θˆ (c)j ) < h(j, θˆ
(m)
j ). Moreover, by applying (20), the relations Cp(j, θˆ
(c)
j ) ≤ Cp(j, θˆ (m)j )
can be derived. Substituting the two inequalities into (17) yields
MCp(j, θˆ
(m)
j ) = aCp(j, θˆ (m)j )+ 2p(1− a)h(j, θˆ (m)j )+ p(p+ 1)
> aCp(j, θˆ
(c)
j )+ 2p(1− a)h(j, θˆ (c)j )+ p(p+ 1)
= MCp(j, θˆ (c)j ),
because 0 < a < 1 and 0 < 1 − a < 1 are satisfied. However, this result is contradictory to the result thatMCp(j, θˆ (m)j ) ≤
MCp(j, θ) for any θ . Consequently, by reductio ad absurdum, we obtain the following theorem, which characterizes the
relation between the two ridge parameters determined by the Cp andMCp criteria.
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Theorem 6. For any distribution of Y and combinations of X , the inequality θˆ (m)j ≥ θˆ (c)j is always satisfied.
Theorem6 shows that the optimal θ obtained usingMCp is not smaller than that determined from Cp for fixed j. In general,
the best model obtained by minimizing the existing Cp criterion tends to overfit the principal best model. Many studies
have verified this characteristic by conducting numerical simulations, e.g., [9,16,17]. For ridge regression, overfitting means
choosing a smaller value of θ than the principal best θ . TheMCp(j, θ) has improved this weak point by correcting the bias.
Theorem6gives the relation between the two ridge parameters resulting from theMCp andCp criteria. From the same idea
used to prove Theorem 6, we can also obtain other inequalities between the best models, as theorems resulting from using
theMCp and Cp criteria. (We present the proofs in Appendix A.4, because they are very similar to the proof of Theorem 6).
Theorem 7. Let jˆ(m)θ and jˆ
(c)
θ be subsets of ω obtained by minimizing MCp(j, θ) and Cp(j, θ) respectively, for a fixed θ . Then, the
relation jˆ(c)θ 6⊂ jˆ(m)θ is always satisfied for any distributions of Y and ridge parameters. In particular, for a nested model, jˆ(m)θ ⊆ jˆ(c)θ
holds.
Theorem 8. Let jˆ(m) and θˆ (m) be j and θ obtained by minimizing MCp(j, θ), and let jˆ(c) and θˆ (c) be j and θ obtained minimizing
Cp(j, θ). Then, the inequality θˆ (m) ≥ θˆ (c) or the relation jˆ(c) 6⊂ jˆ(m) are always satisfied for any distributions of Y .
4. Numerical study
We evaluate the proposed criterion applied numerically to the polynomial regression model, Y ∼ Nn×p(0∗,6∗ ⊗ Ip),
with p = 2, n = 20, k = 12 and ω = {1, . . . , 12}where 0∗ = Xω4∗,
4∗ = δ
(
1 2 3 0 · · · 0
1 4 9 0 · · · 0
)′
, 6∗ =
(
1 0.52
0.52 1
)
,
Xω =
x1,1 x1,2 · · · x1,k... ... ... ...
xn,1 xn,2 · · · xn,k
 and Z =
z1 z
2
1 · · · zk1
...
...
...
...
zn z2n · · · zkn
 .
Each column vector of the designmatrixXω is obtained by standardization of the corresponding column vector of Z . The first
column vector of Z is generated from the independent uniform distribution on (−1, 1). Notice that the candidate models
are nested and that Xj is the submatrix consisting of the first j columns of Xω . In a sense, the subindex j is the degree of a
polynomial here.
Since MCp is derived as an estimator of the MSE of prediction, we compare the related four criteria: MCp, Cp, the cross-
validation (CV) criterion [18] and the generalized cross-validation (GCV) criterion [19], with respect to the following three
points:
(i) the probabilities or frequencies of selected models,
(ii) the expectation value of the selected ridge parameter,
(iii) the MSE of prediction.
Here, CV and GCV criteria can be formally defined by
CV(j, θ) = tr{(In − Hj,θ )−2(Y − Yˆj,θ )S−1(Y − Yˆj,θ )′}, (21)
GCV(j, θ) = tr(Wj,θS
−1)
{1− tr(M−1j,θ Mj,0)/n}2
, (22)
whereHj,θ is an n×n diagonalmatrixwhose ith diagonal element corresponds to the (i, i)th element ofXjM−1j,θ X ′j .We call the
CV and GCV criteria defined by (21) and (22) the formal CV and GCV. Additionally, it turns out from (A.18) in Appendix A.5
that the formal GCV criterion has larger variances than Cp andMCp criteria except for the case of θ = ∞.We selected both the
candidatemodel and the ridge parameter, and calculated theMSE of the prediction as np+E∗Y [tr{(0∗−Yˆjˆ,θˆ )6−1∗ (0∗−Yˆjˆ,θˆ )′}].
Moreover, we consider the following three optimization procedures:
(a) a mixed procedure with ridge regression and variable selection (the proposed procedure); we optimize the subset j and
the ridge parameter θ simultaneously,
(b) the procedure with only variable selection (the ordinary procedure); we optimize only the subset j under θ = 0 (θˆ is
always 0),
(c) the procedure with only ridge regression of the full model (the ordinary procedure); we optimize only the ridge
parameter θ under j = ω (jˆ is always ω).
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Table 1
The frequencies of selected models, the expectation value of selected ridge parameters, the MSE of prediction for 1,000 repetitions under the true model
with δ = 0, or a constant model. A parenthetic value shows the result without ridge parameter. MSEω shows the MSE by using full model without variable
selection.
j MCp Cp CV GCV
freq. E[θˆj] (freq.) freq. E[θˆj] (freq.) freq. E[θˆj] (freq.) freq. E[θˆj] (freq.)
1 639 82.9 (779) 430 70.7 (548) 513 75.7 (689) 496 76.4 (645)
2 130 83.7 (76) 140 68.0 (101) 152 74.5 (135) 152 75.3 (117)
3 25 84.1 (27) 38 67.1 (49) 48 74.9 (65) 42 76.8 (55)
4 24 84.9 (27) 26 66.6 (44) 40 76.2 (47) 37 77.6 (46)
5 13 84.7 (11) 24 66.4 (27) 29 77.4 (23) 20 77.6 (24)
6 17 85.0 (6) 34 66.6 (21) 24 78.3 (8) 27 78.0 (14)
7 15 85.0 (11) 32 65.8 (31) 14 77.9 (7) 21 77.7 (23)
8 14 85.6 (9) 36 65.0 (23) 11 78.6 (6) 26 78.2 (10)
9 12 85.4 (6) 22 64.6 (18) 15 78.3 (3) 16 78.3 (7)
10 14 85.3 (9) 39 64.1 (31) 21 78.4 (4) 23 78.6 (15)
11 21 85.1 (15) 46 64.4 (38) 23 78.3 (4) 30 77.9 (18)
12 76 85.3 (24) 133 65.0 (69) 110 78.0 (9) 110 78.1 (26)
MSE 42.9 (45.0) 46.6 (49.0) 42.9 (44.9) 44.1 (46.5)
MSEω 42.9 46.3 42.3 43.4
Table 2
The frequencies of selected models, the expectation value of selected ridge parameters, the MSE of prediction for 1,000 repetitions under the true model
with δ = 2.0, or a third degree polynomial model. A parenthetic value shows the result without ridge parameter. MSEω shows theMSE by using full model
without variable selection.
j MCp Cp CV GCV
freq. E[θˆj] (freq.) freq. E[θˆj] (freq.) freq. E[θˆj] (freq.) freq. E[θˆj] (freq.)
1 0 0.01 (0) 0 0.01 (0) 0 0.00 (0) 0 0.15 (0)
2 0 0.02 (0) 0 0.01 (0) 0 0.00 (0) 0 0.21 (0)
3 757 0.01 (779) 520 0.01 (554) 614 0.02 (693) 612 0.01 (647)
4 80 0.04 (87) 98 0.02 (100) 153 0.03 (161) 109 0.03 (119)
5 36 0.06 (27) 56 0.03 (50) 85 0.08 (65) 58 0.03 (52)
6 18 0.07 (11) 48 0.03 (45) 50 0.12 (29) 45 0.04 (35)
7 15 0.05 (20) 32 0.02 (36) 27 0.09 (15) 25 0.03 (35)
8 15 0.06 (18) 31 0.03 (31) 14 0.13 (8) 24 0.03 (22)
9 9 0.06 (6) 28 0.03 (24) 10 0.12 (5) 18 0.03 (14)
10 13 0.06 (10) 38 0.03 (39) 6 0.15 (4) 24 0.03 (21)
11 23 0.07 (15) 57 0.03 (42) 12 0.16 (8) 36 0.04 (20)
12 34 0.07 (27) 92 0.03 (79) 29 0.17 (12) 49 0.03 (35)
MSE 48.8 (48.6) 52.0 (52.1) 48.9 (48.3) 50.3 (50.1)
MSEω 54.2 55.6 56.5 54.0
In order to compare procedure (a) with (b) and (c), we calculated properties (i) and (iii) derived from the procedure (b)
and a property (iii) derived from the procedure (c). These properties were evaluated by Monte Carlo simulation with 1,000
iterations under two types of true model, (1) δ = 0, or a constant model, (2) δ = 2.0, or a third degree polynomial model.
In the former case, smaller degree polynomial models estimated by larger ridge parameters should be selected; conversely,
the third degree polynomial model estimated by smaller ridge parameters should be selected in the latter case.
Tables 1 and 2 show the three properties in the cases of δ = 0 and δ = 2, respectively. Values in parentheses in Tables 1
and 2 denote the properties obtained from the procedure (b). In both tables, MSEω shows the MSE of prediction obtained
from the procedure (c). As a result of the simulation study, ourMCp criterion was much improved, compared to the original
Mallows’ Cp criterion in the sense of the MSE of prediction. Although the MSE of the MCp criterion was almost the same as
that of the CV criteria, MCp selected preferable candidate models more often than CV in both of the cases (1) when larger
ridge parameters were required, and (2) when ridge parameters were not as necessary, or the usual least square estimator
without ridge parameters was sufficient. The performance of the GCV criterion might thus be located between that of the
CV and Cp criteria. Therefore we conclude that theMCp criterion is the best criterion among those four criteria in the sense
of MSE prediction and the probability of selecting the preferable candidate model for a ridge regression.
Comparing procedures (a) with (b), we can see that the procedure (b) selected the truemodel with higher frequency than
the procedure (a). However, the MSE of prediction obtained from the procedure (a) was smaller than that obtained from the
procedure (b) when δ = 0. Even though the MSE obtained from the procedure (a) was larger than that obtained from the
procedure (b) when δ was 2.0, the difference was very small. On the other hand, the MSE obtained from the procedure (a)
was smaller than MSEω when δ = 2.0. Even though the MSE obtained from the procedure (a) was larger than MSEω when
δ = 0, its difference was very small. Ultimately, these results show that the mixed procedure using ridge regression and
variable selection improved on the individual procedures, while still retaining most of their advantages.
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Table 3
Estimated regression coefficients of selected best models.
Variable Optimized θ Without θ
Y1 Y2 Y3 Y4 Y1 Y2 Y3 Y4
With variable selection
X1 −0.30 −0.24 −0.01 0.36 −0.33 −0.27 −0.02 0.40
X2 −0.61 −0.45 0.00 0.63 −0.67 −0.49 −0.02 0.71
X3 −0.29 −0.09 −0.41 0.52 −0.35 −0.12 −0.42 0.58
X4 – – – – – – – –
X5 −0.37 −0.29 0.59 −0.19 −0.40 −0.31 0.62 −0.19
X6 – – – – – – – –
X7 – – – – – – – –
Without variable selection (full model)
X1 −0.21 −0.13 0.02 0.18 −0.43 −0.14 −0.02 0.28
X2 −0.28 −0.22 0.11 0.16 −0.69 −0.23 0.00 0.35
X3 −0.17 0.12 −0.34 0.24 −0.55 0.15 −0.43 0.38
X4 0.11 0.24 0.09 −0.34 −0.21 0.31 0.00 −0.23
X5 −0.33 −0.28 0.55 −0.16 −0.37 −0.31 0.62 −0.18
X6 0.24 −0.05 0.00 −0.12 0.27 −0.11 0.03 −0.12
X7 −0.15 −0.09 −0.02 0.11 −0.09 −0.11 −0.02 0.12
Next, an illustrative application to an actual data set is shown. We used the Scottish election data [20], which are the
results of voting in 71 (= n) Scottish constituencies in the two British general elections held in February and October 1974.
Variables headedW1,W2,W3 andW4 denote the Conservative, Labour, Liberal, and Nationalist parties in October 1974 as
do those headed C , S, L and N which apply to February 1974 (in the same order). Variable E is an electorate figure (February
and October figures differed insignificantly) and R is a categorical variable defining the region where
1 = Glasgow; 2 = Remainder of the Clydeside conurbation;
3 = Edinburgh; 4 = Remainder of the industrial centers;
5 = Highlands; 6 = Rest of Scotland.
According to [20], four response variables Y1, Y2, Y3 and Y4 (p = 4), and seven explanatory variables X1, X2, X3, X4, X5, X6
and X7 (k = 7)were calculated from the raw data as follows: Response variables were generated from Yj = Wj/E − Xj (j =
1, 2, 3, 4), where X1, X2, X3 and X4 were
X1 = C/E, X2 = S/E, X3 = L/E, X4 = N/E.
The remaining explanatory variables were figured as
X5 =
{
0.5 : Liberal intervenes, i.e.,W3 > 0 and L = 0
0 : otherwise,
X6 =
{
0.5 : R = 5, 6
0 : otherwise,
X7 =
{
0.5 : Labour or Nationalist top parties in February 1974 and |X2 − X4| ≤ 0.2
0 : otherwise.
Table 3 shows the estimates of regression coefficients for the following four models:
(a) the model with the best ridge parameter and subset of variables chosen byMCp criterion (we optimized the subset j and
ridge parameter θ simultaneously byMCp(j, θ)),
(b) the model with the best subset of variables chosen byMCp criterion (we optimized only the subset j byMCp(j, 0)),
(c) the full model with the best ridge parameter chosen by MCp criterion (we optimized only the ridge parameter θ in the
full model byMCp(ω, θ)),
(d) the full model without θ (LSE of the full model).
In both cases (a) and (b), themodel having variables X1, X2, X3 and X5 was chosen as the best subset. From the results, we can
see that ridge regression without variable selection shirked the LSE of the full model too much. Although ridge regression
with variable selectiondid not shrink the LSE of the selectedmodel asmuch,we can find a clear difference between estimated
regression coefficients of the models (a) and (b).
5. Conclusion and discussion
In this paper, we have proposed an unbiased Cp criterion, denoted as MCp. The MCp criterion is the UMVUE of the risk
function based on the expected standardized MSE of prediction when the distribution of Y is normal and PXω0∗ = 0∗
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is satisfied. One of the advantages of the MCp criterion is that its definition is very simple. Furthermore, we have proved
analytically that the MCp criterion has smaller variance than the Cp criterion. In addition, the optimal ridge parameter
obtained using MCp is always at least as large as that resulting from Cp for fixed j, and the best subset of ω obtained by
using MCp is not included in the best subset obtained from use of Cp. In numerical studies, we demonstrated that the MCp
criterion is more effective than the Cp criterion and the formal CV and GCV criteria.
From the asymptotic expansion of the bias in [16], it seems that the effect of non-normality on the bias of MCp(j, 0) is
very small; its order is merely O(n−2) even under non-normality, when PXj0∗ = 0∗ is satisfied. Hence, we can expect that
ourMCp(j, θ) also has similar good properties.
In the case of a single response, the risk function does not need to be standardized by the true variance–covariance
matrix, and in this situation, an unbiased estimator is easy to obtain. This unbiased estimator may almost be equivalent to
the criterion proposed in [21] and [22], among other studies. However, in the case ofmultiple responses, the standardization
results in difficulty deriving an unbiased estimator. For this case, there has hitherto been no unbiased estimator of the risk
function based on the expected standardizedMSE of prediction for multivariate ridge regression. On the other hand, we can
guess that an estimator of the risk function may be able to be derived easily by use of the CV method as in (21). However, in
the case of multiple responses, an estimated variance–covariance matrix for the standardization should also be constructed
by means of the jackknife method, as well as by using the predictor of Y . Then, the GCV criterion cannot be strictly defined
and unfortunately the CV criterion will have constant bias (see [17]). In addition, although we can define the formal GCV
criterion as in (22), this has larger variance thanMCp criterion, except in the case of θ = ∞. Therefore, for model selection
based on a multivariate ridge regression,MCp will not be supplanted by other criteria at present.
There have been many studies concerned with correction of the bias of an information criterion. However, in almost
all cases the resulting papers have reported only on the bias correction and have not presented any theoretical results on
the differences between models selected using the original criterion and the improved version. In contrast, this paper does
consider changes in the selected model due to correcting the bias.
From the many viewpoints mentioned above, we consider that the results in our paper are useful, and thus we can
recommend use of theMCp criterion instead of the Cp criterion for multivariate ridge regression.
Choosing the best ridge parameter and subset of variables simultaneously may be able to reduce the value of the MSE of
prediction to a greater extent than choosing only the ridge parameter or subset of variables. However, many computational
tasks are involved when we search for the best ridge parameter and subset of variables at the same time. Hence, we have to
say that this is not a realistic method for data withmany explanatory variables. When there aremany explanatory variables,
we recommend reducing the number of candidate models by the variable selection procedure first, and later choosing the
best ridge parameter and subset of variables among the reduced number of candidate models.
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Appendix
A.1. Properties of the function g(j, θ)
Let Qj = (qj,1, . . . , qj,kj) be a kj × kj orthogonal matrix such that
Q ′jMj,0Qj = Dj = diag(dj,1, . . . , dj,kj), (A.1)
where dj,α(α = 1, . . . , kj) are the eigenvalues of Mj,0, and let zj,1, . . . , zj,kj be n-dimensional vectors such that (zj,1, . . . ,
zj,kj)
′ = Q ′j X ′jYS−1/2. By using zj,α and dj,α (α = 1, . . . , kj), we can write g(j, θ) in (13) as
g(j, θ) = tr(Y ′YS−1)− 2
kj∑
α=1
‖zj,α‖2
dj,α + θ +
kj∑
α=1
‖zj,α‖2dj,α
(dj,α + θ)2 .
Since dj,α > 0 and θ ≥ 0 hold, we have
∂
∂θ
g(j, θ) = 2θ
kj∑
α=1
‖zj,α‖2
(dj,α + θ)3 ≥ 0, (A.2)
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with equality if and only if θ = 0 or θ = ∞. Therefore, we can see that g(j, θ) is a strictly monotonic increasing function
of θ ∈ [0,∞]. This result implies that g(j, θ) ≥ g(j, 0) with equality if and only if θ = 0. Notice that PXω − PXj is positive
definite except when j = ω. Therefore, we obtain
g(j, 0) = tr(Wj,0S−1)
= (n− k)p+ tr{Y ′(PXω − PXj)YS−1} ≥ (n− k)p = g(ω, 0),
with equality if and only if j = ω. Results obtained in this subsection are summarized in the following theorem.
Theorem A.1. The function g(j, θ) is a strictly monotonic increasing function of θ ∈ [0,∞] for fixed j, and has the following
lower bound:
g(j, θ) ≥ (n− k)p, (A.3)
with equality if and only if θ = 0 and j = ω.
A.2. First derivatives of R(j, θ), Cp(j, θ) and MCp(j, θ)
Notice that the function h(j, θ) in (16) can be rewritten as
h(j, θ) =
kj∑
α=1
dj,α
dj,α + θ , (A.4)
where dj,α(α = 1, . . . , kj) are the eigenvalues ofMj,0, which are defined by (A.1). Recall that Cp(j, θ) = g(j, θ)+ 2ph(j, θ),
where the functions g(j, θ) are given by (13). From Eqs. (A.2) and (A.4), we obtain C˙p(j, θ) = ∂Cp(j, θ)/∂θ as
C˙p(j, θ) = 2θ
kj∑
α=1
‖zj,α‖2
(dj,α + θ)3 − 2p
kj∑
α=1
dj,α
(dj,α + θ)2
= 2 {θ tr(X ′jYS−1Y ′XjM−3j,θ )− ptr(M−2j,θ Mj,0)} . (A.5)
By using Eqs. (14) and (A.5), M˙Cp(j, θ) = ∂MCp(j, θ)/∂θ is derived as
M˙Cp(j, θ) = 2
{
aθ tr(X ′jYS
−1Y ′XjM−3j,θ )− ptr(M−2j,θ Mj,0)
}
, (A.6)
where the coefficient a is given by (15). On the other hand, the expectation E∗Y [tr(Wj,θ6−1∗ )] is calculated as
E∗Y
[
tr(Wj,θ6−1∗ )
] = tr {0′∗(In − XjM−1j,θ X ′j )20∗6−1∗ }+ E∗Y [tr {E ′(In − XjMj,θX ′j )2E6−1∗ }]
= tr {0′∗(In − XjM−1j,θ X ′j )20∗6−1∗ }+ ptr {(In − XjM−1j,θ X ′j )2} .
Thus, a detailed expression of R(j, θ) in (6) is given by
R(j, θ) = tr {0′∗(In − XjM−1j,θ X ′j )20∗6−1∗ }+ np+ ptr {(M−1j,θ Mj,0)2} .
Recall that g(j, θ) = tr{Y ′(In − XjM−1j,θ X ′j )2YS−1}. Therefore, by replacing Y and S with 0∗ and 6∗, we have
∂
∂θ
tr
{
0′∗(In − XjM−1j,θ X ′j )20∗6−1∗
} = 2θ tr(X ′j0∗6−1∗ 0′∗XjM−3j,θ ).
It follows from a similar transformation as in (A.4) that
tr
{
(M−1j,θ Mj,0)
2} = kj∑
α=1
d2j,α
(dj,α + θ)2 .
This implies that
∂
∂θ
tr
{
(M−1j,θ Mj,0)
2} = −2 kj∑
α=1
d2j,α
(dj,α + θ)3 = −2tr(M
−3
j,θ M
2
j,0).
Hence, R˙(j, θ) = ∂R(j, θ)/∂θ is obtained as
R˙(j, θ) = 2 {θ tr(X ′j0∗6−1∗ 0′∗XjM−3j,θ )− ptr(M−3j,θ M2j,0)} . (A.7)
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A.3. Monotonicity of the function h(j, θ)
From the Eq. (A.4), we have the following theorem.
Theorem A.2. The function h(j, θ) is a strictly decreasing function of θ ∈ [0,∞] for fixed j. Therefore, we have the following
relation:
h(j, θ2) < h(j, θ1), (when θ1 < θ2). (A.8)
Let Xj1 = (Xj x) be an n × (kj + 1) matrix, where x is an n-dimensional vector which is linearly independent of any
columns of Xj. From the formula for the inverse matrix (see e.g., [14, p. 592, Theorem A.2.3]), we have
M−1j1,θ =
(
M−1j,θ +M−1j,θ X ′j xx′XjM−1j,θ /cj,θ −M−1j,θ X ′j x/cj,θ
−x′XjM−1j,θ /cj,θ 1/cj,θ
)
, (A.9)
where cj,θ = θ + x′(In − XjM−1j,θ X ′j )x. Let bj,1, . . . , bj,kj be such that (bj,1, . . . , bj,kj)′ = P ′jX ′j x. By using bj,α and dj,α
(α = 1, . . . , kj), we can write cj,θ as
cj,θ = θ + x′x−
kj∑
α=1
b2j,α
dj,α + θ . (A.10)
By partially differentiating the Eq. (A.10), we can see that cj,θ is a monotonic increasing function of θ . This implies that
cj,θ ≥ cj,0 = x′(In − PXj)x. Notice that x′(In − PXj)x > 0 because PXjx 6= x. Hence it follows that cj,θ > 0. Moreover, from
(A.9), h(j1, θ) is given by
h(j1, θ) = h(j, θ)+ 1cj,θ x
′(In − XjM−1j,θ X ′j )2x. (A.11)
By applying a similar expression in (A.10), we have
x′(In − XjM−1j,θ X ′j )2x = x′x− 2
kj∑
α=1
b2j,α
dj,α + θ +
kj∑
α=1
b2j,αdj,α
(dj,α + θ)2 .
The above equation leads to
∂
∂θ
x′(In − XjM−1j,θ X ′j )2x = 2θ
kj∑
α=1
b2j,α
(dj,α + θ)3 ≥ 0,
with equality if and only if θ = 0 or θ = ∞. Therefore, we can see that x′(In−XjM−1j,θ X ′j )2x is a strictly monotonic increasing
function of θ ∈ [0,∞]. From this result, we obtain
x′(In − XjM−1j,θ X ′j )2x ≥ x′(In − XjM−1j,0 X ′j )2x = x′(In − PXj)x > 0.
Recall that cj,θ > 0. Substituting the above inequality into (A.11) yields h(j1, θ) > h(j, θ) when Xj1 = (Xj x). By means of
similar calculations, we obtain the following theorem.
Theorem A.3. For fixed θ , the following relation on h(j, θ) can be derived:
h(j1, θ) < h(j2, θ), (when j1 ⊂ j2). (A.12)
A.4. Proofs of Theorems 7 and 8
First, we give the proof of Theorem 7. Recall that jˆ(m)θ and jˆ
(c)
θ are minimizingMCp(j, θ) and Cp(j, θ) over j respectively, for
fixed θ . Then, we have
MCp(jˆ
(m)
θ , θ) = minj⊆ω MCp(j, θ), Cp(jˆ
(c)
θ , θ) = minj⊆ω Cp(j, θ). (A.13)
Suppose that the inequality jˆ(c)θ ⊂ jˆ(m)θ holds. Then, from (A.12) in Appendix A.3, we derive h(jˆ(c)θ , θ) < h(jˆ(m)θ , θ). Moreover,
by applying (A.13), Cp(jˆ
(c)
θ , θ) ≤ Cp(jˆ(m)θ , θ) can be obtained. Notice that 0 < a < 1 and 0 < 1− a < 1. Substituting the two
inequalities into (17) yields
MCp(jˆ
(m)
θ , θ) = aCp(jˆ(m)θ , θ)+ 2p(1− a)h(jˆ(m)θ , θ)+ p(p+ 1)
> aCp(jˆ
(c)
θ , θ)+ 2p(1− a)h(jˆ(c)θ , θ)+ p(p+ 1)
= MCp(jˆ(c)θ , θ).
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However, this result is contradictory to MCp(jˆ
(m)
θ , θ) ≤ MCp(j, θ) for all j. Consequently, by reductio ad absurdum, the
statement in Theorem 7 is proved.
Next, we give the proof of Theorem 8. Let us recall that θˆ (m) and jˆ(m) are the values of θ and j that minimize MCp(j, θ),
and let θˆ (c) and jˆ(c) be the values of θ and j that minimize Cp(j, θ). Then, we have
MCp(jˆ(m), θˆ (m)) = min
j⊆ω,θ≥0MCp(j, θ), Cp(jˆ
(c), θˆ (c)) = min
j⊆ω,θ≥0 Cp(j, θ). (A.14)
Suppose that the inequalities θˆ (m) < θˆ (c) and jˆ(c) ⊂ jˆ(m) hold. Then, from (A.8) and (A.12) inAppendixA.3,wehaveh(jˆ(c), θˆ (c))
< h(jˆ(c), θˆ (m)) < h(jˆ(m), θˆ (m)). Moreover, by applying (A.13), the inequalities Cp(jˆ(c), θˆ (c)) ≤ Cp(jˆ(m), θˆ (m)) are obtained.
Recall again that 0 < a < 1 and 0 < 1− a < 1. Substituting the two inequalities into (17) yields
MCp(jˆ(m), θˆ (m)) = aCp(jˆ(m), θˆ (m))+ 2p(1− a)h(jˆ(m), θˆ (m))+ p(p+ 1)
> aCp(jˆ(c), θˆ (c))+ 2p(1− a)h(jˆ(c), θˆ (c))+ p(p+ 1)
= MCp(jˆ(c), θˆ (c)).
However, this result is contradictory toMCp(jˆ(m), θˆ (m)) ≤ MCp(j, θ) for all θ and j. Consequently, by reductio ad absurdum,
it follows that the statement of Theorem 8 has been proved.
A.5. On variance of the formal GCV criterion
Notice that Var[Cp(j, θ)] = Var[tr(Wj,θS−1)]. Hence we have
Var[GCV(j, θ)] = Var[tr(Wj,θS
−1)]
{1− h(j, θ)/n}4 =
Var[Cp(j, θ)]
{1− h(j, θ)/n}4 , (A.15)
where h(j, θ) is given by (16). Let (A)ab denote the (a, b)th element of the matrix A. From a simple calculation, we have
1− (XjM−1j,θ X ′j )ii = 1−
kj∑
α=1
{(XjQj)iα}2
dj,α + θ ,
where Qj is a kj × kj orthogonal matrix given by (A.1). Since∑kjα=1{(XjQj)iα}2/(dj,α + θ) is a strictly monotonic decreasing
function of θ ∈ [0,∞], an upper bound of 1− (XjM−1j,θ X ′j )ii can be derived as
1− (XjM−1j,θ X ′j )ii ≤ 1− lim
θ→∞
kj∑
α=1
{(XjQj)iα}2
dj,α + θ = 1.
From elementary linear algebra, it can be easily seen that 0 ≤ (XjM−1j,0 X ′j )ii ≤ 1, because (XjM−1j,0 X ′j )ii is a diagonal element
of a symmetric idempotentmatrix. By using the range of (XjM−1j,0 X
′
j )ii and the equation
∑kj
α=1{(XjQj)iα}2/dj,α = (XjM−1j,0 X ′j )ii,
we obtain
1− (XjM−1j,θ X ′j )ii ≥ 1−
kj∑
α=1
{(XjQj)iα}2
dj,α
= 1− (XjM−1j,0 X ′j )ii ≥ 0.
Recall that 1− (XjM−1j,θ X ′j )ii 6= 0 because the CV criterion defined by (21) does not exist if 1− (XjM−1j,θ X ′j )ii = 0. The existence
of CV and the nonnegativity of 1− (XjM−1j,θ X ′j )ii lead us to a lower bound as 1− (XjM−1j,θ X ′j )ii > 0. Combining the lower and
upper bounds yields
0 < 1− (XjM−1j,θ X ′j )ii ≤ 1, (i = 1, . . . , n).
Notice that 1− h(j, θ)/n = n−1∑ni=1{1− (XjM−1j,θ X ′j )ii}. Hence, we also have
0 < 1− 1
n
h(j, θ) ≤ 1. (A.16)
Consequently, from the Eqs. (A.15) and (A.16), the following inequality can be derived:
Var[Cp(j, θ)] ≤ Var[GCV(j, θ)], (A.17)
with equality if and only if θ = ∞. By using (A.17) together with Theorem 3, we derive the following theorem.
Theorem A.4. For any distribution of Y , the following inequality is always satisfied:
Var[MCp(j, θ)] ≤ Var[Cp(j, θ)] ≤ Var[GCV(j, θ)], (A.18)
with the first equality if and only if θ = 0 and j = ω, and the second equality if and only if θ = ∞.
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