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1
minimize (convex function) $+\theta$ (non-convex function) (1)
$\theta\geq 0$
SVM [1]





















$n$ $v\in \mathbb{R}^{n},$ $n\cross m$
























$- \frac{1}{2}\sum_{i\in \mathbb{N}_{n}}\sum_{j\in \mathbb{N}_{n}}\alpha_{i}\alpha_{j}Q_{ij}+\sum_{i\in \mathbb{N}_{n}}\alpha_{i}$ subject to
$\sum_{i\in \mathbb{N}_{n}}y_{i}\alpha_{i}=0,0\leq\alpha_{i}\leq C,$
$i\in \mathbb{N}_{n}$
$Q_{ij}=y_{i}y_{j}k(x_{i}, x_{j}),$ $(i, j)\in \mathbb{N}_{n}\cross \mathbb{N}_{n}$ ,
(2)
$f(x)=w_{0}+ \sum_{i\in \mathbb{N}_{n}}\alpha_{i}y_{i}k(x, x_{i})$ (4)
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2.2 SVM($S^{3}VM$ : semi-supervised SVM)
$\mathcal{L}$ , $\mathcal{U}$
$\{(x_{i}, y_{i})\}_{i\in \mathcal{L}}$ $\{x_{i}\}_{i\in u}$
$\hat{y}_{i}\in\{\pm 1\},$ $i\in \mathcal{U}$
$P=|\mathcal{L}|$ ,
$u=|\mathcal{U}|$ $x\in \mathbb{R}^{\ell+u}$ $\ell$ $u$
$y=[y_{1}, \ldots , y_{\ell}]\in \mathbb{R}^{\ell}$
$\hat{y}=[\hat{y}_{p+1}, \ldots,\hat{y}_{\ell+u}]\in \mathbb{R}^{u}$
$y$ $\hat{y}$ $\tilde{y}\in\{\pm 1\}^{\ell+u}$
SVM SVM$(S^{3}VM$ : semi-
supervised SVM) [1]. $S^{3}VM$
[7]:






$\hat{y}_{i}f(x_{i})\geq 0, \forall i\in \mathcal{U}$ (6)
$S^{3}VM$ $\hat{y}\in\{\pm 1\}^{u}$
$\min_{\hat{y}\in\{\pm 1\}^{u}}$ { $\min_{f}J(f,\hat{y})$ subject to (6)} (7)
(6) (5) 3 $C \theta\sum_{i=1}^{n}[1-|f(x_{i})|]_{+}$
S$3VM$
$\min_{f}\frac{1}{2}||w||_{2}^{2}+C\sum_{i\in \mathcal{L}}[1-y_{i}f(x_{i})]_{+}+C\theta\sum_{i\in u}[1-|f(x_{i})|]_{+}$ (8)
3 l(a) $S^{3}VM$
(5)






$r= \frac{1}{\ell}\sum_{i\in \mathcal{L}}\max(0, y_{i})$ (9)
$\rangle$
$\sum_{i\in u}x_{i}=0$
$\frac{1}{u}\sum_{i\in \mathcal{U}}(w_{0}+w^{T}x_{i})=w_{0}=2r-1$ , (10)
$w_{0}$
$S^{3}VM$ (9) (2) (4) $f$
$w_{0}$ (10)
2.3 SVM (R-SVM: robust SVM)
SVM
SVM[6]







$y_{i}f(x_{i})\leq s\Leftrightarrow 0_{i}=1$ , (11)
SVM $0\in\{0,1\}^{n}$
$\min_{o\in\{0,1\}^{n}}$ { $\min_{f}J(f, 0)$ subject to (11)}
(11) SVM
$\min_{f}\frac{1}{2}1w||_{2}^{2}+C\sum_{i=1}^{n}1oss_{robust}(y_{i}f(x_{i}))$ where $1oss_{robust}(z)=\{\begin{array}{ll}[1-z]_{+}, if z\geq s,1-s, if z<s\end{array}$
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$f(x)$
$-1.5$ $-1$ $-0.5$ $0$ 05 15
$y.f(x)$


















$f_{\hat{y}}^{*}$ $:= \arg\min_{f}J(f,\hat{y})$ subject to (6) (12)
$\hat{y}$ $f_{\hat{y}}^{*}$
$\hat{y}$ (6) $f$ (convex
28
polytope)
$po1_{\hat{y}}:=\{f|\hat{y}_{i}f(x_{i})\geq 0, \forall i\in \mathcal{U}\}$
$\hat{y}$ $2^{u}$ 1.
S$3VM$ :
2 (5) $f$ (6) $\hat{y}$









$y_{i}f(x_{i})>1, i\in \mathcal{L}\Rightarrow y_{i}\alpha_{i}=0$ , (14a)
$y_{i}f(x_{i})=1, i\in \mathcal{L} \Rightarrow y_{i}\alpha_{i}\in[0, C]$ , (14b)
$y_{i}f(x_{i})<1, i\in \mathcal{L}\Rightarrow y_{i}\alpha_{i}=y_{i}C$ , (14c)
$\hat{y}_{i}f(x_{i})>1, i\in \mathcal{U}\Rightarrow\hat{y}_{i}\alpha_{i}=0$, (14d)
$\hat{y}_{i}f(x_{i})=1, i\in \mathcal{U}\Rightarrow\hat{y}_{i}\alpha_{i}\in[0, \theta C]$, (14e)
$0<\hat{y}_{i}f(x_{i})<1, i\in \mathcal{U}\Rightarrow\hat{y}_{i}\alpha_{i}=\theta C$ , (14f)
$\hat{y}_{l}’f(x_{i})\geq 0,\forall i\in \mathcal{U}$ , (15)











4 $\hat{y}$ $f_{\hat{y}}^{*}$ $po1_{\hat{y}}$
$\mathcal{S}:=\{i\in \mathcal{U}|\hat{y}_{i}f(x_{i})=0\}$ (17)
$\hat{y}’$
$\hat{y}_{i}’:=\{\begin{array}{l}-\hat{y}_{i}, i\in \mathcal{S},\hat{y}_{i}, i\not\in \mathcal{S}\end{array}$ (18)
$\theta\in(0,1]$ $f_{\hat{y}}^{*}$ $\hat{y}’$
pol$\hat{y}’$
$f_{\hat{y}’}^{*}$ $po1_{\hat{y}}$ $f_{\hat{y}}^{*}$ $S^{3}VM$
$J(f_{\hat{y}’}^{*},\hat{y}’)<J(f_{\hat{y}}^{*},\hat{y})$ (19)
( ) $\hat{y}$ , $\hat{y}’$ 2
pol
$\hat{y}$ 3
$f_{\hat{y}}^{*}$ (14) (16) (18)
(16) $y_{i}’=-y_{i},$ $i\in \mathcal{S}$ ,




$\hat{y}_{i}’f_{\hat{y}}^{*}(x_{i})=0, i\in \mathcal{U}\Rightarrow\hat{y}_{i}’\alpha_{i}\geq\theta C$ (21)
$f_{\hat{y}}^{*}$
(19) ( )




solution space of $f$
2: $f_{\hat{y}}^{*}$ : ( ) $f_{\hat{y}}^{*}$ $po1_{\hat{y}}$
$S^{3}VM$ ( ) $f_{\hat{y}}^{*}$
$p\circ 1_{y^{-}}$ $S^{3}VM$
5 $f_{\hat{y}}^{*}$ $po1_{\hat{y}}$ $S^{3}VM$





6 $f$ $S^{3}VM$ (14),
$\hat{y}_{i}f(x_{i})>0,\forall i\in \mathcal{U}$ (22)
( )f 3 (14), (15), (16)
$f$ $po1_{\hat{y}}$ (22) 5
(14) (22) ( )
2 S$3VM$






1: Input: $\{(x_{i}, y_{i})\}_{i\in \mathcal{L}}$ , $\{x_{i}\}_{i\in u}$ ,
$C$ , $k$
2: SVM $f$ $\hat{y}_{i}arrow$
sgn$(f(x_{i})),$ $i\in \mathcal{U}$ , ;
3: $\thetaarrow 0$ ;
4: while $\theta\leq 1$ do
5: $CP$-phase ;

































$K\in \mathbb{R}^{(\ell+u)\cross(\ell+u)}$ $(i, j)$ $k(X_{i}, Xj)$ $0,1$







$y_{i}f(x_{i})\geq 0, i\in \mathcal{L}\cap \mathcal{O},$
$\hat{y}_{i}f(x_{i})\geq 0, i\in \mathcal{U}\cap \mathcal{O},$
$0\leq y_{i}f(x_{i})\leq 1, i\in \mathcal{L}\cap \mathcal{M},$
(25)
$0\leq\hat{y}_{i}f(x_{i})\leq 1, i\in \mathcal{U}\cap \mathcal{M},$
$y_{i}f(x_{i})\leq 1, i\in \mathcal{I}_{\ell},$





Algorithm 2 $-$ ( $CP$-phase)
1: : $-$ $\theta_{bgn},$ $\theta_{bgn}$ $f$ , $\hat{y}$
2: $\thetaarrow\theta_{bgn}$ ;
3: Stepl: (23) $\mathcal{O},$ $\mathcal{M},\mathcal{I}_{\ell},$ $\mathcal{I}_{u}$ ;
4: Step2: (24) ( 1 );
5.: if (25) 1 then
6: Stepl ;
7: end if
8: if (6) 1 $\theta=1$ then
9; $\theta_{end}arrow\theta$ $CP$-phase ;
10: end if

























1: : $-$ $\theta,$ $\theta$ ( ) $f$ , $\hat{y}$ ,
$S\equiv\{i\in \mathcal{U}|\hat{y}_{i}f(x_{i})=0\}$
2: while $S\neq\emptyset$ do
3: (18) $\hat{y}’$ $\hat{y}arrow\hat{y}’$ ;
4: $farrow$ arg min$fJ(f,\hat{y})$ s.t. (6) ;
5: end while




$S^{3}VM^{path}$ SVM [12], $S^{3}VM$ $S^{3}VM^{hght}[1],$
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