Abstract. By making simple assumptions regaxding the nodal potentials we have been able to obtain analytic expmions for the meam and standard deviation of the cost-function values of a feed-faward multilayer network, with continuous activation units, prior to mining. We have also obtained means of the derivatives. with respect to the weights and biases, of the cost function. The expressions have been used to obtain systematic estimates of the learning rate required for back-propagation mining. The results are exemplified using an 8 -3 4 encoder "eoYOTk.
. Jntr&ction
In many applications the decision on whether or not an artificial neural network has performed a given task satisfactorily is based on a cost function E . In general E is a complicated function of the weights W L~ of the synaptic connections between nodes i and j of the network and the task of training involves a search for an absolute minimum of E .
Many leamiug algorithms employ adjustable parameters whose optimum values, for a particular application, are often found empirically. Thus for algorithms based on gradient descent, of which back-propagation is the archetype (Rumelhart ef al 1986), an important parameter is the learning rate. For stochastic methods, such as simulated annealing (van Laarhoven and Aarts 1987), the control parameter (the analogue of temperature in a physical system) plays a central r81e.
In order to gain some insight into the state of the network prior to training, for a given test, it would be useful to have some idea of the distribution of the values of the cost function E , and of its derivatives aE/aWij, over a given distribution of initial weights. With respect to such a distribution, the mean and standard deviation of these quantities can be regarded as macroscopic properties which might be of use in obtaining information about a particular training algorithm. We shall consider multilayer feed-forward networks with continuous activation functions. In this case mean-field theory (Hertz et al 1991, ch 10) which can be applied to networks with binary activation functions such as in a Hopfield net, is not applicable. Recently, however, Kiihn (1990) has performed a statistical mechanical analysis of a fully-connected Hopfield net with continuous activation functions in which the synaptic weights are given by the Hebb rule. For feed-forward networks no a priori assumption is made about the weights. 
Notation
We consider a feed-forward multilayer perceptron with M layers and N;-nodes in layer i (i = 1,. . . , M). The network is required to learn a batch of N,, patterns aft E [0, I] ( j~ = 1,. . . , N,,; E = 1,. ... NI) presented to the input layer 1. The corresponding target patterns are <, " E [0, 11 (L = 1, . . . , N M ) which are compared with the activities of the output layer M. The theory also applies to bit-pattems for which r:, a& E {O, 1).
The activities a; are propagated through the network via the synaptlc connections, of weights Wjea between node e' in layer i -1 to that L in layer i.
e'
where & is the input potential to node (i, E), with bias Uje. The activation function g is taken to be the usual sigmoid function 1
where p is the steepness parameter. In our treatment p is purely a parameter which characterizes the response of a node to a given input and we make no attempt to identify p-' as a pseudo-temperature which may be done when treating nodes with binary responses stochastically (Hertz et nl 1991, ch 2).
The output and target patterns are compared using a cost function E. In this paper we shall consider the Euclidean form which depends implicitly on the weight and biases.
Theory
Prior to training we suppose that a random sample of weights and biases is chosen from uniform probability distributions in the ranges [-rw, rw] and [-Tu, rul respectively. The batch of patterns is then passed through the net and the cost function (4) evaluated. The process is then repeated for an ensemble of such samples and we can obtain a statistical estimate of the actual mean and standard deviation of the cost-function values for those weights and biases within the given ranges.
To obtain theoretical estimates of these parameters we begin with the potentials in the first hidden layer given by i = 2 in equation (2). In principle we could obtain the probability distribution of & in terms of convolutions of the distributions of the weights and biases.
In general, this is quite complicated and we make the simplifying assumption that, for all patterns in the input batch, We make no attempt to justify these assumptions apriori other than to state they are the simplest which enables subsequent analysis to be performed. The derivation of the ranges in assumption A2 for i > 3 follows from the distribution of the activities a!",!, in the layer below as we shall see.
From assumptions A1 and A2 it follows that the probability distribution function pa of the activities is just a product of the distribution functions of the individual activities. Explicitly From equations ( 1 ) and (3) and from a basic result on a change of random variable (Freund 1962 ch 5) we find that
The moments (a")( of the activities with respect to the distribution (7) aregiven by with ai = exp(@r;). The following limits are readily obtained and will be useful later for checking the analysis.
Returning to assumption A2 we define the range parameter ri in terms of the standard deviation of the assumed uniform distribution of 6;. Using equation (2) for i > 3 we have
Since the weights, and the biases, are all independent with mean zero the third and fourth terms vanish. Further the a/-lt, do not depend on Wjtp so that the averaging in the first term decouples. Using the fact that (W&) = $& and (U;) =~fr,$ we obtain
Since rz is given by equation (3, equation (1 1 ) defines the range parameters ri recursively.
Mean and standard deviation of cost function values
We make no attempt to determine theprobability distribution function of E itself but content ourselves with a derivation of its mean and standard deviation. From equation (4) we note that under the assumptions A1 and A2 the mean ( E ) A depends only on p&), the distribution function of the activitiesin the outer layer. Thus
To compare with the actual values it is convenient to normalize E to its maximum value ~N , , N M by defining E = 2 E / ( N P N~) so that E [0.1]. Using the fact that ( u )~ = 1 we see from (12) that the mean &E = @')A is given by
To find the standard deviation UE of E we first evaluate ( E 2 ) a . Writing E2 in the form and using the assumption that the distributions of different activities in the same layer are independent we find that
Again normalizing E and using the fact that G; = (E2) -((E))' equations (13) and (14) give Since the activities (1) depend on the products prw and pr" it is convenient to keep the range parameters of the weights and biases fixed and to examine &E and GE as functions of the steepness parameter p. where Spe is the Kronecker delta. This network has often been used as a bench mark for testing various modifications of back-propagation learning (e.g. Fahlman 1989). Equations (13) and (15) then become
We now use the limiting forms (10). For fi = 0 the network is 'dead' and all activities are 1 so that, from equation ( 
Normalized root mean square derivatives
The derivatives of E with respect to the weights and biases are most conveniently expressed by the back-propagation algorithm (Rumelhart et a1 1986):
We 111 now restrict ourselves to a network with one hidden laver so .t M = 3. This will be sufficient to illustrate the main results as well as being useful in practical applications.
We consider first the derivatives with respect to the weights to the output layer. Since lg'(@)l Q ,3 we see from (20) and (21) that For small p, g'@) $5 $,3 and u i j % 4 so that
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In view of (22) and (23), it is convenient to introduce the normalized root mean square which has a finite non-zero limit as , 9 + 0. This limit is useful for a check on both the theoretical and actual derivatives.
in the previous section we find that, using equations (20) and (Zl),
Using an analysis similar to that for
In practice these results can be expressed in terms of the moments of the activities, given by equation (9), and coefficients which depend on the target patterns. Note that the right-hand side of equation (25) is independent of j 2 so that the derivatives with respect to the weights depend on the postsynaptic node and not on the presynaptic node.
For the hidden layer i = 2 we find that
We note that the coefficients of the moments of the activities now depend on the input, as well as the target, patterns. Further the derivatives with respect to the weights depend now on the presynaptic and not on the postsynaptic nodes. For the N-L-N encoder problem the weight, and bias, derivatives are independent of both the pre-and postsynaptic nodes and depend only on the particular layer i. We can therefore suppress the subscripts j . In this case we can obtain simple expressions for the zero-steepness l i t of the derivatives. Thus, for p --f 0, we have A comparison of the actual and theoretical results for the 8-3-8 encoder is shown in figure 3 . We note that the agreement is quite good especially for smaller values of B , which is the region most often encountered in applications. Another useful quantity is the (un-normalized) root mean square gradient which, for a general feed-forward network, is given by This is shown for the 8-3-8 encoder in figure 4 . For small values of the steepness parameter the theoretical normalized root mean square gradient exhibits a linear behaviour which is dominated by the derivatives with respect to the weights to, and biases in, the output layer. Again the agreement is good in this region. For large values of the steepness parameter the theoretical behaviour is again h e a r but is now dominated by the derivatives with respect to the weights to, and biases in, the hidden layer. The actual behaviour is also linear but shows a smaller rate of increase. where W denotes a vector in weightibias space, V is the corresponding gradient operator and q is the learning rate. An epoch is defined in the usual way as a forward-propagation of the activities through the net followed by a back-propagation of the derivatives and then the evaluation of the weight and bias changes. The task of learning the target pattems i f is considered to be satisfactorily completed if where E is a chosen tolerance parameter. From equation (4) a reasonable corresponding criterion for the cost function is
although, of~course, (28) does not imply (27). Generally speaking, the value for E chosen for (28) should be considerably smaller than the tolerance level required by (27), which for bit patterns could be as high as 0.4, especially for larger batches and pattems. An optimum value of the learning rate, q. for a given task, is often chosen empirically by performing a multiplicity of trials with different learning rates and steepness parameters (or equivalently weight and bias range parmeters). A particular learning rate is chosen and the number of epochs required to complete the task according to the criterion (28) is noted.
The mean and standard derivation of the number of epochs in a series of such trials, starting from random weights and biases from a given range and with a fixed steepness parameter, is determined. The process is then repeated at different learning rates and an optimum value no, corresponding to the smallest number of mean epochs, is chosen.
Alternatively, using the results of sections 4 and 5, we,can obtain a systematic learning rate, for a given steepness parameter, as follows. The algorithm (26) is basically gradient descent (e.g. Wolfe 1978, ch 3). In its simplest form we assume that, in a region of a given point WI, the cost function is approximated by a paraboloid of revolution with vertex at an absolute minimum ( E = 0) whose position WO is to be determined. If El and (VE)I are found at the point W,, then, to a first approximation,
Comparing (29) with (26) and using average values instead of pmicular values we can define a systematic learning rate In figure 5 the systematic learning rate is compared with the empirically found optimum rate qo for the 8-3-8 encoder with E = 0.1 and r" = rw = 1 .O. The error bars on qo correspond to a range of learning rates within which the mean number of epochs for successful training is not more than 10% greater than the lowest mean number at which qo is chosen. The mean number of epochs required is about 180 for , 5 in the range [0.5, 2.51 and increases rapidly for outside this range. We note that for smaller values of the steepness parameter p the systematic rate lies below the range of values around the optimum rate while for large values of B it lies above.
We can reduce the degree of arbitrariness in the choice of steepness parameter, for a given tolerance E, for bit patterns as follows. To obtain final activities in a given range In(l/E -1)
which is shown by the dotted l i e s in figure 5. As we can see, this range agrees well with the empirically found values.
Conclusions
By making simple assumptions on the probability of the potentials at the nodes of a feedforward network with continuous activation functions, we have been able to derive analytic expressions for the mean and standard deviation of the values of the^ cost function and root mean square values of its derivatives. Although we have not attempted to obtain an analytic approximation to the probability distribution function itself, for arbitrary values of the steepness parameter, we have shown that the forms of the distribution are correct in the limiting cases of large and small steepness parameters. It should be emphasized that the results obtained refer only to the overall state of the network prior to training and as such do not give information on the cost function near an absolute minimum during training. A more detailed investigation of the structure of the cost-function surface, including local Anima, has been presented by Kauffman and Levin (1987) . Nevertheless we have shown how to obtain a systematic estimate of the learning rate used in back-propagation training which is in good agreement with learning rates obtained empirically for an &3-8 encoder problem. We have also obtained results for other encoder problems and also for arbitrary bit patterns which support the conclusion of the reported special case.
We hope that the results of this paper may be useful for investigating other training methods as well as for obtaining information on properties, such as storage capacity and generalization for feed-forward neural networks with continuous activation functions. We have applied the theory of this paper to the iterativeimprovement training algorithm which is equivalent to simulated annealing at zero temperature (Roberts 1991) .
The storage capacity of perceptrons with binary activation functions was developed by Gardner (1988) . These perceptrons had no hidden layers and are therefore limited in their applicability. The extension of the Gardner theory to networks with a hidden layer has recently been effected by Kocher and Monasson (1993) , but the synaptic weights take binary values. We hope that the methods presented here might be useful for analysing networks with continuous weights.
Referring to generalization it has been shown by Schwartz ef aZ(1990) that, under very general circumstances, the average generalizability of a network, after a given number of training examples, depends only on the probability distribution pa@) of the ability parameter g, prior to training. Hence the results of this paper may well be useful in obtaining information about P O @ ) .
Finally we note that the present work has been restricted to nodes characterized by the same steepness parameter p, i.e. a homogeneous net. In principle the results can he generalized to networks in which the nodes have different activation functions and, as such, have a more biological appeal. A similar generalization has been proposed by Kiihn (1990) in an analysis of Hopfield nets.
