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THE GEOMETRIC SIEVE FOR QUADRICS
T.D. BROWNING AND D.R. HEATH-BROWN
Abstract. We develop a version of Ekedahl’s geometric sieve for integral
quadratic forms of rank at least five. As one ranges over the zeros of such
quadratic forms, we use the sieve to compute the density of coprime values
of polynomials, and furthermore, to address a question about local solubility
in families of varieties parameterised by the zeros.
Contents
1. Introduction 1
2. The geometric sieve for affine space 6
3. The geometric sieve for quadrics: preliminaries 10
4. The geometric sieve for quadrics: lattices 13
5. Proof of Theorem 1.3 18
6. Proof of Corollary 1.4: coprime polynomials 20
7. Proof of Corollary 1.5: arithmetic purity 24
8. Proof of Corollary 1.6: local solubility 25
References 28
1. Introduction
The geometric sieve originates in pioneering work of Ekedahl [10]. It is
usually taken to mean that for any codimension 2 subvariety Z ⊂ AnZ that is
defined over Z, the asymptotic proportion of lattice points in a homogeneously
expanding region in Rn that reduce modulo p to an Fp-point of Z, for some
prime p > M , approaches zero as M → ∞. Bhargava [1, Thm. 3.3] has
established a precise quantitative version of Ekedahl’s result. This basic fact
has yielded an impressive array of applications in arithmetic statistics.
The earliest application of the geometric sieve concerned relatively prime
polynomials f, g ∈ Z[X1, . . . , Xn]. It was shown by Ekedahl [10] that the
density of n-tuples of positive integers for which the values of f and g are
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coprime is equal to
∏
p(1− cpp−n), where
cp = #{x ∈ (Z/pZ)n : f(x) ≡ g(x) ≡ 0 (mod p)}.
This result has since been generalised and extended to function fields of posi-
tive characteristic by Poonen [14, Thm. 3.1].
Next, when degree d hypersurfaces X ⊂ Pm with rational coefficients are
ordered by height, a positive proportion are everywhere locally soluble, pro-
vided that (d,m) 6= (2, 2). This application of the geometric sieve is due to
Poonen and Voloch [16, Thm. 3.6], but has been extended to more general
families of varieties Y → Pn over arbitrary number fields by Bright, Browning
and Loughran [5, Thm. 1.3].
The geometric sieve has also proved instrumental in questions about square-
free values of polynomials. For example, using the geometric sieve, Bhargava,
Shankar and Wang [2] have recently determined the precise density of monic
integer polynomials of fixed degree that have square-free discriminant.
Very recently Cremona and Sadek [9] have used the geometric sieve to in-
vestigate the proportion of integral Weierestrass equations of elliptic curves
(when ordered by height) which are, for example, globally minimal. They es-
talish a form of the sieve which applies to boxes of unequal sides, somewhat
in the spirit of Lemma 2.1 below, though less general.
The primary goal of this paper is to achieve a version of the geometric sieve
which works for codimension 2 subvarieties of aribtrary smooth projective
quadrics of rank at least 5.
Theorem 1.1. Let X ⊂ Pm be a hypersurface defined over Q by a quadratic
form of rank at least 5. Let Z ⊂ X be a codimension 2 subvariety defined over
Q, let Z be its scheme-theoretic closure in PmZ , and let Zp = Z ⊗Z Fp, for any
prime p. Then for any ε > 0 there exists a constant cε,X,Z > 0 depending only
on X,Z and ε, such that the number of x ∈ X(Q) of height H(x) 6 B which
specialise to a point in Zp(Fp), for some p > M , is at most
cε,X,ZB
ε
(
Bm−1
M logM
+Bm−1−1/m
)
.
The height function H in Theorem 1.1 is the naive exponential height on
Pm(Q). For X as in the theorem, the Hardy–Littlewood circle method ensures
that either X(R) = ∅ or there is a constant cX > 0 such that
#{x ∈ X(Q) : H(x) 6 B} ∼ cXBm−1,
as B → ∞. This follows from work of Birch [3], for example. Theorem 1.1
therefore implies that it is rare for rational points on X to specialise to points
on Zp(Fp) for large primes p.
We shall prove Theorem 1.1 in the following more explicit form.
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Theorem 1.2. Let Q(X0, . . . , Xn) be a quadratic form defined over Z with
rank at least 5, and let F1(X0, . . . , Xn), . . . , Fr(X0, . . . , Xn) be forms defined
over Z. Assume that the variety Z ⊂ Pn given by
Z : Q(X0, . . . , Xn) = F1(X0, . . . , Xn) = · · · = Fr(X0, . . . , Xn) = 0
has codimension at least 3 in Pn. For B,M > 1 let N(B,M) be the number
of vectors x ∈ Zn+1 such that
Q(x0, . . . , xn) = 0,
with |x| 6 B, and for which F1(x0, . . . , xn), . . . , Fr(x0, . . . , xn) have a common
prime divisor p > M . Then
N(B,M)≪ε,Q,F1,...,Fr
Bn−1+ε
M logM
+Bn−1−1/n+ε,
for any fixed ε > 0.
Here we write | · | for the supremum norm || · ||∞ on Rm for any m ∈ N.
These results could be false when the underlying quadratic form has rank less
than 5. For example, if n > 3 and
Q(X0, . . . , Xn) = X0X1 −X2X3,
or
Q(X0, . . . , Xn) = X0X1 −X23 ,
then we may take Z to be the linear space X1 = X2 = X3 = 0. If M is in the
range B1/2 < M 6 B3/4, say, then we may consider points
(a, 0, bp, 0, x4, . . . , xn)
of height at most B, where p ranges over primes in the interval M < p 6 B,
and gcd(a, bp) = 1. There will be at least cBn−1 such points, for a suitable
absolute constant c > 0. Moreover each of them lies on Q = 0, and each of
them reduces to a point of Z modulo the relevant prime p.
A result similar in spirit to Theorem 1.1 has been proved simultaneously by
Cao and Huang [7, Thm. 4.7], for affine quadrics defined by
Q(X1, . . . , Xn) = m,
with m a non-zero integer. Their result is more delicate than ours, saving only
a factor
√
logB.
The case in which the quadric hypersurface has no non-singular rational
point is uninteresting, but the examples above leave open the situation in
which the quadratic form takes the shape
Q(X0, . . . , Xn) = X0X1 − (X22 − dX24 ),
for some non-square d ∈ Z. This is covered in the following theorem.
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Theorem 1.3. Let Q(X0, . . . , Xn) be a quadratic form defined over Z, equiva-
lent over Q to a non-zero multiple of X0X1− (X22 −dX24 ) for some non-square
d ∈ Z. Let F1(X0, . . . , Xn), . . . , Fr(X0, . . . , Xn) be forms defined over Z. As-
sume that the variety Z ⊂ Pn given by
Z : Q(X0, . . . , Xn) = F1(X0, . . . , Xn) = · · · = Fr(X0, . . . , Xn) = 0
has codimension at least 3 in Pn. Then
N(B,M)≪ε,Q,F1,...,Fr
Bn−1+ε
M logM
+Bn−3/2+ε,
for any fixed ε > 0, where N(B,M) is defined in Theorem 1.2 for B,M > 1.
Our proof of Theorem 1.3 will be a non-trivial variant of that for Theo-
rem 1.2.
It is natural to ask what applications are available for our version of the geo-
metric sieve for quadrics. We first demonstrate that the result of Ekedahl [10]
and Poonen [14, Thm. 3.1] about coprime values of polynomials remains true
when one restricts to the much thinner set of zeros of a given quadratic form.
For any S ⊂ Zn and any non-singular quadratic form Q ∈ Z[X1, . . . , Xn] we
define
µQ(S ) = lim
B→∞
#{x ∈ S ∩ [−B,B]n : Q(x) = 0}
#{x ∈ Zn ∩ [−B,B]n : Q(x) = 0} , (1.1)
if the limit exists. Given polynomials f, g ∈ Z[X1, . . . , Xn], let
Rf,g = {x ∈ Zn : gcd(f(x), g(x)) = 1}.
We shall prove the following result in Section 6.
Corollary 1.4. Assume that Q is indefinite and has rank at least 5. Let
f, g ∈ Z[X1, . . . , Xn] be homogenous, such that the variety Q = f = g = 0 has
codimension 3 in Pn−1. Then µQ(Rf,g)exists, and is equal to
∏
p µQ,p(Rf,g),
where
µQ,p(Rf,g) =lim
k→∞
#{x ∈ (Z/pkZ)n : Q(x) ≡ 0 (mod pk), p ∤ gcd(f(x), g(x))}
#{x ∈ (Z/pkZ)n : Q(x) ≡ 0 (mod pk)} .
Despite having Theorem 1.3 at our disposal, we prove the corollary only for
the case of rank 5 or more, although it seems likely that it might be extended
to cover the quadratic forms in Theorem 1.3.
A closely related consequence of the geometric sieve concerns “arithmetic
purity” for projective quadrics. The implicit function theorem implies that
weak approximation over Q is birationally invariant among smooth varieties.
Let V be a variety defined over Q such that V (Q) 6= ∅. Strong approximation
off ∞ is said to hold for V if the diagonal image of the set V (Q) of rational
points is dense in the the space of finite adeles V (AfQ), equipped with the adelic
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topology. Wittenberg [18, Question 2.11] has asked whether the property of
strong approximation off∞ is invariant among smooth varieties up to a closed
subvariety of codimension at least 2. We say V satisfies “arithmetic purity” if
strong approximation off ∞ holds for V and also for the open subset V \ Z,
for any codimension 2 subvariety Z ⊂ V . This property has been observed to
hold for V = Am or V = Pm, for example, by Cao and Xu [8, Prop. 3.6].
Smooth projective quadrics with a rational point are well-known to satisfy
strong approximation. The following result establishes the arithmetic purity
property for this class of varieties.
Corollary 1.5. Let m > 4 and let X ⊂ Pm be a smooth quadric hypersurface
defined over Q such that X(Q) 6= ∅. For any codimension two subvariety
Z ⊂ X the variety X \ Z satisfies strong approximation off ∞.
The proof of this result is given in Section 7. In fact Corollary 1.5 follows
rather easily by adapting the proof of Lemma 1.8 in work of Harpaz and
Wittenberg [11]. (To be precise, one replaces An by the quadric X and one
replaces the line L passing through Q and Q′ by a conic which arises from
intersecting X with a plane passing through Q and Q′.) We have chosen to
include Corollary 1.5 in order to illustrate the scope of the geometric sieve.
Our final application concerns local solubility for families of varieties. Recall
that a scheme over a perfect field is said to be split if it contains a geometrically
integral open subscheme. Suppose one has a family Y → X of varieties over Q.
A conjecture of Loughran [13, Conj. 1.7] states that under suitable hypotheses,
when ordered by height, a positive proportion of the fibres have adelic points
if and only if the morphism is split in codimension 1. This is established when
X = Pm in [5, Thm. 1.3]. The following result confirms the conjecture when
X is a quadric hypersurface of large enough rank.
Corollary 1.6. Let X ⊂ Pm be a hypersurface defined over Q by an indefinite
quadratic form of rank at least 5. Let π : Y → X be a dominant quasi-
projective Q-morphism, with geometrically integral generic fibre. Assume that:
(1) the fibre of π over each codimension-1 point of X is split;
(2) V (AQ) 6= ∅.
Then the limit
σ(π) = lim
B→∞
# {x ∈ X(Q) : H(x) 6 B, π−1(x)(AQ) 6= ∅}
# {x ∈ X(Q) : H(x) 6 B}
exists, and it is equal to a positive product of local densities.
This will be established in Section 8, where an explicit value for σ(π) is also
recorded.
6 T.D. BROWNING AND D.R. HEATH-BROWN
Acknowledgements. The authors were inspired to work on this problem
following discussions at the AIM workshop “Rational and integral points on
higher-dimensional varieties” in May, 2014. They would particularly like to
thank David Harari and Olivier Wittenberg for their patient explanations of
the issues involved with the geometric sieve for quadrics. The authors are also
grateful to Julian Lyczak and Olivier Wittenberg for further useful comments.
During the preparation of this article the first-named author was supported
by EPSRC grant EP/P026710/1 and FWF grant P 32428-N35.
2. The geometric sieve for affine space
We shall reduce the proof of Theorem 1.1 to an application of the usual
geometric sieve for affine space. However, it will be important to have a
version of [1, Thm. 3.3] in which the dependence on the coefficients of all the
polynomials is made explicit and, furthermore, the variables are allowed to
run over a lopsided box.
Given B1, . . . , Bn > 1, it will be convenient to set
V =
∏
16i6n
Bi
and
Bmin = min(B1, . . . , Bn).
We shall adhere to this notation throughout this section, the main result of
which is the following.
Lemma 2.1. Let B1, . . . , Bn, H,M > 2 and let f1, . . . , fr ∈ Z[X1, . . . , Xn]
be polynomials with no common factor in the ring Z[X1, . . . , Xn], and having
degrees at most d and heights at most H. Then
#{x ∈ Zn : |xi| 6 Bi for i 6 n, ∃ p > M, p | fj(x) for j 6 r}
≪ V log(V H)
M logM
+
V log(V H)
Bmin
,
where the implied constant is only allowed to depend on d and n (and is inde-
pendent of r).
Here the height H(f) of a polynomial f is defined as the maximum of the
moduli of its coefficients.
One recovers a version of [1, Thm. 3.3] by taking B1 = · · · = Bn and by
absorbing H into the implied constant. The proof is a minor modification
of the proof of [1, Thm. 3.3], but we shall give full details for the sake of
completeness.
We begin the proof with an easy lemma.
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Lemma 2.2. Let f ∈ Z[X1, . . . , Xn] be a non-zero polynomial of degree d, and
let B > 1. Then
# {x ∈ Zn ∩ [−B,B]n : f(x) = 0} 6 nd(2B + 1)n−1.
Moreover, if p is a prime which does not divide f identically, then
# {x ∈ Zn ∩ [−B,B]n : p | f(x)} 6 nd(2B/p+ 1)(2B + 1)n−1
and
# {x ∈ Zn ∩ (0, p]n : p | f(x)} 6 ndpn−1.
Proof. The first assertion may be proved by induction on n, there being at
most d zeros when n = 1. For general n suppose that xi is a variable that
genuinely occurs in f(x). With no loss of generality we may suppose that
i = n and that xen occurs as x
e
nf0(x1, . . . , xn−1) for some exponent e 6 d, with
f0 not vanishing identically. By our induction assumption there are at most
(n− 1)d(2B + 1)n−2
vectors (x1, . . . , xn−1) ∈ Zn−1 ∩ [−B,B]n−1 which are zeros of f0. For each
of these, there are at most 2B + 1 choices for xn. Next, there are at most
(2B+1)n−1 choices of (x1, . . . , xn−1) which are not zeros of f0, and for each of
these there are at most d possible values for xn. The total number of solutions
is thus at most
(n− 1)d(2B + 1)n−1 + d(2B + 1)n−1 = nd(2B + 1)n−1.
This completes the induction step.
For the second assertion we argue similarly, supposing that xen occurs in f as
xenf0(x1, . . . , xn−1) with f0 not identically divisible by p. The argument then
proceeds as before, except that now a non-trivial polynomial congruence in
one variable x, of degree at most d, has at most d(2B/p+1) solutions modulo
p in the interval [−B,B]. The final claim is proved similarly, a one-variable
congruence having at most d solutions. 
We now start the proof of Lemma 2.1. When r = 1 the coprimality condition
means that f1 must be constant, equal to ±1. In this case there can never be
a prime p > M dividing f1. We may therefore assume from now on that r is
at least 2, and our first move is to show that it suffices to take r = 2. Let us
temporarily write N (f1, . . . , fr) for the counting function in Lemma 2.1. If
f1 factors into irreducibles as g1 . . . gk over Z[X1, . . . , Xn] one sees that k 6 d
and
N (f1, . . . , fr) 6
k∑
j=1
N (gj, f2, . . . , fr).
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Each polynomial gj will have degree at most d. Moreover, for any polynomials
u, v ∈ R[X1, . . . , Xn] with degree at most d one has
H(u)H(v)≪n,d H(uv),
by Prasolov [17, Section 4.2.4], for example. It follows that H(gj) ≪n,d H ,
and one then sees that it will suffice to prove the lemma in the case in which
f1 is irreducible. With this latter assumption the coprimality condition shows
that not all of f2, . . . , fr can be divisible by f1. We suppose without loss of
generality that f1 ∤ f2, and note that
N (f1, . . . , fr) 6 N (f1, f2),
with f1 and f2 coprime. Thus it suffices to prove the lemma in the case r = 2,
as claimed.
We proceed to make a further simplification, reducing to the case in which
B1 = · · · = Bn. To achieve this, set k = [Bmin]. Then if |xi| 6 Bi we may
write xi = yi + khi with 0 6 yi < k and |hi| 6 1 + Bi/k ≪ Bi/Bmin. We set
fi(Y;h) = fi(Y+ kh), and observe that these will be coprime as polynomials
in Y, for any fixed h. Moreover they will have height at most Od,n(HV
d).
Thus if we have proved Lemma 2.1 in the case B1 = · · · = Bn(= k), we
may deduce that the number of acceptable vectors y corresponding to a given
choice of h will be
≪n,d k
n log(V H)
M logM
+
kn log(V H)
k
.
Since there are On,d(V B
−n
min) choices for h we then recover the required bound
for general lopsided values of the Bi.
For the remainder of the proof we may now assume that B1 = · · · = Bn = B,
say, so that we need to prove that the number of suitable x is
≪n,d B
n log(BH)
M logM
+Bn−1 log(BH). (2.1)
We have one further manoeuvre to perform before reaching the crux of the
proof, and that is to show that we may assume that if f1f2 has total degree
e(6 2d) then f1f2 contains a non-zero term in X
e
1 . (Hence both f1 and f2 will
contain monomials in X1 of the maximum possible degrees.) To show this,
let F (X) be the homogeneous part of f1(X)f2(X) of degree e. According to
Lemma 2.2, the form F has at most ne(2K+1)n−1 zeros with |x| 6 K. Taking
K = ne we deduce that there is a non-zero integer vector a with F (a) 6= 0,
having size |a| 6 ne. Without loss of generality we will suppose that a1 6= 0.
We now define variables Yi by setting Y1 = X1, and Yi = a1Xi − aiX1 for
2 6 i 6 n. We then have a1X1 = a1Y1, and a1Xi = aiY1 + Yi for 2 6 i 6 n.
Then ad1fj(X) may be written as gj(Y) say, for j = 1, 2, with H(gj) ≪d,n H .
Moreover the coefficient of Y e1 in g1g2 will be a
2d−e
1 F (a) 6= 0. We also see that
THE GEOMETRIC SIEVE FOR QUADRICS 9
y is an integer vector whenever x is, and that |y| ≪n,d B whenever |x| 6 B.
The linear transform connecting X and Y has determinant an−11 , so that any
constant factors of g1(Y) or g2(Y) must have prime factors dividing a1. These
may safely be removed, since Lemma 2.1 is trivial when M ≪n,d 1. We then
see that it suffices to prove the lemma for the polynomials g1 and g2.
We now proceed with the proof, under the assumption that
B1 = · · · = Bn = B,
and that f1f2 has a non-zero term, cX
e
1 say, where e is the total degree of f1f2.
We begin by considering the case in which there is a prime p > M dividing
both f1(x) and f2(x) and for which p | c. Since c ≪n,d H2, the number of
such primes is On,d(logH/ logM). It is not possible for both f1(X) and f2(X)
to vanish modulo p, since we have assumed that f1 and f2 have no constant
factor. Assume without loss of generality that f1(X) does not vanish modulo p.
We may therefore apply Lemma 2.2, which shows that the number of possible
x for which p | f1(x) will be
≪n,d (B/p+ 1)Bn−1 ≪ BnM−1 +Bn−1.
This is satisfactory for (2.1), since the number of available primes is
≪n,d logH
logM
.
We next consider primes which do not divide c. Let R(X2, . . . , Xn) be the
resultant ResX1(f1, f2) of f1 and f2 with respect to X1. Since f1 and f2 are
coprime over Z[X1, . . . , Xn] this resultant cannot vanish identically. If f1 and
f2 have degrees d1 and d2 with respect to X1 this resultant is given by the
determinant of a (d1+d2)× (d1+d2) matrix, whose entries are polynomials in
X2, . . . , Xn, of height On,d(H) and degree at most d. Thus R has degree at most
2d2 and height H(R)≪n,d H2d. Moreover, for any choice (x2, . . . , xn) ∈ Zn−1,
the 1-variable polynomials f1(X1, x2, . . . , xn) and f2(X1, x2, . . . , xn) have a
common factor modulo p if and only if p | R(x2, . . . , xn). Note that for us
to draw this conclusion we need to observe that the 1-variable polynomials
f1(X1, x2, . . . , xn) and f2(X1, x2, . . . , xn) still have degrees d1 and d2 when
considered modulo p, because p ∤ c. There are now two alternative situations
to consider. Firstly, it could happen that R(x2, . . . , xn) = 0. According to
Lemma 2.2 there are at most On,d(B
n−2) possible solutions (x2, . . . , xn) ∈ Zn−1
in the cube [−B,B]n−1. For each of these there are at most 2B + 1 possibil-
ities for x1, making On,d(B
n−1) in total. This is acceptable for (2.1). In the
alternative case we have R(x2, . . . , xn) 6= 0. If p divides both f1(x1, x2, . . . , xn)
and f2(x1, x2, . . . , xn) then the 1-variable polynomials f1(X1, x2, . . . , xn) and
f2(X1, x2, . . . , xn) have a common root modulo p, namely x1. We must there-
fore have p | R(x2, . . . , xn). Since R has degree at most 2d2 and height
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On,d(H
2d), we have
0 < |R(x2, . . . , xn)| ≪n,d B2d2H2d.
It follows that the number of primes p > M which can divide R(x2, . . . , xn) is
On,d((logBH)/(logM)). Given x2, . . . , xn, and given a prime p | R(x2, . . . , xn),
there are at most 2B/p + 1 6 2B/M + 1 integers x1 ∈ [−B,B] for which p
divides f1(x1, x2, . . . , xn), by Lemma 2.2. Here we note that the 1-variable
polynomial f1(X1, x2, . . . , xn) does not vanish modulo p, since p ∤ c. We now
deduce that there are
≪n,d Bn−1 log(BH)
logM
(
B
M
+ 1
)
vectors (x1, . . . , xn) ∈ Zn∩[−B,B]n for which R(x2, . . . , xn) 6= 0 and such that
f1(x1, x2, . . . , xn) and f2(x1, x2, . . . , xn) have a common factor p > M which
does not divide c. This bound is again acceptable, thereby completing our
treatment of (2.1).
3. The geometric sieve for quadrics: preliminaries
We will deduce Theorem 1.2 from a result in which the quadric takes a
specific shape.
Theorem 3.1. Let Q0(X2, . . . , Xn) be a quadratic form defined over Z and let
F1(X0, . . . , Xn), . . . , Fr(X0, . . . , Xn) be forms defined over Z. Write
Q(X0, . . . , Xn) = X0X1 −Q0(X2, . . . , Xn).
Assume that the rank of Q0 is at least 3 and that the variety Z ⊂ Pn given by
Z : Q(X0, . . . , Xn) = F1(X0, . . . , Xn) = · · · = Fr(X0, . . . , Xn) = 0
has codimension at least 3 in Pn. For B,M > 1 let N(B,M) be the number
of vectors x ∈ Zn+1 such that
Q(x0, . . . , xn) = 0, (3.1)
with |x| 6 B, and for which F1(x0, . . . , xn), . . . , Fr(x0, . . . , xn) have a common
prime divisor p > M . Then
N(B,M)≪ε,Q,F1,...,Fr
Bn−1+ε
M logM
+Bn−1−1/n+ε,
for any fixed ε > 0.
Let us show how this result implies Theorem 1.2. We first note that if
the quadric hypersurface has no non-singular rational points (i.e. if Q is not
indefinite) the rational points will be restricted to a linear space of dimension
n− rank(Q). In this case there will only be On(Bn−4) rational points of height
B or less. This is more than sufficient, and so we may assume that there is at
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least one smooth rational point. In this case there is a linear transformation
T1 ∈ SLn+1(Q) such that
Q(T−11 X) = X0X1 −Q1(X2, . . . , Xn),
where Q1 in a quadratic form with rational coefficients. Rescaling the variables
X2, . . . , Xn we obtain T2 ∈ GLn+1(Q) such that Q(T−12 X) = Q∗(X), where
Q∗(X) = X0X1 −Q0(X2, . . . , Xn),
with Q0 ∈ Z[X2, . . . , Xn]. We then have Q∗(T2X) = Q(X). We now choose
N so that NT2 = T has integer entries, with the result that Tx is an integer
zero of Q∗ whenever x is an integer zero of Q. We can choose T to depend
only on Q, so that |Tx| ≪Q |x|. Finally, if the forms Fi have degrees at most
d, and we set Gi(X) = det(T)
dFi(T
−1X), then the forms Gi will have integer
coefficients, and any common prime divisor of F1(x), . . . , Fr(x) will also divide
G1(Tx), . . . , Gr(Tx). Since the variety Q
∗ = G1 = · · · = Gr = 0 is produced
from Q = F1 = · · · = Fr = 0 by a non-singular linear transformation, it also
has codimension at least 3 in Pn. We therefore see that Theorem 3.1 applies
to Q∗ and G1, . . . , Gr, and yields exactly the bound required for Theorem 1.2.
We now begin our treatment of Theorem 3.1. For the proof we shall allow
all of our implied constants to depend on the polynomials Q,F1, . . . , Fr, as
well as on the small parameter ε > 0. We begin by disposing of points on
the quadric (3.1) for which there is a prime p > M dividing x0 and x1 as well
as F1(x0, . . . , xn), . . . , Fr(x0, . . . , xn). In this case p
2 divides Q0(x2, . . . , xn),
so that Q0(x2, . . . , xn) = p
2k for some integer k ≪ B2p−2. The equation
Q0(x2, . . . , xn) = h has O(B
n−3+ε) integer solutions in [−B,B]n−1, uniformly
in h. (This would be false for h = 0 if Q0 had rank at most 2 and factored
over Q.) Moreover the equation x0x1 = h has O(B
ε) solutions when h 6= 0.
The case k 6= 0 therefore produces a contribution
≪
∑
p>M
B2p−2.Bn−3+ε.Bε ≪ B
n−1+2ε
M logM
.
On the other hand, the equation x0x1 = 0 has O(B) solutions of the correct
size, so that the case k = 0 contributes O(Bn−3+ε.B) solutions. Hence, on
re-defining ε we see that the number of points under consideration is
≪ B
n−1+ε
M logM
+Bn−2+ε.
This is satisfactory for the theorem.
We may now assume that the common prime factor of
F1(x0, . . . , xn), . . . , Fr(x0, . . . , xn)
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does not divide both x0 and x1, and we proceed to estimate Ni(B,M), defined
for i = 0, 1 to be the number of vectors x ∈ Zn+1 on the quadric (3.1) such
that |x| 6 B, and for which F1(x0, . . . , xn), . . . , Fr(x0, . . . , xn) have a common
prime divisor p > M which does not divide xi. Clearly it will now suffice to
estimate both N0(B,M) and N1(B,M). By symmetry, it will be enough to
consider N1(B,M).
We may add suitable multiples of Q to any of the forms Fi, so as to sup-
pose that Fi has no monomials divisible by X0X1. This will not affect the
hypotheses of Theorem 3.1. If all the Fi have degrees at most D we may then
write
Fi(X0, . . . , Xn) = Gi(X1, . . . , Xn) +
D∑
j=1
Xj0Hi,j(X2, . . . , Xn),
say. Then if (x0, . . . , xn) lies on the quadric (3.1) we will have
xD1 Fi(x0, . . . , xn) = Ki(x1, . . . , xn),
with
Ki(X1, . . . , Xn) = X
D
1 Gi(X1, . . . , Xn)
+
D∑
j=1
Q0(X2, . . . , Xn)
jXD−j1 Hi,j(X2, . . . , Xn).
Thus if p | Fi for all i, then p | Ki for all i.
We now claim that the forms Ki can have no common factor of positive
degree over Q[X1, . . . , Xn], except possibly a power of X1. Suppose for a
contradiction that R(X1, . . . , Xn) is an irreducible form, different from X1,
which divides all the forms Ki, so that Ki = RSi, say. It is clear from our
construction that we may write
Ki(X1, . . . , Xn) = X
D
1 Fi(X0, . . . , Xn) +Q(X0, . . . , Xn)Ti(X0, . . . , Xn)
for suitable forms Ti, so that
RSi = X
D
1 Fi +QTi.
We then see that any point on Q = R = 0 lies either on Q = X1 = 0 or
on Q = F1 = · · · = Fr = 0. However every irreducible component of the
intersection Q = R = 0 has codimension at most 2 in Pn, while the variety
Q = F1 = · · · = Fr = 0 was assumed to have codimension at least 3. It
follows that the intersection Q = R = 0 must be contained in the hyperplane
X1 = 0. This however is impossible. Indeed, since X1 does not divide R there
are points on R = 0 for which x1 6= 0, and since R does not involve X0 we can
choose x0 so that Q = 0 as well. This gives a point of Q = R = 0 not lying on
the hyperplane X1 = 0. This contradiction proves our claim.
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4. The geometric sieve for quadrics: lattices
We now wish to count points on Q = 0, such that the forms Ki have a
common factor p > M that does not divide x1. We have arranged that the Ki
do not involve X0, and that they have no common factor of positive degree
except possibly for powers of X1. We may remove any such factors, since they
will not affect the divisibility by p. Indeed we may remove any constant factors,
since Theorem 3.1 is trivial when M ≪ε,Q,F1,...,Fr 1, because the quadric (3.1)
has O(Bn−1+ε) points.
Our plan is to apply the geometric sieve for An to the Ki, but we need to
account for the condition that Q0(x2, . . . , xn) = x0x1. We may eliminate any
mention of the variable x0 by weakening this last condition to say instead that
x1 | Q0(x2, . . . , xn). In effect we then need a geometric sieve for An, with a
divisibility side condition. We tackle this problem by fixing x1, and working
with (x2, . . . , xn) ∈ An−1, subject to a divisibility condition for a modulus x1,
which is now fixed. The key idea is then to interpret this divisibility condition
in terms of lattices.
It will be notationally convenient to work with a general quadratic form
R(X1, . . . , Xm) of rank at least 3, in place of Q0(X2, . . . , Xn). We shall say
that a prime is “R-good” if it is odd and the reduction of R modulo p has the
same rank as R itself. Let q be a product of distinct R-good primes. We seek to
cover all integer vector solutions of the congruence R(x1, . . . , xm) ≡ 0 (mod q)
by lattices of the shape
Λ(y) := {x ∈ Zm : ∃̺ ∈ Z, x ≡ ̺y (mod q)}, (4.1)
for suitable y ∈ Zm with gcd(y, q) = 1. We note that Λ(y) has rank m
and determinant qm−1. We begin by asking how many such lattices will be
required.
Lemma 4.1. Suppose that R ∈ Z[X1, . . . , Xm] is a quadratic form of rank at
least 3, and let q ∈ N be a product of distinct R-good primes. Then
{x ∈ Zm : R(x) ≡ 0 (mod q)} ⊆
⋃
y∈Y (q)
Λ(y),
where Λ(y) is given by (4.1) and #Y (q) 6 (3m)ω(q)qm−2. Moreover, each
y ∈ Y (q) is an integer vector satisfying Q(y) ≡ 0 (mod q) and gcd(y, q) = 1.
Finally, for any L > 0, the number of these lattices for which the largest
successive minimum is greater than L, is
≪m (3m)ω(q)q2m−3L−m.
Note that our successive minima are taken with respect to the Euclidean
norm || · ||2.
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Proof. For the first part it is enough to consider the individual prime factors
of q, and to combine the corresponding lattices using the Chinese Remainder
Theorem. Assume that q = p is an R-good prime. According to the final
part of Lemma 2.2 the congruence R(x) ≡ 0 (mod p) has at most 2mpm−1
solutions. (This is a very poor bound, but sufficient for our purposes.) The
solutions x 6≡ 0 (mod p) will then be covered by at most
2mpm−1/(p− 1) 6 3mpm−2
lattices Λ(y) with Q(y) ≡ 0 (mod p) and p ∤ y. Since m > 3 there is at least
one such y, and the corresponding lattice will cover the solution 0. It then
follows that for general q we can cover all solutions using at most (3m)ω(q)qm−2
lattices Λ(y) with R(y) ≡ 0 (mod q) and gcd(y, q) = 1.
Associated to any rank m lattice Λ ⊂ Rm is the dual lattice
Λ
∗ = {t ∈ Rm : t.x ∈ Z, ∀x ∈ Λ}.
If the successive minima of Λ are λ1 6 . . . 6 λm, and the successive minima
of the dual lattice Λ∗ are λ∗1 6 . . . 6 λ
∗
m, then it follows from Theorem VI on
page 219 of Cassels [6] that
1 6 λiλ
∗
m+1−i 6 m!,
for 1 6 i 6 m. We shall apply this with Λ = Λ(y). Assume that λm > L.
Then it follows that λ∗1 6 m!L
−1. Since qZm ⊆ Λ(y) ⊆ Zm, it follows that
Zm ⊆ Λ(y)∗ ⊆ q−1Zm. Each element of Λ(y) has the shape ̺y + qk for some
k ∈ Zm, so that q−1s belongs to Λ(y)∗ if and only if s is an integer vector
for which q−1̺s.y ∈ Z for every ̺ ∈ Z. But this is equivalent to s being an
integer vector for which s.y ≡ 0 (mod q). Thus qλ∗1 will be the length of the
shortest non-zero integer vector for which s.y ≡ 0 (mod q). It follows that
if Λ(y) has λm > L then s.y ≡ 0 (mod q) for some non-zero integer vector s
with |s| 6 m!q/L.
We now bound the number of lattices with λm > L. Here we should re-
call that the total number of lattices Λ(y) under consideration is at most
(3m)ω(q)qm−2. For each choice of s we count values of y modulo q for which
both R(y) ≡ 0 (mod q) and s.y ≡ 0 (mod q). This can be done by applying
the Chinese Remainder Theorem to the case in which q = p is a prime. The
vector s need not be primitive, and if p | s there will be at most 2mpm−1
values of y, as above. On the other hand, when p ∤ s the conditions produce a
non-trivial hyperplane slice of the quadric R = 0 over Fp. Since the prime p is
R-good the form R has rank at least 3 over Fp. It follows that the hyperplane
cannot contain the quadric, whence Lemma 2.2 shows that there are at most
2(m− 1)pm−2 solutions y, corresponding to at most
2(m− 1)pm−2
p− 1 6 3mp
m−3
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points in Pm−1(Fp). It then follows from the Chinese Remainder Theorem
that there are at most (3m)ω(q)qm−3 gcd(q, s) distinct lattices corresponding
to s. We may now sum over non-zero integer vectors s with |s| 6 m!q/L.
When gcd(q, s) = d, say, there are no such s unless d 6 m!q/L, in which case
there will be at most ≪m qmL−md−m possible vectors s. This gives a total
contribution
≪m (3m)ω(q)qm−3d · qmL−md−m,
for each divisor d of q. Since m > 3 we may then sum over d | m to produce
the bound stated in the lemma. 
We are now ready to put our plan into action. Recall that we are counting
points (x1, . . . , xn) ∈ Zn of size at most B, such that x1 is non-zero and is
a divisor of Q0(x2, . . . , xn), and for which K1(x1, . . . , xn), . . . , Kr(x1, . . . , xn)
have a common prime factor p > M which does not divide x1.
We take q = q(x1) to be the product of all Q0-good primes dividing x1,
and we weaken the condition x1 | Q0(x2, . . . , xn), requiring instead only that
q | Q0(x2, . . . , xn). We apply Lemma 4.1 to the form R = Q0, in m = n − 1
variables. The corresponding lattices Λ(y) are therefore contained in Zn−1.
The lemma then shows that
N1(B,M) 6
∑
q6B
∑
a6=0
q(a)=q
∑
y∈Y (q)
N(B,M, q,y, a),
where N(B,M, q,y, a) is the number of x = (x2, . . . , xn) ∈ Λ(y) in the box
|x| 6 B for which the polynomials Ki(a, x2, . . . , xn) all have a common prime
divisor p > M . Notice that we have written a in place of x1 to emphasize the
different role it plays in our argument.
We proceed to estimate how many values of a can correspond to a given
q. Let ∆ be the product of the (finitely many) primes which are not Q-good.
Then q will divide a and every prime factor of a/q = t will divide ∆q. Since
we will have |t| 6 B we find using Rankin’s trick that the number of available
t is at most
2
∑
16t6B
t|(∆q)∞
1 6 2
∑
t|(∆q)∞
Bε
tε
= 2Bε
∏
p|∆q
1
1− p−ε
≪ Bετ(∆q)
≪ B2ε,
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whenever ε > 0. Here we have used the fact that q 6 B at the very last step.
On re-defining ε, we therefore see that for every q there is a value a(q) which
is divisible by q, such that
N1(B,M)≪ Bε
∑
q6B
∑
y∈Y (q)
N(B,M, q,y, a(q)). (4.2)
Suppose now that we have a lattice Λ = Λ(y) with y ∈ Y (q). As previously,
suppose that λ1 6 . . . 6 λm are the successive minima of Λ, which we recall
has determinant qm−1. (Here we continue to use the notationm = n−1 for the
dimension of Λ(y).) It follows from Minkowski’s second convex body theorem
[6, Section VIII.2] that
qm−1 6
m∏
i=1
λi ≪m qm−1. (4.3)
Moreover, it is clear that Λ has m independent vectors of length q, so that
λm 6 q. According to the corollary to Theorem VII on page 222 of Cassels [6],
the lattice Λ has a basis e1, . . . , em with |ej| ≪ λj for all j. We now define E
to be the m ×m matrix formed by the column vectors e1, . . . , em. Then the
maximum modulus of the entries of E is
||E|| ≪ λm 6 q 6 B.
Moreover, | det(E)| = det(Λ) = qm−1. We then see that E−1 is the transpose
of the matrix formed from column vectors e∗1, . . . , e
∗
m, say, where
|e∗j | ≪ | det(E)|−1
m∏
i=1
i 6=j
|ei|
≪ | det(E)|−1
m∏
i=1
i 6=j
λi
≪ λ−1j ,
by (4.3). Moreover, as described in [6, Section I.5], we have
e∗j .ei =
{
1 if i = j,
0 otherwise.
Thus if x ∈ Λ is written as x = w1e1+ · · ·+wmem, we will have wj = e∗j .x, so
that wj ≪ |x|/λj for each index j.
The next stage of the argument is to handle those y ∈ Y (q) for which one
has λm > L. Since we automatically have λm 6 q 6 B, it follows from the
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above that the number of x = (x2, . . . , xn) ∈ Λ(y) in the box |x| 6 B will be
≪
∏
16j6m
(B/λj + 1)≪ Bmq1−m = Bn−1q2−n.
Thus we will trivially have N(B,M, q,y, a(q)) ≪ Bn−1q2−n. Combining this
with the estimate in Lemma 4.1 for the number of lattices with λn > L we
find that the contribution to N1(B,M) is
≪ Bε
∑
q6B
(3n)ω(q)q2n−5L1−nBn−1q2−n ≪ B2n−3+2εL1−n.
On re-defining ε, we therefore conclude that
N1(B,M)≪ B2n−3+εL1−n +Bε
∑
q6B
∑
y∈Y (q)
λm6L
N(B,M, q,y, a(q)). (4.4)
Suppose now that Λ = Λ(y) is a lattice with y ∈ Y (q), and for which
λm 6 L. We define polynomials
fi(W1, . . . ,Wm) = Ki
(
a(q),EW
)
(1 6 i 6 r),
where W is the column vector (W1, . . . ,Wm) and E is the matrix defined
above, formed from the basis vectors for Λ. We are then left with estimating
the number of integer vectors w ∈ Zm, with wj ≪ B/λj for 1 6 j 6 m, and for
which all the fi(w) have a prime factor p > M in common, for which p ∤ a
(q).
We already observed that the forms Ki can be taken to have no common
factor, and we now claim that the polynomials fi can have no common factors
apart possibly for primes p that divide a(q). To see this, suppose firstly that
g(W1, . . . ,Wm) is a non-constant common factor of the fi, with fi = ghi, say.
We then set Wi = UiU
−1
0 and multiply through by U
di
0 , where di is the degree
of fi. This will produce relations
Ki
(
a(q)U0,EU
)
= G(U0, . . . , Um)Hi(U0, . . . , Um)
in which G and the Hi are homogeneous, and G is non-constant. After a non-
singular linear change of variables one would then find a common factor of the
forms Ki(X1, . . . , Xn), at least over Q[X1, . . . , Xn]. This contradiction shows
that the fi cannot have a non-constant common factor. Suppose now that
there is a prime common factor p ∤ a(q). It is then clear that p must divide the
forms Ki (W0,EW). However, since E has determinant q
m−1, with q | a(q), it
must be invertible modulo p. It would then follow that p divides each of the
forms Ki(X1, . . . , Xn), which is impossible.
Since we are concerned with common prime factors p > M which do not di-
vide a(q) we may remove from the polynomials fi any constant factors dividing
a(q). The situation is then exactly right for an application of Lemma 2.1. We
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note that the polynomials fi have height bounded by a power of B, so that
the lemma yields
N(B,M, q,y, a(q))≪ V logB
M logM
+
V logB
Bmin
,
where
V =
m∏
i=1
(B/λi)≪ Bmq1−m
by (4.3), and Bmin = B/λm > B/L. Here we have used the observation that
λi 6 q 6 B for each index i, so that B/λi ≫ 1. Recalling that m = n − 1 it
follows that
N(B,M, q,y, a(q))≪ Bn−2q2−n
{
B
M logM
+ L
}
logB.
We proceed to insert this estimate into (4.4), using the bound for #Y (q) given
by Lemma 4.1. This produces
N(B,M)≪ B2n−3+εL1−n
+Bε
∑
q6B
(3n)ω(q)qn−3 ·Bn−2q2−n
{
B
M logM
+ L
}
logB
≪ B2n−3+εL1−n +Bn−2+2ε
{
B
M logM
+ L
}
.
We therefore choose L = B1−1/n, and Theorem 3.1 follows, on re-defining ε.
5. Proof of Theorem 1.3
Our argument starts in the same way as for Theorem 1.2 in Section 3. As
before we may assume that Q(X) = X0X1 −Q0(X2, . . . , Xn) with
Q0(X2, . . . , Xn) = X
2
2 − dX23 ,
for d ∈ Z a non-square. Similarly, points where there is a prime p > M which
divides x0 and x1 as well as F1(x), . . . , Fr(x) contribute
≪ Bn−1+εM−1 +Bn−2+ε.
We should note though that in order to assert that Q0(x2, . . . , xn) = 0 has
O(Bn−3+ε) integral solutions in [−B,B]n−1 we need to use the fact that d is
not a square. We then have to estimate N1(B,M), and we may take Fi(X) =
Ki(X1, . . . , Xn) to be independent of X0.
As before we change notation, replacing Q0(X2, . . . , Xn) by R(X1, . . . , Xm)
with m = n − 1, and R(X1, . . . , Xm) = X21 − dX22 . However, instead of using
“R-good” primes we will employ a different classification. We will say that
a prime p is ramified if p | 2d, and otherwise is split if d is a square modulo
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p, and inert if d is a non-square modulo p. Suppose that q1 is a product of
distinct split primes, and q2 a product of distinct inert primes. We define the
lattices
Λ(̺; q1, q2) = {x ∈ Zm : x1 ≡ ̺x2 (mod q1), x1 ≡ x2 ≡ 0 (mod q2)},
for integers ̺ in the set
Z(q1) = {̺ (mod q1) : ̺2 ≡ d (mod q1)}.
These lattices have det(Λ(̺; q1, q2)) = q1q
2
2 for each ̺ ∈ Z(q1). Moreover it
is clear that #Z(q1) = 2
ω(q1). We then have the following result, which will
replace Lemma 4.1.
Lemma 5.1. Suppose that R(X1, . . . , Xm) = X
2
1 − dX22 , where d ∈ Z is a
non-square. Let q1 be a product of distinct split primes, and q2 a product of
distinct inert primes. Then
{x ∈ Zm : R(x) ≡ 0 (mod q1q2)} ⊆
⋃
̺∈Z(q1)
Λ(̺; q1, q2).
Moreover, for each of the lattices Λ(̺; q1, q2) the largest successive minimum is
O(q
1/2
1 q2), with an implied constant depending only on d.
Proof. For any split prime p, and any x1, x2 ∈ Z satisfying x21 ≡ dx22 (mod p),
there is an integer ̺ for which ̺2 ≡ d (mod p) and x1 ≡ ̺x2 (mod p).
Moreover, for any inert prime p we have x1 ≡ x2 ≡ 0 (mod p) whenever
x21 ≡ dx22 (mod p). It follows via the Chinese Remainder Theorem that the
lattices Λ(̺; q1, q2) with ̺ ∈ Z(q1) cover all solutions of R(x) ≡ 0 (mod q1q2).
Finally, Λ(̺; q1, q2) has a basis consisting of the m− 2 unit coordinate vectors
e3, . . . , em, together with two further vectors (q2a, 0, . . . , 0) and (q2b, 0, . . . , 0),
where a and b are 2-dimensional vectors forming a basis for the lattice
Λ0(̺) = {x ∈ Z2 : x1 ≡ ̺x2 (mod q1)}.
This lattice has determinant q1, and successive minima satisfying λ1λ2 ≪ q1.
However, for any non-zero vector x ∈ Λ0(̺) one has
x21 − dx22 ≡ ̺2x22 − ̺2x22 ≡ 0 (mod q1).
Moreover x21−dx22 cannot vanish, since d is not a square. We therefore deduce
that
q1 6 |x21 − dx22| 6 |d| · ||x||22.
Thus we must have λ1 ≫ q1/21 , and hence λ2 ≪ q1/21 . It follows that the vectors
a and b above may be chosen both to have length O(q
1/2
1 ), so that the largest
successive minimum of Λ(̺; q1, q2) is O(q
1/2
1 q2), as required. 
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Now, following the argument in Section 4 we take q1 = q1(x1) to be the
product of split primes dividing x1, and similarly q2 = q2(x1) to be the prod-
uct of inert primes dividing x1. We write q = q1q2. As before, we weaken
the condition x1 | Q0(x2, . . . , xn), requiring only that q | Q0(x2, . . . , xn). In
analogy to (4.2) there exists a(q) such that
N1(B,M)≪ Bε
∑
q=q1q26B
∑
̺∈Z(q1)
N(B,M, q, ̺, a(q)), (5.1)
where N(B,M, q, ̺, a) is the number of x = (x2, . . . , xn) ∈ Λ(̺; q1, q2) in the
box |x| 6 B for which the polynomials Ki(a, x2, . . . , xn) all have a common
prime divisor p > M .
The argument then proceeds as before, but without the need to handle sep-
arately lattices where the largest successive minimum is big. If the successive
minima of Λ(̺; q1, q2) are λ1 6 . . . 6 λm (with m = n−1) we apply Lemma 2.1
to vectors w with wi ≪ B/λi to show that
N(B,M, q, ̺, a(q))≪ V logB
M logM
+
V logB
Bmin
,
with V =
∏m
i=1(B/λi). Since
m∏
i=1
λi > det(Λ(̺; q1, q2)) = q1q
2
2
we find that
N(B,M, q, ̺, a(q))≪ B
m logB
q1q22M logM
+
Bm−1λm logB
q1q22
.
According to Lemma 5.1 we have λm ≪ q1/21 q2. Since #Z(q1) ≪ Bε we then
deduce from (5.1) that
N1(B,M)≪ B2ε
∑
q1q26B
{
Bm logB
q1q22M logM
+
Bm−1 logB
q
1/2
1 q2
}
≪ B3ε
{
Bm
M logM
+Bm−1/2
}
.
On recalling that m = n − 1 we see that this is sufficient for Theorem 1.3,
after re-defining ε.
6. Proof of Corollary 1.4: coprime polynomials
The implied constants in this section are allowed to depend on Q, f and
g. Assume that Q is an indefinite quadratic form of rank at least 5. For any
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square-free q ∈ N and any vector a ∈ (Z/qZ)n, we shall require an asymptotic
formula for
N(B; q, a) = #{x ∈ Zn ∩ [−B,B]n : Q(x) = 0, x ≡ a (mod q)}, (6.1)
as B →∞, in which the error term depends explicitly on q. In fact there exist
constants δ,∆ > 0 such that
N(B; q, a) = c(q, a)Bn−2 +O(q∆Bn−2−δ), (6.2)
where the implied constant depends on Q but not on a or q. Assuming that q
is square-free and that Q(a) ≡ 0 (mod q), the leading constant is positive and
takes the shape
c(q, a) = σ∞
∏
p∤q
σp
∏
p|q
σp(a).
Here σ∞ is the density of real zeros of Q, which is independent of q and a.
Moreover
σp = lim
k→∞
p−k(n−1)ν(pk) and σp(a) = lim
k→∞
p−k(n−1)ν(pk; p, a),
with
ν(pk) = #
{
x ∈ (Z/pkZ)n : Q(x) ≡ 0 (mod pk)}
and
ν(pk; p, a) = #
{
x ∈ (Z/pkZ)n : Q(x) ≡ 0 (mod p
k)
x ≡ a (mod p)
}
,
for every prime p. As part of the circle method analysis one shows that all
the limits involved exist. We shall write c = c(1, 0) for brevity. The proof of
(6.2) is a standard application of the Hardy–Littlewood circle method and will
not be repeated here. (A more refined treatment of the analogous smoothly
weighted counting function is found in [4, Thm. 4.1], in which any values
∆ > n/2 and δ < n/2− 2 are shown to be admissible.)
We remark that the analogous statement for quadratic forms of rank 4 is
false in general, even for the forms X0X1− (X22 −dX23 ) with non-square d that
are considered in Theorem 1.3. We refer the reader to Linqvist [12] for further
details on this phenomenon.
Let M > ξ > 1 and let Pξ =
∏
p6ξ p. We shall tackle Corollary 1.4 by
observing that
#S1 −#S2 −#S3 6 #{x ∈ Rf,g ∩ [−B,B]n : Q(x) = 0} 6 #S1, (6.3)
where
S1 = {x ∈ Zn ∩ [−B,B]n : Q(x) = 0, gcd(f(x), g(x), Pξ) = 1},
S2 is the set of x ∈ S1 for which p | gcd(f(x), g(x)) for some p ∈ (ξ,M ], and
finally S3 is the set of x ∈ S1 for which p | gcd(f(x), g(x)) for some p > M .
22 T.D. BROWNING AND D.R. HEATH-BROWN
Noting that f = g = 0 cuts out a codimension 2 subvariety in the hypersurface
Q = 0, it follows from Theorem 1.2 that
#S3 ≪ Bn−2+εM−1 +Bn−2−1/(n−1)+ε, (6.4)
for any ε > 0.
Turning to the size of S1 we use inclusion–exclusion to deduce that
#S1 =
∑
q|Pξ
µ(q)#
{
x ∈ Zn ∩ [−B,B]n : Q(x) = 0
f(x) ≡ g(x) ≡ 0 (mod q)
}
=
∑
q|Pξ
µ(q)
∑
a∈(Z/qZ)n
Q(a)≡f(a)≡g(a)≡0 (mod q)
N(B; q, a).
Note that there are at most qn vectors a which contribute to the final sum.
Invoking (6.2), and recalling that c = c(1, 0), it follows that
#S1 = cB
n−2
∑
q|Pξ
µ(q)g(q) +O

Bn−2−δ∑
q|Pξ
qn+∆

 , (6.5)
with
g(q) =
∑
a∈(Z/qZ)n
Q(a)≡f(a)≡g(a)≡0 (mod q)
∏
p|q
lim
k→∞
ν(pk; p, a)
ν(pk)
.
The error term here is found to be
≪ Bn−2−δ
∏
p6ξ
pn+∆ = Bn−2−δ exp
(
(n+∆)
∑
p6ξ
log p
)
6 Bn−2−δe2(n+∆)ξ,
if ξ ≫ 1, by the prime number theorem.
For the main term in (6.5) we wish to extend the product to run over all
primes. The function g(q) is multiplicative and for any prime p we have
g(p) = lim
k→∞
ν0(p
k)
ν(pk)
,
where
ν0(p
k) = #
{
x ∈ (Z/pkZ)n : Q(x) ≡ 0 (mod p
k)
f(x) ≡ g(x) ≡ 0 (mod p)
}
.
It is clear that g(p) 6 1 for every prime, but we will need a better bound for
large p. Suppose that Q has rank r > 5. If p is odd, we may diagonalize Q
modulo pk as Diag(d1, . . . , dr, 0, . . . , 0) with respect to a suitable basis, and if
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p is large enough we will have p ∤ di for 1 6 i 6 r. Using this new basis we see
that ν(pk; p, a) counts x ∈ (Z/pkZ)n with x ≡ a (mod p) and
r∑
i=1
dix
2
i ≡ 0 (mod pk). (6.6)
If we write b = (a1, . . . , ar) it follows that ν(p
k; p, a) = p(k−1)(n−r)ξ(pk; p,b),
where ξ(pk; p,b) counts x ∈ (Z/pkZ)r with x ≡ b (mod p), such that (6.6)
holds. When b 6≡ 0 (mod p) we find that ξ(pk; p,b) = p(k−1)(r−1), by Hensel’s
Lemma, so that ν(pk; p, a) = p(k−1)(n−1). For large p the number of a (mod p)
for which Q(a) ≡ f(a) ≡ g(a) ≡ 0 (mod p) will be O(pn−3), so that vectors a
for which b 6≡ 0 (mod p) contribute O(pk(n−1)−2) to ν0(pk). On the other hand,
a standard calculation gives ξ(pk; p, 0) ≪ pr+(k−2)(r−1), so that ν(pk; p, a) ≪
p(k−1)(n−1)+1 for those a for which b ≡ 0 (mod p). The number of such a is
pn−r 6 pn−5, whence this case contributes O(pk(n−1)−3) to ν0(p
k). However a
standard analysis shows that ν(pk)≫ pk(n−1), so that
g(p)≪ lim
k→∞
pk(n−1)−2 + pk(n−1)−3
pk(n−1)
≪ p−2.
Since g(q) is multiplicative we then have g(q) = O(q−3/2) for any square-free
q ∈ N. Hence it follows that∑
q|Pξ
µ(q)g(q)−
∞∑
q=1
µ(q)g(q)≪
∑
q>ξ
1
q3/2
≪ ξ−1/2.
Our work so far has therefore shown that
#S1 = cB
n−2
∏
p
µQ,p(Rf,g) +O(ξ
−1/2Bn−2) +O(e2(n+∆)ξBn−2−δ), (6.7)
where µQ,p(Rf,g) is as in the statement of Corollary 1.4.
To handle S2, we note that
#S2 6
∑
p∈(ξ,M ]
∑
a∈(Z/pZ)n
Q(a)≡f(a)≡g(a)≡0 (mod p)
N(B; p, a).
But (6.2) allows us to conclude that∑
a∈(Z/pZ)n
Q(a)≡f(a)≡g(a)≡0 (mod p)
N(B; p, a)≪ B
n−2
p2
+ pn+∆Bn−2−δ, (6.8)
since g(p) = O(p−2). Summing over p ∈ (ξ,M ] it follows that
#S2 ≪ B
n−2
ξ log ξ
+Mn+1+∆Bn−2−δ. (6.9)
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We now return to (6.3), taking ξ =
√
logB and M = Bδ/(2(n+1+∆)). Making
the choice ε = δ/(4(n+1+∆)) in (6.4), and combining it with (6.7) and (6.9),
it follows that
#{x ∈ Rf,g ∩ [−B,B]n : Q(x) = 0} = cBn−2
∏
p
µQ,p(Rf,g) +O
(
Bn−2
(logB)1/4
)
.
Finally, we divide both sides by N(B; 1, 0) and reapply (6.2), before taking a
limit B →∞ in order to complete the proof of Corollary 1.4.
7. Proof of Corollary 1.5: arithmetic purity
Let m > 4 and let X ⊂ Pm be a smooth hypersurface defined by a non-
singular indefinite quadratic form Q ∈ Z[X0, . . . , Xm]. Let Z ⊂ X be a codi-
mension 2 subvariety and put U = X \ Z. To establish strong approximation
off ∞ on U we must show that for any point (Pp)p in the set of finite adelic
points U(AfQ) and for any finite set S of primes, there exists a point P ∈ U(Q)
which is arbitrarily close to Pp for all p ∈ S.
There exists an integral model U for U over Z. It will suffice to show that
there exists a point P ∈ U(Q) with P ∈ U (Zp) for all p 6∈ S, such that P is
arbitrarily close to Pp for all p ∈ S.
Let Z be the scheme-theoretic closure of Z in PmZ . We may suppose that
Z is cut out by equations
F1(X0, . . . , Xm) = · · · = Fr(X0, . . . , Xm) = 0,
for F1, . . . , Fr ∈ Z[X0, . . . , Xm] such that the intersection with Q = 0 has
codimension 3 in Pm. For any prime p, elements of U (Zp) correspond to
vectors x ∈ Zm+1p for which Q(x) = 0 and
min{valp(F1(x)), . . . , valp(Fr(x))} = 0.
Let C ∈ Z be a product of primes in S, chosen so that P ′p = CPp ∈ Zm+1p for
all p ∈ S. By the Chinese Remainder Theorem we can find a vector a ∈ Zm+1
which is arbitrarily close to P ′p for all p ∈ S. A vector x ∈ Zm+1 representing
a point in U(Q) is then close to a in the p-adic topology for all p ∈ S if any
only if x ≡ a (modM), for a suitable positive integer M built from the primes
in S. In order to establish Corollary 1.5, it will suffice to prove the existence
of a vector x ∈ Zm+1, satisfying Q(x) = 0 and
gcd(p, F1(x), . . . , Fr(x)) = 1 for all p 6∈ S,
and for which x ≡ a (modM). Indeed, once this is achieved the vector C−1x
will represent a point P ∈ U(Q) which is p-adically close to Pp for all p ∈ S
and which belongs to U (Zp) for all p 6∈ S.
Finally, to deduce the existence of the vector x we count the number of such
vectors in the box [−B,B]m+1, as B →∞. But then we are once more in the
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situation considered in Section 6, where we dealt with exactly this question
when S = ∅ and r = 2. Extending the argument to general S and r is routine
and will not be repeated here.
8. Proof of Corollary 1.6: local solubility
The aim of this section is to prove Corollary 1.6, the main tool for which
is Theorem 1.2. The strategy for our argument closely follows the proof of
Lemma 20 in work of Poonen and Stoll [15], as further developed by Bright,
Browning and Loughran [5, Section 3]. We shall write m = n− 1 in order to
simplify notation. Let X ⊂ Pn−1 be a hypersurface defined by an indefinite
quadratic form Q ∈ Z[X1, . . . , Xn] of rank at least 5. Let π : Y → X be
a morphism as in the statement of the theorem. Thus the fibre of π over
every point of codimension 1 is split and the generic fibre of π is geometrically
integral. Appealing to Corollary 3.7 of [5], it then follows that there exist a
finite set S of places of Q, together with models Y and X of Y and X over
Spec(ZS) and a closed subset Z ⊂ X of codimension at least 2, such that
the map
(Y \ π−1(Z ))(Zp)→ (X \Z )(Zp)
is surjective for all primes p 6∈ S. We may assume without loss of generality
that S contains the infinite place. It follows that
{x ∈ X(Zp) : x mod p 6∈ Z (Fp)} ⊂ π(Y (Qp)), (8.1)
for all sufficiently large primes p. We proceed under the assumption that Z
is cut out from X by a system of forms F1, . . . , Fr ∈ Z[X1, . . . , Xn]. We
henceforth allow all of the implied constants in this section to depend on
F1, . . . , Fr and on X .
For any field k and any subset Ω ⊂ Pn−1(k), we shall denote by Ωaff the affine
cone of Ω. For each prime p we let Ωp = π(Y (Qp))
aff∩Znp . At the infinite place
we put Ω∞ = {x ∈ π(Y (R))aff : |x| 6 1} ∩ Rn. Let µ∞ and µp be the Haar
measures on Rn and Znp , respectively. It follows from Lemma 3.9 of [5] that
Ων is measurable with respect to µν , with µν(∂Ων) = 0 and µν(Ων) > 0. The
proof of this result is based on the Tarski–Seidenberg–Macintyre theorem, as
applied here to the affine cone of the map obtained by composing π with the
Q-birational map to Pn−2 admitted by X . If x = (x1 : · · · : xn) denotes the
projective point in Pn−1 associated to a vector x = (x1, . . . , xn), then we have
µp(Ωp) = lim
k→∞
#
{
x ∈ (Z/pkZ)n : Q(x) ≡ 0 (mod pk), π−1(x)(Qp) 6= ∅
}
pk(n−1)
and
µ∞(Ω∞) = lim
δ→0
1
2δ
meas
{
x ∈ [−1, 1]n : |Q(x)| < δ, π−1(x)(R) 6= ∅} .
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Recall the notation µQ(S ) that was introduced in (1.1), for any subset
S ⊂ Zn. In order to prove Theorem 1.6, it will suffice to study
µQ(Rloc) = lim
B→∞
#{x ∈ Rloc ∩ [−B,B]n : Q(x) = 0}
#{x ∈ Zn ∩ [−B,B]n : Q(x) = 0} ,
where
Rloc = {x ∈ Zn : x ∈ Ων for all places ν} .
Suppose first that there exists M ∈ N such that Ωp = Znp for all primes p > M .
We let P =
∏
p6M Ωp and Q =
∏
p6M(Z
n
p \Ωp). The sets Ωp and Znp \Ωp have
boundary of measure zero. Hence by compactness we can cover the closure
P of P by a finite number of boxes
∏
p6M Ip, the sum of whose measures is
arbitrarily close to the measure
∏
p µp(Ωp) of P , where each Ip ⊂ Znp is a
cartesian product of closed balls of the shape {x ∈ Zp : |x − a|p 6 b}, for
a ∈ Zp and b ∈ R. Similarly, the closure Q of Q is covered by a finite number
of boxes
∏
p6M Jp, say, the sum of whose measures approximates the measure
1−∏p µp(Ωp) of Q to arbitrary precision.
It follows from the Chinese Remainder Theorem that there exist a vector
aM ∈ Zn and a modulus qM ∈ N, depending on M , such that for any x ∈ Zn
we have x ∈∏p6M Ip if and only if x ≡ aM (mod qM). Let
NR(B; q, a) = # {x ∈ Zn ∩ BR : Q(x) = 0, x ≡ a (mod q)} ,
for any R ⊂ Rn of finite measure, any q ∈ N and any a ∈ (Z/qZ)n. When
R = [−1, 1]n we simply write N(B; q, a) and thereby recover the counting
function that was introduced in (6.1). It now follows from (6.2) that
µQ
(∏
p6M
Ip
)
= lim
B→∞
NΩ∞(B; qM , aM)
N(B; 1, 0)
=
µ∞(Ω∞)
σ∞
∏
p
µp(Ip)
σp
.
Similarly,
µQ
(∏
p6M
Jp
)
=
µ∞(Ω∞)
σ∞
∏
p
µp(Jp)
σp
.
Combining these facts, we are therefore done when there exists M such that
Ωp = Z
n
p for all primes p > M .
We now turn to the general case. For M 6 M ′ 6∞ and B > 0, let
fM,M ′(B) =
#{x ∈ Zn ∩ BΩ∞ : Q(x) = 0, x ∈ Ωp for all p ∈ [M,M ′)}
N(B; 1, 0)
.
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Put fM(B) = f1,M(B) and note that this is a non-increasing function of M .
According to (8.1), there are forms F1, . . . , Fr ∈ Z[X1, . . . , Xn] whose common
zero locus meets X in a codimension 3 subset of Pn−1, for which
fM(B)− f∞(B) = #{x ∈ Z
n ∩BΩ∞ : Q(x) = 0, ∃ p > M , x 6∈ Ωp}
N(B; 1, 0)
6
E(B,M)
N(B; 1, 0)
,
where E(B,M) is the number of x ∈ Zn such that Q(x) = 0 and |x| 6 B,
and for which F1(x), . . . , Fr(x) have a common prime divisor p > M . We have
N(B; 1, 0) ≫ Bn−2 by (6.2). We may sort E(B,M) into two contributions.
Let η > 0 be a parameter at our disposal. The contribution from x for which
F1(x), . . . , Fr(x) have a common prime divisor p > B
η is seen to be
≪ Bε−η + B
ε
B1/(n−1)
,
by Theorem 1.2. Next, the contribution from x for which F1(x), . . . , Fr(x)
have a common prime divisor p ∈ (M,Bη] is at most
∑
M<p6Bη
∑
a∈(Z/pZ)n
Q(a)≡F1(a)≡···≡Fr(a) (mod p)
N(B; p, a)≪ B
n−2
M logM
+Bn−2−δ+η(n+1+∆),
by (6.8). It follows that
fM(B)− f∞(B)≪ Bε−η + B
ε
B1/(n−1)
+
1
M logM
+
Bη(n+1+∆)
Bδ
,
for any ε > 0. On taking η = δ/(n+ 2+∆) and choosing ε sufficiently small,
we obtain
lim
M→∞
lim sup
B→∞
(fM(B)− f∞(B)) = 0. (8.2)
Moreover, our work so far shows that
lim
B→∞
fM,M ′(B) =
µ∞(Ω∞)
σ∞
∏
M6p<M ′
µp(Ωp)
µp
(
X(Qp)aff ∩ Znp
) , (8.3)
for all M < M ′ <∞. Combining (8.2) and (8.3), we conclude that
lim
B→∞
f∞(B) = lim
M→∞
lim
B→∞
fM(B)
=
µ∞(Ω∞)
σ∞
lim
M→∞
∏
p<M
µp(Ωp)
σp
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To complete the proof, it suffices to show the convergence of the above infinite
product. In order to apply Cauchy’s criterion we need to check that
lim
M→∞
sup
M ′∈N
∣∣∣∣∣1−
∏
M6p<M+M ′
µp(Ωp)
σp
∣∣∣∣∣ = 0.
But (8.3) implies that the left hand side is
σ∞
µ∞(Ω∞)
lim
M→∞
sup
M ′∈N
lim
B→∞
|f1(B)− fM,M+M ′(B)| ,
which vanishes by a further application of (8.2). Combining our argument, we
have therefore shown that
µQ(Rloc) =
µ∞(Ω∞)
σ∞
∏
p
µp(Ωp)
σp
,
which thereby completes the proof of Corollary 1.6.
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