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1 Introduction
The Jordan canonical form of a linear operator or a square matrix has wide applications
[14]. It gives a classification of matrices based on the similar relation which is the main
equivalent relation in the matrix theory. However, this kind of equivalence can not be
extended to tensors because the multiplication between tensors are not well-defined. On
the other hand, the Jordan canonical form is always used to define matrix functions and
give the expressions of Drazin inverse for a singular matrix. The group inverse [1, 5] and
the Drazin inverse [9, 40] are two generalized inverses that people usually use and research
in matrix theories. The Drazin inverse is proved to be useful in Markov chain, matrix
differential equations and matrix linear systems etc. [5].
There are two important kinds of products between tensors, which is the tensor Einstein
product and the tensor T-product. Both the tensor Moore-Penrose inverse and Drazin
inverse have been established for Einstein product by Jin, Bai, Bentez and Liu [18] and
Sun, Zheng, Bu and Wei [36], respectively.
The perturbation theory for Moore-Penrose inverse of tensor via Einstein product was
presented in [28]. The outer inverse, core inverse and core-EP inverse of tensor based
on the Einstein product have been investigated by Predrag et al. [32, 33]. Recently, the
Bernstein concentration inequality has also been proposed for tensors with the Einstein
product by Luo, Qi and Toint [27].
On the other hand, the tensor T-product introduced by Kilmer [21] has been proved to
be of great use in many areas, such as image processing [21, 29, 35, 37], computer vision
[12], signal processing [7, 24, 25], low rank tensor recovery and robust tensor PCA [23, 24],
data completion and denoising [16, 25, 38]. An approach of linearization is provided by
the T-product to transfer tensor multiplication to matrix multiplication by the discrete
Fourier transformation and the theories of block circulant matrices [6, 19]. Due to the
importance of the tensor T-product, Lund [26] gave the definition of tensor functions
based on the T-product of third-order F-square tensors in her Ph.D thesis in 2018. The
definition of T-function is given by
f♦(A) = fold(f(bcirc(A))Ê1
np×n
),
where ‘bcirc(A)’ is the block circulant matrix [19] generated by the F-square tensor A ∈
Cn×n×p. The T-function is also proved to be useful in stable tensor neural networks for
rapid deep learning [31]. Special kinds of T-function such as tensor power has been used
by Gleich, Chen and Varah [10] in Arnoldi methods to compute the eigenvalues of tensors
and diagonal tensor canonical form was also proposed by them. It is worth mention that,
the tensor T-product and T-function is usually defined for third order tensors. For general
cases, i.e., if we have a tensor Rn×n×n3×···×nm , we can combine the subscripts n3, n4 . . . , nm
to one subscript p, then the problem will be changed to third order tensor cases [29].
In this paper, we dedicate to research the F-square tensors and its properties. The
organization is as follows. Firstly, the tensor T-similar relationship and the T-Jordan
canonical form based on the T-product and their properties are introduced. We find the
tensor T-Jordan canonical form is an upper-bi F-diagonal tensor whose off-F-diagonal
entries are the linear combinations of 0 and 1 with coefficients ωt divided by p, where ω =
e−2pii/p, i =
√−1, t = 1, 2, . . . , p, and p is the number of frontal slices of the tensor. Based
on the T-Jordan canonical form, we give the definition of F-Square tensor polynomial,
tensor power series and their convergence radius. As an application, we present several
power series of classical tensor T-functions and their convergence radius. Then we propose
the T-minimal polynomial and T-characteristic polynomial which can be viewed as a
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special kind of standard tensor function. Cayley-Hamilton theorem also holds for tensors.
As a special case, we discuss the properties when two tensors commutes with the tensor
T-product. That is, when two tensors commutes, they can be F-diagonalized by the same
invertible tensor. By induction, a family of commutative tensors also hold this property.
We also find that normal tensors can be F-diagonalized by unitary tensors. Then we focus
on the tensor decomposition. We give the definition of T-positive definite tensors. The
T-polar, T-LU, T-QR and T-Schur decompositions of tensors are obtained.
Unfortunately, when the original scalar function is the inverse function, the induced
tensor T-function will not be well-defined to irreversible tensors. In the second part
of the main results, we discuss the generalized inverse when a F-square tensor is not
invertible. The T-group inverse and T-Drazin inverse which can be viewed as the extension
of matrix cases are proposed, including their properties and constructions. We give the
definition of tensor T-index. The relationship between the tensor T-index and the tensor
T-minimal polynomial is obtained. The existence and uniqueness of T-group inverse are
also proposed. The expression of T-group inverse according to the T-Jordan canonical
form is also obtained. Then we focus on the T-Drazin inverse which can be viewed as
the generalization of T-group inverse when the T-index of a tensor is known. Based on
the T-Jordan canonical form, we obtain the expression of T-Drazin inverse. We find the
T-Drazin inverse preserves similarity relationship between tensors. The T-Drazin inverse
can be also given by the polynomial of the tensor. In the last part, we give the T-core-
nilpotent decomposition of tensors and show that the tensor T-index and T-Drazin inverse
can be given by a limited process.
2 Preliminaries
2.1 Notation and index
A new concept is proposed for multiplying third-order tensors, based on viewing a tensor
as a stack of frontal slices. Suppose we have two tensors A ∈ Rm×n×p and B ∈ Rn×s×p and
we denote their frontal faces respectively as A(k) ∈ Rm×n and B(k) ∈ Rn×s, k = 1, 2, . . . , p.
The operations bcirc, unfold and fold are defined as follows [12, 21, 22]:
bcirc(A) :=

A(1) A(p) A(p−1) · · · A(2)
A(2) A(1) A(p) · · · A(3)
...
. . .
. . .
. . .
...
A(p) A(p−1)
. . . A(2) A(1)
 , unfold(A) :=

A(1)
A(2)
...
A(p)
 ,
and fold(unfold(A)) := A, which means ‘fold’ is the inverse operator of unfold. We can
also define the corresponding inverse operation bcirc−1 : Rmp×np → Rm×n×p such that
bcirc−1(bcirc(A)) = A.
2.2 The tensor T-Product
The tensor T-product change problems to block circulant matrices which could be block
diagonalizable by the fast Fourier transformation [6, 10]. The calculation of T-product
and T-SVD can be done fast and stable because of the following reasons. First, the
block circulant operator ‘bcirc’ is only related to the structure of data, which can be
constructed in a convenient way. Then the Fast Fourier Transformation and its inverse
can be implemented stably and efficiently. Its algorithm has been fully established. After
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transform the block circulant matrix into block diagonal matrix, functions can be done
to each matrices.
On the other hand, the tensor T-product and T-functions does have applications in
many scientific situations. For example, it can be used in conventional computed tomog-
raphy. Semerci, Hao, Kilmer and Miller [34] introduced the tensor-based formulation and
used the ADMM algorithm to solve the TNN model. They give the quadratic approxi-
mation to the Poisson log-likelihood function for kth energy bin as a third order tensor,
whose kth frontal slice is given by
Lk(xk) = (Axk −mk)>Σ−1k (Axk −mk), k = 1, 2, . . . , p.
where Σk is treated as the weighting matrix. To minimize the objective function Lk(xk),
it comes to solve the least squares problem, or equivalently, to obtain its T-generalized
inverse, i.e., a special case of our generalized functions based on the T-product. They
used the T-SVD and compute the T-least squares solution. Kilmer and Martin [22] also
gave the definition of the standard inverse of tensors based on the T-product.
The following definitions and properties are introduced in [12, 21, 22].
Definition 1. (T-product) Let A ∈ Rm×n×p and B ∈ Rn×s×p be two real tensors. Then
the T-product A ∗ B is an m× s× p real tensor defined by
A ∗ B := fold(bcirc(A)unfold(B)).
We introduce definitions of transpose, identity and orthogonal of tensors as follows.
Definition 2. (Transpose and conjugate transpose) If A is a third order tensor of size
m × n × p, then the transpose A> is obtained by transposing each of the frontal slices
and then reversing the ordering of transposed frontal slices 2 through n. The conjugate
transpose AH is obtained by conjugate transposing each of the frontal slices and then
reversing the order of transposed frontal slices 2 through n.
Definition 3. (Identity tensor) The n × n × p identity tensor Innp is the tensor whose
first frontal slice is the n× n identity matrix, and whose other frontal slices are all zeros.
It is easy to check that A ∗ Innp = Immp ∗ A = A for A ∈ Rm×n×p.
Definition 4. (Orthogonal and unitary tensor) An n × n × p real-valued tensor P is
orthogonal if P> ∗ P = P ∗ P> = I. An n× n× p complex-valued tensor Q is unitary if
QH ∗ Q = Q ∗ QH = I.
For a frontal square tensor A of size n×n×p, it has inverse tensor B (= A−1), provided
that
A ∗ B = Innp and B ∗ A = Innp.
It should be noticed that invertible third order tensors of size n×n×p form a group, since
the invertibility of tensor A is equivalent to the invertibility of the matrix bcirc(A), and
the set of invertible matrices form a group. The orthogonal tensors based on the tensor
T-product also forms a group, since bcirc(Q) is an orthogonal matrix.
The concepts of T-range space, T-null space, tensor norm, and T-Moore-Penrose in-
verse are given as follows [30].
Definition 5. Let A be an n1 × n2 × n3 real-valued tensor.
(1) The T-range space of A, R(A) := Ran((FHp ⊗ In1)bcirc(A)(Fp ⊗ In1)), ‘Ran’ means
the range space,
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(2) The T-null space of A, N (A) := Null((FHp ⊗In1)bcirc(A)(Fp⊗In1)), ‘Null’ represents
the null space,
(3) The tensor unitary invariant norm ‖A‖ := ‖bcirc(A)‖, where the matrix norm ‖·‖
should also be chosen as a unitary invariant norm.
(4) The T-Moore-Penrose inverse [30] A† = bcirc−1((bcirc(A))†).
2.3 Tensor T-Function
In this section, we recall for the functions of square matrices based on the Jordan canonical
form [11, 13].
Let A ∈ Cn×n be a matrix with spectrum λ(A) := {λj}Nj=1, where N ≤ n and λj are
distinct. Each m×m Jordan block Jm(λ) of an eigenvalue λ has the form
Jm(λ) =

λ 1
λ
. . .
. . . 1
λ
 ∈ Cm×m.
Suppose that A has the Jordan canonical form
A = XJX−1 = Xdiag(Jm1(λj1), · · · , Jmp(λjp))X−1,
with p blocks of sizes mi such that
∑p
i=1mi = n, and the eigenvalues {λjk}pk=1 ∈ spec(A).
Definition 6. (Matrix function) Suppose that A ∈ Cn×n has the Jordan canonical form
and the matrix function is defined as
f(A) := Xf(J)X−1,
where f(J) := diag(f(Jm1(λj1)), · · · , f(Jmp(λjp))), and
f(Jmi(λji)) :=

f(λjk) f
′(λjk)
f ′′(λjk )
2!
· · · f
(njk
−1)
(λjk )
(njk−1)!
0 f(λjk) f
′(λjk) · · ·
...
...
. . .
. . .
. . . f
′′(λjk )
2!
...
. . .
. . . f ′(λjk)
0 · · · · · · 0 f(λjk)

∈ Cmi×mi .
There are various properties of matrix functions throughout matrix analysis. Here we
give some of these properties and the proofs that could be found in the monograph [13].
Lemma 1. Assume that A is a complex matrix of size n× n and f is a function defined
on the spectrum of A. Then we have
(1) f(A)A = Af(A),
(2) f(AH) = f(A)H ,
(3) f(XAX−1) = Xf(A)X−1,
(4) f(λ) ∈ spec(f(A)) for all λ ∈ spec(A), where ‘spec’ means the spectrum of a matrix.
By using the concept of T-product, the matrix function can be generalized to tensors
of size n× n× p. Suppose we have tensors A ∈ Cn×n×p and B ∈ Cn×s×p, then the tensor
T-function of A is defined by [26]:
f(A) ∗ B := fold(f(bcirc(A)) · unfold(B)),
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or equivalently
f(A) := fold(f(bcirc(A))Ê1
np×n
),
where Ê1
np×n
= eˆpk ⊗ In×n, eˆpk ∈ Cp is the vector of all zeros except for the kth entry and
In×n is the identity matrix, ‘⊗’ is the matrix Kronecker product [14].
There is another way to express Ê1
np×n
:
Ê1
np×n
=

In×n
0
...
0
 =

1
0
...
0
⊗ In×n = unfold(In×n×p).
Note that f on the right-hand side of the equation is merely the matrix function defined
above, so the tensor T-function is well-defined.
From this definition, we can see that for a tensor A ∈ Cn×n×p, bcirc(A) is a block
circulant matrix of size np× np. The frontal faces of A are the block entries of AÊ1
np×n
,
then A = fold(AÊ1
np×n
), where A = unfold(A).
In order to get further properties of generalized tensor functions, we make some review
of the results on block circulant matrices and the tensor T-product.
Lemma 2. [6] Suppose A,B ∈ Cnp×np are block circulant matrices with n×n blocks. Let
{αj}kj=1 be scalars. Then A>, AH , α1A+ α2B, AB, q(A) =
∑k
j=1 αjA
j and A−1 are also
block circulant matrices.
Lemma 3. [26] Let tensors A ∈ Cn×n×p and B ∈ Cn×s×p. Then
(1) unfold(A) = bcirc(A)Ê1
np×n
,
(2) bcirc(fold(bcirc(A)Ê1
np×n
)) = bcirc(A),
(3) bcirc(A ∗ B) = bcirc(A)bcirc(B),
(4) bcirc(A)j = bcirc(Aj), for all j = 0, 1, . . .,
(5) (A ∗ B)H = BH ∗ AH ,
(6) bcirc(A>) = (bcirc(A))>, bcirc(AH) = (bcirc(A))H .
3 Main Results
3.1 T-Jordan canonical form
It is a well-known result that every matrix has its Jordan canonical form. The Jordan
canonical form is named after Camille Jordan, who first introduced the Jordan decompo-
sition theorem in 1870 and it is of great use in differential equations, interpolation theory,
operation theory, functional analysis, matrix computations [11, 13, 14].
For third order tensors, we can also introduce the Jordan canonical form based on the
tensor T-product. Similar to matrix cases, we will only consider complex F-square third
order tensors, that is, tensors in the space Cn×n×p.
Definition 7. (Similar transformation) Suppose A, B ∈ Cn×n×p are two F-square complex
tensors. We say B is similar to A if there exists a invertible tensor P ∈ Cn×n×p satisfying
B = P−1 ∗ A ∗ P . (1)
Now we dedicate to find the canonical form under the similar relation. We have the
following important lemma.
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Lemma 4. Suppose A(1), A(2), · · · , A(p), B(1), B(2), · · · , B(p) ∈ Cn×n are complex matrices
satisfying
A(1) A(p) A(p−1) · · · A(2)
A(2) A(1) A(p) · · · A(3)
...
. . .
. . .
. . .
...
A(p) A(p−1)
. . . A(2) A(1)
 = (Fp ⊗ In)

B(1)
B(2)
. . .
B(p)
 (FHp ⊗ In),
where Fp is the discrete Fourier matrix of size p×p. Then B(1), B(2), · · · , B(p) are diagonal
(sub-diagonal, upper-triangular, lower-triangular) matrices if and only if A(1), A(2), · · · , A(p)
are diagonal (sub-diagonal, upper-triangular, lower-triangular) matrices.
Proof. By the definition of the Fourier matrix and matrix multiplication, each subblock
A(i) (i = 1, 2, . . . , p) are the linear combination in the complex field of the subblocks
B(1), B(2), · · · , B(p).
Furthermore, we reveal the relationship between complex matrices A(1), A(2), · · · , A(p)
and B(1), B(2), · · · , B(p):
A(1) =
1
p
(ω0B(1) + ω0B(2) + · · ·+ ω0B(p)),
A(2) =
1
p
(ω0B(1) + ω1B(2) + · · ·+ ωp−1B(p)),
· · ·
A(p) =
1
p
(ω0B(1) + ωp−1B(2) + · · ·+ ω(p−1)(p−1)B(p)),
(2)
where ω = e−2pii/p is the primitive p-th root of unity and is usually called the phase term.
On the other hand, since the matrix
ω0 ω0 · · · ω0
ω0 ω1 · · · ωp−1
. . .
ω0 ωp−1 · · · ω(p−1)(p−1)
 =

1 1 · · · 1
1 ω1 · · · ωp−1
. . .
1 ωp−1 · · · ω(p−1)(p−1)

is the Vandermonde matrix [14], which is invertible, matrices B(1), B(2), · · · , B(p) are also
the linear combination of A(1), A(2), · · · , A(p).
Theorem 1. (T-Jordan Canonical Form) Let A ∈ Cn×n×p be a complex tensor, then there
exists an invertible tensor P ∈ Cn×n×p and a F-upper-bi-diagonal tensor J ∈ Cn×n×p such
that
A = P−1 ∗ J ∗ P .
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Figure 1: T-Jordan Canonical Form of Tensors
Proof. From Lemma 4, for the complex tensor A, we have
bcirc(A) =

A(1) A(p) A(p−1) · · · A(2)
A(2) A(1) A(p) · · · A(3)
...
. . .
. . .
. . .
...
A(p) A(p−1)
. . . A(2) A(1)

= (Fp ⊗ In)

B(1)
B(2)
. . .
B(p)
 (FHp ⊗ In).
Since each matrixB(i) (i = 1, 2, . . . , p) has its Jordan canonical formB(i) = (P (i))−1C(i)P (i),
P (i), C(i) ∈ Cn×n, i = 1, 2, . . . , p, it turns out
bcirc(A) = (Fp ⊗ In)

(P (1))−1
(P (2))−1
. . .
(P (p))−1
 (FHp ⊗ In)
× (Fp ⊗ In)

C(1)
C(2)
. . .
C(p)
 (FHp ⊗ In)
× (Fp ⊗ In)

P (1)
P (2)
. . .
P (p)
 (FHp ⊗ In).
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We have
bcirc(A) =
(Fp ⊗ In)

P (1)
P (2)
. . .
P (p)
 (FHp ⊗ In)

−1
× (Fp ⊗ In)

C(1)
C(2)
. . .
C(p)
 (FHp ⊗ In)
× (Fp ⊗ In)

P (1)
P (2)
. . .
P (p)
 (FHp ⊗ In)
= bcirc(P)−1bcirc(J )bcirc(P),
which is equivalent to
A = P−1 ∗ J ∗ P .
We call the diagonal elements of C(i) T-eigenvalues of A.
Furthermore, if we suppose that
(Fp ⊗ In)×

C(1)
C(2)
. . .
C(p)
× (FHp ⊗ In) =

J (1) J (p) J (p−1) · · · J (2)
J (2) J (1) J (p) · · · J (3)
...
. . .
. . .
. . .
...
J (p) J (p−1)
. . . J (2) J (1)
 ,
where J (i) (i = 1, 2, . . . , p) is the i-th frontal slice of the tensor J .
By Lemma 4, we obtain that each J (i) is a complex upper two-diagonal matrix and is
the linear combination with phase terms of C(i):
J (1) =
1
p
(ω0C(1) + ω0C(2) + · · ·+ ω0C(p)),
J (2) =
1
p
(ω0C(1) + ω1C(2) + · · ·+ ωp−1C(p)),
· · ·
J (p) =
1
p
(ω0C(1) + ωp−1C(2) + · · ·+ ω(p−1)(p−1)C(p)).
(3)
Furthermore, since the above equations and operations are all invertible, the Jordan
canonical form J of the tensor A is unique.
Remark 1. Now we establish the T-Jordan canonical form. If a tensor A is a real tensor,
then its Jordan canonical form J will also be a real tensor due to the discrete Fourier
transformation.
The definition of T-function defined by Lund [26] has the equivalent expression as
follows:
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Theorem 2. If the tensor A has the factorization,
bcirc(A) = (FHp ⊗ In)

A1
A2
. . .
Ap
 (Fp ⊗ In),
then the above definition of standard tensor T-function is equivalent to
f(A) = bcirc−1(f(bcirc(A)))
= bcirc−1
(FHp ⊗ In)

f(A1)
f(A2)
. . .
f(Ap)
 (Fp ⊗ In)
 . (4)
Proof. By the definition of tensor T-product, we have
f(A) ∗ B = fold(bcirc(f(A))unfold(B)).
By taking B = I, we have
f(A) = fold(bcirc(f(A))unfold(B)) = fold(bcirc(f(A))Ê1
np×n
),
by comparing with the definition of tensor T-function f(A) = fold(f(bcirc(A))Ê1
np×n
),
we have
bcirc(f(A)) = f(bcirc(A)),
which comes to the result.
The following properties hold for the standard tensor function.
Lemma 5. [26] Let A ∈ Cn×n×p and f : C → C be defined on a region in the complex
plane containing all the spectrum of the matrix bcirc(A). Then the standard tensor func-
tion f(A) satisfies the following properties:
(1) f(A) commutes with A,
(2) f(AH) = f(A)H ,
(3) f(X ∗ A ∗ X−1) = X ∗ f(A) ∗ X−1,
(4) If f(x) =
∑n
i=0 cix
i is a polynomial scalar function of degree n, ci ∈ C, (i = 0, 1, . . . , n).
Then the standard tensor function satisfies f(A) = ∑ni=0 ciAi, where Ai = A ∗ A ∗ · · · ∗ A︸ ︷︷ ︸
i times
.
Corollary 1. Specially, if a tensor A ∈ Cn×n×p has the Jordan canonical form A =
P−1 ∗ J ∗ P, f : Cn×n×p → Cn×n×p is a standard tensor function, then
f(A) = P−1 ∗ f(J ) ∗ P . (5)
The concept of nilpotent matrix [14] can be extended to tensors as follows.
Definition 8. (Nilpotent tensor) A tensor A ∈ Cn×n×p is called nilpotent, if there exists
a positive integer s ∈ Z such that As = O. If s ∈ Z is the smallest number satisfies the
equation As = O, then we call s the nilpotent index of A.
By the definition of T-eigenvalues, we have the following corollary.
Corollary 2. The tensor A is a nilpotent tensor if and only if all the T-eigenvalues of
A equal to 0.
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3.2 F-square tensor power series
As an direct application of T-Jordan canonical form, we discuss the F-square tensor power
series as an extension of Lund’s results [26] and Theorem 2.
Definition 9. (F-square tensor polynomial) Let A ∈ Cn×n×p be a complex tensor. We
call
p(A) =
m∑
k=0
akAk = amAm + am−1Am−1 + · · ·+ a1A+ a0Innp
the polynomial of A, whose degree is m.
Definition 10. (F-square tensor power series) Let A ∈ Cn×n×p be a complex tensor. We
call
p(A) =
∞∑
k=0
akAk = a0Innp + a1A+ a2A2 + · · ·
the power series of A.
By the (3) of Lemma 5, we can transfer the properties of the power series of tensor
A to the properties of the power series. By Theorem 2, we directly give the convergence
theorem of tensor series as follows.
Theorem 3. (Tensor series convergence) Let A ∈ Cn×n×p be a complex tensor and f :
C→ C be a complex power series given by
f(z) =
∞∑
k=0
akz
k.
The convergence radius of f is denoted by ρ ∈ R, and ρ is also called the convergence
radius of tensor series
∞∑
k=0
akAk. Suppose the maximum of the T-eigenvalues of tensor A
is λ0 = max{|λ(i)j |, i = 1, 2, . . . , p, j = 1, 2, . . . , n}. If
ρ > λ0,
then the tensor power series converges and the T-eigenvalues of
∞∑
k=0
akAk is
∞∑
k=0
ak(λ
(i)
j )
k, i = 1, 2, . . . , p, j = 1, 2, . . . , n.
By using Theorem 3, we can extend some special kinds of scalar power series to tensor
power series as follows,
exp(A) = eA =
∞∑
k=0
1
k!
Ak, sin(A) =
∞∑
k=0
(−1)k−1
(2k − 1)!A
2k−1,
cos(A) =
∞∑
k=0
(−1)k
(2k)!
A2k, ln(I +A) =
∞∑
k=0
(−1)k
k + 1
Ak+1,
(I +A)α =
∞∑
k=0
(
α
k
)
Ak,
(
α
k
)
=
α(α− 1) · · · (α− k + 1)
k!
, k = 0, 1, . . . , α ∈ R.
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The standard tensor function exp(A), sin(A), cos(A) can be defined to all F-square
tensors since the convergence radius of complex valued power series
ez =
∞∑
k=0
1
k!
zk, sin(z) =
∞∑
k=0
(−1)k−1
(2k − 1)!z
2k−1, cos(z) =
∞∑
k=0
(−1)k
(2k)!
z2k
are infinity. However, the convergence radius of complex valued power series
ln(1 + z) =
∞∑
k=0
(−1)k
k
zk, (1 + z)α =
∞∑
k=0
(
α
k
)
zk
are 1, the corresponding tensor series ln(I + A) and (I + A)α can only be defined for
F-square tensors whose modules of T-eigenvalues are less than 1.
Moreover, for the above tensor functions, we have the relation
cos2(A) + sin2(A) = I
for all complex tensors A and
exp(ln(I +A)) = I +A
for tensors whose modules of T-eigenvalues are less than 1.
Corollary 3. Let A,B ∈ Cn×n×p be two complex tensors commute with each other. Then
exp(A) ∗ exp(B) = exp(B) ∗ exp(A) = exp(A+ B).
Corollary 4. Let A ∈ Cn×n×p be a complex tensor. Then there exists a complex tensor
B ∈ Cn×n×p, such that
A = exp(B),
when A is invertible, the tensor equation
exp(X ) = A
has a solution.
It should be noticed that the solution of tensor equation exp(X ) = A is not unique.
In fact since
e2kpii = 1, i =
√−1, k = 0,±1,±2, · · · ,
so if exp(B) = A, then
exp(B + 2kpiiI) = A, k = 0,±1,±2, · · · .
This theorem also tells us that every third order tensor has its α-th root [13].
Corollary 5. Let A ∈ Cn×n×p be a complex invertible tensor, α ∈ C be a non-zero
complex number. Then there exists a complex tensor B such that
Bα = A.
That is the tensor equation
X α = A
has a solution.
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Proof. There exists a complex tensor C, such that A = exp(C). Let
B = exp
(
1
α
C
)
.
Then we have Bα = (exp ( 1
α
C))α = exp(C) = A.
Also, the α-th root of A is not unique. In fact, if Bα = A, then(
B ∗ exp
(
2kpii
α
))α
= Bα ∗ exp(2kpii) = Bα = A.
For irreversible tensors, generally, they may not have its α-th root.
3.3 Commutative tensor family
The set of diagonalizable matrices is an important class of matrices in the linear algebra.
In this subsection, we talks about a special class of tensor, which is the F-diagonalizable
tensor.
Definition 11. [26] (F-diagonalizable tensor) We call a tensor A ∈ Cn×n×p, which has
the Jordan decomposition A = P−1 ∗ J ∗ P, is a F-diagonalizable tensor if its Jordan
canonical form J ∈ Cn×n×p is a F-diagonal tensor, i.e. all the frontal slices of J are
diagonal matrices.
Definition 12. (T-Commutative) Let A, B ∈ Cn×n×p be two tensors. We call tensor A
commutes with B if
[A,B] := A ∗ B − B ∗ A = O. (6)
For matrix cases, we have the following lemma.
Lemma 6. [14] Let A, B ∈ Cn×n be two diagonal matrices. If A commutes with B and
A is diagonalizable by the matrix P ,
A = P−1DP,
where D ∈ Cn×n is a diagonal tensor, then B can also be diagonalized by matrix P , that
is
B = P−1D′P,
where D′ ∈ Cn×n is also a diagonal matrix.
If tensors are commutative with T-product and both can be F-diagonalized, then they
can be F-diagonalized by the same invertible tensor P . In order to prove this result, we
shall use the above Lemma 4 and 6.
Theorem 4. (Diagonalizable simultaneously) Let A, B ∈ Cn×n×p be two F-diagonalizable
tensors. If A commutes with B and A is F-diagonalizable by tensor P ∈ Cn×n×p,
A = P−1 ∗ D ∗ P ,
where D ∈ Cn×n×p is a F-diagonal tensor, then B can also be diagonalized by tensor P,
that is
B = P−1 ∗ D′ ∗ P ,
where D′ ∈ Cn×n×p is also a F-diagonal tensor.
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Proof. The equation A ∗ B = B ∗ A is equivalent to
bcirc(A)bcirc(B) = bcirc(B)bcirc(A).
Since A = P−1 ∗ D ∗ P , we have
bcirc(A) = (bcirc(P))−1

D(1) D(p) D(p−1) · · · D(2)
D(2) D(1) D(p) · · · D(3)
...
. . .
. . .
. . .
...
D(p) D(p−1)
. . . D(2) D(1)
 (bcirc(P))
= (bcirc(P))−1(Fp ⊗ In)

D1
D2
. . .
Dp
 (FHp ⊗ In)bcirc(P)
=
(
(FHp ⊗ In)bcirc(P)
)−1

D1
D2
. . .
Dp
 (FHp ⊗ In)bcirc(P)
= P−1

D1
D2
. . .
Dp
P,
where P = (FHp ⊗ In)bcirc(P).
Since D(i) are all diagonal matrices, by Lemma 4, we have that Di are all diagonal
matrices. By the same kind of method,
bcirc(B) = (bcirc(Q))−1

D′(1) D′(p) D′(p−1) · · · D′(2)
D′(2) D′(1) D′(p) · · · D′(3)
...
. . .
. . .
. . .
...
D′(p) D′(p−1)
. . . D′(2) D′(1)
 (bcirc(Q))
= (bcirc(Q))−1(FHp ⊗ In)

D′1
D′2
. . .
D′p
 (Fp ⊗ In)bcirc(Q)
= ((Fp ⊗ In)bcirc(Q))−1

D′1
D′2
. . .
D′p
 (Fp ⊗ In)bcirc(Q)
= Q−1

D′1
D′2
. . .
D′p
Q,
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where Q = (Fp ⊗ In)bcirc(Q).
We have bcirc(A) and bcirc(B) are both diagonalizable matrices, and bcirc(A) and
bcirc(B) commutes with each other, i.e., bcirc(A)bcirc(B) = bcirc(B)bcirc(A).
By Lemma 6, we have bcirc(B) can also be diagonalized by the matrix P = (Fp ⊗
I)bcirc(P). That is,
bcirc(B) = P−1

D′1
D′2
. . .
D′p
P
= ((Fp ⊗ In)bcirc(P))−1

D′1
D′2
. . .
D′p
 (Fp ⊗ In)bcirc(P)
= (bcirc(P))−1

D′(1) D′(p) D′(p−1) · · · D′(2)
D′(2) D′(1) D′(p) · · · D′(3)
...
. . .
. . .
. . .
...
D′(p) D′(p−1)
. . . D′(2) D′(1)
 (bcirc(P))
= bcirc(P)−1bcirc(D)bcirc(P).
This is equivalent to
B = P−1 ∗ D′ ∗ P ,
where D′ ∈ Cn×n×p is also a F-diagonal tensor.
By induction, we have the following generalized case.
Theorem 5. (Commutative tensor family) Let A1, A2,· · · , Al ∈ Cn×n×p be a family of
complex tensors commute with each other with T-product. If A1 is F-diagonalizable by
tensor P ∈ Cn×n×p:
A1 = P−1 ∗ D1 ∗ P ,
where D1 ∈ Cn×n×p is a F-diagonal tensor, then all the tensors A1, A2,. . ., Al are F-
diagonalizable and can also be diagonalized by tensor P, that is
Ai = P−1 ∗ Di ∗ P , i = 1, 2, . . . , l,
where Di ∈ Cn×n×p is a F-diagonal tensor.
3.4 T-characteristic and T-minimal polynomial
In linear algebra, the characteristic polynomial of a square matrix is a polynomial which
is invariant under matrix similarity relationship and has the eigenvalues as roots. We can
also introduce the concept of T-characteristic polynomial as follows:
Definition 13. (T-characteristic polynomial) Let A ∈ Cn×n×p be a complex tensor, if
bcirc(A) can be Fourier block diagonalized as
bcirc(A) = (FHp ⊗ In)

D1
D2
. . .
Dp
 (Fp ⊗ In),
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then the T-characteristic polynomial PT (x) has the expression
PT (x) := LCM(PD1(x), PD2(x), · · · , PDp(x)), (7)
where ‘LCM’ means the least common multiplier, PDi(x) (i ∈ {1, 2, . . . , p}) is the charac-
teristic polynomial of the matrix Di.
The Cayley-Hamilton theorem states that every square matrix A ∈ Cn×n over a com-
mutative ring (such as the real or complex field) satisfies its own characteristic equation:
pA(λ) = det(λIn − A),
which is an important theorem in matrix theories [14]. For the T-characteristic polynomial
of tensors, we also have the following important theorem.
Theorem 6. (Caylay-Hamilton Theorem) Let A ∈ Cn×n×p be a complex tensor, PT (x)
be the T-characteristic polynomial of A. Then A satisfies the T-characteristic polynomial
PT (x), which means
PT (A) = O. (8)
Proof. Since PT (A) is a tensor in Cn×n×p, we operate ‘bcirc’ on it
bcirc(PT (A)) = PT (bcirc(A))
= PT
(FHp ⊗ In)

D1
D2
. . .
Dp
 (Fp ⊗ In)

= (FHp ⊗ In)

PT (D1)
PT (D2)
. . .
PT (Dp)
 (Fp ⊗ In)
= (FHp ⊗ In)

O
O
.. .
O
 (Fp ⊗ In)
= O,
the first step is due to Theorem 2. By the (4) of Lemma 5, we get PT (A) = O.
Similarly, we define the T-minimal polynomial of A as follows.
Definition 14. (Minimal polynomial) Let A ∈ Cn×n×p be a complex tensor, if bcirc(A)
can be Fourier block diagonalized as
bcirc(A) = (FHp ⊗ In)

D1
D2
. . .
Dp
 (Fp ⊗ In),
then the T-minimal polynomial MT (x) is defines as
MT (x) := LCM(MD1(x),MD2(x), · · · ,MDp(x)), (9)
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where ‘LCM’ means the least common multiplier, MDi(x) is the minimal polynomial of
matrix Di, i ∈ {1, 2, . . . , p}.
For the T-minimal polynomial, we have the similar result as follows.
Theorem 7. Let A ∈ Cn×n×p be a complex tensor, MT (x) be the T-minimal polynomial
of A. Then A satisfies the T-minimal polynomial MT (x), which means
MT (A) = O. (10)
We can judge whether a tensor can be F-diagonalized by the roots of its T-minimal
polynomial.
Corollary 6. The tensor A can be F-diagonalized if and only if the T-minimal polynomial
MT (x) of the tensor A has no multiple roots.
Proof. By Lemma 4, the tensor A can be F-diagonalized if and only if the block matrix
D1
D2
. . .
Dp

can be diagonalized. Since the T-minimal polynomial
MT (x) = LCM(MD1(x),MD2(x), · · · ,MDp(x))
is also the minimal polynomial of the above block matrix, we obtain that the block matrix
can be diagonalized if and only if MT (x) has no multiple roots. That is the result.
We give the following corollary without proof.
Corollary 7. Let A ∈ Cn×n×p be a nilpotent tensor with nilpotent index s ∈ Z. Then the
T-minimal polynomial of A is MT (x) = xs.
4 Conclusion
In this paper, by using the tensor T-product and the matrix Jordan Canonical form, we
give the T-Jordan Canonical form of third order tensors. Then we give the definition
of T-minimal polynomial and T-characteristic polynomials that the F-square tensors will
satisfy. Cayley-Hamilton theorem also holds for tensors. We propose several tensor func-
tions and by using the F-square tensor power series. When two F-diagonalizable tensors
commutes to each other, it is proved that they can be diagonalized by the same F-square
tensor. Then we obtain several kinds of tensor decomposition methods which can be
viewed as the generalized cases of matrices. In the second part of our main results we
focus on the T-Drazin inverse and extend the results of matrices to tensor cases such as
T-index, T-Range Hermitian and so on. T-Core-nilpotent decomposition is also obtained.
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Appendix:
.1 T-Polar, T-LU, T-QR and T-Schur decompositions
Hao, Kilmer, Braman, and Hoover [12] introduced the tensor QR (T-QR) decomposition.
Theorem 8. (T-QR decomposition) [12] Let A ∈ Cn×n×p be a complex F-square tensor.
Then it can be factorized as
A = Q ∗R, (11)
where Q ∈ Cn×n×p is a unitary tensor and R ∈ Cn×n×p is a F-upper triangular tensor.
They applied the T-QR decomposition in the facial recognition and made comparison
with the traditional PCA method. Gleich, Chen, and Varah [10] generalized the T-QR
decomposition into circulant algebra and established its Arnoldi method.
Besides for the T-QR decomposition and the above T-Jordan canonical decomposition,
there are other kinds of decompositions which can be introduced. In this subsection, we
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mainly extend the polar decompositions and LU decomposition of matrices to third order
tensors.
We first extend the concept of (semi-)definite matrix to third order tensors.
Definition 15. (T-Positive definite) Let A ∈ Cn×n×p be a complex Hermitian tensor
which can be block diagonalized as
bcirc(A) = (FHp ⊗ In)

A1
A2
. . .
Ap
 (Fp ⊗ In),
the matrices Ai are Hermitian because bcirc(A) is a Hermitian matrix. We call A is a
T-positive definite tensor if and only if all the matrices Ai (i = 1, 2, · · · , p) are positive
definite.
Theorem 9. (T-polar decomposition) Let A ∈ Cn×n×p be a complex F-square Hermitian
tensor. Then A can be factorized as
A = U ∗ P , (12)
where U ∈ Cn×n×p is a unitary tensor and P ∈ Cn×n×p is a T-positive definite or T-
positive semi-definite tensor.
Proof. For bcirc(A), we have
bcirc(A) = (FHp ⊗ In)

A1
A2
. . .
Ap
 (Fp ⊗ In).
Since A is a Hermitian tensor, all the matrices Ai (i = 1, 2, · · · , p) are Hermitian, then
they can be factorized as
Ai = UiPi,
where Ui are unitary matrices and Pi are positive definite matrices. It comes to
bcirc(A) = (FHp ⊗ In)

U1
U2
. . .
Up


P1
P2
. . .
Pp
 (Fp ⊗ In)
= bcirc(U)bcirc(P),
which is equivalent to
A = U ∗ P ,
where U and P are unitary tensor and positive tensor, respectively.
Another important matrix decomposition is called the LU decomposition which is
proved to be of great importance in numerical linear algebra.
We also find the similar factorization hold for third order tensors.
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Theorem 10. (T-LU decomposition) Let A ∈ Cn×n×p be a complex F-square tensor.
Then it can be factorized as
A = L ∗ U , (13)
where L ∈ Cn×n×p is a F-lower tensor and U ∈ Cn×n×p is a F-upper tensor.
Proof. For matrix bcirc(A), we have
bcirc(A) = (FHp ⊗ In)

A1
A2
. . .
Ap
 (Fp ⊗ In),
each Ai (i = 1, 2, · · · , p) is a square matrix which can be factorized as
Ai = LiUi,
where Ui are upper triangular matrices and Li are lower triangular matrices. It comes to
bcirc(A) = (FHp ⊗ In)

L1
L2
. . .
Lp


U1
U2
. . .
Up
 (Fp ⊗ In)
= bcirc(L)bcirc(U),
which is equivalent to
A = L ∗ U .
Here L and U are respectively F-upper tensor and F-lower tensor by Lemma 4.
By the same kind of method, we obtain the following theorem:
Theorem 11. (T-Schur decomposition) Let A ∈ Cn×n×p be a complex F-square tensor.
Then it can be factorized as
A = Q−1 ∗ T ∗ Q, (14)
where Q ∈ Cn×n×p is a unitary tensor and T ∈ Cn×n×p is a F-upper triangular tensor.
.2 Tensor T-index
In the following subsections, we will investigate a special kind of generalized inverse having
spectral properties besides for the Moore-Penrose inverse defined in the above subsections.
Only F-square third order tensors will be considered, since only they have T-eigenvalues.
If a tensor A ∈ Cn×n×p is invertible, it is easy to see that all the T-eigenvalues λi (i =
1, 2, . . . , np) are non-zero and the T-eigenvalues of A−1 are λ−1i (i = 1, 2, . . . , np).
The Moore-Penrose inverse of irreversible third order tensors can be defined as the
unique solution of tensor X ∈ Cn×n×p satisfying the following four equations,
A ∗ X ∗ A = A, X ∗ A ∗ X = X , (A ∗ X )H = A ∗ X , (X ∗ A)H = X ∗ A, (15)
where AH denotes the conjugate transpose of tensor A and the unique solution of the
equation is denoted by A†. As a special case, if A is invertible, then X = A−1 trivially
satisfies the above four equations, which means the Moore-Penrose inverse of an invertible
tensor is the inverse of the tensor.
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Similarly, the T-Drazin inverse AD (or called {1k, 2, 5}-inverse) is defined as
A ∗ X ∗ A = A, X ∗ A ∗ X = X , Ak ∗ X ∗ A = Ak, (16)
where k ∈ Z is a given positive integer. The T-group inverse A# (or called {1, 2, 5}-
inverse) is defined as
A ∗ X ∗ A = A, X ∗ A ∗ X = X , A ∗ X = X ∗ A. (17)
In matrix case, the smallest positive integer k for which
rank(Ak) = rank(Ak+1)
holds is called the index of A ∈ Cn×n, usually denoted as Ind(A) [1]. For third order
tensors, we can also introduce the similar concept with the T-product.
Definition 16. (T-index) Let A ∈ Cn×n×p be a complex tensor. The T-index of tensor
A is defined as
IndT (A) = Ind(bcirc(A)). (18)
Definition 17. (T-rank) Let A ∈ Cn×n×p be a complex tensor. The T-rank of tensor A
is defined as
rankT (A) = rank(bcirc(A)). (19)
Corollary 8. Let A ∈ Cn×n×p be a complex F-square tensor satisfies
bcirc(A) = (FHp ⊗ In)

A1
A2
. . .
Ap
 (Fp ⊗ In),
then
IndT (A) = max
1≤i≤p
{(Ind(Ai)}. (20)
Proof. Since
bcirc(A)k = (FHp ⊗ In)


A1
A2
. . .
Ap


k
(Fp ⊗ In),
The index of the middle block matrix is max
1≤i≤p
{Ind(Ai))}, which ends the proof.
By recalling the definition of range space null space of third order tensors, we have the
following lemma.
Lemma 7. Let A ∈ Cn×n×p and IndT (A) = k. Then we have:
(1) All tensors {Al, l ≥ k} have the same T-rank, the same T-range R(Al) and the same
T-null space N (Al),
(2) All tensors {(A>)l, l ≥ k} have the same T-rank, the same T-range R((A>)l) and the
same T-null space N ((A>)l),
(3) All tensors {(AH)l, l ≥ k} have the same T-rank, the same T-range R((AH)l) and the
same T-null space N ((AH)l).
(4) For no l less than k do Al and a higher power of A (or their transposes or conjugate
transposes) have the same T-range or the same T-null space.
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The relationship between the tensor T-index and the tensor T-minimal polynomial is
as follows.
Theorem 12. Let A ∈ Cn×n×p be a complex third order tensor. Then the following
statements are equivalent:
(1) IndT (A) = k.
(2) The smallest integer holds for equation Ak ∗ X ∗ A = Ak is k.
(3) k is the multiplicity of λ = 0 as a zero point of the T-minimal polynomial MT (x).
Proof. (1) ⇐⇒ (2) Since rankT (Al+1) = rankT (Al) is equivalent to R(Al+1) = R(Al),
which means there exists a tensor X subject to Al+1 ∗ X = Al.
(2)⇐⇒ (3) Let the T-minimal polynomial have the factorization,
MT (λ) = λ
lp(λ),
where p(0) 6= 0. If k satisfies (2), we need to show that k = l. We have
p(A) ∗ Al = O.
If l > k, then we have
O = p(A) ∗ Al ∗ X = p(A) ∗ Al−1,
where λl−1p(λ) is of lower degree than m(λ), contrary to the definition of the minimal
polynomial.
MT (λ) = cλ
l(1− λq(λ)),
where c 6= 0 and q(λ) is a polynomial. Then we have
Al+1 ∗ q(A) = Al.
If l < k, then it has contradiction to (2).
.3 T-Drazin inverse
We don’t want to dismiss the concept of generalized inverse of tensors only to F-diagonalizable
tensors. In this subsection, we will investigate the existence and properties of these kinds
of inverses satisfying the equations (16) and (17).
For some kind class of tensors, the group inverse and the Moore-Penrose inverse are
the same.
Definition 18. (T-Range Hermitian) Let A ∈ Cn×n×p be a complex tensor. It is called
T-range Hermitian if and only if
R(A) = R(AH), (21)
or equivalently, if and only if
N (A) = N (AH).
By the same kind of methods in matrices [1], we get the following result.
Theorem 13. A# = A† if and only if A is T-range Hermitian.
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Proof. By the above proof, we find
bcirc(A#) = (FHp ⊗ In)

A#1
A#2
. . .
A#p
 (Fp ⊗ In).
Also, for Moore-Penrose inverse of A, we have
bcirc(A†) = (FHp ⊗ In)

A†1
A†2
. . .
A†p
 (Fp ⊗ In).
Since R(A) = R(AH) and (Fp ⊗ In) is an invertible matrix, we have
Range(A1)⊕Range(A2)⊕· · ·⊕Range(Ap) = Range(AH1 )⊕Range(AH2 )⊕· · ·⊕Range(AHp ).
Each matrix Ai (i = 1, 2, . . . , p) is range Hermitian. A
†
i = A
#
i (i = 1, 2, . . . , p), which
comes to the result.
Lemma 8. Let A ∈ Cn×n×p be a T-range Hermitian complex tensor with T-index IndT (A) =
1. Let the T-Jordan canonical form of A be
A = P−1 ∗ J ∗ P ,
Then the T-index of J
IndT (J ) = 1.
Proof. By Corollary 1, we have Ak = P−1 ∗ J k ∗ P . Then it comes to
bcirc(J k) = (FHp ⊗ In)

Jk1
Jk2
. . .
Jkp
 (Fp ⊗ In),
each Jki can be partitioned in the form
Ji =
[
J1i 0
0 J0i
]
,
where J1i is the nonsingular block with non-zero T-eigenvalues while J
0
i is the nilpotent
part with zero T-eigenvalues. It is easy to see rank(J1i ) = rank((J
1
i )
2). From the Jordan
structure of the Jordan form rank(J0i ) < rank((J
0
i )
2) unless J0i is the null matrix O. Since
rankT (A) = rankT ((A)2), so it comes to each block J0i is the null matrix O. rankT ((J )k) =
rankT ((J )k+1) for all k ≥ 1, which means IndT (J ) = 1.
By the above Theorem 13 and Lemma 8, we have the following theorem.
Theorem 14. Let A ∈ Cn×n×p be a complex tensor with T-index 1. Let the T-Jordan
canonical form of A is
A = P−1 ∗ J ∗ P ,
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where P is an invertible tensor and J is the Jordan canonical form of A. Then
A# = P−1 ∗ J # ∗ P , (22)
where J # is the group inverse of J .
Now we consider the {1k, 2, 5}-inverse X , that is
Ak ∗ X ∗ A = Ak, X ∗ A ∗ X = X A ∗ X = X ∗ A.
We call X satisfying the above three equations T-Drazin inverse of A, denoted by AD.
By the same kind of construction as group inverse, we directly give the expression of
T-Drazin inverse.
Theorem 15. (T-Drazin inverse) Let A ∈ Cn×n×p be a complex tensor which has the
T-Jordan canonical form
A = P−1 ∗ J ∗ P .
Then the T-Drazin inverse is given by
AD = P−1 ∗ J D ∗ P , (23)
where J D is given as follows. Suppose the matrix bcirc(J ) has decomposition,
bcirc(J ) = (FHp ⊗ In)

J1
J2
. . .
Jp
 (Fp ⊗ In),
each block Ji can be partitioned as Ji =
[
J1i 0
0 J0i
]
, denote JDi = Ji =
[
(J1i )
−1 0
0 0
]
to be
the Drazin inverse of the matrix Ji. Then we define the T-Drazin inverse J D as
bcirc(J D) = (FHp ⊗ In)

JD1
JD2
. . .
JDp
 (Fp ⊗ In).
This is the unique solution to the above three equations and the T-group inverse is the
particular case of T-Drazin inverse for tensors with T-index 1.
By the construction of T-Drazin inverse, we have the following corollary.
Corollary 9. The T-Drazin inverse preserves similarity: Let A ∈ Cn×n×p be a complex
tensor. If X ∈ Cn×n×p be a nonsingular tensor and
A = X−1 ∗ B ∗ X ,
then
AD = X−1 ∗ BD ∗ X , AD ∗ (AD)# = A ∗ AD.
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.4 T-core-nilpotent decomposition
There is another important factorization of tensors based on the T-Drazin inverse, and
that is the T-core-nilpotent decomposition.
Definition 19. (T-Core) Let A ∈ Cn×n×p be a complex tensor. The product
CA = A ∗ AD ∗ A = A2 ∗ AD = AD ∗ A2
is called the T-core of tensor A.
Intuitively, the T-core contains the most of the basic structure of tensor A. If the
T-core is removed from the tensor, then not much information of A will remain. The next
theorem shows in what sense this is true.
Theorem 16. Let A ∈ Cn×n×p be a complex tensor, CA is the T-core of tensor A. Then
NA = A− CA
is a nilpotent tensor of T-index k = IndT (A).
Proof. If IndT (A) = O, then it is invertible, and NA = O is of T-index 0. So we assume
IndT (A) ≥ 1, since
(NA)k = (A−A ∗ AD ∗ A)k = Ak ∗ (I − A ∗ AD) = O.
On the other hand,
Al −Al+1 ∗ AD 6= O, l < k,
it comes to IndT (NA) = k.
Definition 20. (T-core-nilpotent decompotion) Let A ∈ Cn×n×p be a complex tensor, we
call
NA = A− CA = (I − A ∗ AD) ∗ A
the T-nilpotent part of A and
A = CA +NA
the T-core-nilpotent decomposition of A.
Now we give the construction of T-core-nilpotent decomposition of a tensor. Suppose
tensor A ∈ Cn×n×p is of T-index IndT (A) = k and has the T-Jordan decomposition
A = P−1 ∗ J ∗ P , where
bcirc(J ) = (FHp ⊗ In)

J1
J2
. . .
Jp
 (Fp ⊗ In),
where each Ji can be block partitioned as
Ji =
[
Ci 0
0 Ni
]
=
[
Ci 0
0 0
]
+
[
0 0
0 Ni
]
= JCi + J
N
i ,
where Ci is a non-singular matrix and Ni is nilpotent with
max
1≤i≤p
{Ind(Ni)} = k,
26
then bcirc(J ) = bcirc(J C) + bcirc(J N), that is
A = P−1 ∗ J ∗ P = P−1 ∗ (J C + J N) ∗ P = CA +NA,
which is the construction of T-core-nilpotent decomposition of A. By combining the T-
core-nilpotent decomposition and T-index 1-nilpotent decomposition, we find B = (AD)#
is the T-core of tensor A and the T-core-nilpotent decomposition is unique.
The following theorem tells when the T-Drazin inverse reduces to the T-Moore-Penrose
inverse.
Corollary 10. Let A ∈ Cn×n×p be a complex tensor. Then AD = A† if and only if
A ∗ A† = A† ∗ A
Proof. If A ∗ A† = A† ∗ A, then A† is the {1, 2, 5}-inverse of A, then A† = A# = AD.
Conversely, if AD = A†, then A ∗ A† = A ∗ AD = AD ∗ A = A† ∗ A.
It can be shown that the T-Drazin inverse can be expressed by a limiting formula.
Definition 21. Let A ∈ Cn×n×p be a complex tensor, CA be the T-core of A and NA be
the T-nilpotent of A. For integers m ≥ −1, we define
C(m)A = Am+1 ∗ AD =

AD, m = −1,
A ∗ AD, m = 0,
CmA , m ≥ 1.
and
N (m)A =
{
O, m = −1,
Am − C(m)A , m ≥ 0,
=

O, m = −1,
I − A ∗ AD, m = 0,
NmA , m ≥ 1.
Theorem 17. Let A ∈ Cn×n×p be a complex tensor and IndT (A) = k. For every integer
l ≥ k,
AD = lim
z→0
(Al+1 + zI)−1 ∗ Al.
For every integer l ≥ 0,
AD = lim
z→0
(Al+1 + zI)−1 ∗ C(l)A .
Proof. For non-singular tensor C, we have
lim
z→0
(Cl+1 + zI)−1 ∗ Cl = C−1,
combining with C(l)A = Al+1 ∗AD = Al for l ≥ k and the T-Jordan decomposition, we will
come to the result.
Corollary 11. Let A ∈ Cn×n×p be a complex tensor, we have
AD = lim
z→0
(An+1 + zI)−1 ∗ An
Proof. It comes from the tensor T-index IndT (A) = k ≤ n.
The T-index of a tensor A can also be obtained by a limited process. We need the
following two lemmas.
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Lemma 9. Let A ∈ Cn×n×p be an irrevertible complex tensor. A positive integer p satisfies
IndT (Ap) = 1 if and only if p ≥ IndT (A). Equivalently, the smallest positive integer l for
which IndT (Al) = 1 is the T-index of tensor A.
Lemma 10. Let N ∈ Cn×n×p be a nilpotent tensor with T-index IndT (N ) = k. Suppose
m and q be non-negative numbers, the limit
lim
z→0
zm(N + zI)−1 ∗ N q
exists if and only if m+ q ≥ k. When the limit exists, its value is given by
lim
z→0
zm(N + zI)−1 ∗ N q =
{
(−1)m+1Nm+q−1, m > 0,
O, m = 0.
Proof. If N = O, then IndT (N ) = 1. The limited process degenerate to
lim
z→0
zm−1Oq =
{
lim
z→0
zm−1I, q = 0,
0, q ≥ 1.
The limit exists if and only if q ≥ 1 or m ≥ 1, which is equivalent to m+ q ≥ 1.
If N 6= O, we have the Laurant expansion
(N + zI)−1 =
k−1∑
i=0
(−1)i N
i
zi+1
.
Then it comes to be
zm(N + zI)−1 ∗ N q =zm−1N q − zm−2N q+1 + · · ·+ (−1)m−2zNm+q−2
+ (−1)m−1zNm+q−1 + (−1)
mNm+q
z
+ · · ·
+
(−1)k−1N q+k−1
zk−m
.
If m + q ≥ k, then the limit exists. Conversely, if the limit exists, then from Nm+q = O
we have m+ q ≥ k.
By the above two lemmas, we have the following theorem.
Theorem 18. Let A ∈ Cn×n×p be a complex tensor with T-index IndT (A) = k. For
non-negative integers m and q, the limit
lim
z→0
zm(A+ zI)−1 ∗ Aq
exists if and only if m+ q ≥ k, in which case the limit is given by
lim
z→0
zm(A+ zI)−1 ∗ Aq =
{
(−1)m+1(I − A ∗ AD) ∗ Am+q−1, m > 0,
AD ∗ Aq, m = 0. (24)
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