Let E be a vector space, F a set, G be a locally convex space, b : E × F → G a map such that b(·, y) : E → G is linear for every y ∈ F ; we write b(x, y) = x · y for brevity. Let λ be a scalar sequence space and w(E, F ) the weakest topology on E such that the linear maps b(·, y) : E → G are continuous for all y ∈ F . A series P j x j in X is λ multiplier convergent with respect to w(E, F ) if for each t = {t j } ∈ λ , the series P ∞ j=1 t j x j is w(E, F ) convergent in E. For multiplier spaces λ satisfying certain gliding hump properties we establish the following uniform convergence result: Suppose P j x ij is λ multiplier convergent with respect to w(E, F ) for each i ∈ N and for each t ∈ λ the set { P ∞ j=1 t j x ij : i} is uniformly bounded on any subset B ⊂ F such that {x · y : y ∈ B} is bounded for x ∈ E. Then for each t ∈ λ the series P ∞ j=1 t j x ij · y converge uniformly for y ∈ B, i ∈ N. This result is used to prove a Hahn-Schur Theorem for series such that lim i P ∞ j=1 t j x ij · y exists for t ∈ λ, y ∈ F . Applications of these abstract results are given to spaces of linear operators, vector spaces in duality, spaces of continuous functions and spaces with Schauder bases.
One version of the scalar Hahn-Schur Theorem ([Ha] , [Sc] ) asserts that a sequence in l 1 which is weakly convergent is norm convergent even though the weak topology is strictly weaker than the norm topology ( [K1] 22.4.(2), [Sw1] 16.14, [Wi] 14.4.7 ] ). The result has been strengthened and generalized in many directions (see Chapters 8 and 9 of [Sw2] ). In particular, there have been versions for subseries convergent series and bounded multiplier convergent series in topological vector spaces ([Sw2] Chapter 8). In [CL] two different gliding hump properties have been used to derive abstract versions of the Orlicz-Pettis Theorem for multiplier convergent series with respect to weak and strong topologies. In this paper we show that these two gliding hump properties can also be employed to derive versions of the Hahn-Schur Theorem for multiplier convergent series with respect to weak and strong topologies. We first establish an abstract result for uniform convergence of multiplier convergent series with respect to a bilinear type operator and then use this result to establish abstract versions of the Hahn-Schur Theorem. These results are referred to as Hahn-Schur theorems because weakly convergent sequences are shown to converge in stronger topologies. This result is then applied to obtain versions of the Hahn-Schur Theorem for operator valued and vector valued series.
We begin by describing the abstract setting which will be used to establish the initial results. Similar settings have been employed in [BCS] , [CL] , and [Sw4] . Let E be a vector space, F a set, G a Hausdorff locally convex space and b : E ×F → G a map such that b(·, y) : E → G is linear for y ∈ F ; for brevity we often write b(x, y) = x · y for x ∈ E, y ∈ F . Let w(E, F ) be the weakest topology on E such that the linear maps b(·, y) : E → G are continuous for every y ∈ F . In many applications of this setting the set F is a vector space and b is a bilinear map; this is the case in the references above. We give two examples where b is bilinear and which are used in the applications of the abstract results; examples where F is just a set are described in the last two results. Example 1. Let X, Y be Hausdorff locally convex spaces and L(X, Y ) the space of all continuous linear operators from X into Y . The bilinear map we consider is the map b : L(X, Y ) × X → Y defined by b(T, x) = T x. In this case the topology w(L(X, Y ), X) is just the strong operator topology which we denote by L s (X, Y ).
Example 2. Let E, E 0 be a pair of vector spaces in duality with respect to the bilinear pairing h, i. We consider b(x, x 0 ) = hx 0 , xi; then w(E, E 0 ) = σ(E, E 0 ), the weak topology.
Let λ be a sequence space containing the space c 00 of all sequences which are eventually 0. If Z is a topological vector space, a series P j z j in Z is λmultiplier convergent in Z if the series P ∞ j=1 t j z j converges in Z for every t = {t j } ∈ λ. If λ = m 0 , the space of all sequences with finite range, then m 0 multiplier convergent series are just the subseries convergent series; if λ = l ∞ , the l ∞ multiplier convergent series are often called the bounded multiplier convergent series.
We describe the gliding hump properties which will be employed. If t = {t j }, s = {s j } are scalar sequences, st will denote the coordinatewise product of s and t; if I ⊂ N, χ I will denote the characteristic function of I .
Definition 3. λ is monotone if χ I t ∈ λ for every I ⊂ N and t ∈ λ.
For example, l p , 0 < p ≤ ∞, m 0 , c 0 are monotone. Further examples can be found in Appendix B of [Sw3] .
Definition 4. λ is c 0 -factorable if each t ∈ λ can be written as t = su with s ∈ c 0 and u ∈ λ (this property has been also referred to as c 0 -invariant ( [Ga] ) and c 0 -decomposable ( [LW] )).
For example, l p , 0 < p < ∞, c 0 , cs are c 0 -factorable. Further examples can be found in Appendix B of [Sw3] .
Definition 5. The space λ has the infinite gliding hump property (∞ − GHP ) if whenever t ∈ λ and {I j } is an increasing sequence of intervals there exist a subsequence {n j } and a n j > 0, a n j → ∞ such that every subsequence of {n j } has a further subsequence {p j } such that the coordinate sum
For example, l p , 0 < p < ∞, and cs have ∞ − GHP . Further examples can be found in Appendix B of [Sw3] .
For the convenience of the reader we state two of the results which will be used in the proof below. First, an interesting lemma of Li/Wang ( [LW] Lemma 3.2).
Lemma 6. Let Z be a vector space and K ⊂ Z a convex subset which contains 0. If x 1 , ..., x n ∈ K and M > 0 is such that M P j∈∆ x j ∈ K for every ∆ ⊂ {1, ..., n}, then
The other result is the Antosik-Mikusinski Matrix Theorem. We state a version which will be used; more general forms can be found in [Sw1] 9.2, [Sw2] Appendix D.
Theorem 7. (Antosik-Mikusinski) Let x ij ∈ G for i, j ∈ N. Assume (1) lim i x ij = x j exists for every j and (2) for every increasing sequence of positive integers {m j } there is a subsequence {n j } of {m j } such that the series
In what follows, if the series P j x j is λ multiplier convergent with respect to w(E, F ), P ∞ j=1 t j x j will denote the w(E, F ) sum of the series when t = {t j } ∈ λ.
Theorem 9. Suppose λ is either c 0 -factorable and monotone or has ∞-GHP and that P j x ij is λ multiplier convergent with respect to w(E, F ) for every i ∈ N. If (#) for every t ∈ λ { P ∞ j=1 t j x ij : i ∈ N} is unif ormly bounded on the pointwise bounded set B ⊂ F (that is, { P ∞ j=1 t j x ij · y : i ∈ N, y ∈ B} is bounded in G), then (##) for every t ∈ λ the series ∞ X j=1 t j x ij · y converge unif ormly for ∈ N, y ∈ B. Proof : If the conclusion fails to hold, there exists a convex neighborhood of 0 in G, W , such that for every n there exist k n , y n ∈ B, an interval I n with min I n > n such that
Applying this condition to n = 1, there exist k 1 , y 1 ∈ B, an interval I 1 with min I 1 > 1 such that
By the Orlicz-Pettis Theorem given in [CL] (Theorem 1 for the case when λ is c 0 -factorable and monotone and Theorem 5 for the case when λ has ∞-GHP; the proofs of these results do not require that F be a vector space and b be bilinear), each series P ∞ j=1 t j x ij · y converges uniformly for y ∈ B so there exists m 0 > max I 1 such that
Applying the condition above to m 0 there exist k 2 , y 2 ∈ B, an interval I 2 with min I 2 > m 0 such that
Continuing this construction produces an increasing sequence {k i }, {y i } ⊂ B, intervals {I i } with max I i < min I i+1 such that ($)
Consider first the case when λ is c 0 -factorable and monotone. Since λ is c 0 -factorable, t = su with s ∈ c 0 and u ∈ λ and since λ is monotone we may assume that s ≥ 0. Then
Define a matrix
We show that M satisfies the conditions of the Antosik-Mikusinski Theorem. First, (#) with
Since the same argument can be applied to any subsequence, the matrix M satisfies the conditions of the Antosik-Mikusinski Theorem and the diagonal of M converges to 0. But, this contradicts ($). This establishes the result when λ is c 0 -factorable and monotone.
Next assume λ has ∞-GHP. Then using the notation in Definition 5
As in the proof above, we show that M satisfies the conditions of the Antosik-Mikusinski Theorem. First, the columns of M converge to 0 since 1/a p i → 0 and (#) applied to χ I p j t implies { P l∈I p j a p j t l x p i l · y i : i} is bounded. Given any subsequence of {p j } there exists a further subsequence
i} is bounded by (#). By the AntosikMikusinski Theorem the diagonal of M converges to 0 contradicting ($). This completes the proof.
Examples are given in [CL] which show that the properties "c 0 -factorable and monotone" and "∞-GHP" do not imply one another.
Sufficient conditions for condition (#) to hold are given in Theorems 15 and 20 and in the remarks following Theorem 27.
Remark 10. If the multiplier space λ also satisfies the signed strong gliding hump property (signed-SGHP), the conclusion of Theorem 9 can be strengthened. The space λ has signed-SGHP if λ has a vector topology under which it is a K-space and whenever {t k } is a bounded sequence in λ and {I k } is an increasing sequence of intervals, there exist a sequence of signs {s k } and a subsequence {n k } such that
For example, l ∞ , and bs have signed-SGHP. Further examples can be found in Appendix B of [Sw3] . The conclusion of Theorem 9 can be strengthened to read : the series P ∞ j=1 t j x ij · y converge uniformly for i ∈ N, y ∈ B and t belonging to a bounded subset A of λ. For if this conclusion fails to hold there exists a neighborhood W of G such that for every n there exist k n , y n ∈ B, t n ∈ A and an interval I n with min I n > n such that P l∈I n t n l x k n l · y n / ∈ W . By signed-SGHP there exist signs {s n } and a subsequence {m n } such that t = P ∞ n=1 s n χ I mn t m n ∈ λ. Then P l∈I mn s n t l x km n · y m n / ∈ W analogous to condition ($). The proof of Theorem 9 now applies.
Remark 11. Blasco/Calabuig/Signes ( [BCS] ) introduced a useful condition for treating Orlicz-Pettis Theorems with respect to bilinear mappings which is also useful in our setting. Assume that F is a locally convex space and b is bilinear.
(γ) for each x ∈ E, b(x, ·) : F → G is sequentially continuous.
If (γ) is satisfied, then any bounded subset B of F is pointwise bounded so if (γ) is satisfied , the conclusions of Theorems 9 hold when B is a bounded subset of F . Note that condition (γ) is satisfied in Example 1.
We now use Theorem 9 to establish an abstract version of the HahnSchur Theorem.
We recall a standard result.
Proposition 12. For each i ∈ N assume the series P ∞ j=1 z ij converges in G and that lim i P ∞ j=1 z ij exists. If lim i z ij = z j exists for each j and the series P ∞ j=1 z ij converge uniformly for i ∈ N, then the series
Proposition 13. Let P j x ij be λ multiplier convergent with respect to w(E, F ) for i ∈ N and assume lim i
(2) for each j there exists x j ∈ E such that lim i x ij · y = x j · y uniformly for y ∈ B, (3) the series
t j x j · y converge unif ormly for y ∈ B,
t j x j · y uniformly for y ∈ B. Proof : Let U be a neighborhood of 0 in G. Pick V to be a symmetric neighborhood of 0 such that V +V +V ⊂ U . P j x j is λ multiplier convergent with respect to w(E, F ) and lim i P ∞ j=1 t j x ij ·y = P ∞ j=1 t j x j ·y for each y ∈ B by Proposition 12. By (1), (3) there exists n such that
Fix such an n. By (2) there exists i 0 such that i ≥ i 0 implies
We can now give a version of the Hahn-Schur Theorem.
Theorem 14. (Hahn-Schur) Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP. Let B ⊂ F be pointwise bounded. Let P j x ij be λ multiplier convergent with respect to w(E, F ) for i ∈ N and assume lim i P ∞ j=1 t j x ij · y exists for t ∈ λ, y ∈ F . If (#) for every t ∈ λ { P ∞ j=1 t j x ij : i ∈ N} is unif ormly bounded on the pointwise bounded set B ⊂ F, (2) for each j there exists x j ∈ E such that lim i x ij · y = x j · yuniformly for y∈ B, then P j x j is λ multiplier convergent with respect to w(E, F ) and
t j x j · y uniformly for y ∈ B.
Proof : Conditions (1) and (3) of Proposition 13 hold by Theorem 9 so the result follows from Proposition 13. Theorem 14 is referred to as a Hahn-Schur Theorem since a sequence which is assumed to converge weakly is shown to converge in a stronger sense. This is somewhat different from previous versions of the Hahn-Schur Theorem where the uniform convergence of the sequence is over subsets of the multiplier space ([Sw3] 7.11) while in the theorem above the member of the multiplier space is fixed but the convergence is in a stronger topology.
We next give sufficient conditions for (#) to hold and obtain a version of the Hahn-Schur Theorem which will be applied to operator valued series. This involves a condition similar to that of [BCS] of Remark 11.
Assume that F is a locally convex space and b is a bilinear map. We say that condition (γ 0 ) is satisfied if (γ 0 ) for each x ∈ E the linear map b(x, ·) : F → G is continuous.
Note condition (γ 0 ) is satisfied in Example 1. If (γ 0 ) is satisfied and F is a barrelled space, then if { P ∞ j=1 t j x ij : i ∈ N} is pointwise bounded on F , the condition (#) holds for bounded subsets of F by the Uniform Boundedness principle for barrelled spaces ([K2] 39.3.(2), [Sw1] 24.11, [Wi] 9.3.4).
Using the Uniform Boundedness Principle and the Banach-Steinhaus Theorems for barrelled spaces, we can obtain a Hahn-Schur Theorem which is easier to apply to linear operators.
Theorem 15. (Hahn-Schur) Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP. Assume that condition (γ 0 ) is satisfied and that F is barrelled. Let P j x ij be λ multiplier convergent with respect to w(E, F ) for i ∈ N and assume lim i P ∞ j=1 t j x ij · y exists for t ∈ λ, y ∈ F . If (2 0 ) for each j there exists x j ∈ E such that lim i x ij ·y = x j ·y for y ∈ F, then P j x j is λ multiplier convergent with respect to w(E, F ) and if B ⊂ F is precompact,
Proof : The sequence of continuous linear operators {b( P ∞ j=1 t j x ij , ·)} i converges pointwise and is, therefore, uniformly bounded on bounded subsets by the Uniform Boundedness Principle for barrelled spaces ([K2] 39.3.(2), [Sw1] 24.11, [Wi] 9.3.4) so condition (#) is satisfied since bounded sets are pointwise bounded. Also, from (2') and the Banach-Steinhaus Theorem ([K2] 39.5, [Sw1] 24.12) since the sequence of continuous linear operators {b(x ij , ·)} i converge pointwise to b(x j , ·), the convergence is uniform over precompact subsets of F so condition (2) is satisfied when B is precompact. The result follows from Theorem 14.
We now give applications of the abstract results to the situations covered in Examples 1 and 2.
First consider the case of continuous linear operators as in Example 1. L(X, Y ) with the strong operator topology ( the topology of uniform convergence on bounded subsets of X, respectively, the topology of uniform convergence on precompact subsets ) will be denoted by
. From Theorem 9, we have Theorem 16. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP. Let P j T ij be λ multiplier convergent in L s (X, Y ) for i ∈ N and (#) for each t ∈ λ { P ∞ j=1 t j T ij : i ∈ N} is unif ormly bounded on the bounded subset B ⊂ X. Then (##) the series ∞ X j=1 t j T ij x converge unif ormly for i ∈ N, x ∈ B.
We now establish the version of the Hahn-Schur Theorem given in Theorem 15 for the case of continuous linear operators.
Theorem 17. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP and assume that X is barrelled. Let
Proof : Setting t = e j , the sequence with 1 in the j th coordinate and 0 in the other coordinates, in the hypothesis implies that lim i T ij x = T j x exists for each x ∈ X and T j ∈ L(X, Y ) since X is barrelled ([K2] 39.5, [Sw1] 24.12, [Wi] 9.3.7). Thus, condition (2') of Theorem 15 is satisfied. Since condition (γ 0 ) is satisfied, Theorem 15 is applicable and gives the result.
Remark 18. If it is the case that lim
, then the conclusion of Theorem 17 can be strengthened to :
. It should also be pointed out that the series
by the Orlicz-Pettis Theorems in [CL] with the assumptions on the multiplier space λ. Remark 19. It is possible to obtain a version of the Hahn-Schur Theorem as given in Theorem 17 with weaker gliding hump assumptions on the multiplier space λ. The multiplier space λ has the signed weak gliding hump property (signed WGHP) if whenever t ∈ λ and {I j } is an increasing sequence of intervals in N, there exist a sequence of signs {s j } and a subsequence {n j } such that the coordinate sum P ∞ j=1 s j χ I n j t ∈ λ (For example, any monotone space has signed-WGHP; see [Sw2] , [Sw3] for further examples). Let the assumptions be as in Theorem 17 except that λ has signed-WGHP. Then T j ∈ L(X, Y ) and lim i T ij x = T j x uniformly for x belonging to precompact subsets of X by the Banach-Steinhaus Theorem ([K2] 39.5, [Sw1] 24.12). We claim that
For each i the series P ∞ j=1 T ij x is λ multiplier convergent in Y and for every t ∈ λ, lim i P ∞ j=1 t j T ij x exists. By the vector version of the Hahn-Schur Theorem given in Theorem 2.28 or Theorem 7.6 of [Sw3] , the series
where the series converges in L s (X, Y ) by the Banach-Steinhaus Theorem. Also, by the Banach-Steinhaus Theorem, lim i P ∞ j=1 t j T ij x = P ∞ j=1 t j T j x uniformly for x belonging to precompact subsets of X. This argument does not cover the case discussed in Remark 18.
We next consider the case when E, E 0 are two vector spaces in duality; Example 2. The weak (strong) topology on E from E 0 is denoted by σ(E, E 0 ) (β(E, E 0 )). Theorem 9 in this setting takes the following form.
Theorem 20. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP . Let P j x ij be λ multiplier convergent with respect to σ(E, E 0 ) for each i ∈ N. If
A similar result is given in Theorem 2.32 of [Sw3] . We consider a form of the Hahn-Schur Theorem in the duality setting. For condition (#) above if σ(E, E 0 ) − lim i P ∞ j=1 t j x ij exists, then { P ∞ j=1 t j x ij : i ∈ N} is σ(E, E 0 ) bounded and is β(E, E 0 ) bounded if E, E 0 is a Banach-Mackey pair ( [Wi] 10.4.3) so (#) will be satisfied. Let A be a family of σ(E 0 , E) bounded subsets of E 0 which contains the finite sets and whose union is all of E 0 and let τ A be the polar topology of uniform convergence on the members of A ( [K1] 21.7, [Sw1] Chapter 17, [Wi] 8.5). Then Theorem 14 will yield the following Hahn-Schur Theorem in this setting.
Theorem 21. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP and that E, E 0 is a Banach-Mackey pair. Let P j x ij be λ multiplier convergent with respect to σ(E, E 0 ) for each i ∈ N. If for each t ∈ λ, σ(E, E 0 ) − lim i P ∞ j=1 t j x ij exists and
We give an example showing the importance of condition (&) when τ A is the strong topology β(E, E 0 ) and that the condition cannot be weakened to weak convergence. Of course, the condition is necessary for the conclusion in Theorem 21 to hold.
Example 22. Consider the dual pair c 0 , l 1 and λ = l 1 . Let x ij = e i /2 j . The sequence {e i /2 j } i is weakly convergent to 0 but is not strongly (=k·k ∞ ) convergent. The series P j x ij is l 1 multiplier convergent with respect to k·k ∞ and for t ∈ l 1 , σ(c 0 , l 1 ) − lim i P ∞ j=1 t j x ij = 0 but {°°°P ∞ j=1 t j x ij°°°∞ } doesn't converge to 0 if , for example, t = {1/2 j }.
Next, we give an example showing the importance of the gliding hump assumptions on the multiplier space λ in Theorem 9.
Example 23. Consider the dual pair l ∞ , l 1 and λ = l ∞ . Let
The sequences {x ij } i are eventually constant and ,therefore ,
i} is k·k ∞ bounded. However, the series
t j e j do not converge uniformly with respect to k·k ∞ if t is the constant sequence {1}. Note that the multiplier space l ∞ has the strong gliding hump property but does not satisfy the assumptions on the mutiplier space in Theorem 9.
We next give an application to a space of continuous functions. Let S be a compact Hausdorff space and X a normed space. Let C X (S) be the space of continuous functions f : S → X and assume C X (S) has the sup-norm, kf k = max{kf (s)k : s ∈ S}. Define b : C X (S) × S → X by b(f, s) = f (s); the topology w(C X (S), S) is the topology of pointwise convergence on S and condition (γ 0 ) is satisfied. Thomas has established an Orlicz-Pettis Theorem for subseries convergence with respect to the topology of pointwise convergence and the sup-norm topology ( [Th] ); a multiplier convergent version is given in [Sw3] 4.68. We use Theorem 14 to establish a Hahn-Schur Theorem in this setting. In this setting the set S is pointwise bounded and Theorems 9 and 14 yield the following results.
Theorem 24. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP and P j f ij is λ multiplier convergent with respect to w(C X (S), S) Theorem 25. (Hahn-Schur) Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP , P j f ij is λ multiplier convergent with respect to w(C X (S), S) for i ∈ N and for every t ∈ λ, s ∈ S, lim i P ∞ j=1 t j f ij (s) exists. If (#) holds and for every j there exists f j ∈ C X (S) such that lim i kf ij − f j k ∞ = 0, then P j f j is λ multiplier convergent with respect to w(C X (S), S) and
The last result has the form of a Hahn-Schur Theorem in the sense that a weakly convergent series converges in a much stronger topology.
Finally, we give an application to spaces with a Schauder basis. Stiles established a remarkable Orlicz-Pettis Theorem for such spaces which was the first Orlicz-Pettis Theorem for non-locally convex spaces ( [St] ). Let E be a topological vector space with a Schauder basis {b j } and coordinate functionals {f j } (i.e., each x ∈ E has a unique expansion x = P ∞ j=1 u j b j and f j : E → R is defined by f j (x) = u j ). Let P k : E → E be the projection defined by P k (x) = P k j=1 f j (x)b j so lim k P k (x) = x with convergence in E. Define b : E × {P k } → E by b(x, P k ) = P k x. If F = span{f j : j ∈ N}, then E, F form a dual pair and the weak topology σ(E, F ) is equal to w(E, {P k }); σ(E, F ) is the weak topology for Orlicz-Pettis Theorems considered by Stiles for subseries convergent series and was considered later for multiplier convergent series in [Sw3] , 9.10. Since {P k } is pointwise bounded, Theorems 9 and 14 yield the following results in this setting.
Theorem 26. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP and P j x ij is λ multiplier convergent with respect to σ(E, F ) for every i ∈ N. If (#) for every t ∈ λ { ∞ X j=1 t j P k x ij : i, k ∈ N} is bounded, then (##) for every t ∈ λ the series ∞ X j=1 t j x ij converge unif ormly in E f or i ∈ N.
Proof : By Theorem 9 the series P ∞ j=1 t j P k x ij converge uniformly in E for i, k ∈ N. Let U be a closed neighborhood of 0 in E. There exists N such that n ≥ N implies P ∞ j=n t j P k x ij = P k P ∞ j=n t j x ij ∈ U for i, k ∈ N. Letting k → ∞ gives P ∞ j=n t j x ij ∈ U for n ≥ N, i ∈ N and, hence, the conclusion.
Similarly, Theorem 14 yields a Hahn-Schur Theorem.
Theorem 27. Suppose λ is either c 0 -factorable and monotone or has ∞ − GHP, P j x ij is λ multiplier convergent with respect to σ(E, F ) for every i ∈ N, (#) and for every j there exists x j ∈ E such that ( * ) lim i P k x ij = P k x j unif ormly f ork ∈ N. Then P j x j is λ multiplier convergent with respect to σ(E, F ) and for every t ∈ λ lim i P ∞ j=1 t j x ij = P ∞ j=1 t j x j in E.
If E is a complete quasi-normed space, then the {P k } are equicontinuous ([Sw1] 10.1.14]) and condition (#) of Theorem 26 can be replaced by "{ P ∞ j=1 t j x ij : i ∈ bf N } is bounded in E" and condition (*) in Theorem 27 can be replaced by the simpler condition "lim i x ij = x j in E".
