ABSTRACT. For a fixed number d > 0 and n large let G(n, d/n) be the random graph on n vertices in which any two vertices are connected with probability d/n independently. The problem of determining the chromatic number of G ( , and up to an additive error of one for the remaining d. Here we obtain a near-complete answer by determining the chromatic number of G(n, d/n) for all d in a set of asymptotic density 1.
INTRODUCTION
Let G(n, p) denote the random graph on the vertex set V = {1, . . . , n} in which any two vertices are connected with probability p ∈ [0, 1] independently, known as the Erdős-Rényi model. 1 We write p = d/n and refer to d as the average degree. As per common practice, we say that G(n, d/n) has a property with high probability ('w.h.p.') if the probability that the property holds converges to 1 as n → ∞. We recall that a graph G is k-colorable if it is possible to assign each vertex one of the colors {1, . . . , k} such that no edge connects two vertices of the same color. Moreover, the chromatic number χ(G) of a graph G is the least integer k such that G is k-colorable. Unless specified otherwise, we always consider d, k fixed as n → ∞.
Background and main results.
The theory of random graphs was born with the famous 1960 article by Erdős and Rényi [21] , and has grown since into a substantial area of research with hundreds, perhaps thousands of contributions dealing with the G(n, p) model alone. In their paper, Erdős and Rényi showed that the random graph G(n, p) undergoes a percolation phase transition at p = 1/n, and phase transitions have been the guiding theme of the theory ever since. In addition, Erdős and Rényi set the agenda for future research by posing a number of intriguing questions, all of which have been answered over the years except for one: for a given d > 0, what is the typical chromatic number of G(n, d/n)?
It is widely conjectured that for any number k ≥ 3 of colors there occurs a phase transition for k-colorability. That is, there exists a number d k−col such that G(n, d/n) is k-colorable w.h.p. if d < d k−col , whereas the random graph fails to be k-colorable w.h.p. if d > d k−col . If true, this would imply that the likely value of the chromatic number, viewed as a function of d, is a step function that takes the value k on the interval
Towards this conjecture, Achlioptas and Friedgut [1] proved that for any fixed k ≥ 3 there exists a sharp threshold sequence d k−col (n). This sequence is such that for any ε > 0,
The work of Achlioptas and Naor [6] , which gave best prior result on the chromatic number of G(n, d/n), is based on the second moment method. Its use in the context of phase transitions in random discrete structures was pioneered by Achlioptas and Moore [5] and Frieze and Wormald [23] . The techniques of [6] have been used to prove several further important results. For instance, Achlioptas and Moore [4] identified three (and for some d just two) consecutive integers on which the chromatic number of the random d-regular is concentrated. This was reduced to two integers for all fixed of d (and one for about half of all d) by adding in the small subgraph conditioning technique [27] . Recently, the methods developed in this work have been harnessed to improve this result further still [15] . Moreover, Dyer, Frieze and Greenhill [20] extended the second moment argument from [6] to the problem of k-coloring h-uniform random hypergraphs. We expect that our approach can be used to obtain improved results in the hypergraph case. Similarly, it should be possible to improve results of Dani, Moore and Olsen [19] on a "decorated" coloring problem.
In several problems, sophisticated applications of the second moment method gave bounds very close to the predictions made by the physicists' cavity method [35] . Examples where the physics predictions have (largely) been verified rigorously in this way include the hypergraph 2-coloring problem [16, 18] and the random k-SAT problem [17] . But thus far a general limitation of the rigorous proof techniques has been that they only apply to binary problems where there are only two values available for each variable. By contrast, in random graph coloring each variable (vertex) has k values (colors) to choose from, where k can be arbitrarily large. As we will see in Section 2, the large number of available values complicates the problem dramatically. In effect, random graph coloring remained the last among the intensely-studied benchmark problems in which there remained a very substantial gap between the physics predictions and the rigorous results, a situation rectified by the present paper. Thus, we view this paper as an important step towards the long-term goal of providing a mathematical foundation for the cavity method.
In computer science, the algorithmic problem of finding a k-coloring of G(n, p) in polynomial time is a longstanding challenge, mentioned prominently in several influential survey articles (e.g., [22, 28] ). Simple greedy algorithms find a k-coloring for d ≤ k ln k ∼ 1 2 d k−col w.h.p. [3, 25, 29] , about half the k-colorability threshold. However, no efficient algorithm is known to beat the, in the words of Shamir and Spencer [41] , "most vexing" factor of two. In fact, it has been suggested changes in the geometry of the set of k-colorings that occur at d ∼ 1 2 d k−col cause the demise of local-search based algorithms [2, 37] . Interestingly, some of the very phenomena that seem to make the algorithmic problem of coloring G(n, p) difficult will turn out to be extremely helpful in the construction of our random variable and thus in the proof of Theorem 1.1. 3 1.3. Notation and preliminaries. In addition to G(n, p), we consider the G(n, m) model, which is a random graph with vertex set V = {1, . . . , n} and exactly m edges, chosen uniformly at random amongst all such graphs. Working with G(n, m) facilitates the second moment argument because the total number of edges is a deterministic quantity. Nonetheless, Lemma 2.1 below shows that any results for G(n, m) with m = ⌈dn/2⌉ extend to G(n, d/n). Thus, throughout the paper we always set m = ⌈dn/2⌉.
Since our goal is to establish a statement that holds with probability tending to 1 as n → ∞, we are always going to assume tacitly that the number n of vertices is sufficiently large for the various estimates to hold. Similarly, at the expense of the error term o k (1) in Theorem 1.1 we will tacitly assume that k ≥ k 0 for a large enough constant k 0 .
We use the standard O-notation to refer to the limit n → ∞. Thus, f (n) = O(g(n)) means that there exist C > 0, n 0 > 0 such that for all n > n 0 we have |f (n)| ≤ C · |g(n)|. In addition, we use the standard symbols o(·), Ω(·), Θ(·). In particular, o(1) stands for a term that tends to 0 as n → ∞. Furthermore, we write f (n) ∼ g(n) if lim n→∞ f (n)/g(n) = 1.
Additionally, we use asymptotic notation in the limit of large k. To make this explicit, we insert k as an index. Thus, f (k) = O k (g(k)) means that there exist C > 0, k 0 > 0 such that for all k > k 0 we have |f (k)| ≤ C · |g(k)|. Further, we write f (k) =Õ k (g(k)) to indicate that there exist C > 0, k 0 > 0 such that for all k > k 0 we have
If G is a graph v is a vertex of G, then we denote by N G (v) the neighborhood of v in G, i.e., the set of all vertices w that are connected to v by an edge of G. Where the graph G is apparent from the context we just write N (v). If s ≥ 1 is an integer, we write [s] for the set {1, 2, . . . , s}. Moreover, throughout the paper we use the conventions that 0 ln 0 = 0 and (consistently) that 0 ln 0 0 = 0.
OUTLINE
In this section we first discuss the second moment method in general and the argument pursued in [6] specifically and investigate why it breaks down beyond the density d k,AN from (1.1). Then, we see how the physics intuition can be harnessed to overcome this barrier. Finally, we comment on the condensation phase transition.
2.1. The second moment method. Suppose that Z = Z(G(n, m)) ≥ 0 is a random variable such that Z(G) > 0 implies that G is k-colorable. Moreover, suppose that there is a number C = C(d, k) > 0 that may depend on the average degree d and the number of colors k but not on n such that
Then the Paley-Zygmund inequality
This inequality yields a lower bound on the k-colorability threshold.
Thus, in order to obtain a lower bound on d k−col , we need to define an appropriate random variable Z and verify (2.1).
Both of these steps turn out to be non-trivial.
Balanced colorings and the Birkhoff polytope.
The most obvious choice of random variable seems to be the total number Z k of k-colorings of G(n, m). But to simplify the calculations, we confine ourselves to a particular type of colorings. Namely, a map σ :
. . , k. Let B = B n,k denote the set of all balanced maps. Moreover, let Z k,bal be the number of balanced k-colorings of G(n, m). This is the random variable that Achlioptas and Naor [6] work with. As it happens, (2.1) does not hold for either Z k or Z k,bal in the entire range 0 < d < d k,cond . We need to understand why.
To get started, we compute the first moment. By Stirling's formula the number of balanced maps is |B| = Θ(k n ). Furthermore, for σ to be a k-coloring, the random graph G(n, m) must not contain any of the
"forbidden" edges that join two vertices with the same color under σ. If σ is balanced, we easily check that
Thus, letting N = n 2 and using Stirling's formula, we find that the probability that σ is a k-coloring of G(n, m) comes to
Hence, by the linearity of expectation,
Working out the second moment is not quite so easy. Since E[Z 2 k,bal ] is the expected number of pairs of balanced k-colorings, we need to compute the probability that σ, τ ∈ B simultaneously happen to be k-colorings of G(n, m). Of course, this probability depends on how "similar" σ, τ are. To quantify this, we define the k × k overlap matrix ρ(σ, τ ) whose entries
represent the proportion of vertices with color i under σ and color j under τ .
While in binary problems the relevant overlap parameter is just a 1-dimensional (e.g., in random k-SAT, the Hamming distance of two truth assignments), here the high-dimensional overlap matrix is required. The need for this high-dimensional overlap parameter is what makes the k-colorability problem so difficult.
The upshot is that ρ(σ, τ ) contains all the information necessary to determine the probability that both σ, τ are k-colorings. In fact, let Z ρ,bal be the number of pairs of balanced k-colorings with overlap ρ, and let R denote the set of all possible overlap matrices of maps σ, τ ∈ B. For a k × k matrix ρ we denote the Frobenius norm by
Fact 2.2 ([6]). Uniformly for ρ ∈ R we have
Proof. Since the function f turns out to be the key object in this paper, we include the simple proof to explain where it comes from combinatorially. By Stirling's formula, the total number of σ, τ ∈ B with overlap ρ equals
Now, suppose that σ, τ have overlap ρ. By inclusion/exclusion, the number of "forbidden" edges joining two vertices with the same color under either σ or τ equals
Let N = n 2 . Then Stirling's formula yields
The assertion follows from (2.6), (2.7) and the linearity of expectation. 5 The bound (2.5) is essentially tight as similar calculations show that
Moreover, by the linearity of expectation we can express the second moment as
As the total number of summands is |R| ≤ n k 2 , we obtain from (2.8) and (2.9) that
Further, because we work with balanced colorings, the row and column sums of any ρ ∈ R are 1 + O(n −   1 2 ). Thus, let D be the set of all doubly-stochastic k × k matrices, the Birkhoff polytope. Together with the continuity of f and the observation that R ∩ D becomes a dense subset of D as n → ∞, (2.10) implies that
In summary, following [6] , we have transformed the calculation of the second moment into the problem of optimizing f over the Birkhoff polytope D. Letρ be the matrix with all entries equal to
corresponds to the square of the first moment. Therefore, a necessary condition for the success of the second moment method is that the maximum (2.11) is attained atρ.
2 by an exponential factor exp(Ω(n)). It is not difficult to show that this necessary condition is also sufficient. Combinatorially, the condition thatρ is the maximizer of f indicates that pairs σ, τ that, judging by their overlap, look completely uncorrelated make up the lion's share of E[Z 2 k,bal ].
2.3.
The singly-stochastic bound. Yet solving the optimization problem (2.11) proves seriously difficult. Achlioptas and Naor resort to a relaxation: with S ⊃ D the set of all k × k singly stochastic matrices, they study
Because S is just a product of simplices, (2.12) turns out to be much more amenable than (2.11). Achlioptas and Naor solve (2.12) completely. More precisely, they optimize f over the sets {ρ ∈ S : ρ 2 = s} for each s, i.e., over the intersection of S with a sphere. Their argument relies on the product structure of S and a sophisticated global analysis (going to the sixth derivative). The result is that the maximum of (2.12) and therefore also of (2.11) is attained at the doubly-stochasticρ for d ≤ d k,AN .
However, for d > d k,AN , the maximum (2.12) is attained elsewhere. For instance, the matrix ρ half whose first k/2 rows coincide with those of the identity matrix id (with ones on the diagonal and zeros elsewhere) and whose last k/2 rows have all entries equal to 1/k yields a larger function value thanρ for d > d k,AN + o k (1). Of course, this matrix fails to be doubly-stoachastic.
Hence, one might hope thatρ remains the maximizer of (2.11) for d up to d k,cond . That is, however, not the case. Indeed, consider the doubly-stochastic
where 1 denotes the matrix with all entries equal to one. A simple calculation reveals that f (ρ stable ) > f (ρ), and thus that the second moment argument for Z k,bal fails, for d well below d k,cond .
2.4.
A physics-enhanced random variable. Therefore, to prove Theorem 1.1 we need to work with a different random variable. The key observation behind its definition is that the second moment (2.11) is driven up by certain "wild" k-colorings σ. Their number behaves like a lottery: while the random graph typically has no wild coloring, a tiny fraction of graphs have an abundance, boosting the second moment. To avoid this heavily-tailed random variable, we define a notion of "tame" colorings. This induces a decomposition
The second moment bound (2.1) turns out to hold for
The notion of "tame" is inspired by statistical physics predictions on the geometry of the set of k-colorings. More precisely, according to the physicists' cavity method [30, 42] 
n , decomposes into "tiny clusters" that are "well-separated" from each other.
Formally, we define the cluster of a balanced k-coloring σ of G(n, m) as the set
In words, C(σ) contains all balanced k-colorings τ where more than 51% of the vertices in each color class of σ retain their color. According to the cavity method, for d < d k,cond each cluster contains only an exponentially small fraction of all k-colorings of G(n, m) w.h.p. But for our purposes it suffices to formalize "tiny" by just requiring that
Futher, to formalize the notion that the clusters are "well-separated", we call a balanced k-coloring σ separable if for any other balanced k-coloring τ and any i, j
In other words, the overlap matrix ρ(σ, τ ) does not have entries in the interval (0.51, 1 − κ). Hence, if two color classes have an overlap of more than 51%, then they must, in fact, be nearly identical. This definition ensures that the clusters of two separable colorings σ, τ are either disjoint or identical. We thus arrive at the following definition. 
In Section 3 we show that a typical k-coloring of G(n, m) is indeed tame, which implies that the expected number of tame k-colorings satisfies the following.
Proposition 2.4. There exists a sequence
Thus, going from blanaced to tame colorings has no discernible effect on the first moment, which remains exponentially large in n up to at least
Working with tame colorings has a substantial impact on the second moment. As before, computing the second moment boils down to a continuous optimization problem. But in comparison to (2.11), this problem is over a significantly reduced domain D tame ⊂ D. Indeed, let us call a k × k-matrix ρ separable if ρ ij ∈ (0.51, 1 − κ) for all i, j ∈ [k]. Further, call ρ k-stable if for any i there is j such that ρ ij > 0.51. Let D tame be the set of all ρ ∈ D that are separable but not k-stable. In particular, the matrix ρ stable from (2.13) does not belong to D tame . Geometrically, one can think of D tame as being obtained by cutting out (huge) cylinders from the Birkhoff polytope. In Section 4 we will see that the second moment calculation for Z k,tame boils down to showing that
is attained atρ. Indeed, that (2.16) mirrors the second moment calculation seems reasonable: for any two tame colorings σ, τ the overlap matrix ρ(σ, τ ) is separable by T2. Moreover, if ρ(σ, τ ) is k-stable, then τ ∈ C(σ) by the very definition of C(σ), and T3 provides an a priori bound on the number of such τ . Thus, in a sense the proof strategy that we pursue is the opposite of the one from [6] . While Achlioptas and Naor relax the optimization problem (by working with a rather significantly larger domain: singly rather than doublystochastic matrices), here we restrict the domain by imposing further physics-inspired constraints. This approach, carried out in Section 4, yields Proposition 2.5. Assume that k is sufficiently large and that
The proof of Proposition 2.5 essentially comes down to showing that the maximum (2.16) is attained atρ. Even though we work with the reduced domain D tame , this is anything but straightforward. Indeed, to solve this analytical problem, we develop a novel local variations argument based on properties of the entropy function (among other things). We expect that this argument will prove useful to tackle many related optimisation problems that come up in second moment arguments.
Finally, Theorem 1.1 is an immediate consequence of Propositions 2.4 and 2.5 combined with Lemma 2.1. [10] . According to the cavity method [30] , the geometry of the set of k-colorings changes significantly at d k,cond . More precisely, for d < d k,cond − o k (1) the set of k-colorings decomposes into clusters that each contain only an exponentially small fraction of all k-colorings of G(n, d/n) w.h.p. By contrast, for d > d k,cond + o k (1), the size of the largest cluster is conjectured to contain a constant fraction of all k-colorings. As a result, two random k-colorings are heavily correlated, as there is a non-vanishing probability that they belong to the same cluster. This explains intuitively why the condensation threshold poses an obstacle to the second moment method, as we saw that a necessary condition for the success of the second moment method is that random pairs of k-colorings decorrelate.
More formally, we prove in [10] 
By contrast, Propositions 2.4 and 2.5 show that Z k,tame has these two properties if
. Hence, in this sense the approach (and random variable) put forward in the present paper is best possible.
A refined version of the cavity method, the so-called 1-step replica symmetry breaking ("1RSB") ansatz [30, 31, 38, 42] , yields a precise prediction as to the value of d k−col = lim n→∞ d k−col (n) (of course, the existence of the limit is taken for granted in the physics work). However, this prediction is not explicit; for instance, it involves the solution to a seriously complicated fixed point problem on the set of probability distributions on the k + 1-simplex. Yet it is possible to obtain an expansion in the limit of large k, according to which
. Proving the 1RSB prediction for d k−col remains an open problem. In a very few binary problems, asymptotic versions of the 1RSB prediction have been proved rigorously (e.g., [16] ). However, it seems anything but straightforward to extend these arguments to the random graph coloring problem. That said, we expect that any attempt at determining d k−col precisely would have to build upon the insights gained in this paper and very possibly its techniques.
THE FIRST MOMENT

Throughout this section we keep the assumptions of Proposition 2.4 and the notation introduced in Section 2.
The following lemma is the key step towards proving Proposition 2.4.
Lemma 3.1. There exists a sequence
and
In fact, once we have Lemma 3.1, Proposition 2.4 readily follows from the linearity of expectation, Bayes' formula and the formula (2.
To establish Lemma 3.1, we denote by G(n, m, σ) the random graph G(n, m) conditional on the event that σ ∈ B is a k-coloring. Thus, G(n, m, σ) consists of m edges drawn uniformly at random without replacement out of those edges that are bichromatic under σ. This probability distribution is also known as the "planted model".
To establish the bound T3 on the cluster size, we show that w.h.p. G(n, m, σ) contains a vast "core" comprising of vertices that have several neighbors of each color other than their own that also belong to the core. Formally, if G = (V, E) is a graph on the vertex set V = {1, . . . , n} and σ ∈ B, we define the core of (G, σ) as the largest subset
The core is well-defined: if
(Of course, the constant 100 is a bit arbitrary.)
As we will see, due to expansion properties no vertex in the core of G(n, m, σ) can be recolored without leaving the cluster C(σ) w.h.p. The basic reason is that recoloring any vertex v in the core sets off an avalanche of recolorings: to give v another color, we will have to recolor at least 100 vertices that also belong to the core, and so on.
In addition, if a vertex v outside the core is such that for each color other than its own, v has a neighbor in the core of that color, then it should be impossible to recolor v without leaving C(σ) as well. For to assign v some color i = σ(v) we will have to recolor at least one vertex in the core. Guided by this observation, we call a vertex v σ-complete, if for each color i = σ(v), v has a neighbor w in the core with σ(v) = i.
If σ-complete vertices do not contribute to |C(σ)|, then the cluster size stems from recoloring vertices v that fail to have a neighbor in the core of some color i = σ(v). As we shall see, most of these vertices miss out on exactly one color i = σ(v) and hence have precisely two colors to choose from. Formally, we call a vertex v a-free in (G, σ) if, with V ′ denoting the core, we have i
The following lemma summarizes the expansion properties of G(n, m, σ) that the proof of Lemma 3.1 builds upon.
Lemma 3.2. Let σ ∈ B and assume that
Then w.h.p. the random graph G(n, m, σ) has the following four properties.
P3:
There is no set S ⊂ V of size |S| ≤ k −4/3 n that spans more than 5|S| edges.
The proof of Lemma 3.2 is based on arguments that are, by now, fairly standard; in particular, the "core" has, tweaked in various ways, become a standard tool [2, 7, 13, 37] . For the sake of completeness, we give a full proof of Lemma 3.2 in Appendix A. Here we proceed to show how Lemma 3.2 implies Lemma 3.1.
Proof. By Lemma 3.2 we may assume that the random graph G(n, m, σ) has the properties P1-P3. Suppose that τ ∈ B is another k-coloring of this random graph and that i, j
Without loss of generality we may assume that i = j = 1.
Because τ is a k-coloring, none of the vertices in T has a neighbor in S. Furthermore, because τ is balanced we have |S ∪ T | ≥ n k − √ n, and thus
Now, let U be the set of all v ∈ T that have at least 15 neighbors in σ −1 (1) . Then all of these neighbors lie in R, because τ is a k-coloring. Further, as σ, τ are asymptotically balanced we obtain from (3.2)
Hence, P3 applies to R ∪ U . By the definition of U and P3, the number e(R ∪ U ) of edges spanned by R ∪ U satisfies
Let W = T \ U . Because W consists of vertices with fewer than 15 neighbors in σ −1 (1), P2 yields
Since σ, τ are balanced, we have
Hence, by (3.3) and (3.4)
Finally, (3.5) and (3.6) imply that
As a next step, we are going to verify that the σ-complete vertices take the same color in all the colorings in C(σ) w.h.p.; a similar argument was used in [2] .
Proof. By Lemmas 3.2 and 3.3 we may assume that P3 holds and that σ is separable in G(n, m, σ). Let V ′ be the core of this random graph. Moreover, set
The assumptions that σ is separable and that both σ, τ are asymptotically balanced imply that
We are going to show that
By construction, this implies that σ(v) = τ (v) for all σ-complete vertices.
To establish (3.9), let
Since τ is a k-coloring, all of these neighbors lie in the set ∆ − i . Hence, the number e(S i ) of edges spanned by S i is at least 100|∆
Proof of Lemma 3.1. Let σ ∈ B. We need to show that G(n, m, σ) enjoys the properties T2-T3 from Definition 2.3 w.h.p. The fact that T2 holds w.h.p. follows directly from Lemma 3.3.
With respect to T3, by Lemma 3.4 we may assume that that for all σ-complete v and all τ ∈ C(σ) we have τ (v) = σ(v). Let F j be the set of j-free vertices for j = 1, 2. By Lemma 3.2 we may assume that
Combining (3.10) and (3.11), we see that w.h.p. in G(n, m, σ),
We need to compare the r.h.s. of (3.12) with
, we obtain from (3.12) and (3.13) that
Finally, upon direct inspection we find f (ρ) = 2 ln k+d ln(1−1/k). Thus, (3.13) shows that for
THE SECOND MOMENT
In this section we keep the assumptions of Proposition 2.5 and the notation introduced in Section 2.
4.1. Overview. The goal is to prove Proposition 2.5. As we already hinted at in Section 2, this boils down to maximizing f (ρ) over ρ ∈ D tame . Formally, we have
2 ).
The proof of Proposition 4.1, based on the Laplace method, is a mere technical exercise, which we put off to Section 5.
Proposition 4.1 reduces the second moment argument to a problem in analysis. Indeed, neither the function f nor the domain D tame over which we need to maximize are dependent on n (though both involve the parameters d and k). In the following, we aim to establish
Thus, Proposition 2.5 is immediate from Propositions 4.1 and 4.2.
The proof of Proposition 4.2 is the heart of the second moment argument. Of course, we need to take a closer look at the function f . As we will see, it consists of two ingredients: an entropy term and a probability term. More specifically, suppose that p : Ω → [0, 1] is a probability distribution on a finite set Ω (i.e., x∈Ω p(x) = 1). Recalling our convention that 0 ln 0 = 0, we denote by
. Hence, we can write
Combinatorially, E(ρ) corresponds to the (logarithm of the) probability that σ, τ ∈ B with overlap ρ simulataneously happen to be k-colorings, cf. the proof of Fact 2.2.
It is clear that the entropy is maximized at the barycentreρ of the Birkhoff polytope, because k −1ρ is the uniform
. Furthermore, among all the matrices ρ with non-negative entries that sum to k,ρ is the one that minimizes the Frobenius norm and hence E(ρ). This shows thatρ is a stationary point of f (ρ). But how do we prove thatρ is the global maximizer of f ?
The domain D tame admits a natural decomposition into several subsets. Let us call ρ ∈ D s-stable if the matrix has precisely s entries that are greater than 0.51. Let D s,tame denote the set of all s-stable ρ ∈ D tame . Geometrically, any ρ ∈ D s,tame is close to a k − s-dimensional face of the Birkhoff polytope. For if ρ has s entries greater than 0.51, then by separability these entries are in fact at least 1 − κ (with κ = ln 20 k/k as in (2.15)). Hence, ρ is close to the face where these s entries are equal to 1. Indeed, as all other entries of ρ are smaller than 0.51, ρ is near a point "deep inside" that face. Consequently, for any 1 ≤ s < k the set D s,tame is disconnected: it consists of many tiny "splinters" near the k − s-dimensional faces of D. Each of these splinters can be mapped to the component where ρ 11 , . . . , ρ ss > 0.51 by permuting the rows and columns suitably, which does not affect the function f .
In the following, we are going to optimize f separately over D s,tame for each 0 ≤ s < k. We are going to argue that for each s, the pointρ s−stable whose first s diagonal entries are 1 and whose (i, j)-entries are equal to (k − s) −1 for i, j > s comes close to maximizing f over D s,tame (up to a negligible errror term in each case). Geometrically, ρ s−stable is the centre of the face defined by ρ 11 = · · · = ρ ss = 1. Furthermore, in the case s = 0 we havē ρ s−stable =ρ, and we will see that the maximum over D 0,tame is attained at this very point.
We start by showing that we may confine ourselves to matrices without an entry in the interval (0.15, 1 − κ). Recall that S is the set of all singly-stochastic k × k-matrices.
We will see shortly how Proposition 4.3 implies thatρ is the maximizer of f over D 0,tame . In addition, there are three different ranges of 1 ≤ s < k that we deal with separately.
Proposition 4.4. Suppose that
The proofs of Propositions 4.3 and 4.4-4.5 are based on a local variations argument. Roughly speaking, we are going to argue that if ρ ∈ D s,tame is "far" fromρ s−stable , then a higher function value can be attained by moving slightly in the direction ofρ s−stable . We expect that this argument can be adapted to perform second moment arguments in other problems in probabilistic combinatorics. Indeed, in such arguments the function that needs to be optimized is typically similar in nature to our f : an entropy term maximised atρ plus a probability term minimized atρ.
More precisely, the following fact is the cornerstone of the local variations argument. Let ρ ∈ S, let i ∈ [k] be a row index, and let ∅ = J ⊂ [k] be a set of column indices. Obtainρ ∈ S from ρ by lettinĝ
That is,ρ is obtained by redistributing in row i the total mass of the columns in J equally over these columns. Clearly, the entropy satisfies
In fact, this inequality is strict unlessρ = ρ. However, it may well be that for the probability term we have E(ρ) < E(ρ). The following proposition trades the increase in entropy against the drop in the probability term and shows that f (ρ) ≥ f (ρ) if J is "not too small" and max j∈J ρ ij is "not too big".
Let us illustrate the use of Proposition 4.7 by proving
Proof. Let ρ ∈ D 0,tame . Then ρ ij ≤ 0.51 for all i, j (as ρ is 0-stable). In fact, if there are i, j such that ρ ij > 0.15, then Proposition 4.3 implies that f (ρ) < 0, while f (ρ) > 0 by Proposition 2.4. Hence, we may assume that ρ ij ≤ 0.15 for all i, j. Let ρ[l] be the matrix whose first l rows are identical to those ofρ, and whose last k − l rows are identical to those of ρ. Thus, Building upon that estimate, we then proceed to prove Propositions 4.3-4.6. But before we start, we introduce a few pieces of notation and some basic facts.
4.2.
Preliminaries. For x ∈ R we denote by sign(x) ∈ {−1, 0, 1} the sign of x. Moreover, if ρ is matrix, then ρ i denotes the ith row of ρ and ρ ij the jth entry of ρ i . We let ρ ∞ = max i,j |ρ ij |. Further,
denotes the entropy function. We recall the elementary inequality h(z) ≤ z(1 − ln z). In addition, we note that
Indeed, we have h(z) − z ln k ≤ z(1 − ln z − ln k) and differentiating twice, we see that z → z(1 − ln z − ln k) takes its global maximum 1/k at z = 1/k.
We need the following well-known fact about the entropy. 
H2: Let I ⊂ [k]
and suppose that q = i∈I p i ∈ (0, 1). Let p I be the vector with entries
As an immediate consequence of Fact 4.9, we have
Proof. The first claim follows simply by first using H2 and then applying H1 to q −1 p I and (1 − q) −1 (p − p I ). To obtain the second assertion, use H2 with I = {1} and then apply (i) to the probability distribution q −1 p I .
Let ρ ∈ S be a singly-stochastic matrix. We can view each row ρ i as a probability distribution on [k] . With this interpretation, we see that
To facilitate the following calculations, we note that
Further, using the expansion ln(1
, we obtain the approximation
Finally, we calculate the function values f (ρ s−stable ) explicitly; recall thatρ s−stable is the barycentre of the face of D defined by the equations ρ 11 = · · · = ρ ss = 1. Let 1 ≤ s ≤ k − 1. The first s rows ofρ s−stable have entropy 0, while the last k − s rows have entropy ln(k − s). Hence, (4.4) yields
Moreover, ρ s−stable 2 2 = s + 1. Thus, using (4.7) and plugging in d = 2k ln k − ln k − c for some bounded c, we get
Since f (ρ) = H(k −1 ρ) + E(ρ), (4.8) and (4.9) yield We pursue the following strategy. Suppose that a, b ∈ J are such that ρ ia = min j∈J ρ ij and ρ ib = max j∈J ρ ij . If ρ ia = ρ ib , then ρ =ρ and there is nothing to prove. Otherwise, we are going to argue that increasing ρ ia slightly at the expense of ρ ib yields a matrix ρ ′ with f (ρ ′ ) > f (ρ). We start by calculating the partial derivatives of f .
Proof. Using (4.5), (4.6) and the chain rule, we obtain
.
Taking exponentials completes the proof.
As a next step, we take a closer look at the right hand side of (4.11).
Lemma 4.12. Let ρ ∈ S, let i, j ∈ [k] and assume that ρ ij > 0.
then there exists a unique δ * > 0 such that
Furthermore, for all 0 < δ < δ * we have 1 + 
Proof. There is at most one δ * > 0 where the straight line δ → 1 + δ ρij intersects the strictly convex function
In fact, there is exactly one such δ * iff the differential of the linear function is greater than that of the exponential function at δ = 0, which occurs iff (4.12) holds.
Proof of Proposition 4.7.
If ρ ij = 0 for all j ∈ J, thenρ = ρ and there is nothing to show. Thus, assume that j∈J ρ ij > 0. Suppose thatρ ∈ S maximizes f (ρ) subject to the conditions i.ρ ab = ρ ab for all (a, b) ∈ {i} × J and ii. max j∈Jρij ≤ max j∈J ρ ij . Such a maximizerρ exists because i.-ii. define a compact domain. Becauseρ ∈ S we have
(4.13)
We claim thatρ ij > 0 for all j ∈ J. Indeed, assume thatρ ij = 0 for j ∈ J butρ il > 0 for some other l ∈ J. We recall that f (ρ) = H(k −1 ρ) + E(ρ). As (4.5) and (4.6) show, ∂H(k −1 ρ)/∂ρ ij tends to infinity as ρ ij approaches 0, while |∂E(ρ)/∂ρ ij | remains bounded. Hence, there is ξ > 0 such that the matrix ρ ′ obtained fromρ by replacingρ ij by ξ andρ il byρ il − ξ satisfied f (ρ ′ ) > f (ρ), in contradiction to the maximality of f (ρ).
14 Thus, let a be such thatρ ia = min j∈Jρij > 0. Becauseρ is stochastic, we have ρ 2 2 ∈ [1, k] and |J|ρ ia ≤ j∈Jρ ij ≤ 1. Therefore, our assumptions λ ≥ 3 ln ln k/ ln k and d ≤ 2k ln k imply that
Thus, (4.12) is satisfied. Further, settingδ = λ/2 − ln ln k/ ln k, we find exp dδ
Now, let b ∈ J be such thatρ ib = max j∈Jρij and assume that δ =ρ ib −ρ ia > 0. Moreover, recall that we are assuming thatρ ib ≤ max j∈J ρ ij ≤δ. Since δ ≤ρ ib ≤δ, (4.14) and (4.15) yield in combination with Lemmas 4.11 and 4.12 that
Hence, there is ξ > 0 such that the matrix ρ ′ obtained fromρ by increasingρ ia by ξ and decreasingρ ib by ξ satisfies f (ρ ′ ) > f (ρ). But this contradicts the maximality of f (ρ) subject to i.-ii. Thus, we conclude that min j∈Jρij = ρ ia =ρ ib = max j∈Jρib . Therefore, (4.13) implies thatρ =ρ is the unique maximizer of f subject to i.-ii.
Proof of Proposition 4.3.
To proof is based on two key lemmas. The first one rules out that f (ρ) takes its maximum over ρ ∈ S at a matrix with an entry close to 1/2. 
Proof. Without loss of generality we may assume that (i, j) = (1, 1) and that ρ ∈ S maximizes f subject to the condition that ρ 11 ∈ [0.49, 0.51]. There are two cases. 
Furthermore, (4.17) entails ρ 
Combining (4.18) and (4.19), we obtain
5k . Case 2: there is j ≥ 2 such that ρ 1j > 0.49: We may assume that j = 2. Because j ρ 1j = 1, we see that max j≥3 ρ 1j ≤ 0.02. Hence, we can apply Proposition 4.7 to J = {3, . . . , k} (with, say, λ = 1/2). Due to the maximality of f (ρ), we obtain ρ 1j = (1 − ρ 11 − ρ 12 )/(k − 2) for all j ≥ 3. Hence, Corollary 4.10 yields 
Hence, in either case we obtain the desired bound.
The second key ingredient is Lemma 4.14. We have
The proof of Lemma 4.14 requires two intermediate steps. We start with the following exercise in calculus.
Then ξ is decreasing on the interval (0, µ) and increasing on (µ, k/2). Furthermore, we have
Proof. The derivatives of ξ are
The first derivative vanishes at the two points b = k 2 (1 ± 1 − 2/ ln k) only. Moreover, an elementary calculation shows that µ = k 2 (1 − 1 − 2/ ln k) is a local minimum, while k 2 (1 + 1 − 2/ ln k) > k/2 is a local maximum. Hence, ξ is decreasing on the interval (0, µ) and increasing on (µ, k/2). The last assertion follows by direct inspection of the above expression for ξ ′ .
Lemma 4.16. Let ρ ∈ S. Suppose that
(1) Suppose that ρ ij ≤ 0.49 for all j ∈ [k]. Let ρ ′ be the stochastic matrix with entries
2 ) such that for the stochastic matrix ρ ′′ with entries
Proof. To obtain the first assertion, we simply apply Proposition 4.7 to row i and J = [k] (with λ = 1). With respect to the second claim, we may assume without loss that i = j = 1 and ρ 11 ≥ 0.51. Letρ ∈ S be the matrix that maximizes f subject to the conditions i.ρ 11 ≥ 0.51.
ii.ρ a = ρ a for all a ∈ {2, . . . , k}. (In words, the last k − 1 rows ofρ and ρ coincide.) 16 Sinceρ 1j ≤ 1 −ρ 11 ≤ 0.49 for all j ≥ 2, Proposition 4.7 applies to J = {2, . . . , k} (with λ = ln(k−1) ln k ) and yieldŝ
Let δ =ρ 11 −ρ 12 , let 0 ≤ β ≤ 0.49k be such thatρ 11 = 1 − β/k and let
Becauseρ is the maximizer of f subject to i. and ii., Lemma 4.11 implies that either β ∈ {0, 0.49k}, or 1 + δ ρ 12 = exp δd kQ . (4.25)
We are going to argue that (4.25) entails that β = 1 +Õ k (1/k).
First, we observe that β > 0. For (4.5) shows that the derivative ∂H(ρ 1 )/∂ρ 11 of the entropy of row ρ 1 tends to −∞ as ρ 11 approaches 1, while (4.6) implies that the derivative ∂E(ρ)/∂ρ 11 remains bounded in absolute value. Hence, the maximality of f (ρ) implies that β > 0.
Thus, with ξ(
the function from Lemma 4.15, we see that for a certain η = O k (ln k/k),
negative and bounded away from 0 for b close to 1. Hence, setting γ = ln 2 k/k, we find
In addition, ξ is increasing on (µ, k/2). Thus,
Plugging these two bounds into (4.26), we get
Similarly, because µ is the unique local minimum of ξ, we have
Hence, (4.26) yields
Since we already know that β > 0, (4.25), (4.27) and (4.28) imply β ∈ [1 − γ, 1 + γ]. Thus, β = 1 +Õ k (1/k) and
Proof of Lemma 4.14. Lemma 4.13 implies that max ρ∈S f (ρ) is attained at a matrix ρ without entries in [0.49, 0.51]. Therefore, Lemma 4.16 shows that the maximizer ρ has the following form for some integer 0 ≤ s ≤ k and certain
(4.29) 17 Thus, for i ∈ [s] we have
Let ρ ′ be the matrix obtained from ρ by replacing the first s rows by (1, 0, . . . , 0). This matrix satisfies
. Then (4.4), (4.30)-(4.32) and the concavity of h imply that
Plugging (4.34) into (4.6), we obtain
Combining (4.33) and (4.35) and recalling that α = 1/k +Õ k (1/k 2 ), we see that
To complete the proof, we calculate f (ρ ′ ). Recall that d = 2k ln k − ln k − c with c bounded. Moreover, (4.32) shows that ρ
Thus, using (4.7) and performing an elementary calculation, we get
Finally, combining (4.36) and (4.37), we see that
Proof of Proposition 4.3. Suppose that ρ ∈ S has an entry ρ ij ∈ [0.49, 0.51]. We claim that f (ρ) < 0. Indeed, by Lemmas 4.13 and 4.14
Now, suppose that ρ ∈ S has a row i such that max j∈[k] ρ ij ∈ [0.15, 0.49]. Without loss of generality, we may assume i = 1 and ρ 11 = max j∈[k] ρ ij . In fact, we may assume that ρ is the maximizer of f subject to the condition ρ 11 = max j ρ 1j ∈ [0.15, 0.49]. Again, we show that f (ρ) < 0.
What can we say about this maximizer ρ? We apply Proposition 4.7 to i = 1 and J = {2, . . . , k}: if we let λ = ln(k − 1)/ ln k, then |J| = k − 1 ≥ k λ . Moreover, ρ 1j ≤ 0.49 < λ/2 − 10/ ln k for all j ∈ J. Hence, Proposition 4.7 implies that
Thus, Corollary 4.10 shows that the entropy of ρ 1 is
By comparison, letρ be the matrix obtained from ρ by replacing the first row by 1 k 1. Then H(ρ 1 ) = ln k. Therefore, (4.4) yields 
Hence, (4.6) implies
. Combining this estimate with (4.39), we get
by Lemma 4.14, we obtain from (4.40)
The assertion follows because ρ 11 (1 − ρ 11 ) > 1/8 for ρ 11 ∈ [0.15, 0.49].
4.5.
Proof of Proposition 4.4. Let 1 ≤ s ≤ k 0.999 and let ρ ∈ D s,tame be the maximiser of f . Without loss of generality we may assume that ρ ii ≥ 0.51 for i = 1, . . . , s and f (ρ ij ) < 0.51 for all (i, j) ∈ { (1, 1) , . . . , (s, s)}. Because ρ is separable, this implies that in fact ρ ii ≥ 1 − κ for i = 1, . . . , s, with κ = ln 20 k/k as in (2.15). Furthermore, if there is a pair (i, j) ∈ { (1, 1) , . . . , (s, s)} such that ρ ij ≥ 0.15, then Proposition 4.3 implies that f (ρ) < 0. In this case we are done, because f (ρ) > 0 by Proposition 2.4. Thus, assume from now on that ρ ij < 0.15 for all (i, j) ∈ { (1, 1) , . . . , (s, s)}.
Letρ be the singly-stochastic matrix with entrieŝ 
Asρ is stochastic andρ ii = ρ ii ≥ 1 − κ for i ≤ s, we find that 
Claim 4.17. We have H(k
Proof. By Corollary 4.10 and (4.42),
Once more by Corollary 4.10,
Since h is concave, (4.43) and (4.45) yield
Plugging the bounds (4.44) and (4.46) into (4.4), we arrive at
thereby proving the claim.
Claim 4.18.
We have
Proof. As a first step, we show that there is a constant γ > 0 such that
Indeed, asρ is a stochastic matrix, we have 
The last expression is decreasing in
This implies the assertion because we chose ρ to be the maximizer of f over D s,tame . 20 4.6. Proof of Proposition 4.5. Suppose that k 0.999 < s < k − k 0.49 and let ρ ∈ D s,tame be the maximizer of f over D s,tame . We may assume without loss that ρ ii ≥ 0.51 for i = 1, . . . , s and ρ ij < 0.51 for (i, j) ∈ { (1, 1) , . . . , (s, s)}. Due to separability, we thus have ρ ii ≥ 1 − κ for i = 1, . . . , s. Further, we may assume that ρ ij ≤ 0.15 for all (i, j) ∈ { (1, 1) , . . . , (s, s)} as otherwise Proposition 4.3 yields f (ρ) < 0 < f (ρ).
Letρ be the stochastic matrix with entrieŝ
Since max i =j ρ ij ≤ 0.15 and s, k − s > k 0.49 , we can apply Proposition 4.7 to
To estimate f (ρ), let
Since ρ is doubly-stochastic and ρ ii ≥ 1 − κ for i ≤ s, we see that
In addition, let
Proof. Applying Corollary 4.10, we obtain
Summing (4.54) up, recalling from (4.52) that q = i≤s q i , and using the convavity of h, we get
Furthermore, again by Corollary 4.10, for i > s we have
Once more due to the concavity of h and as q = i>s q i , we see that
Combining (4.55) and (4.56), we get
Using the elementary inequality h(z) ≤ z(1 − ln z) to simplify the above, we get
Since s ≤ k, we obtaiñ
Finally, the assertions follows by combining (4.57) and (4.58).
Claim 4.20.
We have E(ρ) = −2 ln k +
Proof. As a first step, we show that 
Combining (4.60)-(4.62) and recalling that κ =Õ k (k −1 ), we obtain
Further, since ρ jj ≥ 1 − κ for j ≤ s and because ρ is doubly-stochastic, we have ρ ij ≤ κ for all j ≤ s < i. By the construction ofρ, this implies thatρ ij ≤ κ for all j ≤ s < i. Furthermore, q = i>s j∈[s]ρ ij ≤ κs by (4.52). As a sum of squares is maximized if the summands are as unequal as possible, we obtain
In addition, once more by the construction ofρ,
(4.65)
Combining (4.63)-(4.65), we obtain (4.59).
By comparison, we have ρ s−stable 2 2 = s + 1. Hence, (4.6) implies together with (4.59) that
Plugging in the expression (4.9) for E(ρ s−stable ) yields the assertion. 22 Finally, combining Claims 4.19 and 4.20, we see that
Thus, (4.66) and Proposition 2.4 show that f (ρ) < 0 < f (ρ). This completes the proof as ρ was chosen to be the maximizer of f over D s,tame .
Proof of Proposition 4.6. Suppose that
and that ρ ∈ D s,tame maximizes of f over D s,tame . As before, we assume without loss that ρ ii ≥ 0.51 for i = 1, . . . , s and ρ ij < 0.51 for (i, j) ∈ { (1, 1) , . . . , (s, s)}. Thus, ρ ii ≥ 1 − κ for i = 1, . . . , s as ρ is separable. Further, if ρ ij > 0.15 for some (i, j) ∈ { (1, 1) , . . . , (s, s)}, then f (ρ) < 0 < f (ρ) by Proposition 4.3. Hence, we assume ρ ij ≤ 0.15 for all (i, j) ∈ { (1, 1) , . . . , (s, s)}.
(4.67)
Since ρ is doubly-stochastic, we have
We are going to compare f (ρ) with f (id), where id is the identity matrix (with ones on the diagonal and zeros elsewhere).
Claim 4.21. With
Proof. Corollary 4.10 implies together with the concavity of h that
Because −z ln z ≤ 1 for all z > 0, we have − Furthermore, using Corollary 4.10, (4.68) and the concavity of h, we see that
Plugging (4.70) and (4.71) into (4.4), we find
as claimed.
Claim 4.22.
Proof. The Frobenius norm of ρ can be estimated as follows. Since ρ ii ≥ 1 − κ for all i ≤ s and ρ is stochastic, we have ρ ij ≤ κ for all i ≤ s, j = i. Hence, the bound (4.67) implies together with the fact that a sum of squares is maximized by having the summands as unequal as possible that
A similar argument applies to the remaining rows. More precisely, if i > s then ρ ij ≤ 0.15 for all j by our initial assumption on ρ. Therefore,
Combining (4.73) and (4.74), we arrive at
Combining this estimate with (4.6) completes the proof.
Observing that H(k −1 id) = ln k and using Claims 4.21 and 4.22, we obtain
To complete the proof, let
Plugging this bound into (4.76) and recalling that s ≤ k − 1, we get
Since f (ρ) > 0 (by Proposition 2.4), we conclude that f (id) < f (ρ). Thus, the assertion follows from (4.77).
THE LAPLACE METHOD
In this section we keep the assumptions of Proposition 2.5 and the notation introduced in Section 2.
In this section we prove Proposition 4.1. Recalling that R = R n,k is the (discrete) set of overlap matrices, let
Then we can cast the second moment as
Because any tame k-coloring is balanced, Fact 2.2 yields
By Taylor-expanding f aroundρ, we can estimate the contribution to the sum (5.1) resulting from ρ nearρ.
Lemma 5.1. There exist C = C(k) > 0 and η = η(k) > 0 such that with R 0 = {ρ ∈ R : ρ −ρ 2 < η} we have
Proof. By construction, we have k i,j=1 ρ ij = k for all ρ ∈ R. Therefore, we can parameterize R as follows. Let
We compute the Hessian of
Thus, by the chain rule
Combining (5.3) and (5.4), we see that the first derivative of f • L at the pointρ vanishes, and that the Hessian is
where 1 denotes the matrix with all entries equal to one and id is the identity matrix.
As id is positive definite, 1 is positive semidefinite and d/(k 5.5) shows that the Hessian is negative definite atρ. In fact, by continuity there exist numbersη,ξ > 0 independent of n such that the largest eigenvalue of D 2 f • L is smaller than −ξ at all pointsρ such that ρ −ρ 2 <η. Further, because L is linear there is an n-independent η > 0 such that for all ρ ∈ R 0 = {ρ ∈ R : ρ −ρ 2 < η} we have L −1 (ρ) −ρ 2 <η. Hence, by Taylor's formula there is a number ξ > 0 that does not depend on n such that
Combining (5.2) and (5.6), we obtain
Finally, a direct calculation shows that
(as m = ⌈dn/2⌉). Thus, the assertion follows from Proposition 2.4 and (5.7).
To estimate the contribution of ρ ∈ R 0 , we decompose R \ R 0 into three subsets:
R 1 = {ρ ∈ R \ R 0 : ρ fails to be separable} ,
Condition T2 from Definition 2.3 directly implies that
With respect to R 2 , we have
Lemma 5.2. There is a number
Proof. Let R ′ 2 be the set of all k-stable ρ ′ ∈ R (i.e., ρ
. Because we restrict ourselves to balanced k-colorings, the row and column sums of each matrix ρ ∈ R are 1 + O(n −1/2 ). Hence, for any matrix ρ ∈ R there is at most one entry greater than 0.51 in each row or column. Thus, suppose that σ, τ are tame k-colorings of G(n, m) such that ρ(σ, τ ) ∈ R 2 . Then each row and each column of ρ(σ, τ ) have exactly one entry that is greater than 0.51. Therefore, there exists a permutation π :
Further, if σ, τ are k-colorings such that ρ(σ, τ ) ∈ R ′ 2 , then τ ∈ C(σ) by the very definition of the cluster C(σ). Therefore, by the linearity of expectation and Bayes' formula, we have
Now, if σ is a tame k-coloring, then by T3 we know that C (σ) ≤ E[Z k,bal ] with certainty. Thus, (5.9) yields 
To bound the contribution of ρ ∈ R 3 , we need the following observation.
Lemma 5.3. There is a number
Proof. Let ρ ∈ R. By construction, we have i,j ρ ij = k. Hence, while there is i ∈ [k] such that the row sum is j ρ ij = 1 + α > 1, there must be another row l such that j ρ lj = 1 − α ′ < 1. Thus, by replacing row i by (1 − α ′′ )ρ i and row l by ρ l + α ′′ ρ i for some suitable α ′′ ≤ 2k/ √ n, we can ensure that at least one of the row sums is one. After at most k − 1 steps, we thus obtain a stochastic matrix ρ ′′ such that ρ − ρ ′′ 2 = 2k 3 / √ n. Repeating the same operation for the columns yields the desired doubly-stochastic ρ ′ .
Proof. Let η > 0 be the number from Lemma 5.1 and let D ′ be the set of all ρ ∈ D tame such that ρ −ρ 2 ≥ η/2. The set D ′ is compact. Hence, our assumption that f (ρ) < f (ρ) for any ρ ∈ D tame \ {ρ} implies that there exists a number γ > 0 (independent of n) such that
(5.12)
In fact, because the function f is uniformly continuous on [0, 1]
We claim that R 3 ⊂ D ′′ . Indeed, any ρ ∈ R 3 satisfies ρ −ρ 2 ≥ η (as otherwise ρ ∈ R 0 ), is separable (as otherwise ρ ∈ R 1 ), and is not stable (as otherwise ρ ∈ R 2 ). Moreover, by Lemma 5.3 there is a doubly-stochastic
However, this matrix ρ ′ may or may not be separable and/or stable. To rectify this, we form a convex combination between ρ ′ and a suitable doubly-stochastic matrix. More precisely, suppose that the matrix ρ has precisely l < k − 1 entries that are greater than 0.51. Each row and each column contain at most one such entry (as ρ ∈ B). Thus, we may assume without loss of generality that ρ 11 , . . . , ρ ll > 0.51. Now, let ρ ′′ be the doubly-stochastic matrix with ρ
Recalling that m = ⌈dn/2⌉, we thus obtain from Proposition 2.4 
thereby completing the proof. Throughout this section, we assume that 2k ln k − ln k − 2 ≤ d ≤ 2k ln k. In addition, we fix some σ ∈ B and we let
To simplify the calculations we consider the following variant of the planted model. Given σ, n and q ∈ (0, 1), we let G(n, q, σ) be the random graph in which any two vertices v, w with σ(v) = σ(w) are adjacent with probability p independently. The following observation relates this model to the planted model G(n, m, σ) from Lemma 3.2.
Fact A.1. Given σ ∈ B, let p be such that the expected number of edges in G(n, p, σ) is equal to m = ⌈dn/2⌉. There is a number C = C(k) > 0 such that
for any event A.
Proof. By the choice of p, the number e(G(n, p, σ)) of edges of the random graph G(n, p, σ) has a binomial distribution with mean
Hence, Stirling's formula shows that for some number C = C(k) > 0 we have P [e(G(n, p, σ)) = m] ≥ (C √ n) −1 . Further, given that e(G(n, p, σ)) = m, the distribution of the random graph G(n, p, σ)) is identical to that of G(n, m, σ). 28 
Thus, for any event
From here on out, we fix σ ∈ B and choose p ∈ (0, 1) such that the expected number of edges in G(n, p, σ) is equal to m; because σ is balanced, (A.1) implies that
In the following, we are going to show that the properties P1-P4 are satisfied in G(n, p, σ) with probability 1−O(1/n). Then Fact A.1 readily implies that they hold in G(n, m, σ) w.h.p.
The following instalment of the Chernoff bound will prove useful.
Let X be a binomial random variable with mean µ > 0. Then for any t > 0,
In particular, for any t > 1 we have
A.1. Proof of P1. We may assume i = 1 without loss of generality. Let 0.509 ≤ α ≤ 1 − k −0.499 and let S ⊂ V 1 be a set of size |S| = αn/k. Because in G(n, p, σ) edges occur independently, for any v ∈ V \ V 1 the number of neighbors of v in S has distribution Bin(αn/k, p). Hence, as σ is balanced the number X S of v ∈ V \ V 1 with no neighbor in S has a binomial distribution with mean n(1
Consequently, by Lemma A.2
By comparison, because σ is balanced, for a given α the number of ways to choose S is
. Combining (A.3), (A.4) and (A.5) and taking the union bound over S ⊂ V 1 with |S| = αn/k, we obtain
To complete the proof of P1, we are going to show that the right hand side is exp(−Ω(n)). Thus, we need to estimate
This is negative iff
By convexity, the exponential function on the l.h.s. and the linear function on the r.h.s. intersect at most twice, and between these two intersections the linear function is greater. Further, an explicit calculation verifies that the r.h.s. of (A.6) is larger than the l.h.s. at both α = 0.509 and α = 1 − k −0.499 . Thus, (A.6) is true in the entire range 0.509
Now, let X α be the number of sets S of size |S| = αn such that e(S) ≥ 5|S|.
By the union bound,
Further, let X = α X α , where the sum ranges over 0 < α < k −4/3 such that αn is an integer. Then (A.7) implies together with the assumption that α < k −4/3 that
Thus, the probability that there is a set violating P3 is O(1/n).
A.4. Proof of P4. We start by estimating the size of the core; the proof of the following proposition draws on arguments developed in [2, 7] .
Proposition A.3. With probability 1 − exp (−Ω(n)), the core of G(n, p, σ)
The proof of Proposition A.3 is constructive: basically, we iteratively remove vertices of that have too few neighbors of some color other than their own among the remaining vertices. More precisely, we consider the following process. For a vertex v and a set S of vertices let e(v, S) denote the number of neighbors of v in S in G(n, p, σ).
CR1: For
CR3: Set Z (0) = U and repeat the following for i ≥ 0:
Let Z = ∪ i≥0 Z (i) be the final set resulting from CR3. By construction, the set V \ (W ∪ Z) is contained in the core. To complete the proof of Proposition A.3, we bound the sizes of W , U and Z (Lemmas A.4, A.5 and A.6).
Lemma A.4. With probability at least
Proof. Fix i, j, i = j. Due to the independence of the edges in G(n, p, σ), for any v ∈ V i the number e(v, V j ) of neighbors in V j has distribution Bin(|V j |, p). As σ is balanced, (A.2) shows that the mean is µ = |V j |p ≥ 2 ln k. Using the Chernoff bound (Lemma A.2), we obtain P [|e(v,
Hence, by the linearity of expectation and because σ is balanced,
Further, once more due to the independence of the edges in G(n, p, σ), |W ij | is a binomial random variable. Thus, using the Chernoff bound once more (with, say, t = k −4 n), we see that
Lemma A.5. With probability at least 1 − exp (−Ω(n)) we have |U | ≤ n/k 30 .
30
Proof. We define two sets whose union contains U ij : 
Therefore, the Chernoff bound (Lemma A.2) applied with, say, t = 45 yields
Once more due to the independence of the edges in G(n, p, σ), the events v ∈ U ′ ij are mutually independent for v ∈ V i . by Lemma A.4, this event occurs with probability 1 − exp(−Ω(n)). In effect, given |W j \ W ji | ≤ n ·Õ k (k −2 ), |U ′ ij | has a binomial distribution. Thus, (A.8) implies together with the Chernoff bound (applied with, say, t = k −100 n) that With respect to U ′′ ij , we observe the following. Given that w ∈ W ji , we know that w has fewer than 300 neighbors in V i . But the fact that w ∈ W ji has no implications as to which v ∈ V i vertex w is adjacent to. Thus, given that w ∈ W ji and given e(w, V i ), the actual set of neighbors of w in V i is a random subset of V i of size e(w, V i ) ≤ 300. In fact, these sets are mutually independent for all w ∈ W ji . Thus, we can bound |U ′′ ij | by means of the following balls and bins experiment: let us think of the vertices in V i as bins. Then each vertex w ∈ W ji tosses 300 balls randomly into the bins V i , independently of all other vertices in W ji . In this experiment, let X be the set of v ∈ V i that receive at least 50 balls. Then |U ′′ ij | is dominated by |X | stochastically. Now, consider one v ∈ V i . Given |W ji |, the number of balls that land in v has distribution Bin(300|W ji |, |V i | −1 ). Therefore, the Chernoff bound yields P v ∈ X |W ji | ≤ n ·Õ k (k Finally, the assertion follows from (A.10) and (A.11), with room to spare.
Lemma A.6. With probability at least 1 − exp (−Ω(n)) we have |Z| ≤ n/k 29 .
Proof. Lemma A.5 entails that with probability at least 1 − exp (−Ω(n)), |U | ≤ n/k 30 . Assume that this is indeed the case. Further, suppose that |Z \ U | ≥ i * = n/k 30 . Let us stop the process CR3 at this point, and let Z * = Z (i * ) . By construction, the graph induced on S = U ∪ Z * spans at least 100i * ≥ 50|S| edges, while |S| ≤ 2k −30 n. Thus, the set S violates condition P3. But since we saw in Section A.3 that P3 is satisfied with probability 1 − exp(−Ω(n)), the assertion follows. Proof. Let α < k −29 be the largest number such that αn is an integer and let q = 1 − (1 − p) αn . For a set Y ⊂ V with |Y | = αn the number of vertices v ∈ V \ Y that have a neighbor in Y in G(n, p, σ) is stochastically dominated by Bin(n, q). This is because for any vertex y ∈ Y the probability that v, y are adjacent is either p (if σ(v) = σ(y)) or 0 (if σ(v) = σ(y)). Hence, observing that p ≤ αnp and using the Chernoff bound, we get ≤ exp(−Ω(n)); (A.14)
the last inequality follows because α(1 − ln α) ≤ 32k −29 ln k for 0 < α < k −29 . Thus, we obtain from (A.14) that X α = 0 for all such α with probability 1 − exp(−Ω(n)). If so, we see that any set Y of size |Y | ≤ nk Proof. This is immediate from Lemmas A.6 and A.7.
We define two sets of vertices, which capture the 1-free and 2-free vertices. In what follows, when always let i, j ∈ [k], i = j. Let S 0 be the set of vertices that have zero neighbors in some color class other than their own. Moreover, S 1 = {v ∈ V \ S 0 : ∃i, j s.t. v ∈ V i and N (v) ∩ V j ⊆ W j }. By the construction of the core, we have Because the events {v ∈ S 0 } are mutually independent for all v ∈ V i , the Chernoff bound and (A.15) yield P |S 0 ∩ V i | > n/k 2 ≤ exp(−Ω(n)). Taking the union bound over i completes the proof.
Lemma A.11. With probability 1 − exp(−Ω(n)) we have |S 1 | ≤Õ k (k −2 )n.
Proof. Fix i = j. The total number e(V i , V j ) of edges joining V i and V j in G(n, p, σ) has distribution Bin(|V i ×V j |, p). Because σ is balanced, the Chernoff bound yields
In addition, we claim that the number e(V i , W j ) of V i -W j -edges satisfies
Indeed, by Lemma A.4 we may assume that |W j \W ji | ≤Õ k (k −2 )n. By construction, the set W j \W ji is independent of the random bipartite subgraph of G(n, p, σ) consisting of the V i -V j -edges. Hence, the number e(V i , W j \ W ji ) of edges between V i and W j \ W ji has distribution Bin(|V i × (W j \ W ji ), p). Given the upper bound on |W j \ W ji |, the Chernoff bound thus implies that
Further, by construction the number of V i -W ji -edges is bounded by 300|W ji |. Since by Lemma A. 4 we may assume that |W ji | ≤ nÕ k (k −3 ), (A.18) implies (A.17). 32 Let us condition on the event A that b = e(V i , V j \ W j ) ≥ 1 3 k −2 n 2 p and r = e(V i , W j ) ≤ O k (k −3 ) ≤ n 2 p. Let us think of the vertices in V i as bins, and of the V i -V j \ V j edges as balls that are tossed independently and uniformly into the bins. More precisely, we think of the V i -V j \ W j edges as blue balls, and of the V i -W j -edges as red balls. Let X ij be the number of bins v ∈ V i that receive at least one ball but that do not receive a blue ball. Now, given that v receives l balls in total, the probability that all the balls it receives are red is equal to the probability that a hypergeometric random variable with parameters l, b, r takes the value l. Therefore, summing over all l ≥ 1 and using our conditions on b, r, we see that P [v ∈ X ij ] ≤Õ k (k −3 ). Because σ is balanced, we thus obtain Fact A.9 implies together with Lemma A.6, Corollary A.8, Lemma A.10 and Lemma A.11 the desired bound on the number of 1-free vertices. To bound the number of 2-free variables, we need Lemma A.12. Let i, j, l ∈ [k] be distinct. With probability at least 1 − exp(−Ω(n)) there are no more than nÕ k (k −5 ) vertices v ∈ V i such that e(v, V j ) ≤ 100 and e(v, V l ) ≤ 100.
