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Abstract
Model selection is a major challenge in non-parametric clustering. There is no uni-
versally admitted way to evaluate clustering results for the obvious reason that there
is no ground truth against which results could be tested, as in supervised learning.
The difficulty to find a universal evaluation criterion is a direct consequence of the
fundamentally ill-defined objective of clustering. In this perspective, clustering sta-
bility has emerged as a natural and model-agnostic principle: an algorithm should
find stable structures in the data. If data sets are repeatedly sampled from the same
underlying distribution, an algorithm should find similar partitions. However, it
turns out that stability alone is not a well-suited tool to determine the number of
clusters. For instance, it is unable to detect if the number of clusters is too small.
We propose a new principle for clustering validation: a good clustering should be
stable, and within each cluster, there should exist no stable partition. This principle
leads to a novel internal clustering validity criterion based on between-cluster and
within-cluster stability, overcoming limitations of previous stability-based methods.
We empirically show the superior ability of additive noise to discover structures,
compared with sampling-based perturbation. We demonstrate the effectiveness
of our method for selecting the number of clusters through a large number of
experiments and compare it with existing evaluation methods.
1 Introduction
Clustering is a widely used unsupervised learning technique which aims at discovering structure in
unlabeled data. It can be defined as the “partitioning of data into groups (a.k.a. clusters) so that similar
(or close w.r.t. the underlying distance function) elements share the same cluster and the members of
each cluster are all similar (or, equivalently, dissimilar elements are separated into different clusters)”
[1]. This goal is contradictory because of the non-transitivity of the notion of similarity: ifA is similar
to B, and B is similar to C, A is not necessarily similar to C. Since clustering is an ill-posed problem,
it cannot be properly solved using this definition, and clustering algorithms often optimize only one
of its aspects. For instance, K-means [2] only guarantees that dissimilar objects are separated, by
minimizing within-cluster distances. On the other hand, single linkage clustering only guarantees
that similar objects will end up in the same cluster. As a consequence, model selection is a major
challenge in non-parametric clustering [1].
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In the sample-based clustering framework we adopt in this work, model selection is assessing whether
partitions found by an algorithm correspond to meaningful structures of the underlying distribution,
and not just artifacts of the algorithm or sampling process [3, 4]. Practitioners need to evaluate
clustering results in order to select the best parameters for an algorithm (e.g. the number of clusters
K) or choose between different algorithms. Plenty of evaluation methods exist in literature, but they
usually incorporate strong assumptions on the geometry of clusters (e.g. compact, spherical clusters)
or on the underlying distribution, which are specific to the algorithm or to an application.
There is a need for a general, model-agnostic evaluation method. Clustering stability has emerged
as a principle stating that "to be meaningful, a clustering must be both good and the only good
clustering of the data, up to small perturbations. Such a clustering is called stable. Data that contains
a stable clustering is said to be clusterable" [5]. Hence, a clustering algorithm should discover stable
structures in the data. In statistical learning terms, if data sets are repeatedly sampled from the same
underlying distribution, an algorithm should find similar partitions. As we do not have access to
the data-generating distribution in model-free clustering, perturbed data sets are obtained either by
sampling or injecting noise into the original data. Stability seems to be an elegant principle, but
there are still severe limitations making it difficult to use in practice. For instance, stability does
not necessarily depend on clustering outcomes but can be solely related to properties of the data
such as symmetries [6]. As outlined in [7], there exist various protocols to compute stability scores.
Unfortunately, a thorough study that compares and evaluates them in practice does not exist.
Contributions We propose a method for quantitatively and visually assessing the presence of
structure in clustered data. The main contributions of our work can be stated as follows:
• To our knowledge, this is the first large-scale empirical study on clustering stability analysis.
• A novel definition of clustering is proposed, based on between-cluster and within-cluster
stability, along with a concrete approach to implement it for a large class of algorithms.
• Based on this definition, we introduce the stability difference criterion, Stadion, an internal
clustering validation index coming with an interpretable visualization tool, stability paths.
• In our experiments, we assess the ability of Stadion to both discover structure and select the
right number of clusters on a huge collection of data sets and compare it with widely used
internal indices in the largest benchmark ever conducted on clustering stability analysis.
• We show that in this context, only additive noise perturbation is reliable, and a methodology
to determine the amount of perturbation is proposed.
• A study on the influence of parameters, such as the number of perturbed samples, is
conducted and we provide guidelines to users.
2 Related work
Internal clustering indices measure the quality of a clustering when ground-truth labels are unavailable,
which is mostly the case in unsupervised data exploration. The majority of internal criteria rely on
a combination of between-cluster and within-cluster distances. Between-cluster distance measures
how distinct clusters are dissimilar or far apart, while within-cluster distance measures how elements
belonging to the same cluster are similar, or the coherence of the cluster. Unfortunately, this
incorporates a prior on the geometry of clusters [8, 9, 10, 11, 12, 13, 14].
Stability analysis for clustering validation is a long-established technique. It can be traced back as far
as 1973 [15], took off with influential works [16, 17] and from there has drawn increasing attention
culminating with [6, 18, 19] and [7]. These works concluded that stability is not a well-suited tool
for model selection in clustering [4]. In the general case, stability can only detect if the number of
clusters is too large for the K-means algorithm (see Figure 1). A partition with too few clusters is
indeed stable, except for perfectly symmetric distributions. More accurately, these works proved that
the asymptotic stability of risk-minimizing clustering algorithms, as sample size grows to infinity,
only depends on whether the objective function has one or several global minima.
Albeit significant theoretical efforts, few empirical studies have been conducted. Each study focuses
on specific aspects of clustering stability. For example, [20, 21, 16, 17] investigated perturbation
by random subsampling of the original data set without replacement. Stability in a model-based
framework was studied in [22]. Perturbation by random projections [23] and random noise [24, 25, 26]
were also considered. Overall, stability demonstrated its effectiveness, but no clear comparison
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between methods was done. As mentioned in [7, 27], a thorough study comparing all different
protocols in practice does not exist and a more objective evaluation of these results is warranted.
3 Clustering stability
Clustering stability is analyzed in a standard statistical learning setting. A data set X = {x1, . . . ,xN}
consists in N independent and identically distributed (i.i.d.) samples, drawn from a data-generating
distribution P on an underlying space X . Formally, a clustering algorithm A takes as input the data
set X, some parameter K ≥ 1, and outputs a clustering CK = {C1, . . . , CK} of X into K disjoint
sets. Thus, a clustering can be represented by a function X→ {1, . . . ,K} assigning a label to every
point of the input data set. Some algorithms can be extended to construct a partition of the entire
underlying space. This partition is represented by an extension operator function X → {1, . . . ,K}
(e.g. for center-based algorithms, we compute the distance to the nearest center).
Let X and X′ be two different data sets drawn from the same distribution and note CK and C′K their
respective clusterings. Let s be a similarity measure such that s(CK , C′K) measures the agreement
between the two clusterings. Possible choices for this measure are detailed below. Then, for a given
sample size N , the stability of a clustering algorithm A is defined as the expected similarity between
two clusterings CK , C′K on different data sets X and X′, sampled from the same distribution P ,
Stab(A,K) := EX,X′∼PN [s(CK , C′K)] . (1)
The expectation is taken with respect to the i.i.d. sampling of the sets from P . This quantity is
unavailable in practice, as we have a finite number of samples, so it needs to be estimated empirically.
Various methods have been devised to estimate stability using perturbed versions of X.
The first methods used in literature are based on resampling the original data set, with or without
replacement (splitting in half [15], subsampling [16], bootstrapping [28], jackknife [29]. . . ). Another
method consists in adding random noise either to the original data points [25] or to their pairwise
distances (additive or multiplicative) [30, 31, 32, 33, 34]. For high-dimensional data, other alternatives
are random projections or randomly adding or deleting variables [15]. Once the perturbed data sets are
generated, there are several ways to compare the resulting clusterings. With noise-based methods, it
is possible to compare the clustering of the original data set (reference clustering) with the clusterings
obtained on perturbed data sets, or to compare only clusterings obtained on the latter. With sampling-
based methods, we can compare overlapping subsamples on data points where both clusterings
are defined [28], or compare clusterings of disjoint subsamples (using for instance an extension
operator or a supervised classifier to transfer labels from one sample to another [17]). Finally, to
compute a similarity score between two partitions, common choices are the adjusted Rand index
(ARI) [28, 35], Fowlkes-Mallows (FM), Jaccard [16], Normalized Mutual Information (NMI) [36],
Minimal Matching Distance [17], or Variation of Information [37].
Before discussing in details the mechanisms of stability, we introduce a trivial example to illustrate
its main issue: it cannot detect in general whenever K is too small. Consider the example presented
in Figure 1 with three clusters, two of them closer to each other than to the third one. On any sample
from such a distribution, as soon as we have a reasonable amount of data, K-means with K = 2
always constructs the solution separating the left cluster from the two right clusters. Consequently, it
is stable despite K = 2 being the wrong number of clusters. This situation was pointed out in [6].
(a)K = 2 (stable) (b)K = 3 (stable) (c)K = 4 (unstable, jittering)
Figure 1: Example data set with three clusters. Random letter shapes have been chosen to avoid any
artificial symmetries that could arise with spherical gaussians. The labels correspond to the K-means
clustering result for K = 2, 3 and 4. K-means is stable even if the number of clusters is too small.
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Discussion Stability is determined by the number of data points changing clusters. In the case of
algorithms that minimize an objective function (e.g. center-based or spectral clustering), two different
sources of instability have been identified [7]. First, jittering is caused by data points changing side
at cluster boundaries after perturbation. Therefore, strong jitter is produced when a cluster boundary
cuts through high-density regions. Second, jumping refers to the algorithm ending up in different
local minima. The most important cause of jumping is initialization (see Figure 6 in Appendix A for
an example). Another cause is the existence of several global minima of the objective function on the
underlying distribution. This happens only if there are perfect symmetries in the distribution (see
Figure 5 in Appendix A), which is extremely unlikely for real-world data sets.
However, practitioners mainly use algorithms with consistent initialization strategies. For instance
with K-means, we keep the best trial over a large number of runs and use the K-means++ seeding
heuristic [38]. This initialization tends to make K-means deterministic and its effectiveness has
been proven in practice. Thus, it is different from the initialization proposed in [7, 39] which allows
jumping to occur whenever K > K?, where K? is the true number of clusters. Throughout this
work, we consider a setting with large enough sample size, without perfect symmetries and with
effective initialization. Thus, we do not consider jumping as the main source of instability even when
K > K?, and rather believe that jittering plays a major role. It captures useful information about a
clustering, i.e. densities at boundaries, and also seems fundamental and related to supervised learning.
As a consequence, we need a perturbation process that produces jittering. Unfortunately, as soon as
N is reasonably large, resampling methods become trivially stable whenever there is a single global
minimum [6, 7]. See Appendix A for an example where sampling methods fail. We summarize
important results in the diagram Figure 2.
References:
[1] Ben-David and von Luxburg (2006)
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No
Yes
SYM
No
Yes
INIT
Independently of
INIT and PERT
Sampling
Noise
PERT
Independently of 
PERT
∀K
Jumping due to
global minima Unstable (b)
Stable (a)
Justified by or related to:
(a) Theorem 10 (Stability theorem) [1]
      Lemma 1 (Stability and global optima of the objective function) [3]
(b) Theorem 15 (Instability from symmetry) [1]
      Lemma 1 (Stability and global optima of the objective function) [3]
(c) Theorem 4 (High instability implies cut in high density region) [2]
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SYM: Symmetries in the data distribution
INIT: Effective initialization scheme
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Our
setting
K
Stable or Unstable (e)
Unstable (e)K > K⋆
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⋆
Jumping due to
initialization
Figure 2: Diagram explaining the various sources of instability in different settings for K-means with
large sample size. We consider no symmetries, effective initialization and noise-based perturbation,
thus instability only arises when K is too large (due to jittering).
To conclude, for K-means in our setting, the perturbation process causes jittering and more rarely
jumping (in experiments, we seldom observed jumping when K is too large), enabling stability to
indicate whenever K is too large. On the other hand, stability cannot in general detect when K is too
small. Despite a lack of theoretical guarantees, concepts should apply to other algorithms. In order to
overcome this limitation of stability, we introduce a novel concept of within-cluster stability.
4 Between-cluster and within-cluster stability
A clustering algorithm applied with the same parameters to perturbed versions of a data set should
find the same structure and obtain similar results. The stability principle described by (1) relies on
between-cluster boundaries and we thus call it between-cluster stability. Therefore, it cannot detect
structure within clusters. In Figure 1, K = 2 is stable, whereas one cluster contains two sub-clusters.
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This sub-structure cannot be detected by between-cluster stability alone. Obviously, this implies that
stability is unable to decide whether a data set is clusterable or not (i.e. when K? = 1), which is a
severe limitation.
For this very reason, we introduce a second principle of within-cluster stability: clusters should not
be composed of several sub-clusters. This implies the absence of stable structures inside any cluster.
In other words, any partition of a cluster should be unstable. The combination of these two principles
leads to a new definition of a clustering:
Definition 4.1 Clustering: A clustering is a partitioning of data into groups (a.k.a. clusters) so that
the partition is stable, and within each cluster, there exists no stable partition.
Then, a clustering should have a high between-cluster stability and a low within-cluster stability.
Despite their apparent simplicity, implementing these principles is a difficult task. As seen in the
last section, between-cluster stability can be estimated in many different ways, however not all are
effective. On the other hand, within-cluster stability is a challenging quantity to define and estimate.
We propose a method to estimate both quantities, and then we detail and discuss our choices.
4.1 Stadion: a novel stability-based validity index
Let {X1, . . . ,XD} be D perturbed versions of the data set obtained by adding random noise to
the original data set X. Between-cluster stability of algorithm A with parameter K estimates
the expectation (1) by the empirical mean of the similarities s between the reference clustering
CK = A(X,K) and the clusterings of the perturbed data sets,
StabB(A,X, CK ,K) := 1
D
D∑
d=1
s (CK ,A(Xd,K)) . (2)
Since s is a similarity measure, this quantity needs to be maximized, and conversely with a dissimi-
larity measure. In order to define within-cluster stability, we need to assess the presence of stable
structures inside each cluster. To this aim, we propose to cluster again the data within each cluster of
CK . Formally, let Ω ⊂ N∗ be a set of numbers of clusters. The k-th cluster in the reference clustering
is noted Ck, its number of elements Nk, and Q(k)K′ = A(Ck,K ′) denotes a partition of Ck into K ′
clusters. Within-cluster stability of algorithm A is defined as
StabW(A,X, CK ,K,Ω) :=
K∑
k=1
(
1
|Ω|
∑
K′∈Ω
StabB(A, Ck,Q(k)K′ ,K ′)
)
× Nk
N
. (3)
As a good clustering is unstable within each cluster, this quantity needs to be minimized. Hence,
we propose to build a new validity index combining between-cluster and within-cluster stability. A
natural choice is the difference between both quantities. We call this index Stadion, standing for
stability difference criterion and for the sake of brevity, A, K and X are omitted in the notations:
Stadion(CK ,Ω) := StabB(CK)− StabW(CK ,Ω). (4)
Since we use an effective initialization scheme, the same partition CK is used in both terms of (4).
Thus, Stadion evaluates the stability of an algorithm w.r.t. a reference partition.
How to perturb data? In our realistic setting (see Figure 2), neither jumping nor jittering will
occur if the data are perturbed under sampling processes, as soon as there is enough data. We show
on a simple example that sampling-based methods such as [16, 17] cannot work in the general case
(see Appendix A). Therefore, only noise-based perturbation is considered here. Among them, we
adopt the ε-Additive Perturbation (ε-AP) with Gaussian or uniform noise for this work, assuming
variables are scaled to zero mean and unit variance. The number of perturbed samples D can be kept
very low and still gives reliable estimates. An analysis has also been conducted on the influence of D
and showed that even very small numbers (D = 1) lead to great performance (see Appendix B).
How to choose ε? A central trade-off has to be taken into account when perturbing the data set. If
ε-AP is too strong, we might alter the very structure of the data. If on the contrary ε-AP is too small,
the clustering algorithm will always obtain identical results, inevitably leading to stability. Although
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setting this value is not crucial according to [25], compared with choosing a subsample size, we still
believe it is somewhat arbitrary and in a way implicitly defines what a clustering is. As in Example 9
in Appendix A, if ε is too large, the two closest clusters will be merged under our stability principle.
Hence, in a way, ε-AP defines a threshold distance below which two data points are similar and
should belong to the same cluster. We propose to circumvent this issue by not choosing a single value
for the level of noise ε, but a grid of possible values. By gradually increasing ε from 0 to a value
εmax, we obtain what we call a stability path, i.e. the evolution of stability as a function of ε. This
method has one crucial advantage: it allows to compare partitions for different values of ε without
the necessity of choosing one. However, it comes with two drawbacks: setting both the fineness
and the maximum value of the grid. In our experiments, the fineness does not play a major role in
the results. A straightforward method to fix a maximum value εmax beyond which comparisons are
not meaningful anymore is as follows. The perturbation corresponding to εmax is meant to destroy
the cluster structure of the original data. This corresponds to the value where the data are no longer
clusterable, i.e. K = 1 becomes the best solution w.r.t. Stadion. A first guess at εmax =
√
p (where
p is the data dimension) works well in practice. We found that visualizing the stability paths (see
Figure 3) is appealing and greatly helps interpreting the structures found by an algorithm, hence
improving the usefulness of results.
Which data to compare? A strong ε-AP can alter the data, but it can also destroy structure and
close-by clusters can merge faster than others. Therefore, pairwise comparison between perturbed
data sets may become unreliable, and we consider only comparison between the original and perturbed
data sets. As stated in (2), we compute similarities between the reference and perturbed partitions.
How to compare partitions? The similarity measure s chosen to compare two partitions is the
ARI. A total of 16 different similarity and distance measures (such as the NMI or FM) are compared
in Appendix B, and ARI achieved the best results. Its value is in [0, 1], thus the Stadion has a value in
the [−1, 1] range, with 1 corresponding to the best clustering and −1 to the worst.
How to aggregate the Stadion path? To compute a scalar validity index for model selection,
the Stadion path must be aggregated on the noise strength ε from 0 to εmax (when the solution for
K = 1 has the highest Stadion among all other solutions). Two aggregation strategies, the maximum
(Stadion-max) and the mean (Stadion-mean), are evaluated in our experiments.
The within-cluster stability is governed by parameter Ω, which detects stable structures inside clusters
of CK . As these are unknown, averaging several different values in Ω gives a better estimate. In
absence of sub-clusters, all partitions will be unstable because cluster boundaries will be placed in
high-density regions. For the opposite reason, in presence of sub-clusters, at least some partitions
will result in higher stability, thus increasing the within-cluster stability. The analysis of influence
conducted in Appendix B showed that Ω has low impact on Stadion results and can be set easily.
An important assumption behind our implementation of within-cluster stability is that, for non-
clusterable structures (w.r.t. an algorithm), the algorithm must place cluster boundaries in high-density
regions to produce instability through jittering. This encompasses a wide range of algorithms such
as center-based, spectral or Ward linkage clustering which, for the sake of saving cost, would cut
through dense clouds of points. If this requirement is not fulfilled, it is unclear whether this method
will work. For instance, single linkage cannot be evaluated this way, since it may build two-cluster
partitions of size 1 and N − 1, where the boundary lies at the frontier of the cluster.
Finally, the motivation for using the same algorithm to cluster again each cluster is that an algorithm
should evaluate itself. For instance, one could use a clustering algorithm to estimate within-cluster
stability different from the one used to compute stability between clusters, or one could train a
supervised classifier on the clusters labels and then assess its stability [21, 17, 40]. However, it is not
obvious what kind of bias would be introduced with this approach.
5 Experiments
5.1 A simple example with stability paths
We begin this section by illustrating our method with K-means and uniform ε-AP on the example
data set discussed previously (see Figure 1). Figure 3 displays between-cluster stability, within-
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Figure 3: Between-cluster stability paths (top left), within-cluster stability paths (top right), Stadion
paths (bottom left) and stability trade-off curve (bottom right) for K-means on the data set Figure 1,
for K ∈ {1 . . . 6}. ε is the amplitude of the uniform noise perturbation. The best solution K = 3 is
selected either by taking the maximum or by averaging Stadion over ε until εmax. The trade-off plot
represents the averaged Stadion, between- and within-cluster stability as a function of K.
cluster stability and Stadion as a function of the noise strength ε. For reasonable amounts of noise,
the solutions K = 1, K = 2 and K = 3 are all perfectly stable, showing the insufficiency of
between-cluster stability alone to indicate whenever K is too small. The solutions for K ≥ 4 cut
through the clusters and are thus unstable due to jittering. However, the solutions for K = 1 and
K = 2 both have high within-cluster stability, caused by the presence of sub-clusters, which is not
the case for K ≥ 3. By computing a difference, our criterion Stadion combines this information
and is able to indicate the correct number of clusters (K = 3) by selecting the Stadion path with the
highest maximum or mean value. Through its formulation, Stadion is acting as a stability trade-off.
The stability paths also give additional insights about the data structure. For example, we can read
from the between-cluster stability path how the clusters successively merge together as ε increases.
Supplementary examples are provided in Appendix A. Finally, the last graph (called stability trade-off
plot) represents Stadion-mean for different values of the parameter K.
5.2 Selecting K in K-means, GMM and Ward clustering
In this benchmark experiment, three algorithms are considered: K-means [2], Gaussian Mixture
Models (GMM) [41] and Ward hierarchical clustering [42]. For K-means, two versions of Stadion
are evaluated: the first one using the stability computation described in section 4 (referred to as
the standard version), and the second one using the extension operator (referred to as the extended
version). As seen in section 2, an extension operator extends a clustering to new data points. K-means
extends naturally by computing the euclidean distance to centers. Hence, instead of re-running K-
means for each perturbation of the data, we directly predict the cluster assignments of perturbed data
points. This approximation is sensible since we consider jittering as the main source of instability, and
spares computation time (see complexity study in Appendix C). GMM allows a similar extension, by
assigning points to the cluster with the highest posterior probability. It is the only version we consider
here due to the high computational cost of GMM which makes the standard version prohibitive.
Albeit first experiments looked promising, the same limitation was encountered for spectral clustering
[43], but unfortunately it has no straightforward extension operator.
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We evaluate clustering validation methods on a large collection of 73 artificial benchmark data sets,
most of them extensively used in literature. Data sets were selected so that the algorithms can achieve
good partitions w.r.t. the true clusters. We also ensured different difficulty levels for model selection,
obtained by varying the numbers of clusters, sizes, variances, shapes and the presence of noise and
close-by or overlapping clusters. In addition, we present results on 7 real data sets, labeled into K?
ground-truth classes. It was surprising to discover how difficult it is to find real-world data that are
clusterable into K? clusters without preprocessing. First, the original features seldom have a cluster
structure. Second, it may happen that the labels do not represent a natural partitioning of the data,
unlike for artificial data sets. Thus, is was necessary to preprocess most real data sets. For instance,
Crabs was preprocessed by a PCA [44] keeping only components two and three, as described in
[45]. High-dimensional data sets such as images (MNIST, USPS) were reduced beforehand, using
an autoencoder network in order to extract clusterable features, followed by UMAP [46] to obtain a
two-dimensional representation, as introduced in [47]. This way, we ensure the labels truly represent
clusters. Identical preprocessing settings were used across every method and data set, without
any further tuning. An exhaustive description of the experimental setting, including data sets and
preprocessing steps, is provided in Appendix F.
Table 1 summarizes results for all three algorithms. We compare Stadion to the partitions obtained
with the true number of clusters K?, best-performing internal clustering indices (see [14, 48] for
reviews), Gap statistic [13] (K-means only), BIC (GMM only) and stability methods [16, 17]. To
ensure a fair comparison, all internal indices were computed on the same partition, that was also
the reference partition in Stadion. We report the number of data sets where each method found K?,
which we refer to as the number of wins. However, only checking whether K? is selected is not
always related to the goodness of the partition w.r.t. the ground-truth. Results strongly depend on
the performance of algorithms, which do not necessarily succeed in finding a good partition into K?
clusters. Thus, a more adequate performance measure is the similarity between the selected partition
and the ground-truth. As a performance measure, the ARI is a standard choice [49] when clusters are
mostly balanced. Let us note YK? = {Y1, . . . , YK?} the ground-truth partition. The performance of
each validation method is assessed by computing ARI(YK? , CKˆ), where Kˆ is the estimated number
of clusters. In order to compare methods on multiple data sets, we compute the average ranks in terms
of ARI, denoted RARI. Since data sets have different difficulties, their results are not comparable.
Thus, average ARI or numbers of wins are meaningless [50]. Nonetheless, wins are reported for
reference. The benchmark uses uniform ε-AP, D = 10, Ω = {2, . . . , 10}, s = ARI and evaluates
solutions for K ∈ {1, . . . ,Kmax} where Kmax is K? + 20 rounded down to the nearest tenth.
Table 1: Benchmark results on 80 artificial and real data sets for K-means, Ward and GMM. Average
rank of the ARI with the ground-truth classes (RARI) and number of times K? was selected (wins).
Artificial data sets Real data sets
K-means Ward GMM K-means Ward GMM
Method RARI wins RARI wins RARI wins RARI wins RARI wins RARI wins
K? 6.47 73 4.77 73 5.05 73 4.50 7 3.36 7 3.93 7
Stadion-max 6.02 50 5.25 54 - - 4.93 5 5.86 4 - -
Stadion-mean 6.12 51 5.80 49 - - 6.57 4 7.64 3 - -
Stadion-max (extended) 6.13 56 - - 5.59 56 6.29 3 - - 4.43 5
Stadion-mean (extended) 6.42 48 - - 6.79 43 6.29 3 - - 5.50 3
BIC - - - - 6.45 48 - - - - 7.29 2
Wemmert-Gancarski [14] 6.62 53 5.40 54 5.77 52 6.00 5 5.36 4 5.79 4
Silhouette [11] 7.51 46 6.47 45 7.01 45 7.21 4 5.86 4 6.50 4
Lange [17] 7.93 45 6.53 51 6.99 48 8.64 3 5.86 4 7.14 3
Davies-Bouldin [10] 8.11 40 6.45 41 7.29 34 8.29 4 7.29 3 8.57 3
Ray-Turi [12] 8.19 37 6.97 40 7.68 33 8.29 4 6.29 3 7.36 4
Calinski-Harabasz [9] 8.71 41 7.14 39 7.43 37 12.21 1 8.86 1 5.79 3
Dunn [8] 10.11 26 7.77 33 7.92 34 10.57 1 7.79 2 9.07 2
Xie-Beni [51] 10.27 22 7.61 34 8.19 28 11.50 1 7.57 2 9.93 2
Gap statistic [13] 10.38 26 - - - - 10.57 2 - - - -
Ben-Hur [16] 10.99 20 7.86 31 8.85 28 8.14 1 7.93 2 9.71 2
Stadion-max achieves the best results overall. On K-means, it is even ranked higher than K? in
terms of ARI. The second-best performing index is Wemmert-Gancarski. It was shown in [33] that
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agglomerative clustering is not robust to noise, which explains inferior Stadion results with Ward.
Moreover, results are slightly biased in favor of the indices that are only valid for K ≥ 2, unlike
Stadion that will select K = 1 on non-clusterable distributions, as shown in Appendix A. Full result
tables and statistical tests are provided in Appendix E along with a more thorough analysis. In
particular, the ranking is unchanged by using other external performance measures such as AMI or
NMI instead of the ARI. Beyond selecting K, Stadion may also be used to select the kernel parameter
in spectral clustering, the radius in density-based clustering or select between different algorithms.
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A Additional experiments and examples
A.1 Finding K = 1: the case of non-clusterable data
Is a data set clusterable? Between-cluster stability is unable to answer this question, as the solution
with a single cluster (K = 1) is trivially stable. Some stability methods are not even defined for
K = 1 because of normalization [17]. Moreover, many internal indices use between-cluster distance
and are not defined for a single cluster neither. We verified empirically that our criterion consistently
outputs K = 1 in the case when the algorithm does not find any cluster structure.
Table 2 contains results for non-clusterable artificial data sets. Stadion outputs K = 1 in all cases.
An example of Stadion path and trade-off curve for the golfball data set is provided below 4 (results
are similar for other data sets).
Table 2: Number of clusters found by Stadion on non-clusterable artificial data sets.
Dataset N dimension K selected by Stadion (max/mean)
Uniform cube (2d) 1000 2 1
Uniform cube (10d) 1000 10 1
Gaussian (2d) 1000 2 1
Gaussian (10d) 1000 10 1
Golfball [52] −1 −0.5
0
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1
−1
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x  
GolfBall, n = 4002, dimension = 3, classes = 1, main problem: no cluster at all
y  
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Figure 4: Stadion path (left) and stability trade-off plot (right) on the golfball data set with K-means.
K = 1 is clearly the best solution found by Stadion-max/mean (uniform noise, Ω = {2, . . . , 10}).
A.2 Examples of jumping between local minima
As explained in section 3, two sources of instability are jumping and jittering. We have already stated
that our method leverages jittering of cluster boundaries in high-density regions due to perturbation.
Jumping, on the other hand, happens when the algorithm finds very different solutions on different
samples; in case of objective-minimizing algorithms, it ends up in different local minima. Two main
effects lead to jumping: first, symmetries in the data distribution, and second, initialization. Finally,
subtle geometrical properties of the distribution might also cause jumping [7].
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Figure 5: Example of K-means jumping between three global minima for K = 2 on a symmetric
distribution with three Gaussians, despite effective initialization (K-means++ and best of 10 runs).
Under slight perturbation (here uniform ε-AP, but resampling gives identical results), the algorithm
jumps between grouping two random clusters together.
An example of jumping ofK-means due to symmetries is shown on Figure 5: clearly, there are several
global minima, and even if the algorithm is deterministic, slight perturbations of the distribution
(noise or sampling) make the algorithm jump between solutions. The second cause of jumping is
due to initialization. As illustrated by Figure 6 for K-means, if a single random initialization is
used, depending on the initial position of centers, four different configurations occur randomly, even
without any perturbation of the data.
(a) (b)
(c) (d)
Figure 6: Example of K-means jumping between four local minima for K = 4, when a single
random initialization is used. Depending on the initial centers configuration, the algorithm jumps
between splitting a random cluster in two (a, b, c), or even the left cluster in three sub-clusters (d).
We place ourselves in a realistic setting without perfect symmetries and an effective algorithm
initialization strategy, thus jumping is not the main source of instability.
A.3 Failure of sampling-based stability methods
In this section, we will see on a trivial example why stability methods based on sampling are not
reliable to detect the presence of structure in the data. Four methods are compared:
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1. Stadion based on ε-Additive Perturbation
2. Stadion based on bootstrapping
3. The model explorer algorithm [16] based on subsampling
4. The model order selection method [17] based on splitting data in two halves and transferring
labels from one half onto the other using a supervised nearest-neighbor classifier.
We demonstrate that only the first method is successful on a simple example consisting in a mixture
of two correlated Gaussians, represented on Figure 7. Data are scaled to zero mean and unit variance
as for every other data set. K-means is used to cluster the data. As illustrated on the plot, K-means
with K = 2 separates almost perfectly the two Gaussians. All other solutions split the two Gaussians
into several sub-clusters of equal sizes, with cluster boundaries lying in the regions of highest density,
as can be seen from the example for K = 4 (where the boundaries are in the middle of the Gaussians).
Thus, in addition to being the best solution, K = 2 is the only acceptable one. However, sampling-
based methods fail in assessing its stability, since they estimate K = 4 as the most stable solution.
This result can be explained because the data set is not symmetric and for each K there is one global
minimum so no jumping occurs, even with a poor initialization scheme. Thus the only possible
source of instability stems from jittering. As expected in theory, our experiments showed here that
the different sampling processes did not succeed in creating jittering. Conversely, ε-AP has indeed
produced jittering, where a small amount of noise produced very different partitions.
(a) (b)K = 2 (c)K = 4
Figure 7: Example data set of two correlated Gaussians, scaled to zero mean and unit variance.
With the K-means algorithm, all sampling-based methods select K = 4 or K = 6, whereas with
ε-Additive Perturbation, K = 2 is the only stable solution.
In details, the model order selection method [17] selects K = 4, followed by K = 6. The model
explorer [16] findsK = 6 as the best solution, followed byK = 4. These results are consistent across
initialization schemes (random, K-means++, best of several runs). Hence, random initialization will
not help creating instability by jumping. Furthermore, our stability criterion Stadion was able to find
K = 2 among the set of tested values {1, . . . , 6} (here with uniform noise and Ω = {2, . . . , 6}). This
is not only due to adding the within-cluster stability. As evidence, we replaced ε-AP by a bootstrap
perturbation: Stadion with bootstrapping also fails, selecting K = 1 as the best solution followed by
K = 4, and this for all initialization schemes.
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Figure 8: Between-cluster stability, within-cluster stability and Stadion paths (uniform noise, Ω =
{2, . . . , 6}) on the example of two correlated Gaussians where all sampling-based methods fail to
select K = 2. Stadion clearly finds K = 2 by taking the max or mean of the path curve.
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A.4 Example of Stadion behavior with K-means
This example illustrates the behavior of our stability criterion Stadion and how to interpret the stability
paths, using the data set 2d-4c shown in Figure 9. It consists in four clusters with different variance
and size, where two clusters are closer to each other while the other clusters are at a greater distance.
At first glance, this example looks trivial, but the majority of internal indices fail. For instance, the
Dunn and Silhouette indices both select K = 3.
Figure 9: Example data set 2d-4c consists in four clusters of different variance and size.
The stability paths are presented in Figure 10, where we observe that Stadion is able to detect the
structure of the data and selects K = 4. The only difference between the solutions with K = 4 and
K = 5 is that the largest cluster (in green) is split, thus leading to a much lower between-cluster
stability but the same within-cluster stability. Solutions K = 2 and K = 3 group clusters together
without any splitting. Therefore, those solutions have a high between-cluster stability and also a
high within-cluster stability. Altogether, on the Stadion path (Figure 10), the path corresponding to
K = 4 is similar to K = 5 whereas K = 2 and K = 3 have an equivalent behavior. This is due to
the structure of the data, and especially because the two rightmost clusters are close to each other.
The moment when the path of solution K = 3 becomes the best solution is the moment when these
two clusters merge because of a high ε-AP, and this is also the moment where K = 1 prevails.
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Figure 10: Between-cluster stability, within-cluster stability and Stadion paths (uniform noise,
Ω = {2, . . . , 6}) on the 2d-4c data set. Stadion selects K = 4, followed by K = 3.
Finally, Stadion paths (with stability and instability paths) give useful additional information on a
clustering and on the structure of the data. When K > K?, the paths are similar to the path of K?
but with a smaller scale, as they have the same within-cluster stability but lower between-cluster
stability. On the other hand, when K < K?, the paths are shifted towards the right, and may become
superior for larger ε values.
A.5 Whenever K? is not the best partition
Sometimes, the best solution is not the partition obtained with the true number of clustersK?, because
the algorithm is unable to recover the ground-truth partition. This is the case for the 4clusters_corner
data set, depicted on Figure 11. While obviously the best solution is to separate the four clusters, it is
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not achievable by K-means: with K? = 4, it will cut through the large cluster instead of separating
the two small green clusters, for the sake of saving the cost induced by the variance and the size
of this cluster. Among the proposed solutions, the highest ARI (w.r.t. the ground-truth partition) is
obtained with K = 3 (ARI = 0.92), followed by K = 2 (0.74), K = 5 (0.65) and lastly K? = 4
(0.58).
(a)K = 2 (ARI = 0.74)
Most internal indices
(b)K = 3 (ARI = 0.92)
Stadion
(c)K? = 4 (ARI = 0.58)
Ben-Hur [16], Lange [17]
(d)K = 5 (ARI = 0.65)
Figure 11: Partitions found by K-means on the 4clusters_corner data set for K ∈ {2, . . . , 5}.
All internal indices, excepted the Gap, select K = 2. Stability methods based on sampling (Ben-Hur
[16], Lange [17]) selected the ground-truth K? = 4, earning them a "win", although it is the worst
partition among the four. We explain it by the fact that these methods are not leveraging jittering
inside the large cluster. Finally, the Stadion always selects the solution K = 3 having the highest
ARI. Moreover, the criterion outputs solutions in the same order than ARI. This examples clearly
exhibits the stability trade-off occurring in Stadion: it tries to preserve a high between-cluster stability
while keeping within-cluster stability as low as possible (see Table 3). Stadion paths on Figure 12
also show how the three smaller clusters merge as the noise level increases.
Table 3: Stability trade-off leveraged by Stadion
on the 4clusters_corner data set.
K ARI StabB StabW Stadion
1 0.00 ++ - - 0 %
2 0.74 ++ - + %
3 0.92 ++ + +++!
4 0.58 - - + - %
5 0.65 - - ++ 0 %
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Figure 12: Stadion paths on the 4clusters_corner
data set. K = 3 is selected although K? = 4.
A.6 Example of K approaching N
This paragraph introduces the behavior of Stadion when the numbers of clusters K evaluated become
as large as the number of samples N . Even if this is beyond the common setting in clustering, the
criterion is still valid. Figure 13 displays the stability trade-off for K-means on an example with
three Gaussians, using ARI as the similarity metric. As K approaches N :
• Between-cluster stability decreases towards 0, except for K = N where it jumps back to 1,
because all partitions with one sample per cluster are perfectly similar to ARI.
• Within-cluster stability increases towards 1, as clusters with few samples become trivially
stable.
• Stadion still indicates the correct solution K = 3, while decreasing towards −1, only
jumping back to 0 when K = N .
Note that the borderline case K = N depends on the similarity used, for instance with Fowlkes-
Mallows the between-cluster stability does not jump back to 1, staying at 0. In addition, with the
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Figure 13: Stability trade-off plot forK-means on three Gaussians withN = 50 forK ∈ {1, . . . , 50}
(uniform noise, Ω = {2, . . . , 10}). Stadion is still valid when the tested K becomes large.
extended version, the perturbed partition will not have one sample per cluster, thus it will also stay at
0. Nevertheless, for all similarity measures, Stadion’s behavior is consistent and valid even for large
values of K.
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B Hyperparameter study
The stability difference criterion (Stadion) introduced in this work is governed by several hyperpa-
rameters:
• D: the number of perturbed samples used in the stability computation (2,3).
• noise: the type of noise for ε-Additive Perturbation. We experimented with uniform and
Gaussian noise.
• Ω: the set of algorithm parameters K ′ used in within-cluster stability computation in (3).
• s: the similarity measure used in stability computation is a special hyperparameter, and is
treated specifically in the last paragraph of this section.
The goal of this section is to study their importance and impact on the performance of Stadion for
clustering model selection, using the three studied algorithms (K-means, Ward linkage and GMM).
Only the extended versions of Stadion for K-means and GMM are included, for the sake of saving
computational cost.
B.1 Importance study with fANOVA
Ideally, practitioners would like to know how hyperparameters affect performance in general, not
just in the context of a single fixed instantiation of the remaining hyperparameters, but across all
their instantiations. The fANOVA (functional ANalysis Of VAriance) framework for assessing
hyperparameter importance introduced in [53] is based on efficient marginalization over dimensions
using regression trees. The importance of each hyperparameter is obtained by training a Random
Forest model of 100 regression trees to predict the performance of Stadion in terms of ARI given
the set of hyperparameters. Then, the variance of the performance due to a given hyperparameter
is decomposed by marginalizing out the effects of all other parameters. It also allows to assess
interaction effects. Hence, the fANOVA framework provides insights on the overall importance of
hyperparameters and their interactions.
The maximum amount of noise εmax and the fineness of the grid are not included in the study, because
it is data-dependent and one can easily check if values are appropriate by looking at the paths. We
study the following discrete hyperparameter space:
• D ∈ {1, . . . , 10}
• noise is uniform or Gaussian
• Ω ∈ {2, 3, 5, 10, {2, . . . , 5}, {2, . . . , 10}, {10, . . . , 20}, {2, . . . 20}}
• s = ARI
K-means Ward GMM
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Figure 14: Box plots of the fANOVA importance of parameters and their interactions for Stadion-max
(left) and mean (right) across 73 artificial data sets, for three algorithms.
Before going any further, we would like to add a clarification on the causes of jumping. In section
3, we stated that the two causes of jumping are symmetries in the data and initialization. Indeed,
they are the only ones possible in our setting. But one aspect has not been addressed, whenever K
becomes large w.r.t. N . In this case, the effective initialization strategy no longer prevents jumping.
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Furthermore, if the size of clusters is very small, then small perturbations can drastically change
the solution, unlike when K << N with N sufficiently large. The latter can undeniably cause
jumping. That brings us to the conclusion that Stadion should not be used, with this formulation, for
applications with large K w.r.t N , for instance deduplication [54], and that further investigations are
needed in this context.
Figure 14 shows the contributions of hyperparameters and their interactions to the variance of ARI
performance, across 73 artificial data sets. Ω is by far the most important parameter, and this for two
reasons.
First, the size of the data N needed to obtain good estimations is relative to the number of clusters K.
More precisely, in our setting we only consider K << N . Whenever K is large w.r.t. N , jumping
due to "large K" can occur, which sometimes happens in within-cluster stability, where small clusters
might be split into up to 20 sub-clusters. This implies that even in presence of sub-clusters, high
values of K ′ in Ω will create instability and thus lead to low within-cluster stability. More precisely,
if K ≥ K?, then in general Ω will not affect within-cluster stability because it is already low. But
whenever K ≤ K?, within-stability is more impacted by large values of K ′ in Ω, and within-stability
paths for these specific values of K shift down, leading to higher Stadion paths. Second, ARI has
decreasing performance for large numbers of small clusters [49].
The second most important parameter is the interaction (D, Ω), for the same reason: large numbers
of clusters make estimating the within-cluster stability more difficult, and thus a higher number of
perturbations D is needed to obtain a good approximation.
B.2 Influence of D
The D hyperparameter defines the number of perturbed samples used in the stability computation
in (2) and (3). In our benchmark, we used D = 10. Surprisingly, a number of samples as low as
D = 1 already gives a good estimate of the expectation and the performance only slightly increases
with larger values of D. We perform an experiment by making D vary from 1 to 10, keeping other
hyperparameters fixed (uniform noise, Ω = {2, . . . , 10}), for the three algorithms and both Stadion
path aggregation strategies (max and mean), and measure performance in terms of ARI over 73
artificial benchmark data sets. Results on Figure 15 show that low D values have a higher variance
and slightly lower performance.
K-means Ward GMM
0.0
0.2
0.4
0.6
0.8
1.0
AR
I 1
2
3
4
5
6
7
8
9
10
K-means Ward GMM
0.0
0.2
0.4
0.6
0.8
1.0
AR
I 1
2
3
4
5
6
7
8
9
10
Figure 15: Box-plot of the ARI of partitions selected by Stadion-max (left) and mean (right) across
73 data sets, for three algorithms and different values of D, the number of samples in the stability
computation.
To quantify further the influence of this parameter, we followed the recommendation in [50] and used
the Friedman test [55] for comparisons on multiple data sets, in order to test against the null hypothesis
H0 stating that all parameters have equivalent performance. After rejectingH0, we performed the
pairwise post-hoc analysis recommended by [56] where the average rank comparison (e.g. Nemenyi
test) is replaced by a Wilcoxon signed-rank test [57] at α = 5% with a Holm-Bonferroni correction
procedure to control the family-wise error rate (FWER) [58, 59]. To visualize post-hoc test results,
we use the critical difference (CD) diagram [50], where a thick horizontal line shows groups (cliques)
of classifiers that are not significantly different in terms of performance. In all but one case, the
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Friedman test could not reject the null hypothesis. Only for the GMM algorithm and max aggregation,
the null hypothesis was rejected, leading to the critical difference diagrams on Figure 16.
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Figure 16: Critical difference diagrams after Wilcoxon-Holms test (α = 5%) on GMM performance,
for Stadion-max with uniform (left) and Gaussian (right) noise, for different values of D, the number
of perturbations in the stability computation.
The number of samples D has a negligible impact on the performance of our method. We assume it
is due to the fact that in our setting, instability is caused by jittering at cluster boundaries, which does
not vary much from one perturbation to another with reasonable amounts of data. On the contrary,
sampling-based stability methods that rely on jumping require a much higher number of samples (for
instance, [16] use 100 samples and [17] use 20 samples). As a conclusion, we recommend using
D ≥ 5, but if computation time is costly, D = 1 can be used safely to cut down complexity.
B.3 Influence of noise type
We experiment with two types of ε-additive noise perturbation: uniform noise and Gaussian noise.
As previously, we report the distributions of performance in terms of ARI across 73 artificial data
sets for both noise types on Figure 17 (with D = 10 and Ω = {2, . . . , 10}).
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Figure 17: Box plots of the ARI of partitions selected by Stadion-max (left) and mean (right) across
73 artificial data sets, for three algorithms, using uniform or Gaussian noise perturbation.
To assess the difference between both noise types, we perform the Wilcoxon signed-rank test on the
performance results (at confidence level α = 5%). For every algorithm and Stadion path aggregation,
the test did not reject the null hypothesis. Thus, either uniform or Gaussian noise can be used.
B.4 Influence of Ω
The Ω hyperparameter is a set defining the numbers of clusters used to cluster again each cluster of
the original partition. We perform an experiment by varying Ω, keeping other hyperparameters fixed
(uniform noise, D = 10), for both Stadion path aggregation strategies (max and mean), and measure
performance in terms of ARI over 73 artificial benchmark data sets.
Results in Figure 18 demonstrate that Ω does not have, in most cases, a big impact on the performance
of Stadion. This does not contradict the results of the fANOVA. Indeed, Ω has the largest variance
contribution to the performance, but this variance remains small, and overall Stadion is robust for
reasonable choices of the parameter, such as {2, . . . , 5} or {2, . . . , 10}. Ward linkage is the most
influenced by the choice of Ω. We guess the main reason is that agglomerative clustering algorithms
are not robust to noise [33]. Critical difference diagrams after Wilcoxon-Holms test on performance
are given in Figures (19, 20, 21). None of them showed significant differences, indicating that there is
not enough data to conclude. However, small values in Ω seem to perform better, which confirms the
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Figure 18: Box plots of ARI of partitions selected by Stadion-max (left) and mean (right) across 73
artificial data sets, for three algorithms and different sets Ω (numbers of clusters used in within-cluster
stability).
previous claim that large values of K ′ in Ωnegatively impact performance. In particular, the range
{2, . . . , 10} used in our benchmark performs well across all algorithms.
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Figure 19: Critical difference diagrams after Wilcoxon-Holms test on K-means performance, for
different values of Ω, the set of parameters used in within-cluster stability computation.
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Figure 20: Critical difference diagrams after Wilcoxon-Holms test on Ward performance, for different
values of Ω, the set of parameters K used in within-cluster stability computation.
B.5 Similarity measure analysis
An extensive study was conducted to compare similarity measures (or distances) between partitions,
noted s in the stability computations (2, 3). Note that all definitions and formulae are available in
Appendix D. The first five are count-based measures and were compared in a study [60]:
• RI: Rand Index [61]
• ARI1: Hubert and Arabie’s Adjusted Rand Index [62]
• ARI2: Morey and Agresti’s Adjusted Rand Index [63]
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Figure 21: Critical difference diagrams after Wilcoxon-Holms test on GMM performance, for
different values of Ω, the set of parameters K used in within-cluster stability computation. With
Stadion-mean, the Friedman test could not rejectH0.
• FM: Fowlkes and Mallows index [64]
• JACC: Jaccard index
Throughout the paper, ARI was referring to ARI1 and the two terms are now used interchangeably.
Following information theoretic measures [36] are also compared in this work:
• MI: Mutual Information
• AMI: Adjusted Mutual Information
• VI: Variation of Information
• NVI: Normalized Variation of Information
• ID: Information Distance
• NID: Normalized Information Distance
• NMI1: Normalized Mutual Information, with max normalization
• NMI2: Normalized Mutual Information, with min normalization
• NMI3: Normalized Mutual Information, with geometric mean normalization
• NMI4: Normalized Mutual Information, with arithmetic mean normalization
• NMI5: Normalized Mutual Information, with joint entropy normalization
Table 4 compares measures by counting the number of data sets where Stadion selected the true
number of clusters. Our results confirm that adjusted measures are generally preferable [36]. However,
for particular applications, for instance large numbers of clusters or small number of observations,
other measures might be better suited. On average, the best-performing measure is ARI1, but the
average number of wins is not sufficient to conclude.
Table 4: Comparison of similarity measures s used in Stadion computation. Number of correct
numbers of clusters for each algorithm and aggregation (with uniform noise, D = 10 and Ω =
{2, . . . , 10}).
Stadion-max Stadion-mean
measure K-means Ward GMM K-means Ward GMM average wins
ARI1 56 54 56 48 49 43 51.0
ARI2 56 54 56 48 49 43 51.0
AMI 54 52 55 48 49 45 50.5
NID 54 52 55 48 49 45 50.5
NMI1 54 52 55 48 49 45 50.5
NMI4 54 51 55 48 49 46 50.5
NMI3 54 51 56 48 46 38 48.8
NMI2 53 52 55 50 47 34 48.5
NMI5 53 48 56 43 50 41 48.5
NVI 53 47 56 42 50 41 48.2
FM 47 56 51 48 41 45 48.0
JACC 45 55 50 38 44 45 46.2
ID 32 55 39 47 35 47 42.5
VI 35 56 34 47 34 45 41.3
RI 23 21 46 43 35 31 33.2
MI 8 11 18 17 15 13 13.7
In order to asses which measures are significantly different, we perform a statistical test. However,
we cannot use a signed-rank test as previously, because we can no longer use the ARI score as an
external performance measure. Our experiments have shown that the choice of the performance
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metric introduces a bias, favoring different similarity or distance measures used inside Stadion. For
instance, using ARI as the performance measure has lead to higher performance for s = ARI and
equivalently for the other measures. Thus, the only way to compare a partition with the ground-truth
is whether it has found the correct number of clusters K? or not. Under this limitation, the only
test at our disposal is the sign test, which compares the number of successes/losses/ties for each
pair of methods, where success indicates if a method selected K? and not the other. The sign test
uses a binomial test, assuming that if two methods are equivalent, they should each succeed on
approximately half of the data sets. The results of the sign test is represented on Figure 22. As before,
we control the FWER at α = 5% using the Holm-Bonferroni procedure for multiple comparisons.
ARI1 ARI2 FM AMI NMI1 NMI2 NMI3 NMI4 NMI5 NID NVI JACC ID VI MI RI
ARI1
ARI2
FM
AMI
NMI1
NMI2
NMI3
NMI4
NMI5
NID
NVI
JACC
ID
VI
MI
RI
1.0 0.02 0.07 0.07 0.04 0.04 0.04 0.04 0.07 0.04 0.0 0.0 0.0 0.0 0.0
1.0 0.02 0.07 0.07 0.04 0.04 0.04 0.04 0.07 0.04 0.0 0.0 0.0 0.0 0.0
0.02 0.02 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.03 0.0 0.0 0.0 0.0
0.07 0.07 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.17 0.03 0.05 0.0 0.0
0.07 0.07 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.17 0.03 0.05 0.0 0.0
0.04 0.04 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.21 0.04 0.06 0.0 0.0
0.04 0.04 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.24 0.04 0.08 0.0 0.0
0.04 0.04 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.24 0.04 0.08 0.0 0.0
0.04 0.04 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.21 0.04 0.08 0.0 0.0
0.07 0.07 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.17 0.03 0.05 0.0 0.0
0.04 0.04 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.21 0.04 0.08 0.0 0.0
0.0 0.0 0.03 0.17 0.17 0.21 0.24 0.24 0.21 0.17 0.21 0.22 0.45 0.0 0.0
0.0 0.0 0.0 0.03 0.03 0.04 0.04 0.04 0.04 0.03 0.04 0.22 1.0 0.0 0.0
0.0 0.0 0.0 0.05 0.05 0.06 0.08 0.08 0.08 0.05 0.08 0.45 1.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
p-value
0 rejected
0 not rejected
Figure 22: Matrix of p-values after a pairwise sign test comparing different similarity measures and
distances between clusterings used in Stadion, here with K-means (uniform noise, D = 10 and
Ω = {2, . . . , 10}). The null hypothesis H0, that two measures are equivalent, is tested at α = 5%
confidence, using Holm-Bonferroni correction to control the FWER.
The matrix of p-values exhibits a block structure with on one hand, the majority of measures that
perform well with Stadion, and on the other hand, the MI and RI, which perform poorly (because
they scale with K). In addition, ARI are significantly superior to JACC, ID and VI. However, due to
the high number of ties, the low power of the sign test and insufficiency of data, we cannot reach
any further conclusions. This structure remains across all three tested algorithms and Stadion path
aggregations. As a conclusion, we recommend using ARI1 with the Stadion criterion, but several
similarity measures between partitions are well-suited to measure stability.
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C Pseudo-code and complexity
C.1 Pseudo-code
Input: algorithm A; data set X; reference clustering CK ; parameter K; perturbations D; similarity
measure s; noise amplitude ε
Output: between-cluster stability StabB(A,X, CK ,K, ε)
bstab← 0 ;
for d = 1 . . . D do
Generate random noise  ∼ U(−ε,+ε) or N (0, εI) ;
Xd ← X +  ;
bstab← bstab + s (CK ,A(Xd,K)) ;
end
Return bstab/D ;
Algorithm 1: Between-cluster stability procedure.
Input: algorithm A; data set X; set of parameters Ω; reference clustering CK ; perturbations D;
similarity measure s; noise amplitude ε
Output: within-cluster stability StabW(A,X, CK ,K,Ω, ε)
wstab← 0 ;
N ← |X| ;
for k = 1 . . .K do
Ck ← k-th cluster of X in reference clustering CK ;
Nk ← |Ck| ;
bstab← 0 ;
for K ′ in Ω do
Q(k)K′ ← A(Ck,K ′) ;
bstab← bstab + StabB(A, Ck,Q(k)K′ ,K ′) ;
end
bstab← bstab/|Ω| ;
wstab← wstab + bstab× NkN ;
end
Return wstab ;
Algorithm 2: Within-cluster stability procedure.
C.2 Complexity study
Let A(K,N) be the time complexity of the algorithm with parameter K and a data set of size N ,
assuming the data dimension is fixed. In addition, let S(K,N) be the complexity of the similarity
measure s, D the number of perturbations and M the length of the stability path.
Between-cluster stability The complexity for a given parameter K (assuming the complexity of
perturbation is negligible) is O ((A(K,N) + S(K,N))DM).
Within-cluster stability For a given parameter K and a set of parameters Ω = {2, . . . ,K ′},
the amount of operations is
∑K
k=1
∑K′
k′=2(A(k
′, Nk) + S(k′, Nk))DM , which can be bounded by
O (KK ′(A(K ′, N) + S(K ′, N))DM).
In the case of K-means, we have A(K,N) = O(KNTI), where T is the number of iterations until
convergence of the algorithm, and I the number of runs. Then, ARI is linear: S(K,N) = O(N).
Overall, we obtain a complexity for Stadion with K-means and ARI equal to O(KK ′2NTIDM).
The influence studies showed that Ω can be set to a small range, e.g. {2, . . . , 5} or {2, . . . , 10}, and
that D can be kept very low. Thus, complexity in K ′ and D is manageable. Thus, complexity of
Stadion is mainly driven by O(KNTIM).
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Input: algorithm A; data set X; maximum number of clusters Kmax; perturbations D; similarity
measure s; grid of noise amplitudes {εi}1≤i≤M with ε1 = 0 and εM = εmax
Output: selected number of clusters Kˆ
for K = 1 . . .Kmax do
CK ← A(X,K) ;
for i = 1 . . .M do
bstabi ← StabB(A,X, CK ,K, εi) ;
wstabi ← StabW(A,X, CK ,K,Ω, εi) ;
stadioni ← bstabi − wstabi ;
end
end
Kˆ ← argmax
K
max
i
stadion or argmax
K
mean
i
stadion ;
Return Kˆ ;
Algorithm 3: Complete procedure for selecting the number of clusters Kˆ using Stadion paths, with
max (Stadion-max) or mean (Stadion-max) aggregation.
The extended version avoids running the algorithm again for each perturbation D, getting rid of the
T and I factors. For K-means, we only have to find the closest centers, which is O(KN). Thus, we
have an overall complexity of O(KK ′2NDM).
In regard, internal indices relying on between-cluster and within-cluster distances have a complexity
of O(N2) or O(KN) with centroid distance. Thus, the cost of having to run the algorithm several
times may be smaller than a quadratic index, if N is large and the algorithm is linear.
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D Definition of similarity measures between partitions
This section provides formulae for every clustering measure used in this work to compute a similarity
or distance between two partitions. These can be broadly divided into two families: pair counting-
based measures (e.g. Rand index) and information theoretic measures (e.g. MI, VI, ID) [36].
D.1 Contingency matrix
The measures for comparing two clusterings CK and C′K′ can be obtained from the contingency
table of the partitions. The contingency table is a K ×K ′ matrix, whose kk′-th element Nkk′ is the
number of points belonging to cluster Ck in clustering CK and to cluster C ′k′ in clustering C′K′ , i.e.
Nkk′ = |Ck ∩ C ′k′ |. Any pair of samples falls under one of four cases:
1. N11 the number of pairs that are in the same cluster under both CK and C′K′
2. N00 the number of pairs in different clusters under both CK and C′K′
3. N10 the number of pairs in the same cluster under CK but not under C′K′
4. N01 the number of pairs in the same cluster under CK but not under C′K′
D.2 Rand Index
The Rand index [61] is defined as
RI =
N00 +N11
N00 +N11 +N01 +N10
=
N00 +N11(
N
2
) . (5)
The Rand index is a value between 0 and 1, a value of 0 indicating that the clusterings do not agree
on any pair of points, and a value of 1 indicating an agreement for every pair of points.
D.3 Adjusted Rand Index
The Adjusted Rand index is a version of the RI that is corrected by the expected index value. It can
yield negative values if the index is lower than the expected value. The expression of the ARI is:
ARI1 =
2(N00N11 −N01N10)
(N00 +N01)(N01 +N11)− (N00 +N10)(N10 +N11) . (6)
D.4 Fowlkes-Mallows
FM =
N11√
(N11 +N10)(N00 +N01)
. (7)
D.5 Jaccard
JACC =
N11
N01 +N10 +N11
. (8)
D.6 Mutual Information and variants
Let P (k, k′) represent the probability that a sample belongs to Ck in clustering CK and to C ′k′ in C′K′ ,
namely the joint distribution of the random variables associated with the two clusterings:
P (k, k′) =
|Ck ∩ C ′k′ |
N
. (9)
We define I(CK , C′K′) the mutual information between the clusterings CK , C′K′ to be equal to the
mutual information between the associated random variables
I(CK , C′K′) =
∑
k
∑
k′
P (Ck ∩ C ′k′) log
P (Ck ∩ C ′k′)
P (Ck)P (C ′k′)
. (10)
26
Mutual information measures the information that CK and C′K′ share: it tells how much knowing
one of these clusterings reduces our uncertainty about the other. Let us call H(CK) the entropy of
partition CK :
H(CK) = −
∑
k
P (Ck) logP (Ck) = −
∑
k
|Ck|
N
log
|Ck|
N
. (11)
Entropy is always positive. It takes value 0 only when there is no uncertainty, namely when there is a
single cluster. We can now define the different variants of the Normalized Mutual Information:
NMI1(CK , C′K′) =
I(CK , C′K′)
max (H(CK),H(C′K′))
, (12)
NMI2(CK , C′K′) =
I(CK , C′K′)
min (H(CK),H(C′K′))
, (13)
NMI3(CK , C′K′) =
I(CK , C′K′)√
H(CK)H(C′K′)
, (14)
NMI4(CK , C′K′) =
2I(CK , C′K′)
H(CK) + H(C′K′)
, (15)
NMI5(CK , C′K′) =
I(CK , C′K′)
H(CK , C′K′)
. (16)
Finally the AMI is defined as
AMI(CK , C′K′) =
I(CK , C′K′)− E[I(CK , C′K′)]
max (H(CK),H(C′K′))− E[I(CK , C′K′)]
, (17)
where E[I(CK , C′K′)] is the expected mutual information between two clusterings CK , C′K′ as defined
in [36].
D.7 Variation of Information
The variation of information is defined as
VI(CK , C′K′) = H(CK , C′K′)− I(CK , C′K′), (18)
and its normalized version as
NVI(CK , C′K′) = 1−
I(CK , C′K′)
H(CK , C′K′)
. (19)
Unlike all previously introduced measures, the VI measures dissimilarity instead of similarity.
D.8 Information Distance
The expression of Information Distance is:
ID(CK , C′K′) = max(H(CK),H(C′K′))− I(CK , C′K′). (20)
The normalized variant, NID, is both a distance and a normalized measure:
NID(CK , C′K′) = 1−
I(CK , C′K′)
max(H(CK),H(C′K′))
. (21)
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E Benchmark results
E.1 Results analysis
A large benchmark on 73 artificial and 7 real data sets compares the solutions selected by Stadion
with the true number of clusters K?, a selection of internal indices including the Gap statistic for
K-means, the BIC for GMM and two previous stability methods. As summarized in Table 1, Stadion
achieves the best results overall, and other internal indices such as Wemmert-Gancarski and Silhouette
also perform well. In particular, with GMM, it outperforms the BIC on both the artificial and real
benchmark, although BIC is a standard choice and a strong baseline in model-based clustering. Note
that Stadion and BIC were evaluated for K ≥ 1, while all other methods used K ≥ 2. This slightly
favors the latter methods, because many data sets have K? = 2, thus on data sets where the algorithm
fails to recover structure, Stadion will select K = 1 while most indices output K = 2 as a default. In
order to assess the statistical significance of those results and determine which methods really are
different, we adopt the same methodology as previously and carry out a Friedman test followed by
Wilcoxon-Holms post-hoc analysis on the ARI performances of each method, across our benchmark
of 73 artificial data sets and for the three algorithms considered in this work.
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Figure 23: Critical difference diagram after Wilcoxon-Holms test on ARI performance across 73
artificial data sets comparing several clustering validation methods for the K-means algorithm.
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Figure 24: Critical difference diagram after Wilcoxon-Holms test on ARI performance across 73
artificial data sets comparing several clustering validation methods for the Ward algorithm.
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Figure 25: Critical difference diagram after Wilcoxon-Holms test on ARI performance across 73
artificial data sets comparing several clustering validation methods for the GMM algorithm.
As shown on the CD diagrams in Figures (23, 24, 25), Stadion seems to outperform other indices.
However, the signed-rank Wilcoxon-Holms test on ARI performance did not assess significant
difference between the group of best-performing methods. The main reason is that ARI performance
is evaluated on partitions that are fixed for any given K. In contrast to supervised learning (using
accuracy), here the methods are often attributed the same ARI scores, since they often find the same
number of clusters. In other words, methods mostly succeed and fail on the same data sets. This
implies a large number of ties in terms of ARI score. Under these conditions, the experimental data is
not sufficient to reach any conclusion regarding the statistical superiority of our method.
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Table 5: Performance rankings of clustering validation methods, evaluated with 16 external indices
w.r.t. the ground-truth partitions, over 73 data sets for K-means. Rankings are mostly unchanged.
Stadion Stadion
ARIK? max mean max (ext) mean (ext) WG Sil Lange DB RT CH Dunn XB Gap Ben-Hur
RI 6.43 6.15 6.26 5.97 6.35 6.66 7.71 8.51 8.09 8.36 8.40 9.82 9.95 10.36 10.99
ARI1 6.47 6.02 6.12 6.13 6.42 6.62 7.51 7.93 8.12 8.19 8.71 10.11 10.27 10.38 10.99
ARI2 6.47 6.02 6.12 6.13 6.42 6.62 7.51 7.93 8.12 8.19 8.71 10.11 10.27 10.38 10.99
FM 6.42 5.96 6.32 6.02 6.42 6.54 7.42 8.21 8.06 8.12 8.73 10.10 10.27 10.23 11.18
JACC 6.39 5.96 6.36 6.03 6.45 6.62 7.34 8.16 7.98 8.16 8.77 10.14 10.32 10.23 11.09
AMI 6.03 6.11 6.07 6.10 6.54 6.62 7.47 8.18 7.73 8.49 8.52 10.41 10.58 10.19 10.95
MI 7.68 7.62 7.55 6.94 6.84 8.23 9.09 9.90 8.27 8.60 6.34 7.66 6.80 9.86 8.61
NID 6.03 6.11 6.07 6.10 6.54 6.62 7.47 8.18 7.73 8.49 8.52 10.41 10.58 10.19 10.95
ID 5.88 6.07 6.04 6.20 6.68 6.60 7.25 7.93 7.80 8.58 8.84 10.52 10.70 10.07 10.86
NVI 6.32 6.29 6.25 6.03 6.35 6.58 7.51 8.32 7.91 8.27 8.42 10.18 10.34 10.32 10.91
VI 6.29 6.04 6.22 6.24 6.57 6.51 7.07 7.85 7.87 8.33 8.90 10.38 10.64 10.00 11.08
NMI1 6.03 6.11 6.07 6.10 6.54 6.62 7.47 8.18 7.73 8.49 8.52 10.41 10.58 10.19 10.95
NMI2 9.50 8.26 8.49 7.86 7.60 8.59 8.64 8.38 8.51 7.90 7.21 6.42 5.89 8.93 7.82
NMI3 6.42 6.38 6.21 6.08 6.23 6.57 7.59 8.44 7.90 8.30 8.34 10.04 10.21 10.47 10.84
NMI4 6.32 6.29 6.25 6.03 6.35 6.58 7.51 8.32 7.91 8.27 8.42 10.18 10.34 10.32 10.91
NMI5 6.32 6.29 6.25 6.03 6.35 6.58 7.51 8.32 7.91 8.27 8.42 10.18 10.34 10.32 10.91
Table 6: Performance rankings of clustering validation methods, evaluated with 16 external indices
w.r.t. the ground-truth partitions, over 73 data sets for Ward. Rankings are mostly unchanged.
ARIK? Stadion-max Stadion-mean WG Sil Lange DB RT CH Dunn XB Ben-Hur
RI 4.92 5.42 5.93 5.60 6.58 6.49 6.60 7.10 6.87 7.53 7.34 7.63
ARI1 4.77 5.25 5.80 5.40 6.47 6.53 6.45 6.97 7.14 7.77 7.61 7.86
ARI2 4.77 5.25 5.80 5.40 6.47 6.53 6.45 6.97 7.14 7.77 7.61 7.86
FM 4.89 5.15 5.74 5.47 6.41 6.25 6.57 7.12 7.24 7.89 7.68 7.59
JACC 4.84 5.15 5.73 5.52 6.40 6.18 6.49 7.15 7.29 7.95 7.73 7.58
AMI 4.42 5.45 5.95 5.66 6.40 6.13 6.46 7.12 7.24 7.89 7.69 7.59
MI 5.88 6.44 6.39 6.40 7.44 7.45 6.47 6.61 5.21 6.38 5.62 7.73
NID 4.42 5.45 5.95 5.66 6.40 6.13 6.46 7.12 7.24 7.89 7.69 7.59
ID 4.40 5.36 5.85 5.61 6.36 6.02 6.54 7.13 7.35 7.98 7.78 7.63
NVI 4.95 5.45 5.92 5.51 6.48 6.25 6.45 6.99 7.09 7.74 7.54 7.64
VI 4.78 5.30 5.70 5.62 6.19 6.09 6.42 7.15 7.38 8.03 7.83 7.52
NMI1 4.42 5.45 5.95 5.66 6.40 6.13 6.46 7.12 7.24 7.89 7.69 7.59
NMI2 7.85 7.50 7.30 6.68 6.34 6.77 6.48 5.92 6.21 5.21 5.23 6.51
NMI3 4.96 5.44 5.95 5.53 6.51 6.27 6.46 7.01 7.05 7.68 7.50 7.64
NMI4 4.95 5.45 5.92 5.51 6.48 6.25 6.45 6.99 7.09 7.74 7.54 7.64
NMI5 4.95 5.45 5.92 5.51 6.48 6.25 6.45 6.99 7.09 7.74 7.54 7.64
That said, some conclusions can still be drawn. Stadion (mean/max, extended or standard) performs
significantly better than Ben-Hur, Gap, Xie-Beni, Dunn, Calinski-Harabasz, Ray-Turi and Davies-
Bouldin indices for the K-means algorithm. Similarly for GMM, Stadion-max performs significantly
better than the same groups of indices. Finally for Ward, Stadion-max performs significantly better
than Ben-Hur, Xie-Beni, Dunn, Calinsky-Harabasz and Ray-Turi. Overall, Stadion-mean had slightly
inferior performance than Stadion-max, but this was not significant.
Note that performance is evaluated using the external index ARI (w.r.t. the ground-truth partition),
while Stadion also uses s = ARI as its similarity measure to estimate stability. It would be reasonable
to expect this situation to introduce some kind of bias. However, results are not biased in favor of
Stadion, as shown by Tables (5, 6, 7). Indeed, the ranking almost never changed while using different
external indices to evaluate performance of Stadion, and keeping s = ARI.
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Table 7: Performance rankings of clustering validation methods, evaluated with 16 external indices
w.r.t. the ground-truth partitions, over 73 data sets for GMM. Rankings are mostly unchanged.
ARIK? Stadion-max Stadion-mean BIC WG Sil Lange DB RT CH Dunn XB Ben-Hur
RI 5.04 5.55 6.59 6.73 5.82 7.13 7.35 7.40 7.77 7.18 7.72 7.75 8.98
ARI1 5.05 5.59 6.79 6.45 5.77 7.01 6.99 7.29 7.68 7.43 7.92 8.19 8.85
ARI2 5.05 5.59 6.79 6.45 5.77 7.01 6.99 7.29 7.68 7.43 7.92 8.19 8.85
FM 5.15 5.62 6.85 6.84 5.64 6.87 6.92 7.18 7.47 7.29 7.90 8.10 9.17
JACC 5.15 5.62 6.85 6.84 5.64 6.87 6.92 7.18 7.47 7.31 7.90 8.09 9.17
AMI 4.89 5.50 6.78 6.53 5.75 6.86 7.21 7.48 7.68 7.40 7.82 8.14 8.95
MI 6.25 6.34 6.42 7.08 7.11 8.03 8.41 6.64 7.45 5.94 6.95 6.52 7.88
NID 4.89 5.50 6.67 6.37 5.75 6.86 7.21 7.62 7.82 7.40 7.82 8.28 8.82
ID 4.88 5.57 6.77 6.52 5.64 6.73 7.06 7.63 7.70 7.39 7.82 8.36 8.94
NVI 5.12 5.58 6.70 6.51 5.72 6.76 7.16 7.34 7.82 7.38 7.86 8.24 8.82
VI 5.29 5.68 6.92 6.64 5.54 6.62 6.94 7.15 7.60 7.42 7.87 8.31 9.02
NMI1 4.89 5.50 6.78 6.53 5.75 6.86 7.21 7.48 7.68 7.40 7.82 8.14 8.95
NMI2 7.86 7.14 6.88 8.08 7.23 6.65 7.76 6.47 6.95 6.87 5.58 5.77 7.76
NMI3 5.12 5.58 6.92 6.78 5.72 6.76 7.13 7.14 7.66 7.32 7.80 8.05 9.02
NMI4 5.12 5.58 6.81 6.67 5.72 6.76 7.16 7.21 7.68 7.38 7.86 8.10 8.95
NMI5 5.12 5.58 6.81 6.67 5.72 6.76 7.16 7.21 7.68 7.38 7.86 8.10 8.95
Table 8: Performance rankings of clustering validation methods, evaluated with ARI w.r.t. the
ground-truth partitions, over 73 data sets for the three algorithms. Five poorly-performing indices
that were omitted in this work for sake of brevity were added.
Method K-means Ward GMM
K? 7.08 5.33 5.74
Stadion-max 6.63 6.11 -
Stadion-mean 6.72 6.73 -
Stadion-max (ext) 6.67 - 6.42
Stadion-mean (ext) 7.05 - 7.88
BIC - - 7.69
Wemmert-Gancarski 7.42 6.16 6.55
Silhouette 8.44 7.54 8.26
Lange 9.08 7.51 8.31
Davies-Bouldin 9.23 7.31 8.54
Ray-Turi 9.29 8.06 9.15
Calinski-Harabasz 9.68 8.20 8.55
SDbw [14] 11.14 9.87 10.56
Dunn 11.76 9.32 9.40
Xie-Beni 12.05 9.32 9.77
Gap statistic 12.12 - -
Ben-Hur 12.86 9.53 10.86
C-index [14] 12.94 10.48 10.71
Banfield-Raftery [14] 16.42 13.64 14.62
SD [14] 16.67 14.05 14.23
Scott-Symons [14] 16.75 13.83 13.77
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E.2 Complete results on real-world and artificial data sets
Table 9: Results for K-means on real data sets (number of clusters selected by each method).
Stadion Stadion
dataset K? max mean max (ext) mean (ext) WG Sil Lange DB RT CH Dunn XB Gap Ben-Hur
crabs 4 4 4 5 5 4 4 4 4 4 28 30 24 2 5
faithful 2 2 2 2 2 2 2 2 2 2 2 26 28 2 2
iris 3 2 2 2 2 2 2 2 30 30 2 2 30 6 2
MFDS_UMAP 10 10 10 10 10 10 10 8 10 10 30 8 8 3 5
MNIST_UMAP 10 10 8 8 8 10 7 7 7 7 30 7 7 3 14
USPS_UMAP 10 8 5 8 8 5 5 4 5 5 29 5 5 13 8
wine_UMAP 3 3 3 3 3 3 3 3 3 3 30 3 3 3 4
Number of wins 7 5 4 3 3 5 4 3 4 4 1 1 1 2 1
Table 10: Results for K-means on real data sets (ARI of the partition selected by each method).
Stadion Stadion
dataset K? ARIK? max mean max (ext) mean (ext) WG Sil Lange DB RT CH Dunn XB Gap Ben-Hur
crabs 4 0.72 0.72 0.72 0.70 0.70 0.72 0.72 0.72 0.72 0.72 0.19 0.18 0.22 0.40 0.70
faithful 2 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.07 0.07 0.99 0.99
iris 3 0.62 0.57 0.57 0.57 0.57 0.57 0.57 0.57 0.13 0.13 0.57 0.57 0.13 0.35 0.57
MFDS_UMAP 10 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.77 0.94 0.94 0.51 0.77 0.77 0.34 0.54
MNIST_UMAP 10 0.92 0.92 0.77 0.77 0.77 0.92 0.65 0.65 0.65 0.65 0.46 0.65 0.65 0.30 0.81
USPS_UMAP 10 0.69 0.75 0.50 0.75 0.75 0.50 0.50 0.44 0.50 0.50 0.39 0.50 0.50 0.66 0.75
wine_UMAP 3 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.11 0.80 0.80 0.80 0.69
Average ARI 0.81 0.81 0.76 0.79 0.79 0.78 0.74 0.71 0.68 0.68 0.46 0.51 0.45 0.55 0.72
Average rank 4.50 4.93 6.57 6.29 6.29 6.00 7.21 8.64 8.29 8.29 12.21 10.57 11.50 10.57 8.14
Table 11: Results for Ward on real data sets (number of clusters selected by each method).
dataset K? Stadion-max Stadion-mean WG Sil Lange DB RT CH Dunn XB Ben-Hur
crabs 4 4 1 5 4 4 28 5 30 29 30 6
faithful 2 2 2 2 2 2 2 2 2 2 2 2
iris 3 2 2 2 2 2 2 2 2 2 2 2
MFDS_UMAP 10 10 10 10 10 10 10 10 30 8 8 5
MNIST_UMAP 10 7 8 10 7 7 7 7 11 7 7 2
USPS_UMAP 10 5 5 5 5 5 5 5 30 5 5 8
wine_UMAP 3 3 3 3 3 3 3 3 30 3 3 4
Number of wins 7 4 3 4 4 4 3 3 1 2 2 1
Table 12: Results for Ward on real data sets (ARI of partition selected by each method).
dataset K? ARIK? Stadion-max Stadion-mean WG Sil Lange DB RT CH Dunn XB Ben-Hur
crabs 4 0.66 0.66 0.00 0.64 0.66 0.66 0.18 0.64 0.17 0.17 0.17 0.60
faithful 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
iris 3 0.63 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54
MFDS_UMAP 10 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.52 0.77 0.77 0.54
MNIST_UMAP 10 0.93 0.65 0.77 0.93 0.65 0.65 0.65 0.65 0.89 0.65 0.65 0.19
USPS_UMAP 10 0.69 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.39 0.50 0.50 0.73
wine_UMAP 3 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.11 0.80 0.80 0.69
Average ARI 0.81 0.73 0.65 0.77 0.73 0.73 0.66 0.73 0.52 0.63 0.63 0.61
Average rank 3.36 5.86 7.64 5.36 5.86 5.86 7.29 6.29 8.86 7.79 7.57 7.93
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Table 13: Results for GMM on real data sets (number of clusters selected by each method).
dataset K? Stadion-max (ext) Stadion-mean (ext) BIC WG Sil Lange DB RT CH Dunn XB Ben-Hur
crabs 4 4 9 4 4 4 4 24 4 19 21 21 4
faithful 2 2 2 2 2 2 2 2 2 2 2 2 2
iris 3 2 2 2 2 2 2 30 30 2 2 30 2
MFDS_UMAP 10 10 10 18 10 10 9 10 10 10 8 8 2
MNIST_UMAP 10 10 9 19 9 7 7 7 7 11 7 7 4
USPS_UMAP 10 9 9 19 5 5 5 5 5 17 2 2 2
wine_UMAP 3 3 3 4 3 3 3 3 3 3 3 3 4
Number of wins 7 5 3 2 4 4 3 3 4 3 2 2 2
Table 14: Results for GMM on real data sets (ARI of the partion selected by each method).
dataset K? ARIK? Stadion-max (ext) Stadion-mean (ext) BIC WG Sil Lange DB RT CH Dunn XB Ben-Hur
crabs 4 0.79 0.79 0.55 0.79 0.79 0.79 0.79 0.30 0.79 0.33 0.32 0.32 0.79
faithful 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
iris 3 0.90 0.57 0.57 0.57 0.57 0.57 0.57 0.15 0.15 0.57 0.57 0.15 0.57
MFDS_UMAP 10 0.94 0.94 0.94 0.78 0.94 0.94 0.85 0.94 0.94 0.94 0.77 0.77 0.14
MNIST_UMAP 10 0.93 0.93 0.84 0.67 0.84 0.65 0.65 0.65 0.65 0.89 0.65 0.65 0.40
USPS_UMAP 10 0.70 0.76 0.76 0.56 0.50 0.50 0.50 0.50 0.50 0.63 0.19 0.19 0.19
wine_UMAP 3 0.80 0.80 0.80 0.68 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.80 0.68
Average ARI 0.87 0.83 0.78 0.72 0.78 0.75 0.74 0.62 0.69 0.74 0.61 0.55 0.54
Average rank 3.93 4.43 5.50 7.29 5.79 6.50 7.14 8.57 7.36 5.79 9.07 9.93 9.71
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Table 15: Results for K-means on artificial data sets (number of clusters selected by each method).
Stadion Stadion
dataset K? max mean max (ext) mean (ext) WG Sil Lange DB RT CH Dunn XB Gap Ben-Hur
2d-10c 9 9 8 9 9 9 9 3 9 9 20 5 5 9 3
2d-3c-no123 3 2 2 2 2 2 2 2 2 2 9 2 2 3 3
2d-4c 4 3 4 4 3 4 3 2 4 4 20 3 3 9 7
2d-4c-no4 4 7 5 14 12 5 5 5 5 7 8 2 2 8 8
2d-4c-no9 4 5 4 6 6 4 2 2 5 3 15 20 20 4 8
3clusters_elephant 3 2 3 3 3 2 2 3 2 2 2 20 20 2 3
4clusters_corner 4 3 3 3 3 2 2 4 2 2 2 2 2 3 4
4clusters_twins 4 6 6 6 6 2 2 2 2 2 2 2 2 3 3
5clusters_stars 5 5 5 5 5 3 3 3 3 3 5 20 20 3 6
A1 20 20 20 20 20 20 17 2 16 17 20 17 18 2 22
A2 35 37 38 38 36 34 34 7 34 32 36 37 37 14 2
curves1 2 2 2 2 2 2 2 2 2 2 20 2 2 2 2
D31 31 34 32 31 31 31 31 6 31 31 31 32 32 3 7
diamond9 9 9 9 9 9 9 9 9 9 9 9 9 9 3 5
dim032 16 17 17 16 16 16 16 16 16 16 16 16 16 17 14
dim064 16 16 16 16 16 16 16 16 16 16 16 16 16 17 14
dim1024 16 16 16 16 16 16 16 16 20 20 16 16 20 19 2
dim128 16 16 16 16 16 16 16 16 20 20 16 16 20 17 14
dim256 16 16 16 16 16 16 16 16 16 16 16 16 16 19 3
dim512 16 16 16 16 16 16 16 16 20 20 16 16 20 20 2
DS-577 3 3 3 3 3 3 3 3 3 3 3 3 3 3 5
DS-850 5 5 5 6 6 5 5 4 4 4 16 20 20 5 5
ds4c2sc8 8 7 7 7 7 7 6 7 7 6 16 20 20 2 7
elliptical_10_2 10 10 10 10 10 10 10 10 9 10 10 10 16 2 3
elly-2d10c13s 10 5 15 10 14 5 5 5 10 5 16 20 20 2 7
engytime 2 2 4 2 4 3 3 2 3 3 3 20 20 3 6
exemples1_3g 3 3 3 3 3 3 3 3 3 3 3 2 2 3 7
exemples10_WellS_3g 3 3 3 3 3 3 3 3 3 3 3 3 3 3 6
exemples2_5g 5 5 5 5 5 5 5 2 5 5 5 2 3 5 5
exemples3_Uvar_4g 4 6 6 9 9 6 5 6 5 9 6 7 7 3 8
exemples4_overlap_3g 3 3 3 3 5 3 3 3 3 3 5 14 14 3 4
exemples5_overlap2_3g 3 2 9 4 12 4 4 2 9 4 9 20 17 2 7
exemples6_quicunx_4g 4 4 4 4 4 4 4 4 4 4 4 4 4 4 7
exemples7_elbow_3g 3 3 3 3 3 3 3 3 3 3 3 2 3 3 7
exemples8_Overlap_Uvar_5g 6 5 5 5 5 4 3 3 4 3 5 19 19 3 7
exemples9_YoD_6g 6 5 5 5 5 5 5 2 5 5 6 2 5 5 6
fourty 40 39 39 40 39 39 39 40 34 24 40 23 23 2 4
g2-16 2 2 2 2 2 2 2 2 20 20 2 2 20 2 2
g2-2 2 2 4 2 16 2 2 2 19 9 2 18 18 2 4
g2-64 2 2 2 2 2 20 4 2 20 6 5 18 20 2 2
hepta 7 7 7 7 7 7 7 7 7 7 7 7 7 2 8
long1 2 2 2 2 2 2 4 2 4 4 12 2 2 4 4
long2 2 2 2 2 2 2 4 2 4 4 12 2 2 10 8
long3 2 2 2 2 2 2 2 2 3 4 10 2 2 3 3
longsquare 6 8 6 10 5 2 2 3 5 2 20 2 20 3 3
R15 15 15 15 15 15 15 8 15 15 15 15 8 8 2 8
s-set1 15 15 15 15 15 15 15 15 15 15 15 15 15 3 6
s-set2 15 15 15 15 15 15 15 2 15 15 15 15 15 3 5
s-set3 15 15 15 15 15 15 15 3 15 4 15 9 17 2 10
s-set4 15 15 15 15 15 15 14 2 14 11 15 20 20 3 8
sizes1 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
sizes2 4 4 4 4 4 4 4 4 4 4 4 3 3 6 6
sizes3 4 4 4 4 4 4 4 4 4 4 6 4 4 6 4
sizes4 4 4 4 4 4 4 4 4 4 4 6 2 2 2 4
sizes5 4 4 4 4 4 4 4 4 4 4 6 3 3 2 6
spherical_4_3 4 4 4 4 4 4 4 2 4 4 4 4 4 4 2
spherical_5_2 5 5 5 5 6 5 5 2 5 4 5 20 20 2 5
spherical_6_2 6 6 6 6 5 6 4 4 6 4 6 4 4 6 4
square1 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
square2 4 4 4 4 4 4 4 4 4 4 4 20 20 4 4
square3 4 4 4 4 4 4 4 4 4 4 4 20 20 4 5
square4 4 4 4 4 4 4 4 4 4 4 4 20 20 4 4
square5 4 4 4 4 4 4 4 4 4 4 4 20 18 3 4
st900 9 9 9 11 9 9 9 9 9 9 9 16 20 2 9
tetra 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
triangle1 4 5 5 7 6 4 4 4 4 4 6 4 4 6 7
triangle2 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5
twenty 20 21 21 20 20 20 20 20 20 20 20 20 20 2 2
twodiamonds 2 2 2 2 2 4 4 2 4 4 20 20 20 4 4
wingnut 2 1 1 2 6 2 2 2 20 4 20 20 20 2 8
xclara 3 3 3 3 3 3 3 2 3 3 3 2 2 3 7
zelnik2 3 8 5 11 9 15 3 2 5 12 20 20 20 3 3
zelnik4 5 8 8 10 9 8 4 4 4 13 20 20 20 8 3
Number of wins 73 50 51 56 48 53 46 45 40 37 41 26 22 26 20
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Table 16: Results for K-means on artificial data sets (ARI of the partition selected by each method).
Stadion Stadion
dataset K? ARIK? max mean max (ext) mean (ext) WG Sil Lange DB RT CH Dunn XB Gap Ben-Hur
2d-10c 9 1.00 1.00 0.99 1.00 1.00 1.00 1.00 0.48 1.00 1.00 0.65 0.69 0.69 1.00 0.48
2d-3c-no123 3 0.67 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.34 0.76 0.76 0.67 0.67
2d-4c 4 1.00 0.83 1.00 1.00 0.83 1.00 0.83 0.64 1.00 1.00 0.24 0.83 0.83 0.44 0.55
2d-4c-no4 4 0.74 0.64 0.71 0.48 0.50 0.71 0.71 0.71 0.71 0.64 0.58 0.73 0.73 0.58 0.58
2d-4c-no9 4 0.87 0.82 0.87 0.76 0.76 0.87 0.48 0.48 0.83 0.69 0.34 0.27 0.27 0.87 0.55
3clusters_elephant 3 0.74 0.61 0.74 0.74 0.74 0.61 0.61 0.74 0.61 0.61 0.61 0.17 0.17 0.61 0.74
4clusters_corner 4 0.58 0.92 0.92 0.92 0.92 0.74 0.74 0.44 0.74 0.74 0.74 0.74 0.74 0.28 0.44
4clusters_twins 4 0.66 0.65 0.65 0.65 0.65 0.28 0.28 0.74 0.28 0.28 0.28 0.28 0.28 0.92 0.92
5clusters_stars 5 0.71 0.71 0.71 0.71 0.71 0.53 0.53 0.53 0.53 0.53 0.71 0.28 0.28 0.53 0.58
A1 20 0.94 0.94 0.94 0.94 0.94 0.94 0.82 0.09 0.76 0.82 0.94 0.82 0.85 0.09 0.89
A2 35 0.90 0.96 0.95 0.95 0.93 0.91 0.91 0.28 0.91 0.88 0.93 0.92 0.92 0.50 0.06
curves1 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.10 1.00 1.00 1.00 1.00
D31 31 0.92 0.93 0.95 0.92 0.92 0.92 0.92 0.25 0.92 0.92 0.92 0.90 0.90 0.11 0.31
diamond9 9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.32 0.53
dim032 16 1.00 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88
dim064 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88
dim1024 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.11
dim128 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 0.99 1.00 0.88
dim256 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.18
dim512 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 0.99 0.99 0.12
DS-577 3 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.69
DS-850 5 0.88 0.87 0.87 0.83 0.83 0.88 0.88 0.76 0.76 0.76 0.46 0.37 0.37 0.88 0.87
ds4c2sc8 8 0.65 0.71 0.71 0.71 0.71 0.71 0.61 0.71 0.71 0.61 0.57 0.48 0.48 0.15 0.71
elliptical_10_2 10 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.88 0.98 0.98 0.98 0.80 0.19 0.28
elly-2d10c13s 10 0.34 0.34 0.36 0.34 0.36 0.34 0.34 0.34 0.34 0.34 0.34 0.29 0.29 0.10 0.34
engytime 2 0.81 0.81 0.50 0.81 0.50 0.56 0.56 0.81 0.56 0.56 0.56 0.10 0.10 0.56 0.31
exemples1_3g 3 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.57 0.57 0.96 0.50
exemples10_WellS_3g 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.58
exemples2_5g 5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.37 1.00 1.00 1.00 0.37 0.48 1.00 1.00
exemples3_Uvar_4g 4 0.53 0.78 0.78 0.79 0.79 0.78 0.79 0.78 0.79 0.79 0.78 0.81 0.81 0.49 0.80
exemples4_overlap_3g 3 0.59 0.59 0.59 0.59 0.28 0.59 0.59 0.58 0.59 0.59 0.28 0.10 0.10 0.59 0.35
exemples5_overlap2_3g 3 0.25 0.44 0.12 0.35 0.10 0.35 0.35 0.44 0.12 0.35 0.12 0.06 0.07 0.44 0.16
exemples6_quicunx_4g 4 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.63
exemples7_elbow_3g 3 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.51 0.97 0.97 0.56
exemples8_Overlap_Uvar_5g 6 0.76 0.83 0.83 0.83 0.83 0.61 0.56 0.71 0.61 0.56 0.83 0.30 0.30 0.71 0.51
exemples9_YoD_6g 6 0.76 0.83 0.83 0.83 0.83 0.83 0.83 0.45 0.83 0.83 0.76 0.45 0.83 0.83 0.76
fourty 40 0.85 0.94 0.94 0.85 0.94 0.94 0.94 1.00 0.82 0.69 0.85 0.67 0.67 0.05 0.13
g2-16 2 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.91 0.09 0.09 0.91 0.91 0.09 0.91 0.91
g2-2 2 0.25 0.25 0.11 0.25 0.03 0.25 0.25 0.25 0.03 0.06 0.25 0.03 0.03 0.25 0.11
g2-64 2 1.00 1.00 1.00 1.00 1.00 0.10 0.50 1.00 0.10 0.33 0.42 0.12 0.10 1.00 1.00
hepta 7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.27 0.96
long1 2 1.00 1.00 1.00 1.00 1.00 1.00 0.50 1.00 0.50 0.50 0.20 1.00 1.00 0.50 0.50
long2 2 1.00 1.00 1.00 1.00 1.00 1.00 0.49 1.00 0.49 0.49 0.19 1.00 1.00 0.22 0.28
long3 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.42 0.39 0.14 1.00 1.00 0.42 0.42
longsquare 6 0.80 0.85 0.80 0.84 0.81 0.27 0.27 0.57 0.81 0.27 0.45 0.27 0.45 0.57 0.57
R15 15 0.99 0.99 0.99 0.99 0.99 0.99 0.26 0.99 0.99 0.99 0.99 0.26 0.26 0.12 0.26
s-set1 15 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.23 0.48
s-set2 15 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.13 0.94 0.94 0.94 0.94 0.94 0.23 0.39
s-set3 15 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.21 0.73 0.29 0.73 0.53 0.70 0.11 0.55
s-set4 15 0.63 0.63 0.63 0.63 0.63 0.63 0.62 0.11 0.62 0.53 0.63 0.59 0.59 0.20 0.44
sizes1 4 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96
sizes2 4 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.88 0.88 0.48 0.48
sizes3 4 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.39 0.94 0.94 0.39 0.94
sizes4 4 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.33 0.78 0.78 0.78 0.93
sizes5 4 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.29 0.91 0.91 0.83 0.29
spherical_4_3 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.50 1.00 1.00 1.00 1.00 1.00 1.00 0.50
spherical_5_2 5 0.86 0.86 0.86 0.86 0.87 0.86 0.86 0.32 0.86 0.68 0.86 0.33 0.33 0.32 0.88
spherical_6_2 6 1.00 1.00 1.00 1.00 0.82 1.00 0.68 0.68 1.00 0.68 1.00 0.68 0.68 1.00 0.68
square1 4 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95
square2 4 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.27 0.27 0.92 0.92
square3 4 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.25 0.25 0.86 0.74
square4 4 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.23 0.23 0.79 0.79
square5 4 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.19 0.21 0.48 0.68
st900 9 0.83 0.83 0.83 0.75 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.57 0.51 0.17 0.83
tetra 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
triangle1 4 0.98 0.91 0.91 0.88 0.89 0.98 0.98 0.98 0.98 0.98 0.89 0.98 0.98 0.89 0.87
triangle2 4 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.79 0.79 0.79 0.79 0.79
twenty 20 0.93 0.99 0.99 0.93 0.93 0.93 0.93 1.00 0.93 0.93 0.93 0.93 0.93 0.10 0.10
twodiamonds 2 1.00 1.00 1.00 1.00 1.00 0.50 0.50 1.00 0.50 0.50 0.10 0.10 0.10 0.50 0.50
wingnut 2 0.67 0.00 0.00 0.67 0.34 0.67 0.67 0.67 0.11 0.51 0.11 0.11 0.11 0.67 0.23
xclara 3 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.56 0.99 0.99 0.99 0.56 0.56 0.99 0.49
zelnik2 3 0.47 0.63 0.54 0.66 0.64 0.54 0.47 0.42 0.54 0.66 0.69 0.69 0.69 0.47 0.47
zelnik4 5 0.68 0.74 0.74 0.76 0.76 0.75 0.65 0.65 0.65 0.77 0.67 0.67 0.67 0.74 0.43
Average ARI 0.85 0.86 0.85 0.86 0.84 0.83 0.79 0.75 0.78 0.77 0.70 0.65 0.66 0.63 0.59
Average rank 6.47 6.02 6.12 6.13 6.42 6.62 7.51 7.93 8.11 8.19 8.71 10.11 10.27 10.38 10.99
p-value vs Stadion-max 0.17 - 0.77 0.23 0.16 0.23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table 17: Results for Ward on artificial data sets (number of clusters selected by each method).
dataset K? Stadion-max Stadion-mean WG Sil Lange DB RT CH Dunn XB Ben-Hur
2d-10c 9 9 5 9 9 2 9 9 17 5 5 11
2d-3c-no123 3 2 2 2 2 2 2 2 2 2 20 2
2d-4c 4 4 3 4 3 2 4 4 20 3 3 5
2d-4c-no4 4 4 4 4 4 4 5 7 8 3 4 4
2d-4c-no9 4 4 4 6 2 2 6 2 16 2 2 6
3clusters_elephant 3 3 3 2 2 2 2 2 2 20 20 3
4clusters_corner 4 3 3 2 2 4 2 2 2 2 3 2
4clusters_twins 4 3 3 2 2 3 2 2 2 2 3 3
5clusters_stars 5 1 1 4 3 5 4 3 5 4 5 3
A1 20 20 20 20 11 2 19 10 21 2 2 2
A2 35 35 35 35 32 35 35 32 35 35 40 8
curves1 2 2 2 2 2 2 2 2 20 2 2 2
D31 31 31 31 30 28 31 28 31 31 31 31 35
diamond9 9 9 9 9 9 9 9 9 9 9 9 2
dim032 16 16 16 16 16 16 16 16 16 16 16 5
dim064 16 16 16 16 16 16 16 16 16 16 16 2
dim1024 16 16 16 16 16 16 20 20 16 16 20 2
dim128 16 16 16 16 16 16 16 16 16 16 16 13
dim256 16 16 16 16 16 16 16 16 16 16 16 2
dim512 16 16 16 16 16 16 20 20 16 16 20 2
DS-577 3 3 3 3 3 3 3 3 3 3 3 3
DS-850 5 5 5 5 5 2 4 4 8 4 5 7
ds4c2sc8 8 1 1 6 6 7 6 5 17 20 20 3
elliptical_10_2 10 10 10 10 9 10 10 10 10 2 5 11
elly-2d10c13s 10 8 15 6 4 7 15 13 19 20 20 3
engytime 2 1 1 3 3 2 4 3 3 15 20 2
exemples1_3g 3 3 3 3 3 3 3 3 3 2 2 3
exemples10_WellS_3g 3 3 3 3 3 3 3 3 3 3 3 3
exemples2_5g 5 5 5 5 5 2 5 5 5 2 3 6
exemples3_Uvar_4g 4 4 4 6 5 2 5 9 6 9 4 4
exemples4_overlap_3g 3 2 7 3 3 3 3 3 8 18 20 3
exemples5_overlap2_3g 3 2 2 2 2 2 2 7 8 2 2 2
exemples6_quicunx_4g 4 4 4 4 4 2 4 4 4 4 4 4
exemples7_elbow_3g 3 3 3 3 3 3 3 3 3 3 3 5
exemples8_Overlap_Uvar_5g 6 5 5 4 4 4 4 3 4 3 4 4
exemples9_YoD_6g 6 5 6 5 4 2 4 5 5 3 4 6
fourty 40 42 42 40 40 40 40 40 40 40 40 4
g2-16 2 2 2 2 2 2 20 20 2 18 20 2
g2-2 2 1 1 2 2 2 16 7 2 18 20 2
g2-64 2 2 2 3 2 2 20 20 3 20 20 2
hepta 7 7 7 7 7 7 7 7 7 7 7 8
long1 2 2 2 2 3 2 4 6 11 2 2 2
long2 2 2 2 2 2 2 4 4 20 2 2 2
long3 2 2 2 2 2 2 3 4 10 2 2 2
longsquare 6 5 5 2 2 2 5 2 6 2 2 3
R15 15 15 15 15 8 15 15 15 15 8 8 8
s-set1 15 15 15 15 15 15 15 15 15 15 15 12
s-set2 15 15 15 15 15 15 15 15 15 15 15 17
s-set3 15 15 15 15 11 15 11 4 15 20 20 2
s-set4 15 20 11 15 11 15 13 5 15 20 20 2
sizes1 4 4 4 4 4 4 4 4 4 4 4 4
sizes2 4 4 4 4 4 4 4 4 4 4 4 4
sizes3 4 4 4 4 4 4 4 4 5 4 4 4
sizes4 4 4 3 4 4 4 4 4 6 4 4 4
sizes5 4 2 3 4 4 4 4 4 6 4 4 4
spherical_4_3 4 4 4 4 4 4 4 4 4 4 4 5
spherical_5_2 5 6 5 5 4 5 5 5 20 20 20 5
spherical_6_2 6 6 6 6 4 4 6 4 6 4 4 4
square1 4 4 4 4 4 4 4 4 4 4 4 4
square2 4 4 4 4 4 4 4 4 4 4 5 4
square3 4 4 4 4 4 4 4 4 4 20 20 4
square4 4 4 5 4 4 4 4 4 4 20 20 3
square5 4 5 5 4 4 4 4 4 4 20 20 2
st900 9 9 13 10 9 9 9 9 10 9 9 3
tetra 4 4 4 4 4 4 4 4 4 20 20 4
triangle1 4 4 4 4 4 4 4 4 6 3 4 8
triangle2 4 4 4 4 4 2 4 4 5 4 4 4
twenty 20 20 20 20 20 20 20 20 20 20 20 27
twodiamonds 2 2 7 2 4 4 4 4 20 20 20 2
wingnut 2 2 10 2 2 2 20 4 20 2 2 2
xclara 3 3 3 3 3 2 3 3 3 2 2 3
zelnik2 3 11 5 20 5 3 6 20 20 20 20 5
zelnik4 5 5 5 19 4 4 4 19 20 19 19 4
Number of wins 73 54 49 54 45 51 41 40 39 33 34 31
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Table 18: Results for Ward on artificial data sets (ARI of partition selected by each method).
dataset K? ARIK? Stadion-max Stadion-mean WG Sil Lange DB RT CH Dunn XB Ben-Hur
2d-10c 9 1.00 1.00 0.69 1.00 1.00 0.25 1.00 1.00 0.68 0.69 0.69 0.89
2d-3c-no123 3 0.74 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.76 0.15 0.76
2d-4c 4 1.00 1.00 0.83 1.00 0.83 0.64 1.00 1.00 0.22 0.83 0.83 0.84
2d-4c-no4 4 1.00 1.00 1.00 1.00 1.00 1.00 0.73 0.59 0.59 0.85 1.00 1.00
2d-4c-no9 4 0.96 0.96 0.96 0.79 0.50 0.50 0.79 0.50 0.31 0.50 0.50 0.81
3clusters_elephant 3 0.75 0.75 0.75 0.62 0.62 0.61 0.62 0.62 0.62 0.14 0.14 0.76
4clusters_corner 4 0.99 0.94 0.94 0.75 0.75 0.44 0.75 0.75 0.75 0.75 0.94 0.17
4clusters_twins 4 0.64 0.64 0.64 0.34 0.34 0.92 0.34 0.34 0.34 0.34 0.64 0.92
5clusters_stars 5 0.69 0.00 0.00 0.62 0.56 0.65 0.62 0.56 0.69 0.62 0.69 0.49
A1 20 0.96 0.96 0.96 0.96 0.61 0.09 0.92 0.56 0.95 0.09 0.09 0.09
A2 35 0.95 0.95 0.95 0.95 0.88 0.93 0.95 0.88 0.95 0.95 0.92 0.32
curves1 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.10 1.00 1.00 1.00
D31 31 0.93 0.93 0.93 0.90 0.86 0.92 0.86 0.93 0.93 0.93 0.93 0.90
diamond9 9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.18
dim032 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.34
dim064 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.08
dim1024 16 1.00 1.00 1.00 1.00 1.00 1.00 0.95 0.95 1.00 1.00 0.95 0.12
dim128 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.83
dim256 16 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.12
dim512 16 1.00 1.00 1.00 1.00 1.00 1.00 0.97 0.97 1.00 1.00 0.97 0.12
DS-577 3 0.97 0.97 0.97 0.97 0.97 0.99 0.97 0.97 0.97 0.97 0.97 0.99
DS-850 5 0.99 0.99 0.99 0.99 0.99 0.40 0.81 0.81 0.76 0.81 0.99 0.82
ds4c2sc8 8 0.69 0.00 0.00 0.58 0.58 0.71 0.58 0.53 0.58 0.50 0.50 0.27
elliptical_10_2 10 1.00 1.00 1.00 1.00 0.90 0.97 1.00 1.00 1.00 0.18 0.56 0.94
elly-2d10c13s 10 0.34 0.39 0.35 0.42 0.27 0.43 0.35 0.36 0.31 0.29 0.29 0.30
engytime 2 0.82 0.00 0.00 0.67 0.67 0.81 0.57 0.67 0.67 0.12 0.10 0.81
exemples1_3g 3 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.57 0.57 0.94
exemples10_WellS_3g 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
exemples2_5g 5 1.00 1.00 1.00 1.00 1.00 0.37 1.00 1.00 1.00 0.37 0.48 0.94
exemples3_Uvar_4g 4 0.92 0.92 0.92 0.82 0.87 0.46 0.87 0.65 0.82 0.65 0.92 0.56
exemples4_overlap_3g 3 0.75 0.59 0.22 0.75 0.75 0.41 0.75 0.75 0.17 0.07 0.07 0.41
exemples5_overlap2_3g 3 0.39 0.79 0.79 0.79 0.79 0.79 0.79 0.16 0.13 0.79 0.79 0.79
exemples6_quicunx_4g 4 0.90 0.90 0.90 0.90 0.90 0.29 0.90 0.90 0.90 0.90 0.90 0.91
exemples7_elbow_3g 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.80
exemples8_Overlap_Uvar_5g 6 0.90 0.84 0.84 0.70 0.70 0.80 0.70 0.59 0.70 0.59 0.70 0.80
exemples9_YoD_6g 6 0.90 0.84 0.90 0.84 0.70 0.45 0.70 0.84 0.84 0.59 0.70 0.90
fourty 40 1.00 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.13
g2-16 2 0.85 0.85 0.85 0.85 0.85 0.82 0.09 0.09 0.85 0.10 0.09 0.82
g2-2 2 0.18 0.00 0.00 0.18 0.18 0.21 0.04 0.06 0.18 0.03 0.03 0.21
g2-64 2 1.00 1.00 1.00 0.80 1.00 1.00 0.12 0.12 0.80 0.12 0.12 1.00
hepta 7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.96
long1 2 1.00 1.00 1.00 1.00 0.75 1.00 0.55 0.37 0.22 1.00 1.00 1.00
long2 2 1.00 1.00 1.00 1.00 1.00 1.00 0.56 0.56 0.11 1.00 1.00 1.00
long3 2 1.00 1.00 1.00 1.00 1.00 1.00 0.47 0.31 0.12 1.00 1.00 1.00
longsquare 6 0.79 0.81 0.81 0.27 0.27 0.27 0.81 0.27 0.79 0.27 0.27 0.56
R15 15 0.98 0.98 0.98 0.98 0.26 0.98 0.98 0.98 0.98 0.26 0.26 0.26
s-set1 15 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.81
s-set2 15 0.91 0.91 0.91 0.91 0.91 0.92 0.91 0.91 0.91 0.91 0.91 0.90
s-set3 15 0.68 0.68 0.68 0.68 0.60 0.69 0.60 0.30 0.68 0.65 0.65 0.11
s-set4 15 0.58 0.58 0.50 0.58 0.50 0.59 0.54 0.29 0.58 0.58 0.58 0.09
sizes1 4 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95
sizes2 4 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97
sizes3 4 0.96 0.96 0.96 0.96 0.96 0.93 0.96 0.96 0.52 0.96 0.96 0.93
sizes4 4 0.97 0.97 0.93 0.97 0.97 0.97 0.97 0.97 0.34 0.97 0.97 0.97
sizes5 4 0.96 0.89 0.93 0.96 0.96 0.97 0.96 0.96 0.33 0.96 0.96 0.97
spherical_4_3 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.91
spherical_5_2 5 0.88 0.82 0.88 0.88 0.71 0.88 0.88 0.88 0.33 0.33 0.33 0.88
spherical_6_2 6 1.00 1.00 1.00 1.00 0.68 0.68 1.00 0.68 1.00 0.68 0.68 0.68
square1 4 0.91 0.91 0.91 0.91 0.91 0.93 0.91 0.91 0.91 0.91 0.91 0.93
square2 4 0.86 0.86 0.86 0.86 0.86 0.88 0.86 0.86 0.86 0.86 0.80 0.88
square3 4 0.84 0.84 0.84 0.84 0.84 0.83 0.84 0.84 0.84 0.25 0.25 0.83
square4 4 0.73 0.73 0.66 0.73 0.73 0.70 0.73 0.73 0.73 0.24 0.24 0.55
square5 4 0.61 0.62 0.62 0.61 0.61 0.62 0.61 0.61 0.61 0.19 0.19 0.35
st900 9 0.74 0.74 0.64 0.75 0.74 0.73 0.74 0.74 0.75 0.74 0.74 0.32
tetra 4 1.00 1.00 1.00 1.00 1.00 0.97 1.00 1.00 1.00 0.28 0.28 0.97
triangle1 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.89 0.71 1.00 0.87
triangle2 4 0.98 0.98 0.98 0.98 0.98 0.45 0.98 0.98 0.79 0.98 0.98 0.97
twenty 20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.90
twodiamonds 2 0.99 0.99 0.30 0.99 0.55 0.54 0.55 0.55 0.11 0.11 0.11 1.00
wingnut 2 1.00 1.00 0.23 1.00 1.00 1.00 0.11 0.53 0.11 1.00 1.00 1.00
xclara 3 0.99 0.99 0.99 0.99 0.99 0.56 0.99 0.99 0.99 0.56 0.56 0.99
zelnik2 3 0.58 0.71 0.63 0.55 0.63 0.49 0.74 0.55 0.55 0.55 0.55 0.51
zelnik4 5 0.69 0.69 0.69 0.66 0.65 0.65 0.65 0.66 0.66 0.66 0.66 0.65
Average ARI 0.89 0.86 0.82 0.86 0.82 0.78 0.80 0.76 0.71 0.68 0.70 0.70
Average rank 4.77 5.25 5.80 5.40 6.47 6.53 6.45 6.97 7.14 7.77 7.61 7.86
p-value vs Stadion-max 0.20 - 0.03 0.56 0.004 0.01 0.006 0.00 0.00 0.00 0.00 0.00
36
Table 19: Results for GMM on artificial data sets (number of clusters selected by each method).
dataset K? Stadion-max (ext) Stadion-mean (ext) BIC WG Sil Lange DB RT CH Dunn XB Ben-Hur
2d-10c 9 8 8 10 9 9 2 9 9 9 8 9 10
2d-3c-no123 3 3 9 3 3 3 2 5 3 10 3 3 3
2d-4c 4 10 10 4 4 3 2 4 4 4 3 3 4
2d-4c-no4 4 4 4 4 4 4 4 4 6 6 4 4 4
2d-4c-no9 4 3 3 4 2 2 2 4 2 15 3 3 4
3clusters_elephant 3 2 3 4 2 2 2 10 2 2 16 16 4
4clusters_corner 4 3 3 5 2 3 2 3 2 2 2 2 4
4clusters_twins 4 16 19 7 5 3 3 3 3 20 2 17 4
5clusters_stars 5 15 15 7 3 3 3 3 3 3 17 18 7
A1 20 20 18 20 21 18 2 23 18 21 25 18 4
A2 35 35 33 35 36 29 35 36 17 40 36 36 6
curves1 2 2 2 9 2 2 2 2 2 10 2 2 4
D31 31 33 24 31 32 27 31 27 32 32 32 32 36
diamond9 9 9 9 9 9 9 9 9 9 9 9 9 4
dim032 16 16 16 9 16 16 16 16 16 16 16 16 13
dim064 16 16 16 4 16 16 16 20 20 16 16 20 14
dim1024 16 16 15 2 16 16 16 20 20 16 16 20 2
dim128 16 16 16 2 16 16 16 20 20 16 16 20 13
dim256 16 16 15 2 16 16 16 20 20 16 16 20 7
dim512 16 16 15 2 16 16 16 20 20 16 16 20 2
DS-577 3 3 3 3 3 3 3 3 3 3 3 3 4
DS-850 5 5 9 5 5 5 5 4 3 16 2 5 5
ds4c2sc8 8 12 12 4 7 2 3 7 13 14 18 18 3
elliptical_10_2 10 10 12 10 10 9 10 10 10 10 5 5 5
elly-2d10c13s 10 10 10 7 2 2 5 2 2 17 11 11 3
engytime 2 2 2 2 2 4 2 4 4 5 19 2 5
exemples1_3g 3 3 3 3 3 3 2 3 3 3 2 2 6
exemples10_WellS_3g 3 3 3 3 3 3 3 3 3 3 3 3 4
exemples2_5g 5 5 6 5 5 5 2 5 6 6 2 3 5
exemples3_Uvar_4g 4 8 8 4 5 4 3 7 5 5 5 5 7
exemples4_overlap_3g 3 3 3 3 3 3 3 3 3 6 3 3 4
exemples5_overlap2_3g 3 2 18 4 2 2 2 2 18 10 14 14 5
exemples6_quicunx_4g 4 4 4 4 4 4 3 4 4 4 4 4 4
exemples7_elbow_3g 3 3 3 5 3 3 2 3 3 3 2 3 6
exemples8_Overlap_Uvar_5g 6 6 6 6 5 4 4 4 5 5 6 6 6
exemples9_YoD_6g 6 6 6 6 5 4 5 4 5 5 6 6 8
fourty 40 42 26 40 25 25 40 25 20 34 2 2 4
g2-16 2 2 2 2 2 2 2 20 20 2 2 20 2
g2-2 2 2 9 2 2 2 2 19 6 2 16 16 2
g2-64 2 2 2 1 2 2 2 20 20 2 2 20 2
hepta 7 7 7 7 7 7 7 7 7 7 7 7 8
long1 2 2 2 2 2 8 2 8 8 20 2 2 2
long2 2 2 2 2 2 8 2 8 8 12 2 2 4
long3 2 2 2 2 2 2 2 2 2 17 2 2 3
longsquare 6 7 5 7 2 2 2 5 2 6 2 2 5
R15 15 15 15 15 15 8 15 15 15 15 8 8 8
s-set1 15 15 15 17 15 15 15 20 20 15 15 20 5
s-set2 15 15 15 19 16 10 15 12 12 16 12 15 2
s-set3 15 15 15 15 13 18 2 11 8 13 15 13 2
s-set4 15 15 15 19 15 2 3 2 7 15 12 12 4
sizes1 4 4 4 4 4 4 4 4 4 4 4 5 4
sizes2 4 4 4 4 4 4 3 4 4 4 4 4 4
sizes3 4 4 4 4 4 4 4 4 4 6 4 4 4
sizes4 4 3 3 4 3 3 4 6 3 5 3 3 4
sizes5 4 4 4 4 4 4 4 4 6 7 3 3 5
spherical_4_3 4 4 4 4 4 4 4 4 4 4 4 4 5
spherical_5_2 5 5 7 4 5 5 4 5 5 5 9 17 5
spherical_6_2 6 6 6 6 6 4 4 6 4 6 4 4 7
square1 4 4 5 4 4 4 4 4 4 4 4 4 4
square2 4 4 4 4 4 4 4 5 4 4 4 6 4
square3 4 4 4 4 4 4 4 4 4 4 19 19 4
square4 4 4 4 4 4 4 4 4 4 4 20 20 4
square5 4 4 5 4 4 4 4 4 4 4 13 13 4
st900 9 9 9 6 9 9 9 9 9 9 12 12 2
tetra 4 4 4 4 4 4 4 4 4 4 4 4 4
triangle1 4 9 9 4 4 4 4 4 4 9 4 4 2
triangle2 4 4 4 4 4 4 4 4 4 5 4 4 5
twenty 20 20 20 20 20 20 20 20 20 20 20 20 2
twodiamonds 2 2 2 7 2 2 2 11 2 17 10 10 2
wingnut 2 2 7 6 2 2 2 18 16 16 16 16 2
xclara 3 3 3 3 3 3 3 6 3 3 2 2 5
zelnik2 3 20 20 3 18 11 3 18 13 19 18 18 3
zelnik4 5 17 18 5 17 4 5 20 20 20 16 17 3
Number of wins 73 56 43 48 52 45 48 34 33 37 34 28 28
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Table 20: Results for GMM on artificial data sets (ARI of the partition selected by each method).
dataset K? ARIK? Stadion-max (ext) Stadion-mean (ext) BIC WG Sil Lange DB RT CH Dunn XB Ben-Hur
2d-10c 9 1.00 0.99 0.99 0.95 1.00 1.00 0.25 1.00 1.00 1.00 0.99 1.00 0.95
2d-3c-no123 3 0.98 0.98 0.44 0.98 0.98 0.98 0.76 0.63 0.98 0.33 0.98 0.98 0.98
2d-4c 4 1.00 0.74 0.74 1.00 1.00 0.83 0.64 1.00 1.00 1.00 0.83 0.83 1.00
2d-4c-no4 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.71 0.71 1.00 1.00 1.00
2d-4c-no9 4 1.00 0.85 0.85 1.00 0.49 0.49 0.50 1.00 0.49 0.49 0.85 0.85 1.00
3clusters_elephant 3 0.69 0.62 0.69 0.60 0.62 0.62 0.61 0.64 0.62 0.62 0.57 0.57 0.60
4clusters_corner 4 0.62 0.75 0.75 0.43 0.66 0.75 0.26 0.75 0.66 0.66 0.66 0.66 0.44
4clusters_twins 4 0.61 0.47 0.48 0.56 0.60 0.60 0.93 0.60 0.60 0.47 0.28 0.47 0.99
5clusters_stars 5 0.69 0.60 0.60 0.60 0.55 0.55 0.54 0.55 0.55 0.55 0.53 0.53 0.60
A1 20 0.94 0.94 0.78 0.94 0.99 0.86 0.30 1.00 0.86 0.99 0.99 0.86 0.20
A2 35 0.93 0.93 0.87 0.93 0.92 0.76 0.93 0.92 0.55 0.96 0.92 0.92 0.35
curves1 2 1.00 1.00 1.00 0.22 1.00 1.00 1.00 1.00 1.00 0.21 1.00 1.00 0.50
D31 31 0.86 0.89 0.73 0.91 0.89 0.81 0.86 0.81 0.89 0.89 0.89 0.89 0.91
diamond9 9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.45
dim032 16 1.00 1.00 1.00 0.60 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.83
dim064 16 1.00 1.00 1.00 0.32 1.00 1.00 1.00 0.94 0.94 1.00 1.00 0.94 0.88
dim1024 16 1.00 1.00 0.94 0.12 1.00 1.00 1.00 0.97 0.97 1.00 1.00 0.97 0.12
dim128 16 1.00 1.00 1.00 0.12 1.00 1.00 1.00 0.94 0.94 1.00 1.00 0.94 0.83
dim256 16 1.00 1.00 0.94 0.12 1.00 1.00 1.00 0.94 0.94 1.00 1.00 0.94 0.48
dim512 16 1.00 1.00 0.94 0.12 1.00 1.00 1.00 0.97 0.97 1.00 1.00 0.97 0.12
DS-577 3 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.86
DS-850 5 0.98 0.98 0.76 0.98 0.98 0.98 0.98 0.68 0.54 0.50 0.19 0.98 0.98
ds4c2sc8 8 0.80 0.79 0.79 0.44 0.69 0.08 0.37 0.69 0.63 0.65 0.55 0.55 0.37
elliptical_10_2 10 0.98 0.98 0.93 0.99 0.98 0.90 0.99 0.98 0.98 0.98 0.56 0.56 0.56
elly-2d10c13s 10 0.47 0.47 0.47 0.45 0.08 0.08 0.33 0.08 0.08 0.40 0.47 0.47 0.16
engytime 2 0.86 0.86 0.86 0.87 0.86 0.62 0.87 0.62 0.62 0.41 0.18 0.86 0.39
exemples1_3g 3 0.96 0.96 0.96 0.97 0.96 0.96 0.57 0.96 0.96 0.96 0.57 0.57 0.57
exemples10_WellS_3g 3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88
exemples2_5g 5 1.00 1.00 1.00 1.00 1.00 1.00 0.37 1.00 1.00 1.00 0.37 0.48 1.00
exemples3_Uvar_4g 4 0.96 0.85 0.85 0.95 0.88 0.96 0.66 0.90 0.88 0.88 0.88 0.88 0.85
exemples4_overlap_3g 3 0.82 0.82 0.82 0.83 0.82 0.82 0.83 0.82 0.82 0.26 0.82 0.82 0.42
exemples5_overlap2_3g 3 0.36 0.79 0.14 0.51 0.79 0.79 0.79 0.79 0.14 0.11 0.17 0.17 0.92
exemples6_quicunx_4g 4 0.92 0.92 0.92 0.92 0.92 0.92 0.64 0.92 0.92 0.92 0.92 0.92 0.67
exemples7_elbow_3g 3 1.00 1.00 1.00 0.76 1.00 1.00 0.53 1.00 1.00 1.00 0.53 1.00 0.62
exemples8_Overlap_Uvar_5g 6 0.93 0.93 0.93 0.62 0.85 0.61 0.86 0.61 0.85 0.85 0.93 0.93 0.85
exemples9_YoD_6g 6 0.93 0.93 0.93 0.93 0.85 0.61 0.85 0.61 0.85 0.85 0.93 0.93 0.13
fourty 40 0.68 0.68 0.68 1.00 0.67 0.67 1.00 0.67 0.61 0.68 0.04 0.04 0.91
g2-16 2 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.13 0.13 0.90 0.90 0.13 0.90
g2-2 2 0.22 0.22 0.06 0.22 0.22 0.22 0.22 0.03 0.08 0.22 0.04 0.04 0.22
g2-64 2 1.00 1.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00
hepta 7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.96
long1 2 1.00 1.00 1.00 1.00 1.00 0.35 1.00 0.35 0.35 0.14 1.00 1.00 1.00
long2 2 1.00 1.00 1.00 1.00 1.00 0.35 1.00 0.35 0.35 0.25 1.00 1.00 0.50
long3 2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.10 1.00 1.00 0.42
longsquare 6 0.80 0.99 0.82 0.99 0.27 0.27 0.27 0.82 0.27 0.80 0.27 0.27 0.82
R15 15 0.99 0.99 0.99 0.99 0.99 0.26 0.99 0.99 0.99 0.99 0.26 0.26 0.26
s-set1 15 0.99 0.99 0.99 0.97 0.99 0.99 0.99 0.93 0.93 0.99 0.99 0.93 0.40
s-set2 15 0.85 0.85 0.85 0.88 0.91 0.56 0.85 0.77 0.77 0.91 0.77 0.85 0.13
s-set3 15 0.61 0.61 0.61 0.73 0.64 0.55 0.11 0.55 0.48 0.64 0.61 0.64 0.11
s-set4 15 0.55 0.55 0.55 0.62 0.55 0.01 0.19 0.01 0.31 0.55 0.48 0.48 0.22
sizes1 4 0.96 0.96 0.96 0.95 0.96 0.96 0.95 0.96 0.96 0.96 0.96 0.96 0.95
sizes2 4 0.97 0.97 0.97 0.97 0.97 0.97 0.89 0.97 0.97 0.97 0.97 0.97 0.97
sizes3 4 0.98 0.98 0.98 0.97 0.98 0.98 0.97 0.98 0.98 0.42 0.98 0.98 0.97
sizes4 4 0.47 0.95 0.95 0.98 0.95 0.95 0.98 0.75 0.95 0.55 0.95 0.95 0.98
sizes5 4 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.97 0.43 0.95 0.95 0.45
spherical_4_3 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.92
spherical_5_2 5 0.89 0.89 0.80 0.69 0.89 0.89 0.69 0.89 0.89 0.89 0.62 0.39 0.93
spherical_6_2 6 1.00 1.00 1.00 1.00 1.00 0.68 0.68 1.00 0.68 1.00 0.68 0.68 0.95
square1 4 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95
square2 4 0.93 0.93 0.93 0.92 0.93 0.93 0.92 0.93 0.93 0.93 0.93 0.92 0.92
square3 4 0.85 0.85 0.85 0.86 0.85 0.85 0.86 0.85 0.85 0.85 0.36 0.36 0.86
square4 4 0.78 0.78 0.78 0.79 0.78 0.78 0.79 0.78 0.78 0.78 0.31 0.31 0.79
square5 4 0.68 0.68 0.61 0.67 0.68 0.68 0.67 0.68 0.68 0.68 0.30 0.30 0.67
st900 9 0.84 0.84 0.84 0.55 0.84 0.84 0.80 0.84 0.84 0.84 0.74 0.74 0.15
tetra 4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
triangle1 4 1.00 0.87 0.87 1.00 1.00 1.00 1.00 1.00 1.00 0.87 1.00 1.00 0.33
triangle2 4 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.86 0.99 0.99 0.79
twenty 20 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.10
twodiamonds 2 1.00 1.00 1.00 0.29 1.00 1.00 1.00 0.20 1.00 0.12 0.22 0.22 1.00
wingnut 2 0.86 0.86 0.25 0.28 0.86 0.86 0.86 0.15 0.15 0.15 0.15 0.15 0.86
xclara 3 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.56 0.56 0.71
zelnik2 3 1.00 0.72 0.72 1.00 0.72 0.75 1.00 0.72 0.73 0.72 0.72 0.72 1.00
zelnik4 5 0.99 0.84 0.84 0.99 0.84 0.78 0.99 0.84 0.84 0.84 0.84 0.84 0.51
Average ARI 0.89 0.89 0.85 0.78 0.86 0.79 0.80 0.79 0.77 0.73 0.73 0.74 0.67
Average rank 5.05 5.59 6.79 8.85 6.99 6.45 7.43 7.92 7.01 5.77 7.29 7.68 8.19
p-value vs Stadion-max (ext) 0.11 - 0.00 0.14 0.58 0.001 0.002 0.00 0.00 0.00 0.00 0.00 0.00
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F Experimental setting
In this section, we detail the initialization used in algorithms, provided the complete list of data sets
(with references) and finally, we explain the preprocessing steps used for real data sets.
F.1 Algorithm initialization
• K-means: in both Stadion versions (standard and extended), effective initialization is
achieved using K-means++ [38] and keeping the best of 35 runs (w.r.t. the cost function).
• Ward linkage: agglomerative clustering is deterministic, no initialization strategy is needed.
• Gaussian Mixture Model: Two initializations were considered. The first one uses K-means
to initialize the EM algorithm. The second one uses the approach discussed in [66]. The main
idea is to project the data through a suitable transformation which enhances separation of
clusters. Among the investigated transformations, the scaled SVD transformation performed
best in their experiments and so we used it. Then it applies model-based agglomerative
hierarchical clustering at the initialization step. Once the hierarchy is obtained, the EM
algorithm is run on the original data. However, there was no noticeable difference between
the two initializations.
F.2 Preprocessing
Every data set was scaled to zero mean and unit variance on each dimension, which is essential for
the algorithms to work but also for the additive noise perturbation. For the real data sets, additional
preprocessing was necessary to ensure class labels truly represent the cluster structure.
Crabs The Crabs data set was decomposed using a PCA and keeping the principal components
two and three, as described in [45]. The standard scaling was applied both before and after the PCA.
Old Faithful & Iris No preprocessing apart from scaling.
MFDS, MNIST, USPS On these high-dimensional data sets (respectively 649, 784 and 256 dimen-
sions), we extracted a two-dimensional representation following a two-step process, as introduced
in [47]. First, a fully-connected symmetric autoencoder with [500, 2000, 2000, 10] units is trained
to compress data into a 10-dimensional latent feature space. Then, the UMAP [46] dimensionality
reduction algorithm is applied on the latent features to obtain 2D representations. Finally, standard
scaling is applied.
Wine This data set was reduced to two dimensions with UMAP, and then scaled. All UMAP-
reduced data sets displayed in Figure 26.
F.3 List of data sets
A complete list of the 80 artificial and real data sets used in this paper is provided below, indicating
the number of samples (N ), dimension (p), ground-truth number of clusters (K?) and reference.
The artificial data sets are easily downloaded from the archives [67] and [68]. The data sets without
references are original and have been created for this work, in order to provide more challenging
model selection tasks. They will be available in the companion repository of this paper.
Table 21: List of the real-world data sets.
Dataset N p K? reference
crabs 200 2 4 [69]
faithful 272 2 2 [70]
iris 150 4 3 [71]
MFDS_UMAP 2000 2 10 [72]
MNIST_UMAP 10000 2 10 [73]
USPS_UMAP 2007 2 10 [74]
wine_UMAP 178 2 3 [75]
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Figure 26: Data sets MFDS, MNIST and USPS and UMAP after dimensionality reduction.
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Table 22: List of the artificial data sets.
Dataset N p K? reference
2d-10c 2990 2 9 [76]
2d-3c-no123 715 2 3 [76]
2d-4c 1261 2 4 [76]
2d-4c-no4 863 2 4 [76]
2d-4c-no9 876 2 4 [76]
3clusters_elephant 700 2 3
4clusters_corner 1575 2 4
4clusters_twins 612 2 4
5clusters_stars 1050 2 5
A1 3000 2 20 [77]
A2 5250 2 35 [77]
curves1 1000 2 2 [67]
D31 3100 2 31 [78]
diamond9 3000 2 9 [79]
dim032 1024 32 16 [77]
dim064 1024 64 16 [77]
dim1024 1024 1024 16 [77]
dim128 1024 128 16 [77]
dim256 1024 256 16 [77]
dim512 1024 512 16 [77]
DS-577 577 2 3 [80]
DS-850 850 2 5 [80]
ds4c2sc8 485 2 8 [81]
elliptical_10_2 500 2 10 [82]
elly-2d10c13s 2796 2 10 [76]
engytime 4096 2 2 FCPS [52]
exemples1_3g 525 2 3
exemples10_WellS_3g 975 2 3
exemples2_5g 1375 2 5
exemples3_Uvar_4g 1000 2 4
exemples4_overlap_3g 1050 2 3
exemples5_overlap2_3g 1550 2 3
exemples6_quicunx_4g 2250 2 4
exemples7_elbow_3g 788 2 3
exemples8_Overlap_Uvar_5g 2208 2 6
exemples9_YoD_6g 2208 2 6
fourty 1000 2 40 [67]
g2-16 2048 16 2 [77]
g2-2 2048 2 2 [77]
g2-64 2048 64 2 [77]
hepta 212 3 7 FCPS [52]
long1 1000 2 2 [83]
long2 1000 2 2 [83]
long3 1000 2 2 [83]
longsquare 900 2 6 [83]
R15 600 2 15 [78]
s-set1 5000 2 15 [77]
s-set2 5000 2 15 [77]
s-set3 5000 2 15 [77]
s-set4 5000 2 15 [77]
sizes1 1000 2 4 [83]
sizes2 1000 2 4 [83]
sizes3 1000 2 4 [83]
sizes4 1000 2 4 [83]
sizes5 1000 2 4 [83]
spherical_4_3 400 3 4 [82]
spherical_5_2 250 2 5 [82]
spherical_6_2 300 2 6 [82]
square1 1000 2 4 [83]
square2 1000 2 4 [83]
square3 1000 2 4 [83]
square4 1000 2 4 [83]
square5 1000 2 4 [83]
st900 900 2 9 [82]
tetra 400 3 4 FCPS [52]
triangle1 1000 2 4 [83]
triangle2 1000 2 4 [83]
twenty 1000 2 20 [67]
twodiamonds 800 2 2 FCPS [52]
wingnut 1016 2 2 FCPS [52]
xclara 3000 2 3 [84]
zelnik2 303 2 3 [85]
zelnik4 622 2 5 [85]
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