In this study we investigate the desired level of recovery under various inventory control policies when the success of recovery is probabilistic. Recovery process is modelled as a single stage operation and recovery effort is represented by the expected time spent for it. The effect of increasing recovery effort on the success probability together with unit cost of the operation is included by assuming general forms of dependencies. The desired level of recovery is investigated under four inventory control policies for a wide range of system parameters. In this article, we present our computational results and their managerial implications.
items cause inventory accumulation for the serviceables that are used to satisfy demand. As most of these items are slow moving, their effects can be substantial in holding costs. Besides, the objective of maximizing throughput of recovery may not be an appropriate one considering the effect of increasing recovery effort on the success probability of recovery and costs.
The main objective of our study is to investigate the desired level of recovery for such a system. Our approach is in between tactical to operational in the sense that we consider the joint determination of recovery effort (that can be considered as a system design issue) and purchasing decisions (that is traditionally an operational decision). For the sake of generality and simplicity, we model recovery as a single stage operation with some unit cost and lead time.
We consider expected time spent in recovery operation, i.e., expected lead time, as a measure of recovery effort and focus on the case where the success probability of recovery increases as the expected lead time increases. Increasing the expected lead time of recovery operation can be considered as performing further disassembly, testing and fixing operations, in other words increasing the number of steps that get to be more detailed. We also include the effect of increasing recovery effort on unit costs of recovery.
We specifically concentrate on the case where (i.) all of the items completing their usage time -which is stochastic with a known probability distribution-return to the system, and (ii.) the information on number of items currently in use is always available. Such a situation can occur under different practical environments. For instance consider any equipment, say an equipment used in the maintenance and repair of a certain machinery, that is used by the employees of the firm and prone to damage during the use. Whenever a need for use arises, a technician issues an equipment and after the use (s)he returns it. In general, the usage time is stochastic and the quality level of the used equipment is not as good as new. Similarly, you can think of any commercial product where all of the customers return the products at the end of the useful life time as obliged by the legislation and sales agreement. In these cases it is important to keep track of the number of items currently in use, in order to monitor the inventory system correctly. We assume that all of the issues and return information are perfectly recorded, therefore the number of items currently in use is known.
For the system described above we propose four distinct inventory control policies, and the desired level of recovery is investigated under different system conditions: expected life time of the product, expected supplier lead time, unit purchasing cost, sensitivity of success probability and unit cost to the increase in expected lead time of the recovery operation.
The outline of the paper is as follows: In Section 2, the technical assumptions are given together with model formulation. In Section 3, the results of the numerical study are presented and finally in Section 4 managerial insights gained by the study and the effect of employed assumptions are discussed.
Technical Assumptions and Model Formulation
In this section we discuss the specifications of the considered environment in detail. Proposed inventory control policies are discussed in Section 2.1, and a generic steady-state cost function is derived in Section 2.2. The notation summarized in Table 1 is used throughout the article.
Place Table 1 here We consider a single item inventory system facing stochastic demand. We assume that the demand process is Poisson with rate λ in accordance with representing a slow moving item. Unsatisfied demand is completely backordered. Each item demanded is returned after a stochastic usage time. This means that either the customers are the employees of the firm, or there is a sales agreement or a legislation dictating 100% take-back. The information on the number of items currently in use is always available. Regardless of its age, each returned item goes into a recovery operation after which it is brought to an as-good-as new condition with a certain probability. Recovered items are used as the new ones supplied from an outside vendor. Supplier lead time is assumed to be stochastic with a known distribution. We further assume that the supplier lead time is independent of the number of outstanding orders. In other words, we ignore the possible capacity restrictions of the supplier; the lead time of each order is independent of its size and number of items currently on order.
Our main objective in modelling such a recovery system is to understand the desired level of recovery under different system conditions on cost, lead time and demand parameters. In real life recovery operations consists of several discrete test and fixing phases. As the number of phases involved increases, the items are investigated in more detail and consequently the probability of successful recovery increases. Our main aim is to understand to what extent the recovery operation should go in more detail considering the trade off between recovery probability and incurred higher cost and lead times.
For the sake of simplicity we model recovery operation as a single stage and consider expected time spent for it as a measure of recovery effort. It is assumed that the recovery process can be designed in terms of determining its expected lead time. As the expected lead time of recovery, T 1 , increases, the probability of success at recovery increases with a decreasing rate. Therefore, in a sense we consider T 1 as a tactical level decision variable representing the recovery effort which corresponds to an increased number of recovery phases. The following form of dependency is assumed:
where p(T 1 ) is the probability that a returned item is successfully recovered for given T 1 and k p is a positive constant and can be interpreted as a measure of efficiency of the recovery operation. Notice that, all the items going through the recovery operation fails, i.e., p(T 1 ) is zero, if the recovery operation is not performed, i.e., T 1 is zero. On the other hand, in order to successfully recover all of the returned items, i.e., in order for p(T 1 ) to be 1, expected lead time of the operation should be set to infinity. We assume that p(T 1 ) is time stationary and does not depend on the age of the returned item.
We also include the effect of increasing recovery effort on unit costs. As in most of the real life applications, increasing the recovery effort increases unit cost of the operation. The following form is assumed:
where c r (T 1 ) is the unit cost of recovery for given T 1 , and k c and c b are positive constants.
Using this generic form, we are able to mimic different cost structures. Note that the constant c b can be interpreted as a base value of unit cost; that is the unit cost to be incurred when one unit of time is spent for each item on the average. On the other hand, the constant k c can be interpreted as the cost efficiency of the recovery operation. Regardless of the value of k c and c b , when T 1 is set to zero, the unit cost of recovery is zero.
For the k c values that are greater than 1, the unit cost of recovery is convex in
where the unit cost increases with an increasing rate. This type of cost structure can occur when the first steps of recovery do not require much additional effort in terms of energy and resource usage, and as the steps go in more detail they require more. For instance, the first steps may share the same precedence operations, and the more detailed steps require unique set-ups. This case can be considered like diseconomies of scale. On the other hand, in order to mimic the concave cost structure where the marginal cost of each additional time unit spent for recovery decreases as the time increases, k c should be set to a level that is less than 1. This case can be encountered when the economies of scale exist: the marginal energy and resource usage requirement of each step diminishes as the number of steps increases.
In real life applications it may be hard to estimate the value of the parameters k p , k c and c b from scratch. For the items that the manufacturer has some accumulated experience on the recovery, statistical analysis can be utilized to fit such a function. In addition, our general approach and solution procedure can be easily extended to different forms of cost and yield functions.
In order to visualize the effect of these parameters, Figure 1 and 2 are provided under c b = 0.1 and c b = 0.5, respectively. In these figures, we include 4 scenarios on the efficiency and sensitivity of unit costs to the expected time spent for recovery operation. The parameter settings for these four cases are given in Table 2 . As it can be seen in Table 2 , Case 1 and when the system is inefficient and has a convex cost structure, i.e., Case 2, whereas the lowest unit cost is incurred when the system is efficient and has a concave cost structure, i.e., Case 3.
As it can be observed, c b has the highest effect on the magnitude of unit costs and the difference between unit costs under different cases depends on the parameter selection.
We assume that the throughput of the recovery process is independent of the workload of the facility, i.e., the servers performing recovery can be increased as the workload increases. If we consider the fact that in general recovery operations are labor sensitive and is not primary operation area of the manufacturers, it is reasonable to assume that the number of labors performing the operation can be increased as the workload increases. Nevertheless, our basic model can easily be extended to the case where there are finite number of resources and the effect of this assumption on the numerical study is discussed in Section 4.
Cost Items and Proposed Inventory Control Policies
The following cost items are included in the analysis
• variable cost of recovery,
• variable cost of purchasing,
• holding cost of work-in-process (WIP) in recovery operation,
• holding and backorder costs for the serviceable items.
Note that although we do not include an explicit disposal cost for the items that are not successfully recovered, it may be included in both recovery and purchasing costs.
We ignore all of the fixed costs associated with recovery and purchasing operations. Inclusion of fixed costs provide additional tradeoffs between recovery and purchasing by batching decisions. We ignore batching decisions in order to focus on the desired level of recovery under different basic system parameters.
Consistent with ignoring the fixed costs, we propose four different order-up-to S, type policies. Note that one may seek the optimal inventory control policy together with desired level of recovery utilizing Markov Decision Process approach. In order to apply such an approach, additional assumptions on the underlying distribution of the lead times (including the life-time of the product) are required. More important than that, such an approach requires to deal with more than two dimensional state space. Since our main aim is to understand the general tendencies and draw managerial insights, we prefer to deal with the problem under the proposed policies.
While proposing inventory control policies, we try to create an advantage for the recovery option so that our computational findings create some sort of upper-bound on the desired level of recovery. Notice that if the recovery process was perfect all of the items under the recovery operation would be in serviceable inventory after they received the required service. So, like the number of items on-order from the supplier they should be included in the inventory position information. Including these items in inventory position information creates an advantage for the recovery option in the sense that the inventory decisions assume that they would be successfully recovered. Similarly, since the items currently in use eventually return to the system, they may be considered as a part of inventory position information. This is based on the idea that if the life-time of the product is small with respect other lead times, in other words if there is a quick return situation, this piece of information is beneficial to use. Therefore we come up with two definitions for the inventory position information as given below:
Notice that in both of the inventory position definitions net inventory of serviceables (OH − B), number of items on order from the supplier (N 2 ) and the WIP at recovery operation (N 1 )
are included. On the other hand, the number of items currently in use is only included in IP 1 .
Similar to inventory position information, we consider the following two different decision epoches for purchasing decisions.
• E 1 : failure at recovery operation,
• E 2 : demand occurrence.
Deciding purchasing upon each failure at recovery (E 1 ), makes the recovery operation as the primary source of supply. We expect that under quick return and quick recovery process and high recovery probability, this may outperform the traditional decision epoch, i.e., demand occurrence, for purchasing decisions.
Considering all combinations of two inventory position information and two decision epoches for purchasing decisions, we come up with four inventory control policies given in Table 3 .
Therefore under each policy proposed at each corresponding decision epoch, corresponding inventory information is checked. If it is below the corresponding order-up-to level S, an order of size equal to shortfall of the corresponding inventory position from S is given to the supplier.
Place Table 3 here
Note that one may come with more detailed inventory policies like considering both epochs as a decision epoch, and defining distinct order-up-to levels based on different inventory positions.
However, in this study we restrict ourselves to this simple policies. Giving the conditions under which these policies performs better than others, one may utilize them as an initial policy for policy improvement or due to ease of implementation they can be utilized as a heuristic method.
The Steady State Average Cost Function

Holding and Backorder Costs
There are two stock points in the system; returns that are currently under recovery and serviceable inventory.
We assume an inventory value of the used items, h 1 , when they are under recovery operation.
The long run expected holding cost of WIP can be expressed as a product of unit holding cost rate and expected number of items under recovery as follows:
Note that since we assume that all items completing their usage time go under recovery, inventory control parameters do not affect this cost item due to the fact that the arrivals to the recovery operation is driven only by the demand process.
At recovery, a unit cost of c r (T 1 ) is added to each recovered item. On the other hand, new
items are purchased at a cost of c p . Therefore, inventory value of recovered and new items are not necessarily the same. Determination of inventory value of returns and serviceables, that includes both recovered and brand new items, is subject to ongoing research. Teunter et. al.
[6], Teunter and van der Laan [7] and van der Laan [8] show that setting holding cost rates is not straightforward under reverse logistics. These studies provide some specific results under the specific inventory control policies employed. Differentiating the serviceable inventory for recovered and brand-new items and assigning non-identical holding costs may be considered as an alternative solution. However, in that case one needs to deal with depot discipline issues.
In this study we assume the traditional way of setting holding cost rates and average costing principle. Therefore holding cost of a recovered and a brand new item is h 1 + rc r (T 1 ) and rc p , respectively. Since, on the average 100p(T 1 )% of the items are recovered, we give a weight of p(T 1 ) to the holding cost of recovered items and 1 − p(T 1 ) to the new ones. Therefore, unit holding cost of serviceables are:
The long run probability distribution of net serviceable inventory is required to express the total holding and backorder costs associated with it.
where P (I = i) is the long-run probability that net inventory for serviceables is equal to i and certainly these probability terms depends on the inventory policy employed.
Purchasing and Recovery Costs
In the steady state, since all items demanded go under recovery operation, average recovery cost is independent of the inventory policy and related policy parameters. In the long run, unit cost of recovery is incurred with the demand rate. On the other hand, on the average approximately 100(1 − p(T 1 ))% of demand is satisfied by new items. Therefore, average total variable cost of recovery and purchasing is independent of inventory policy and can be expressed as,
The problem of finding the optimal level of recovery, T 1 , and order-up-to level S can be stated as:
where the general form of functions T C W IP (S, T 1 ), T C F GI (S, T 1 ), and T C V AR (S, T 1 ) are given in equations (1), (2) and (3).
Under only Policy I the long-run average cost associated with serviceables can be derived
analytically. The details of this procedure, together with explicit expressions for functions
For the other policies, in order to analytically derive the steady-state probabilities, as to seek the optimal policy, one needs to deal with a multi-dimensional infinite state space problem.
Since our aim is to understand the general tendencies we rely on the simulation, and a simulation optimization tool, OptQuest for Arena, Version 5.0 (See [9] for product information). OptQuest is a generic optimizer based on Meta Heuristics. When it is used upon simulation package Arena, it searches input parameters of the simulation model defined as decision variables in a non-monotonous manner to find approximate optimal solution. We model the system under each three policies using Arena. Similar to analytical search procedure that is applied under Policy 1 (see Appendix I), instead of T 1 p(T 1 ) is considered to be a discrete decision variable with a small step size in range [0, 1), in addition to S.
Numerical Study
We carried out an extensive numerical study to investigate:
• the desired level of recovery under the four proposed inventory control policies,
• the effect of system parameters on the desired level of recovery,
• the relative performance of the proposed inventory control policies.
A full factorial experiment is designed. The following parameters are kept unvaried: r = 0.2, b = 20, c p = 1. The levels of the varying factors are given in Table 4 .
Place Table 4 here
Notice that by using this experimental setting we cover (i.) four different cases on the efficiency structure given as an example in Section 2, i. In the experiment we assume that the underlying distribution of all lead-times including life time of the item is Exponential. Each problem instance is solved under all four proposed inventory control policies. The optimal policy parameters, (S, T 1 ), are found as explained in Appendix I under Policy I. On the other hand, under the other policies the simulation optimization procedure is utilized to find the approximate optimal policy parameters. All (approximate) optimal steady-state cost figures are within 5% relative precision.
In the following subsections the results obtained are discussed. The raw results are available upon request.
Cost Comparison of Inventory Control Policies
The performance of the proposed policies are investigated based on pairwise comparisons. Based on these pairwise comparisons, the following observations are made
• When the expected life time of the item is very high with respect to supplier lead time,
i.e., T 0 = 100, under all parameter setting considered, Policy IV outperforms the others.
• When the expected life time of the product is slightly higher than the supplier lead time,
i.e., when T 0 = 5 and T 2 = 0,
-when the item is very slow moving, i.e., λ = 0.01, Policy III outperforms the others under all parameter settings considered.
-when the item is fairly slow moving, i.e., λ = 0.1, Policy IV outperforms the others under all parameter settings considered except under Case 1 when h 1 = 0 and c b = 0.1 where Policy III outperforms Policy IV.
• When the expected life time of the product is closer to the supplier lead time, i.e., when These results are in the same direction as our initial assessment on the proposed inventory policies. When the expected life time of the product is high with respect to the expected supplier lead time (even if the difference is only 5 time units) considering recovery as a primary source of satisfying demand, consequently making the purchasing decisions upon the failure occurrence results in higher expected costs. Under such a condition, when the demand is very rare, i.e., when the item is very slow moving, the expected number of items currently in use is small, and time between two demand occurrence time is sufficiently large to have some recovered items. In these cases, considering items currently in use improves expected costs and Policy III outperforms Policy IV. On the other hand, when the demand rate is not so low, the number of items currently in use is larger, and having a recovered item between two demand occurrence is not high. In these cases, excluding the items currently in use improves the costs and Policy IV outperforms Policy III.
On the other hand, considering recovery as the primary source to satisfy demand, and making purchasing decisions upon failure of recovery improves expected cost figures, only when (i.) the lead time of the supplier is very close to the expected life time of the product, (ii.) the item is very slow moving, and (iii.) recovery option is cost attractive. Under these cases, Policy I outperforms the others. Our computational experience reveals that under such a setting the items currently in use should be included in inventory position information since there is no problem instance where Policy II outperforms I.
Cost Improvement by Applying the Best Inventory Control Policy
In this subsection, we investigate the difference in costs under proposed inventory control policies. We focus on the maximum difference that is the percentage cost improvement by the "best" policy over the "worst" one for each problem instance considered. The "best" and the "worst" policies are defined for each problem instance according to the following criteria:
The Best: The one which is as good as the others in all pairwise comparisons. If there is more than one policy satisfying the condition or if there is no significant difference between all of the pairs, we take the one giving the minimum expected cost regardless of the estimated standard deviation of the average cost.
The Worst: The one which is worse than all the others in all pairwise comparisons. If there is no such a policy satisfying the condition or if there is no significant difference between all of the pairs, we take the one giving the minimum expected cost regardless of the estimated standard deviation of the average cost.
We calculate the percentage improvement by the point estimate of the expected cost under the best policy over the worst one for each problem instance. Since we concentrate on the percent changes, we lose the confidence on these estimates in the statistical sense. Alternatively we might report the pairwise differences with the corresponding confidence intervals. However, in this case the results would depend on the magnitude of the specific problem parameters.
Therefore, the percentage deviations are reported to represent general tendencies in the value of applying the best policy under different parameter settings.
In Table 5 and Table 6 , minimum, maximum and average percentage improvements are summarized for different problem clusters for T 0 = 100 and T 0 = 5, respectively. For each problem cluster, the corresponding case on and only one problem parameter given in column heading kept constant, and all levels of the other parameters are included.
Place Table 5 and Table 6 here
As it can be seen in Table 5 and Table 6 , the percentage cost difference is at least 1% in almost all of the problem settings considered. Applying the right inventory control policy significantly gets important as:
• the expected life time of the product, T 0 ,
• the expected supplier lead time, T 2
• the base unit cost of recovery, c b ,
• the holding cost of WIP at recovery operation, h 1 ,
• the demand rate, λ, increases.
In general, applying the right inventory control policy is more important for the systems that are both inefficient and incurring a higher unit costs for the high recovery probabilities, i.e., Case 2. As it can be seen in Table 5 and Table 6 , although the minimum percent improvement may be very small for these systems, the average and maximum improvements are higher than others. The reason behind the small minimum improvements is due to the fact that most of the time under Case 2 the recovery is not utilized under most of the policies, and consequently expected costs are close to each other. On the other hand, the ones that are efficient in terms of both unit cost and yield, are the most robust ones with respect to applied inventory control policy.
Desired Recovery Probability under the Best Policy
In order to asses the systems parameters under which the recovery option is attractive we consider the optimal p value under the best policy. As in the previous subsection, we name the policy "best" if it is as good as the others in all pairwise comparisons. Whenever there is more than one such a policy for a specific problem instance considered, we consider the one under which the optimized p value is higher.
In Table 7 and Table 8 minimum, maximum and average optimized recovery probabilities are summarized under different problem parameters for T 0 = 100 and T 0 = 5, respectively.
These tables are prepared in the same manner as Table 5 and Table 6 .
Place Table 7 and Table 8 here
As it can be observed from these tables, in general desired recovery probability increases as
• the expected life time of the product, T 0 , decreases
• the expected supplier lead time, T 2 , increases
• the base unit cost of recovery, c b , decreases,
• the holding cost of WIP at recovery operation, h 1 , decreases
It can be observed that the desired level of recovery can be very high even if the recovery operation is inefficient with respect to yield, i.e., Case 1 and Case 2, when the base unit cost is low, and there is no holding cost associated with WIP at recovery operation. On the other hand, the average behavior shows that under Case 3 and Case 4, the desired level of recovery is the highest.
When we focus on the problem instances where the desired recovery probability is at least 0.90 under all four policies, we see that these are the instances where recovery option is cost attractive with respect to magnitude of the unit cost, i.e., c b = 0.1, and the system is efficient with respect to trade off between recovery effort and probability, i.e., k p = 2. When the inventory value of returns are negligible, i.e., h 1 = 0, and the cost increase is by factor of 0.5, In order to examine the optimal recovery effort, that is the expected time spent for the recovery operation, we examine them in the same way as the desired recovery probability.
In Table 9 and 10 minimum, maximum and average optimized T 1 values are summarized for T 0 = 100 and T 0 = 5, respectively. These tables are prepared in the same manner as Table 5 and Table 6 .
Place Table 9 and Table 10 here
The effect of the problem parameters on the optimized recovery effort is similar to the desired probability effort, since they are dependent variables. However, examining Table 9 and   Table 10 is interesting to see the effort bared to spend. It is obvious that, when the system is efficient, i.e, Case 3 and 4, with a very small effort, i.e, with with small amount spent on the average, high recovery probabilities are obtained. On the other hand, when the recovery option is cost attractive, and unit recovery cost is not very sensitive to recovery effort, even if the process is inefficient, i.e., Case 1, large lead times compared to the supplier lead time are spent to take this advantage.
Our computational experience reveals that, in addition to the cost attributes of the recovery operation, the relative difference between the expected supplier lead time and the expected life time has a great importance on both the performance of the policies and plausibility of recovery option. In order to further investigate this effect we concentrate on a second set of scenarios where the expected supplier lead time is greater than the expected life time of the product.
The parameters, like in the primary set, r = 0.2, b = 20, c p = 1 are assumed. In this case we restrict ourselves to the case where the base cost for recovery is small, i.e., c b = 0.1, there is no inventory value of returns, i.e., h 1 = 0, and the item demand is very rare, i.e., λ = 0.01 and expected life time is very small, T 0 = 1. On the efficiency and cost sensitivity of recovery operation, we consider two extreme cases, Case 1 and Case 4, and three levels for expected supplier lead time, T 2 = 2, 3 and 4, considered.
In this second set, it is observed that under Case 4, Policy I and under Case 1, Policy III performs at least as good as others based on all pairwise tests at a significance level 0.05. Since
T 2 values considered are very close to each other, the optimized T 1 and p values are also very close to each other under the best policy. Under all problems considered the desired recovery probability is around 0.85, and in order to reach that level, an expected lead time of almost 3.9 and 1.1 are spent, under Case 1, and Case 4, respectively. These results reveal that when the recovery operation is cost attractive and the expected lead time of the supplier is large with respect to expected life time of the product, the items in use should be considered while making purchasing decisions, when the demand is very rare. On the other hand, if the recovery operation is not efficient, since the recovery effort would be high in terms of its lead time, the right decision epoch for purchasing is demand occurrence epoch.
Conclusion
In this study we investigate the desired recovery effort when the recovery process is not perfect. The effect of increased recovery effort on both the unit costs and the success of recovery operation is included in an abstract model where the recovery operation is represented by a single stage. Increasing the expected lead time of this operation corresponds to an increase in the number of steps of recovery in real life applications. Four distinct inventory control policies that differ in the moment that the purchasing decision is made and in the way that inventory position upon which the purchasing decision is based is defined are proposed.
Our computational experience reveals the following managerial insights.
• Recovery is most attractive for the systems where -the recovery operation is efficient in terms of gain obtained in success by increasing its lead time,
-the magnitude of unit recovery cost is small with respect to purchasing cost,
-unit recovery cost is not much sensitive to an increase in its lead time.
For these systems maximizing the recovery success is almost equivalent to minimize expected costs. Therefore, before trying to maximize the output of the recovery shop, the pros in terms of gains in recovery success and cons in terms of increased unit costs should be well assessed. In addition, the sensitivity of the desired level of recovery with respect to efficiency shows the importance of process improvement studies that involves various research areas from material science, design for disassembly to disassembly planning.
• When the expected life time of the product is high with respect to the supplier lead time, considering recovery operation as a primary source of satisfying demand does not make economical sense, even if the recovery operation is cost attractive and efficient.
Under these cases, considering items currently in use, and making purchasing decisions upon failures at recovery, increase costs in the long run. In addition when the recovery is not cost attractive and inefficient, the desired recovery probability is very low. In these cases, we expect that the exclusion of the items in process at the recovery operation will improve the performance of the systems.
For a very restricted number of problems, inclusion of items in use in inventory position information improves costs. Since we assume that all of the items completing their life time return to the system, our model does not include any costs incurred for keeping track of these items. When the return process itself is stochastic in terms of the number of items return to the system, the source of recovery is smaller in terms of inflow to the recovery operation. Our result on the value of this piece of information in terms of costs and the sensitivity of the solutions with respect to demand rate (in our case it determines the inflow to the recovery operation in the long run) shows the importance of estimating the return intensity rather than potential returns in the future.
• We assume age independent success probability at recovery operation. In real life, we expect that as the age of the used items increase and the number of previous recoveries increase, the probability of success at recovery operation decreases. Similarly, the sensitivity of success with respect to increased recovery effort will be lower for the items used for a longer duration and already recovered before. In that sense, the desired recovery levels that we present constitute an upper bound for real life. Ferrer [2] already shows the importance of having the failure information as soon as possible. Under these cases, imposing rules restricting the age of the items that go through recovery operation will improve the system performance.
• We have ignored all possible effects of the workload on the throughput of recovery operation. When the resources carrying out recovery is limited in number, queueing effect occurs. In that case, effective lead times increase and consequently the inventory value of returns has more significant effect. We expect that when the recovery shop is capacitated, the desired level of recovery decreases compared to uncapacitated case.
Appendix I -The Average Expected Cost Function under Policy I
In this policy, it is proposed to make purchasing decision upon the completion of recovery operation. At each time an item fails in recovery, a new purchasing order of size 1 is given to the outside supplier. Therefore, this policy has an (S − 1, S) nature, and system-wide inventory position (as defined) is constant at level S. The routing of the parts can be modelled as a queuing network under Policy I. The steady state representation is given in Figure 3 . In the 3] ). Therefore, expected holding cost of WIP can be expressed as,
As it is also discussed in Section 2.1, in order to derive expected cost associated to serviceables, it is required to derive the steady state distribution of net inventory level of serviceables.
Under Policy I, since every failure at recovery operation triggers an order arrival to the supplier, and there is no exit from the system, the sum of total number of items in the queuing network in Figure 3 and the serviceable net inventory is constant and equal to S. In other words, the total number in the nodes is equivalent to total number of outstanding orders. Therefore, if the total number in nodes 0, 1 and 2, N = N 0 + N 1 + N 2 , is less than S, there are S − N items in the serviceable inventory. On the other hand, if the total number, N exceeds the base stock level S, this means that the backorder level is equal to N − S. Therefore, under Policy I, equation 2 can be re-written as,
Notice that, the random variables, N 0 , N 1 and N 2 are independent. In the steady state the distribution of N 0 , N 1 and N 2 are all Poisson with parameter λT 0 , λT 1 and
Therefore, the number of outstanding orders, N , is Poisson with parameter λ[
, since it is the sum of three independent Poisson random variables.
Notice that the function T C(S, T 1 ) reduces to a simple newsboy cost plus some constant terms for a given T 1 ≥ 0, and convex in S ∈ {1, 2, . . .}. Therefore, for a given value of T 1 ≥ 0, S value minimizing T C(S, T 1 ) can be found by,
On the other hand, the convexity of T C(S, T 1 ) with respect to T 1 > 0 for a given S ∈ {1, 2, . . .}, and consequently joint convexity depends on the problem parameters.
Therefore we employ a full search procedure under which p(T 1 ) ∈ [0, 1) is searched with a finite step size. At each p value considered the optimal S value is found using 6 under the corresponding T 1 value. We select the best (S, T 1 ) giving the minimum average cost. 
