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I- INTBODUCTIOÏÏ 
The drawing of inferences about populations on the basis of sample 
data is the major concern of the theory and "methods of statistics. In 
socio-economic research the collection of sample data involves the use 
of sample surveys- Basic to the definition of a statistical survey are 
the notions of a defined population, which might consist of individuals, 
farms, or "business firms, and of a set of characteristics for the individ­
ual elements of the defined population. These characteristics are defined 
to be "individual true values." For variables such as age or sex of 
individuals, acreage under com and number of cattle on hand at a given 
time, the definition of the individual true values does not present any 
real problem. However, for variables such as attituJie toward political 
issues, preference for compact cars and degree of belief in traditional 
values, it is more difficult, if not impossible, to unequivocally define 
what are the individual true values- Hansen, et al. (I951) suggest three 
criteria for the definition of the true value for an individual: 
(1) It must be uniquely defined-
(2) It must be defined in such a manner that the purposes of the 
survey are met. 
(3) It should be defined in terms of operations which can actually 
be carried through even though it might be difficult or 
expensive to perform the operations. 
For situations in which sixn/ey responses for a given Individual can 
be considered e.s coming from a population of conceptual re;;ponses for that 
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individual, it may be appropriate to define the individual true value as 
the expected response obtained under certain well-defined survey condi­
tions. 
Prom numerical data on sample individuals an estimate for some 
parameter, which is a function of the individual true values, is generally 
desired. A measure of the accuracy and precision of the survey estimator 
is also required. Hansen, Hurwitz and Eritzker (1968) suggest that statis­
tical surveys can be viewed from three perspectives: 
"First, there is a set of requirements imposed by a problem. 
Presumably these requirements are identified by the subject-
matter specialists concerned with the problem— Second, there 
is a set of specifications for the collection, compilation and 
presentation of the survey data. Third, there are the actual 
operations of collection ... (of data) ... on individual ele­
ments in a census or a sample of the defined population. 
"This view leads us to conceive of three factors relevant 
to evaluating the outcomes (statistics) of a statistical survey -
the ideal goals which are defined or implied by the purposes to 
be served by the survey, the defined goals, which may be more 
operationally feasible, and the expected values of the operations 
actually carried out. Thus, we conceive, first, of a set of statis­
tics that would have been produced had all of the requirements 
been precisely defined and rigorously met. This set, (z), con­
stitutes the ideal goals of the statistical survey. Second, in 
practice we often define as our specific survey goals something 
less or different from achieving the ideal goals. Thus, we 
conceive that the specifications actually set forth for the 
statistical survey, if carried out precisely and rigorously, 
would yield the defined goals - a set of statistics (Y). Third, 
actual performance rarely achieves fully the goals set for it, 
and the survey as actually conducted yields a set of statistics 
(X).... We conceive of a large number of possible repetitions of 
the survey... and we regard the survey we actually take as a 
sample of one from this set of conceived replicates. The hypo­
thetical averages of the replicates are a set of average values 
(x) of the various statistics which we conceive of as the 
expected values of the survey procedure." 
Given this framework for the sample survey, the degree to which the 
statistical survey attains its goals can be evaluated by consideration of 
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the mean-square error. In the notation of Hansen, Hurwitz and Pritzker 
(1968), the mean-square error for a particular statistic, x , can be 
expressed as 
MSE(X) = E(X - Z)^ 
= E{(x - X)^  + (X - YF + (Y - Z)2 + 2(X - Y)(Y - Z)} 
(1.1) 
where E denotes the expectation over repeated trials. The first term 
in Equation (l.l) is the variance of the survey statistic- The second 
term is the square of the bias of the actual survey operations as related 
to the defined goals of the survey. Both these terms are familiar statis­
tical concepts that are given attention in sample surveys. The third and 
fourth terms of Equation (l.l) are less common in survey practice. The 
third term can be considered a measure of the relevance of the defined 
goals of the survey as related to the ideal goals of the problem involved. 
Seldom has it been possible to evaluate these "relei^snce" terms in actual 
surveys, although the ideas involved in the formulation of Equation (l.l) 
are helpful for discussion of concepts. 
In situations in which survey-sample observations are not equal to 
the individual true values, the responses obtained from n individuals 
in a given survey (referred to as trial t) are expressed as 
Y^^ = y^ + d^^ , i=l, 2, ...,n (1.2) 
where y^ , i = 1, 2, ..., n , denote the true values for the individuals 
in the sample; Y^^ denotes the response assigned to the i-th individual 
k 
in the t-th trial; and denotes the deviation of the response in the 
t-trial from the true value for the i-th individual in the sample. The 
deviations, d^^ , are referred to as response errors. We assume a popu­
lation of measurements for each individual and the observed responses are 
assumed to be a random sample from these populations. 
The major part of survey sample work, especially that presented in 
standard sampling theory textbooks, deals with the problems of estimating 
population parameters on the basis of sample data that do not contain 
response errors. In the past two decades, however, different models for 
the response errors in survey sample data have been presented and impor­
tant advances in theory have been accomplished. Some of these develop­
ments are reviewed in this dissertation. 
Response errors in survey sample data may arise in many different 
ways. Deming (igW-), in an expository paper on errors in survey samples, 
lists thirteen factors that affect the usefulness of surveys. Four of 
these factors are related to response errors: 
(1) Variability in response; 
(2) Bias and variation arising from the interviewer; 
(3) Imperfections in the design of the questionnaire; and 
(4) Processing errors involved in coding, editing and punching 
of data. 
The variability in a respondent's responses in repeated interviews 
may be due to a lack of understanding of the questions, difficulty in 
determining hi:; "true-value" associated with the question, lack of suffi­
cient information to answer "correctly," or the respondent's 
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characteristics may change (due to ejcperimental conditioning) with 
repeated interviewing. Interviewers may contribute to variability in 
responses due to lack of understanding of the subject and purpose of the 
survey. The personality and manner of the interviewers is the inter­
viewing process may also contribute to variability. Mistaken judgment 
and clerical errors are not uncommon in coding and editing operations 
involved in processing completed questionnaires-
The presence of response errors has important bearing upon statistical 
analyses of observations on variables of interest. The estimation of means 
for given variables and the estimation of parameters in linear models 
involving several variables are two situations in which response errors 
in the observations require careful attention. 
If the mean, ^ , of a variable is estimated by the sample statistic, 
A  
G , then the mean-square error of the estimator is 
E(Q - M)2 = E(© - 0)2 + {© - ^1)2 (1.3) 
A  
•where 0 denotes the expectation of 0 . Both the variance term, 
A  
E(0 - 0)2 , and the bias term, (0 - li)^ ^ may be influenced by response 
errors in the sample data. The presence of response errors in the sample 
A  
observations implies that the variance of the estimator, © , is not zero 
•when a census of the population is taken. It is desirable to estimate the 
A  
terms in Equation (I.3) so that the accuracy of the estimator, 0 , can 
be measured. 
Consider the linear statistical model 
6 
Z. = 2 X. . p. + Tl. (1.^) 
0 10 1 'J 
that defines the relationship between the (true) value of the variable, 
Z , and the (true) values of the variables • • •, X^^ • If obser­
vations on these variables are obtained from a sample survey in which the 
true values are measured with error, then the appropriate analyses of the 
data and estimators for the parameters, Pg, •••, , in (1.4) depend 
upon the distribution of the response (or measurement) errors in the 
sample observations-
In this dissertation we assume that a simple random sample of n 
individuals is taken from a population of N individuals and that for the 
survey variates a response is obtained from each sample individual in both 
an original survey and a re interview survey. The original and reinterview 
surveys are referred to as Trial 1 and Trial 2 of the survey process. We 
assume that the response errors for the two responses for the i-th indi­
vidual, d^^ , t = 1, 2, are uncorrelated. 
In Chapters III, 17 and V we consider response errors in classifi-
catory problems. Particular attention is given to the structure of 
response models for which the sample proportions are unbiased estimators 
for the corresponding population proportions. In Chapter VI we define a 
parametric model for the analysis of sample data arising from personal-
interview surveys involving replicated responses. Estimation of variance 
components and the variances of variance-component estimators is given 
particular consideration. 
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II. REVIEW OF LUERATUKE 
The importance of response errors in survey data was recognized over 
fifty years ago and their possible effect on research in the social sci­
ences was viewed with alarm- It was not uncommon for social scientists to 
report examples of personal-interview surveys in which the strong influ­
ence of interviewers on the data was evident [e.g.. Rice (1929)]- Pearson 
(1902) reported some investigations on the nature of errors of measurement 
that were obtained when human beings were involved in the measuring pro­
cess- Cochran (1968, p. Qi-O) presented a summary of Pearson's conclusions. 
Little work appeared, however; on research in response error model formu­
lation and estimation for survey data-
Deming (19^, p- 36O) stated that 
"there is need for workable theories of bias and variability 
in response just as much as there ever was need for theories 
of sampling bias and sampling errors." 
He stressed that all sources of errors in survey data should be given 
attention and that applying piecemeal methods in survey planning would 
be largely futile. 
In the early survey work of the Indian Statistical Institute the 
importance of estimating the effect of non-sampling errors was recognized. 
The use of interpenetrating samples thus became an integral feature of the 
Institute's sample surveys. )Wialanobis (19^6, p. 333) reported that 
"The use of replicated networks of samples (in which 
information for each network is collected independently 
by diî'ferent sets of investigators) has been a chiirac-
teristic feature of the work in the Institute.-. Such 
methods have been used very successfully in fumishing 
estimates of the over-all margin of error..." 
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Mahalmdbis noted the utility of the interpenetrating sample design in the 
detection of the defective field work of individual enumerators. Sukhatme 
and Seth (1952) questioned whether interpenetrating samples should be in­
corporated as a regular feature of sample surveys. They noted that for 
many types of surveys the non-sampling errors were found to be relatively 
unimportant and that the higher survey costs involved with interpenetra­
ting samples were not justified in such cases- Sukhatme and Seth (1952, 
p. 38) stated that 
"the use of replicated (i.e., interpenetrating) samples 
may be considered when non-sampling errors are likely 
to be large, but even here, we would recommend its use 
at the pilot stage for improving the questionnaire and 
the method of training with a view to reduce non-sampling 
errors rather than as an integral part of the large-scale 
surveys." 
The U. S. Bureau of the Census initiated post-enumeration surveys for 
the measurement of the effects of response errors in censuses of agricul­
ture and business in the latter half of the nineteen forties [Eckler and 
Pritzker (I95I)]. In the earlier post-enumeration surveys a proportion of 
the populations involved was reinterviewed by more highly trained enumera­
tors with a view to evaluating the biases in the census procedures- These 
studies led to the improvement of census and survey designs and to the 
consideration of response variability [Eckler and Hurwitz (1958)]-
Stock and Hochstim (195I) considered interviewer variability and 
reported some analyses for measuring the effects of interviewer error in 
applied sample survey research. They used the methods of the analysis of 
variance to estimate the variance component associated with interviewers. 
The difference between the between-interviewers mean square and the 
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"between-respondents (within-interviewers) mean square was assumed to esti­
mate a multiple of the interviewer-variance component- Stock and Hochstim 
(1951) demonstrated that although the interviewer variance may be a rela­
tively small proportion of the total variance of individual responses its 
effect on the variance of average survey responses can Ve considerable if 
the number of interviewers in the survey is small relf .ive to the sangle 
size. For exaaple, they report that in a probability sample involving 
sixteen interviewers and 1^88 dwelling units, the interviewer variance 
for the variable "degree of dilapidation of houses" accounted for twelve 
percent of the variance of individual responses but ninety percent of the 
variance of the mean response for the sample. 
Hansen, et al. (1951) discussed concepts involved in a study of 
response errors- They defined the individual response error as the differ­
ence between a sample response and the true value for the individual, and 
assumed that this response error had an expected value (response bias) and 
a raridom component cf variation around the expected value- The response 
model assumed that there existed: 
(a) A finite population of N individuals and a population of K 
interviewers ; 
(b) A true value for each individual; and 
(c) Zero correlations between the random component of responses for 
two different individuals who were interviewed by two different enumerators, 
but non-zero correlations between the responses for individuals within the 
same interviewer assignment. 
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Hansen, et al. (195I) considered the estimation of the response vari­
ance due to interviewers from survey data obtained from an interpenetrating 
sample design in which n respondents are randomly assigned to each of k 
randomly selected interviewers- For this survey design it was inçossible 
to estimate the response variance associated with individual respondents. 
This source of variation could not be separated from the sampling varia­
bility between individual true values because replicated responses from 
the sample individuals were not obtained. 
Suihatme and Seth (1952) discussed a general response model they 
expressed by 
^ijk *i * ^ij "*• ^ijk (2-1) 
where y. „ denotes the sample response obtained by the j-th enumerator 
(j = 1, 2, ..., m) from the i-th sample respcmdent (i = 1, 2, •••, i)on 
the k-th occasion (k = 0, 1, n^^); denotes the true value for 
the i-th respondent; a. denotes the effect of the j-th enumerator in the 
' numeration of many respondents ; 6 - - denotes the interaction between 
the j-th enumerator and the i-th respondent in obtaining replicated re­
sponses; and denotes the random deviation associated with 
that is not accounted for by interviewer and interaction effects. 
Sukhatme and Seth (1952) assumed that sample individuals were ran­
domly selected from the population and that the mean aM variance of the 
individual true values were p. and , respectively. Special cases of 
the response model (2.1) are obtained: (i) if the interaction term is 
zero, (ii) if the interaction term is proportional to the individual true 
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values, and (ill) if the sample respondents are interviewed a given number 
of times by a given number of interviewers. Sukhatme and Seth (1952) gave 
separate consideration to the cases where the interviewers were fixed and 
where they were randomly selected from a larger population of enumerators. 
Expressions for the bias and variance of responses were obtained for 
different submodels of the general response model (2.1). Analysis-of-
variance type estimators for (linear combinations of) the variance compo­
nents in the models were presented. For most of the submodels considered, 
the average of the variances of the interaction terms could not be separated 
from the variance of the residual response error, e-• Sukhatme and 
Seth found that, for the examples they considered, non-sampling errors were 
a relatively unimportant source of variation. 
Hanson and Marks (I958) expressed some reservations about obtaining a 
measure of interviewer variance by reinterviewing the same respondents. 
They stated 
"The problem is that intervievirg is a 'destructi^re 
process' - it does not, of course, destroy the respon­
dent but does destroy his pristine innocence and 
naivete." 
Hanson and Marks (1958) used the method of the analysis of variance to 
estimate interviewer effects in the enumerator variance study of the 1950 
census of population conducted by the U. S. Bureau of the Census. In the 
study about 1000 interviewers were involved in a total of 13^ enumeration 
districts. The authors found that where significant interviewer effects 
were obtained (according to approximate F-tests) the import;mt factors 
appeared to be (l) there was a tendency for the interviewer.5 to omit or 
alter the question involved or to assume the answer; (2) the question 
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involved had a high degree of ambiguity or was quite complex; (3) the 
question generally required the use of probing. 
Eckler and Hurwitz (1958) reported additional empirical investigations 
into interviewer effects on the 1950 census of population. The study in­
volved about 700 enumerators in 125 strata with an average population of 
about 6500 each. The effect of interviewer variability was measured by 
comparing the between-enumerator, and within-enumerator, mean squares- The 
authors reported that an approximate F-test indicated that the between-
interviewer variability was significantly larger than the within-interviewer 
variability for nearly l of the items tested- While these results indi­
cated that efforts to reduce the effect of interviewer variability should 
be considered, Eckler and Hurwitz (1958) suggested that attempts to reduce 
response variability may lead to an increase in biases- For example, 
resorting to self-enumeration to eliminate the effect of interviewer varia­
bility may result in many respondents mis interpreting the questions of the 
questionnaire and giving results that are biased. 
Hansen, Hurwitz and Bershad (1961) presented a summary of the con­
ceptual ideas and response model formulations that have evolved in the U.S. 
Bureau of the Census and directed the research and evaluation programs 
in the Bureau for more than a decade. They presented their response model 
in the context of estimation of the proportion of individuals that belong 
to a given class of a finite population. The Hansen, Hurwitz and Bershad 
(1961) response model has been discussed and applied in several publica­
tions including Pritzker and Hanson (I962), Hansen, Hurwitz and Pritzker 
(I96I4-), and the U. S. Bureau of the Census (1968, 1972). The model has 
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been extended by Fellegi (196^) to consider replicated responses. We 
present a summary of the basic model. 
It is assumed that a survey is conceptual!y repeatable under the 
same general conditions and that the responses from sample individuals 
are described by some (unknown) probability distribution- The survey 
design by which sample observations are obtained is assumed to be inter­
penetrating within each stratum of the population. That is, within each 
stratum a simple random sample of nk individuals is drawn without re­
placement and this sample is partitioned at random into k sub sample s 
of n individuals each. A random sample of k interviewers is assumed 
drawn from a large pool of available enumerators within the stratum. We 
denote the survey individuals by S = [8^, i = 1, 2, ..., k} , where 
denotes the interview assignment for the i-th enumerator. The sample 
responses for a given stratum aie denoted by x , where j s 8. , 
i = 1, 2, ...,k, and the subscript t distinguishes the survey in which 
the responses are obtained. Since only one survey (or trial) is defined 
in this discussion, we omit the subscript t in the following presenta­
tion. The survey response x^^ is expressed by 
^ij ~ X + Aj + (2.2) 
where X denotes the expectation of the responses, x^^ , over all trials, 
interviewers and respondents in the population; denotes the differ­
ence between the expected response for the j-th respondent, = E(x^j|j), 
and the expected response over all respondents, X ; and d. . denotes 
the difference between the observed response, , and the conditional 
Il4-
expected response, • 
If the expected response, X. , is not equal to the true value, Y. , 
J J 
for the j-th individual, then X^ is referred to as the operationally 
true value. For example, for zero-one variables the "true value" for 
individual j is zero or one but X^ is between zero and one if there 
exist response errors. Hansen, Hurwitz and Bershad (I961) refer to d^^ 
as the response deviation for the observation on the j-th individual in the 
survey and Aj as the sampling deviation for the j-th respondent. With 
use of these notations, it follows that the sample mean 
- 1 ^ 
estimates the true population mean, Y ^ Z Y. , with the bias 
j 1 J 
(X - Y) . The simple response variance is defined by 
= I ^ "3 ' (2'k) 
^ j=l ^ 
where is the conditional response variance for the j-th individual in 
the population, and the sampling variance is defined by 
= E(Ap 
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The response variance, as defined "by (2.4), includes the random variation 
due to interviewers and the random variation associated with the responses 
of the respondents. 
To obtain an expression for the variance of average responses for a 
given stratum, different correlations are defined. In discussions of the 
Bureau of the Census model it is often suggested that correlation between 
sampling deviations that arises because of the without replacement sampling 
from the population and the correlation between response deviations for 
respondents in the same interviewer assignment are not the only ones that 
are important. Nonzero correlations between response deviations for 
respondents in different interviewer assignments may exist because of 
crew-leader supervision. Further, Hansen, Hurwitz and Bershad (I961), and 
others, have stated that correlations may exist between response deviations 
and sampling deviations of different respondents in the same interviewer 
assignment. This may be due to the interviewing process having a "learning" 
effect upon an interviewer. Some authors include these additional correla­
tions in the expressions for the expectations of the different sums of 
squares, although for most survey designs there seems to be no way to 
estimate them [e.g., Fellegi (1964)]. 
Given that E(d_j d^^,) = , j ^  j' , and E(d^j d^.^,) = 0 , 
i ^ i' , it is readily verified that under model (2.2) the variance of the 
mean response (2.3) is given by 
Var(x) = ^ {a| [1 + (n-l)p^] + [1 + (n-l)pg} (2.6) 
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where Pg = -1/(N-1) is the correlation between different sampling devia­
tions-
The covariance between the response deviations in the same interviewer 
assignment; , is estimated by the difference between the quantities 
C and D , which are defined by 
G = ^  (2-7)  
and 
— 1 
where x. = — Z x. . • The expectations of C and D are 
jeS. 
E(C) = g {a| [1 + (n-l)pg] + 0= (1 - Pg)} (2.7a) 
and 
E(D) = I {A|(l - Pg) + A|(l - Pg)} • (2.8a) 
It is obvious from Equations (2.7a) and (2.8a) that the difference C - D 
is an unbiased estimator for the interviewer-variance component, p^a^ • 
This estimator is obtained from an analysis of variance as the difference 
between the between-interviewers, and within-interviewers, mean square, 
divided by the interviewer workload (n) • The Bureau of the Census 
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obtains estimates for vne interviewer variance by pooling the estimates 
obtained for each stratum and reports results in terms of relvariance s of 
response and sampling deviations [e.g., U. S- Bureau of the Census (1968)]. 
The relvariance is defined as the ratio of the variance of the mean re­
sponse for an average-sized stratum to the square of the estimated mean 
(i.e., relvariance is the square of the coefficient of variation). In the 
estimation of the proportion of individuals in a given class, the response 
relvariance estimator is 
R. V. = L 
S Kf (C - D ) 
i=l ^ ^ ^ 
( Z N.)^ 
i=l ^ 
(2.9) 
where denotes the size of the i-th cluster; L denotes the number of 
clusters; (C^ - D^) denotes the estimate for the interviewer component 
of the response variance from the i-th cluster; and P denotes the esti­
mated proportion of the population in the given class. The U. S. Bureau 
of the Census (1968) estimates the variance of the response relvariances 
by the random group method. Response relvariances are computed for each 
of a number of randomly formed groups and the variance estimate obtained 
from the deviations among the group estimates, with a large number of 
strata, the estimates for relvariances, averaged over all strata, are 
regarded as having a normal distribution, and confidence intervals for the 
relvariances are calculated accordingly. 
Hansen, Hurwitz and Pritzker (l^A) define the index of inconsistency 
as the ratio of the simple response variance (2.it-) to the total variance 
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of individual responses, that is, 
I = ^ • (2.10) 
For a point-binomial random variable, the total variance, + a| , is 
equal to P(l-P) , where P is the expectation of the sample mean (2.3)-
The simple response variance, , cannot be estimated from an inter­
penetrating sample without obtaining replicated responses. The U. S, Bureau 
of the Census (1972) obtained estimates for the index of inconsistency for 
different variables from a reinterview study. The estimator that is defined 
for the response variance will have a negative bias if the response errors 
for given individuals in the two trials have a positive correlation. 
The response model defined by Fellegi (196!+) was similar to that of 
Hansen, Hurwitz and Bershad (I961). His sampling design, however, involved 
both interpénétration and replication. He represented the assignments for 
t h e  t w o  s u r v e y s  b y  ( ( S . 8 . f ^ \ ) ,  i  =  1 ,  2 ,  • . . ,  k }  w h e r e  S , a n d  
^i(2) denote the interview assignments for the i-th enumerator in the 
first (original) and second (reinterview) surveys, respectively. For any 
given interviewer and are not the same. The assignments 
(^i(l)' ^ i(2)^ ' i = 1, 2, ..., k , are obtained by forming a latin square 
of the symbols S^, S^, ..., 8^ , randomizing it, and taking the columns of 
the first two rows. 
Kish (1962) reported interviewer effects in two different interpene­
trating sample surveys in which attitudinal variables were studied. The 
response model used was the simple variance-component model involving a 
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random interviewer component and a residual error that consists of the 
sampling and respondent response-error teims. The correlation coefficient, 
p , defined by Kish was the ratio of the interviewer-variance component 
to the total variance- Kish (I962) suggested that in testing for signifi­
cant intei-viewer effects (by the ratio of the between-interviewer, to 
within-interviewer, mean square) it is advisable that the size of the test 
be somewhat higher than the .01 or -05 level (say a = -25) because falsely 
rejecting the null hypothesis of zero interviewer effects may result in 
seriously underestimating the variances of mean responses for moderately 
lange inte2*viever workloads. 
Mote and Anderson (1965) considered two simple response models in an 
investigation of the effect of misclassificaticn cn the size and power of 
chi-square goodness-of-fit tests for categorical data- The first model 
assumed equal probabilities of misclassification into one of r available 
categories- The second response model assumed that there were only mis-
classifications in classes adjoining the true classes to which individuals 
belong. Mote and Anderson (19^5) show that, with these response models, 
hypothesis tests concerning the class proportions that ignore classifica­
tion errors have greater size and smaller power than tests that are modi­
fied to account for classification errors. 
Giesbrecht (I967) considered the classification of individuals into 
the four groups defined by the presence or absence of two attributes. 
Using the Giesbrecht notation, the presence (or absence) of the first 
attribute is denoted by A (or A) , and the presence (or absence) of the 
second attribute is denoted by B (or B) - The four classes involved are 
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denoted by AB, AB, AB and AB . For example, AB denotes the 
absence of the first attribute but the presence of the second attribute. 
For this four-class situation, Giesbrecht defined ten conditional 
probabilities from which the probabilities of classification are obtained 
for each of the four classes- By use of the abbreviations "ac" for 
actual (or assigned) classification and "tc" for true classification, 
the conditional probabilities that were defined are 
= Pr(ac is Bjtc is B) 
= Pr(ac is B |tc is B) 
Q^-j = Pr(ac is AB |tc is AB and ac is B) 
= Pr(ac is AB |tc is AB and ac is B) 
= Pr(ac is AB |tc is AB and ac is B) 
CXQQ = Pr(ac is AB |tc is AB and ac is B) 
y-j -J = Pr(ac is AB |tc is AB and ac is B) 
= Pr(ac is AB | tc is AB and ac is B) 
= Pr(ac is AB |tc is AB and ac is B) 
y^Q = Pr(ac is AB | tc is AB and ac is B) . 
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The ten conditional probabilities defined by Giesbrecht (19^7) do not 
represent the most general response model for the two-attribute case. To 
obtain the probabilities of assigned classifications for each of the true 
classes, the four probabilities Pr(ac is B(tc is AB), Pr(ac is sjtc is AB), 
Pr(ac is Bjtc is AB) and Pr(ac is Bjtc is AB) , need to be defined. 
Giesbrecht implicitly assumes that 
= Pr(ac is Bjtc is AB) = Pr(ac is B|tc is AB) 
and 
Pg = Pr(ac is Bjtc is AB) = Pr(ac is Bjtc is AB) • 
These assumptions account for the reduction of the number of independent 
classification probabilities from twelve to ten. One can envisage situa­
tions in which the probability of assigned classification with respect to 
one attribute depends on the presence or absence of other attributes. 
However, even with Giesbrecht's reduction of parameters from fifteen 
to thirteen (three population class proportions being included), the 
response model cannot be estimated from independent classifications of 
sample individuals at two trials of a survey-
Koch (1968) considered the same two-attribute classification problem 
as Giesbrecht (I967) and defined a response model that permits estimation 
of the parameters and tests for goodness-of-fit- Koch makes four hypoth­
eses of response from which three independent response probabilities are 
obtained. First, the probabilities of correct classification with respect 
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to both attributes are assumed eq.ual. Second, the probabilities of correct 
classification with respect to the first attribute, but incorrect classi­
fication with respect to the second attribute, are assumed equal. Third, 
the probabilities of incorrect classification with respect to the first 
attribute, but the correct classification with respect to the second 
attribute, are assumed equal. Fourth, the probabilities of incorrect 
classification with respect to both attributes are assumed equal. 
Under the Koch response model there are thus six independent param­
eters (three response probabilities and three population proportions). By 
use of independent classifications from two trials of a survey, a goodness-
of-fit test with three degrees of freedom is obtained to test the adequacy 
of the Koch response model. 
It can be verified that the Koch response model is obtained from the 
Giesbrecht model by the restrictions 
^1 = ^0 
^±1 = %1 = ^10 = foo 
Gio = Obo = ^11 = foi ' ' 
Bershad (1967) presented a response model for use in the estimation 
of the proportion of individuals who are consistently unemployed in two 
months. The assumptions of his model are: 
(a) At any point in time each individual in the population belongs 
to one of the two mutually exclusive classes, "unemployed" end "not 
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unemployed" (employed); 
(b) Individuals in a sample are classified into the two classes such 
that different classifications are (i) independent of one another; and 
(ii) dependent only upon the true unemployment status of the individual at 
the time of classification; 
(c) The sample proportion of unemployed individuals is an unbiased 
estimator for the true proportion unemployed at that time; and 
(d) The proportion of unemployed individuals in the population is 
the same in the two months considered-
Under these assumptions, Bershad (196?) demonstrated that the expected 
proportion classified as unemployed in the first month but employed in the 
second month, a^ , is not equal to the true proportion, A^p . The bias 
arises directly from the hypothesis that the probability of an incorrect 
classification in the second month is independent of the true classifica­
tion in the first month. The relationship between the true proportion, 
A- p , and the expected proportion, a^ , is given by 
= [a^ - ?(1-P)I]/(1-I) (2.11) 
•where ? is the proportion unemployed in a given month; and I denotes 
the index of inconsistency. 
If two independent classifications are obtained for each individual 
in a sample, a goodness-of-fit test with six degrees of freedom can be 
computed to test the validity of the Bershad response model. 
Huang (1972) considered the estimation of a population mean under the 
assumption that a questionnaire containing two questions on the 
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characteristic of interest is used in obtaining survey responses. Assum­
ing that the two determinations from the sample individuals are correlated, 
^2 ~ ^12 — ®12 — 
the estimator, Y-, + 7^ > the popula-
sj-2s^.s| 
tion mean was suggested, where and y^ are the sample means for the 
first and second determinations; s^ and s| are the mean squares for the 
two determinations, and s^ is the sample covariance between the two 
determinations. Huang (1972) defined conditions under which the bias of 
the estimator is of order l/n and obtained expressions for the variance 
under different model assumptions. Huang (1972) also considered the classi­
fication of sample individuals for which conflicting responses were obtained 
in the two survey determinations. By use of a third zero-one variable, a 
rule was presented by which the probability of correct classification is 
maximized. 
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III. GENERAL CLASSIFICATION MODELS 
We consider a finite population of N individuals, each of which 
"belongs to one of r mutually exclusive and exhaustive classes. The 
number of population individuals belonging to the i-th class is denoted 
r 
"by N. ; i = 1, 2, ..., r , where Z N. = N . The last or r-th class is 
^ i=l ^  
assumed composed of individuals not in the other r-1 classes- Thus the 
proportions , i = 1, 2, r-1 , where = N^/N , determine the 
structure of the population. We assume that the population individuals 
selected in samples are classified into one of the r classes and that 
the sample classification and the true classification are not necessarily 
the same. 
In obtaining sample observations we assume that the classification 
procedure is characterized by the parameters , i,j = 1, 2, ..., r , 
where p.. is interpreted as the probability that a randomly selected 
individual belonging to the i-th class is classified in the j-th class. It 
r 
obviously follows that Z g.. =1 for all, i = 1, 2, r . Thus, at 
j=l 
most, there exist r(r-l) independent classification probabilities. If, 
for some i and j , 0 < . < 1 , then sample observations contain 
classification errors- If = 1 for all i = 1, 2, ..., r , then the 
true classification is always the sample classification. 
The general classification model, which consists of r(r-l) indepen­
dent classification probabilities and r-1 independent class proportions 
contains more pt-rameters than can be estimated from two independent 
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classifications of sample individuals obtained by repetition of the survey 
process. To estimate the parameters in a classification model, the number 
of independent parameters must be sufficiently reduced, either by assuming 
certain equality relationships between the classification probabilities, 
or by assuming that the classification probabilities are functions of a 
small number of independent parameters. 
A. Classification Probabilities Known 
We first consider the case in which the classification probabilities 
are known constants. We assume the following sample design and classifica­
tion hypotheses: 
(i) A simple random sample of size n is taken without replace­
ment from the population of N individuals and each individual classified 
into one of the r mutually exclusive classes; 
(ii) The classifications depend on the true classes to which the 
individuals belong and are characterized by the classification probabili­
ties , i,j = 1, 2, r; and 
(iii) The classification of an individual on any sampling occasion 
is independent of that on any previous occasion. 
The proportion of the sample which is classified in class i is 
denoted by 




if the k-th population individual is in the sample; 
otherwise; and 
if the k-th population individual is classified in class i ; 
otherwise. 
The expectations, variances and covariances of the sample proportions 
are presented in Theorem 3-1-
Theorem 3-1 
Given the sampling scheme and classification hypotheses (i) - (iii); 
E(PJ^ ) — , i — 1, 2, •'•} r (3*2) 
N-n = \ n-1 
^ ^ m=l 
X — 2^ * • • ^ I* 
^ h F. - ^  , 
Proof 
Since p^ is defined by Equation (S-l), we see that 
(3.3) 
(3.4) 
i ^  j , i,j = Ij 2, •••, r 
P^ - S Pj^ > i-1, 2, ...,r . (3'5) 
m=l 
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E(Pj) = i Î E(6^ yj) 
k=l 
(3.2a) 
N N W . -
Var(p ) = — { E E(6, Vv) + ^ Z E(&. 6j^, %['} 





— z Z E(5 0^, yl-ii,) - E(p ) E(p ) 










P p . 
and for k ^  k' 
B(5k ^k' % %') = p(6> = 61^1 = 1) F(yi^ = y^t = i)&k = &k' ^ 
n(n-l) r 2 
N(N-l) ^ -, N(N-l) ni=x 
r r 
Z Z 




By substitution of these expressions into Eq,uations (3-2a) -
(3-2) - (3-^) are obtained. Q 
If the sample proportions ^ i = 1, 2, r , are unbiased, then 
the classification probabilities are said to satisfy the unbiasedness con­
dition 
S ^mi ~ ^i ' i — 2, •••, r • (3*5^) 
m=l 
If there are no classification errors (i.e., = 1 and = 0 , 
m ^  i , for all i = 1, 2, ..., r) , the unbiasedness condition is, of 
course, satisfied and the second expressions in the variance and covariance 
formulas [Equations (3*3) and (3.^)] are zero. For the first response model 
considered by Mate and Anderson (1965), the classification probabilities are 
given by 
i r j 
1 - (r-l)O , i = j; i,ô = 1, 2, ..., r , 
where 0 < 9 < l/r , and the expected proportions classified in the differ­
ent classes are 
Pi = P^ + 0(1 - r P^) , i = 1, 2, ..., r . 






1 - 2 0  ,  
1 - 0  ,  
0 
i -  j|  = 1  
i = j ^ i = 2, 
i.= j = 1, r 
otherwise 
•, r—1 
where G is assumed in the open interval (O, l/[2 + 2 Cos(Tr/r)]) to 
ensure that the matrix of classification probabilities is nonsingular. 
The expectations of the sample proportions, under this response model, are 
r 
\ -
?! + e(Ï2 - P^) 
^ Pi + «(Pl.l - + ?i+i) 
[ fr + - fr) 
i = 1 
i / 1, r 
i = r 
It is obvious that the classification probabilities for these two response 
models satisfy the unbiasedness condition (3'5aJ only if the class propor­
tions are equal (i.e., = l/r for all i = 1, 2, r) • 
If a census of the population is taken the variances and covariances 
of the sample proportions are not zero when classification errors are 
present. That is, if n = N 




COT(Pi,PJ) ' - # Z f* Pml 9*3 , • 
111=X 
However, if the population class sizes, , m=l, 2, r, increase 
without limit such that P = N /N , the variances and covariances approach 
m m 
those of the sanple proportions obtained by sampling from an infinite popu­
lation. That is, for sample size n 
N 
Lim Var(p^) = ^ (l - P^) (3-5b) 
and 
Lim Cov(p.,p.) = 
N —*• œ ^ -S 
i / j 
The limiting variance (3-5b) of the sample proportion, p. , is not neces­
sarily greater than that obtained in the absence of classification errors. 
The variance P^^Cl - P^)/n is, however, greater than P^(l - P^)/n if 
P^ is closer to l/2 than to P^ . The variance, Var(p^) , in Equation 
(3'3), is greater than that obtained without classification errors if the 
condition 
(N-n) [P.(l - P.) - P-(l - P.)]  + (n-1) 2 P^ p^.(l - > 0 
m=l 
is satisfied. For example, this condition is satisfied if there exist 
classification errors but the classification probabilities are such that 
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they satisfy the iiribiasedness condition (2.5a)-
The results of Theorem 3-1 can be expressed in matrices with use of 
the notation 
P' - (PI, PG, ', PJ.) 
) «  (^2' ^2' — ' 
















Equation (3'5) is equivalently expressed as 
P = B' P (3.7) 
and Equations (3-3) and (3*^) are expressed in matrix notation as 
cov(p) = [Diag(p) - P P'] + [Diaë(P) - B' Diag(P) B] (3-8) n-1 
where Diag(P) and Diag(P) are diagonal matrices with i-th diagonal 
elements P^ and P^ , respectively^ i = 1, 2, r . The covariance 
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matrix, Cov(p) , is obviously singular since the sum of the elements in 
the vector p is one. 
For the case of known classification probabilities, unbiased estimators 
for the population proportions and their variances and covariances are 
easily obtained from sample data. The estimators are presented, in Theorem 
3.2. 
Theorem 3-2 
If the matrix of classification probabilities is nonsingular with 
known elements, then the vector of population proportions P is unbiasedly 
estimated by 
P = (bT^P • (3.9) 
and the covariance matrix for this estimator, 
Cov(P) = [(B')-l Diag(P)B"^ - PP'] 
+ [(B')"l Diag(P) B'^ - Diag(P)] , (3-10) 
is unbiasedly estimated by 
^ ^ T\T V» T T AA 
Cov(P) = [(B') Diag(p) B"^ - PP'] 




The unbiasedness of P , defined by Equation (3-9)» follows directly 
A 
from Equation (3'T)' The covariance matrix for P is expressed as 
A n 
Cov(P) = (B') Cav(p) B . By use of the expression for the covariance 
matrix of p , given by Equation (3-8), it readily follows that the covari-
A 
ance matrix of P is given by Equation (3.10). The unbiasedness of 
A A A 
Cov(P) for Cov(P) is shown as follows : 
E [Cov(P)] = [(bT^ Diag(P) B"^ - Cov(P) - PP'] 
+ I [(B')"^ Diag(P) B"^ - Diag(P)] 
= Diag(P) B"^ - PP'] 
+ I [(B')-l Diag(P) B'^ - Diag(P)] - Cov(P) 
= [ - N(nS)g£-l) ] Dâag(P) B'^ - PP'] 
+ [ § - Diag(P) B-^ - Diag(P)] 
= Diag(P) B"^ - PP'] 
+ [(B')"^ Diag(P) B"^ - Diag(P)] , 
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A A A 
i.e., E [Cov(P)] = Cov(P) . Q 
We consider the hypothesis test about the true population proportions; 
Test the null hypothesis 
HQ: P = 
against the alternative 
P 5^ P° . 
Given that the classification probabilities are known and that the matrix 
of classification probabilities is nonsingular, this hypothesis testing 
problem is equivalently expressed by: 
Test the null hypothesis 
P = 
against the alternative 
P P° 
"Where 
fP = B' P° . 
A test criterion for the problem is: Reject the null hypothesis if the 
statistic 
X, = 2 (n p. - n r?)2/n P? (3-12) 
i=l 
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is greater than , where is the appropriate critical value for the 
chi-square distribution with r-1 degrees of freedom. This approximate 
test procedure is suggested because the test statistic in Equation 
(3-12) is asymptotically distributed as a chi-square random variable-
If there is interest in testing hypotheses for, say, q of the 
population proportions, where q < (r-l) , the number of classes con­
sidered in the test statistic is reduced to q+1 . The critical 
value for the test statistic would be obtained from the chi-square dis­
tribution with q degrees of freedom-
B- Classification Probabilities Unknown 
In Section A of this chapter we considered the estimation of the 
population proportions when the classification probabilities are known-
If the classification probabilities are unknown, the unbiased estimator 
(3-9) for the population proportions cannot be obtained- We now consider 
the situation in which each sample individual is classified twice, first 
from "Trial 1" and then from "Trial 2" of a survey. We assume that for 
each sample individual the Trial-2 classification is independent of the 
Trial-1 classification-
The proportion of the sample which is classified in class i at 
Trial 1 and class j at Trial 2 is denoted by 
where 
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= 1 , if the k-th individual is classified in class i 
at Trial 1 and class j at Trial 2; 
= 0 , otherwise 
If there are no classification errors the sample proportion p.. is zero 
for i ^ D and p^^ is equivalent to p^ , defined by Equation (3*l)-




Given the classification hypotheses (i) - (iii) of Section A; 
E(p--) = P.. , i,j = 1, 2, r , (3.1^) 
Var(Pi^) = n(lî-l) ^mi ^ mj^^'^mi^mj^' 
ijj =1, 2, .•-,r , (3*15) 
and 
Cov(p_,p^,^, ) - ^ij ^ i'j' ~ n(N-l) ^mi ^ mj ^ mi' ^ ng ' ' 
1 ^ V or 3 ^ y > (3-16) 
vhere 
^ij = j, Pmj ' 
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Proof 
Frcm the definition of p. . in Equation (3-13)j it follows that 
E(p .) = ^ Z E(6 (3.1W 
^ k=l ^ ^ 
T N .. N N . . 
Var(p ) = ^ { 2 E(5 +22 E(6 6 , y^^^ yJ)] 
n^ k=l ^ ^ k ^  k' k k k k 
- [E(ïUj)]2 (3.15a) 
and 
- N N 
Cov(p ,p , ,) =— 2 S E(&, 5 , y^ y.,^ ) - E(p .) E(p., ,) • ij 1 J n k^k' •K.jijtjs. ij 
(3.16a) 
Now 
E(6k 7k^) = P(5k = 1) P(y^^ = 1|5% = 1) 
5 ^mi ' m=± 
and for k ^  k' 
E(6j, ôjj, 
^k-




m=l K(N-l) ^mi ^mi' 
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^ N(N-l) ^mi ^m'i' 
Substitution of these expressions into Equations (3-lW) - (3-l6a) give 
Equations (3-1^) - (3*16). Q 
Although we assume that the classification probabilities are unknown, 
these results suggest how one might test the hypothesis that the Trial-2 
classifications are independent of the Trial-1 classifications for observed 
date.. From Theorem 3*3 we see that the assumption of independent classifi­
cations implies that 
B(Plj) = 9mi 9*0 • 
This is referred to as the symmetiy condition of the two-trial proportions. 
It is obvious that the symmetry of the expected proportions, , does 
not imply symmetry of the observed proportions. Ifovrever, Jarge differences 
in the observed proporticms, p^^ and p^^ , i ^  j , may indicate lack 
of symmetry of the two-trial proportions. As a test for "lack of symmetry 
of the two-trial proportions," or equivalently, "lack of independent classi­
fications in two trials," we consider the statistic 
2* 2* 
Xp = Z Z (n,. - n P,,)2/n P.. (3-17) 
^ i=l j=l ^ 
where n^^ denotes the number of the n sample individuals that are 
classified in the i-th class on Trial 1 and the j-th class on Trial 2 
ko 
(n. . = n p.; and P. . denotes the maximum likelihood estimator for P.. 
IJ 3. J IJ Ij 
under the assumption that P.. = P.. . Because the observed frequencies, 
J1 
n.. , are considered to arise from a multinomial distribution with class 
probabilities P.. , where P.. = P.. for all i and j , it is easily 
shown that P.. = (n.. + n..)/2n • The statistic of Equation (3-17) is 
10 10 01 
thus equivalently expressed 
Xp = 2 2 (n - n )2/(n,, + n.,) . (3.17a) 
^ ^ ^  j J**- d-*-
This statistic converges to a central chi-square random variable with 
^ (r^-r) degrees of freedom, under the null hypothesis. This test for 
"lack of independent classifications" is not recommended if the frequencies, 
n^^ , are too small. 
The assumption of independent classifications of sample individuals 
in two trials means that there are only ^ (r+2)(r-l) independent expected 
proportions, P^^. , i < J ; i,j =1, 2, .., r . Obviously, the general 
model that has r(r-l) independent classification probabilities and (r-l) 
independent population proportions cannot be estimated on the basis of 
independent classifications in two trials of a survey. 
We consider classification models for which the expected proportions, 
P^j , are expressible as functions of a reduced number of independent 
parameters. We assume that the proportions satisfy the conditions 
(a) P^j = Pj(0) , i;j = 1; 2, r 
where © = (©^, ©g, ..., ©g)' and r-l < s < ^  (r+2)(r-l); 
!+l 
(b) Given a 6 > 0 , there exists an e > 0 such that 
inf Z 2 P (9°) log [P. .(0°)/P. .(©)] > s 
R i < j J ^ ^ 
where 9° denotes the vector of the true values of the parameters, and 
R = {9: |9 - 9°1 > 6} ; 
(c) Each P. .(9) admits continuous partial derivatives of the first 
order with respect to 9^^ , k = 1, 2, s; 
a p..(8°) , O I 
(d) The matrix, ( / [P. .(9 )] ) , computed at the true 
values is of rank s and the information matrix I = (i^) is nonsingular, 
r r Ô P_(9°) Ô P..(G°) 
V ^ < j P_(9°) ^ ®m ^ ®k 
The conditions (b), (c) and (d) are those given by Rao (1965). They 
are sufficient for the existence and asymptotic efficiency of the maximum 
likelihood estimator. From these conditions it follows that the statistic 
r [n . - nP..(9)]2 r r [(a.. + n .) - 2nP (9)]^ 
X = 2 ^ + Z 2 ^^
^ i=l n?..{ô) i <3 2nP^^(0) 
(3.18) 
A 
where 9 denotes the maximum likelihood estimator for 9 , is asymptotically 
distributed as a chi-square random variable with ^ (r+2)(r-l) - s degrees 
of freedom [see Rao (I965, p. 325)]' The test criterion for the hypothesized 
k2 
classification model. P.. = P..(O) , i,j = 1, 2, r , is to reject 
Xj 
the model if , where is the appropriate critical value for 
the chi-square distribution with ^ (r+2)(r-l) - s degrees of freedom. 
The test statistics of Equations (3*17) and (3'l8) permit testing a 
response model in two steps: first, testing the hypothesis of independent 
classifications in two trials of a survey, and, second, testing the par­
ticular parametric representation for the given response model. These 
two tests can be combined in an overall test 
r r [n - nP (O)]^ 
Xv = 2 2 ^ (3-19) 
i=l j=l nP (©) 
where under the null hypothesis Xj^ has a chi-square distribution with 
r^-l-s degrees of freedom. 
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IV. M UKBIASiD CLASSIFICATION MODEL 
A. Introduction. 
We consider the classification model in which the true classification 
is reported a proportion, a , of the time and for the remaining (l-a) 
of the time the response is given with probabilities proportional to the 
population parameters , i = 1, 2, r-^ The classification 
probabilities are thus 
^ii = ^ (l-Q:)Pj^ ; i = 1, 2, r (4.1) 
and 
, i 7^ j; i,j = 1, 2, r (4.2) 
where a is a constant in the interval [0, 1] . If a = 1 , the true 
classification is always reported, but if a = 0 , the probability that a 
randomly selected individual is classified in a particular class is eq.ual 
to the proportion of the population in that class-
For this response model the sample proportion classified in a given 
class unbiasedly estimates the corresponding population proportion. That 
is, 
m=l mfx 
-Aîayne A. Fuller, in a letter to Benjamin J. Tepping of the U. S. 
Bureau of the Census in 1969, suggested this response model as an alter­
native to the Bershad (I967) model for application to the two-month unem­
ployment problem-
1^4 
= P^Ca + (l-a)Pi] + (1 - Pi)(l-a)Pj^ 
= • 
The variances and covariances of the sample proportions are presented 
in Theorem ^ .1. 
Theorem 4.1 
Given that a simple random sample of n individuals is taken, and 
the classification probabilities (k.l), (4.2) apply, it follows that 
- îi> + (k-3) 
1 — 2^ •••J r 
and 
G°T(Pi'Pj) = - ^  ^  (l-cf)PiPj , 1 3 • (k-4) 
Proof 
These expressions are obtained by substitution of the probabilities 
(4.1), (4.2) in the variances and covariances given by Equations (3-3) and 
(3-4) in Theorem 3"1" Q 
B. Estimation of the Parameters 
The unbiased classification model presented in Section A contains 
independent parameters P^, P^, .. , P^_^ and a . Although the observed 
proportions classified in the different classes are unbiased estimators 
U5 
for the population proportions, one trial of a survey does not permit the 
estimation of the parameter cx in the model. We thus consider the esti­
mation of the r parameters in the model from data obtained from a sample 
in which two independent classifications are obtained for each sample 
individual. From these Trial-1 and Trial-2 classifications a test for 
goodness-of-fit of the unbiased classification model is also possible. 
Discussion is confined to maximum likelihood and Gauss-Newton estimators 
of the parameters in the unbiased classification model. 
1. Maximum likelihood estimators 
Under the assumption that the unbiased model of Section A applies, 
the likelihood function for the Trial-1 and Trial-2 classifications is 
that of the multinomial distribution with r^ classes having probabilities 
, i,j = 1, 2, ..., r , where = oP + (l-Q?)P| , = 
(l-Q?)P.P. for i / j , and Z P. = 1 . The likelihood function for the 
^ J i=l 1 
sample classifications is thus proportional to 
r n.. r r (n..+n..) 
L = TT [q2 P + (l-Qp)P?] TT ÏÏ [(1-Q?)P.P-] ^ ^ . (4.5) 
1=1 1 i<j ^ ^  
The properties of the roa-x-itmim likelihood estimators for the param­
eters in the unbiased classification model are obtained by use of well-
known theory on the estimation of the multinomial distribution. We present 
some of the basic results from Rao (1965, pp. 295-99)• 
The probabilities of the multinomial distribution, , 
i = 1, 2, ..., k , are functions of the vector 0 = (0^, 8^)' 
k6 
that belongs to an admissible set 0 . The true value, 0° , is an 
interior point of © . We consider the following assumptions: 
Assumption 1. Given a 6 > 0 , it is possible to find an e such that 
k 
inf 2 TT. (0 ) log[TT.(0 )/TT.(0)] > e 
R i=l ^ 
where R={0: |0 - 0°l >6} 
Assumption 2. The functions n\(0) admit first-order partial derivatives 
which are continuous at 0° • 
Assumption 3» The information matrix I = (i^^) is non-singular at 0° , 
where 
K 1 ÔTT ÔTT. 
' A i ^ ^  • 
The condition of Assumption 1 implies that outside the sphere 
|0 - 0^1 <6 ; there is no sequence of points {0^} such that the proba­
bilities {TT(0^)} converge to Tr(0°) as I Œ . The quantity 
.0\ , r 
— 
k 
2 TR.(0^) log[TT.(0")/TT. (0)] is an average amount of discrimination be-
i=l 11
tween the multinomial distribution defined by 0 and that defined by 0° 
Thus the condition is that this quantity is bounded away from zero when 
0 is outside a sphere centered on 0° and having a positive radius-
With these conditions we obtain the following results : 
Result 1; Assumptions 1 and 2 imply that a mavimnm likelihood estimator 
of 0 exists and converges to 0° with probability one. 
1^7 
Result 2: Assumptions 1 and 2 imply that a maximum likelihood estimator 
can he obtained as a root of the equations 
with probability one. 
Result 3- Assumptions 1, 2 and 3 imply that the maximum likelihood esti-
is q-variate normal with covariance matrix that is the inverse of the 
information matrix. 
These three results are stated in Rao (19^5^ p. 296) and proved under 
somewhat less restrictive conditions than those stated in Assumptions 1 
and 2. 
The probabilities. P.. , i,j = 1, 2, ..., r , in the multinomial 
distribution having likelihood function given by Equation (^>5) satisfy 
Assumptions 1, 2 and 3. The maximum likelihood estimators for the param­
eters in the unbiased response model are thus obtained by solving the 
maximum likelihood equations associated with the likelihood function (4.$). 
By taking the logarithm of the likelihood function we have 
- 0  ,  i - 1 ,  2 ,  . . . , q  
mat or, 0^ , is such that the asymptotic distribution of /n" (0^ - 0°) 
r r 
log L = Z n.. leg [oPP. + (l-Qp)P^] + (n - 2 n . ) log(l-(f) 
i=l 1 i=i 
r r 
r-1 r-1 
Z N log [OPP. + (l-Q?)PF] + N log [Q?(1 - Z P ) 
i=l 1 1 rr 1=1 ^  
k8 
r-1 r 
+ (l-cf)(l - 2 P.)2] + (n - Sn .) log(l-aP) 
i=l i=l 
r-1 r-1 
+ 2 (n . + n ) log [(1 - Z P )P ] 
j=l i=l ^ ^ 
r-1 r-1 
+ Z 2 (n. . + n .) log (P.P.) 
i <j ^ ^  
The maximum likelihood, equations, obtained by equating to zero the deriva­
tives of log L with respect to a , P^, Pg, • • •, P^_^ , are 
r-1 A A A A A  A  A  A  r A  
Z n {2QP (1-P )/[Q? P. + (L-oF)P^ ]} - 2a(n - Z n..)/(l-Q?) 
i^l 11 1 1 1 1 i=i 
A r-1 A r-1 A A r-1 A 
+ n f2a(l- Z  P )  Z  P /[Q?(1- Z  P )  
i=l ^ i=l ^ i=l 1 
+ (L-OP)(L - Z P.)2]} = 0 (U.6) 
i=l ^ 
A A A A A A A r-1 
n..[aP + 2(l-(f)P.]/[aPP. + (l-oP)P^] - n [oP + 2(l-of)(l - Z P.)] 
X X  l i .  X x x  j  " l  
Jj"iO ' "ji'A - ^ =rj)/(: - % V = 0 ; 
i = 1, 2, •'•, r-1 (4.7) 
From these r equations it seems that the maximum likelihood equa-
A A 
tion estimators, denoted a and P^^ , i = 1, 2, •••, r-1 , are not 
U9 
expressible in any closed algebraic form. For sample data a numerical 
analysis procedure is required to approximate the values for the maximum 
likelihood equation estimators. 
Asymptotic properties of the maximum likelihood equation estimators 
for the parameters of the unbiased classification model are obtained, by 
assuming an infinite population size. For convenience of notation we let 
® ©2^ ~ (^2^ ^2.' ^r-1' (^*®) 
denote the vector of the parameters in the model- The true value of 0 
is represented by 9° . The properties of the likelihood, estima­
tors for these r parameters are given in Theorem 4.2. 
Theorem 4.2 
For the likelihood function (4.9), as n —>• œ , 
(i) a maximum likelihood estimator of G , defined by Equation 
(4.8), exists and converges to 0° with probability one; 
(ii) a maximum likelihood estimator is obtained by solution of the 
maximum likelihood equations (4.6) and (4.?); and 
(iii) the maximum likelihood estimator has asymptotic distribution 
that is r-variate normal. 
Proof 
Since the probabilities P.. , i,j = 1, 2, ..., r , satisfy Assump-
3-J 
tions 1, 2 and 3> the properties stated in Theorem 4.2 follow directly 
from Results 1, 2 and 3* D 
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The difficulty of obtaining maximum likelihood, estimates is that of 
solving the maximum likelihood Equations (k.6) and (4.?). In the next 
section we show that the Gauss-Newton estimators have the same asymptotic 
properties as the maximum likelihood estimators and are somewhat easier 
to compute. 
2. Gauss-Newton est1mators 
We assume that the population from which the sample of n individuals 
is taken is infinite. The vector of r^-1 independent sample proportions 
from two trials of a survey is expressed by 
f 
Y = (P]2' ^ 12' Plr' ^ 21' ^22' ^2r' " ' ' ' ^rl' ^ T2' ^r,r-l^ 
and we write the model 
Y = P(0) + e (4.9) 
where P(6) denotes the vector of expected values of the sample propor­
tions in Y , expressed as functions of the vector 0 that is defined by 
Equation (4.8); and e denotes the vector of the deviations of the ob­
served proportions from the expected proportions. From Equations (3-15) 
and (3 « l6 ) it follows that the covariance matrix of e , denoted by V , 
is 
V = ^ {Diag [P(0)]-P(0) [P(0)]'} . (4.9a) 
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It is clear that the elements of the vector P(ô) are not linear 
functions of the vector of parameters ; 0 • By expressing P(0) as a 
Taylor expansion about an initial estimate for 0 , denoted by 0 , we 
obtain the model 
Y - P(0) = (0 - 0) + [R(0) + e] (4.10) 
Ô 0 
where denotes the (r^-l)xr matrix of partial derivatives of 
Ô 0 ~ 
P(0) with respect to the elements of 0 evaluated at 0 ; and R(0) 
denotes the vector of remainder terms in the Taylor expansion of P(0) 
about the value of 0 . 
We estimate the vector 0-0=6 by 
6 = (F' V~^ F)"^ F' V""^ W . (4.11) 
where 
W = Y - P(0) 
? = ^  
Ô 0 
ana 
V = ^ {Diag [P(0)] - P(0) [P(0)]'} • (4.12) 
The estimator for the parameters in the unbiased classification model 
is 
A /w A 
0 — 0 + 5 • (4.13) 
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This estimator is called the one-step, Gauss-Newton estimator. Puller 
(1970) discusses this estimator and its asymptotic properties. Given 
that the initial estimator, 6 , satisfies the condition 
8 - 9° =. Op(l/ /T ) (4.1k) 
A  ^  
the covariance matrix of the limiting distribution of (0 - 0 ) is 
Lim Cov [ /n" (0 - 0°)] = Lim [?' (n V)"^ F] ^  
n > 00 n > 00 
= (F' F)"^ (^-15) 
where F = and S = Diag [P(0°)] - P{0°) [P(0°)]' 
0 0° - -1 _ 
The (m, k)-th element of (F Z F) is 
r^-l ÔP (e) ÔP (0) 
z Z — CT^ —«2 
i j a 0° a 0= 
where P\(0) denotes the i-th element of P(0) , i = 1, 2, ..., r^-l; 
and denotes the (i,j)-th element of S ^  . Since the elements of Z 
are given by 
t^i. = Pi(e ) [1 - P^Ce )] ; i = j; i,j = i, 2, r^-i 
= -PJ0°) Pj(e°) , 1 ^ j , 
then the elements of Z"^ are 
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- CPi(©°)r^ + , i - j; i,j = 1, 2, ..., rZ-l 
where P^^(6°) = E(p^^) for the unbiased classification model [see e.g.. 
Mood and Graybill (I963, p. 239)]- It is readily seen that 
»l(8) ij _ 
U1 3 0° P.(e°) P„(9°) 
and, thus, the (m, k)-th element of F' E ^ F is equal to the (m, k)-th 
element of the information matrix associated with the likelihood function 
(4.5), 
r2 ^ ÔP (0) ÔP (0) 
1 
mk A Pj(G°) ^ 
This result implies that the one-step, Gauss-Newton estimator (4.13) has 
the same asymptotic covariance matrix as the maximum likelihood estimator. 
Initial estimates that can be used for 0 are 
0^ = , i = 1, 2, ..., r-1 (4• 16a) 
= [S (p - ^ )/[P (1 - P )r]f , i = r (l^.l6b) 
U J V O V 
~ r 
where P. = 2 (p. . + P.-)/2 , i = 1, 2, r . The estimator P. is 
1 j=l 31 
unbiased for P^ under the assumptions of the unbiased classification 
model. The estimator for a in Equation (l^.l6b) is suggested because 
the quantities (P^^ - P?)/(P^(l-P^) are equal to the constant Qp for 
the unbiased classification model-
C- Empirical Example 
During September and October of 1970 the Statistical Laboratory of 
Iowa State University conducted a survey of 262 Iowa farm operators. Each 
farm operator was personally visited in September and asked questions 
about his farming operations. About one month later each farm operator 
was personally visited by another interviewer. The questionnaire used 
for the second interview was constructed so that some of the questions 
were exactly the same as in the first interview. One of the purposes of 
the survey was to estimate the relatii^e magnitude of the interviewer 
effects in the variability of survey responses. The analysis of some of 
the variates in the survey is presented in the report by Battese, Fuller 
and Hickman (1972) and further discussed in Chapter VI of this disserta­
tion. 
One of the questions that was asked farm operators in this interview-
variance study was: "In terms of total value of sales, what was the most 
important agricultural product sold from the land you operated in 1969?" 
Not all farm operators gave the same answer on the two interviews. We 
consider the data obtained in classifying the responses according to the 
55 
three categories of "most important product": hogs, cattle and other. 
The distribution of the survey responses in the two different interviews 
is shown in Table la. 
Table la. Proportions of farmers reporting the variable "most important 
product" in the interviewer-variance study 
Trial-1 Trial-2 Class 
Class Hogs Cattle Other Totals 
Hogs 85 9 2 96 
Cattle 12 77 1»- 93 
Other 9 8 56 73 
Totals 106 94 62 262 
Even though the frequencies in some of the off-diagonal elements are 
rather small, we calculate the statistic (3.17a) for testing the symmetry 
of the two-trial proportions 
^ ^ ^ji.) ' 
With the observed frequencies of Table la we obtain 
Xg = (9 - 12)^/21 + (2 - 9)2/11 + (U - 8)2/12 
= 6.22 . 
The five percent critical value for a c hi-square distribution with three 
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degrees of freedom [ ^ (r^-r) - 3, for r ^ 3] is T-fil. At this level we 
accept the hypothesis of independent classifications in the two trials of 
the survey. 
We estimate the parameters of the unbiased model (U.l), (k.2) by the 
Gauss-Newton method. We require the sample proportions for the frequen­
cies given in Table la. These proportions are given in Table lb. 
Table lb. Proportions of the 262 farmers reporting the "most important 
product" in the interviewer-variance study 
Trial-1 Trial-2 Class 
Class Hogs Cattle Other Totals 
Hogs 0.3244 0.0344 0.0076 0.3664 
Cattle 0.0458 0.2939 0.0153 0.3550 
Other 0.0344 0.0305 0.2137 0.2786 
Totals 0.4046 0.3588 0.2366 1.0000 
The model representation of equation (L.g) yields 





cf Pg + (l-(f)lg 
+ e 
12 











P23 = - Pg) + 622 (^'17f) 
Pgl = (l-(f)P^(l - Pi - Pg) + (l^.l7g) 
Pgg = (1-Q?)P2(1 - Pi - Pg) + . (^-ITh) 
By expressing the expected proportions as Taylor expansions about the 
initial estimates of the parameters, P^, P^ and a , we obtain the 
linearized version of the model 
Pll - Pii = [of + 2(l-3)Pi](Pi-^) + [2a P^(l-P^)](Q:-5 + u^i (4.18a) 
P12 - P12 - [(i-3^%](Pi-Pi) + [(i-a^)Pi](P2-P2) 
+ [-2a P^PglCa-a) + (4.18b) 
?13 - P13 - [( 1 -3)( 1 -2?!-%)](?!-?!) + r-(l-^)?i](P2-?2) 
+ [-2a Pi(l-Pi-P2)](a-a) 
P21 - ?12 = + [(l-^)Pi](P2-^2) 




Pa? - + Stl-opyPgltPg-r^) + [20 2^(l-P2J](o^C% f U22 (4.l8e) 
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P23 - = [-(1-3)^](P^-P]^) + [(1-3)(1-Pi-2T^)](P2-P2) 
+ [-20! Ï^Xl-ï^-P^)](a-ûD + (4.l8f) 
Pgi - P13 = [(1-0^)(1-2P^-P2)](P^-^) + [-(1-S2)P^](P2-P2) 
+ [-2a ^(l-^-^)](a-a) + (^.l8g) 
P32 - ^23 = [-(l-c^)P2](^i-%.) " [(1-3)(1-P]^-2P2)](P2-^) 
+ [-2a ^(l-^-^)](a:-a) + (^'l8h) 
The initial estimators, defined by Equations (iv.l6a) and (U.l6b), 
have values 
= 0.5855 , Pg " 0.3569 and a = Q.SSkQ . 
From these initial estimates for the parameters in the model, the values 
of the P_ in Equations (Iv.lSa) - (4.l8h) are P^ = 0.3255? 
^12 " 0-03^9 , P13 = 0.0252, Pgg = 0.2987 and Pg^ = 0.0233 • The 
vector of the independent observed proportions and the vector of the 




















The values of the coefficients of (P^ - (P^ - P^) and (a - a) 
in Equations (4.l8a) - (4.l8h) are similarly obtained "by substitution of 
the initial estimates P^, P^ and a . The observations in the linear 
model of Equation (4.10) are thus calculated to be 
u 
^ — 
-0.0011 r 0.9419 0.0 0.4093 
-0.0005 j 0.0905 0.0977 -0.2377 
-0.0176 
1 
1 -0.0324 -0.0977 -0.1716 
0.0109 0.0905 0.0977 -0.2377 
-0.0048 0.0 0.9274 0.3966 
-0.0080 -0.0905 -0.0252 -0.1589 
0.0092 -0-0324 -0.0977 -0.1716 
0.0072 1 -0.0905 -0.0252 -0.1589 J 










The estimated covariance matrix for the observed proportions in the 




From these data the elements of the estimator ô , defined by Equa­
tion (4.11), are 0.0003, 0-0030 and -O.OOO9 with standard errors 0.0278, 
0.0273 and 0.0203, respectively. The new estimates for the parameters 
in the model are thus 
= 0.3855 + 0.0003 = 0.3858 
\ = 0.3569 + 0.0033 = 0.3602 
a = 0.86lt-0 - 0.0009 = 0.8631 . 
With these parameter estimates the values of the expected proportions 
A  
classified in the two interviews are estimated by = 0.325^, 
P^2 - 0.035^, P^2 = 0-0250, Pgg = 0.3014, Pg = 0.0233 and 
A  
?22 = 0.2058 . From these values we test the adequacy of the unbiased 
model for representing the data by use of the statistic 
3 (n - n P f 3 3 [{n + n ) - 2n P ]= 
X = E —— ——— + Z Z ii! iil ^ 
^ i=l n P.. i<j 2n P. . 
11 ij 
that is presented in Equation (3*18). The value of the statistic is 
X = (85 - 85.25)^/85.25 + (77 - 78.97)^78.97 + (56 - 53.92)2/53.92 
+ (21 - 18.55)^/18.55 + (11 - 13.10)^/13.10 + (12 - 12.21)^/12.21 
= 0.79 
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The five-percent critical value for the chi-square distribution with two 
degrees of freedom is 5•99* We therefore conclude that the unbiased 
classification model of Section A of this chapter is consistent with the 
observed survey responses for the variable "the most important agricul­
tural product in 1969-" 
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V. EXISTENCE OF GENERAL UllBIASED CLASSIFICATION MDDELS 
A. Statement of the Problem 
In Chapter III it is shown that in the presence of classification 
errors, the sample proportion, p^ , estimates the linear combination of 
r 
the population proportions, Z P, 3 . . If the classification proba-
k=l ^  ^ 
bilities satisfy the unbiasedness condition (3-5a)^ this linear combina­
tion is identically equal to the proportion, P^ . In Chapter IV we 
present an unbiased classification model that consists of (r-1) inde­
pendent population proportions and a parameter, a , involved in the 
definition of the classification probabilities. The unbiased model of 
Chapter IV has the property that the probability of misclassification 
in a given class is a fraction, (l-oc) , of the proportion in that 
class. It is of interest to determine if there exist more general 
unbiased classification models than that of Chapter VI. 
In this chapter we assume that the expected proportions for a 
survey involving two trials are known and satisfy the conditions 
P^^ = Pj ) i, j = 1, 2, ..,, r (5 « 1/ 
and 
r 
ZP. . = P. , i=l, 2^.,.,r . (5.2) 
j=l 
The problem if to determine if it is possible to "recover" the classifi­
cation probabj lities that generated the expected proportions P. . . 
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A solution to this mathematical problem -would, give the conditions re­
quired for the existence of unbiased classification models. 
We present the problem in matrix notation. The (rxr) matrix 
of expected proportions and the (rxl) vector of population proportions 




The conditions of symmetry 0.1) and unbiasedness (5.2) inply that the 
matrix, Q , satisfies the conditions Q = Q' and Q 1 = P , -where 1 
denotes the (rxl) vec-fcor -with all elements equal to one. Given that 
Diag (?) denotes the (rxr) diagonal matrix -with elements P^ , 
i = 1, , r , ve determine the conditions under -which the equation 
B' Diag (P) B = Q (5.5) 
yields a matrix B such that the elements are between zeio and one and 
satisfy the condition 





rl ^r2 rr / 
(Pj^^ Pgf • • ' }  ?p) ' (5.4) 
6k 
B 1 = 1 . (5.6) 
The matrix B represents the (rxr) matrix of classification probabili­
ties defined by Equation (3.6d). 
In Equation (5-5) the (i, j)-th element of Q is expressed as 
^m ^ mi ^mj ^ij 
Hence, if there exists a B matrix that satisfies the conditions of 
Equations (5.5) and ($.6), then the unbiasedness condition 
B' P = P (5.T) 
or equivalently, 
r 
Z P^ f i = l, 2, ...,r (5.78.) 
ifcl 
is satisfied. The conditions given by Equations ($.6) and (5-7) inply 
that there exist at most (r-l)^ independent parameters in the matrix 
B . Further, the conditions (5-1) and (5.2) imply that there exist 
i r(r-l) independent equations in the matrix equation (5.5). 
We investigate the solution of the problem for the cases where 
r = 2 and r = 3 before additional classification hypotheses are made. 
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B. The Two-Category Case 
For the two-category case the conditions of Equations (5.6) and 
(5.7) imply that the matrix of classification probabilities, B , can 
be expressed in terms of one independent probability, say, , 







1-P, 1 / 
where = (l-P^) for r = 2 . The expected proportion , 
expressed in terms of , is thus 
^11 = PÎi^i+ (l-^ii)^ P?/(1-Pi) • (5.8) 
Bif expressing this equation as a quadratic in we obtain 
= I"! - 2îf 
There exists a real solution for if 
Pu - I? > 0 • (5.9) 
Given that this condition is satisfied, the "candidate" solutions for 
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Pll = P^l [(l-P^)(P^-lf)/P3Lf . (5.10) 
These "candidate" solutions are admissible probabilities provided the 
values obtained for and = (l-p^)P^/(l-P^) are between zero 
and one. The solution with the positive root is an admissible proba­
bility since 
1 
^11 = ?! + [(l-Pi)(Pii-Pj)/Pif (5.11a) 
and 
1 
^21 = ^1 " l^Pi(l'ii-^i)/(l-Pi)3^ (5.11b) 
are between zero and one for P^ < P^^ . The solution with the negative 
root is an admissible probability provided that 
1 
Pu = P^ - [(l-P^)(P^-Pj)/P^f (5.12a) 
and 
^21 = ^1 + [Pi(Pii-^i)/(l-Pi)r (5.12b) 
are between zero and one. These axe admissible probabilities provided 
that P^ < Min {l^/(l-P^), l/P^ - 3(l-p3_)} • This condition is 
equivalently expressed as P^ < I^/(l-P^) for 0 < P^ < ^ and 
5 5 î"! 51 • 
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From these results we obtain that the solutions for and 
are 
1 
322 = ^2 " (5.13a) 
ana 
1 
^22 = ^2 ~ (5.13b) 
for < Pgg < Pg ; and 
1 
^22 = P2-[(l-P2)(P22-I#)/F2f (5.lM 
and 
1 
'12 " "-2 ' ^ P., = p, + [?p(P_-lf)/(l-P^)f (5.l4b) 
for P§ < Pgg < MLn {î^/Cl-Pg), l/Pg - 3(l-P2)} • 
We note that for the unbiased two-category model, the relationships 
+ P^ = P^, P^ = Pgj and P^ + Pg = 1 inçly that 
(Pll-l5)/Pl(l-Pl) = (P22-P|)/P2(l-P2) (5.15) 
and P^ is less than or equal to l/P^ - 3(1-Pj^) if and only if P^^ 
is less than or equal to I^/ (l-I^) . 
These resalts on the existence of solutions for the classification 
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probabilities for an unbiased two-category classification model are 
summarized in Theorem $.1. 
Theorem ^.1 
For the two-category classification model 
(a) Equations (5-5) azid ($.6) are soluble if and only if the 
conditions P? < P.. < P. , i = 1, 2, are satisfied-
1 — 1 1 — 1  
(b) If the conditions P?/(l-P\)<P^^ < , i = 1, 2, are 
satisfied, the solution for the classification probabilities is 
f^ii = joil + (1 - ial)P^ , i = 1, 2 (5.16a) 
= (1 - |a| )Pj , i / j, i,j = 1, 2; (5.16b) 
where a. is defined by 
= (P^^-Pj)/P^(l-P3_) = (P22-P|)/P2(1-P2) ' (5-17) 
(c) If the conditions P? < P^^ < Min{P^, P?/(l-P^)} , i = 1, 2, 
are satisfied, the solutions for the classification probabilities are 
= a + (l-a)P^ , i = 1, 2 (5.18a) 
= (l-a)Pj ; i / j , i,j = 1, 2 . (5.18b) 
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Proof 
These results are obtained from the discussion of Equation (5-8) 
through (5-1?)- The relationship between the solutions in Equations 
(5.16a, b) and (5.18a, b) and those in Equations (5*lla) - (5-l^b) is 
readily seen from the definition of in Equation (5-17)* For 
example. Equation (5.11a) is equivalently expressed by 
1 
^11 = ^1 + [(Pii-I?)/Pi(l-Pi)]^ (1-Pi) 
= ?! + jal (l-P^) • Q 
From Equations (5-l8a, b), it follows that if the negative root 
for a is taken from Equation (5.I7), is less than , j / i , 
i - 1, 2- This is believed to be an unlikely situation and so the 
solution for the classification probabilities in the two-category model 
is given by Equations (5'l6a, b) if the conditions P? < < P^ , 
i - 1, 2, are satisfied. 
C. The Three-Category Case 
For the three-category case the unbiasedness condition (5*7) and 
the condition that the sum of the classification probabilities for each 
class be one (5.6), imply that there are four independent classification 
probabilities in the (3x3) B matrix. If the B matrix is expressed 





^21 ^22 ^"^2l"^22 
(^~^11^\"^21^2 "^12^1^ ^^"^22 ^^2 , ^^"^ll"^12 ^^"^2l"^22 ^^2 
^3 ^3 ^3 
where P^ = l-P^-P^ for r = 3 . The expected proportions of Equation 
(5.5) can "be expressed in terms of three independent proportions, say, 
PIP P^ and P^^ . These expected proportions expressed as functions 
of Pgl ^22 
?!! = + ^21^2 - ^23^2} /^3 (5-19) 
^12 ~ ^ 11^12^1 ^21^22^2 t(l-P^)Pj_ - ^21^2^ 
' L-Pi2?I - (1-P22)?2V?3 (5-20) 
?22 = ^12^1 " ^#2-2 " [-^12^1 + ^--^22^-2^^/-3 * (5-21) 
We thus o"btain three quadratic equations in four unknowns. We consider 
Equation (5.19) and solve for as a function of . %r express­
ing Equation (5.19) as a quadratic in terms of we have 
0 = Pg(l-P^)p^^ - 2(1-P^)P^P2P2i + tPiCl-Pg)^^! - 2Pjp^ + Pj - P^^P^] 
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= PgCi-Pi) [^21 - (^'^22)^2.^- P5p2(I-Pii)^/(I-Î^I) 
H- [Pid-PgiP^ - 21IP11 + ^  
= p^a-p^) [Pgi • (i-3ii)Pi/(i-Pi)]^ - [p]^py(i-p^)] 
* [(Pii-Pi)(i-Pi)/Pi - Oii-î'i)^3 . 
(5.20) 
From this quadratic equation, it is evid.ent that has a real solu­
tion provided 
(P11-1Ç) (1-Pi)/P^ - (Pii-p^)2 > 0 . (5.21) 
That is, is soluble in terms of if has a value between 
the "candidate" solutions for the two-category case [see Equation (5.10)]. 
Given that this condition is satisfied, the "candidate" solutions 
^21 = (i-3ii)Pi/(i-Pi) 1 {[p^^pypg (i-P]^)^][ (Pi]_-P^) (i-P]_)/Pi 
1 
- (^jn-Pi)^ ]f (5.22) 
are obtained, from Equation (5.20). By substitution of these values for 
^22 in the equation " ^ 21^2^/^3 ' obtain 
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^31 " (l-Pii)Pi/(l-Fi) ~ {[PiP2/P3(1-PI)^3 
1 
• [(Pll-I^)(l-Pl)/Pl - Oll-Pl)^]f . (5.23) 
From the expected proportion Equation (5.21), the param­
eter is solved in terms of provided 
(P22-îf)(l-P2)/P2 - (^22-^2^^ - ° * (5-2^) 
Given that this condition is satisfied the "candidate" solutions 
^12 = (^-^22)^2/(^-^2) 1 {[%/P]^(l-P2)S] 
1 
• [(P22-ïf)(l-P2)/P2 - (^22-^2)^]^ (5.25) 
are obtained. By substitution of these values for in the equation 
^32 = ^"^12^1 ^  (^-^22)^2^/^3 o'btain 
P32 = (1-^22)^(^-^2) " {[PiP2/P3(l-P2)^] 
1 
. L(P22-îf)(l-P2)/P2 - (^22-^2)^^^^ • (5-^°) 
Defining 
f(p.i) 5 (Pii-^)(l-^i)Ai - Oii-Pi)^ , i =• 1. 2, (5.27) 
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the expected proportion of Equation {'^.20) is equivalently ex­
pressed as 
^12 ^'11 { (1-^22 1 [PgP^f (Pgg)/P]^(l-P2}P^ 
•.• ,".22 {(1-P^^)P^/(1-P^) + [Pi^^f(Pii)/P2 (l-Pi)^f 1^2 
+ {(l-p^^)P^/(l-P^) + [p^P2f((^^^)/P^(l-P]^)^f ] 
1 
• {(1-322)^2/(^-^2^ ~ [P^P^f(Pgg)/P^(I-P2 
1 
= {P^Pg [(1-P^)(1-P2) - (f3^-P3_)(p22-P2^^ - [f(Pii)PiP2^3]^(^22-^2) 
1 1 
(^.28) 
By substitution of a value of , for which ' into 
Equation (5.28), the solution for ^22 ' exists, is obtained by 
numerical methods. An infinite number of solutions seem possible for the 
classification probabilities in the three-category case. The results 
on the existence of solutions for the classification probabilities for 




For the three-category classification model, necessary conditions 
for the Equations ($.$)-($.6) to admit solutions are P? < , 
i = 1, 2, 3- If solutions exist for the classification probabilities 
in Equations (5-5)-(5-6), the probabilities of correct classifications 
satisfy the conditions 
0.^ - - ît)(l - PiV^i , i = 1, 2, 3. (5.29) 
Proof 
These results follow immediately from the discussion of Equations 
(5.19)-(5.28). Q 
Theorem $.2 does not present sufficient conditions for the exist­
ence of solutions for the classification probabilities in the three-
category case. To obtain a "candidate" solution for gpp we consider 
the value of that makes f (g^) in Equation (5-27) zero, that is, 
+ [(P^-P^) (l-P^)/P^]^^^. With use of this value for 
Equation (5.28) reduces to 
= P^Pg [(1-P^)(1-P2) - (Pii-Pi)(P22--2) 
1 





= (^22-^2^ - (1-Pi)(l-P2)(%-:P]2) • 
sqaaxing both sides of the equation and expressing it as a quadratic 
in (^22~^2^ ^ave 
= P3 [(p^-ïf)(P22-if) - (PiPg-Pia)^] . 
From this equation it follows that a candidate solution for Ppp , 
1/2 
assuming that 3^^ = ^ ^^11"^^ (l-P^)/^!] , is 
^22 = ^2 " ^^(^11-^) (^22-^) 
1 
- (%-P]2 ]/ (^11-^1) ' 
(5.30) 
provided (Pii-Pf)(P22-^2^ " ^ "r2"^12'^ - ° ' 
The solution of Equation (5.30) is an admissible probability pro­
vided it satisfies the condition of Equation ($.24) and provided the 
solutions for and obtained from Equations (5.25) and (5.26) 
satisfy the conditions < 1, i = 1, 2, 3. 
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The discussion of the three-category classification problem indi­
cates that, in general, an infinite number of matrices of classification 
probabilities is consistent with a symmetric table of proportions classi­
fied in two trials, provided mild conditions on the expected proportions 
are satisfied. 
D. The General Category Case 
From the discussion of the three-category case it seems that the 
general problem defined by Equations (5-5) and (5.6) does not have a 
neat solution. With mild conditions on the matrix of expected propor­
tions, Q , an infinite number of solutions for the matrix of classifi­
cation probabilities, B , is possible if the number of classes exceeds 
two. These results imply that with appropriate sample data it is 
possible, in general, to estimate classification probabilities that 
are "consistent" with the data. However, in the absence of additional 
restrictions on the matrix of classification probabilities, no statis­
tical test can be constructed for the hypothesis, "The observed sample 
proportions are unbiased for the true classification proportions." 
We now consider the r-category case, where r is greater than or 
equal to three, under an additional hypothesis concerning the classifi­
cation probabilities. This additional hypothesis, together with the 
discussion of the two- and three-class models, suggests an uribiased 
classification model for which a goodness-of-fit can be derived. 
The classification probabilities for the r-category case are assumed 
to satisfy the condition 
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T'y - b.31) 
where 3*^ denotes the probability that a randomly selected individual 
from the i-th population class is classified in the j-th population 
class when classification is made with respect to the three classes, 
"class i," "class j" and "not class i or class j." That is, we assume 
that the probability that an individual from class i will be classified 
in class j is the same irrespective of the other classes which are, or 
are not. included in the classification system. This hypothesis will be 
false if an individual's response is influenced by his preference for the 
available classes rather than his true classification with respect to 
those classes. However, in situations wL ^ re responses are obtained to 
open-end questions, such as, "What is the most inçortant source of your 
income?", the classification hypothesis of Equation (5.31) may be a 
reasonable approximation. 
On the basis of the hypothesis of Equation (5.31), the classifica­
tion probabilities for an unbiased model are solved in terms of the 
expected proportions classified on two independent trials by reducing 
to the two- and three-category cases. By reducing to the two-category 
cases, the solution for the probabilities of correct classifications 
are obtained. That is, by use of the "class i" and "not class i" data, 
we obtain that 
1 
Pii = Pi + [(l-P.)(P..-Pf)/P.f , i = 1, 2, ..., r (5.32) 
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are solutions for the probabilities of correct classifications, provides 
the conditions P? < P.. < P. , i - 1, 2, .... r, are satisfied. 
By use of the "class i, " "clasr. ,j" and "not class i or j" data, it 
follows from Equations ('J.22)-(L>.2(^) that if the probabilities of 
correct classifications are given by then the probabilities of 
incorrect classifications are 
6. . = (1-p )P /(1-P ) , i / 3, i,J = 1, 2, r, (5.33) 
J-U Jd U J 
r 
The conditions Z p. . = 1 , for all i = 1, 2, .r , imply that 
j=l  
è è 
-p^ui-p,)(p„-t?)/p^] /(i-pp = .5. /(1-P3) 
1 
- [(l-P^)(P_-Pf)/Pj,f , for all i ^ r , 
and 
è r-l I 
r.(i-p,)(p,,-p;)/p,f . Pj [(i-pjxpjj-p^j/pjivd-pj) • (5.35) 
J-1 
From these conditions we find that 
(Pii-I?)/Pi{l-Pi) = (rjj-P|)/Pj(l-Fj) (5.36) 




For the r-category classification model satisfying the classifica­
tion hypothesis of Equation ($.31)^ Equations (5-5)-(5-^) 
(a) are soluble if the conditions P? < ^ i = 1, 2, r,  
are satisfied; in which case 
(b) a solution for the classification probabilities is 
^ii " + (1 - 10=1 , i = 1, 2, r (5-37a) 
and 
= (1 - |Q:))Pj , i ^  a; i,ô = 1, 2 ,...,r (5.37b) 
where a is defined by 
= (Pii-P?)/Pi(l-Pi) , i = l, 2, r . D (5.38) 
The hypothesis that the classification probabilities for given 
classes do not change as the number of classes increases inçlLes that 
the two-trial proportions, P^^ , are such that the quantities, 
(?^.^.-p?)/p^(l-p^) , i = 1, 2, r , are equal. It is obvious from 
Equations (5.37a, b) that under these conditions the only unbiased 
model that exists is that presented in Chapter IV. 
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VI. INTERVIEWER EFFECTS AND RESPONSE ERRORS IN SURVEY SAMPIiES 
A. Introduction 
We consider the application of a variance components model to the 
problem of estimating response variances. To estimate the response vari­
ances, we consider a replicated survey design in which each individual is 
interviewed by two different enumerators. It is assumed that the two 
interviews are obtained relatively close in time so that responses ob­
tained can be considered measurements of the same quantities. Every 
enumerator conducting reinterviews is assumed to be ignorant of the 
earlier responses obtained from the respondents in his survey assign­
ment [c.f., Bailar (1968)]. The survey design thus contains both inter-
penetration and replication. 
For each stratum we assume that a simple random sample of nk(k-l) 
respondents is chosen and k interviewers are randomly selected from a 
large pool of available enumerators. The sample respondents are randomly 
divided into k(k-l) groups, each of n respondents. These groups are 
referred to as "respondent groups" and are denoted by , i i' , 
i,i' =1, 2, ..., k • The respondent group S^^i is the group of n 
respondents that is interviewed by enumerator i in the first (original) 
survey and by enumerator i' in the second (reinterview) survey. The 
interview assignments for the two surveys are thus represented by 




S -- ^ ^  i ' ; i 1; 2, • • ' }  k] • (6.1b ) 
With this sampling scheme no enumerator reinterviews the same respondent, 
but each enumerator re interviews respondents who were interviewed by the 
other enumerators. 
B. The Response Model 
The model representation for the responses obtained from the n 
respondents that are interviewed by interviewer i in Trial 1 and 
interviewer i' in Trial 2 is given by 
^ijl ~ ^i " ®ijl ' j - 1, 2, ..., n 
^i'j2 - ^i' ^  ^ i'j2 ' j - 1, 2, ..., n 
(6.2) 
where azid denote the îrial-l and Trial-2 responses, respe 
tively, obtained from the j-th respondent in the respondent group 
y^ denotes the true value for the j-th individual in the respondent 
group denotes the effect of the i-th interviewer; and 
and e.t^p denote the respondent response errors that are associated 
with the responses and , respectively. 
We assume that for each stratum the response model (6.2) applies 
and the errors p. and e... are independently distributed with zero 1 ijt 
means and variances and , respectively, and that they are 
P e 
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tmcorrelated with the true values. The true value, , in (6.2) is 
assumed to be equal to the sum of the stratum mean, p, , and a deviation, 
, that is called the "sampling deviation." The sampling deviations 
for all individuals in the populations are assumed to have zero mean and 
variance . 
e 
In the response model (6.2) we refer to (p. + e. .,) as the total 1 IJ o 
response error associated with Y.. The variance of survey responses, i j o  
denoted by , is (a^ ^  ^ '^e^ and the covariance between the re­
sponses from two different respondents interviewed by the same enumerator 
is a? , given that the correlation between different sampling deviations p 
in a finite population is ignored. It is readily verified that under the 
model (6.2) the variance of the average of the responses in a given stra­
tum for one trial of the survey is 
Var(Y ^) = {1 + [n(k-l) - l]pg}/nk(k-l) , t = 1, 2, ... (6.3) 
where p„ = . 
P P 
A test of the hypothesis that interviewer effects are absent can be 
obtained by considering the difference between an individual's two re­
sponses. From an analysis of variance for the differences in respondent 
responses 
^ijl " ^ i'ô2"^^i " ^ i'^ (®ijl - ®i'j2^' ' 2, ..., n , 
i ^ i' , i,i' = 1, 2, k (6.k) 
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the within-respondent-group mean square, 
s2 ^ 11 ^ 
w 
cl ^ ^4 4 Î 
estimates 2a^ with k(k-l)(n-l) degrees of freedom and the between-
respondent-group mean square 
®b " k(k-l) 
(6.5b) 
estimates 2o^ + 2na? with k(k-l) degrees of freedom. If the obser-
e p 
vations in model (6.4) are normally distributed, then the statistic 
F = sg/sg (6.6) 
is distributed as a Snedecor F random variable with k(k-l) and 
k(k-l)(n-l) degrees of freedom under the hypothesis that = 0 -
The statistics obtained from the analysis of reinterview observa­
tions may have a significant bearing upon the planning of future surveys 
and in the use of survey data in statistical analyses. If the estimation 
of the mean for a given variable is the basic reason for a survey, then 
the existence of relatively large interviewer variances may call for the 
reduction of interviewer workloads or the introduction of self-enumerative 
8k 
methods of data collection. The incidence of relatively large respond­
ent variances may suggest the need for better drafting of questions in 
survey questionnaires. If survey data are used in regression analyses, 
the existence of response errors suggests the need for refined methods 
of analysis in which errors of measurement are given explicit attention. 
The use of sample estimators for the covariance matrix of the response 
errors in the modification of least-squares estimators for the parameters 
in linear models may be appropriate [e.g., Fuller (l97l)]-
1. Estimation of variance components 
Different estimators can be obtained for the variance components 
in the response model (6.2). Searle (1971) reviews some of the methods 
of variance-component estimation in linear models. More recently, Rao 
(1972), and others, have considered the estimation of variance compo­
nents in linear models by the minimum-quadratic-unbiased-estimation 
(MIU^ IJE) method. Goodnight (1972) used the concepts discussed by Rao 
(1972) to develop a computer program for obtaining the restricted-
quadratic-unbiased-estimation (EQUE) estimators for variance components 
in linear models. This method of estimation requires the specification 
of estimates of the ratios of the variance components for the initiation 
of the computations. The BQ,UE method is currently available in the pro­
grammed statistical package, the Statistical Analysis System, and is 
briefly explained in Service (1972). Estimators cf the variances of the 
RQUÉ estimators are obtained by assuming the vector of observations, Y , 
has a multivariate normal distribution. The RftUE method as currently 
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programmed is severely limited for practical application since 200 is 
about the maximum number of observations the program can handle. 
We present the fitting-of-constants estimators for the three vari­
ance components in the response model (6.2). We express the model in 
matrix notation as 
where Y denotes the vector of observations for the strata; XQ denotes 
the matrix of dummy variables associated with the fixed effects in the 
model; denotes the matrix of indicator variables associated with the 
interviewer effects; and X^ denotes the matrix of indicator variables 
associated with the individual sampling deviations. 
The matrix XQ could also involve other variables if the response 
model (6.2) was generalized to include covariates believed important in 
influencing the response obtained for the dependent variable, Y • The 
fitting-of-constants estimators are presented with the use of the 
generalized inverse notation. 
We define the following regression sums of squares : 
Y = XQQ + X^g + X^e + e (6.7) 
R(a, g, e) = Y'X(X'X)"X'Y (6.8a) 
R(a, p) = Y'Xg(x;Xg)*X;Y (6.8b) 
B(a, e) = Y'Xp(X^Xp)"X^Y (6.8c) 
where X = (X^zX^iX^) , \ = (XQ -XI ) and Xp = (X^zX^) 
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It is well known that [e.g., Searle (1^71, p. 5^)] 
E {R(a, p, e) - S(a, e)] = [r(X) - r(Xg)]c® 
+ tr tXiCi - XgCx^gj-xyx^] cr| 
where r(X) denotes the rank of the matrix X . The fitting of con­
stants estimator for is given by 
A {R(a, p, e) - R(a, e) - [r(x) - r(X )]a^ 
a? = = 
P MXiCi - Xp(X^g)-X']X^} 
A 
where is the residual mean square for the model (6.7)- Expressed 
as quadratic functions of the observations, the fitting-of-constants 
estimators are 
= Y' A Y (6.9a) 
e e 
a| = Y' A. Y (6.9b) 
P P 
= Y' A Y (6.9c) 
where A , A and A are defined by 
€ P G 
8î 
{X(X'X)'X' - Xg(X'Xg)"X^ - [r(X) - r(Xg)] A^} 
tr{Xi[I - Xp(X^g)-X']X^} 
(6.10b) 
^ = 
[X(X'X)'X' - x^(x;x^)"x; - [r(x) - r(Xg)]Aj 
tr[X^[l - Xg(x^xg)"x;]x2} 
(6.10c) 
If the observations are normally distributed, the variances and 
covariances of the estimators (6-9a, b, c) are obtained by applying the 
following lemma. 
Lemmm. 
If u ~ ïï(0, Z) and Q and R are symmetric matrices, then 
Cov(u*Qu, u'Ru) = 2tr(QZBE) • 
Since the matrices A , A„ and A are orthogonal to the matrix 
e p 6 
X , it follows that under the assumption of normality of the observations, 
the covariance between and is 
A A 
Cov(a?, a^) = 2 tr(A Z A S) (6.10d) p e p e 
where Z = afx^x' + a^X^X' + a^I . While it is evident that the esti-
mators for the variance ccmponents (6.9a, b, c) can be obtained by use 
of different regressions, it appears, however, that the calculation of 
the estimators for the covariances (6.10d) requires manipulations with 
the matrices A , A. and A^ . For even small surveys there may be 
e p c 
too many observations for these computations to be obtained efficiently 
88 
with the available computer facilities. An alternative procedure for 
estimation of the variance components is presented- This procedure 
appears to be more computational!y feasible for moderately large surveys. 
Consider the responses for the k(k-l) respondent groups, , 
i ^ i' ; i,i' = 1, 2, k . The n pairs of responses for the 
individuals in are denoted by 
, j = 1, 2, n, where j e , 
i ^ i', i;i' = 1; 2, k . (6.11) 
We define transformations of these responses to obtain uncorrelated 
observations- The transformations involved are presented in three 
steps. 
Step 1: For each respondent group define the differences and sums of the 
two responses for each respondent divided by two 
4i'J = I (T^iji - ; j = 1, 2, n (6.11a) 
and 
^ii'j " 2 (^ijl " "i'j2' ' ^ 1, 2, n - (6.11b) 
The observations of the variables and Z^^^ , expressed in 
terms of the parameters of the response model (6-2), are 
4i'j = & + 4i'ô ' j = 2, ..., n 
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4r.i " ' i'fs ' ' 4rj ' j - •••' " ' 
"iiorc ;, '''ijl ®i'.ja' ®ii'j 2 ' ''V 
obvious that 2^^^ ^ is une or related, with for each j -- 1, 2, —,n. 
Step 2: For each respondent group compute the mean and the mean square 
for the variables and . The respond.ent group means are 
expressed by 
i^i'  ^ è ^ i^ ~ ^ i' ) ®ii* (6.12a) 
and 
^ii' ' '• • & ((^i ' (6.12b) 
where d.enotes the mean of the sampling deviations for the n 
individuals in the respondent group • The mean squares of the 
Z^^^ and Z^^^ observations within each respondent groups. 
(4i'j -
J S , 11 
4r = làj , ^ 3 (411 -
^ ii* 
estimate ^ and (cr^ + ^  a^) , respectively, with (n-l) degrees of 
freedom. 
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Step 3: For each of the variables, and , we consider the 
k(k-l) respondent group means and obtain the differences and sums of 
the mean responses for the respondent groups in which the interview 
assignments in the two surveys were reversed. That is, we obtain 
" 4'i ' (4l' + (g.l3a) 
4i' " - Pi') + (5-i3b) 
and 
- 4'i = (=ii' - - '4'i) («'13=) 
4i' " ° " (^1 + Pi') + («ii' + ®i'i) + (S-i3<i) 
for each i.i' = 1, 2, —k , such that i < i' • It is clear that the 
observations (6.13a) estimate respondent response error only and are 
uneorrelated with the observations (6.13c) that estimate sampling devia­
tions and respondent response errors- Since there are (k-l) degrees 
of freedom for interviewers within each stratum, the observations (6.13b), 
Z^^î - z[^? a , and the observations (6.13d), zÇ?î + z5^? = w5?î , 11' I'l 11 ^ 11 11 11 
i < i' , i,i' = 1, 2, ..., k , can be transformed to obtain (k-l) 
uncorrelated observations that estimate interviewer effects and (k-l)^ 
uncorrelated observations that do not include interviewer effects. 
It follows that the squares of the uncorrelated observations 
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obtained, by appropriate transformations of the observations (6.13) esti­
mate linear combinations of the variance components cr^ , and. 
with one degree of freedom. The coefficients of the variance components 
in these linear combinations are obtained by evaluation of the expecta­
tions of the squares of the transformed observations. One linear combina­
tion is used to estimate the mean and [2k(k-l)-l] observations per 
stratum are used for the estimation of the variance components. 
In addition to the uncorrelated observations obtained from Step 3, 
the averages of the mean squares, and > defined by Equations 
(6.12c, d), estimate ^ and ^ o^) , respectively, with 
Iik(k-l)(n-l) degrees of freedom, where L denotes the number of strata 
in the survey. Thus, by the transformations outlined, a total of 
L [2k(k-l)-2]+2 uncorrelated observations are obtained with which the 
variance components and can be estimated by a weighted 
least-squares regression. The observations on the dependent variable in 
the regression are the averages of the within-respondent-group mean 
squares and the squares of the transformed observations obtained from 
Step 3- The three independent variables have values that are the coeffi­
cients of the variance components in the expectations of the observations 
of the dependent variable. The variances of the observations depend on 
the unknown variance ccmponents and the distribution of the individual 
responses. Under the assumption that the observations, and 
H J 
^ii'j ' by Equations (6.11a, b), are normally distributed, the 
variances of the squares of the transformed observations are twice the 
square of the expectations. Under the assumption of norma^Lity of the 
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observations, the variance of the average of the mean squares, , 
is 2(0^/2)^/ljk(k-l)(n-l) and the variance of the average of the mean 
squares, , is 2(a^ + a^/2)^/Lk(k-l)(n-l) • Initial estimates of 
the variances of the L [2k(k-l)-l]+2 observations on the dependent 
A —(i) 
variable in the regression are obtained by assuming cr^ = 2M^ , 
and = 0 , where and denote the avearage 
of the within-respondent-group mean squares and , respec­
tively. Estimates of the variance components are obtained by the 
estimated-generalized-least squares estimator 
6 - (X' V"^ X) X' Y (6.14) 
where Y denotes the L [2k(k-l)-l]+2 vector of uneorrelated observa­
tions in the regression; X denotes the matrix of coefficients of the 
A 
variance components in the expectation of Y; V denotes the estimated 
A 
diagonal covariance matrix for the elements of Y ; and 6 is the 
A 
column vector of the estimated variance components [i.e., 5 = 
A A A  A  
(a^, a^, cTg)'] • Under normality, the covariance matrix for 6 is 
estimated by 
A  A  A  ^ -1 
Gov (6) = (X' V X) . (6.15a) 
A  
The alternative estimator for the covariance matrix of 6 , 
Cov(6) = s^(X' V"^ X) ^ , (6.15b) 
where denotes the residual mean square, may be preferred with 
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variables for which the transformed observations depart frcm normality-
A  
If the estimated variance component a? in 6 is positive, the 
A  P  
estimated covariance matrix V is recalculated and the regression 
recomputed. 
The variance component estimator (6.l4) is unbiased and asymptoti­
cally efficient under the assumptions of normality. For data that 
strongly depart from normality, alternative methods of variance esti­
mation are required. With a zero-one variable, for example, the possible 
values of the variables and , defined by Equations (6.11a,b), 
are ' ^ ^ and 0,^,1, respectively. Estimation of the variances 
of the squares of the and by use of normal theory seriously 
underestimates the variances. For example, consider the responses and 
response probabilities (O, O), O.U; (O, l), 0.0$; (l, O), O.O5: and 
(1, 1), 0.50. The variance of the squares of the Z^^^. in Equation 
(6.11a) is 
Var = ( I )^{(1-.10)2 .05 + (0-10)2 + (l-.lO)^ -O5} 
= ( I )^(0.09) 
= .0056 . (6.15c) 
Since the response variance is O.O5, the normal approximation estimate 
of the variance of the (Z^^j .)^ is 0.0013-
XI J 
For analysis of discrete variables^ it is suggested that the vari-
ances of the transformed observations be obtained as shown in (6.15c) 
9^ 
and these estimates used in the regression estimator 
If the variance components are estimated by ordinary least-squares 
regression (i.e., set V = l), the estimates obtained are unbiased but 
are inefficient. Farther, the variances and covariances for the estima­
tors are not correctly estimated by the regression analysis. 
2. Estimation of index of inconsistency 
For the defined response model (6.2) the index of inconsistency, 
I = (a^ + cT?)/(cr^ + erf + erf) , can be estimated by the same function of 
e p e p 6 
the estimated variance components. 
The variance of I can be approximated by use of a Taylor expansion. 
A  
I = (Î® + %)/(^ + % + • (6.16) 
A  
1 = 1+ 
by 
A  A  A  A  
I - I = [P-((J^ - + pA<^ - cjf) - (1 - P^)(t^f -
where = cr^/c^ • Thus the variance of the estimated index of incon­
sistency is approximated by 
A  A  A  . -1 A  A )  
E(I - l)^ = s^ c*(X' V X) c/a (6.17) 
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A A A  A  A  - 1  
where c = [p^, p^, -(l-p^)]' and s^(X' V X) is the estimated 
ccfvariance matrix for the variance-component estimators (6.1^). 
For zero-one variables the index of inconsistency is equal to 
I = CT^/P(l-P) where denotes the total response variance and P 
is the expectation of the given sample proportion- The U- S- Bureau of 
the Census (1972) estimates the response variance by half the gross 
difference rate. The gross difference rate is defined as the sample 
proportion giving responses in a reinterview that are different from 
those obtained in an original interview. With use of the notation of 
Table 2 the Bureau of the Census estimator for the index of inconsistency 
is 
J ^ (P21+P12) 
1 ( ^ll'^^ie ^ ^ ^ "Pll"Pl2 ^ ^Pll'^P21'^^^~Pll~P21^ 
Table 2. Proportions reported in interview and re interview surveys 
Interview Reinterview results 
results In class Not in class Totals 
In class Pll Pi. 
Not in class P2I I-P1I-P12-P21 ^1. 
Totals p , q. , 1.0 
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The mean square of the index of inconsistency (6.I8) is estimated by 
E(I - 1)2 = c'Zc (6.19) 
where c" denotes the column vector of partial derivatives of I with 
respect to the independent sample proportions p^^, p^ and p^^ and 
2 denotes the estimated covariance matrix for these proportions. The 
elements of Z , ignoring the finite population correction factor, are 
Var(py) = p.j(l-p.j)/n* 
and 
A  ^  
Cov(p_, p.,^,) = -p^^p^,^,/n , i ^ i' or j / j' 
where n* denotes the number of respondents. 
Tepping (l97l) compared the mean-square error of the estimator 
(6.18) with that of two other estimators for the index of inconsistency. 
The other estimators considered were 
I2 = Ï ^12^ (6.20) 
Ô (P-. +9. 1 ) 
and 
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The estimators and have alternative estimators for the 
total variance. The empirical analyses indicated that the estimator 
had the smallest mean-sg.uare error except for small indexes of incon­
sistency. The differences in the mean-square error terms were, however, 
found to be negligible. 
3. Transformation of observations 
]h the response model (6.2) it is assumed that the interviewer 
effects are additive and the respondent response errors have common 
variance, . These assumptions may represent some simplification 
of the true situation. There may be interaction between interviewers 
and respondents or the respondent response errors may be heterogeneous 
for different individuals- For example, for variables that are measured 
on a continuous scale, the variance of response errors may be a power of 
the true response. It is reasonable to expect that the response vari­
ance for farm operators producing 1000 hogs annually is ssich larger than 
that for farm operators producing 50 hogs annually. Tests of hypotheses 
for interviewer effects [e.g., that obtained in Equation (6.6)] require 
that the respondent response errors be normally distributed and their 
variances homogeneous. In such situations it is appropriate to obtain 
transformations under which the effects are additive and the variance 
homogeneous. 
Transformations to stabilize error variances have been used for 
many years in the analysis of scientific experiments. Bartlett (iglt?) 
discussed common transformations useful when the variability of 
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experimental observations is specified by different functions of the 
treatment means- A list of these transformations and the associated 
populations given by Bartlett (19^7) is reproduced in Kempthome (1952, 
p. 156)- A more recent discussion of transformations is found in Box 
and Cox (196^) where it is assumed that a normal, homoscedastic, linear 
model is appropriate after a power transformation is applied to the 
observations. Examples of the parametric family of transformations 
considered by Box and Cox (196^) are 
\  ^ 0 
(6.22) 
\ = 0 
7^ 0 
(6.23) 
Xi = 0 
For these transformations. Box and Cox (196^) obtain expressions for the 
logarithm of the likelihood function for the transformed observations 
and suggest the plotting of the logarithm of the likelihood for a series 
of values of the power, X , to estimate the power that maximizes the 
function. 
For many survey variates that are measured on a continuous scale 
an appropriate model for the response variances is that given by 
r 
,(X) 








'  " 3 
where denotes the response variance for the j-th individual in the 
population and n. denotes the true value for the j-th individual. For 
J 
this response variance model the transformed observations, Y , 
defined by 
fi I ^ , if \ ^  0 
Xx) ^ <{ (6.2l^b) 
log Y , if X = 0 
have variance that is approximately 6^ • From Equations (6.24a, b) it 
is clear that the square-root transformation (\ = l/2) is appropriate 
if the response variance is proportional to the true values, and the 
logarithmic transformation is appropriate if the response variance is 
proportional to the square of the individual true values-
In our survey situation, in which two responses are obtained from 
each individual, the transformation factor, \ , in Equation (6.24b) 
can be estimated by use of the estimated response variances, s? = 
i the estimated individual true values, 
y. = ^  (Y. + Y.j.p) • If the sim/ey obseri/ations are normally dis-
tributed the expectations of log(s^) and log(y.) exist. However, 
J t) 
the regression of the logarithm of the estimated response variances on 
the logarithm of the average responses yields a biased estimator for 
the parameter 2(l-\) • A consistent estimator for 2(l-\) can be 
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obtained "by modifying the least-squares regression coefficient for the 
errors-in-variables bias [see Fuller (l9Tl)]* From the modified esti­
mator for the exponent 2(l-x) in the response model (6.24a), the 
transformation factor, X , is estimated. 
Given that the transformation factor is estimated, the original 
survey observations are transformed by Equation (6.24b) to obtain a 
scale of measurements for which the response-error assumptions of the de­
fined model (6.2a,b) are more appropriate. If point estnjnates or confi­
dence intervals about variate means in the original units are required, 
the analysis of the response model (6.2) is applied to the transformed 
observations and the conclusions then converted back to the original 
scale of measurements. 
C- Analysis of Empirical Data 
1. Introduction 
In 1970 a survey was conducted by the Statistical Laboratory of 
Iowa State University under a cooperative agreement between Iowa State 
University and the Statistical Reporting Service of the U. S. Department 
of Agriculture- The Statistical Reporting Service was interested in 
estimating variances of the non-sampling errors, particularly those 
associated with interviewers, in important items involved in its June 
Enumerative Surveys. The June Enumerative Survey is a personal-
interview farm survey conducted during f^y-June each year in forty-
eight states to estimate land use, crop acreages, livestock numbers, 
farm labor and population. About 1350 enumerators are involved in the 
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collection of this agricultural information for the Statistical Reporting 
Service. In the 1972 June Enumerative Survey 3^0 area segments were 
drawn within Iowa and thirty-five field enumerators personally inter­
viewed an average of sixty farm operators. The relative importance of 
interviewer effects on the variance of survey responses was considered 
important for the planning of future enumerative surveys-
The Survey Section of the Statistical Laboratory designed and con­
ducted a research study to estimate the variance of the interviewer 
effects and respondent response errors for selected items of the 1970 
June acreage, livestock and labor enumerative survey questionnaire. An 
area sample of farm operators was selected within each of three geo­
graphic areas (strata) consisting of two adjoining counties. Within 
each stratum sixty area segments were constructed to yield approximately 
two farm operators per segment. Interviewing was restricted to farm 
operators who satisfied two criteria: (i) operate forty or more acres 
in the farm, and (ii) have a major cattle operation (ten or more head 
of cattle or calves) or a major hog operation (twenty-five or more hogs 
or pigs). An average of 1-5 eligible farm operators per segment was 
expected. Eligible farm operators were interviewed early in September 
1970 and one month later by a different interviewer. Four interviewers 
were assigned to each of the three strata. 
The design of the survey was basically that defined in Section A 
of this chapter. The sixty area segments within each stratum were ran­
domly divided into twelve groups of five segments each and a given 
interviewer was randcanly assigned three of these "respondent groups" 
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for the first round of interviewing. For the second round of inter­
viewing; each of these three groups was randomly assigned to one of the 
other three interviewers within that stratum. The sample was interpene­
trating with respect to the twelve groups of farm operators. The 
respondent groups did not contain exactly the same number of eligible 
farm operators as defined in Section A. The numbers of respondents in 
the thirty-six respondent groups are given in Table 3» 
Table 3» Numbers of respondents in the respondent groups for the 
interviewer-variance study 
Respondent group 
within strata Stratum 1 stratum 2 stratum 3 
1^2 
8 7 7 
®13 7 6 8 
CO 8 8 6 
2^1 7 7 7 
S23 8 7 7 
2^4 
8 7 8 
3^1 7 6 9 
3^2 7 7 8 
% 7 6 8 
6 8 7 
6 8 8 
7 8 8 
Totals 86 85 91 
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The twelve interviewers selected for the survey participated in a 
two-day training school immediately before the first-trial interviews-
The interviewers were told that the basic objective of the study was to 
estimate the size of farm operations and changes in livestock inventories 
for three areas in Iowa during September and October. They were also 
told that the estimation of the variability of farm operators' responses 
would aid in the design of improved questionnaires for agricultural 
surveys• 
In Stratum 1 the fourth interviewer was unable to participate in 
the Trial-2 interviews and was replaced by another interviewer who had 
previous experience in sample surveys conducted by the Statistical 
Laboratory of Iowa State University. This change in interviewers means 
that the respondent groups denoted by S^j^ , i = 1, 2, 3 , in Table 3 
should be denoted 8^^ , i ^ 1, 2, 3, for Stratum 1. Some changes in 
the details of the analysis of the survey data are made to account for 
the substitution of this interviewer. 
Most of the items in the questionnaire used for the study 
were obtained from the 1970 June Enumerative Survey questionnaire used 
by the Statistical Reporting Service. The farm operators in the sample 
were told by the interviewers during the first trial that they would be 
cooperating in a panel study of livestock movements and inventories and 
that they would be interviewed again the next month. The questionnaire 
for the Trial-2 interviews was constructed so that some of the questions 
asked in the Trial-1 interviews were repeated. If a question referred 
to the date of the second interview, the second questionnaire included 
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items to obtain changes from the date of the first interview. We con­
sider the analysis of the responses obtained for twenty of the survey 
variates. The acreage, livestock, labor and sales items included in 
these analyses are shown in Table 
Table h. Variates analyzed from the interviewer-variance study 
Description of Variate 
Total number of acres operated in September 1970 
Number of acres rented from or worked on shares for others in 1970 
Number of acres that are growing com 
Number of acres that are growing soybeans 
Number of acres under permanent pasture 
Number of acres used for making hay 
Total number of acres for farmstead grounds, roads, woods, waste and 
idle land 
Number of cattle and calves on hand (at time of first interview in early 
September 1970) 
Number of boars and young male pigs, on hand, that are used for breeding 
purposes 
Number of sows farrowed on the farm during March-May, 1970 
Number of sows farrowed on the farm during June-August. 1970 
Number of sows and gilts expected to farrow on the farm before October, 
1970 
Number of sheep and lambs of all ages on hand 
Number of chickens (excluding commercial broilers) on hand 
Number of non-family hired workers on the farm during August 23-29, 1970 
Number of hired workers on the farm during I969 
Total value of sales in 1969 (eleven classes with responses coded as 0 
through 10) 
The most important agricultural product, in terms of percent of total 
sales, sold from the farm in I969 (eight enterprises coded as 1 
through 8) 
Percentage of total sales from the most important agricultural product 
in 1969, 
105 
2. Estimation of the response model 
The model used for the analysis of the variables of the interviewer-
variance study is that defined "by Eq.uation (6.2). We estimate the vari­
ance components in the response model by the procedures outlined in 
Section B.l of this chapter. The respondent-group means and mean squares 
of the and variables, defined by Equations (6.11a) and 
(6.lib)J are readily obtained by analyses of variance on the within-
respondent-group data. (The MEANS procedure command of the Statistical 
Analysis System (SAS) program is particularly useful to obtain these 
statistics.) For the data from the interviewer-variance study, however, 
the sums and differences, which are defined by Equations (6.13a)-(6.13d) 
for the means of the respondent groups S^^, and within a given 
stratum, are not uncorrelated if the two groups do not contain the same 
number of respondents. From Table 5 it follows that for nine of the 
eighteen pairs of respondent groups (S.^,, ®i'i^' ^ ^  i% i,i' = 
1, 2, 3; in the three strata, the number of respondents in the two 
groups are the same. For six of the pairs the difference between the 
number of respondents is one and for three of the pairs the difference 
is two. The correlation between any pair of sums and differences of the 
observations in Equations (6.13a)-(6.13d) is thus no greater than one-
seventh in absolute value and we ignore these correlations in the esti­
mation procedures. 
We transform the observations W^^) = z[^^ - , i < i', 11' 11* I'l ' 
i,i' = 1, 2, 3, ^  , defined by Equation (6.13b), to eliminate the corre­
lation due to the interviewer effects. It is easily verified that three 
lo6 
orthogonal linear functions of the interviewer effects are 
~ ^2 ~ ^3 ^1 ^  ^2 ~ ^3 ~ ^  ^1 " ^2 ^3 " ^  ' Further, 
—fl") —fl) —(i 1 —fl) it can be shown that W^p - and. estimate a function 
—fl) —fl) —fl) —fl) 
involving 3^ - ~ P3 ^5 ^13 + ^li4- ^23 estimate a 
—fl) —fl) —fl) —fl) 
function involving + Pg - ; and and 
estimate a function involving - Pg + thus obtain the 
linear combir 
1, 2, 3, ^  , 
f 1 ) nations of the observations , i < i', i,i' = 
f"l2^ - + (^3' - + (€^' -
- (^k' - ^ 2') (6.25a) 
(-4^^ - + <«iî' ^  '-iV'  ^(Si+Sj-Sj-B.) 4. - e(j') 
+ 4^' - - il') 
+ (6-251>) 
(W^J' - W^^') + (W^) +W3Î') = 2(Pi-@2+p2-%,) + (4^' - 4l'' 





- w^') (4:^ - - (4k' - ^3') 
- (^ 13' - 4i') + (-tk - %2 (6.2^d) 
("I3' + 4. «(!)) = (7(1). + râV - ;(p) % %2 
'32 (6.25e) 
w(^) _ û(i)^ _ rû(i) 4- {7(1 )\ = (7(1) _ ~(l)^ _ _ %(]-) (w 14 - "23 ) - "14 "41 ' )  -  (  '23 ^32 ^ 
- (T* '^ - - (^3^) - -4 '^) (6.25f) 
These observations have nonzero covariances that involve the vari­
ance component cr^ because the respondent groups do not have exactly the 
same number of respondents. The correlations involved are, however, 
relatively snial 1 and are ignored. 
- f p )  - (p )  - (2 )  
We transform the observations W. = Z..; + Z\. , i < i' , 
IX 11 11 
i,i' = 1, 2, 3, ^  , defined by Equation (6.13d), to eliminate the 
correlation due to the interviewer effects. We obtain the linear com­
binations 
+ ^ 32) 
+  -  a g ' ( s .26a) 
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These observations are only approximately uneorrelated because of 
unequal numbers of respondents in the different respondent groups. 
Further, it is obvious that the correlation between the observation in 
Equation (6.25a) and that in (6.26a) is not zero because both observations 
estimate nultiples of . Similarly, nonzero correla­
tions exist between the observations in Equations (6.25b) and (6.26b) 
and the observations in Equations (6.25c) and (6.26c). Prom preliminary 
estimates of the interviewer effects for the variates in Table U these 
correlations are of smaller order than the correlations arising because 
of unequal numbers of respondents in the different respondent groups. 
The expectations of the squares of the transformed observations that 
are defined by Equations (6.25a) - (6.25f) and (6.26a) - (6.26e) are 
readily obtained in terms of the three variance components and 
. The coefficients of in expectations of the squares of the 
transformed observations for the first stratum were obtained taking 
account of the replacement of one interviewer after the first round of 
interviewing. Given that the fifth interviewer in stratum one replaced 
the fourth interviewer after the first-round interviews, we use the nota­
tion and , i = 1, 2, 3 , instead of and , i = 
1, 2, 3 • Thus, the differences and sums of the respondent group means 
estimate 
4?' + i (m. - Bg) + + •^i^) . i = 1, 2, 3 (6.27a) 
4'' ^ 
no 
= 3i - ^  ' i = 1, 2, 3 (6.27b) 
41' - = I <^ 5 - - (-15 - %i) + (^ f - '4?^  ' 
i = 1, 2, 3 (6.27c) 
«if = zis' + 4f 
= 2n + [p^ § (Pu P$)] + (®i5 + 
+ ("41^ + ' i = 1, 2, 3 . (6.27(1) 
These expressions require that the expectations of the squares of 
the observations in Equations (6.25a) - (6.25f) and (6.26a) - (6.26e) be 
modified for the first stratum- With these modifications the estimation 
of the variance camponents is readily obtained with seventy-one observa­
tions (two within-respondent-group mean squares and twenty-three trans­
formed observations associated with Equations (6.13a) - (6.13d) in each 
of three strata) by a weighted least-squares regression. 
3. Results and discussion 
The weighted least-squares, variance-component estimates and their 
estimated standard errors for the twenty survey variates are presented 
in Table 5. Tae square root of the residual mean square for the weighted 
regressions are given in the first column of the table. The estimated 
Ill 
Table 5* Estimated variance components and their estimated standard 
errors for variates from the interviewer-variance study" 
A A A 
Variate s 
e p e 


















Acres of soybeans 0.95 87.3 
(7-5) 




Acres of permanent 
pasture 






Acres of hay 1-55 299-2 
(40.8) 





















































The estimated standard errors are given below the estimates for the 
variance components. 
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Sheep 1.1^4 23.8 0.3 1034.2 
(3-1) (0.7) (132.4) 
Chickens 1.79 2981.4 201.1 270773.4 
(11-73.3) (291.5) (42945.9) 
Non-family workers, 1.40 1.01 -0.02 0.90 
August 23-29, 1970 (0.12) (0.02) (0.17) 
Non-family workers. 0.71 5.60 -0.04 7.90 
1969 (0.36) (0.07) (0.70) 
Total sales 1.41 0.29 -0.00 3.08 
(0.04) (0.01) (0.40) 
Most important 1.01 0.70 0.00 1.18 
product (0.06) (0.01) (0.14) 
Percentage of sales 0.98 104.1 
-1.5 270.4 
from most impor­ (8.9) (1.7) (28.4) 
tant product 
standard errors of the variance-component estimators were obtained by 
Equation (o-lpo). 
Half of the estimated variances of interviewer effects are positive 
but, with the exception of acres operated, the estimated variances are 
less than their estimated standard errors. For all twenty variables the 
estimated variance of interviewer effects is less than the estimated 
variance of respondent response errors. The relative contribution of 
the respondent response errors, interviewer effects and sampling devia­
tions to the estimated total variances are given in Table 6. The 
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Table 6. Estimated variance components as ratios of total variance ; 
and estimates of the inflation factor, 1 + (n - l)p , for 
variates from the interviewer-variance study ^ 
A /V A A A A l+(n-l)p 
Variate lOOa^/a^ lOOaf/a^ lOOa^/a^ — — G P e' n = 21 n = oO 
Acres operated l.if6 0.06 98.48 1.012 1.035 
Acres rented 5.52 O.lU 94.34 1.028 1.083 
Acres of corn 1.16 0.02 98.82 1.004 1.012 
Acres of soybeans 2.69 -0.01 97.32 * * 
Acres of permanent 
pasture 18.65 -0.22 81.57 
* * 
Acres of hay U9.50 -0.02 50.52 * * 
Idle acres J+5.52 1.90 52.58 1.380 2.121 
Cattle and calves 2.13 -0.01 97.88 * X 
Breeding hogs 19.67 0.1^6 79.87 1.092 1.271 
March-May farrowings 18.58 -0.45 81.87 * * 
June-August farrow­
ing s 16.31 -0.20 83.89 
* * 
Expected farrowings 




27.11 0.k2 72.47 1.084 1.248 
Sheep 2.25 0.03 97.73 1.006 1.018 
Chickens 1.09 0.07 98.84 1.014 1.04i 
Non-family workers, 
August 23-29, 1970 53-52 -1.16 47.63 
* * 
Non-family workers, 
1969 In.59 -0.27 58.69 
* * 
Total sales 8.47 -0.0k 91-57 * * 
r A 
Not computed where p_ = Og/cr is negative. 
P P 
Ilk 
Table 6. (Continued) 
Variate lOOa^/a' 
Most important 
product 37-19 0.06 62.75 1.012 1.035 
Percentage of sales 
from most impor- 27*91 -O.UO 72.^9 
tant product 
* * 
Averages 20.58 0.12 79.30 1.024 1.071 
interviewer component of only two variables, "idle acres" and "expected 
farrowings before October 1," is estimated to be more than one percent 
of the total variance. The average of the twenty ratios of the estimated 
variance of interviewer effects to the total variance indicates that only 
0.12 of a percent of the total variance is attributed to interviewer 
effects. However, it is not believed that interviewer effects contribute 
equally to the variability of variates in a survey. Interviewer effects 
may be larger for variables having a high degree of complexity or ambi­
guity. 
In Table 6 we present estimates for the "inflation factor," 
1 4- (n-l)p„ , for interviewer workloads (n) of twenty-one and sixty. 
P 
The factor [1 + (n-l)p ] is referred to as the "inflation factor" be-
P 
cause it is the multiple by which the variance of strata mean responses 
is increased due to interviewer effects. The interviewers in each survey 
trial for the interviewer-variance study had an average workload of about 
twenty-one respondents. The interviewer workload of sixty approximates 
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that involved in the Statistical Reporting Service's June Enumerative 
Survey in Iowa. The estimates for the inflation factor indicate that 
interviewer effects of about two percent of the total variance lead to 
a 38 and 112 percent increase in the variance of strata means for inter­
viewer workloads of twenty-one and sixty, respectively. Thus, inter­
viewer effects seem to be important for the variable "idle acres" when 
workloads as large as sixty are used. However, the costs involved in 
increasing the number of interviewers need to be considered in survey 
planning. 
The results of Table 6 indicate that the respondent response errors 
are a particularly important source of total variability of responses. 
For variables such as "acres of permanent pasture," "acres of hay" and 
"idle acres" it appears that confusion arising from definitions leads to 
large response variability. The large respondent response-error variances 
for variates such as sow farrowings, labor use and the most important 
product may be due to poor recall and guessing on the part of the 
respondents. 
Tb.e survey responses indicated that the response variability was 
directly related to the size of the farming operations for most of the 
survey variates. By postulating the variance model (6.24a) the appro­
priate power transformation to stabilize the response variance is approxi­
mated by the regression of log(s? + l) on log(y. + l) , where s? is 
J 3 0 
the mean-square error of the responses for individual j , and y^ 
denotes the mean of the responses for individual j . The regression 
coefficient associated with lcg(y^ + l) , adjusted for bias, estimates 
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2(1 - \) , where \ denotes the power transfonnation yielding constant 
variances- The estimates for the power, \ , for the twenty survey 
variates are given in Table 7- The estimates for the index of incon­
sistency are obtained for the original data and for the square-root and 
logarithmic transformations of the survey responses. 
Table Estimates for transformation parameter and index of incon­
sistency for variates from the interviewer-variance study* 
Transformation 
parameter, \ 
Acres operated 0-7^ 
Acres rented 0.86 
Acres of com O.77 
Acres of soybeans O.8O 
Acres of permanent O.5O 
pasture 
Acres of hay O.6O 
Idle acres O.O6 
Cattle and calves O.58 
Breeding hogs 0.39 
Index of inconsistency (100 I) for 
transformed data 
Original Square-root Logarithm 
1.52 1-53 2.08 
(0.16) (0.15) (0.21) 
5.66 4.71 5-75 
(1.01) (0.69) (0.62) 
1.18 2.ho 6.71 
(0.15) (0.33) (1.17) 
2.68 3.45 3.92 
(0.31) (0.48) (0.58) 
18.43 22.79 27.07 
(2.91) (3.70) (4.79) 
U9.U8 22.59 19-93 
(7.10) (3.26) (2.49) 
k'J.k2 32.47 34.29 
(9.01) (5.07) (3.87) 
2.12 3.90 6.41 
(0.36) (0.58) (0.89) 
20.13 9.56 8.05 
(2.25) (1.46) (1.59) 
The estimated standard errors are given below the estimates for the 
index of inconsistency. 
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Table 7. (Continued) 
Variate Transformation parameter, \ 
Index of inconsistency (100 i) for 
transformed data 
Original Square-root Logarithm 




































































Percentage of sales 








Averages 0.59 20.70 19.03 20.40 
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It appears that for the majority of the survey variates the square-
root transformation will reduce the heterogeneity of the response error 
variances. For most of the items, however, the square-root and loga­
rithmic transformations do not result in any great changes in the 
estimated index of inconsistency. 
Hurley, Jabine and Larson (1962), in their study of enumerator 
variance in the 1959 Census of Agriculture, considered some variables 
similar to those in this study. Their results are presented in terms 
of coefficients of variation for the response variance of totals of 
average-sized clusters. By assuming that the clusters were of equal 
size, the relative enumerator variance for a cluster total, v^ , 
[Hurley, Jabine and Larson (I962, p. 102)] is expressed in terms of the 
enumerator variance by 
% 
v2 = —g- (6.28) 
(X)2 
where x denotes the average value per farmer. The estimates for inter­
viewer variances obtained from the results of Hurley, Jabine and Larson 
(1962, p. 100) and Equation (6.28) are compared with the estimates in 
A 
our study as shown in Table 8. The inter'/iewer-variance estimates, , 
in the last column of Table 8 are obtained from Table 5. The variate 
"acres in the place" in the Hurley, Jabine and Larson (I962) study is 
compared with "acres operated" in our interviewer-variance study- The 
estimated variances are of similar magnitude, with the possible exception 
of "acres of com." 
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Table 8. Comparison of estimates for interviewer variances 
Variate X V 
A 
< 
Acres in the place 119.2 0.035 17.4 19.2 
(12.6) 
Acres of com 31.9 0.096 9.4 2.5 
(3.3) 
Acres of soybeans 11.8 0.060 0-5 -0.2 
(1-5) 
Number of cattle II1- * * 
-7.6 
(26.1) 
Number of chickens II4.4 * 201.1 
(291.5) 
Hurley, Jabine and Larson (1962) did not present values for estimates 
that were negative-
Since the average interviewer workload in the Hurley, Jabine and 
Larson (1962) study was I70, the authors concluded that 
"The levels of enumerator variability for most of the 
items studied are sufficiently high so that this factor re-
q.uires careful consideration in the planning of future censuses 
and surveys-" 
The results of our study indicate that the inteiviewer effects for 
the variates considered are a relatively unimportant source of variation 
for interview assignments of the order of twenty- With interviewer work­
loads similar to those of the June Enumerative Survey of the Statistical 
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Reporting Service the interviewer effects may be important in some of 
the acreage and livestock items-
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VII. SUMMARY AND CONCLUSIONS 
The analyses of response error models and the estimation of popula­
tions in the presence of classification errors is considered. By defin­
ing probabilities of classification as a function of the true classifica­
tion, expressions for the expectations, variances and covariances of the 
sample proportions are obtained. Parametric representations of classi­
fication models are presented- Given responses from two trials of a 
survey, estimation of the parameters of the classification models is 
considered. 
A classification model, for which the sample proportions are unbiased, 
is presented. The model is defined by the classification probabilities 
a + (l-a)Pj , i = j 
Pij - i 
(l-Q!)Pj , i ^ j f if j — 1, 2, r 
where P^ , j = 1, 2, ..., r, denote the true population proportions and 
a is a constant between zero and one. Maximum likelihood and Gauss-
Newton estimators for the parameters in the classification model are 
presented. An attempt is made to obtain parametric expressions for 
general unbiased classification models- It is shown that a necessary 
condition for the existence of unbiased classification models is that 
the expected proportion, P^^, classified in the same class in two trials 
of a survey is greater than, or equal to, the square of the true 
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proportion in that class, , i = 1, 2, r . Under the assump­
tion that classification probabilities for given classes do not change 
when additional classes are involved, we conclude that the only unbiased 
model that exists is that in which the probabilities of misclassification 
for a class are a constant multiple of the true proportion in that class. 
In the investigation of the non-sampling variability of survey 
responses, the variability of response due to respondents and the vari­
ability due to interviewers are considered- A design that permits esti­
mation of these sources of variability is an interpenetrating sample 
design with which replicated responses for sample individuals are 
obtained. A variance-components model, which includes interviewer 
effects, respondent response errors and sampling deviations, is pre­
sented. A method of estimation of the variance components that closely 
relates to maximum likelihood is outlined. The procedure yields estimates 
of the variances and covariances of the variance-conponent estimators 
under minimal assumptions. The method of estimation is illustrated with 
use of reinterview data from a survey of farm operators. 
Although different models for the response errors have been dis­
cussed and empirically applied in the literature, research remains to 
be done on model verification and estimation procedures- Some standardi­
zation of model notations and form of presentation of empirical results 
seems desirable to improve the dissemination of research results to the 
statistics profession and users of survey data. 
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