Abstract-It is supposed that there is a multichannel sensor system which performs sequential detection of a target. Sequential detection is done by implementing a generalized Wald's sequential probability ratio test, which is based on the maximum-likelihood ratio statistic and allows one to fix the false-alarm rate and the rate of missed detections at specified levels. We present the asymptotic performance of this sequential detection procedure and show that it is asymptotically optimal in the sense of minimizing the expected sample size when the probabilities of erroneous decisions are small. We do not assume that the observations are independent and identically distributed (i.i.d.). The first-order asymptotic optimality result holds for general statistical models that are not confined to the restrictive i.i.d. assumption. However, for i.i.d. and quasi-i.i.d. cases, where the log-likelihood ratios can be represented in the form of sums of random walks and slowly changing sequences, we obtain much stronger results. Specifically, using the nonlinear renewal theory we are able to obtain both tight expressions for the error probabilities and higher order approximations for the average sample size up to a vanishing term. The performance of the multichannel sequential detection algorithm is illustrated by an example of detection of a deterministic signal in correlated (colored) Gaussian noise. In this example, we provide both the results of theoretical analysis and the results of a Monte Carlo experiment. These results allow us to conclude that the use of the sequential detection algorithm substantially reduces the required resources of the system compared to the best nonsequential algorithm.
I. INTRODUCTION

I
N most practical systems, sensor decisions are made in a sequential manner at random times, depending on the data that are received sequentially by the sensors. The problem of detecting a target in multichannel systems may serve as a good example. Therefore, it is important to consider sensor decisions in a sequential setting where the sensor decision rules are sequential in nature.
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Communicated by A. Kavcić A sequential detection procedure includes a stopping time and a terminal decision to achieve a tradeoff between the observation time and the decision quality. Problems of sequential testing of two or more hypotheses under different conditions have been studied for decades (see, e.g., Armitage [1] , Chernoff [3] , Dragalin [5] , Dragalin, Tartakovsky, and Veeravalli [6] , [7] , Lai [11] , Lorden [12] - [14] , Pavlov [16] , Sosulin and Fishman [18] , Tartakovsky [19] - [22] ). Most of the results have been obtained for independent and identically distributed (i.i.d.) models for observations, when log-likelihood ratio processes are random walks. Generalizations for non-i.i.d. models can be found in [6] , [11] , [19] - [22] , [24] . In the present paper, we consider the problem of detecting a target in multichannel sensor systems. A target may appear in one of the channels and should be detected as soon as possible under constraints on the rates of false alarms and missed detections. More precisely, we study the behavior of the sequential detection algorithm which is based on the maximum-likelihood arguments. Decisions on target presence or absence are made sequentially by using a generalized Wald sequential probability ratio test (SPRT), which is based on the comparison of the maximum-likelihood ratio statistic (over all channels) with two thresholds. The thresholds are chosen in a way to guarantee specified rates of false alarms and missed detections. We do not assume that observations are i.i.d. In contrast, it is assumed that the observations can be correlated and nonstationary. The proposed sequential test turns out to be asymptotically optimal for very general statistical models when the false alarm rate and the rate of missed detections are low. This study is important in a variety of detection problems where observations are correlated and/or nonstationary. The general results are illustrated by a particular example of detecting a deterministic signal in colored Gaussian noise. In this example, we not only confirm that asymptotic theory is applicable to engineering practice, but we also design the thresholds that guarantee with high accuracy the given levels of false detections and missed detections. This is accomplished by estimating overshoots of the thresholds by decision statistics using the results of the nonlinear renewal theory [17] , [26] , [27] .
The paper is organized as follows. In Section II, we formulate the problem and provide basic definitions and notations. In Section III, we describe a generalized SPRT, present its asymptotic performance, and show that it is optimal in an asymptotic setting when the rates of false alarms and missed detections are low. In Section IV, we briefly outline another attractive multichannel detection algorithm which is based on the parallel implementation of the Wald SPRTs in multiple channels (an SPRT bank). In Section V, we present the results of an exhaustive analysis (theoretical and Monte Carlo (MC)) of the generalized SPRT for a problem of detecting a deterministic signal in correlated Gaussian noise and show that sequential detection allows us to substantially reduce the overall time needed to reach the final decision compared to the case where the decisions are made nonsequentially. We conclude the paper in Section VI. Most mathematical details and proofs are give in the Appendix.
II. PROBLEM FORMULATION
We will be interested in a binary decision problem of testing two hypotheses related to an absence or presence of a target by a sensor with multidimensional data observed sequentially in discrete time where is the information available to the sensor at time moment . In what follows, we will suppose that the sensor represents a multichannel system with channels (e.g., Doppler, angle, and range channels in radars or assumed velocity channels in infrared/optical (IR/EO) systems). In this case, is the vector of dimensionality , where the th component is the observation available in the th channel at time . Write for the concatenation of observations up to time .
It is assumed that a target either is present in one of the channels or is absent in all channels. The decision on target absence or presence must be made as soon as possible, while controlling the rates of false alarms and missed detections. Let be the probability density of when the target is absent and the probability density when it is located in the th channel. The problem of detecting the target can be formulated as the problem of testing two hypotheses, " "-the target is absent, and " "-the target is present in one of the channels (it does not matter in which one). Note that the hypothesis is composite even when the densities are completely specified.
A sequential detection procedure (or more generally a sequential test of two hypotheses) is a pair where is a terminal decision function taking two values and , and is a Markov stopping time with respect to . In other words, or , and the event depends only on but not on , for all . Therefore, accepts and accepts are the decisions in favor of the hypothesis and , respectively. They are made at a stopping time which is an extended random variable that depends on observations.
In what follows, we use , to denote the probability measures that correspond to probability densities introduced above, and will denote the operator of expectation with respect to the measure . In other words, the measure corresponds to the distribution of observations when there is no target and to the distribution of observations when the target is located in the th channel. It is convenient to introduce a fictitious parameter that takes values in the set and parameterize the probability density function , . If , then the target is located in the th channel, while if , then there is no target at all. Obviously, in terms of the parameter , the hypotheses to be tested are reformulated as " " and "
." The latter hypothesis can be also regarded as a union of the simple hypotheses , where " " is the hypothesis that the target is located in the th channel.
III. A GENERALIZED SPRT AND ITS OPERATING CHARACTERISTICS
We begin with presenting a construction of the multichannel sequential detection procedure that will be studied in this paper.
A. Generalized Sequential Probability Ratio Test
Let denote the log-likelihood ratio between the hypotheses and based on the data observed up to the time moment . Further, let and be two positive numbers (thresholds). The proposed sequential detection procedure is defined as
Thus, the observation process is continued as long as the maximum log-likelihood ratio statistic is between the thresholds and . We stop and make a final decision at time , which is the time when the statistic first leaves the region . By default, if there is no such , i.e., . The decision , indicating target presence, is made as soon as exceeds the upper threshold . The decision , indicating target absence, is made as soon as it falls below the lower threshold . Note that in statistics the maximum log-likelihood ratio is usually called the generalized log-likelihood ratio. Correspondingly, the detection procedure of (1) will be called the generalized sequential probability ratio test (GSPRT).
B. Upper Bounds for the Probabilities of Errors and Choice of Thresholds
We are interested in detection procedures that confine the probability of a false alarm (FA probability) and the probabilities of missed detection (MS probabilities) at the given levels and , respectively. The class of such detection algorithms will be denoted by . To be more specific (2) where we use the notation for the FA-probability of the procedure , and for the MS-probability of the procedure when a target is located in the th channel.
It is shown in Appendix I-A (see Lemma 1) that, regardless of the structure of the observed process , the following upper bounds for probabilities of errors hold:
and (3) From (3), we immediately obtain that and imply (4) Formulas (3) and (4) will be refined in Sections III-D and III-E for quasi-i.i.d. and i.i.d. models.
C. Asymptotic Performance and Optimality of GSPRT:
In this subsection, we study asymptotic properties of the sequential detection algorithm of (1) and (4) when the probabilities of errors and are small. In particular, we show that this simple detection algorithm asymptotically minimizes the expected sample sizes for all among all detection procedures in the class under mild conditions that do not confine one to the i.i.d. assumption. Note that so far we did not impose any constraints on the observation processes. In fact, the upper bounds for probabilities of errors (3) hold true whenever probability measures are mutually locally absolutely continuous. However, if we want to study the behavior of the expected sample size (or more generally positive moments of the stopping time), some conditions should be imposed.
Let denote the vector of the first observations from the th channel. For simplicity of presentation, in the rest of the paper, we assume that the vectors and are statistically independent (the channels are mutually independent) conditioned on the hypotheses, 1 i.e., (5) in which case (6) Therefore, under this assumption, which holds in many applications, the log-likelihood ratio depends on the observation process through the component and does not depend on the rest of the components. We emphasize that we do not assume independence (or i.i.d.) of observations within the channels. Further, assume that the log-likelihood ratio processes obey the Strong Law of Large Numbers, i.e., for --
where, as usual, the abbreviation -stands for the almost-sure convergence under the measure , and where and are positive finite numbers. Note right away that in the i.i.d. case, the numbers and are nothing but the Kullback-Leibler information distances and . A standard approach to obtaining asymptotics for the average sample number (ASN) is to first derive asymptotic lower bounds, and then, to show that these lower bounds are also upper bounds for the test considered. (See, e.g., [5] - [7] , [11] , [16] , [18] , [19] - [22] where this approach has been successfully applied.)
In what follows, when deriving asymptotics without special emphasis, we will always assume that and go to infinity in such a way that , where . This condition guarantees that neither of the threshold values goes to infinity exponentially faster than the other, i.e., and , as . The same applies to the probabilities of errors. Specifically, we assume that, as , the ratio is bounded away from zero and infinity.
The following theorem establishes the asymptotic lower bounds for moments of the stopping time distribution. It is proved in Appendix I-B.
Theorem 1:
Let be a positive, not necessarily integer number. Suppose that the almost-sure convergence conditions (7) hold. Then i) as (8) ii) as (9) where .
Therefore, for , Theorem 1 gives the asymptotic lower bounds for the ASN of the GSPRT and for the ASN of an optimal procedure in the class . On the other hand, we show that, under certain conditions, the bounds (8) and (9) with are also asymptotic upper bounds for the ASN of procedure (1) .
Observe that where [8] - [11] , [22] for the definition of the complete convergence which is related to the -quick convergence). Therefore, the conventional strong law (7) is now strengthened into the complete version -for - (12) Remark that conditions (11) are closely related to and for any . Therefore, these conditions are related to the convergence rate in the strong law of large numbers for (cf. [2] , [4] , [9] ). Now, everything is prepared to derive the asymptotic performance of the detection procedure in question. Indeed, it is proved in Appendix I-C (see Lemma 3) that, as , the following upper bounds for the ASN of the GSPRT (1) hold: (13) if the condition (12) is satisfied.
Combining Theorem 1 with the upper bounds (13), we arrive at the following theorem which is the main result of this subsection. Throughout the paper, the notation means that , i.e., , where . In what follows, we also write and for the FA-probability and the MS-probability of the detection procedure with the thresholds and . (15) Proof: Asymptotic equality (14) immediately follows from the lower bound (8) (with ) and the upper bound (13) .
To prove ii), we notice that by inequalities (3) and (16) Since by conditions of the theorem and as , it follows from (13) and (16) Corollary 1: Let the thresholds be chosen as in (4), i.e., and . Then , and asymptotic relations (15) hold for .
Relation (14) characterizes the asymptotic performance of the GSPRT for large values of thresholds regardless of error probability constraints, while relation (15) defines its performance in the class . Moreover, it follows from Theorem 2 ii) and Corollary 1 that, if the thresholds are chosen so that and , in particular if they are given by (4), then the proposed GSPRT has the first-order (FO) asymptotic optimality property under very general conditions (11) in the sense that (17) The complete convergence conditions (11) hold for general statistical models and do not require the i.i.d. assumption which is quite restrictive for a variety of applications.
Remark 1:
The assertions of Theorem 2 can be easily generalized to cover higher positive moments of the stopping time. However, this extension requires a strengthening of the complete convergence conditions (11) . Specifically, suppose that and for every and some . Then, for every , as for for (18) which is an extension of Theorem 2 ii) for higher moments. In other words, under the above conditions, the GSPRT minimizes all the moments of the stopping time up to the order . Asymptotic formulas (14) are generalized similarly.
D. Asymptotic Performance of GSPRT in the Quasi-i.i.d. Case
The formulas for the expected sample size and the probabilities of errors can be substantially improved when the observations are i.i.d., or more generally, when the log-likelihood ratio processes can be well approximated by random walks. To be specific, assume that the log-likelihood ratio can be represented as the sum of a random walk ( , are i.i.d.) and a slowly changing random sequence (19) In other words, the log-likelihood ratio is split into two parts, i.i.d. and non-i.i.d.
. An example where this representation holds is considered in Section V. The case where the log-likelihood ratio processes can be represented in the form (19) will be referred to as the "quasi-i.i.d. case."
In what follows, we shall repeatedly use the notion of a slowly changing sequence (see Siegmund [17] and Woodroofe [26] ). The random variables , are said to be slowly changing if the following two conditions hold: i) in probability as ; ii) , are uniformly continuous in probability, i.e., for every there exists some such that for all
We begin with the following two important assumptions on the processes and :
(C1) is the log-likelihood ratio process for some i.i.d. multichannel problem with the probability density functions if and if .
(C2) is a slowly changing sequence such that almost surely (a.s.) under , .
Under conditions (C1) and (C2), the normalized loglikelihood ratio converges a.s. (under and , respectively) to the values and which are the famous Kullback-Leibler information numbers that measure the "distances" between the densities and and (20) The upper bounds for the probabilities of errors (3), and the FO asymptotic expansions for the ASN (14) and (15) obtained in the general case, can be refined in the quasi-i.i.d. case (19) by using nonlinear renewal theory [17] , [26] , [27] . The hypotheses and will be considered separately, since, in general, the performance for and is different, especially in a symmetric case (see later).
In the rest of the paper, without special emphasis, we will always assume that the log-likelihood ratios , , are nonlattice (nonarithmetic). 2 
1) The Hypothesis -The Target is Present:
In order to exploit relevant results from the nonlinear renewal theory, we rewrite the Markov time defined in (10) in the form of a random walk crossing a threshold plus a nonlinear term that is slowly changing in the sense defined above. Indeed, by adding and subtracting and using representation (19) , the Markov time can be written in the following form (for any ): (25) Recall that, so far, we assumed only that , are slowly changing, and with probability (see condition (C2)). To refine the asymptotics for the ASN , we need some additional conditions. In the rest of this subsection, we assume that the following conditions hold for every :
converges in -distribution to a random variable with (26) for some (27) are uniformly integrable , and do not depend on either. This opposite, symmetric situation is typical for many applications when the SNR is the same for all channels. In this case, the asymptotic approximation to the expected sample size under the hypothesis is completely different. Specifically, the second term of expansion for is not a constant as in the asymmetric case but is proportional to the square root of the threshold . Therefore, the second term is also growing with the threshold , and the FO approximation is usually very inaccurate for moderate values of the probabilities of errors. The reason is that, in the symmetric case, none of the log-likelihood ratio statistics play the dominating role when the hypothesis is true. As a result, the sequences , , are not slowly changing. To obtain the higher order (HO) asymptotic approximation for , we will use the most general results of nonlinear renewal theory developed by Zhang [27] . We first note that, in the i. The values of universal constants and for can be found in [7] .
A rigorous proof of (39) is quite long and for this reason is omitted. We only remark that it is based on Zhang [ We do not know how to improve the upper bounds (3) for the MS-probabilities in the symmetric case. Note, however, that the probabilities do not depend on , and (35) with works better than the upper bound (3) at least in the example considered in Section V.
Remark 2: Earlier, we restricted our attention only to the two cases-asymmetric and symmetric. The latter is perhaps of major interest for applications. In some applications, however, it may be important to deal with an intermediate case, where are the same for several and different for the rest of the channels. A typical example is a radar system with range channels where the SNR changes from one cluster of channels to another but remains unchanged within clusters. Let be the ordered values of , . Assume that for some . Note that the latter condition includes the fully symmetric situation for all when (assuming that ), and the asymmetric situation when . In this more general situation, the asymptotic approximation (39) holds with replaced by and by . We note also that , and hence, the resulting expression for the ASN is consistent with (34) obtained in the asymmetric case.
The values of , , , and are the subject of the renewal theory. They can be often computed either exactly or approximately (see, e.g., [17] , [20] , [23] , [26] , and Section V). The following formulas are particularly useful [17] , [26] :
where and .
Experimentation indicates that (23), (31), (35), (39) with and determined in (40) and (41) give quite accurate approximations for the ASN and probabilities of errors.
E. Asymptotic Performance of GSPRT in the i.i.d. Case
In this subsection, we assume that in (19) which corresponds to the "purely" i.i.d. case. While this is a particular case of the more general model considered in Section III-D, some of the conditions postulated in that subsection can be relaxed. For this reason, we consider the i.i.d. case separately.
The following theorem summarizes the results related to asymptotic approximations and asymptotic optimality in the i.i.d. case. The notation of Section III-D is used throughout. In particular, and are the Kullback-Leibler information distances defined in (20) , where . Recall that is used to denote the observation available in the th channel at time . is a necessary and sufficient condition for the above conditions. These conditions are redundant, as shown in Theorem 4 i.3).
Remark 4:
The FO asymptotic optimality result of Theorem 4 i.3) for the ASN ( in (43)) can be perhaps strengthened into the "almost optimality." To be specific, we conjecture that in the symmetric situation if the thresholds and are selected so that and then for as In other words, we conjecture that in this case the difference between the expected sample sizes of the GSPRT and an optimal detection procedure vanishes. A proof of this fact is highly nontrivial and may be built on the basis of a Bayesian approach similar to that considered by Lorden in [12] , [14] . We leave this interesting problem for future research.
IV. AN SPRT BANK
In this subsection, we briefly discuss an alternative multichannel sequential detection algorithm that is based on the parallel implementation of Wald's tests. This scheme will be referred to as an SPRT bank.
Let and be two positive thresholds. For any , define the one-sided stopping times and (46)
The multichannel Wald's test (SPRT bank) is defined as if if (47) where and . Thus, the observation process is continued as long as all the log-likelihood ratios are between the thresholds and . A decision in favor of target presence is made at the moment when at least one of the statistics exceeds the upper threshold . A decision in favor of target absence is made at the moment when all the statistics cross the lower threshold . We stress that this procedure is nothing but the parallel implementation of Wald's SPRTs in multiple channels.
By , we will denote the Wald's binary SPRT that tests the hypothesis against if if (48) and by and , the corresponding error probabilities.
Since the observations in different channels are mutually independent, the statistics in different branches are independent (see (5) and (6)), and it is easily seen that the FA-probability and the MS-probabilities of the SPRT bank are equal to (49) Assuming that and , and using the well-known upper bounds and (see, e.g., [26] ), we obtain (50)
Reverting the inequalities (50), we immediately obtain that and (51) guarantee . Note also that as The results of Theorem 2 are valid for the SPRT bank . In other words, the SPRT bank is asymptotically optimal under the same, quite general conditions. Theorems 3 ii), 4 i), and 4 ii) also hold. In particular, under the same conditions and with the same notation as in Theorem 3, we have as for Proofs are quite similar. The details are omitted.
An asymptotic approximation for the ASN under the hypothesis is slightly different from (39) and (45). This problem deserves special consideration. However, the derivation of the asymptotically accurate expansion requires fairly tedious argument that is out of the scope of this paper. Here we only point out that, under , the stopping times and are close to each other when the thresholds are large, which results in as . Further, evidently , and hence, the right-hand sides of (39) and (45) where the constants and are defined in (40). In the i.i.d. case, the asymptotic approximations (52) follow from the renewal theory [17] , [26] . In the quasi-i.i.d. case, they can be derived based on the nonlinear renewal theory. The argument is similar to that used in Section III-D.
V. AN EXAMPLE OF TARGET DETECTION IN COLORED GAUSSIAN NOISE
Consider an example where, in spite of the fact that the observed data are dependent, the log-likelihood ratios are the processes with independent increments. In some cases, they can even be approximated by sums of random walks and slowly changing sequences, i.e., the model (19) Thus, according to the results obtained in Section III-C, the detection algorithm is asymptotically optimal, and asymptotic formulas (14) and (15) hold with . Moreover, formulas (18) hold for all whenever in addition to condition (54) for all , i.e., in this case, the GSPRT asymptotically minimizes all positive moments of the stopping time distribution.
Consider the particular case where the signal is constant, . Then the condition (54) is fulfilled with Extensive MC simulations have been performed for different number of channels, SNR, and probabilities of errors. Sample results for two-and ten-channel systems are shown in Tables II-VI. We simulated an FO autoregressive process, in which case , where is the correlation coefficient ( ). In the latter case, the results of Sections III-D1 and III-D2 can be applied. To show this, we first note that the log-likelihood ratio can be written in the form where are i.i.d. Gaussian random variables with the parameters Therefore, by adding and subtracting the random variable , which has the same distribution as , one can represent in the form (19) with . It is easily checked that all the necessary conditions, particularly (26)- (30) and (38), are satisfied.
To guarantee the given probabilities of errors and in simulations, we used the following threshold values obtained by reverting (24) For small , Brownian approximations can be applied (see [17, Lemma 10.27] ) to obtain the following useful approximations for and : (58) where The remaining term in the approximations (58) is of the order for small , and therefore, their accuracy grows when SNR decreases. The values of and for are given in Table I . It is seen that the approximations (58) are quite accurate and can be used when is not very large.
For the purpose of comparison, we also used the FO approximations for ASN (see (14) ) and (59)
In Tables II-VI, we present the MC estimates of ASN and along with the theoretical values computed according to (57) and (59) for (two-channel system) and (ten-channel system). The abbreviations MCASN, FOASN, and HOASN are used for the ASN obtained by the MC experiment, by FO approximations (59), and by HO approximations (57), respectively. In these tables, we also show the MC estimates for the probabilities of errors and . The results in Tables II and V correspond to the thresholds (55) that account for overshoots. (The threshold in (55) corresponds to the asymptotic upper bound in (33) for the FA-probability.) It is seen that these formulas allow one to obtain quite satisfactory approximations for true error probabilities as long as the average sample size is not very small. FOASN (59) has a satisfactory accuracy for the hypothesis but is poor for the hypothesis . This could be expected, since the FO approximation for neglects the second term that increases at the rate of the square root of the threshold. HOASN gives fairly accurate estimates in all cases where SNR is not very large, i.e., ASN is not very small. Tables III and VI contain similar results in the case when TABLE II TWO-CHANNEL SYSTEM WITH a = log(2=P ) AND a = log(=P ): P = 10 , P = 10 , % = 0: 5   TABLE III TWO-CHANNEL SYSTEM WITH a = log(=P ) AND a = log(=P ): P = 10 , P = 10 , % = 0: 5   TABLE IV TWO-CHANNEL SYSTEM WITH a = log(2=P ) AND a = log(1=P ): P = 10 , P = 10 ; % = 0: 5   TABLE V TEN-CHANNEL SYSTEM WITH a = log(10=P ) AND a = log(=P ): P = 10 , P = 10 ; % = 0:5 the threshold with defined by (56). Note that this threshold corresponds to the lower bound in (33). It is seen that for , the FA-probability is better approximated by the lower bound than by the upper bound (of course, with no guarantee being below 10 ). However, for this choice is not good enough:
exceeds the given level up to four times.
In addition, we performed MC experiments for the detection procedure that uses the thresholds (4) which were derived based on the general upper bounds (3). (These bounds ignore overshoots.) Sample results are shown in Table IV for . An analysis shows that for this last procedure the true probabilities of errors and are substantially smaller than the allowed values. Comparison with Table II also shows that both error probabilities are smaller than in the detection algorithm with the thresholds (55) that account for overshoots. This leads to an increase of the true values of the average sample size, which is undesirable. For example, for and , ASN and . Compare these results to the first row in Table II, which gives and . Indeed, it is easily seen that where , , and we obtain the following two equations for the threshold and sample size :
Solving these equations, we obtain that the sample size should be chosen so that
Since we are interested in small and (i.e., in large ), we can put , neglecting the term . This along with the previous equality yields (60). Evidently, the approximation (60) is accurate in all cases where . The data in Tables II-VI allow us to conclude that the sequential detection algorithm requires much smaller ASN. In particular, for the sample size is 1.7-3.6 times smaller when there is no target and 1.4-2.8 times smaller when there is a target.
We also remark that the equivalent SNR depends on the correlation coefficient of noise through the factor . Since the ASN grows approximately as , it substantially increases when increases. In particular, the ASN and are about four times higher for as compared to the case of noncorrelated noise .
VI. CONCLUSION AND REMARKS
For the problem of target detection in a multichannel sensor system, we have proposed simple, easily implementable multichannel sequential procedures, called generalized SPRT and SPRT bank. As a theoretical contribution, we have shown that under certain regularity conditions, these tests are asymptotically optimal in the sense of minimizing the average sample size, or more generally positive moments of the stopping time, among all detection procedures with guaranteed low rates of false alarms and missed detections for general non-i.i.d. data models. As we showed explicitly, the regularity conditions involved can be relaxed considerably for quasi-i.i.d. and the conventional i.i.d. data models.
Further, using nonlinear renewal theory, we have derived explicit asymptotic expansions for the average sample size and the upper/lower bounds for the probabilities of errors of the proposed tests. They not only provide useful insight into the performance of the tests, but are also the basis for the approximate design of the thresholds of the tests. As verified by simulation results, accounting for the excesses over the thresholds in the higher order asymptotic expansions leads to significantly better results. Simulation results also verified the substantial superiority of the proposed generalized SPRT to nonsequential tests. The usefulness of the asymptotic theory manifests itself once again in our study through the close match between the theoretical and simulation results for the practical example considered, in which error probabilities are small but not infinitesimals.
Although we focused on discrete-time models, which are, perhaps, of the most interest for applications, many of the above results also hold for stochastic processes observed in continuous time. In particular, Theorems 1 and 2 are equally true for models with a continuous-time parameter. Proofs are straightforward. However, a generalization of Theorems 3 and 4 is not a straightforward task, since there is no continuous-time analogs of the nonlinear renewal theory results that we used in the proofs.
Most of the results obtained in the paper also hold in the following "scalar," not multichannel case. Let , be observations with the joint density with an unknown parameter when there is a target and with the density when there is no target. Further, let be distinct discrete points and let be the corresponding log-likelihood ratios between the hypotheses and . The GSPRT and the SPRT bank are defined by (1) and (47) with replaced by . One of the particularly interesting problems that allows for this formulation is the detection of gravitational waves (almost harmonic signals with a slowly changing phase and an unknown frequency ) in Gaussian noise [15] . The results of Sections III and IV can be used to obtain asymptotically accurate approximations for the probabilities of errors and the average sample size of the GSPRT and the SPRT bank.
APPENDIX I
A. Derivation of Upper Bounds (3) for the Probabilities of Errors
Lemma 1: Let be an arbitrary stochastic process. The MS-probabilities and the FA-probability of the GSPRT obey the following inequalities:
Proof: To prove the inequality for , we observe that for all on the set . Therefore, by changing the measure we obtain where denotes an indicator of an event . The second upper bound follows from the following chain of equalities and inequalities: for any where we used the following obvious relations:
The proof is complete.
B. Derivation of Asymptotic Lower Bounds (8) and (9)
The following lemma is the key to obtaining the asymptotic lower bounds for moments of the stopping time distribution.
Lemma 2: Let the almost sure convergence conditions (7) To prove the first equality in (A1), we put and and use (A8) to obtain (A10)
To complete the proof, we only need to show that the third term on the right-hand side of (A10) tends to as for all . By the conditions of the lemma -a.s., which implies that in -probability as . Therefore, for every which along with (A10) proves that as To prove the second equality in (A1) we note that, by the condition (7), a.s., and similar to the above for every (A11) Taking and and using (A9) and (A11), we obtain that for all and every , as which proves the second equality in (A1). Now, we prove (A2). First taking and and using (A7), we obtain that for any procedure from the class (A12)
The first two terms on the right-hand side go to for every as . The same kind of argument as above applies to show that the third term also goes to for all whenever the almost-sure convergence condition (7) holds. Write for the right-hand side in (A12). Since does not depend on , it follows that the inequality holds uniformly in , which along with the fact that as proves the first equality in (A2).
Next, let and Then, using (A6), we obtain that for all and for any . The rest of the argument is essentially the same. This leads to the proof of the second equality in (A2). The proof of the lemma is complete.
Proof of Theorem 1:
To prove the asymptotic lower bounds (8) and (9) , it suffices to use Lemma 1 and Chebyshev's inequality.
Proof of i). Write for By the Chebyshev inequality, for any , any , and every (A.13) where the latter limit follows from (A1). Since is an arbitrary number in , it follows that which imply inequalities (8).
Proof of ii Finally, using (A19) and (A20), we obtain as assuming that the ratio is bounded away from and . This implies asymptotic equality (A17).
Asymptotic equality (A18) is proved absolutely analogously.
F. Proof of Theorem 4
Proof: Proof of i). In the i.i.d. case similar to (21) To establish the validity of (C3), we observe that, according to the strong law -a.s. as . Also, it was established above that -a.s. as . Thus, as -a.s., and using the representation (A24), we obtain --so that almost surely under . Since as condition (C3) holds, which completes the proof of (42). i.
3) The same as the proof of Theorem 2 ii).
Proof of ii). We first use (A24) and [26, Theorem 4.5] . Condition (A27) holds trivially, since . Verification of the uniform integrability condition (A28) is a straightforward but tedious task (see, e.g., [7] ). The only remaining condition to check is (A29).
Changing the measure to , we obtain that for any and where the last inequality follows from (A3) if we set and It follows that for Proof of iii). Asymptotic approximation (45) is a particular case of the approximation (32) with in Dragalin, Tartakovsky, and Veeravalli [7, Theorem 3.3] .
