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Abstract
This paper consists of three interconnected parts. Parts I, III study the relationship between the cohomol-
ogy of a reductive group G and that of a Levi subgroup H . For example, we provide a sufficient condition,
arising from Kazhdan–Lusztig theory, for a natural map Ext•
G
(L,L′) → Ext•
H
(LH ,L
′
H
) to be surjective,
given irreducible G-modules L,L′ and corresponding irreducible H -modules LH ,L′H . In cohomological
degree n = 1, the map is always an isomorphism, under our hypothesis. These results were inspired by
recent work of Hemmer [D. Hemmer, A row removal theorem for the Ext1 quiver of symmetric groups
and Schur algebras, Proc. Amer. Math. Soc. 133 (2) (2005) 403–414 (electronic)] for G = GLn, and both
extend and improve upon the latter when our condition is met. Part II obtains results on Lusztig character
formulas (LCFs) for reductive groups, obtaining new necessary and sufficient conditions for such formulas
to hold. In the special case of G= GLn, these conditions can be recast in a striking way completely in terms
of explicit representation theoretic properties of the symmetric group. This work on GLn improves upon
[B. Parshall, L. Scott, Quantum Weyl reciprocity for cohomology, Proc. London Math. Soc. 90 (3) (2005)
655–688], which established only sufficient, rather than necessary and sufficient, conditions for the validity
of the LCF in terms of the symmetric group.
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Introduction
Let H be a Levi subgroup of a reductive algebraic group G over an algebraically closed field
k of positive characteristic p. This paper has its origins in the authors’ attempts to understand
the relationship between the cohomology of H and that of G. Usually, we compare Ext•G(M,N)
to Ext•H (MH ,NH ), where M , N are rational G-modules and MH,NH are rational H -modules
obtained from M , N by a natural “truncation” functor πΩ . Examples include the cases when M ,
N are standard modules, costandard modules, or irreducible modules. Early work by E. Cline [2]
and S. Donkin [9] on this problem motivated our discovery [8] (with E. Cline) of an explicit
category equivalence between some highest weight categories associated to the categories of
rational modules for G and H .
Part I reviews this category equivalence, providing several examples not explicitly considered
in [8]. For example, when H decomposes into a direct product of reductive subgroups, the groups
Ext•H (MH ,NH ) can be further analyzed by an evident application of the Künneth theorem. In
type A, these results can be stated in an elegant way, using the combinatorics of partitions. In
this case, our formulation was inspired by the corresponding degree 0 decomposition given by
Lyle–Mathas in a preprint [23]. (More recently, A. Mathas has made a revised version of [23]
available to us, in which they also obtain, by different methods, the Künneth decomposition for
q-Schur algebras.) However, our methods [8] apply for reductive groups (or quantum groups) in
all types.
Let G be a reductive group with p  h (the Coxeter number). Part II considers finite ideals Γ
(= saturated sets) of dominant weights for which the Lusztig character formula (LCF) holds for
the irreducible G-modules L(λ), λ ∈ Γreg (= the regular weights in Γ ). When Γ is the Jantzen
region, the validity of the LCF on Γreg amounts to the famous Lusztig conjecture. But there may
well exist (smaller or larger) ideals Γ in which the LCF holds, and, in any case, its validity (or
failure) has important homological consequences. The main result of Section 4, Theorem 4.2,
provides a new criterion for the validity of the LCF. Section 5 specializes to G = SLn(k), resta-
ting this result in terms of an explicit condition involving the modular representation theory of
symmetric groups and modules defined from characteristic 0 theory. As recast in Theorem 5.3,
the condition boils down to one which looks tantalizingly close to the theory of almost split
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alent to the validity of the LCF; see, for example, [4,6], and, more recently, [20, Appendix C]
which collects together many such results. In case G = SLn(k), further contributions have been
made to the problem of relating the irreducible modules for SLn(k) and those for symmetric
groups by Erdmann [15] and the authors [24, Section 7].
Part I only applies to Ext-groups when one of the modules involved is a standard or co-
standard module. Part III completes the picture by examining the case when both modules
are irreducible. One result in this direction, for Schur algebras, has already been obtained by
Hemmer [17], who proves the injectivity of Ext1G(L(),L( ′)) → Ext1H (LH (),LH ( ′))
when the dominant weights , ′ lie in the same coset of the root lattice ZΦH of H . His
result is stated in the type A formalism of row removal in Young diagrams. In Section 6,
Theorem 6.1 establishes Hemmer’s result for all types. Hemmer has asked whether his in-
jective map is an isomorphism. Section 7 provides several (related) examples showing this
question sometimes has a negative answer. Because the examples involve weights at which
the LCF fails, they suggest a connection between Hemmer’s question and the validity of the
LCF. Indeed, there is a precise sense in which the LCF implies a positive answer to Hem-
mer’s question. If the LCF holds for all γ ∈ Γreg, then, for any two , ′ ∈ Γreg with
 − ′ ∈ ZΦH , we have Ext1G(L(),L( ′)) ∼−→ Ext1H (LH (),LH ( ′)) if  − ′ ∈ ZΦH .
Also, ExtnG(L(),L(
′)) → ExtnH (L(),LH ( ′)) is surjective in all degrees. These results
follow using properties of the homological dual A! of quasi-hereditary algebras A proved in [5].
An alternate proof is briefly sketched in Remarks 8.9(b), from the derived category view point
introduced in [4].
In lecture presentations of this work some use was made, in checking early versions of the
Section 7 examples, of the theory of quantum groups. That use has now been eliminated, mak-
ing these examples quite elementary. However, our investigation does lead (in joint work with
E. Cline) to new connections of algebraic and quantum groups, with the starting point briefly
discussed in Remarks 8.9(b).
PART I: A category equivalence and applications
We recall a category equivalence involving Levi subgroups and provide several applications.
The results of this part are used in Part III, which in turn completes them.
1. The equivalence
Let G be a connected, reductive group over an algebraically closed field k of characteristic p
with simply connected derived group. Let B ⊇ T be a Borel subgroup and maximal torus of G.
Let X = X(T ) be the character group and X∨ = Hom(Gm,T ) the cocharacter group of T , with
pairing 〈 , 〉 :X×X∨ → Z ∼= End(Gm). Elements of X are often called weights on T . Let Φ ⊂X
be the root system of T in G, and Φ+ (respectively, Π ) the set of positive (respectively, simple)
roots determined by B . If α ∈ Φ , let α∨ ∈ X∨ be the associated coroot. Now let P ⊇ B be a
parabolic subgroup with Levi subgroup H ⊇ T . Let ΦH denote the root system of T in H , while
Φ+H := ΦH ∩Φ+ (respectively, ΠH := Π ∩ΦH ) is a set of positive (respectively, simple) roots
in ΦH .
Let X+ ⊂ X (respectively, X(H)+ ⊂ X) be the set of dominant (respectively, H -dominant)
weights on T , i.e., λ ∈ X+ (respectively, λ ∈ X(H)+) provided that 〈λ,α∨〉 ∈ Z+ for all α ∈ Π
(respectively, α ∈ ΠH ). Define poset structures  and H on X by putting λ μ (respectively,
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an ideal in the poset (X(H)+,H ), i.e., if μH λ with μ ∈X(H)+ and λ ∈X+, then μ ∈ X+.
Let CG (respectively, CH ) be the category of finite-dimensional rational G-modules (re-
spectively, H -modules). For λ ∈ X+, let L(λ), Δ(λ), and ∇(λ) be the (rational) irreducible,
standard, and costandard G-modules, respectively, of highest weight λ. Thus, Δ(λ),∇(λ) have
characters chΔ(λ) = ch∇(λ) given by Weyl’s character formula. Similarly, if σ ∈ X(H)+, then
LH(σ),ΔH (σ),∇H (σ) are the analogous objects in the category of rational H -modules.
For a finite ideal Γ + in (X+,), let CG[Γ +] be the full subcategory of C consisting of
modules with composition factors L(γ ), γ ∈ Γ +. It is a highest weight category (HWC) with
poset (Γ +,). If Ξ+ ⊆ Γ + is a coideal (i.e., Γ +\Ξ+ is an ideal), CG(Ξ+) equals the quo-
tient category of CG[Γ +] by the Serre subcategory CG[Γ +\Ξ+]. Thus, CG(Ξ+) is a HWC with
poset (Ξ+,). The quotient functor j∗ :CG[Γ +] → CG(Ξ+) takes, for ξ ∈ Ξ+, the irreducible
(respectively, standard, costandard) object L(ξ) (respectively, Δ(ξ),∇(ξ)) in CG[Γ +] to the ir-
reducible (respectively, standard, costandard) object LΞ+(ξ) (respectively, ΔΞ+(ξ), ∇Ξ+(ξ)) in
CG(Ξ+) indexed by ξ . If γ ∈ Γ +\Ξ+, j∗ kills L(γ ), Δ(γ ), ∇(γ ). See [8, Section 2].
Fix ω ∈X, and put Ω = ω+ZΦH . Set Ω+ = Ω ∩X+ and Ω(H)+ =Ω ∩X(H)+. Let F be a
finite, non-empty subset of Ω+. Let Γ +F denote the (finite) ideal in (X+,) generated by F , and
put Ω+F = Γ +F ∩ Ω . By [8, p. 222], Ω+F is a coideal in (Γ +F ,), but an ideal in (X(H)+,H ).
For M ∈ CG and τ ∈X, let Mτ be the τ -weight space in M . Form the truncation functor
πΩ :CG
[
Γ +F
]→ CH [Ω] := CH [Ω+(H)], M → πΩM =⊕
τ∈Ω
Mτ . (1.0.1)
By [9], [8, Proposition 7], πΩ maps L(γ ),Δ(γ ),∇(γ ), γ ∈ Ω+F , to LH(γ ),ΔH (γ ),∇H (γ ),
respectively, in CH [Ω+F ]. (If γ ∈ Γ +F \Ω+F , πΩ maps these objects to 0.) We have:
Theorem 1.1. [8, Theorem 8] The functor πΩ factors through the quotient morphism j∗ :
CG[Γ +F ] → CG(Ω+F ) to produce an equivalence
CG
(
Ω+F
) πΩ−−→∼ CH [Ω+F ] (1.1.1)
of (highest weight) categories.
This means that, given ω ∈Ω+F and M ∈ CG[Λ+F ], there are (degree preserving) isomorphisms
Ext•H
(
ΔH(ω),πΩM
)∼= Ext•CH [Ω+F ](ΔH(ω),πΩj∗M)
∼= Ext•CG(Ω+F )
(
j∗Δ(ω), j∗M
)
∼= Ext•CG[Γ +F ]
(
Δ(ω),M
)
∼= Ext•G
(
Δ(ω),M
)
. (1.1.2)
For the first and last isomorphisms, see [3, Theorem 3.9]. Theorem 1.1 implies the second iso-
morphism, since j∗Δ(ω) is the standard object in CG(Ω+F ). For the third isomorphism, see [8,
Lemma 6]. Similarly,
Ext•H
(
πΩM,∇H (ω)
)∼= Ext•G(M,∇(ω)). (1.1.3)
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Ext•G
(
Δ(ω),L(τ)
)∼= Ext•H (ΔH(ω),LH (τ)),
Ext•G
(
L(τ),∇(ω))∼= Ext•H (LH(τ),∇H (ω)). (1.1.4)
2. Some elementary applications
As noted in [8, Section 6], because Theorem 1.1 is largely formal, evident variations hold in
other contexts (quantum groups, q-Schur algebras, etc.). We present several examples involving
q-Schur algebras and one example involving symplectic groups. In these cases, the combinatorics
of dominant weights can be elegantly recast in terms of partitions.
If λ = (λ1, . . . , λn) is a partition of r , write λ  r ; let Λ+(r) be the set of partitions of r ,
and Λ+(n, r) the set of partitions with at most n non-zero parts. If λ  r , write |λ| = r . The set
Λ+(r) is regarded as a poset, using the dominance ordering : λ  μ ⇔∑ji=1 λi ∑ji=1 μi
for all j . Then Λ+(n, r) is a coideal in Λ+(r). For λ ∈ Λ+(r), let λ′ denote the dual partition;
thus, λ′i = #{λj  i}.
Let E be a real Euclidean space with orthonormal basis 1, . . . , n. The root system Φ of
type An−1 can be identified as the subset of E consisting of vectors i − j , 1  i = j  n.
(More precisely, we working with the root system for GLn(k), rather than SLn(k)—i.e., we do
not require the roots to span the ambient Euclidean space.) Thus, Π = {α1, . . . , αn−1}, putting
αi = i − i+1, 1  i < n. We identify the Z-lattice generated by 1, . . . , n with the character
group X = X(T ) (written additively) of the n-dimensional torus T = G×nm , setting i :T → Gm
to be the projection onto the ith factor. The “fundamental dominant weights” are defined by
putting i = 1 + · · · + i , i = 1, . . . , n − 1. Using the Z-basis 1, . . . , n for X, X identifies
with the abelian group of sequences (λ1, . . . , λn) of integers, and so X+ identifies with the set of
(λ1, . . . , λn) satisfying λ1  · · · λn. In this way, Λ+(n, r)⊂X+.
For 1  d < n, Πd := Π\{αd} is a base for the subroot system Φd for Ad−1 × An−1−d(k).
For λ,μ ∈ Λ+(n, r), write λ =d μ if λ − μ ∈ ZΦd . Also, put λ[d] = (λ1, . . . , λd) and λ\λ[d] =
(λd+1, . . . , λn). The partition-pair (λ[d], λ\λ[d]) is called the d-bipartition decomposition of λ.
Clearly,
Lemma 2.1. For λ,μ ∈Λ+(n, r), λ=d μ if and only if |λ[d]| = |μ[d]|.
When λ,μ ∈ Λ+(n, r) satisfy the equivalent conditions in the above lemma, we say that λ
and μ have a d-compatible bipartition decomposition.
Theorem 1.1 easily yields expressions for various Ext-groups of type GLn(k) or its quantum
analogue GLq,n(k), where q ∈ k is a primitive th root of unity. In the quantum case, these results
can be easily recast in terms of q-Schur algebras. We give several examples in this latter context,
referring to [8] for an explanation of the standard notation.
Example 2.2 (A bipartition decomposition of cohomology). Choose d satisfying 1  d < n.
Suppose that λ,μ ∈ Λ+(n, r) have a d-compatible bipartition decomposition. For any choice of
(M,N) in {(Δ,L), (L,∇), (Δ,Δ), (∇,∇)}, Theorem 1.1 and the Künneth formulas give
Ext•Sq(n,r)
(
M(λ),N(λ)
)
∼= Ext•S (d,r ′)
(
M
(
λ[d]
)
,N
(
μ[d]
))⊗ Ext•S (n−d,r ′′)(M(λ\λ[d]),N(μ\μ[d])),q q
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is useful to observe that, for positive integers a, b, Ext•Sq(a,b)(M(λ),N(λ))
∼= Ext•Sq(b,b)(M(λ),
N(λ)) for λ,μ ∈ Λ+(a, b).
Example 2.3 (Removal of a single equal row). When d = 1, λ and μ have a d-compatible de-
composition if and only if λ1 = μ1. In this case, the above result has a simple interpretation,
which has been treated in [8, Sections 4, 6]. Thus, let λ,μ ∈ Λ+(n, r) satisfy λ1 = μ1. Put
λ = (λ2, . . . , λn),μ = (μ2, . . . ,μn) ∈ Λ+(n − 1, r ′), where r ′ = r − λ1. For (M,N) as before,
we obtain easily from Example 2.2 that
Ext•Sq(n,r)
(
M(λ),N(λ)
)∼= Ext•Sq(n−1,r ′)(M(λ),N(μ)).
Remark 2.4. Subject to restrictions on the homological degree and the parameter q , Exam-
ples 2.2, 2.3 provide similar Künneth formulas for the cohomology of Hecke algebras: [24,
Theorem 4.6] provides a dictionary going between the cohomology of q-Schur algebras and
Hecke algebras.
Example 2.5 (A second bipartition decomposition of cohomology). Fix d , 1  d < n, and sup-
pose that λ,μ ∈ Λ+(n, r) are such that the dual partitions λ′ and μ′ have a d-compatible
decomposition. Example 2.2 gives a Künneth factorization of Ext•Sq(n,r)(Δ(λ),L(μ)), after ob-
serving that
Ext•Sq(r,r)
(
Δ(λ),Δ(μ)
)∼= Ext•Sq(r,r)(Δ(μ′),Δ(λ′)). (2.5.1)
To see this, let Y ∈ Sq(r, r)-mod be a complete tilting module, and put Eq(r, r) = EndSq(r,r)(Y ).
We identify the equivalent categories Eq(r, r)-mod and Sq(r, r)-mod. Also, the functor
T :Sq(r, r)-mod → Eq(r, r)-mod, M → HomSq(r,r)(M,Y ), satisfies TΔ(λ) ∼= Δ(λ′). If P• →
Δ(λ) → 0 is a projective resolution, then 0 → Δ(λ′) → T P• is a tilting module resolu-
tion of Δ(λ′) ∼= TΔ(λ); cf. [24, Lemmas 1.4 and 1.5]. Tilting modules are acyclic for
HomEq(r,r)(Δ(μ′),−), so (2.5.1) follows from [24, Proposition 1.2] and the isomorphism
HomEq(r,r)(Δ(μ′), Y ) ∼= Δ(μ). More generally, T defines an equivalence from the exact sub-
category of Sq(r, r)-modules with a Δ-filtration to the similar category for Eq(r, r)-mod.
As noted in the introduction, Examples 2.2 and 2.5 were inspired by an early version of [23]
in cohomological degree 0. Our methods are quite different. In Example 2.3, the isomorphism
Ext•Sq(n,r)(∇(λ),∇(μ)) ∼= Ext•Sq(d,r ′)(∇Sq(d,r ′)(λ),∇Sq(d,r ′)(μ)) is essentially proved in [10, For-
mula (17), p. 91], without the explicit interpretation in terms of the decomposition as a tensor
product.
Our last example shows how the above method extends to algebraic groups of type Cn.
(Though we do not wish to set up the notation, the same result would hold for quantum groups
of type C at a root of unity; we leave the details to the reader.)
Example 2.6 (Type C). For G ∼= Sp2n(k), we use the notation of [1, pp. 254–255] (replacing
l there by n). Thus, X ∼= Z1 ⊕ · · · ⊕ Zn, and the fundamental dominant weights i , 1 
i  n, are given by i = 1 + · · · + i . The set Λ+(n,•) of all partitions λ of length at most
n indexes the dominant weights X+. As in type A, if 1  d  n, let Φd be the subroot system
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Then, by analogy with Lemma 2.1, given λ,μ ∈ Λ+(n,•), we verify that λ =d μ if and only if
|λ[d]| = |μ[d]| and |λ| ≡ |μ| mod 2. If H is the Levi subgroup of G corresponding to Φd , then
H ∼= GLd(k)× Sp2(n−1−d)(k). Thus, if λ=d μ,
Ext•G
(
M(λ),N(λ)
)∼= Ext•GLd (k)(M(λ[d]),N(μ[d]))⊗ Ext•Sp2g(k)(M(λ\λ[d]),N(μ\μ[d])),
where g = n− d − 1 and (M,N) ∈ {(Δ,L), (L,∇), (Δ,Δ), (∇,∇)}.
PART II: Character formulas
We study various conditions equivalent to the validity of the Lusztig character formula. Let G
be a simple and simply connected algebraic group over k. (The extension to reductive groups is
formal.)
3. The Lusztig character formula
Let ρ = 12
∑
α∈Φ+ α ∈ X+ be the Weyl weight. The affine Weyl group Wp = W  pZΦ
acts on E = R ⊗ X by means of the dot action w · u = w(u + ρ) − ρ, u ∈ E. In particular,
for α ∈ Φ , n ∈ Z, sα,np · u = u − (〈u + ρ,α∨〉 − np)α. Also, Wp = 〈Sp〉, if Sp = {sα | α ∈
Π} ∪ {sαo,−p} ⊂ Wp , where αo ∈ Φ is the maximal short root. Let l :Wp → Z be the length
function of Wp defined by Sp . Given α ∈ Φ , n ∈ Z, let Hα,np = {u ∈ E | 〈u + ρ,α∨〉 = pn}. If
C is a connected component (= alcove) of E\⋃α∈Φ,n∈ZHα,np , its closure C is a fundamental
domain for the action of Wp .
Next, let W˜p = W  X be the extended affine Weyl group. Thus, W˜p = Wp  N for a finite
group N ∼= X/ZΦ . We can take N to be the normalizer in W˜p of Sp . The length function l on
Wp extends to l : W˜p → N, setting l(wn)= l(w), for w ∈ Wp , n ∈ N .
If λ ∈ X does not lie on any reflecting hyperplane Hα,np , then λ is called regular. If Σ ⊂ E,
let Σreg be the set of all regular elements in Σ ∩X. In particular, Xreg = ∅ ⇔ p  h, the Coxeter
number of G. For the rest of this paper, we assume p  h unless otherwise explicitly stated.
Let C− (respectively, C+) be the unique alcove containing −2ρ (respectively, 0). If w0 ∈ W is
the long word, then w0 ·(−2ρ)= 0. (Thus, Wp ·0 =Wp ·(−2ρ).) Let σ1 = −2ρ,σ2, . . . , σs ∈ C−
be the orbit of −2ρ under N . For each i, choose ni ∈ N so that σi = ni · (−2ρ). Note that each σi
lies in the same alcove C− containing −2ρ, since C− is stabilized by the action of N . (Indeed,
N could be defined as the stabilizer of C− in W˜p .)
Let λ = x · (−2ρ) ∈ X+ with x ∈ Wp . We say the Lusztig character formula (LCF) holds
for λ (in the category CG) provided the irreducible G-module L(λ) has formal character
chL(λ)=
∑
y·(−2ρ)∈X+
(−1)l(x)−l(y)Py,x(−1) chΔ
(
y · (−2ρ)). (3.0.1)
In this formula, Py,x is the Kazhdan–Lusztig polynomial associated to the pair (y, x) ∈ Wp ×
Wp—see, e.g., [18, Chapter 7]—Py,x is a polynomial in a variable q = t2 and it is evaluated at
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(and is equivalent to)
chL(x · σi)=
∑
y·(−2ρ)∈X+
(−1)l(x)−l(y)Py,x(−1) chΔ(y · σi). (3.0.2)
In what follows, given any μ = x · σi ∈ X+, we denote the right-hand side of (3.0.2) simply by
ch(μ):
ch(μ)=
∑
y·(−2ρ)∈X+
(−1)l(x)−l(y)Py,x(−1) chΔ(y · σi), μ= x · σi ∈ X+, x ∈Wp. (3.0.3)
The Lusztig modular conjecture [22] states that the LCF holds for Wp · 0 ∩ ΓJan, where
ΓJan =
{
λ ∈ X+ ∣∣ 〈λ+ ρ,α∨〉 p(p − h+ 2), ∀α ∈Φ} (3.0.4)
is the Jantzen region. For groups G with a fixed root system Φ , the conjecture holds provided p is
large enough, though, in general, no bound on p is known, cf. [20], [26, Section 8] and references
there. However, independently of the conjecture, ideals Γ for which the LCF holds for Wp ·0∩Γ
occur naturally, as Proposition 4.1 below suggests. A simple (almost trivial) example would be
to take Γ = {λ ∈ X+ | λ sαo,p · 0}.
Let X+1 ⊂ X+ be the set of p-restricted dominant weights—thus, if λ ∈ X, λ ∈ X+1 ⇔ 0 〈λ,α∨〉 <p for all α ∈ Π . Assume that G is defined and split over Fp and let F :G→ G be the
Frobenius morphism. Given a rational G-module V , V (1) denotes the “twist” of V through the
Frobenius F . If d =∑ξ∈X aξ eξ lies in the group algebra ZX of the character group of X, put
d(1) =∑aξ epξ . Thus, chV (1) = (chV )(1).
The next result follows immediately from [21, Corollary (4.10)].
Lemma 3.1. Assume that p  h and x ∈Wp .
(a) Let λ= x · (−2ρ)= λ0 +pλ1 for λ0 ∈ X+1 and λ1 ∈X+. Then ch(λ) = ch(λ0)(chΔ(λ1))(1).
(b) Suppose x · (−2ρ)= pλ, λ ∈X+ ∩ ZΦ . Then (chΔ(λ))(1) = ch(pλ).
(c) Let λ be as in (a). Then the LCF formula holds for λ if and only if it holds for λ0 and
Δ(λ1) ∼= L(λ1).
(d) If Δ(μ) = L(μ) for μ ∈ X+, then the LCF does not hold for λ := pμ.
4. Equivalent conditions
The faces of an alcove C are labeled by elements of Sp: if C = C−, this is clear; otherwise,
a face F is Wp-conjugate to a unique face of C−, so assign to F the corresponding element
s ∈ Sp . For λ,μ ∈ X+reg and s ∈ Sp , write μ = λs provided: (1) λ, μ lie in adjacent alcoves C,
C′ separated by an s-face, and (2) λ is the reflection of μ through that s-face. In other words,
λ = sβ,np · μ, where the common s-face of C, C′ lies in the hyperplane Hβ,np . Then λ and λs
are called adjacent. If λ = w · (−2ρ), then λs = ws · (−2ρ). Also, λs > λ ⇔ l(ws) = l(w)+ 1.
Also, λ=w · (−2ρ) ∈ X+ ⇔ w =w0y, with y a “distinguished” right coset representative of W
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each product s1 · · · sm, m n, is also a distinguished right coset representative. Thus,
0 =w0 · (−2ρ) < w0s1 · (−2ρ) < · · ·<w0s1 · · · sn · (−2ρ)
provides a “path” of adjacent dominant weights from 0 to λ.
The following result is well known [4, Theorem 5.3], [20, Appendix C], at least when Γ =
ΓJan, but the argument easily extends to other ideals.
Proposition 4.1. Let Γ be a finite ideal in (X+,). The LCF holds for Γ ∩Wp · 0 if and only if
for each dominant weight λ and each s ∈ Sp such that both λ and λs belong to Γ ∩ Wp · 0, we
have
Ext1G
(
L(λ),L(λs)
) = 0, (4.1.1)
whenever λ < λs.
Let λ ∈ X+reg and suppose that λ < λs ∈ X+ for some s ∈ Sp . By [20, II, Proposition 7.19],
dim Ext1G(Δ(λ),Δ(λs)) = 1. In simple terms, this means there is a non-split short exact sequence
0 → Δ(λs)→ E → Δ(λ)→ 0 (4.1.2)
of rational G-modules, and that, given any other non-split short exact sequence 0 → Δ(λs) →
E′ → Δ(λ) → 0, it is “scalar equivalent” to (4.1.2) in the sense that there is a commutative
diagram
0 Δ(λs)
α id
E Δ(λ)
id
0
0 Δ(λs) E′ Δ(λ) 0
(4.1.3)
in which 0 = α ∈ k. By the long exact sequence of Ext in the second term,
Ext1G
(
Δ(λ),Δ(λs)
)∼= Ext1G(Δ(λ),L(λs)). (4.1.4)
Note that Ext•G(Δ(λ),L(ν)) = 0 unless ν > λ. Choose a non-zero ξ ∈ Ext1(Δ(λ),L(λs)).
Then the long exact sequence of Ext in the first term implies that Ext1G(L(λ),L(λs)) = 0
if and only if the restriction ξ |rad(Δ(λ)) of ξ to the radical of Δ(λ) splits. In general,
dim Ext1G(L(λ),L(λs)) 1.
For each μ ∈ Γ ∩ Wp · 0, let Pμ be a fixed projective in the category CG[Γ ] such that the
projective cover P(μ) of L(μ) is a direct summand of Pμ, and all other indecomposable sum-
mands P(ν) satisfy μ < ν ∈ Γ .1 Explicitly, Pμ ∈ CG[Γ ], while P(μ) ∈ CG[Γ ∩ Wp · 0], the
1 Such projective modules Pμ arise naturally in many contexts, where P(μ) itself may not be explicitly known. We
allow summands P(ν) for ν /∈ Wp · 0, though they will be irrelevant, since then L(ν) and L(μ) lie in different blocks.
We only use that the other summands P(ν) of Pμ satisfy μ  ν in this paper, though the natural examples have
μ< ν, which we have assumed. That is, P(μ) is a summand of Pμ with multiplicity one.
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ν ∈ Γ ∩Wp · 0. For γ ∈ Γ , let Pμ,<γ be the largest quotient module of Pμ with all composition
factors L(ν), ν < γ . To some extent, Pμ,<γ does not depend on Γ , in that Pμ,<γ = P ′μ,<γ if
Γ is replaced by an ideal Γ ′ contained in Γ with γ ∈ Γ ′ and P ′μ is taken to be (Pμ)Γ ′ (see the
proof below). Similarly, Γ could be replaced by a larger ideal Γ ′′, taking Pμ = (P ′′μ)Γ ; indeed,
this is a typical way Pμ might be obtained.
The module Pμ,<γ has a Δ-filtration whose sections are standard modules Δ(τ), τ < γ .
Theorem 4.2. Let Γ be a finite ideal as above. For any given λ,λs ∈ Γ ∩ Wp · 0 with λ < λs,
s ∈ Sp , condition (4.1.1) holds if and only if, for each μ< λ in Γ ∩Wp ·0, the following condition
holds:
{
For any map Pμ,<λs → Δ(λ) which is not a split surjection, the
induced map Ext1G(Δ(λ),Δ(λs)) → Ext1G(Pμ,<λs,Δ(λs)) is zero. (4.2.1)
Thus, the LCF holds for Γ ∩Wp · 0 if and only if (4.2.1) holds for all μ,λ,λs ∈ Γ ∩Wp · 0.
Proof. We will prove that (4.2.1) ⇔ (4.1.1).
Let Γ ′ be an ideal in Γ . If M ∈ CG[Γ ], MΓ ′ denotes the largest quotient module of M all of
whose composition factors lie in Γ ′. If P ∈ CG[Γ ] is projective, then PΓ ′ ∈ CG[Γ ′] is projective.
Moreover, given M,N ∈ CG[Γ ′],
Ext•CG[Γ ′](M,N)∼= Ext•CG[Γ ](M,N)∼= Ext•G(M,N).
See [8, Section 2], for example. From now on, let Γ ′ consist of all γ ∈ Γ satisfying γ < λs.
Since rad(Δ(λs)) ∈ CG[Γ ′], we obtain that Ext1G(Pμ,<λs, rad(Δ(λs))) = 0 = Ext2G(Pμ,<λs,
rad(Δ(λs))) = 0, so Ext1G(Pμ,<λs,Δ(λs)) ∼= Ext1G(Pμ,<λs,L(λs)). Similarly, we have the re-
sult (4.1.4) already noted. So, for any map Pμ,<λs → Δ(λ), there is a commutative diagram
Ext1G(Δ(λ),Δ(λs)) Ext
1
G(Pμ,<λs,Δ(λs))
Ext1G(Δ(λ),L(λs)) Ext
1
G(Pμ,<λs,L(λs))
(4.2.2)
in which the vertical maps are isomorphisms.
Now suppose that Pμ,<λs
φ−→ Δ(λ) is not a split surjection. Then φ is not surjective,
since Δ(λ) ∈ CG[Γ ′] is projective (because λ ∈ Γ ′ is maximal). So φ factors as Pμ,<λs →
rad(Δ(λ)) ⊆Δ(λ).
Now assume that (4.1.1) holds. Then the canonical non-zero extension of Δ(λ) by L(λs) is
zero on rad(Δ(λ)), so the map Ext1G(Δ(λ),L(λs)) → Ext1G(Pμ,<λs,L(λs)) must be zero, as is
the map Ext1G(Δ(λ),Δ(λs)) → Ext1G(Pμ,<λs,Δ(λs)). Thus, (4.1.1) implies (4.2.1).
Conversely, suppose condition (4.2.1) holds. Let P<λs be a direct sum of sufficiently many
Pμ,<λs with μ < λ, μ ∈ Γ ∩ Wp · 0, so that there is a surjection P<λs → rad(Δ(λ)). Obvi-
ously, the component maps Pμ,<λs → P<λs → rad(Δ(λ)) do not give split surjections when
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Ext1G(Pμ,<λs,Δ(λs)) are zero by (4.2.1). Using the above diagram, we obtain that the map
Ext1G
(
Δ(λ),Δ(λs)
)→ Ext1G(rad(Δ(λ)),L(μ))→ Ext1G(Pμ,<λs,L(λs))
is zero for each component Pμ,<λs of P<λs . Thus, the map
Ext1G
(
Δ(λ),L(λs)
)→ Ext1G(rad(Δ(λ)),L(λs))→ Ext1G(P<λs,L(λs))
is also zero. However, the long exact sequence of Ext shows that the map
Ext1G
(
rad
(
Δ(λ)
)
,L(λs)
)→ Ext1G(P<λs,L(λs))
is injective, since HomG(N,L(λs)) for the kernel N of P<λs → rad(Δ(λ)). This proves that the
validity of (4.2.1) for all possible μ, λ,λs as above, implies the validity of (4.1.1). 
If P is a projective object in C[Γ ], we can form P<γ for any weight γ as P<γ = PΓ ′ with
Γ ′ = {ν ∈ Γ | ν < γ }. The above proof shows that
Corollary 4.3. Let Γ,λ,λs be as above, and assume that P has a projective generator for C[Γ ∩
Wp · 0] as a factor. Then condition (4.1.1) holds if and only if{
For any map P<λs → Δ(λ) which is not a split surjection, the
induced map Ext1G(Δ(λ),Δ(λs)) → Ext1G(P<λs,Δ(λs)) is zero. (4.3.1)
Thus, the LCF holds for Γ ∩Wp · 0 if and only if (4.3.1) holds for all λ,λs ∈ Γ ∩Wp · 0.
The following result ties the above equivalence in with the even–odd vanishing equivalence
(as a sufficient condition) for the validity of the LCF, see, e.g. [24, Section 7]. See also Section 8
below.
Proposition 4.4. Let Γ be a finite ideal in X+. Fix λ,λs ∈ Γ with s ∈ Sp , such that λ < λs.
Suppose that condition (4.2.1) fails for some μ < λ. If μ < λ is chosen maximal for which this
failure occurs, then Ext1G(Δ(μ),L(λ)) = 0 and Ext1G(Δ(μ),L(λs)) = 0.
In particular, condition (4.2.1) holds if Ext1G(Δ(μ),L(γ )) = 0 whenever γ ∈ Γ ∩Wp · 0 and
μ,γ have lengths of the same parity with respect to some “length” function l :Γ ∩ Wp · 0 → Z
for which l(λs)≡ l(λ)+ 1 mod 2.
Proof. If (4.2.1) fails for some μ, then the argument for Theorem 4.2 shows that the homomor-
phism ψ : Ext1G(Δ(λ),L(λs)) → Ext1G(rad(Δ(λ)),L(λs)) is not 0. Moreover, if E is a non-split
extension 0 → L(λs) → E → Δ(λ) → 0, and if F is the largest submodule of E without L(λs)
as a composition factor, then ψ factors through Ext1G(E
′,L(λs)), where F ′ is the image of F in
Δ(λ) and E′ = Δ(λ)/F ′. Also, (4.2.1) fails for μ if and only if L(μ) is a composition factor of
E′ = rad(Δ(λ))/F ′. Taking μ maximal among such weights, there are non-zero homomorphisms
Δ(μ)→ E′ and Δ(μ)→ E′∗, where E′∗ is the dual of E′. (As well known, the category CG[Γ ]
has a duality M → M∗ which fixes irreducible modules.) Pulling back to Δ(μ) the evident
extensions of E′ (respectively, E′∗) by L(λs) (respectively, L(λ)) gives the required non-split
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have opposite parity, so one of these weights has the same parity as does μ. 
5. Type A
Now let G = SLn(k). For technical reasons, assume throughout this section that p > 3. See
the discussion below concerning (5.0.3). The plan of this section is to use Schur–Weyl duality to
translate the results of the previous section into the language of symmetric groups.
For positive integers n, r , recall Λ+(n, r) is the set of all partitions of r of length at most n,
regarded as a poset using the dominance ordering . Associate to any partition with at most n
non-zero parts a dominant weight in X+ by means of the following local notational convention
(i.e., it will be used only in this section!): Denote partitions by symbols λ, μ, etc. Thus, if λ ∈
Λ+(n, r), then λ= (λ1, λ2, . . . , λn). Label the fundamental dominant weights 1, . . . ,n−1 for
SLn(k) as in [1, p. 250]. We have a mapping Λ+(n, r) → X+ which associates to λ ∈ Λ+(n, r)
the dominant weight λ=∑n−1i=1 aii , where ai = λi − λi+1.
If a partition λ ∈ Λ+(n, r) corresponds to a dominant weight λ ∈ X+ as above, then λ is
regular (in the sense of Section 3) if and only if
λi − λj ≡ i − j mod p, ∀i < j  n. (5.0.1)
(This alcove geometry notion of regularity is different than the Young diagram notion of p-
regularity, which requires that no row be repeated p times.)
For a fixed pair (n, r) of positive integers, let S(n, r) be the Schur algebra over k of bide-
gree (n, r). Our notation will largely be consistent with that in [8, Section 4], where the reader
can find more details on Schur algebras in the spirit of this paper. (Also, in the notation of
Section 2 in Part I, S(n, r) = Sq(n, r) for q = 1.) The category S(n, r)-mod identifies with the
category of rational GLn(k)-modules which are polynomial of homogeneous degree r . The cat-
egory S(n, r)-mod is a HWC with poset (Λ+(n, r),).
Now fix a finite ideal Γ ⊂X+. Choose a sufficiently large r ≡ 0 mod n such that every weight
in Γ ∩Wp · 0 corresponds (as described above) to a partition λ ∈Λ+(n, r). Any S(n, r)-module
M is naturally a GLn(k)-module and hence an SLn(k)-module, and CG[Γ ∩ Wp · 0] is a full
subcategory of the image of S(n, r)-mod → SLn(k)-mod under this identification functor, with
standard, costandard, and irreducible modules going to standard, costandard, and irreducible
modules, respectively. In addition, if M,N ∈ S(n, r)-mod, then
Ext•S(n,r)(M,N) ∼= Ext•GLn(k)(M,N) ∼= Ext•SLn(k)(M,N). (5.0.2)
The first isomorphism is well known (see, e.g., [8, (6)]); second one follows from an elemen-
tary Hochschild–Serre spectral sequence argument, using the normal subgroup G = SLn(k) of
GLn(k).
Let mod-kSr denote the category of all finite-dimensional modules for the symmetric group
Sr of degree r over k. We will make use of Schur–Weyl duality between S(n, r)-mod and
mod-kSr . In particular, let S(n, r)-mod(Δ) be the full, exact subcategory of finite-dimensional
S(n, r)-modules which have a Δ-filtration, i.e., a filtration with sections of the form Δ(λ),
λ ∈Λ+(n, r). Similarly, let mod-Sr (Sn,r ) be the full, exact subcategory of all finite-dimensional
(right) kSr -modules which have a filtration with sections of the form Sλ, λ ∈ Λ+(n, r), where
Sλ is the Specht module for kSr corresponding to the partition λ. By the blanket assumption
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travariant equivalence2
S(n, r)-mod(Δ) contra−−−→∼ mod-kSr (Sn,r ). (5.0.3)
If μ ∈Λ+(n, r), let Sμ be the associated Young (or parabolic) subgroup of Sr . Let Tμ = IndSrSμk
be the corresponding permutation module obtained by inducing the trivial module k from Sμ
to Sr . If V is the standard n-dimensional module of column vectors for GLn(k), then Sr acts
on tensor space V⊗r by place permutation. As a right kSr -module, V⊗r decomposes into a
direct sum of permutation modules Tλ, λ ∈ Λ+(n, r) (each summand occurring with some posi-
tive multiplicity). Then HomkSr (V⊗r , V⊗r ) ∼= S(n, r). The contravariant equivalence (5.0.3) is
given explicitly by restricting to the exact subcategory S(n, r)-mod(Δ) the functor
S(n, r)-mod → mod-kSr , M → M := HomS(n,r)
(
M,V⊗r
)
. (5.0.4)
The equivalence (5.0.3) takes the standard module Δ(λ) ∈ S(n, r)-mod to the Specht module Sλ.
Also, Tλ corresponds to a projective module Pλ := HomkSr (Tλ,V⊗r ) which is a direct sum of
the projective indecomposable module P(λ) (with multiplicity one), together with various P(τ),
for τ  λ, letting  denote the dominance order on Λ+(n, r). For more details, see [7,12,13].
From now on, we assume that p  n = h. The following result follows from (5.0.3) and the
uniqueness of the short exact sequence (4.1.2).
Lemma 5.1. Let Γ be a finite ideal in X+ as above. Choose r ≡ 0 mod n so that every λ ∈
Γ ∩Wp · 0 corresponds to a partition λ ∈ Λ+(n, r). Suppose λ < λs both belong to Γ ∩Wp · 0
(where s ∈ Sp). Then, up to scalar equivalence, there is a unique non-split short exact sequence
0 → Sλ →E → Sλs → 0E (5.1.1)
in kSr -mod.
Each weight ν ∈ Γ ∩ Wp · 0 is represented by a partition ν ∈ Λ+(n, r). The weight 0 is
represented 0 = (r/n, . . . , r/n). The partitions ν with ν ∈ Γ ∩Wp · 0 may be recursively defined
as follows: Suppose this notation is understood for all small partitions with at most n parts. Then
ν ∈ Γ ∩Wp · 0 if and only if there is a partition ω ν, with ω ∈ Γ ∩Wp · 0, such that, for some
0 i < j  n and 0 <m, we have:
(a) νi = ωi +m and νj = ωj −m;
(b) νi − νj + j − i ≡m mod p.
The above conditions are just a translation of conditions for ω to be related to ν by a certain
kind of reflection. Notice that νi − νj + j − i < np < ωi − ωj + j − i for some integer n. If
the pair i, j are unique with this property, and only m< p works in (a) above, then ω = νs (and
conversely, if ω > ν).
2 The argument given in [7] is incomplete when n = p, unless n = r . However, because of the assumption that p > 3,
the argument is easily repaired using [16, (3.3.4)] or the i = 1 case of [24, Theorem 4.5]. A related version of (5.0.3) for
p > n is essentially a result in [14, p. 124], restated in [7, footnote 15].
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μ1 −μn + n− 1 p(p − n+ 2). (5.1.2)
As before, we will consider if the LCF holds for Γ ∩Wp · 0 for any ideal Γ in X+.
There is a natural and unique submodule Tμ,<γ of Tμ, for any γ ∈ Λ+(r), which has a fil-
tration by Specht modules Sτ with τ  γ , and with Tμ/Tμ,<γ filtered by Sτ with τ not smaller
that γ . The existence and uniqueness of Tμ,<γ follow from (5.0.3) and the existence and unique-
ness of the module Pμ,<γ from Section 4 (which follows from well-known QHA theory).3
Theorem 5.2. Assume that p  n and let Γ be a finite ideal in X+. Then the LCF holds for
Γ ∩ Wp · 0 if and only if for each map Sλ → Tμ,<λs which is not a split injection, the induced
map
Ext1kSr (Sλs, Sλ) → Ext1kSr (Sλs, Tμ,<λs) (5.2.1)
on Ext1-groups is zero, whenever μ< λ< λs in Γ ∩Wp · 0 ( for some s ∈ Sp).
Proof. Apply Theorem 4.2 and (5.0.2), using the contravariant equivalence (5.0.3). 
Using Lemma 5.1, we restate the above result differently.
Theorem 5.3. Assume that p  n and let Γ be a finite ideal in X+. Then the LCF holds for
Γ ∩ Wp · 0 if and only if, whenever μ < λ < λs belong to Γ ∩ Wp · 0 ( for some s ∈ Sp), any
morphism Sλ → Tμ,<λs which is not a split injection, fits into a commutative diagram
0 Sλ E Sλs 0
Tμ,<λs
(5.3.1)
of kSr -modules, in which the horizontal row is the unique (up to scalar equivalence) short exact
sequence defined in (5.1.1).
Theorem 5.3 behaves quite well with respect to restrictions to subgroups P of Sr which
have index not divisible by p. Of course, the map Ext1
kSr
(Sλ, Tμ,<λs) → Ext1kP (Sλs, Tμ,<λ) is
injective, so (5.3.1) can be completed with a kSr -morphism if and only if it can be completed as
a kP -morphism:
3 There is always a natural construction of Tμ,<γ , obtained by reduction “mod p” from a similar module defined over
a principal ideal domain Z of characteristic zero having a maximal ideal lying above (p). See [7, Theorem 5.2.1] for
the existence of the relevant filtrations over Z, which uses no algebraic group theory. The uniqueness of the analogue
of Tμ,<γ over Z is easy. Indeed, over Z, Tμ,<γ may be described as the intersection of the (Z-version) of Tμ with an
evident canonical module defined over the quotient field of Z.
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Γ ∩ Wp · 0 if and only if, whenever μ < λ < λs belong to Γ ∩ Wp · 0 ( for some s ∈ Sp), any
kSr -morphism Sλ → Tμ,<λs which is not a split injection fits into a commutative diagram (5.3.1)
in which the diagonal map is a morphism of kP -modules.
Remarks 5.5. (a) The question of whether or not a given kSr -morphism φ :Sλ → Tμ,<λs is a
split injection may also be decided on P : First, φ is an injection if and only if the restriction φ|P is
an injection. When this is true, and we let M = Tμ,<λs/φ(Sλ), then φ is split if and only if the im-
age in Ext1
kSr
(Tμ,<λs,M) of idTμ,<λs ∈ HomkSr (Tμ,<λs, Tμ,<λs) is zero under the differential in
the long exact sequence of cohomology. This splitting condition remains necessary and sufficient
if kSr is replaced by kP , since the restriction map Ext1kSr (Tμ,<λs,M) → Ext1kP (Tμ,<λs,M) is
injective.
Thus, much of the equivalent condition for the LCF in Theorem 5.4 can be stated entirely
on P . This opens some possibilities of a reduction, either inductively (to a subgroup Sp ×Sr−p ,
say), or to a subgroup P in which a Sylow p-subgroup is normal.
(b) Using Corollary 4.3, one can give equivalent versions of Theorems 5.2, 5.3, and (a) above,
in which Tμ,λs is replaced by T ′<λs where T ′ is any sum of Young modules of kSr having
all Young modules Yμ, μ ∈ Γ , as direct summands (see [7] for notation), and T ′λs is defined
analogously to Tμ,λs .
Theorem 5.3.1 or Corollary 5.4 give a specific necessary and sufficient condition in terms of
symmetric group modules for the validity of LCF on the regular weights in an ideal of dominant
weights for SLn(k). This result should be compared to [24, Proposition 7.1], where the authors
proved a sufficient condition for the validity of the Lusztig conjecture for SLn(k). The condition
involved only the vanishing of certain groups Ext1
kGs
(Sτ ,Dσ ). The (usually large) integer s is
defined in terms of n and the weights ΓJan ∩Wp ·0. Also, τ , σ are (regular) partitions of s indexed
by the set ΓJan ∩ Wp · 0, defined using the Erdmann function d in [24, (6.1.2)]. The following
result is in the spirit of [24].
Proposition 5.6. Assume that p  n. Let Γ ⊂ X+ be a finite ideal as before. Suppose, for fixed
λ < λs as above, that (5.2.1) fails for some μ < λ. Let μ < λ be maximal so that (5.2.1) fails.
Assume that μ, λ and λs all lie in X+1 (i.e., are restricted). Then Ext1kSr (Sμ′ ,D(λs)′) = 0 and
Ext1
kSr
(Sμ′ ,Dλ′) = 0.
Proof. By [11, Theorem (4.3)] (or [24, Corollary 5.3]),
dim Ext1S(r,r)
(
Δ(λ),L(μ)
)
 dim Ext1kSr (Sλ′ ,Dμ′), (5.6.1)
whenever the partitions λ′ and μ′ are p-regular. For any λ, λ ∈ X+ is restricted if and only if the
dual partition λ′ is p-regular. Now apply (5.6.1), Theorem 4.2, and (5.0.2). 
Remarks 5.7. (a) Assume Γ = ΓJan and p  3h− 2, so that X+1 ⊆ ΓJan. By [21], the LCF holds
for ΓJan ∩Wp · 0, if it holds for (X+1 )reg. The condition that λ,λs ∈ X+1 in Proposition 5.6 is not
so severe: Let τ ∈ X+ ∩Wp · 0, and suppose τ = λs for some λ ∈ X+, λ < τ . Further, if τ ∈ X+1 ,
then λ ∈ X+1 , since λ and τ are separated by only one affine hyperplane Hα,mp , and Hα,mp
separates τ from 0. So Hα,np is not among those hyperplanes defining the restricted region. If the
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Thus, we can assume to start that both λ,λs ∈ X+1 . (However, it still may be true that μ /∈ X+1 .
The Erdmann function d [24, (6.1.2)] offers some way around this problem, but it seems best to
first check the conclusion of Proposition 5.6 when all three weights involved are restricted.)
(b) When p  n and the equivalent symmetric group conditions of Theorem 5.2 hold for an
ideal Γ in X+, we can calculate the decomposition numbers for standard modules Δ(λ) with
λ ∈ Wp · 0 ∩ Γ in terms of inverse Kazhdan–Lusztig polynomials. However, for an irreducible
composition factor L(μ) of Δ(λ), such a decomposition number [Δ(λ) : L(μ)] is directly in-
terpretable as the decomposition number [Sλ′ : Dμ′ ] for Sr only when μ is restricted; cf. [19].
So, though we would have “determined” the decomposition numbers for Δ(λ) in terms of the
representation theory of Sr , it would not always be simply in terms of decomposition numbers
in the latter theory. (In a different direction, all decomposition numbers |Δ(λ) : L(μ)| can be
interpreted in terms of decomposition numbers of a larger symmetric group, cf. [15].)
PART III: Levi subgroups and irreducible modules
Again, G is a simple, simply connected algebraic group over k. We begin by studying further
the relationship between the cohomology of G and a Levi subgroup H , extending the results
of Part I. These results involve ideals of (regular) weights where the LCF holds as discussed in
Part II. The analysis leads to the homological considerations of the final section.
6. A theorem of Hemmer and a generalization
It is natural to ask for a version of (1.1.4) relating the groups Ext•G(L(λ),L(μ)) to the groups
Ext•H (LH (λ),LH (μ)). Theorem 6.1 below establishes an inequality for Ext1-groups which is in
the spirit of (1.1.4).
In [17, Theorem 2.3], Hemmer proves that if λ,μ ∈ Λ+(n, r) with λ1 = μ1 = m, there is an
injection
Ext1S(n,r)
(
L(λ),L(μ)
)
↪→ Ext1S(n−1,r−m)
(
L(λ¯),L(μ¯)
)
, (6.0.1)
where λ¯ is the partition of r − m obtained by removing λ1 from λ, and μ¯ is defined similarly.
This result is then interpreted in terms of comparing the Ext-quiver of S(n, r) with that of S(n−
1, r −m).
We can generalize Hemmer’s theorem to other types:
Theorem 6.1. Let H be a Levi subgroup of G and Ω = ω+ZΦH is a coset of ZΦH in ZΦ . Put
Ω+ =Ω ∩X+. Let λ,μ ∈ Ω+. Then there is a natural injection
Ext1G
(
L(λ),L(μ)
)
↪→ Ext1H
(
LH(λ),LH (μ)
)
. (6.1.1)
Proof. We will argue that the required injection is induced by the truncation functor πΩ (1.0.1).
Since Ext•G(L(λ),L(μ)) ∼= Ext•G(L(μ),L(λ)) (and similarly for H ), we can assume that λ μ.
There is a natural short exact sequence 0 → Q(λ) → Δ(λ) → L(λ) → 0. The long exact se-
quence of Ext with respect to HomG(−,L(μ)) gives an exact sequence HomG(Q(λ),L(μ)) →
Ext1 (L(λ),L(μ)) → Ext1 (Δ(λ),L(μ)). All the composition factors L(τ) of Q(λ) satisfyG G
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−ρ
0
a
e
bc
d f
a = 1 +2 = 0sα0,−p
b = 31 = asα1
c = 32 = asα2
d = 1 + 42 = csα1
e = 41 +2 = bsα2
f = 31 + 32 = dsα2
Fig. 1.
τ < λ μ; so HomG(Q(λ),L(μ)) = 0. A similar conclusion holds for the analogous exact se-
quence 0 → QH(λ) → ΔH(λ) → LH(λ) → 0. Therefore, πΩ provides a commutative diagram
0 Ext1G(L(λ),L(μ))
πΩ
Ext1G(Δ(λ),L(μ))
πΩ
0 Ext1H (LH (λ),LH (μ)) Ext
1
H (ΔH (λ),LH (μ))
with exact rows. By (1.1.2) for M = L(μ) (or [8, Corollary 10]), the right-hand vertical map is
an isomorphism. Hence, the left-hand vertical map is an injection, as required. 
7. Examples
In general, the inclusion map Ext1G(L(λ),L(μ)) ↪→ Ext1H (LH (λ),LH (μ)) given in Theo-
rem 6.1 need not be an isomorphism.4 Let G = SL3(k), with chark = p = 3. We list the dominant
weights as in [1, p. 250], and consider the configuration of weights in Fig. 1.
The Lusztig conjecture is known to be true for G = SL3(k), i.e., the LCF holds for all λ ∈
ΓJan (3.0.4), cf. [20]. In particular, by Lemma 3.1, it holds for d = 1 + 42 = (1 + 2) +
32, since 1 + 2 is a restricted weight in Wp · 0 and 2 ∈ C+. Similarly, it holds for c =
32 and b = 31, and, of course, it holds for a = 1 + 2 and 0. Thus, the LCF holds for
each dominant weight  satisfying  = w · 0 (some w ∈ Wp) and  < f = 31 + 32.
On the other hand, Lemma 3.1 (for example) shows that the LCF fails for f = 31 + 32 =
(1 + 42)sα2 = dsα2 . By Theorem 4.1(a), either Ext1G(L(1 + 42),L(31 + 32)) = 0 or
4 The examples in this section provide a (negative) answer to a question raised by Hemmer in his lecture at the AMS
Conference “Representations of algebraic groups, quantum groups, and Lie algebras,” Snowbird, Utah, July 2004. Nev-
ertheless, we show in Corollary 8.5 that Hemmer’s question does have a positive answer for regular weights in an ideal
where the LCF holds.
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L(41 +2) and L(1 + 42) are interchanged by the non-trivial graph automorphism on G.
However, let H be the Levi subgroup with ΦH = {α1} (i.e., defined by Π2 in the notation of
Section 2), then we have that Ext1H (LH (1 + 42),LH (31 + 32)) = 0.
Now consider the group GL3(k). The weights a, . . . , f correspond to partitions of 9:
a ↔ (4,3,2), b ↔ (5,2,2), c ↔ (4,4,1), d ↔ (5,4,0), e ↔ λ := (6,2,1), and f ↔
μ := (6,3,0). In the notation of Section 2, Example 1, Ext1GL3(k)(L(λ),L(μ))=0, while
Ext1H (L(λ),LH (μ)) =0. Therefore, the map (6.0.1) is not an isomorphism in this case.
Another, similar but interesting example, is provided by GL5(k) when p = 5, taking λ =
(10,53),μ = (10,52,4,1) ∈ Λ+(5,25). (From computer results discussed in [25], and the trans-
lation principle, (3.0.1) holds in the category CG for any regular restricted weight ν.) In fact, the
SL5-case (together with a helpful remark of Z. Lin) led us to the SL3-example above.
8. An Ext1-isomorphism result and higher Ext•-groups
For the remainder of this paper, we study, for arbitrary n 0, the map ExtnG(L(λ),L(μ)) →
ExtnH (LH (λ),LH (μ)) induced by the truncation functor πΩ . Our approach involves the homo-
logical dual of a quasi-hereditary algebra, though we briefly sketch an alternative procedure based
on derived category arguments; see Remarks 8.9(b).
Define the homological dual A! of a finite-dimensional algebra A to be the Yoneda Ext-algebra
A! = Ext•A(L0,L0) where L0 is the direct sum of the distinct irreducible A-modules. Now as-
sume C =A-mod is a HWC with weight poset Λ, and put C! =A!-mod. Suppose that there exists
a function l :Λ→ Z+ on Λ such that, for any λ,μ ∈ Λ,
ExtnC
(
L(λ),∇(μ)) = 0 or ExtnC(Δ(μ),L(λ)) = 0 ⇒ n≡ l(λ)− l(μ) mod 2. (8.0.1)
(In other words, C has a Kazhdan–Lusztig theory with respect to l :Λ → Z+ in the sense of
[4, Section 3], [5, Section 1.3].) The following result, proved in [5], summarizes some basic
properties of A! in this case.
Theorem 8.1. Assume that C ∼= A-mod satisfies (8.0.1) with respect to a length function
l :Λ→ Z+. Let Ξ be a coideal in Λ. Then:
(a) A! is a QHA; i.e., C! =A!-mod is a HWC with weight poset Λop (the poset opposite to Λ).
(b) C(Ξ) satisfies (8.0.1) with respect to l|Ξ .
(c) C(Ξ)! ∼= C![Ξop] as highest weight categories.
Proof. (a) is proved in [5, Theorem 2.1]. (b) is well known, but follows directly as follows: Let
j∗ :C → C(Ξ) be the natural quotient functor. By [8, Lemma 6], given λ,μ ∈Ξ ,
Ext•C(Ξ)
(
LΞ(λ),∇Ξ(μ)
)∼= ExtnC(L(λ),∇(μ)) and
Ext•C(Ξ)
(
ΔΞ(μ),LΞ(λ)
)∼= Ext•C(Δ(μ),L(λ)),
writing LΞ(λ), etc. for the irreducible, etc. object in C(Ξ) indexed by λ. Now (b) follows from
(8.0.1). For (c), see [5, (2.3)]. 
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given in [5, p. 308] is more precise, showing that the natural algebra homomorphism
Φ : A! = Ext•C(L0,L0) → Ext•C(Ξ)(j∗L0, j∗L0)= (AΞ)!, (8.1.1)
induced by the quotient functor j∗ :C → C(Ξ), defines an equivalence Φ∗ : (AΞ)!-mod →
A!/J -mod of highest weight categories, for some (idempotent) ideal J (denoted A!sΓ A! in [5])
which is part of a defining sequence for A!. Thus, A!/J ∼= (AΞ)!. In particular,
Corollary 8.2. With the same hypothesis as Theorem 8.1, the map Φ (8.1.1) is surjective.
Return to the group G. For a finite ideal Γ ⊆ X+, CG,0[Γ ] denotes the HWC having finite-
dimensional G-modules with composition factors L(ξ) with ξ ∈ Γ ∩Wp · 0.5 Define l :Γ ∩Wp ·
0 → N by l(w · 0) = l(w). By [4, Theorem 5.3], CG,0[Γ ] satisfies (8.0.1) if and only if the LCF
holds for Γ ∩Wp · 0.
Let H be a Levi subgroup of G. In Theorem 1.1, Γ +F can be replaced by a “block analog.”
That is, let B be any union of Wp-orbits in the dot action on X. Put Γ +F,B = Γ +F ∩B. Then clearly
Ω+
F,B := Γ +B ∩Ω is a union of dominant weights in orbits of the affine Weyl group WH,p of H .(Use the same weight ρ in defining the dot action of WH,p as is used for Wp .) Theorem 1.1
remains true with Γ +F and Ω
+
F replaced by Γ
+
F,B and Ω
+
F,B , respectively.
We will take B = X+reg, the set of regular dominant weights, writing Γ +F,reg and Ω+F,reg for
Γ +
F,B and Ω
+
F,B , respectively,
Fix a finite ideal Σ in X+ such that the LCF holds for Σreg = ∅. Let Ω = ω+ZΦH be a coset
of ZΦH in X, with ω ∈ Σ . Put F =Σ ∩Ω and, as in Theorem 1.1, form Γ +F and Ω+F . Thus, Ω+F
is a coideal in Γ +F and an ideal in (X(H)+,). Set Λ0 = Γ +F,reg and Ω0 = Ω+F,reg, and form the
highest weight categories CG,0 = CG[Λ0] and CH,0 = CH [Ω0]. Let L0 (respectively, L0,H ) be the
direct sum of the distinct irreducible G-modules (respectively, H -modules) L(λ) (respectively,
LH(λ)) for λ ∈ Λ0 (respectively, λ ∈Ω0). Then:
Theorem 8.3.
(a) The category CH,0 satisfies (8.0.1) with respect to l|Ω0 . In particular, A!H := Ext•H (L0,H ,
L0,H ) is quasi-hereditary.
(b) The natural map
A! = Ext•G(L0,L0) → Ext•H (L0,H ,L0,H ) =A!H
induced by πΩ is surjective, and its kernel is a defining ideal J of the QHA A!.
(c) We have A!/J -mod ∼= C!G,0[Ωop0 ].
Proof. (a) follows from Theorem 8.1, using Theorem 1.1 which shows that CH,0 ∼= CG,0(Ω0).
Then (b) and (c) follow from Corollary 8.2. 
Remark 8.4. A less precise way to state part (c) is, in view of (b), C!G,0[Ωop0 ] ∼= CH [Ω0]!.
5 If we replace the  partial ordering on X+ by the ↑ ordering, then Γ ∩Wp · 0 becomes an ideal in (X+,↑).
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Σreg ∩ω + ZΦH . Then
(a) Ext1G(L(λ),L(μ)) ∼= Ext1H (LH (λ),LH (μ)).
(b) The map ExtnG(L(λ),L(μ)) → ExtnH (LH (λ),LH (μ)) which is induced by πΩ is surjective
for all n 0. In particular, dim ExtnG(L(λ),L(μ)) dim ExtnH (LH (λ),LH (μ)).
Proof. Theorem 8.3 implies (b); (a) then follows from (b) for n= 1 and Theorem 6.1. 
Remarks 8.6.
(a) Consider the injective map (6.0.1), in the case when the Lusztig conjecture is true for SLn.
Assume that λ,μ ∈ Λ+(n, r) satisfy λ1 = μ1 = m, and let λ¯, μ¯ be as before. Assume that
λi −λj ≡ i− j and μi −μj ≡ i− j mod p for all i < j  n (see (5.0.1)) and that λ1 −λn +
n− 1 p(p − n+ 2) and μ1 −μn + n− 1 p(p − n+ 2) (cf. (5.1.2)). Then (6.0.1) is an
isomorphism. Moreover, for higher degree Ext-groups, there is a corresponding surjection,
a surprising turnabout.
(b) An alternative proof of Corollary 8.5(a) can be based on the commutative diagram in the
proof of Theorem 6.1, since [4, Theorem 4.3] implies that the horizontal map is surjective.
Corollary 8.7. Let Σreg be as above Theorem 8.3, and put X := Σreg. (So, the LCF holds
for L(λ), λ ∈ X.) Let CH [X] denote the category of all finite-dimensional rational H -modules
which have composition factors LH(ξ), ξ ∈ X. Then CH [X] is a HWC with respect to the poset
(X,H ), and, further, CH [X] satisfies (8.0.1).
Proof. If LH() is a composition factor of a standard module ΔH(ν) for ν ∈ X, then  ∈ X+
since X+ is an ideal in (X(H)+,H ). Also, L(ω) is a composition factor of Δ(ν)—this is a
result of Donkin [9]—see also [8, Corollary 12]. In particular, ν and  belong to the same block
of G, and so ν and  are Wp-dot-conjugate. Hence,  ∈ X. Now consider the projective cover
PΓ,H () of LH() in CH [Γ ], where Γ is the set of dominant weights (for G) regarded as an
ideal in (X(H)+,H ). If ΔH(ξ) is a ΔH -section, then LH() is a composition factor of ∇H (ξ)
by Brauer–Humphreys reciprocity [3, Theorem 3.11]. Hence, LH() is a composition factor of
ΔH(ξ), so ξ ∈ X. Thus, CH [X] is a HWC.
The final assertion follows from Theorem 8.3(a), since Ext•H vanishes between modules with
respective composition factors in different cosets of the root lattice of H . 
We end with an elementary result showing the Ext1-isomorphism property behaves well with
respect to Frobenius twisting.
Theorem 8.8. Assume that if G or H has a component of type Cm, then p > 2. Sup-
pose that λ,μ lie in the same ZΦ-coset Ω = ω + ZΦH and that πΩ induces an isomor-
phism Ext1G(L(λ),L(μ))
∼−→ Ext1H (LH (λ),LH (μ)). For any positive integer r , put Ω(r) =
prω + ZΦH . Then πΩ(r) induces an isomorphism Ext1G(L(prλ),L(prμ)) ∼−→ Ext1H (LH (prλ),
LH (p
rμ)).
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notes the first Frobenius kernel of G, then H 1(G1, k) = 0 [20, Proposition 12.9]. Hence, by a
Hochschild–Serre spectral sequence argument for G1 G,
Ext1G
(
L(pλ),L(pμ)
)∼= Ext1G(L(λ),L(μ)).
Similar remarks apply to Ext1H (LH (pλ),LH (pμ)). Therefore,
dim Ext1G
(
L(pλ),L(pμ)
)= dim Ext1H (LH(pλ),LH (pμ))
and the result follows from Theorem 6.1, since pλ,pμ ∈ Ω(1). 
Remarks 8.9.
(a) Theorem 8.8 shows that, in general, (6.1.1) is an isomorphism for some regular weights well
outside ΓJan, where the LCF fails. Thus, while the isomorphism Ext1G(L(λ),
L(μ))
∼−→ Ext1H (LH (λ),LH (μ)) is closely related to the validity of the LCF, it is not equiv-
alent to it.
(b) It is enlightening to sketch an alternate, derived category approach to the surjectivity in
Corollary 8.5(b). Full details will be provided in a later paper (with E. Cline). Consider
the category EL introduced in [4] and discussed in [20, Appendix C]. Essentially, objects
in this category have a derived category filtration with “sections” standard modules shifted
in degrees satisfying a parity condition. There is a similar category defined using shifts of
costandard modules. If M,N are G-modules in these respective categories, and n is any non-
negative integer, then dim ExtnG(M,N) can be calculated in the “obvious way” as the sum
of all the dimensions of all Homn spaces between their sections, which are all either zero
or one in a trivial way. All this holds, of course, for H -modules, and the truncation functor
obviously sends EL,ER into their respective H -counterparts, with each section becoming ei-
ther zero or a shifted standard or costandard module, respectively, with the same weight, and
with the same degree shift. Also, under the hypothesis of Corollary 8.5(b), each irreducible
G-module there lies both in EL and ER . This at least forces the dimension of ExtnG(M,N)
to be at least that of the corresponding space for H , with M , N replaced by the images un-
der truncation. A more detailed examination shows that truncation does, indeed, produce the
surjection claimed in Corollary 8.5(b). In the forthcoming investigation with Cline we more
thoroughly examine EL, entirely apart from any role in the Lusztig conjecture. This approach
also provides a good setting for understanding results like Corollary 8.5 in a quantum group
context. The proof of Corollary 8.5 as given does carry over to the quantum group at a root
of unity case, over a field of characteristic zero. But the EL formalism suggests additional
results and conjectures, interesting beyond the present Levi subgroup context, regarding the
relationship of quantum groups to algebraic groups in positive characteristic.
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