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Необходимость в численном решении уравнения переноса из­
лучения возникает во многих задачах астрофизики, атмосферной 
оптики, физики реакторов и защиты от излучений. Метод дис­
кретных ординат (ЭДЦО), предложенный в 40-х годах в работах 
Г.Вика и С.Чандрасекара для полуаналитического решения задач 
об однородных плоскопараллельных слоях, развивался далее в 
работах многих авторов. К настоящему времени различные его 
модификации составляют основную группу сеточных методов ре­
шения задач теории переноса. Хотя проблемам использования , 
развития и обоснования ІУЩО посвящена обширная литература,пол­
ной теории этого класса методов еще нет. 
Исследование вопросов точности аппроксимации, алгебраи­
ческой структуры аппроксимирующих задач, скорости сходимости 
различных итерационных процессов необходимы для оптимального 
выбора формы аппроксимирующей задачи в каждой конкретной про­
блеме . 
В предлагаемой монографии систематизируются и развивают­
ся работы авторов в этих направлениях применительно к зада­
чам о переносе излучения в плоскопараллельных слоях при су­
щественной анизотропии рассеяния. Традиционно являясь основ­
ными в атмосферной оптике, эти задачи используются сейчас и 
как элементы более сложных проблем для неодномерных геомет­
рических моделей. В этих задачах обычно используются разло­
жения индикатрисы по полиномам Лежандра, а решения - в ряд 
Фурье по азимутальной переменной. При сильной анизотропии 
рассеяния эти ряды сходятся медленно и при замене их частны­
ми суммами невысокого порядка, как это обычно делается, на­
рушается важное требование положительности аппроксимирующих 
схем. 
Принципиальным моментом является отказ авторов от ис­
пользования таких разложений, что позволяет построить поло­
жительные консервативные схемы. Эти схемы обладают замеча­
тельным свойством: при дискретизации на равномерной сетке по 
азимутальной переменной исходная трехмерная задача распадает­
ся на ряд двумерных так же, как в классическом подходе с 
представлением решения рядом Фурье. Существенный интерес 
G 
представляет исследование сходимости итерационного метода 
построенного по типу метода Зейделя. Несмотря на то, что 
каждый шаг здесь "дороже", чем в "итерациях по столкновени­
ям", такой процесс может быть выгоднее в атмосферных зада­
чах с преимущественным рассеянием вперед. 
Значительное продвижение достигнуто в оценке точности 
апгроксимации по угловым переменным. Указаны, в частности , 
способы построения квадратурных формул с очень высокой ско­
ростью сходимости в задачах о плоскопараллельном слое. 
Результаты, собранные в книге несомненно будут способ­
ствовать более глубокому пониманию характера аппроксимаций, 
используемых в численном анализе задач теории переноса излу­
чений. Они также могут служить основой создания эффективных 
расчетных алгоритмов и отправной точкой исследований для 




В данной работе мы будем рассматривать метод дискрет­
ных ординат (МДО) применительно к решению уравнения перено­
са в плоскопараллельной анизотропно рассеивающей среде. В 
настоящее время он является основным и наиболее популярным 
алгоритмом решения задач переноса излучения т.к. в рамках 
этого метода относительно просто строить вычислительные схе­
мы, удовлетворяющие требованиям консервативности,устойчиво­
сти, 
однородности и т.д. 
Основными моментами в ИДО являются следующие: 
1) дискретизация задачи по угловым переменным,например, 
путем замены интеграла столкновений квадратурными (кубатур-
ными) 
формулами. 
2) Ранение полученной системы дифференциальных уравне­
ний, например, итерационны* методом. 
3) Дискретизация по пространственной переменной, что 
равносильно приближенному обращению дифференциального опе­
ратора на каждом шаге итерационного процесса. 
Мы коснемся лишь первых двух этапов. Вопросам дискрети­
зации по пространственной переменной с построением схем вы­
сокого порядка точности посвящена недавно вышедшая моногра­
фия [4]. Очевидно, что выбор сетки по угловой и пространст­
венной переменной тесно связаны между собой. Поэтому, как 
нам кажется, данная работа в определенном смысле дополняет 
монографию [4J. 
Остановимся теперь на содержании работы.Отправным пунк­
том нашей модели переноса является отказ от представления 
индикатрисы рассеяния в виде суммы по полиномам Лежандра. 
Рассмотрим перенос излучения в "дискретной" среде: после 
столкновения частица может продолжать движение только по од­
ному из конечного числа наперед заданных направлений. Этот 
процесс описывается краевой задачей для системы дифферен -
циальных уравнений, вывод которой осуществлен на основе за­
кона сохранения энергии (консервативность схемы). Полученную 
систему мы будем называть линейно-алгебраической моделью пе­
реноса (ЛАМ). Отметим, что ЛАМ всегда имеет положительное 
решение независимо от количества выбранных направлений (т.е. 
8 
от размерности задачи). Это существенно отличает ее от ме -
тода, основанного на представлении индикатрисы рассеяния в 
ряд по полиномам Дежандра, который дает физически непротиво­
речивое решение лишь при достаточно 
большом количестве чле­
нов в разложении индикатрисы. 
Перейдем ко второму моменту МДО. Для решения ЛАМ стро­
им итерационный метод Зейделя. Благодаря атому, исходная 
краевая задача сводится ж решению задачи Коши на каждом ите­
рационном шаге. Доказывается, что сходимость метода улучша­
ется с вытянутостью индикатрисы рассеяния "вперед", что 
весьма полезно при решении реальных задач атмосферной опти­
ки. 
Несмотря на то, что построенная ЛАМ консервативна и 
устойчива, она еще непригодна для практической реализации 
на ЭВМ ввиду ее слишком большой размерности. Однако, при 
специальном способе дискретизации по азимуту ЛАМ естествен­
ным образом разбивается на блоки-циркулянты. Благодаря это­
му исходная задача распадается на ряд более простых подза -
дач, т.е. выполняется требование однородности схемы. 
Итак, мы построили устойчивые однородные, хорошо адап­
тированные к решению широко класса реальных задач переноса 
излучения вычислительные схемы. Однако, основным критерием 
качества алгоритма является его точность. Вопросам исследо­
вания быстроты сходимости предлагаемого метода посвящена 
заключительная глава работы. 
Хорошо известно [14], что решение исходного уравнения 
переноса имеет особенности у границы раздела сред. В работе 
показывается, что эти особенности имеют сходную структуру с 
особенностями интегральных экспонент EpCt),^ = 1,2, ...,г>0. 
Поэтому скорость сходимости метода зависит от того, а в не­
которых 
случаях и только от того, насколько хорошо мы можем 
аппроксимировать интегральные экспоненты при помощи квадра­
турных формуя. Изучая поведение в окрестности особенностей 
подынтегральных функций в 
определении Eft ttr) удалось указать 
зависимость величины погрешности МДР от выбора первого уз­
ла квадратурной формулы, что соответствует выбору первого 
дискретного направления ЛАМ. 
Изложение материала ведется для уравнения переноса • 
котором индикатриса и альбедо однократного рассеяния 
не зависят от т . Однако, все приведенные в работе 
результаты (за исключением гл. У) остаются в силе и в том 
случае, когда эти величины достаточно "гладко" завися? от 
оптического расстояния г . 
В каждой главе формулы нумеруются независимо двумя циф­
рами, первая из которых обозначает номер параграфа, а вторая 
- 
номер цитируемой формулы в этом параграфе. При ссылках на 
формулы из другой главы добавляется еще цифра, соответствую­
щая номеру этой главы. Нумерация лемм 
и теорем в каждой гла­
ве самостоятельная, а при ссылке на теорему из другой главы 
добавляется номер этой главы. 
Авторы пользуются случаем выразить искреннюю благодар­
ность Г.М. Вайникко за советы, и обсуждения в течении всего 
периода работы по данной тематике, а также Т.А. Гермогено-




ОСНОВНЫЕ УРАВНЕНИЯ ПЕРЕНОСА ИЗЛУЧЕНИЯ 
Изучение проблемы переноса излучения в плоскопараллель­
ной анизотропно рассеивающей среде может быть сведено к ре­
шению одного из двух видов уравнений. Первое является ин-
тегро-дифференциальным и определяет интенсивность много­
кратно рассеянного излучения. Второе - интегральным уравне­
нием второго 
рода и определяет функцию источников. 
В настоящей главе сначала приводится вид этих уравнений. 
Затем описывается связь между ними. Далее интегральное урав­
нение переноса излучения рассматривается как операторное 
уравнение второго рода в пространстве 
непрерывных функций. 
Доказываются некоторые его свойства. В конце главы установ­
ленные свойства для интегрального уравнения переносятся на 
интегро-дифференциальное. 
§1. Интегро-дифференциальное и интегральное уравнения 
переноса 
Рассмотрим интегро-дифференциальное уравнение переноса 
излучения в однородном плоском анизотропно рассеивающем слое 
конечной оптической толщины 
у —= ^ j" f 
- і о 
J (1.1) 
+ T ^yu. OSZf Hj OOftnri - Yfii 44, 
с краевыми условиями 
t f  У ( Н , / < < о  ( 1 . 2 )  
Здесь ^stol П - вероятность выживания частицы при эле­
ментарном акте рассеяния; H - оптическая толщина слоя; 
II 
* T 
<j(f) ž O — индикатриса рассеяния , нормированная условием 
A ST 
wj (1.3) 
Q  - a o  
CfMjf' = jJLfJL *л/ (4-Цг)и-р'г) C00(if-<f') , (1.4) 
f - свободный член, учитывающий наличие внутренних 
источников, падающее излучение и т.д. 
Решение этого уравнения Ž7/rz/<-, у) дает интенсивность 
рассеянного излучения на оптической глубине Z в направ­
лении, которое определяется полярным расстоянием алеем /-
и азимутом Y • 
Кроме интегро-дифференциального уравнения мы будем рас­
сматривать интегральную форму уравнения переноса 
Z і 5? 
у(суг,у,; = 2. J J J eyt f- (r-io/w')у V;' -
О О О  
H о SM 
г ч о ^ 
+ f IzlJUil f) . (1.5) 
§2. Связь между решением интегро-дифференциально го 
и интегрального уравнений 
Связь между решением краевой задачи |(І.1)-(1.2)} и ин­
тегрального уравнения (1.5) дает следующая теорема эквива­
лентности решений. 
Теорема I. Пусть 7U1 Lf) есть решение краевой задачи 
{(1.1)-(1.2)}. Тогда функция, определенная равенством 
1 п 
Ч 
l zIM^ j (2Л> 
-4 О 
Л Всцду в работе предполагается,что функция cj($) определена 
я непрерывна на отрезке С 4 
ТО 
удовлетворяет уравнению (1.5) ш наоборот, пусть у <'е,/а у ) 
ес т ь  р е ш е н и е  у р а в н е н и я  ( 1 . 5 ) .  Т о г д а  ф у н к ц и я  У ^ , о п р е ­
деленная по правилу 
г 
jr j ~~ j dz', fifO 
= / ^ (2.2) 
где 
С;;:, <г-ю 
удовлетворяет краевой задаче (1.1)-(1.2) . 
Доказательство. Перепишем уравнение (LI) в виде 
Ju + % 1с>^-¥>} = (2.4) 
Здесь через у(і,/и., </>) обозначена правая часть интегро-
дифференциального уравнения (І.І). Решая относительно У(с,р< ) 
дифференциальное уравнение (2.4) с краевыми условиями (1.2) 
мы получим, что функция V^ fczyW., у»j представила в виде (2.2) 
П о д с т а н о в к а  э т о г о  в ы р а ж е н и я  в  о п р е д е л е н и е  ф у н к ц и и  и  а < / ;  
приводит нас к интегральному уравнению (1.5). 
Пусть у (с,/*, ч>) - решение уравнения (1.5). Рассмотрим 
функцию , определенную соотношением (2.2). Оче­
видно, что эта функция удовлетворяет дифференциальному 
уравнению (2.4) с краевыми условиями (1.2). Заменим теперь 
функцию в уравнении (2.4) правой частью уравне­
ния (1.5). Анализ полученного соотношения приводит нас к 
краевой задаче (1.1)-(1.2) . 
Теорема доказана. 
§3. Интегральное уравнение переноса как операторное 
уравнение второго рода в пространстве непрерывных 
функций 
Запишем интегральное уравнение переноса излучения в 
операторном виде 
Lj - j (j + P . (3. I) 
Здесь символом 1 обозначена сумма интегральных членов 
уравнения (1.6), f - свободный член. 
Пусть В = |(ZlJUlKf) : 0*Г<Н> 04 j. 
Рассмотрим пространство С (&) непрерывных на 6 функций с 
нормой 
Ilyil - таю Iy(Z)I = тале твое тал. Іи<г,м,<?)І • 
С В У OictH -H/ли OifiS-Ti Q 
Определим телесный конус К в пространстве С как 
Теорема 2. Оператор T является вполне непрерывным, 
положительным относительно конуса К оператором, действующим 
ИЗ C(S)--C(B) . Если > с ,^[0,277] , то T - сильно 
положителен. ^ 
Доказательство. Рассмотрим на С(&) оператор 
т 4 HJF 
с а с 
J J 6^yi I- df'd rcclz' 
г о 
Очевидно, что Tt - вполне непрерывен (ядро непрерывно, осо­
бенность при ju,'= о отсутствует). Следующая цепочка нера­
венств 
Г Г АЯ-
1 Vr' а1 * £ J J J С- Чг)'У'с'>:/' 
O O O r  
* $ л 
Z О о ^  
^ f Hj"e j (^ ^ Гf 
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доказывает равномерную сходимость Г£ —T при S -*  о  . Сле­
довательно, оператор T ограничен и вполне непрерывен [19]. 
Из положительности ядра оператора T следует TKc К ,что 
по существу, является определением положительного оператора 
Для сильной положительности T достаточно потребовать 
Qif) > О , т.к. при этом для любого б К следует, что 
£ ird к,  
Теорема доказана. 
§4. Единственность, положительность и непрерывная за­
висимость решения интегрального уравнения от на­
чальных данных 
Для дальнейших исследований нам понадобится 
Лемма I. Имеет место неравенство 
Ii T і.і І  Л ( А -  ессл.('  Н})
і  
е -  И )  t І  <  <и> (4.1) 
Доказательство, Имеем 
ян 1 
t l^C i  M j + 
О О 
f f 1 ? + j  ЧН 
0 4  '  
STi  1  
& о о 
ЛТГ О 
+ (4-  еяср. (-BiH))  j J t  > р- I-  еН))  Iiy I l c ,  
, V0a  ^ і В4, • 
Лемма доказана. 
Пусть A (4-гуі  (-  Н))= У, т.е. А = •/ и 
этом случае А является точкой спектра (ГСП оператора T , 
и вопрос о разрешимости' уравнения (1.3), по существу, сво­
дится к нахождению собственных векторов, соответствующих 
максимальному собственному значению D оператора T ( P- У) . 
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в [74] рассматриваются вопросы разрешимости уравнения пере­
носа в случае л а Y и конечного Н. 
В нашей работе предположим, что А £ I  0 ,  j ]  и о < Н < ° °  
На основе теоремы Банаха о единственности решения оператор­
ных уравнений второго рода получим следующее утверждение. 
Теорема 3. Пусть а * > и J е С (&). Тогда интегральное 
уравнение (3.1) имеет единственное решение в классе функций 
Cfft) . Кроме того, это решение непрерывно зависит от исход­
ных данных. 
Из положительности оператора T относительно конуса К 
и оценки (4.10 следует, что оператор (J-T)'і является 
оператором монотонного типа * относительно конуса К | 27 J. 
Отсюда следует 
Теорема 4. Пусть А < л и {6 К . Тогда решение уравне­
ния (3.1) единственно и положительно. 
§5. Некоторые свойства решения интегро-дифферен 
циального уравнения переноса 
Определим на С  (&) оператор S  , который каждой непре­
рывной функции bj е С(Ь) ставит в соответствие функцию 
, определяемую соотношением (2.2). Рассмотрим мно­
жество функций 
S ( C ) =  J 2. : s . =  5 u ,  и .  е  С  ( & > )  )  .  
По теореме I имеем, что если Л* есть решение интегрального 
уравнения (1.5), то функция Dr*- 5 «г* удовлетворяет нктегро 
дифференциальному уравнению переноса. Следовательно,интегро-
дифференциальное уравнение переноса имеет в классе функций 
S(C) по крайней мере одно решение. В силу единственности 
решения уравнения (1.5) получаем, что интегро - дифференциал* ь 
ное уравнение переноса имеет единственное решение в классе 
функций S(C) Этот факт позволяет перенести результаты 
предыдущего параграфа на интегро-дифференциальное уравнение 
Теорема 5. Пусть Л << 4 . Тогда интегро-дифференциаль­
ное уравнение переноса имеет единственное решение при любом 
свободном члене f е  С  (в) . Кроме этого, если |£ К ,то 
Оператор А является оператором монотонного типа относитель­
но конуса К , если А'
4 
положителен относительно конуса /< . 
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решение положительно. 
Пусть V - решение интегро-дифференциального уравнения 
с краевыми условиями (1.2), О - решение этой же задачи с 
возмущенными по норме пространства С исходными данными. 
Рассмотрим величину й- уч I ; с учетом 
представления (2.2) получим 
А = j 7(г,ju., if)- р( ,/л,у>) j < 
N< I  (Sy) ( 
х
< "J"?Me 4 
Отсюда следует 
Теорема 6. Малые возмущения исходных данных ннтегро-
дифференциального уравнения переноса по норме пространст­
ва С(&) влекут малые возмущения решения этой задачи. 
ГЛАЬА II 
ЛИНЕЙНО-АЛГЕБРАИЧЕСКАЯ МОДЕЛЬ ПЕРЕНОСА ИЗЛУЧЕНИЯ 
Интегро-дифференциальное уравнение, рассмотренное в пре­
дыдущей главе, описывает перенос излучения в "непрерывной" 
среде: элементарная частица может рассеятся с той или иной 
вероятностью по любому направлению. В этой главе мы рассмот­
рим перенос излучения в "дискретной"среде: после столкнове­
ния дальнейшее движение частицы может происходить только по 
одному из 
конечного числа заданных направлений, Этот процесс 
можно описать системой обыкновенных дифференциальных уравне­
ний с количеством неизвестных функций, равным количеству вы­
бранных направлений. Эту систему мы будем называть линейно -
алгебраической моделью (ЛАМ) переноса излучения. 
В первом параграфе этой главы мы определим ЛАМ как сис­
тему дифференциальных уравнений с краевыми условиями, коэф­
фициенты которой удовлетворяют условиям положительности,сим­
метричности и баланбноети, Далее рассмотрены два конкретных 
примера ЛАМ. Затем,используя векторно-матричную символику» 
получим более компактную форму записи ДАМ. После этого выво­
дится интегральная форма ЛАМ. Оставшаяся часть главы посвя­
щена изучению свойств решений ЛАМ и ее интегральной формы, 
§1. Определение линейно-алгебраической модели переноса 
излучения 
Рассмотрим следующую систему дифференциальных уравнений 
• ol^  CtT(Г>* ct) = У J^e 
I j I* A Isl 
Н / = -л Z,..., /г-, /п= V,*, - (І.І) 
с краевыми условиями 
2^* (0) - (H)- Oj Л, /Яг 4,0, --,р. . (1.2) 
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На величины Ot m^ , , наложим ограничения 
(1-3) 
d'4) 
Sjtiin $j'U-i)ftt ~$-jUr>i •> %tjmr f*mj t ' 1^'5^  
/V /г 
У . &/,/. =^C, /г, (1.6) 
Ijl= -4 t- V tn, (- //¢/ —,р.. 
Выражения (1.3)-(1.4), (1.5), (1.6) мы назовем условиями 
положительности, симметричности и балансности соответствен­
но, а систему (1.1) с условиями (1.2) - линейно-алгебраичес­
кой моделью переноса излучения. 
Решение У
ім
, системы дифференциальных уравнений (І.І) 
можно интерпретировать как интенсивность многократно рассе­
янного излучения в "дискретной среде", т.е. в среде, где 
рассеяние может произойти только по одному из Jbrijb задан­
ных направлений. Действительно, обозначим через / 
вероятность того, что излучение, идущее по направлению* cj,£) 
после акта рассеяния будет иметь направление Ctim) &вт, -
косинус угла между полярной осью и направлением Сл, т) „За­
писывая теперь баланс частиц в точке гг € [ г, z + по­
лучим систему дифференциальных уравнений вида (I.I), в ко­
торой есть дискретный аналог d/^ df <р(р) U/*,'сіу', 
а величины Ctiin,, соответствуют символам ju,d/u,cty> и 
d/j-
§2. Примеры линейно-алгебраической модели переноса 
излучения 
2.1. Заменим интегральный член в уравнении (I. I.I) неко­
торыми квадратурными формулами (КФ) 
<гТ /ь / 
J Iwdf aY] A Y A" f r 'A > A ( 2 , I )  
° "" ht 
Здесь парой (.j, і)обозначена точка на единичной сфере.Набор 
из LXnfb) точек на этой сфере понимается как множество воз­
можных направлений рассеянного излучения. 
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1 H 
j X(f+)dfx *У<*£ O </*,<-</**<<> У<-'4 CLi >o. 
4 7ZT* bn* 
Интегро-дифференциальное уравнение переноса заменяется сис­
темой 
и>< trr (2.2) 
* ^tfn (t) , М/~ V,Д.,.ZV ^  />г- />*8у--VzAzJу^ -у = (j 
в которой, учитывая (I.I.4), положим 
ce^*, co f^--K) • (2.3) 
Согласно (I.I.2), запишем краевые условия для системы (2.2) 
Zn(O) ^O, ^. (2.4) 
Полученная система не является ЛАМ, т.к. нарушено условие 
баланености. Для превращения ее в ЛАМ, взедем нормировоч­
ные множители 
45Г f о Ki 
~ % ' ' > Sj- /, £,-• t Я- , - 4/Я.,-- j р~ i 
h LSit"" *У'А 
ЦМ f-/ 
J 
Aff'--^n • <2-6> 
I1 1 /// W*»'A ijTT? tr? '
Вместо системы (2.2) будем решать систему дифференциальных 
уравнений 
А 
1 /'_• $ j tmNl ° 'Аfr) * 
<у/« < ?»< 
^^  Ііп. ^ )r - 4, Я-! •••> H I W- 4. Л, •) k, (2»7) 
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с краевыми условиями (2.4). Умножив систему (2.7) на 





//(-V £«/ у/  У ?*=<
где 
л^т. ü^ litfetnjtfrim. t i^ra ' 1 fimP*!*1 > 
fefKtt,m, ^ jjibnri c \^j\fel• 
Lrt' =я:й, А*/г,»,» /,„ ®ДЙ' w,<« ,..,
л
. 
Преобразование системы (2.2) в ЛАМ можно осуществить,напри­
мер, путем введения нормировочных коэффициентов по алгорит­
му рен-грмализации, предложенному в [бб]. Суть этого метода 
заключается в следующем. Обозначим 
Л ~ 4j t ~ e f^ - у /^L- j 
и выберем достаточно малое положительное число g . Рассмот­
рим итерационный процесс 
1^ i 
. ,/'"'Г і-і,і <-г„^ 1 ,»> , 
Iin ~°'ь Tjiim [ / rk-4) * * ,«!-о I7 Tjtei 
f/f 4" ' 
который продолжаем до тех пор» пока 
Далее индикатриса рассеяния "ренормализуется" по правилу 
(4) 
V - ,Я • 
Численные эксперименты показали, что применение этого ме­
тода позволяет существенно уменьшить число гь при реее-
иш ряда задач атмосферной оптики f 683 
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2.2. Пусть 
^ "Л ^ = 
(2.10) 
разбиение отрезков [0,1] и[0,2і]. Рассмотрим множества 
: A-Y ' j ' о*' 
А,„* j </"•?> '• -A-V i*"/"-" у« '>"• 
Усредняя интегро-дифференциальное уравнение переноса (І.І.І) 
на -Qzizrv и полагая Уі ,р.,у) - V^ m (т) при (^,f) е Ci ^  ^ 
получим ЛАМ, в которой 
4м = f/4  ^ ; (2.12) 
ІІЛІУІ 
J К^~) ^f^ cLfdju,'cl^ >\ (2.13/ 
(t) - J у7 (t.ju,, у) d^ccL^f 7 i ,ij I,ui -hs.,..,n, (2.14) 
Очевидно, что aM, S- m^ , удовлетворяют условиям 
(I.3)-(1.б). Однако, на практике, из-за погрешности вычис­
лений условие балансности может оказаться нарушенным 
Поэтому целесообразно ввести веса уг^ , как это делалось 
в пункте 2.1. 
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§3, Векторно-матричная запись системы (І.І) 
Используя векторно-матричную символику, перепишем урав­




а краевые условия -
(О) = ZX6- (H)= о, £' у,л,/г,. (3.2) 
Здесь
1 
(У^ tt) %, (г)... Z/y, (Г))' , 
( ' f /1/^ ^...  ^  г , 
% >T ?/'л 1J' -"  ^^ _ 
W><' ' ' ' #>W V 
Д s i Jj I с I, lj I - 4, Ь,...; /V . 
• V 4/ 
Кроме этой будем использовать еще одну форму записи задач* 
[(1.1)-(1.2)] 
-I /1-1 P + 
Г  о с ' =  #эс +А'16,-* +A-f* , 
I 3.' ---Zz-A-aGTX- A-* Г , /" (3.3) 
ое(о) ^ ос СИ) - О, (3.4) 





означает знак транспонирования 
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/%„ 
* * ' \ 6f • 
г»' GiJLt, » .  >  Gltzv , XCT)* (Z(C) У» (С). .. % (Г) J % 
W. G t7^ rtJL « -
Z t fCc)...Zn(*)f> lt> f ± n »->). 
Из (1.3)-(1.5) вытекают следующие свойства введенных в этом 
пункте матриц: 
U1-J1' 6V " - Glj > б- ' 6<Ы, = 6н - (3,5) 
6'- • С6-*)т, /).«• = -л4. , S1. -Si , (3.6) 
§4. Интегральная форма линейно-алгебраической модели 
переноса излучения 
Введем функции ^ Jx) по формулам 
J L ( г ) * С I l  Y l S i * * ( 4 Л )  
Ijl** 1-4 
Запишем систему (І.І) в виде 
a c^ l а >  
*•>« ( І )  • 
Решая эту систему с краевыми условиями (1.2) относительно 
функций Vjirl (Г) , получим 
г 
(г> *А» J Ыл, (Г- ))Ч
І П  
mdt' , 
О * (4.2) 
н 6 с - * t п. 
=A^ J tocP- A*"õ~T' ***!. ',д 
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Подставим полученные для C t ) ,  ( г )  выражения в равен­
ство (4.1). После несложных преобразований придем к системе 
интегральных уравнений 
y,Jz)'-w\ JE IZ n'>dL'' 
+ j tl «>• 
*44 <-< (4.3) 
І 4 І -  A t  S 1  • • • >  )  Zn- = V, Зч • 
Отметим, что задача (1.1)-(1.2) и система интегральных урав­
нений (4.3) эквивалентны в том смысле, что если функции 
являются решением задачи (1.1)-(1.2), то с ) опреде­
ленные выражением (4.1), удовлетворяют системе (4.3) и наобо­
рот, если у
Лгл
( ) являются решением системы (4.3), то функции 
У
йггь 
(tr) , определенные формулами (4.2), являются решением за­
дачи (1.1)-(1.2). Это свойство есть ни что иное, как дискрет­
ный аналог теоремы І.І. Систему интегральных уравнений (4.3) 
будем называть интегральной формой ЛАМ. 
§5. Интегральная форма линейно-алгебраической модели 
переноса излучения как операторное уравнение вто­
рого рода в пространстве непрерывных вектор-функций 
Рассмотрим систему интегральных уравнений (4.3) как опе­
раторное уравнение второго рода 
Ц' 
7Tvt • ( 5 Л >  
Здесь у - вектор столбец с компонентами (і), - век­
тор столбец с компонентами Jdifn, Cv) . Символом Ту. у, 
обозначена сумма интегральных членов уравнения (4.3). Введем 
пространство С [ о ,H l  вектор-функций у (т)  , определенных ш 
[о, И] и принимающих значения в , в котором норма за­
дается как 
11 jj Il = тале /ги х тал. j Vew <t) j 
ACn t i j x .  A f  Ш4 A-  C iC fH  
Определим телесный конус в пространстве С [о, И ] как 
/С/і= Сго.Нз у
діп 
(г)) с, Ы-- [L } • 
Теорема I. Оператор Т
К
р. является вполне непрерывным 
положительным относительно конуса оператором,действую­
щим из CcolH]-* CcolH]. 
Доказательство теоремы I следует из непрерывности и по­
ложительности ядра интегрального оператора . 
Обозначим через fi> величину 
/3 = лглос пги х.". а,. 
Aijilb Actip J 
Теорема 2. Пусть А С-#- &х{іС~/ьН)) < •і . Тогда система ин­
тегральных уравнений (4.3) имеет единственное решение в про­
странстве непрерывных вектор-функций С го,HJ при любом свобод­
ном члене fü Ссо.Н]. Кроме того, решение непрерывно зависит 
от начальных данных. 
Доказательство. В главе У мы покажем*, что норма опера­
тора оценивается неравенством І|Т
К/ || < \(4-е<ху,(-рН>). Использо­
вание теоремы Банаха о единственности решения операторных 
уравнений второго рода завершает доказательство теоремы. 
Теорема 3. Пусть выполнено условие теоремы 2. Тогда ее 
ли £#уі>то решение у* уравнения (5.1) существует, единст­
венно и положительно (т.е.у K^). 
Доказательство теоремы 3 проводится аналогично доказа­
тельству теоремы 1.4. 
§6. Некоторые свойства решения линейно-алгебраической 
модели переноса излучения 
Этот параграф посвящен переносу свойств решения интег­
ральной формы JIAM на систему дифференциальных уравнений (І.І) 
с краевыми условиями' (1.2). Доказательства этих свойств поч­
ти дословно повторяют рассуждения, используемые в § 1.5. По­
этому все теоремы этого параграфа мы приводим без доказатель­
ства. 
1B гл. У будет изучаться система интегральных уравнений бо­
лее общего вида. 
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Определим на CcolHl оператор S, который каждой функ­
ции у б CzotH ] ставит в соответствие функцию 7= S у ,опре­
деленную выражением (4.2) • Рассмотрим множество 
S(C) = Jž : Л = Su, , CL Б СІО.НІ j -
Теорема 4. Пусть выполнено условие теоремы 2. Тогда ЛАМ 
имеет на множестве SM единственное решение при любом 
свободном члене j € CtolHl, Кроме этого, если то ре­
шение ЛАМ положительно. 
Теорема 5. Мблые изменения исходных данных ЛАМ по норме 




ИТЕРАЦИОННЫЙ МЕТОД ЗЕЙДЕЛЯ 
В этой главе рассмотрим итерационный метод Зейделя при­
менительно к решению ЛАМ. Этот метод хорошо зарекомендовал 
себя в вычислительной практике и широко используется для ре­
шения различных задач атмосферной физики [58,61,66,69,73]. 
Однако, этот метод весьма мало изучен теоретически. В этой 
главе исследуется скорость сходимости метода Зейделя. 
В первом параграфе настоящей главы приводится построение 
итерационного процесса. Здесь же сформулирована теорема о 
его сходимости и скорости сходимости, доказательству которой 
посвящен второй параграф. 
Скорость сходимости итерационного процесса зависит от ве­
личины 0 , являющейся, по существу, дискретным аналогом не­
которого интеграла от индикатрисы рассеяния. Третий параграф 
посвящен "асимптотическому" 
описанию величины £ , т.е.сум­
ма, участвующая в определении этой величины, заменяется ин­
тегралом, который, в свою очередь, преобразуется к более 
простому виду. Исследуется зависимость поведения величины а 
от вытянутости индикатрисы рассеяния. 
§1. Построение итерационного процесса. Теорема о 
сходимости метода Зейделя 





А' 4  «Л -/Г/% 
х
і.. 
( о )  - O j  
t L - - ' •А'
4  
-1-7". 
(H)* о,  к* /, JL, -
Для описания этого итерационного процесса введем ряд 
обозначений и определений, а именно: 
I Здесь используются обозначения, введенные в § 2.3. 
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Jinip, j-4 l-< Js 4 (-1 
Подчеркнем, что здесь, в отличии.от (I.I.6), суммирование 
происходит по положительным значениям индекса j . 
2) d~ О-*G) ггъіп, 1^0: J, пьасс, ( , 
4ІЛ4П ' Q-Atn J 4іЛ(Л OitKl 
AilKifl *<~*Г 
3) l* есть наибольший положительный корень уравнения 
It'В>-4б+>+ *&-'$-1 Ib = ; 
4) - encfi (- Я)Н) ; 
5) G = e/f; 
6) для 2:,(/6 ^определим скалярные произведения 





,'I *11^ = (зс, , Iixn= < х, х >"* ; 
7) с о, H ] - пространство вектор-функций ж fг; , опреде­
л е н н ы х  н а  о т р е з к е  г » ,  H  J  и  п р и н и м а ю щ и х  з н а ч е н и е  в  / £ в  
котором норма задается как 
и 
Ill ОС III J tl X II1(V)Ut У* 
о 
Мы предположим, что 6 < V $ а следовательно и . 
Теорема I. Итерационный процесс (І.І) сходится при лю­
бом начальном приближении я
с 
e LjtrColH] к решению (ос* л") за­
дачи і(2„3.3)-(2.3.4)} . Имеют место оценки 
$9 
Illoe'-xkt4 ui i (i-tj'-)''ІШ -лЛ , 
III **- It4JMd-"* cf"' illi,- і.ш , 
а корень <f * существует и оценивается как 
' ( А 4  -
*  4 - 1 $  
Отметим, что в силу (2.1.6), имеем . Следо 
вательно, 
§2. Доказательство теорема I 
Лемма I. Матрица 8. является самосопряженным, отрица­
тельно определенным оператором в гильбертовом пространстве 
со скалярным произведением < •, . > . Имеет место неравен 
ство 
- Я )  < э с , х у {  < 8 - х ,  а с у  ( .  - U  <  о с ,  о с  >  .  (2.1) 
Доказательство. Определение матриц А , Ö , Sf с исполь­
зованием свойств (2.1.5) порождает следующую цепочку ра­
венств 
< Rос, у у г (( Ь'1Qr -1)эс,у)
ь 
= (я, - (cc.j Sy; -
доказывающую самосопряженность оператора R . 
Используя неравшство Коши-Буняковского, получим 
Заметим, что матрица 6является самосопряженным опера­
тором в гильбертовом пространстве со скалярным произведе­
нием С > • )& . Поэтому величина Il &'1 б4 il & есть наиболь 
шее по абсолютной величине собственное значение оператора 
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Ъ~
А Gf , которое можно оценить как 
/ _±_ /*" 
Il Ь" 1  б+ Il ( тхсх. т,алс !г \ Q ^Лв. 
В VX 4< і (п. ^nitb 0 т- 4— с— JJ e*" 1  
J - I  4  
Отсюда, учитывая диагональноеть матрицы А'
4 & , получаем 
неравенство (2.1). 
Лемма доказана. 
Вернемся к задаче {(2.3.3)-(2.3.4)} . Решая первое урав­
нение системы (2.3.3) относительно зе , а второе - относи­
тельно а , получим 
эсігг)-+ Jвял ( R СС-4))А~ 4$~A(4)d4+ ^wyi(&(r-*))A~ 4{%) cU, 
О <9 
И H 
j ( R u - z r ) )  A ' 1  G ~  x ( ü ) d o  +  ^ e < x f i ( Ш 4 - z ) ) A ~ 1 J ~ 0 s ) c t 4 ,  
Г С 
или в операторном виде 
г 
^ ~ Yt & * А? /ч ^  = j 0ayz- f /1(г-4))А^^(л)о1л} 
(2.2) 
н 
Z = -fx,C£)= j vxfi (fZ(<o~t)) A'^ (/>)с£л . 
Построим итерационный процесс 
Ч - V, Пч *{< , (2.3) 
1 
К. * А > 
в котором С «-о, T0i) - произвольное начальное приближение. 
Рассмотрим подпоследовательности Сtr* > и (W**, ) 
последовательности (u-k,irk), k = <,i,~. .Нетрудно заметить, что 
первая из них зависит только от 
fW0 , а вторая - от . 
Сравнивая последовательности (осk ( j процесса (І.І) и 
С 
lcU-T t %k получим, что при 0 = эь0' выполняются 
равенства 
(2.4) 
Определим на L jlLg iH] операторы V и V. равенствами 
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л 
(V 4 O e ) ( Z ) -  J t t o c f i C  R  ( t - * ) )  R . X ( * ) c ( a  >  
5 
( л,х)( )= j tocfb LH(^-V)) H x(<õ)cU -
Лемма 2. Имеют место неравенства 
JlIV. III * A- vxfi(-S)H)- (2.5) 
Доказательство. Т.к. оператор, задаваемый матрицей (- &) 
является самосопряженным и положительно определенньм опера­
тором в гильбертовом пространстве со скалярным произведе­
нием < • 7 - > , то существует ортонормированный базис €*, £&> 
... 
л 
, И/= а/ , состоящий из собственных векторов мат­
рицы f- /?) , соответствующих собственным числам оі і у-
л
і 
^Ta < • - ' * Ты * ® ' Иусть ^ ^ Lj^  Го, Hl . Тогда 




/IIV4 X lint) -- \ ( J Uxfl lT-4))x kt*)cU)\ 
ЖГТ 0 
Применяя неравенство Гельдера 
л, H / г 
жHl 1 ' j У~ f J eafb ('Г
А  
U-4))X k  (*)cU>) Koit $ 
П І . А  О  
О к.4  
-1 1'.' T=T о о 
с 
X ( J If i  WCjb (-f A  и-4))OC^ {Л)ои>)сСс 
и меняя порядок интегрирования, получим 
^ л, Д-ч f 
ЙІ %Х Й І  4  ( 4 ~  v x f i С - 9 ) И ) )  \  Г (4-oxfi(~t k  (Н-Djх^іл)оСл4 
*- <# о 
/V 
(: f У- &xfi(-%H)) J X*(*)dõ = (4-&xfi(~&H)) Iii xiii. 
4=4 
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Отсюда следует неравенство (2.5) при / = Y . Аналогично 
доказывается неравенство (2.5) при і = я. 
Лемма доказана. 
Замечание I. Для доказательства этой леммы мы фактиче­
ски использовали два свойства оператора (- £) - самосопря­
женность и положительную определенность. Поэтому лемма ос­
тается в силе, если норму II • Jj в определении С заменить 
любой другой нормой Il к* , лишь бы в новом пространстве 
оператор (- £) был самосопряженным и положительно определен­
ным. 
Лемма 3. Имеют место неравенства 
III V.'UJ < H- VXfLC-QH)) Hfc"1 G+-I )"'£"'£"//1 • 
Доказательство немедленно следует из равенства 
. х  . V ;  ( Ь - ' G - X  
С V 
Определим функцию , которая каждому вещественно­
му значению -6 ставит в соответствие спектральный радиус 
оператора (£""64* 4 ) . В силу самосопряженности этого 





Лемма 4. Функция f (t)., і>/0 является монотонной функ­
цией , принимающей значение Л при t - 4 . 
Доказательство. Из очевидного неравенства* 
и положительности матрицы 1Ь'4 Q' следует f 28] мо­
нотонность функции tf-(t) при І о . 
Покажем теперь справедливость равенства у-И) = Д . С 
учетом (2.1.6) имеем 
у-М--яв- *й-'б-# < "WC V . , 
6 
яй; Z_. ' 
' Ij 1*1 I=A 
E i F  для матриц E и F означает, что F - E  положительна 
относительно конуса векторов с положительными координатам*г 
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а т.к. ( &"1 <5* + B4G~)UsM} , где H - вектор, состоящий из 
единиц, то 
((Ь''б+гв''$-)х,х) ((&-%+'&%-){!, 4) 
г
{л,'іХо < - « >  
Лемма доказана. 
Дяя наших дальшейших исследований нам потребуется 
Теорема 2. Пусть К - Kjl* Kx.4 есть самосопряженный 
ограниченный оператор, действующий в гильбертовом пространс­
тве Ж и 
(Кзс,х)
н 
>, т,(х, *)% , СК4Х,х)^ ^ mJXlX), хе%, 
Тогда спектральный радиус f оператора С Ka + Kz)*удов­
летворяет неравенству 
Доказательство этой теоремы приведено в j 28J. 
Лемма 5. Спектральный радиус g матрицы С І~&~%*У161£ 
удовлетворяет неравенству ^ .< , где і* 4 есть 
наибольший положительный корень уравнения у- и) = 1-
Доказательство. Пусть Vt , участвующее в формулировке 
теоремы 2, есть гильбертово пространство со скалярным произ­
ведением C t • ) . Положим 
где некоторый параметр. Нетрудно показать, что H 
являются самосопряженными операторами в % . Будем оцени­
вать спектральный радиус оператора 
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С' (К.'К^у'н;. i (I-B4St)B-1 
Имеем 
( Х4х,х)&  * (XiX)b - ((&'*£,* •* і Д~у£ ^ х а? )ö > 
> (а - нз-'б4+*е>-*б'іі&)(х<*)6  = (4'Г(*))(Х>Х)& • 
Аналогично показываем 
( Кос, ос) > (4-f(*)) (X fX)b  . 
Пусть W£= f 4: f(t) <'-f 8- уМИ-г}, где 0 < Z < 4 не­




О < 4 = V 77 •> 
J1 IIKnkUIb IJI-B-VDfe 
величина ^v0 удовлетворяет неравенству 
f„*Jio. Г"» , I j8o xx/i-* 
Учитывая самосопряженность операторов /С, Kxy , а также со­
отношение ^ = , получим 
^ C W W - # - * »  , і е П . .  
5  I t I  Il Г-
Заметим, что правая часть последнего неравенства есть сим­
метричная функция переменной ^ . Поэтому положим і ъ О . 
В силу произвольности числа £ можно положить S = O и сле­
довательно, написать неравенство q ^ A/t* , где t* по­
ложительный корень уравнения f(t)* <f 
Лемма доказана. 
Следующая лемма дает оценку величины £* . 
Лемма 6. Наибольший положительный корень і* уравнения 
£(<•) = •/ удовлетворяет неравенству 
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i' >±lL±-
Я (j - <^) 
Доказательство. Оценим величину t* . Имеем 
A_ 
f ra>< ^ rZZ 11 4{ЛІП> V^m . 




~"Ч.2_ )_ ^ v'"' ^ } £,»<- . 
/•' <" /ГГ *7 
причем, в силу (2.1.6), d4m+ елт = -/ . Отсюда, при zf> / 
следует 
Л maar (U-VGtjtm +£) = X(U-t)g + i) . 
/f/вСуг. 
Решая уравнение X U 4-4) (j + ¢) ~ j , а также учитывая послед­
нее неравенство и монотонность функции » получим 
f> LLhi-. 
Й fv—^ J 
Лемма доказана. 
. Докажем теперь теорему I. Положим 
<"*,*), - ((і-&-'&)х,і)
й
=-{Их,і} , ахи,. с*,*;."" . 
Очевидно, что матрица /? является самосопряженным отрица­
тельно определенным оператором в гильбертовом пространстве 
со скалярным произведением (•>•)+. Покажем самосопряжен­
ность оператора 
B46~ в этом пространстве: 
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(( l -&"G*Y' f r '6~x, l ) f  = (6~ 'б~х,3г) в  * (х ,В- '6 ' і ) ь  * 
-- ( ( I-B- l G t )X,  (&- '£ - * ) & •  (х,  (І-В- '$*)~ 'б~ '£-±и •  
Из самосопряженности ( BfG4-I j следует равенство 
I l  +  -  !)&-<G +L -57,  
где р - спектральный радиус оператора Ib'1 Sii-J) &> iG* • 
Определим в L l^o, Hl эквивалентную норму 
H 
IIIXiHii = ( J I lXII* (Dc l t r)  1 -Jd IlIXlIlt IIIXIiIf <лІ2) ШХШ . 
о  
Обозначим ЛГ= Ljo l Hl* L x [o ,И].  Введем в ЗС конусную нор-
ку 
vHaj e  ж  =  
Запишем систему (2.2) в операторном виде: 
у = l/у + /  ,  V '  X-* X ,  (2.7) 
а итерационный процесс (2.3) в виде 
= ^  + /-
Пусть у* » (л:*, у* )т - решение уравнения (2.7). Из лемм 
2,3,6 и замечания*следует справедливость следующих преобра­
зований 
'»* 1  '»^^V"У"-<I. < 
< f1 f If-у,і., I, + IЛ ; % • «Л* • 
Учитывая, что 9- < -* , получим 
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9 )  
Учитывая (2.4) и эквивалентность норм и , 




Hi = Ill х*-ui <  с С ' ^ < £ к "  І І І Я о - * * Щ  ,  
а для второй 
iii л* - ui с ^  (4-р~' у**1111 го' • 
Оценка i/t* < Aи-рі*- л<?)~1 следует из леммы 6. 
Теорема доказана. 
§3. Исследование оценки скорости сходимости 
итерационного процесса 
Мы показали, что скорость сходимости итерационного про­
цесса (I.I) оценивается величиной 
% • (е/еі1, іц-^ > 
где 
h/ А 
О = /пгл . / / Qiiim < * • 
« 4<*іп KntifI ЬГі&-
Лп 7^- dj 
В этом параграфе мы рассмотрим "асимптотическое" поведение 
величины ^ , т.е. предположим, что п и р* достаточно 
велики и 
> Д < Г 





fi(p-'t 4) = ТГ~*вЛссо4 , ^,V> 1 - p(f,t), &*% = yu' 
Обозначим через T множество точек 1. & (о, <f) , для ко­
торых имеет место равенство 
' ^у-Г'у,У'.о. (3.3) VTv7 г f 
Теорема 3. Имеет место соотношение 
У 




о* *еТ J Ш і d 
Замечание 2. Для большого класса реальных индикатрис 
рассеяния множество T является пустым. В этом случае, как 
следует из теоремы 3, скорость сходимости метода Зейделя тем 
хуже, чем меньше величина J*. Если // 
то величина ^ является постоянной (в случае T= 0 ). Од­
нако численные расчеты показывают, что с ростом Jo (j($') cL/u.' 
значение <j увеличивается, а следовательно и улучшается 
скорость сходимости метода (І.І). На рис. I показана зависи­
мость * (t* от альбедо однократного рассеяния Я на приме­
ре индикатрисы Хеньи-Гринстейна (д (р) = (4- 1) (і+дс^-лхсоіг)'**, 
іэікі) для различных значений параметра эе . 
Доказательство теоремы 3 мы приведем в конце этого па­
раграфа, а сейчас мы исследуем оценки скорости сходимости 
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Рис. I. Зависимость величины /t* от Л для индикатрисы 
Хеньи-Гринетейна при различных значениях парамет­
ра зс , 
3.1. Сферическая индикатриса рассеяния (£<f) = 4)-
В этом случае любая точка интервала (0,1) удовлетворяет 
уравнению (3.3), а функция 6~(t) является постоянной". 
(У(б) ~ о.õ . Следовательно, скорость сходимости итерационно­
го процесса Зейделя в этом случае оценивается как 
Аналогичная оценка получается для рэлеевской 
биноминальной £~л (п->4)(4-кюр"- ) и эллипсоидаль­
ной (^if): (4-i.coif)IrT'-2 V(<+&}/«-6)1 ) индикатрис рассея­
ния. 
3.2. Индикатриса Хеньи-Гринстейна ( = (4 -х.г)' 
* ( і * э с г -  і э с с о ъ £ - у 3 / и г ,  і х і <  - #  J  •  
Очевидно, что 
у  > о ,  P  =  £  Z & ,  4 ]  ,  э е ю  
Следовательно T -  @  . Отсюда 
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1  ^  o . ü ,  d C Z O ,  
о > о * / п і л { а . г ; о . е ! у & с е р ' и  ^  4  1  
Докажем теперь теорему 3. В силу (3.1) имеем 
A ІТ 4 ли 
(j <& min, (yjr)~'I J ^(j^cLfd/^ >,0.5шп WT J [^UtJcLfclp , 
АІті^ 0 0 0 
где 
COiff) = yUyU.% V(4-/^)(4-^1) . 
Учитывая, что выражение 
* il 
J J %lf )<*?'<*/* 
о о 
не зависит от у , получим 
А ЗЖ 
f WJ j  <*?'<*/• 
Лемма 7. Имеет место равенство 
4 іЗГ 
(4#)~1 J J yir')df'olj* * ITf^J, D -- А-цг 
о о 
Доказательство. Пусть Q * СР,Ч>) > Q- = С#', <р') точки 
единичной сферы, 1?= алссоьр., '= алссод/и' . Запишет» исследуе­
мый интеграл в виде поверхностного интеграла I рода 
1 І7І 
f = J* Qig-')d£Ž, ['= П. О. '-/* •/ /у/"; 
0 0 Я* 
Здесь Sf= - &>У)\ OfüsJT/z ,cxyiATr j — "верхняя" по­
лусфера единичной сферы. Обозначим через Л,Л1,-¾, - плос­
кости, перпендикулярные вектору Q. * õz и проходящие 
через точки %,м,0,м соответственно (см.рис.2а), St- -
часть поверхности S+, находящаяся между плоскостями Srt- и JT1 
Очевидно, что S*= SaUSii USji • Отсюда 
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Рис. 2. Здесь 0a-.fi.> АІ1 0І>, ДсііАв,. 
Первый интеграл, стоящий в правой части, есть (см.рис. 2а) 
fasrf4  J (j(f')dü'*0-5 I Cj(^')dft', . 
5л 2 -/У 
Рассмотрим теперь второй интеграл. Имеем (см.рис.26) 
W fJ -'{"$)' 1  j р)<£($') cL^. 
где есть величина угла лзг- <£ ммL . Из треуго­
льника d KM'U находим, что у (д<-,уи/> & ^ xzlcco^  'км 1 
Из треугольников б мо l и ком' получим 
I M'L I * і-ІОМ'^ '  Vv-/*'* , І .Щ--І0П'\СІ^ 
Отсюда следует, что 
fy ' , 









На основании леммы 6 получаем неравенство 
Q > ггигъ с ( J<-/uF) = min, <r(t) . 
d оіріл 0tit4 
Найдем теперь точки, в которых функция V(t) может достиг­
нуть своего минимума. Это будут те точки, в которых либо 
(Т'а) - о , либо <?'(*) не существует, либо t - граничная 
точка. Имеем 
(і) * -ö.sr ^(ateco>>i)+o.S^ dLU,t)^ (QMa»i-t) */b(6,t)^ (Ctnccc^ ir) 4 
0 
- - О. &^ (a/tca»t)+OS^ (CtACCOii)•+ 0.S"tX/tcco44 +O-S  ^j + 
O 
* 9'*-«>]<*/• asIhawoiJ^lf 
t , 
°  IhjT^ J f f • 
Отсюда следует, что точки в которых может достигаться мшш-
мум функции &U) суть точки і-о, іи корни урав­
нения (3.3), если таковые имеются. Равенства 
4 
С(о) » о. S- Jp^ ')oLjul' , 
о 
4 4 
¢-(4)* о.s J (о.£-(j(K)+о.scjOr-^ dju. * ~ і 
б* 
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завершают доказательство теоремы. 
Теорема доказана. 
§4, Обсуждение итерационного процесса 
При решении ЛАМ методом Зейделя нам необходимо на каж­
дом итерационном шагу решать задачу Коши вида 
зе'= Mxsf-, х(о)=о, іе [о, H 3 (4.1) 
с отрицательно определенной матрицей £ . Эта система явля­
ется жесткой задачей [47]. Так, например, коэффициент жест­
кости для ЛАМ, построенной в §2.2.7, где^ 4*jm есть узел Га­
усса на [0,1], оценивается величиной и (п*-) . Поэтому для 
решения системы (4.1) необходимо применять алгоритмы, обла­
дающие нужными свойствами устойчивости [47]. 
С другой стороны, из-за большой размерности задачи(4Л) 
желательно применять наиболее простые численные методы. Мы 
рассмотрим 
метод трапеций 
(1-0.5 bHR)x1*1= (1+0-5htH £)хе+ I р4)0І4 , (4.2) 
В [47] показано, что этот метод является самым точным среди 
простейших линейных методов, пригодных для решения жестких 
задач. 
Наряду с (4.2) рассмотрим класс "промежуточных" (между 
методом Эйлера, использующим разности "назад", и методом 
Эйлера) алгоритмов решения задачи вида (4.1) 
(I-Ji kt44Я)а/*'= (b<^ht44fl)х + J J-mcU , (4.3) 
Ч 
Отметим, что при Ы.-С.5 получаем метод трапеций, при <*.-=-4 -
метод Эйлера, а при л-о метод Эйлера, использующий разно­
сти "назад". 
При применении метода (4.3) для решения системы диффе­
ренциальных уравнений (4.1) возникает необходимость решать 
систему линейных алгебраических уравнений вида (4.3). Ниже 
мы отметим некоторые полезные свойства этой 
системы. 
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Лемма 8. Матрица обладает следующими свойс­
твами : 
1. l-fikfl является самосопряженным положительно определен­
ным оператором в гильбертовом пространстве со скалярным 
произведением < • >• > 
2. Если у (£)> о ,то элементы матрицы (I -phR У положитель­
ны (т.е. }-jbhP, является матрицей монотонного типа). 
Доказательство леммы. Свойство I следует из самосопря­
женности и положительной определенности оператора (- R ) в 
этом гильбертовом пространстве. 
Докажем теперь свойство 2. Условие д(р)>о гаранти­
рует неразложимость( [27] ,с.353) матрицы І-phR. . Покажем, 
-:то для нее выполнен слабый признак сумм по строкам. Дейст­
вительно, недиагональные элементы матрицы I-fihd удов­
летворяют неравенству 
-WJ*A l£r< 0- < 
а диагональные -
Для сумм элементов строки этой матрицы с учетом (2.1.6) име­
ем 
j*л f ^  
то есть для матрицы 1-phR выполнен слабый признак 
сумм по строкам [27] . Следовательно матрица 1 -j3 А £ яв­
ляется матрицей монотонного типа. 
Лемма доказана. ^ z.tf 
Теорема 4. Пусть О(ц-) ? О , а также* х >,о, J * О, 
t+4 о<г ч< — rru.n> пьс/г f*—— . (4.4) H' '(msf j- L 
Запись > >о означает, что неравенство > выполнено для 
калщой компоненты вектора. 
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Тогда решение ое
е*4 системы (4.3) положительно. 
Доказательство. На основании леммы 5 заключаем, что для 
положительности решения системы линейных уравнений достаточ­
но потребовать положительности свободного члена. Он будет 
положителен, если потребовать положительности элементов мат­
рицы l+cikfi. ,ее недиагональные элементы положительны, 
а диагональный элемент будет положительным, если выполнено 
условие (4.4). 
Теорема доказана. 
В заключении этого параграфа отметим, что более полные 
и тонкие исследования о применении разностных методов к ре­
шению ЛАМ, а также требования к этим схемам можно найти в 
работе [4]. В [із] для решения задачи Коши (4.1) обсуждавтся 
методы высокой точности (типа Адамса, Гира). 
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ГЛАВА ІУ 
ИССЛЕДОВАНИЕ ЛИНЕЙНО-АЛГЕБРАИЧЕСКОЙ МОДЕЛИ ПЕРЕНОСА 
ИЗЛУЧЕНИЯ В СЛУЧАЕ РАВНОМЕРНОЙ ДИСКРЕТИЗАЦИИ УРАВНЕ­
НИЯ ПЕРЕНОСА ПО АЗИМУТУ 
В настоящей главе будет изучаться ЛАМ, полученная в 
§2.3. На протяжении всей главы предполагаем, что эти систе­
мы получены путем равномерной дискретизации уравнения пере­
носа по азимуту (понятие "равномерная дискретизация уравне­
ния переноса" будет определено в §I настоящей главы). 
Оказывается, что в этом случае матрица коэффициентов 
системы дифференциальных уравнений (2.1.I) естественным об­
разом разбивается на блоки - циркулянты. Эти матрицы обла­
дают рядом хороших свойств, благодаря которым исходную за­
дачу размерности а луг можно разбить на Г/1/*]4* подзадач 
размерности ал,. 
В первом параграфе этой главы изучается структура ЛАМ, 
затем на основании этих результатов во втором параграфе ис­
ходная ЛАМ преобразуется к виду, удобному для алгоритмизаций 
В третьем параграфе исследуется связь ЛАМ с "классическим" 
вариантом метода дискретных ординат. 
При изложении этой главы используются понятия матриц спе 
циального типа - циркулянтов. Определение и основные свойст­
ва этих матриц даны в приложении 3. 
§1. Структура линейно-алгебраической модели в случае 
равномерной дискретизации 
Рассмотрим ЛАМ, полученные в §2.2. Мы будем говорить,что 
ЛАМ (2.2.8) получена путем равномерной дискретизации уравне 
ния переноса по азимуту, если квадратурная формула (2.2.1) 
есть формула прямоугольников: J i m  = а з г  j, ^ = (т - і )  А ,  
А ^ЛГ і / f l ,  / 4=  4 , 1 , . . . , / 1 .  
Для ЛАМ, полученной в §2.2.2, равномерная дискретизация 
по азимуту означает, что разбиение отрезка (2.2.10) являет­
ся р&і -'омерным: у, = Iк , A = /л#,, /= о, , ...,/г • 
В этой главе мы будем предпологать следующую зависи­
мость свободного члена / в уравнении (І.І.І) от азимута 
47 
/ С ,р.,зг^)* f(c,{L.3r-r) • 
Отметим, что это предположение выполняется, например, для 
уравнения, описывающего перенос излучения в плоском слое 
атмосферы, где 
/ W = g(to) *9% (- z/f*o) , 
г /V * со* у . 
В этой главе используется векторно-матричная символика, 
введенная в §2.3: 
Ui S j I V (І З) 
(о) - Уд (H)-O, U!,k = • -9 
Ниже мы формулируем две теоремы о структуре системы ме­
тода дискретных ординат (2.2.8) и (2.2.11)-(2.2.14). Предпола­
гается, что эти системы записаны в виде (1.3). Доказательст­
ва теорем приведены в конце этого параграфа. 
Теорема I. Пусть JIAM (2.2.8) получена путем равномерной 
дискретизации уравнения переноса по азимуту. Тогда система 
(1.3) имеет следующую структуру: 
а) матрицы G l j- являются симметричными циркулянтами с 
образующим вектором 
'<• *.;••• *г 4 
при четном , и 
( х°. ... Stf/ 
при р. * л у *• / . Здесь 
^ eWW/*]u iJ fZ l iJ' '/у ; (і.б) 
"АЛ ' -








' • < 
e<j '/ 1°*? 
. f- г 
іЛ"
л/- 'Л-"?"-
^ = Cj C^.j) , t-o, <>*•/-, f  >^ у 
В) Ь. = А*. . /I  I  , l i l* i  l i l l  Ul fl  
г) свободный член / Crj имеет вид 
I  
(L <*>. L W-l r. (V £. M L.,... 
Ct) (1.7) 
^ fzo (ti iil (Z) ' ' ' £ / / ^ ^  • • • fc )) t /1=^' /. 
Здесь 
417 f, ^ 
f J iLt^dvdu. Av^^e л 
flu)=-
Y~ e i lJ' ? 
/I-
- fafty°y *-T Aw- % v "'• 
Теорема 2. Пусть ЛАМ (2.2.1)-(2.2.14) получена путем 
равномерной дискретизации уравнения переноса по азимуту.Тог­
да система (1,3) имеет следующую структуру: 
а) матрица 6?ty есть симметричный циркулянт с образую­




'У 4Г I l l  J ^ f  ' )  cLfdfj. dydp. у 
h-< fe о 
. 7* f P ft 
*ej J J j j <flr')c(y'd/i'ctyc$u. i.iji-'-' «•; 
-л- % h-< 0 
/г O j  4 , ( j y j  
б) Л 
в) Bi = к f/A Іл , g_. = , /= , *; 
г) свободный член j. (с) имеет вид (1.7), где 
' j I j J 
/tv# % 
' ~ 4'Zi —/ /iy Z ~ О, 4> Л,.., ^ - • 
Доказательство теоремы I. Покажем, что величина Jfiimr ? 
определенная формулой (2.2.5) не зависит от ^ и имеет вид 
(1.6). Из определения величины < 4^т, (2.2.3) следует 
Z Ü Лм ' 
141=* !/)!*{ т.-4 
где 
і 
U  - V W -
t / / In ^ ^ 
coa^ = /V/* Vf-Aw-/4/J tolT7" 
,Далее 
(1.8) 
'f/ / * V""Л*П4'Рр Со* (Jr~ 7¾ -
Af-I £-t 
-•'СОЛ f . . » СОб(Я~-Г J . 
* (1.9) 
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Отсюда, с учетом равенства со*(у+$•)=• соі ) » получаем 
А Л ^ 
Z и . . -  L  W t  '  
< Пх 4 
откуда и следует (1.6). 
Из (2.3.5) следует симметричность матриц . По­
кажем, что € CUt c/t) (определение множества Cit(/iJ 
дано в ПЗ). Действительно, из определения 4/п_ с уче­
том (1.6) имеем 
- С 91, ІІ-Ш 
$jt~ "у л*. • -иА/?4> У1*"-4 • *<« • 
Учитывая четность функции соз х и ее периодичность, полу­
чим 
с о * + 1 l ( t - f X . p U ' / u * )  c o i U J t - { т - t \ k )  =  
=/¾/Ч> ' l/^7)- c&f? 
Следовательно 
tfi-tn+i I 
96J* ' Hj* 
Из определения циркулянта (см. Приложение 3) получаем, что 
6 Сг. к f А ) 
Из определения величин а4/л , , формул (1.6),(1.8)-
(1.9) следуют пункты а) - в) теоремы I. 
Пункт г) теоремы I следует из определения /, ^rj , пред­
положения о зависимости / rcyu.,^; от азимута у и ра­
венства COi Hf ^  Ж)^ CO^(JT-If) . 
Теорема доказана. 
Доказательство теоремы 2. Покажем, что е Ctt{;*-). Из 
(2.3.5) следует симметричность матриц G j^ . Из определе­
ния величины (см. 2.2.13) имеем 
ф ^ /Ум,/ # z / 
-• J J J J (j (ос 4 S- coi(<f-if^  * у*. c&fctyi-
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Здесь а =/у*', . Делая замену и* 
и и* у?- при l^tn, , получим 
fjlt,n - Я  к, 
Из соотношения 




Отсюда, по определению П3.2 получаем, что 6^ e Сіх,і[ь) 
Пункты б) - в) следуют из определений а4/№ , Ьлт, , а пункт 
г) доказывается по аналогии с доказательством циркулянтности 
матрицы 
§2. Преобразование линейно-алгебраической модели 
переноса излучения 
В этом параграфе предполагаем *-f . Однако отметим, 
что все приводимые результаты легко переносятся на случай 
нечетного /г- . 
В случае равномерной дискретизации уравнения переноса по 
азимуту с учетом теорем I и 2 ЛАМ примет вид 
0V Qiv = "4*%(г1 +Г}~ (*) * fi rrJ ' 
iji*1 
(2.1) 
(О) г ^  (H) = О, к, rt. 
Значения величин CXi, в (2.1) для методов (2.2:8) и 
(2.2.II) -(2.2.14) приведены в соответствующих теоремах пре­
дыдущего параграфа. Обозначим через (z) решение ЛАМ. 
Teopaia 3. Компоненты с?) вектора 7* Ct) зада­
чи (2.1) имеют вид 
Zj <tr) ' УіІЪ] * М)к %*(t) * * Lrj ^ (t) ' (2.2) 
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где функции УТ при каждом фиксированном т, удовлетворя­
ют системе дифференциальных уравнений 
п 
4 - 4 ?г<*>+'^ №>' (2-з) 
Ijl'4 
lil? 4, I,.. , tv-, rn-s.0, 4, у. 
с краевыми условиями 
«У^ ( zo) - (Н)=о, к - /,г,..., я.. 
Здесь 
JLl 
( ^ j )  -- + (-<Гэе* **-} 9c^  ^ s r n tZf » 
q-i 
Замечание I Отметим, что система дифференциальных урав­
нений (2.3) не является ЛАМ. 
Доказательство теоремы основано на линейном преобразова­
нии системы (2.1), осуществляемом унитарной матрицей V 
(см.ПЗ.4). Умножим слева систему (2.1) на матрицу JJ . 
Обозначим 
- ^ U - Г  ,  f .  t t ) .  A r U % ü .  
Отсюда, с учетом Ü* U - L , система (2.1) примет вид 
Iji=-I 
Hi= /, /г.. 
Ввиду невырожденности матрицы (У* , системы (2.4) и (2.1) 
эквивалентны. Из (Л3.4) следует, что матрица Л ^  является 
диагональной, m *< -й элемент Aw (*, J) которой выра­
жается формулой 
, 
"°j +(-f*# ^ }_ХЧ c a s r m lZf • (2.5) 
/. / 
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Из (П3.7) следует соотношение 
К • < 2-6 )  
Следовательно, диагональ матрицы Лtj (размером 
содержит не более ^ у различных элементов: 
^ 4 ) > • • ' > ^ Y ( i tJ) > ) ' 
Вычислим теперь п* 1 компоненту (z) вектора <"£"} = 
= [С^ * X Г* > . С учетом (П3.6) получим 
/Г =Л' ^ /Z А/ ^  ^  ^ ^ л"' ^   'A ^  ^  ^ 
>Т -fa (£' і''г»-л д *<•- 'r-/y>j- Т_ !"тт^ (2-7> 
7ТГ ^rr 
Из равенств 
К * С-'/ % +  А  /<  Г  а»зг(/і-і,/<} ) , 
- Z i  (г) , Uі = i.z,..., п,. (2.8) 
следует соотношение,аналогичное (2.6). Отсюда, вектор /, (т) 
(длиной Zfr ) содержит не более ^ различных комгю 
нент: 
Если теперь записать систему (2.4) в координатом виде, то с 
учетом (2.5) и (2.7), получим систему дифференциальных урав­
нений, которая отличается от системы дифференциальных ура/, 
нений (2.3) лишь областью изменения индекса m • щ = , Л, 
Из (2.6) и (2.8) следует, что (2.3) содержит не более чем 
-M различных систем, которые получаются при о, ',-- ,f-
Отсюда, в частности, следует, что компоненты Vf искомого 
вектора У связаны соотношением 
у? • г'" (2.9) 
Пусть теперь известно решение U iCc) системы (2.4). 
Гогда решение Jf <о системы (2.1), в силу эквивалентно-
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сти систем (2.1) и (2.4), определяется формулой 
У* (?) = fi 4 t tUy^ (tr) . 
Следовательно (с учетом (2.9)), имеет место цепочка равенств 
У*
А 
Cr) Л~ fCil У- (г) = У/+ У*а*Iz +у У*(г)(г\= 
UtT (с О 
=  *  ( - У C^r) *  ! y f  CObj>  
Последнее завершает доказательство теоремы. 
Замечание 2. Несмотря на то, что системы дифференциаль­
ных уравнений (2.3) не являются ЛАМ, их можно решать итера­
ционным методом Зейделя. При этом утверждения теоремы 3.1 
сохраняются. Это следует из эквивалентности систем (2.1), 
(2.3) и унитарности преобразования V . 
§3. Связь линейно-алгебраической модели переноса 
излучения с методом дискретных ординат, осно­
ванном на представлении индикатрисы рассеяния 
в виде суммы по полиномам Лежандра 
Предположим, что индикатриса рассеяния прёдста-
вима в виде конечной суммы 
ы-< 
(зл) 
а свободный член f (tr,/а, у) - в виде* 
/ -і 
f ca- ) ^  cxxirrnf . (3.2) 
А» =• О 
Здесь COfn - заданные коэффициенты, а Pmr - полиномы Лежан­
дра. Известно (см., например, [56]), что в этом случае ре­
шение уравнения переноса (І.І.І) предетавимо в виде 
Ы-1 
y^ z ,^ff) - \ «У (ClJUs) COirruf J (3.3) 
ГПтО 
1 
Отметка, что предположение (3.2) выполняется в задачах ат­
мосферной оптики. В этом случае /сс/лу) = co*J-q(g-a)e*/i 
СОІ :. ftfl , f \fU j**) (•<-/£ ) f 
а функции У"
1, Iz, /*-) определяются из задачи 




І0 ,/*.)  = З п (Н,р.) ,  о  
где 
Ы-4 
T I (\*ь ,  ля  I ЛІ- т.) !  
W  ^ Р'  W •  - = гТ^ Т'"«' 
а Р" (/*) - присоединенные полиномы Лежандра. 
Классический вариант метода дискретных ординат (ЭДДО) ос­
новывается на замене интеграла в правой части уравнения 
(3.4) какой-либо квадратурной формулой (КФ): 
* / 
'Ж . (3.5) 
I j l=I 
и решении получаемой системы дифференциальных уравнений 
//1 = 4 
^^ =  У-Ut t  H)-0,  Ш = 4 ,Ь-~, /V . (3.6) 
Отметим, что если Лл/ 3 И/ 
и 
(3.5) есть КФ Гаусса, то 
МДО эквивалентен ^ - системе метода сферических гармо­
ник [14, 67]-
Рассмотрим ЛАМ (2.2.7), полученную путем равномерной 
дискретизации уравнения переноса по азимуту, Ниже мы пока­
жем что при определенных условиях ЛАМ и классический вариант 
МДО эквивалентны, а следовательно и эквивалентны ЛАМ и 
приближение. 
Лемма I. Пусть индикатриса рассеяния £ ( $ - )  и свобод­
ный член уравнения переноса (І.І.І) предетавимы в 
виде (3.1) и (3.2) соответственно. Тогда k -я компонента 
У* (Ь) решения ЛАМ У* (г) предетавима в виде (2.2), где 
функция У? ( t)  при каждом фиксированном гп • •  т- о, і , . . .  , 
удовлетворяет системе (2.3), а величины (<-,j) и ^ ni есть 
A/-1 
Л В*> (3.7) 
х*(Ч>'Шк /1..''/Ч. ) 
N-і 
6\,/1,фк)Т U-Zrifl(Cl^ )A11nl . (3.8) 
Здесь 
[ о ,  
р. ! 
Afnt = jijl у J IntieP 2, I m+k^P & Im-Ittefij , 
Д ; (tn *4)efi 2 lm-&l e ф t 
<?* {o, /t, Пр., Ъ/г,... j , 
а коэффициенты р.£ , Jiolx)' определяются соотношением 
Л = J—і ' С/ - > 'faft) +Z / lAv"/ > -
где Л означает, что суммирование ведется по всем /п. ,для 
которых /уі < а/-/. 
Доказательство. Имеем 
f-i 
Лт. (<>J) - > (-О де^ *• <t у -
t*4 
l<b-< 
~~ Crtfamt/jf)= , 
/* 0 
" $ (/**,¼ + l/(+/**)«-/^) CObtofr) • 
Используя разложение (3.I) и теорему сложения для полиномов 
Лежандра, получим 
Я~* /J- 4 
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N- 1 fl-4 
\ f л г . . X ilit/n. а 
2_ • 
В (ПЗ.7 ) показано, что 
А A ^ AL. 
Ac Z 
Отсюда следует равенство (3.7) 
Докажем теперь формулу (3.8). По теореме 3 имеем 
К М'а"(l ' (- "X *іУ) •• 
У Trrz > (3.9) 
Л~
4 
'Z1  'Л,Лр-шІ г°с с1 
Подставляя (3.2) в (3.9), получим формулу (3.8). Подставляя 
(3.1), (3.2) в определение величин /г ^ f /I0Itr) (см теорему 
I) и используя свойство , получим сформулированные в 
лемме I выражения для /I1, /га( ). 
Лемма доказана. 
Теорема 4. Пусть выполнены предположения леммы I. Кро­
ме этого, пусть /г } JlN . Тогда компоненты У* (tr) век­
тора У* ctr) предетавимы в виде 
У' - У Jn  , а» Ш  
гі Z_. с 
А 
где функции (T) удовлетворяют при каждом фиксирован­
ном т f/n=- о, <,/Vz-ZyIсистеме дифференциальных уравнений 
Л- * 7¾- ' 
ljl~4 
- (ЗЛО) 




2] £ 'Л '//^ 0¾/ 
ZjZW 
J /о !v'f^ ) 
= #.і2) 
IjI* 4 d ' 
Доказательство. При р. - имеем 
Г 6? , />г* і, 
J (1J1l > tn^  
р, , /и = k =-0 . 
Отсюда, согласно лемме I, получаем 
Л, <Ч> -^r &•'<*,„ <W,„A, ^ (А-д,;' 
/7 W= * •/*<> • xtee'jJ?°> {*ct!'0 . 
Подставляя полученные выражения в (2.4) и деля на Kdtii^ iu,, 
придем к (3.10). Выражения (З.ІІ), (3.12) следуют из соот­
ветствующих выражений для Jbi , /Za сг ] леммы I. 
Теорема доказана. 
Нетрудно заметить, что система ЧЗ.10) отличается от сис­
темы (3.6) только наличием в ней коэффициентов Jzi ./i0(tr) . 
Если д, = /I0 сг) s j , то при выполнении условий теоремы 4 
JIAM и "классический" вариант МДО совпадают. Равенство 
р. =[L0(V)B •/ будет выполнено в том и только в том случае, 
если 
J \0{z'h)d^  =/~ /»frVV0S' (ЗЛ4) 
IjU 4 
Равенство (3.13) будет выполнено, например, если (3.5) есть 
КФ Гаусса и Jbft > У . Отсюда следует 
Теорема 5. Пусть индикатриса рассеяния <^<rJ и свобод­
ный член /(г, іс, </>) уравнения переноса (І.І.І) представимы в 
виде (3.1) и (3.2) соответственно, I® (3.5) есть формула 
Гаусса, іп * 2/&>, /V и выполнено равенство (3.4). Тогда ЛАМ 
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(2,2.7), полученная путем равномерной дискретизации уравне­
ния переноса по азимуту и "классический" вариант МДО совпа­
дают. 
§4. Линейно-алгебраическая модель переноса как 
система дифференциальных уравнений с коэф­
фициентами из Сі ь (дJ 
Рассмотрим систему дифференциальных уравнений 
(4.1) 
Vl= 4 
У,і,(о)= J-U1(M) = 0' Itl = , ГУ- , 
которая отличается от (2.1) тем, что (г-), -f-с?), ныі.х,..., rt, 
являются циркулянтами с образующим вектором 
р; 7/'.. э; ... У
г
. ) > 
( L < »  - - - / 4 " '  • • • £ / * ' )  
соответственно. 
Теорема б. Решение системы (4.1) есть симметричный цир­
кулянт, образующий вектор которого удовлетворяет системе 
(2.1). 
Доказательство. Из (ИЗ.8) следует, что умножение цирку­
лянта на вектор эквивалентно произведению двух циркулянтов. 
Это позволяет отождествлять системы (2Л) и (4.1). Отсюда 
следует, что образующий вектор решения сы удовлетворяет 
системе (2.1). Симметричность % (г) следует из (2 .9). 
Теорема доказана. 
Итак, ЛАМ, полученную путем равномерной дискретизации 
уравнения переноса по азимуту, можно отождествлять с систе­
мой 
линейных дифференциальных уравнений размерности Л/г- , 
коэффициенты и искомые функции которой принадлежат множест­
ву ({ъ) - симметричных циркулянтов порядка (ь . Это 
множество замкнуто относительно умножения, сложения и обра­
щения (см. (ПЗ.ІО)-(ПЗ.ІЗ)). 
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ГЛАВА У 
СТРУКТУРА РЕШЕНИЯ ИНТЕГРАЛЬНОЙ ФОРМЫ ЛИНЕЙНО-
- АЛГЕБРАИЧЕСКОЙ МОДЕЛИ ПЕРЕНОСА 
В настоящей главе мы будем рассматривать интегральную 
форму ЛАМ. В рамках понятий теории линейной алгебры мы пост­
роим решение интегрального уравнения при специальном виде 
свободного члена. Основным в этой главе является понятие ха­
рактеристического уравнения, которое, в конечном итоге,опре­
деляет как решение ЛАМ, так и ее интегральной формы. 
Перенос излучения в некоторых моделях разорванной об­
лачности описывается интегральным уравнением, не имеющим ин-
тегрздифференциального аналога [7-8]. Поэтому здесь мы рас-
смаурякъем более широкий класс систем интегральных уравнений, 
чем это требует интегральная форма ЛАМ. Для этих систем 
сформулируем теоремы существования, единственности и струк­
туры решения. В конце главы соответствующие теоремы будут 
сформулированы и для интегральной формы ЛАМ. 
§1. Система интегральных уравнений 
Рассмотрим систему интегральных уравнений 
Г 4 -A1(T-J) |» ВЛ(т-л) 




f(?) - A vxfi С 6%) C0 , 
л 
" <a'j s k^r..* - £ >° • 
А 
Здесь и далее приняты следующие обозначения: f а - , 
матрица размером гг*п , <-ая строка которой есть (а^ 
fn.ru - вектор-столбец длины /г , ^  - символ Кронекера> 
Ifv - единичная матрица размером п* п. . 
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Co — (  J/ .у,/j. у д£— О, 41  j  cD~ 4, J-, J- У -/./-•• » 
Для исследования этой системы нам понадобится ряд обозначе­
ний, определений и свойств матриц, которые мы приведем в 
следующем параграфе. 
§2. Некоторые определения, обозначения и леммы 
Первые тринадцать пунктов этого параграфа нам необходи­
мы для формулировки теорем, приводимых в следующем парагра­
фе. (Нижевводимые обозначения идут в том же порядке, в каком 
они появляются в последующих параграфах.) 
1. Для матрицы А - (а, ) ^ определим 
IlAIh пг<жУ~ IacI f  \А\- ( ЮС^\)6. 
AfUaj r r  J 
2. Через Ссо, HJ обозначено пространство вектор-функций 
п, » в котором норма задается как 
Ilx-Il Г /паяс пгаос (х. (T)I . 
Jfjsn. pfT^N 
3. Обозначим через cLafj А множество диагональных эле­
ментов матрицы А : 
оСіС^  А *   ^СС^ / j CCjxl • • •  I  CZfitx j . 
4. Для системы (І.І) определим матрицу-функцию 
Ti^^A* A i  (iL- t f ) ' 1 . 
5. Уравнение < • (То) - I* ) назовем характеристи­
ческим для системы (І.І) 
6. Через IweA обозначено ядро матрицы А : 
АігА = {хе Q t l  I  Ax = о j . 
Символом CUrti1X будем обозначать размерность пространства 
X , а через /4 - ранг матрицы А . В дальнейшем 
мы часто будем пользоваться соотношением 
touuj А + ctcnvie/tA - AL z ,4 - (CLt-j) t,jx л . 
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7. Л -множество корней характеристического уравнения. 
Мы считаем, что корень л этого уравнения входит в множес­
тво Л столько раз, какова его кратность. 
8.Dfyl j - множество различных корней характеристического 
уравнения. 
9. Для учета одинаковых элементов диагонали матрицы £> 
введем множества M(*J по следующему алгоритму: 
M I*) = [j А = &4) . 
Берем ^ € обсосу С&') /{6*: гер'мф.Полагаем 
= 4=,.4,.,.,f . 
Множества M м) содержат индексы равных элементов диагонали 
матрицы Ь*. 
10. Дня учета одинаковых элементов диагонали матрицы 6* 
введем множества Q(л), по алгоритму предыдущего пун­
кта, те. множества, содержащие индексы равных элементов 
диагонали матрицы 5* . 
11. Через Am обозначим матрицу, составленную из столб­
цов CLp. матрицы А , где Jb пробегает множество 
12. Через Mwс M^обозначено множество индексов, указы­
вающих номера линейно независимых строк матрицы А"
п(4і . От­
метим, что это множество определяется неоднозначно (32 ]. 
13. Через $м сQty обозначено множество индексов, указы­
вающих номера линейно независимых строк матрицы A . От­
метим, что это множество определяется неоднозначно. 
14. Для каждой тройки матриц (6, А, (Ь): 
^ ^V* 4 , п- ' ^  ^ xJ < / г' Ly- і п  ' 
определим матрицу 
6 [Л, В] = (+ ф 1^ 'W.ZZ, • 
Здесь мы допускаем возможность равенства Дi + &j-o при Qi- sO-
В этом случае полагаем <j,. (А. + i)'4- о . Имеет место 
Лемма I. Пусть Л > ö= ^  ~ * 
nPw4eu + Jj* о при о ~ ,і о .Тогда имеет мес­
то формула 
jeoyifAr) в мер, ( ъ)Ых * KCfv(Jt) 6{Л.В>]€ос/і . 
о-
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15. Мы говорим, что пара матриц (А, 6) принадлежит 
классу T (А \ А\ Ё>\ &)и будем писать 
(JI 1G) £ T (А\Л\Ь\Ъ*-), 
если j -тый элемент А,- диагонали матрицы Л = (Aj S1- )ч^>гг 
и у - тый столбец матрицы 6" связаны соотношением 
(Т 
Очевидно, что вектор может быть нетривиальным тогда и 
только тогда когда ^ ^ удовлетворяет характеристическому 
уравнению ded (T(Aj)-I)* о . Через Tz (А\А\ Ь*} 
обозначим декартов квадрат множества T (А\ A213", б*) , а 
£*( (A47SJ-, Mx,5* ) ) элементы множества T4 М",Лг, б', 0*3 
16. В этом пункте мы приведем ряд лемм, необходимых в 
дальнейшем» 
Лемма 2, Пусть Sf (• ) есть функция от матрицы,А - неко­
торая фиксированная матрица. Тогда, если найдется матрица 6 
и диагональная обратимая матрица # , такие что 
t X(G) = Aft , ^ ~ J) i J- 1 
то имеет место тождество: 
DC(G)&x/i(B>t)l , - A vxfi(bt)*? , 
где & - диагональная матрица, а g - - Я''*?. 
Доказательство следует из следующие равенств 
Э?( )ел/г( 6t)iаЪмс/і(St)Ei =Агас/і (&г)Я^-Ае*.[ИЬЩ, у* -Я^ 
Лемма доказана. 
Лемма 3. Имеют место следующие утверждения: 
а) для произвольных матриц А , О имеют место эквивалентно­
сти 
Aeayi(Ct)x=o& AC^x = O, ссб П htcAC*) ; 
б) для матриц А, Ь и диагональных матриц С, £> таких 
что CUcLg(C)OGtutyeypmem место эквивалентности 
Avxfi (С )х + & есуі(8)г)у=о<& Aeayi(Cv)XiO & &еауь(£)гг)^ г Q 
Доказательство вытекает из разложения функции <*хр.(Сг) в сте­
пенной ряд. 
17. Пусть Ш ^ некоторые множества (с - , t— £ ) . Будем 
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использовать следующую запись 
1 I  \ 
І/ 
18. Для каждого ё=(  {Л , .6J, (А .
Л
, ^ ) )£Т* ' (А  ,А*  b \  Ь к )  
определим пространство 
Z jK I - I § ' ( t 4  ВЛ)Т, I ,  G 4 *xp(A*fet } 
и целочисленную функцию ^rg)= dim 27 (I). 
§3. Существование решения уравнения (І.І) и его 
структура 
Теорема I. Пусть выполнено условие 
\ \ / < \ { Ь А ) ' А U 4  J 1 ) .  ( 3 . 1 )  
4 (  j<  п ,  1 J  J j  
Тогда система (І.І) имеет единственное решение при любом 
свободном члене /б Cto l Hj •  
Теорема 2. Пусть выполнено условие (3.1) предыдущей те­
оремы и 
[ cUag  (-&)  UdUaq CS*)]  Г і  cUag(b ° )  = 0  ; (3.2) 
W e c t i c y  ( - B 4 ) U o U a g ( S t ) U o U c u j ( B a )  = }  d ä ( T ( o - ) - I ) /  õ \  (3.3) 
г- I r  г  
 ^ cUm kut (T(A)-I) а ^ (3.4) 
Л€ І (Л)  <  =  < 
Тогда решение уравнения (І.І) единственно и имеет вид 
исг) = $4еауг,сЛл)і4 + 6ле<уі(ЛлЩі*60*ф(Ь%)£0 , (3.5) 
9 
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где матрицы , б* , , диагональные матрицы Л
А  
, Л  ^  
вектора g |go строятся по следующим правилам. 
Правило а),Находим все различные корни характеристи­
ческого уравнения*: \ , ••. X6 . Оказывается, что количе­
ство различных корней характеристического уравнения не 
может превышать числа 
э е  
Г~ \ 
А
мч, , (3.6) 
причем неравенство * % выполняется независимо от выполне­
ния условия (3.4). Для каждого корня ^ характеристиче­
ского уравнения находим максимальное количество /Tn линей­
но независимых решений уравнения 
(  T * ° -
Пусть эти решения есть .. . , . Оказывается, что 
общее количество п
г 
этих векторов есть % . Строим 
диагональные матрицы А
л 
и такие, что 








Далее строим матрицы G4 ^  § такие, что 
Л с 
о л 
Z  п .  столбцов 
Здесь через Qx,) обозначена матрица, составленная из 
матриц S1 и вектор-столбец с нулевыми коорди­
натами. 
Правило б). У -й столбец ^  матрицы <з0 определяется 
из уравнения 
( T l * ] ) - V f j - a J  .  
* Если характеристическое уравнение имеет комплексные корни, 
то выделение решения из (3.5) производится стандартными 
методами. 
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где Оі° есть / -й столбец матрицы A0 . 
Правило в) = 
Правило г) Первые >е координат £ 4\ $*,••• Лі, ,??»-•» , 
5 = (5, L)T; If 
определяем из системы уравнений 
іг, п. , <г
с y j L ^ + y  
tr fIt ^  1  ^Г^ Д і  ' Ь-^+д 
'YrJUllt'*' (3.7) 
V - Q i  n I  Z  
$4 = ^  -^ ц^іКт С1 • £¥<ш <3-8) 
а остальные полагаем равными нулю. Здесь через ^Д обозна­
чена і -я координата вектора ^ . Оказывается, что общее 
количество уравнений в системе (3.7)-(3.8) есть ъС , а 
сама система имеет единственное решение. 
Замечание I. Условие (3.4) является трудно проверяемым. 
Поэтому на практике мы рекомендуем использовать следующее, 
эквивалентное (3.4) условие: существует такое £* - ( (Л*, §*), 
M1,6* ))б T * M \ M Ъ\ &), что £п-^(г*) = ъс. функция fd) опре­
делена в §2 (пункт 18), а ее свойства исследуются в §8. 
§4. Доказательство теоремы I. 
Рассмотрим систему интегральных уравнений (I.I) как опе­
раторное уравнение [/ рода в пространстве С со, H j •. 
Здесь оператор К обозначает сумму интегральных членов сис-
темы (I.I). Очевидно, что 
Il К Il f %%*% тоих 
OftfH tiitn. , 
Отсюда 
IК Jk< тоик гпсих. 
OitfH Asiflb 
п 
г /псих /rwxflc ~ [ Ict1.1U-e<x/i(~£4z))/$•] + іа*.к 1-ші(&-(J 
0£t< H ЛІІІП./ 1 iJ ' J ' 3 % ' J J 
- тоизс m-ccc
Of f  А(І(Пг t  Afifn, . V j"1 
v< (4- Il IAaI Cb1)"1 + JA*I (&*)-< Il -
Для завершения доказательства теоремы нам достаточно приме­
нить теорему Банаха о единственности решения операторных 
уравнений. 
Теорема доказана. 
§5. Некоторые тождества 
Будем искать решение и (О системы (І.І) в виде (3.5) 
Пусть выполнено условие (3.1) , (3.2) и 
ГcLatj (-B4) П (A4) U oUac) (Av)) =0 > 
[dcag (3*) О {cLcuj(A4) UcUac](A ir)) = f6 . 
Подставим выражение (3.5) в уравнение (І.І). Использование 
леммы I позволяет нам избавиться от интегральных членов. Из 
полученного соотношения можно увидеть, что выражение (3.5) 
будет удовлетворять системе (IЛ), если при любом Тесо, И1 
будут одновременно выполняется равенства: 





А &х/г(-5%)(Gg[Ь\Ь°]|06ш[£>',ЛшЦш) =0 , 
CO= 1 
Jt 
AirVXfiCb^Ct-H))(Q0['B>\ &°]«ocfi(e>0H) Io + ^  Q [-8^/1 J X 
Xеа/г (Au3H)Zw )=0. 
§6. Исследование тождеств (5.2)-(5.3) 
Лемма 5. Пусть M3e, §*)£ T(A1tA^dilS1)K выполнено условие 
У<Уе cUaxj(-B>')L?cUacj(£>*)$ d&t (Т(¢-)-1) to • (6.1) 
Тогда имеет место тождество (5.2)» 
Доказательство. Очевидно, что тождество (5.2) будет вы­
полнено, если найдутся такие матрицы Aae и вэе , что 
А*G3cEEf1pAgt] -Ab6Іх[A^bj-] -Qdt =D , эе*4.ь. 
Пусть есть j -ый элемент диагонали матрицы Л» , а 
есть у -тый столбец матрицы . Тогда последнее ра­
венство эквивалентно следующим 
( Г) - J S у = IS.,..., п . 
Отсюда, для пары M*, 6*)^ T тождество (5.2) бу­
дет выполнено. 
Отметим, далее, что удовлетворение условию (6.1) влечет 
за собой выполнение условия (5.1), гарантирующее корректность 
записи (5.2). Это следует из определения множества T(А 4, Аг, 
&\ 6* ) и матрицы $[А,А*]'. 
Лемма доказана. 
Лемма 6. Пусть выполнено условие (3.2) и 
V<Г€ оі<сш (Sc)=? oUi (Т(о-)-І)+о . 
Тогда найдутся такие матрица $0 и вектор 






Доказательство. Из леммы 2 следует, что тождество (5.3) 
будет выполнено, если мы подберем матрицу Q0 и диагональ­
ную матрицу £> , так что 
Обозначив j -е столбцы матриц G0 и A0Z) через и 4- со­
ответственно, получим, что последнее равенство эквивалентно 
следущим равенствам: 
(Ttty- I )(j° z 4j , trj ecUcujib0), j ? . (6.3) 
Условия (3.2) и (6.2) гарантируют невырожденность матрицы 
Т( 6°) - J . Следовательно, из уравнений (6.3) можно опре­
делить матрицу G0 . 
Лемма доказана. 
Замечание 2. В качестве обратимой диагональной матрицы 
2> берем единичную матрицу. Отсюда , искомый вектор I0 со­
гласно лемме 3, есть 
I0---C0 • (6.4) 
Из лемм 5-6 вытекает 
Следствие I. Пусть выполнены условия (3.2) и (3.3). 
Тогда найдутся такие матрицы A3t,, B3ti Q0 и вектор что 
тождества (5.2)-(5.3) выполняются одновременно. 
§7. Исследование тождеств (5.4)-(5.5) 
Пусть P3ii есть ортопроектор в ^ , проектирующий на 
А /  -  / 1  k * - z  С  A 3 f ( 5 * /  9 f  =  У ,  л  .  
х  
к — о  




Р< ) ( Z ^ г>6 '.aU Hk +GJй' 6" 1{.) •- о, 
Xz 4 
J Jl- (7.1) 
X-1 
Положим 
(l-p, о \ GJв',л,] 
r-t ^trlu |. «• 
'O 
\ €*/  
Используя эти обозначения, систему (7.1) можно запиеатв как 
PF|- Pf. (7-2) 
Здесь P : R2n-^(I-P1)R х (I-Px)Rn'. По теореме Кронекера-Капелли 
система (7.2) разрешима для любого ipe Rn тогда и только, 
тогда, когда cUnPFRrt=CUmPR* или, что тоже самое 
оЬіт. (PF) - dtm.N4 + cLmN^ (7.3) 
Лемма 7. Пусть выполнены условия (3.1), (3.2),(5.1) и 
а • {(л,, ё.(4, Gi)) е т V', а* ь\ е>) . 
Тогда имеет место равенство 
( P F )  -  - . ( S )  
Доказательство. Отметим, что условие (ЗЛ) гарантирует 
единственность решения уравнения (І.І), а условия (3.2), 
(3.3) - корректность соотношений (5.4)-(5.5) . 
Пусть I € ksMPF)или, что тоже самое, PFt3=-O , Рассмо­




Решение этого уравнения есть 
•шторое, в силу единственности, тождественно равно нулю,сле­
довательно, keA. (PF) С 27(С) 
Покажем обратное включение. Пусть § Cs ) . Тогда 
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функция 
OC(T)= G t 4 VXf I  (Л л г )% 4 *  G j t OXf t (A i t )Z j i  =O 
удовлетворяет однородному уравнению (7.4). 'Подставим иі ) в 
(7.4). Для получения после подстановки тождества необходимо, 
чтобы были выполнены тождества (5.4)-(5.5), где §
с
=0 .Пос­
леднее эквивалентно тому, что PF  ^= O . Следовательно 
^ ( I )  Q  J h b z P F .  
Теорема доказана. 
Следствие 2. Hycfb выполнены условия (3.1), (3.2), (3.3) 
и пусть уравнение CUznAZi +oUrrt//^ имеет хотя бы одно ре­




)>£  Т*(А ' ,А г ,&\  Ь г )  . Тог­
да решение уравнения (І.І) единственно и предетавимо в виде 
(3.5). 
§8. Некоторые свойства функции f (I) 
Пусть (Jі
Л/6л)) ёТх (А"'** 4я) . Рассмотрим 
матрицу 
По алгоритму §2 (пункт 9) введем множества Tl (Z,k), 
содержащие индексы равных диагональных элементов матрицы Л .  
Обозначим через . . . Zjln, столбцы матрицы G*(£/•, 
составленной из матриц G 1  и , а через n( z .  k )  - коли­
чество линейно независимых нетривиальных векторов набора 
{$ j -  J6Ä ( S , 1 ) } .  
Лемма 8. Для ё, ^Az, 6,.))6 T4Y/V, At 5\ &*) имеет 
место равенство 
п(г) 





Доказательство. По определению JL (t) имеем 
Запишем это тождество в координатном виде. Приравнивая к ну­
лю коэффициенты при разныхео^ г(Я} г-), получим 
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"У = о, & = ria) 
—  ,  -  =  - '  ^  
i e A a , k )  
Здесь - столбец матрицы S = f<5, • G3l) , а координата 
вектора 4 z f 5 L,)T • Из систем (8.2) можно определить 
вектор I , причем размерность ядра этой системы совпадает 
с Uim. "~£іг). Отсюда, учитывая что вектора удовлетворяют 





Лемма 9. Имеют место равенства 
9- г 
cU/rihvi А , oUmA/.= X OUmkitA r^. . /I м ( с )  ; /  ® іс>  
<= ^  trr 
Лемма 10. Имеет место неравенство 
cLcm /% + UcmAZtt , 7" л',/і' fi'-в4і • 
Доказательство. Из очевидного неравенства 
tang СPF) < PRin" 
следует 
GiimkxscPF ) CdmN1 +Utm-ZVt . 
По лемме 5 имеем 
^  ( I ) =  С І і т .  ^ ( t )  ^d c m k t t  P F  }  c U m / / < * o U m ^ 2  •  
Лемма доказана. 
Рассмотрим теперь уравнение 
= . (8.3) 
Из следствия 2 следует, что в случае разрешимости этого урав­
нения решение системы (І.І) представимо в виде (3.5). Из 
леммы IO вытекает, что корень уравнения (8.3) необходимо до­
ставляет минимум функции f (€) на множестве TzM\я\ в',Qs-) . 
Лемма II. Имеет место равенство 
' 4 е Ъ ( Л )  
Лемма II следует из леммы 8. Итогом этого параграфа являет­
ся 
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Лемма 12. Пусть выполнены условия (3.1), (3.2), (3.3) и 
равенство 
Г V V < / CUmbb(TlA)-I)= У XcuUj A i^ + У Asu, • (8.4) 
1м) <"77" і~ 
Тогда решение уравнения (І.І) единственно и представимо в 
виде (3.5). 
В заключении этого параграфа покажем, что справедлива 
Лемма 13. Количество различных корней характеристическо­
го уравнения не может превышать *е , где 
& ь 
^.5) 
- -< і- 4 
Доказательство. Предположим обратное: пусть число раз­
личных корней характеристического уравнения есть эе'*эе+£> эе < 
Пусть <jz, • • ~ Решения уравнения (8.1), соот­
ветствующие этим различным корням. Образуем g-((AlllGi) > 
(Aii Stx.) ) , состоящий только из этих элементов. Тогда,по лем­
ме 8, имеем 
-  Т " - Z f  а / %  ,  
Ьт 
V- , г 
= Z_ c^m ^ * J~ cb-mbt* As U) - t: cUmA/j -1, 
что противоречит лемме 10. 
Лемма доказана. 
§9. Завершение доказательства теоремы 2 
Первая часть теоремы 2 доказана в предыдущем параграфе. 
Здесь мы получим правила а) - г). 
Правило а). Из следствия 2 и леммы XO следует, что для 
представления решения уравнения СI-1) в виде (3.5) достаточ­
но, чтобы A4iAiiGj, Gi. были таковыми, что 
доставляли минимум функции Jf С?) • 
Пусть матрицы A4f  A i r  G,,. построены по правилу а). 
Очевидно, что 
£ - ( 1 Л „ в , ) ,  f / L 6 * ) > е " Г  1 I A - A ' , в " . б \ ) .  
Согласно лемме 8, имеем 
Z- -tfS ) г ; = &/г- j -J- •> —TifhfA) 
Отсюда по лемме II заключаем, что г доставляет минимум 
функции $ с г )  .  
Из условия (3.4) следует, что , эе , а из леммы 
12 вытекает неравенство š , где - количество раз­
личных решений характеристического уравнения. 
Правило а) доказано. 
Правила б) и в) вытекают из леммы 6 і; замечания I. 
Правило г). Обозначим черев 
SL 1  - $4[Ь\Л,] І л  +6j z[В* AJ ; 
а через 2? j -ю координату этого вектора. В силу выбора 
матриц G4l б*. (Правило а) ), получим 
zJ - Zföjr L фі - " t X */ ( 9 л )  
«=  ^  « k= 4 J  i  
Здесь л,- - корень характеристического уравнения; вектор-стол-
бец 
есть решение уравнения (8.1), соответствующее Л.; ^  соответ­
ствующая координата вектора п .  -- а  а ,  с  )  >  2 ®  п ^ х  .  
Отметим, что из (9.1), в силу выбора матриц Л4,ЛК)6,и 6Z (см. 
правило а) теоремы 2), определению подлежат только первые 
координат вектора |= ( ^)т т.к. оставшиеся коорди­
наты этого вектора мы можем положить равными нулю. 
С отчетом введенных здесь обозначений запишем тождество 
(5.6) в координатном виде. Приравнивая к нулю коэффициенты 
при различных Sacfl (- Sj Z-) , получим 
ОС. £. =о, • (9.2) 
t " ( с )  І "  а 
Здесь Ctj есть j -й столбец матрицы А" . Обозначая через 
<S, [-£>z, AJ e-cyz ^  A/j Iyl + [- Stvljl] еуг Wj * 60/-£> > б°] § о * 
„ч 
а через <5. j -ю координату этого вектора и применяя вьгпеиз-
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10* 
ложенные рассуждения, получим систему 
ОС• £.• -О, & - fi• (9.3) 
j e ä U )  ^  
Рассмотрим систему |(9.2)-(9.3)Jкак систему линейных уравне­
ний относительно Щ . Вспомним теперь, что эту систему мож­
но записать в виде (7.2). Условие (3.4) гарантирует выполне­
ние равенства (7.3). Отсюда 
ъсиід С P F ) - &п, - dUm AZ1 - cU/n./Vb 
Итак, система (9.2)-(9.3) определяет % независимых ве­
личин, причем ранг "общей" системы равен эе . Отсюда, сис­
тема (9.2)-(9.3) имеет единственное решение. 
Система (9.2)-(9.3) есть система a/t уравнений с 'H-
неизвестными. Если эе^лп то, как известно, £п-эе + 1 
уравнений являются лишними. Выделяя стандартным путем линей­
но независимые строки получим, что 
-я находится из сис­
темы 
=-о ,  j e U  M і і ) *  
* сч 
=  о  ,  j  e U  Q  и ) -
Теорема доказана. 
§10. Векторно-матричная запись интегральна 
линейно-алгебраической модели переноса излу­
чения 
Начиная с этого параграфа мы будем изучать систему ин­
тегральных уравнений (2.4.2), со специальным видом свобод­
ного члена: ^yini ( ) - Civnе».;/г£г^0)„Для того, чтобы придать 
этой системе вид (I.I) введем следующие обозначения* 
//Г8 О 
«&- = 
О  A ~ * b j  '  '  
* Все неопределенные в этом параграфе символы введены в 
§§2.3-2.4. 
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/6- /Г'В 0\ 
А  
/f B- 1Q-A-'ь\ 
А'- 1
В
-'СЛ-'б 0]' А ' { ° V S'A-< * I' 
<W", U j ,  . . .U n  U.,.. .U_„f,  yKS=(£mg,(x). .y j !r)y_,(t) . . .^,  
С учетом введенных здесь обозначений можно записать 
систему интегральных уравнений (2,.4.2) в виде 
т H 
у (T) г. j A 4VXfi (-&(*-^МОІб + j л ^ еде/і (-Я(4-г))умЖ + f(t). (IO.  I) 
§11. Существование и единственность решения интеграль­
ной формы линейно-алгебраической модели переноса 
Обозначим 
J i 'Sf^,И--Рс^сйод (А-'Ь)). 
Теорема 3. Пусть л і л -&х /і (-#н >)и . Тогда система интег­
ральных уравнений (10.I) имеет единственное решение при лю­
бом свободном члене f  £ Cto l H]. 
Доказательство. Имеем 
I l  IA4 Ift-"1 +і A1  Л"'Il'-Z. пиях \ У" 
А<М$а/_ £ 
Ai  m.e/1,  t j ; a 1  g,  у С ^  і h I 
h-pSžiS) У frbr -•* ffiuTt- "рТТ Z=T- " 
Для завершения доказательства остается применить теорему I, 
Теорема доказана. 
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§12. Структура решения интегральной формы линейно-
алгебраической модели 
В этом параграфе мы докажем теорему о структуре решения 
системы интегральных уравнений (ІО.І). Будем использовать 
векторно-матричную символику, введенную в §2.3. Напомним, 
что для описания диагональных элементов диагональных матриц 
в §2.3 мы использовали двумерные индексы. Однако, для исполь­
зования результатов этой главы нам удобнее перейти к одномер­
ной индексации. Поэтому, переномеруем диагональные элемента 
диагональных матриц "сверху вниз", т.е. каждому элементу с 
номером С *<, ггъ) поставим в соответствие число (г--і)/і+т, -
vA •••,/*; <.-•!,і
г
-,п. Нетрудно убедиться во взаимно- однозначно­
сти такого соответствия. 
Выпишем теперь вид матрицы T (•*) для системы (10. D-
Имеем 
YU)= A (4І + &*) * -A - & J -
Для учета одинаковых элементов диагонали матрицы А~
у
в вве­
дем множество Т(І) по схеме §2.9. Через ЪІГК) обозначим ко­
личество получившихся множеств mu) . Кроме этого, введе 
матрицу 
^ w )  
и целочисленное множество / П [ с )  С  m i c )  , содержащее номера 
линейно независимых столбцов матрицы Plrntcj 
Теорема 4. Пусть выполнены условия 
Л(<-суі(-рН)) <*, ft~- %ак Ji in  , л. tckag(A- tB) l  (12.2) 
*( CSrv 
Jo i  ф- 4J•• ,л t  т. - VЛI . у Л.. ( Ih. ,о) 
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V6"€dictfj (A 4B)UcUcicj(-A'*В)U (fx~o '\ * cUJ(T«T)~I)*0, (12.4) 
^  t c / t t n Ä & t ( '  І І 2 . 5 )  
Тогда решение уравнения (10.I) единственно и имеет вид 
у Gеюср,(Лг))^^e c^fi(-zJju0)^ o 7 (12.6) 
где матрицы Jl вектора |, строятся по следующим 
правилам: 
а) Находим все различные положительные корни Л,,Л
Д>...; 
характеристического уравнения. Оказывается, что характерис­
тическое уравнение имеет только вещественные корни и коли­
чество ' положительных корней не превышает числа 
го±) 
#'=2_ f "Л» 
причем неравенство .<эе выполняется и при нарушении ус­
ловия (12.5). Для каждого Ai находим максимальное число /г 
линейно независимых решений уравнения (Т(*•)-!)%* О .Пусть 
эти решения есть t ... . Оказывается, что общее 
количество этих векторов есть эе' . Обозначим 




Далее строим матрицу по правилу: 
* ~ у ^ б) Г 
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<4-- "-!"С .. ; 
б) вектор /½, определяем из системы 
( / (-/ iO ) - I ) = - Со ; 
в) первые ае^гзс координат |«, $* .... $ 
вектора Bitlfl находим из системы 
v
g/
. Jlt е' He 
А* 4 
гст) 
= ГЛ^-/ГТ^, ^  = mfyj; (12.7) 
Ч (/_ Ht 
\ ®ft»J X~vi J у~кф(-ън) К~„<'/te .  
Ьт* u L- - A ->< Ir *1 ' 
(TP R) 
- QOf-(- H/f*.) (lAi "уЧ™ І~ * , л-On-*)f1 *<- , 
а остальные полагаем равными нулю. Здесь через обозна­
чен диагональный элемент матрицы Ъ - Ifiii J4i кгс4і Л , причем 
: через ^  , ггі 
обозначена координата с номером <• векторов аЛ и * 
соответственно. Оказывается, что общее количество уравнений 
в системе 
есть 2е . Кроме этого, система имеет единственное 
решение. 
Доказательство. Условие (12.2) следует из теоремы 3.При­
меним теорему 2 к уравнению (10.6). Очевидно, что условие 
(3.2) переходит в условие (12.3). 
Посмотрим теперь, как будет выглядеть условие (3.4) при 
менительно к задаче (ІО.І). Левую часть этого равенства ос­
тавим без изменения и рассмотрим правую. Очевидно, что ранг 
матрицы А
4










(в'б-А'в о)* wn k^ 
которое имеет место, если oUtA~*b*-0 , а последнее в на­
шем случае выполняется. 
Аналогичные рассуждения можно применить и для подсчета 
величины tang A#U) . Надо учесть лишь то, что б-1=- A-, 
диагональная матрица -¾- состоит из двух одинаковых блоков 
8Л-'; » M(і) и 
(е- (£]• 
В результате получаем, что 2 ? Л 1л = X*!?* к
ті
. 
Покажем теперь, что характеристическое уравнение имеет 
лишь вещественные корни. Имеем 
TU)-J- (Л-4І)(4І+у&) (12.9) 
Здесь 
/?0~ -І)А-4б -б-'бГЗ/Г* \ /I 
Ä- '(SfaL 
\ ь'*6~А-1Ь 'IS1Q+-DA-4е>J I 0 
а все остальные матрицы определены в §2.3. Отсюда 
cUt (TU)-l)~dU(Л-4І)М(лІ+ЦЪ)=0 • 
Матрица Л является самосопряженным оператором в гильбер­
товом пространстве со скалярным произведением [ х , 4] * 
, где 
J - (А ° 
ІО Л 
Отсюда, последнее уравнение имеет лишь вещественные корни. 
Далее, мы используем следующий факт, который проверяет­
ся непосредственно 
Лемма 14. Пусть Л собственное значение матрицы , 
а 
'Cj- ( и, )' , U-, е я 
соответствупций ему собственный вектор. Тогда -Л также 
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является собственным значением матрицы & , а вектор 
Cj = (nr , u)r, tr.ue £л/и 
соответствующий ему собственный вектор. 
Из леммы 14 следует, что если л есть решение харак­
теристического уравнения, то -Я также удовлетворяет это­
му уравнению. Поэтому нам достаточно найти лишь положитель­
ные (или отрицательные) корни характеристического уравнения, 
количество которых обозначим через ' . 
Применим теперь правило а) теоремы 2. Т.к. 
і X/іуъ,, то мы можем положить Gz-OlAx-O . Следовательно, 
вид решения уравнения (ІО.І) определяется выражением (12.6) 
и матрицы , Л определяются правилом а) теоремы 4. Из 
леммы 14 следует структура матрицы €, . 
Правило б) получаем из правила в) и б) теоремы 2. Здесь 





= госр. ) Go I0=e^ oe/if^ o)^ oC-C0)= Wpft//"*)• 
Правило б) теоремы 2 дает, что £?<? - С T ~ Т) • 
Докажем правило в) теоремы 4. Левая часть выражения 
(12.7) следует из (3.7) с учетом структуры матрицы <5 , а 
также соотношения Aj - - Ze'+j . Рассмотрим правую часть 




{% ^ к cl ] ' 
Выражение Ct есть ни 470 иное, как і -я координата 
вектора л 0^ 
Аналогично доказывается выражение (12.8). Здесь надо 
учесть то, что номера линейно-независимых столбцов матрицы 
выбираются из ненулевой части матрицы Л^ . Поэтому 
индекс і удовлетворяет неравенству ö 
Теорема доказана. 
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§13. Структура решения интегральной формы линейно-
алгебраической модели в случае равномерной 
дискретизации по азимуту 
Рассмотрим интегральную форму ЛАМ переноса, полученную 
путем равномерной дискретизации уравнения переноса по ази­
муту (см. §4.1), т.е. рассмотрим уравнение (ІО.І) со сле­
дующими параметрами 
A i  = CL iIp 1  ё>і -- Ta , А В>і = IrJai -- A • 
Матрицы A i f  6 і определены в §2.3, а коэффициенты (Xit -
в §2.2. 
Матрица TM) в этом случае примет вид 
!г Ji д Jk г Л г JX \ 
Ал Ir4 fd+jf!;) VA (м£
к
J -« A4 -ln> 
Q  ^ _ /*> S** £ ITn* 
м 
кЫА 4 W 
І ІЗЛ) 
TY=O= 
Отметим, что матрицы являются симметричными циркулян­
тами порядка y^t- . Это позволяет использовать блочную тех­
нику оперирования матриц. Ниже мы будем рассматривать слу­
чай четного jt т.е. fi= Afy- и отметим, что приводимые ре­
зультаты легко переносятся на нечетный д . 
Множества , введенные в предыдущем параграфе 
есть 
WbfO- /" U-i)jl+4 %  + z/t j , Z = / Л- V /L , 
a tf/n;= AV . Положим Aj = Awf^ j • Очевидно, что 
V <4 6..J T 
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Теорема 5. Пусть выполнены условия 
Л (4-< 4, уЗ = тс х , (13.2) 
Jft $ - */f*0 1 4* 4&,.- - , Л> , (13.3) 
<У
€ f • 4£ > • • •, - Д. * /а 1 CUst(THf)-Dt о, (13.4) 
Тогда решение уравнения (10.I) единственно и имеет вид(12.5) 
Матрицы £, Л и вектора % ? Y0 определяются по следующим 
правилам. 
а) Находим все различные положительные решения характе­
ристического уравнения: \ , Л*,,..Л9, . Оказывается, что 
все корни характеристического уравнения вещественны, а ко­
личество 
/ 
положительных значений не превышает числа 
min [n[/t/i,+i~\f эе'} , где tang к- , причем не­
равенство © V min fп[/гц*/Ii У/выполняется независимо от выпол­
нения условия (13.5). 
Для каждого находим максимальное число Hi линей­
но независимых решений уравнения (TU6)- Dg = о .Оказывает­
ся, что общее число л/ этих решений есть эе' . Далее 
матрицы Л, G строятся аналогично правилу а) тзоремы 4; 
б) вектор определяется по правилу б) теоремы 4. 
в) вектор і находится по правилу в) теоремы 4. 
Замечание 3. Для нахождения корней характеристического 
уравнения cUt (Т(/>) - I) = о можно предварительно преобразовать 
матрицу -1 при помощи унитарного преобразования U n  -
. = U(здесь матрица V определена в П3.4, а ® 
знак прямого произведения матриц). Благодаря этому*, задача 
нахождения решений характеристического уравнения разбивает­
ся на [/г/і]* Y независимых задач. Аналогичное свойство 
применяется и для нахождения столбцов матрицы 6? . 
I Напомним, что матрица U 6^ U* есть диагональная матрица, 
диагональные элементы которой находятся по формулам (П3.6) 
4 6 Ш )  
cUtnAest (Tte)-I)~£^~ъоигд А 
Г" 
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Доказательство теоремы 5. Условия [(13.2)-(13.5)] вы­
текают из условий (12.2)-(12.4) . Докажем, что количество 
положительных решений не может превышать числа і (ірІзЛ + *) • 
Имеем 
cUt ( T(^ )-1) = okt С UnT(yS)Un. -I) j 
где матрица U k определена в замечании к теореме 5. Матрич­
ными блоками матрицы U^Tc*) являются диагональные мат­
рицы Uпричем количество различных элементов 
этой матрицы не больше -н » Г/г/а] + А . (см. ПІ.7). Следо­
вательно, задача нахождения решений характеристического 
уравнения разбивается на м подзадач, решение каждой 
из которых дает не более гь положительных решений характе­
ристического уравнения. Отсюда следует оценка ' (г ([/i/ajм), 
Теорема доказана. 
§І4„ Структура решения интегральной формы линейно-
алгебраической модели переноса излучения в 
изотропно рассеивающей среде 
Здесь мы получим алгоритм решения интегральной формы 
ЛАМ при изотропном рассеянии (i.e.g(f)sJ ). 
Рассмотрим случай, когда свободный член Jj(г ,/и, ,  у) уравнения 
переноса не зависит от угловых переменных (что выполняется 
для широкого класса задач атмосферной оптики). Мы построим 
решение интегральной формы ЛАМ, соответствующей моделям 
(2.2.8) и {(2.2.11)-(2.2.14)}. Построения мы будем осуществ-
лять на основе теоремы 4. Величины , J4mftr) 
участвующие в определении ЛАМ, в случае изотропного рассея­
ния имеют вид 
Л 
С-,» - • У Vltr> 
F - соплі, f(o>0, i,j, м / « л ;  д .  
Здесь = cc. , tr. у^., для метода (2.2.8) и ttt 
vro.S(^. r^)t Dt fe-i Для метода {(2.2.II)-(2.2.14)}.Ком­
поненты вектора C0 , определяющего свободный член урав-
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нения (ІО.І), е с т ь :  U 4 m =  І ~ .  
Прежде чем приступить к построению решения уравнения, 
проведем дополнительные исследования характеристического 
уравнения. 
Рассмотрим матрицу (12.I). Имеем 
в"/6 , c j A j  ф т т 7 -
где через t) мы обозначили матрицу 
( I  VX 
\) =• O4, ... 
и '  з ; . '  /  
Заметим, что сумма строк матрицы T м; есть величина посто­
янная и ее значение есть 
о V™ at7V 
Z_ -4 (14.1) 
Следовательно, при каждом фиксированном -4 выражение (14.1) 
есть собственное значение матрицы Т<л) t а соответствующий 
ему собственный вектор есть # = , 4 )т . (Здесь индекс 
означает длину вектора). Отсюда, для того, чтобы вектор ^ уь-
удовлетворял задаче (Т(а)-I)jQ  ^^ o , достаточно найти такие 




Уравнение (14.2) есть ни что иное, как характеристическое 
уравнение метода дискретных ординат [9,35,56] , которое 
имеет ровно гь положительных корней, лежащих в интервалах 
при л < у . 
Итак, для Д < 4 мы нашли ^ различных положительных 
корней уравнения dct(Тіл) -J)- о . Для каждого корня A1 это­
го уравнения мы нашли также по одному решению задачи (TOv) -
-I )fl^ ~ О . Покажем, что других решений характеристи­
ческое уравнение не имеет. Действительно, количество ' по­
ложительных корней, согласно правилу сС), и количество Z,.,^  
решений задачи (Т(\)-І)д~о
і 
с-1а, , е' не может превышать 
числа эс'» X ьсгпу Atntj, . Но 
4/, 'U-i)p- .. (V-fJ/i yi j ,  ^
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= ' '  
Следовательно, эе'= іп, /г/ = ^ . Отсюда, в частности, получаем 
/V 
ICM ( T M-I ) U —  +<1.  (1 4 . 4 )  
J - I  J  
Приступим теперь к построению решения интегральной формы 
ЛАМ, соответствующей изотропному рассеянию. Рассмотрим слу­
чай Я < л . Отметим, что при этом предположении выполняется 
условие (12.2). Далее, условие (12.3) принимает вид 
Ф 4//*0 , /= '.*, •> (14.5) 
а условие (12.4) с учетом (14.4) эквивалентно следующему 
п. 
л
Т.т§  ^+  <--°- ( І 4- 6 )  
J="  
Прежде чем проверить условие (12.5), построим матрицы Л и 
<q по правилу а). Пусть л,, л*,,Jirv - положительные кор­
ни характеристического уравнения (14.2). Каждому соот­
ветствует вектор Икр, , удовлетворяющий задаче ( T I* )  - I )  CJ =  О  .  
Положим 
Л - I "-л, ^ (14.7) 
' О 
Согласно правилу а), матрицы (14.7) являются искомыми. 
Проверим теперь условие (12.5). Используем замечание I, 
т.е. покажем существование такого $= ((A4lQt), M*, 6„.) } 6 
€Т
а(А*А\ В>\ ) , что Infr-p(S)**e (эс^з&І В качестве мат­
риц VL1 и (Я, берем матрицы (14.7), а A1, - GX.= О . Для 
вычисления функции У (Z) используем лемму 8. В нашем случае 
A  (L .K) -  \ І ) ,  Ь Х П ->  ЛСГ ,Т+І )  = ^  I I I+<F ,  . .  , TN/V  J  ;  
tiCD-in+^, 4, k- «І/L, - О- Отсюда 
JHTFt- - ЛЛ-Л  С ' .  
Следовательно, условие (12.5) выполняется. 
Построим теперь по правилу б) вектор . Пусть 
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f.~(f! fl... i: )T. 
Для определения вектора имеем систему ГЛУСО '!)%> =" ^ 
или 
f ^  ^ ^ 6 ;  y 4 Z ^ / -  & •  4  ^ y  ^  ^ ^  * ;  y l " V / ^  - Z r  •  






Ji Z (^ 77?г/ - ^ TT ^-V-Vr- "л > VA • («.а. 
Будем искать решение этой системы в виде , где С -
подлежащая определению константа. Подставив *j>° в (14.8), 
получим с учетом соотношения ^ с л едущие урав­
нения 
п, 
" (ЛТ. +" )#л = -Г5А' 4" VA • 
У» 4 / 
Отсюда 
с • "4.9) 
У — > у 
Построим по правилу в) вектор § е ^"zzt^  . Множества 
та') , число и матрицы определены в (14.3), а 
в качестве т. *0 возьмем 
ьг ^
 J J ( С- -+ 4 j , C= 4< t.! • • • j tCfl) = /I . 
мы показали, что '- эс'= п, /t[ ^ -f . Отсюда, первые 





'S1W1 "**"*• ,„.,О) 
В результате мы получили решение интегральной формы 
ЛАМ в виде 
О, 
%т. ^  = W Šj + C-IjQ4 ZMtjb I'**/У-*) , (14.II ) 
которое не зависит от угловых переменных (*• *ч) * 
Теорема б. Пусть Xy* и выполнены условия (14.5)-
(14.6) . Тогда решение интегральной формы ЛАМ, соответствую­
щей изотропному рассеянию, существует, единственно и имеет 
вид (14.II), где Aj есть положительные корни характеристи­
ческого уравнения (14.2), находятся из системы 
(14.II), а постоянная с определяется формулой (14.9). 
Замечание 4. При А =- і нарушается условие (12.5) и 
решение не представляется в виде (12.6) (см. [9]). 
Замечание 5. При практической реализации результатов 
теоремы 6 следует сделать замену щьС^і АО, -,п. 
и 
изменить вид системы (14.10) и решения (14.II) с учетом 
этой замены. 
Замечание 6. При нарушении условия (14.5) решение инте­
г р а л ь н о й  ф о р м ы  Л А М  н а д о  и с к а т ь  в  в и д е  ( 1 4 . I I )  п р и  t - o  .  
Замечание 7. Решение ЛАМ дается формулой (2.4.2). 
12 89 
ГЛАВА УІ 
СКОРОСТЬ СХОДИМОСТИ ЛИНЕЙНО-АЛГЕБРАИЧЕСКОЙ МОДЕЛИ 
В этой главе мы приступим к рассмотрению вопросов схо­
димости и скорости сходимости ЛАМ к точному решению уравне­
ния переноса. Основное внимание будет уделено изучению ха­
рактера поведения приближенного решения в окрестности точ— 
ного решения в зависимости 
от способов дискретизации урав­
нения переноса по переменной Вначале для простоты мы 
рассмотрим ЛАМ применительно к решению уравнения переноса в 
изотропно рассеивающей среде. Покажем, что скорость сходимо­
сти приближенного решения к 
точному полностью зависит от то­
го, а в некоторых случаях и только от того, насколько хоро­
шо мы можем аппроксимировать интегральную экспоненту квадра­
турными формулами. Поэтому дальнейшее изучение качественной 
картины поведения метода сводится к исследованию свойств 
интегральных экспонент, чему и посвящены §§2-7. В последних 
двух параграфах на основе этих результатов, а также резуль­
татов главы ІУ, выводятся оценки скорости сходимости ЛАМ к 
точному решению уравнения переноса излучения в плоской ан­
изотропно рассеивающей среде. 
Отметим, что в случае изотропного рассеяния условие ба-
лансности (21,6) всегда выполняется (т.е.р,6т= 4 ) и переход 
от системы (2.2.2) к системе (2.2.8) в этом случае нецеле­
сообразен (эти системы дают одно и то же решение) Поэтому 
в качестве приближенной задачи для уравнения переноса мы 
рассмотрим краевую задачу {(2.2.2), (2.2.4)1, которую обыч­
но называют системой метода дискретных ординат (СЭДДО). 
§1. Линейно-алгебраическая модель переноса излучения 
в изотропно рассеивающей среде 
Рассмотрим интегро-дифференциальное уравнение переноса 
в плоскопараллельной изотропно рассеивающей (т.е. 4 ) 
среде конечной оптической толщины 
h  +  ^ ~~ J^ 4  f ( ? )  (І .І) 
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с краевыми условиями 
7(о^)-O1  ^ oo7  У(Н,^с)- О, JJ. <о. (1.2) 
Отметим, что для широкого класса реальных задач атмосферной 
оптики зависимость свободного члена от угловых переменных 
при изотропном рассеянии отсутствует. 
Наряду с интегро-дифференциальным уравнением будем рас­
сматривать интегральную форму уравнения переноса (I.I.5). В 
изотропном случае это уравнение определяет функцию (ср. с 
(1 .2 .I)  
4 
у (?) - — j Sf(t,/и.') d/u! + f (£), (1.3) 
а само уравнение (I.I.5) принимает вид[45] 
H J +flt)' (1.4) 
о 
rppEjt)- Joe aA'интегральная экспонента. Решение зада­
чи [(1.1)-(1.2)} восстанавливается по формуле (см. теорему 
І.І.І) 
г-
fytf"' J <UXjl (- f r-4)^ w.; сіл , pto, 
Z (1.5) 
где функция определена в (1.2.3). 
Отметим, что уравнение (1.4)-уравнение со слабой особен­
ностью в ядре. Для таких уравнений известно [15,71,87], что 
если -f б С 4[о, H J , то решение у (£) непрерывно на [о, HJ,не­
прерывно дифференцируемо на (О, И) и удовлетворяет неравен­
ству 
і д ' ( Ъ ) ]  Š  с( Untl + I р < < H . (і.б) 
В качестве приближенной задачи для решения уравнения пе­
реноса рассмотрим СВДО ((2.2.2), (2.2.4)} , которая при изотро­
пном рассеянии и независимости свободного члена от угловых 





Уп, (O1H) - Of f*->Oy yK(H,p,)*0, <о- (1.8) 




< а соответственно веса и 
узлы КФ, аппроксимирующей интеграл столкновений. Отметим, 
что переменная в краевой задаче [(1.7),(1.8)5 может 
принимать любые значения из[-1,1] в отличии от f(2.2.2), 
(2.2.4)1, гдепринимает лишь дискретные значения 
Заменой, аналогичной (1.3), краевая задача -£(!.7)-(1.8)} 
сводится к приближенному интегральному уравнению 
н 
j E*(l*-4i)fr(A)d*+f&)' (1.9) 
о 
ЗдесьЕ/гpZ^cCje - аппроксимация интегральной экспонен­
ты E4(Z) при помощи КФ. 
Решения (1.9) и [(1.7),(1.8)і связаны формулой 
f иг* (Т и
л 
С-(t- Ь)}^) cU, uto, 
С > JJL--O-
Обозначая через T и Tn, соответственно интегральные 





у- lg) , (I.II) 
Из однозначной разрешимости уравнения (1.4) и сходимости 
Jl Т
Л 
-T IIg-JC Г 59 J вытекает, что ,по крайней мере, при дос­
таточно больших л, (а при H <^> при всех ^ ) операторы 
(1 - Тп.)-<| обратимы и 
IKl-Т. Y 4  Il х<С (I.I2) 
<?-•> с 
Ввиду симметричности операторов T и Tn, имеем также 
li (f-Tj-4Il < С (1.13) 
L-9L 
На основании интерполяционной теоремы М.Рисса [б, с. ю] из 
CI.12) и CI.13) вытекает такое же неравенство для всех L , 
Из Cl .11) следует, что скорость сходимости ^ за­
висит лишь от малости функции б = Tn,^ -T^ . В предположении 
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что КФ точна для постоянной функции, выражение для погреш­
ности % преобразуется к виду [10] 
1  







и-хг)у'($)и$ . (1.17) 
Лемма I. Для определенных в (1.16)-(1.17) функций гіУ^ 
и го' справедливы оценки 
l l^I 1 c  ( С trun, [ ЦZ Il c  f  \ltLfMj [HVJ c  і Ii \^ j } , (1.18) 
Ilга*Ilc  4 с rrurt IIIV  I I e ;  jInu tIf //V Il t  + lf< IfJ }, (1.19) 
"4v/lL * С 111?*tlL , (1.20) 
II 0^IIl -< ClIitJti (1.21) 
Здесь }A.t > о ближайший к точке 0 узел КФ. 
Доказательство. Мы будем оценивать функции W n, . Оцен­
ки для вытекают из аналогичных рассуждений. 
Рассмотрим отдельно случаи Sljjl A И H-
В первом случае на основании (І.б) имеем 
T / T 
Jl1Vr-SV1Ws^ruc J . 
При Zy1^ z s H разобьем интеграл на три части: от 0 до /г, -
от ju., до t-^Li , и от Г-уа„ до г . Первый и третий ин­
теграл легко оцениваются величиной <і Ji4 \ Za/ал \ IlIIc* а 
для оценки второго интеграла запишем цепочку неравенств: 
У' 
J \VnCt-\)4'(V\dl* tnWC \y'c&\l J\L * СI Ayt4I H^Hl . 
Jxt 
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Оценка IIttfrvIZc < е "С Ile, очевидна, что и доказывает справед­
ливость (I.I8). 
Оченка (1.20) вытекает из теоремы Фубини. Действитель­
но, изменением порядка интегрирования находим 
t Г f гн 
J Iafr^ J 1^1))^5 J J|u-?§)|<^g 
о о g о 
Лемма доказана. 
§2. Интегральные экспоненты 
Как мы уже видели, (I.I4), скорость сходимости МДЭ за-
ішсит от того, насколько хорошо мы умеем приближать интег­
ральные экспоненты при помощи КФ. Исследуем подробнее функ­




( еауЬ (~ rJ/^ ) 
Л 
г- f меть {- у ч/
Eji (ь) = J Jgyu ? jv - у, . - •, £ >0 • (2.1) 
I. Рассмотрим сначала случай уг- . Делая замену 4, г/и,, 
получим 
. (2.2) 
О / Г 
Нетрудно видеть, что Е, CCJ - убывающая функция и интерес 
представляет ее поведение около нуля. Разложим функцию езс/ги) 
в ряд Тейлора и, поделив каждое слагаемое на 4 , проинтег­
рируем полученный равномерно сходящийся ряд от г до T 
Имеем 






E4Ct)-E4 ( T ) -  j  е й = % & ) - $ ( Т }  , (2.з: 
- I i t l t -  Z+ — — 4 .j 
<7 1 л-л/ З'З/ у 
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есть при г > о аналитическая функция. Деля левые и правые 
части в (2.3) на tr- T и переходя к пределу при Г-?Т ,по­
лучим 
откуда 
іЕ Ct) -CjCt)- Jfv =. ~]f~~ •* 2". (2.4) 
Здесь jr = 0.5772»,- постоянная Эйлера. 
Получим аналогичное разложение и для остальных д= 2,3... 
Из (2.1) легко видеть, что 
(?) = -
Применяя несколько раз последнее равенство, получим цепочку 
гавенств 
г 
E rCo)- J ErJfJdt'-. 
т г< 
= E.co)-zE <іо)+ j J = 
» у ' 
у ry-» 
= EpCo)-?E^1 (о)+(-tr Еь(о) + 
г- г, 
4 Н)/
" J /••• J Е*CtrJcLt ь ... . 
О О О  
Но, с учетом (2.4), при малых t >о имеем* 
т 




а™І '"'"¢5½ • '-'"тй? • 
^ J J " j cZl-tI j^-г-'dzA ж 
^ j!г'*г> *^Л' • (2.5) 
" 1Sanncb оі= СР(ц) означает,что величина ^ Jp ограничена приfi-*o 
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Здесь мы учли, что 
Ер,(°)= */(?-'<) • 
Сравнивая (2.4) и (2.5), заключаем, что справедлива 
Лемма 2. При малых £" > 0  имеет место представление 
2. Обозначим через Сf*) подынтегральную функцию в оп­
ределении интегральных экспонент (2.1): 
/і-і 
ry^  &xfi С-тj р.) у, tp.*4,a.,~' (2.6) 
При каждом ps будем рассматривать ее как функцию, завися­
щую от параметра tr > о . 
Лемма 3. Пусть I IJi-J , тогда 4 -тая производная от 
функции ^ имеет вид 
t,д' " (~ С'/'Г* Lt-r< tyr)' (2.7) 
где - обобщенный многочлен Лагерра. 
Доказательство. Проведем его по индукции. Для (ь** ра­
венство (2.7) верно, ибо 
Последнее равенство приведено в ]5 ?] , его также нетрудно 
получить непосредственными вычислениями. Пусть (2.7) верно 
для jt- т> . Докажем для /і= m,w . Из очевидного равенства 
= k f(k }(ос.) + х. 
следует 
Г k+n-l +4)' ^ і*і-< .С"4) 1 
г Il^. чМ 
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Ji+*. (k-m)\ /«. ./г- Г и j (>»-<) 
*  lp  1 r lLi.n ' tIz c) -
С"» (гы]. 
V k - ГП.+1 /' j 
В известном равенстве, связывающем обобщенные многочлены Ла-
герра [48, с. 230] 
./ г I і") , и) 1 . w+/; 
Z I (л+*+*) L 
л 
Cscj - (л+4) L 
п
„ (К)J = U  
положим х-т/у 9 Л,- ль-і, п*&-л-/ « Тогда получим 
f А-т.\< { 7* X m- I 
что и доказывает предположение индукции. 
Лемма доказана. 
Из (2.6) видно, что функция е С™ ,а из (2.7) 
следует, что j o^~o,k--ti-4,n,... , однако, начиная с 
производные порядка k не ограничены в совокуп­
ности, причем 
iIft' Cj^) N > 0<рі4> р--** > (2.8) 
I (/*.)! ( Ckf rZfl * fi 4, х>о, кгр-ь. (2.9) 
Используя неравенство "элементарной интерполяции" 
/тип j X, л] < Л 6^", Г£ fo, ] , 
которое верно при всех %, 4 > 0 , получим 
I Ш j 4 -f 
Yf X fJi.  ^  I ^ \ц, р t  (И'1-р,)(Н7) 7  0  V* * 4  ' Т  > °> • (2 .10) 




мы будем обозначать поло­
жительные постоянные, которые могут принимать различные зна­
чения в различных соотношениях) 
Чтобы оценить величину константы в неравенствах (2.8)-
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(2.10) достаточно воспользоваться оценкой многочленов JIa-
герра ГI,с.593]. 
I, (-*) I Г(сі+А+ О 
еяс/і(-ж/*<)\L 4 (ос) I < j-fa+ j )  •> e^ y' 0(2,11) 
где Г - гамма функция. В частности для 
с*' справедлива 
оценка 
^гі * *-VXjit-I) &!/^, o<fjm, г ^o, (2.12) 
В заключение этого параграфа докажем следущий резуль­
тат. 
Лемма 4. При всех г *о функция ^ (ju)) сумми­
руема от 0 до I, т.е. с,/ 
4 
J jx j У^ Cf^) j 4 С j, k lp* (2.13) 
Доказательство. С учетом (2.7) имеем 
Отсюда, делая замену переменных и применяя оценку (2.II), 
получим 
О» 60 
= (k-jt) ! эс/ &xjv(-x>)\ f x ) | c ^ o c J ^ y z  ^ xjii-xjf^oLoc, 
r ъ 
I Cf1-4) 
Заметим, что L 0 (*•) = 1 при всех /і ><? и а>е[о,оа) • 
Тогда ввиду ортогональности многочленов Лагерра Lc^foc) 
с весом Xet ьоср, (-он) на интервале Со, <*>) имеем 
j X t 4  v x f i  С -  х / і ) с * ъ  <  Jt А~' J ot^'4e^i(-ot) ( L1* (ос))*о6х 4 . 
Лемма доказана. 
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§3. Нестандартная форма остаточного члена 
для квадратурной формулы 
Из предыдущего параграфа следует, что функцииу
х 
(или 
ее производные) имеют особенности в точке ноль, т.е. в 
левом конце отрезка интегрирования. Для аппроксимации инте­
грала от таких функции естественно использовать КФ, которые 
имеют сгущение узлов в левом 
конце отрезка интегрирования. 
Оценке остаточного члена для таких КФ и посвящен настоящий 
параграф. 
I. Мы будем рассматривать последовательность КФ, прибли­
жающих интеграл 
«jr *"'/(/«/"> , (3.1) 
j > О, j* i, £,,•••, j O <рл (
л
к> < < .. . < ( 1, л® 
(В дальнейшем верхний индекс к мы будем опускать). 
Обозначим через Rn ({) остаточный член КФ (3.1), т.е. 
1 JL 
R n. (-f)~ J /ір-)dp.- / ctj {(p-j) • 
Пусть WC " } (О, І)  обозначает класс функций, имеющих на [0,і] 
абсолютно непрерывные производные до порядка /V включи­
тельно и кусочно-непрерывную производную порядка /V* і 
Лемма 5. Пусть /e W i*"(о. 4) , и пусть КФ 
точна для многочленов степени /V . Тогда для всех л-л, 
А/*4 справедливо равенство 
1 k W"'/ 
где 
К (3.2) 
С ? K i W P  >  (з.з) 
- P* 1/" 1- (3.4) 
(Здесь и далее C i  - биномиальные коэффициенты). 
Доказательство. Разложим функцию / в ряд Тейлора.Учи­
тывая, что КФ точна для многочленов степени / , можно вы­
писать известное выражение для остаточного члена КФ (см., 
например, [41, с. 28] ) 
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13* 
R"(f}"i^ 7)! \ С"• 
где 
4 
F (fA\ - / c^y Cfa -/ )^  I  * - *'*<,•-•> N* y > 
/ • /  
U ) = t * 4 ,  i * o  ; М
л
( * } = 0 ,  t  < o .  
Для доказательства леммы нам достаточно показать, что F2c^ , 
4= . ,Nn . Действительно. Выпишем цепочку равенств 
F = (±&- - 
= 
Ъ>Н-
-Z (-OiCUyi- У^>ГУ' , 
'•» /Fv* £г 1 
4-1 
'+X/-'J'CX (± - У J' 
г-е /VVc 4—Y 
«л) 
<«• <7 /*,• </*• 
Для получения последнего равенства мы использовали точность 
КФ для.многочленов степени ^ , т.е. 
° /^ У ^  1  <л,..., /VW* 
Теперь рассмотрим первое слагаемое в (3.5). Из очевидного 
равенства 
где - символ Кронекера следует, что при d *<? справед­
лива следующая цепочка 
И , .4 . Г „4 lil <izl . „4-# 
4-' 
Продолжая (3.5), имеем 
4-У 
 ^^   ^^  л4 (fX)' 
IOO 
= ЯР (JUL) , 4= V, £, Л/Н, 
где Ainr определена в (3.4) 
Лемма доказана. 
2. Мы сделаем дополнительное предположение относительно 
весов и узлов КФ (3.D. Пусть при некотором целом положитель­
ном 4 i M+* имеет место равенство* 
Л— t і 
А )  /  0 V / * /  *  =  — ^ ,  *  =  ' , * , . . . , 4  .  
/=' 
(Это требование мы обсудим ниже.) 
Рассмотрим функцию Aw, . Для всех jjl е (ju£, jj, t^ J , 
Учетом А) имеем 
^Z r t iJ/1/"- » = 
Для ТОГО, чтобы выписать ВИД функции Cp4 При уи € (/XllJX^4 ] , 
найдем сумму Г-'/^4-. Цепочка несложных ра­
венств показывает, что 
2' л/Wf ФФМ 
г=о *=» 
»6<"У м^у'. (-<Ги»-у+ Ii 
4 
+ ^ + (-<}л*4/* С*-(Xij [(Afc)* (6-/4 4 ]. 
Подставляя вместо А и 6 узлы** yfc,*, и , имеем 
-/V*+/*/]+%, f/4 J , (3е6) 
где 
€*£> 
' T1'^  eP-
^Запись «п.= Щ*,)*0(£\означает, что последовательность «и /и*ог­
раничена При " ' 




Подставив (3.6) и (3.7) в (3.2), получим вид остаточного 
члена для КФ, удовлетворящих условию А): 
^rv " л» + 
' J4 /? 
+ <--4)Л Tr j У/'V^+ (hõi J X • (3,8) 
Обозначим 
4A' =/ " 7^/ I ]- 4< *>•••> /*°^°>M*" = '• 
Далее мы будем рассматривать КФ (3.1), узлы которых 
удовлетворяют неравенству 
В )  Л y t t ,  f  у -  ,  п - .  
Здесь параметр ^б[о,4) характеризует степень сгущения узлов 
к точке 0. Более детальное исследование параметра у , а 
также условия В) мы отложим до §6. 
Для первого слагаемого в (3.8) справедлива цепочка ра­
венств 
I /L / [ -/44 * % 1 f I* j*< StJ 
* Z / [(fr*-  7^ Ц1 1' V=' /*/ 
f-fM V- Zfz" , м; j . i X Cp4 /_ J //. / / fyuj j 
Л 




I WI < j б ^ I /' V>1 ot^ (3.9) 
O 
где 
/- С'-уМ f-j / 
6Vs =Л Л '/"'Л1 (зло) 
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Мы доказали следующий результат.: 
Лемма 6. Пусть выполнены условия леммы 5 и пусть КФ 
удовлетворяет при некотором натуральном 4 t л/* і условию А) 
и при некотором $£ (>, •#) -условию В). Тогда для остаточного 
ч л е н а  К $  с п р а в е д л и в а  о ц е н к а  ( 3 . 9 ) ,  г д е  ф у н к ц и я  6 о п р е ­
делена в (ЗЛО) 
Замечание I. Последнюю лемму нетрудно обобщить на слу­
чай произвольного отрезка [ct, £J,-co<« < &< oo . В этом слу­
чае условия А) и В) принимают вид 
В ) AfCj 4 С Cfi 4  -ос) ^(fJ-j-ccfl , J= /,st,. /г.; 
Отметим, что в случае отрезка [ а ,  6 ]  функция A m r  , опре­
деленная в (3.4), имеет вид 
л -
3. Применим к правой части оценки (3.9) полиномиальную 
аппроксимацию с весом в пространстве суммируемых функций. 
Мы будем использовать результат работы [89], а именно: 
f 4 
W3 J < -&• j• (З.ІІ) 
Здесь ^vl обозначает множество многочленов степени M , { -
целое положительное число (£$М+<), Ciiuj - константа, не 
зависящая от M и си , а и> - весовая функция Якоби 
(4+ f4-) С"* ; ^iJb > - V • (3.12) 
Неравенство (З.ІІ) справедливо для всех функций и. , таких, 
что произведение и(J-ju*-) интегрируемо на С--/, Л • 
Нетрудно видеть, что оценка (З.ІІ) распространяется и 
на весовые функции 
ш ?, . ^  Ч.,
А 
(г> • 
где ^ 4, s, - Функции Якоби (3.12). 
Сделав замену /и.'= c.s(/x+i) неравенство (З.ІІ) преобра­
зуется к виду 
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j t и - P k ^ J š  j \ u  (3.13) 
Pef 1^ о  о  
где 
~ C^"Zc/0 * (-Jifj- ^T6V *, > - / (3 -1 -i у 
Вернемся к лемме 5«, Ввиду того, что КФ точна для много­
членов степени /V , для всех P € справедливо равенство 
9. cf)= . 
Отсюда 
4 
/><£•/*< ре%>-<, °  
Из (ЗЛО) следует, что функция $ s^ имеет вид (3.14), где 
C t - о ,  Т а к и м  образом к правой части 
последнего неравенства мы можем применить оценку (3.13), по­
ложив ос - /м/ М-/ -4 и и? = . Имеем 
где 
^ , (3.15) 
аД*?- первый узел КФ. 
Покажем, что этот результат остается в силе и в случае, 
если производные от функции / имеют некоторые особенности 
в левом конце отрезка [0,ІІ. 
V". Ыыпа,,у. <;ж) 
V.f » ' 
где о  4 ,  - t s  и ,  ы  1 
Теорема I. Пусть точная для многочленов степени N Kä 
удовлетворяет при некотором натуральном л <. V условию А) 
и при некотором $€[о, *) условию В). Тогда при всех 
N- 4 справедлива оценка 
f *%< lr} IfdT - (3.16) 
О 
где функция 6 1 , определена в (3.15), а ••> - <$-н. 
M'* 
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Доказательство. Оценка (3.16) верна для всех JeWf"[с, у). 
Но пространство содержит в себе W ("'(с, /) как плотное 
подмножество. Возьмем произвольную функцию из » ап­
проксимируем ее последовательностью функций Jftn & WtÄ/,(o,4) 
и перейдем к пределу при т.-»сэ в обоих частях неравенства 
(3.16). Отсюда и вытекает справедливость (3.16) для произ­
вольно* /с . 
Теорема доказана. 
Отметим, что параметры 4 и ^ определяются в условжях 
А) и В) и их выбор зависит от конкретной КФ. 
Замечание Z% При -Ь*о оценки (3.16) справедливы и при 
л
-^ и (Это непосредственно вытекает из леммы 6 и рас­
суждений , аналогичных доказательству теоремы I). 
Замечание 3. Оценку (3.16) можно уточнить, рассматривая 
отдельно интегралы от 0 до, и от /&, до I (см. (3.8)), а 
именно: справедливо неравенство 
//"Т іін <*/<-]» од?) 
/*' 
где Р*€ такой, что 





Р£ f1* 1 Pi 
а функции 6
Л
,» и определенн соответственно в (ЗЛО) ж 
(3.15). 
Действительно. Из (3.8) с учетом В) следует оценка 
/£«,<:/) U £> [ су-) I/+  j I df.  
Теперь для вывода (3.17) достаточно в последнем неравенстве 
к первому слагаемому применить полиномиальную аппроксимацию 
с весом W Cf^ ) в пространстве суммируемых на Г< ] 






§4. Аппроксимация интегральных экспонент 
Применим результаты предыдущего параграфа к оценке точ­
ности аппроксимации интегральных экспонент (см.(2.1)) 
при помощи КФ ^ 
E ) а  ^ (- V j)j , С žO, 3;.* .  (4. I )  
J = 4  
I. Положим в неравенстве (3.17) j-**?? (см. определение 
(2.6)). Тогда, обозначая через Q ^ (т) погрешность аппрокси­
мации Ер. при помощи EJi , получим 
I W I = I Ep (F) - Ер,< )\* с (L4-Js, +13) > (4.2) 
где 
4 
т А Г I t*+£) I ¢4-**/* 
V 1/4 A 




=  /УІУу-Р*І . 
Оценим I 1  , применив для оценки производных от функции 
% неравенство (2.8). Имеем 
_ <?/*/* f fL-x-t/x-л(4-?) 
" 
< f/V-*)* ^ ^  dJu • 
Отсюда 
< * 6 (м-*)* J \£njx t  \,  4= (р--<- і/к)Ja-с) 
Аналогично 
(4.3) 
Л--'/* f V , 
Г f С J (4.4) 
\іпц<\, і = Zfl-ч. 
Дяя оценки I3 применим лемму 4, положив в ней вместо произ­
водных от функции разность между и P*". Очевид-
106 
но, что результат леммы остается в силе и 
4 < Г/"У Г"К
Л
- «-5> 
Объединяя (4.2)-(4.5), видим, что справедлива 
Лемма 7. Пусть точная для многочленов степени /V КФ 
удовлетворяет условиям А) и В). Тогда имеет место оценка 
f Г І*ІЛ~Ъ </V-<d f/, 
Utt (4,4) ) 
I / , 0<Ь<М, 
tu/ \ ~ (4.-6) 
tI0 . \Ці-Ч*и -4Н,44<Л<Л/, 
и^и.Цеп^і, Г 
(J/1-3 = H M- <//, 
где , функция 
(4.7) 
а функции Sn, к El определены соответственно в (2.1) и 
(4.1). 
Следствие. Пусть в условиях леммы 7 /t = л , тогда 
, , f 
г ааыЪлгщеи J ' 1^M-4+i, о<*<Л/, ,. е\ 
1 r I . N=4 ^  ^ >1 
I [t.4.4.4^^. 
Здесь If^Cirh R*(V) (см. определение (I.I5)). 
2. Теперь получим поточечные и интегральные оценки ап­
проксимации £ л, при помощи КФ Е~ . 
Лемма 8. Пусть выполнены условия леішы 7. Тогда для лю­
бого <ге<уА, <],б>j7 справедливы поточечные оценки 
ІЧН^
Л 
j [4<Л„0<^г, (4-Э) 
, (гі<У<Ч I (т)1 \ 
где = (л+і)(,-<і-), <з = */(>-$>; , а <$
л
= , прячем 
4 и f целые, такие что о<л<М, 
Доказательство. Оценка интегралов Jt. ( і-4,х,ъ (см.4.2), 




вместо неравенства (2.8) 
применяется неравенство (2.10). Рассматривая отдельно слу-
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14* 
чаи, в которых степень /е под интегралом в J6- меньше -I и 
равна -I, мы придем к оценке (4.9). 
Лемма доказана 
Лемма 9. Пусть выполнены условия леммы 7. Предположим, 
что условие А) справедливо при 4 ^ 1 j(*-<$) . Тогда, если 
I £пj(А/-*)— 7  О , /г-> оо , (4.10) 
то справедливо равенство
1 
он] = ^ ^* Со^<с0 ' (4.II/ 
(Напомним, что /г,^ , а Л/-Л/Сь) ). 
Доказательство. В равенстве 
" t W i c - W i  + " t V ^ J  < 4 Л 2 )  
первое слагаемое оценивается при помощи нижней оценки в 
(4.8): 
i1zMlcw <: CfiiWJc * с^(и\£г /л,\) . 
Для оценки второго слагаемого в (4.12) возьмем непосредст­
венно интеграл от обоих частей нижней оценки в (4.9), в ко­
торой выберем *= V . Отметим, что при д< ^  {/(*-$) 
ДЛЯ любого 5> € [о, 4) существует V= (b-Z$; , <ге (ф,1), 
что f = Y . Тогда, с учетом (4.10), следует, что 
"ЯН, • 0(/и,/1(а.*л), 
Llf.,Hl ' г ' 
откуда и следует равенство (4.II) 
Лемма доказана. 
Замечание 4. Для уточнения (4. II) конкретизируем выбор 
4W. 
Введем целочисленные множества 
L (<7,<г;= 4< С*/*, 4 1<4<Л/, , 
1  









) означает, что последователь­
ность Ct^jfrn. -9 О при At-eoo 
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где у/* <<$'<./, cšf<<i7 <rtf , = U+t)(4-<r), -d, = У/fz-y;, 
Тогда при всех <4 i) 6 L 4U L i, , используя для оценки 
!!UftllLrqпервую оценку в (4.8), а для IL UJl , HJ первую 
оценку в (4.9), придем к более точному, чем (4.II), неравен­
ству 
"•Нес,Н] f СР> [ <><*„ <*•*>! • (4Л4> 
Нетрудно видеть, что множества L4 и Lju не пусты. Например, 
множеству L4Ozzf з/ч) принадлежат пары (3,4), (3,5) и т.д. 
(Л/> 4+4-1), а множеству  , W - пары (1,4),(1.5) 
и т.д. СА/> {г). 
§5. Неулучшаемость оценки погрешности аппроксимации 
интегральных экспонент 
В этом параграфе мы покажем, что интегральную экспонен­
ту En. пря помощи КФ£Д удовлетворяющей некоторьаі естествен­
ным требованиям, нельзя равномерно приблизить лучше, чем 
fif'4 * где JLc1 - первый узел КФ (ср. с оценкой (4.6)). 
I. Мы предположим, что I® (3.1) для любого и, - 1,2,... 
удовлетворяет следующим требованиям 
I 
с) 
Л < ccJ * / '• < 4-', - /, 
J=*1 
Д) ^/^e > 
Е) 
к
) < С к
-
(Обсуждения этих требований мы также отложим до 56 настоящей 
главы). 
Обозначим* «7 = f7 =J-і ц введем целочис­
ленные множества 
Л// = ^  >о : f Г' j, /%- f * / ^ , А/:= 
для / = 1 ,2 , . . , ,  , положив J 0^=O. Очевидно, что 
а ^ г ? • Оусть далее 
* Запись [А] - означает здесь целую часть числа А 
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Нетрудно видеть, что õ 4 Ii i JJY JT ^  r у,.г,,. 7*и 
n-w;-2>, 
Ij* ~ Ij+ ~ O > Iji- - ^C1 . 




>, C^ , > CC '\ IeNi , А/ < /%-, (5.5) 




Рассмотрим теперь как связаны I*, /<• и 1« . Справед­
ливы равенства 




, і £ Ni г £ £ A/t, 
I 2 , , 
I j -  I t  4 , (5.8) 
где 
f ^  , /сЛС, 
Таким образом, oiiU) - это вес КФ, соответствующий узлу 
/Utuj такому, что JUifci ^  I'4, но >;-'и соответствен­
но 
ноас£ такой вес, что Hiahi ^ i'4>/½^ > 1~* • Заметим, 
"W H пі ° 
ЧТО j 
<= У у 
где '
m.j s k'- k >, о, 
а 4 и ^ таковы, что 
(k-ft) 4 </<у„, ^ ^  ' (k+l)<f-Lj S &' } 
т.е. m.j равно числу промежутеов fv/ё, і/(к+п) , на которое 
у -ый узел КФ опережает ' -ый узел. Аналогично 
ZJ _ ~ Л -'ž_„,• 
где z>2j г лгу_, ; j - п., Th4--C. Отсюда 
лг. 
^ = J - т
г 
Из последних неравенств для I' и 4 следует, что 
откуда 
к 
>_ *у I -  zL •*/ < 2_ «*,«, * Z "/ "У < 
J i* .<* -f < = * ж  #  
zV ZL. 
'IT л:'л- * ž-f v' - -» uJ 
Теперь, учитывая условия С) и Е) заключаем, что существует 
такая постоянная С , что справедливо неравенство 
•7_ 
^ Ct <е. (5.9) 
4 
4- -/ 
Аналогичное неравенство имеет место и для суммы °£;
го 




"I ,, , (5.% 
*«>(м >•*><; 
IIl 
іфмчім 0< C n k  < Coti<Z , А=.г,з,... • п = h а 
l W t i t t h / * : ' .  
где 
Доказательство. Рассмотрим отдельно случаи k ~ 4 и 
k > ч . При k = а можно выписать следующую цепочку (мы ис­
пользуем технику, предложенную в [83]) 
T 5" Z Z < Z"";Z "У" 
'-' ' <w 
f- f- * 
- / ('*•/)( - I iJ = '-
І* У ( -Г і £• 4 
-Ъih - '*" л г і  
Л 
< / +1 * /*  ^ = £п,7* &(*) • 
(Здесь и далее в этом параграфе над знаками равенств и не­
равенств стоят номера используемых условий и соотношений). 
Покажем обратное неравенство. Имеем 
T-%'-T-IL *Т гT a i V * ^ =  
~ ~ г^ - j 
• 4-/ ъ= F i^ r 
6Ж# 67-
(5'Q(5.8) V г— _ (5-V)/S-9) xr— v 
Z- 4 - > JLc 
Таким образом при ,¢ = * лемма доказана. 
Пусть теперь А > у . Тогда, учитывая неравенства 




п .  а  у  
I ?1 L*' I'-'Ъ.*-
- Z <'1г - W%. *I ™У[(<<01-ф 
<a" U4 & 
*£<?<*f "««v 
P T J  7 Г 7  k r  1 v 
Из известного равенства 
С-4  (= o  
+ ((k-l)/4*,)(j+4)'~b- . .. , 
где - биномиальные коэффициенты, а &г числа Бернулли, 
следует, что С\
л 
< Cok * ¢, -М5,..
у
/і, а I ЮО*'*) | ikfnk 
где l^l i Cfojt с 4*2,з,...,мл-. Обратное неравенство пока­
зывается аналогично, применяя вместо (5.6) и (5.II) соответ­
ственно неравенства (5.5) и (5.12). 
Принимая во внимание, что J= [4IfiA * приходим к 
равенствам (5.10) 
Лемма доказана. 
2. Положим дополнительно, что КФ точны для многочленов 
степени fi-t . Теперь разложим в определении E £ (см.(4.1)) 
экспоненту в ряд. Получим 
^ ГЪ  
EIiv){<-z/h J1 ) • 
j =  1  ' J  
& '' 'fT 'tk * nšfr-+ 
где 
п .  
А  
1 V > 
Л





't I"' І Ž ^  ir % t%~"' 
В последнем равенстве обозначим о = • Тогда, учиты­
вая результат леммы 10, имеем 
А1<г>- С.,.* - Trrrf С-Ч» 
+ I ^  */**f Cv-
' 
(5ЛЗ) 
причем ld^(d)U cto (л) , а последняя функция ограничена, 
по крайней мере, при 4< 4 , ибо ряд *£",к является аб­
солютно сходящимся при всех /і = 2,3,... 
Сопоставим теперь асимптотические разложения Ер. и Ер.„ 
определенные в (2.5) и (5.13) соответственно. Имеем 
f/tи^ )! с'-у./ '[(A-O''- ]<• 
' (jr£(4M [ - Jj< 
Принимая во внимание точность КФ для многочленов степени 
ц-I , имеем /Ц = i/(fi-с). Отсюда 
C d / t )  -  ^ =  f ^  ,  
/8"< 
Теперь зафиксируем ла(о,і) так, чтобы іпы-сІЪА^фо, п.>^а0 . 
На возможность этого указывает тот факт, что функция tn, 4 + 
cte(*) + f 4 "' суть аналитическая неравная тождест­
венно нулю. Значит существует >б> , такая, что 
I ^ 
Итак справедлива 
Теорема 2. Пусть точная для многочленов степени 
I® удовлетворяет условиям С)-Е). Тогда справедлива оценка 
/п-скс I Е. а) - E^vгс; | ^ с* /*/*', (5.14) 
If-O ' 
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где Ju1 - первый узел КФ, а функции и Е* определяются в 
(2,1) и (4.1) соответственно 
Замечание 5. Проводя аналогичным образом аппроксимацию 
функции Z^EJl Ct)/ о , можно показать, что имеет место 
оценка 
тжс }гЧ Efi (Z) - | >/ , лмЛ Pw-
?>,о 1 1  1  
Замечание 6. Теорема 2 остается в силе, если вместо точ 
ности КФ для многочленов степени {і-і потребовать выполне­
ния следующих соотношений 
IIL k' I -- *• j*/ 
§6. Обсуждение условий А)-Е) 
В этом параграфе мы посмотрим насколько естественны 
требования предъявляемые к КФ. 
I. Требование А) имеет вид: 
4 _ /у ' ' 
У Ctj /^ J ' - >п> СГ'< /4, 
где 4 некоторое целое положительное число меньшее, чем /VW, 
а/У - точность КФ. 
Предположим, что веса и узлы КФ удовлетворяют неравен­
ствам ( 
< YL jLjHj < 7^ '' С* 4,п., t* 4 . (6.1) 
Это условие вполне естественно и основные КФ удовлетворяют 
ему (например, для  Гаусса на [0,1j неравенства (6.1) при 
/--- у непосредственно вытекают из теоремы Чебышева-Маркова-
Стильтьеза Г43, с. 62]). Заметим, что величины, стоящие сле­
ва и справа в (6.1), есть интегралы от о до ja 
с 
и от О 
до ^  от функции Jul'* . Отсюда асимптотическое равенство А) 
требует, чтобы сумма ctj/UtJi лежала "недалеко" от сере­
дины отрезка между последними интегралами, а именно на рас­
стоянии (0 (/л,) JUL1t4 
Отметим, что при построении оптимальной на некото-
рых^ простейших классах функций требуется, чтобы сумма 
atJ JJ-j 1 лежала точно в середине между ограничивающими 
ее интегралами, т.е. чтобы е О С 29, с. 151 ]. Оче­
видно , что уже при л > х таких KD не существует, т.к.чис-
75* 
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ло уравнений СПБ) превышает число неизвестных (OLJ,/-І,Я,..,/г) 
Рассмотрим  средних прямоугольников. Она точна для 
многочленов первого порядка. Отсюда требование А) должно вы­
полняться для . Действительно, при е = і КФ средних 
прямоугольников является оптимальной на классе дифференци­
руемых функций и 
сумма £/,<*/ лежит точно в середине меж­
ду / -тым и // / узлом. При < = л непосредственная провер­
ка легко устанавливает справедливость А) (на самом деле» КФ 
средних прямоугольников удовлетворяет А) при всех Ö ). 
Для других процесс проверки А) более трудоемкий. 
Мы докажем следующий результат, облегчающий эту проверку. 
Лемма II. Условие А) равносильно выполнению равенств 
J С,*' , J 
{ - 1 , , 4  <  L  ДХ Я  (6.2) 
~ (Al) (FYL '/^J-4 ) eA' J ' ' 
где величины б*таковы, что 
Ci 
^  С  •  -  ^ ) '  4 -  ( 6 . 3 ^  
У'/  
Доказательство. Пусть КФ удовлетворяет равенствам (6.2) 
-(6.3). Тогда 
Z  '  с < " л '  a i y l A " А / - ^  •  j'-# j-1 
І 
. Т. 
С7'*А У"<  [ К 'X -Л 'X 'X У<---
"Л-- Ул, J * А ' h'''iTC * ' •
Дяя доказательства обратного применим математическую индук­
цию. При j-i выполнение (6.2) очевидно. Пусть ,тогда 
P T U " ) ° I I  </ А > 
* Л A CT ~ - H  1 A  " А О  ' А  C T ;  
где 




;- - ^ аГ; . 
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Пусть теперь (6.2)-(6.3) выполнены при j$ Jl . Покажем для 
j = + і . Имеем 
где 
откуда 
+/х' jt С? -/£)>Л < . , *,1 
xIL IitC 
lj 6J = * 
Лемма доказана. 
При помощи последней леммы в приложении I доказывается 
что КФ Клениюу-Куртаса [62,65] на[0,і] удовлетворяют условию 
А). 
Лемма 12.  Гаусса на [0,і]удовлетворяет условию А). 
Доказательство. Из приложения 2 следует, что веса и уз­
лы КФ Гаусса на fОД] представимы в виде 
 ^" і ilneJ " > - j- <'*•»•• (6Л) 
JAj =Ain, t J =/,Ä, --v n • 
Здесь Oj = outcccyb ocj , где ay есть у -ый корень многочлена 
Лежандра степени п, . 
Покажем вначале справедливость условия А) при і-1 ,т.е. 
что \ 
Ae ^= . (6.5) 
V=-' . 
Действительно, рассматривая разность ^ % нетрудно 
видеть, что 
Принимая во внимание соотношения (6.4), получим, что 
I  A e ~ ^ e - J  *  
н, более того, величина M^i убывает при А 4и возрас­
тает при пул < £ < , достигая своих максимальных значений 
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при крайних i . Но 
\ = oi^  1Г~ = , 4»-, ^ 
откуда и следует справедливость (6.5). 
Цусть -jiczn*IT i^CnBj,уйу = /^.7у= i,z,.. rv. Проводя рассуж­
дения, аналогичные доказательству теоремы ПІ (приложение I) 
можно показать, что веса и узлы и/¾ соответственно удо­
влетворяют равенствам (6.2)-(6.3), а следовательно, в силу 
леммы II и условию А). Тогда для доказательства настоящей 
лешсы достаточно показать, что 




Заметим, что ввиду очевидного неравенства 
Z j-J * > J- - • J ^ 
достаточно показать справедливость (6.6) при & = & , а осталь 
ные случаи легко следуют из индукции. 
Итак, пусть с= z . Покажем, что равенство (6.6), а сле­
довательно и равенства А) имеют место при 4£ li n-ja.. 
Действительно: 
I / і 
V", - Лі/г ^/1 -bs— . 
2 _ ( / < у  ^  
j*4 j-1 J jT7 
š C-H 4^/Z £ С.П fytn ~j— ~ (/)4 ) i 
Пусть теперь n-jz n, . Покажем, что если условие А) вы 
полняется при а і I $ «-/£ , то оно выполняется и при 





Так как А) справедливо при а € I с *./& , то -- ((Рі/л-,)ul^n/a 
Но 
Х~~ /и.1" и*' ~ 'г~~ 
<* / - -2_ бл "2_ ' 
* <A.,WA - </ 'А^Л вг\ • 
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Отсюда с учетом (6.5) следует, что 
bh ( - (Р(/*<)/*г <(9(/*,)= &(/*<)/*«.!, 
а Brv z fx.fz -/г,уу. 
Лемма доказана. 
2. Рассмотрим теперь условие В): 
* CyoffyOz5, , J= 4А,. -, Л Z 05? < 4 • 
Параметр §> характеризует степень сгущения узлов к точке 
О . Если у=<э , то случаю AjLij ^ ejxi соответствует равно­
мерное разбиение (например, КЗ? Ныотона-Котеса, в которых 
первый узел не совпадает с левым концом отрезка. Значение 
$=о.5 соответствует КФ Гаусса на ГО,і]. Действительно: из 
(6.4) следует, что 
A/Uj S сіг"V/Uj U-ft) (6.7) 
Хороший пример, характеризующий скорость сгущения уз­
лов к левому концу отрезка L 0,1] дают степенные КФ: JJL.-
' > 1 . Дня них 
. ф (s-f)Jg 
Z4-J ? j ' •> 
т.е. у- 4- Vе . (Отсюда в частности видно, что 0^<$<. 4 
С увеличением $ увеличивается и q и скорость сгущения 
узлов. Например: - і - равномерное разбиение, ~ Л - КФ 
Гаусса на ГOtI], КФ Кленшоу-Куртиса на [0,і]и т.д. (Требо­
вание целочисленности - Y/C-g) в этом случае сводится 
к требованию целочисленности , ибо 4,= е ) 
Обсуждение условий А ), В ) для произвольного конечно­
го отрезка [а,6] можно провести аналогично. 
Замечание 7. Мы показали, что КФ Гаусса и Кленшоу-Кур­
тиса удовлетворяют условиям А) и В). Тогда, беря /4- д, и 
учитывая, что д - </& , получим оценку аппроксимации интег­
рала от функции из пространства ^ , где М-іп-Л 
для формулы Гаусса и (70J M= п для формулы Кленшоу-Курти­
са, а именно (см. теорему I) 
i Cil* j ju.^  
õ 
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где Cjr - &+& - л., ъ, -• / M*4. 
Отметим, что последняя оценка для КФ Гаусса была неза­
висимо от нас получена в работе [89], а для КФ Кленшоу-Кур-
тиса, насколько нам известно, получена впервые. 
3. Условие С) 
Pe < Hje4ccJ i /V# / 
тесно связано с условием А). Можно показать, что теорема 2 
остается в силе, по крайней мере для случая /г = 2, если ус­
л о в и е  С )  з а м е н и т ь  н а  у с л о в и е  А )  п р и  4 = 1 .  
4. Прежде, чем проверять выполнение условий Д) 
P і*і ^ £/½ , С- 4,Х, .... /Ь 
и Е) п. 
J77 ) < С 
заметим, что эти условия не связаны между собой, а именно 
Утверждение I. Существуют КФ, удовлетворяющие С) и Д), 
но не удовлетворяющие Е). 
Утверждение 2. Существуют КФ, удовлетворяющие С) и Е), 
но не удовлетворяющие Д). 
В качестве доказательства приведем примеры таких формул 
КФ, узлы и веса которой есть 
Jij -- а1 , а*3 , = а"' /а,- , 
удовлетворяет условиям С) и Д). Действительно 




Pf* 1 ^ CC-£ , £? 4,2, , П . 
Однако 
при H-' w . 
С другой стороны КФ 
/ULi = 4/tv , -f 5"А4» /uV " С/'^А' 0V * yfZrl' /* л 
не удовлетворяет условию Д), ибо ^  .Но 
Pt " ПГ~ < < л = А* ' *" 
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Утверждения I и 2 доказаны. 
Проверка справедливости условий Д) и Е) для основных КФ 
не представляет трудности. Условие Д) обсуждалось в работе 
[83], а выполнение Е) для  Гаусса и Кленшоу-Куртиса сле­
дует из результатов приложений I и 2. 
Отметим, что условие Д) является следствием условия В) 
Действительно, нетрудно видеть, что В) равносильно требова­
нию выполнения неравенства 
( M J  *  ( j u ? ' ' ) *  1ь' ° '¥ <' 1>  (б,8) 
из которого следует, что второй сомножитель в (6.8) должен 
быть по крайней мере ограниченным, а отсюда немедленно выте­
кает условие Д) 
(На самом деле, ввиду того, что при любом f б [ 0,1) пер­
вый сомножитель не ограничен при п-»«> , неравенство (6.8) 
требует стремление к нулю второго сомножителя). 
Замечание 8. Из сказанного выше следует, что оценка 
(5.14) остается справедливой по крайней мере при /г = 2 для 
точных для постоянных КФ, удовлетворяющих условиям А) при 
4 = 1, В) при [0,1) и Е) 
§7. Составные квадратурные формулы 
I. Разделим отрезок [0,і] на т.-м отрезков точками 
о *  а 0 < а ^ < . . .  <  а т . 4  -  / .  
Применяя на каждом отрезке Г а-, Oj-,,] ,J- ^ КФ с узлами 
е (о, іJ и весами со^  о , і=.і,г , получим узлы 
и веса , k-i.z,...,  . . новой КФ, а именно: 
' S t i A d j ,  
•  = -я, л  a j ,  (7-И 
A OLj = Ctj^ 1 -CLj , j- О, 4, ..., т , 4, 2,..., п.. 
Предположим, что , <•'= і,&, -,п. удовлетворяют усло­
виям С) и Д). Покажем, что тогда и составные КФ, узлы и ве­




Пусть t-  Z'n + i "  , где о < е"< п.  . Тогда 
Jl. 1-1 £п Z-J п.  
L u ** Z L - Г *} ла 1".' 
**" J 'о C=I  <=# >"5" (ТГ 
~ Л-
*  ^ at' /77 u^ l ~ аг' + 4 аг' Z7 a7C1 • 





> (Z, ^  =/4 -
Случай <?", п. проверяется без труда. Условие С) проверено. 
Справедливость Д) при о < Z" < п следует из следую­
щей цепочки 
Л,„ -Л-. н ' ^ ' Sf,, d«<- < «/' fSr" aV -
1 7V„.,- ' ^ • 
В случае /% ^ для проверки Д) достаточно предполо­
жить, что 
а
ы < e a I  CV. £) 
Теперь рассмотрим условие Е)„ Заметим, что 
f 4 2. Л <2,- < j J 
, (-л, 
Отсюда 
m. п--ч tn. 
.у \ ^ ^  + 
 ^ Щ. ^ L j j^ r %' W%/L) 
V" s* 
+ Z_ /£&.+£ )(£*-*£) J= °  ' да-,*.  5 n - ' l Aa-
CO*. Š, 
(?ü±  &Lil \ ' (7*3) 
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Конкретизируем теперь выбор узлов и весов (7.1). Пусть от­
резки (Xk строятся согласно рвкурентным соотношениям 
^ ~ ^ / ~ ^  Ct4 ~ , (7.4) 
а на каждом отрезке [ O 1^ &]„],/= /А--., /n-н применяется КФ 
Гаусса с весами ю{ >о и узлами е (о, і)/ /= /,s,.., tv . (Очевид­
но 9 что условие (7.2) в этом случае выполнено). 
Пусть т* Чп т.е. Ui-Jfifrv • (Причины такого выбора 
мы объясним ниже). Легко видеть, что в этом случае первое 
слагаемое в правой части (7.3) ограничено постоянной, а два 
других слагаемых,имеют порядок 0Y) . Условие Е) прове­
ренно . 
Таким образом КФ, узлы и веса которой определены в 
1(7.1),(7.4)5 , где fn^4n удовлетворяет условиям С)-Е). 
Заметим, что 
Л-#,+ =<%, ^ '4 6J 'G!, 
откуда а, = (Pfut), Далее, пусть А- т.гь , тогда 
.V т п, At 
^ =  ^  У  "  У "  ^  ^ ^  
1 Js= 1 V** ji * 
и согласно теореме 2 при /г = 2 и замечанию 6 §5 справедлива 
оценка 
! - г I „ 
m.aoe Ь (tr.) - L Гг; | 2 С Л . (7.5) 
г > о * а 
2. Покажем, что имеет место и обратное неравенство. 
Теорема 3. Пусть аппроксимирующая интегральную экспонен 
ту Et функция есть составная КФ, узлы и веса которой 
определены в (7.I), (7.4) , где 4>г , а N^mrv . Тогда 
имеет место двухсторонняя оценка 
а-•г 7^ Ir I -Zi/ÄP 
Доказательство. Нам достаточно показать лишь оценку 
справа. Известно І 29, с. 107], что для КФ Гаусса справедлива 
оценка остаточного члена 
I 6  = f  ^  'У_ Д",,„j - I < г  
где £[cctl ] ^yyr ^ Положим в последнем равенстве /* Yc,л 






tr kr a * 4 kr 




І  >~ J \%xlh)\fy* 2_ I 1 Vclit(Ju)ot^ ~ 
° ' t*4 äf. ' 
V- V~ I 7 I .-*& 
* 2 - ^ . « ' V  <  C Ä  -  ( 7 - 7 )  
с - -r 
что и требовалось доказать. 
В заключении этого параграфа мы покажем, что если на 
каждом частичном отрезке f CLklCLi4t], £=*л, ...,т применяется 
•г -точечная КФ Гаусса, то для аппроксимации Ea, при помощи 
Ex , где N=n-n, t предложенный выше способ разбиения отрезка 
[0,1] на частичные отрезки является оптимальным. 
Пусть А = 4 + %-Р и Ctku^Aak-"'- . Тогда 
üoLk* аі (А ~1) и 
£ "-Г" £
в4.< мГ«, JVw^f 
Аналогично (7.7) имеем *' 
I F 1  - Е Г і і }  (7.6) 
Число m. естественно выбирать из условия 
ST4n- (А-І)Л*"(А*-4)= tonti, 
что равносильно тому, что 
1(р+і)ілІ 
tn, = п —-— f comt . 
4 
Возьмем в последнем равенстве для определенности ссплі- о} 
тогда 
w л 
/V - ггыг - п. 6ъА 
откуда 
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Из (7.8) следует, что 
д IlEj, ' He = igf ct4(p) - I іп a,cf>) L 
где &,{j3)*-A~'nm- (S+£~PJ~m' . Отсюда 
4и/і I & Оч(р>)1 = І -JlZnl 
и нетрудно видеть, что супремум последней функции достига­
ется при з = о , т.е. Л-<&, и разбиение (7.4) является опти- s 
ыальньм. 
$8. Скорость сходимости линейно-алгебраической модели 
В этом параграфе мы сформулируем и докажем основные ре­
зультаты главы. 
L Теорема 4. Пусть точная для многочленов степени N КФ 
удовлетворяет условиям А) и В). Тогда, если Je-C4CO1HJ ,то 
справедливы оценки 
"W1LtCaM \4* !М)] (8Л) 
и 
тхзис Il X-? IL ( Cfxi [4* ЭС^ (а,+)] . (8.2) 1 
Го, Hj 
при всех X ^  со . Здесь целые параметры 4 и 4 принадле­
жат множеству Li U Lil , определенному в (4.13), функция Sfv 
определена в (4.7), ауи, - первый узел КФ. 
Доказательство. Оценка (8.1) при  ^•- / следует из 
СІ.ІІ), (1.13), (1.14), (4.14),(1.20) и (І.2І). Случай ^  
следует из (LII), (І.І2), (І.І4), (4.8), (І.І8) и (І.І9). 
Для остальных 4 < со оценка (8.1) вытекает из интерполя­
ционной теоремы [б, с. IOj. 
Оценка (8.2) при f-<*> следует из (8.1) и очевидного 
равенства 
I 7(1,^ 1 < Ну
п
-уІІ^  (8.3) 
Поменяв в (1.5) и (I.IO) порядок интегрирования и пользуясь 
оценкой (8.1), придем к (8.2) при fy- 1 .Общий случай вы­
текает из интерполяции. 
Теорема доказана. 
В дополнении к полученным оценкам (8.1)-(8.2) можно 
вывести поточечные оценки. Для этого заметим, что 
f r - y -  ( Т * - 7 > У +  .  
откуда 
I KI-T^ П|^ К IjTy-Ty 
Разность flx^-TyzUr) оценивается при помощи (4.8), (4.9) и 
(1.14)-(1.21), а из (4.14) и (1.20)-(1.21) следует что 
IITt-TH < C/u/j" 4+Э^Д4,і!)] . 
Далее с учетом (5.10) получим 
IlTjl .2 теме j E j|^ 2 j 
L-? С * Oi г,z$H 4 j»T/V 
Объединяя полученные неравенства, приходим к поточечной 
оценке. Из этой оценки нетрудно получить поточечную оценку 
для разности X- У . Для этого достаточно использовать не­
равенство (8.3), и 
Э(с,ц)\< IIl 
которое вытекает из (1.5) и (1.10). 
Замечание 9. В случае КФ средних прямоугольников пото 




№ 1 - у а ; ] <  j , 
I ^ ^  ^  ,  ^ / / ^ /  j  ,  
где O 4 t 4 H, ~ 4 { 1 JXri- ft- 4 
Наконец докажем равномерную оценку. 
Теорема 5. Пусть точная для многочленов степени N КФ 
удовлетворяет условиям А), В) и Е) и пусть выполняется хотя 
бы одно из неравенств 
(8.4) 
Тогда, если и имеет место сходимость (4.10), то 
справедливы оценки 
C 0Utrncuz ju (t)-Ч(г)\< С и, пгск ^\Епи,\ >  і* эе ы  {л,і) \ , (8.5) 
' OitiH й ' 
/ о(КН 
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где G і i ( М- 4+4 , а параметр q определен в условии В). 
Доказательство. Из (I.I5), (5.14) при и замеча­
ния 8 имеем 
С/4,, 
а из (4.9) следует, что при малых г функция|tkfA/-r)\=&(f*i), 
с учетом (4.10) из (I.I8), (I.I9) и (4.8), (4.II) следует, 
что 
(C)I= 
Отсюда и из (1.14) в случае у(с)ф о получав* 
- Ty)(t) I ) CofU^ at п„, 
а из (I.II) имеем 
t>-y»e >, f<* IITJIc^ y1 IlT^ Ile >с.уи, , • 
Мы доказали нижнюю оценку (8.5) при условии ^(°)ф О , слу­
чай Cj(H) ф о аналогичен. Верхняя оценка (8.5) немедленно 
следует из (4.8), (I.II), (I.12) и (I.14)-(1.19). 
Поскольку из (1.5) и (I.IO> следует, что 
Jn(VtO) - J(I1O) = 
то тем самым установлена и нижняя оценка (8.6). Верхняя 
оценка (8.6) вытекает из (8.5) и (8.3). 
Теорема доказана. 
Замечание 10. Верхние оценки (8.5) и (8.6) верны и без 
предположений о справедливости хотя бы одного из неравенств 
(8.4) и сходимости (4.10). 
Из результатов теоремы 3 следует оценка скорости схо­
димости МДО при использовании составных  6, а именно: 
Теорема 6, Пусть в МДО применяется составная КФ, в ко­
торой отрезки GLj ^ J=J,... , т. выбираются согласно (7.4), а 
узлы и веса согласно (7.1). Тогда справедливы оценки 
11M11MB*] 5 Ъ ipX'7 !'er«HJ < ' 
где /А 
2. Посмотрим как реализуются результаты последних тео­
рем для КФ Гаусса и Кленшоу-Куртиса. 
Из результатов §6 следует, что для этих КФ условия A)-
Е) выполнены, причем условие В) справедливо при .Эти 
KS тичны для И/- Лп - 1 (КФ Гаусса) и [70] < - п, (КФ 
Кленшоу-Куртиса), а первый узел = (Pfijni-). Отсюда еле-
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дует, что величина ограничена при всех целых не­
отрицательных 1  и целых л  таких, что о  <  4 < с H  , где 
Согласно (4.6) и (5.14) для этих КФ справедлива равно­
мерная двусторонняя оценка 
Ir- гп- I Л Л'1 
C y M 4  і  т а л  I  £  ( t )  - Ь ( Ъ )  \  <  C ° f r  , р . *  г ,  ъ , . . .  
ъ г о  '  '  
Теперь в первой из оценок (4.9) выберем те [з/ , * ) . Тогда 
при всех 4 = */(4-<г) имеет место поточечная оценка 
*  C f r  ( H - J t ) * ( 4 * f r / r ) ,  f  = * ( 4 ' < r ), , г > о „  
Неравенство (4.17) дает нам интегральную оценку 
IHJt < е/*/, 
а из оценок (1.18)-(1.21) следует, что 
U Mn II^ I, Il о>° He, < Cfr I fofr IJ1c0. Hl < Il IIl ч< CfXbi . 
Теперь сформулируем основные теоремы для КФ Гаусса и 
Кленшоу-Куртиса. 
Теорема 4% Цусть /б С  C o l H J  . Тогда для решений уравне­
ний (1.4) и (1.9) справедливы оценки 
. 
КЯ.,. u < (8.7) 
L  C O 1 H ]  
-у « С m.t/1 J 4 - p r + f r l  U f r  \ ,  
с м  +  а Ь *  ' '  o s z  s  H /  
а для решений краевых задач (І.І), (1.2) и (1.7),(1.8) 
оценки 
м-
3»**» <cr'"/f ' '"И"' 
и 
) Jh.ft/yttj-jfr/yu.) |< & ^г I 7 j , OitiHi 1 
/ / 
Теорема 5 . Пусть выполнены условия теоремы 4 и пусть 
выполняется хотя бы одно из неравенств 
у ( 0 ) * ^ О ,  у ( Н )  - * - 0  .  
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Тогда справедливы оценки 
C<yU, < m-aoc 
 ^ аес j Jh, (г,^ ) - 3 (т,уи,) j < CyU1 
—'* < >*.< 1 
Доказательство этих теорем немедленно следует из приве­
денных выше оценок. Отметим, что частично результаты теорем 
4 и 5 были доказана в работах [36, 57, 63, 83]. 
Замечание И. Пусть >Õ1 есть наибольшее собственное 
значение оператора,T , а Л ^ - наибольшее собственное значе 
ние оператора Г*, а <.р и соответствующие им нормирован 
ные (IlifHtI = tV7n-HL» собственные функции операторов T и 
Th. • Тогда Л;' И Л* простые собственные значения, причем 
последнее, по крайней мере, при достаточно больших и . Не­
трудно видеть, что справедлива оценка 
L4, * Uo-< C Ilyyfv \\Lb , 
откуда 
Uo-AjvJ <clly-yjl L< 
и 
Учитывая оценки (8.1) и (8.7), получим соответствующие ап­
проксимации собственных значений и собственных функций опе­
ратора T . 
Отметим, что последние оценки для КФ Гаусса на [-1,1] и 
на [о, I] получены в работах [63] , [82] и [83j. 
§9. Сходимость и скорость сходимости линейно-
алгебраической модели к решению уравнения 
переноса 
В этом параграфе мы предположим, что индикатриса рас­
сеяния cj(f) представила в виде конечной суммы (4.3.1) и 
рассмотрим ЛАМ, приведенную в $2.2.1. При достаточно боль­
шом 
([1*2.а/) решение ЛАМ, согласно теореме 4.4 предста­
вило в виде N # 
M-L  , 
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І7 
причем функции <7* (?) удовлетворяют системе 




г . 5 -f U1JU,) du, 
р,- - ~~пГ ; 1=4,8.,..., IX, AyI^ ) — 
Последнюю систему можно рассматривать как результат дискре­
тизации интегро-дифференциального уравнения 
Л * ^ zVyW = X" I 'JtCffx^d/u + ^ LZ,^}> (9.1) 
J ( о , O 1  J U > с ,  J C H . f * - ) *  о ,  [ л < о .  
(Здесь опущены индексы лг при и Cjr^cju,/+') . При 
изложении материала этого параграфа этот индекс мы будем 
опускать). 
Отсюда, вопрос о сходимости и скорости сходимости ЛАМ 
к точному решению уравнения переноса в однородной анизотроп­
но рассеивающей среде сводится к изучению сходимости и ско­
рости сходимости МДО применительно к задаче (9.1). 
Приведем (9.1) к интегральному уравнению. Пусть опера­
торы S и (2 определяются как 
($ и,) (*,/*) = j jZ* u(if/u')Mp,[(r~r)/u]dz', (9. 2) 
alp) 
* 
(Qcl)(Vi^ C)- j илг,^!) cLp t (9.3) 
-4 
где d определена формулой (1.2.3) 
Делая замену 
^ s X"  + f  ?  ( 9 . 4 )  
придем к интегральному уравнению 
y.L(eS)y + f. (9.5) 
Рогов уравнение (9.5), решение краевой задачи (9.1) можно 
восстановить по формуле 
J= % (9.6) 
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Если •/ непрерывно дифференцируема по те Iol H J и не­
прерывна по (J- €•[- >(, і ] , а §еС
с
.4і4» то решение урав­
нения (9.5) непрерывно дифференцируемо по Ze(OlH) ,причем 
(ср. с (1.6)) 
теме I ^ с (lint j * I Іп(Н-г)\),о<ъ <Н . 
Теперь рассмотрим МДО решения уравнения (9.5). Цусть 
Р4, (9.7) 
где 
~ ( (Z1JU) = > d.jg(/l,ft)U(I,ftj) , 
а проектор ——? C^n  ,(Pnf) i  іг)= /'-7 . 
Здесь есть пространство функций /(*>/<.; таких, что 
/ё L^ colHJ при фиксированном /г е Г- <, О, и -feCc-tO при 
фиксированном г б [о,Н] ,причем Ilfljy -Jna^ /і/ Ц L^ ceH3 , 
& = I f '• ¢= (f<, •¥-*.), -fi€-L\o,Hi , 
"><». "/8Let0lH1 j 
Легко видеть, что 




у ) .  (9.8) 
Известно [78, 79, 80], что 
^ ^ ^  ^ (9.9) 
откуда следует равномерная сходимость r^v-?у для всех 
тех Л , при которых оператор (1- j Pn G>nS)-/| существует и 
ограничен. 
Рассмотрим теперь функцию С - ^ n, Qn tSy)^ (т) . 
Проинтегрируем ее по частям. После несложных преобразований 
получим равенство 
С Piv б? Sy- P f lQh  S y)k  о= (в- *)у(г,уі,) + 
ejccP- (^ г~ )у hk )]+^~^js/^ У^&'М-к) • (9. 10) 
Предположим, что у индикатрисы с существует достаточное 
число ограниченных производных по уи. (соответственно по//). 
Тогда, если функция / также имеет достаточное число огра-
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ниченных производных по ^  , то решение у Cf, интеграль­
ного уравнения (9.5) таково, что 
Э "T^CYU, у») 
< С , (9.II) 
где C n t  не зависит от tr и /и, . Отсюда, а также из (9.8) -
(9.II) видно, что скорость сходимости к Яу зависит от 
того, насколько хорошо Ш (3.1) аппроксимирует интегралы от 
функции (/±) г&/ъ(-г//<4.),/и.&[о, -# где (м) - достаточно гладкая 
функция, и справедлива оценка 
' s n H l  1-, - (9л2) 
Таким образом, результаты, полученные в предыдущих па­
раграфах данной главы, могут быть обобщены на анизотропные 
среды и анизотропные источники. 
Отметим, [78], что если вместо краевых условий (!^рас­
сматривать периодические краевые условия [35, с.82.], то так­
же имеет место неравенство (9.12) и следовательно эцежи §8 
остаются справедливыми. 
Замечание 12. В случае реальных индикатрис рассеивания 
предположение об ограниченности производных по jj- ОТ ^ не 
выполняется, т.к. ^ предетавима в виде 
где зе - достаточно гладкая функция по обеим переаенны. .Тог­
да (ср. с (9.II)) производные по /с от функции су шет в 
точке уи= і особенности сходные по структуре с сеобенностя™ 
ми производных от функции L*-р-*)'/л • Следовательно в этом 
случае скорость сходимости —> Р
л 
и зависит от степени 
аппроксимации интеграла от функции p^-) » где 
(л-у- '7. При построении КФ функцию ср-) раз­
умно принять за весовую функцию. 
Замечание 13. К оценке (9.12) можно прийти и из следую­
щих рассуждений. 
В [і5, с. 239-240] доказано, что скорость сходимости 
%-» У при л-»*о зависит от того насколько хорошо оператор 
аппроксимирует интеграл столкновений Gi на точном ре­
шении У краевой задачи (9.1). Однакоfl5, с. 159] , у гра­
ниц раздела сред справедливо представление 
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^ , (9ЛЗ) 
где dz y(d(ft.), о) - скачок функции у на границе среды, а 
/у - достаточно гладкая функция. Далее, ввиду сглаживающих 
свойств оператора Q.S [ 15, с. Ібі] функция у на границе 
области является более гладкой, чем 7 . Отсюда, из (9.13) 
следует, что при условии представимости индикатрисы в виде 
конечной суммы многочленов Лежандра, точность аппроксимации 
J при помощи Jn, определяется тем, насколько хорошо  6 при 
бляжают интеграл от функций e*cfi(-v/u) 
и 
&xyi(- (H-t)j/*), 
т.е. от малости функции г61 о, ИJ • 
Так как представление (9.13) имеет место и для кусочно 
однородной среды, то полученные выше оценки переносятся и 
на этот случай. 
Заключение 
Для построения приближенных методов решения уравнения 
переноса надо у% ктувать особенности и локальные свойства ре­
шений этих уравнений. В работе [34] авторы строят базисные 
функции, которые имеют характерные для решений особенности. 
Мы предложили учитывать эти особенности в построении КФ,ап­
проксимирующих интеграл столкновений в МД). В виду того,что 
при 
о решения уравнения переноса имеют особенности на 
границе раздела сред, то степень аппроксимации сильно зави­
сит от выбора первого узла в KS на отрезке [0,1]. При­
веденные выше оценки и показывают эту зависимость, а пост­
роенные в §7 составные КФ учитывают особенности функции 
t/xf-(rz/fu-):,/Htfbi/7для разбиения отрезка [0,і] на подотрезки, 
ка которых применяется КФ Гаусса. При этом и. - &(£ 'z J^ 
[39]. 
Отметим, что выбор первого узла КФ /4, и знание зави­
симости быстроты сходимости метода от уи, важно для пост­
роения конечно-разностных и проекционных схем решения крае­
вой задачи для системы обыкновенных дифференциальных урав­
нений [(1.7)-(1.8)] , ибо выбор шага дискретизации по про­
странственной переменной должен быть увязан со значением 
/^i (подробнее о связи между дискретизациями по угловой и 




Квадратурные формулы Кленшоу-Куртиса 
Рассмотрим КФ Кленшоу-Куртиса [62, 65] 
а ^ J /(ос)cUc ъ ^ f(oc*) ? ^-четное, (ПІ.І) 
- 4 d- -f 
у  . . .  J t j r l ' . 5  ( П І . 2 )  
J-O 
Здесь знак JZ означает, что первый и последний член взя­
ты с коэффициентам 0.5. 
Известно [70] , что Ii
л 
> о . Если добавить X0 - - і, 
<f - //(Vw) и суммирование в (ПІ.І) начинать с нуля, то полу­
ченная КФ будет точна для многочленов степени, не превосхо­
дящей /V . (Отметим, что при л-= 2 эти КФ совпадают с клас­
сической КФ трапеции). 
В этом приложении мы покажем, что КФ Кленшоу-Куртиса , 
отображенные на отрезок [0,1] удовлетворяет условию А), 
I. Параллельно с КФ (ПІ.І)-(Ш„2) мы рассмотрим ее 
предельный случай 
"^•4 ~ 4, 2-, • • • s j 
К 
= ^rlIZ ' IZ1- - >1-1, ШІ.З) 
Посмотрим насколько КФ (ПІ.І)-(ПІ.З) отличается от КФ 
( П І  . І ) - ( П І . 2 )  j  т . е .  о ц е н и м  р а з н о с т ь  ^  ^  i - t z , . ,  - <  
я этого оценим остаток ряда 
І <7<ГГ'-T •<>"'> 
k - 4  
К 
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Лемма ПІ. Для любого Iz  [о , j r ]  иM = 1,2,... имеет м с-
> равенство 
1 С _ Лсп г МІ _ /f 
то асимптотическое
Z6 0  t ea С**-Dt _ 1  Г Zk-<1 4-W 
-М*1 
+ ' «*Р»чК 1 . 
Urm)UM*3) /Uf t i  (1М«)(2М<І)(2М*5-))  и  Wtt i t s I ' '  
Доказательство. Применим технику, предложенную в [ 51 , 
с.535]. Имеем 
СО OO fe 
-xi (Са^ -->^  _ 
OS h  
-Lntr^  
lfe=M J= ' 
^ Г <ІГ7 -
</" ^  k-Mn j -  4 






U n { i k - J ) t  -< 'Я/г- Mf 4, X 4</г. 
' + Z-T 2_ 
•, + 4 U k - O U h O  
Остаток последнего ряда преобразуем аналогично, с уче­
том того, что Г16 , с. 27, 22, 44] 
M 
Z г.. JMfY 4І/ і { гМ+іИ «пН--щ 5-у-
6- 4 
«4-<К.г4*чз; (л^)(І(Л* )  
k*M+i 
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Z4tzt i f ALri1Mt 4 2  , i m i - 4 -  ""—- -j-ЬІЪІ I lM+A X(WH) 
k=M+l 
4 
+• 4L/1 t  ZUM 
•,(ЯіЧ*"І)£ У 4<in(2k+4)t 1 ) 
+ 1)(2M+&) ^ k^\H  k~<) Л ^1.6) 
Ho 
Zc 0  4сп(ЛА*4)4 _ 4 GOOjZM C2k~i)Uk + *)Uk+b) litrit (2М*4)им*Э)(1,М+5) 
ё-M+i 
Ъ CcA(ik*-&H 
~ ьіпі z— tik-i)  k+4)Uk*b)(ims) '  (ПІ.7) 
ё г M-H _ -
Здесь мы использовали полученные из [16, с. 17,23,44]равенс­
тва 
Д , г 
> 4tfl(Zk+i){ - —- COi(XMU){ f ихЫ 
J—~ X 1H-IT 1 
й* 4 
oo 
V—І__-І 4  / (л6-<)Шн)(2А+3) 6 ^М>1)^М>3)^М"5) 
*іМН 
Наконец, аналогичным образом оценивается последний ряд в 
(ПІ.7) 
еоьик+Л)* ,Q Y \ ... 
х 
/ ak-<)Uk-n)Uti>b)(2bs) '  ^  (iil-ö) 
A= M-M 
Подставляя (ПІ.8) и (ПІ.7) в ШІ.6), приходим к (ПІ.5)„ 
Лемма доказана. 
Лемма UZ. При всех -3 = для определенных а 
(ПІ.2) и (ПІ.З) весов КФ справедливо равенство 
К - І  • ,..),1,,..;,. * &( ШІ-9> 
Доказательство. Пусть t^-n^jn . Тогда, следуя [Toj, 




OOi T4 V QOi(S,j-X){ -u/iiji соъ(и-х)t 
Г Л *<Н 
. ф-1 
COlл^ 5 С04Л-І (ЛОЛ 1? 
Л 
. , V" 
+ + &МПІ / 
п
-< pr 
1-4) {-rt и* H . . -.J/V" 4йь(*І-*Н ~ 
-ігг^ — ^% н-< %ч-< 
Далее, учитывая (ПІ.4), имеем 
а/ . г/ - Ml' * ИІ^і-імиУ . 
А 4 %2-Y tl - 4 &J"1 
Подставим теперь в равенство (ПІ.5) M = 0/2--1, I = -Jujn. Тогда 
У ъгь(1^<)і = х f (-4?и>ьи _ _ 
Z_ «,'/г ^  I &ІП-і) 2,(пг~1) 
j"i* 
- і j ^ /д / < ) 
(п-1)(а+4)(п+з) •> п.чьіпъі )' 
откуда 
К I Ь 7 (-4)* А /п I * I 
4 <*чюч»(п+ъ) * и(п'*аЧ ' 
Умножая левые и правые части последнего равенства на -I A , 
приходим к (ПІ.9) 
Лемма доказана. 
3. Отобразим теперь КФ (ПІ.І) с весами и узлами, опре­
деленными в (ПІ.2) и (ПІ.З), на отрезок [0,1]. В результате 
получим КФ (6.3.1), где 
JXj -- -Uri (ж6)/іп , у.- 4,л,.. ,гъ 
-1 \ . _ у (Щ. 10) 
</' s 2— (*-*й ) и» t j* 1,Я, .. .Л-1, 
с- о 
I^*= o.õj (п*- 1) 




cC/%. ~ n. 
ee предельному случаю. 
Покажем, что КФ (6.3.1) с узлами и весами, определенны­
ми в (ПІ.11), удовлетворяет условию (6.6.2)-(6.6.3). Для 
этого сначала докажем несколько лемм. 
Лемма ПЗе Пусть <х и / - некоторые действительные чис­
ла. Тогда справедливо равенство 
У (а гк-*1 (а-1 Г* (а'*-\ I"-'"!* 








t а А &0~ 
(Здесь Cl - биномиальные коэффициенты), 
Доказательство. Обозначим левую часть равенства ШІ.Ш-




Ik-Zl . . • „ . 1 
-f *- j*0 €*-0 
k liili 1.1-Z 
C= i J* о 
Пусть j* 1*пъ , тогда 
/ / г*"' 
ik-ü-m, т. 




' -Z l 1 J  
іл 4 f>*O t- О 
Покажем, что в сумме по м- отличны от нуля только члены при 
четном т. . Предположим, что к четное. Тогда, объединяя 
во внешей сумме члены с с-р, и і- A-fi+t , получим 
kjt Xk-I , п. 
С 
р.-4 ЩіО ^ Ыо 
"Xk-гр- Ifl-As 
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У" , / л""' Г ^ 7 у 
/— SLj l- i .  ^Zk-Xf l  J ^ 
0 гп, 
*  L .  '"> V ' 
I ^o  
Нетрудно видеть, что при нечетных т. выражение, стоящее в 
квадратных скобках, равно нулю. Действительно, ибо первый 
член первой суммы и последний член второй суммы, второй 
член первой и предпоследний второй и т.д., равны по модулю, 
но имеют разные знаки. 
Теперь проверим при нечетном & . В этом случае 
АЬ'Х, , (*•<)/* г т. т. 
Г
і  r n-l  P ¢- 7 i k -b-rn.  0  m 
. ... 
и f»- Г * •  
причем при нечетном m. последняя сумма равна нулю. 
Итак мы показали, что в равенстве (Ш. 14) члены при не­
четных т равны нулю. Отсюда 
т*о *• с -  4 ZsQ 
В последнем равенстве выделяя слагаемые с о н т- И--І , 
приходим к (ПІ.І2). 
Лемма доказана. 




к aj  COtTaj  -  (9  (a f j ,  (ПІ.І5) 
k* т*  ,  ІЧЛ,. .п  = 
Доказательство. Зафиксируем tn} і и проведем индукцию 
по k . При 4 = Y имеем 
L 
\  . 
т  
CC V- т-л 
а ^  и na j соь aj = — j Mnzocjoot, 
5 T ,у. 
^  T  Z r  'J i u n 0 L  ^ n -4tna(?-4)= O(õ-tr ia i )  • 
Пусть (ПІ.І5) справедливо при k - k' , тогда 
_L I  
a j_  Ui  a j  LOimaj  i  а  <%/г a i  ^tr i i ot j  дуГocj  =  




Теперь мы в состоянии доказать, что имеет место 
Teopmia ПІ. Узлы и веса КФ (^б.З.І)-(ПІ.ІІ)} удовлетво­
ряют условиям (6.6.2)-(6.6.3). 
Доказательство. Вместо  {(6.3.І)-ШІ.ІІ)3 рассмотрим 
КФ, которая отличается от нее лишь величиной последнего ве­
са, а именно: пусть ^ Ln -O , т.е. узлы и веса новой есть 
yUy = =ГК > J= 4.1,.ГЬ . Очевидно, что ес­
ли условия (6.6.2)-(6.6.3) выполнены для этой КФ, то они 
выполнены и для КФ (б.З.І)-(ПІ.II) , т.к. у последней 
= (0(</пх). 
Положим вначале, что в (6.6.2) с > 4 . Обозначим левую 
часть равенства (6.6.2) через AJ , тогда при всех І 
имеем 
С £ 
л* • . ли'0 • 
Aj ' W Т і ~ '  а *п іа/ "л aJ ' 
- Mnia3 \ л -
С 
, /л, J1. - ~ • •*<'-*/» . . 7 
- (а +(у(а)) I Ci(J-H)^isi ац-і)] 7 
где а - ж /і  . Рассмотрим последнюю сумму. Учитывая CIIL12), 
имеем 
. Xl-In зт-2 \ Г 
4^/г a(j4i)4tn oi(j-i)- -btttaj * Otd 4 Іп tti . / I Ы-паі UGbOL + 
f /lt * «1 
-іглг-Х 
4- СД4 OLj 4ІП CtJi [ AinajCOtCL -COÖCijSyiKCL j 
<.-z 
* г . V Z Г . . 1^ /-^  
= г| <ч/г aj ce»aj + / ^ / Шьоі] coõocj x 
x j" оиоу /k/га]"^  + г[ codoy ,^ 
где коэффициенты определены в (ПІ.ІЗ). Отсюда 
/ . '.г, ,JLti-O 1 
Л; - OL-U п, £,clj *сгі OLj [ 4- соб cl J -




Г . . 1*Л 
* 604 оу + 
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f &(a5)M,n(3.aj) ^ [^cnaj ансс]*" Л ^ 
t-i 
*[<JX>ajMnaY * ^ a-lZ- f "naj]*'/'> 1 «ftwa/J^ üia* 
J* ' 
Нетрудно заметить, что при /=1 справедливо равенство 
A1 = ) = 0(ал'). 
Теперь с учетом (ПІ .15) получим 
JL 
/ Aj = (Plа?JUn1 tCxl) =/*, (Pf/*g '), 
Итак мы доказали, что I® {(6.3Л МПІ.11)) удовлетворяет 
условиям (6.6.2)-(6.6.3) при всех с = 2,3,... Случай ' • I 
легко проверяется непосредственно. 
Теорема ПІ доказана. 
Из предыдущей теоремы и лемм 02 и ПЗ следует 
Теорема П2. КФ Кленшоу-Куртиса ((6.3.1)-(ПІ.10)3удов -
летворяет условию А). 
Доказательство. Из теоремы ПІ и леммы 6.II вытекает,что 
КФ (б.З.І)-(ПІ.И) удовлетворяет условию А), т.е. 
I 
Y- 4/ ' ° иі>~'1 Х- < ] T' I*---*-
Отсюда для доказательства теоремы П2 достаточно пока­
зать, что 
I 
I öLj -dj IyUJ'. р
А 
€(£'), I* /4 , (ПІ.І6) 
где otj (Jj- ,juj, у, 4,я,-.-, п- определены в (ПІ.ІО)-(ПІ.ІІ). 
Равенство (ПІ.І6) докажем по индукции. Пусть с = I, 
тогда, учитывая (ПІ.9) , получим 
/ 
X 'aS' ~лі I * ®(п Ч) Ž мпЧМ.) * ыьШ) j=4 j-4 л 4=1 I К- / 
/= 1,2 ,  Л-'-
Предположим, что ut* n-jz , тогда для всех j = і,/ 
справедливо неравенство 6*n.(xj/n) > aj/n, , и 
/f < Y7 J ^ 
(Ш. 17) 
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При njt < I $ п-1 можно записать 
I NS, 
£ 1 £ ^ ½) ч< 
Подставляя последние неравенства в (ПІ.Г7), получаем 
ZL I otJ - cV" I " Оір<) • 
Дальнейшие шаги индукции и равенство (ПІ.Іб) вытекаю? 
очевидного неравенства 




Квадратурные формулы Гаусса 
В этом приложении мы покажем, что веса КФ Гаусса на от­
резке [О,Ij представимы в виде 
об. = 4^ + ^ -т^ — ), 
/ < П AcnQj 
где е,-=Q tccznxj- , а Xj- есть j -ый корень многочлена Леж&ндра 
степени а . Отметим, что в [43, с. 358] для весов KS Гаусса 
выводится соотношение 
-1 
otj - Ttiari) л,-CnBj {<і+р(4)), J= <,*>.•, п-
л 
fTcpnc является более грубым по сравнению с (П2.І), 
; усмотрим Ш Гаусса на [0»і]. Xoposo известно [29, с. 
I03j 'а то ее вес» ш узлы прэдставимы в виде 
*• - !(*-*})[ jj*]"' , /« А*-, (П2.2) 
/j " (/^) ' J ~ 4'&> • V 
где Pnfx) - многочлен Яежандра степени 




. _ I 
"• ^ ~ cL9 cix ~ U 9 4іа 
где х-соо » следует, что 
р.'(Vj)T-
Отсюда вытекает, что 
uj " f а§~("*"$>] *• j*''*>• •' "•' (П2.3) 
причем для арккосинусов корней многочленов Яежандра (углов 
Oj ) имеет место асимптотическое равенство 11, с. 594J 
9 ' ^ у=/,.д,.. ^  , 1П2.4) 
143 
е. = , А/* п+ф t j*i,А. (П2.5) 
или равенство [43, с. 145] 
Oj = 4^ i Ж, Sji о, іц), /= '/4, - Л • 
Ниже мы будем пользоваться техникой, развитой в [48], 
несколько уточняя некоторые оценки. 
Из известного выражения [48, с. 138] 
( м л  Р
Л  




Rn(0)= А/'< j Pn(UKi)OLt, (П2. ) 
получим соответствующее равенство для производной от много­
члена Лежандра. Дяя этого продифференцируем почленно равен -
ство (П2.6) (в[48, с. 141] дается обоснование этому шагу ). 
Имеем 
4 СОІ г— Z 
? ж(м9)* 
- - ZnN^niNe-х/ь) * Pn ( ). 
Отсюда с учетом (П2.6) получим 
-[\М4іа(А/ -*/ )'у
л
( )\4Іпг& , (П2.9) 
где 
ом ХМ -я/ч)- j- &n(e)<dcje *0.п( ) • (П2Л0) 
Равенство (П2.9) имеется в [48, с. 142], но для^ rv там при­
ведена лишь оценка. 
Из (П2.6) и (П2.8) вытекает выражение для , а имен-
но > 
к*. -6СЛ / Prl ((Oi i)di =• 
*}% 
144 
=  Щ Ш т •  ( П 2 . І І )
2. Обозначим в равенстве (П2.ІІ) первый интеграл через 
сfj&), а второй через fn(&) и распишем подробнее функцию 
Согласно [48, с. 143] имеем 
% ^6V =- f 1 6- СОІ ( NI- Ж JN) DI-
? CM ЫІ OS; (NT-JTFH) , W  \&А№А*№-*1Ч) 
- - J —"iw, di J Wf 
л/2. J-гД 
. - f c^A/e I - J-TMH. I iin^ j7McU + 
+ y/i B  J Õ + F  О С Л Ы  ( Х Ъ Э С / Ч  + <ЩІМ9 MRIJTFC] 
Здесь мы учли, что интегралы от 4/^4- легко вычисляются. 
Обозначим в последнем равенстве шрвый и второй интегралы 
через С. О) и &*,(&) соответственно. Тогда 
IF R I(Q)-- M СНС^) + ЛЙІМ З)^( ) -<y^>ecA)(/V»-j?/*J j , 
Отсюда и из (П2.ІІ) имеем 
( )^  j crfg 9 {N9 -jtA) * H.fej' (П2.12) 
где 
' RL ' , & ' J  = ~F~ f L O 6 N E  C (&) * W~NE Ъ
А  
0)]^  Д (E) (na. 13) 
•Учитывая (П2.4) и (П2.5), оценим соъ(М -л/ч) . Не­
трудно видеть, что 
СОЬ(МВУЛ/Ч)~ (-1)* 6*П[ J- CITG ÕJ *'*"•• •' ^ ' 
Из последнего равенства вытекает оценка 






откуда и следует (П2.І4). 
Теперь оценим H n .  . Следуя [48, с. 138], с учетом не­
равенства [48, с. 134] 
-б-с  ^'  j  P k  f cojif j j < ~]/(Jift)  , 0(4(3r, 
при o< <л/л, имеем 
1 R*(e>l < J f ctl' äfe • Ш2Л5 
Отсюда 
I I f co*N(t-e) j 
r j"Ll1^ r  J i :  '* 
 ^ ул 
m 
(Оценка при jrA <6> <jr проводится аналогично). 
Нам осталось оценить функции Ск (е) и £)*(&) « Бая.ч 
интеграл в определении dVo) по частям, получим 
I - - W - 1 ¾ ? - I - V  
•  i  
Отсюда справедлива оценка 
I Ск[ )1 5 CM 1  ^ , 0< I? <7Г {!12,17) 
Аналогичная оценка имеет место и для . Подставив 
(П2.І5)-(П2.І7) в (П2.ІЗ) и учитывая (112.7), имеем 
I H iv(P)I ^ C n ^  , О  <  9  <7Г . 
Отсюда и из (П2.7), (П2.І2) и (П2.І4) получим такую же 
оценку и для , а именно 
І & Ы  ^ ( П 2 . І 8 )  
Сравнивая (П2.І8) с оценкой для /?*, » приведенной в [48 , 
с. I4IJ: 
146 
I R„te)| 4 
ü< 9 ^ -rA, 
tn- ^ z < *  
<JT у 
(П2.І9) 
можно заключить, что оценка (П2.І9) завышена на порядок, по 
крайней мере, вдали от концов отрезка [о, Jij. 
3. Вернемся к равенствам (П2.9)-(П2.І0)
е 
Учитывая 
(П2.7), (П2.І4), (П2.15) и (112.18) из (П2.І0) следует оцен­
ка 
(П2.20) 
С&) \ £ С П. сЛ$ G j  , J = 4, і, п, 
Нетрудно видеть, что 
JtMifNB i  -Jfiy [-*) OOi(~г *•$( %г)) , rv . (П2.2І) 
Отсюда, с учетом равенства 
cfej 9j  ^ 0 (ЖуОр , /г, 
следует, что ^ tn iLNej -л/ч) представим в виде 
4ІГІ (А-Jf/tf) ^  4+ (Р С °\ і) , j = /,Л - у л . 
Подставляя теперь в выражение для производной от мно­
гочленов Л жандра (П2.9) равенства (П2.7) и (П2.2І) и учи­
тывая оценку (112.20), получим 
Г* (а» Т*№ 
(П2.22) 
/г. Из 
J - 4, £, . j, t  П,. 
Наконец, мы в состоянии найти ctj, у= и, 
(П2.3) и (П2.22) имеем 
Ъ " JIrtcme^ 1 °  Р ( ^ r i - )  
Ш
Ь *'л еі '  / ' * • - '  « .  




Циркулянты. Основные свойства 
I. Циркулянтом порядка / называется матрица вида 
С-4 C i  • • • Cjl-1 \  
£  ~  C f i - *  C 0  С .  •  •  >  С » ,  е  Ср і  с, •   1 
І Ср-1 С о '  • • С уі - з 
\ ^  < Ca, C-J-.- С о 
(ПЗ.І) 
• I  
Упорядоченный набор ( C0f C4lC2,... С__,) называется образую­
щим вектором циркулянта. Всякий циркулянт однозначно опре­
деляется своим образующим вектором. 
Теорема ПІ. Матрица С = Ccisf)„ & ,Л является циркулянтом 
тогда и только тогда, когда ее элементы выражаются формулой 
2. Если матрица (ПЗ.І) есть симметричная матрица, то в 
этом случае С называется симметричным циркулянтом. Из 
(П3.2) следует следующая структура симметричного циркулян­
та: образующий вектор симметричного циркулянта четного по­
рядка есть 
Всякий симметричный циркулянт однозначно определяется за­
данием первых ^ 4 чисел образующего вектора. 
3. Собственное•значение циркулянта (ПЗ.І) определяет­
ся формулой 
(113.2) 
С  С о  C i  . . .  C ^ .  C ^ - f  .  -  ,  C i  )  ;  Д *  >  
а нечетного 
( С о  C 1 , .  .  _  1  С ^ .  « •  •  C f )  ,  •  
(ПЗ.З) 





где Ik есть 4-й корень уравнения . Нетрудно 
показать, что д, 
l eL- eJ^ f1 % , O-P-J r x H f j ' -  (ПЗЛ) 
4. Из(ПЗ.З)-(ПЗ.б)следует, что любой циркулянт порядка 
/ь при помощи унитарного преобразования 
А л . , , 4 
•  K - I  
,  U U ' ,  T  (П3.6) 
г 
V , г1 г1 
г,8 зависящего от конкретного циркулянта, приводится к диаго­
нальному виду 
С - U Л (J* , А = (A 1  ^  J N- =  , 
5. Все циркулянты порядка р- коммутируют между собой. 
6. Рассмотрим симметричный циркулянт четного порядка 
Jt=SUp . Из пп. 2-3 следует, что 4 -тое собственное значение 
циркулянта есть 
-½ = C0  + (-4) С(у + X 
С е Ш
Т ~  
7. Собственные значения симметричного циркулянта четно­
го порядка удовлетворяют соотношениям 
V 4   ^= Луг-yl , 4= V 4 . 
Это выражение следует из следующей цепочки равенств 
^/1-4 - C 0+ С- 4) CQ + 
= C 0  + (~4) к  + ) C t  CM иж- ^ ~) = л х  . 
В. Рассмотрим операцию умножения циркулянта на вектор. 
Поставим каждому вектору ос е £  ^
X  ^  ( X 0  X t  Tt-' 
в соответствие циркулянт X с образующим вектором 
149 
3£ (сто х^. ..Xi) 
Нетрудно убедиться, что соответствие х-> д£ есть изоморфизм. 
Очевидные выкладки показывают, что образующий вектор цирку­
лянта СSC совпадает с вектором Coce 2.^ . Следовательно, 
операция умножения циркулянта С на вектор х эквивалента 
произведению двух циркулянтов С и ^ . 
9. Обозначим через CitCft) множество всех циркулян­
тов порядка а через Ссг*(/г.) множество всех симметричных 
циркулянтов. Очевидно, что 
Cct Y/t) С Сіъ(р.) . 
Кроме того, имеют место следующие свойства: 
10. А, & е С с*,* (р.) otA+pQe Сіъ*ір.) , 
11. А, 6 £ =) /4 6 € CtV ^u), 
12. Л б 2 ^ =? /Г'б 
13. Л, бе =? А 6 = 6А -
14. Свойства 10—13 остаются в силе и для множества & 
15. Рассмотрим величину 
AL 
Теорема П2. Имеет место соотношение 
^ 0 ;  т+лф rP Я Im-Zbj ž ІР ;  
Lfl7 { ыые 9 Zlm-ntf PjV !?} ^ (П3.7) 
L7 m.л. e 2 (m-h-jeO5 , 
9 = I О, L, 2, L, . , . j 
Доказательство. Применяя формулу произведения тригоно­
метрических функций, получим 
L-1 
ху(шп-)к m(tn-n,)L \ 
f Cca —; J 
6-0 
L L 
Рассмотрим величину см (Ыыл)к/і-) . Она определяет соб­









Z OS £П()л+п.)к 
ь  
аналогично 
L - I  
ы(іл-к) k-
L t tn+n - Of L, ZL, 
^  O  j  т + г і ф  О ,  L l X L j  
L  ,  I t n  -  t i (  -  O 1  L ,  ž  L 1 .  
L  I 0  >  I n - H - I =  O 1 L 1  i l r  
Отсюда получаем формулу (П3.6) 
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Библиографическая справка 
Теоремы существования, единственности и непрерывной за­
висимости решения от исходных данных (в соответствующих 
пространствах) исследовались во многих работах и для более 
общего случая (2,11,17,18,21,40,71 j . В первой главе вос­
производятся доказательства этих теорем для уравнения пере­
носа в плоско-параллельной анизотропно рассеивавшей среде. 
Отказ от представления индикатрисы рассеяния в ряд по 
полиномам Леж&ндра, по видимому, впервые был сделан в [66;, 
Получение расчетных схем на основе вывода уравнения пера-
носа в терминах дискретных переменных подробно исследова­
лось в обзоре [ 20j. Термин линейно-алгебраическая модель 
переноса излучения введен в [42]. 
Решению уравнения переноса методом Зейдеяя посвящено 
довольно много работ (см. например, [56,61,66,69] ). Зави­
симость сходимости этого метода от вьітянутости и "наира:- -
ления" анизотропности изучалась в [23]. 
Структура ЛАМ в случае равномерной сетки по азимуту ис­
следовалась в [22,23,25,26]. 
Первые результаты по описанию точного решения краевой 
задачи для системы дифференциальных уравнений МДО приведены 
в \84,85,91]. Дальнейшие исследования решения МДО для более 
сложных случаев можно найти в [9,21,37,56,78]. Построение 
решения ЛАМ в наиболее общем случае (анизотропном рассеянии 
азимутальной зависимости) приведено в { 24]. 
Свойства сходимости МДО изучались многими авторами. До­
статочно указать работы \ 44,49,50,57,59,60,72-74,77,76,80, 
90| . (Более детально см. обзоры [3,4]). Однако вопросы бы­
строты сходимости метода до сих пор окончательно не выясне 
ны. Впервые вопросы скорости сходимости затронуты в работе 
[57], в которой получены оценки аппроксимации в случае ис­
пользования  Гаусса. Затем в [ 63] были получены оценки 
для приближенного решения проблемы собственных значений,где 
в качестве НФ были выбраны также Гаусса. Надо отметить 
также работы [ 2]и |ІО], в которых развита методика оценива­
ния скорости сходимости метода и выведены оценки для КФ 
прямоугольников. В монографии І4] на основе детального ана-
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лиза дифференциальных свойств решения уравнения переноса 
также рассматриваются вопросы оценки погрешности МДО в об­
щей постановке. Наиболее полная работа, посвященная скорос­
ти сходимости 
МДО с дискретизацией, как по угловой, так и 
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