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Abstract 
 
Objective: Best practices such as the FAIR Principles (Findability, Accessibility, 
Interoperability, Reusability) were developed to ensure that published datasets are reusable. 
While we employ best practices in the curation of datasets, we want to learn how domain 
experts view the reusability of datasets in our institutional repository, ScholarsArchive@OSU. 
Curation workflows are designed by data curators based on their own recommendations, but 
research data is extremely specialized, and such workflows are rarely evaluated by 
researchers. In this project we used peer-review by domain experts to evaluate the reusability 
of the datasets in our institutional repository, with the goal of informing our curation methods 
and ensure that the limited resources of our library are maximizing the reusability of research 
data. 
 
Methods: We asked all researchers who have datasets submitted in Oregon State University’s 
repository to refer us to domain experts who could review the reusability of their data sets. Two 
data curators who are non-experts also reviewed the same datasets. We gave both groups 
review guidelines based on the guidelines of several journals. Eleven domain experts and two 
data curators reviewed eight datasets. The review included the quality of the repository record, 
the quality of the documentation, and the quality of the data. We then compared the comments 
given by the two groups.  
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Abstract Continued  
 
Results: Domain experts and non-expert data curators largely converged on similar scores for 
reviewed datasets, but the focus of critique by domain experts was somewhat divergent. A few 
broad issues common across reviews were: insufficient documentation, the use of links to 
journal articles in the place of documentation, and concerns about duplication of effort in 
creating documentation and metadata. Reviews also reflected the background and skills of the 
reviewer. Domain experts expressed a lack of expertise in data curation practices and data 
curators expressed their lack of expertise in the research domain. 
 
Conclusions: The results of this investigation could help guide future research data curation 
activities and align domain expert and data curator expectations for reusability of datasets. We 
recommend further exploration of these common issues and additional domain expert  
peer-review project to further refine and align expectations for research data reusability. 
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Introduction  
 
Managing research data with care, and sharing research outcomes with the public (including 
publications and datasets) is becoming an expectation in academia. Several governments and 
funders emphasize this expectation with policies and regulations to increase access to 
federally funded research, such as the 2013 White House Office of Science and Technology 
Policy memorandum in the United States (Holdren 2013) or the Open Research Data Pilot, 
part of the European Union Horizon 2020 program (Directorate-General for Research & 
Innovation 2016). Journals that require publication of data underlying the research are also 
becoming increasingly common (Dearborn et al. 2018). The goal of these policies and 
recommendations is clear: maximize access to research data to ensure that research is more 
reproducible, and make data that is more reusable. Requiring a data management plan with 
research grant proposals and requiring or recommending sharing the data generated during 
the research will usually achieve this. The success of the implementation of these practices, 
however, is not clear. Research suggests that funders and journals are ineffective at 
convincing researchers to share their data (Savage and Vickers 2009), and that when data is 
shared, it often has issues (e.g., lack of documentation, inadequate formats) that make it 
difficult to reuse the data (Van Tuyl and Whitmire 2016, Naudet et al. 2018). 
 
To solve the problem of quality in data sharing, the research community continues to develop 
best practices. Two examples of discipline agnostic data sharing guidelines can be found in 
the FAIR data principles (Wilkinson et al. 2016) and the DATA (Discoverable, Accessible, 
Transparent and Actionable) rubric (Van Tuyl and Whitmire 2016). There are also many 
examples of discipline specific recommendations, such as the work of White et al. (2013) for 
ecology, Griffin et al. (2017) for life sciences, and Leberg and Neigel (1999) in the field of 
population genetics.  
 
The attitudes and practices of researchers with respect to data management and data sharing 
has been studied at length by many (cf. Van Tuyl and Michalek 2015, Akers and Doty (2013), 
Whitmire et al. (2015), Rolando et al. (2013), Borghi and Van Gulick (2018), Johnston and 
Jeffryes (2013), Whiley and Mischo (2016), Federer et al. (2015), and Carlson and  
Stowell-Bracke (2013)). However, several authors have expressed concerns related to data 
sharing, like ethical considerations (Merson et al. 2016), the availability of data (Vines et al. 
2014), and the complexity of data sharing in general (Borgman 2012). The question about data 
quality has been noted by some (Merson et al. 2016), but very few studies have investigated it. 
A notable exception is the study by Naudet et al. (2018), where they tested the reproducibility 
of data published in two biomedical journals with a strong data sharing policy. Naudet and 
coauthors found that when datasets were available, it was possible to reproduce the original 
results for most of them. They also found that the procedures used to share the data were very 
heterogeneous, and that authors did not use any standard to share their data, which 
complicated the reuse of the data. Another study addressing data quality (Van Tuyl and 
Whitmire 2016) created a rubric to evaluate the quality of shared data. They saw that almost 
none of the data produced by researchers at their institution scored highly on discoverability, 
accessibility, transparency, and actionability (DATA). 
 
The heterogeneity of research data and of science domains adds a level of complexity to the 
problem. Different disciplines have varying expectations regarding data sharing, and value it 
differently (Tenopir et al. 2011). They also interpret “quality” data differently. In addition, 
 
Journal of eScience Librarianship 
 
e1166 | 4 
Peer Review of Research Data Submissions to ScholarsArchive@OSU                JeSLIB 2019; 8(2): e1166 
                  doi:10.7191/jeslib.2019.1166 
standards and best practices differ across scientific disciplines. Formal peer review of datasets 
has been proposed as a possible solution to the challenge of producing quality data that 
complies with discipline specific standards (Lawrence et al. 2011, Costello et al. 2013). 
Research on data peer review indicates that researchers do not expect data to be peer 
reviewed, but that data that is peer reviewed is recognized by researchers as being of higher 
quality and trustworthy (Kratz and Strasser 2015). Formal peer review of data sets is 
performed in data journals (Candela et al. 2015), but it is uncommon in journals that focus on 
publication of scientific discoveries, even if they require the data to be publicly available. At the 
repository level, a common form of review is the data curator review. This process varies 
depending on the repository and the institution (Johnston et al. 2017, Koshoffer et al. 2018), 
but it usually involves a data curator who is commonly not a domain expert, with a focus on 
reviewing the metadata and documentation associated with the dataset, and on data formats. 
Finally, a large proportion of repositories and journals allow self deposit and do not require any 
form of review. 
 
The best practices mentioned above are helpful, but for the most part are domain agnostic and 
focused on the data curator, rather than on the domain expert who will potentially reuse the 
data. This article evaluates how domain experts and data curators interpret data quality 
differently. By becoming aware of these differences we expect to learn if the guidelines and 
criteria the research community has been developing are useful for dataset reuse. We do that 
by asking domain experts to peer review datasets in our institutional repository, and compare 
them with evaluations done by data curators.  
 
Materials and Methods 
 
Datasets in ScholarsArchive@OSU have not been curated uniformly over the past decade due 
to personnel, program, and policy changes across that time period. Over the past decade, our 
methods for curating dataset deposits to ScholarsArchive@OSU have changed as our 
program has grown and we have gained experience and insight into the needs of our 
stakeholders. An initial set of dataset deposits in ScholarsArchive@OSU, dating from 2009, 
were deposited prior to the launch of our formal Research Data Services program, and did not 
undergo any explicit or systematic curation. 
 
Between 2010 and 2016 data curators reviewed datasets submitted to ScholarsArchive@OSU 
for overall coherence and cleanliness (see Tidy Data, below) including removing extraneous 
files, ensuring that included files were actionable by users (i.e. the files could be opened), and 
clearly documenting the dataset either in a readme file or other documentation. The data 
curators requested changes to researchers and, while not required, they strongly encouraged 
creation of documentation.  
 
After 2016, Oregon State University’s research data services underwent methodological 
changes, resulting in a somewhat altered approach to review of research data deposits, 
including the following items: 
 
• Tidy data: datasets are expected to be reasonably organized. This loosely defined 
requirement involves checking that there isn’t duplicated data, or several versions 
of some data. We check that data includes a consistent structure (e.g. variables in 
each column) throughout all the files.  
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• Formats: data must be in actionable formats, cross platform formats, and open 
formats when possible. The data curator discusses with the researcher he best 
formats for their data that will maximize preservation. The most common example 
is transforming excel files to csv files.  
 
• Documentation: it is mandatory that all datasets in ScholarsArchive@OSU include 
a documentation file. A template is suggested as guidance, but researchers are 




We created a set of peer-review guidelines based on an amalgamation of review guidelines 
provided by a number of academic data journals. We included a variety of journals, with 
different peer review models, and we included discipline specific journals as well as discipline 
agnostic journals. Table 1 shows the journals that we relied upon, open access journals which 
had detailed review guidelines specific for datasets. 
 






























Earth System  
Science Data, 2019 
F1000Research No 













Discipline specific: journal accepts only articles within a particular discipline, e.g. geosciences (Yes) or accepts 
papers in all disciplines (No). Peer review: peer review model followed by the journal. Single blind peer review: 
Anonymous reviewers review the content of the paper. Authors are not anonymous. If paper passes peer-review, 
it gets published. Interactive public peer review: Initial review by a topic editor. Citeable preprint of paper is  
published. Article goes through discussion phase where interactive comments can be posted by designated  
referees (anonymous and non anonymous) and by all interested members of the scientific community (non 
anonymous). Authors revise manuscript and resubmit. Topic editor accepts/rejects. Accepted paper is published, 
with a reference to all the review materials, that are openly available. Open peer review: Article is published after 
submission. Non anonymous reviewers are invited. Registered users and authors can also submit comments. 
Authors are encouraged to publish revised versions. Articles that pass peer-review are indexed. All the versions 
and comments are publicly available. Publisher: Publisher of the Journal. Citation: citation of the source, to be 
found in the reference list.  
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The review guidelines were divided into four blocks. We asked domain experts to consider the 
quality of the repository record (Is the repository metadata sufficiently descriptive? Are 
keywords and/or abstract helpful? Are there elements that could be added?), the quality of 
documentation associated with the dataset (Is there sufficient documentation? Is there robust 
contact information? Is there enough information describing the content and format of the 
data? Are methods described in sufficient detail? Can all internal references be resolved to 
real entities? Is there information about your rights to reuse the dataset?), the quality of the 
dataset itself (Are the data recorded in a useful format? Are error limits, spatial and temporal 
coverage good enough? Are values physically possible and plausible? Are there missing 
data?), and to score the overall usability of the dataset.  
 
We created a questionnaire based on the review guidelines, that can be found as 
supplementary material for this article. Most of the questions required a written response, but 
we also asked reviewers to rate the quality of the record, the documentation, the data, and the 
overall dataset in a scale from 0 (low quality) to 10 (high quality). The interpretation of the data 
provided below relies heavily on qualitative data, but quantitative data are used on occasion to 
reinforce our arguments. For both the domain expert scores and the data curator scores, we 
calculated the median and standard deviation of each score to summarize the quantitative 
information provided via reviews.  
 
Peer Review of Datasets 
 
We selected each research dataset that had been deposited to Oregon State University’s 
institutional repository, ScholarsArchive@OSU, and collected the names and contact 
information of the depositors of the data, either from readme files, documentation, or by 
searching the university directory for contact information. Datasets for which we were not able 
to identify an appropriate contact e-mail were excluded from the study. Of a total of 86 
datasets, 59 were considered for the study. The datasets that were not included consist of one 
dataset in embargo, a dataset published by one of the authors of this study, and 25 datasets 
for which we were unable to find contact information for the author.  
 
We asked the authors of these 59 datasets to provide contact information for 3 or more 
possible domain specialist reviewers for their dataset, and received contact information of 61 
potential reviewers for datasets (29% response). We contacted the domain experts, and asked 
if they would be willing to review the dataset that they had been recommended for. Of the 61 
potential domain expert reviewers, 22 responded, 11 of them indicating willingness to review 8 
different datasets (3 datasets were reviewed by 2 different domain experts). 18% of the 
domain expert reviewers had e-mail addresses that indicated affiliation with Oregon State 
University. We then provided each domain expert with a set of review guidelines in the form of 
an online questionnaire (see supplementary materials), and a link to the dataset in question as 
published in ScholarsArchive@OSU. Names and e-mails of domain expert reviewers were 
removed from the dataset to protect their confidentiality. No other personal information was 
collected from the domain expert reviewers. The reviewers were aware of the identities of the 
dataset creators, as this information is part of the record that they had to evaluate.  
 
To provide a library data curator review of the dataset, the authors also reviewed each dataset 
using the same guidelines. We then used our review, alongside the domain expert reviews to 
make an overall determination about the quality of the dataset and to evaluate differences 
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between expectations of domain experts and data curators. The authors performed the review 




The 8 datasets reviewed are listed in Table 2. Three of the datasets were reviewed by two 
reviewers, so we have 11 reviews by domain experts and 8 reviews by data curators.  
 







Host and Habitat Index for  







Dataset for Status of the European 
Green Crab, Carcinus maenas, in  
Oregon and Washington coastal  





First Leaf Emergence Force of  
Winter Wheat 
2018 doi.org/10.7267/N91834NH  
Crop and Soil 
Science 
2 
Dataset for Finding Submerged 
Sites: An Exploration of Shoreline 
and Environmental Change in  
Oregon's Yaquina River Basin  
using GIS Predictive Modeling 
2018 doi.org/10.7267/zybt-bt36 Anthropology 1 
Methodology for comparing wood  
adhesive bond load transfer using  






Blended sea level anomaly fields 
with enhanced coastal coverage 
along the U.S. West Coast.  
Version 3 
2017 doi.org/10.7267/N9639MWJ 




Remarkable solar panels Influence 
on soil moisture, micrometeorology 






Benthic Habitat Mapping:  
eCognition Rule Set 
2018 doi.org/10.7267/N9GF0RP1  
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The range of overall quality for the datasets included in this study was generally high from 
domain expert (median 9.0, standard deviation 1.5; Table 3) and data curator (median 9.0, 
standard deviation 1.4). Quality of specific dataset records and documentation in the repository 
followed a similar pattern of high scores. While these overall scores suggest broad agreement 
on usability of these datasets between domain and curator reviews, a number of common 
areas of difference are worth highlighting here. They have been grouped in 5 themes: 
insufficient description (datasets are not adequately described by the record or 
documentation), links (regarding information being conveyed via links), duplication of effort 
(when the same information is recorded in more than one location), domain expertise (issues 
concerning the different levels of expertise of domain experts and data curators), and 
repository functionality (topics related to the way ScholarsArchive@OSU works).  
 
Table 3: Statistics calculated for the quantitative questions of our questionnaire. DE: Domain 
Experts. DC: Data Curators. The DE statistics are calculated over all the 11 reviews. The DC 
statistics are calculated over 8 datasets, because data curators only reviewed each dataset 
once. Data Curators did not feel qualified to evaluate the quality of the data, according to the 




Domain experts stated that descriptive information about the dataset is critical to a user’s 
ability to understand what the data is and whether it is potentially useful for their application. 
Several domain experts made it clear that the need for high quality description applies to the 
metadata record, the documentation, and to the dataset itself, and deficiencies in any of these 
areas can result in confusion about whether and how the data may be relevant to their 
research.  
 
Various domain experts described abstracts, keywords, and title as useful to determine the 
interest of the dataset (i.e. a domain expert commented “The record and especially the 
abstract clearly outline the nature and contents of the dataset. The title and keywords are 
complementary and should capture most searches.”), but their usefulness diminished when 
they were too short, lacked details (e.g. “it could be helpful to include a full species name in the 
abstract”), or if they were not specific to the dataset (i.e. the abstract described related 
research, but not the dataset itself). One domain expert identified extra keywords that should 
have been used to describe one of the datasets.  
  Record Documentation Data Overall 
  DE DC DE DC DE DC DE DC 
Median 8.5 9.0 8.5 9.0 9.0 N/A 9.0 9.0 
Standard Deviation 1.2 0.9 1.3 2.6 1.5 N/A 1.5 1.4 
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Lack of information in the documentation file(s) accompanying the dataset was a common 
complaint. A number of domain experts reported missing methodology (e.g., “QC [quality 
control] is referred to but without much elaboration.”), information about the authors and their 
contact information (“No, there is no author contact information given.”), about licenses (“This 
information [information to determine your rights to reuse the dataset] wasn't apparent.”), and 
url (“The listed DOI didn't link to the publisher.”) about the dataset. One of the domain experts 
gave a very thorough description about how this lack of information regarding, in this case, the 
sampling effort, limits the interpretation that can be done of this data, and the calculation of 
derived datasets. One domain expert also noted areas where the documentation did not 
include description of data values that were in the dataset (“I might add brief descriptions of the 
input data layers”). A few domain experts also expected information about how to use the 
dataset. For example, the domain expert who looked at a dataset including a model noted a 
lack of information about the input data which made the task of testing and using the model for 
other applications difficult. An example of input data was not included in the dataset, and had 
to be generated by the domain expert to test and review the model.  
 
Imprecise geographic information was highlighted a number of times as a barrier to potential 
reuse. One domain expert suggested, when possible, to use GPS or latitude and longitude, 
instead of more general locations like, for example, county level location. Links to polygons for 
sampling location (e.g. geographic placenames from services like geonames.org) were 
described by one domain expert as “very helpful”, but in some cases insufficiently resolved to 
allow a user to understand the spatial elements of the data. One domain expert explained that 
the lack of detail about where the sampling stations were located could hinder the possibility of 
reusing the data in another context.  
 
In some cases, domain experts noted that these areas of description work together to create a 
more complete description of the dataset. For example, in one case, the domain expert noted 
that the abstract contained methodological information that was not clear from the dataset 
documentation.  
 
Data curators noted most of the issues related to lack of information in the record that the 
domain experts identified, such as short or missing abstracts and titles. Unlike the domain 
experts, data curators described too many keywords in one of the datasets as possibly 
confusing. Data curators noticed datasets that lacked documentation, but they had a harder 
time identifying when the information was present but insufficient, or when the precision of the 
data was inadequate. Data curators valued the presence of scripts used in the analysis of data 




Information about datasets is often provided via links. The most common type of link leads to a 
related published article, but in our sample, links are also used to indicate locations of 
sampling stations. Three domain experts noted that some of the information necessary to 
understand the dataset was available in a related paper, not in the dataset itself. These pieces 
of information included contextual information (e.g. “the abstract is a little brief but a link is 
contained to the full article with more than sufficient contextual information”); methodological 
instructions (“the methods are clearly outlined in the report”) and data processing steps (“I 
believe [that data processing steps are described with enough detail], at least within the 
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referenced and linked report”); comprehensive information about all the data present in the 
record (“Yes [there is a comprehensive description of all the data that is there]—again in the 
paper”); and contact information of authors (“The associated paper contains contact info.”). 
One domain expert mentioned that the lack of information in the dataset abstract is balanced 
by the presence of a good abstract in the published article. Most comments suggest that the 
authors are comfortable using related articles as a source of information to understand the 
dataset, and that they even expect it. This was confirmed by a domain expert who noted that 
when they found a lack of methodological information in a dataset, they looked for references 
to external papers to see if the information was there ("I could not find a reference to a paper 
or a detailed methods description.") One of the three domain experts described the need to 
look for information in a related article as something negative, and they do it in the context of 
finding contact information for the authors of the dataset (“No, there is no author contact 
information given. I assume I could have looked at the cited papers and found the 
corresponding author information.”).  
 
Data curators recognized that some of the information can be found in related journal articles, 
and took that into account when assessing the thoroughness of the documentation of the 
datasets. However, data curators value the presence of dataset specific documentation higher 
than most domain experts. In particular, the datasets that lacked documentation but had 
related articles were scored much higher by domain experts than by data curators. Data 
curators discovered citations in one of the datasets that resolved to inconsistent locations and 
in some cases did not resolve at all, something missed by the domain experts. Data curators 
also took into consideration whether the linked documents were accessible and open, as some 
of the related articles pointed to articles behind paywalls. None of the domain experts 
commented on that.  
 
Duplication of Effort 
 
Another challenge encountered by domain experts, data curators, and data submitters, was 
the duplication of effort to provide some required content, and the duplication of location of 
some of this content. Our template readme file, which is used by most data submitters, 
requires information such as Authors, Abstract, and Title, which is also required for the 
metadata record for the dataset deposit. In addition, many data depositors referenced research 
articles, linked to the dataset record, as a place for data users to find methodological 
information (as referenced above). It is not entirely clear how this duplication of effort impacts 
data submission quality, as the combination of information provided in the record, 
documentation, and linked articles typically was enough to allow the domain expert or data 
curator to understand the dataset in detail. Some domain experts did note that this basic 
descriptive information as part of the metadata record was important for their initial 
understanding of the relevance of the dataset, indicating that providing basic descriptive 




We noted that domain expertise, or lack thereof, was important across all areas of review for 
datasets. The need for the domain expert to be familiar with the research area of the dataset 
was apparent when domain experts identified such anomalies as a lack of specificity in the 
abstract, missing methodology in documentation, and insufficient metadata embedded in the 
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file-specific metadata. Two specific examples of this need for domain-specific knowledge were 
the mis-application of a data standard in a specific file format (geographic coordinates in a file 
“I think the dimension order for the data variables should be T, Y (lat), X (lon) not T, X (lon), Y 
(lat)”) and that one dataset’s documentation did not provide sufficient detail for the domain 
expert to understand the methodology used. In all of these areas, the data curators do not 
have sufficient domain expertise to properly evaluate the quality of the data, or documentation, 
at a level of detail that could catch these problems. Conversely, there was some confusion on 
the part of domain experts in the areas of licensing, rights statements, persistent identifiers, 
and where specific types of information belong in the metadata record, all areas that tend to 
fall in the data curator’s domain.  
 
Possibly the most important aspect of the need for domain expertise in these reviews was the 
inability of data curators to evaluate the contents of specific datafiles. Very often, the details of 
the dataset are opaque to non-domain experts, making it very challenging for data curators to 
review a dataset for completeness, accuracy, and whether it meets domain standards for 
research data. Large divergences in the evaluation of datasets by domain experts and data 
curators were mostly the result of differing expectations for where and how to document the 
datasets. Domain experts seem more willing than data curators to turn to published articles for 




While not directly related to documentation of datasets, there were a number of issues that 
arose related to repository functionality that made evaluation of datasets more difficult for a few 
domain experts. Where core repository functionality was not working well, domain experts 
were usually not able to separate the repository’s behavior from their review of the dataset, 
generating a lowered opinion of the quality of the dataset. For example, a change in the 
behavior of a linked open data program in our repository (Geonames) confused some domain 
experts about why they were not receiving the information they expected from the system. 
Some domain experts were unable to locate licensing and rights information in the metadata 
record, making it hard for them to determine their rights to reuse the dataset for research. This 




Our study reveals that domain experts and data curators evaluate the reusability of datasets in 
a similar way. This is demonstrated by the responses of data curators and domain experts, and 
reflects criteria at the record, documentation, and dataset level. The challenges to the 
reusability of our particular sample of datasets are described similarly. Insufficient description, 
especially short abstracts, lack of methodology and contact information in the documentation, 
and low precision of measurements, are the most common issues. Domain experts and data 
curators also coincide in describing difficulties when data curation guidance requires that the 
same information will be duplicated (e.g. abstract needed in the record and in the 
documentation) and when some of the information is given via links. Data users may rely on a 
link to a related publications to provide information on contact information, methodology of data 
collection and data processing, or context of the study. This agreement is good news, as it 
suggests that the work that data curators are doing, and the standards and best practices that 
we are using, is probably meeting most of the needs that researchers have, and enabling and 
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facilitating data reuse.  
 
Despite general agreement, there were several issues that data curators and domain experts 
perceived differently. A better understanding of these may help curators fine tune data curation 
processes to make them more effective. Domain experts showed they are very comfortable 
with the idea of using published journals as a source of information to understand the data, 
none talked about whether the linked documents were open access or not. This is not entirely 
surprising, as research articles are a product researchers work with continuously, but it may be 
a symptom of the lack of familiarity that many researchers still have with the concept of sharing 
data (the facts) separately from research articles (the interpretation of the facts; Brewer 2017). 
This could also be showing the privilege of the domain experts who belong to institutions 
where access to publications is not usually a problem. Discussion of these issues of privilege 
are somewhat common among data curators considering scholarly communications issues in 
academia, but may be less familiar to domain experts. This highlights a need for libraries to 
continue to communicate the breadth of issues related to access to resources when discussing 
data sharing best practices with our domain expert colleagues.  
 
Another difference that appeared in many of the reviews was how domain expertise gave 
domain experts a very different perspective to evaluate datasets. For example, some domain 
experts, familiar with best practices in the field, were able to recommend metadata standards 
of which data curators were not aware. Domain experts were also capable of envisioning 
specific examples for reusing data, and thus identify information that should have been shared 
to make a dataset more reusable. Domain experts were able to evaluate when data was not 
precise enough. From the point of view of the data curator and data curation processes, lack of 
research domain expertise is a difficult problem to solve, especially for curators of 
domain-agnostic repositories.  
 
It is unlikely that research data curators will have research data-related expertise at the level of 
a domain researcher, and it is important to keep this in mind as we set standards and best 
practices for our data curation and data repositories. While this may seem obvious, it highlights 
a few specific needs: First, it is important for data curators to honor the limits of their ability to 
curate a dataset and to set expectations for data depositors that communicate the boundary 
between what work the curators can/should do and what work the depositor must do. Often, as 
we see with this study, the curator’s ability to engage meaningfully with the dataset can be 
limited by a lack of expertise and the dialog around ensuring reusability of the dataset needs to 
shift from the curator back to the domain expert. Likewise, the data curator should assert their 
expertise into conversation with the researcher, to ensure that broader research data curation 
considerations are taken into account and so that the expertise of each enhances the quality of 
the dataset. Asking researchers to envision possible future reuse of one’s dataset is one way 
data curators can encourage the inclusion of information that helps make a dataset reusable. 
 
Second, research data curators should create and engage with communities of practice 
around data curation in order to share knowledge and benefit from the knowledge of others. 
The Data Curation Network (https://datacurationnetwork.org; Data Curation Network 2018) is 
an example of such community building and knowledge sharing, with the aim of using a 
community network to dive deeper into domain-specific data curation needs. Expansion of this 
and similar projects can only help define best practices for data curation and help examine the 
limitations of research data curation not conducted by domain researchers.  
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Both domain experts and data curators expressed a concern for the validity and longevity of 
dataset author contact information. While this may seem a minor point, the ability to track down 
a person who is knowledgeable about a dataset is of high value to dataset users, especially 
when documentation for a dataset is lacking. Many of the dataset reviews suggested changes 
to documentation or the dataset that could only be made by someone intimately familiar with 
the deposited data. Given the above mentioned limitations of curating dataset deposits for a 
general purpose repository, it is inevitable that datasets will be deposited that require 
additional information from the depositor or a designated responsible party. 
 
This issue is not new to academic publishing or academic research, and academia has made 
significant improvements in this area over the past decade. Notably, ORCID (https://orcid.org), 
and other stable identifiers for researchers, provide tools for stabilizing contact information for 
researchers. In theory this is a valuable piece of the solution for this problem; it is not clear how 
widely ORCID has been adopted in research communities or at academic institutions, though 
adoption is certainly uneven. ORCIDs and other identifiers also must be maintained, often by 
the researchers themselves, and thus can serve to replicate the problem of keeping contact 
information up to date for dataset deposits—if the researcher doesn’t update their ORCID 
profile with new contact information, it becomes much more difficult to track them down to 
answer questions. Indeed, one of the datasets reviewed for this project had this specific 
issue—the dataset documentation provided links to ORCID profiles for all dataset authors, but 
the profiles were not up to date.  
 
One key recommendation from this study is that the research data services community create 
a shared, domain agnostic data curation checklist that defines required, preferred, and optional 
elements for data curation and documentation. This checklist should include an indication of 
the boundary (as fuzzy as it might be) between what information/curation the curator can 
provide and what information/curation the depositor must provide. Research data curation 
communities have converged on some shared standards over the past decade (e.g. Wilkinson 
et al. 2016, Van Tuyl and Whitmire 2016) and it seems the field is in a position to collectively 
build common guidelines and expectations for research data curators and depositors. Of 
course, shifting to a common set of curation practices may not be immediately practical for all 
domains, and a tiered or phased approach may be necessary. For example, this study found 
many researchers are comfortable linking to the methods sections of published research 
articles as part of their data documentation. In the near term, this type of linking is probably 
sufficient, especially given the widespread acceptance of the research paper methods section 
as a reliable and complete source of information. However, we might collectively consider what 
it would take to meaningfully shift away from this method of documentation, to a method that 
allows for data documentation independent of published journal articles.  
 
This study suffers from a number of limitations, most of which were unavoidable. First, the 
number of datasets for which we were able to receive reviews was small. While this makes 
broad generalizations difficult, this small sample provides useful insight. It would be helpful for 
other institutions to conduct similar investigations of institutional repositories that host research 
datasets. Second, almost all of the datasets in this study had been curated at some level 
before deposit. This may create an environment where domain expert and data curator 
evaluation of deposited data were more similar than they might have been without prior 
curation. More widespread investigation of researcher perspectives on the usability of 
deposited datasets could help create a broader understanding of the quality of existing shared 
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data and recommended improvements to curation practices. Moreover, investigation of the 
reusability of datasets deposited to large, generalist repositories (e.g. figshare, Zenodo) and 
domain specific repositories could bring this discussion to a broader audience and help answer 




This study reveals the value and shortcomings of engaging domain experts in the curation 
process for research data. Through this investigation, some of the assumptions of our data 
curation practices, and of broader research data curation communities, have been validated, 
while others have been thrown into question. We highlight a number of differences in 
perspective and expectations provided by data curator versus domain expert reviews of 
deposited datasets.  
 
Ultimately, data curation activities can be insufficient or incomplete if either the data curator or 
the data producer are wholly responsible for curation activities. Balancing the curation 
requirements of repositories and data curators against the expectations of data depositors and 
data users is critical to finding a path forward for research data curation and sharing. 
 
Supplemental Content  
 
Questionnaire 
An online supplement to this article can be found at http://dx.doi.org/10.7191/jeslib.2019.1166 
under “Additional Files”. 
 
Data Availability   
 
The data for this article are the reviews provided by 11 reviewers. It would be impossible to 
anonymize these reviews, so we are not sharing the data. The article is accompanied by 
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The substance of this article is based upon a panel presentation on ‘Researcher Perspectives’ 
at RDAP Summit 2019: “Peer Review of Research Data Submissions Study. How can we 
improve the curation of research datasets to enhance reusability?” available at  
https://osf.io/uyq6b. 
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