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ABSTRACT
Wikipedia is considered as the largest knowledge repository
in the history of humanity and plays a crucial role in modern
daily life. Assigning the correct quality class to Wikipedia
articles is an important task in order to provide guidance for
both authors and readers of Wikipedia. The manual review
cannot cope with the editing speed of Wikipedia. An automatic
classification is required to classify the quality of Wikipedia
articles. Most existing approaches rely on traditional machine
learning with manual feature engineering, which requires a lot
of expertise and effort. Furthermore, it is known that there is
no general perfect feature set because information leak always
occurs in feature extraction phase. Also, for each language of
Wikipedia, a new feature set is required.
In this paper, we present an approach relying on deep learning
for quality classification of Wikipedia articles. Our solution
relies on Recurrent Neural Networks (RNN) which is an end-
to-end learning technique that eliminates disadvantages of
feature engineering. Our approach learns directly from raw
data without human intervention and is language-neutral. Ex-
perimental results on English, French and Russian Wikipedia
datasets show that our approach outperforms state-of-the-art
solutions.
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INTRODUCTION
Wikipedia is considered as the largest knowledge repository
in the history of humanity. As of this writing, Wikipedia
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contains about 42 million articles in all languages with 5.4
million articles belonging to English Wikipedia, as the result
of the contribution from around 29 million users1. The size of
Wikipedia increases continuously since the beginning of the
website in 20012. Moreover, according to Wikipedia Statis-
tics3, Wikipedia is being modified at an impressive speed of
ten edits per second on average.
Today Wikipedia is believed as a dominant information source
for an entire generation of Internet users [8]. Users tend to
take for granted information on Internet such as in the domain
of health-care [33]. Information presented on Wikipedia has
a high impact as it is usually selected among the first results
of Google search queries. Classification of Wikipedia articles
into different quality classes is very important for providing
guidance for readers and search engines in the selection of high
quality articles and for notifying administrators and authors to
improve low quality articles.
Currently, quality classes of Wikipedia articles are assigned by
human reviewers4. These quality classes need to be reassigned
after each individual modification on a given article. However,
due to the very high modification speed of Wikipedia, hu-
man resource is simply not enough to review every Wikipedia
revision. Naturally an automatic solution is required.
Several approaches on assessing quality of Wikipedia articles
have been presented [29, 12, 14]. The ORES service5 for
quality prediction is used since 2014. Existing approaches dif-
fer in terms of classification features and learning algorithms
they use such as svm and random forest. However, they share
the property that the feature sets are designed manually by
researchers. A feature set can be seen as a simplified model of
the Wikipedia articles, a feature being defined as an individual
measurable property of the process being observed [10]. De-
signing a good feature set is a very difficult task in machine
learning [54]. In addition, the feature set is usually designed
for a specific task and does not generalize well. For instance,
measuring quality of Wikipedia articles in different languages
requires different feature sets [26].
1https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
2https://en.wikipedia.org/wiki/Wikipedia:Modelling_
Wikipedia’s_growth
3https://en.wikipedia.org/wiki/Wikipedia:Statistics
4https://en.wikipedia.org/wiki/Wikipedia:WikiProject_
Wikipedia/Assessment
5https://mediawiki.org/wiki/ORES
In [14] we presented a preliminary work of using deep learning
for automatic feature selection on assessing Wikipedia quality
and achieved a promising result. However, the model needs to
be retrained every-time a new article is created, which is costly
in terms of time and computational resources. Therefore, it is
difficult to apply this solution in practice.
There is a trade-off between accuracy, time complexity and
language independence for the prediction models. In this
paper, we address this trade-off and we present a deep learning
approach based on Recurrent Neural Network (RNN) [49]
with Long-Short Term Memory (LSTM) [28] for measuring
the quality of Wikipedia articles. RNN-LSTM achieves a
better accuracy compared to the state-of-the-art, is language
independent and can be trained much faster than Doc2Vec. Our
proposed solution is not yet applicable for real-time suggestion,
but can be deployed in batch-mode and prediction can be
applied at different time intervals.
Quality class assessment: problem definition
The quality class assessment problem is defined as follows. A
set of quality classes is defined for a particular language of
Wikipedia. A set of Wikipedia articles with quality classes
manually assigned by reviewers is provided as ground truth.
A Wikipedia article contains multiple revisions, a quality class
being assigned to a particular revision. A new revision of the
article is considered as a new article for which a quality class
has to be assigned. The quality class assessment is a multi-
class classification problem that aims to predict the quality
class of a new Wikipedia article.
The quality classes defined for English, French and Russian
Wikipedia datasets are provided below. The descriptions of
English Wikipedia quality classes are provided in Table 16.
Similar definitions for French and Russian Wikipedia can be
found on corresponding Wikipedia language sites.
English: FA, GA, B, C, Start, Stub.
French: ADQ, BA, A, B, BD, E.
Russian: FA, GA, SA, I, II, III, IV.
The problem we consider is measuring the quality of a given
Wikipedia article, i.e. how well an article is written. We do not
aim to measure the correctness of the information given in the
article, which is a different research topic [61]. Let us consider
an example. A quality classifier considers the two sentences
“Bill is a man.” and “Bill is a woman.” similar from a quality
point of view. However, a fact checking program considers
these two sentences as completely different. Today, false
information intentionally inserted on Wikipedia is effectively
removed by vandalism detectors [24].
RELATED WORK
Several research studies on measuring the quality of Wikipedia
articles have been proposed in the last decade. Except the
work of [14], existing studies relied on traditional machine
learning techniques with manually designed feature sets. In
this section we first describe these approaches, then highlight
6https://en.wikipedia.org/wiki/Template:Grading_scheme
their disadvantages and motivate the need of automatic feature
engineering by means of deep learning.
Manual Feature Engineering
Approaches relying on manually defined features can roughly
be divided into two groups depending on the nature of the
feature set: editor-based and article-based features [53].
Editor-based features
Approaches that used editor-based information analyzed in-
formation that cannot be computed uniquely from the current
content of Wikipedia pages, such as the authors of a particular
article, their contributions and the duration of each contribu-
tion.
Using the hypothesis that the more reputable an author is,
the higher the quality of the articles this author produces, Hu
et al. [29] and Adler et al. [1] used authors reputation to
determine the quality of Wikipedia articles. The result was
confirmed in German Wikipedia [50]. The social capital of
the editors could also affect the quality of the articles to which
they contributed [45]. Using statistical approach, Javanmardi
and Lopes [32] verified that editors reputation can be used
to detect the quality of Wikipedia articles. Suzuki used h-
index on academic ranking for assessing the quality of an
article [51]. Li et al. [40] presented a modified weighted
PageRank algorithm in the network of editors and articles
to assess Wikipedia quality. Most recently, Betancourt et al.
[6] studied the team characteristics, such as how many FA
or GA articles the team members have worked on before, to
predict the quality class of Wikipedia articles. These studies
limit classifying FA-GA articles with other articles, but do not
target classification of all quality classes as the work of [52].
Another criteria used for assessing the quality of a text is
the period of time the text remains stable or is modified by
other authors/reviewers. If an article has not been modified
significantly for a long time, this article can be considered
as mature and of high quality. For instance, Calzada and
Dekhtyar [38] determined the quality of Wikipedia based on
the number of stable articles.
Some other works presented the idea that the quality of Wi-
kipedia articles can be determined based on the interaction
between authors and reviewers [16, 58]. Wilkinson and Huber-
man [57] showed that a large number of authors and reviewers
with an intensive cooperation should lead to high quality ar-
ticles. Kittur and Kraut [37] showed that the effectiveness of
adding contributors is dependent on the degree and type of co-
ordination those contributors use. Liu and Ram [42] suggested
that the behavior pattern of editors also effects articles quality.
Article-based features
The second main approach of assessing quality of Wikipedia
articles is to analyze directly the content of Wikipedia articles.
One of the simplest solutions predicted the Wikipedia articles
quality based on their length: the longer an article is, the better
its quality [7]. This solution achieved a very high accuracy in
separating between FA and non-FA articles. The approaches
proposed in [41, 59] relied on editors writing styles to distin-
guish between FA and non-FA articles.
Class Description
FA Professional, outstanding, and thorough; a definitive source for encyclopedic information.
GA Useful to nearly all readers, with no obvious problems; approaching (but not equalling) the quality of a
professional encyclopedia.
B Readers are not left wanting, although the content may not be complete enough to satisfy a serious student or
researcher.
C Useful to a casual reader, but would not provide a complete picture for even a moderately detailed study.
Start Provides some meaningful content, but most readers will need more.
Stub Provides very little meaningful content; may be little more than a dictionary definition. Readers probably see
insufficiently developed features of the topic and may not see how the features of the topic are significant.
Table 1. Description of quality classes in English Wikipedia.
Dalip et al. [12] analyzed the effect of the feature set com-
prising text, review and network on the quality of Wikipedia
articles. Authors claimed that the features that describe articles
structure and style are the best to distinguish between their
quality classes.
Similarly, using content, structure, network and edit history
features, Anderka et al. [3] built a binary classifier to pre-
dict quality flaws in Wikipedia. The approach is based on
the cleanup tags, which are provided by the reviewers who
detected the flaws but do not have enough time or expertise to
fix them.
Warncke-Wang et al. [53] presented and analyzed a feature set
composed of 17 features such as article length and the number
of article headings for describing the content of the Wikipedia
articles. After removing some features to avoid over-fitting,
the final model achieved the accuracy of 43%. The updated
model using 11 features achieved the accuracy of 58% [52].
Based on the work of [52, 53], Wikimedia Foundation7 built an
online service to predict the quality class of Wikipedia articles
called ORES (Objective Revision Evaluation Service) [25].
Currently, ORES provides predicting services for English,
French and Russian Wikipedia [26]. For each language, a new
feature set is required, though some features are shared8.
Another extension of [52] was presented in [15] where we
added readability scores to the feature set. We achieved the
accuracy of 55%. The work is limited to English Wikipedia.
Automatic Feature Engineering
Motivation
Defining feature set is a very difficult task in machine learning
[10]. A feature set can be considered as a simplified model of
the given data, such as modeling a person by height, weight
and date of birth. The key issue of manual feature engineering
approach is information loss, i.e. some information present
in the raw data but considered as irrelevant by researchers is
missing in the feature set [10]. The information loss problem
can be avoided if and only if the entire data is used as the
feature set, as Norbert Wiener said, “the best material model
of a cat is another, or preferably the same, cat” [48].
7https://wikimediafoundation.org/
8ORES is available at https://mediawiki.org/wiki/ORES and is
under continuous development. We reported on ORES results based
on [56].
Furthermore, feature engineering mostly relies on expert
knowledge which is usually expensive. Feature engineering
requires effort and time, and when researchers investigate a
new issue, a new feature set is needed. Andrew Ng stated
that “Coming up with features is difficult, time-consuming,
requires expert knowledge” [46]. Each Wikipedia language
requires a new feature set which is difficult to design without
a basic understanding of the language. Moreover, for a same
problem and same dataset, different algorithms might require
different feature sets.
Many feature selection algorithms have been proposed [10].
Their input is usually a large feature set, and their objective
is to remove irrelevant features. If added to the feature set,
irrelevant features do not improve or even decrease machine
learning algorithm performances. No automatic method ex-
ists to define the initial feature set. In fact, the best way in
practice is to add as many features as possible. A study on
feature selection for text categorization [4] showed that using
all features “consistently produces high and the nominally best
AUC performance for the majority of classifiers”. This study
suggests using the entire document content for obtaining best
performances for a text classification task.
Traditional manual feature engineering approaches rely on fea-
ture selection methods where features are gradually eliminated
from an initial feature set. Unfortunately, these approaches
are costly in terms of computational resources. Moreover, an
infinite number of possible features can be extracted from raw
data [10].
Automatic feature engineering with deep learning
Deep learning [19] can avoid manual feature engineering by
learning directly from raw data. The automatic classification
solution for quality of Wikipedia articles presented in [14, 13]
relied on a combination of Doc2Vec [39] with deep neural
networks [19]. It achieved a comparable accuracy score with
state-of-the-art algorithms.
Moreover, deep learning techniques are no information loss
as they take the entire Wikipedia articles as input. The study
in [19] showed that as deep learning algorithms rely on the
same input as human reviewers, they can achieve the same
assessment performances.
The approach described in [14] can be directly applied to any
language. However, this study has several shortcomings that
we addressed in our proposed solution:
• The accuracy obtained is not as good as for other state-of-
the-art algorithms, such as [25].
• The model needs to be retrained each time a new article
is added9. For avoiding retraining problem we can infer
vectors of new documents by freezing the trained vectors.
However, in this case, the accuracy slightly decreases.
• The solution consists of two independent phases correspond-
ing to Doc2Vec and DNN that do not exchange any infor-
mation. Therefore, there is no weight sharing [19] between
the two phases which limits the performance of the deep
learning model.
• The experiment has been done only on English Wikipedia.
In this study, instead of using Doc2Vec, we used Recurrent Ne-
ural Network (RNN) with Long-Short Term Memory (LSTM)
to assess the quality of Wikipedia articles in end-to-end man-
ner. Agrawal and deAlfaro [2] used LSTM to predict the quan-
tity of user contributions by means of some manual defined
features. However, they did not analyze the quality of user
modifications. Graves [22] demonstrated the use of LSTM
for automatically generating new Wikipedia articles based on
available articles. Different from existing techniques, RNN-
LSTM can be trained end-to-end without human intervention.
Results of our experiments on Wikipedia datasets on different
languages claim higher performance of RNN-LSTM in term
of accuracy and AUC compared to state-of-the-art.
BACKGROUND KNOWLEDGE
RNN is a class of dynamic models which are used for sequence
generation in different domains [22]. RNNs are defined as
neural networks whose connections form cycles [21]. The
model of a RNN is displayed in Figure 1.
Figure 1. Deep recurrent neural network [22].
The input of an RNN consists of a sequence of tokens X =
x1,x2, ..xT that are processed through a stack of hidden layers
to compute the output y. The output is used to predict the next
input token, i.e. we use the output yt to predict the distribution
of the input xt+1.
The hidden layers are computed as:
h1t = H(Wih1xt +Wh1h1h
1
t−1 +b
1
h) (1)
9It took several days for training Doc2Vec model on 30,000 Wi-
kipedia articles using a cluster with 2×8-core CPU and 250GB of
memory.
hnt = H(Wihnxt +Whn−1hnh
n−1
t +Whnhnh
n
t−1 +b
n
h) (2)
wherein:
• hnt is the output of the nth hidden layer at time t.
• W is the set of weight matrices, where Wihn is the matrix
between the input and the nth hidden layer, and Wh jhk is
the matrix that connects the jth hidden layer and kth hidden
layer. A connection is recurrent if j = k.
• b is the bias vector. bnh is the bias vector of the nth hidden
layer.
• H is the activation function. Some previous works used
a sigmoid function as activation function [11]. However,
nowadays the activation function is usually defined by
means of a LSTM cell.
RNN is a universal model [19] that can gradually learn any
sequence at any complexity level [22]. Up to now, one of the
most effective sequence models is LSTM [19]. Several studies
[22, 11, 34] claimed empirically the better performance of
LSTM in language modelling compared to other techniques.
LSTM replaces the activation unit inside a RNN cell, which is
traditionally a tanh activation [11]. LSTM allows the network
to forget some old information while learning new knowledge.
A LSTM unit is visualized in Figure 2.
The output of a LSTM cell is calculated as:
it = σ(Wxixt +Whiht−1 +Wcict−1 +bi) (3)
ft = σ(Wx f xt +Wh f ht−1 +Wc f ct−1 +b f ) (4)
ct = ftct−1 + it tanh(Wxcxt +Whcht−1 +bc) (5)
ot = σ(Wxoxt +Whoht−1 +Wcoct−1 +bo) (6)
ht = ot tanh(ct) (7)
wherein:
• σ is the logistic sigmoid function.
• i, f ,o are input gate, forget gate and output gate respec-
tively.
• c is memory unit which stores the information of the LSTM
cell.
After the hidden sequences hT are computed, the output of
RNN is computed as:
ŷt = by +
N
∑
n=1
Whnyhnt (8)
yt = γ(ŷt) (9)
where γ is the activation function of output layer. We used
rectifier, which is the most popular activation function used in
deep learning [9], as our activation function:
γ(x) = max(0,x) (10)
Figure 2. A Long-Short Term Memory (LSTM) cell [22].
The probability of the input sequence X is:
Pr(X) =
T
∏
t=1
Pr(xt+1|yt) (11)
and the loss function which is used to train the network is
defined as:
L(X) =−
T
∑
t=1
logPr(xt+1|yt) (12)
In the last LSTM layer, we used a softmax cost function [9] to
predict the quality class as:
δ (z) j =
ez j
∑
K
k=1 ezk
for j = 1..K (13)
We used the cross-entropy as the cost function to calculate
the distance between the predicted value and the real value.
Cross-entropy is defined as:
C =−1
n ∑|X |
[y∗ ln(a)+(1− y)∗ ln(1−a)] (14)
wherein: X is the input, y is the correct output and a is the
predicted value of the model. The objective of the training
phase is to minimize the cost value by using back-propagation
[19].
One of the major issues in classifying documents is the dif-
ferent length of these documents. Most machine learning
algorithms are designed to work on data where all instances
have the same length [54]. However, by design, RNN is per-
fectly fit with varied-length data because it can accumulate
the learned information by its rolling back feature. In practice,
among other deep architectures, RNN is often chosen for NLP
tasks [19, 43], especially in language modelling [20, 18].
Originally, RNNs were designed for time-series analysis [21],
so they only learn from the historical data. However, the
quality of a Wikipedia article definitely depends on the entire
document. Therefore, we used an extension of RNN that is
bidirectional RNN [22]. The main idea of bidirectional RNN
is to train two RNNs which are called forward and backward
RNN. As we used RNN-LSTM, we will refer them as forward
and backward LSTMs. One RNN-LSTM learns from the
beginning of the document, while the other one starts from the
end. Bidirectional LSTMs are more convenient because we
do not have to specify the number of rollback steps [19].
While Doc2Vec learns in cross-documents manner, the ad-
vantage of RNN-LSTM is that we do not have to retrain the
model when new documents are added, because it is executed
on single documents. Furthermore, by using the softmax acti-
vation function in the last layer of the model, we can directly
calculate the predicting probability of a given document to
belong to a quality class [54]. On the other hand, Doc2Vec
produces only vectors which represent documents, and these
vectors need to be fed into a downstream machine learning
algorithm [39].
EXPERIMENTS & RESULTS
Datasets
We tested our models on three Wikipedia datasets provided
by Wikimedia Foundation: English, French and Russian Wi-
kipedia. The distribution of quality classes in each dataset is
provided in Table 2. The datasets are balanced, i.e. the number
of articles belonging to different quality classes is similar.
English French Russian
FA/ADQ/FA 4,921 1,500 1,155
GA/BA/GA 4,893 1,500 1,155
B/A/SA 4,916 1,500 1,155
C/B/I 4,908 1,500 1,155
Start/BD/I 4,913 1,500 1,155
Stub/E/III 4,917 1,500 1,155
IV 1,155
Table 2. Distribution of articles by quality class in each dataset, ranked
by order of quality class from the highest to the lowest.
As described above, the input of the model is the raw text of
Wikipedia articles. For instance, the raw content of Wikipedia
page about Wikipedia is displayed in Figure 3.
Figure 3. An example of raw Wikipedia text.
Implementation
We implemented our method by using tensorflow10, an open-
source deep learning library from Google. The implemented
10https://www.tensorflow.org/
Figure 4. The bidirectional LSTM model.
program is executed on Grid500011. In particular, we trained
our model on several clusters, each equipped with 64GB of
memory12 and GPU Nvidia K40, Titan Black or GTX 98013.
The hyper-parameters are optimized by using Random Dis-
crete Search [5] using the division ratio 80/20 of the training
set. The model is built with one embedding layer (size =
20,000 to avoid compression), two stacked LSTM layers with
512 neurons of each layer, and finally a fully connected layer
(size = 6 as the number of quality classes). Similar with [18]
we used adaptive learning rate with Adam optimizer [36]. The
initial learning rate is set at 0.001. We used the batch_size of
32. The dropout ratio [60] of 0.75 is used, based on recent
studies which claimed that the deep neural network models are
redundant enough to apply an aggressive dropout technique
[44]. In fact we tried L2 regularization with λ = 1e−05 but it
does not improve the performance. We set the training epoch
to 200 but in practice the model became stable after around
100 epochs. The model is visualized in Figure 4.
Validation
Similar to previous works [15], we used 5-fold cross validation
for performance evaluation of the algorithms. The main idea
is to divide the dataset into five equal parts, and run five times
the algorithms with both training and testing phase. For each
run, a single part will be used for testing while other four parts
will be used for training. Using 5-fold cross validation, all the
instances in the dataset will be used for testing once, so we
can utilize the entire dataset for the evaluation.
Metrics
Consistently with previous research works [53, 15, 14], we
used two metrics to evaluate the performance of our model:
accuracy and AUC [30].
11https://www.grid5000.fr/
12By contrast, our previous model with Doc2Vec [14] cannot be
executed with less than 250GB of memory.
13Our implementation is available at https://github.com/
vinhqdang/wikipedia_analysis
Accuracy score is simply defined as:
accuracy =
correct_prediction_number
total_prediction_number
(15)
Accuracy score is used because of several reasons:
• The dataset is balanced, and the accuracy score is the most
commonly used in balanced datasets [31].
• The score is understandable even for non technical users
[31]. Previously, this feature was not highly prioritized.
However, recent studies in interpreting machine learning
[47] emphasized the importance of letting users understand
the algorithm.
However, as many studies [30] pointed out, accuracy does
not completely characterize the performance of a classifica-
tion algorithm. The score measures the final predictions of a
classifier, but does not provide an understanding of algorithm
behavior when the threshold changes. Therefore, we also used
ROC (Receiver Operating Characteristic) AUC (Area Under
Curve) visualized in Figure 5. In this figure, TPR stands for
True Positive Rate, i.e. the number of correct positive predic-
tions divided by the total number of positive samples in testing
set. FPR stands for False Positive Rate, i.e. the number of
false positive predictions (the negative samples predicted as
positive) divided by the total number of negative samples.
Originally, AUC was defined for binary classification problem.
There is no standard way to extend the AUC calculation to
multi-class classification problem. However, consistently with
previous studies [15], we applied the calculation proposed by
[27] which is widely used in practice. The advantage of this
method is that it produces a single output value, facilitating
the comparison among different algorithms.
AUC [27] is defined as follows. Given a multi-class classifi-
cation problem with c classes, labelled as 0, 1, ..., c−1 with
c > 2, we define Â(i| j) as the probability that a randomly
drawn member of class j will have a lower estimated proba-
bility of belonging to class i than a random member of class i.
Figure 5. AUC
Then we define Â(i, j) = [Â(i| j)+ Â( j|i)]/2. The AUC value
is calculated as:
AUC =
2
c(c−1) ∑i< j
Â(i, j) (16)
Several other meta-metrics exist to measure a classifier perfor-
mance, such as F-1 or F-2 scores. However, we did not use
these scores for the following two reasons:
• The F-scores are originally designed for measuring perfor-
mance with single-class focus [31].
• Even if we can extend F-scores to multi-class cases by using
metrics such as macro F-scores, the scores only capture
the performance of the classifier at a particular threshold.
However, F-scores do not show the classifier behavior when
we vary the threshold to classify the numerical outputs to
corresponding classes.
For these reasons, we decided to use accuracy and AUC as
reference metrics. Both accuracy and AUC values range from
0.0 to 1.0. The higher their values are, the better algorithm
performance is.
Results
We compared the performance of the algorithm presented in
this paper in term of accuracy and AUC with the following
baseline methods:
• The method of [52], where authors used a random forest
algorithm and a feature set composed of 11 features. This
method is available only for English.
• The method of [15] that extends the model of [52] by adding
nine features. This method is available only for English.
• The method of [14] that used Doc2Vec and DNN to classify
the quality of Wikipedia articles. This method is available
for all three languages.
• ORES method [25] that is another extension of [52] where
different feature sets are defined for each Wikipedia lan-
guage.
Figure 6. Loss and accuracy of training process on English Wikipedia.
The performance of the above mentioned approaches is dis-
played in Table 3.
We can see that the RNN-LSTM method outperforms other
state-of-the-art approaches. Similar to previous works [15],
the difference in performance was validated as significant with
p < 0.05 by using McNemar test [17].
Figure 6 shows the loss and accuracy of training process for
English Wikipedia of our RNN-LSTM approach. We can see
that, both loss and accuracy are stable after a large number
of training epochs, and accuracy on training data is similar
with validation data. Similar graphs are obtained in French
and Russian datasets. We conclude that there is no over-fitting
in our RNN-LSTM approach.
DISCUSSION
The solution presented in this paper outperforms other state-of-
the-art approaches and it does not require manual intervention.
For instance, none of the authors understands Russian, but
we can build a model to predict quality of Russian Wikipedia,
which is probably not available with manual feature engineer-
ing approach. However, our proposed approach is not a “silver
bullet” to solve all issues. In comparison with manual feature
engineering approaches, it has a few disadvantages.
Computational time. RNN-LSTM is much slower than man-
ual featuring approaches [15, 25]. In practice, it took around
four days for training one model and six hours for testing
on English Wikipedia dataset, i.e. it took around four sec-
onds to predict the quality of one article. By contrast the
methods of [15] or [25] can return the prediction for the
entire testing set on the order of seconds. In contrast to
Doc2Vec+DNN model [14], LSTM needs to be trained only
once in RNN-LSTM approach. However, the predicting
time of RNN-LSTM is too long to be implemented as a real-
time service. The idea of [53] is to provide a “helper” for
Wikipedia authors in writing their articles. The approaches
[53, 15] can be implemented as a real-time bot, i.e. a bot
can give authors a feedback as they are writing about the
quality of their Wikipedia articles. We can perform the
RNN-LSTM method in batch-mode, e.g. we predict the
quality of a set of articles every week. Furthermore, hard-
ware development velocity is very fast and we can expect
more powerful computing devices in the future.
English French Russian
accuracy AUC accuracy AUC accuracy AUC
Warncke-Wang et al. [52] 59% 0.85 - - - -
Dang & Ignat [15] 63% 0.90 - - - -
Doc2Vec + DNN [14] 55% 0.79 52% 0.75 50% 0.72
ORES [25] 62% 0.86 53% 0.82 56% 0.81
RNN-LSTM 68% 0.92 65% 0.84 63% 0.83
Table 3. Performance of different algorithms
Interpretation. Interpretation is another issue in machine le-
arning in general, referring to the difficulty of explaining
the results of a machine learning model to end users [47].
While the prediction of [15, 25, 52] is somewhat under-
standable even for non-technical users, the results of LSTM
model is a sort of cryptic. For instance, the results of [15,
25, 52] can be interpreted as suggestions such as “with two
more high resolution images you can improve the quality
class of your article from Start to C”. On the other hand, the
LSTM model provides a prediction but no explanation for
this prediction. Nonetheless, studies in understanding deep
learning models are receiving a lot of attention in recent
years [35, 47] and we can expect a better interpretation in
the future.
Noisy dataset We considered the training dataset with la-
belled Wikipedia articles as “ground truth”. This assump-
tion is too strong, because the quality classes are assigned
by human reviewers which are subjective and noisy by na-
ture. The noise means that, a same article might be assigned
different quality classes by different reviewers. Due to this
reason, we might not be able to build a perfect predictor.
CONCLUSION & FUTURE WORK
In this paper, we presented a new approach of using Recur-
rent Neural Networks and Long-Short Term Memory to build
an end-to-end learning technique which can classify quality
of Wikipedia articles without human intervention. The ap-
proach is tested against different Wikipedia languages and the
performance is better than state-of-the-art.
There are several research directions which could be extended
in the future. We provide here a brief guidelines of these
approaches for further interests.
Adaptive RNN. Currently the hyper-parameters are tuned by
random discrete search [5]. These parameters are fixed
during the learning process and are independent from the
input data. It should be better to build an adaptive RNN
[23] which can automatically adjust its complexity based
on the inputs.
Multi-modal modelling. In this paper, we did include the
entire textual content of the documents into consideration,
but we did not analyze the content of images included in
Wikipedia articles. In other words, our model knows that
“there is an image at this place” but it has no additional
information about the image. Recently, research studies in
understanding images achieved a lot of success [43] and we
also plan to extend our model to capture the image content.
Transfer learning. RNN-LSTM is a supervised machine le-
arning algorithm, which requires a lot of labelled data as
training set. As labelling is done manually, the process is
very costly and might contain a lot of noise. Therefore, it
is difficult to apply the technique in a domain where few
labelled data are available, such as Wikipedia in rare lan-
guages. The idea of transfer learning [55] is to train the
model in a language where a lot of knowledge resources
exist such as English Wikipedia to predict in a different lan-
guage such as Vietnamese Wikipedia. The technique could
save a lot of manual effort in producing labelled training
dataset.
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