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Abstract
We describe how the transient behavior of a tuned and matched resonator circuit and a ringdown sup-
pression pulse may be integrated into an optimal control theory (OCT) pulse-design algorithm to derive
control sequences with limited ringdown that perform a desired quantum operation in the presence of res-
onator distortions of the ideal waveform. Inclusion of ringdown suppression in numerical pulse optimizations
significantly reduces spectrometer deadtime when using high quality factor (high-Q) resonators, leading to
increased signal-to-noise ratio (SNR) and sensitivity of inductive measurements. To demonstrate the method,
we experimentally measure the free-induction decay of an inhomogeneously broadened solid-state free radical
spin system at high Q. The measurement is enabled by using a numerically optimized bandwidth-limited
OCT pulse, including ringdown suppression, robust to variations in static and microwave field strengths.
We also discuss the applications of pulse design in high-Q resonators to universal control of anisotropic-
hyperfine coupled electron-nuclear spin systems via electron-only modulation even when the bandwidth of
the resonator is significantly smaller than the hyperfine coupling strength. These results demonstrate how
limitations imposed by linear response theory may be vastly exceeded when using a sufficiently accurate
system model to optimize pulses of high complexity.
Keywords: Optimal control theory, High-Q resonators, Pulsed electron spin resonance, Bandwidth-limited
control, Quantum information processing
1. Introduction
Inductive coupling to a tuned and matched resonator circuit is a standard technique for the manipulation
and measurement of a quantum system. In a common application, a resonator converts a pulsed electrical
signal into a pulsed magnetic field and the resulting magnetic field produced by the quantum system back
into an electrical signal. The same principles apply as well to capacitive coupling to electric fields. The
conversion efficiency is determined by a number of factors, including the quality factor (Q) of the resonator,
defined as the ratio of stored to dissipated energy in the resonant circuit. All other factors being equal, both
the magnetic field strength resulting from the application of an electrical signal of a certain power and the
signal-to-noise ratio (SNR) of an electrical signal induced by the magnetic response of the sample scale as√
Q [1–4].
An important consequence of using tuned circuits for pulse transmission is that any resonator has an
associated ringdown time during which energy stored in the circuit dissipates. The signal to be observed from
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the quantum system is typically many orders of magnitude smaller than the control amplitudes, normally
requiring a spectrometer deadtime of at least five times the ringdown time before receiver circuitry, such
as low-power high-gain preamplifiers, can be switched on. When moving to a high-Q resonator, to enable
faster control and greater SNR, the relative amount of stored energy in the circuit increases, leading to longer
ringdown and a deadtime that can exceed the characteristic phase coherence time (T2) of the quantum signal,
significantly lowering measurement SNR and possibly preventing observation of the quantum signal at all.
A dispersion of interaction strengths between quantum degrees of freedom in the sample may also lead to
a spectral breadth which exceeds the resonator bandwidth of frequencies which are efficiently converted,
preventing the rotation or detection of the entire spectrum with a single unoptimized pulse [5].
Another challenge inherent to the use of resonant circuits for pulse transmission is the distortions they
produce of an ideal pulse waveform, once again due to the finite response time of the reactive elements used
to construct a tuned circuit. For low values of Q (roughly 10 - 200), the effects of waveform distortions
are relatively minor, resulting in a typical drop in pulse fidelity of a few percent [6]. However, as the Q is
increased, the pulse action experienced by the quantum system differs drastically from the ideal response of
an undistorted waveform. For these reasons it is common practice, especially in the field of pulsed electron
spin resonance (ESR), to intentionally spoil the Q to reduce it to a value where these effects are no longer
significant [7].
There are many applications of pulsed induction techniques that benefit from the high sensitivity provided
by high-Q resonators. For example, thin film samples have a number of well-known applications in chemistry
and materials science and have drawn recent interest in the field of quantum information processing (QIP),
where a highly structured 2D geometry maps naturally to node-based proposals for quantum computing [8–
12]. These samples are particularly well-suited for study with high-Q, large filling factor resonators [13, 14].
Additionally, advances in inductive imaging techniques have allowed for sub-micron resolution, pushing the
limits of sensitivity using conventional resonators [15–17]. As more progress is made on the development of
novel quantum devices the need for high sensitivity measurement will increase, requiring further development
of control techniques with resonators of increasingly high Q.
Integration of the resonator impulse response into an optimal control theory (OCT) pulse-design al-
gorithm has been suggested as a means of accounting for resonator distortions to obtain increased pulse
fidelity in inductively controlled quantum systems [18]. This technique was recently applied in pulsed ESR
to accurately tailor spin response when using a high-Q resonator [19]. We extend these results by discussing
how a ringdown suppression pulse may also be included in OCT pulse-design algorithms. We demonstrate
our suggested method by optimizing and implementing a bandwidth-limited OCT pulse, robust to static
and microwave field inhomogeneity, that allows the direct observation of the free-induction decay (FID) of
an inhomogeneously broadened sample of irradiated fused-quartz [20, 21] in a high-Q (≈ 10,000) X-band
(≈ 10 GHz) rectangular cavity. We also discuss the application of high-Q pulse optimization techniques to
achieving universal control of a solid-state electron-nuclear spin system via electron-only modulation even
when the resonator bandwidth is significantly less than the hyperfine coupling strength.
We begin by reviewing a general model of the transient response of a resonator and methods of ringdown
suppression by application of a phase-inverted compensation pulse. We then show how the resonator impulse
response function and ringdown suppression may be integrated into an OCT algorithm for the design of
universal rotation pulses. We end with a discussion of how limitations imposed by linear response theory may
be vastly exceeded when using complex pulses numerically optimized using a sufficiently accurate system
model, with particular emphasis on solid-state electron-nuclear spin systems.
2. Resonator Model and Ringdown Suppression
Several models of the transient behavior of a resonator have been suggested and analyzed in detail [22–
24], with various methods suggested for the suppression of pulse transients [25–28]. We use the model of
Barbara, et al. [23] consisting of a series RLC resonant circuit capacitively coupled to a voltage source
through a real 50 Ohm impedance (Figure 1). We restate here the results of their analysis relevant to our
integration of the model into an OCT algorithm, with further details available in the references.
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The reactive elements necessary for efficient signal conversion have a finite response time to variations
of the control signal, causing distortions of the ideal waveform. For a linear, time-invariant system, the
waveform incident upon the quantum system, y(t), is given by the convolution of the ideal control pulse,
x(t), with the impulse response, h(t), of the transmitting circuit,
y(t) = h(t) ∗ x(t) =
∫ ∞
−∞
h(t− τ)x(τ) dτ. (1)
The impulse response gives a complete description of the transient behavior of the transmitting circuit
and may be either inferred from measurement, or derived from an appropriate model. The ideal pulse is
described as a time varying voltage of amplitude v(t) and phase φ(t) applied at a driving frequency, ωt:
Vs(t) = v(t) cos (ωtt+ φ(t)). (2)
When the driving frequency is set near resonance with energy level splittings of the quantum system,
the magnetic field induces transitions between the eigenstates of the system Hamiltonian. This model is
representative of a general quantum control scenario and allows us to analytically understand the dynamics
of high-Q resonators.
The resonator circuit response to an impulse of constant amplitude and phase may be determined by the
application of Laplace transformation techniques [29]. The resulting filtered output waveform in the time
domain is determined by the inverse Laplace transform, calculated via a partial fraction expansion, of the
filtered waveform in the s-domain. The transient coil current, iL(t), which is proportional to the magnetic
field applied to the sample, may be represented as a sum of poles, δk, and corresponding residues, dk, after
inverse Laplace transformation:
iL(t) ∝
∑
k
dke
−δkt. (3)
The four reactive elements in the circuit lead to four poles of the transfer function:
1. A steady-state oscillation at the driving frequency, ωt.
2. An exponentially decaying DC transient.
3. An exponentially decaying oscillation at the probe free-ringing frequency, Ω.
4. An exponentially decaying oscillation at minus the probe free-ringing frequency, -Ω.
It is the third and fourth poles that are of most interest for determining the transient response of the circuit,
as the DC transient is normally very small and the steady-state oscillation may be eliminated by moving into
a reference frame rotating at the driving frequency. In a rotating wave approximation, this frame rotation
also allows us to neglect the effect of the fourth pole.
The relevant third pole, δ3, may be written as
δ3 = δ
∗
4 = γ − iω0f
(
1−
√
r
4R0f2
)
, (4)
where γ = ω0/Q is the rate of transient decay in terms of the inductor quality factor, Q = ω0L/r, and
f =
√
1− 1
4Q2
(5)
is a scaling factor determining how close the resonator free-ringing frequency, Ω, is to the tuned frequency,
ω0 =
√
1/LCT . For high-Q resonators, r << R0, Ω ≈ ω0, and the transient oscillations in the rotating
frame are critically damped. The resulting dynamics may then be approximated as a simple exponential
ringup and ringdown of the pulse amplitude with time-constant
τr = Q/ω0. (6)
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This time-constant differs from the commonly used 2Q/ω0, which is valid only for an isolated series RLC
circuit without the inclusion of a matching capacitor [22]. Such approximations are used here only for the
sake of argument and demonstration; when high-fidelity control of a particular system is desired the full
form of the resonator transfer function must be experimentally determined [19].
Resonator ringdown may be suppressed by the application of a trailing compensation pulse of appropriate
length and amplitude to drive the energy stored in the resonator to zero at the end of the pulse [30, 31].
As shown in Figure 1, this compensation pulse can significantly shorten the spectrometer deadtime, but at
the expense of introducing an additional rotation to the quantum system. In the next section, we describe
how the resonator transfer function and a ringdown compensation pulse may be integrated into an optimal
control theory (OCT) algorithm to enable high-fidelity operations in the presence of transient effects and
the additional rotation introduced by ringdown suppression.
3. Optimal Control Theory for High-Q Resonators
In the absence of dissipative processes, the problem of control sequence design may be stated as optimizing
a time-dependent Hamiltonian, H(t), such that the action of the Hamiltonian on a general quantum state,
ρ, yields the desired dynamics, as governed by the Liouville-von Neumann equation,
dρ
dt
= − i
~
[ρ,H(t)] . (7)
As is common practice for dynamical calculations, we will use the convention ~ = 1 for the remainder of
this work. The formal solution of this equation may be written as
ρ(t) = U(t)ρ(0)U †(t), (8)
where U(t) is a unitary propagator representing time evolution under the applied Hamiltonian:
U(t) = T e−i
∫
t
0
H(s) ds, (9)
where T is the Dyson time-ordering operator accounting for non-commumitivity of H(t) with time. For
this work, we are interested in finding a time-dependent Hamiltonian that accurately implements a desired
unitary operation, Ud. The notion of accuracy for unitary operations is quantified by defining an appropriate
performance functional, such as the average gate fidelity for Hilbert space dimension D:
Φ(Ud, Upulse) = |〈Ud|Upulse〉|2 =
∣∣∣Tr [U †dUpulse]∣∣∣2
2D
. (10)
This performance functional has been shown to be equivalent to the average state fidelity over a complete
set of input states [32] and guarantees the desired evolution over all possible input states when Φ is close to
unity.
The set of unitary operations that may be generated depends on the form of the accessible physical
interactions present in a given system. These interactions are commonly separated into drift Hamiltonian
terms, Hd, which are time-independent, and control Hamiltonian terms, Hc(t), which may be varied during
the course of an experiment. We parameterize the control Hamiltonians into a set of constant Hamiltonians,
{Hk}, for which we may independently vary amplitudes, uk(t), to yield a total system Hamiltonian of
H(t) = Hd +
∑
k
uk(t)Hk. (11)
To avoid having to evaluate a set of time-ordered exponentials to solve (9), it is common practice to
discretize the time-dependence of the control amplitudes into N intervals of length tj , such that the unitary
propagator for a time T =
∑N
j=1 tj may be formally expressed as a product of time-independent exponentials:
U(T ) =
∏
Uj =
N∏
j=1
e−i(Hd+
∑
k u
j
k
Hk)tj . (12)
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For the sake of simplicity, we will assume tj = ∆t for all j. The validity of this time-slicing method of
propagator evaluation depends on the chosen value of ∆t, with accuracy increasing for smaller time dis-
cretization intervals. With all time-dependence effectively removed from the problem, the control objective
now simplifies to determining the set of constant amplitudes, {ujk}Nj=1, which maximize the value of the
average gate fidelity (10), which may be achieved through application of optimal control theory (OCT)
[33]. In the following, we utilize the efficient GRadient Ascent Pulse Engineering (GRAPE) OCT algorithm
[34], which has been used extensively in spin-based implementations of quantum information processing (see
[35–37] for example applications of the GRAPE algorithm). This method is limited to finding solutions that
correspond to local optima, but high-fidelity pulses may still be consistently found, insensitive to the initial
guess, that are useful in practice.
3.1. Optimizing Infinite-Bandwidth Controls
The relative efficiency of the GRAPE algorithm is derived from the need to only compute the propagator
corresponding to each time step, Uj , a single time at each iteration of the optimization. The resulting
single iteration propagators are then used to calculate both the value of the performance functional and an
approximation of gradients used for pulse updating. The truncation of the gradients is valid when ∆t is
chosen to be significantly smaller than the inverse magnitude of the system Hamiltonian. Approximating
the gradients in this way avoids the use of finite-differencing and other inefficient methods of computing the
gradients. In the notation of [34], the average gate fidelity and corresponding gradients to first order in ∆t
are
Φ = |〈Ud|Upulse(T )〉|2 = 〈Pj |Xj〉 〈Xj |Pj〉 (13)
and
δΦ
δujk
= −2Re [〈Pj |i∆tHkXj〉 〈Xj |Pj〉] , (14)
where Pj = U
†
j+1...U
†
NUd and Xj = Uj ...U1 are the backward and forward representations, respectively, of
the total pulse propagator at the jth time interval.
The control amplitudes at optimization iteration n, ujk(n), are updated according to
ujk(n) = u
j
k(n− 1) + ǫ
δΦ
δujk(n− 1)
, (15)
where ǫ is an adjustable scaling factor for the gradients to prevent hindering algorithm convergence by
making large deviations in the control parameters between iterations. The algorithm proceeds as follows:
1. An initial set of control parameters is defined: {ujk}Nj=1(0)
2. The piecewise constant propagators for each time-step are calculated: Uj
3. The value of the performance functional is calculated: Φ
4. If Φ ≥ Φtarg the algorithm exits, otherwise the gradients for each time-step and control are calculated:
δΦ
δu
j
k
5. A line-search is used to optimize the step size, ǫ, in the gradient direction
6. The control parameters are updated according to (15)
7. Loop to Step 2
To include ringdown suppression and account for distortions of the ideal control parameters due to the
limited bandwidth of a high-Q resonator we make several modifications to this base algorithm, similar to
those previously suggested [18].
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3.2. Optimizing Bandwidth-Limited Controls
We first resample the control parameters to ensure the calculated propagators and gradients accurately
reflect the distortions of the ideal control fields during periods when the applied control voltages are constant.
For clarity, we define a control period as the time ∆t during which the applied control voltage is constant, and
a evolution period as the resampled time ∆t/ns during which the control field seen by the quantum system is
approximated as constant. Concretely, we begin with a set of undistorted controls, {ujk}, where j = 1, ..., N
and resample to obtain a new set of undistorted controls {u˜mk }, where m = 1, ...,M and M = nsN + nr
for ns samples per N control periods and nr values of zero appended to the waveform to account for pulse
ringdown. We then define a mapping between the resampled undistorted controls and a new set of distorted
controls, {v˜mk }Mm=1, given by the discrete convolution of the undistorted controls with the resonator transfer
function (1):
v˜mk = hk ∗ u˜mk =
∑
l≤m
hm−l+1k u˜
l
k. (16)
In contrast to the infinite-bandwidth case, the value of the control parameters during the mth evolution
period depends to a certain degree on the value of all previous controls. As a result, the gradient of the
performance functional when control period j is perturbed depends on the change in the unitary propagator
for all evolution periods m > (j − 1)ns. As derived in the Appendix, the gradients for bandwidth-limited
controls are
δΦ
δujk
=
M∑
m>(j−1)ns
ξmk (j)
δΦ
δv˜mk
, (17)
where ξmk (j) is the convolution of a top-hat function, Ξ, with the resonator response:
ξmk (j) =
∑
l≤m
hm−l+1k Ξ(j, ns). (18)
The top-hat function, which is formally defined in the Appendix, accounts for the resampling of the control
periods into evolution periods. The convolution of this function with the resonator impulse response may
be interpreted as a weighting function of the gradients of all evolution periods affected by the perturbation
of a given control period. The individual gradients of the evolution periods are
δΦ
δv˜mk
= −2Re
[〈
P˜m|i∆t
ns
HkX˜m
〉〈
X˜m|P˜m
〉]
, (19)
where X˜m and P˜m are defined in the Appendix. Note that pulse updating is done only for control periods,
with evolution periods serving as a calculational tool.
Optimization of the compensation pulse for elimination of ringdown is performed as a sub-routine and
is not considered in the calculation of the gradient direction. However, the compensation pulse is taken
into account while calculating the total pulse fidelity and while performing a line search to optimize the
step size in the gradient direction, ǫ. In practice, the line search is performed by choosing three values of ǫ,
optimizing the compensation pulse for each value, evaluating the fidelities of the resulting pulses, fitting to
a quadratic, and taking the maximum value. The routine for the compensation pulse optimization may be
implemented as a two-dimensional search over the length and amplitude of an appended final control period
that minimizes the ringdown. An implementation of the GRAPE algorithm for bandwidth-limited control
is described in Figure 2.
4. Observation of Free-Induction Decay at High-Q
We performed experiments using a standard irradiated fused-quartz sample contained in a Varian E-231
rectangular cavity on a home-built X-band pulsed ESR spectrometer. The loaded quality factor and impulse
response function of the cavity were measured by fitting an exponential to the rising and falling edges of a
6
square pulse digitized with a pick-up coil inserted into a cavity iris opposite to the sample. Care was taken
to only weakly couple the pick-up coil to the cavity fields in order to disturb the cavity mode structure as
little as possible.
We measured a loaded Q of 8,486 for the Varian cavity, giving a ringdown time-constant of τr = 142 ns at
a resonance frequency of ω0/2π = 9.5236 GHz. The r
2 value of the exponential fit was 0.9804, verifying that
modeling the transient behavior of our high-Q resonator as an exponential rise and fall of the field strength
is a good approximation. We found that a spectrometer deadtime of 1.2 µs was required to allow the pulse
ringdown to decay to a value below the spectrometer noise floor. The inhomogeneous phase coherence
relaxation time of the sample, measured by observing a spin echo, was T ∗2 ≈ 250 ns, preventing us from
observing a useful FID of the quartz sample when using an unoptimized pulse.
To observe the quartz FID we optimized a bandwidth-limited OCT pulse that performs a π/2 rotation
about the x-axis robust to variations in the static and microwave field strengths. The resonator model
discussed in Section 2 was included in the optimization, as well as ringdown suppression. The Hamiltonian
used for optimization, in a frame rotating at the nominal electron Larmor frequency, was
H(∆ω, ω1) =
1
2
∆ωσz +
1
2
ω1A(t)σx, (20)
where ∆ω is a resonance offset parameter representing static field inhomogeneity in units of rad/s, ω1 is a
scaling factor of the nominal Rabi frequency, ω1,nom, representing microwave field inhomogeneity, and A(t)
is the time-dependent amplitude modulation representing the OCT pulse, with range {−ω1,nom, ω1,nom}.
The spin dynamics was calculated by taking a convex operator sum over a uniform classical probability
distribution of field inhomogeneities, P (∆ω, ω1) [38].
The pulse was defined piecewise constant over 100 steps of 10 ns each, giving a total length of 1 µs.
The nominal Rabi frequency, ω1,nom/2π = 5.26 MHz, was determined by Fourier transforming the result
of a standard spin-echo Rabi oscillation experiment at a microwave power of 4 Watts and identifying the
dominant frequency. The pulse was optimized over a microwave inhomogeneity of ω1 = (0.95, 1, 1.05) and a
static field inhomogeneity of ∆ω/2π = {-2 MHz, 2 MHz} in steps of 250 kHz. The pulse optimization took
roughly ten minutes on a standard laptop computer and resulted in an average fidelity over the distribution
of Φ = 0.9905. The resulting pulse profile and response over an extended distribution is shown in Figure
3. The free-induction decay (FID) of irradiated fused-quartz resulting from application of the pulse in the
Varian cavity is shown in Figure 4, along with the digitized pulse profile measured through the pick-up
coil. A spectrometer deadtime of 75 ns was required to allow the small oscillations shown at the end of
the digitized pulse to decay. This deadtime was included in the pulse optimization as an additional control
period of zero amplitude. These measurements confirm the expected profile of the bandwidth-limited pulse
and the ability to observe the FID at high Q. 2
5. Controllability With Limited Bandwidth
For accurate spectroscopy and high-fidelity quantum information processing, control sequences must
drive transitions and excite coherence over a range of frequencies given by the coupling structure and any
uncertainties of the system Hamiltonian. A common solution, based on linear response theory [41], is to
require the Fourier spectrum of the control pulse to contain significant contributions from all frequencies
present in the quantum system [42, 43]. The principle, and limitations, of this approximate solution may
2Upon initially implementing the optimized pulse we could not observe an FID due to spurious ringdown from a source
which did not appear in the waveform digitized through the pick-up coil. The source of this ringdown was determined to
be on-resonant leakage of the carrier signal through a double-balanced mixer used to mix in the ideal pulse waveform from
an Arbitrary Waveform Generator (AWG). Leakage of this type has been noted previously [39] and was compensated using
a similar method. Before the mixer we split off the carrier signal, phase-shifted it 180 degrees, then recombined it with the
amplifier output through a directional coupler, appropriately adjusting the amplitude to cancel the amplified leakage signal.
This method of active feedback suppression is also similar to the technique used by Broekaert and Jeener to compensate for
radiation damping effects [40].
7
be succinctly demonstrated using a description of the pulse trajectories in k-space [44]. In this description,
each frequency ω present in the drift Hamiltonian of the quantum system has an associated wavenumber,
k = ωt, whose value is modulated by the control Hamiltonian during the length of the applied pulse.
The accuracy of predicting spin response through Fourier analysis depends primarily on the validity of
two approximations. The first is that any rotations that occur during a period where the pulse waveform is
constant are small, such that the full spin response given by the exponential of the Hamiltonian generating
the motion may be truncated to first order. The second is that the amplitude of the control Hamiltonian
during any pulse period be significantly greater than the amplitude of the drift Hamiltonian, such that the
axis of rotation may be taken as being completely determined by the control Hamiltonian. When these two
criteria are satisfied, excitations of the quantum system as a function of frequency may be written simply
as the Fourier transform of the time-dependent control amplitudes, x(t):
S(ω) = −i
∫ tp
0
x(t)e−ik dt, (21)
where tp is the pulse length and S(ω) is the observable spin response generated by the controls, which are
taken for simplicity to be amplitude modulated only. If we now write the controls as a sum of Fourier
components,
x(t) =
∞∑
n=−∞
xne
iωpnt, (22)
we see that the only contributions to the observable signal are from Fourier components, n, where xn 6= 0,
such that the corresponding vector in k-space may be effectively refocused during the pulse. Within the
linear response approximation, then, pulse design is frustrated by the narrow-band filtering property of a
high-Q resonator. However, the ability to numerically optimize pulses allows us to move into a regime where
linear response is no longer valid.
For general rotations there is significant mixing of the various k-vectors that leads to a complex spin
response. Also, a general axis of rotation is not given entirely by the control Hamiltonian, but by the vector
sum of the control and drift Hamiltonians. These effects are often small, but may be used to generate
spin response deemed inaccessible by linear response. By solving the equations of motion exactly under an
accurate system model, without making approximations, we can find bandwidth-limited pulses that retain
the same degree of controllability as for infinite bandwidth pulses, albeit with a reduction in efficiency due
to the inability to directly address all transitions in the system.
We first consider an ensemble of uncoupled spins with Larmor frequency, ω0, off-resonance an amount
∆ω = ω0 − ωt from a control field applied at ωt. The Hamiltonian in a frame rotating at ωt is given by
eq. (20), where the term proportional to σz is the drift Hamiltonian, Hd, and the term proportional to σx
is the control Hamiltonian, Hc. Generating a computationally universal set of quantum operations requires
the ability to generate all elements of the Lie algebra spanning the Hilbert space [45]. For uncoupled spins,
the Lie algebra is SU(2), with basis operators {I, σx, σy, σz}. The control algebra generated by a given
set of Hamiltonians may be computed by taking successive Lie brackets to all orders [46, 47]. For Hd and
Hc considered here [Hd, Hc] ∝ σy , such that the generated control algebra is identical to SU(2), indicating
universal control of the system by appropriate application of the given Hamiltonians.
The efficiency of control is difficult to quantify in general, but may be posed as the non-commutativity
of effective Hamiltonians that may be generated during the pulse between incremental time periods. For
SU(2) we may take a simple geometric view, posing the problem of efficiency as the maximum angle of
rotation that may be generated over an incremental time period or, equivalently, the maximum angle between
effective Hamiltonian vectors that may be generated from one instant in time to the next. Assuming an
exponential model of the pulse transients for simplicity, and taking A(t0) = 0 and ω1 = 1, we examine the
non-commutativity of
Heff(t0) =
1
2
∆ωσz , (23)
and
Heff(t0 + δt) =
1
2
∆ωσz +
1
2
A(t0 + δt)(1− e−
ω0
Q
δt)σx. (24)
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The controllability of the system has not changed, provided Q is finite, as these Hamiltonians generate the
same Lie algebra as for infinite bandwidth. The angle between the two Hamiltonian vectors, θ, is given by
θ = tan−1
[
A(t0 + δt)
∆ω
(1− e−ω0Q δt)
]
. (25)
The size of the generated incremental rotation depends on the ratio of the target control amplitude to the
resonance offset and the value of Q, with increasing efficiency for larger control amplitudes and smaller
Q. Given that control amplitude is proportional to
√
Q, there is an inherent trade-off between sensitivity
and the efficiency of generating rotations that must be considered. However, given sufficient time and a
sufficiently accurate system model, pulses may be optimized that address transitions that are arbitrarily
far off-resonance without containing Fourier components anywhere near the transition frequency. In the
following section we provide examples, in the context of anisotropic hyperfine coupled electron-nuclear spin
systems, of pulses that significantly exceed the limitations imposed by linear response theory.
6. Application of Bandwidth-Limited Control to Electron-Nuclear Spin Systems
We consider a one electron, one nuclear (1e-1n) spin system in a strong external magnetic field ~B0 = B0zˆ
with an anisotropic hyperfine interaction coupling the two spins. The drift Hamiltonian is given by
Hd =
1
2
ωezσ
e
z +
1
2
ωnz σ
n
z +
1
4
ωzzσ
e
zσ
n
z +
1
4
ωzxσ
e
zσ
n
x , (26)
where ωez and ω
n
z are the strengths of the electron and nuclear Zeeman interactions, respectively, with
the static field, and ωzz and ωzx are isotropic and anisotropic components of the hyperfine interaction.
Examples of such systems include solid-state organic molecules with a localized free radical [48, 49] and
nitrogen-vacancy defect centers in diamond [50].
The electron Zeeman interaction is dominant and defines the principle coordinate system of spin quanti-
zation. In terms of this coordinate system, the eigenstates of the nuclear spins are given by the vector sum
of the nuclear Zeeman interaction and the spin dependent local field generated by the anisotropic hyperfine
coupling to the electron:
|1〉 = |↑ α0〉 = sin θ↑ |↑↑〉+ cos θ↑ |↑↓〉 ,
|2〉 = |↑ α1〉 = cos θ↑ |↑↑〉 − sin θ↑ |↑↓〉 ,
|3〉 = |↓ β1〉 = cos θ↓ |↓↑〉 − sin θ↓ |↓↓〉 ,
|4〉 = |↓ β0〉 = sin θ↓ |↓↑〉+ cos θ↓ |↓↓〉 ,
(27)
where θ↑ and θ↓ determine the non-commutativity of the resulting eigenstates and are given by:
θ↑ = tan
−1
( −ωzx
ωzz − ωnz
)
,
θ↓ = tan
−1
( −ωzx
ωzz + ωnz
)
.
(28)
Due to the non-commutativity of the local fields seen by the nuclear spin when the electron spin is
in the spin-up versus spin-down state, universal control over the entire spin system (generalizing to 1e-
Nn systems) may be achieved by implementing only the electron σex generator and allowing free evolution
under Hd [51, 52]. This may also be seen by noting that the transition probability between any pair of
non-degenerate states associated with the σex operation is non-zero [53]. We may thus use the nuclear spins
as a quantum processor, with the electron spin acting as an actuator element to allow for fast quantum
operations on the processor and providing a means for efficiently transferring information in a node-based
quantum information processor design [12, 51, 54].
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To demonstrate that universal control via electron-only modulation may still be achieved when using a
high-Q resonator we numerically optimized a pulse which implements an electron spin flip,
Ud = e
−ipi
2
σex⊗I
n
, (29)
for a 1e-1n sample in a resonator with bandwidth smaller than the size of the hyperfine interaction. The
ability to achieve such an operation implies full controllability of the spin system with electron-only mod-
ulation. The control Hamiltonian was taken to be a time-dependent amplitude modulation of the electron
spin only,
Hc(t) =
1
2
A(t)σex ⊗ In. (30)
The pulse was optimized using the algorithm outlined in 3.2 using a model of the resonator given in 2 with
a Q of 10,000 (BW ≈ 1.2 MHz). The drift Hamiltonian parameters were taken from [51]: ωez/2π = 11.885
GHz, ωnz /2π = 18.1 MHz, ωzz/2π = −42.7 MHz, and ωzx/2π = 14.2 MHz. The carrier frequency of the
pulses was set resonant with the 1-4 transition, ω0/2π = 11.909 GHz. The nominal Rabi frequency was
taken to be ωnom/2π = 100 MHz. The resulting pulse is shown in Figure 5a. A pulse time of 5 µs was chosen
for convenience to provide sufficient time to easily achieve the desired operation. We expect solutions for
shorter pulse times to exist, but have not systematically addressed the minimum time needed to achieve the
operation for a given set of parameters. The final simulated average gate fidelity of the pulse was 0.9901 even
when, as shown in Figure 5b, all significant frequency modulation is much less than the hyperfine splitting.
7. Conclusions
Integrating the resonator impulse response function and ringdown suppression into an optimal control
theory pulse design algorithm allows the use of high-Q resonators in inductive measurements, enabling higher
signal-to-noise ratio and sensitivity without sacrificing the ability to perform a universal set of quantum
operations with high fidelity. These techniques also permit the direct observation of the free-induction
decay of inductively detected samples at high Q, which was experimentally demonstrated on a sample
of irradiated fused-quartz in a high-Q rectangular cavity. We focused on a particular application of the
described methods in pulsed electron spin resonance where universal control of the quantum state of a
nuclear spin may be achieved by microwave-only modulation of an anisotropic hyperfine coupling to an
electron spin. We demonstrated that the limits imposed by linear response theory may be vastly exceeded
when using numerically optimized pulses, allowing universal control of the joint electron-nuclear spin system
even when the hyperfine coupling strength is significantly greater than the resonator bandwidth. These
solutions rely on the non-commutativity of the effective Hamiltonians generated throughout the pulse and
the ability to accurately engineer the exact response of a quantum system to complex modulations.
We expect the methods presented in this work to find application in a broad range of fields. In addition
to spectroscopic and imaging applications in chemistry, biology, and materials science for samples with a
small number of spins, we expect the application of high-Q control techniques to molecular thin film samples
to be particularly compelling due to their relevance to building a large-scale multinode quantum information
processor. The described techniques may also find application in hybrid quantum systems that aim to use
spin ensembles as memory elements for microwave photons [55, 56].
We note that the optimized pulses work well only for the specific set of system parameters defined at the
time of optimization and the performance is sensitive to any change or mis-setting of the system parameters
when running an experiment. The pulses may be made robust to variations in system parameters, but
with a corresponding increase in pulse time and complexity [38, 57, 58]. The efficiency of control when
both robustness and high-fidelity are required of pulses to be used with a high-Q resonator requires further
investigation.
8. Appendix: Derivation of Distorted Gradients
We begin with a set of undistorted controls, {uj}, where j = 1, ..., N and resample to obtain a set of
undistorted controls {u˜m}, where m = 1, ...,M and M = nsN + nr for ns samples per N control periods
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and nr values of zero appended to the waveform to account for pulse ringdown. For clarity, we assume only
one control Hamiltonian (k = 1). The distorted controls, {v˜m}, are then given by the discrete convolution
of the undistorted controls with the resonator impulse response function:
v˜m =
∑
l≤m
hm−l+1u˜l. (31)
The average gate fidelity may then be written as
Φ =
〈
Ud|U˜M ...U˜1
〉〈
U˜1...U˜M |Ud
〉
, (32)
where the mth propagator is calculated from the distorted controls as
U˜m =e
−i∆t
ns
(Hd+v˜
mH1)
= e−i
∆t
Ns
(Hd+
∑
l≤m h
m−l+1u˜mH1).
(33)
We are interested in calculating the gradient of the fidelity with respect to a perturbation of the undistorted
controls {uj}, given by the usual product and chain rules of derivation as
δΦ
δuj
=
M∑
m=1
〈
Ud|U˜M ... δU˜m
δuj
...U˜1
〉〈
U˜1...U˜M |Ud
〉
+
〈
Ud|U˜M ...U˜1
〉〈
U˜1...
δU˜m
δuj
...U˜M |Ud
〉
.
(34)
By defining a forward propagator, X˜m = U˜m...U˜1, a backward propagator, P˜m = U˜
†
m+1...U˜
†
MUd, and noting
that only propagators with m > (j − 1)ns will be modified by a change in the jth control period, we may
simplify this expression to
δΦ
δuj
=
M∑
m>(j−1)ns
〈Pm|Xm〉
〈
δU˜m
δuj
Xm−1|Pm
〉
+
〈
Pm|δU˜m
δuj
Xm−1
〉
〈Xm|Pm〉 .
(35)
Due to resampling the control period, we define a top-hat function, Ξ(j, ns), to account for the perturbation
being constant during the entire jth control period:
Ξ(j, ns) = 1 for (j − 1)ns < m ≤ jns + 1, (36)
Ξ(j, ns) = 0 otherwise. (37)
The derivative δU˜m/δu
j may then be calculated by definition as
δU˜m
δuj
= lim
δuj→0
U˜m(v˜
m + Ξ(j, ns)δu
j)− U˜m(v˜m)
δuj
. (38)
We apply a small perturbation to the jth control, uj → uj+δuj and determine the resultingmth propagator:
U˜m(v˜
m + Ξ(j, ns)δu
j) =
e−i
∆t
ns
[Hd+(v˜m+
∑
l≤m h
m−l+1Ξ(j,ns)δu
j)H1].
(39)
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Assuming ∆t to be small, we may approximate Hd and H1 as commuting, allowing us to keep only the first
order term of a BCH expansion of the perturbed propagator
U˜m(v˜
m + Ξ(j, ns)u
j) =
U˜m(v˜
m)e−i
∆t
ns
∑
l≤m h
m−l+1Ξ(j,ns)δu
jH1 .
(40)
If we now assume the perturbation δuj to also be small, we may make a first order series approximation of
the exponential, to give
U˜m(v˜
m + Ξ(j, ns)u
j) =
U˜m(v˜
m)(I − i∆t
ns
H1U˜m
∑
l≤m
hm−l+1Ξ(j, ns)δu
j +O(∆t2). (41)
We may now plug this expression back into (38) to obtain
δU˜m
δuj
= −i∆t
ns
H1U˜m
∑
l≤m
hm−l+1Ξ(j, ns), (42)
which, when plugged into (35) gives
δΦ
δuj
=
M∑
m>(j−1)ns
ξm(j)
δΦ
δv˜m
, (43)
where ξm(j) is the convolution of the top-hat function with the resonator impulse response function:
ξm(j) =
∑
l≤m
hm−l+1Ξ(j, ns). (44)
This function may be interpreted as a weighting of the change of the fidelity due to a small change δv˜m of
the pulse parameter at the mth evolution time step induced by the perturbation δuj :
δΦ
δv˜m
= −2Re
[〈
Pm|i∆t
ns
H1Xm
〉
〈Xm|Pm〉
]
. (45)
Note that when the controls are undistorted, the gradient weighting function is equivalent to the top-hat
function, giving
δΦ
δuj
=
jns∑
m≥(j−1)ns+1
δΦ
δu˜m
, (46)
which for short time steps and small perturbations, reduces to the undistorted gradient derived in [34]:
δΦ
δuj
= −2Re [〈Pj |i∆tH1Xj〉 〈Xj|Pj〉] . (47)
In the special case where two control Hamiltonians, H1 and H2, are in quadrature with one another - for
example, amplitude and phase modulation of a single control field in magnetic resonance - the gradients must
be modified to reflect the interdependence of the Hamiltonians. The resonator impulse response function,
h, and the control signals, u and v, must be considered as complex functions, with the real part associated
with H1 and the imaginary part associated with H2. The gradients for the real and imaginary parts of the
controls are then:
δΦ
δRe[uj ]
=
M∑
m>(j−1)ns
Re[ξm(j)]
δΦ
δRe[v˜m]
+ Im[ξm(j)]
δΦ
δIm[v˜m]
, (48)
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δΦ
δIm[uj]
=
M∑
m>(j−1)ns
Re[ξm(j)]
δΦ
δIm[v˜m]
− Im[ξm(j)] δΦ
δRe[v˜m]
, (49)
where
δΦ
δRe[v˜m]
= −2Re
[〈
Pm|i∆t
ns
H1Xm
〉
〈Xm|Pm〉
]
, (50)
δΦ
δIm[v˜m]
= −2Re
[〈
Pm|i∆t
ns
H2Xm
〉
〈Xm|Pm〉
]
. (51)
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Figure 1: Transient behavior of a resonator circuit. A general resonant transmission circuit may be
modeled as a series tuned RLC circuit capacitively coupled to a time-varying voltage source [23] (inset).
The quality factor (Q) of the resonator is given mainly by the circuit resonance frequency, ω0 = 1/
√
LCT ,
the coil inductance,L, and the coil resistance, r: Q ≈ ω0L/r. The circuit impedance is matched to R0 = 50
Ohms by varying the capacitances CT and CM . For high-Q resonators, the dominant transient response
of the resonator to a square pulse input of voltage, VS , (bold line) is an exponential rise (dashed line) and
subsequent ring-down (dotted line) of the coil current, iL, and resulting magnetic field. The ringdown may
be suppressed by application of a phase inverted compensation pulse at the end of the square pulse to drive
the coil current to zero. The characteristic transient ringdown time without compensation, τr = Q/ω0, is
denoted by a cross.
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Figure 2: Schematic of optimization algorithm. The bandwidth-limited GRAPE pulse optimization
algorithm proceeds in a similar manner as for undistorted controls [34], with the resonator transfer function
included in the calculation of the pulse propagator, average gate fidelity, and gradients. The notation is
explained in the main text, with k = 1 for simplicity. An initial guess of control amplitudes is resampled
and convolved with the resonator transfer function to yield a distorted set of control amplitudes including
ringdown. A compensation pulse period is then optimized in a sub-routine and appended to the waveform
to yield a distorted set of control amplitudes with minimized ringdown. The propagator for each evolution
period of the distorted control amplitudes is then calculated and the average gate fidelity computed. The
set of propagators is used to calculate the gradient direction of the fidelity with respect to the undistorted
controls. A line search is then performed to optimize the step-size in the gradient direction. At each step
of the line-search the sub-routines to calculate the updated distorted control amplitudes and corresponding
compensation pulse are called, accounting for the compensation pulse not being included in the gradient
calculation. The undistorted controls are then updated according to the gradient direction and step-size
and the process iterates until a desired value of the fidelity is achieved.
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(b) Simulated Pulse Response
Figure 3: Bandwidth-limited OCT pulse robust to static and microwave field inhomogeneities.
(a) Time-domain profile of a transients optimized OCT pulse with ringdown suppression implementing a
π/2)x rotation robust to variations in the static and microwave field strengths. The dashed line represents the
undistorted controls and the solid line represents the control fields seen by the spin system after transmission
through a resonator with Q = 8,486. The control amplitudes are normalized to a nominal Rabi frequency
of ω1,nom/2π = 5.26 MHz. Optimization parameters and further details are discussed in the main text.
Note that this pulse is phase-refocused, in that all spins in the sample are rotated with the same phase. (b)
Simulated pulse fidelity over an extended range of static and microwave field inhomogeneities, demonstrating
the robustness of the pulse.
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Figure 4: Digitized pulse and free-induction decay (FID) of irradiated quartz. The transients
optimized OCT pulse shown in the previous figure was applied to an inhomogeneously broadened solid-
state sample of irradiated fused-quartz in a rectangular cavity with Q = 8,486 at a resonance frequency of
9.5236 GHz. The black solid line for t < 0 shows the pulse profile digitized through a pick-up coil inserted
in the cavity. The digitized profile closely matches the calculated profile with the only ringdown being a
small oscillation which decays after roughly 75 ns. The resulting quartz FID is shown as a blue solid line
for t > 0 and was acquired after a 75 ns spectrometer deadtime. The static field was moved roughly 2
MHz off-resonance (still within the high-fidelity operation regime of the pulse, as shown in Figure 3b) to
emphasize the shape of the FID. For comparison, a digitized square pulse of length 1 µs is shown as the black
dashed line. In a separate measurement, the necessary spectrometer deadtime in the absence of ringdown
suppression was determined to be 1.2 µs (shown as a dotted vertical line), which would prevent the detection
of a significant portion of the FID. The separate plots have been scaled for visual clarity.
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(a) Pulse Profile
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(b) Pulse Fourier Spectrum
Figure 5: Optimized 1e-1n pulse at high-Q. (a) The undistorted (dashed line) and distorted (solid line)
control amplitudes of a pulse designed to perform a π rotation of the electron spin in a resonator with Q
= 10,000. Access to such an operation guarantees universal control of the nuclear spin via electron-only
modulation [51]. The pulse consists of 500 time steps of ∆t= 10 ns each for a total length of 5 µs, with
ω1,nom/2π = 100 MHz. The simulated average gate fidelity is Φ = 0.9901. (b) The single-sided amplitude
spectrum of the undistorted pulse (dotted line) and the distorted pulse (solid line) filtered by the resonator
admittance function (bold solid line). The transitions necessary to achieve the desired operation were
separated by an amount (|ω23 − ω14| = 51 MHz) much greater than the bandwidth of the resonator (≈ 1.2
MHz), demonstrating that linear response may be greatly exceeded by pulses of high complexity optimized
under a sufficiently accurate system model.
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