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Abstract
We present results from a constrained path Monte Carlo (CPMC) study of a modified 
two-dimensional Hubbard model. We include more general forms of the band structure and 
electron interaction in order to examine their effects on ground-state properties, such as 
electron pairing correlations. Both next-nearest neighbor hopping, t', and third-nearest 
neighbor hopping, t", are introduced in the Hamiltonian. A nearest neighbor interaction 
of strength V  is also included. We carry out CPMC calculations on system sizes up to 
16 x 16, at various electron fillings, to investigate the ground state of the model for different 
values of these parameters. For realistic systems, these calculations indicate that Hubbard­
like models are not capable of showing enhanced pairing. The modified Hamiltonian also 
presents an opportunity to more closely examine the accuracy and robustness of the CPMC 
algorithm. Results of further benchmark calculations involving CPMC are presented as 
well. These benchmarks confirm that CPMC is able to show enhanced pairing in systems 
where such behavior is know to exist.
xii
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Chapter 1
Introduction
The Hubbard Model was proposed nearly forty years ago [1-4] to describe the be­
havior of electrons in narrow energy bands. A derivation of the model begins with a general 
Hamiltonian including Coulomb interactions. With the use of Wannier functions and several 
approximations (discussed in Chapter 2), the Hamiltonian becomes
H  =  K  +  V
N
“  E  (CLCJ> +  "ft**** (L1)
(ij)a i=l
It describes a system of electrons on a square lattice with periodic boundary conditions.
The terminology used in this Hamiltonian, and throughout the remainder of this thesis, is
as follows:
•  t and j  label sites on the lattice, and (tj) indicates the set of all near-neighbor lattice 
sites.
•  L is  the length of one side o f the lattice, and N  is the total number of lattice sites. In 
this thesis, we always deal with square lattices, so that N  =  L x  L.
•  The symbol a  denotes the spin of an electron and can take the values f  or 4.
2
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3•  The operators cj^ . and Cia are the usual ones from second quantization: c]  ^ creates 
electron of spin a  at lattice site i, and Cia destroys an electron of spin <r at site *. 
These operators obey the normal fennion commutation rules,
(1.2)
and
{Citri c j e *} — i.c i t r 'cj ir*} — (1.3)
where the anti-commutator is defined by {A  2?} =  AB  +  BA.
•  The symbols and iV| represent the number of up and down electrons on the lattice, 
respectively. The lattice can hold no more than N  up electrons and N  down electrons.
•  The density (or “filling”) of electrons on a lattice is (n) =  (Nf -I- N i)/N . Note that at 
half-filling, when the lattice contains half of the total possible electrons it can hold, 
(n) =  1. The doping of a lattice is x =  1 — (n).
The first term in the Hamiltonian represents the kinetic energy of the system: electrons 
move around the lattice by hopping from one site to a near-neighbor site with amplitude, t. 
The second term gives the potential energy: electrons of opposite spin on the same lattice 
site feel an interaction of strength, U. The state of a Hubbard system is determined by t,
Despite its simplicity, the behavior of the Hubbard model has been difficult to deter­
mine. Exact solutions are available only for limiting cases or particular parameter regions. 
For example, various research has shown that in the strong coupling limit (U >  £), the 
half-filled Hubbard model becomes a Mott insulator [4-6]. Other work has reported results 
in both the one-dimensional [7] and the infinite dimensional cases [8]. Calculations are also 
performed in more intermediate parameter regions. These cases are the most interesting
U and (n).
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4physically, but they are also the most difficult cases to study. In these parameter regions, 
exact results are impossible for all but the smallest lattice sizes, and typically researchers 
resort to either an approximation that makes the Hubbard Hamiltonian more manageable 
or a Monte Carlo method capable of handling the large dimensionality of the system. These 
methods have difficulties as well: the approximate techniques have proven to be inconsistent 
and unreliable, and the Monte Carlo solutions suffer from numerical difficulties.
Interest in the Hubbard model increased dramatically in 1986 with the discovery of 
high-Tc super-conductivity [9]. Shortly after the discovery, it was suggested that a Hubbard­
like model should be capable of describing the new phenomena [10] and serving as a basis 
for a theory describing the new materials. Researchers raced to show that the Hubbard 
model was, in fact, able to reproduce the characteristics seen in the new superconducting 
materials. As a result, the Hubbard Model has been the focus of intense study for nearly 15 
years. The amount of research is remarkable: a quick search finds that between the years 
1969 and 1986, there were 1172 papers written containing the phrase “Hubbard Model;” 
from 1987 to the present, this number increased to 6037*! Despite this new enthusiasm, the 
exact properties of the model remained in question, particularly in parameter regions most 
relevant to high-Tc super-conductivity. Some results have shown tendencies toward d*a_yj 
pairing in the model [11], while others have found that the Model does not show the pair 
correlations expected from high-Tc super-conductors [12].
Some of the most promising work to come out of this new research involved Monte
Carlo methods. These techniques allow scientists to study larger systems in the most
relevant parameter regions. Monte Carlo makes this feat possible by treating the systems
statistically. By considering many (but not all) electron configurations for a Hubbard lattice,
together with the probability for the electrons to be in each of these configurations, one 
‘These numbers were obtained by searching the INSPEC database for the phrase “Hubbard Model.”
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5can obtain an accurate representation of the Hubbard model’s properties. This treatment 
gives researchers a method for dealing with the tremendous number of states in a Hubbard 
system. Nonetheless, conclusive results concerning the relevance of the model to high- 
Tc super-conductivity were still not possible due to numerical difficulties, particularly the 
fermion-sign problem [13-15].
The sign problem occurs as a result of the anti-symmetric nature of fermion wave 
functions. In the course of a Monte Carlo calculation, both positive and negative repre­
sentations of the ground state wave function contribute to the calculated properties of the 
model. On average, these positive and negative contributions cancel one another, and the 
properties of the system are lost to statistical noise. In a calculation that suffers from the 
sign problem, computer time scales exponentially with system size. Without a solution to 
this problem, studies of Hubbard systems would be limited to only the smallest lattices.
Only recently, various numerical methods have begun to shed light on the properties 
of the Hubbard Model. Most relevant to the research we present here is the constrained 
path Monte Carlo (CPMC) method [16,17]. CPMC combines elements o f both Auxiliary 
Field [18-20] and Green’s Function Monte Carlo [21,22]. The result is a technique that 
projects out the ground state o f the Hubbard model by way of a random walk in Slater 
determinant space. The method uses a trial wave function (a “best guess” at the ground 
state of the system) to break phase space into two equivalent regions related by + / — 
symmetry. The trial wave function is then used to constrain the random walk to one of 
the two regions in order to control the sign problem. Although imposing this constraint 
introduces a systematic error into the method, benchmarks have shown that results from 
CPMC are in good agreement with exact calculations involving small lattices, and the results 
have proven to be robust with respect to choice of trial wave function. However, studies 
using CPMC with the Hubbard model have not shown the pairing correlations expected
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6from a model of high-Tc super-conductivity. Zhang, et. al. [23] found that the d-wave 
pairing correlations in the Hubbard Model are actually smaller than the correlations of a 
non-interacting (U =  0) system. Other calculations [24] showed that these results hold true 
even when the constraining wave function has built-in pairing correlations.
These results suggest that the Hamiltonian in Eq. 1.1 is not capable of showing the 
enhanced pair correlations indicative of high-Tc super-conductivity. This finding raises key 
questions as to whether the Hubbard model is indeed the right starting point for a theory
of high-Tc super-conductivity, and it is from this position that we begin our research. We
will examine whether the Hubbard model, when made more realistic, is able to produce the 
properties of real materials. That is, although CPMC results find that the Hubbard Hamil­
tonian does not exhibit the properties expected from a model of high-Tc super-conductivity, 
can improvements be made within the framework of the Hubbard model that result in more 
physically realistic properties? To this end, we add two terms to the kinetic energy of 
Eq. 1.1:
T* =  a  5 2 ( 4 ^  +  ct^Cur) - t ” (4 rci> +  (1-4)
[ij\o
where [*j] and { i j } indicate a sum over second and third-nearest neighbors, respectively. 
These additional hopping parameters give the Hubbard model a more realistic band-structure. 
We also introduce additional terms to the potential energy of the Hubbard model:
U' =  VI ^ 2  n^ tnj4 +  V|| -I- n^ n ^). (1.5)
{ij) (ij)
In this new potential, the terms V±_ and V[| determine the strength of an interaction between 
electrons of opposite spin and between electrons of the same spin, respectively. The addition 
of these potential terms allows for a more realistic representation of the Coulomb interaction. 
With these additional terms, the Hamiltonian is then
&  =  H  +  T' +  U' (1.6)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7The first purpose of this thesis is to study the ground-state properties of the Hamiltonian 
in Eq. 1.6, with an emphasis on electron pairing correlations. Eq. 1.5 also allows for the 
study of an artificial model which is known to show on-site pairing but which also has a 
sign problem, providing a stringent test for the CPMC method. The second purpose of this 
thesis is therefore to examine the effect of the constrained path approximation in this case 
and to determine its robustness in calculating pairing correlations.
The remainder of this thesis will be organized as follows: Chapter 2 will provide 
a brief introduction to the origins o f the model, and will also give a summary of relevant 
current results. Chapter 3 describes the methods used to investigate our model. CPMC is 
described very well in several other sources [15-17], and here we will emphasize the changes 
that were necessary for incorporating Eq. 1.6 into the standard CPMC framework. Chapter 
4 will contain the results of our research and discussions concerning the properties of the 
new Hubbard models. Finally, Chapter 5 will contain our conclusion, as well as suggestions 
for further research.
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Chapter 2
The Hubbard M odel
2.1 Background
To begin our discussion of the Hubbard model, it is useful to discuss the origin of the 
Hubbard Hamiltonian. The model is derived from a general, first quantized Hamiltonian 
for electrons in a crystal,
where m and e are the electron mass and charge, respectively, and Ti and Tj indicate the real- 
space positions of the i-th and j-th  electrons in the crystal. The pseudo-potential, V(rt), is 
used as a general representation of the potential between the i-th electron and the ions in 
the crystal lattice, and the final term on the right side of Eq. 2.1 represents the Coulomb 
interaction between pairs of electrons. Because we are dealing with a many-electron sys­
tem, it is more natural to work in a second-quantized notation. In this framework, the 
Hamiltonian in Eq. 2.1 becomes
H  — — ^  TijCjpCjr +  ^  (2*2)
ijtr ijim aa*
8
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9where i  now denotes a lattice site and c^. and Cia are the usual creation and destruction 
operators for an electron o f spin, a  at lattice site, i. In addition, we also have
Tn =  -  j  dr<p*(r -  R<) [ ^  +  * » ]  *(r -  R,-) (2.3)
and
Uijlm =  J J d rd r 'fir  -  I W ( r '  -  -  R,)^(r -  Rm). (2.4)
In both Eq. 2.3 and Eq. 2.4, we choose a tight-binding approach and use Wannier functions 
[25], 4> (t  — R ,), to represent an electron orbital centered on the t-th lattice site. To arrive 
at the Hubbard model in Eq. 1.1, we first assume that in Eq. 2.2, the only terms that make 
a significant contribution to the sum involving Tii are those terms in which i and j  are 
near neighbors. Likewise, we can also assume that the only significant terms in the sum 
involving Uijim are those that involve a Coulomb interaction between electrons on the same 
site (i.e., £/,«,).
How valid are these assumptions? In Hubbard’s case, these simplifications are ap­
propriate because his aim in developing the model was to describe metals in which the 
low-energy physics can be attributed to electrons in narrow, d-orbital energy bands [2,3]. 
The behavior of these electrons is primarily -  though not entirely -  atomic, as shown in 
Fig. 2.1. This is precisely a situation in which the tight-binding approach is known to 
excel [25], and restricting electron hopping to only near-neighbor lattice sites is a realistic 
constraint. Hubbard also pointed out that the on-site potential term, Van, in these types 
of metals is approximately lOeV, while the next largest term, the near-neighbor potential, 
is only 2-3eV. Though certainly not negligible, it seems realistic to exclude V ijij and 
all lower terms in a first approximation to Eq. 2.2. With these restrictions, we arrive at the 
Hamiltonian in Eq. 1.1.
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Figure 2.1: A simplified diagram of hopping in the Hubbard model, (a) shows an atom 
and its various electron orbitals. When these atoms form a crystal , the result is (b): the 
outer electronic orbitals (shown in black) form the conduction band, while the inner atomic 
orbitals (shown in gray) remain intact. It is these inner orbitals that dictate the physics 
of the system at low energies, and this leads to the tight-binding approximation in (c): we 
approximate the lattice system by assuming that electrons are local to an atom, but with 
some non-zero probability of hopping to a near-neighbor site, (d) shows a ID, simplified 
lattice. This figure is taken from [26]
Figure 2.2: A diagram of the CuC>2 plane characteristic o f high-Tc superconductors. Copper 
is represented by the green circles, and oxygen is shown in red.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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d * V  < W
Figure 2.3: A diagram of the important copper and oxygen orbitals in a CuC>2 plane. The 
oxygen pa orbital serves as a bridge between the copper orbitals. This figure is taken 
from [27] .
While Hubbard appeared to be on the right track for describing electrons in narrow 
energy bands, how appropriate is the model for describing high-Tc superconductivity? The 
answer to this question is not entirely clear. Though the high-Tc superconductors are 
typically complicated, perovskite-Iike compounds, the physics of the materials is believed to 
be determined primarily by copper-oxygen planes within the structure [28-30]. The copper 
and oxygen within these planes form a lattice, as shown in Fig. 2.2. The copper atom on 
this lattice is left with one electron in the dxa_yi orbital, and the p orbital of the adjacent 
oxygen atoms creates a “bridge” between the copper atoms (see Fig. 2.3) [27,31]. With this 
picture in mind, we now have a system in which electrons interact primarily through narrow, 
d-orbital energy bands (though now this interaction is mediated by another orbital). This 
system is similar to the one Hubbard had hoped to describe, and in this sense, the lattice 
picture of the Hubbard model appears to be appropriate.
2.2 Properties of the Hubbard M odel
Though the Hubbard model is believed to contain the necessary physics for describ­
ing high-Tc superconductivity, many of its properties have proven difficult to calculate. 
This situation is the result of several factors, most notably the complexity of the model
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Figure 2.4: Numerical results involving the energy of the Hubbard model, (a) Ground state 
energy per site for various lattice sizes with U =  4 [32]. Energies of —0.1, —0.2 and —0.3 
should be added to the 8 x 8, 6 x 6 and 4 x 4  results, respectively, to obtain the actual 
energies, (b) Possible phase separation in the Hubbard model [33].
and significant computational problems. Nonetheless, several properties of the model are 
well established. For example, it is known that at half-filling the Hubbard model is an 
anti-ferromagnetic insulator, a property that is seen in undoped high-Tc materials. In the 
following sections, we present a summary of results concerning the Hubbard model. The 
summary is limited to results that relate to our own calculations, and it is by no means 
complete.
2.2.1 Energy and Phase Separation
Measuring the energy of the Hubbard model is useful for several reasons. Comparison 
of the Monte Carlo energy with exact calculations can determine the degree to which the 
Monte Carlo method is useful, and variations in the energy signal behavior such as the 
binding of holes and phase separation. The plot in Fig. 2.4(a) [32] shows the total energy per 
site as a function of filling fraction for several different lattice sizes with on-site interaction, 
(7 =  4. These results were calculated using a projector quantum Monte Carlo method. Note
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that the curves on the graph are in good agreement with one another (the spacing between 
each line is artificial, so that the detail o f each curve is more apparent). Vertexes are visible 
in each line. The fillings where these vertexes occur correspond to “closed shells” -  fillings 
at which a series of degenerate states becomes fully occupied. Electrons added after this 
filling contribute a larger energy to the ground state, leading to an increased slope in the 
energy curve. The shells in the Hubbard model are a finite size effect, but are important in 
numerical studies because we will almost always deal with finite lattices.
Other Hubbard model properties are based on the energy. For example, the binding 
energy of holes is determined by measuring the difference in energy between a system with 
one hole and a system with two: AJ£ =  [E{2) — E(0)] — 2[E(1) — £(0)], where E(M ) gives 
the energy for a system with M  holes. Exact calculations using small Hubbard systems have 
found that the binding energy is negative [34], indicating that holes attract one another. 
Further calculations have been undertaken to determine whether this attraction leads to 
“phase separation” in the Hubbard model. That is, does a critical filling exist such that at 
higher fillings, the electrons on a Hubbard lattice separate into hole-rich regions and regions 
with no holes at all. This behavior is observed by studying the function
e(x)  =  E W > - g W = 0 > ,  ( 2 . 5 )
where AT* indicate the number of holes on a lattice and x  =  N ^/N  is the hole density. 
A minimum in this function is a signal that phase separation is occurring, because the 
energy added to the system per hole would decrease as holes are added to some bound 
state. This behavior continues until a critical density is reached, at which point the bound 
holes break up and the energy per hole increases. Fig. 2.4(b) shows e(x) for a 16 x 16 
Hubbard lattice with U  =  20 [33]. The results were calculated using a fixed-node Monte 
Carlo technique. The result may show a minimum (and therefore phase separation), but a 
definitive conclusion cannot be made due to the large error bars of the results.








Figure 2.5: Constant-energy curves and density of states for the non-interacting Hubbard 
model, (a) Starting with the innermost ring, the contours occur at densities, (n) =  0.6, 0.8, 
1.0, 1.2 and 1.4. The x- and y-axes correspond to kx and ky, respectively, (b) The density 
of states for the Hubbard model.
2.2.2 M om entum  D istribution
The momentum distribution of the non-interacting Hubbard model shows several 
interesting properties. We can obtain a picture of the distribution by examining the U — 0 
energy spectrum, which is equal to
Cfc =  -2t[cos(fc*) -I- cos(fcy)]. (2.6)
This equation is derived from the kinetic energy term in Eq. 1.1 by rewriting the creation 
and destruction operators in terms of their momentum-space counterparts (for example, 
Cjff =  ^2k e^c/hr, where kx, ky =  and n =  1 ,2 ,. . . ,  L). The contour plot in Fig. 2.5(a) 
shows several constant-energy curves and the densities at which these contours would be 
the highest occupied energy level -  that is, the plot shows the shape of the Fermi surface at 
several different densities. The most striking feature in this plot is the perfect nesting of the 
Fermi surface that occurs at half-filling (that is, at half-filling there exists a wave vector that
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maps the Fermi surface onto itself). The nesting is believed to play an important role in 
the magnetic behavior of the Hubbard model [35-37]. In particular, the nesting that occurs 
at half-filling leads to anti-ferromagnetic order. There are other noteworthy features of the 
half-filled Fermi surface as well. These features can be seen by using Eq. 2.6 to calculate 
the density of states,
</(e) =^<y(c/k-€). (2.7)
k
Fig. 2.5(b) shows the density of states for a non-interacting Hubbard system. The plot shows 
a Van Hove singularity at half-filling. Some analysis has indicated that the location of the 
Van Hove singularity with respect to the Fermi surface plays a significant role in the onset 
of superconducting instabilities [38,39]. In addition, experiment has shown the presence of 
Van Hove singularities on the Fermi surface of real, superconducting materials [40,41]. For 
the Hubbard model, it is not possible to observe the effect of the Van Hove singularities 
because they occur at half-filling, and their effect is suppressed by the nesting of the Fermi 
surface. The perfect nesting can be eliminated, and the Van Hove singularities can be 
moved away from half-filling, by including additional hopping parameters in the Hubbard 
Hamiltonian [42].
Calculations for the Hubbard model with non-zero electron interactions have found 
that the momentum distribution is smoothed as the potential increases [43]. With this 
smoothing, there is no longer a sharply defined Fermi surface, and it is difficult to determine 
whether such a surface exists at all. This particular calculation is for a system at half-filling, 
where the sign problem does not occur. Other results find a similar “broadening” of the 
momentum distribution at both half-filling and (n) =  0.50 [44,45], though these results find 
the smoothing to be less significant at lower densities. Other calculations have included 
additional hopping parameters in the Hubbard Hamiltonian. These studies found that 
models with these hopping terms are better able to match the momentum distribution of










Figure 2.6: Experimental and numerical spin structure results, (a) shows the anti­
ferromagnetic correlation length as a function of doping for La2 _zSrzCu0 4  [50]. (b) In­
commensurate peaks in the spin structure factor for a 10 x 10 Hubbard lattice that is 82% 
filled [32].
real materials [46]. Similar research has also been undertaken to find “hole-pockets” in the 
momentum distribution of a Hubbard model with second-near neighbor hopping [47,48]. 
There is experimental evidence for these pockets [49], and they are expected to be seen 
as noticeable decreases in the momentum distribution at the fc-points ( ± i r ,  ± 7 r ) ,  but the 
calculations were inconclusive due to numerical difficulties.
2.2.3 Spin Structure
One significant success of the Hubbard model is its ability to predict the general 
spin structure of the high-Tc superconductors in the normal state. These materials are 
anti-ferromagnetic insulators at half-filling (i.e., zero doping), but the long-range anti­
ferromagnetic order decreases quickly upon doping. This behavior is shown graphically 
in Fig. 2.6(a) [50]. The figure shows the anti-ferromagnetic correlation length as a function
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of doping (x) for the material, La2 _zSrzCu0 4 . When there is no doping (x =  0), the correla­
tion length is large- The correlation length decreases quickly on doping, however, indicating 
the loss of long-range order in the system. There is also evidence that some (though not 
all) doped, high-Tc superconductors show incommensurate spin peaks in neutron scattering 
experiments [51].
Numerical results from the Hubbard model show many of these features. Numerous 
calculations have shown that the at half-filling, the normal Hubbard model is an anti- 
ferromagnetic insulator [32,43-45,52], and similar behavior has been found for Hubbard 
model calculations that include next-nearest neighbor hopping [42,48]. The signal that 
the system shows this ordering is a distinct peak at the momentum point, (ir,ir) in the 
spin structure factor. As holes are added to the lattice, and the system moves away from 
half-filling, the central peak splits along lines drawn from (—tt,0) to (7r,0) and from (0, -ir) 
to (0,ir), as shown in Fig. 2.6(b) [32]. The emergence of these incommensurate peaks 
indicates the loss of long-range anti-ferromagnetic order, and it demonstrates the qualitative 
agreement of the Hubbard model with some characteristics of high-Tc superconductors.
2.2 .4  Pair Correlations
The nature of the superconductivity in the high-Tc cuprates has been the focus 
intense research. Though the results o f these studies are not entirely clear, much of the 
experimental evidence favors dx2 _ y 2  symmetry [11,53,54] in these materials. As a model of 
these materials, the Hubbard Hamiltonian is expected to show similar behavior. However, 
the degree to which the Hubbard model does (or does not) show <Lga_tfa pairing correlations 
has been difficult to determine. Calculations involving Hubbard “ladders” have shown 
that holes added to the system form pairs that have dzj_ y 2  symmetry [55,56], and studies 
involving small, 4 x 4  lattices have found similar behavior when holes are doped into the half-
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Figure 2.7: CPMC results for the <fx2 _ y 2 pair correlation function of the Hubbard model. 
The results are for an 85% filled, 12 x 12 lattice with U  =  2, 4 and 8 [23].
filled state [57,58]. Other research has examined the d-wave pairing susceptibilities of the 
Hubbard model. These studies found that the susceptibility increased with increasing on-site 
potential for the regular Hubbard model [59], as well as for a system with near-neighbor 
hopping [39,60]. In general, however, these results have only shown that the Hubbard 
model has a tendency toward dx 2 _ y 2 pairing, but have found no definitive evidence of 
superconductivity with this symmetry. Finding this evidence has proven more difficult due 
to the fermion sign problem, which makes accurate numerical studies of Hubbard systems 
impossible for most parameter regions.
Recent calculations have been able to circumvent the problems presented by the 
fermion sign problem through use of the constrained path Monte Carlo algorithm. This 
technique eliminates the exponential decay of Monte Carlo signal that is characteristic of 
the sign problem. This is accomplished by using a “best guess” at the ground state of the
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Hubbard model to prohibit the Monte Carlo random walk from entering particular regions 
of phase space (the method and the approximation will be discussed further in Chapter 
3). Using CPMC, scientists have calculated pair correlation functions for the Hubbard 
model [23], shown in Fig. 2.7. The two figures show the dxa_wa pairing correlation function 
for a 12 x 12 lattice using different values for the on-site interaction, U. The x-axis of the 
plots gives the linear separation between electron pairs on the lattice. Note that in each 
figure, the pair correlation for the interacting system is less than the pair correlation for the 
non-interacting (free-electron) system. More recent CPMC studies of the Hubbard model 
find similar results, even when the constraining wave function has built-in correlations [24]. 
For a model of superconductivity, of course, one expects the opposite behavior: the pair 
correlation function should exhibit a long-range order and thus an enhancement over the 
U  =  0 correlation at large distance. CPMC results indicate that the normal Hubbard model 
might not be the correct starting point for describing high-Tc superconductivity. Motivated 
by these results, the work we present here examines whether the pairing correlations of a 
high-Tc superconductor can be produced with a modified Hubbard Hamiltonian.
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Chapter 3
M ethod
The results in Chapter 2 emphasize the difficulty in determining the properties of 
the Hubbard model from a numerical method that suffers from the fermion sign problem. 
Most of these calculations were limited to special cases in which the sign problem does not 
occur (such as half-filling) or to parameter regions where the effects of the sign problem 
are not prohibitive (such as at high temperatures or very large doping). However, the 
parameter regions where the fermion sign problem presents the most difficulty is precisely 
the region of most relevance to high-Tc superconductivity (low temperature and moderate 
doping). In these regions, the sign problem leads to exponential scaling of computer time 
in the Monte Carlo algorithms with respect to system size. To determine the relevance of 
the Hubbard model in describing high-Tc superconductivity, some method of dealing with 
the sign problem is clearly necessary.
The constrained path Monte Carlo algorithm attempts to minimize the effect of the 
sign problem by avoiding regions o f phase space in which the sign problem occurs. The 
method consists of a random walk in Slater determinant space. In a typical walk of this 
kind, walkers “diffuse” throughout all o f the phase space as they converge to the ground
20
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state distribution. The sign problem manifests itself when, in the course of a random walk, 
the overall sign of the Slater determinant random walker changes from positive to negative. 
This is a natural occurrence, because if the walker \<f>) provides a representation of the 
ground state, then —\4>) does as well. However, when calculating averages, the positive and 
negative contributions from these two walkers cancel one another, and the Monte Carlo 
signal is lost to statistical noise.
The sign problem can be controlled by prohibiting walkers from changing signs. How 
can this be accomplished? The dividing line between the positive and negative halves of 
the phase space can be expressed as a surface defined by (V'ol^ ) =  0. The actual ground 
state of the system, |^o), is not known. If it were, we could restrict the path of the random 
walkers by not allowing them to cross the dividing surface, and this would eliminate the 
fermion sign problem. In CPMC, we use a trial wave function, \ipr), to approximate the 
ground state wave function, and in the course of a random walk we constrain walkers to 
paths such that (i>r\<f>) >  0. In this manner, the constrained path approximation eliminates 
the exponential scaling that is characteristic of the sign problem. At the same time, we 
have introduced an uncontrolled approximation in our calculation, though the method does 
become exact when |i/fr) =  IV'o)- Results calculated with CPMC have proven to be both 
accurate and robust, often insensitive to the trial wave function used in the calculation. 
Details concerning the implementation of CPMC are given in this chapter.
3.1 Background
The goal of CPMC (and many other versions of quantum Monte Carlo as well) is 
to numerically generate the ground state o f some physical system. We can accomplish this 
task with an iterative procedure that, at least in principle, is straight-forward. If we have an 
operator, O, with eigenvectors, |^ o ),|^ t),*** , IV’Af)) and eigenvalues, a o ,a i,--- ,a*f, then
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we can represent a general vector, |V’r)i as
M
hM  =  (3.1)
«=o
where a  =  (V’ilV'r)- If the operator O  is applied to our trial wave function, we get
M
0\ipr) =  (3.2)
t=0
Applying the operator P  times gives
M
Op \ipr) =  53ofc,|V>,)
i=0
= Oo |co|^o) +  [ (< * )  **1^] I ’ ^
where P  is some large integer. Now, assume that the eigenvalues are ordered such that ao 
is the largest and ao > oi > • • • >  a \i >  0. In this case, ^  is less than one, and if P  is 
sufficiently large then ( f j )p will vanish. Therefore, Eq. 3.3 becomes
lim Op \ipr) «  |V»o)- (3.4)
P-+oo
The procedure we will follow is similar to the process described here. First, an operator is 
chosen such that its largest eigenvalue corresponds to the ground state eigenvector. Then 
this operator is applied to some trial wave function sufficiently many times to produce the 
ground state of our system.
This procedure is straight-forward in principle, but it is not always easy to put 
into practice, particularly for realistic systems. Choosing the operator O  is not difficult. 
For example, an operator of the form e~Ar£r (with A r >  0) satisfies the criterion that 
the operator’s largest eigenvalue corresponds to the ground state eigenvector, since the
operator* commutes with H. The difficulty in implementing our iteration comes when
'other operators, such as (1 — B )  and y ,  also meet this criterion but lead to slower convergence to the 
ground state.
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we try to calculate H. For small systems, the calculation is not difficult. Because the 
Hubbard model consists of discrete states, the Hamiltonian H  can be treated as a matrix 
with elements given by Hmn =  (m |ff|n). The elements of H  can be calculated in a straight­
forward manner. Once the matrix has been exponentiated, it can repeatedly be applied 
to our trial wave function, and the result will be a wave function that is proportional to 
the ground state of the system. (Of course, for small enough systems, we could simply 
diagonalize the Hamiltonian and obtain the eigenvectors exactly.) The problem with this 
method is that it is severely limited in the system size that can be studied. Consider a 4 x 4 
system with five up electrons and five down electrons. The total possible ways to arrange 
the up (down) electrons is ( l56), or 4368. That means there are 4368 • 4368 =  19,079,424 
possible electron states in our system, and our Hamiltonian is a 19,079,424 x 19,079,424 
matrix! Through various techniques, systems this size can be solved, but they are near the 
upper limit of today’s computing power. To calculate the properties of larger systems, some 
other method is necessary.
3.2 Constrained Path M onte Carlo
Rather than calculating the Hamiltonian and then the ground state of the Hubbard 
model exactly, we will use Monte Carlo techniques to statistically sample the ground state. 
In particular, we will use the ground state version of the constrained path Monte Carlo 
(CPMC) technique. The method is described in detail in several publications [15-17,61], 
and here our goal will be to give an overview of the method, with particular emphasis on 
the ways in which the CPMC algorithm must be altered to accommodate the additional 
terms in our modified Hubbard Hamiltonian.
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3.2.1 T he T totter A pproxim ation
CPMC uses the iterative procedure described in Section 3.1. The procedure will 
have M  successive iterations. For a A r sufficiently small, the Itotter approximation can 
be used to rewrite e~^Tli as
e~*TH =  e- AT£ e - ArKe -ArT +  0 (A r2), (3.5)
where K  represents the kinetic energy terms of the Hamiltonian, and V  represents the 
potential energy terms. This introduces an approximation into the calculation, but it is a 
controlled one. The effect of the error can be determined by repeating the calculation for 
various values of A r and then extrapolating to determine the A r -*■ 0 limit, or minimized 
by taking very small values for Ar.
We choose a Slater determinant trial wave function, and the operator given in Eq. 3.5 
is used to project the ground state from the trial wave function using an iterative Monte 
Carlo procedure. Starting with the initial state, |V ^ ) =  \ipr), the wave function is iterated
= e- ArT C- ArKe -ATT|V>W). (3.6)
Thus after M  iterations, the wave function is given by
|^ (Af}) =  e -A fA rtf  |^ )  (3.7)
Clearly, | O u r  calculation will take place in an over-complete basis of
M-too
Slater determinants. These determinants are well suited for our calculation. They have built 
in anti-symmetry, and they provide a simple and compact representation for many-fermion 
wave functions. Our iterative procedure will begin with a distribution of “random walkers,” 
where each of these walkers consists of a single Slater determinant. It is this distribution 
of walkers that will now represent the wave function, in the sense that any anti-symmetric




Figure 3.1: A simple 2 x 2  lattice, 
wave function can be represented as a linear combination of Slater determinants:
(3.8)
Here, and throughout the rest of the thesis, |ip) represents an anti-symmetric wave function 
and |0) denotes a single Slater determinant. Each of these Slater determinants consists of 
an up component and a down component, |0) =  |0j-) 3  |0 |) , and each of these components 
is an N  x Na matrix. At stage n =  0 of the iteration, all of the Slater determinants are set 
to |•07’). (Slater determinants are described very thoroughly in Ref. [15].) In the remainder 
of Section 3.2, we will focus on one iteration of Eq. 3.6 and describe the algorithm in some 
detail.
3.2.2 The K inetic Energy O perator, e~Sr!*
In applying the kinetic energy operator, we take advantage of the many-body prop­
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Each term in Eq. 3.9 is quadratic in creation and destruction operators. Because of this 
property, we can treat K  in its one-body form. The elements of the matrix are calculated 
easily as K mn =  {m\K\n), where |m) and |n) are single particle wave functions.
As an example, consider the 2 x 2  lattice shown in Fig. 3.1 with periodic boundary 
conditions. There are four possible one-body states, corresponding to four possible place­
ments of the electron on the lattice. The basis state for an electron on site 1 could be 
written |lf)  =  | 1 0 0 0 ), while that for an electron on site 2 is |2 )^ =  | 0 1 0 0 > and so on. 
In this representation, the one-body kinetic energy matrix is
—2t" - t - t 21'
- t - 2 1" 2? - t
- t 21‘ - 2 1" - t
21' - t - t - 2 t ‘
where the factor of 2 in front is due to the periodicity of the lattice. Once the matrix, K , is 
calculated, it is straight-forward to calculate e-Ar7 , since numerical techniques for expo­
nentiating matrices are readily available [62]. Then, we can propagate a Slater determinant 
trial wave function simply by matrix multiplication
\<t>K/2) = e -A r^ |0). (3.11)
Both the up- and down-spin components of the Slater determinants are multiplied by this 
propagator, and the result is another Slater determinant (for proof, see Ref. [63]). This 
completes the first part of one step in our iteration. (In Section 3.2.3, we show flowcharts of 
the algorithm.) Having completed one application of e_ArT, our next step is to propagate 
the new Slater determinant, \4>k /2)> with the potential operator, e~ArU.
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3.2.3 The P oten tia l Energy O perator, e~ArU
Propagation with the potential energy is more complicated than applying the kinetic 
energy operator. The potential energy terms in our Hamiltonian are quartic in creation and 
destruction operators. Because of these interaction terms, we cannot simply write down 
a one-body potential matrix and multiply. At the same time, we have shown above that 
writing down the many-body potential energy matrices exactly is not practical.
Our approach will be to rewrite the potential energy propagators in some more
manageable form which is a linear combination of the exponential of one-body operators.
That is, we will use the so-called Hubbard-Stratonovich transformation [64]. For example, 
the propagator for the on-site potential and part of the propagator for the near-neighbor 
potential have the general form
e - A r P J V  n iTniA _  e -ArPF»<Tn>A  ^ (3 .J 2 )
ij
where P  represents the strength of the potential (either U or V). The number operators, 
Uf and n^ ., can take values of only 0 or 1. This means n£ =  nffl from which we can derive 
the following identity:
"T*4. =  -^ (" t  “  n4-)2 +  |(»T  +  nl)- (3-13)
For any operator satisfying N 2 =  N , we can also derive
ea*  =  1 +  (e° -  1 )N , (3.14)
where the constant a is a real number. Using these identities, an individual term on the 
right side of Eq. 3.12 can be written
e —A rPfii fn iA _  e - A r P [ - i ( n iT- n iA)2+ i ( n i r +niA)]
_  e -A T P (n i t + n jA)/2 e A rP /2
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=  e - ^ p ^ t+ « > i ) /2 [i  _  ( n .t  _  n j i ) 2 +  e ± T P / 2 { n i t  _  n .i)2 ]) (3  15)
where the last step follows if we apply Eq. 3.14 and let N  =  (n*f — n^)2. Now, if we let 
eArP/2 — cosI^q) (assume P > 0), then Eq. 3.15 becomes
e - A r P n ixn j i  =  e -A rP (n <T+niA)/2 j1 _ ( n .t _ n ^ )2 + c o s h ( a ) ( n .t _ n j.i ) 2j 
=  1 e-ArP(»it+n>A)/2[2 _  2(n.f  _  +  n
+  (ea +  e_a)(n*t  -  2niTnj i  +  n^)]
=  l e-ArP(ntT+nji)/2{[1 +  (ea _  1)|lfr][1 +  (g-a  _  1)wyjJ
+  [i +  (e_a ~  +  (e<* ~
i
That is,
g - A r P n ^  =  e -A rP (n i t +«iA)/2 ^  p ( x W ))e ax< ^ (n‘7- n^ ,  P  > 0, (3.16)
* ( u ) = ± l
where p(x(ij)) =  1/2 for equal to both 1 and —1. Eq. 3.16 is used for positive values 
of P . For negative P  (i.e., attractive potentials), a similar procedure to the one above can 
be used to show that
e -A rP n ,TnjA =  c A r|P |(m T+niA)/2 p x^ ^ e a x ii})(ni r + n j l - l ) ^  p  <  Q (3 1 ? )
x w ) = ± l
where now eArlpl/2 =  cosh(a).
Eq. 3.16 and Eq. 3.17 are due to Hirsch [43], and they are special cases of the general 
Hubbard-Stratonovich transformation. These transformations make it possible to rewrite 
the potential propagator in a form that is quadratic in creation and destruction operators, 
rather than quartic. Because of the particular form of the potential, the resulting auxiliary 
field X(y) is discrete. In many ways, however, the problem is still very complicated: if we
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consider even the simplest case for Eq. 3.12 (when t =  j ) ,  we will have a product over lattice 
sites, N , and for each term in this product, we will have a sum over two auxiliary fields. 
When these terms have all been multiplied, Eq. 3.12 will have become a sum of 2^ terms. 
For small systems, this summation is manageable, but if we consider our example above, 
even a small 4 x 4  system will give us a sum with 216 =  65,536 terms, and this is only 
for one step of the iteration! Clearly, this is not a practical approach for larger systems. 
Therefore, instead of summing over the x ’^s explicitly, we will use Monte Carlo techniques 
to sample them. The procedure we use is described in the following section.
Monte Carlo Sampling of Auxiliary Fields without Importance Sampling
Consider Eq. 3.16 for the case when electrons interact only with other electrons on 
the same lattice site. In this case, i =  j  and the potential energy propagator in Eq. 3.12 
simplifies to
e-Arl7 _  JJ  g-Art/'n<Tnu
i
=  JJg-Art/(niT+nu)/2 ^  p(xi )eaXi(-n^ - n^), (3.18)
i z,-=±l
where we recall that the product is over each lattice site. Because YlxLi nur =  the first 
exponential term on the right side of Eq. 3.18 is a constant:
J J  g-ArCT(njT+ rm )/2  _  g - A r ( 7 /2 £ i (niT+ nu ) 
i
=  e -A rtr/2(iV T+ArA) (3 1 9 )
This constant contributes an overall normalization factor to the iterative procedure which 
can be dealt with straight-forwardly, so that it will be left out in the following discussion 
of sampling the potential energy propagator.
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Without this constant, the propagator in Eq. 3.18 is now
w =  I J
i  x ,= ± l
(3.20)
This propagator is that of a non-interacting system, since the electron-electron interaction 
is now replaced by a potential from the auxiliary fields. Therefore, to apply the potential 
operator, we can simply write down the one body form of Eq. 3.20, as in the case of the 
kinetic energy operator, and apply it to our Slater determinant. The propagator is
u  =  '5 2 p {{x i })ut ({xi m a x i } ) ,
{*i>
(3.21)
where {x ,} denotes the collection of all x<’s and P ({xj}) =  r ijP te ) =  (?) • The spin 
components Ua({xi}) are defined as







U 7({xt-}) is an N  x N  matrix; the symbol a  represents the spin of the electrons as usual, 
and on the right hand side of Eq. 3.22 and Eq. 3.23 it takes the values <7 =  1 for up-spin 
and and a  — — 1 for down-spin.
As pointed out previously, calculating U  exactly is not possible because of the stun 
over Xi at each lattice site. Instead, the sum is replaced by Monte Carlo sampling of the 
xt-’s. To apply the propagator Li then, we randomly choose a value for xt- at each lattice
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site with probability p(xj). From Eq. 3.16, p(x<) =  j ,  so a choice of x, =  1 or xt- =  —1 is 
equally likely. Once an auxiliary field value is chosen for each lattice site, we can calculate 
Ua{{xi}) and apply the corresponding propagator
I*„.$> =  «r({*i})W i({*i})|*£>, (3.24)
where Wj-({xj}) acts only on the “up” component of our Slater determinant, and £/j.({xi}) 
acts only on the “down” component. The result of this operation, l^ .x ) ,  is another Slater 
determinant. We can now once again apply the kinetic energy propagator, e~ArT , and finish 
one step of the iteration in Eq. 3.6 for a single Slater determinant. These same procedure 
would then be applied to each Slater determinant in the ground state distribution.
Unfortunately, the Monte Carlo procedure described here is inefficient and would not 
be a practical algorithm for most applications. The problem is that sampling the auxiliary 
fields in the manner described above does not take into account any information we may 
already have about the ground state of the system. To remedy this, importance sampling 
is used within our current framework to steer our random walks to the important regions 
of phase space.
Monte Carlo Sampling of Auxiliary Fields with Importance Sampling
The equation that defines our iterative procedure is given in Eq. 3.6. When this 
equation is combined with the Slater d e te rm in a n t  wave function in Eq. 3.8, we get
£  xA<t>{n+lW n+l)) = e - ^ T e - ^ v e - Arf ^ 2 x i , ^ (nW n))- (3.25)
0(»+l) 0(n)
Though this equation does not take it into account, we do have some knowledge of the 
ground state of our system. This information typically comes from the trial wave function, 
|^ r), which can be, for example, a Hartree-Fock wave function. We use this trial state to
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define an “importance function” as
Or(^) =  (tfr| *>- (3.26)
With this function, we rewrite Eq. 3.25 as
£  O r ( ^ ) x M n+lW n+l)) =  e -A^ e - A^ e - A^
0(«+l) 0(»)
=  e -* T$ e - * TVe -* rir
Note that =  e Ar^Wf({x*})Z/|,({xt})e Ar a |^ n*), and it is a function of the auxil­
iary fields. An “importance sampled” wave function can be defined as
M = £ O r (0 )X 0 (t fM , (3.28)
and a new auxiliary field probability ran be written
’Kli) = Co r t * ' > ) ) p (x , ) ' < 3 ' W )
With these two definitions, Eq. 3.27 simplifies to
|^ C«+i)) =  e~ATir f ^ e - * TT\j;W ), (3.30)
where e~^rV is meant to specify a new potential propagator with the probability of picking
a particular Xi given by Eq. 3.29. This new equation will define our importance-sampled
random walk.
The framework for applying the potential propagator is the same as given in Section 
3.2.3, but now our propagator is given by
« = IIE  (3.31)
t X{=±1
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where the only difference between this and Eq. 3.20 is our use of the new auxiliary field 
probability, p(x<). For each iteration of our random walk, we will apply U  (the matrix 
representation of U) to every random walker (Slater determinant) in our Monte Carlo dis­
tribution. For each walker we will choose an auxiliary field, x,-, at each lattice site. Note 
that because of importance sampling, the probability of picking X{ =  +1 or —1 is no longer 
a constant, since p(x,) contains O r(^ n+1 )^.
Instead of choosing new values of the Xj’s  all at once, fillin g  in U, and applying it 
to a random walker as described in the previous section, we will apply our potential energy 
propagator one lattice site at a time. How is this accomplished? The idea is to sample each 
Xi according to Eq. 3.29. In sampling xt-, we first note that p(x,-) is no longer normalized; 
that is, [p(l) +  p(—1)] is not necessarily equal to one. We solve this problem by defining 
normalized probabilities as
PnormiXi) =  • (3-32)
In this definition, we have introduced an additional factor of (p(l) + p (—1)] into our random 
walk. To account for this, we associate a “weight” with each walker which is initially set to 
one and is updated at each choice of x* to
=  «,(")(*)[p(l) + p ( - l) ] . (3.33)
To actually calculate Pnorm.(xi) f°r either value of x; then, we must calculate both 
p (l) and p(—I). For a particular lattice site, *, Eq. 3.29 states
«*> ■
-  W ( i ) -
We recall
U =  Y l  Y ,  p i x i ^ ^ e - * * ^
i Xj=±l
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where the matrix representation for Uia(xi) is
0
0
e<raxi _  i
=  1 +  A, (3.36)
Note that when the Ul<T(xi)’s for each site are multiplied together, the result is a matrix 
equivalent to Eq. 3.23, and that when a Slater determinant is multiplied by Uia(xi), the 
result is another Slater determinant.
With Eq. 3.36, we can conveniently calculate p(xi), where |^ n+l )^ =  £4t(x«)^il(z*)l^n )^
(3.37)
|0(n)), of course, is the current Slater determinant. It is composed of up and down com­
ponents, |^(n)) =  |<^ n)) ® |^ n )^, and the Uur(xi)'s act on each component independently. 
Therefore, Eq. 3.37 can be written
P(Xi) = (I)
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d e t f * ^ * ^ )
d e t ^ U ^ x * ) * ^ )
d e t ^ * ? 0 ) (!)■
(3.38)
where in the last line of this equation we have written each element in its corresponding 
matrix representation, and the superscript t  indicates the transpose of a matrix. The terms 
of Eq. 3.38 in square brackets can be simplified by using Eq. 3.36:
d e t (^ <tU ,g(x ,)» in)) _  det [* ^ (1  +  A « ,)» jn)] 
d e t(* k * in)) ~~ d e t (* k * in))
d e t ( ^ » j w) +  Aj,*Srn)) 
d e t(* ^ * in))
=  dee [ l  +  ♦V .A .v*'."1]
=  det | l  +  A *, [#<,*> **r. ]  }  •
The last line follows from the relation
(3.39)
d et(lx  +  A B) =  d et(ly  +  B A ), (3.40)
where A  is an X  x Y  matrix, B  is a Y  x X  matrix, and l x  is the X x X  identity matrix [20]. 
To evaluate Eq. 3.39, we let
m . -  [*S*> (•!.„ * « ) ‘ • 4V (3.41)
Because the matrix A ^  has only one non-zero element, (eaaXi — 1), we obtain
d et(l +  AurMer) =  1 +  (e™** -  1) M*„, (3.42)
where denotes the *-th diagonal element of the matrix M^.
Using Eq. 3.42, we can now write down the probability of picking a particular 
importance-sampled, auxiliary field value from Eq. 3.38:
P(*i) =  ;  [1 +  M,„ (<=“ < -  1)] [1 +  («-“ • -  1)] (3.43)
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This equation is used to determine both p (l) and p(—1), and therefore the normalized 
probabilities given by Eq. 3.32. Once the normalized probability has been determined, 
Monte Carlo can be used to choose the auxiliary field value, x,-. The value for the auxiliary 
field is then substituted into the matrix representation of the single-site propagator, U t(T, 
given in Eq. 3.36, which we then multiply to our Slater determinant. This process is repeated 
for each lattice site and for each random walker.
One complete step of the method, with importance sampling, is shown as flow charts. 
Fig. 3.2 illustrates a single step of the algorithm, while Fig. 3.3 and Fig. 3.4 zoom into the 
kinetic and potential subroutines, respectively. For the normal Hubbard model, the steps of 
applying the additional potential operators would not be necessary. For the present calcula­
tions, however, these steps are needed. Below we discuss in some detail the implementation 
of these steps.
3.2 .4  T he N ear-neighbor P otential Energy O perator, e~ArU'±
By U'±, we mean the part of the new, near-neighbor potential that deals with inter­
actions between electrons of opposite spin. It is given in Eq. 1.5 as
=  Kl (3.44)
<»i>
Using this equation, we can write the propagator as
g - A r V l  £ <y) nit niA _  J J  e ~ ^ 'rV ^ n i fn jir (3 .4 5 )
(O')
This equation is very similar to the propagator for same-site interaction given in Eq. 3.12,
and the procedure used in this near-neighbor case is nearly identical to the procedure
followed for the on-site propagator. The most obvious difference is that the sum (product) 
in Eq. 3.45 is over near-neighbors. As a result, the normalization constant given in Eq. 3.19
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No Is walker >  (total #  of walkers)
Yes
No
iteration >  (total #  of iterations!
Apply e
walker = 0
walker =  walker + 1




Apply e ^ r *'J
Apply e
Yes
Figure 3.2: A diagram of the main loop in our CPMC algorithm.







Calculate Or (* ')
Update; •  ♦— ♦ /, u; <— • O r(# ) *—
Figure 3.3: A diagram showing the procedure for applying the kinetic energy operator, 
e-A rT, to one random walker.
for this case will contain an additional factor of four, since each site has four near-neighbors:
J J e - A r V K n i t + n ^ ) ^  _  g - ^ r V ^ N ^ + N i , )  ( 3 4 g )
(H)
A second difference can be found in the probability of picking an importance-sampled, 
auxiliary field value, p(x(y)), where x ^  here denotes the auxiliary field value for a particular 
i j  pair. Following the same logic that produces Eq. 3.43, the probability for the near­
neighbor system is given by
P(*(0)) =  \  [1 +  M t« -  1)] [1 +  (e -“ w> -  1 ) ] .  (3.47)
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No
Is w > 0
Yes
No
Is ti/ >  0
Yes
No
Is i > (total #  of sites)
Calculate Pnorm .(xj)
i =  t +  I Calculate v /  =  u>[p(l) +p{—1)]
Sample (xj) with prob. Pnorm.(xi)
Update: *  4- Ut UA* , O r,
Figure 3.4: A diagram showing the procedure for applying the potential energy operator, 
e~ArU, to one random walker using importance sampling, i  refers to a particular lattice 
site, and w  gives the weight of the walker.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
40
This probability is similar to the one given in Eq. 3.43, and the procedure for applying 
e-&tU'± jg identical to the procedure for applying e~^rU.
3.2.5 The Near-neighbor Potential Energy Operator, e-ATt/ii
By f/jj, we mean the part of the new, near-neighbor potential that deals with inter­
actions between electrons of the same spin. As given in Eq. 1.5, it is
U\\ =  VW U to T ’Vr +  (3-48)
(ij)
Using this equation, we can rewrite the propagator as
ArVj, E <ij>(n*rnjt+nunji) _  J J e- ArVii(n<rnjr+nunji). (3.49)
(ij)
We note that now the up and down components of the propagator are decoupled:
J J e -ArV]|(H<TnjT+ n u nj i ) _  J J g - A T V ||n iTniT J J e -A rV j,na n}i
(ij)  (ij)  (i j)
=  (3.50)
where U^ a ■ -  T im  e ArViini»nJ*. Both and act as propagators. As in Sect. 3.2.4, 
when the Hubbard-Stratonovich transformation is applied to the propagators in Eq. 3.50, 
the normalization constant will contain an additional factor of four, and both U'  ^ and 
will contribute to the normalization factor. In analogy with Eq. 3.35, we can decompose 
the propagator for each spin component as
*4 . -  e  n  =  e  ><«>>• <3-s i >
{*(«)} ( i j )  {*(.-»} (ij)
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the i —th row
(3.52)
the j —th row
To account for the fact that the propagators in Eq. 3.50 only contain one spin 
component, we must make changes in the calculation of auxiliary field probability, p<r(x(ij)). 




where \ipra) and |^in )^ refer to the a  (up or down) components of the Slater determinants, 
\ipr) and |0 ^ ) , respectively. Using this equation, we can again follow the same logic as 
for the on-site interaction, beginning with Eq. 3.39, until we get to Eq. 3.42. The matrix, 
now has two non-zero elements, so that
1 +  M»„ (i°*w> -  1) (*“*(«> -  1)
M aji (e-" W ) -  1) 1 +  Majj (e -“ w> -  l)
This determinant gives the non-normalized probability for choosing a particular auxiliary 
field variable, pa{x(ij))- As before, we must calculate p7 (l)  andp(T(—1 ) in order to determine 
normalized probabilities. We randomly sample an auxiliary field variable according to the 
normalized probability, and then use the sampled value of x^j) to propagate a random 
walker by U'^-^ ( x ^ ) .  This process is then repeated for each near-neighbor pair, for each 
spin component, and for each random walker.
d et(l +  =  det (3.54)
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The introduction of a near-neighbor interaction between electrons of the same spin 
creates another practical difficulty in the CPMC algorithm. In the course of the program, 
it is more efficient to keep track of the matrices, ( ¥ t $ )~ 1, than it is to calculate the matrix 
product and inverse every time it is needed (for example, in Eq. 3.41). As a result, at each 
choice of auxiliary field variable, x,-, we must update since 4  changes with each
application of U . When U  has only one element along its diagonal that is not equal to one 
(as is the case in Eq. 3.36), one application of the potential energy propagator changes only 
one row of 4 . In this case, the updating procedure for is given by [20]
-► ( * t„ * .„ * » )  ■ (3-55)
where =  d et(l +  A ^ M f) as in Eq. 3.42. This updating procedure will also work for 
the near-neighbor, opposite spin potential, since U  for this propagator will only alter one 
row of The propagator in Eq. 3.52, however, alters two rows of In order to update 
(¥ ^ $ )~ l for the near-neighbor, same spin potential, we treat this operator as if it altered 4  
just one row at a time. In this sense, one can calculate ( ¥ £ . $ ) - 1  by applying Eq. 3.55 twice, 
once for each altered row of ♦ . This change adds overhead to our calculation, since now 
we must calculate both ft* and (♦ x , twice, but it is much faster than calculating
( ♦ t * ) " 1 directly.
Negative Potentials
The description of CPMC given in the previous sections takes into account only 
repulsive interactions between electrons using the Hubbard-Stratonovich transformation in 
Eq. 3.16. In several cases, however, our results deal with attractive potentials, and for these 
systems, we must use Eq. 3.17 to generate the auxiliary fields. In place of Eq. 3.20, we now
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get
W =  I I  P(xi)eOXi{"<T+Tlji~1) • (3.56)
i *i=± 1
The potential energy propagators for this equation are defined and implemented in the same 
manner as in Eq. 3.20. Eq. 3.56, however, contains an additional factor of e01'. For a given 
Xi, this term is a constant which can be included as part of the weight of a random walker. 
That is, after choosing a particular auxiliary field variable, x,-, for a random walker, we 
update that random walker’s weight to
=  « ,("> (0)[p (i) + p ( _ i ) ] e°* i. (3.57)
This equation is analogous to Eq. 3.33. The rest of our algorithm, as described above, 
remains unchanged.
3.3 Measuring Observables
In nearly all respects, the procedure for measuring observables in our modified CPMC 
calculation is unchanged from the original CPMC program. In measuring the expectation 
value of a two-body correlation, we transform it (which is quadratic in creation and de­
struction operators) into a sum of products, each product containing just one creation and 
one destruction operator [20,65]. These products are easily measured within the framework 
of the CPMC algorithm. Consider the operator, Using Wick’s theorem [6 6 ], its
expectation can be rewritten as
(niffnjfff)x — (ciffC*ocja‘cj<T,)z — (clo-ci<T) r (Cj'<r' cj<r')x +  <^<r,<7/ (c\<rcj<T) xiCiaCjg) X- (3.58)
Here, ( )x indicates averages over particular choices of auxiliary field variables, x. A similar 
expansion is possible for any many-fermion operator.
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Because of the additional terms in Eq. 1.4 and Eq. 1.5 that we add to the Hubbard 
Hamiltonian, the average kinetic and potential energy, of course, require modification. For 
example, in the normal Hubbard model, the potential consists of interactions between elec­
trons of opposite spin only, so that the Kronecker delta function in Eq. 3.58 is zero and 
(nitTnj-<r)x is equal to just {c\aCia)x{^_aCj-a)x- When we introduce a near-neighbor poten­
tial, however, there is also an interaction between electrons of the same spin. In this case, 
the delta function in Eq. 3.58 is not zero, and we must take care to include the additional 
terms in our calculation of the near-neighbor potential energy.
3.4 Parallelizing the CPMC Program
As with any Monte Carlo method, the statistical accuracy of CPMC improves as 
the number of iterations in the calculation increases, and every attempt has been made 
to ensure that the serial CPMC program is as fast as possible. In this way, we are sure 
to complete as many iterations as possible in a given amount of time. Nonetheless, the 
CPMC program spends (by far) the largest percentage of its run-time (more than 90% for 
large lattices) performing matrix-manipulations (e.g., in Eq. 3.24), and the time required to 
complete these operations increases with N 3. To obtain results in which the statistical error 
is small, a moderately sized system (an 8 x 8  lattice with 27t and 274- electrons) without 
an extended potential requires 1 — 2 days to obtain accurate results on a 667MHz Compaq 
XP1000. Results for a comparable 16 x 16 lattice would require 1 — 2 weeks! This problem is 
compounded when an extended potential is included with the CPMC calculation. This new 
element requires that calculation of eight additional interactions, increasing the run-time of 
the algorithm by more than a factor of five.
At first glance, the most obvious way to shorten the length of a calculation is to take 
advantage of the statistical nature of CPMC. Rather than running a CPMC calculation on
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one computer for a long time, we could decrease the number of walkers and/or the number 
of iterations in the program (and hence the run-time) but run the program on several 
computers at once. Each instance of the program would begin with a unique random 
number seed to ensure the independence of the individual calculations. Although the error 
for a single calculations would be large, the average of all the results would be small, and 
could be decreased further by running more instances of the calculation.
This type of simple parallelism works well for various other Monte Carlo algorithms, 
but in most instances it will not work for CPMC. The reason is that the number of walkers 
is a dynamic quantity in the CPMC algorithm, which uses branching random walks. In the 
course of a CPMC calculation, we periodically examine the weights of the random walkers. 
Walkers with weights that are too small are eliminated (with the appropriate probability) 
from the calculation, and walkers with weights that are too large are duplicated (but with 
reduced weight). This step is taken so that no single walker contributes too much or 
too little to our ground state distribution. Of course, it also leads to fluctuations in the 
number of walkers in a calculation, and some safeguard must be put in place to ensure 
that the walker population does not decrease to zero or increase outside the bounds of 
our computer’s memory. The “population control” procedure we implement within the 
CPMC algorithm provides this safeguard. If the population of walkers gets too large, we 
randomly eliminate walkers from the calculation, and if the population becomes too small, 
we randomly duplicate walkers. (Care must be taken to ensure that this population control 
procedure only changes the scale of our distribution, but not the distribution itself.) Calling 
the population control procedure too often creates a systematic bias in the CPMC algorithm. 
For systems with many walkers the population remains stable and the procedure is called 
infrequently. For system with a small number of walkers, fluctuations in population size 
often result in many calls to the population control routine. Monte Carlo results from such
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calculations are typically unusable due to the systematic bias.
It is for this reason that the simple parallel scheme described above will not work for 
large lattices: these calculations necessarily have few walkers, since the Slater determinants 
involved in these cases are so large that we cannot store many of them in memory. Our 
solution to this problem will be to implement a procedure of parallel, loosely coupled random 
walks in which the bulk of the computational load and the random walkers are shared among 
the processors. There are two separate parallel versions of of the CPMC program, each 
written for a particular parallel architecture. One is written for SMP computers, such as 
those at NSCA (the Origin 2000), and it uses OpenMP for its parallel directives. The second 
version of the program is meant for distributed supercomputers, such as SciClone here at 
William & Mary, and it uses PVM for inter-process communications. These procedures are 
described separately below, though they follow similar schemes for parallelization.
3.4.1 OpenM P
For SMP architectures, the number of walkers we can store on a single computer is 
not an issue because the memory capacity of these computers is typically very large (the 
Origin 2000’s at Boston University and NCSA give users access to 8 GB and 25GB of RAM, 
respectively). This eliminates any population control bias from our calculation. However, 
a calculation involving large lattice and a large number of walkers will necessarily require a 
long run time, and that some parallel scheme is necessary to obtain accurate statistics in a 
reasonable amount of time.
To take advantage of the shared memory architecture, our aim is to find a processing 
loop in the CPMC algorithm which is time consuming and in which each iteration in the loop 
is performed independently of the other iterations. For such a loop, we can simply divide 
the iterations among the processors. Each processor performs its share of the iterations, and
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no message passing is necessary because all the processors have access to the same memory. 
From Fig. 3.2, it is clear that the loop in which the propagator is applied to each walker 
(the loop over walker) gives a natural location to parallelize our program. The process of 
applying e~ArH to a walker is performed independently of any other walker, so that we 
can simply divide our walkers among the processors we have available. Each processor will 
then apply the propagator to its set of walkers in exactly the same manner as described in 
the previous sections. OpenMP makes the division of loops between processors straight­
forward, but one must be cautious when treating memory as “shared” or “local” to each 
processor. For example, in our calculation, this subtlety emerges when accumulating sums 
for averages -  having all the processors access the same variable at once is slow, and we 
found it necessary to have each processor keep its own sum. Once the parallel section of the 
loop is complete the sums for each processor are added, and then the calculation continues 
exactly as in the single processor case.
3.4.2 P V M
In the distributed case, the memory available to each processor is limited, restricting 
the number of walkers per processor as well. Our approach will still be to divide walkers 
among all the processors, but to avoid bias in the calculation, we implement population 
control in which the walkers on all of the processors are considered. Implementing the 
population control in this global manner requires communication between the processors, 
but it also solves two problems: it ensures that the overall population of walkers remains 
stable and little or no bias is introduced in the calculation, and it gives us a convenient 
point to introduce “load balancing” in our algorithm.
To implement the CPMC algorithm in a distributed environment, we have used a 
“master and worker” paradigm. The master program, of course, initializes the calculation





parallel iteration = 0
parallel iteration — parallel iteration +■1




Figure 3.5: A diagram of CPMC for distributed parallel computers. On the right, we 
indicate which type of node (master or worker) runs each step in the procedure.
and starts the worker programs. Each worker performs the entire procedure in Fig. 3.2, 
but with only a few walkers. We illustrate this in Fig. 3.5. Within the rounded box in 
Fig. 3.5, we have the simple parallelism described in Section 3.4. Each worker reports the 
population of its walkers and their weights to the master program as it exits the rounded 
box, and then awaits instruction from the master. The master determines whether any 
population control is necessary by considering the population as a whole. At the same 
time, the master program also redistributes the walkers to ensure that the load on each 
processor is approximately equal. The worker programs keep their own statistics. At the 
end of the calculation, the statistics are sent to the master program, which averages and
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reports the results. This algorithm allows each processor to work with only a few walkers 
at a time, because the entire population is treated together. This procedure significantly 
reduces the bias from population control, and allows for the calculation of accurate results 
in a reasonable time period.
3.4.3 Parallelism
Here, we briefly report the speed improvements of our parallel programs. The plot 
in Fig 3.6 shows a ratio of the time taken to perform a calculation on one processor to the 
time taken on M  processors. This ratio is plotted as a function of processor number, M. 
Ideally, we would expect this plot to make a straight line with a slope of one, since naively 
one would expect a calculation performed on 16 processors to take -ppth the time it would 
take the same calculation to run on one processor. This, of course, is not true because 
not all of the calculation is performed in parallel. In the parallel versions of our CPMC 
algorithm, the population control and the calculation of averages (among other things) are 
both performed in serial. We can calculate the fraction of the calculation that is performed 
in parallel using Amdah’s law:
=  ^ =  (f t )  ^ - p ) ' (3'59)
In this equation, T(M ) gives the time it takes M  processors to complete a calculation, and 
p represents the “parallel fraction” of the algorithm in question. A plot of this function 
tells how much of a speedup one can expect in a parallel computation based on the parallel 
fraction. The lines in Fig 3.7 show the expected speedup for several values of M . The plot 
also shows the speedup we find in our own parallel CPMC algorithm. These results indicate 
nearly 99% parallelism in our CPMC calculation. It is also important to note that in the 
large M  limit, speedup(M) =  1 / ( 1  — p). This puts a limiting value on the speed increase
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Parallel Speed Improvement
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Figure 3.6: The speed improvement of the parallel CPMC algorithm. The “C4” data points 
were calculated ou the “hurricane” sub-cluster (quad-CPU Sun Enterprise 420R servers @ 
450 MHz) of the SciClone computing cluster at William & Mary. The “C l” data points 
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Figure 3.7: The “parallel fraction” of the CPMC algorithm according to Amdahl’s law. The 
lines follow the prediction of Amdahl’s law for a given number of processors, and the open 
circles show where our results fit according to the law. Calculations are the same as those 
in Fig. 3.6. The “gemini” data point was calculated using a quad-CPU SGI Origin 200 with 
a 180 MHz R10000 processor.
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Table 3.1: A comparison of CPMC to exact results for a 3 x 3 lattice with 5 1 5 4- electrons 
and where t* =  t" =  0. The error of the last digit for CPMC results is given in parentheses.
we can obtain in our calculation: the speedup for our algorithm will never be greater than 
1 0 0 , no matter how many processors we use.
3.5 Benchmark
Several papers give thorough results benchmarking CPMC [16,17,24], demonstrating 
that the method is both accurate and robust. These deal only with near-neighbor hopping 
and on-site interaction, however, and here we briefly show how CPMC performs with our 
new model. We have altered both the kinetic energy and potential energy terms of the 
Hamiltonian, and benchmarks for both alterations are described separately below.
Changes to the kinetic energy propagator in CPMC are straight-forward to check 
for accuracy, because we can test the program without any interactions (U =  V  =  0). 
In this case CPMC is exact, and we can easily compare to other exact methods (exact 
diagonalization, for example). Indeed, when we compare our non-interacting results to 
other exact methods, we find that CPMC gives 0% error, as it should.
Determining the accuracy of the CPMC algorithm for a non-zero potential is less 
straight-forward, because exact results are difficult to obtain. Exact diagonalization for
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Table 3.2: A comparison of CPMC to exact results for a 3 x 3 lattice with 3 f  3 4- electrons 
and where if =  t" =  0. (a) results calculated using a Hartree-Fock trial wave function in 
which U =  0.2 and V — 0.05. (b) results calculated using a free-electron trial wave function.
even small lattices is near the upper end of today’s computing power. The lattice sizes 
can be pushed to slightly larger than 4 x 4  with clever techniques that use symmetry and 
the sparseness of the Hamiltonian to reduce the computational size [67,68]. Furthermore, 
there are currently no published results for extended systems similar to ours. To benchmark 
CPMC, we calculated the exact ground state properties of several small Hubbard systems 
on our own. The method used to determine these properties is the brute force method: the 
matrix form of the Hamiltonian is calculated, and then this matrix is diagonalized using 
standard BLAS routines. The results in Table 3.1 compare our exact results with those 
from the CPMC algorithm for a 3 x 3 lattice with 5 f and 54. electrons. The CPMC results 
agree very well with exact calculations. Results for a less dense 3 x 3  lattice are shown in 
Table 3.2. This system contains 3 f and 34. electrons, and results from CPMC calculations 
agree less well with exact calculations. The error in this case ranges from 1-13% in (a), and 
0-53% in (b).
The difference in accuracy between the two sets of calculations is caused by the 
quality of the trial wave functions used in each case. A lattice with 5 t and 54 electrons makes
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a closed shell. In these cases, the non-interacting ground state is unambiguous, because all 
of the degenerate states in the highest occupied orbital are filled. The calculations in Table
3.1 use a free-electron trial wave function. A lattice with 3T and 34 electrons, however, is an 
open shell case. The non-interacting ground state is degenerate; single Slater determinants 
have been found to be less suitable trial wave functions for such systems [16,17]. Following 
previous calculations, we use Hartree-Fock trial wave functions that are generated with very 
small potential energies. The hope is that wave functions generated in this manner have the 
same general nature of the free-electron wave function, but the small potential breaks the 
degeneracy and “forces” the electrons into their appropriate states. The results in Table 
3.2(a) were generated using a trial wave function of this type. This difficulty with open 
and closed shell has also been seen in other similar algorithms [33], and in these cases it 
was found that the problem becomes less severe as the system size increases. Nonetheless, 
in the work presented here, we have restricted our results to closed shell systems wherever 
possible.
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R esults
In the following sections, we show the properties of the Hubbard Model with im­
proved band structure and extended potential, as well as two interesting test cases for 
the constrained path approximation. All properties of the model were calculated using 
CPMC, and unless otherwise noted, the constraining wave function (and the importance 
function) used in the calculation is a free-electron wave function for closed shell systems, 
and a Hartree-Fock wave function for open shell systems.
4.1 Ground State Properties
This section presents the results of CPMC calculations for Hubbard systems with 
realistic additional hopping parameters and extended potential. The values for if and if' 
were chosen based on first principles calculation of real materials [69], using a “folding- 
down” approach. We use two sets of hopping parameters in this work. The first set is 
if =  0.28 and if' — 0.12, and the second is if =  0.11 and if1 =  0.039. The values we use 
for an extended potential are based on the estimates made by Hubbard using a mean-field 
approach (discussed in Chapter 2). Hubbard calculated U fV  ~  4. We study a range of V
54
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values, with U/V  from 4 to 8 . All of these parameters are measured relative to t, which is 
set equal to one.
4.1.1 Pair Correlation Functions
The pairing correlation functions measure the degree to which one electron pair 
(whether it be Is, 2 s or 2 d) at lattice site 0  is correlated with another pair (of the same 
type) at lattice site r. These correlation functions are given by
Da(rx,r y) =  Da {r) =  (A* (r)A «(0)). (4.1)
In this equation, a  specifies the type of pairing. For Is pairing, A is(r) =  CrfC^. For 2s and 
2d pairing, the pairing operator is given by Aa(r) =  / Q(<5)[crrcr+ii, -  cricr+<jt ], where S 
is (±1,0) and (0, ±1). For 2s pairing, / 2j(6 ) =  1, and for dxi _ y 2 pairing, f 2d(&) =  1 when 
S =  (±1,0) and —1 otherwise. These correlation functions are averaged over each lattice 
site, 0, in order to improve statistics. The following results show how including second- and 
third-nearest neighbor hopping in the Hubbard Hamiltonian affects theses pair correlations.
The plot in Fig. 4.1 shows the Is pair correlation function for an 8  x 8  lattice with 27 
up (t) electrons and 27 down (i) electrons (84% filled). This is approximately the doping 
one finds in a high-Tc superconductor. The system has the on-site interaction strength, 
U =  4, and the near-neighbor potential, V =  0. The three curves in the figure give the 
pair-correlation function for a Hubbard system with varying values of t1 and i". The plot 
includes results for the original Hubbard model, in which case t' =  £" =  0, as well as the 
pair correlation for two calculations in which both t' and £" are non-zero. The x-axis gives 
the absolute distance, |r|, between pairs on the lattice, and the y-axis simply gives the 
magnitude of the correlation function. As Fig. 4.1 shows, the pair correlation functions 
are much larger at small pair separations than they are for large ones. This is true for 2s 
and 2d pair correlations as well. Because we are interested in the long-range behavior of
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Figure 4.1: A comparison of the full Is pair correlation function for an 8  x 8  lattice with 
various values of t! and t". The system has 27t27 | electrons and the interaction strength 
U =  4 (V =  0).
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0.002
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Figure 4.2: A comparison of the long-range Is pair correlation function for an 8  x 8  lattice 
with various values of t? and £". The system has 27t27i electrons and the interaction 
strength 17 =  4 (V =  0).
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the correlation, the remainder of the correlation plots we show in this section will zoom in 
on the large separation region. Fig. 4.2 shows an example of this type of plot -  note that 
the z-axis in the plot does not start at zero. The scale of the plot shows that the Is pair 
correlation function is very nearly equal to zero for all our values of if and if'. We have also 
found that there is little difference in the pair-correlation functions for different values of 
if and tf': for all three pairs of hopping parameter, the long-rage pair correlation functions 
show very similar behavior.
We find similar results for the 2s pair-correlation function, shown in Fig. 4.3. The 
scale of the y-axis is very small, again suggesting that the pair correlation at long distances 
is near zero. As in the Is case, the addition of the tf and tf' hopping parameters has little 
effect on the 2 s pair correlation functions.
The 2d pair correlation functions behave differently. Shown in Fig. 4.4, the 2d pair 
correlation does not tend toward zero. In fact, the 2d function is more than an order of 
magnitude larger than the Is and 2s functions. Fig. 4.4 also shows that including the 
tf and tf' hopping parameters alters the 2 d pair correlation enough so that these results 
are noticeably different from the curve with tf — tf' =  0. The system with tf =  0.11 and 
tf' =  0.039 has nearly the same 2d pair correlation as the tf =  0.28 and tf' =  0.12 system, 
and at large pair separations (between 3 and 5) both of these curves lie above the tf =  tf' =  0 
pair correlation function.
The effect of the second and third near neighbor hopping parameters can be seen 
more clearly in Fig. 4.5 and Fig. 4.6. Fig. 4.5 demonstrates how the 2d pair correlation 
function changes as a function of If for an 8  x  8  lattice that is 84% filled. The on-site 
interaction and the third-near-neighbor are constants: ( 7  =  4  and tf' =  0.12. The plot shows 
a slight increase in the pair correlation when tf increases from 0  to 0 .1 0 , but in general the 
pair correlation decreases as we increase tf. As tf approaches the same magnitude as t  (i.e.,












Figure 4.3: A comparison of the long-range 2s pair correlation function for an 8  x 8  lattice 
with various values of t! and t". The system has 271274- electrons and the interaction 











Figure 4.4: A comparison of the long-range 2d pair correlation function for an 8  x 8  lattice 
with various values of f  and The system has 27t274- electrons and the interaction 
strength U =  4 (V =  0).
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tf =  1), the system behaves more erratically. In a similar manner, Fig. 4.6 demonstrates how 
the 2d pair correlation function changes with tf1 for the same lattice. In this case however, 
the second-near-neighbor hopping parameter is a constant, tf =  0.28. As tf' increases from 
zero, the pair correlation in general decreases in a similar manner to the tf case above. 
When tf' becomes larger than tf, the changes in the pair correlation are less systematic.
The next question we ask is: how do the pairing correlations with additional hopping 
parameters compare to those in a corresponding, non-interacting system. The Is pair 
correlation function for a system with varying values of the on-site interaction, U, is shown 
in Fig. 4.7. The plot shows results for an 8  x 8  lattice with 27t electrons and 274 electrons 
and tf — 0.28 and tf' =  0.12, together with the curve for the non-interacting (U =  0) system. 
The latter system, i.e. the system of free electrons, is of course not superconducting. The 
pairing correlations decay with pair separation. For a system showing superconductivity 
in a particular channel (whether it be Is, 2 s, or 2 d), the introduction of a potential into 
the system is expected to cause an increase in the corresponding pair correlation function. 
For the current case, the results we find are exactly the opposite of what is expected in a 
Is superconductor: as the potential is increased, the Is pair correlation function decreases 
below the free electron result. In addition, the pair correlation functions systematically 
decrease. For the largest values of U, Fig. 4.7 shows that the Is pair correlation has almost 
entirely vanished. The results from CPMC find that the Hubbard model does not show Is 
superconductivity. This result is not unexpected, and we find similar results for the 2s pair 
correlation.
For the Hubbard model to be the correct paradigm for high-Tc superconductivity, 
the expectation is that it will show d-wave pair correlations. The graph in Fig. 4.8 shows 
CPMC results for the 2d pair correlation function of an 8  x 8  system with 27t and 274 
electrons. Results are shown for several different values of the on-site potential, U. Other
















8 0  O  00 ©  O  O
































































































































































































































0 — 0  U=0
6
Figure 4.7: A comparison of the long-range Is pair correlation function for an 8  x 8  lattice with t' =  0.28 and t" =  0.12 










































































































parameters in the calculation are V  =  0, tf =  0.28 and t" =  0.12. For small values of the 
interaction strength, we find that the introduction of additional hopping terms into the 
Hubbard Hamiltonian does lead to a very slight enhancement in the 2d pair correlation 
function. The plot shows that the pair correlation for U =  2 is comparable and sometimes 
larger than the non-interacting result at large pair separations. This fin d in g  is consistent 
with the results in Fig. 4.4 and is significant: it shows that the introduction of additional 
hopping parameters can lead to a small enhancement in the 2d pair correlation function. 
High-Tc superconductors, however, are strongly interacting systems. For a Hubbard model 
to accurately represent these materials, they should show enhanced pairing at medium to 
large interaction strengths (i.e., a potential comparable to the bandwidth, U >  8t =  8). 
When the potential is increased to larger values, the enhancement we see in the 2d pair 
correlation function vanishes. This result is also found in systems with t! =  0.11 and 
t" =  0.039, which have a Van Hove singularity very close to the Fermi surface at 84% 
filling. As in the Is case, the 2d pair correlation systematically decreases as the on-site 
interaction strength increases.
Larger systems show a consistent behavior. The 2d pair correlation for a 16 x 16 
system is shown in Fig. 4.9. This lattice contains 108T and 1084 electrons, m alting it 84% 
filled -  the same filling as the 8 x 8  case above. The hopping parameters are t' =  0.28 
and t" =  0.12. For small values of the on-site potential (U — 2), the 2d pair correlation 
function is again slightly larger than the corresponding non-interacting result at large pair 
separations. As the potential is increased, however, th is enhancement vanishes. The graph 
shows that even a small increase in the potential from U =  2 to U  =  3 leads to a suppression 
of the correlation, since the U — 3 curve is less t han the non-interacting correlation at all 
pair separation distances. This behavior leads us to two conclusions. First, the small 
enhancement we see at small U in the 2d pair correlation in Fig. 4.8 is not due to any
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Figure 4.9: A comparison of the long-range 2d pair correlation function for a 16 x 16 lattice 
with if =  0.28 and t" =  0.12 and with various values of U. The system has 108tl08J. 
electrons.
2d VS. |r|
8x8.27 t2 7 i. U=4
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Figure 4.10: The long-range 2d pair correlation function for an 8 x 8 lattice with a negative 
value for the second-near neighbor hopping parameter compared with pair correlations for 
other choices of if and t". The system has 27f274. electrons, and results are shown for the 
on-site potential, U — 4 (V =  0).
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finite-size effects. (We also find similar behavior in the 12 x 12 case.) Second, the decrease 
in the correlation as U is increased is systematic and not limited to just shorter distances. 
In other words, the “enveloping” by the free electron correlation holds as |r| and system  
size are increased.
These results also show that a Hubbard model that includes second- and third- 
near-neighbor hopping does not appear capable of producing long-range d-wave pairing 
correlations. Though the additional hopping parameters do lead to a small enhancement in 
the pair-correlation function at small interaction strengths, the enhancement systematically 
vanishes when the potential increases to values expected in high-Tc superconductors.
To further test the physics of the Hubbard Model with additional hopping parame­
ters, we have calculated the 2d pair correlation function for a lattice in which the second- 
near-neighbor hopping parameter is negative. This choice was prompted by the suggestion 
that a negative value for t‘ would make 2d pair formation more likely [70]. Results for an 
8 x 8  lattice with t! =  —0.28, t" =  0.12 are shown in Fig. 4.10, compared with other choices 
of 1/ and t". The pair correlation function in which tf is negative is smaller than for the 
other non-zero values of t1 (except at the largest pair separations, where periodic boundary 
conditions lead to an increase in all the correlation functions). Fig. 4.11 shows the 2d pair 
correlation function with various values for the on-site interaction strength, U (V — 0). As 
in the cases described in Figures 4.9 and 4.8, the Hubbard model with negative t! and an 
interaction strength, U — 4, has a 2d pair correlation that is less than the corresponding 
non-interacting function at large pair separations. In addition, the pair correlation decreases 
further when the strength of the potential increases. The graph in Fig. 4.12 shows that this 
behavior is consistent for larger lattices. The plot shows the 2d pair correlation for a 12 x 12 
lattice with 6 I f  and 614- electrons (85% filled), tf =  —0.28, t? — 0.12 and with various values 
of U. In the plot, the non-interacting curve lies consistently above the curve representing
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Figure 4.11: A comparison of the long-range 2d pair correlation function for an 8 x 8 lattice 
with a negative value for the second-near neighbor hopping parameter. The system has 
271274- electrons, t1 =  —0.28 and t" =  0.12. Results are shown for various values of the 
on-site potential, U (V  =  0).
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Figure 4.12: A comparison of the long-range 2d pair correlation function for an 12 x 12 
lattice with a negative value for the second-near neighbor hopping parameter. The system  
has 6 1 1 61 4- electrons, f  =  —0.28 and t" =  0.12. Results are shown for various values of 
the on-site potential, U (V =  0).
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the U =  4 system. Thus, we have found that the Hubbard model with a negative value for 
the second-near-neighbor hopping parameter does not show long-range, 2d pair correlations 
either.
Now we discuss the pair correlations of a Hubbard model with a near-neighbor 
potential. Results for such a system are shown in Fig. 4.13. This plot shows the Is pair 
correlation for an 8 x 8 lattice with 27 f  and 27 4- electrons and with t! =  0.28 and t?' =  0.12. 
The non-interacting results are shown together with several results for cases in which the 
on-site potential is a constant, (7 =  4, but where the near-neighbor potential, V, varies. 
The plot shows that the introduction of a near-neighbor potential has very little effect on 
the Is pair correlation function. Both the correlation function for the U  =  4, V — 0.25 
curve and the correlation function for the U =  4, V — 0.50 curve are nearly identical to the 
U — 4, V =  0 result. The 2s pair correlation for the same systems is plotted in Fig. 4.14. 
As in the Is case, the introduction of a near-neighbor potential has little effect on the 2s 
pair correlation. Though the error in the U =  4, V  =  0.25 result makes conclusions more 
uncertain, it appears that a non-zero value for V  causes a slight decrease in the 2s pair 
correlation compared to the V  =  0 case.
The 2d pair correlation function for a system with an extended potential is shown in 
Fig. 4.15. This plot show results for an 8 x8  lattice that is 84% filled and in which t! — 0.28, 
and if' — 0.12. The results show the pair correlation for a non-interacting ((/ =  V =  0) 
system, as well as the pair correlation for cases in which the on-site potential is a constant, 
(7 =  4, but where the near-neighbor potential, V, varies. We found above that increasing 
the on-site potential causes the 2d pair correlation to decrease. The results in Fig. 4.15 show 
that the introduction of a near-neighbor potential further inhibits the correlation function. 
As we increase the value of V, we find that the pair correlation function decreases. For the 
system with V  =  0.25, the pair correlation curve is consistently less than the correlations
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Figure 4.13: The long-range la pair correlation function for an 8 x 8 lattice with an extended potential. The system has 
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Figure 4.14: The long-range 2s pair correlation function for an 8 x 8 lattice with an extended 
potential. The system has 27t271 electrons, t* =  0.28 and t" =  0.12. Results are shown for 
U =  4 sind various values of the near-neighbor potential, V.
with no extended potential. Increasing V  to 0.50 inhibits the pair correlation even further. 
This behavior is seen in larger lattices as well. Fig. 4.16 shows the 2d pair correlation for a 
12 x 12 lattice with 63 T and 63 4 electrons (88% filled). The figure again shows that the 
2d pair correlation decreases with the introduction of a positive near-neighbor potential. 
The result indicates that the introduction of a repulsive near-neighbor potential into the 
Hubbard model actually reduces the 2d pair correlation function, rather than enhancing it.
Similar results for a more strongly interacting system are shown in Fig. 4.17. The 
system is the same as that in Fig. 4.15, except that the on-site potential is a constant, U  =  8. 
The 2d pair correlation function is not enhanced by the introduction of a near-neighbor 
repulsion. As shown previously, the curve for which V  =  0 is already significantly smaller 
than the non-interacting curve. Despite the large error bars, it seems clear that increasing
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Figure 4.16: The long-range 2d pair correlation function for an 12 x 12 lattice with an 
extended potential. The system has 63T634- electrons, tf =  0.28 and t" =  0.12. Results are 
shown for U =  4 and various values of the near-neighbor potential, V.
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Figure 4.17: The long-range 2d pair correlation function for an 8 x 8 lattice with U  =  8 and 
an extended potential. The system has 27t274 electrons, tf =  0.28 and t" =  0.12. Results 
are shown for various values of the near-neighbor potential, V.
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the near-neighbor potential to V  =  1 causes the function to decrease even further. This 
behavior again is consistent with our general finding that the Hubbard model does not show 
the enhanced, long-range 2d pairing correlation that we would expect for a model of high-Tc 
superconductors.
4.1.2 Energy and Phase Separation
The kinetic, potential, and total energies for several different systems are given in 
Table 4.1 (with V  =  0) and Table 4.2 (with non-zero values for V*). The results in these 
tables have been used in making several of the following plots, including the one shown in 
Fig. 4.18. This graph gives the total energy per site as a function of the filling fraction 
for interaction strengths of U =  0, 4 and 8. For the additional hopping parameters, we 
used values of tf =  0.28 and t? =  0.12. We see that the corresponding curves for 8 x 8 
and 12 x 12 lattices follow each other closely, indicating the finite size effect is small. Our 
results are similar to those with t1 =  t" =  0 (described in Ref. [33]), with one significant 
difference: the minimum energy values now occur at higher electron densities. The reason 
for this behavior is that, with the introduction of additional hopping parameters, the energy 
spectrum of the Hamiltonian is no longer symmetric with respect to electrons and holes. 
For the non-interacting case, this means that the energy at the filling (n) is not equal to 
the negative of the energy at 2 — (n), and the $  vs. (n) curve is not symmetric about 
half-filling. W ith non-zero if and t", adding an electron lowers the energy of the system  
even above (n) =  1 (although as the density continues to get larger, the addition of electrons 
eventually causes the energy of the system to increase). The introduction of a positive, on­
site interaction causes the energy required to add an electron to the system to increase. As
a result, the minimum of the “total energy per site” curve occurs at lower electron densities
’As noted in the previous chapter, the accuracy of these results varies for different filling fractions, and 
tends to be better for closed-shell systems ((n) — 0.594 and 0.844 for 8 x 8 lattices with non-zero t '  and t").
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Lattice Sim SLt nt <o> Total Energy E rror Kinetic E. KE Error Potential E. PE  Error
8 X 8 4 16 16 0.5 -63.4452 0.001407 -68.7701 0.02568 5.412683 0.005077
8 x 8 4 19 19 0.59375 -68.3067 0.001746 -76.5211 0.030457 8.346026 0.008442
8X 8 4 22 22 0.6875 •69.7186 0.002376 -81.8204 0.037444 11.9411 0.012325
8 x 8 4 25 25 0.78125 •69.3655 0.001408 •86.2076 0.03436 16.81822 0.011854
8X 8 4 26 26 0.8125 -68.6984 0.003352 •88.2203 0.064143 19.38589 0.021343
8 x 8 4 2T 27 0.84375 •68.0968 0.001463 -89.5352 0.037855 21.58817 0.013893
8 x 8 4 28 28 0.875 -66.1521 0.004049 •90.4934 0.088514 24.16103 0.032877
8X 8 4 29 29 0.90625 -64.1515 0.001737 •90.9623 0.052019 26.48805 0.020941
8 x 8 4 31 31 0.96875 -69.3594 0.005756 -92.9529 0.126318 33.20369 0.065655
8 x 8 4 32 32 1 •66.5416 0.004718
8 x 8 8 16 16 0.5 -69.741 0.001627 •63.6249 0.048346 4.058568 0.00893
8 x 8 8 19 19 0.59375 -62.6799 0.001786 -68.9383 0.063979 6.254691 0.015704
8X 8 8 22 22 0.6875 •61.5546 0.003202 -71.4109 0.083124 9.150696 0.027787
8 x 8 8 25 25 0.78125 -87.3742 0.003928 -72.1977 0.116324 13.60863 0.041378
8 x 8 8 26 26 0.8125 -65.3718 0.005403 •72.1211 0.175533 15.57906 0.067644
8 x 8 8 27 27 0.84375 -62.897 0.004984 -71.7757 0.162173 17.64745 0.064762
8 x 8 8 28 28 0.875 -49.5444 0.007813 -70.7264 0.266642 19.92472 0.113099
8 x 8 8 29 29 0.90625 -45.5661 0.007103 -69.1661 0.252742 22.09633 0.109198
8 x 3 8 31 31 0.96875 -36.1515 0.024092 -65.0535 0.67187 27.62583 0.332178
8 x 8 8 32 32 1 -30.8484 0.09472
12 x 12 4 36 36 0.5 •141.087 0.003843 •152.061 0.076952 11.28947 0.016931
12 x 12 4 43 43 0.59722 •152.209 0.004775 • 169.883 0.092494 17.85643 0.025723
12 x 12 4 50 50 0.69444 -137.2 0.008244 -184.243 0.203268 26.99348 0.049625
12 x 12 4 57 57 0.79167 •156.195 0.014042 -196.688 0.303817 39.96589 Q.10294
12 x 12 4 61 61 0.84722 -152.753 0.002431 -202.946 0.055902 49.67803 0.02197
12 x 12 4 63 63 0.875 -150.702 0.015458 -206.783 0.964312 54.9246 0.398291
12 x 12 4 65 65 0.90278 -147.204 0.016494 -210.148 0.466803 62.18182 0.198232
12 x 12 4 70 70 0.97222 -135.957 0.013462 •218.249 0.321946 §1.87381 0.132731
12 X 12 4 71 71 0.98611 -133.129 0.008571 -219.429 0.239661 85.84396 0.102664
12 X 12 4 72 72 1 -130.307 0.008272 -221.177 0.287983 90.37558 0.104648
12 X 12 8 36 36 0.5 -133.121 0.006556
12 X 12 8 50 50 0.69444 -138.215 0.012698
12 x 12 8 57 57 0.79167 -128.496 0.010242
12 x 12 8 61 61 0.54722 •118.698 0.102566 -159.277 2.404999 40.57363 0.426118
12 X 12 8 65 65 0.90278 •104.316 0.042423
12 x 12 8 71 71 0.98611 -74.2696 0.090916
12 x 12 8 72 72 I -67.7259 0.117658
Table 4.1: The total energy, kinetic energy, and potential energy for several systems with 
V =  0, H =  0.28 and t* =  0.12.













L»t. S ix n t  ~na <»> •f * Tbtnl B. Error Kin. E. Error U Pol. B. Error V% Pot. E. Error *V-| **<*• E. E rror
8 x S 10 0.5 4 1 •38.77714 0.00454 •00.97929 0.11783 0.20500 0.04173 14.32580 0.02479 8.37788 0.01347
8 x 8 19 0.59375 4 1 •30.55535 0.00351 -75.16710 0.13010 10.15471 0.04517 21.07380 0.03297 14.10315 0.02051
8 x 8 22 0.0575 4 1 -17.01325 0.00342 -81.07405 0.10428 15.65813 0.05907 29.63390 0.02830 20.01080 0.02940
8 x 8 25 0.75125 4 1 0.69805 0.00501 -87.92248 0.12493 23.12458 0.09555 39.40200 0.00097 27.03350 0.03557
8 x 8 27 0.55375 4 0.25 •40,99073 0.00420 •69.94275 0.09490 22.51239 0.03581 12.51083 0.00809 8.57024 0.00769
8 x 8 27 0.54375 4 0.5 -20,11231 0.00594 •90.76102 0.13838 23.97534 0.06150 24.05090 0.02060 10.92180 0.02110
8 x 8 27 0.54375 4 0.75 •5.65859 0.00591 •91.48430 0.14813 20.18875 0.00442 30.19220 0.03835 24.95253 0.03343
8 x 8 27 0.54375 4 I 14.50720 0.00342 -92.01531 0.08494 29.09898 0.03881 40.08800 0.02154 32.31446 0,02127
8 x 8 27 0.54375 8 1 34.05077 0.00805 •75.08441 0.22157 23.31385 0.10424 53.04030 0.05988 32.7624? 0.05781
8 x 8 27 0.64376 5 2 118.61300 0.01450 •81.61053 0.01547 37.12162 0.44300 99.33409 0.25379 02.87054 0.25073
8 X 8 25 0.576 4 I 23.43293 0.00019 -93.00410 0.15973 32.15230 0.05704 50.33130 0.02929 35.50898 0.03807
8 x 8 29 0.90025 4 I 32.81304 0.00400 •94.40975 0.13408 35.35813 0.05913 54.05070 0.03031 38.82213 0.04162
8 x 8 91 0.90575 4 1 52.98050 0.00477 -90.00604 0.22106 42.23987 0.07076 02.02705 0.05424 40.17014 0.06320
8 x 8 32 1 4 1 03,60799 0.00554 •98.05497 0.13190 40.34896 0.10030 05.84209 0.08900 50.17924 0.09109
12 X 12 03 0.875 4 0.25 •98.97208 0.00005 -200.30070 0.28501 50.92530 0.09350 29.82211 0.01921 21.02321 0.01748
12 x 12 03 0.875 4 0.5 -47.76453 0.01115 •207.62520 0.39502 00.12732 0.14898 68.90707 0.00341 42.74560 0.05700
Table 4.2: The total energy, kinetic energy, and potential energy for several systems with a non-zero value for V, t' =  0.28 
and t" =  0.12.
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Total Energy per Site vs. <n) 
f-0 .2 8 , r=0 .1 2
O  8x8. U-0
□  8x8, U-4
o  8x8. u-e
A  12x12, U-0
<  12x12, IM
V  12x12, U -8
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s
Figure 4.18: The total energy per site for both an 8 x 8 and a 12 x 12 lattices at various 
fillings. Curves are shown for several values of on-site potential, U, but in each case t! =  0.28 
and t" =  0.12. Open shells occur when Aff =  N± =  19 and 27. Lines are drawn to guide 
the eye.
Energy per Hole vs. Hole Density
t’«0.28, t"»0.12
O  ' O 8x8. U-4, V-0 
□  □ 8x8, U-8, V-0
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<3— <1 8x8, U-4, V-1
-10
-12 0.1 0.4
Figure 4.19: The energy per hole of both an 8 x  8 and a 12 x 12 lattice for several interaction 
strengths. In each case, if — 0.28 and t" =  0.12. The hole density is given by S — 1 — (n).
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for non-zero values of U  than it does in systems with U =  0 (for the same reason, the 
value of the minimum energy for non-zero U is also larger than in the U =  0 case). At low 
density, the total energy of the V  =  1 system is comparable to the total energy for V  =  0, 
since the electrons are not necessarily close to one another. At higher density, however, the 
electrons are forced to be close to one another, and the contribution to the total energy 
from the potential becomes large. With V  included in the calculation, the increase in the 
total energy is particularly large, since the potential picks up a contribution from V  even 
when sites are not doubly occupied.
The total energy of the system can also be used to determine the presence of phase 
separation. This term refers to a situation in which electrons arrange themselves such 
that the lattice contains both hole-rich sections and hole-free sections. A signal that this 
separation is occurring is given by the inverse compressibility, x~ l — <P£/dn2 (€  is the 
energy density and n is the electron density): phase separation occurs when x -1 < 0 . This 
behavior is described in detail in [33] and [71], but for our discussion here it is sufficient to 
note that the condition described above is equivalent to finding a minimum in a plot of the 
quantity, e(z) =  [Ex — i?(x=0)]/[iV * z], as a function of x. Here, Ex is the total energy at 
a particular hole density, x  =  1 — (n), and £(x=o) the total energy at half filling. A plot 
of e(x) as a function of z  using the results in Table 4.1 is shown in Fig. 4.19. This graph 
shows results for U =  4 and U =  8 for both an 8 x 8 and 12 x 12 lattice, with t? =  0.28 
and t" =  0.12, and it also shows one set of results for a system with a non-zero value for 
V. In all of these cases, the energy-per-hole plot does not appear to show a minimum, 
leading us to conclude that phase separation does not occur in the Hubbard model with our 
choice of parameters. We note that these results are limited to small to medium interaction 
strengths. The issue of phase separation is, like many other issues regarding the Hubbard 
model, still controversial at this point [33,72,73]. To thoroughly address it, systems with
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Effective Hopping vs. (n)
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Figure 4.20: Effective hopping for both an 8 x 8 and a 12 x 12 lattice with several different 
interaction strengths. In each case, tf =  0.28 and i" =  0.12.
larger values of U would need to be studied, together with a more systematic examination 
of the accuracy of the CPMC error as a function of (n). This includes proper handling of 
the shell effect.
To further investigate the energy of a Hubbard system with additional hopping pa­
rameters, we have also plotted various functions involving the kinetic and potential energies 
of the system. Fig. 4.20 shows the effective hopping of both an 8 x 8 and a 12 x 12 lattice 
with normal values for the hopping parameters. The effective hopping of a Hubbard lattice 
is simply the kinetic energy at some particular on-site potential, U, divided by the kinetic 
energy for the same system at U =  0. The effective hopping demonstrates how the kinetic 
energy changes relative to its non-interacting value. The effective hopping for the (7 =  4 
case shows that the kinetic energy of the lattice is, for the most part, simply modified by a 
constant from the U =  0 case, though the effective hopping does decrease noticeably near
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(n) =  1. This decrease is even more pronounced in the U =  8 case, since a strong interaction 
decreases the mobility o f the electrons in a dense lattice. The reduction in the kinetic energy 
near half filling is also observed in the t1 =  t" =  0 system and can be attributed to the fact 
that the effective mass of the system increases as electrons are added to the lattice [74]. 
The effective hopping for a system that includes a near neighbor potential is also shown in 
the figure. This curve shows that for the 84% filled case, an extended potential has little 
effect on the kinetic energy: the effective hopping of the V  =  1 case is very similar to the 
result when V  =  0.
A plot of the potential energy per site as a function of percent filling for several 
different systems is shown in Fig. 4.21. As expected, the potential energy increases at high 
density when electrons are forced into closer proximity to one another. It is interesting to 
note that, for the curves with V  =  0, the potential energy of the lattices with U =  8 is 
actually less than the potential energy of the lattices with U =  4. This behavior is due to the 
fact that when U  is large, it is energetically unfavorable for a site be doubly occupied. With 
most sites occupied by a single electron, there is very little contribution to the potential 
energy. (From Fig. 4.20, we see that the kinetic energy is more reduced for U =  8 than for 
U  =  4.) The introduction of the near-neighbor potential alters this behavior. With a non­
zero value for V, a lattice with a large percent-filling also pays a price in energy for having 
sites singly occupied, since such a lattice would have many near-neighbor electron pairs. 
For this reason, the contribution to the potential energy from U  increases as we increase V  
in systems with high electron density, as shown in Fig. 4.22, because the likelihood of a site 
being doubly occupied increases with V . The figure also shows results for a system with 
lower electron density. In this case, lattice sites can be singly occupied and not necessarily 
have a large number of near-neighbor electron pairs, so that increasing V  will have little 
effect on the on-site potential energy. The plot shows precisely this result: at 50% filling,
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Potential Energy per Site vs. (n)
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Figure 4.21: Potential energy per site of both an 8 x 8 and a 12 x 12 lattice with various 
on-site and extended potentials. In each case, if =  0.28 and t" =  0.12.
On-site Potential, U, per site vs. V






Figure 4.22: The on-site potential energy as a function of the near-neighbor potential for 
an 8 x 8 lattice at different fillings. In each case, t? =  0.28 and t" =  0.12. The near neighbor 
potential, V  has little effect on the potential energy from U  in the low density system.
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! 3 Non-interacting Density of States
—  r-r-o
 f-0.11.r-0.039
 f - 0 .2 e .r - 0.12
-3
(a) (b)
Figure 4.23: Constant-energy curves and density of states for the non-interacting Hubbard 
model with tf =  0.11 and t" =  0.039. (a) Starting with the innermost ring, the contours 
occur at densities, (n) =  0.6, 0.8, 1.0, 1.2 and 1.4. The x- and y-axes correspond to kx and 
ky, respectively, (b) Van Hove singularities in a Hubbard model that includes i! and if'.
the potential energy due to U for an 8 x 8 lattice changes very little as a function of V.
4.1.3 M omentum  Distribution
The momentum distribution of the Hubbard model has been the focus of significant 
research. This section will present CPMC calculations for the momentum distribution of 
a Hubbard model with improved band-structure and an extended potential. The operator 
used in the calculation is
The following results all involve systems in which =  n^, and as a result, n-j-(k) =  n^lc).
n4.(k})> The introduction of additional hopping parameters alters the non-interacting energy
(4.2)
Therefore the results shown below are all actually for n^(k) only (since it is identical to
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spectrum. Instead of Eq. 2.6, we have
6/1 =  —2t [cos(fcx) +  cos(fcy)] +  4tf C 08(fer) cos(fcy) — 2t" [cos(2fcx) +  cos(2fcy)]. (4.3)
Based on Eq. 4.3, the non-interacting Fermi surface for a system with if =  0.11 and if' =  
0.039 is shown in Fig. 4.23(a). The perfect Fermi surface nesting that exists at half-filling 
in the normal Hubbard model is no longer present. As discussed in Chapter 2, this change 
is expected to alter the magnetic behavior of the model. The additional hopping terms also 
alter the position of Van Hove singularities in the system, as shown in Fig. 4.23(b). In the 
normal Hubbard model, the Van Hove singularity occurs at the same energy as the Fermi 
surface for a filling of 100% (half-filling). With if =  0.11 and if' — 0.039, the singularity is 
located on the non-interacting Fermi surface at 86% filling, and at 52% filling for if =  0.28 
and if’ =  0.12. As discussed in Chapter 2, the presence of a Van Hove singularity on 
the Fermi surface is believed to lead to enhanced superconducting correlations [38, 39]. 
This is particularly interesting in the if =  0.11 and if' =  0.039 case, because the Van 
Hove singularity is approximately at the filling at which superconductivity occurs in real 
materials.
The results in Fig. 4.24 demonstrate how additional hopping parameters affect the 
momentum distribution. The figure shows contour plots of the momentum distribution for 
several different 8 x 8  lattices. In each case, there are 27f and 27 i electrons, the on-site 
potential is a constant (17 =  4), and the values of if and if' vary: (a) t1 =  t" =  0, (b) 
if =  0.11 and if' =  0.039, and (c) tf =  0.28 and if' =  0.12. As if and if' increase from zero, 
density in momentum space shifts to the fc-points, (±ir, 0) and (0, ±ir). In addition, the 
contour plots show that the momentum distribution shifts away from points near (± § , ± f )  
as if and if' increase.
To compare these contour plots, it is much clearer and more concise to plot cuts in 
these surfaces. Fig. 4.25 shows how these cuts are made: the momentum distribution is
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(c-) (d.)
Figure 4.24: Contour plots of momentum distributions for several 8 x 8  lattices with 27t 
and 27 i electrons, U =  4 and with various values o f tf and tf1. The plots show results for 
systems with if =  t" =  0 (a.), tf =  0.11 and tf1 =  0.039 (b.), and for tf — 0.28 and t" =  0.12 
(c.). The value of kx (or ky) can be determined from the x  (or y) given in the plot using the 
formula: kx =  —ir +  f  (x — 1); the color bar in (d.) gives the magnitude of a the momentum 
distribution at a particular fc-point.
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Figure 4.25: The cuts used to 
make two-dimensional plots of 
momentum-space surfaces.
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Figure 4.26: The momentum distribution for an 84% filled, 
8 x 8  lattice with U  =  0 and various values for f  and t". The 
plot is made by making cuts in the three-dimensional Fermi 
surface along the lines shown in Fig 4.25.
n(k) - up spins
8x8.27t 27i .  U -4
r - r - o






Figure 4.27: The momentum distribution for an 84% filled, 8 x 8  lattice with (7 =  4 and 
various values for i! and t". The plot is made by making cuts in the three-dimensional Fermi 
surface along the lines shown in Fig 4.25.
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plotted along a line from the Ar-point (0,0) to (ff,0), then from ( i r ,  0) to ( i r ,  t t ) ,  and finally 
from ( t t ,  t t )  back to (0,0). Cuts of the momentum distributions from Fig. 4.24 are shown in 
Fig. 4.27. This graph shows a dramatic increase in the momentum distribution at the point, 
( t t ,  0), and a noticeable decrease at the point, ( f , | ) .  These basic trends are consistent with 
those in the non-interacting momentum distributions, shown in Fig. 4.26.
We also studied how changing tf or if' systematically affects the momentum distri­
bution. Fig. 4.28 shows results for an 84% filled, 8 x 8  lattice with U — 4 and if' =  0.12. 
The value of t' varies in each curve. In general, increasing if leads to an increase in the 
momentum distribution at fc-points near (ir,0), and it leads to decreases near (0,0). The 
changes that come as a result of changing if appear most dramatic when the second-near­
neighbor hopping parameter changes from 0.50 to 0.60. These values also coincide with 
values at which the band structure changes from a closed to an open shell. A similar plot is 
shown in Fig. 4.29. In this case, the second-near-neighbor hopping parameter is a constant, 
if =  0.28, and if' varies. As in the case of t1, increasing if' also leads to an increase in the 
momentum distribution around the fc-point, (ir,0). Unlike if however, this increase comes 
with a slight decrease near (^, §). Again, the most dramatic change in the momentum 
distribution comes when the system shifts from a closed shell to an open one -  that is, 
when if' increases from 0.30 to 0.40.
We next discuss the effect of the on-site potential, U. The graph in Fig. 4.30 show 
cuts in the momentum distribution for an 84% filled, 8 x 8  lattice with various values of U. 
As the potential increases, the momentum distribution generally spreads out as one would 
expect. The decrease along the line (0,0) —► (ir, 0) is particularly clear, and an increase is 
apparent at points near (x, t t ) .  The momentum distribution remains open (and electron­
like), even though the Fermi surface becomes less defined as U  increases. Fig. 4.31 shows that 
this behavior is consistent for larger lattices. The plot gives the momentum distributions



















Figure 4.28: The momentum distribution for an 84% filled, 8 x 8  lattice with various values 
for t! and a constant The on-site potential is a constant, U =  4.
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Figure 4.29: The momentum distribution for an 84% filled, 8 x 8  lattice with a constant t! 
and various values for t". The on-site potential is a constant, U — 4.
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Figure 4.30: The momentum distribution for an 84% filled, 8 x 8  lattice with various values 
of U and with tf =  0.28 and =  0.12.
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Figure 4.31: The momentum distribution for an 84% filled, 16 x 16 lattice with various 
values of U  and with il =  0.28 and t" — 0.12.
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Figure 4.32: The momentum distribution for an 84% filled, 8 x 8  lattice with a constant 
on-site potential, various values of V, and with t' — 0.28 and t" — 0.12.
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Figure 4.33: The momentum distribution for an 88% filled, 12 x 12 lattice with a constant 
on-site potential, various values o f V, and with t7 =  0.28 and t/' =  0.12.
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for several 16 x 16 lattices with the same filling percentage and hopping parameters as 
Fig. 4.30, and with several values for the on-site potential. Again, we find that an increase 
in the potential causes a spread in the momentum distribution near the Fermi surface. The 
momentum distribution and Fermi surface are better defined than for the 8 x 8  lattice, due 
to a more fine-grained lattice.
What effect does an extended potential have on the momentum distribution? The 
results in Fig. 4.32 show the momentum distribution for an 8 x 8 lattice with constant 
on-site potential, U — 4, and several values for the near-neighbor potential, V. The plot 
shows that increasing the value of V  changes the momentum distribution only slightly, with 
a very small increase at (0,0) and a small decrease at (§ ,§ ) . We find similar results for an 
88% filled, 12 x 12 lattice, shown in Fig. 4.33. Again, this result shows that an extended 
potential has only a small effect on the momentum distribution, and it demonstrates that 
this behavior is consistent for larger lattices.
4.1.4 Spin Structure
The spin structure of the Hubbard model is particularly important. The physics 
predicted by the Hubbard model qualitatively agrees with the structure found through 
experiment. In particular, research has shown that for half-filled lattices, the Hubbard 
model shows long-range, anti-ferromagnetic order [44]. Furthermore, electron pairing and 
the superconducting mechanism in cuprates are thought to be closely coupled to the anti­
ferromagnetic order. It is therefore important to understand the anti-ferromagnetic order 
in the Hubbard model and see what connections it might have with pairing order.
This section will detail the spin structure of a Hubbard model with additional hop­
ping parameters and an extended potential. The structure is measured using two operators: 
the spin structure factor, and the parallel and anti-parallel pair correlation functions. The
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spin structure factor is given by
5(k) =  ^ ^ e ik-, (s0si>, (4.4)
where si gives the net spin on a particular lattice site, 1 (i.e., S| =  ni-j- — n^). The parallel 
pair correlation function has the form
(1) =  (not«it +  "oi"!*). (4-5)
and the anti-parallel pair correlation function is given by
P inti—1| (1) =  (nofttli +  • (4-6)
From these definitions, it is easy to show that the spin structure factor is simply the Fourier 
transform of the magnetic moment structure factor, [/^(l) — Panti- ||(l)] -
An example plot of the spin structure factor for a Hubbard Hamiltonian with im­
proved band structure is shown in Fig. 4.34. This is an 8 x 8 lattice that is 97% filled, with 
31f and 314. electrons. The most obvious structure on this surface is the large peak at the 
k-point, (7r,7r), which indicates long-range, anti-ferromagnetic order in the system. Why 
does anti-ferromagnetic order cause a peak in the spin structure at this point? A small 
anti-ferromagnetic lattice is shown in Fig. 4.35. From Eq.4.4, the spin structure factor for 
this system is
S (*’ =  I  £  (4.7)
1
Because the spin alternates on the lattice sites, it is easy to show that: (<S(o,o)s (o,o)) =  1, 
(s(o,o)«(i,o)} =  “ I, <S(o,0)3(0,i)> =  -1 , and (a(0,o)S(i,i)) =  1- (The alternating nature of 
the anti-ferromagnetically aligned spins is clearly visible in a plot of the magnetic moment 
structure factor, shown in Fig. 4.36.) At the point (ir,;r), the (sosi)’s combine with the 
exponential in Eq. 4.7 (which also alternates sign with 1) to give a sum in which each term
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800. 8x8, 31ud, U-8, t'-0.28. t"-0.12
Figure 4.34: The spin structure factor for an 8 x 8 lattice with 31|314- electrons and with 
U =  8. The large peak at the fc-point (ir, ir) is a signal o f anti-ferromagnetism. The trial 
wave function for this system was generated using an Unrestricted Hartree-Fock calculation 
with a small value for the on-site potential, U  =  0.1.
(0, 1) (i, i)
(0, 0) (1, 0)
Figure 4.35: A simple anti-ferromagnetic lattice.
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Magnetic Moment Correlation Function








(0.0) (4.0) (0.0)(4.4) y
Figure 4.36: The magnetic moment correlation function for an 8 x 8 lattice with 31f31i elec­
trons. The anti-ferromagnetic order is clearly evident in the interacting system. The trial 
wave function for this system was generated using an Unrestricted Hartree-Fock calculation 
with a small value for the on-site potential, U =  0.1.
contributes maximally. This combination gives a peak in the spin structure factor at (ir, ir) 
for an anti-ferromagnetic lattice.
The behavior of the spin structure factor can be seen more clearly by plotting “cuts” 
in the surface as described above for the momentum distribution, and as shown in Fig. 4.25. 
The results in Fig. 4.37 shows cuts for the system in Fig. 4.34 and Fig. 4.36. The non­
interacting (U =  0) spin structure factor is flat, indicating a lack of long range order that 
one would expect from a system of free electrons. It differs significantly from the two curves 
for interacting systems. With the introduction of an on-site potential, it is energetically 
unfavorable for a lattice site to be occupied by two electrons. Near half-filling, the result is 
a system in which each site is occupied by one electron, and the electrons align themselves 
anti-ferromagnetically. This order can be seen in the U  =  4 spin structure factor, which
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Figure 4.37: A comparison of the spin structure factor for a nearly half-filled, 8 x 8  lattice 
with various values for the on-site potential, U. The system has 31f311 electrons and shows 
strong anti-ferromagnetic order. The trial wave function for this system was generated 
using an Unrestricted Hartree-Fock calculation with a small value for the on-site potential, 
U =  0.1.
shows a large peak at (ir, ir). At larger interaction strengths, we expect the peak in the spin 
structure factor to become larger as the probability for a lattice site to be doubly occupied 
decreases. Fig. 4.37 shows a larger peak for the (7 =  8 system as expected, indicating 
stronger anti-ferromagnetic order.
A plot to compare the effect of adding second- and third-near-neighbor hopping 
parameters is shown in Fig. 4.38. The plot shows results for an 84% filled 8 x 8  lattice 
in which the on-site potential is a constant, (7 =  4. The spin structure of the original 
Hubbard model still shows long-range, anti-ferromagnetic order, based on the large peak at 
(ir, ir). (Note that this system is an open-shell, and the error of CPMC tends to increase 
in these cases.) This behavior can be predicted from the Fermi surface nesting found
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Figure 4.38: The spin structure factor for an 84% filled 8 x 8  lattice with a constant on-site 
interaction and various values of 1? and t". While the original Hubbard model still shows 









Figure 4.39: The spin structure factor for an 84% filled 16 x 16 lattice with constant t! 
and t" and various values font the on-site interaction, U. Anti-ferromagnetic order has 
disappeared.
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in this system near half filling. For the lattices with non-zero values for the additional 
hopping parameters, there is no nesting and we expect that anti-ferromagnetic order will 
be suppressed. From the results in Fig. 4.38 we find that this is, in fact, the case. The results 
for a lattice with if =  0.11 and t" =  0.039 show that the long range order has disappeared, 
as indicated by the incommensurate peak in the spin structure factor. This result is nearly 
identical to the spin structure factor for a system with if — 0.28 and if' =  0.12. Fig. 4.39 
demonstrates that this behavior is consistent for larger lattices -  at 84% filling, long-range, 
anti-ferromagnetic order has also vanished in the 16 x 16 case. By including second- and 
third-nearest-neighbor hopping, a Hubbard lattice loses long-range, anti-ferromagnetic order 
more readily upon doping than a system in which t1 =  t" =  0. This behavior more closely 
reproduces the behavior seen experimentally in high-Tc superconductors. In these materials, 
anti-ferromagnetic order vanishes very quickly with doping, typically below fillings of 98%
[27]. In this manner, adding additional hopping parameters has made a model that more 
accurately reflects the behavior of real materials.
We can further examine the effect of an improved band structure by measuring the 
effect of various second- and third-near-neighbor hopping parameters on a system where 
all other parameters are constant. Results from such a calculation are shown in Fig. 4.40. 
This plot shows the effect o f changing if on the spin structure factor o f an 8 x 8 lattice with 
27f and 2 7 | electrons. The on-site potential and the near-neighbor hopping parameters 
are constants, U  =  4 and if' =  0.12. We find that long-range, anti-ferromagnetic order is 
suppressed even in the presence of if' only, since the curve for a system with if — 0 still 
shows no peak at the k-point, (jt,tt). In addition, as the value of if increases from 0.50 to 
0.60, the spin structure changes significantly: all indications of a peak around (ir, ir) vanish, 
and new peaks appear at the point, (%, %), and around the point, ( f  ,0 ). This is the point 
at which the free-electron band structure changes (i.e., if >  0.5) [60]. This transition affects
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the physics of our system as well as the quality of the trial wave-function used in the CPMC 
calculation. Similar behavior is seen in the case when tf is a constant and if' varies, as shown 
in Fig. 4.41. A non-zero value for the second-near-neighbor hopping parameter is sufficient 
to suppress long-range, anti-ferromagnetic order, as demonstrated by the presence of an 
incommensurate peak in the spin structure factor for the curve with if =  0.28 and t" =  0. 
This peak decreases in size as tf  increases. When tf  increases from 0.3 to 0.4, the shape of 
the spin structure changes dramatically. Again, this behavior occurs for the same point at 
which the non-interacting band-structure changes -  at tf  =  0.4, the system is no longer a 
closed shell.
How does an extended potential affect the spin structure? Fig. 4.42 shows the spin 
structure factor for an 8 x 8 lattice with if — 0.28 and if' =  0.12. The results are for a 
system with 31f and 314- electrons -  very near half filling. Unlike the case with V  =  0, 
these results indicate that including an extended potential in the Hubbard model leads to 
a suppression of long-range, anti-ferromagnetic order near half filling. The curve for the 
system with U =  4 and V  — 1 does not have a peak at the point (ir, ir). As discussed, the 
near-neighbor potential increases the probability for sites to be doubly occupied in dense 
systems. This leads to a decrease in anti-ferromagnetic order. (It should also be noted that 
the case with 31t and 314- electrons is an open shell. As mentioned before, the performance 
CPMC with extended potentials suffers in these cases due to poor trial wave functions.) For 
a system away from h a l f - f i l l i n g ,  the introduction of an extended potential appears to have 
less effect. This behavior can be seen in the spin structure factor for an 84% filled lattice, 
shown in Fig. 4.43. This plot gives the spin structure factor for systems with various values 
of on-site and near-neighbor potentials, each of which have the same values for hopping 
parameters, tf — 0.28 and if' =  0.12. The plot shows that as the near-neighbor potential, 
V, increases, the spin structure factor decreases, although by a smaller amount.
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Figure 4.42: The spin structure factor for a n e a r ly  half-filled filled, 8 x 8  lattice with 
an extended potential and U — 4. The system has 31t314 electrons and the additional 
hopping parameters are i! — 0.28 and t" =  0.12. The trial wave function for this system  
was generated using an Unrestricted Hartree-Fock calculation with a small value for the 
on-site potential, U  =  0.1.
S(k) - Spin
8x8.27t27l, t’=0.28. t” =0.12
O  O U=V=0 
O  Q  U=4. V=0 
0 — 0  U=4, V=0.5 
A  A  U=4. V=[ .0 
<3— —< U=8, V=l 
?  v  U=8, V=2
Figure 4.43: The spin structure factor for an 84% filled, 8 x 8  lattice with an extended 
potential and U  =  4,8. The additional hopping parameters are t! =  0.28 and t" =  0.12.
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4.2 Two Tests for the Constrained Path Approximation
Thus far, CPMC calculations on the Hubbard model, including the present study, 
have failed to detect any enhancement in electron pairing correlations in channels that were 
computed (Is, 2s, 2d). In this section, we present results for two Hubbard systems that test 
the reliability of the constrained path approximation. Our goal is to determine whether 
CPMC is able to show enhanced pairing for a system in which the behavior exists and 
which has a sign problem. The CPMC method makes an approximation to control the 
sign problem. As mentioned in Chapter 1, the method has been benchmarked extensively 
and has been shown to be reliable and accurate at low to medium interactions (U  < 10). 
Nonetheless, the possibility exists that the approximation has somehow biased earlier and 
our present calculations and prevented us from seeing indications of a superconducting 
ground state. The calculations presented in this section provide yet another set of stringent 
tests and a new dimension in the benchmarks of CPMC. Although it can not be completely 
ruled out that our results on pairing were biased qualitatively, our test results in this section, 
coupled with previous calculations, reduce this possibility considerably.
4.2.1 A System  w ith Enhanced Pairing and a Sign Problem
The question we address is whether the constrained path approximation is capable of 
showing enhanced pairing at a ll It is well known that the attractive Hubbard model, with 
U  <  0 and V  =  0, does show enhanced Is pairing [75,76]. The properties of this system  
are well known because, unlike the repulsive Hubbard model, the attractive case does not 
suffer from the fermion sign problem (since the number operators on the right hand side of 
Eq. 3.17 are of the same sign). If a small, repulsive near-neighbor potential, V, is added to 
this system, the result will be a system that has both enhanced pairing and a fermion sign 
problem. CPMC results for the Is pair correlation function of such a system are shown
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Figure 4.44: The Is pair correlation function for an 8 x 8 lattice with a negative on-site 
interaction and a non-zero value for Vj_. The system has only 5T54 electrons and tf — tf' =  0. 
Note that the interacting result is larger than the free-electron correlation.
in Fig. 4.44. The results are for an 8 x 8 lattice that is 16% filled (5 f  and 5 4- electrons) 
and where If =  tf’ =  0. The figure shows the non-interacting pair correlation functions, 
as well as the correlation for a lattice with the on-site attraction, U — —4, and with the 
near-neighbor repulsive potential, VI =  1 (Vf| =  0). The result clearly demonstrates that 
the constrained path method is able to predict pairing correlations for a system in which 
we know such correlations exist and which has a sign problem. As it should, the Is pair 
correlation function for the interacting system shows significant enhancement in comparison 
to the non-interacting result.
Results for a similar system are shown in Fig. 4.45. We still consider an 8 x 8 lattice, 
but in this case the system is more dense: the lattice is 84% filled. As before tf — t" =  0. 
The non-interacting (U =  V  =  0) pair correlation is given, as well as the pair correlations
























Figure 4.45: The Is pair correlation function for a dense 8 x 8  lattice with a negative on-site interaction and a non-zero 
value for Vi. The system has 271274- electrons and t' — t" =  0.
8
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for lattices in which the on-site attraction is a constant, U =  —4, and the near-neighbor 
repulsive potential, Vj_, varies. The purely attractive U =  —4, V =  0 line shows significantly 
enhanced Is pairing relative to the non-interacting curve. As the near-neighbor potential is 
increased, the pair correlation decreases with respect to the U =  —4, V =  0 case, but all of 
the correlation functions with a non-zero value for V± (and therefore all of the correlation 
functions with a sign problem) are still comparatively larger than the non-interacting curve. 
This result clearly demonstrates that the constrained path Monte Carlo method is able to 
reproduce superconducting pair correlations in systems with a sign problem.
Why does the strength of the pair correlation functions decrease with V ? Qual­
itatively, there are two factors. First, the likelihood of pairs forming is lessened by the 
presence of a near-neighbor repulsion -  in effect, the repulsion “screens” the on-site attrac­
tion. Second, the close proximity of electrons to one another in a dense system makes it 
more likely that Is pairs will be broken apart (or not form at all) due to the repulsion from 
a neighboring electron. This behavior can be seen by comparing Fig. 4.44 and Fig. 4.45: 
the curve with U =  — 4 and Vj. =  1 in the 5 f  5 i  case is comparable to the U =  —4 and 
V± =  0.25 curve in the 27T274, case -  a pair correlation function can be reduced simply by 
adding electrons to the lattice.
4 .2 .2  A  T oy P ro b lem  th a t sh ow s dxi _ y 2 P a irin g
The introduction of an extended potential into the Hubbard Hamiltonian allows 
for the study of many interesting, though perhaps unrealistic, physical systems. Here we 
consider a system with attractive near-neighbor interaction, Vx, and with Vf| set to zero. 
In addition, the system has a large value for This encourages electron motion around a 
lattice site, as shown in Fig. 4.46. The results for one such system are shown in Fig. 4.47. 
This graph shows the 2d pair correlation for an 8 x 8 system that is 69% filled (22 t  and
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Figure 4.46: Hopping on a 3 x 3 lattice. By encouraging hopping along the t' direction, we 
hope to enhance dxa _ s a pairing.
22 4 electrons). The result shows both the non-interacting, U =  V  =  0, pair correlation, 
and the pair correlation for an interacting system in which U is still equal to zero but with 
VI =  —1.50. The plot clearly shows that the interacting curve is larger than the non­
interacting one, even at large pair separation. This behavior demonstrates that our “toy” 
system does, in fact, show enhanced 2d pairing.
The plot in Fig. 4.48 shows results for a system with an on-site repulsion. The lattice 
size, filling percentage and the non-interacting curve are all the same as above. However, 
in this case, the red line gives the pair correlation for a lattice with U =  2 and VI =  0. 
This curve is just slightly smaller than the non-interacting pair correlation, indicating that 
the system does not show enhanced pairing. However, when VI is non-zero, the system 
does show enhance pairing: the pair correlation for a system with {7 =  2 and VI =  —0.5 is 
larger than the non-interacting result. This plot demonstrates that the introduction of an 
attractive near-neighbor potential, V± =  0, is able to produce enhanced 2d pair correlations. 
Physically, this behavior is consistent with our expectation. Algorithmically, this shows that 
the CPMC method, using an identical setup to the one used throughout this thesis and using
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Figure 4.47: The dza_ya pair correlation function for an 8 x 8 system with U =  0 and negative 
Vj.- The system has an artificially large value for the next-nearest-neighbor hopping, f  =  
1.4. Note that the system does show enhanced pairing.
2d vs. |r|








Figure 4.48: The dxi _ y 2  pair correlation function for an 8 x 8 system with U =  2 and 
negative VI. Using a non-zero value for VI leads to an enhancement in the pair correlation.
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a non-interacting |^r) which does not have long-range pairing, is capable of detecting an 
enhancement in dxj_Ba pairing.
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Chapter 5
Conclusion
The Hubbard model has been widely believed to contain the necessary physics for 
describing high-Tc superconductivity, yet until recently, study of the model was limited by 
computational difficulties. Exact approaches are generally not possible, traditional approx­
imate methods are often inconsistent and unreliable, and numerical Monte Carlo methods 
have been plagued by the fermion sign problem. The development of the constrained path 
Monte Carlo method gave scientists a unique tool for studying many-fermions systems with­
out the detrimental effects of the fermion sign problem. Although approximate, CPMC has 
proven to be both accurate and robust. Using CPMC, scientists were able to study the 
Hubbard model in greater detail than previously possible. These studies found that the 
model is not able to produce the pairing correlations expected from a model of high-Tc 
superconductivity.
In this thesis, we have presented results from a study of models built within the 
original Hubbard framework. These include Hubbard systems with both second- and third- 
nearest neighbor hopping, as well systems with an extended potential. We have used con­
strained path Monte Carlo to study the ground state properties of these models, with an
107
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emphasis in two areas. Our first set of calculations used CPMC to measure the ground 
state properties of a Hubbard model with realistic hopping parameters and with a realistic 
extended potential. This aspect of the study was undertaken with the particular goal of 
determining whether the additional terms were capable of producing enhanced pairing and 
capturing ground-state properties of cuprates. Our second set of calculations provides two 
additional, stringent test cases for the constrained path approximation. They demonstrate 
that CPMC is able to produce enhanced pairing, including pairing of dxa_Ba symmetry, in 
systems that we know exhibit such correlations, but that also have a sign problem.
In the first set of calculations, we have used second- and third-nearest neighbor 
hopping parameters that were obtained from first-principles calculations with YBCO, and 
we have used values for the near-neighbor repulsion that are based on realistic estimates
[2]. The energy from our CPMC calculation with these additional hopping parameters 
indicates that phase separation does not occur at low to medium interaction strength. 
Similar results are found for a system with an extended potential. These same energy 
results also indicate that the extended potential increases the likelihood for lattice sites to 
be doubly occupied. Additional hopping terms alter the Fermi surface noticeably -  perfect 
Fermi surface nesting, a prominent feature in the normal, half-filled Hubbard model, is 
no longer present. This behavior suggests a suppression of anti-ferromagnetic order in the 
system, and our calculations find this to be true. The Hubbard lattice with second- and 
third-nearest-neighbor hopping loses anti-ferromagnetic order more readily upon doping 
than a system without these terms. An extended potential, which has little effect on 
the Fermi surface, also leads to a decrease in anti-ferromagnetic order. This behavior is 
natural, since we have shown that the potential leads to an decrease in singly occupied sites 
(and therefore, anti-ferromagnetic order). The additional hopping terms and an extended 
potential have no significant effect on the pairing correlations of the Hubbard system. In the
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case of Is and 2s pairing, our results show that the correlation functions are very nearly zero. 
For a system with only additional hopping terms and no extended potential, our results show 
a slight increase in the dx2 _ „ 2  for small interaction strengths. As the interaction strength 
increases, however, the dx2 _ „ 2  correlation systematically decreases. Including an extended 
potential leads to a further decrease in the 2d pair correlation functions. Thus, even when 
second- and third-nearest neighbor hopping terms and and extended potential are included 
in its Hamiltonian, the Hubbard model does not seem to have the pairing correlations that 
are characteristic of the cuprates.
Our second set of calculations involve two stringent test cases for the constrained 
path Monte Carlo Method. In the first test case, we have calculated the pairing correlations 
for a Hubbard lattice with an on-site, attractive interaction and a near-neighbor repulsion 
between electrons of opposite spin. Such a model is known to show enhanced Is pair 
correlations due to the on-site attraction, and the near-neighbor repulsion introduces a 
sign problem into the calculation. Results from this calculation do show that the Is pair 
correlation for the interacting system is significantly larger than the non-interacting case. In 
this manner, we have found that the constrained path Monte Carlo method is able to show 
enhanced pairing in a system that suffers from the fermion sign problem. In a second test 
case, we created an artificial model with an on-site repulsion, and a near neighbor attraction 
between electrons of opposite spin. A large, second-near-neighbor hopping parameter was 
used in order to encourage hopping in a manner consistent with dx2 _ y2 pairing. CPMC 
results on this toy model do show enhanced dx2 _ y 2 pairing correlations.
The results we have presented (as well as previous CPMC calculations) indicate 
that Hubbard-like models are incapable of showing enhanced pairing. Before concluding, 
however, we again emphasize two factors which affect the definitiveness of the present calcu­
lations. The first is the approximate nature of the CPMC method. The possibility cannot be
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ruled out that the constrained path approximation biased the results severely, even though 
the method has passed all tests to date. Additional tests could include the use of alternative 
trial wave functions which have built-in correlations or which are iteratively improved by 
incorporating a feedback mechanism from CPMC. The second factor is the model Hamil­
tonian itself. In principle, longer-range interaction terms can be considered, such as the 
“Coulomb-assisted hopping” term. This term takes into account interactions of the form 
cLcj<rn*-<r’ where i and j  are near neighbors, and Hubbard estimated that the magnitude 
of this interaction is approximately leV . This value is comparable to the strengths of the 
on-site and near-neighbor potential (recall these are lOeV and 2 — 3eV, respectively). The 
Coulomb-assisted hopping term is the last significant term in the potential (the next largest 
term is only ^eV ), and Hartree-Fock calculations have indicated that including such a term 
in the Hubbard Hamiltonian might lead to enhanced pairing [77].
Despite these factors, our calculations show that it is much more likely that the basic 
framework of a Hubbard-like model is an inadequate starting point for a theory of high-Tc 
superconductivity. Exactly what the missing physics might be is, of course, a key question 
for future high-Tc research. We can hope that the emergence of powerful tools such as 
CPMC will now be coupled tightly with phenomenology. This approach will expedite the 
study and verification of new models and, as a result, lead to a much quicker pace in the 
theory of high-Tc materials.
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