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Abstract
Superanalysis can be deformed with a fermionic star product into a Clifford calculus that is equivalent
to geometric algebra. With this multivector formalism it is then possible to formulate Riemannian
geometry and an inhomogeneous generalization of exterior calculus. Moreover it is shown here how
symplectic and Poisson geometry fit in this context. The application of this formalism together with
the bosonic star product formalism of deformation quantization leads then on space and space-time to a
natural appearance of spin structures and on phase space to BRST structures that were found in the path
integral formulation of classical mechanics. Furthermore it will be shown that Poincare´ and Lie-Poisson
reduction can be formulated in this formalism.
1 Introduction
Geometric algebra was initiated by early ideas of Hamilton, Grassmann and Clifford. The basic idea of
geometrical algebra goes back to Clifford, who combined the scalar and the wedge product of vectors into
one product in order to generalize complex analysis to spaces of arbitrary dimensions. With this geometric
or Clifford product it is then possible to build up a multivector formalism that contains the structures of
vector analysis, complex analysis and of spin. The description of spin was the physical motivation to resume
the program of Clifford calculus after the Gibbs-Heavyside vector tuple formalism became the standard
formalism in physics. This was done by Hestenes [1, 2] and independently also by Ka¨hler [3], who generalized
the Clifford structures of Dirac theory to an inhomogeneous exterior calculus and to curved spaces. Since
then geometric algebra was extended into a full formalism and applied to a wide range of physical questions
(see for example [4, 5]).
In [6] it was noticed that geometric algebra can be formulated in the realm of superanalysis, where a close
connection to pseudoclassical mechanics appeared. In the superanalytic formulation of geometric algebra it
is then possible to see that the geometric product is a fermionic star product that deforms the Grassmann
structure into a Clifford structure [7]. Such a fermionic star product appeared already in the founding paper
of deformation quantization [8] and was applied in [9, 10] for deformation quantization of pseudoclassical
mechanics and the formulation of spin and Dirac theory in the star product formalism. In section two to six
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2it will be described following [5, 11] how geometric algebra can be formulated as deformed superanalysis. The
use of a fermionic star product has the advantage that geometric algebra can be unified with deformation
quantization on a formal level. The structure of the resulting formalism is supersymmetric. For example one
can describe rotations on the one hand with a bosonic star exponential that acts on the bosonic coefficients
of a multivector and on the other hand with fermionic star exponentials, i.e. rotors, that act on the fermionic
basis vectors of the multivector. A multivector is then invariant under a combination of such rotations,
which leads to a new supersymmetric invariance condition. As shown in section seven the condition of such
an invariance on space and space-time leads to a natural appearance of spin structures.
In section eight the superanalytic formulation of geometric algebra will be applied to describe symplectic
geometry and Hamiltonian dynamics [12]. Using a superanalytic formalism leads to the question if the
fermionic degrees of freedom on the phase space play a physical role just as the fermionic structures of
space and space-time constitute the spin. Moreover one can wonder if there is a supersymmetry in classical
mechanics. Supersymmetric structures in classical mechanics were first noticed by Gozzi et al. in the path
integral description of classical mechanics [13, 14, 15]. The classical path integral is a path integral where
all possible paths are constrained by a delta function to the classical path. The delta function can be
written in terms of fermionic ghost degrees of freedom and the corresponding Lagrange function that leads
to the reduction to the classical path as a gauge conditon was shown to be invariant under a BRST- and
an anti-BRST-transformation. Furthermore it was shown that the fermionic ghosts could be interpreted as
differential forms on the phase space [16]. Together with the star product formalism this was extended in
[17] to a proposal for a differential calculus in quantum mechanics. It will be shown in section nine that
these structures are the natural structures of geometric algebra that appear if one considers bosonic and
fermionic time development on the phase space.
In the last two sections Poisson geometry and phase space reduction will be discussed. It will be shown
that geometric algebra leads in this purely classical problem to a very elegant formulation. Especially for
the example of the rigid body one sees that the dynamics is transferred by a fermionic rotor transformation
from the vector to the bivector level, which is the same idea that is applied in the Kustanheimo-Stiefel
transformation [18].
2 Geometric Algebra and the Clifford Star Product
The Grassmann calculus of superanalysis can be deformed with a fermionic star product into a Clifford
calculus. This Clifford calculus is a multivector calculus that is equivalent to geometric algebra. In this
superanalytic formulation of geometric algebra the supernumbers correspond to the multivectors and the
fermionic star product corresponds to the geometric or Clifford product. If one considers for example a d-
dimensional vector space with metric ηij , the basis vectors of this vector space are the Grassmann variables
σi, i = 1, . . . , d. A vector v = v
iσi is then a supernumber of Grassmann grade one and a general multivector
A is a supernumber
A = A0 +Aiσi +
1
2!
Ai1i2σi1σi2 + . . .+
1
d!
Ai1...idσi1σi2 . . .σid . (2.1)
The multivector A is called r-vector if the highest appearing Grassmann grade is r, i.e. if A = 〈A〉0+ 〈A〉1+
. . .+ 〈A〉r , where 〈 〉n projects onto the term of Grassmann grade n. A multivector A(r) is homogeneous or
an r-blade if all appearing terms have the same grade, i.e. if A(r) = 〈A(r)〉r.
3On the above vector space one can then define the Clifford star product
A ∗C B = A exp
 d∑
i,j=1
ηij
←−
∂
∂σi
−→
∂
∂σj
 B. (2.2)
As a star product the Clifford star product acts in a distributive and associative manner. The Clifford star
product of two basis vectors is σi∗Cσj = ηij+σiσj and with the metric one has further σi∗Cσ
j = δji +σiσ
j
and σi ∗C σ
j = ηij + σiσj . For two homogeneous multivectors A(r) and B(s) the Clifford star product is
the sum
A(r) ∗C B(s) = 〈A(r) ∗C B(s)〉r+s + 〈A(r) ∗C B(s)〉r+s−2 + · · ·+ 〈A(r) ∗C B(s)〉|r−s|. (2.3)
The term of lowest and highest grade correspond to the inner and the outer product
A(r) ·B(s) = 〈A(r) ∗C B(s)〉|r−s| and A(r)B(s) = 〈A(r) ∗C B(s)〉r+s. (2.4)
Especially for the basis vectors one has σi · σj = ηij , σi · σ
j = δji and σ
i · σj = ηij .
As a first example one can consider the two dimensional euclidian case. A general element of the Clifford
algebra is a supernumber A = A0 +A1σ1 +A
2σ2 +A
12σ1σ2 and a vector corresponds to the supernumber
a = a1σ1 + a
2σ2. The Clifford star product of two vectors is
a ∗C b = ab+ a
[
2∑
n=1
←−
∂
∂σn
−→
∂
∂σn
]
b = (a1b2 − a2b1)σ1σ2 + a
1b1 + a2b2 ≡ a ∧ b+ a · b, (2.5)
The basis bivector I(2) = σ1σ2 fulfills I(2) ∗C I(2) = I
2∗C
(2) = −1 and I(2) = −I(2), where the involution
reverses the order of the Grassmann elements:
σi1 . . .σir = σir . . .σi1 . (2.6)
I(2) plays in two dimensions the role of a imaginary unit.
In three dimensions a general Clifford number can be written as
A = A0 + a1σ1 +A
2σ2 +A
3σ3 +A
12σ1σ2 +A
13σ3σ1 +A
23σ2σ3 +A
123σ1σ2σ3 (2.7)
and it contains a scalar, a vector, a bivector and a trivector or pseudoscalar part. The basis bivectors
Q1 = σ2σ3, Q2 = σ1σ3 and Q3 = σ1σ2 fulfill
Q
2∗C
1 = Q
2∗C
2 = Q
2∗C
3 = Q1 ∗C Q2 ∗C Q3 = −1 (2.8)
which means that the even multivector Q = q0 + qiQi is a quaternion. The trivector part with basis
I(3) = σ1σ2σ3 can be used to describe the duality of vectors b = b
1σ1 + b
2σ2 + b
3σ3 and bivectors
B = b1σ2σ3 + b
2σ3σ1 + b
3σ1σ2, i.e. B = I(3) ∗C b. With this relation one can then write the geometric
product of two vectors a = a1σ1 + a
2σ2 + a
3σ3 and b = b
1σ1 + b
2σ2 + b
3σ3 as:
a ∗C b = a · b+ I3 ∗C (a× b), (2.9)
where a · b =
∑3
k=1 a
kbk and a× b = ε mkl a
kblσm.
43 Vector Manifolds
In geometric algebra the points of a manifold are treated as vectors, so that a manifold can be seen as
a surface in a flat ambient space. The at least (d + 1)-dimensional flat ambient space is spanned by the
rectangular basis vectors σa and is equipped with the constant metric ηab. A d-dimensional vector manifold
with coordinates xi, i = 1, . . . , d that is embedded in this ambient vector space is then described by smooth
functions fa(xi) and has the form x(xi) = fa(xi)σa, one also uses the notation x(x
i) = xa(xi)σa. The
vectors
ξi(x) =
∂x
∂xi
(3.10)
are the frame vectors of the manifold, which can be expanded in the ambient space as ξi(x) = ξ
a
i (x)σa. The
ξi(x) span the tangent space TxM , with the Clifford star product
F ∗C G = F exp
 d∑
i,j=1
gij(x)
←−
∂
∂ξi
−→
∂
∂ξj
 G. (3.11)
The scalar product of two frame vectors can be calculated internally and externally as gij = ξi · ξj =
(ξai σa) · (ξ
b
jσb), so that ξ
a
i ξ
b
jηab = gij . In general one has for both, the Clifford star product of the ambient
space and the intrinsic Clifford star product (3.11):
ξi ∗C ξj = gij + ξiξj , ξi ∗C ξ
j = δji + ξiξ
j , and ξi ∗C ξ
j = gij + ξiξj . (3.12)
For an orientable manifold there exists a global unit-pseudoscalar I(d)(x) = ξ1ξ2 . . . ξd/|ξ1ξ2 . . . ξd|,
which allows to define a projector P on the vector manifold that projects an arbitrary multivector A(x) in
the ambient space onto the vector manifold:
P (A(x),x) = (A(x) · I(d)(x)) ∗C I
−1∗C
(d) (x). (3.13)
A vector v(x) = va(xi)σa in a point of the vector manifold can then be decomposed into an intrinsic part
P (v) = (ξi · v)ξ
i = (vaξ
a
i )ξ
i which is tangent to the manifold and an extrinsic part P⊥(v) = v − P (v).
Applying the projector to the nabla operator of the ambient space gives a vector derivative intrinsic to the
manifold:
∂ = P (∇) = ξi(ξi ·∇) = ξ
i(ξai ∂a) = ξ
i∂i (3.14)
and for a tangent vector a the directional derivative in the a-direction is a ·∂ = ai∂i = a
iξai ∂a = a ·∇. With
the intrinsic vector derivative (3.14) the cotangent frame vectors ξi can also be obtained as the gradient of the
coordinate functions xi(x) that arise from the inversion of the vector manifold parametrization x = x(xi):
ξi = ∂xi. (3.15)
If one now applies the directional derivative a ·∂ on a tangent multivector field A(x) the result does not
in general lie completely inside the manifold. So if one wants to have a purely intrinsic result one has to use
the projection operator P again. This leads to the definition of a new type of derivative that acts on tangent
multivector fields and returns tangent multivector fields. This new derivative is the covariant derivative and
is defined by:
(a ·D)A(x) = P
(
(a · ∂)A(x)
)
. (3.16)
5In the case of a scalar field f(x) on the manifold the covariant and the intrinsic derivative are the same:
(a · ∂)f = (a ·D)f, (3.17)
while for tangent vector fields a and b one has
(a · ∂)b = P
(
(a · ∂)b
)
+ P⊥
(
(a · ∂)b
)
= (a ·D)b+ b · S(a), (3.18)
where S(a) is the so called shape tensor, which is a bivector that describes both intrinsic and extrinsic
properties of the vector manifold. The multivector generalization of (3.18) is
(a · ∂)A = (a ·D)A+ A× S(a), (3.19)
where A × B = 12 (A ∗C B − B ∗C A) =
1
2 [A,B]∗C is the commutator product (not to be confused with
the vector cross product used in (2.9); the cross product of two three-dimensional vectors a and b and the
commutator product of the corresponding bivectors A = I(3) ∗C a and B = I(3) ∗C b are connected according
to −I(3) ∗C (a × b) =
1
2
[
I(3) ∗C a, I(3) ∗C b
]
∗C
= A × B ). The commutator product of an r-vector and a
bivector gives again an r-vector so that all terms in (3.19) are r-vectors. Furthermore it is clear that (3.19)
reduces to (3.18) if A is a vector field and to (3.17) if A is a scalar field.
As a tangent vector (a ·D)b can be expanded in the ξi base:
(a ·D)b = aj
(
(Djb
i)ξi + b
i(Djξi)
kξk
)
= aj
(
∂jb
i + bkΓijk
)
ξi, (3.20)
where Γijk = (Djξk) · ξ
i =
(
Djξk
)i
is the i-th component of Djξk, which extrinsically can be written
as Γijk =
(
Djξ
a
kσa
)
· ξibσ
b = (∂jξ
a
k)ξ
i
a. One of the properties the Γ
k
ij fulfill is the metric compatibility
∂kgij − Γ
l
kiglj − Γ
l
kjgli = 0, which can be found if one applies Dk on both sides of ξi · ξj = gij . This means
that the Γijk are the Christoffel symbols and (a ·D)b is the Levi-Civita connection. The symmetry of the
Γijk in the lower indices is a consequence of
∂iξj − ∂jξi = (∂i∂j − ∂j∂i)x = 0. (3.21)
Projecting into the manifold gives Diξj −Djξi = 0, so that the symmetry of the Γ
i
jk in the lower indices
follows. From (3.21) follows further, that
(a · ∂)b− (b · ∂)a =
(
aj(∂jb
i)− bj(∂ja
i)
)
ξi (3.22)
is an intrinsic quantity that corresponds to the Lie derivative or the Jacobi-Lie bracket
Lab = [a, b]JLB ≡ (a · ∂)b− (b · ∂)a = (a ·D)b− (b ·D)a. (3.23)
The holonomy condition (3.21) can then be written with ξi · ∂ = ∂i in the more familiar form Lξiξj =[
ξi, ξj
]
JLB
= 0. One can also conclude with (3.18) that since [a, b]JLB is an intrinsic quantity, the extrinsic
parts in the Jacobi-Lie bracket have to cancel, i.e. a · S(b) = b · S(a).
A natural generalization of the Lie derivative to multivectors is given by the Schouten-Nijenhuis bracket
LA(r)B(s) =
[
A(r), B(s)
]
SNB
= (−1)r−1(A(r) ·D)B(s) + (−1)
rs(−1)s−1(B(s) ·D)A(r). (3.24)
6The Schouten-Nijenhuis bracket can be written in this way due to the fact that (3.24) has the grade r+s−1,
fulfills [
A(r), B(s)
]
SNB
= (−1)rs
[
B(s), A(r)
]
SNB
, (3.25)[
A(r), B(s)C(t)
]
SNB
=
[
A(r), B(s)
]
SNB
C(t) + (−1)
rs+sB(s)
[
A(r), C(t)
]
SNB
(3.26)
and reduces for scalar functions f , g and vector fields a and b to
[f, g]SNB = 0, [a, f ]SNB = (a ·D)f and [a, b]SNB = Lab. (3.27)
Furthermore one has the super-Jacobi-identity
(−1)rt
[[
A(r), B(s)
]
SNB
, C(t)
]
SNB
+ (−1)rs
[[
B(s), C(t)
]
SNB
, A(r)
]
SNB
+ (−1)st
[[
C(t), A(r)
]
SNB
, B(s)
]
SNB
= 0. (3.28)
4 Exterior Calculus
The exterior calculus [11] can be constructed by noting that the cotangent frame vector or one-form (3.15)
can be written with (3.17) as
ξi = Dxi = ∂xi ≡ dxi. (4.29)
In order to see how the directional covariant derivative acts on a general one-form ω = ωiξ
i one first applies
Dj on both sides of ξ
i · ξk = δ
i
k which gives (Djξ
i) · ξk = (Djξ
i)k = −Γ
i
jk, so that the covariant derivative
of ω reads
(a ·D)ω = aj
(
(Djωi)ξ
i + ωi(Djξ
i)kξ
k
)
= aj
(
∂jωi − ωkΓ
k
ji
)
ξi. (4.30)
Furthermore it is easy to see that ddxi =Dξi = 0. The closedness of ξi can be used to calculate the relation
of the Γijk and the metric:
Γijk = (Djξk) · ξ
i =
1
2
[
(Djξk) + (Dkξj)
]
· ξi (4.31)
=
1
2
[
ξj · (Dξk) + Γ
l
mkgjlξ
m + ξk · (Dξj) + Γ
l
mjgklξ
m
]
· ξi (4.32)
=
1
2
[
ξj · (Dgkmξ
m) + ξk · (Dgjmξ
m) + (∂mgjk)ξ
m
]
· ξi (4.33)
=
1
2
[
(∂ngkm)ξj · ξ
nξm + (∂ngjm)ξk · ξ
nξm + (∂mgjk)ξ
m
]
· ξi (4.34)
=
1
2
[
(∂ngkm)(δ
n
j ξ
m − δmj ξ
n) + (∂ngjm)(δ
n
k ξ
m − δmk ξ
n) + (∂mgjk)ξ
m
]
· ξi (4.35)
=
1
2
gil [∂jgkl + ∂kgjl − ∂lgjk] , (4.36)
where one uses in (4.31)
ξj · (Dξk) = ξj · (ξ
iDiξk) = ξj · (ξ
iΓlikξl) = Γ
l
ik(δ
i
jξl − gjlξ
i) = Djξk − Γ
l
ikgjlξ
i. (4.37)
7With expression (4.36) it is possible to show that the shape bivector can be written as
S(a) =
1
2
(
ξi∂ai − ξi∂a
i + ξi(a · ∂)ξi
)
, (4.38)
or Si = S(ξi) =
1
2ξ
jξk∂kgij +
1
2ξ
j∂iξj . This can be proved by calculating
b · S(a) =
1
2
(
bi(∂jai)ξ
j − bj(∂jai)ξ
i − bi(∂ja
i)ξj + bj(∂ja
i)ξi + a
jbi(∂jξi)− a
jbkξi(ξk · ∂jξi)
)
(4.39)
=
1
2
(
akbi(∂jgik)ξ
j − akbi(∂igjk)ξ
j + aibj(∂iξj)− a
jbkξi(ξk · ∂jξi)
)
(4.40)
= −akbiΓlkiξl +
1
2
ajbkξi(∂gki) +
1
2
aibj(∂iξj)−
1
2
ajbkξi(ξk · ∂jξi) (4.41)
= −akbiΓlkiξl +
1
2
aibjξk
[
(∂iξj) · ξk
]
+
1
2
aibj(∂iξj) (4.42)
= aibj(∂iξj)− a
ibjΓkijξk (4.43)
= (a · ∂)b− (a ·D)b (4.44)
= P⊥
(
(a · ∂)b
)
, (4.45)
which corresponds to definition (3.18). In (4.40) relation (4.36) was used and in (4.42) one uses
ξk
[
(∂iξj) · ξk
]
= ξkcσ
c
[
(∂iξ
a
jσa) · ξ
b
kσb
]
= (∂iξ
a
j )σa = ∂iξj . (4.46)
While the exterior derivative of the reciprocal basis vectors is zero, the exterior derivative of a general
one-form ω = ωiξ
i is a two-form dω = (Dωj)ξ
j +ωjDξ
j = (∂iωj)ξ
iξj . A general r-form is then a covariant
r-blade A(r) [11] and can be written as
A(r) =
1
r!
Ai1i2...irdx
i1dxi2 . . .dxir =
1
r!
Ai1i2...irξ
i1ξi2 . . . ξir . (4.47)
Applying the exterior differential, to A(r) gives
dA(r) =
1
r!
(
∂Ai1i2...ir
∂xj
)
dxjdxi1dxi2 . . .dxir =
1
r!
(
∂Ai1i2...ir
∂xj
)
ξjξi1ξi2 . . . ξir , (4.48)
which is a (r + 1)-form or a covariant (r + 1)-blade.
It is then also straight forward to translate other structures of exterior calculus into the language of
superanalytic geometric algebra, for example the Hodge dual is given by
⋆
(
ξi1ξi2 . . . ξir
)
=
√
|g|
(d− r)!
εi1...irir+1...idξ
ir+1 . . . ξid , (4.49)
with εi1...irir+1...id = g
i1j1 . . . girjrεj1...jrir+1...id and εi1...id = 1 for even permutations. In the euclidian or
Minkowski case the Hodge dual can be written as
⋆A(r) = (−1)(d−r)r+r(r−1)/2I(d) ∗C A
(r) (4.50)
8and the inverse Hodge star operator in the euclidian case as
⋆−1A(r) = (−1)r(d−r) ⋆ A(r) = (−1)(r−1)r/2I(d) ∗C A
(r), (4.51)
while in the four dimensional Minkowski case one has an additional minus sign, i.e. ⋆−1 = (−1)r(d−r)+1⋆.
With the Hodge star operator as defined in (4.49) the coderivative d† is given in the Riemannian case as
d†A(r) = (−1)dr+d+1 ⋆ d ⋆ A(r) (4.52)
and in the Minkowski case as d†A(r) = (−1)dr+d ⋆ d ⋆ A(r). Writing this down in components one sees that
the coderivative maps an r-form into an (r − 1)-form and can be written as d†A(r) = −d · A(r).
The interior product that maps an r-blade A(r) into an (r − 1)-blade is just the scalar product with a
vector, which can be generalized to the case of two multivectors A(r) and B
(s) as
ι˙A(r)B
(s) = A(r) · B
(s), (4.53)
so that one has for example
(a1a2 . . .ar+1) · dA
(r) =
r+1∑
n=1
(−1)n+1(an · ∂)
(
a1 . . . aˇn . . .ar+1
)
·A(r)
+
∑
m<n
(−1)m+n
(
[am,an]JLB a1 . . . aˇm . . . aˇn . . .ar+1
)
· A(r). (4.54)
In the same way Cartan’s magic formula
Laω = (dι˙a + ι˙ad)ω =
(
ai(∂iωj) + (∂ja
i)ωi
)
ξj , (4.55)
generalizes to
LaA
(r) = (dι˙a + ι˙ad)A
(r) = D(a ·A(r)) + a · (DA(r)). (4.56)
Up to now only the coordinate basis of the ξi was used, in general it is also possible to use a non-coordinate
basis given by
ϑr = ϑ
i
rξi and ξi = ϑ
r
iϑr, (4.57)
where ϑir = ϑr · ξ
i are functions of the xk, with ϑriϑ
j
r = δ
j
i and gij = ϑ
r
iϑ
s
jgrs. Analogously the reciprocal
non-coordinate basis ϑr can be expanded with the ϑri in the reciprocal coordinate basis of the ξ
i. A special
choice for the non-coordinate frame fields is obtained by the conditions ϑr · ϑs = ηrs and ∂iϑr = 0. This
means the ϑr span a (pseudo)-euclidian base and they move on the vector manifold so that
Diϑr = −ϑr · Si. (4.58)
This shows that the shape tensor, which has in the ϑr-frame the form Sr = S(ϑr) = ϑ
i
rSi, is proportional to
the Fock-Ivanenko bivector Γi [19], i.e. Si = −2Γi.
For general non-coordinate basis vectors the Jacobi-Lie bracket is no longer zero, one rather has
[ϑr,ϑs]JLB = ϑ
i
r(ξi ·D)(ϑ
j
sξj)− ϑ
i
s(ξi ·D)(ϑ
j
rξj) (4.59)
= ϑir
[
(Diϑ
j
s)ξj + ϑ
j
s(Diξj)
]
− ϑis
[
(Diϑ
j
r)ξj + ϑ
j
r(Diξj)
]
(4.60)
=
[
ϑirDiϑ
j
s − ϑ
i
sDiϑ
j
r
]
ξj (4.61)
=
[
∂rϑ
j
s − ∂sϑ
j
r
]
ϑtjϑt (4.62)
= Ctrsϑt, (4.63)
9with Ctrs = [ϑr,ϑs]JLB · ϑ
t =
[
∂rϑ
j
s − ∂sϑ
j
r
]
ϑtj . For tangent vector fields a = a
rϑr and b = b
sϑs, it follows
then that
Lab = [a, b]JLB =
(
ar(∂rb
s)− br(∂ra
s)
)
ϑs + a
rbs [ϑr,ϑs]JLB , (4.64)
which reduces in a coordinate basis to (3.22).
In the non-coordinate basis a straight forward calculation shows that the Γtrs are given by
Γtrs = −
[
(ϑr ·D)ϑ
t
]
· ϑs =
1
2
gtu [∂rgsu + ∂sgru − ∂ugrs] +
1
2
gtu(Curs + Cusr − Csru), (4.65)
where Crsu = gtuC
t
rs. While in the coordinate base
[
ξi, ξj
]
JLB
= 0 insured that the Γkij are symmetric in
the lower indices, one has in the non-coordinate basis the relation Γtrs − Γ
t
sr = C
t
rs. This implies that the
non-coordinate one-forms ϑr are not closed:
dϑr = ξjDj(ϑ
r
i ξ
i) =
1
2
(∂iϑ
r
j − ∂jϑ
r
i )ξ
iξj (4.66)
=
1
2
(
ϑsi (ϑs · ∂)ϑ
r
j − ϑ
s
j(ϑs · ∂)ϑ
r
i
)
ϑitϑ
j
uϑ
tϑu (4.67)
=
1
2
(
ϑiu(ϑt · ∂)ϑ
r
i − ϑ
j
t (ϑu · ∂)ϑ
r
j
)
ϑtϑu (4.68)
= −
1
2
(
ϑri (ϑt · ∂)ϑ
i
u − ϑ
r
j(ϑu · ∂)ϑ
j
t
)
ϑtϑu (4.69)
= −
1
2
Crtuϑ
tϑu, (4.70)
which is the Maurer-Cartan equation. The exterior derivative of a general non-coordinate one-formα = αrϑ
r
is
dα = (Dαr)ϑ
r + αrDϑ
r = (∂rαs − αtΓ
t
rs)ϑ
rϑs, (4.71)
for the exterior derivative of a general r-form in the non-coordinate basis A(r) = 1r!As1...srϑ
s1 . . .ϑsr one
obtains
dA(r) =
(−1)r
(r + 1)!
(
∂[sr+1 A s1...sr ] − Γ
t
[sr+1sk
A s1...sk−1tsk+1...sr ]
)
ϑs1ϑs2 . . .ϑsr+1 , (4.72)
where the square brackets antisymmetrize the lower indices.
The formalism developed so far can also be used to describe tensor calculus. A tensor is a multilinear
map of r vectors and s one-forms into the real numbers and can be written as
T = T i1...irj1...js ξi1 ⊗ · · · ⊗ ξir ⊗ ξ
j1 ⊗ · · · ⊗ ξjs . (4.73)
The components of the tensor are obtained as
T i1...irj1...js = T(ξ
i1 , . . . , ξir , ξj1 , . . . , ξjs) = ι˙ξi1⊗···⊗ξjs
T = (ξi1 ⊗ · · · ⊗ ξjs) · T. (4.74)
For example the metric tensor g = gijξ
i ⊗ ξj = gijdx
i ⊗ dxj maps two vectors a = aiξi and b = b
iξi into a
scalar according to
g(a, b) = ι˙a⊗bg = (a
kξk ⊗ b
lξl) · (gijξ
i ⊗ ξj) = gija
ibj. (4.75)
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The above tensor concept can be generalized in several ways. For example one can consider a function
that maps r contravariant and s covariant blades of arbitrary grade into a scalar, i.e. tensors of the form
T = T i1...irj1...jsA
(r1)
i1
⊗ · · · ⊗A
(rr)
ir
⊗Bj1(s1) ⊗ · · · ⊗B
js
(ss)
. (4.76)
The other possibility is to consider multivector valued tensors. In this case a tensor maps a number of
(multi)vectors into a multivector, that does not have to lie in the same vector space. All these possible
generalizations will appear in the following.
5 Curvature and Torsion
Curvature can be described if one transports a vector around a closed path and measures the difference of
the initial and the transported vector. The path can be thought of as spanned by two tangent vectors a and
b and closes by [a, b]JLB. One can then act with a curvature operator on a tangent vector c = c
rϑr:
[(a ·D)(b ·D)− (b ·D)(a ·D)− [a, b]JLB ·D] c
= arbsct (DrDs −DsDr − C
u
rsDu)ϑt = a
rbsctRurstϑu, (5.1)
with
Rurst =
[(
DrDs −DsDr − [ϑr,ϑs]JLB ·D
)
ϑt
]
· ϑu (5.2)
= [Dr(Γ
w
stϑw)−Ds(Γ
w
rtϑw)− C
w
rs(Dwϑt)] · ϑ
u (5.3)
= ∂rΓ
u
st − ∂sΓ
u
rt + Γ
u
rwΓ
w
st − Γ
u
swΓ
w
rt + Γ
w
rsΓ
u
wt − Γ
w
srΓ
u
wt, (5.4)
which in the case of a coordinate basis reduces to
Rlijk =
[(
DiDj −DjDi
)
ξk
]
· ξl = ∂iΓ
l
jk − ∂jΓ
l
ik + Γ
l
imΓ
m
jk − Γ
l
jmΓ
m
ik. (5.5)
Since the curvature operator maps three vectors into a fourth one, it can also be written as a tensor R =
Rurstϑu ⊗ ϑ
r ⊗ ϑs ⊗ ϑt. In general the curvature operator can act on a multivector A, so that one has with
(3.19)[
(a ·D)(b ·D)− (b ·D)(a ·D)−
[
a, b
]
JLB
·D
]
A
=
[
(a · ∂)S(b)− (b · ∂)S(a) + S(a)× S(b)− S([a, b]JLB)
]
×A = R(ab)× A, (5.6)
which reduces to
[(a ·D)(b ·D)− (b ·D)(a ·D)− [a, b]JLB ·D] c = R(ab) · c (5.7)
acting on a vector. The bivector-valued function of a bivector
R(ab) = (a · ∂)S(b)− (b · ∂)S(a) + S(a)× S(b)− S([a, b]JLB) (5.8)
fulfills the Ricci and Bianchi identities
a · R(bc) + b · R(ca) + c · R(ab) = 0 (5.9)
and (a ·D)R(bc) + (b ·D)R(ca) + (c ·D)R(ab) = 0. (5.10)
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Comparing (5.1) with (5.7) shows that the curvature is described by a bivector-valued function of a
bivector according to
arbsctRurstϑu = R(ab) · c. (5.11)
But it is also possible to describe it by a scalar-valued function of a bivector, i.e. a two-form Rut (ab) = ι˙abR
u
t
according to
arbsctRurstϑu = c
tRut (ab)ϑu. (5.12)
It is now easy to see from this definition and (5.4) that the curvature two-form Rut has the form
Rut =
(
∂vΓ
u
wt + Γ
u
rtΓ
r
wv + Γ
u
vrΓ
r
wt
)
ϑvϑw, (5.13)
which also can be expressed in another way. For this purpose one notices that the exterior derivative of ϑr
is a vector-valued one-form:
dϑr = ϑ
sDsϑr = Γ
t
srϑ
sϑt = ω
t
rϑt, (5.14)
where ωtr = Γ
t
srϑ
s. With ωtr the curvature two-form (5.13) can also be written as
Rut = dω
u
t + ω
u
rω
r
t , (5.15)
which is the first Cartan structure equation. Exterior differentiation of (5.15) gives the Bianchi identity for
the curvature two-form: dRrs + ω
r
tR
t
s −R
r
tω
t
s = 0.
It is possible that the path spanned by two tangent vectors a and b is not closed by [a, b]JLB. This is
measured by the torsion
(a ·D)b− (b ·D)a− [a, b]JLB = a
rbsT trsϑt (5.16)
with
T trs =
[
Drϑs −Dsϑr − [ϑr,ϑs]JLB
]
· ϑt = Γtrs − Γ
t
sr − C
t
rs, (5.17)
which reduces in a coordinate basis to T kij = Γ
k
ij − Γ
k
ji. This means that for non-vanishing torsion the Γ
k
ij
are no longer symmetric in the lower indices so that ddxi is no longer zero and the exterior differential of
an r-form is given by
dA(r) = DA(r) =
1
r!
(
∂Ai1i2...ir
∂xj
)
DxjDxi1Dxi2 . . .Dxir
+
1
r!
Ai1i2...ir
[
DDxi1Dxi2 . . .Dxir −Dxi1DDxi2Dxi3 . . .Dxir
+ . . .+ (−1)r−1Dxi1Dxi2 . . .DDxir
]
. (5.18)
The torsion maps two vectors into a third one, so that it can also be written as a tensor T = T trsϑt⊗ϑ
r⊗ϑs.
The other possibility is to describe the torsion with a scalar-valued function of a bivector, i.e. a two-form
T t(ab) = ι˙abT
t according to
arbsT trsϑt = T
t(ab)ϑt. (5.19)
It is then easy to see with (5.17) that the torsion two-form can be written as
T t =
(
Γtrs −
1
2
Ctsr
)
ϑrϑs. (5.20)
With the Cartan one-form ωtr this can also be written as
T t = dϑt + ωtrϑ
r, (5.21)
which is the second Cartan structure equation. Applying the exterior differentiation on both sides of (5.21)
gives the second Bianchi-identity dT t + ωtrT
r = Rtrϑ
r.
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6 Rotor Groups and Bivector Algebras
The multivectors of even Grassmann grade are closed under the Clifford star product and form the group
Spin(p, q). An element S ∈ Spin(p, q) fulfills S ∗CS = ±1 and a transformation S ∗Cx∗CS
−1∗C gives again a
vector-valued result [5]. The elements R ∈ Spin(p, q) with R ∗C R = +1 are called rotors and form the rotor
group Spin+(p, q), which in the euclidian case is equal to the spin-group. For a rotor one has R−1∗C = R, so
that a multivector A transforms as R ∗C A ∗C R. A rotor can be written as a starexponential of a bivector,
i.e. in general the rotor has for a bivector B the form
R(t) = ±e
t
2 B
∗C (6.1)
and the rotation of a vector x0 is given by x(t) = R(t) ∗C x0 ∗C R(t). The bivector basis Bi of a rotor
constitutes an algebra under the commutator product
Bi × Bj = C
k
ijBk, (6.2)
where the Ckij are the structure constants (note that one has here an additional factor
1
2 due to the definition
of the commutator product). Furthermore one can directly calculate
κij = Bi · Bj , (6.3)
which is (proportional to) the Killing metric. As an example one can consider the group SO(3). Given a
three dimensional euclidian space with basis vectors σi the rotor is given by
R = R0 +R1σ2σ3 +R2σ3σ1 +R3σ1σ2, (6.4)
with R ∗C R = R
2
0 +R
2
1 +R
2
2 +R
2
3 = 1, so that the rotor can also be parametrized with three parameters α,
θ and ϕ as:
R(α, θ, ϕ) = cosα cos θ + sinα cosϕσ2σ3 + sinα sinϕσ3σ1 + cosα sin θσ1σ2. (6.5)
The three basis bivectors B1 = σ2σ3, B2 = σ3σ1 and B3 = σ1σ2 fulfill
Bi × Bj = −εijkBk and κij = Bi · Bj = −δij . (6.6)
It is easy to see that the group vector manifold, which for SO(3) is an S3 embedded in a four dimensional
euclidian space with basis vectors τ a, can be read off from (6.5) as
rR(α, θ, ϕ) = cosα cos θ τ 1 + sinα cosϕ τ 2 + sinα sinϕ τ 3 + cosα sin θ τ 4. (6.7)
The rotors act on themselves by left- and right-translation. A left-translation with a rotor R′ is given by
ℓR′R = R
′ ∗C R and on the group vector manifold by ℓR′rR = rR′∗CR. The left-translation induces a map
TRℓR′ between the tangent spaces at rR and rR′∗CR. A vector field a(rR) on the group vector manifold is
left invariant if TRℓR′a(rR) = a(rR′∗CR). Left invariant vector fields on the group vector manifold can be
obtained if one considers the multivector fields on the rotors given by Blefti (R) = R ∗C Bi. For two rotors R
and R′ one has
Blefti (R
′ ∗C R) = R
′ ∗C B
left
i (R). (6.8)
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Just as to each rotor R in the σa-space corresponds a vector rR in the τ a-space there is also for each
multivector field Blefti (R) in the σa-space a left invariant vector field ϑBlefti (R)(rR) ≡ ϑi in the τ a-space.
These vector fields are closed under the Jacobi-Lie-bracket, i.e. they form a Lie subalgebra of all vector fields
on rR and they form a non-coordinate basis on rR, for the SO(3)-case one has for example ϑi · ϑj = δij .
The multivector fields Blefti (R) are uniquely defined by the bivectors at R = 1 and the corresponding left
invariant vector fields are uniquely defined by their value in rR=1. In the SO(3)-example the tangent space
at rR=1(0, 0, 0) = τ 1 is spanned by the vectors ϑBi = τ i+1 and constitutes the so(3) algebra in the τ a-space,
where the commutator product in the bivector algebra corresponds here in the so(3)-case to the vector cross
product on the ϑBi -space, i.e.
ϑBi×Bj = −ϑBi × ϑBj . (6.9)
To each basis-bivector Bi of the bivector algebra a two-form Θ
i can be found so that ι˙BiΘ
j = Bi ·Θ
j = δji
and to the two-forms Θi correspond then in the τ a-space one-forms ϑ
Θi ≡ ϑi that generalize to reciprocal
non-coordinate basis vector fields on rR, which clearly obey the Maurer-Cartan equation (4.70). For a r-form
A(r) on the group vector manifold that is vector-valued in the σa-space one can then in analogy to (4.54)
and with ι˙ϑ1...ϑrA
(r) = A(r)(ϑ1 . . .ϑr) define the BRST-operator s as
(
sA(r)
)
(ϑ1ϑ2 . . .ϑr+1) =
r+1∑
n=1
(−1)n+1Bn ·A
(r)
(
ϑ1 . . . ϑˇn . . .ϑr+1
)
+
∑
m<n
(−1)m+nA(r)
(
[ϑm,ϑn]JLB ϑ1 . . . ϑˇm . . . ϑˇn . . .ϑr+1
)
. (6.10)
The s-operator can then be written as (see for example [20] and the references therein):
s = Bi · ⊗ϑ
i +
1
2
Ckijϑ
jϑi
∂
∂ϑk
. (6.11)
The adjoint action of the rotor group on the bivector algebra is given by [5]
AdRB = R ∗C B ∗C R, (6.12)
where B = biBi is a general element of the bivector algebra, to which in the ϑBi-space corresponds a vector
b = biϑBi . AdR is a bivector algebra homomorphism, i.e. AdR(A× B) = AdRA×AdRB and a left action, i.e.
AdR∗CR′ = AdRAdR′ . For all elements R of the rotor group the adjoint action (6.12) constitutes the adjoint
bivector orbit of B, to which in the ϑBi -space corresponds an orbit vector manifold. In the SO(3)-case the
adjoint action (6.12) leaves |B|2 =
∑3
i=1(b
i)2 = |b|2 invariant, so that the adjoint orbit vector manifold is an
S2.
Let now A be an element of the bivector algebra and consider the rotor R(t) = e
t
2 A
∗C . The adjoint action
of this one-parameter rotor subgroup gives a curve in the bivector orbit, and the derivative at t = 0 is
adAB =
d
dt
∣∣∣∣
t=0
R(t) ∗C B ∗C R(t) = A × B. (6.13)
In the ϑBi-space the vector ϑA×B is the tangent vector in direction ϑA to the orbit vector manifold in the
point ϑB, i.e. ϑA×B generates the adjoint action corresponding to A. It is also possible to define the coadjoint
action Ad∗R of the rotor group on a two-form Θ by
B · Ad∗RΘ = AdRB ·Θ, (6.14)
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which is the right action Ad∗RΘ = R ∗C Θ ∗C R. The coadjoint left action is given by Ad
∗
R
Θ. Infinitesimally
one has B · ad∗
A
Θ = adAB ·Θ, or ad
∗
A
Θ = Θ× A. In the SO(3)-case the rotor acts on an euclidian space where
the basis vectors and the reciprocal basis vectors are actually the same, so that Bi = Θ
i and there is no
difference between the adjoint and the coadjoint action.
In the above discussion the rotor R acts intrinsically from the left on a vector space. But more generally
a rotor in an ambient space can also act from the left on a vector manifold x(xi) by x′ = R ∗C x ∗C R if x
′ is
again a point in the vector manifold. The left-action of the rotor R(t) = e
t
2 B
∗C induces on the vector manifold
x(xi) the vector field
d
dt
∣∣∣∣
t=0
R(t) ∗C x ∗C R(t) = B · x. (6.15)
Furthermore a short calculation shows that there is an algebra anti-homomorphism between the bivector
algebra in the ambient space and the induced vector fields on the vector manifold, given by
[A · x, B · x]JLB = −(A× B) · x. (6.16)
The rotor in the ambient space acts not only on the vectors x of the vector manifold, but in the same way
also on tangent vectors a at the manifold which are vectors in the ambient space too. The transformation
of x and a in the ambient space of the vector manifold induce a transformation in the tangent bundle. The
tangent bundle manifold can be seen as a 2d-dimensional vector manifold in a (2d+2)-dimensional ambient
space with basis vectors σa and τ a, i.e. as
(x+ a)(xi, ai) = xa(xi)σa + a
jξaj (x
i)τ a. (6.17)
Analogously one can define multivector bundles, for example a bivector bundle manifold has the form
(x+ B)(xi, Bjk) = xa(xi)σa +B
jkξaj (x
i)ξbk(x
i)τ aτ b. (6.18)
The tangential lift of the rotor action is given by R ∗C x ∗C R + R ∗C a ∗C R, where the rotor acts on the
τ a-space in the same way as on the σa-space. In the case of a flat vector manifold the tangent bundle is just
a 2d-dimensional vector space and the rotor acts separately and intrinsically on both subspaces. Instead of
two rotors that act separately on the σa and τ a spaces one can consider also a lifted rotor with a bivector
Blifted that is the sum of the two single bivectors, so that one can write Rlifted ∗C (x + a) ∗C Rlifted. If one
describes the tangent vector in a reciprocal ambient space, i.e. as a one-form α the cotangent bundle has
the form
(x+α)(xi, αi) = x
a(xi)σa + αiξ
i
a(x
i)τ a (6.19)
and the corresponding cotangent lift is given by R ∗C x ∗C R+R ∗C α ∗C R or Rlifted ∗C (x+α) ∗C Rlifted.
In order to construct unitary transformations [21] one considers a 2n-dimensional space with basis vectors
αi and βi for i = 1, . . . , n and a bivector
J =
d∑
i=1
αiβi =
d∑
i=1
Ji. (6.20)
The two subspaces spanned by αi and βi should have the same metric, i.e. αi ·αj = βi ·βj and αi ·βj = 0.
The 2n-dimensional vector x = aiαi+b
iβi corresponds to an n-dimensional complex vector with components
xk = x · αk + ix · βk = a
k + i bk and the complex internal product can be written as
〈x|y〉 = xkyk = (x · α
k + ix · βk)(y ·αk − iy · βk) = x · y + i(xy) · J. (6.21)
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A unitary transformation generated by the rotor R leaves the above complex product invariant, i.e.
(xy) · J =
(
(R ∗C x ∗C R)(R ∗C y ∗C R)
)
· J = (xy) · (R ∗C J ∗C R), (6.22)
which means that J = R ∗C J ∗C R is the defining relation for the unitary rotor. With the ansatz R = e
B/2
∗C
one obtains the defining relation for the bivector B
B× J = 0, (6.23)
which is solved by B = xy + (x · J)(y · J) Putting in this formula the basis vectors for x and y one obtains
the n2 basis bivectors of the u(n)-algebra:
Eij = αiαj + βiβj , Fij = αiβj − βiαj and Ji = αiβi (6.24)
for i < j = 1, . . . , d. It is easy to show that these basis bivectors form a closed algebra under the commutator
product. The bivector J is part of the u(n)-algebra, if one excludes this generator of a global phase one
obtains the su(n)-algebra.
In order to describe the Gl(n) by rotors one proceeds in a way similar to the unitary case. One considers
a 2n-dimensional space spanned by the basis vectors αi and βi for i = 1, . . . , n, but now the metric in the
spaces spanned by αi and βi is opposite, i.e. the Clifford star product is given by
∗C = exp
[
ηij
←−
∂
∂αi
−→
∂
∂αj
− ηij
←−
∂
∂βi
−→
∂
∂βj
]
. (6.25)
On this space a bivector K = αiβ
i can be defined, so that one can decompose a vector x according to
x =
1
2
(
x+ x · K
)
+
1
2
(
x− x · K
)
= x+ + x−, (6.26)
so that x+ · x+ = x− · x− = 0. There are then two subspaces V+ and V− defined by x+ · K = x+ and
x− · K = x−. A Gl(n)-transformation transforms now a vector in V+ into another vector in V+, i.e.
(R ∗C x+ ∗C R) · K = R ∗C x+ ∗C R, (6.27)
or K = R ∗C K ∗C R. With the same argumentation as above one can see that a bivector generator must have
the form B = xy − (x · K)(y · K), so that the n2 basis bivectors of gl(n) are
Eij = αiαj − βiβj , Fij = αiβj − βiαj and Ki = αiβi (6.28)
for i < j = 1, . . . , n.
The Gl(n)-case can be understood in another way if one transforms the variables of the vector x =
aiαi + b
iβi into variables q
i, pi, ηi and ρi according to
x+ =
1
2
(
x+ x · K
)
=
1
2
(ai − bi)(αi − βi) ≡ q
iηi (6.29)
x− =
1
2
(
x− x · K
)
=
1
2
(ai + bi)(αi + βi) ≡ p
iρi. (6.30)
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It is then straight forward to transform the star product (6.25) and the generators (6.28) into these new
variables. For the star product one obtains
∗C = exp
[
ηij
2
( ←−
∂
∂ηi
−→
∂
∂ρj
+
←−
∂
∂ρi
−→
∂
∂ηj
)]
, (6.31)
which is a fermionic version of the Moyal product
∗M = exp
[
i~
2
ηij
( ←−
∂
∂qi
−→
∂
∂pj
−
←−
∂
∂pi
−→
∂
∂qj
)]
. (6.32)
This suggests that the vector x = qiηi+ p
iρi can not only be transformed with a fermionic star exponential
as described above, but can also be transformed in the bosonic coefficients with a bosonic star exponential
according to [22]
e
αijM
ij
∗M ∗M q
k ∗M e
−αijM
ij
∗M = q
k + αij
[
M ij , qk
]
∗M
+
1
2!
αijαlm
[
M lm,
[
M ij , qk
]
∗M
]
∗M
+ . . . , (6.33)
where [f, g]∗M = f ∗M g − g ∗M f is the star-commutator. In analogy to the fermionic case one can now
demand that for a Gl(n) transformation the qk have to be a linear combination of the qi alone and no terms
in pi should appear. This means that
[
M ij , qk
]
∗M
must be a function of the qi alone. This is achieved if one
chooses the bosonic generators
Eij = qipj + qjpi, F ij = qipj − qjpi, and Ki = qipi, (6.34)
which form a closed algebra under the Moyal star-commutator.
7 Active and passive Rotations and the theoretical Prediction of
Spin
A general multivector is now invariant under a combined transformation of the bosonic coefficients and a
compensating transformation of the fermionic basis vectors. The bosonic transformation of the coefficients
is an active transformation and the fermionic transformation of the basis vectors is a passive transformation.
In a tuple formalism this difference cannot be made and so active and passive transformations are mixed up
with left and right transformations, whereas in a multivector formalism one rather has that an active right
transformation corresponds to a passive left transformation, and the other way round.
To illustrate the concept of active and passive transformations in the star product formalism one can
consider rotations in space and space-time. In the three dimensional euclidian space with vectors x = xiσi
the active rotations [22] are generated by the angular momentum functions
Li = εijkxjpk, (7.1)
which fulfill with the three dimensional Moyal product
∗M = exp
[
i~
2
3∑
i=1
( ←−
∂
∂xi
−→
∂
∂pi
−
←−
∂
∂pi
−→
∂
∂xi
)]
(7.2)
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the active algebra [
Li, Lj
]
∗M
= i~εijkLk. (7.3)
An active left-rotation has then the form
x′ = U ∗M x ∗M U = e
− i
~
αkL
k
∗M ∗M x ∗M e
i
~
αkL
k
∗M =
(
Rijx
j
)
σi, (7.4)
where the Rij is the well known rotation matrix. The corresponding passive rotation [21, 23] is generated by
the bivectors
Bi =
1
2
εijkσjσk (7.5)
that fulfill as seen above the passive algebra
Bi × Bj = −εijkBk, (7.6)
so that the passive left-rotation is given by
x′ = R ∗C x ∗C R = e
− 12α
k
Bk
∗C ∗C x ∗C e
1
2α
k
Bk
∗C = x
i
(
Rjiσj
)
. (7.7)
It is clear that the above transformations generalize to arbitrary multivectors A(xi) and that such a multivec-
tor is invariant under a composed active and passive transformation [3]. The generator of such a composed
transformation is then the sum of the active and passive generators, so that one has infinitesimally[
Li +
1
2
Bi, A(x
n)
]
∗MC
=
[
Li, A(xn)
]
∗M
+ Bi ×A(x
n) =
[
εijkxj
~
i
∂
∂xk
+ Bi×
]
A(xn). (7.8)
In the conventional formalism one says that in quantum mechanics one has to go over from the angular
momentum operator Lˆi to the operator Jˆi that includes also a Pauli matrix. In geometric algebra this
follows from the invariance behavior of multivectors. Moreover the spin structure appears automatically if
one deforms the minimal substituted Hamiltonian with the Moyal star product as shown in [7]. The star
eigenfunctions of this Hamiltonian are then multivectors [9] that correspond to the Pauli spinors [24].
The same argumentation is better known from Dirac theory. A vector in the Minkowski space with basis
vectors γµ is given by x = x
µγµ and the active transformations can be done with a four dimensional Moyal
star product
∗M = exp
[
i~
2
ηµν
( ←−
∂
∂xµ
−→
∂
∂pν
−
←−
∂
∂pµ
−→
∂
∂xν
)]
, (7.9)
where the nonstandard metric ηµν = diag(−1, 1, 1, 1) should be chosen. The generators of an active Lorentz
transformation are
Mµν = xµpν − pµxν , (7.10)
where the generators of boosts and rotations are
Ki = M01 and Li =
∑
j<k
εijkM jk. (7.11)
They form the following active Moyal star-commutator algebra[
Li, Lj
]
∗M
= i~εijkLk,
[
Li,Kj
]
∗M
= i~εijkKk and
[
Ki,Kj
]
∗M
= −i~εijkLk, (7.12)
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so that an active Lorentz transformation of the four-vector x = xµγµ is given by
x′ = e
− i
~
αµνM
µν
∗M ∗M x ∗M e
i
~
αµνM
µν
∗M =
(
Λµνx
ν
)
γµ, (7.13)
where Λµν is the well known Lorentz transformation matrix.
The corresponding passive Lorentz transformation is generated by the bivectors
σµν =
I(4)
2
∗C
[
γµ,γν
]
∗C
, (7.14)
where I(4) = γ0γ1γ2γ3 is the pseudoscalar. The generators for the passive boosts and rotations are
Ki =
1
2
σ0i and Li =
1
2
∑
j<k
εijkσjk (7.15)
and they satisfy in the case of the nonstandard metric (for the standard metric one has to replace i by -i in
the active Lorentz algebra (7.12) and I(4) by −I(4) in the passive Lorentz algebra (7.16)):
[Li, Lj ]∗C = −I(4) ∗C εijkLk, [Li, Kj ]∗C = −I(4) ∗C εijkKk, and [Ki, Kj]∗C = I(4) ∗C εijkLk. (7.16)
The passive Lorentz transformation is then given by
x′ = e
1
4 I(4)∗Cα
µνσµν
∗C ∗C x ∗C e
− 14 I(4)∗Cα
µνσµν
∗C = x
µ
(
Λνµγν
)
. (7.17)
In Dirac theory the passive transformations are constructed a posteriori by demanding the invariance of the
four-vector pµγ
µ, just as the basis vectors of space-time are discovered a posteriori in a tuple notation by
factorizing the Klein-Gordon equation.
8 Symplectic Vector Manifolds
A symplectic vector space can be considered as a 2d-dimensional euclidian space with vectors
z = zaζa = q
mηm + p
mρm, (8.1)
where a = 1, . . . , 2d and m = 1, . . . , d, and a closed two-form
Ω =
1
2
Ωabζ
aζb =
d∑
m=1
ηmρm =
d∑
m=1
dqmdpm, (8.2)
where Ωab is a non-degenerate, antisymmetric matrix [25]. The euclidian metric on the vector space defines
a scalar product and a relation between vectors and one-forms. The two-form Ω gives now an additional
possibility to establish such structures, i.e. one can define the symplectic scalar product as
z ·Sy w ≡ ι˙zwΩ = (wz) · Ω = z · (Ω ·w) = z
aΩabw
b (8.3)
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and furthermore one can map with Ω a vector into a one-form according to z♭ = ι˙zΩ = z · Ω (the other
possibility used in [12] is Ω · z = −z ·Ω). The inverse map of a one-form into a vector can be described with
the bivector
J =
1
2
Jabζaζb =
1
2
2d∑
a,b=1
Ωabζaζb =
d∑
m=1
ηmρm, (8.4)
so that the vector corresponding to a one-form ω is given by ω♮ = J · ω. The map ♮ should be inverse to ♭,
from which Jab = (Ω−1ab )
T = Ωba follows. Especially with the nabla operator ∇ = d = ζa∂a and d
♮ = J · d
the Hamilton equations can be written as in [12]:
z˙ = d♮H. (8.5)
Furthermore the Poisson bracket can be written as
{F,G}PB = F
←−
d ·Sy
−→
d G = Jab
∂F
∂xa
∂G
∂xb
. (8.6)
The bivector J plays the role of the compatible complex structure [25], because
(z · J) ·Sy (w · J) = z ·Sy w and z ·Sy (z · J) > 0 ∀z 6= 0. (8.7)
Furthermore one has J · J = −1, (z · J) · J = −z and the symplectic scalar product can be written as
z ·Sy w = (z · J) · w. A metric space with a two-form Ω and a compatible complex structure is a Ka¨hler
space.
A symplectic vector manifold is an even-dimensional vector manifold with a closed two-form Ω(x) =
1
2Ωijξ
iξj, i.e. with ∂iΩjk + ∂jΩki + ∂kΩij = 0. The tangent spaces at the symplectic vector manifold are
symplectic vector spaces. A vector field z(x) on a symplectic vector manifold is symplectic if z♭ is closed,
i.e. if d(z · Ω) = 0. Symplectic vector fields conserve the symplectic structure, i.e. LzΩ = dι˙zΩ = 0 and
they form an algebra under the Jacobi-Lie bracket, i.e. for two symplectic vector fields z(x) and w(x) one
has d
(
[z,w]JLB · Ω
)
= 0. If z♭ is not only closed, but is also exact the vector field is called hamiltonian.
According to the Poincare´ lemma every closed form is locally exact, so that a symplectic vector field is locally
hamiltonian. This means for a local hamiltonian vector field hH exists locally a function H so that
hH · Ω = dH. (8.8)
In the coordinate basis the hamiltonian vector field reads
hH = d
♮H = J ij(∂jH)ξi. (8.9)
With a hamiltonian vector field the Poisson bracket can then be written as
LhHF = hH · dF = {F,H}PB, (8.10)
or, using (8.8) in this equation, as
{F,G}PB = ι˙hFhGΩ = (hGhF ) · Ω. (8.11)
It is easy to see that the hamiltonian vector fields form a Lie subalgebra of the symplectic vector fields with
[hF ,hG]JLB = −h{F,G}PB . (8.12)
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Given a symplectic vector field z that preserves the Hamilton function H , i.e. LzΩ = Ω and LzH = 0, this
symplectic vector field z can be written locally as a hamiltonian vector field hF with
LhFH = hF · dH = {F,H}PB = 0, (8.13)
which shows that F is a conserved quantity. This is Noethers theorem for the symplectic case.
The metric gij(x) on the vector manifold is induced by the ambient space and exists naturally on the
vector manifold. It was used in the above discussion just to contract vector fields and forms with the scalar
product. But this contraction is actually independent of the metric. The metric can be used to define a
compatible almost complex structure. This is here a bivector field J(x), that maps via the scalar product
a tangent vector into another tangent vector. If the structures gij(x), J(x) and Ω(x) are compatible the
metric scalar product of two tangent vectors a and b in a point x can be written as a · b = a ·Sy (b · J) and
the symplectic product can be written as a ·Sy b = (a · J) · b. A symplectic vector manifold with these three
compatible structures corresponds to a Ka¨hler vector manifold (if the Nijenhuis torsion vanishes).
Symplectic manifolds of special physical interest are cotangent bundles, for which the symplectic two-
form is globally exact. The cotangent bundle of a d-dimensional euclidian vector space is a 2d-dimensional
euclidian vector space with elements q + pi = qmηm + pmρ
m. On this vector space one can define with a
vector a+ ω = amηm + ωmρ
m a canonical one-form θ(q + pi) by
(a+ ω) · θ(q + pi) = ampm, (8.14)
so that θ = pmη
m = pmdq
m, where the nabla operator is given by ∇ = d = ηm ∂∂qm + ρm
∂
∂pm
. The
symplectic two-form on the cotangent bundle can then be obtained as
Ω = −dθ = ηmρm = dq
mdpm. (8.15)
The above definitions generalize readily to the case of a cotangent bundle of a d-dimensional vector manifold.
In a (2d + 2)-dimensional ambient vector space with basis vectors σa and τ
a the cotangent bundle can be
described as the 2d-dimensional vector manifold (q+pi)(qi, pi) = q
a(qi)σa+pjξ
j
a(q
i)τ a, with tangent vectors
a+ ω = aiξai σa + ωiξ
i
aτ
a. With a projection operator Tπq defined as
Tπq(a+ ω) = Tπq(a) = a
iξai τ a, (8.16)
one can write (8.14) as (a + ω) · θ(q + pi) = Tπq(a+ ω) · pi, so that θ = piξ
i = pidq
i.
In the discussion so far the symplectic structure was defined via a two-form and a compatible metric star
product, which led to a Ka¨hler vector manifold. But a metric structure is actually not necessary to define a
symplectic structure. In the case of a cotangent bundle it suffices to use the natural duality on this space.
This duality can also be described with a star product, for example on the cotangent bundle of a vector
space one can define
F ∗D G = F exp
[ ←−
∂
∂ηa
−→
∂
∂ρa
]
G, (8.17)
so that (8.14) reads ι˙a+ωθ(q + pi) = ι˙api = 〈a ∗D pi〉0 = a ·D pi and further ι˙(a+ω)(b+χ)Ω = a ·D χ− b ·D ω,
which can easily be generalized to manifolds [26]. The other possibility is to define a symplectic star product,
by using Ωij instead of the metric ηij in the fermionic star product. On a 2d-dimensional vector space the
symplectic star product in Darboux coordinates is given by
F ∗Sy G = F exp
[
Ωab
←−
∂
∂ζa
−→
∂
∂ζb
]
G = F exp
[
d∑
m=1
( ←−
∂
∂ηm
−→
∂
∂ρm
−
←−
∂
∂ρm
−→
∂
∂ηm
)]
G. (8.18)
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On a 2d-dimensional vector manifold the tangent space can also be spanned by Darboux basis vectors
ηm = η
i
mξi and ρm = ρ
i
mξi so that one has analogously
F ∗Sy G = F exp
[
Ωij
←−
∂
∂ξi
−→
∂
∂ξj
]
G = F exp
[
d∑
m=1
( ←−
∂
∂ηm
−→
∂
∂ρm
−
←−
∂
∂ρm
−→
∂
∂ηm
)]
G. (8.19)
The indices are now lowered and raised with Ωij , i.e. for a tangent vector a = a
iξi one has ai = Ωija
j and
ξi = Ωijξj , where ΩijΩ
jk = δki . The relations ♭ and ♮ between vectors and one-forms can then be written as
a♭ = aiΩijξ
j = (ΩTjia
i)ξj and ω♮ = ωiΩ
ijξj = (Ω
ji Tωi)ξj = J
jiωiξj . Furthermore it follows for the scalar
products
ξi ·Sy ξj = Ωij , ξ
i ·Sy ξj = −ξj ·Sy ξ
i = δij and ξ
i ·Sy ξ
j = −Ωij = J ij . (8.20)
If one establishes the symplectic structure with the symplectic star product and not with a metric star
product and a two-form, the contraction of vectors and one-forms has to be defined with the symplectic
scalar product ξi ·Sy ξ
j = −δji . This leads to a different sign structure compared with the case of a metric
star product, for example instead of (8.8) one has for a hamiltonian vector field on a vector space with a
symplectic star product hH ·Sy Ω = −dH and since a ·Sy ∂ = −a · ∂ there is no minus sign on the right side
of (8.12). So these two sign conventions correspond to the use of a metric or a symplectic star product on
the vector space.
9 Active and passive Transformations on the Phase Space
A flat phase space can be considered as an 2d-dimensional euclidian vector space with vectors (8.1) and a
two-form (8.2). The time development is described by the hamiltonian vector field hH = q˙
nηn + p˙
nρn =
J ij∂jHζi, so that one has for a scalar phase space function f
f˙ = z˙ · (df) = (hH · d)f = LhHf = {f,H}PB. (9.1)
where hH · d is the Liouville operator. The above equation for the time development can immediately
be generalized from 0-forms f to arbitrary r-forms. For example the time development of the symplectic
two-form is given by Ω˙ = LhHΩ = 0, which means that the symplectic form is preserved by the time
evolution.
The temporal development of a system can be described by an active time transformation of the coeffi-
cients, which corresponds to the Hamilton equations
z˙i = LhHz
i = J ij∂jH. (9.2)
In the formalism of geometric algebra it is also possible to write down a time transformation of the basis
vectors
ζ˙i = LhHζi = −J
jk∂k∂iHζj , (9.3)
which corresponds to the Jacobi equation that appeared in the path integral formulation of classical me-
chanics [13].
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Active and passive time development can directly be discussed for the example of the harmonic oscillator.
The Hamiltonian H = 12 (p
2 + q2) generates via the star exponential U(t) = e
− i
~
Ht
∗M an active rotation of the
state vector z0 = qη + pρ according to [27]
z(t) = U(t) ∗M z0 ∗M U(t) = (q cos t+ p sin t)η + (−q sin t+ p cos t)ρ = q(t)η + p(t)ρ. (9.4)
The same transformation passively can be achieved with the rotor R(t) = e
1
2 Ht
∗C and the bivector H = ηρ as
z(t) = R(t) ∗C z0 ∗C R(t) = q(cos tη − sin tρ) + p(sin tη + cos tρ) = qη(t) + pρ(t). (9.5)
With the hamiltonian vector-field hH = pη − qρ and the relation {f, g}PB = lim~→0
1
i~ [f, g]∗M the active
Hamilton equations z˙i = LhHz
i can be written as
q˙ = lim
~→0
1
i~
[q,H ]∗M = p and p˙ = lim
~→0
1
i~
[p,H ]∗M = −q. (9.6)
With (9.3) one can then calculate the corresponding time inverted passive Hamilton equations. Using the
Clifford star commutator defined by[
A(r), B(s)
]
∗C
= A(r) ∗C B(s) − (−1)
rsB(s) ∗C A(r) (9.7)
these equations can be written as
η˙ =
1
i
[η, H]∗C = ρ and ρ˙ =
1
i
[ρ, H]∗C = −η, (9.8)
where H = i2ηρ is the passive Hamiltonian. The passive Hamiltonian is connected with the active one over
(9.7) and (9.3) by
1
i
[ζi, H]∗C = −J
jk∂k∂iHζj . (9.9)
The passive Hamiltonian H is here just the free Hamiltonian of pseudoclassical mechanics [28] (the additional
factor 12 is due to the definition of the Clifford product which is defined without a factor
1
2 , see for example
[7]).
A Lagrangian that takes into account both the time development according to (9.2) and the time devel-
opment according to (9.3) should be called the extended Lagrangian and has the form
L˜E = yi
(
z˙i − J ij∂jH
)
+ iζj
(
∂tδ
j
l − J
jk∂l∂kH
)
λl
= yiz˙
i + iζjλ˙
j
− H˜E , (9.10)
where the extended Hamiltonian H˜E is given by
H˜E = yiJ
ij∂jH + iζjJ
jk∂l∂kHλ
l. (9.11)
The extended Lagrangian first appeared in the path integral approach to classical mechanics [13, 14],
where the classical analogue of the quantum generating functional was considered:
ZCM [J ] = N
∫
Dz δ [z(t)− zcl(t)] exp
[∫
dt Jφ
]
. (9.12)
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The delta function here constrains all possible trajectories to the classical trajectory obeying (9.2). It can
be written as
δ [z(t)− zcl(t)] = δ
[
z˙i − Ωij∂jH
]
det
[
δij∂t − Ω
ik∂k∂jH
]
. (9.13)
The delta function on the right side can be expressed by a Fourier transform
δ
[
z˙i − Ωij∂jH
]
=
∫
Dyi exp
[
i
∫
dt yi
(
z˙i − Ωij∂jH
)]
(9.14)
and the determinant can be written in terms of Grassmann variables as
det
[
δij∂t − Ω
ik∂k∂jH
]
=
∫
DλiDζi exp
[
−
∫
dt ζi
[
δij∂t − Ω
ik∂k∂jH
]
λj
]
, (9.15)
so that ZCM [0] becomes
ZCM [0] =
∫
DziDyiDλ
jDζj exp
[
i
∫
dt L˜E
]
. (9.16)
The important point is here, that the path integral formalism of classical mechanics gives the fermionic
basis vectors of geometric algebra the physical interpretation of ghosts. On the other hand the superanalytic
formulation of geometric algebra has naturally the fermionic structures that in the conventional formalism
have to be added ad hoc and per hand.
The zi and ζi form together with the newly introduced variables yi and λ
i the extended phase space. On
this extended phase space one can then introduce an extended canonical structure. This can easily be done
in analogy to the Moyal and the Clifford star product structures of the phase space. Defining the extended
Moyal-Clifford star product as
F ∗EMC G = F exp
[
i
2
( ←−
∂
∂zk
−→
∂
∂yk
−
←−
∂
∂yk
−→
∂
∂zk
)
+
1
2
( ←−
∂
∂λk
−→
∂
∂ζk
+
←−
∂
∂ζk
−→
∂
∂λk
)]
G (9.17)
the extended Poisson bracket has the form
{F,G}EPB =
1
i
[
F ∗EMC G− (−1)
ǫ(F )ǫ(G)G ∗EMC F
]
, (9.18)
where ǫ(F ) gives the Grassmann grade of F . In the bosonic part of the extended Clifford star product a
factor ~ can be included like in the Moyal product, so that in the definition of the extended Poisson bracket
(9.18) the limit ~→ 0 has to be taken. The extended canonical relations are then given by
{zi, yj}EPB = δ
i
j and {ζi,λ
j}EPB = −iδ
j
i , (9.19)
while all other extended Poisson brackets vanish. Furthermore one can calculate the equations of motion as
z˙i = {zi, H˜E}EPB = Ω
ij∂jH, (9.20)
ζ˙i = {ζi, H˜E}EPB = −Ω
jk∂k∂iHζj , (9.21)
y˙i = {yi, H˜E}EPB = −zjΩ
jk∂k∂iH − iζjΩ
jk∂k∂l∂iHλ
l, (9.22)
λ˙
i
= {λi, H˜E}EPB = Ω
ij∂j∂kHλ
k. (9.23)
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The extended Hamiltonian also generates the time development of r-vectors and r-forms according to [17]
X˙ = LhX = {X, H˜E}EPB. (9.24)
Having now a superanalytic formalism for classical mechanics that takes into account active and passive
time development, one can ask if there is a supersymmetry in this formalism, i.e. a symmetry that relates
the bosonic coefficients with the fermionic basis vectors. This supersymmetry was found by Gozzi et al. in
[13]. There was shown that H˜E is invariant under the following BRST-transformation
δzk = ελk, δζk = iεyk, δλ
k = δyk = 0 (9.25)
and the following anti-BRST-transformation
δzk = −εΩklζl, δλ
k = iεΩklyl, δζk = δyk = 0, (9.26)
where ε and ε are Grassmann variables. These symmetries are generated by
QBRST = yjλ
j and QBRST = ζjΩ
jkyk (9.27)
according to δX = {X, εQBRST + εQBRST }EPB. The two charges QBRST and QBRST are conserved, i.e.
{QBRST , H˜E}EPB = {QBRST , H˜E}EPB = 0 (9.28)
and fulfill
{QBRST ,QBRST }EPB = {QBRST ,QBRST }EPB = {QBRST ,QBRST }EPB = 0. (9.29)
10 Poisson Vector Manifolds
A vector manifold M with a bivector J(x) = 12J
ijξiξj and
J ij∂iJ
kl + J ik∂iJ
lj + J il∂iJ
jk = 0 (10.1)
is a Poisson vector manifold, where (10.1) can be written with (3.24) as [J, J]SNB = 0. The bivector J defines
as discussed above a map from T ∗xM to TxM by α♮ = J · α = J ijαjξi, where α = αiξ
i is an element of
T ∗xM . Especially the hamiltonian vector field (8.9) can be expressed as
hH = ι˙dHJ = J · dH (10.2)
and the Poisson bracket as
{F,G}PB = ι˙dFdGJ = (dGdF ) · J, (10.3)
so that the hamiltonian vector field hH can be defined for all scalar functions F as
hH · dF = {F,H}PB. (10.4)
Equating (8.11) and (10.3) shows how Ω and J determine each other:
(hGhF ) · Ω = (dGdF ) · J. (10.5)
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Since a Poisson manifold can be odd-dimensional, the hamiltonian vector fields do not span in general the
tangent space of the Poisson manifold. This suggests to define the range ran(J(x)) of J(x) as the span of
all tangent vectors that can be expressed as α♮ for a one-form α ∈ T ∗xM . The range of J(x) is also the
span of all hamiltonian vector fields at x. The dimension of ran(J(x)) is the rank of the Poisson manifold
in x and equal to the rank of the matrix J ij , which is an even number because of the anti-symmetry of J ij .
The even-dimensional vector space ran(J(x)) is then the tangent space of a symplectic leaf in the point x.
The Poisson manifold is foliated by these symplectic leafs. Only when the rank of a Poisson manifold M is
everywhere equal to dim(M) the Poisson manifold itself is a symplectic manifold.
The formalism developed so far can now directly be generalized to multivectors, which leads to Poisson
calculus (see [29] and the references therein). The r-vector that corresponds to an r-form is given by(
A(r)
)♮
=
1
r!
Jk1i1 . . . JkriiAi1...irξk1 . . . ξkr (10.6)
and in analogy to (4.53) one has ι˙A(r)B(s) = A
(r) ·B(s), so that
α1 . . .αr ·
(
A(r)
)♮
= (−1)rα♮1 . . .α
♮
r · A
(r). (10.7)
It is then also possible to define a Poisson bracket for one-forms by
{α,β}PB = Lα♮β −Lβ♮α+ d
(
(βα) · J
)
, (10.8)
so that {α,β}♮PB =
[
α♮,β♮
]
JLB
. With this Poisson bracket one can further define an exterior differential d˜
in analogy to (4.54) as
(α1α2 . . .αr+1) · d˜A(r) =
r+1∑
n=1
(−1)n+1(α♮n · ∂)
(
α1 . . . αˇn . . .αr+1
)
· A(r)
+
∑
m<n
(−1)m+n
(
{αm,αn}PBα1 . . . αˇm . . . αˇn . . .αr+1
)
· A(r), (10.9)
which can also be written as d˜A(r) =
[
J, A(r)
]
SNB
.
The easiest non-constant Poisson tensor fulfilling (10.1) is a linear tensor
J ij(x) = Cijk x
k, (10.10)
where the antisymmetry of J ij and (10.1) ensure that the Cijk are structure constants of a Lie algebra. The
corresponding Poisson bracket is the so called Lie-Poisson bracket
{F,G}LPB = C
ij
k x
k∂iF∂jG. (10.11)
The most fundamental example is the Lie-Poisson structure on g∗. For this purpose one considers the bivector
space spanned by the basis bivectors Bi with bivector algebra (6.2) and its reciprocal basis with two-forms
Θi, i.e. Bi · Θ
j = δji . For scalar-valued functions F and G of general two-forms Θ = θiΘ
i a Lie-Poisson
bracket is given by
{F,G}LPB(Θ) = C
k
ijθk
∂F
∂θi
∂G
∂θj
= (dF × dG) ·Θ, (10.12)
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where d is the exterior differential in the bivector basis: d = Bi
∂
∂θi
. In the SO(3)-case, where Θi = Bi the
Lie-Poisson bracket can be written as
{F,G}LPB(B) = B ·
(
(I(3) ∗C d)F × (I(3) ∗C d)G
)
= B · (dF × dG) . (10.13)
The symplectic leafs induced by the symplectic foliation with the Lie-Poisson bracket on g∗ are the orbits
of the coadjoint action of the corresponding group G on g∗. This can be seen if one considers a scalar linear
function H(Θ) = B · Θ = biθi on g
∗ with dH = B. For the Lie-Poisson bracket one has then for any scalar
function F on g∗:
{F,H}LPB(Θ) = (dF × dH) ·Θ = −(B× dF ) ·Θ = −(adBdF ) ·Θ = −dF · ad
∗
B
Θ. (10.14)
On the other hand one can define in analogy to (10.4) the hamiltonian bivector field hH of the Hamilton
function H(Θ) as
hH(Θ) · dF = {F,H}LPB(Θ) = (dF × dH) ·Θ = −ad
∗
B
Θ · dF, (10.15)
so that hH(Θ) = −ad
∗
dHΘ. This means that the hamiltonian bivector fields hH that span the tangent space
of the symplectic leaf are, up to a sign, the generators of the coadjoint action determined by B. If Θ varies
now over the coadjoint orbit one can define a skew-symmetric bilinear form on the orbit by
ΩΘ(ad
∗
A
Θ, ad∗
B
Θ) = A× B ·Θ, (10.16)
which defines on the coadjoint orbit a symplectic structure, that is the restriction of the Lie-Poisson bracket
to the orbit [26]. ΩΘ can be seen as a generalized antisymmetric tensor of the form (4.76) that maps two
bivectors into a scalar.
Of special interest is the hamiltonian action of a rotor on a Poisson vector manifold. The aim is to find
the Hamilton function PB of the vector field B ·x, that is induced according to (6.15) by the rotor left-action
with bivector B, i.e.
hPB = B · x. (10.17)
Since hPB · dH = {H,PB}PB, it is possible to write the defining relation for PB as
{H,PB}PB = (B · x) · dH, (10.18)
for all scalar functions H . Furthermore one has for two bivectors A and B with (8.12) and (6.16)
h{PA,PB}PB = hPA×B . (10.19)
While in the symplectic case a symplectic vector field is always locally hamiltonian, in the Poisson case
an infinitesimal Poisson automorphism is in general not locally hamiltonian. This means that if the rotor
left-action is canonical, i.e. LB·xJ = 0, there does not exist in general a function PB, that fulfills (10.17). The
additional condition that B ·x is also hamiltonian can be expressed with the momentum map. A momentum
map is here a two-form Π(x) with
ι˙BΠ = B · Π = PB. (10.20)
So if the hamiltonian vector field hPB corresponding to the function PB = B ·Π is the same as the vector field
B ·x induced by the rotor left-action, i.e. if one has h
B·Π = (J ·d) · (B ·Π) = B ·x, then Π is a momentum map.
If a momentum map of a rotor action exists and H is a Hamilton function that is invariant under the rotor
action, then equation (10.18) reduces to {H,PB}PB = 0 and the momentum map is a constant of the motion
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described by H . This follows because {H,PB}PB = 0 means that PB is constant along the hamiltonian flow
of H , which must then also be true for the left hand side of (10.20), i.e. for Π, because B is constant. This
is the Noether theorem in the Poisson case.
If a hamiltonian action of a rotor group on a Poisson vector manifold is given, there are scalar functions
PBi on the Poisson manifold with {Pi, Pj}PB = −C
k
ijPk and
[
hPi ,hPj
]
JLB
= CkijhPk , that generate the
hamiltonian action. The momentum map is then
Π(x) = PBi(x)Θ
i. (10.21)
A momentum map Π(x) that is determined by a hamiltonian group action is equivariant, i.e. it respects the
rotor left-action on the vector manifold:
Π(R ∗C x ∗C R) = R ∗C Π(x) ∗C R, (10.22)
which can also be written as
AdRB ·Π(R ∗C x ∗C R) ≡ PAdRB(R ∗C x ∗C R) = PB(x) ≡ B ·Π(x), (10.23)
To see that the momentum map (10.21) is equivariant, it suffices to show the infinitesimal version of (10.22),
namely
(
hPBj · d
)
PBiΘ
i = Bj ×Π, which immediately reduces to −C
k
ijPBkΘ
i = PBiC
i
jkΘ
k.
Infinitesimal equivariance [26] implies that PA×B = {PA, PB}PB. Then it is easy to see that equivariant
momentum maps are Poisson maps, i.e. for scalar-valued functions F and G on g∗ one has
{F,G}LPB(Π(x)) = {F (Π(x)), G(Π(x))}PB. (10.24)
To prove this one shows that the left hand side of (10.24) can be written as
{F,G}LPB(Π(x)) = dF × dG ·Π(x) = PdF×dG = {PdG, PdH}PB, (10.25)
where one uses in the last step infinitesimal equivariance. The right hand side of (10.24) gives the same
result:
{F (Π(x)), G(Π(x))}PB = J
ij∂iF (Π(x))∂jG(Π(x)) = J
ij∂iPdF∂jPdG = {PdF , PdG}PB, (10.26)
with ∂iF (Π(x)) = dF · ∂iΠ(x) = ∂i
(
dF ·Π(x)
)
= ∂iPdF .
A special case for a momentum map is the momentum map of the cotangent lift of a rotor action on a
vector manifold q = qa(qi)σa. In order to find this momentum map one first states that it is possible to find
for a tangent vector field a(q) = aiξai σa a function Pa(q
i, pi) = Pa(q + pi) on the cotangent bundle, which
is given with the projection operator (8.16) as:
Pa(q
i, pi) = Tπq(a) · (q + pi) = a
jξaj τ a · (q
bσb + pkξ
k
b τ
b) = aj(qi)pj . (10.27)
These functions form an algebra on the cotangent bundle, i.e. {Pa, Pb}PB = −P[a,b]JLB . The rotor action
of a rotor R(t) = e
t
2 B
∗C on the vector manifold q induces a flow q(t) = R(t) ∗C q ∗C R(t) and a tangential
vector field b = B · q. The inverse cotangent lift of this rotor action is
(q + pi)(t) = Rlifted(−t) ∗C (q + pi) ∗C Rlifted(−t) = Rlifted(t) ∗C (q + pi) ∗C Rlifted(t), (10.28)
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which induces on the cotangent bundle a tangent vector field blifted = Blifted · (q+pi). The vector field blifted
is then the hamiltonian vector field of Pb , i.e. blifted = hPb . This can be proved very easily if one considers
that the cotangent lift of a rotor action leaves the canonical one-form invariant, i.e. Lbliftedθ = 0. Cartan’s
magic formula (4.55) gives then
blifted · Ω = −ι˙blifteddθ = dι˙bliftedθ = d(blifted · θ). (10.29)
On the other hand one has with (8.14) and (8.16)
blifted · θ(q + pi) = Tπq(blifted) · pi = Tπq(b) · pi = Pb(q + pi). (10.30)
Putting this into (10.29) gives
blifted · Ω = dPb , (10.31)
which shows that blifted is the hamiltonian vector field of Pb .
The momentum map of the cotangent lift of a rotor action on the vector manifold q is then given for
b = B · q by
B · Π(q + pi) = Tπq(B · q) · (q + pi) = Pb(q + pi). (10.32)
Moreover this momentum map is also equivariant:
B · Π(Rlifted ∗C (q + pi) ∗C Rlifted) = Tπq
(
B · (R ∗C q ∗C R)
)
· (Rlifted ∗C (q + pi) ∗C Rlifted) (10.33)
= Tπq(AdRB · q) · (q + pi) (10.34)
= AdRB ·Π(q + pi). (10.35)
A simple example is the action of the rotation group on a three dimensional euclidian vector space with
vectors q = qiηi for i = 1, 2, 3. The tangent bundle is then a six dimensional euclidian vector space with
vectors q + pi = qiηi + piρ
i and a canonical symplectic structure Ω = ηiρi. A rotation on the q-space
is generated by the bivectors Bi =
1
2εijkηjηk. For example a rotation around the η3-axis is generated by
B3 = η1η2 and the corresponding vector field is b3 = B3 · q = q
2η1 − q
1η2. The lifted rotation is a rotation
that acts in the ρi-space just the same way as in the ηi-space, the lifted generator is then B
lifted
3 = η1η2+ρ
1ρ2
and the corresponding lifted vector field is given by
blifted3 = B
lifted
3 · (q + pi) = q
2η1 − q
1η2 + p2ρ
1 − p1ρ
2. (10.36)
The Hamilton function PB3 that generates this vector field fulfills b
lifted
3 · Ω = dPB3 or
p2η1 − p1η2 − q2ρ1 + q1ρ2 = η1
∂PB3
∂q1
+ η2
∂PB3
∂q2
+ ρ1
∂PB3
∂p1
+ ρ2
∂PB3
∂p2
, (10.37)
which is solved by the angular momentum function. The angular momentum functions PBi = ε
k
ijq
jpk
are the generators of the active rotations, that rotate the qi just as the pi coefficients. They form the
algebra {PBi , PBj}PB = εijkPBk , so that there is a hamiltonian action of the rotations on the six dimensional
symplectic space. The momentum map Π(qi, pi) = PBj (q
i, pi)Θ
j is just the angular momentum bivector
L = qp and connects the generators of the active and passive rotations.
Another simple example is the circle action of S1 on S2 [25]. The two-dimensional sphere x(θ, ϕ) =
sin θ cosϕσ1 + sin θ sinϕσ2 + cos θσ3 is a symplectic vector manifold with the symplectic two-form
Ω = x1σ2σ3 + x2σ3σ1 + x3σ1σ2
∣∣
S2
= sin θξθξϕ, (10.38)
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which is the volume form on the S2. A left rotation around the σ3-axis is generated by B = −σ1σ2 and
induces on S2 the vector field
B · x = sin θ cosϕσ2 − sin θ sinϕσ1 = ∂ϕx = ξϕ. (10.39)
The Hamilton function PB that generates this vector field fulfills according to (8.8) the equation ξϕ ·Ω = dPB,
or
− sin θξθ = ξϕ∂ϕPB + ξ
θ∂θPB, (10.40)
which is solved by PB = cos θ = x
3.
Applying now the concepts discussed so far to the cotangent space of a group manifold T ∗G, which is a
vector manifold with vectors r + ϑ, one arrives at the Lie-Poisson reduction [26]. As seen above the rotors
act on the group vector manifold with a left translation ℓR which induces the tangential maps T ℓR and T
∗ℓR.
A scalar function F (r+ϑ) = F (R, R˙) on T ∗G is left invariant if F ◦T ∗ℓR = F . Such left invariant functions
can be identified with reduced functions on g, i.e. F (r+ϑ) = F (R, R˙) = F (1, R ∗C R˙) = f(Θ), where R∗C R˙
is an element of the bivector algebra that can also be expressed in the dual basis. This reduction can now
be described with the momentum map Π : T ∗G→ g∗, i.e. F (r+ϑ) = f(Π(r+ϑ)). One has then a Poisson
map between the Poisson bracket of left invariant functions on T ∗G and the Lie-Poisson bracket of reduced
functions on g∗. In this way a left invariant Hamilton function on T ∗G induces a Lie-Poisson dynamic on
g∗. This will be explained for the example of the rigid body in the next section.
11 The rigid Body
The rigid body is an example where the formalism described above can be shown to work very effectively.
If one considers a free rigid body B in a three-dimensional ambient space spanned by the basis vectors σa
and a body-fixed coordinate system ξi(t), a point of the body in the ambient space is given by
x(t) = R(t) ∗C xB ∗C R(t), (11.1)
where xB is the vector in the body-fixed system. The velocity is then given by
x˙ = R˙ ∗C xB ∗C R +R ∗C xB ∗C R˙ (11.2)
= R ∗C (R ∗C R˙ ∗C xB − xB ∗C R ∗C R˙) ∗C R (11.3)
= R˙ ∗C R ∗C x− x ∗C R˙ ∗C R (11.4)
= 2(R˙ ∗C R) · x, (11.5)
using R ∗C R = 1⇒ R˙ ∗C R+R ∗C R˙ = 0. And for the body-fixed velocity one obtains
x˙B = R ∗C x˙ ∗C R = 2(R ∗C R˙) · xB. (11.6)
On the other side one has x˙ = ω × x, where ω is the axial vector of angular velocity. Using that the vector
cross product can be written as a× b = −(I(3) ∗C a) · b this leads to
x˙ = −(I(3) ∗C ω) · x = −W · x, (11.7)
where
W = −2R˙ ∗C R = I(3) ∗C ω (11.8)
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is the angular velocity bivector that generates the rotation. Equation (11.8) can be rewritten to obtain the
rotor equation
R˙ = −
1
2
W ∗C R, (11.9)
which integrates for constant angular velocity to R = e
− t2 W
∗C . With the angular velocity bivector (11.8) one
can also write (11.7) as
x˙ = (R ∗C xB ∗C R) · W = R ∗C (xB · WB) ∗C R, (11.10)
where WB = R ∗C W ∗C R = −2R ∗C R˙, so that the rotor equation becomes R˙ = −
1
2R ∗C WB.
The angular momentum bivector is given by
L =
∫
d3x ρ(x)xx˙ =
∫
d3xB ρ(xB) (R ∗C xB ∗C R)(R ∗C (xB · WB) ∗C R) (11.11)
= R ∗C
(∫
d3xB ρ(xB)xB(xB · WB)
)
∗C R = R ∗C I(WB) ∗C R, (11.12)
where the bivector-valued function of a bivector
I(B) =
∫
d3xB ρ(xB)xB(xB · B), (11.13)
corresponds to the inertial tensor. The equation of motion of the free rigid body can be obtained from
0 = L˙ = R˙ ∗C I(WB) ∗C R+R ∗C I(WB) ∗C R˙+R ∗C I(W˙B) ∗C R (11.14)
= R ∗C
(
I(W˙B)− WB × I(WB)
)
∗C R (11.15)
as I(W˙B)− WB × I(WB) = 0, which are the Euler equations.
The other possibility to derive the equations of motion is to use the Lagrange or Hamilton formalism.
The kinetic energy of the free rigid body can be written with (11.6) as
T =
1
2
∫
d3xB ρ(xB) |2(R ∗C R˙) · xB|
2 (11.16)
=
1
2
∫
d3xB ρ(xB) |WB · xB|
2 (11.17)
=
1
2
WB · I(WB) (11.18)
=
1
2
W · L. (11.19)
Equation (11.16) is the left invariant Lagrangian L(R, R˙) and (11.18) the reduced Lagrangian l(WB) of the free
rigid body. This means that the dynamics is transferred by (11.1) from the vectors x(t) to the rotors or the
generating bivectors, i.e. one considers the dynamics on the rotor group or the bivector algebra respectively,
which is the same idea that underlies the Kustaanheimo-Stiefel transformation.
The question is now how to vary the corresponding Lagrangians. In analogy to the matrix representation
[26] one has
δWB = δ(−2R ∗C R˙) = 2R ∗C δR ∗C R ∗C R˙− 2R ∗C δR˙ (11.20)
= −R ∗C δR ∗C WB − 2R ∗C δR˙ (11.21)
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and defining the bivector B = 2R ∗C δR so that
B˙ = WB ∗C
1
2
B+ 2R ∗C δR˙, (11.22)
one obtains
δWB = −B˙+ WB × B. (11.23)
The variation
0 = δl(WB) = δ
∫
dt
1
2
WB · I(WB) =
∫
dt
∫
d3xB ρ(xB) δWB · [xB(xB · WB)] (11.24)
=
∫
dt I(WB) ·
(
−B˙+ WB × B
)
(11.25)
=
∫
dt
[
I(W˙B) + I(WB)× WB
]
· B, (11.26)
leads then again to the Euler equations, where one uses in (11.24)
WB · [xB(xB · δWB)] = δWB · [xB(xB · WB)] (11.27)
and in (11.25) equation (11.23).
So given a left invariant rotor Lagrangian L(R, R˙) and its reduction to the bivector algebra l(WB), the
variation of L(R, R˙) corresponds to the variation of l(WB) for variations δWB = −B˙ + WB × B, where B is
a bivector that vanishes at the endpoints. The Euler-Lagrange equation for the rotor corresponds to the
bivector equation
d
dt
δl
δWB
= WB ×
δl
δWB
. (11.28)
The Euler-Poincare´ reconstruction of the rotor from the bivector WB can then be done with the rotor equation
and in a last step the dynamics x(t) is reobtained by (11.1).
In the Hamilton formalism the analogous construction is called Lie-Poisson reduction and can also be
done in the rotor case. The Hamiltonian (11.18) of the free rigid body can be written as
H =
1
2
(
L2B1
I1
+
L2B2
I2
+
L2B3
I3
)
. (11.29)
With the Lie-Poisson bracket (10.13)
{F,G}LPB(LB) = LB ·
(
(I(3) ∗C ∇F )× (I(3) ∗C ∇G)
)
= LB · (dF × dG) (11.30)
the Euler equations are obtained by L˙Bi = {LBi, H}LPB. They preserve the coadjoint orbit, i.e. the Casimir
function |LB|
2 is a constant of motion: {(L2B1+L
2
B2+L
2
B3), H}LPB = 0. The conserved quantity that results
from the left invariance is the angular momentum, which follows from the calculation in (11.14) and (11.15).
The procedure described above is the bivector version of the Poincare´ equation [30]. In order to derive
the Poincare´ equation one considers a vector manifold x(qi) with coordinate basis vectors ξi = ∂ix and
non-coordinate basis vectors ϑr = ϑ
i
rξi. For a scalar-valued function f(q
i(t)) on a trajectory q(t) = x(qi(t))
one has ddtf = q˙
i∂if . In the non-coordinate basis the coefficients are s
r = ϑri q˙
i, so that ddt = s
r∂r. On the
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other hand the variation of the trajectory q(t) = q(t, u = 0) is given by δqi = ddu
∣∣
u=0
qi(t, u) = wi, where
the coefficients in the non-coordinate basis are wr = ϑriw
i. From the condition that the operators
d
dt
= s · ∂ = sr∂r and
d
du
= w · ∂ = wr∂r (11.31)
commute it follows that
d
du
s =
d
dt
w + [s,w]JLB . (11.32)
This equation can now be used for varying the Lagrange function L(qi(t, u), sr(t, u)):
0 = δS =
∫ b
a
dt
[
∂L
∂qi
∂qi
∂u
+
∂L
∂sr
(
d
dt
wr + Crsts
swt
)]
u=0
(11.33)
=
∫ b
a
dt
[(
∂rL+
∂L
∂ss
stCstr −
d
dt
∂L
∂sr
)
wr +
d
dt
(
∂L
∂sr
wr
)]
u=0
, (11.34)
from which the Poincare´ equation follows:
d
dt
∂L
∂sr
−
∂L
∂ss
stCstr = ∂rL. (11.35)
If the configuration space is a rotor group the Lagrange function is L = L(R, R˙) and one has to vary
R(t, u). Instead of vectors s and w the variations are described by bivectors
s = 2R ∗C R˙ and w = 2R ∗C δR, (11.36)
so that the operators (11.31) are now expressed as ddt = s · d and
d
du = w · d. It follows further that
ds
du
= −2R ∗C δR ∗C R ∗C R˙+ 2R ∗C δR˙ = −
1
2
w ∗C s+ 2R ∗C δR˙, (11.37)
dw
dt
= −2R ∗C R˙ ∗C R ∗C δR+ 2R ∗C δR˙ = −
1
2
s ∗C w+ 2R ∗C δR˙. (11.38)
Equating the expressions for 2R ∗C δR˙ gives the bivector analog of (11.32):
d
du
s =
d
dt
w+ s× w, (11.39)
so that the variation of the action
0 = δS =
∫ b
a
dt δL (11.40)
=
∫ b
a
dt
[
w · dL+
δL
δs
·
(
d
dt
w+ s× w
)]
u=0
(11.41)
=
∫ b
a
dt
[
w ·
(
dL−
d
dt
δL
δs
+
δL
δs
× s
)
+
d
dt
(
w ·
δL
δs
)]
u=0
, (11.42)
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leads now to the bivector version of the Poincare´ equation
d
dt
δL
δs
−
δL
δs
× s = dL. (11.43)
In the same way the Hamilton formalism is transferred from the vector to a bivector basis. The Hamilton
equations z˙i = {zi, H}PB in the bivector case, i.e. for a Hamilton function H(z) with a bivector z = z
iBi
are obtained by using the Lie-Poisson bracket instead of the Poisson bracket. In the so(3)-case the Hamilton
equations read then
z˙ = z× dH = −ad∗
dHz. (11.44)
Conclusions
Comparing classical and quantum mechanics there are two formal breaks. The first one is that classical
mechanics is formulated on the phase space, while quantum mechanics is formulated on a Hilbert space.
This formal break is overcome by the bosonic star product formalism that describes quantum mechanics on
the phase space. The second formal break is that classical mechanics is formulated conventionally in the
Gibbs-Heavyside tuple vector formalism, while in quantum mechanics one is using actually a Clifford calculus
in order to take care of the spin degrees of freedom. The Gibbs-Heavyside tuple formalism ignores the basis
vectors and their naturally given Clifford structure. Unfortunately the basis vectors and their algebraic
structure play an essential role if there is curvature or non-commutativity. And so the basis vectors had to
be reintroduced in the formalism a posteriori which then naturally leads to a multivector formalism. The
basis vectors appear for example as Dirac matrices, as differential forms or as Grassmann numbers. These
different formalisms are notationally inconsistent and incomplete. For example exterior calculus is restricted
to homogenous multivectors and in superanalysis there is no Clifford structure. In the case of Dirac matrices
sticking to a tuple formalism has the disadvantage that one has to construct an unphysical spinor space
in which the Clifford structure is represented by matrices. A complete Clifford multivector formalism was
on the other hand developed physically in the context of Dirac theory by Hestenes and Ka¨hler and in the
context of phase space calculus by Gozzi and Reuter. The full multivector formalism can now be described
with the star product formalism as deformed superanalysis and so a formal supersymmetry is introduced in
the formalism. The combination of star products and geometric algebra leads to a formalism that unifies the
different geometric calculi on commutative and noncommutative spaces, on flat and curved spaces, on tangent
and cotangent spaces and on space-time and phase space. The combination of the star product formalism
with geometric algebra can be seen as a program for a formal unification of physics. The consequences of
this program on space time and phase space will be discussed in forthcoming papers. Especially it will be
shown how constraints fit into this context.
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