can be translated to HRI studies. Also, experimental Abstract-This paper describes our general framework for frameworks and methodologies need to be adapted from the investigation of how human gestures can be used to other fields and/or newly developed for human-robot facilitate the interaction and communication between humans interaction. and robots. More specifically, a study was carried out to reveal Dautenhahn [5] points out that the idea of agents being which "naturally occurring" gestures can be observed in a scenario where users had to explain to a robot how to perform able to interact with humans in a "natural" way is considered a specific home task. The study followed a within-subjects attractive. As robots start acting in human environments design where ten participants had to demonstrate how to lay a issues of agency, believability and sociality become very 
table for two people using two different methods for their important. Robots that inhabit human social spaces will need explanation: utilizing only gestures or gestures and speech. The to be designed to conform as much as possible to human experiments also served to validate a new coding scheme for humn gstues n hmanrobt iterctin, ithgoo iner-expectations. Fong where users had to explain to a robot how to perform a H UMAN-ROBOT INTERACTION (HRI) is regarding its specific home task. "Natural" refers to a situation where no conceptual and theoretical foundations still a recent scripts or pre-defined gestures to use were given. research field. Kiesler and Hinds [1] consider that the study This work is being developed as part of the research for of design alternatives to facilitate Human-Robot Interaction the European funded project, "The Cognitive Robot is a new focus of Human-Computer Interaction (HCI). Companion" (COGNIRON). Within the COGNIRON However, some researchers consider that HRI will probably project, the line of research described here is part of the need to develop its own discipline specific methods due to overall goal to capture requirements for contextual the embodied nature of interaction with robots [1] [2] [3] [4] . A lot interpretation of body postures and human activities for of ground work needs to be done in HRI in order to establish purposes of human-robot interaction. Results from this work conceptual and theoretical foundations e.g. fleshing out to inform research by other COGNIRON partners into what extent results from human-human interaction studies developing computational algorithms for detecting and recognizing human activities, including body postures and The work described in this paper was conducted within the EU getrs(e[7 fo an vriw ofhe n-ig Intgrte PojctCOGNIRON ( [8] , Kipp [11] . Research on the function corresponding coding scheme are in line with the conceptual of gestures has been diverse. Gestures have been studied in framework developed by Nehaniv et al. [4] . relation to child development and language acquisition [12, The rest of this paper is structured as follows. First, we 13], or teaching and learning strategies [14] [15] [16] . Research in will summarize relevant research concerning the role of relation to problem solving has found not only that gestures gestures in the interaction process with a particular emphasis can convey specific information and reveal thoughts not on how the results from human-human interaction informed revealed in speech but also that observing gestures can be a (or can inform) the development of robots and other useful extra to speech when trying to uncover cognitive computational artifacts. Secondly, the current exploratory processes [17, 18] . However, research investigating the study will be described. The third part proceeds with the function of gestures in relation to speech has produced presentation of the results. Finally, a general discussion and contrary results or divergent opinions. For example, some topics for future research conclude the paper.
authors defend the importance of gestures semantics independently from speech [10, 19] while others consider I. BACKGROUND the primary function of gestures is not to convey semantic Our present research focus can be described as an information [20] . Lozano and Tversky [21 ] argue that investigation of the specificities of gestures for interacting gestures might be of benefit to both communicators and with robots. As A. The Design * Interactional Gestures -this category classifies This exploratory study followed a within-subjects design.
gestures used to regulate interaction with a partner. The participants had to demonstrate how to lay a table for Thus are can be used to initiate, maintain, invite, two people utilizing two different methods: using only synchronize, organize or terminate an interaction gestures or gestures and speech -these were the two behavior between agents (e.g. head nodding, hand experimental conditions. The particular task was chosen gestures to encourage the communicator to continue), since it is considered a relevant task for a robot companion * Referencinglpointing gestures -the gestures that fall in the home. Considering that there were two conditions, the into this category are gestures used to indicate objects order of appearance was counterbalanced to try to cancel or loci of interest.
effects of order. Thus we had 2 arrangements of the two Nehaniv et al. [4] stress the importance of knowing the conditions: five participants started by using gestures only context in which gestures are produced since this is crucial and the other five started by explaining the task using to disambiguate meaning. They suggest that data on the interaction history and context may help the classification gsue n peh process. The authors also point out the need to consider to B. The Participants whom or what the gesture targeted (identify target) and
The sample consisted of 6 female and 4 male subjects, all who, if anyone, is supposed to see it (identify the from our university. For this exploratory study the number recipients). Certain gestures in particular situations might be of participants was considered suitable in order to provide multipurpose [4] . For example, a gesture of bringing an input for future studies involving larger numbers of subjects. Object conspicuously toward an interaction partner is The participants' occupations are: two researchers (one from manipulative but it may also be classified as interactional Computer Science and one from Psychology), six PhD since it might comprise a solicitation for the partner to take students (from different technical subjects and also social sciences) and two members of the administrative staff. Similarly, the subjects in the gestures and speech first Symbolic 1 .14 -.14 .14 condition produced more manipulative gestures on the Table 3 -Duration of Gestural Classes Exhibited by second trial (M rank 7.60, n 5) than the subjects on the Subjects in the Two Experimental Conditions.
gestures only first condition (M rank =3.40, n =5) U= Descriptive statistics regarding the duration in seconds 2.00, p =.032. This means that the group of subjects that of the different categories of gestures began with the gesture and speech condition when using just gestures produced more interactional and manipulative
From Table 2 one can see that the frequencies of pointing, gsuethnheropfsbjcsftegsuesnlfit irrelevant, side effect of expressive behavior and symbolic codtnwhnbigaltoueesrsadspchn gestures for both conditions, Gestures only or Gestures and their explanation. stated by the eight participants to prefer speech and gesture In order to test possible effects of fatigue we just picked were: "it felt more natural", "it conveys more information" the two variables created in the previous section regarding and "is closer to the way humans usually communicate". For the first and second trial regardless of the condition and the participant that chose gestures the reason was that it was compared the frequencies and durations. No Table 5 gives the frequencies for the gestures and speech participants gave to the plausibility of using gestures and first condition. speech to teach the robot were related to: personal Tables 4 and 5 suggest that co-occurrence happened more preference or ability and belief on "being able to produce frequently when the subjects started by demonstrating using better explanations".
gestures and speech first. However, a closer look at the data also tells us that 3 subjects did not show any co-occurring G. Which method (gestures only or gestures and speech) gestures (curiously all in the gestures only first condition).
did they thinkproduced the better explanation? Thus, only seven subjects really contributed to the tables.
The last comment in the previous sub-section already Furthermore, one of the subjects on the gestures and speech gives a hint on which method people thought produced the first condition did produce a large amount of co-occurrences better explanation. In fact, eight out of the ten participants (13 co-occurrences of Interactional+Manipulative in the first chose gestures and speech. The reasons invoked were: trial and 2 on the second trial). So, these results have to be gesture and speech are complimentary, using gestures and carefully interpreted.
speech allows conveying more information, using speech helps focus on the task and speech allows the clear The line of reasoning considered in this section also behind gesture recognition see, for example, [7, 29] ). highlights the differences and similarities of our study and The inter-rater agreement reached seems satisfactory, its results from Lozano and Tversky's study [21] : the especially taking into consideration the small number of participants that used gestures and speech (Speakers) in their occurrences for the irrelevant, side effect of expressive explanation exhibited the cart pieces to be assembled and behavior, symbolic and pointing gestures (Table 1 ). pointed to objects less than people just using gestures Nevertheless, we intend to investigate further the (Gesturers). In our study that was not the case. In relation to disagreements obtained for the irrelevant and side effect of gestures that convey information about action, the expressive behavior categories since it might be the case that Gesturers, in Lozano and Tversky study, produced more the two are not clear and distinctive enough.
gestures than Speakers. If we consider the results regarding Another issue that clearly emerged from the analysis was our manipulative gestures, it seems we do have a similar the low frequency of pointing and symbolic gestures. In fact, result. So, in terms of general results, it seems that the main we were expecting that the constraint of not being allowed difference is the frequency of pointing and exhibiting to use speech would make people resort to pointing and manipulative gestures when people are asked to demonstrate symbolic gestures to supplement their manipulative gestures. how to perform a task using gestures and speech. Lozano However, it seems that people, in the gestures only and Tversky's experimental task involved the explanation of condition, chose to be more detailed in their manipulation of actions to accomplish the assembly of an object while in our objects and sometimes use a special type of manipulation to case the task had more to do with the structural layout of a make their explanation more salient: they would grasp the particular setting. Furthermore, in their experimental task the object, transport it to the front of the video camera, turn it a participants were faced with a novel challenge thus the bit to exhibit the object and then place it on the table. degree of automaticity of the actions to the demonstrated However, even the subjects who showed this sequence were was perhaps lower. The degree of automaticity might have not consistent throughout. Nevertheless, this example clearly influenced the way people chose to demonstrate the laying suggests the need to investigate further sequences of of the table when asked to use gestures and speech: instead activity.
of using pointing and exhibiting they just manipulated the The frequencies of interactional and manipulative objects to their corresponding places. Thus, it might be the gestures were higher for the gestures only condition. case that the types of gestures produced are closely linked However, when testing the effect of the order of not only to the presence or absence of speech but also to the presentation, we saw that starting with gestures and speech nature of the task itself. made subjects produce more gestures in the following What were the lessons learned relevant for HRI? Three condition, gestures only, than the other way around. A issues seem particularly important. The first one concerns possible explanation for this effect of order is that people the subjects' preference for the gestures and speech method felt less comfortable when starting with the gestures only of demonstrating and its implications. This choice is not condition and that constrained their following surprising but it definitely supports the perspective that demonstration. The subjects' answers to the post-session people might prefer to interact with robots in a "natural" questionnaire support this view. Subjects preferred using way [5] . The second issue is the infrequent occurrence of gestures and speech to only gestures in their explanations. pointing and symbolic gestures. It seems that in routine daily They also thought their explanation was better when using tasks people are not naturally likely to give detailed accounts gestures and speech. The reason they invoked more of the way the tasks should be performed beyond the actual frequently was the degree of naturalness of this simple demonstration of how to accomplish it. So the demonstration method.
questions are: (a) what specific strategies can be used in More surprising was the subjects' answers to the question robotic systems to accommodate this? (b) can people concerning which method of demonstrating made them accommodate to the need of being more explicit regarding reflect more about the task. The opinions were almost split: their explanations? (Related to this issue is a general some subjects considered that using gestures only made question for technological systems: to what degree should them think more about how to demonstrate due to the HRI designers expect them to adapt to technology rather novelty of the situation. However, some participants pointed than the other way around?) Finally, the third issue is the out that gestures and speech made them think harder because possible interaction between the type of task and the type of they had to verbalize about what they were doing. This issue gestures produced. This point stresses the importance of suggests a certain tension between the nature of the method knowing the context in which gestures are produced and used to demonstrate and the task itself. In relation to the task their interaction history [4] . A possible shortcoming of the
