A dimensionless hydrograph developed for a variety of basin conditions in Georgia was tested for its applicability to central Tennessee streams by comparing it to a similar dimensionless hydrograph developed for central Tennessee streams. Statistical analyses were performed by comparing simulated (or computed) hydrographs, derived by application of the Georgia-study dimensionless hydrograph and the central Tennessee dimensionless hydrograph, with 163 observed hydrographs from 38 stations having a wide range of drainage area sizes and basin conditions, at 50 and 75 percent of their peak flow widths. Test results indicate the two dimensionless hydrographs are essentially the same. Using the Georgia-study dimensionless hydrograph, the standard error of estimate was + 21.2 percent at the 50 percent of peak flow width and + 24.8 percent at the 75 percent 07 peak flow width. Study results indicate the Georgia dymensionless hydrograph is applicable to central Tennessee streams.
Equations for rural and urban basin lagtime were derived from multiple-regression analyses that relate lagtime to physical basin characteristics.
At the 95-percent confidence level, channel length was significant for the rural basin equation and channel length and percentage of impervious area were significant for the urban basin equation. A regression equation that related flood volumes to drainage area size, peak discharge, and basin lagtime also was developed. The flood-hydrograph and flood-volume techniques are useful for estimating a typical (average) flood hydrograph and volume for any specified recurrence interval peak discharge at any ungaged stream site draining areas less than 500 square miles in central Tennessee.
INTRODUCTION
Flood hydrographs and flood volumes are often needed for the design of highway drainage structures and embankments or where storage of floodwater or flood prevention is part of the design. Additionally, hydrographs may be necessary to estimate the length of time of inundation of specific features, for example, roads and bridges.
A flood of sufficient magnitude for structural design analysis may have occurred before systematic streamflow data collection began, or the site of interest is ungaged and hydrograph data are not available.
Under these conditions, a typical or design hydrograph may be simulated using one, or a combination of several, traditional hydrograph estimation methods.
Each of the traditional methods have inherent characteristics, data requirements, and basin characteristics or coefficients which must be estimated or calculated.
Most methods rely on the unit hydrograph whereby design hydrographs are computed by convolution of the unit hydrograph with rainfall excess. Therefore, rainfall data and methods for estimating rainfall excess are necessary for use of any of the unit hydrograph methods.
A need exists for a simple, direct-approach method to estimate the flood hydrograph, volume, and width associated with a peak discharge of specific recurrence interval (a design discharge). Recently, a direct-approach method was developed for streams in Georgia (Inman, 1986) . However, the applicability of this direct-approach method for the Georgia streams to other areas was unknown. This report describes the results of a study to determine the applicability of Inman's method to central Tennessee streams and provides techniques for estimating flood hydrographs (shape, volume, and width) for ungaged basins draining areas less than 500 mi2 in central Tennessee. Future studies will determine the applicability of Inman's method to west and east Tennessee streams. This study was conducted in cooperation with the Tennessee Department of Transportation.
INMAN'S HYDROGRAPH SIMULATION METHOD
Inman (1986) used 355 actual (observed) streamflow hydrographs from 80 basins and harmonic analysis, as described by O'Donnell (1960) , to develop unit hydrographs. The 80 basins represented both urban and rural streamflow characteristics and had drainage areas less than 20 mi2. An average unit hydrograph and an average lagtime were computed for eat h basin. .These average unit hydrographs were then transformed to unit hydrographs having generalized durations of one-fourth, one-third, one-half, and three-fourths lagtime, then reduced to dimensionless terms by dividing the time by lagtime and the discharge by peak discharge. Representative dimensionless hydrographs developed for each basin were combined to generate one typical (average) dimensionless hydrograph for each of the four generalized durations.
Using the four generalized duration dimensionless hydrographs, average basin lagtime, and peak discharge for each observed hydrograph, simulated hydrographs were generated for each of the 355 observed hydrography and their widths were compared with the widths of the observed hydrographs at 50 and 75 percent of peak flow. Inman (1986) concluded that the dimensionless hydrograph based on the one-half lagtime duration provided the best fit of the observed data. At the 50 percent of peak flow width, the standard error of estimate was + 3 1.8 percent; and at the 75 percent of peak flow width, the standard error of estimate was + 35.9 percent.
For verification, the one-half lagtime duration dimensionless hydrograph was applied to 138 hydrographs from 37 Georgia stations that were not used in its development. The drainage areas of these stations ranged from 20 to 500 mi2. Inman (1986) reported that at the 50 percent of peak flow width, the standard error of estimate was 2 39.5 percent; and at the 75 percent of peak flow width, the standard error of estimate was + 43.6 percent.
Inman (1986) performed a second verification to assess the total or accumulative prediction error for large floods through the combined use of the dimensionless hydrograph, estimated lagtimes from regional lagtime equations, and peak discharges from regional flood-frequency equations. Inman (1986) reported standard errors of prediction of + 5 1.7 and + 57.1 percent at the 50 and 75 percent of peak flow widths, respectively.
On the basis that Inman's basic dimensionless hydrograph was developed and tested for a variety of conditions (including urban, rural, mountainous, coastal plain, and small and large drainage basins), it was theorized that it may be applicable to streams in central Tennessee. The time and discharge coordinates of Inman's (1986) Inman's dimensionless hydrograph was tested by comparing it to a similar dimensionless hydrograph developed for central Tennessee streams. The test involved several phases and is described in detail in this section of the report.
A total of 245 observed hydrographs from 38 basins across central Tennessee ( fig. 1 ) with drainage areas of 0.17 to 481 mi2, representing both rural and urban streamflow characteristics, were available for use in the test. However, only 163 observed hydrographs had matching rainfall data and were selected for use in this test. The 38 basins are located within hydrologic areas 2 and 3 in Tennessee, as defined by Randolph and Gamble (1976) . Of the 38 basins, 21 (81 observed hydrographs) are in hydrolo ic area 2, and 17 (82 observed hydrographs) are in hydrologic area 3. A computer program S.E. Ryan, U.S. Geo-$ logical Survey, written commun., 1986) used by Inman (1986) for development of the dimensionless hydrograph and subsequent statistical analyses also was used for this analysis.
Unit hydrographs and lagtime were computed from the 163 observed hydrographs, and an average unit hydrograph and an average lagtime were computed for each of the 38 basins. These average unit hydrographs were transformed to unit hydrographs having generalized durations of one-fourth, one-third, one-half, and three-fourths lagtime, then reduced to dimensionless terms by dividing the time by lagtime and the discharge by peak discharge. The 38 dimensionless hydrographs were then separated into their respective hydrologic areas (21 in area 2, and 17 in area 3). Representative dimensionless hydrographs from eight randomly selected basins in each area were combined to generate one typical (average) dimensionless hydrograph for each of the four generalized durations in each hydrologic area.
In each hydrologic area, the four generalized duration dimensionless hydrographs, average basin lagtimes, and peak discharges from the 163 observed hydrographs were used to generate simulated hydrographs for the corresponding observed hydrographs. The simulated hydrograph widths were compared with the widths of the observed hydrographs at 50 and 75 percent of peak flow. The dimensionless hydrograph based on the one-half lagtime duration provided the best fit of the observed data in both hydrologic areas. At the 50 and 75 percent of peak flow widths, standard errors of estirnate were + 21.4 and + 24.4 percent, respectively, in hydrologic area 2 and + 22.2 and 2 26.0 percent, respectively, in hydrologic area 3.
Inman's dimensionless hydrograph was then used with the average basin lagtimes, and peak discharges from the 163 observed hydrographs to generate simulated hydrographs for the observed hydrographs in each hydrologic area. The simulated hydrographs and the observed hydrographs were compared at 50 and 75 percent of their peak flow widths. At the 50 and 75 percent of peak flow widths, standard errors of estimate were + 20.8 and + 24.1 percent, respectively, in hydrologic area 2 and + 22.1 and + 26.0 percent, respeclively, in hydrologic area 3. Based on the standard errors of estimate, the simulated hydrographs generated from Inman's dimensionless hydrograph had a slightly better fit of the observed data than the simulated hydrographs generated from the average dimensionless hydrograph for each hydrologic area.
The eight randomly selected dimensionless hydrographs from each hydrologic area were then combined to generate one typical (average) dimensionless hydrograph (based on 16 dimensionless hydrographs) for each of the four generalized durations for the entire area (hydrologic areas 2 and 3). Using the four generalized duration dimensionless hydrographs, average basin lagtimes, and peak discharges from the 163 observed hydrographs, simulated hydrographs were generated for the corresponding observed hydrographs and their widths were compared with the widths of the observed hydrographs at 50 and 75 percent of peak flow. As in the preceding test, the dimensionless hydrograph based on the one-half lagtime duration provided the best fit of the observed data. At the 50 and 75 percent of peak flow widths, standard errors of estimate were 2 21.7 and + 25.4 percent, respectively.
Finally, Inman's dimensionless hydrograph, average basin lagtimes, and peak discharges from the 163 observed hydrographs were used to generate simulated hydrographs for the corresponding observed hydrographs. The simulated hydrographs and the observed hydrographs were compared at 50 and 75 percent of their peak flow widths. Standard errors of estimate were 2 21.2 and + 24.8 percent at the 50 and 75 percent of peak flow widths, respectively. Based on the standard errors of estimate, the simulated hydrographs generated from Inman's dimensionless hydrograph had a slightly better fit of the observed data than the simulated hydrographs generated from the average dirnensioniess hydrograph developed f rain Tennessee data.
Based on the preceding tests, Inman's dimensionless hydrograph is applicable to streams in central Tennessee, and the average dimensionless hydrograph derived from 16 of the 38 central Tennessee basins is essentially the same as the dimensionless hydrograph derived from Georgia basins. Therefore, Inman's dimensionless hydrograph is the preferred one to use for simulating hydrographs in central Tennessee. A comparison of the two dimensionless hydrographs is shown in figure 2 . At 50 and 75 percent of the ratio Qt/Qp widths, the Inman dimensionless hydrograph is 5.4 and 4.8 percent wider, respectively, thall the one derived for central Tennessee. The difference between the two dimensionless hydrographs is probably due to the number of basins used to develop each dimensionless hydrograph.
Verification Of Dimensionless Hydrograph
A test was performed to assess the total or accumulative prediction error for large floods through the combined use of the Inman dimensionless hydrograph, estimated basin lagtimes, and discharges derived from regional flood-frequency equations. Randolph and Gamble (1976) provide a technique for estimating the peak discharge of a selected recurrence interval for rural streams in Tennessee, and Robbins (1984) provides a technique for estimating the peak discharge of a selected recurrence interval for urban basins draining areas less than 25 mi2 in Tennessee. Equations for estimating basin lagtime were developed for central Tennessee streams as part of this study and are presented in a supplement at the end of this report.
This verification test used 36 observed hydrographs (not previously used) from 36 of the original 38 basins. These hydrographs were selected from those having the highest peaks at each station, and where a station flood-frequency curve was available. The test was conducted as follows. The recurrence interval of each observed peak discharge was determined from its station-frequency curve. The appropriate regional flood-frequency equation, from Randolph and Gamble (1976) or Robbins (19841, was then used to estimate the corresponding peak discharge for this recurrence interval. The average recurrence interval of the 36 peaks was approximately 25 years. For each station, a basin lagtime was estimated from the appropriate regional basin lagtime equation (presented in a later section of this report). The estimated peak discharge, the estimated basin lagtime for each basin, and Inman's dimensionless hydrograph were then used to generate simulated flood hydrographs. A comparison of the simulated and observed hydrograph widths at 50 and 75 percent of peak flow showed standard errors of prediction of + 43.9 and + 39.2 percent, respectively.
Example comparisons between observed hydrographs and simulated hydrographs based on observed peak discharge and measured basin lagtime, and regression discharge and regression basin lagtime are shown in figures 3, 4, and 5. A comparison between observed and simulated hydrographs for an urban basin in the Nashville, Tenn., area is shown in figure 3 . Similar comparisons for much larger basins in the rolling hills of central Tennessee are shown in figures 4 and 5. All three comparisons show good agreement between the observed and simulated hydrographs. Peak discharges of the simulated hydr+ i? raphs based on regression (estimated) discharge (Q LT) may not coincide with the observed peak ) and regression (estimated) lagtime disc R arges because the simulated hydrographs incorporate the error inherent in the regional flood-frequency relations. These errors are representative of the total error that might occur at an ungaged site.
Bias
Two tests for bias were conducted, one for simulated versus observed hydrograph width, and the other for geographical bias. The width-bias test was conducted using the residuals (in percent) at 50 and 75 percent of peak flow for the 36 stations in the previous verification test. The mean error indicated a small positive error (simulated greater than observed) in the hydrograph widths at 50 percent of peak flow and a small negative error (simulated less than observed) in the hydrograph widths at 75 percent of peak flow. Additionally, there was a small positive error (regression greater than observed) in the comparison of peak discharge from regional regression equations and peak discharge from station frequency curves. The students t-test indicated these errors were not statistically significant at the 0.01 level of significance, and therefore, the simulated hydrograph widths and regression discharges are not biased.
In the geographical-bias test, residual differences in simulated and observed hydrograph widths (in percent) at 50 and 75 percent of peak flow at each station were plotted on a map to evaluate the bias of the simulated hydrographs. Although the residual differences in widths varied considerably between some stations, no specific geographic trends could be detected. Results of both these tests indicate no bias in the results using the outlined procedures and support results reported by Inman (1986) .
REGIONALIZATION
OF BASIN LAGTIME AND FLOOD VOLUME
Estimating Basin Lagtime
Average basin lagtime is used as the principal time factor in the dimensionless hydrograph. Lagtime (LT) is generally considered to be constant for a basin (as long as basin conditions remain the same) and is defined as the elapsed time from the centroid of rainfall excess to the centroid of the resultant runoff hydrograph (Stricker and Sauer, 1982) . The lagtime of a basin is the principal factor in determining the relative shape of a hydrograph from that basin. For example, a long lagtime will produce a broad flat-crested hydrograph and a short lagtime will produce a narrow sharp-crested hydrograph. Since lagtime is usually not known for a basin, it is often estimated from basin characteristics.
To provide a method of estimating lagtime for ungaged basins in central Tennessee, the 38 average basin lagtimes obtained from the dimensionless hydrograph development procedure and 7 basins with measured lagtimes from a rainfall-runoff modeling study by Wibben (1976) were related to their basin characteristics.
Rural and urban basins were analyzed separately because of the effects of urbanization on lagtime. Standard multiple linear regression techniques were used to develop equations for estimating rural and urban basin lagtimes from five basin characteristics.
All five characteristics defined below were used in the regression analyses; however, only those characteristics statistically significant at the 9%percent confidence level are included in the final equations. Definitions of these five basin characteristics are as follows: grainage area (DA) is the contributing drainage area of the basin, in square miles. Channel slope (CS) is the slope, in feet per mile, of the main channel determined from the difference in elevation at points 10 and 85 percent of the distance along the main channel from the discharge site to the drainage-basin divide. Channel length (CL) is the distance, in miles, from the discharge site to the drainage-basin divide, measured along the main water course. CL/a is a ratio, where CL and CS are as previously defined. Percentage of impervious area (IA) is the percentage of the contributing drainage area that is impervious to infiltration of rainfall. This parameter was measured using the grid method on recent aerial photographs. IA can also be measured from topographic maps or from population and industrial density reports.
All of the basins and their characteristics used in the regression analyses are listed in table 2.
Regression Analyses
Stepwise regression techniques were used with the five basin characteristics of 31 rural basins and 14 urban basins to derive equations for estimatin basin lagtime during the initial regression analyses. Drainage area, channel slope, CL/ t-CS, and percentage of impervious area were insignificant for rural lagtime and were deleted from successive regression analyses. All of these basin characteristics, with the exception of percentage of impervious area, were insignificant for urban lagtime also, and were deleted from successive regression analyses.
The final regression analyses were performed using channel length for rural basin lagtime, and channel length and percentage of impervious area for urban basin lagtime. These selected variables are easily obtainable and are of practical use in estimating rural and urban basin lagtimes in central Tennessee. Drainage area size of the basins used in the rural lagtime regression analyses ranged from 0.17 to 481 mi2, and in the urban lagtime regression analyses, from 0.47 to 64 ml '2. The following tables summarize the distribution of drainage area size for the basins used. Channel length ranged from 0.56 to 74.0 miles for the rural lagtime regression analysis and from 0.65 to 17.0 miles for the urban lagtime regression analyses . The following tables summarize the distribution of channel length for the basins used.
In the urban lagtime analysis, percentage of impervious area ranged from 4.20 to 48.3 percent . The following table summarizes the distribution of impervious area for the basins used .
A correlation matrix indicated that drainage area, channel slope, and channel length were highly correlated. In addition, the one-variable equations containing drainage area or channel slope had higher standard errors of estimate and lower R 2 (coefficient of determination) values than the equations containing channel length . Therefore, the following equations may be used for estimating rural basin lagtimes and urban basin lagtimes for ungaged basins in central Tennessee . It should be noted that the standard error of estimate for the urban basin lagtime equation may be unusually low because of the limited data base (14 stations) .
where ULT is estimated urban basin lagtime, in hours; CL is channel length, in miles and IA is the percentage of the contributing drainage basin occupied by impervious surface .
The log-linear form of the estimating equations was checked with graphical plots. Plots of regression residuals versus observed lagtime, residuals versus channel length, and residuals versus percentage of impervious area were included on each graph. The scatter of plotting points on each graph appeared to be random with no apparent bias. Therefore, the form of the estimating equation is assumed to be appropriate.
It should be noted that the urban basin lagtime equation will sometimes predict a longer lagtime than the rural basin lagtime equation. Conceptually, this situation should not exist because increasing imperviousness should decrease lagtime . Therefore, when estimating lagtime for urbanized basins, lagtime should be calculated from both equations, and the smallest value should be used. Additionally, the estimates of lagtime for urban basins with channel lengths less than 2 miles may have errors higher than the reported standard error of estimate .
Station residuals were plotted on a map to evaluate geographic bias of estimates from the rural and urban basin lagtime equations. Although the residuals varied considerably between some stations, no specific geographic trends could be detected . Due to the limited number of stations available for the rural (31) and urban (14) lagtime regression analysis,, verification of the regression equatibns was not possible .
A partial analysis of the sensitivity of the rural and urban basin lagtime equations to channel length (CL) and percentage of impervious area (IA) was performed. Results of sensitivity of the regression equations are shown graphically in figure 6. For the rural basin lagtime equation, for example, an error of 40 percent in computing channel length results in about a 33-percent difference in lagtime. For the urban basin lagtime equation, an error of 40 percent in computing channel length results in about an 18-percent difference in lagtime, and an error of 60 percent in computing the percentage of impervious area results in about a 7-percent difference in lagtime.
Estimating Flood Volume
Storage of floodwater or flood prevention may often be part of a particular structure's design . In such cases, it is important to know the volume associated with the design flood. Therefore, an equation for estimating flood volumes for selected recurrence interval floods on central Tennessee streams was developed . The equation relates flood volumes to drainage area size, flood peak discharge, and basin lagtime. Observed flood volumes (in inches of runoff) from 245 storms from the 38 basins used in the dimensionless hydrograph analysis were used in this analysis. Flood volumes were obtained as part of the unit hydrograph computations discussed earlier. The flood-volume analysis was conducted using a split-sample technique in which half of the data set (123 storms) was used to develop the regression equation and the other half (122 storms) was used for verification. and to determine prediction error.
Regression Analyses
Stepwise regression techniques were used with three basin characteristics to derive the equation for estimating flood volumes. The three basin characteristics, drainage area size, flood peak discharge, and basin lagtime, were all statistically significant at the 95-percent confidence level. Drainage area sizes used in the regression analysis had the same range and distribution as that used in the rural and urban basin lagtime analysis (0.17 to 481 mi2). Flood peak discharges ranged from 24 to 45,200 ft3/s. The following table summarizes the distribution of flood peak discharges for the storms used. Measured basin lagtimes ranged from 0.69 to 41 .6 hours. The following table summarizes the distribution of lagtimes for the basins from which the storms were obtained .
The following equation may be used for estimating flood volumes associated with a T-year peak discharge for ungaged streams in central Tennessee . Flood volume, for a given T-year peak discharge, also can be obtained by summing the ordinates of the estimated flood hydrograph.
where V is estimated flood volume, in inches ;
DA is drainage area, in square miles; Q is flood peak discharge, in cubic feet per second; and LT is basin lagtime, in hours.
A second regression analysis was performed using the other half of the data set. This regression analysis produced a volume equation that was not significantly different from the first equation . A third analysis was performed to determine the prediction error associated with using the volume equation at an ungaged site. This was accomplished by substituting regression basin lagtime for measured basin lagtime, and regression discharge associated with the observed recurrence interval flood for observed discharge . The volume equation was then used to predict flood volume for each of the observed storms in the second half of the data set. Results of this analysis produced an estimate of the standard error of prediction (listed above) which is a measure of how well the regression equation will estimate the dependent variable at sites other than those used to derive the equation .
The log-linear form of the estimating equation was checked with graphical plots. Plots of regression residuals versus drainage area, residuals versus flood peak discharge, and residuals versus basin lagtime were included on each graph . The scatter of plotting points on each graph appeared to be random with no apparent bias. Therefore, the form of the estimating equation is assumed to be appropriate .
Station residuals were plotted on a map to evaluate geographic bias of estimates from the flood-volume equation . Although the residuals varied between stations, no geographic trends could be detected .
A partial analysis of the sensitivity of the volume equation to drainage area (DA), flood peak discharge (Qp), and basin lagtime (LT) was performed, and the results are shown graphically in figure 7 . Results of the sensitivity analysis indicate that an error of 40 percent in computing drainage area, for example, results in about a 30-percent difference in flood volume. An error of 20 percent in computing flood peak discharge and an error of 10 percent in computing basin lagtime results in differences in flood volumes of 21 percent and 11 percent, respectively .
For some hydraulic analyses, it is only necessary to estimate the period of time that a specific discharge will be exceeded, therefore a complete flood hydrograph is not needed . In order to estimate this time period, a hydrogaph-width relation was defined by Inman (1986) for the dimensionless hydrograph in table 1 . Hydrograph-width ratios were determined by subtracting the value of t/LT on the rising limb of the dimensionless hydrograph from the value of t/LT on the falling limb of the hydrograph at the same discharge ratio (Qt/Qp) over the full range of the dimensionless hydrograph . The resulting hydrograph-width relations are listed in table 3 and are shown graphically in figure 8 . The simulated hydrograph width (W) in hours can be estimated for a specified discharge (Qt ) by f irst computing the ratio Qt/Qp and then multiplying the corresponding W/LT ratio in table 3 by the estimated basin lagtime (LT) . The resulting hydrograph width is the period of time a specified discharge will be exceeded .
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APPLICATION OF HYDROGRAPH SIMULATION TECHNIQUE
A step-by-step procedure is described below to assist the user in applying the techniques for simulating flood hydrographs and estimating flood volumes and hydrograph widths as presented in this report. In addition, an example is given to demonstrate these techniques. The procedure is as follows: c 1.
2.
3.
4.
5.
6.
7.
Determine the drainage area and main-channel length of the basin from the best available topographic maps.
Compute the peak discharge for the desired recurrence-interval flood from the applicable flood-frequency report (flood-frequency equations included in the supplement).
Estimate percentage of impervious area if the basin is urbanized.
Compute the basin lagtime from the appropriate equation (1 or 2, page 16).
Compute the coordinates of the flood hydrograph by multiplying the value of lagtime by the time ratios and the value of peak discharge by the discharge ratios (table 1, page 4).
Compute the volume for the selected recurrence-interval flood using equation 3 (page 19).
Compute the period of time a specific discharge will be exceeded using the dimensionless hydrograph-width relation (table 3, page 20; or figure 8, page 22).
: I
Example Problem
The following example illustrates the procedure for computing the simulated hydrograph associated with the loo-year discharge estimate in a hypothetical rural basin in hydrologic area 3 in central Tennessee. 
Limitations
The techniques for simulating flood hydrographs and estimating flood volumes described in this report are limited to streams in hydrologic areas 2 and 3 in central Tennessee. In deriving the rural and urban lagtime equations, basin size ranged from 0.17 to 481 mi* and from 0.47 to 64.0 mi*, respectively; channel length ranged from 0.56 to 74.0 miles and from 0.65 to 17.0 miles, respectively; and impervious area in urban basins ranged from 4.20 to 48.3 percent.
For the flood-volume equation, flood peak discharge ranged from 24 to 45,200 ft3/s and basin lagtime ranged from 0.69 to 41.6 hours. Use of the hydrograph simulation technique and regression equations should be limited to these ranges because the techniques presented have not been tested beyond the indicated ranges in values. If values outside these ranges are used, the standard error may be considerably higher than for sites where all variables are within the specified ranges. In addition, these techniques should not be applied to streams where temporary in-channel storage or overbank detention storage is significant unless suitable estimates of peak discharge and lagtime are available which account for these effects.
CONCLUSIONS
A dimensionless hydrograph developed for Georgia streams was tested for its applicability to central Tennessee streams by comparing it to a similar dimensionless hydrograph developed for central Tennessee streams.
Test results indicate the two dimensionless hydrographs are essentially the same. Therefore, the Georgia dimensionless hydrograph can be used to simulate flood hydrographs at ungaged sites for both rural and urban streams in central Tennessee. A total of 163 observed flood hydrographs from 38 basins in central Tennessee were used in the test of the Georgia dimensionless hydrograph and an additional 36 flood hydrographs were used for a verification test.
Multiple-regression techniques were used to develop relations between basin lagtime and selected basin characteristics, of which channel length was significant for the rural basins, and channel length and percentage of impervious area were significant for urban basins. Tests indicated no variable or geographical bias in either the rural or urban equations.
An equation for estimating flood volumes was also developed using multipl+ regression techniques. Drainage area, flood peak discharge, and basin lagtime were the significant variables in the volume equation. Tests indicated no variable or geographic bias in the volume equation.
A simulated flood hydrograph can be computed by applying lagtime, obtained from the appropriate regression equation, and peak discharge of a specific recurrence interval, to the dimensionless hydrograph time and discharge ratios in table 1. The coordinates of the simulated flood hydrograph are computed by multiplying lagtime by the time ratios and peak discharge by the discharge ratios. The volume of the simulated flood hydrograph can be estimated from the volume regression equation. where Q25 is the 25-year recurrence-interval flood, in cubic feet per second; and A is contributing drainage area, in square miles.
SYMBOLS, DEFINITIONS, AND UNITS
