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Abstract 
Bhandari, M.C. and M.S. Garg, A note on the covering radius of optimum codes, Discrete Ap- 
plied Mathematics 33 (1991) 3-9. 
This paper gives a lower bound and an upper bound for the covering radius of optimum codes. 
The upper bound so obtained is better than other known upper bounds, restricted to optimum 
codes. Optimum codes of covering radius d- 1 and d- 2 are shown to be normal. 
A binary linear code of length n, dimension k and minimum distance d is called 
an [n, k, d] code. In [IO] Griesmer has shown that for a given k and d, the minimum 
value of vr (denoted by n(k, d)) for which an [n, k, d] code exists satisfies 
k-l 
n(k,d) z c rd/.?.‘l = g(k,d). 
i=o 
g(k, d) is called the Griesmer bound; and the code of type [g(k, d), k, d], if it exists, 
is called a code meeting the Griesmer bound. A code of type [n(k, d), k, d] is called 
an optimum code. The covering radius R of an [n, k,d] code C is the maximum 
weight of a coset leader. Many equivalent statements for the covering radius are 
known [5]. Actual computation of the covering radius, however, is a difficult task; 
and a number of lower and upper bounds for R have been obtained in [5,9,13]. The 
best lower bound on the covering radius of an [n, k] code is t[n, k], the minimum 
covering radius of any [n, k] code [5]. On the other hand the best upper bound 
known i:; H(n, k, d) = n - g(k, d) + d - [d/2kl [ 131. It is valid for any [n, k, d] code 
and implies the Singleton bound [5] and the d- rd/2kl upper bound for cgde:s 
meeting the Griesrner bound [4]. The purpose of this paper is to give a lower and 
an upper bound for the covering radius of optimum codes. The upper bound is 
shown to be better than the H(n, k,d) bound. A list of codes for which the lower 
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bound is better than t[n, k] is given in Table 1. The covering radius of a subcode 
of index 2 is determined and is used to show that optimum codes with covering 
radius d - 1 and d - 2 are normal. For definition and results on normal codes we 
refer the reader to [6]. 
If C is a [g(k, d), k, d] code and if G is a generator matrix for C, then Busschbach, 
Gerretzen and van Tilborg have shown the existence of a vector of length k that oc- 
curs as a column of G exactly s= rd/- gkel 1 times. They also show that no vector 
appears as a column of G more than s times [4], and that the covering radius R of 
C satisfies R 5 d- [s/21. The following theorem gives a lower bound on R for s = 1. 
heorem 1. If C is a [g(k, d), k, d] code with s = 1, then R hg(k, d) - 2k- ‘. 
roof. Let G be a generator matrix for the [g(k, d), k, d] codle C. Since s= 1, col- 
umns of G are nonzero and distinct. Hence C is a punctured simplex code & [5] 
and so 
R L: R(Sk)-number of columns deleted [S, Corollary I] 
= 2k-’ - l-(2”- 1 -g(k,d)) 
= g(k,d)-2k-‘. q 
There are codes for which the iower bound g(k, d) - 2/c_ ’ is better than t[n, k]. 
For exampl’e if C is the [62,6,3 l] once punctured, one shortened 1st order RM code, 
then g(k, d) - 2”- ’ = 30 > 27 2 t[62,6] [9]. Table 1 gives a list of codes for which 
g(k, d) - 2k- ’ 2 t [n, k]. The existence of codes given in Table 1 follows from [2]. 
If R is the covering radius of an [n, k, d] code C, the:n there exists XE Ff with 
dist(x, C) .= R. Moreover if G is a generator matrix for C, n<n(k+ 1, d) and 
R L d + n t 1 - n(k+ l,d), then the matrix 
Comparison of l[n,kJ with the lower bound g(k,d) -2&- I. 
k d MI = g(k, d) /[II, k] as in [9] 
~~ 
g(k * d) -2”- ’ 
3 3 6 2 2 
4 5 11 3 3 
4 7 14 5 6 
5 13 27 11 11 
5 15 30 12 14 
6 25 52 18-22 20 
6 27 55 20-23 23 
6 29 59 21-25 27 
6 31 62 23-27 30 
The covering rcdius of optimum codes 
i 
+- n(k+l,d)-n-1 + i 
G’= 1 l..................... . ..l ; x 
. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 i G I 
generates an [n(k + 1, d) - 1, k + 1, d] code C’. This contradicts the minimality of 
n(k+ l,d) and we have proved the following upper bound. 
Theorem 2. The covering radius R of an [n, k, d] code C with n < n(k + 1, d) satisfies 
R%d+n-n(k+ l,d). 
For any k and d, n(k+ l,d)>n(k,d), for if n(k+ l,d)sn(k,d)* then an 
[n(k+ l,d)- l,k,d] code can be obtained from an [n(k+ l,d),k+ I,d] code by 
deleting a suitable column from its parity check matrix, a contradiction to the 
minimality of n(k,d). For the rest of the paper we shall denote the number 
n(k + 1, d) - n(k, d) by b. Observe that b is a function of k and d and as seen above 
b>O. 
As an immediate corollary to Theorem 2 we get our main upper bound for the 
covering radius of optimum codes. 
Corollary 3. The covering radius R of an [n(k,d), k, d] code satisfies R sd - b. 
In [ 13, Remark 3.11 Janwa has shown that the covering radius R of an [n(k, d), k, d] 
code satisfies R 5 d - rd/2y. For n(k, d) = g(k, d) or d 5 2”, b 1 rd/2”1 [S, Lemma 
2.81 and hence d-bsd- rd/2”1. 
The bound given by Corollary 3 is the best possible for b = 1. To see this we need 
the following concept. 
Let max,(r, 2) be the maximum number of binary r-tuples such that any s of 
them are linearly independent 111, p. 1761. If C is an [n, n - r, d] code, then any d - 1 
columns of any parity check matrix for C are linearly independent and so 
maxd_ l(r, 2)zn. For n>r the converse is also true. If kin, d] is the maximum 
dimension of any binary linear code of length II and minimum distance d, then the 
following lemma is a result from [l 1, g. 1761. 
Lemma 4. If ma+_ I (r - 1,2) < n 5 mm& 1 (r, 2), then k [o, d] = n - r. 
For any s, max,(r; 2) is an increasing function of r. This is perhaps known, but 
we give a short proof for completeness. 
emma 5. max,(r, 2) < max,(r + 1,2). 
. Let max,(r, 2) = E. So there exists 
any s columns are linearly independent. 
a 1 rxn matrix H=[Aj x1 . . . x,,] such that 
Hence any s columns of the matrix 
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x1 x2 . . . x, 0 
H* = 
oo...o 1  
are linearly independent. So max,(r+ 1,2) > n. 0 
6. If for given k and d, n(k + 1, d) = n (k, d) + 1, then there exists an 
[n = n(k, d), k, d] code with covering radius d - 1. 
roof. Let r=n-k. Then maxd&2)zn. If max&rJ)=n, then max&rJ)C 
n+ lrmax&r+ 1,2). So b L y emma 4 k(n + 1, d] = k. This is a contradiction as 
there exists an [n + 1, k-t 1, d] code. Therefore maxd_ l(r, 2) > n. Let S be a set of 
maxd__ l(r, 2) binary r-tuples such that any d - 1 of them are linearly independent 
and let H be an r x n matrix whose columns are zany n elements in S. Then the code 
C having H as a parity check matrix is an [n, k, d] code. As S contains more than 
n elements there exists an r-tuple x in S which is not a linear combination of any 
d- 2 or fewer columns of H. So the covering radius R of C must be greater than 
or equal to d- 1. Since C is optimum, I;c’ = d- 1. Cl 
The bound given by Corollary 3 need not be attained for br 2. 
Example 7. Let C be the [32,6,16] RM code [16]. Then 6=3 as n(7,16)=35 [17]. 
The covering radius for C is 12 [3] and 12cd - b. 
The Wowing theore,m gives a necessary and sufficient condition for an 
[n(k, d), k, d] code to have covering radius d- 6. 
heorem 8. Ar In(k, d), k, d] code has covering radius d - b if and only if there ex- 
ists an [n(k + 1, d), k + 1, d] code with b identical coordinates. 
Prod Let C be an [n(k,d), k,d] code with covering radius d-b and generator 
matrix G. Let XEF’~ such that dist(x, C) =d - 6. Then the matrix 
i I 
+-b--+ I 
. 
G,= Il...... 1 ; x 
. . . . . . . . . . I............ 
0 i G 
generates an ]n(k+ l,d), k+ 1, d] code with b identical coordinates. Conversely if 
there exists an [n(k + 1, d), k + 1, d] code Cr with b identical coordinates, then by 
row OPerations and column permutations a generator matrix Gr for Cr will look as 
above. Then clearly G’ will generate an [n(k, d), k, d] code with dist(x, C) Id- 6. 
Since C is optimum R = d- b. 0 
The covering radius of optimum codes 
The following theorem shows that the upper bound given by Corollary 3 is at least 
as good as the bound H(n, k,d) restricted to optimum codes. 
Theorem 9. d - bc H(n, k, d). 
Proof. If H(n,k,d)c:d-b, then n(k,d)-g(k,d)+d- rd/2kl cd-n(k+ lI,d)+ 
n(k, d) or n(k + 1, d) <g(k, d) + rd/2kl =g(k + 1, d), a contradiction to the Griesmer 
bound. Cl 
In some cases the bound d - b is in fact better than the bound H(n, k, d) restricted 
to optimum codes. 
Theorem 10. If C is either (i) an [n =g(k, d), k, d] code with n(k + I, d) >g(k + 1, d) 
or (ii) an [n=n(k,d),k,d] code with ds2k and n(k,d)>g(k,d), then d-b< 
H(n, k, d). 
Proof. (i) Let n(k + 1, d) = g(k + 1, d) + t, t> 0. Then 
H(n,k,d) = n-g(k,d)+d- [$I >d-( [$I +t) =d-b. 
(ii) Let n(k, d) =g(k, d) + t. Then n(k + 1, d) = g(k + 1, d) + t, , with t, 2 t > 0 [S, 
Lemma 2.81. So 
H(n,k,d)>d- rfl zd-(I,-t+ [$j)=d-b. q 
Note that [21,5, lo] and [30,6,14] codes belong to class (i) and (ii) respectively [2]. 
LetCbean[n,k,d]code.For1rirn,a=O,1letC.’)={(c,cz...c,)EC:ci=a}. 
The following lemma gives a sufficient condition for a code to be normal. 
Lemma 11 Ed]. If R(Ct)) rR(C) + 2 for some i, then C is normal. 
Lemma 12. Let C be an [n = n(k, d), k, d] code. Then there exist coordinates i such 
that R(C$)) = d .
roof. Choose i so that there exists a codeword (c, c2 . . . c,) of weight d with ci = 0. 
Let D denote the code C$) with ith coordinate deleted. D is an [n - 1, k - 1, d] code 
with parity check matrix H’ obtained by deleting the ith column from a parity check 
matrix H of C. R(D)rd - 1 as at least d - 1 columns of ’ are required to write 
the deleted column. Since n - 1 <n(k,d), Theorem 2 te us that R(D)=d-1. 
Hence from [5, Corollary 1) we find 
R(C$‘) = R(D)+ 1 = d . 0 
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If R(C) =d- 1 or d-2, then obviously !?(C$))S R(C) + 2, so ctle hai 2,” the 
following theorem. 
*yspq -~a 13. Optimum codes with covering radius d - 1 or d - 2 are normal. AJb. -2. 
For n(k, d) =g(k, d) and dc 2”, Theorem 13 is an immediate corollary to Cor- 
ollary 7.10 of [12]. Some results that partially overlap Theorems 6,9, 10 and 11 were 
found by Janwa by different methods [Ml. 
In [l] Adams has shown that if Co is any subcode of index 2 and covering radius 
R,, then R(C)1 rRO/21. Thus using Lemma 12 and Corollary 3 we have 
Ld/2] s R 5 d - b. Therefore b 5 d - Ld/2] = [d/21. This proves the following 
theorem. 
heorem 14. n(k + 1, ;!) - n(k, d) 5 [d/21. 
Theorem 14 shows that n(k+ 1, d) cannot be arbitrarily away from n(k,d). 
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