In this paper, we address the scheduling model with discretely compressible processing times, where processing any job with a compressed processing time incurs a corresponding compression cost. We consider the following problem: scheduling with discretely compressible processing times to minimize makespan with the constraint of total compression cost on identical parallel machines. Jobs may have simultaneous release times. We design a pseudo-polynomial time algorithm by approach of dynamic programming and an FPTAS.
SCCP and SDCP, respectively. In SCCP, any job (1 ) (P3) To minimize 2 F subject to 1 F b ≤ ;
(P4) To identify the set of Pareto-optimal points for 1 2 ( , ) F F . Where 1 F is the original objective function, and 2 F is TPC. In the objective function field of the notation of Graham et al. [1] , we write the above four model as 1 2 1 / F F and 1 2 ( , ) F F , respectively. Following Chen et al. [2] , we also use cm and dm to characterize SCCP and SDCP, respectively.
Previous Related Work and Our Contributions
As to the P1 model, Vickson [3] showed that the P1 Chen, Potts and Woeginger [5] summarized these results. Cao, Wang, Zhang, and Liu [6] showed that the P2 model for max 1 dm C is NP-hard and designed an FPTAS(Fully Polynomial Time Approximation Scheme) for it.
In this paper, we address the P2 model for max m P dm C . Since it is NP-hard, we design an FPTAS for it. Our main approach is dynamic programming and geometry partitioning. , , , m M M M and a threshold H , where m is a constant, each job has to be processed by exactly one machine, we will find a schedule with the minimum makespan whose TPC is at most H .
Dynamic Programming Algorithm and FPTAS
For any partial schedule for jobs 1 2 
, which is an m-dimensional vector, we say that its state is ( )
can be obtained by some partial schedule, we say it's feasible. Let j S denote the j th state space,
i.e., the set of all the feasible states obtained by partial schedules for jobs 1 2 
( )
, M j C represents the minimum TPC of partial schedules whose states are ( ) , j C .
In stage j , we first let j S φ = . For each ( )
As to initialization, { }  , which is a polynomial in the input size. We find the minimum makespan and corresponding C′ such that ( , ) M j C H ′ ′ ≤ . Suppose that π is a corresponding schedule, We will verify that π meets our demand. Notice first that π is a feasible schedule.
Theorem 2 The makespan of π is at most ( ) 1 ε + times that of the optimal one.
Proof. π assigns the actual processing time 
Conclusion and Remarks
In this paper, we design a pseudo-polynomial time algorithm by approach of dynamic programming and an FPTAS for max / m P dm C TPC , Can we have the same results on unrelated parallel machines?
And various on-line models are also under investigation.
