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Introduction
Several augmented desk interface systems for seamless integration between real objects such as books and associated digital information, have been developed recently. One of the earliest attempts in this domain was presented in Wellner's DigitalDesk [11] . DigitalDesk is equipped with a CCD camera and a video projector, and a user can operate projected applications on a desk by using a fingertip.
Inspired by DigitalDesk, we have developed an augmented desk interface system, called the EnhancedDesk, shown in Figure 1 (a) [3] . The advantage of our augmented desk interface system is that it enables users to perform var- 
Figure 1. Overview and application of EnhancedDesk
ious kinds of tasks by manipulating both physical objects and electronically displayed objects simultaneously with their own hands and fingers.
The key component of EnhancedDesk was a visionbased method for tracking multiple fingertips in real time. Our method made use of an infrared camera, and reliably detected multiple fingertips in real time, without any markers, even in such challenging situations as a dynamically changing lighting condition or a complex background in each input image frame. ½ This was a distinct advantage of our method in comparison with other vision-based methods for tracking hands and fingers. In most of the previously proposed methods, image regions corresponding to human skin are typically extracted either by color segmentation or by background image subtraction [5] . Therefore, it is difficult to use those methods in our augmented desk, where observed color of human skin and image backgrounds continuously changes due to projection by an LCD projector.
Despite the advantage of our proposed method over the ½ Details of how to track users' hands and fingers in our system were reported in [7] .
other related methods, our method was limited due to lack of the capability of using a combination of direct manipulation and symbolic gestures. The use of motions of hands and fingers for interactions can be generally categorized into two types: direct manipulation and symbolic gestures. The position of a tracked hand or fingertip can be used directly as an input for direct manipulation. For instance, some researchers have used their tracking techniques for drawing or for 3D manipulation of computer graphics (CG) objects [2, 8, 10] . In the case of symbolic gestures, motions of hands and fingers are interpreted based on statistical analysis, e.g., the Hidden Markov Model (HMM) [6] . HMM has been applied for recognizing the motions of a user's body, hand, and fingers [12, 9, 4] .
For natural and intuitive interaction in augmented desk interface systems, it is important for us to be able to use a combination of these two types of interactions, i.e., direct manipulation and symbolic gestures. However, our previous method did not provide a mechanism for using symbolic gestures together with direct manipulation by hands and fingers. In addition, it was not capable of measuring the trajectory of each fingertip since the correspondences of fingertips between successive frames were not considered. This resulted in a limited variety of tasks that we could perform in our augmented desk interface system.
In this paper, we introduce a method for measuring trajectories of multiple fingertips by taking correspondences of fingertips detected in each image frame between successive image frames. First, locations of fingertips in the next frame are predicted based on a filtering technique. Then, the correspondences between the predicted locations and detected fingertips are examined. In this way, trajectories of multiple fingertips can be obtained in real time. In addition, the use of such correspondences contributes to improved performance for detecting fingertips in each image frame.
Moreover, we propose a mechanism for providing a combination of direct manipulation and symbolic gestures based on motions of multiple fingertips. In this work, we make use of the thumb in order to draw a good distinction between manipulative gestures and symbolic gestures; the gestures with the extended thumb are regarded as manipulative gestures, while those with the folded thumb are considered to be symbolic gestures. This is based on the observation that the fingers which users generally use in fine manipulation are only the thumb and the forefinger. After this, the symbolic gestures segmented by that method are recognized based on HMM to be applied to interactive systems. Figure 1 (b) shows one of the applications using our proposed tracking and gesture recognition. In a drawing tool shown in this figure, users can make several figures on a desktop with our recognition system of symbolic gestures, and can manipulate those figures directly using their own hands and fingers [1] .
The remainder of this paper is organized as follows. In section 2, we propose a new method for reliably tracking a user's hand and multiple fingertips in uncontrolled environments. Then, we introduce a gesture recognition system using measured trajectories of multiple fingertips in section 3. Finally, we present our conclusions in section 4.
Real-time tracking of fingertips

Detecting multiple fingertips in each frame
In this section, we briefly describe detection of multiple fingertips in each input image frame in real time, an achievement which was originally reported in [7] .
As we described in the previous section, extraction of a user's hand based on color image segmentation or background subtraction often fails when the scene contains complicated backgrounds with changing illumination. To avoid this difficulty, we make use of an infrared camera. In this way, image regions which correspond to human skin can be easily identified by binarization of the input image with a proper threshold value even in complex backgrounds and under different lighting conditions.
Then, for the purpose of fast search of multiple fingertips, a search window of a fixed size is set so that it includes a hand part of the arm region based on the orientation of the arm. The size of the search window should be determined by the approximate distance from the infrared camera to the user's hand. However, we found that a fixed size for the search window works reliably because the distance from the infrared camera to a user's hand on our augmented desk interface system remains relatively constant.
Once a search window has been determined for a hand region, fingertips are searched for within that window. The overall shape of a human finger can be approximated by a cylinder with a hemispherical cap. Thus, we use normalized correlation with a template of a circle with the proper size for detecting fingertips.
In our proposed method, the center of a user's hand is given as the point whose distance to the closest region boundary is the maximum. In this way, the center of the hand becomes insensitive to various changes such as opening and closing of the hand. Such a location for the hand's center is computed by morphological erosion operation of an extracted hand region. Therefore, a morphological erosion operator is applied to the obtained shape of the user's palm until the area of the region becomes small enough. Then, the center of the hand region is given as the center of mass of the resulting region.
Some parameters which are shown above, e.g., binarizing thresholds, the size of a search window and the size of circular template, are different for different persons to some extent. Therefore, those parameters are initialized based on a hand image at the start of our system, and every user can use our system reliably.
Measuring fingertip trajectories
In this section, we explain how to obtain trajectories of multiple fingertips detected as described in the previous section by taking into account correspondences of those detected fingertips between successive image frames. 
Predicting locations of fingertips.
In this section, we explain how to predict the locations of fingertips in one image frame based on their locations detected in the previous image frame by using a Kalman filter. It should be noted that the process described in this section is employed separately for each detected fingertip.
In our implementation, we measure the location and the velocity of each fingertip in each image frame. Hence, we define the state vector Ü Ø as
where Ü´Øµ ÝØµ Ú Ü´Ø µ Ú Ý´Ø µ shows the location of fingertiṕ Ü´Øµ ÝØµµ and the velocity of fingertip´Ú Ü´Ø µ Ú Ý´Ø µµ in Øth image frame. The observation vector Ý Ø is defined to represent the location of the fingertip detected in the Øth frame.
The state vector Ü Ø and the observation vector Ý Ø are related as the following basic system equation:
where is the state transition matrix, is the driving matrix, À is the observation matrix, Û Ø is system noise added to velocity, and Ú Ø is the observation noise, i.e., the error between real location and detected location.
Here we assume approximately uniform straight motion for each fingertip between two successive image frames.
Then, , , and À are given as follows.
Please note that´Ü Ýµ coordinates of the state vector Ü Ø coincide with those of the observation vector Ý Ø defined with respect to the image coordinate system. This is for simplicity of discussion without loss of generality; the observation matrix À should be in an appropriate form, depending on the transformation between the world coordinate system defined in the workspace, e.g., a desktop of our augmented desk interface system, and the image coordinate system. Also, we assume that both the system noise Û Ø and the observation noise Ú Ø are constant Gaussian noise with zero mean. Thus the covariance matrix for Û Ø and Ú Ø becomes ¾ Û Á ¾¢¾ and ¾ Ú Á ¾¢¾ respectively, where Á ¾¢¾ represents a ¾¢¾ identity matrix. This is a rather coarse approximation, and those two noise components should be estimated for each image frame based on some clue such as a matching score for normalized correlation for template matching. This part is left for further study of this work.
Finally, a Kalman filter is formulated as
where Ü Ø is equal to Ü Ø Ø ½ which is the estimated value of
represents the covariance matrix of estimation error of Ü Ø Ø ½ , Ã Ø is Kalman gain, and £ is equal to Ì .
Then the predicted location of the fingertip in the Ø · ½ th image frame is given as´Ü´Ø · ½ µ ÝØ · ½µµ of Ü Ø·½ . If we need a predicted location after more than one image frame, i.e., after Ñ frames´Ñ ½µ, the predicted location can be calculated as follows:
Correspondences of fingertips between successive frames.
For each image frame, fingertips are detected as described in section 2.1. Then, correspondences between the locations of detected fingertips and the predicted locations of fingertips from Eq. (8) or (10) are examined. More precisely, the sum of the square of distances between a detected fingertip and a predicted fingertip is computed for all of the possible combinations, and the combination with the least sum is considered to be the most reasonable combination.
In our method, to avoid high computational cost for examining all of those possible combinations, we reduce the number of combinations by considering the clockwise (or counter-clockwise) order of fingertips around the center of the hand (Figure 4(a) ). In other words, we assume that the order of fingertips in input images do not change because of the crossing of fingers. For instance, in Figure 4 (a), we con-
In this way, we can reduce the maximum number of possible combinations from È to . Occasionally, one or more fingertips may not be successfully detected in an input image frame. One example of such a situation is illustrated in Figure 4 (b) where the thumb and the little finger are not detected due to some type of error. In order to improve the reliability of our method for tracking multiple fingertips, we use the predicted location of a missing fingertip to continue tracking of the fingertip as follows.
If no fingertip is found for a predicted fingertip, we examine the first element of the covariance matrix È Ø·½ in 
Figure 4. Prediction and matching of fingertips
Eq. (9) for the predicted fingertip. This first element represents the ambiguity of the location of the predicted fingertip. Therefore, if the element is smaller than a pre-determined threshold of ambiguity, we consider that the fingertip happens to be undetected for some error for the image frame. Then we use the location of the predicted fingertip as the true location of the fingertip and continue tracking the fingertip. On the other hand, if the first element of the covariance matrix is larger than a pre-determined threshold, then we determine that the prediction of the fingertip is not reliable enough and terminate its tracking. In our current implementation, a threshold for the ambiguity is fixed and chosen experimentally. If more fingertips are detected than were predicted, we start tracking of a fingertip which does not correspond to any of the predicted fingertips. Then the trajectory of the fingertip is treated as the trajectory of a new fingertip after the ambiguity of the predicted location of the fingertip becomes smaller than a pre-determined threshold.
Evaluation of the proposed tracking method
We have tested our proposed method for tracking trajectories of multiple fingertips. In particular, we have experimentally evaluated the performance improvement by taking into account correspondences of fingertips between successive image frames.
Seven test subjects participated in this experiment. The hardware configuration of our tracking system consists of a Linux-based PC with Intel Pentium III 500MHz with a Hitachi IP5000 image processing board, and a Nikon LAIRD-S270 infrared camera.
Test subjects were asked to move their hands naturally on our augmented desk while the number of extended fingers was kept constant in each trial as shown in Figure 4(a) . ¾
In the first trial, subjects moved their hands with one extended finger for 30 seconds, and then the subjects changed the number of extended fingers to two, three, four, and finally five. Each trial lasted for 30 seconds and therefore produced approximately 900 image frames. To ensure fair comparison, the output from the infrared camera was first recorded by using a video recorder, and then our proposed method was applied to the recorded video. We compared the performance of our proposed method with and without correspondences between successive image frames. The result of this comparison is shown in Figure  5 . Method A represents tracking without correspondences, and method B represents tracking with correspondences. Bar charts in this figure show the average of the rate that the number of detected fingertips was correct, and line charts show the lowest rate among seven test subjects.
As Figure 5 shows, the accuracy of detecting fingertips is improved significantly by taking into account correspondences between image frames as proposed in our method. In particular, the accuracy of detection is almost 100% for the case of one or two fingers. In addition, we can see significant improvement in the lowest rate shown with the line chart. This demonstrates the effectiveness of our proposed method for tracking multiple fingertips for real-time applications for HCI.
Gesture recognition system based on multiple fingertip trajectories
In this section, we describe the application of our tracking method for gesture recognition for interactions. The advantage of our method is that it enables us to achieve interactions based on symbolic gestures at the same time that we perform direct manipulation with our hands and fingers. For distinguishing symbolic gestures from direct manipulation, our system finds the thumb in the measured trajectories (section 3.1). For recognizing the segmented symbolic gestures, HMM is employed in our system (section 3.2). Our gesture recognition system will be useful for various applications on augmented desk interface systems, especially a drawing tool shown in Figure 1(b) .
Distinction of the thumb
Here we explain the method for distinguishing the thumb from the other detected fingertips. Our method makes use of the angle between the direction of a finger, i.e., the direction from the center of a hand to the base of a finger, and the orientation of an arm as shown in Figure 6 . We use the base of a finger because it is more stable than the tip of a finger even if the finger moves.
In the initialization stage, we define the standard angle of the thumb Ì and that of the forefinger ( Ì ). First, by applying the morphological process to a binarized hand image, regions of fingers are extracted. Then, the end of the extracted finger opposite the fingertip is regarded as the base of the finger, and is calculated.
Here is defined as in the th frame from the origin of the trajectory of a finger, and the current frame is the AE th frame from the origin. Then, the score × Ì , which represents the likelihood of the thumb, is given as follows:
In this way, when × Ì is above 0.5, the finger is regarded as the thumb.
We have evaluated the performance for distinction of the thumb. The condition of evaluation was the same as in section 2.3. We have performed three kinds of tests on the assumption of actual work on a desktop, i.e., (a) drawing work with only the thumb, (b) clicking and dragging with the thumb and the forefinger, and (c) drawing work with only the forefinger. The results, depicted in Table 1 , show good performance for the distinction of the thumb.
Recognition of symbolic gestures
Like other recognition techniques [12, 9, 4] , our recognition system of symbolic gestures is based on HMM. The input to our recognition system consists of two components. One component is the number of detected fingertips. The other component is a discrete code from 1 to 16 which represents the direction of average motions of tracked fingertips. It is unlikely that we would move each of our fingers independently unless we consciously tried to do so. Thus, we decided to use the direction of the average motions of multiple fingertips instead of the direction of each fingertip. In addition, code 17 is also used as the code which represents approximate stillness. We have tested our recognition system of symbolic gestures by using 12 different hand gestures which are shown in Figure 7 . As a training set of data for each gesture, 80 hand gestures made by a single person were used for initializing HMM. Then 6 other individuals participated in this experiment for gesture recognition. For each trial, a test subject made one of the 12 gestures 20 times at arbitrary locations and with arbitrary sizes. The result of this experiment is shown in Table 2 where each value shows the average and the standard deviation of the accuracy for single-finger gestures and double-finger gestures.
As these results show, recognition of single-finger gestures was almost perfect and very reliable. The accuracy for double-finger gestures was also very high, and our gesture recognition system can offer a suitable tool for natural interactions with hand gestures.
Conclusion
In this paper, we have proposed a fast and reliable method for tracking a user's hand and fingertips for augmented desk interface systems. In our method, locations of multiple fingertips are predicted based on the Kalman filter; then, correspondences between the predicted locations and detected fingertips are examined for the purpose of obtaining trajectories of multiple fingertips simultaneously. In addition, we introduced hand gesture recognition system based on measured trajectories of multiple fingertips. Our gesture recognition system can recognize both direct manipulation and symbolic gestures at the same time. By detecting the thumb, those two types of gestures are clearly distinguished, and then segmented symbolic gestures are recognized based on HMM. Our tracking and gesture recognition system has performed very well in several experiments.
We are currently extending our method for determining whether each fingertip is touching the surface of a desk. We expect this extension to contribute to even further improvement in the performance of our tracking method. Another future direction of this work is extension for 3D tracking. Currently, our tracking method is limited to 2D motion on a desktop. While this is enough for our augmented desk interface system, interaction based on 3D motion of hands and fingers would be necessary for other types of applications. We are planning to investigate a practical technique for 3D tracking of hands and fingers using multiple cameras.
