Abstract. In this paper the bag-of-words model is applied to image classification and improves the existing problems of the traditional bag-of-words method. We propose a method of combination of corner detection and graph theory for ROI region extraction and fuzzy membership degree. First using corner detection for images, then the ROI region is defined by the method of graph theory. Then the SIFT features of the ROI region are extracted and the visual dictionary is generated. The visual dictionary can be more accurate to describe the image features, which can reduce the influence of background information and other interference information. Secondly, the concept of fuzzy membership function and information of feature space is introduced to improve the image of the visual histogram. Finally, support vector machine classifier is used to classify. Through the experiment of the Caltech 100 database, the result shows that the method improves the accuracy of classification compared with the traditional method.
Introduction
Image classification is a fundamental problem in the field of computer vision. It plays a key role in many application scenarios, such as image analysis and visual monitoring. One of the most important methods is the bag-of-words model. In recent years, bag-of-words model has been widely applied in many common data sets and competitions, such as 15-scenes [1] , Caltech 101 [2] , Caltech 256 [3] and Image Net [4] .Traditional visual bag-of-words model is generally implemented by SIFT descriptor, k-means clustering method and SVM classifier. However, it is vulnerable to the interference of complex factors such as perspective, scale, background and so on, which makes the accuracy of image classification often not reach the optimal level. In order to solve these problems, scholars have proposed many improved algorithms for the bag-of-words model. Wang [5] and others proposed a spatial pyramid matching model, and Philbin [6] proposed a method to construct statistical histogram of visual vocabulary for soft assign. Scholars have found that when people identify images, they tend to be interested in a certain area rather than the whole image. Therefore, a new idea about the region of interest is proposed, which can reduce the interference of the feature points of the non-interest region by extracting the features of the region of interest.
How to extract feature descriptors and generate image histogram representation is the focus of this paper. The main contributions of this paper are as follows: corner detection was performed on the original image, and the ROI area was determined by combining the graph theory method. Then, SIFT feature points were extracted from the ROI area. In this way, the extracted SIFT feature descriptors can be concentrated on the object and some interference points on the background can be eliminated. In the process of image histogram generation, fuzzy membership function and feature space information are introduced to study the influence of histograms generated by different membership functions on the classification effect.
The Basic Framework of the Bag-of-Words Model
Because of its simple and effective advantages, the bag-of-words model was first widely used in the field of text processing and then introduced into the field of image processing. Its basic principle is to regard the text as a set representation of disordered keywords. By counting the number of occurrences of each keyword in the text, a vector histogram of keywords is generated to represent the text. In the corresponding image classification field, the basic steps of bag-of-words model include: extraction of feature points, construction of visual dictionary, and training classifier for classification. Figure 1 shows the basic flow of the bag-of-words model. According to figure 1 , the specific process of image classification using the bag-of-words model can be expressed as follows:
Step 1 is feature extraction. For a given image, representative features are extracted to describe the image. In this paper, SIFT descriptor is selected as the feature description point. The key point descriptor generated by the SIFT algorithm is determined by the size of the sampling and the gradient direction of the image block around the key point. Finally, the 128-dimensional SIFT feature vector is the feature descriptor. These descriptors are normalized to unit length and thus have light retention invariance.
Step 2 is the construction of visual dictionary. The traditional bag-of-words model uses k-means clustering algorithm to cluster the SIFT descriptors obtained in step 1.Then the cluster center is used as the visual vocabularies, and the generated visual vocabularies constitute the visual dictionary. The size of the visual dictionary is the number of visual vocabularies.
Step 3 is to train the classifier to classify. SVM classifier is one of the classifiers that are more commonly used and easier to implement. The core idea is to find the optimal hyper plane in the feature space to realize the classification of different feature sets in the feature space. At the beginning, SVM classifier was only applied to the problem of two-dimensional classification, but now it has been gradually applied to solve the problem of multi-class high-dimensional classification, and achieved good results. The optimization problem can be described as formula 1:
Where, ω represents the vector perpendicular to the hyper plane, C represents the penalty factor, ε i represents the sparse variable, and the values of y i are 1 and -1, representing the categories of data points.This paper uses SVM classifier to classify.
ROI Regional Positioning
In the traditional bag-of-words model, feature extraction is to extract features from the whole image. In this way, the extracted features contain many feature points on the background, which will have a certain impact on the generation of visual dictionary and image histogram representation. In this paper, the method of combining corner point and graph theory can reduce the influence of background to some extent.
Corner Detection
Shi and Tomasi put forward the shi-tomasi corner features for tracking [7] , which has a good effect on monitoring feature extraction in video motion tracking field. In this paper, shi-tomasi corner features are introduced into image classification and combined with graph theory method to locate ROI area. Corner point detection is a kind of local feature point detection. At corner points, the first derivative of gray level image is the local maximum, and the gray level of image varies in both horizontal and vertical directions. Let the value of the gray level image at the point (x,y) be I(x,y), and an n×n window M is established with this point as the center. The gray level change after the window translation [x,y] is shown in the following formula:
After Taylor expansion of formula (2), the quadratic term and more terms are omitted, and the matrix expression obtained is shown as formula (3):
In formula (3), and represent the partial derivatives of the image in the x and y directions, and ω(x, y) is the Gaussian filter. The matrix D can be used to determine whether a pixel is a corner or not. Let λ 1 and λ 2 be the eigenvalues of matrix D, if λ 1 > λ 2 , and λ 2 ≥ kλ 2max at the same time, (where λ 2max represents the maximum value of smaller eigenvalues of any pixel, and the value of K in this experiment is set to 0.05), it can be determined that this pixel point is a corner. Some examples of corner location are shown below. 
Graph Theory Methods
Graph theory [8] is a branch of applied mathematics, which originated from the Konigsberg problem. It takes graph as the research object. A graph in graph theory is a graph composed of a number of given points and lines connecting two points. This kind of graph is usually used to describe a certain specific relationship between certain things. Points are used to represent things, and lines connecting two points are used to indicate that there is a certain relationship between the two things. The idea of graph theory has been widely used in various fields. Based on the idea of graph theory, this paper constructs undirected graph for the extracted corner points, and removes the corner points with low correlation degree according to the continuity of each corner point.
In graph theory, it is assumed that graph G is represented as G(V,E), where V is the vertex of the graph and E is the relation between each point in the graph. In this paper, we take the corner points extracted above as the vertices of the graph, and then construct the undirected graph M between the vertices through formula 2.Among them, d i,j represents the distance between each point and ε represents the threshold value of the distance between two feature points, as shown in the following formula.
Based on the above methods, this paper adopts the method combining corner detection and graph theory to locate the region of interest. The specific implementation process is as follows:
Step 1 is corner detection and ROI region initialization. Shi-tomasi corner feature is extracted from each image. Taking an image as an example, the corner points of the image are recorded as Des i (x, y), i = 1, … , n. Initialize the ROI area; take the whole image as the ROI area, and the boundary of the ROI region is defined asx min , x max , y min , y max .
Step 2 is to construct an undirected graph of feature points. According to formula 4, the undirected graph M(i, j), i, j = 1, … , n of the corner points is constructed based on the corner point features obtained from step 1, where n represents the number of feature points.
Step 3 is to remove corners with small correlation. In step 2, the correlation graph of each corner point in the image is obtained by means of graph theory. We defined the final set of key corner points as (V), and obtained the key points of the final image through formula 5. 
Step 4 is to delimit the ROI region. According to step 3, the set (V) of key corners was obtained, x min , x max , y min , y max was updated with the spatial information of key corners, and then the ROI area was delimited. Figure 3 shows some ROI region result graphs located by graph theory: According to the above experimental results, it can be found that the ROI region of the defined image can effectively separate the image from the background. Then SIFT feature extraction and visual dictionary generation are carried out on the delimited ROI region. In this way, the influence of feature points in the background region on visual vocabulary and image histogram generation can be reduced.
Application of Fuzzy Theory
After the visual dictionary is generated, the traditional visual bag-of-words model is used to calculate the distance between each local feature and the visual words in the visual dictionary when generating the histogram representation of each image, and maps it to the nearest visual vocabulary by one-to-one hard allocation method. In this way, the quantization of local features is only a rough approximation of the distance between local features, and spatial information will be lost in the quantization process. As shown in figure 4 , A, B, C and D are generated visual words, and 1, 2, 3 and 4 are local features of the image. In the traditional quantization method of bag-of-words model, feature 1 and 2 are directly quantized into word A, while feature 3 and 4 are quantized into word B. However, as can be seen from the figure, the distances of feature 1, 2, 3 and 4 from visual vocabulary A and B are different in the feature space. Therefore, we can believe that the influence of feature 1, 2, 3 and 4 on visual vocabulary should be different when generating image histograms. Therefore, the concept of fuzzy membership function [9] is introduced in this paper to consider the distance relationship between local features and visual words in the feature space. Let 
where, f() represents the membership function. This paper studies the influence of various membership functions on image histogram generation. It is found that for S-type membership function, Z-type membership function and sigmoid-type membership function, the introduction of them will reduce the accuracy of image classification. For Gaussian membership function, triangular membership function and Cauchy membership function, the accuracy can be improved by adjusting the parameters. The formula is as follows:
Experimental Results and Analysis
The experiment was implemented on Windows system (Intel (R) Core (TM) i5 CPU 3.20 GHz, 3.47 GB memory) and matlab 2013a.The experiment used the callech-101 image database provided by fei-fei et al., which contains a total of 101 article images and a total of 9146 images. It includes a variety of categories from human to animal, and the number of pictures in each category varies from 31 to 800.Caltech-101 is one of the most complex and challenging image classification standard test sets at present because of the large intra-class variations of images in the Caltech-101 data set and the influence of background factors. In order to verify the effectiveness of the method presented in this paper, we conducted experiments on the data set Caltech 101.In order to make the experiment persuasive, 10 categories were randomly selected from the data set for the experiment. These 10 kinds of image categories as: airplanes, anchor, ant, Brian, ceiling, fan, chair, cup, elephant, face and a rooster.10 and 20 images were randomly selected from each category as training images, and then 10 images were randomly selected as test images for 10 repeated experiments to calculate the average classification accuracy. In the experiment, the size of the visual dictionary was selected as 300.
This paper first verifies the effectiveness of ROI region extraction. The experiment is divided into two groups. One group is the traditional bag-of-words method, that is, SIFT feature extraction for the whole image. The other group is SIFT feature extraction after ROI area positioning. In this paper, the parameter δ is selected as 2.The experimental results are shown in the following According to the above table, we found that feature extraction can effectively improve the classification accuracy of the bag-of-words model after ROI region positioning. Then the concept of fuzzy membership function is introduced to experiment, and the effects of three kinds of fuzzy 
Conclusions
In this paper, the ROI positioning method combining corner detection and graph theory is proposed, which reduces the influence of background, scale and Angle on image classification to a certain extent and if the extracted SIFT feature points are concentrated on the object, a more representative visual vocabulary can be generated. At the same time, the fuzzy membership function is introduced to fuse spatial information in the generation of image histogram representation, so as to improve the classification accuracy of images. The experimental results on Caltech-101 dataset show that the proposed algorithm has higher classification accuracy than the traditional bag-of-words model algorithm. 
