Recently, Nelson et al. (2001a, b) formulated a class of combined screening-and-selection procedures for identifying the simulated system with optimal expected response when the number of alternatives is finite, but large enough to render conventional ranking-and-selection procedures impractical. Under a certain key assumption, they derived an additive decomposition lemma that provides a lower bound on the correct-selection probability when either the original or group-screening version of their combined screening-and-selection procedure is applied to randomly sampled normal populations with unknown and unequal variances. For both these procedures, we establish an improved lower bound on the correct-selection probability that is the product of (a) the probability that the best alternative will survive the first-stage screening procedure, and (b) the probability that the second-stage sampling-and-selection procedure will correctly identify the best alternative starting from the full set of alternatives. This multiplicative decomposition property offers a different perspective on the probabilistic structure of the entire class of combined screening-and-selection procedures developed by Nelson et al., and it does not require the key assumption of their additive decomposition lemma.
INTRODUCTION
This note is a follow-up to the recent work of Nelson et al. (2001a) on combined screening-and-selection procedures for identifying the simulated system with optimal expected response when the number of alternatives is finite, but large enough to render conventional ranking-and-selection procedures impractical. To characterize the performance of their combined screening-and-selection procedures, Nelson et al. formulated an additive decomposition lemma that provides a lower bound on the probability that their combined procedures will correctly select the best alternative. If the probability is at least 1 − 0 that the best alternative survives the first-stage screening procedure, and if the probability is at least 1 − 1 that the second-stage selection procedure will correctly identify the best alternative from any fixed set of alternatives containing the best system (where the confidence coefficients 0 1 ∈ 0 1 are user-specified), then Nelson et al. establish a key condition sufficient to ensure that 1 − 0 − 1 is a lower bound on the overall probability of correct selection for the combined screening-and-selection procedure. Following Nelson et al., we let J denote the event in the underlying probability space such that the second-stage sampling-and-selection procedure makes the correct selection when the procedure is applied to J , an arbitrary fixed subset of the full set 1 k of alternative systems; and we let 1 k denote the corresponding correct-selection event when the procedure is applied to the full set of alternative systems. We let i denote the expected value of responses sampled from the ith system i = 1 k ; and we let k = arg max 1 i k i so that k denotes the index of the "best" alternative-that is, the system with the largest mean. With this symbolism, the key condition of Nelson et al. sufficient to ensure the validity of their lower bound 1 − 0 − 1 on the correct-selection probability is that
In this note we establish the general validity of the improved lower bound 1 − 0 1 − 1 > 1 − 0 − 1 on the probability of correct selection for all the combined screening-and-selection procedures formulated in Nelson et al. (2001a) . We believe that this multiplicative decomposition property sheds new light on the performance of the combined screening-and-selection procedures of Nelson et al.- in particular, the argument given in §2 below formalizes the intuition that the occurrence of a successful result in the screening stage (so that the best system survives the screening operation) should have a nonnegative correlation with the occurrence of a successful result in the selection stage (so that the best system is finally selected). Moreover, it is noteworthy that this multiplicative decomposition property does not require the key Condition (1) of Nelson et al.
MULTIPLICATIVE DECOMPOSITION PROPERTY
Nelson et al. assume that the vector of responses X 1j X kj respectively generated on the jth replication of the full set of k alternative systems satisfies
Let 1 2 · · · k denote the ordered means. The objective of the combined screening-and-selection procedures of Nelson et al. is to identify k , the index of the "best" system. The basic assumption in Equation (2) shows that the k alternative systems are sampled independently of each other and allows us to view the screening procedure and the selection procedure as functions defined on an underlying probability space with points of the form D X U , where (a) the vector of first-stage sample variances based on an initial sample of size n 0 is
k mutually independent; (3) (b) the vector of first-stage sample means is
(c) the vector of the observations taken from all k alternatives in the second stage is
and (d) the vectors D, X, and U are independent of each other.
The following development refers to the group-screening procedure of Nelson et al., including all the relevant notation. Notice in particular that depending on m, the number of groups into which the full set of alternative systems has been partitioned, we use the following critical value of Student's t-distribution in the group-screening procedure:
where t denotes the quantile of Student's t-distribution with degrees of freedom. Considering
Step 3 of the group-screening procedure, we see that the event
specifies that the best system survives its initial screening based on its first-stage sample mean X 1 k ; and after its second-stage sample mean X 2 k has been evaluated, the best system also survives all screening operations based on first-stage sample means X 1 j of systems evaluated subsequently. Considering Steps 3 and 4 of the group-screening procedure, we also see that the event
specifies that the best system survives all screening operations based on the second-stage sample means X 2 j of the other surviving systems; and finally, to preserve meaning the best system survives the operation of selecting the winner. It follows that ∩ ⊆ CS, the correct-selection event in which the best system is finally selected by the groupscreening procedure. With this setup, we establish the following multiplicative decomposition property analogous to the additive decomposition lemma of Nelson et al. Nelson et al. (2001a) based on Equation (6), let = D X U and = D X U denote the indicator functions of Events (7) and (8), respectively. If Equation (2) holds, and k − k−1 , then
Proposition 1. For the group-screening procedure of
Proof. With the Setup (3)- (5) for the underlying probability space and with the definitions in Equations (7) and (8) for the events and in that probability space, we see that when D X U and D X U are regarded as functions of a single component of X or U alone with all other arguments fixed, · and · are increasing functions of each of the arguments
alone when all other arguments are fixed; moreover, · and · are decreasing functions of each of the components of X or U that are not listed in (10) when all other arguments of these functions are fixed. It follows immediately from Lehmann (1966, Theorem 2) 
thus we have
To establish the final conclusion in Equation (9), we observe from Equations (3)-(5) of the online companion (Nelson et al. 2001b ) to the main paper of Nelson et al. (2001a) 
where
tive, increasing function of each of its arguments for which Equation (6) implies
It follows that E D X U D = d is bounded below by a nonnegative, increasing function of each of its arguments.
Next we consider E D X U D = d . From Rinott's (1978) Equations (5), (6), (8), and (9), we see that
where · is the standard normal distribution function. Thus, E D X U D = d is bounded below by d , a nonnegative, increasing function of each of its arguments. Moreover, Rinott's Equation (13) shows that the constant h = h 1 − 1 n 0 k in the group-screening procedure yields
Combining Equations (14) and (16) and applying Tamhane's (1977) Lemma 2.4, we have
Finally combining Equations (13), (15), (17), and (18), we obtain (9).
Corollary 1. If Equations (2) and (6) hold and k
, then for the combined procedure in §4 of Nelson et al. (2001a) , we have
Proof. If we take as in (7) with m = 1 group and we take as in (8), then Pr ∩ is a lower bound on the probability of correct selection for the combined procedure in §4 of Nelson et al.
Remark 1. For commonly used values of 0 and 1 , such as 0 10, 0 05, and 0 01, the improved lower bound 1 − 0 1 − 1 is not much larger than the lower bound 1 − 0 − 1 of Nelson et al. We believe, however, that the analysis yielding the improved lower bound also provides new insights into the general probabilistic structure of the entire class of combined screening-and-selection proposed in Nelson et al.
Remark 2. Following the formal statement of the combined screening-and-selection procedure in §4 of Nelson et al., the authors provide several results that hold with probability at least 1 − 0 − 1 regardless of the configuration of the true means. As a direct consequence of Proposition 1 above, we see that all these results hold with probability at least 1 − 0 1 − 1 . For example, if I denotes the set of alternatives surviving the screening operation, then the probability is at least 1 − 0 1 − 1 that the simultaneous confidence intervals of Nelson et al. on i −max j∈I j =i j for every i ∈ I will all be true statements.
