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Activity in several areas of the human brain and the monkey brain increases when a subject anticipates events associated with a reward, implicating a role for bias of decision and action. However, in real life, events do not always appear as expected, and we must choose an undesirable action. More than half of the neurons in the monkey centromedian (CM) thalamus were selectively activated when a small-reward action was required but a large-reward option was anticipated. Electrical stimulation of the CM after a large-reward action request substituted a brisk performance with a sluggish performance. These results suggest involvement of the CM in a mechanism complementary to decision and action bias.
When a large reward is expected as a result of a particular action, animals tend to choose this action more frequently than other alternatives (1, 2) . Animals that expect a reward carry out these activities quickly and with few errors (3) (4) (5) . Studies have been undertaken to understand the neural correlates of decision-makers that assess the reward value of response options and set a Bbias[ to produce a particular response. Single-neuron activity reflects an expected reward and a schedule to obtain a reward in the cerebral cortex (6) (7) (8) (9) (10) and in the basal ganglia (3, 5, 11) . Midbrain dopamine neurons transmit error of reward expectation (12) (13) (14) and motivation to action (13, 15) to the striatum, limbic system, and cerebral cortex. On the other hand, the traditional models of how actions are produced may be fundamentally incomplete as the basis of goal-directed action mechanisms, because response bias is sometimes aborted when events do not occur as expected. Thus, an additional component, which plays complementary roles to response bias, seems to be required. Through both response bias and its complementary process, animals seem to be able to attain their final goals. However, the neural basis of this process has not been elucidated. The centromedian/parafascicular (CM/PF) complex of the thalamus (16) has received little attention in studies of action and cognition, even though it has close connections to the basal ganglia and cerebral frontal cortex (16) (17) (18) (19) (20) . Neurons in the monkey CM/PF complex respond to multimodal stimuli. Characteristically, the magnitude of a response is larger when the stimulus is unpredictable and contrary to expectation (20, 21) . This is in contrast to the basal ganglia, where signals of reward expectation are dominantly represented (3, 5, 11, 22) . Based on the complementary nature of neuronal activity between the CM/PF and the basal ganglia, it has been hypothesized that the CM/PF complements decision and action bias through the thalamostriatal projection and corticobasal ganglia loops (21, 23) . This study was designed to test this hypothesis, with special emphasis placed on the action-related CM neurons.
Two macaque monkeys (SJ and MA) were trained to perform GO-NOGO tasks in which visual stimuli asking for the GO or the NOGO actions appeared at an average probability of 0.5 (24) . Performance of either the requested GO or NOGO action was rewarded by a large amount of water (þR), whereas the performance of the other action was rewarded with a small amount of water (jR) during a block of 60 to 120 trials. The action-reward association was then altered in the subsequent block (Fig. 1,  A and B) . Monkeys performed the large-reward GO trials more briskly than the small-reward trials. Average reaction times in the GO(þR) condition were shorter than those in the GO(jR) condition by 253 ms in monkey SJ (unpaired t test, P G 0.0001, 95% confidence interval (CI) 237 to 268 ms) and 89 ms in monkey MA (P G 0.0001, 95% CI 83 to 93 ms) (Fig. 1C) . Movement times were shorter in the GO(þR) than in the GO(jR) condition by about 20 ms in both monkeys. Furthermore, the rate of error trials, such as reaction times that were too long (93000 ms) or the initiation of incorrect actions, was higher in the smallreward trials (monkey SJ, GO trials, P 0 0.006, 95% CI 0.34% to 1.91%; NOGO trials, P 0 0.023, 95% CI 0.26% to 3.37%) (monkey MA, NOGO trials, P = 0.002, 95% CI 1.78% to 6.33%; GO trials, monkey made no error in þR or -R conditions).
The activity of 56 neurons (40 in monkey SJ and 16 in monkey MA) was recorded. The neurons showed burst discharges after un- .To whom correspondence should be addressed. E-mail: mkimura@koto.kpu-m.ac.jp expected auditory and visual stimuli of long latencies that corresponded to previously described long-latency-facilitation (LLF)-type neurons (20, 21) ; these neurons were primarily CM neurons (24) . LLF neurons were activated by GO and NOGO requests, but the magnitude of their activation was much higher during the small-reward trials than during the large-reward trials, as shown in Fig. 2A . Although strong neuronal activation occurred in GO(jR) trials that were performed at longer reaction times than in GO(þR) trials, very long reaction-time trials were not always accompanied by markedly increased neuronal activation in the GO(jR) trial block (* in Fig. 2B ). The activity in all recorded LLF neurons was markedly enhanced during small-reward conditions in both the GO and NOGO trials (Fig. 2C) . Thirty-four of the 56 neurons (61%) showed a significant main effect of reward condition [two-way ANOVA; þR or jR, P G 0.01, variance explained by reward factor 0 0.11 T 0.04 (mean T SD)] (24); of these, 33 were -R condition-selective. Thus, we concluded that LLF neurons were selectively activated when an action that was associated with a smaller reward between the two alternatives was requested and performed. Although neuronal activation occurred with a long latency (È300 to 450 ms) (table S1) after the GO(jR) request, it still preceded muscle activation ( fig.  S2 ) and sluggish release of the hold button by 162 T 87 ms (mean T SD) (Fig. 2D) .
We next asked whether the expectation of a large reward modified LLF neuron activity. Another monkey (HD) was trained in a single block of trials in which GO(þR) and NOGO(jR) trials occurred at a ratio of 1:2. Thus, NOGO(jR) trials occurred more frequently and could repeat, although no more than three times. In this version of the task, the correct performance rate of NOGO(jR) trials increased significantly, with the number of trials since the last rewarded trial Epostreward trial number (PRN)^increasing from 1 to 3 EF (2, 66) 0 25.0, P G 0.0001, variance explained 0 0.43^ (Fig. 3A) . There was also a significant shortening in the time to depression of the hold button to the start of each trial as the PRN increased EF (2, 2525) 0 1026.7, P G 0.0001, variance explained 0 0.45^, which suggests that the monkey_s expectation of the reward trial had gradually increased. Correspondingly, neuronal activation during the NOGO(jR) trials increased in magnitude as the PRN increased (Fig. 3B) . During the GO(þR) trials, small activations occurred with no clear dependency on the PRN (Fig. 3C) . These results confirmed that neuronal activation was greater when the large-reward option was expected at higher probability. Furthermore, even in the NOGO(jR) trial, almost no activation occurred if the monkey released the hold button before the end of the hold period (Fig. 3B, Error) . Thus, the critical nature of the activity was its specificity for the small-reward action and for pursuing the requested action.
Selective neuronal activation occurred after the GO(jR) request when the monkeys were expecting a GO(þR) request. This finding raised the question of whether artificial activation of the CM after a GO request could trigger the complementary process of the GO-action bias. If so, the activation effect would be expected to occur dominantly after a GO(þR) request. To answer this question, current pulses were delivered through microelectrodes at 300 to 400 ms after the GO request, when LLF neurons would have been activated after the GO(jR) request. Oneeighth to one-half of the GO trials were randomly selected for stimulation. Following stimulation after the GO(þR) request, release of the hold button and depression of the target button was often much slower compared with the trials that took place without stimulation (Fig. 4A) . At times, stimulation arrested the initiated GO action before the monkey reached the target button (* in Fig. 4A ). In all of the 6 stimulated trials (5 blue filled circles in Fig. 4B and 1 arrest trial, not shown), the reaction and movement times were longer than the mean þ 2 SD of the 27 trials that did not include stimulation (open circles). The effective stimulation rate (ESR) (24) was thus 100% (6 out of 6). The ESRs were significantly higher in the GO(þR) compared with the GO(jR) trials (paired t test, P 0 0.012, 95% CI 7.1% to 41.5%) (Fig. 4C) . The average ESRs were significantly higher within the CM (mean T SD, 62.4 T 30.2%, n 0 16) than outside the CM (37.9 T 26.8%, n 0 28) (unpaired t test, P 0 0.008) (Fig. 4D) . The effective sites were concentrated within the CM except for two, one of which was in the dorsal border of the dorsolateral parafascicular nucleus and the other of which was in the mediodorsal nucleus (MD). Thus, the effects of CM stimulation are consistent with characteristics of neuronal activity and support the hypothesis that the CM plays a complementary function to response bias.
Our data showed that LLF neurons were selectively activated when monkeys were forced to perform a small-reward action and that electrical activation of the CM region after a large-reward action request substituted brisk for sluggish task performance. Can these results be explained by assuming that the CM inhibits action and thus lengthens reaction time? The magnitude of neuronal activation was not monotonically related to reaction times (24), although it was proportional to the level of expectation of a large-reward option, which reflected response bias. Furthermore, the effectiveness of electrical activation of the CM on task performance was greater after a largereward action request than after a small-reward action request. These additional observations do not support a general inhibitory role of the CM on action. However, they do suggest that the CM specifically participates in abolishing bias of the large-reward option of action and in pursuing the requested small-reward action, which is complementary to the response bias.
Our findings are consistent with previous reports (20, 21) that showed that the magnitude of CM/PF neuron activation was larger when the stimuli were unpredictable or contrary to expectation. Although we have only limited knowledge about the network mechanisms that influence the characteristic activity of CM neurons, the basal ganglia (16, 19, 20) and cerebral cortex (16) (17) (18) likely play crucial roles. The cortico-basal ganglia-thalamocortical system may supply the CM with information about response bias (3, 11) , whereas information related to discrepancies in desirability between expected and actual options may be processed through their interaction with cortical areas that have been implicated in conflict monitoring, such as the anterior cingulate cortex (10, 25) . In other words, action-and cognition-related information in the cerebral cortex appears to be transformed in two contrasting ways through the cortico-basal ganglia loops: One way sets the bias with help from midbrain dopamine signals, whereas the other complementary process to the response bias might be mediated by signals transmitted by CM efferents. 
