






















































































































































This  thesis  collects  a  set  of  articles  discussing  methods  for  the  evaluation  of  measurement  uncertainty  in  screening 







diagnostic  specificity and area under  the  receiver operating characteristic  curve. Complementary are discussed models  to 
agreement between tests’ results. 
To illustrate the evaluation of measurement uncertainty through the different methods, the results from a same anti‐hepatitis C 
virus  chemiluminescence  immunoassay  are  used.  The  computations  reveal  expanded  uncertainties  around  “cutoff”  from 
21 to 36 % which were used to estimate the “rejection zone” [0.70, + [. Only 0.19 % of 9805 samples were in this region. The 
total  analytical  error  was  23 %.  Considering  the  immunoassay  rejection  zone,  the  window  period  model  estimated  a 
seronegative period of 97 days. The delta‐value indicated that the infected individuals’ sample tested in “test 1” is less likely to 
produce indeterminate results and has not been shown a statistically significant difference between “test 1” and “test 2” to 































































































































































































































post‐transfusion  infection.  Uncertainty  estimations  focused  on  the  evaluation  of  measurement 
uncertainty and assessment of risk probabilities are instrumental in screening laboratories management 
based on “risk‐based thinking”. 
However,  the European Union Directives and the US standards  for  the consideration of measurement 
uncertainty in screening laboratories are generic. The selection of models for evaluating measurement 
uncertainty  is a hard challenge since  the available models do not address explicitly  the requisites and 



























The  purpose  of  the  study  is  to  understand  the  role  of  uncertainty  in  screening  laboratory’s  quality 
management systems and its impact on post‐transfusion safety, and to evaluate models for the estimation 
of  uncertainty  in  screening  immunoassays.  An  empirical  study  of  the  available  models  for  the 
determination of uncertainty is performed. All methods were applied to a single screening immunoassay 
(antibodies to hepatitis C virus test) allowing for the direct comparison of results. 









in  the  quality  management  systems  applied  to  screening  laboratories.  On  Chapter  2  the  impact  of 
uncertainty in the screening immunoassays’ results in blood establishments is examined. 
Part II, with chapters 3 to 5, contains the evaluation of the available methods to estimate uncertainty in 
screening  immunoassays.  Chapter  3  addresses  the  application  to  screening  immunoassays  of 
measurement  uncertainty  modeling  and  empirical  estimation  methods  fulfilling  GUM  principles, 
recommending  a  novel  application  of  empirical models.  The  uncertainty  evaluation  is  focused  on  the 
“cutoff”, and a new utilization of the derived measurement uncertainty to the estimation of the “rejection 
zone” is proposed, where blood donations with indeterminate or positive test results are rejected.  On 
Chapter 4  the  total  analytical  error  model  is  reviewed  as  an  alternative  to  the  GUM  intralaboratory 
























concerns with  the  impact  of  false  negatives  in  the  post‐transfusion  safety  led  him  to  demonstrate  a 
research interest in quality control dealing with screening immunoassays’ results. After a literature review 
he realized that there was not an established method to the determination of measurement uncertainty 
in  screening  immunoassays’  results. He  then worked  towards  the development of  such measurement 







Evaluating  the  uncertainty  in  blood  establishments  screening  immunoassay's  results  is  of  major 
importance to assure blood components receptor's safety. However, there were no established methods 
to  evaluate  the  tests  results  uncertainty  that  took  under  consideration  the  particularities  of  blood 
establishments  screening  immunoassays.  This  thesis  fills  that  gap  by  critically  evaluating  currently 
available  methods  under  the  perspective  of  blood  establishments  screening  laboratories,  and  by 
proposing  the modifications necessary  to  respond the screening  laboratories’ needs, while  taking  into 
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efficiency  depends  on  the  management  system  used.  Even  though  the  European  Union  Directive 
2002/98/EC  requires  a  quality  management  system  in  blood  establishments,  its  requirements  for 
screening  laboratories  are  generic.  Complementary  approaches  are  needed  to  implement  a  quality 
management system focused on screening laboratories. 






















considering Deming’s premise  that  improvements  in quality  lead  to  improvements  in productivity and 
reductions in cost [6]. 
Currently,  the state of quality management  in medical  laboratories  is not comparable to that  in world 
class industries and service organizations. It is often assumed that the high level of automated technology 
assures  quality,  but  many  reagent  manufacturers  and  medical  laboratories  focus  on  minimum 
requirements for compliance with regulatory and inspection requirements. Quality remains an important 







that  there  is a  large number of different approaches whereby  standardization  is absent,  and Figure 3 
shows  the  percentage  and  number  of  countries  where  a  certain  quality  management  approach  is 
mandatory.  
Like the European Union blood establishments must have a QMS, it is expected that a major number of 
the  European  countries  have  the  European  Directives  as  mandatory  in  their  national  laws.  The 
requirements  applicable  to  the  screening  laboratory  in  Directive  2005/62/EC  are  generic,  so  the 
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QMS  generally  refers  to  the  management  and  control  of  manufacturing  according  to  costumer’s 
























Council of Europe Guide to the Preparatio, Use and Quality…
WHO GMP for Blood Establishments
EU GMP Medicinal Products for Human and Veterinary Use
EU GMP for Blood Derived Products (Annex 14)

























Council of Europe Guide to the Preparatio, Use and Quality…
WHO GMP for Blood Establishments
EU GMP Medicinal Products for Human and Veterinary Use
EU GMP for Blood Derived Products (Annex 14)




reported  results.  QMS  promotes  the  adoption  of  a  laboratory  process  approach  when  developing, 
implementing and improving the effectiveness of a quality management system, to enhance customer 
satisfaction.  An  important  role  of  QMS  is  the  documentation  and  records  of  process  activities  and 
operations involved with testing. If the documentation showing how the testing was made and tested is 
not  correct  and  in  order,  then  the  reported  result  has  a  high  chance  to  be  untrue  (nonconforming). 
Additionally, QMS requires that all testing equipment has been qualified as suitable for use, and that all 










within  which  laboratory  examinations  are  planned,  performed,  monitored,  recorded,  reported,  and 
archived. GLP helps  assure  regulatory authorities  that  the data  submitted are a  true  reflection of  the 
results  obtained  during  the  examinations  and  can  therefore  be  relied  upon when making  risk/safety 
assessment. GLP is mainly associated with technical competence evidence [10,15‐18]. Figure 1 shows a 
screening laboratory testing process scheme requiring QMS and GLP, as well as other requirements such 































































































cycle. “Risk”  is  in defined as “the effect of uncertainty”  (entry 3.7.9 of  [1]),  i.e.,  risk  is equivalent  to a 
deviation  from  the  expected  result.  ISO  9001  is  applicable  to  the  whole  organization,  but  does  not 
consider  specific/technical  laboratory  requirements.  Despite  being  very well  known  in manufacturing 









responsibility  of  top  management  to  provide  evidence  of  its  commitment  to  the  development  and 









and verification of  the achievement of  the  intended quality of  results and services. Laboratories must 




























methods of  testing  and  calibration.  Its  purpose  is  to  guarantee  the  satisfaction of medical  laboratory 
costumers [22]. Its scope is uniquely the medical laboratory (including those at hospitals, blood, cells and 
tissues establishments, sports agencies, etc.). 






retention  and  storage  of  clinical  material,  sample  (and  waste)  disposal,  and  formatting,  releasing, 



















































environmental  conditions,  laboratory  equipment,  reagents,  and  consumables,  pre‐examination 
processes, examination processes, ensuring quality of examination processes results, post‐examination 
processes, reporting of results, release of results, and laboratory information management. 
For  equipment,  the  laboratory  must  document  the  procedure  for  calibration  of  equipment  affecting 
directly or indirectly the reported results. The guideline states the minimum requirements, summarizing: 




For  metrological  traceability,  screening  tests  do  not  have  available  reference  materials  or  reference 
procedure of the higher metrological order. The provision of confidence in the results is according to the 















used  outside  their  intended  scope”,  and  “validated  methods  subsequently  modified”.  The  validation 





validation  could  share  the  same  protocol  for  measurement  of  diagnostic  sensitivity  and  diagnostic 
specificity. When a test is modified it must be reevaluated. 
d) Measurement uncertainty must be determined, even though there is no recommended approach. VIM 
defines  measurement  uncertainty  as  “non‐negative  parameter  characterizing  the  dispersion  of  the 
quantity values being attributed to a measurand, based on the information used” (entry 2.26 of [27]). ISO 
recommends GUM principles for its evaluation. However, there are also alternative approaches that are 
acceptable.  Given  there  are  always  uncertain  results  in  screening  tests,  results  close  or  equal  to  the 


















ISO  requires  that  all  approaches  in  the  examination process must  consider  the  results’  intended use. 
Intended use of a result is the ultimate role of a result in clinical decision, blood for transfusion, cell or 








ISO 9001 does not  include any technical requirements for quality and competency. A  limitation of  ISO 
certification is that it does not standardize technical requirements, allowing different levels of quality per 























that  the  quality  of  the  examination  process  is  no  longer  important.    All  nonconformities  should  be 
interpreted and analytic errors are often difficult to recognize. Some studies depend on recognition of 
nonconformities by physicians and nurses (post‐post examination), which bring serious limitation to the 
study.  In most  studies  there  is  no  information about  laboratory quality management policies  and  the 
quality  requirements  for  tests  (for  example,  allowable  total  analytical  error),  which  is  critical  to 
understand  nonconformities  management.  For  a  laboratory  with  a  quality  management  approach 
according  to  ISO 9001 only,  there may  be  little  or  no  attention paid  to  determining  technical  quality 
requirements  and nonconformities  rates.    For  a  laboratory with  tests  accredited by  ISO 15189,  there 
should  be  a  better  sensitivity  to  detect  technical  nonconformities,  as  well  a  better  capacity  to  have 
successful corrective and preventive actions. A technical requirement failure in ISO 15189 might not be a 
failure in ISO 9001 scope. A laboratory which does not follow best policies applied to analytical area might 
not detect  some non‐conformity, and has  limited capability  to  search  technical  failures  causes and  to 
develop successful corrective actions. It is also important to understand that the amount of failures is not 










screening  laboratory  staff  should  select protocols  for  the examination process  considering  the  results 
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The  risk  of  uncertain  results  in  infectious  agents’  tests  is  recognized  in  blood  establishments,  being 
particularly evident during the blood donor selection and in laboratory screening tests. The current risk‐













results.  They  must  be  identified  and  actions  must  be  taken.  In  blood  establishments  the  chance  of 




The  European  Union  Directives  [3]  and  the  US  Standards  [4]  do  not  require  the  determination  of 
uncertainty in screening tests’ results. They are mainly focused in blood collection and processing. The 
laboratory  technical  requirements  should  include  complementary  approaches  to  evaluate uncertainty 
[note: in US the laboratories’ test in blood establishments must fulfill the Clinical Laboratory Improvement 
Amendments  (CLIA)]  [5].  EuBIS  “Standards  and  criteria”  [6]  recommend  risk  assessment,  i.e.,  the 













result  and  the  “cutoff”  result,  the  “cutoff”  is  defined  as  one.  Numerical  values  equal  or  close  to  the 
“cutoff” have a significant chance to be false. Therefore, the measurement uncertainty (entry 2.26 of [7]) 
at  the  “cutoff”  value  should  be  determined  (see  Chapter  3).  The  interval  of  uncertain  results,  i.e., 
expanded 
uncertainty (entry 2.35 of [7]) is designated as “grey‐zone”. Some authors determine this interval using 
















Uncertainty on negative results distant from 
cutoff value has a low probability to cause false 
positive results
Uncertainty on results close to cutoff value 
has a high probability to cause false results
Uncertainty on cutoff value causes the chances of yielding a positive or 









Uncertainty on positive results distant from 






Blood  donations  of  donors with  indeterminate  results must  be  confirmed whenever  a  positive  result 
occurs. Despite the number of “grey‐zone” results is relatively small to the number of blood collections 












are biased results  (entry 2.18 of  [7]). Other  ratios could be determined, such as predictive values and 
specificity; however, their role according to results intended use in blood establishments is not significant. 
All these determinations are from two samples, and cannot be inferred to the populations of infected and 




diagnostic  sensitivity  and  diagnostic  specificity  is  the  area  under  the  receiver  operating  characteristic 
curve. It measures the ability of the test to correctly classify positive and negative samples, often called 
discrimination. It ranges from 0.5, for a test that randomly assigns a positive or negative result to a sample, 






The seroconversion window period or  seronegative period  is one of  the primary  sources of  infectious 
agents’ false results. Bhushan & Vasan (2009) defined the window period as “(…) the time between first 
infection and when the test can reliably detect that infection”, being “dependent on the time taken for 
seroconversion”  [13].  Fauci  and  Lane  (2008)  presented  a  simpler  definition,  “the  interval  between 
infection and detection” [14]. The determination requires a seroconversion panel(s). Since the panel is 
specific for an infected individual, the observed seronegative period cannot be inferred to the population 
of blood donors.  Indeed,  the  true window period  is unknown.  For  further  information about window 
period see Chapter 5. 
2.3.4. Biased results caused by interferences 
Biased  results  could  arise  also  from  interfering  factors.  The  effect  of  these  factors  is  a  specimen‐
dependent bias. Potentially interfering substances must be assessed during the selection and evaluation 
















high  probability  to  be  false.  The  lack  of  equilibrium, when  statistically  significant,  could  be  shown  as 
measurement  uncertainty  (entry  2.26  of  [7])  component  [19].  The  effect  of  nonconforming  reaction 
conditions may be detected by the analyzers calibration verification process and should also be detected 




Currently,  the  determination  of  measurement  uncertainty  is  not  generally  applied  in  blood 
establishments’  screening  immunoassays.  Some  of  the  reasons  are  that  the  blood  establishments’ 
standards and legislation does not require it, the complementary medical laboratory standard does not 
























The  screening  laboratory  should  evaluate  the  uncertain  results  by  determining  the  window  period, 
interference  factors  if  recognized,  and  evaluating  the  “grey‐zone”,  and  reporting  diagnostic  accuracy 
measurements considering a 95 % CI for reliable results. 
The effect of measurement uncertainty in screening immunoassays is also estimated at the manufacturer 
level,  where  sometimes  the  total  analytical  error  model  is  used  alternatively  [8].  Theoretically,  the 
constant value in the “cutoff” equation must assure a lower chance of false negative results compared to 
the chance of false positive results, when a test is intended for a blood establishment. The information 
about  “cutoff”  selection by  the manufacturer  is not generally provided of available  to  the  laboratory.  
Furthermore,  screening  laboratories  do  not  verify  the  “cutoff”  value  using,  for  example  the  receiver 
operating characteristic curve [11,23], since it is not practical. The national agencies for the regulation of 
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Evaluating  the  “Grey‐Zone”  to  Reduce  the  False 
























are  close  to  the  clinical  decision  level,  i.e.  in  the  “grey‐zone”.  The  concept  of  using  measurement 
uncertainty for evaluating the “grey‐zone” has previously not been systematically applied in this context. 
This  Chapter  explains  methods,  models  and  empirical  (top‐down)  approaches  for  the  calculation  of 
measurement uncertainty using results from a blood bank according to the internationally accepted GUM 
principles,  focusing  on  uncertainty  sources  in  the  examination  process.  Of  the  different  approaches 
available,  the  intralaboratory  empirical  approaches  are  emphasized  since  modelling  (bottom‐up) 
approaches are  impracticable due to the lack of reliable model equations for  immunoassays. Different 
methods are applied to estimate the measurement uncertainty for the Abbott Prism® HCV immunoassay. 






Blood  banks  (blood  establishments)  collect  and  produce  human  blood  components  intended  for 
transfusion. Screening immunoassays are essential in identifying blood donors infected with transmissible 









the  discussion  of  the  different  methods  is  done  taking  as  example  the  Abbot  Prism®  HCV  (Abbott 
Diagnostics, Abbott Park, IL, USA) [6]. 
The Abbott Prism® HCV immunoassay is an in vitro chemiluminescent immunoassay for the measurement 
of  the  concentration of  antibodies  to  the hepatitis  C  virus  (HCV).  Persons  infected with HCV produce 
antibodies  to  the virus and maintain  lifelong elevated concentrations of  these antibodies.  The Abbott 




The chemiluminescent  signal  is proportional  to  the concentration of  the antibodies  to HCV  (anti‐HCV) 
present in the sample. Therefore, measuring the concentration of the anti‐HCV is primarily to classify a 
blood donor as HCV‐infected or not. The immunoassay is calibrated using a number of plasma samples 
from  persons  not  infected  by  HCV  (negative  control,  inactivated  plasma  recalcified  and  preserved 
nonreactive for HBsAg, HIV‐1 Ag or HIV‐1 NAT, anti‐HCV and anti‐HIV‐1/HIV‐2) and a number of plasma 
samples from individuals infected by HCV (positive control, inactivated plasma recalcified and preserved 
reactive  for  anti‐HCV, nonreactive  for HBsAg, HIV‐1 Ag or HIV‐1 NAT,  and anti‐HIV‐1/HIV‐2, minimum 
“cuttoff” equal  to 1.25). A procedure  for calculating  the “cuttoff” value, using  the number of emitted 
photons,  which  creates  the  clinical  decision  level,  distinguishing  positive  and  negative  test  results,  is 
defined by the reagent manufacturer. 
The donor’s  result  is  the ratio of  the sample signal divided by the “cuttoff” value. The test  results are 
positive if the ratio is greater than or equal to one and negative if the ratio is lower than one. Test results 
with a  ratio  close  to one have a  significant probability of being  incorrectly  classified. A  “grey‐zone”  is 
normally used to  indicate where there  is a high frequency of  false results  (high b‐error and/or high a‐


















were  used  in  this  study.  Results  are  from  a  single  screening  chemiluminescent  immunoassay  Abbott 
Prism® HCV immunoassay [6, 21]. In order to not underestimate the relative uncertainty, the test samples 
used for uncertainty estimation should be close to the “cuttoff” value. 












Table 1 displays  the percentage of positive,  indeterminate and negative  results according  to different 
“grey‐zones” for 9805 blood samples from the IPST. The results showed a small percentage (0.58 %) of 
indeterminate  results,  even  at  a  “grey‐zone”  defined  as  a  ratio  of  one  ±0.4.  The  samples  with 
indeterminate results were tested with more specific methods. They all tested negative or indeterminate 
on the confirmatory immunoassay, INNO‐LIA® HCV SCORE (Fujirebio Europe N.V., Ghent, Belgium) and 




















(%)  No. % No. % No. %
±5  41 0.42 8 0.08 9756 99.50
±10  40 0.41 12 0.12 9753 99.47
±15  39 0.40 20 0.20 9746 99.40
±20  38 0.39 23 0.24 9744 99.38
±25  37 0.38 28 0.29 9740 99.34
±30  37 0.38 34 0.35 9734 99.28
±35  34 0.35 46 0.47 9725 99.18

















from  the  sample  ns  by  the  “cuttoff”  value  [6].  In  an  analytical  run,  each  sample  produces  a  single 
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cU k u                                                                                                                                                              (eq. 2) 










More  than  20  years  after  the  publication  of  the  first  edition  of  the  GUM,  this  document  is  still 
acknowledged as the master document on estimating measurement uncertainty throughout the testing 






















The modelling  approach  for  the  evaluation of  uncertainty  is  described  in  chapter 8  of  the GUM.  This 
procedure is based on a model, often expressed in the form of an equation to account for the interrelation 




to describe  the measurement  is  in detail,  to our knowledge, not known, and  therefore  the modelling 
approach cannot be applied. 
In the single‐laboratory validation and QC approach (intralaboratory), the major sources of variability can 









the  overall  performance  of  a  laboratory.  The  laboratory’s  results  from  its  participation  in  proficiency 
testing  can  accordingly  be  used  to  check  the  evaluated  uncertainty,  since  that  uncertainty  should  be 
comparable with  the  spread of  results obtained by  that  laboratory over  a number or proficiency  test 
rounds. Results from proficiency testing can also be used to evaluate the uncertainty. If the same method 








































mean  difference  between  two  laboratories  of  the  IPST  using  the  same  analytical  equipment  as  an 




















intersection  between  these  two  zones  is  called  the  decision  limit.  The  decision  limit  is  calculated  by 
subtracting 1.65uc from the “cuttoff” ratio value, assuming that the results are normally distributed and 
that the number of degrees of freedom is large enough to warrant using the value 1.65 from the one‐






level  (section E.4  in  [29]). That was also  the case  for  the Abbott Prism® HCV  immunoassay where  the 
relative uncertainty decreased with the increase in the concentration. Table 3 summarizes the estimates 



















Comparing  the use of  the EP15 precision data with  the use of  the between‐run precision data  in  the 
second intralaboratory approach, the reliability of the between‐run data is higher, since the number of 





































































to 11.1 % was obtained. Because of  the higher average  ratio,  the method was deprecated  in  favor of 
between‐run “cuttoff” data. 
It  is  recommended  the  use  of  the  intralaboratory  approach  using  EP15  data  as  an  initial  uncertainty 
estimation in a brand new test. When long‐term data are available, it is recommended to apply the use 




















The  uncertainty  estimation  approach  is  generic  and  can  be  applied  to  any  other  immunoassay, 
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Chapter  4  ‐  Complementary  Approaches  to 
























establishments’  laboratory  tests.  However,  it  is  required  for  tests  accredited  by  ISO  15189.  ISO 
recommends GUM models for determination of measurement uncertainty, but their application  is not 
feasible when dealing with ordinal value measurements, such as what happens with screening test binary 
results. The  impact of uncertain  results  in blood establishment’s budget  is usually not estimated. This 









As  it was discussed  in Chapter 1,  ISO 15189 guideline  (2012)  requires the estimation of measurement 
uncertainty as well as the specification of the performance requirements (quality goal) for measurement 
uncertainty and the regular review of the its estimation [1]. Measurement uncertainty determination is 
optional  on  blood  establishment  laboratories  field,  since  it  is  not mandatory  by  the  European Union 
Directives [2‐5] or by US Clinical Laboratory Improvement Amendments (CLIA) requirements integrated 























frequently  evaluated.  The delta‐value  is  a  simple model  that  allows  to  rank a  test  in a  series of  tests 




binary  results  to  evaluate  compliance  with  supervisory  limits  [14]  and  the  performance  curve  to 











of  lack of  stability of measurement  that  influence the  trueness of binary  results  (see Chapter 3).   The 
analytical  random  error  could  be  estimated  through  precision  in  reproducibility  condition,  i.e.,  the 





the  estimate”  [12],  TAE  sums  the  random  and  systematic  error  in  a  single  result  remaining  as  an 
alternative  concept  to  GUM model.  It  is  a  concept  linked  to  the  Error  Approach  (also  recognized  as 
Traditional Approach or True Value Approach) instead to the current Uncertainty Approach contrary to 
what happens with measurement uncertainty. TAE is well recognized by reagents’ manufacturers [18] and 
the medical  laboratory field  [19].  It  is  also  required by national  agencies  such  as  FDA which provides 
manufacturers  and  FDA  staff  with  guidance  on  “Waiver  applications  for  manufacturers  of  in  vitro 
diagnostic devices” endorsing the use of TAE for demonstrating the performance of US waived tests [20]. 







































 The  statistical  process  for  estimating  the  relationships  among  fixed  bias  variables  is  generally 
impracticable in the medical laboratory field. They usually measurable at the manufacturer field. 
Precision under repeatability conditions sr (within‐run precision) (entry 2.20 of [12]) and the intermediate 






















the expression of  the  time  taken  for  seroconversion. That  is  the  reason  for  the examination of blood 
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78 
donors  before  the  donation  as  part  of  minimum  eligibility  criterion  order  to  suspend  or  to  exclude 
candidates with high risk to be on seroconversion period [2,30]. 
The  performance  requirement  should  be  the  highest  classification  in  tests’  rank  for  seroconversion, 
commonly available from commercial panels’ inserts. A minimum seroconversion window period is also 








generate  numerical  results  close  to  the  “cutoff”,  i.e.,  with  a  significant  probability  to  be  on  the 
indeterminate interval. It is defined “as the distance of the mean of the distribution from the “cutoff” in 
standard deviation units” [32]. The test with the least chance of producing indeterminate results should 
be  preferred,  since  this  choice  reduces  the  chance  of  lack  of  sustainability  of  blood  components 
production, i.e., decreases the probability of blood establishment budget waste. 
Consider a sample of infected individuals and another of healthy individuals. Let srd and   be the standard 
deviation  and  the  infected  individuals’ mean  of  log10 (ns / nc),  i.e.,  of  the  test  results  for  the  infected 
individuals  expressed  as  the  logarithm  to  base  10  of  the  ratio  ns / nc . srnd  and   refer  to  the  same 















To exemplify  the  three models, a  single  screening anti‐hepatitis C virus  (HCV)  immunoassay was used 
(Abbott Prism® HCV) (See Chapter 3 for details about the test). The within‐laboratory reproducibility and 
bias  were  determined  using  an  internal  quality  control  sample  Accurun‐1  Series  2400  (Seracare  Life 
Sciences Inc., Milford, MA, USA), sRw = 16.5 % and, b = 6.0 %. See Table 3 in Chapter 3 for details about 
sampling  and  calculus  of  the  within‐laboratory  reproducibility  with  the  “Validation  and  QC  data”. 
Consequently,  TAE = 6.0 % + 2 ∙ 16.5 % = 39 %.  Comparing  the  TAE  result  with  expanded  uncertainty, 
36 %,  the  TAE  is  overestimated  and  otherwise  will  be  underestimated.  It  was  adapted  to  TAE  the 
Eurachem/Citac  Guide  to  harmonize  the  calculus  of  decision  limit  between  TAE  and  measurement 





European  Federation  of  Clinical  Chemistry  and  Laboratory Medicine  (EFLM)  conference  (2014) which 
defined  five  working  groups  with  the  “TFG  3  group”  that  will  write  a  manuscript  dealing  with 










97th day,  one  from  the  104th  day,  and  another  from  the  131st  day.  Considering  the  “cutoff”  or  the 
indeterminate  interval,  the  infected  individual’s  seroconversion  panel  tested  in  the  assay  under 
evaluation,  obtained  a window  period  rated  at  the  shorter  period  level.  The  seroconversion window 
period  aims  at  determining  the  most  critical  measurable  bias  (biological  bias)  component  in  blood 
establishment  virology  immunoassays,  since  it  represents  the  major  component  of  the  risk  of  post‐
transfusion infection [31]. It is also a diagnostic accuracy test despite not generally classified as such to 
distinguish from Bayesian models (see Chapter 4). 

















Cutoff Rejection zone lower limit













Portuguese  Institute  of  Blood  and  Transplantation  with  positive  tests  results  of  immunoassay, 
recombinant immunoblot, and polymerase chain reaction, and twelve samples from commercial panels 
(6  samples  from  a  qualification  panel  QHV711,  and  6  samples  from  a  genotype  performance  panel 
PHV350). The samples were measured by the same test, which is classified in this model as “test 1”, and 
by another screening test for anti‐HCV designated as “test 2”. For the “test 1” δ+cand = 3.831 and for the 
“test 2” δ+comp = 2.792.  From  the  considerations  above,  “test  1” has  a  lower probability of  generating 
indeterminate results from the infected candidates’ sample, i.e., higher chance of false negative results. 
For the “test 1” δ‐cand = 9.441 and for the “test 2” δ‐comp = 9.404. Despite “test 1” having a somewhat lower 
probability of generating  indeterminate results  from the healthy subject sample,  i.e., higher chance of 













determine  the window period. Therefore,  it  should be measured using also  the  indeterminate  results 
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Chapter  5  –  Evaluation  of  the  Diagnostic 
Uncertainty  in  Screening  Immunoassays  in  Blood 



































Tests  with  ordinal  (entry  1.26  of  [1])  results  in  medical  laboratories  are  commonly  referred  to  as 
“diagnostic  tests”  [2] or  “qualitative  tests”  [3].  In blood establishments  they are known as  “screening 
tests” [4]. The definition of measurement uncertainty (entry 2.26 of [5]) limits its application to numerical 
quantity  results;  however  medical  laboratories  already  dealt  with  ordinal  binary  results  (note:  these 













accuracy models,  relating  the results  to  the  intended use of examination results,  i.e., post‐transfusion 
safety, and agreement of binary results when diagnostic is unknown. 














to be positive  for  the  test  is known as “diagnostic  sensitivity”  (entry 5.3 of  [3]) se  [%],  it  is measured 
through the mathematical model [TP / (TP + FN)] ∙ 100, where TP is the number of true‐positive results 




risk  of  false  results”.  Its  concept  is  similar  to  measurement  uncertainty,  in  this  case  measurement 
uncertainty of binary results. Since diagnostic sensitivity is equal to 1 ‐ FN = 1 – β ‐error, it is analogous to 
statistical power of test (entry of 2.1 [9]). On the non‐disease sample, the percentage of true‐negative 








Transfusion  safety  requires  that  blood  establishments’  immunoassays  should  have  a  high  diagnostic 












coagulant,  bilirubin,  erythrocytes,  hemoglobin, dialysis,  etc.,  disease  effects,  drugs’  effects,  herbs  and 
natural products effects), as they might have an  impact on the specificity estimate. The blood donors’ 
population is a recommended source for this group since the donors have a long known medical screening 























Total  TP + FN FP + TN N 
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Low and high  limits  for  the 95 %  confidence  interval  (95 %CI) of  the  test diagnostic  sensitivity  can be 
computed respectively from the formulas LLse [%] = (Q1,se ‐ Q2,se) / Q3,se ∙ 100 and HLse [%] = (Q1,se + Q2,se) / 
Q3,se,  where  Q1,se  =  2  ∙  TP  +  1.962,  Q2,se  =  1.96  ∙  1.96 	 	4	 	 	 	 	/	 	 	 ,  and 
Q3,se = 2 ∙ (TP + FN + 1.962). Low and high limits for the test diagnostic specificity are given respectively by 
LLsp [%] = (Q1,sp ‐ Q2,sp) / Q3,sp ∙ 100,  and  HLsp  [%] = (Q1,sp + Q2,sp) / Q3,sp,  where  Q1,sp = 2 ∙ TN + 1.962; 


























Test  discrimination  is  then  classified  from  the  AUC  values  according  to  the  following  scale  [14]:  if 
AUC  [0.50, 0.70[  the discrimination  is poor,  if AUC  [0.70, 0.80[  the discrimination  is  acceptable,  if 





Also,  lower  numbers  of  true  positive  results  due  to  sample  size  of  infected  individuals,  will  increase 
measurement  uncertainty,  i.e.,  decrease  the  confidence  in  the  AUC  outcome.  DeLong  et  al.  (1988) 
published  a  non‐parametric  model  for  the  AUC  standard  error  SE  determination  where 































































AUC = 1.000 AUC = 0.975 AUC = 0.500








such  as  “overshoot”  and  “degeneracy”.  Newcombe  recommended  the  Clopper‐Pearson  model  for 
computing  exact  binomial  confidence  intervals  which  could  be  used  for  the  95 % CI  determination 
eliminating both defects occurrence [16]. This model considers the interval [LL, HL] with LL ≤ p ≤ HL, such 
that  for  all  θ  in  the  interval:  (a)  if  LL ≤ θ ≤p,  kpr + Σj:r<j≤npj≥α/2;  and  (b)  if    p ≤ θ ≤ HL, 





When  the diagnosis  is  unknown,  the  same  ideas  can be used  to evaluate  the  test  results  agreement, 
however, the determinations are not intended to measure “diagnostic accuracy”. Generally, this approach 
is suggested for “in house” and “non‐waived” [18] modified tests when a true diagnosis is unavailable [3]. 
A  comparative  test  for which  diagnostic  accuracy  is  known  and with  sensitivity  and  specificity  values 
according to candidate test claim should be chosen, when available [19]. 
Table 2 summarizes the concepts of results agreement and the corresponding  and  errors when the 


























of  samples.  Low  and  high  limits  for  overall  agreement  are  computed,  respectively,  by 
LLOA [%] = (Q1,OA ‐ Q2,OA) / Q3,OA ∙ 100  and  HLOA [%] = (Q1,OA + Q2,OA) / Q3,OA ∙ 100,  where 
Q1,OA = 2 ∙ (a + d) + 1.962, Q2,OA = 1.96 ∙  1.96 	 	4	 	 	 	 	 	 	 	 	/	 ,  and Q3,OA = 2∙ (n + 1.962). 
The positive agreement PA [%] expresses the percentage of the positive results agreement between the 
two tests and is given by a / (a + c) ∙ 100. Low and high limits for positive agreement can be computed, 
respectively,  from  LLPA [%] = (Q1,PA ‐ Q2,PA) / Q3,PA ∙ 100  and  HLPA[%] = (Q1,PA + Q2,PA)/Q3,PA ∙ 100,  where 
Q1,PA = 2 ∙ a + 1.962,  Q2,PA = 1.96 ∙  1.96 	 	4	 	 	 	 	/	 	 	 ,  and  Q3,PA = 2 ∙ (a + c + 1.962).  Finally, 
the negative agreement NA [%] expresses the percentage of the negative results agreement between the 
two tests and  is given by d / (b + d) ∙ 100. Low and high  limits  for negative agreement are respectively 
given  by  LLNA [%] = (Q1,NA ‐ Q2,NA) / Q3,nA ∙ 100,  and  HLNA [%] = (Q1,NA + Q2,NA) / Q3,NA ∙ 100,  where 
Q1,PA = 2 ∙ d + 1.962, Q2,NA = 1.96 ∙  1.96 	 	4	 	 	 	 	/	 	 	 , and Q3,NA = 2 ∙ (b + d + 1.962) (note: a, 













performance  requirements  have  been  achieved.  According  to  Table  3,  both  were  equal  to  0 %  to 
diagnostic  sensitivity  and  clinical  specificity  and  can  be  associated  uniquely with  the  tested  samples. 
Paulo Pereira 
96 
Diagnostic  sensitivity  and  specificity  computed  from  Bayesian  probabilities  are  the  most  accepted 
statistical  tools applied  to method validation  for blood establishments’  screening  immunoassays  since 
they  have  a  critical  role,  providing  95 %  CIs  for  the  probabilities  of  occurrence  of  true  results.  These 
confidence intervals can be interpreted as the diagnostic accuracy interval. The drawback of the Bayesian 
probabilities  approach  is  its  susceptibility  to  inappropriate  samples.  For  example,  a  small  number  of 
samples lead to confidence intervals with a relatively big amplitude due to the decrease of the statistical 
power,  incorrectly  classified samples  in  the  supposedly group of healthy  samples  induce errors  in  the 
specificity  estimate,  an  infected  sample  that  is  not  representative  of  the  agent  prevalence  in  the 
population will induce a spectrum bias in the estimates. Since the prediction value of a negative, positive 
or  both  in  a  sample  or  population  has  interest  in  the  clinical  field,  physicians may wish  to  know  the 
probabilities of true and/or false results, and these can be easily provided for research. The determination 
should  occur  when  significant  epidemiological  changes  happen.  In  blood  establishments  the  claimed 
diagnostic accuracy should be according to the published screening test reference values of sensitivity 
and specificity. When a medical  laboratory claims 95 % CI minimum requirement,  it must consider the 
available  size  of  samples  to  determine  diagnostic  accuracy,  since  it  is  a  limitation  for  the  claim.  For 
example, if the number of infected individuals’ sample is 29, the best 95 % CI is 88.3‐100 %; therefore, 
claims higher than 88.3 % are unrealistic. For the results agreement model, the same samples were used 















test point  (0, 1.00)  is  achieved with  “cutoff” = 1.00. The AUC was computed using  the nonparametric 
method described above, since the hypothesis of the normal distribution of test results was rejected by 
the D’Agostino‐Pearson test. A value of 1.00 was obtained and thus the test  ranks as an “outstanding 
discrimination”  test.  Following  Newcombe  recommendation,  only  the  Clopper‐Pearson  model  was 

























        Specificity  Sensitivity   
















0  0.03  0  281  0.0  0.0  1.5  100.0  88.3  100.0  100.0 
10  0.06  9  251  3.9  2.1  7.2  100.0  88.3  100.0  96.1 
20  0.08  56 170  28.4  22.6  35.1  100.0  88.3  100.0  71.6 
30  0.08  56 170  28.4  22.6  35.1  100.0  88.3  100.0  71.6 
40  0.09  112  120  55.2  48.3  61.9  100.0  88.3  100.0  44.8 
50  0.09  112  120  55.2  48.3  61.9  100.0  88.3  100.0  44.8 
60  0.1  162  79  76.4  70.3  81.6  100.0  88.3  100.0  23.6 
70  0.1  162  79  76.4  70.3  81.6  100.0  88.3  100.0  23.6 
80  0.11  203  55  88.6  83.9  92.1  100.0  88.3  100.0  11.4 
90  1.31  253  29  100.0  98.5  100.0  100.0  88.3  100.0  0.0 






specified  “cutoff”  points  equivalent  to  the  0‐100th  percentile  in  steps  of  10th  percentile  with  the 
corresponding “criterion values”. The 95 % CI values have been calculated using the same mathematical 
models  as  for  the  sensitivity  and  specificity  estimations.  These  calculations  are  also  useful  for  the 




















in  the diagnostic  accuracy  estimations,  the  confidence  intervals  can be  interpreted  as  the  agreement 
accuracy interval, and the significance level the 5 % risk of incorrectly rejecting the null hypothesis and 
can be  interpreted as  the “agreement uncertainty”. The performance  requirements  should  follow  the 
Part II ∙ Models for determination of uncertainty ∙ Chapter 5 
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same  principles  than  the  diagnostic  accuracy model.  This model  is  not  recommended  to  be  used  for 
commercial screening immunoassays.  
A lack of screening immunoassays is the absence of metrological traceability/traceability chain due to the 
unavailability of  reference methods or  certified  reference materials  (entry  2.41 of  [1]).  Consequently, 
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7.  Clinical  and  Laboratory  Standards  Institute.  EP29‐A  Expression  of  measurement  uncertainty  in 
laboratory medicine. Wayne (PA): CLSI, 2012. 




























































































Blood  establishments  routinely  perform  screening  immunoassays  to  assess  safety  of  the  blood 










The  effect  of  the  risk  caused  by  the  epidemiological  prevalence  of  transmissible  diseases  on  post‐
transfusion  infection  is  already  considered  in  blood  establishments  on  the  screening’s  interview  in 




the  European Blood  Inspection  System  and  the  European Directorate  for  the Quality  of Medicines & 
HealthCare  (EDQM)  claims  [4‐6].  Currently,  risk  evaluation  is  not  required  by  the  European  Union 
regulatory Directives [7‐10] or by the American Association of Blood Banks Standards for Blood Banks [11]. 
However,  a  large  number  of  European  blood  establishments  are  ISO  9001  certified,  and  the  current 










is  not  systematically  applied  in  medical  laboratory,  but  also  to  be  intended  to  numerical  results. 
Alternatives to GUM models for uncertainty determination, focusing on diagnostic accuracy, are usually 









GUM  applicability  to  screening  tests’  results  producing  an  ordinal  binary  result  (positive/negative)  is 
questionable, but GUM models could provide to be useful to estimate measurement uncertainty at the 
“cutoff” using the principles currently recognized in metrology (Uncertainty Approach). Results equal or 




stoichiometry  of  the  test’s  reaction.  This  model  combines  the  major  measurement  uncertainty 
components into a combined standard uncertainty using the law of the propagation of uncertainty, partial 
derivative method [14]) or the propagation of distributions, Monte Carlo simulation method [17]). The 








(including  quality  control),  interlaboratory  comparisons,  and  external  quality  assessment  (EQA) 
[proficiency testing (PT)]. Any of three models can be used. In the single laboratory (intralaboratory) and 
in laboratory intercomparisons (interlaboratory) model model, within‐laboratory reproducibility standard 
deviation  sRw  and  bias  uncertainty ub  are  the  components  of  combined  standard  uncertainty  uc.  The 
within‐laboratory reproducibility standard deviation could be determined from method validation or from 
internal quality control data,  respectively.  In  the EQA/PT model  the combined standard uncertainty  is 
equal to group’s repeatability standard deviation sr [18]. Measurement uncertainty should be estimated 
with results close or equal  to the “cutoff”  (ratio equal  to one). Estimations not close to 1.00 will have 
lower  statistical  significance/significant  risk  to  be  unrealistic.  A  nonhomogeneous  EQA/PT  group  of 
laboratories may lead to an unrealistic estimation, for what this model should be considered uniquely if 
the two others are not feasible. Pereira et al. (2015) recommend the use of the intralaboratory approach 
using data  of  the  Clinical  Laboratory  Standards  Institute  (CSLI)  protocol  EP15  as  an  initial  uncertainty 
estimation in a new test. Since long‐term data are available, it is recommended to apply the use of the 
intralaboratory approach using repeatability  from ratio 0.5 to 1.5 and between‐run “cuttoff” precision 




















infection.  Samples  from  infected  individuals  on  window  period  are  seronegative,  i.e.,  false  negative 
results. Consequently, the determination of the window period is complementary to the measurement 
uncertainty determination. Pereira et al.  (2014) presented a novel recommendation to window period 
determination  considering  the  use  of  a  “rejection  zone”  to  classify  the  test  results,  whereby  a  new 
definition is proposed: “the window period for a test designed to detect a specific disease (particularly an 
infectious disease) is the time between the first day of infection and the day when the test result cannot 
reliably  rule  out  the  possibility  of  infection  (due  to  indeterminate  results)”  [21].  This  change  on  the 




The  delta  value  published  by  Crofts  (1988)  is  primarily  intended  for  the  evaluation  of  the  chance  of 
immunoassays outcome to be close  to the “cutoff” point  [24]. The delta  results are measured for  the 
infected individuals’ sample, yielding a delta plus value, and for the healthy individuals’ sample, yielding 
a delta minus value. They are an estimate of the chance of getting indeterminate results  in a series of 
immunoassays.  Pereira  et  al.  (2014)  suggested  the  use  of  delta  values  as  a  complementary  tool  to 
measurement uncertainty, since they provide information on which tests from a series have the lower or 
























to  1 – α‐error,  the  significance  level  is  equal  to  5 %.  The  significance  level  is  analogous  to  diagnostic 






















GUM  empirical  intralaboratory  application  in  blood  establishments  is  straightforward  with  realistic 
intervals, requiring uniquely data that are already available taken from method validation, internal quality 
control and External quality assessment (EQA) [proficiency testing (PT)]. The obtained confidence intervals 

























waste  in  the budget.  It  could be a useful  complementary  tool  to measurement uncertainty  to  a brief 
















  uc(y) =         uc(y) =          uc(y) =        ∙  
  21 %  36 %  28 % 39 % 
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of  true  positives  and  true  negatives,  the  diagnostic  sensitivity  and  specificity  interval  is  limited, 
respectively, by the number of infected individuals and the number of healthy individuals. This must be 




i.e.,  high  chance  of  accurate  classification,  low  chance  of  inaccurate  classification.  Details  on  the 
computation of the results can be found in Chapter 5. 
The agreement of result intervals is also limited by the sample sizes and the by number of true results. In 
the  example  in  Table  2,  the  negative  and  overall  agreements  were  limited  mainly  by  the  one  non‐
compliant  result  in  the healthy  individuals’  sample. The  intervals under  the agreement methods were 
computed taking as reference values the values given by a comparative test when there is no guarantee 
that  they are  true  results.  This model  is  thus not  recommended  to be used  for commercial  screening 
immunoassays  in blood establishments.  It might be useful only when  infected and healthy  individuals’ 
samples are unavailable, something that is not expected in blood establishments. 







           































100  100  100  99.6  100  99.6   
95 % CI    NA 
 







The uncertainty  in  screening  immunoassays  in  blood establishment must  be understood  according  to 
different concepts of uncertainty. Measurement uncertainty  is one, but others are critical to the post‐








































Are infected and 
healthy individuals’ 
samples available?
Impact of no. indeterminate results in budget
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The work  reported  in  this  thesis  shows  the  relevance  of  evaluating  the measurement  uncertainty  in 
screening immunoassays. It allows classifying the results as negative, indeterminate and positive. As with 




























uncertainty  or  present  diagnostic  accuracy  models  as  tools  to  the  determination  of  diagnostic 
uncertainty. Such models could contribute to the accuracy of clinical decisions. 
 In other technical contexts of blood establishments, such as  in  the statistical control of  the blood 
components’  production,  uncertainty  estimation  models  are  of  paramount  importance  to  risk 
assessment. 
 Internal quality  control  schemes of  screening  immunoassays  currently  in use do not  consider  the 
“rejection zone” when determining the re‐evaluation of a sample with results close or equal to the 
cutoff.  New  internal  quality  control  schemes  that  take  into  consideration  the  measurement 
uncertainty at the “cutoff” should be devised. 
 Measurement uncertainty could also be reviewed as an analytical hierarchy process approach tool to 
decision making in blood establishments. 
