Harnack inequality for the fractional nonlocal linearized
  Monge--Amp\`ere equation by Maldonado, D. & Stinga, P. R.
HARNACK INEQUALITY FOR THE FRACTIONAL
NONLOCAL LINEARIZED MONGE–AMPE`RE EQUATION
DIEGO MALDONADO AND PABLO RAU´L STINGA
Abstract. The fractional nonlocal linearized Monge–Ampe`re equation is introduced.
A Harnack inequality for nonnegative solutions to the Poisson problem on Monge–
Ampe`re sections is proved.
1. Introduction and main results
Throughout this paper we let ϕ ∈ C3(Rn) be a convex function with D2ϕ > 0 on
Rn and let µϕ denote its induced Monge–Ampe`re measure
µϕ(x) := detD
2ϕ(x).
Associated to ϕ there are three, typically degenerate/singular, elliptic operators Lϕ,
Lϕ, and Lϕ defined as
Lϕv := − trace((D2ϕ)−1D2v),
Lϕv := − trace(Aϕ(x)D2v),
Lϕv := − div(Aϕ(x)∇v),
where Aϕ(x) stands for the matrix of cofactors of D
2ϕ(x), that is,
Aϕ(x) := µϕ(x)(D
2ϕ(x))−1.
From the fact that the columns of Aϕ(x) are divergence-free, it follows that
(1.1) Lϕv = Lϕv = µϕLϕv.
The elliptic equation −Lϕu = f is the linearization of the Monge–Ampe`re equation
detD2u = f at the function ϕ. The first identity in (1.1) implies that Lϕ admits both
nondivergence (trace) and divergence (variational) forms.
In their seminal works [4, 5], L. Caffarelli and C. Gutie´rrez developed a real analysis
associated to ϕ leading to their groundbreaking proof of a Harnack inequality for
nonnegative solutions to Lϕu = 0. As a crucial feature of their approach stands the
description of the intrinsic geometry to study the linearized Monge–Ampe`re equation.
This geometry is given by the Monge–Ampe`re sections of ϕ defined as
(1.2) Sϕ(x0, R) := {x ∈ Rn : δϕ(x0, x) < R},
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2 D. MALDONADO AND P. R. STINGA
where x0 ∈ Rn and R > 0 are called the center and the height of the section Sϕ(x0, R),
respectively, and
(1.3) δϕ(x0, x) := ϕ(x)− ϕ(x0)− 〈∇ϕ(x0), x− x0〉,
where 〈·, ·〉 denotes the dot product in Rn.
Notice that the case of ϕ2(x) := |x|2/2 accounts for the Laplacian and the Euclidean
balls, since Lϕ2 = −∆ and Sϕ2(x0, R) = B(x0,
√
2R) for every x0 ∈ Rn and R > 0.
The Caffarelli–Gutie´rrez regularity theory for Lϕ was originally motivated by its
applications to fluid dynamics (see [5, Section 1] and references therein). Further
applications have emerged, for instance, in relation to the affine Plateau problem in
affine geometry and the prescribed affine mean curvature equation, as exposed in the
work of N. Trudinger and X.-J Wang in [42, 43, 44], N. Q. Le in [24], and references
therein.
After [4, 5], both the regularity theory and the associated real analysis for the lin-
earized Monge–Ampe`re equation have seen further progress. The Caffarelli–Gutie´rrez
Harnack inequality has been proved to hold under minimal geometric conditions on ϕ
in [31]. It has been later extended as to allow for lower-order terms in [30] and by N.
Q. Le in [22]. Interior C1,α-, C2,α- and W 2,p-estimates for solutions to Lϕu = f have
been established by C. Gutie´rrez and T. Nguyen in [17, 18] and C. Gutie´rrez and F.
Tournier in [19], respectively. Global (up to the boundary) C1,α- and W 2,p-estimates
have been proved by N. Q. Le and O. Savin in [27, 28] and N. Q. Le and T. Nguyen
[25, 26], respectively. Estimates for Green’s functions on Monge–Ampe`re sections have
been established in [32, 33] and by N. Q. Le in [23]. A Liouville-type theorem for
entire solutions to Lϕu = 0 in R2 has been proved by O. Savin in [37]. Sobolev and
Poincare´-type inequalities associated to Lϕ have been proved in [31, 32] and by G.
Tian and X.-J. Wang in [41].
In this paper we develop a nonlocal version of the linearized Monge–Ampe`re equation
and establish a Harnack inequality on Monge–Ampe`re sections. More precisely, our
purpose is to accomplish the following goals.
(a) To define the fractional powers Lsϕ and Lsϕ on arbitrary Monge–Ampe`re sections
(within their natural nondivergence/divergence form contexts) and to prove exis-
tence and uniqueness of solutions to the nonlocal equations
(1.4) Lsϕv = f and Lsϕu = F, for 0 < s < 1.
(b) To show that the interplay between the (local) nondivergence and divergence struc-
tures in (1.1) persists on the (nonlocal) operators Lsϕ and Lsϕ.
(c) To prove, under minimal geometric assumptions on ϕ, a Harnack inequality for
nonnegative solutions to (1.4) on the sections of ϕ, showing in particular that the
Monge–Ampe`re geometry carries over to our nonlocal equations.
The goals above could be regarded as a linear counterpart to the current efforts
to provide a correct definition of a fractional nonlocal Monge–Ampe`re equation by L.
Caffarelli and F. Charro [3] and L. Caffarelli and L. Silvestre [7].
Our results will hold true for every 0 < s < 1. Regarding (a), we should first observe
that Lϕ is an operator in nondivergence form. In Section 2, we show how to define
the fractional powers Lsϕv on arbitrary Monge–Ampe`re sections via the semigroup
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generated by Lϕ. In Section 3 we illustrate the definition of L
s
ϕ by computing an explicit
example of its action on the Monge–Ampe`re quasi-distance. Using the corresponding
eigenfunctions, in Section 4 we define the fractional powers Lsϕu. Then, in terms of
existence and uniqueness of solutions to (1.4), we have the following result:
Theorem 1.1. Fix a section S := Sϕ(p0, R).
(i) Given any f ∈ C0(S) there exists a unique solution v ∈ DomS(Lsϕ) to{
Lsϕv = f, in S,
v = 0, on ∂S.
(ii) Given any F ∈ DomS(Lsϕ)′ there exists a unique solution u ∈ DomS(Lsϕ) to{
Lsϕu = F, in S,
u = 0, on ∂S.
Here DomS(L
s
ϕ) and DomS(Lsϕ) denote the domains of Lsϕ and Lsϕ, with respect
to the section S, defined in (2.2)–(2.3) and (4.4); respectively. Parts (i) and (ii) of
Theorem 1.1 are proved in Subsections 2.3 and 4.2, respectively.
As far as (b) is concerned, we show that the fractional powers Lsϕ and Lsϕ do preserve
the dual nondivergence/divergence nature of Lϕ and Lϕ from (1.1). The following
equality is proved in Section 5.
Theorem 1.2. Fix a section S := Sϕ(p0, R). Then
Lsϕv = Lsϕv,
for every v ∈ DomS(Lsϕ).
Regarding (c), let us mention that by minimal geometric assumption on ϕ we mean a
doubling condition for µϕ on the sections of ϕ known as the (DC)ϕ-doubling condition.
Namely, we write µϕ ∈ (DC)ϕ if there exists a constant Cd ≥ 1 such that
(1.5) µϕ(Sϕ(x, t)) ≤ Cd µϕ(12Sϕ(x, t)) ∀x ∈ Rn,∀t > 0,
where, 1
2
Sϕ(x, t) denotes the
1
2
-contraction of Sϕ(x, t) with respect to its center of mass
(see Section 6 for more about the (DC)ϕ-doubling condition). Throughout the article, a
geometric constant will be a constant depending only on the (DC)ϕ-doubling constant
in (1.5), dimension n, and 0 < s < 1.
Theorem 1.3. Assume µϕ ∈ (DC)ϕ. There exist geometric constants κ ∈ (0, 1) and
K9, CH > 1 such that for every section S0 := Sϕ(p0, R0), every f ∈ C0(S0), every
v ∈ DomS0(Lsϕ) solution to
(1.6)
{
Lsϕv = f, in S0,
v ≥ 0, in S0,
and every section Sϕ(x0, K9R) ⊂⊂ S0, the following Harnack inequality holds true
(1.7) sup
Sϕ(x0,κR)
v ≤ CH
(
inf
Sϕ(x0,κR)
v +Rs‖f‖L∞(Sϕ(x0,K9R))
)
.
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Furthermore, there exist geometric constants % ∈ (0, 1) and K10 > 0 such that
(1.8) |v(x0)− v(x)| ≤ K10 δϕ(x0, x)%
(
sup
Sϕ(x0,K9R)
v +Rs‖f‖L∞(Sϕ(x0,K9R))
)
,
for every x ∈ Sϕ(x0, R), where δϕ denotes the intrinsic Monge–Ampe`re quasi-distance
defined in (1.3). (For details on the geometric constants %, CH , K9, and K10 see the
proof of Theorem 1.3 in Section 14.)
Remark 1.4. The Harnack inequality (1.7) makes a case for the central role of the
Monge–Ampe`re geometry, based on the sections Sϕ, also in the study of the nonlocal
operators Lsϕ. In addition, from the definition of DomS0(L
s
ϕ) in (2.3), we have v ∈
W 2,nloc (S0) and, by the Sobolev embedding, v ∈ Cγloc(S0) for every γ ∈ (0, 1), where
Cγloc(S0) is the local γ-Ho¨lder class with respect to the Euclidean distance. Now,
inequality (1.8) says that v ∈ C%loc, δϕ(S0) with respect to the intrinsic Monge–Ampe`re
quasi-distance δϕ.
Remark 1.5. For the particular choice ϕ2(x) := |x|2/2, Theorem 1.3 complements,
by also including a nonhomogeneous right hand side f , Theorem A from [40]. Indeed,
such a result implies a Harnack inequality for nonnegative solutions to the fractional
nonlocal equation (−∆D)sv = 0 in a ball B ⊂⊂ B1(0). Here −∆D stands for the
Dirichlet Laplacian in the unit ball B1(0) ⊂ Rn.
An essential tool for the proof of our main results is the extension problem charac-
terization of the fractional nonlocal operators Lsϕ and Lsϕ. The celebrated extension
problem for the fractional Laplacian on Rn was first explored from the PDE point of
view in the pioneering work of L. Caffarelli and L. Silvestre [6]. This is a far reaching
technique that allows to handle nonlocal problems for (−∆)s in a local way through
a degenerate elliptic equation in (n + 1)-dimensions. Later on, the semigroup lan-
guage approach and the extension problem for fractional powers of positive operators
was developed in [38, 39]. In [40] a Harnack inequality for fractional nonlocal elliptic
equations admitting variational form was proved. The most general extension problem
so far has been obtained in [13]. It includes fractional powers of closed operators in
Banach spaces allowing, in particular, to deal with nonvariational equations. Thus the
results in [13] apply to our nondivergence form elliptic operator Lϕ.
Theorems 1.1 and 1.2 will be consequences of the semigroup language approach,
the localization provided by the extension problem of [13, 38, 39] and the variational
structure of Lϕ given by (1.1).
The main steps in the proof of Theorem 1.3 are as follows. First, given f ∈ C0(S0)
and the nonnegative solution v ∈ DomS0(Lϕ), we will establish the equivalence between
the fractional nonlocal equation (1.6) and the local degenerate/singular extension prob-
lem in one more variable
(1.9)

−LϕV + z2−1/sVzz = 0, for x ∈ S0, z > 0,
V (x, z) = 0, for x ∈ ∂S0, z ≥ 0,
lim
z→0+
V (x, z) = v(x), uniformly in S0,
− lim
z→0+
Vz(x, z) = dsf(x), uniformly in S0,
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as shown in [13]. Here ds > 0 is an explicit constant defined in (2.10). There is a
unique nonnegative solution V , vanishing at infinity in the sense of (2.12), such that
V ∈ C∞((0,∞); DomS0(Lϕ)) ∩ C1([0,∞);C0(S0)).
Second, by setting V˜ (x, z) := V (x, |z|) for every (x, z) in the cylinder S0 × R we have
that V˜ ∈ C2(R \ {0}; DomS0(Lϕ)) ∩ Lip(R;C0(S0)) solves
(1.10) −LϕV˜ + |z|2−1/sV˜zz = 0 pointwise in S0 × (R \ {0}).
Equation (1.10) can be recast as the linearized Monge–Ampe`re equation
(1.11) LΦ(V˜ ) := − trace ((D2Φ)−1D2V˜ ) = 0, pointwise in S0 × (R \ {0}),
where Φ ∈ C1(Rn+1) is the strictly convex function (recall that 1/s > 1) defined as
Φ(x, z) := ϕ(x) + s
2
(1−s) |z|1/s, for all (x, z) ∈ Rn × R.
In Section 9 we set Q := S0 × R and define a functional class S(Q) that contains V˜ .
Then, Theorem 1.3 will result from (1.9) and the following Harnack inequality (see
Section 9 for notation).
Theorem 1.6. Assume µϕ ∈ (DC)ϕ. Then, there exist geometric constants κ ∈ (0, 1)
and K7, C˜H > 1 such that for every nonnegative W ∈ S(Q) solution to LΦ(W ) = 0
pointwise in Q+ and every section SΦ(X0, R) with
SΦ(X0, K7R) ⊂⊂ Q
the following Harnack inequality holds true
(1.12) sup
SΦ(X0,κR)
W ≤ C˜H
(
inf
SΦ(X0,κR)
W +RsWz,0+(SΦ(X0, K7R))
)
.
Here Wz,0+(SΦ(X0, K7R)) stands for the L
∞-norm of the normal derivative of W on
the intersection SΦ(X0, K7R) ∩ {(x, z) ∈ Rn+1 : z = 0}, as defined in (9.2).
Consequently, there exist geometric constants % ∈ (0, 1) and K11 > 0 such that
(1.13) |W (X0)−W (X)| ≤ K11δΦ(X0, X)%
(
sup
SΦ(X0,R)
W +RsWz,0+(SΦ(X0, K4R))
)
,
for every X ∈ SΦ(X0, R).
The major obstacles in the proof of Theorem 1.6 are the following:
(i) On the hyperplane {(x, z) ∈ Rn+1 : z = 0}, the matrix
D2Φ(x, z)−1 =
(
D2ϕ(x)−1 0
0 |z|2−1/s
)
∈ Rn+1 × Rn+1
becomes degenerate (if 1/2 < s < 1) or singular (if 0 < s < 1/2). This degen-
eracy/singularity prevents the direct application (even under stronger assump-
tions than µϕ ∈ (DC)ϕ) of known Harnack inequalities for the linearized Monge–
Ampe`re equation including [5, Theorem 5], [22, Theorem 1], [31, Theorem 1.4],
and [30, Theorem 1], which require continuous second-order derivatives as well as
positive-definite Hessians for the underlying convex function.
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(ii) Furthermore, the fact that detD2Φ may vanish implies that the Caffarelli–Gutie´rrez
proof of the “passage to the double section” (that is, [5, Theorem 2], which is
essential for the weak-Harnack inequality in [5, Theorem 4]) cannot be applied to
(1.11).
(iii) Also, since (D2Φ)−1 becomes degenerate or singular, the solvability of the Dirich-
let problem for LΦ in (1.10) cannot be taken for granted and then the argument
from [30] used to prove the critical-density estimate (see [30, Theorem 2]) cannot
be carried out for (1.11).
(iv) The function V˜ does not belong apriori to W 2,n+1loc (S0 × R), which prevents its
direct use in the Aleksandrov–Bakelman–Pucci maximum principle.
Notice that the hyperplane {(x, z) ∈ Rn+1 : z = 0} is central to our approach
because it is precisely there where the connection between V˜ and v takes place, see
(1.9).
In addition to the obstacles above, we pursue (and prove) Theorem 1.6 under minimal
geometric conditions, that is, under µϕ ∈ (DC)ϕ only. This is in contrast with [5].
In order to overcome those obstacles, in Section 10 we show that, despite the degen-
eracy or singularity of (D2Φ)−1 and under the hypothesis µϕ ∈ (DC)ϕ only, a critical-
density estimate for V˜ (Theorem 10.1 below) can be established, for some ε0 ∈ (0, 1), in
terms of the L∞(S0)-norm of the normal derivative − lim
z→0+
V˜z(x, z) = dsf(x). That is,
a suitable control on the normal derivative will allow for a critical-density estimate in
the absence of the hypothesis of continuous second-order derivates and positive-definite
Hessian. This represents a novelty in the study of the linearized Monge–Ampe`re equa-
tion.
With a critical-density estimate at hand, mean-value inequalities (see Theorems 11.2
and 11.3) can be obtained by fairly standard arguments, as described in Section 11.
The next step is to prove a weak-Harnack inequality for V˜ . As mentioned, the meth-
ods from [5, Sections 2 and 3] are not applicable. Instead, we rely on the variational
side of the linearized Monge–Ampe`re equation.
The idea is the following. By (1.1), we have µϕLϕ = Lϕ, and we know that V =
V (x, z) comes from the extension problem (1.9) associated to Lϕ. Now, by developing
the extension problem associated to the divergence-form operator Lϕ from [8, 38, 39]
(namely, (4.8) below) we find a solution U = U(x, y), x ∈ S0, y ∈ R. Certainly, after
contrasting the extension problems associated to Lϕ and Lϕ, one cannot expect that
U = V . However, in Section 5 we prove that, modulo a change of variables (more
precisely, a change in the extension variables y and z), the equality U = V does hold
true. A key consequence of this equality is the energy estimate for V given by (5.8)
in Remark 5.3. Although V solves the PDE in (1.9) which can also be written in
divergence form, we were able to arrive at the energy estimate (5.8) only by going
through U .
With this insight on the variational side of V , in Section 8 we develop a weak Poincare´
inequality associated to Φ. One advantage of working in the variational context (which
is based on energy estimates) is that the pointwise singularity of D2Φ−1 will become
inconsequential because |z|1/s−2 ∈ L1loc(R) for every 0 < s < 1. In turn, in Section 12
we use the Poincare´ inequality to prove a critical-density estimate for every ε ∈ (0, 1)
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(see Theorem 12.2). In Section 13 we use the fact that the critical density can be
taken small enough and combine it with a covering lemma to prove a weak-Harnack
inequality for V˜ (see Theorem 13.2). Finally, in Section 14 we bring all the previous
results together to prove Theorems 1.3 and 1.6.
We close this introduction by mentioning that no use of the normalization technique
from [5, Section 1] or of the local Monge–Ampe`re-BMO space (which dominated the
variational approach in [30, 31]) is made in this article.
2. nondivergence form: fractional powers Lsϕ and extension problem
Fix any section S := Sϕ(x0, R). On S we consider the linearized Monge–Ampe`re
equation with homogeneous Dirichlet boundary condition:
(2.1)
{
Lϕv ≡ − trace((D2ϕ)−1D2v) = f, in S,
v = 0, on ∂S.
2.1. The semigroup generated by Lϕ. Our first goal is to introduce the semigroup
generated by Lϕ. The matrix of coefficients (D
2ϕ)−1 is symmetric and positive definite,
with entries in C1(S). Since S is a compact set, such a matrix is uniformly elliptic on
S. Notice that we use this fact without ever resorting to estimates depending on the
size of the eigenvalues of D2ϕ(x)−1 for x ∈ S. Let the domain of Lϕ be the space
(2.2) DomS(Lϕ) :=
{
v ∈ C0(S) ∩W 2,nloc (S) : Lϕv ∈ C(S)
}
,
where C0(S) is the Banach space C0(S) :=
{
v ∈ C(S) : v = 0 on ∂S} endowed with
the L∞(S) norm. Here as usual C(S) denotes the space of continuous functions on S
under the L∞(S) norm. It is clear that DomS(Lϕ) depends on the section S. Also, let
us define DomS(L
s
ϕ) as
(2.3) DomS(L
s
ϕ) := DomS(Lϕ).
It follows from [2, Theorem 4.1] that (Lϕ,DomS(Lϕ)) generates a bounded holomorphic
semigroup {e−tLϕ}t≥0 on C(S). For convenience we recall the relevant definitions,
see for example [1, 35, 45]. The family {e−tLϕ}t≥0 is a semigroup on C(S) (see [35,
Section 1.1]) if the following conditions hold:
(i) for each t ≥ 0, e−tLϕ is a bounded linear operator from C(S) into itself;
(ii) the semigroup property holds: for every t1, t2 ≥ 0 and for any v ∈ C(S),
e−t1Lϕ(e−t2Lϕv) = e−(t1+t2)Lϕv;
(iii) for every v ∈ C(S) we have e−0Lϕv = v.
The semigroup e−tLϕ is bounded holomorphic if the operator valued function t→ e−tLϕ
from [0,∞) into the algebra of bounded linear operators on C(S) has a holomorphic
extension to an open sector of the complex plane contained in Re z > 0, which is
bounded on proper subsectors, see [1, p. 150]. It is shown in [2, Proposition 4.4] that
(Lϕ,DomS(Lϕ)) is dissipative, see also [1, Lemma 3.4.2]. Then, as a consequence of
[1, Proposition 3.7.16], we obtain that the semigroup is a contraction. In other words,
for every v ∈ C(S),
(2.4) ‖e−tLϕv‖L∞(S) ≤ ‖v‖L∞(S), for all t ≥ 0.
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The fact that (Lϕ,DomS(Lϕ)) is the generator of the semigroup e
−tLϕ means that for
every v ∈ DomS(Lϕ) the function w(t, x) := e−tLϕv(x) is the unique solution to the
parabolic equation 
∂tw = −Lϕw, for t > 0, x ∈ S,
w(t, x) = 0, for t ≥ 0, x ∈ ∂S,
lim
t→0+
w(t, x) = v(x), uniformly on S,
see [35, Sections 1.1 and 1.2]. Observe that the semigroup e−tLϕ , though a contraction,
is not a C0-semigroup on C(S) because DomS(Lϕ) is not dense in C(S), see [35, Hille–
Yosida Teorem in Section 1.3]. In particular, in order for w(t, x) above to converge
to the initial data v(x) uniformly in S we need to take v ∈ DomS(Lϕ). As e−tLϕ is a
bounded holomorphic semigroup, from [1, Theorem 3.7.19] we have that
v ∈ C(S) implies e−tLϕv ∈ DomS(Lϕ), with sup
t>0
‖tLϕe−tLϕv‖L∞(S) <∞.
Finally, the following decay estimate holds: there are constants M,γ > 0 such that,
for every v ∈ DomS(Lϕ),
(2.5) ‖e−tLϕv‖L∞(S) ≤Me−γt‖v‖L∞(S), for all t ≥ 0,
see [34, Theorem 1], also [2, Theorem 4.1, Proposition 4.7].
Remark 2.1 (Positivity). It is important to notice that the semigroup e−tLϕ is positive
on DomS(Lϕ). Namely, if v ∈ Dom(Lϕ) and v ≥ 0 in S then e−tLϕv(x) ≥ 0, for every
x ∈ S and t ≥ 0. Indeed, this follows from the well known weak minimum principle
for parabolic equations in nondivergence form.
2.2. The fractional nonlocal operator Lsϕ. The semigroup generated by Lϕ allows
us to define the fractional powers Lsϕv(x) as in [45, p. 260, (5)] and [13, Theorem 4.1].
Definition 2.2. Let 0 < s < 1. The fractional operator Lsϕv(x) is defined for any
v ∈ DomS(Lϕ) and every x ∈ S as
(2.6) Lsϕv(x) =
1
Γ(−s)
ˆ ∞
0
(
e−tLϕv(x)− v(x)) dt
t1+s
.
The integral in (2.6) is absolutely convergent in the sense of Bochner. Indeed, the
integrand (e−tLϕv−v)t−(1+s) is a function of t ∈ (0,∞) with values in C0(S) and, since
v ∈ DomS(Lϕ) and e−rLϕ is a contraction, we have (see [35, p.5, (2.5)–(2.6)]),
‖e−tLϕv − v‖L∞(S) ≤
ˆ t
0
‖∂re−rLϕv‖L∞(S) dr =
ˆ t
0
‖e−rLϕLϕv‖L∞(S) dr ≤ ‖Lϕv‖L∞(S)t.
On the other hand, by contractivity, ‖e−tLϕv − v‖L∞(S) ≤ 2‖v‖L∞(S), for every t ≥ 0.
Therefore, for any A > 0,
ˆ ∞
0
‖e−tLϕv − v‖L∞(S) dt
t1+s
≤ ‖Lϕv‖L∞(S)
ˆ A
0
dt
ts
+ 2‖v‖L∞(S)
ˆ ∞
A
dt
t1+s
<∞.
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In particular, the following fractional Sobolev-type interpolation inequality holds
‖Lsϕv‖L∞(S) ≤
sA1−s
Γ(2− s)‖Lϕv‖L∞(S) +
2
AsΓ(1− s)‖v‖L∞(S).
for any v ∈ DomS(Lϕ), A > 0 and 0 < s < 1, and, as a consequence,
‖Lsϕv‖L∞(S) ≤
21−s
Γ(2− s)‖Lϕv‖
s
L∞(S)‖v‖1−sL∞(S).
We finally notice that, unlike the local differential operator Lϕ that in general has
values in C(S), see (2.2), the fractional nonlocal operator Lsϕ has range in C0(S),
namely,
v ∈ DomS(Lsϕ) implies Lsϕv ∈ C0(S).
Remark 2.3 (Maximum principle). The semigroup expression for Lsϕv(x) in (2.6)
yields the following maximum principle. Let v ≥ 0 and suppose that v(x0) = 0 for
some x0 ∈ S. Then Lsϕv(x0) ≤ 0 in S. Moreover, Lsϕv(x0) = 0 if and only if v ≡ 0 in
S. Indeed, since the semigroup is positive (see Remark 2.1) we have e−tLϕv(x0) ≥ 0
and the first conclusion follows from (2.6) by noticing that Γ(−s) < 0. Furthermore,
Lsϕv(x0) = 0 if and only if e
−tLϕv(x0) = 0 for all t > 0, which in this case is equivalent
to v ≡ 0 in S by the usual weak maximum principle for parabolic equations.
2.3. Proof of Theorem 1.1(i). Given f ∈ C0(S), it follows from general theory (see
[1, Section 3.8] and [45, Chapter IX, Section 11]) that
v(x) := L−sϕ f(x) =
1
Γ(s)
ˆ ∞
0
e−tLϕf(x)
dt
t1−s
, ∀x ∈ S,
is a solution to Lsϕv = f in S with v = 0 on ∂S. To prove uniqueness, assume that
v ∈ DomS(Lsϕ) is a non trivial solution to Lsϕv = 0 in S. Let x0 ∈ S be a point such
that |v(x0)| = ‖v‖L∞(S). By changing v by −v we can always assume that v(x0) > 0.
Then, from (2.4) and (2.6) we conclude that Lsϕv(x0) ≥ 0. The case Lsϕv(x0) > 0 is
excluded by hypothesis. Thus, e−tLϕv(x0) = v(x0) for every t > 0, contradicting (2.5).
The proof of uniqueness is complete. 
2.4. The extension problem. Using the language of semigroups we can characterize
Lsϕ with the extension problem established in [13, Theorem 1.1, Theorem 2.1]. Observe
that the main results in [13] apply in principle to generators of bounded C0-semigroups.
Nevertheless, it is easy to follow the proofs there and conclude that we can extend them
to our present case.
Let v ∈ DomS(Lϕ). For x ∈ S and z > 0 we define
(2.7) V (x, z) :=
(s2z1/s)s
Γ(s)
ˆ ∞
0
e−(s
2z1/s)/te−tLϕv(x)
dt
t1+s
.
Then V (·, z) ∈ DomS(Lϕ) and, for each z > 0,
‖V (·, z)‖L∞(S) ≤ ‖v‖L∞(S).
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As a function of z, V (x, z) is C∞(0,∞), for every x ∈ S. Furthermore, V is a classical
solution to the extension problem
(2.8)

−LϕV + z2−1/sVzz = 0, for x ∈ S, z > 0,
V (x, z) = 0, for x ∈ ∂S, z ≥ 0,
lim
z→0+
V (x, z) = v(x), uniformly in S.
Indeed, by usual elliptic regularity, V ∈ C2,αloc (S × (0,∞)) for every 0 < α < 1. More-
over, V (x, ·) ∈ C1[0,∞) and
(2.9) − lim
z→0+
Vz(x, z) = dsL
s
ϕv(x),
uniformly in S, where
(2.10) ds :=
s2sΓ(1− s)
Γ(1 + s)
> 0.
Hence, V ∈ C∞((0,∞); DomS(Lϕ)) ∩ C1([0,∞);C0(S)) is a solution to the extension
problem
(2.11)

−LϕV + z2−1/sVzz = 0, for x ∈ S, z > 0,
V (x, z) = 0, for x ∈ ∂S, z ≥ 0,
− lim
z→0+
Vz(x, z) = dsL
s
ϕv(x), uniformly in S.
For all the details see [13].
It is clear that the even extension of V (x, z) to z ∈ R given by
V˜ (x, z) := V (x, |z|), for (x, z) ∈ S × R,
satisfies
V˜ ∈ C2,αloc (R \ {0}; DomS(Lϕ)) ∩ Lip(R;C0(S)),
for any 0 < α < 1, and solves
−LϕV˜ + |z|2−1/sV˜zz = 0, in S × (R \ {0}).
Remark 2.4 (Extension problem for negative powers). Given a function f ∈ C0(S),
let v ∈ DomS(Lϕ) be the solution to Lsϕv = f in S. The solution V in (2.7) can also
be written as
V (x, z) =
1
Γ(s)
ˆ ∞
0
e−(s
2z1/s)/te−tLϕf(x)
dt
t1−s
.
Then, for every x ∈ S we readily get
V (x, 0) = v(x) = L−sϕ f(x).
For the details see [13, Theorems 1.1, Theorem 2.1], also [8, 13, 38, 39].
Remark 2.5 (Uniqueness). By the weak maximum principle for elliptic equations, it
is easy to see that there is at most one solution to the extension problem (2.8) such
that
(2.12) lim
z→∞
‖V (·, z)‖L∞(S) = 0.
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Using the semigroup decay (2.5) it is readily checked that V (x, z) as defined in (2.7)
satisfies (2.12), so this is indeed the unique solution.
3. An explicit example of Lsϕv(x)
In this section we give two explicit examples on the action of Lsϕ. Our examples are
inspired by the identity
Lϕ(−ϕ) = trace((D2ϕ)−1D2ϕ) = n.
Theorem 3.1. Given an arbitrary section S := Sϕ(x0, R) introduce the function
vϕ(x) := R− (ϕ(x)− ϕ(x0)− 〈∇ϕ(x0), x− x0〉) for x ∈ S.
Then, for every 0 < s < 1,
(3.1) Lsϕ(vϕ)(x) = n
svϕ(x)
1−s, ∀x ∈ S.
Proof. Notice that vϕ ∈ C0(S) ∩ C2(S) ⊂ DomS(Lϕ) and that D2vϕ = −D2ϕ in S.
Also, from the definition of Sϕ(x0, R) in (1.2), we have vϕ > 0 in S. In order to show
(3.1) we first need to find the unique solution V to the extension equation
(3.2)

−LϕV + z2−1/sVzz = 0, for x ∈ S, z > 0,
V (x, z) = 0, for x ∈ ∂S, z ≥ 0,
V (x, 0) = vϕ(x), for x ∈ S,
that satisfies (2.12) in Remark 2.5. We do so by pursuing a solution V of the form
V (x, z) = vϕ(x)g(z),
where g : [0,∞)→ Rn has to be found. Notice that
LϕV = − trace((D2ϕ(x))−1D2ϕ(x))g(z) = ng(z).
Hence, by using the equation −LϕV + z2−1/sVzz = 0, the function g ≥ 0 must be a
solution to
(3.3) g′′ +
( −n
vϕ(x)
)
z1/s−2g = 0, g(0) = 1,
that decays to zero as z → ∞. The equation (3.3) is a Bessel equation and in order
to find its unique solution we follow the analysis in [39, Section 3.1], see also [29] for
details about Bessel functions. To simplify the notation, fix x ∈ S and set
(3.4) α :=
n
vϕ(x)
∈ (0,∞).
Thus, the general solution to (3.3) is
g(z) = z1/2Zs(±i2sα1/2z1/(2s)),
where Zν(r) denotes a general cylinder function, see [29, p. 106]. By using the boundary
condition |g(z)| ≤ C as z → ∞ (see the asymptotic expansions of Bessel functions in
[39, Section 3.1]) we obtain the modified Bessel function of the second kind Kν :
g(z) = Cz1/2
2i−s−1
pi
Ks(2sα1/2z1/(2s)),
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where C is an arbitrary constant. Recall that Kν(r) ∼ 2ν−1Γ(ν)r−ν as r → 0. Hence,
g(z) ∼ C i
−s−1Γ(s)
pissαs/2
, as z → 0,
and, in order to satisfy the initial condition g(0) = 1, we impose
C :=
pissαs/2
i−s−1Γ(s)
.
Therefore,
(3.5) g(z) =
21−s
Γ(s)
(2sα1/2z1/(2s))sKs(2sα1/2z1/(2s)),
is the unique bounded solution to (3.3). It is clear that g ≥ 0. Moreover, from the
asymptotic behavior Kν(r) ∼ (pi/(2r))1/2e−r, as r → ∞, it follows that g(z) → 0
exponentially, as z →∞. In conclusion,
(3.6) V (x, z) = vϕ(x)g(z),
with g(z) as in (3.5) and α as in (3.4), is the unique positive bounded solution to (3.2)
that satisfies (2.12), see Remark 2.5. On the other hand, from (2.9) we know that if
V is the unique solution to the extension problem (3.2) then
(3.7) − Γ(1 + s)
s2sΓ(1− s)Vz(x, 0) = L
s
ϕ(vϕ)(x) ∀x ∈ S.
Again, to simplify the computation, let us put
β = β(z) := 2sα1/2z1/(2s),
so that
g(z) =
21−s
Γ(s)
βsKs(β).
By using the chain rule, the properties of the derivatives of Bessel functions and the
fact that K−ν(r) = Kν(r), we can compute
(3.8)
dg
dz
(z) =
21−s
Γ(s)
d
dβ
(βsKs(β))dβ
dz
= −2
1−s
Γ(s)
βsKs−1(β)α1/2z1/(2s)−1
= − 2s
s
Γ(s)
α(s+1)/2z1/(2s)−1/2K1−s(2sα1/2z1/(2s)).
Whence, from (3.6), (3.8) and the asymptotic behavior of Kν(r) as r → 0, we get
− lim
z→0+
Vz(x, 0) =
2ss
Γ(s)
vϕ(x)α
(s+1)/2 lim
z→0+
z1/(2s)−1/2K1−s(2sα1/2z1/(2s))
=
2ss
Γ(s)
vϕ(x)α
(s+1)/2 lim
z→0+
z1/(2s)−1/2
2−sΓ(1− s)
(2sα1/2z1/(2s))1−s
=
Γ(1− s)s2s
Γ(1 + s)
vϕ(x)α
s.
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Recalling the definition of α from (3.4) and the identity (3.7), we arrive at (3.1). 
As a consequence of Theorem 3.1 we obtain the following result on the fractional
Dirichlet Laplacian.
Corollary 3.2. For every 0 < s < 1 we have
(−∆D)s(1− | · |2)(x) = (2n)s(1− |x|2)1−s, ∀x ∈ B1(0),
where (−∆D)s is the fractional Dirichlet Laplacian in the unit ball B1(0) ⊂ Rn.
Proof. Use Theorem 3.1 with ϕ(x) ≡ ϕ2(x) := |x|2 for every x ∈ Rn and notice that
B1(0) = Sϕ2(0, 1) and D
2ϕ2 = 2I, which gives Lϕ2 = −12∆. 
4. Divergence form: fractional powers Lsϕ and extension problem
This section is devoted to the definition of the fractional powers of the divergence
form operator Lϕ subject to the homogeneous Dirichlet boundary condition. As in
Section 2, fix any section S := Sϕ(x0, R). For f ∈ L2(S, dµϕ), consider the following
Dirichlet problem for Lϕ:
(4.1)
{
Lϕu ≡ − div(Aϕ(x)∇u) = µϕf, in S,
u = 0, on ∂S.
Observe that the right hand side f in (4.1) appears multiplied by the Monge–Ampe`re
measure µϕ. This can always be assumed by considering f/µϕ.
4.1. The fractional nonlocal operator Lsϕ. The fractional powers Lsϕ, 0 < s < 1,
will be defined by using the Dirichlet eigenfunctions and eigenvalues along the lines of
[8, 38, 39, 40].
Let W 1,20,ϕ(S) denote the completion of C
1
c (S) with respect to the norm
‖u‖2
W 1,20,ϕ(S)
:= ‖u‖2L2(S,dµϕ) + ‖∇ϕu‖2L2(S,dµϕ).
Here ∇ϕ stands for the Monge–Ampe`re gradient, which is defined as
∇ϕu := (D2ϕ)−1/2∇u.
By the Sobolev inequality for the Monge–Ampe`re quasi-metric structure, see [32, The-
orem 1], an equivalent norm in W 1,20,ϕ(S) is ‖∇ϕu‖L2(S,dµϕ).
A weak solution u to (4.1) is a function u ∈ W 1,20,ϕ(S) such thatˆ
S
〈∇ϕu,∇ϕh〉 dµϕ =
ˆ
S
fh dµϕ, for every h ∈ W 1,20,ϕ(S).
Notice that the matrix of coefficients Aϕ(x) is symmetric and uniformly elliptic in the
compact set S and that L2(S, dµϕ) is isometrically embedded in L
2(S, dx). Therefore,
by standard techniques (see for example [10, Chapter 6] or [14, Section 8.12]), there
exist a sequence of eigenvalues 0 < λ1 < λ2 ≤ λ3 ≤ · · · ≤ λk ↗∞ and a corresponding
family of eigenfunctions {ek}k≥1 ⊂ W 1,20,ϕ(S) such that
(4.2)
{
Lϕek = µϕλkek, in S,
ek = 0, on ∂S,
14 D. MALDONADO AND P. R. STINGA
in the weak sense. In other words, for every h ∈ W 1,20,ϕ(S) and every k ∈ N,
(4.3)
ˆ
S
〈∇ϕek,∇ϕh〉 dµϕ = λk
ˆ
S
ekh dµϕ.
Moreover, {ek}k∈N forms an orthonormal basis of L2(S, dµϕ).
For s ≥ 0, we consider the Hilbert space
(4.4) Hsϕ(S) := DomS(Lsϕ) :=
{
u =
∞∑
k=1
ukek ∈ L2(S, dµϕ) :
∞∑
k=1
λsku
2
k <∞
}
,
endowed with the inner product
〈u, h〉Hsϕ(S) :=
∞∑
k=1
λskukhk, for u, h ∈ Hsϕ(S),
where h =
∑∞
k=1 hkek. Observe that H0ϕ(S) = L2(S, dµϕ). From (4.3) it is readily
verified that H1ϕ(S) = W 1,20,ϕ(S) as Hilbert spaces and
(4.5)
ˆ
S
〈∇ϕu,∇ϕh〉 dµϕ =
∞∑
k=1
λkukhk, for any u, h ∈ H1ϕ(S).
We read the right-hand side in (4.5) as the definition of Lϕu for u ∈ H1ϕ(S). We are
now in position to define the fractional power Lsϕ in Hsϕ(S).
Definition 4.1. Let 0 < s < 1. The fractional operator Lsϕu is defined for any
u ∈ Hsϕ(S) as the unique element Lsϕu in the dual space Hsϕ(S)′ acting as
(4.6) (Lsϕu)(h) =
∞∑
k=1
λskukhk, for every h =
∞∑
k=1
hkek ∈ Hsϕ(S).
4.2. Proof of Theorem 1.1(ii). Given F =
∑∞
k=1 Fkek inHsϕ(S)′, the unique solution
u ∈ Hsϕ(S) is given by u =
∑∞
k=1 λ
−s
k Fkek ∈ Hsϕ(S). In particular, if F ∈ L2(S, dµϕ)
then u ∈ H2sϕ (S). 
4.3. The extension problem. Let us introduce
a := 1− 2s ∈ (−1, 1),
and, for x ∈ S,
(4.7) Bϕ(x) :=
(
Aϕ(x) 0
0 µϕ(x)
)
∈ Rn+1 × Rn+1.
By reasoning as in [38, 39], see also [8, 13], the extension problem characterization
of (4.6) can now be obtained as follows. Let u ∈ Hsϕ(S). We say that a function
U = U(x, y), defined for x ∈ S and y ≥ 0, is a weak solution to the extension problem
(4.8)

divx,y(y
aBϕ(x)∇x,yU) = 0, for x ∈ S, y > 0,
U(x, y) = 0, for x ∈ ∂S, y ≥ 0,
U(x, 0) = u(x), for x ∈ S,
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if U , ∇ϕU and Uy belong to the weighted space L2(S × (0,∞), yadµϕdy), U = 0 on
∂S × (0,∞) in the sense of traces, U(x, y) → u(x) as y → 0+ in L2(S, dµϕ), and for
every test function W = W (x, y) such that W (x, 0) = 0 in S, we have
ˆ ∞
0
ˆ
S
ya〈Bϕ(x)∇x,yU,∇x,yW 〉 dx dy
=
ˆ ∞
0
ˆ
S
ya〈∇ϕU,∇ϕW 〉 dµϕ dy +
ˆ ∞
0
ˆ
S
yaUyWy dµϕ dy = 0.
By proceeding as in [38, Section 3.3.1] or [39, Section 3.1], see also [8, Section 2.3],
the unique weak solution U that weakly vanishes as y → ∞ can be written using the
Fourier coefficients uk of u and the eigenfunctions ek as
U(x, y) =
∞∑
k=1
ck(y)ukek(x),
where the coefficients ck(y) are given by
ck(y) =
21−s
Γ(s)
(λ
1/2
k y)
sKs(λ1/2k y), for y > 0 and k ≥ 1.
Here Ks is the modified Bessel function of the second kind and parameter s. Moreover,
(4.9) − lim
y→0+
yaUy = csLsϕu, in Hsϕ(S)′,
where
cs :=
Γ(1− s)
4s−1/2Γ(s)
.
That is, if W (x, y) is a test function then (4.9) reads
ˆ ∞
0
ˆ
S
ya〈∇ϕU,∇ϕW 〉 dµϕ dy +
ˆ ∞
0
ˆ
S
yaUyWy dµϕ dy = cs(Lsϕu)(W (·, 0)).
By using U as a test function we obtain the energy identity
(4.10)
ˆ ∞
0
ˆ
S
ya|∇ϕU |2 dµϕ dy +
ˆ ∞
0
ˆ
S
ya|Uy|2 dµϕ dy = cs
ˆ
S
|Ls/2ϕ u|2 dµϕ,
where we used that Ls/2ϕ u ∈ L2(S, dµϕ).
Remark 4.2. As in [8] we could have used the semigroup generated by Lϕ to obtain
an equivalent expression for Lsϕu which explicitly shows that the fractional operator
Lsϕ is a nonlocal integro-differential operator in divergence form. It is also possible to
write the solution U above by using the semigroup generated by Lϕ (see [8, 38, 39]).
Instead, by means of a change of variables, in Section 5 we will directly relate the
solution U of the extension problem in divergence form (4.8) to the solution of the
extension problem in nondivergence form (2.8).
16 D. MALDONADO AND P. R. STINGA
5. nondivergence form meets divergence form: proof of Theorem 1.2
In this section we establish the connection between the nondivergence form and
divergence form extension problems (2.8) and (4.8), which will ultimately leads us to
the proof of Theorem 1.2. Let us start with the following proposition.
Proposition 5.1. For every section S := Sϕ(x0, R) the following inclusion holds true
(5.1) DomS(L
s
ϕ) ⊂ DomS(Lsϕ).
Proof. Recall from Definition 2.2 that DomS(L
s
ϕ) = DomS(Lϕ) as previously defined
in (2.2). On the other hand, DomS(Lsϕ) = Hsϕ(S), see (4.4). Let us remark that,
since the eigenvalues {λk}k≥1 from (4.2) increase towards +∞, we have λsk < λk for all
sufficiently large k, and then H1ϕ(S) ⊂ Hsϕ(S). Also, the fact that the Hessian D2ϕ is
a positive definite matrix with entries in C(Rn) implies that L2(S, dx) = L2(S, dµϕ)
and W 1,20,ϕ(S) = W
1,2
0 (S) as Hilbert spaces. Here W
1,2
0 (S) denotes the usual Sobolev
space with respect to Lebesgue measure.
Now, given v ∈ DomS(Lϕ) we have v ∈ C0(S) as well as Lϕv ∈ C(S) ⊂ L2(S), and
by the L2(S)-solvability theorem for the Dirichlet problem (see, for instance, Theorem
9.15 on [14, p. 241] and notice that ∂S ∈ C2), we obtain v ∈ W 2,2(S), which, combined
with v ∈ C0(S), gives v ∈ W 1,20 (S). Hence,
v ∈ W 1,20 (S) = W 1,20,ϕ(S) = H1ϕ(S) ⊂ Hsϕ(S),
which proves (5.1). 
5.1. Proof of Theorem 1.2. The connection between the fractional powers Lsϕ and
Lsϕ will materialize through the change of variables
(5.2) z = (y/(2s))2s, z > 0 ←→ y = (2s)z1/(2s), y > 0,
see [6]. Define
(5.3) U(x, y) := V (x, z),
for x ∈ S and y > 0, where V is the unique solution to the extension equation satisfying
(2.12), see Section 2. Then,
(5.4) Uy = Vzzy = (y/(2s))
2s−1Vz,
and
Uyy = (y/(2s))
4s−2Vzz +
2s− 1
2s
(y/(2s))2s−2Vz.
Therefore,
(5.5) a
y
Uy + Uyy = (y/(2s))
4s−2Vzz = z2−1/sVzz.
Also, from (1.1),
(5.6) LϕV = LϕV = LϕU, in S × (0,∞),
where in the second identity we noticed that Lϕ acts only in the variable x ∈ S for
each fixed z > 0 and y > 0. Therefore, from (5.6) and (5.5), since V is the solution to
the extension equation (2.8),
0 = −LϕV + µϕz2−1/sVzz = −LϕU + µϕ
(
a
y
Uy + Uyy
)
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= y−a divx,y(yaBϕ(x)∇x,yU),
where Bϕ(x) is as in (4.7). Therefore, U defined by (5.3) is a solution to (4.8) with
U(x, 0) = V (x, 0) = v(x) for v ∈ DomS(Lϕ). Moreover, by (2.12), we see that U(·, y)→
0, as y →∞, weakly in L2(S, dµϕ). Hence U in (5.3) is the unique solution to (4.8).
From (4.9), for every x ∈ S,
− lim
y→0+
yaUy(x, y) = csLsϕv(x).
On the other hand, it is readily verified that
−y1−2sUy = − 1
(2s)2s−1
Vz.
Thus,
csLsϕv(x) = − lim
y→0+
yaUy(x, y) = − 1
(2s)2s−1
lim
z→0+
Vz(x, z) =
ds
(2s)2s−1
Lsϕv(x).
Hence, as cs = ds/(2s)
2s−1, for v ∈ DomS(Lϕ) we get
(5.7) Lsϕv = Lsϕv.
Therefore, Lsϕv(x) = Lsϕv(x) and both the divergence and nondivergence structures
occur simultaneously. 
Remark 5.2. Notice that, in order to keep the equality in (5.7) consistent with (1.1),
the righthand sides of Lsϕv and Lsϕv in (1.4) must differ by µϕ, as stemming from the
equations (2.1) and (4.1).
Remark 5.3. The following finite-energy estimate will play a key role in Section 9:
(5.8)
ˆ
S
ˆ ∞
0
|∇ϕV (x, z)|2z1/s−2 dz dµϕ(x) +
ˆ
S
ˆ ∞
0
Vz(x, z)
2 dz dµϕ(x) <∞.
We prove (5.8) by using the change of variables (5.2). Indeed,ˆ
S
ˆ ∞
0
|∇ϕV (x, z)|2z1/s−2 dz dµϕ(x)
=
ˆ
S
ˆ ∞
0
|∇ϕU(x, y)|2
( y
2s
)2s(1/s−2) ( y
2s
)2s−1
dy dµϕ(x)
= (2s)2s−1
ˆ
Sϕ
ˆ ∞
0
|∇ϕU(x, y)|2ya dy dµϕ(x).
On the other hand, from (5.4),ˆ
S
ˆ ∞
0
Vz(x, z)
2 dz dµϕ(x) =
ˆ
S
ˆ ∞
0
Uy(x, y)
2
( y
2s
)1−2s
dy dµϕ(x)
= (2s)2s−1
ˆ
S
ˆ ∞
0
Uy(x, y)
2ya dy dµϕ(x).
Therefore, by the energy identity (4.10),ˆ
S
ˆ ∞
0
|∇ϕV (x, z)|2z1/s−2 dz dµϕ(x) +
ˆ
S
ˆ ∞
0
Vz(x, z)
2 dz dµϕ(x)
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= (2s)2s−1
[ˆ
S
ˆ ∞
0
|∇ϕU(x, y)|2ya dy dµϕ(x) +
ˆ
S
ˆ ∞
0
Uy(x, y)
2ya dy dµϕ(x)
]
= (2s)2s−1cs
ˆ
S
|Ls/2ϕ u(x)|2 dµϕ(x) <∞. 
6. Notation and Monge–Ampe`re background
Throughout the article, the function φ will denote a generic convex function which
is used as a placeholder for the functions ϕ, Φ, and hs to be introduced in Section 7.
Let also N denote a generic dimension that will take the values n, n+ 1, or 1.
For a strictly convex function φ ∈ C1(RN) (strictly convex in the sense that its graph
contains no line segments), its associated Monge–Ampe`re measure µφ acts on a Borel
set E ⊂ RN as
µφ(E) := |∇φ(E)|,
where |F | denotes the Lebesgue measure of a subset F ⊂ RN . Given x ∈ RN and
R > 0, its Monge–Ampe`re section Sφ(x,R) is defined as the open, convex set
Sφ(x,R) := {y ∈ RN : δφ(x, y) < R}
where
(6.1) δφ(x, y) := φ(y)− φ(x)− 〈∇φ(x), y − x〉 ∀x, y ∈ RN .
We write µφ ∈ (DC)φ if there exists a constant Cd ≥ 1 such that
(6.2) µφ(Sφ(x, t)) ≤ Cd µφ(12Sφ(x, t)) ∀x ∈ RN ,∀t > 0,
where, for a convex set S, 1
2
S denotes its 1
2
-contraction with respect to its center of
mass (with the computation of the center of mass based on the Lebesgue measure).
The condition µφ ∈ (DC)φ is equivalent to the structure of space of homogeneous type
for the triple (RN , µφ, δφ) (see [31] and references therein), which we understand as
the minimal structure to carry out real analysis. It is in this sense that we refer to
µφ ∈ (DC)φ as a minimal geometric condition.
If φ : RN → R is twice differentiable at point x0 ∈ RN with µφ(x0) = detD2φ(x0) >
0, then the matrix of cofactors of D2φ at x0 is given by
Aφ(x0) := D
2φ(x0)
−1µφ(x0).
If φ is three times differentiable at a point x0 ∈ RN with µφ(x0) > 0, then Aφ(x0) has
divergence-free columns (see, for instance, [10, p. 462]). Then, given h : RN → R twice
differentiable at x0 we have
div(Aφ(x0)∇h(x0)) = trace(Aφ(x0)D2h(x0)).
6.1. Convex conjugates. Suppose that φ ∈ C2(RN) with D2φ > 0. If µφ ∈ (DC)φ
then ∇φ : RN → RN is a continuously differentiable homeomorphism and the convex
conjugate of φ, denoted by ψ : RN → R, satisfies
(6.3) ∇ψ(∇φ) = ∇φ(∇ψ) = id : RN → RN .
In particular, we have
(6.4) ψ ∈ C2(RN) and D2ψ > 0.
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In addition, µφ ∈ (DC)φ implies µψ ∈ (DC)ψ (with doubling constants depending on
the ones for µφ and dimension N) and the Monge–Ampe`re sections of φ and ψ are
related as follows
(6.5) Sφ(x, κ1R) ⊂ ∇ψ(Sψ(∇φ(x), R)) ⊂ Sφ(x,K1R) ∀x ∈ RN , R > 0,
for constants 0 < κ1 < 1 < K1 <∞ depending only on Cd in (6.2) and dimension N .
See [12, Section 5] for these and related results.
6.2. Poincare´ inequalities. Associated to a strictly convex φ ∈ C2(RN) with D2φ >
0 and µφ ∈ (DC)φ, Poincare´ inequalities with respect to its Monge–Ampe`re sections
and gradient ∇φ := (D2φ)−1/2∇ have been proved in [31, Theorem 1.3]. Namely, there
exists a constant CP > 0, depending only on the (DC)φ constant and N , such that for
every section Sφ := Sφ(x0, R) and every u ∈ C1(Sφ) we have
(6.6)
1
|Sφ|
ˆ
Sφ
|u(x)− uSφ | dx ≤ CP R
1
2
(
1
|Sφ|
ˆ
Sφ
|∇φu(x)|2 dx
) 1
2
,
where uSφ :=
1
|Sφ|
ˆ
Sφ
u(x) dx and |∇φu(x)|2 = 〈D2φ(x)−1∇u(x),∇u(x)〉.
From now on, for a Borel measure µ, which will be either a Monge–Ampe`re measure
µφ or the Lebesgue measure, and a measurable set E ⊂ RN we put 
E
f(x) dµ(x) :=
1
µ(E)
ˆ
E
f(x) dµ(x).
6.3. The L2(S, dµφ)-energy of the quasi-distance δφ. Here we record the following
consequence of Lemma 3.1 from [33]: given any strictly convex function φ ∈ C3(RN)
(no doubling assumptions required) and any section S := Sφ(x0, R), we have
(6.7)
ˆ
S
〈D2φ(x)−1(∇φ(x)−∇φ(x0)),∇φ(x)−∇φ(x0)〉 dµφ(x) ≤ nRµφ(Sφ(x0, R)).
By recalling the definition of δφ from (6.1), for each fixed x0 ∈ RN , we have
∇δφ(x0, x) = ∇φ(x)−∇φ(x0),
and then
|∇φδφ(x0, x)|2 = 〈D2φ(x)−1(∇φ(x)−∇φ(x0)),∇φ(x)−∇φ(x0)〉,
which makes (6.7) an estimate on the L2(S, dµφ)-energy, with respect to the Monge–
Ampe`re gradient ∇φ, of the mapping x 7→ δφ(x0, x).
7. The function Φ
Henceforth, fix ϕ ∈ C3(Rn) with D2ϕ > 0 in Rn and µϕ ∈ (DC)ϕ. Given 0 < s < 1
introduce
hs(z) :=
s2
(1− s) |z|
1/s, ∀z ∈ R,
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and set
(7.1) Φ(x, z) := ϕ(x) + hs(z), ∀(x, z) ∈ Rn × R.
Observe that both hs and Φ are strictly convex (in the sense that their graphs do
not contain line segments), continuously differentiable functions. From (7.1), for every
(x, z) ∈ Rn × (R \ {0}) we have
(7.2) µΦ(x, z) = µϕ(x)µhs(z) = µϕ(x)h
′′
s(z) = µϕ(x)|z|1/s−2.
7.1. The function Φ and the (DC) doubling property. By defining (6.1) for Φ
as in (7.1), for X = (x, z), X0 = (x0, z0) ∈ Rn+1, we have
(7.3)
δΦ(X0, X) = δϕ(x0, x) + δhs(z0, z)
= ϕ(x)− ϕ(x0)− 〈∇ϕ(x0), x− x0〉+ hs(z)− hs(z0)− h′s(z0)(z − z0).
Notice that, since 0 < s < 1, the function h′′s(z) = |z|1/s−2 is a Muckenhoupt Ap-
weight on the real line for some 1 < p < ∞ if and only if 1/s < p + 1 and h′′s ∈ A1
if and only if 1/s ≤ 2 (see Example 9.1.7 on [15, p. 286]). Hence, h′′s ∈ A∞ for
every 0 < s < 1, which makes it a doubling weight on the real line (equivalently,
hs ∈ (DC)hs , since in dimension 1 the (DC) doubling property coincides with the usual
doubling property) whose doubling constant depends only on s. In particular, there
exists Ks ≥ 1, depending only on 0 < s < 1, such that
(7.4) δhs(z, z
′) ≤ Ks (min{δhs(z, z′′), δhs(z′′, z)}+ min{δhs(z′, z′′), δhs(z′′, z′)})
for every z, z′, z′′ ∈ R.
Now, since µϕ ∈ (DC)ϕ and hs ∈ (DC)hs , from [11, Lemma 6] it follows that Φ, being
the tensor sum of ϕ and hs, satisfies Φ ∈ (DC)Φ with constants depending only on the
(DC) constants for µϕ, dimension n, and s. In addition, the condition µΦ ∈ (DC)Φ is
quantitatively equivalent to the existence of K ≥ 1 such that
(7.5) δΦ(X, Y ) ≤ K (min{δΦ(Z,X), δΦ(X,Z)}+ min{δΦ(Z, Y ), δΦ(Y, Z)})
for every X, Y, Z ∈ Rn+1.
By [11, Lemma 6] the sections of Φ are related to the ones of ϕ and hs by
(7.6) SΦ((x0, z0), R) ⊂ Sϕ(x0, R)× Shs(z0, R) ⊂ SΦ((x0, z0), 2R)
for every (x0, z0) ∈ Rn × R and R > 0.
We recall that constants depending only on the (DC) constants for µϕ in (6.2),
0 < s < 1 and dimension n will be called geometric constants.
By [16, Corollary 3.3.2], the condition µΦ ∈ (DC)Φ implies the following doubling
property for µΦ: there exists a geometric constant Kd > 1 such that
(7.7) µΦ(SΦ(X, 2R)) ≤ Kd µΦ(SΦ(X,R)) ∀X ∈ Rn+1, R > 0.
Iterations of (7.7) yield
(7.8) µΦ(SΦ(X,R)) ≤ Kd
(
R
r
)ν
µΦ(SΦ(X, r)) ∀X ∈ Rn+1, 0 < r < R,
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where ν := log2Kd. Also, by µΦ ∈ (DC)Φ (as well as the hypotheses Φ ∈ C1(Rn+1)
and its strict convexity), there exists a geometric constant K3 > 1 such that for every
section S := SΦ(X,R) we have
(7.9) µΦ(S)|S| ≤ K3Rn+1,
see for instance [12, Theorem 1].
7.2. The matrix of cofactors of D2Φ. From (7.1), for every (x, z) ∈ Rn× (R \ {0})
(7.10) D2Φ(x, z)−1 =
(
D2ϕ(x)−1 0
0 |z|2−1/s
)
∈ Rn+1 × Rn+1,
where we have excluded the value z = 0 to avoid the singularities of |z|1/s−2 or |z|2−1/s.
From (7.2) and (7.10), for every (x, z) ∈ Rn × (R \ {0}) the matrix of cofactors of
D2Φ(x, z) equals
AΦ(x, z) :=
(
Aϕ(x)|z|1/s−2 0
0 µϕ(x)
)
∈ Rn+1 × Rn+1.
Important features are that AΦ(x, z) ∈ L1loc(Rn × R) and AΦ(x, z) is differentiable for
(Lebesgue) a.e. (x, z) ∈ Rn×R. Notice that the first n columns of AΦ are differentiable
with respect to x and the last column is differentiable with respect to z. Also, since
the columns of Aϕ are divergence free, so are the columns of AΦ.
If H : Rn+1 → R is differentiable at a point X = (x, z) ∈ Rn × (R \ {0}), the
Monge–Ampe`re gradient of H at X is then given by
∇ΦH(X) = D2Φ(X)−1/2∇H(X) = (D2ϕ(x)−1/2∇xH(x, z), |z|1− 12sHz(x, z)) ∈ Rn+1,
which implies
|∇ΦH(X)|2 = 〈D2ϕ(x)−1∇xH(x, z),∇xH(x, z)〉+ |z|2−1/sHz(x, z)2(7.11)
= |∇ϕH(x, z)|2 + |z|2−1/sHz(x, z)2.
7.3. The L2(SΦ, dµΦ)-energy of the quasi-distance δΦ. For Φ as in (7.1), we will
next prove the following counterpart to (6.7): For every section SΦ(X0, R) it holds true
that ˆ
SΦ(X0,R)
〈AΦ(X)(∇Φ(X)−∇Φ(X0)),∇Φ(X)−∇Φ(X0)〉 dX(7.12)
≤ (n+ 2)KdRµΦ(SΦ(X0, R)).
Notice that Φ /∈ C3(Rn+1), so we cannot directly apply (6.7) with φ = Φ. Instead,
we will use the tensorial nature of Φ. Given a section SΦ := SΦ(X0, R), with X0 =
(x0, z0) ∈ Rn+1, by means of (7.11) and (7.3) we can writeˆ
SΦ
〈AΦ(X)(∇Φ(X)−∇Φ(X0)),∇Φ(X)−∇Φ(X0)〉 dX
=
ˆ
SΦ
|∇ΦδΦ(X0, X)|2 dµΦ(X)
=
ˆ
SΦ
(
〈D2ϕ(x)−1∇δΦ(X0, X),∇δΦ(X0, X)〉+ |z|2−1/s∂δΦ
∂z
(X0, X)
2
)
dµΦ(X)
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=
ˆ
SΦ
(|∇ϕδϕ(x0, x)|2 + |z|2−1/s(h′s(z)− h′s(z0))2) dµΦ(X).
Now, from the first inclusion in (7.6) and (6.7) (used with φ = ϕ, since ϕ ∈ C3(Rn)),
ˆ
SΦ
|∇ϕδϕ(x0, x)|2 dµΦ(X) ≤
ˆ
Sϕ(x0,R)
|∇ϕδϕ(x0, x)|2 dµϕ(x)×
ˆ
Shs (z0,R)
h′′s(z) dz
≤ nRµϕ(Sϕ(x0, R))µhs(Shs(z0, R)) = nRµΦ(Sϕ(x0, R)× Shs(z0, R))
≤ nRµΦ(SΦ(X0, 2R)) ≤ nKdRµΦ(SΦ(X0, R)),
where for the last two inequalities above we used the second inclusion in (7.6) and the
doubling property (7.7). On the other hand, by (7.2),
ˆ
SΦ
|z|2−1/s(h′s(z)− h′s(z0))2 dµΦ(X) =
ˆ
SΦ
(h′s(z)− h′s(z0))2 dµϕ(x) dz.
Let us write the one-dimensional section Shs(z0, R) as Shs(z0, R) = (z`, zr), where
z`, zr ∈ R satisfy
(7.13) hs(z`)− hs(z0)− h′s(z0)(z` − z0) = hs(zr)− hs(z0)− h′s(z0)(zr − z0) = R.
From the first inclusion in (7.6) we have
ˆ
SΦ
(h′s(z)− h′s(z0))2 dµϕ(x) dz ≤ µϕ(Sϕ(x0, R))
ˆ zr
z`
(h′s(z)− h′s(z0))2 dz.
As h′s is increasing,ˆ zr
z`
(h′s(z)− h′s(z0))2 dz ≤ (h′s(zr)− h′s(z`))
ˆ zr
z`
(h′s(z)− h′s(z0))2 dz
= µhs(z`, zr)
ˆ zr
z`
|h′s(z)− h′s(z0)| dz.
At this point we split the last integral above asˆ zr
z`
|h′s(z)− h′s(z0)| dz =
ˆ z0
z`
(h′s(z0)− h′s(z)) dz +
ˆ zr
z0
(h′s(z)− h′s(z0)) dz
= (h′s(z0)(z0 − z`)− hs(z0) + hs(z`)) + (hs(zr)− hs(z0)− h′s(z0)(zr − z0)) = 2R,
where the last equality is due to (7.13). Therefore,
ˆ
SΦ
|z|2−1/s(h′s(z)− h′s(z0))2 dµΦ(X) ≤ µϕ(Sϕ(x0, R))
ˆ zr
z`
(h′s(z)− h′s(z0))2 dz
≤ µϕ(Sϕ(x0, R))µhs(z`, zr)
ˆ zr
z`
|h′s(z)− h′s(z0)| dz = µϕ(Sϕ(x0, R))µhs(Shs(z0, R))2R
≤ 2RµΦ(SΦ(X0, 2R)) ≤ 2KdRµΦ(SΦ(X0, R)),
and (7.12) follows. 
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8. The function Φ and a weak Poincare´ inequality
Our goal in this section is to prove a version of the Poincare´ inequality (6.6) with
Lebesgue measure being replaced by the Monge–Ampe`re measure µΦ. We will reason
along the lines of [32, Section 4], where the change in the opposite direction (i.e. from
Monge–Ampe`re to Lebesgue measure) was made by means of convex conjugation. In
the case of Φ, however, an approximation argument will be used to circumvent the fact
that Φ /∈ C2(Rn+1).
Theorem 8.1. Let Φ be as in (7.1). Then there exist geometric constants K2 > 1 and
KP > 0, such that for every section SΦ := SΦ(X0, R) and G ∈ C(SΦ(X0, K2R)) with
∇ΦG ∈ L2(SΦ(X0, K2R), dµΦ) we have
(8.1)
 
SΦ
|G(X)−GSΦ| dµΦ(X) ≤ KP R
1
2
( 
SΦ(X0,K2R)
|∇ΦG(X)|2 dµΦ(X)
) 1
2
,
where
GSΦ :=
 
SΦ
G(X) dµΦ(X).
Proof. Let η ∈ C1(R) be nonnegative and compactly supported in [−1, 1] with ´R η = 1.
For ε > 0 set ηε(z) :=
1
ε
η( z
ε
) and define
hs,ε(z) := hs ∗ ηε(z) ∀z ∈ R
and
Φε(x, z) := ϕ(x) + hs,ε(z) ∀(x, z) ∈ Rn × R.
Then, for every ε > 0, we have that Φε ∈ C2(Rn+1) with D2Φε > 0. In addition, h′′s,ε
converges to h′′s in L
1
loc(R) and, consequently, µΦε converges to µΦ in L1loc(Rn+1) as ε
tends to 0. Also, ∇Φε converges to ∇Φ uniformly on compact sets of Rn+1 .
The matrix of cofactors of D2Φε(x, z) is given by
AΦε(x, z) :=
(
Aϕ(x)h
′′
s,ε(z) 0
0 µϕ(x)
)
∈ Rn+1 × Rn+1.
Now, a simple computation shows that, for each ε > 0, the measure h′′s,ε is a doubling
measure on the real line with doubling constant smaller than or equal to the doubling
constant for h′′s , which, in turn, depends only on s. Indeed, let Cs ≥ 1 denote the
doubling constant for h′′s as measure on the real line. Given c ∈ R and r > 0, let
Ic := [c− r, c+ r] and 2Ic := [c− 2r, c+ 2r]. Then,ˆ
2Ic
h′′s,ε(z) dz =
ˆ
2Ic
ˆ
R
ηε(y)h
′′
s(z − y) dy dz =
ˆ
R
ˆ
2Ic
ηε(y)h
′′
s(z − y) dz dy.
For each y ∈ R, by changing variables w := y−z we get z ∈ 2Ic if and only if w ∈ 2Ic−y.
Hence, using that h′′s is even and doubling with constant Cs,ˆ
R
ˆ
2Ic
ηε(y)h
′′
s(z − y) dz dy =
ˆ
R
ηε(y)
ˆ
2Ic−y
h′′s(w) dw
≤ Cs
ˆ
R
ηε(y)
ˆ
Ic−y
h′′s(w) dw = Cs
ˆ
Ic
ˆ
R
η(y)h′′s(y − z) dy dz = Cs
ˆ
Ic
h′′s,ε(z) dz.
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Thus, ˆ
2Ic
h′′s,ε(z) dz ≤ Cs
ˆ
Ic
h′′s,ε(z) dz,
uniformly in ε > 0. By [11, Lemma 6], it follows that the (DC) constants for Φε are
controlled by the one for Φ uniformly in ε > 0.
Next, let Ψε denote the convex conjugate of Φε. By (6.4) we have Ψε ∈ C2(Rn+1)
with D2Ψε > 0 for every ε > 0.
Fix Y0 ∈ Rn+1, R > 0, and set X0 := ∇Φε(Y0). Let κ1, K1 be the geometric constants
from (6.5) applied to Φε and define SΨε := SΨε(Y0, R/κ1) and K2 := K1/κ1. Hence,
the inclusions (6.5) yield
(8.2) SΦε(X0, R) ⊂ SΦε := ∇Ψε(SΨε) ⊂ SΦε(X0, K2R).
Assume first that G ∈ C1(SΦ(X0, K2R)) and define H ∈ C1(SΨε) as
H(Y ) := G(∇Ψε(Y )) ∀Y ∈ SΨε
which, by putting Y := ∇Φε(X), yields
∇ΨεH(Y ) = D2Ψε(Y )−1/2∇H(Y ) = D2Ψε(Y )−1/2D2Ψε(Y )∇G(X)
= D2Ψε(Y )
1/2∇G(X) = D2Φε(X)−1/2∇G(X) = ∇ΦεG(X).
Now, by the Poincare´ inequality (6.6) applied to Ψε on the section SΨε and H ∈
C1(SΨε), we get
(8.3)
 
SΨε
|H(Y )−HSΨε | dY ≤ CP R
1
2
( 
SΨε
|∇ΨεH(Y )|2 dY
) 1
2
,
with CP > 0 a geometric constant, and by changing variables Y := ∇Φε(X) in (8.3)
and using that the identity (6.3) gives dY = µΦε(X) dX and
|∇ΨεH(Y )|2dY = |∇ΦεG(X)|2µΦε(X) dX = 〈AΦε(X)∇G(X),∇G(X)〉 dX.
we obtain
(8.4)
 
SΦε
|G(X)−GSΦε |µΦε(X) dX ≤
(
C2P R
µΦε(S
Φε)
ˆ
SΦε
|∇ΦεG(X)|2 µΦε(X) dX
) 1
2
,
where we have put
GS
Φε
:=
1
µΦε(S
Φε)
ˆ
SΦε
G(X)µΦε(X) dX
and used that |SΨε| = |∇Φε(SΦε)| = µΦε(SΦε), due to the definition of SΦε := ∇Ψ(SΨε)
in (8.2). Next, the inclusions (8.2) and the doubling property (7.8) give
1
KdKν2µΦε(SΦε(X0, R))
≤ 1
µΦε(SΦε(X0, K2R))
≤ 1
µΦε(S
Φε)
≤ 1
µΦε(SΦε(X0, R))
≤ KdK
ν
2
µΦε(SΦε(X0, K2R))
.
Consequently, the inclusions (8.2), the inequality (8.4), and the fact that AΦε con-
verges to AΦ in L
1
loc(Rn+1), imply (8.1) with KP := 2CP (KdK2)3/2 in the case G ∈
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C1(SΦ(X0, K2R)). Then, (8.1) in the case of ∇ΦG ∈ L2(SΦ(X0, K2R), dµΦ) follows
by approximation in L2(SΦ(X0, K2R), dµΦ). Just notice that smooth functions are
dense in L2(Ω, w(X)dX) for every open, bounded, convex subset Ω ⊂ Rn+1 and every
w ∈ A∞(Ω) and that on the compact set Ω we have µΦ(x, z) ∼ |z|1/s−2 ∈ A∞(Ω). 
Next we record a simple consequence of the weak Poincare´’s inequality known as
“Fabes lemma”.
Corollary 8.2. Let Φ be as in (7.1) and let KP > 0 and K2 > 1 be the geometric
constants from Theorem 8.1. Then, for every ε ∈ (0, 1), every section S := SΦ(X0, R)
and every G ∈ C(SΦ(X0, K2R)) with ∇ΦG ∈ L2(SΦ(X0, K2R), dµΦ) and
µΦ({X ∈ S : G(X) = 0}) ≥ εµΦ(S),
we have that
(8.5)
 
S
|G(X)| dµΦ(X) ≤
(
1 +
1
ε
)
KP
( 
SΦ(X0,K2R)
|∇ΦG(X)|2 dµΦ(X)
) 1
2
.
Proof. Setting E := {X ∈ S : G(X) = 0} and GE :=
ffl
E
GdµΦ = 0, for X ∈ S we have
|G(X)| ≤ |G(X)−GS|+ |GS −GE| ≤ |G(X)−GS|+
(
µΦ(S)
µΦ(E)
)  
S
|G−GS| dµΦ
≤ |G(X)−GS|+ 1
ε
 
S
|G−GS| dµΦ
so that  
S
|G(X)| dµΦ(x) ≤
(
1 +
1
ε
) 
S
|G(X)−GS| dµΦ(X)
and then (8.5) follows from the weak-Poincare´’s inequality (8.1). 
9. The class S(Q)
From here on we fix an arbitrary p0 ∈ Rn and R0 > 0 and define the cylinder
Q := Sϕ(p0, R0)× R ⊂ Rn+1.
Also, let us put
Z+ := {(x, z) ∈ Rn+1 : x ∈ Rn, z > 0},
Z− := {(x, z) ∈ Rn+1 : x ∈ Rn, z < 0},
Z0 : = {(x, 0) ∈ Rn+1 : x ∈ Rn},
and define
Q+ := Q ∩ Z+ and Q− := Q ∩ Z−.
Henceforth, all of our sub- and super-solutions will belong to a class S(Q) modeled
after some key properties of V˜ (x, z) := V (x, |z|) where V , as in (2.7), is the solution
to the extension problem (2.11) in S0 := Sϕ(p0, R0) for a nonnegative v ∈ DomS0(Lϕ).
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9.1. The definition of S(Q). We write F ∈ S(Q) if the following conditions hold.
(i) F (x, z) = F (x,−z) for every (x, z) ∈ Q;
(ii) F ∈ C(Q) ∩ C2(Q \ Z0), in particular, ∇F , and then ∇ΦF , exist a.e. in Q;
(iii) for every section SΦ(X0, R) with SΦ(X0, 2R) ⊂⊂ Q we have
∇ΦF ∈ L2(SΦ(X0, 2R), dµΦ);
(iv) for every x ∈ Sϕ(p0, R0) the limit
(9.1) Fz(x, 0
+) := lim
z→0+
Fz(x, z)
exists and the function x 7→ Fz(x, 0+) is continuous in Sϕ(p0, R0). Notice that if
the limit in (9.1) exists, then we have
Fz(x, 0
+) = lim
z→0+
F (x, z)− F (x, 0)
z
.
9.2. The definition of Fz,0+. Given F ∈ S(Q) and an open subset Ω ⊂⊂ Q, define
(9.2) Fz,0+(Ω) :=
{
sup {|Fz(x, 0+)| : (x, 0) ∈ Ω ∩ Z0} if Ω ∩ Z0 6= ∅,
0 if Ω ∩ Z0 = ∅.
The continuity of the function x 7→ Fz(x, 0+) in Sϕ(p0, R0) ensures that Fz,0+(Ω) <∞
for every open subset Ω ⊂⊂ Q.
9.3. The fact that V˜ ∈ S(Q). Let V be the solution to the extension problem
(2.11) in the section Sϕ(p0, R0) and set V˜ (x, z) := V (x, |z|). Then V˜ satisfies that
V˜ ∈ C(Q) ∩ C2(Q \ Z0), V˜ is even with respect to z, and for every x ∈ Sϕ(p0, R0),
V˜z(x, 0
+) := lim
z→0+
V˜z(x, z) = lim
z→0+
Vz(x, z) = −dsLsϕv(x),
with Lsϕv ∈ C0(Sϕ(p0, R0)) for every v ∈ DomS(Lϕ). Also, given X0 = (x0, z0) ∈ Rn+1
and R > 0 such that SΦ(X0, 2R) ⊂⊂ Q, the inclusions (7.6) yield
SΦ(X0, R) ⊂ Sϕ(x0, R)× Shs(z0, R) ⊂ SΦ(X0, 2R) ⊂⊂ Q.
Now, by recalling (7.11), to get an expression for |∇ΦV˜ (X)|2, and by the energy
estimate (5.8) from Remark 5.3, we obtainˆ
SΦ(X0,R)
|∇ΦV˜ (X)|2 dµΦ(X) ≤
ˆ
Q
|∇ΦV˜ (X)|2 dµΦ(X)
=
ˆ
Sϕ(p0,R)
ˆ ∞
−∞
(
|∇ϕV˜ (x, z)|2 + |z|2−1/sV˜z(x, z)2
)
|z|1/s−2 dz dµϕ(x)
= 2
ˆ
Sϕ(p0,R)
ˆ ∞
0
|∇ϕV (x, z)|2z1/s−2 dz dµϕ(x) + 2
ˆ
Sϕ(p0,R)
ˆ ∞
0
Vz(x, z)
2 dz dµϕ(x) <∞.
Hence, V˜ ∈ S(Q).
Notice that S(Q) is a vector space that contains the constant functions. Also, no
vanishing condition on ∂Sϕ(p0, R0) is prescribed in the definition of F ∈ S(Q), although
this is the case for V˜ .
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10. The critical-density estimate
For s ∈ (0, 1) introduce
(10.1) Ms :=
22+s(1− s)s
s2s
+ 8 and βs := 4Ks(1 + 8Ks),
where Ks ≥ 1 is the quasi-triangle constant in (7.4), which depends only on s. The
main result in this section is the following critical-density estimate.
Theorem 10.1. Let Φ be as in (7.1). There exist geometric constants θ0, ε0 ∈ (0, 1)
such that for every section SR := SΦ(X0, R) with SβsR := SΦ(X0, βsR) ⊂ Q and every
W ∈ S(Q) with LΦW = − trace ((D2Φ)−1D2W ) ≥ 0 pointwise in Q+, the inequalities
Wz,0+(SβsR)R
s ≤ θ0
and
inf
SR
W ≤ 1
imply
µΦ({X ∈ SβsR : W (X) < Ms}) ≥ ε0µΦ(SβsR).
As mentioned in the introduction, due to the degeneracy of D2Φ on the hyperplane
Z0, one cannot directly resort to the proof of Theorem 1 in [5] or the one for Theorem
2 in [30]. In order to address the degeneracy or singularity of D2Φ on the hyperplane
Z0, the proof of Theorem 10.1 will be broken down into three cases according to the
position of the sections of Φ with respect to Z0. These three cases are illustrated in
Figure 1.
In the case of sections intersecting Z0, the L
∞-norm of normal derivatives, in the
sense of (9.1), of super-solutions will play a key role in addressing the degeneracy or
singularity of LΦ.
z
0
Sϕ(p0, R0)× {0} ⊂ Z0
Figure 1. The three cases for a section of Φ (within Q) to be considered
in the proof of Theorem 10.1. When the section intersects Z0, the control
on the size of the normal derivative of a solution, as defined by (9.2),
will counteract the degeneracy or singularity of LΦ at Z0.
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Let us start by stating a version of the Aleksandrov–Bakelman–Pucci maximum
principle on which the cases are built.
10.1. The ABP maximum principle. Recall that given a domain Ω ⊂ RN and
u : Ω→ R, the normal mapping of u at x ∈ Ω, denoted by ∂u(x), is defined as the set
∂u(x) := {p ∈ RN : u(y) ≥ u(x) + 〈p, y − x〉 ∀y ∈ Ω}
and, given E ⊂ Ω,
∂u(E) :=
⋃
x∈E
∂u(x).
Also, let Γu denote the convex envelope of u in Ω and let Cu := {x ∈ Ω : u(x) = Γu(x)}
denote the contact set of u and Γu in Ω. In particular (see [16, pp.13-16]),
(10.2) ∂Γ−u(C−u) = −∂(−u)(C−u).
The next lemma allows to replace diam(Ω) in [16, Theorem 1.4.5] with |Ω|1/N when
Ω is bounded and convex (its proof is a combination of the one for Theorem 1.4.5 from
[16, p.15] and the normalization technique in [5, Section 1]).
Lemma 10.2. Let Ω ⊂ RN be open, convex, bounded and let U ∈ C(Ω) satisfy U ≤ 0
on ∂Ω. Let Γ−U and C−U denote the convex envelope of −U in Ω and the contact set
of −U with Γ−U in Ω, respectively. Then, there exists a dimensional constant CN > 0
such that
max
Ω
U ≤ CN |Ω| 1N |∂(Γ−U)(C−U)| 1N .
We will be using the following consequence of Lemma 10.2.
Corollary 10.3. Let Ω ⊂ RN be open, convex, and bounded. Suppose that H ∈ C(Ω)
satisfies the following conditions
(i) H ≥ 0 on ∂Ω,
(ii) there is an open set Ω′ ⊂ Ω such that H ∈ C2(Ω′) and C−H− ⊂ Ω′, where
H− := max{0,−H}.
Then,
max
Ω
H− ≤ CN |Ω| 1N
(ˆ
C−H−
| detD2H(X)| dX
) 1
N
.
Proof. Lemma 10.2 applied to H− yields
(10.3) max
Ω
H− ≤ CN |Ω| 1N |∂(Γ−H−)(C−H−)| 1N .
By (10.2) with u = H−,
(10.4) ∂(Γ−H−)(C−H−) = −∂(−H−)(C−H−).
Now, for X ∈ C−H− the fact that H− = 0 on ∂Ω yields −H−(X) = H(X) ≤ 0 (with
H(X) < 0 unless H ≡ 0). Let us see that this implies the inclusion
(10.5) ∂(−H−)(C−H−) ⊂ ∂H(C−H−).
Indeed, given X ∈ C−H− and P ∈ ∂(−H−)(X) the definition of normal mapping gives
(10.6) −H−(Y ) ≥ −H−(X) + 〈P, Y −X〉 ∀Y ∈ Ω,
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and since −H−(X) = H(X) and −H−(Y ) ≤ H(Y ) for every Y ∈ Ω, the inequality
(10.6) implies that P ∈ ∂H(X), thus proving (10.5). By combining (10.4) and (10.5),
we have
∂(Γ−H−)(C−H−) ⊂ −∂H(C−H−),
so that, from (10.3),
max
Ω
H− ≤ CN |Ω| 1N |∂H(C−H−)| 1N .
Finally, by the assumptions C−H− ⊂ Ω′ and H ∈ C2(Ω′), the inequality
|∂H(C−H−)| ≤
ˆ
C−H−
| detD2H(X)| dX
follows from the usual formula of change of variables and the proof is complete. 
10.2. The case of sections of Φ away from Z0.
Theorem 10.4. Let Φ be as in (7.1). Let X0 ∈ Rn × R and R > 0 such that
SΦ(X0, 2R) ⊂⊂ Q. Set SR := SΦ(X0, R), S2R := SΦ(X0, 2R) and suppose that
S2R ∩ Z0 = ∅. Then, there exists a geometric constant ε1 ∈ (0, 1) such that for every
W ∈ S(Q) with LΦW = − trace ((D2Φ)−1D2W ) ≥ 0 and W ≥ 0 in S2R, the inequality
(10.7) inf
SR
W ≤ 1
implies
(10.8) µΦ({X ∈ S2R : W (X) < 4}) ≥ ε1µΦ(S2R).
Proof. Introduce the auxiliary function
H(X) := W (X) + 4
(
δΦ(X0, X)
2R
− 1
)
∀X ∈ Rn+1,
where the function
X 7→ δΦ(X0, X) := Φ(X)− Φ(X0)− 〈∇Φ(X0), X −X0〉,
is convex with D2δΦ(X0, ·) = D2Φ. By (10.7), there is X1 ∈ SΦ(X0, R) such that
W (X1) < 1, and then
H(X1) = W (X1) + 4
(
δΦ(X0, X1)
2R
− 1
)
< 1 + 4
(
1
2
− 1
)
= −1.
Now, the ABP maximum principle in Corollary 10.3 applied to the function H− on
the convex set Ω = Ω′ = S2R (notice that H = W ≥ 0 on ∂S2R) yields
1 < H−(X1)n+1 ≤ Cn|S2R|
ˆ
C−H−
| detD2H(X)| dX.
In particular, on the contact set C−H− we have that H is negative, and then
C−H− ⊂ {X ∈ S2R : H(X) < 0} = {X ∈ S2R : W (X) < 4(1− δΦ(X0, X)/2R)}
⊂ {X ∈ S2R : W (X) < 4}.
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Also, D2H ≥ 0 on C−H− so that, recalling that AΦ := (detD2Φ)D2Φ−1 is positive in
S2R, on C−H− we have
0 ≤ detD2H = det(AΦD2H)(detAΦ)−1 ≤
[
trace(AΦD
2H)
n+ 1
]n+1
(detD2Φ)−n
=
[
trace(AΦD
2W ) + 2
R
trace(AΦD
2Φ)
n+ 1
]n+1
(detD2Φ)−n
≤
(
2 detD2Φ
R
)n+1
(detD2Φ)−n =
(
2
R
)n+1
detD2Φ.
Therefore,
1 ≤ Cn|S2R|
(
2
R
)n+1 ˆ
C−H−
detD2Φ(X) dX
≤ Cn|S2R|
(
2
R
)n+1
µΦ({X ∈ S2R : W (X) < 4}).
Then, by recalling the definition of K3 in (7.9),
1 ≤ Cn4
n+1K3
µΦ(S2R)
µΦ({X ∈ S2R : W (X) < 4})
and (10.8) follows with ε1 := (Cn4
n+1K3)
−1. 
10.3. The case of sections of Φ centered at Z0. For each s ∈ (0, 1), set
qs :=
2s(1− s)s
s2s
.
Theorem 10.5. Let Φ be as in (7.1). Let x0 ∈ Rn and R > 0 such that SΦ((x0, 0), 2R) ⊂⊂
Q. Put SR := SΦ((x0, 0), R) and S2R := SΦ((x0, 0), 2R). Suppose that W ∈ S(Q) sat-
isfies LΦW = − trace ((D2Φ)−1D2W ) ≥ 0 and W ≥ 0 pointwise in S2R \ Z0.
Then, there exist geometric constants θ2, ε2 ∈ (0, 1) such that the inequalities
(10.9) Wz,0+(2R)R
s ≤ θ2
and
(10.10) inf
SR
W ≤ 1
imply
(10.11) µΦ({X ∈ S2R : W (X) < 4qs + 8}) ≥ ε2µΦ(S2R).
Proof. Notice that the expression for δΦ in (7.3) and the fact that hs(0) = h
′
s(0) = 0
give
δΦ((x0, 0), X) = ϕ(x)− ϕ(x0)− 〈∇ϕ(x0), x− x0〉+ hs(z) ∀X = (x, z) ∈ Rn+1,
which makes all sections centered at Z0 symmetric with respect with z. Let
(10.12) Qs := 4qsWz,0+(2R)R
s + 8.
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For X = (x, z) ∈ S2R, introduce the auxiliary function H ∈ C(S2R) as
H(X) := W (X)+Qs
(
δΦ((x0, 0), X)
2R
− 1
)
−Wz,0+(2R)|z|− |z|
qsRs
+Wz,0+(2R)qsR
s+1
which makes H symmetric in z as well (that is, H(x, z) = H(x,−z) for every (x, z) ∈
S2R. Now, by the inclusions (7.6),
S2R ⊂ Sϕ(x0, 2R)× Shs(0, 2R)
so that X = (x, z) ∈ S2R implies z ∈ Shs(0, 2R) and then hs(z) ≤ 2R (because
hs(0) = h
′
s(0) = 0). Consequently, from the definition of hs(z), X = (x, z) ∈ S2R
implies
(10.13) |z| ≤ 2
s(1− s)s
s2s
Rs =: qsR
s.
In particular, for X = (x, z) ∈ ∂S2R (where it holds that δΦ((x0, 0), X) = 2R) and
using that W ≥ 0 and
(10.14) −Wz,0+(2R)|z|+Wz,0+(2R)qsRs ≥ 0 and − |z|
qsRs
+ 1 ≥ 0,
we have
H(X) = W (X)−Wz,0+(2R)|z| − |z|
qsRs
+Wz,0+(2R)qsR
s + 1 ≥ 0.
On the other hand, for every (x, 0) ∈ S2R ∩ Z0 (and using h′s(0) = 0 again),
∂H
∂z+
(x, 0) =
∂W
∂z+
(x, 0)−Wz,0+(2R)− 1
qsRs
≤ − 1
qsRs
< 0.
As a consequence, the convex envelope of −H− in S2R cannot touch −H− on Z0;
moreover, the contact set C−H− lies at a positive distance from Z0. Therefore, C−H− ⊂
S2R \Z0. By Corollary 10.3 applied to H with Ω′ = S2R \Z0 and Ω = S2R (notice that
H ∈ C2(S2R \ Z0)) we obtain
(10.15)
(
max
S2R
H−
)n+1
≤ Cn |S2R|
ˆ
C−H−
| detD2H(X)| dX.
For X in the contact set C−H− ⊂ S2R \ Z0 we have
| detD2H(X)| = µΦ(X) detD2Φ(X)−1| detD2H(X)|
≤ µΦ(X)
(
trace(D2Φ(X)−1D2H(X))
n+ 1
)n+1
.
In S2R\Z0 we haveD2H = D2W+Qs2RD2Φ and−LΦ(W ) = trace(D2Φ(X)−1D2W (X)) ≤
0. So that for X ∈ C−H− ⊂ S2R \ Z0,
| detD2H(X)| ≤
(
Qs
2R
)n+1
µΦ(X),
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which combined with (10.15) gives
(10.16)
(
max
S2R
H−
)n+1
≤ Cn
(
Qs
2R
)n+1
|S2R|µΦ(C−H−).
Now, by (10.10), there exists X1 = (x1, z1) ∈ SR such that W (X1) ≤ 1 and then
H(X1)
= W (X1) +Qs
(
δΦ((x0, 0), X1)
2R
− 1
)
−Wz,0+(2R)|z1| − |z1|
qsRs
+Wz,0+(2R)qsR
s + 1
< 1− Qs
2
−Wz,0+(2R)|z1| − |z1|
qsRs
+Wz,0+(2R)qsR
s + 1
< 3 + 2qsWz,0+(2R)R
s − Qs
2
,
where we have used that, from (10.13),
0 ≤ 1− |z1|
qsRs
≤ 1 + |z1|
qsRs
≤ 2
and
0 ≤ Wz,0+(2R)(qsRs − |z1|) ≤ Wz,0+(2R)(qsRs + |z1|) ≤ 2qsWz,0+(2R)Rs.
By the definition of Qs in (10.12) we get 3 + 2qsWz,0+(2R)R
s − Qs
2
= −1 and then
H−(X1) > 1.
Then, from (10.16), the fact that H−(X1) > 1 and (7.9), we deduce
(10.17) µΦ(S2R) ≤ CnK3Qn+1s µΦ(C−H−).
Next, on the contact set we have H ≤ 0, so that by using (10.9) we get (recalling
(10.14))
C−H− ⊂ {X ∈ S2R : H(X) ≤ 0} ⊂ {X ∈ S2R : W (X) ≤ Qs}
⊂ {X ∈ S2R : W (X) ≤ 4qs + 8}.
On the other hand,
Qn+1s = (4qsWz,0+(2R)R
s + 8)n+1 ≤ (4qsθ2 + 8)n+1 ≤ (8qsθ2)n+1 + 16n+1,
so that (10.17) implies
µΦ(S2R) ≤ CnK3(8qsθ2)n+1µΦ(S2R) + CnK316n+1µΦ(C−H−)
and by choosing θ2 ∈ (0, 1) such that CnK3(8qsθ2)n+1 ≤ 1/2, the inequality (10.11)
follows with
ε2 :=
1
2CnK316n+1
.

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10.4. The case of sections of Φ intersecting Z0. When a section SΦ(X0, R), not
necessarily centered somewhere at Rn × Z0, satisfies SΦ(X0, R) ∩ Z0 6= ∅, the first
step will be to relate it to a section centered at Rn × Z0 of comparable height. More
precisely, we have
Lemma 10.6. Given a section SΦ(X0, R) centered at X0 = (x0, z0) with SΦ(X0, R) ∩
Z0 6= ∅, there exists Rr ∈ (R, 2KsR) such that
SΦ(X0, R) ⊂ SΦ((x0, 0), 2Rr) ⊂ SΦ((x0, 0), 4Rr) ⊂ SΦ(X0, βsR/2),
where Ks ≥ 1, depending only on s, is the quasi-triangle constant for hs in (7.4) and
βs, also depending only on s, is as in (10.1).
Proof. Given SΦ(X0, R) with SΦ(X0, R) ∩ Z0 6= ∅, the first inclusion in (7.6) gives
SΦ(X0, R) ⊂ Sϕ(x0, R)× Shs(z0, R).
The fact that SΦ(X0, R) ∩ Z0 6= ∅ implies that the closed interval Shs(z0, R) ⊂ R
contains 0, that is, Shs(z0, R) = (zl, zr) with zl ≤ 0 ≤ zr. Without loss of generality,
let us assume that zr ≥ |zl|. By putting Rr := hs(zr) we have (−zr, zr) = Shs(0, Rr)
(see Figure 2) and then
Shs(z0, R) = (zl, zr) ⊂ (−zr, zr) = Shs(0, Rr).
0
z0 zrzl−zr
Rr := hs(zr)
hs
z
R
Rr
Figure 2. On the inclusion Shs(z0, R) = (zl, zr) ⊂ (−zr, zr) = Shs(0, Rr).
Also, from the quasi-triangle inequality for hs in (7.4) along with δhs(z0, zr) = R and
δhs(z0, 0) ≤ R, we get
(10.18) Rr = δhs(0, zr) ≤ Ks(δhs(z0, zr) + δhs(z0, 0)) ≤ 2KsR,
and, using that R < Rr,
SΦ(X0, R) ⊂ Sϕ(x0, R)× Shs(z0, R) ⊂ Sϕ(x0, Rr)× Shs(0, Rr) ⊂ SΦ((x0, 0), 2Rr).
Next, we claim that
(10.19) Shs(0, 4Rr) ⊂ Shs(z0, Ks(1 + 8Ks)R).
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Indeed, given z′ ∈ Shs(0, 4Rr) and using the triangle inequality (7.9) along with
δhs(z0, 0) ≤ R and (10.18),
δhs(z0, z
′) ≤ Ks(δhs(z0, 0) + δhs(0, z′)) < Ks(R + 4Rr) ≤ Ks(1 + 8Ks)R,
which proves (10.19). Consequently,
SΦ((x0, 0), 4Rr) ⊂ Sϕ(x0, 4Rr)× Shs(0, 4Rr)
⊂ Sϕ(x0, Ks(1 + 8Ks)R)× Shs(z0, Ks(1 + 8Ks)R) ⊂ SΦ(X0, 2Ks(1 + 8Ks)R),
and the lemma is proved. 
Theorem 10.7. Let Φ be as in (7.1) and βs be as in (10.1) (which is the same constant
as in Lemma 10.6). Let X0 ∈ Rn+1 and R > 0 such that SΦ(X0, βsR) ⊂⊂ Q. Put
SR := SΦ(X0, R), SβsR := SΦ(X0, βsR), and suppose that SΦ(X0, 2R) ∩ Z0 6= ∅.
Then, there exist geometric constants θ3, ε3 ∈ (0, 1) such that for every W ∈ S(Q)
with LΦ(W ) = − trace ((D2Φ)−1D2W ) ≥ 0 and W ≥ 0 in SβsR \ Z0 the inequalities
(10.20) Wz,0+(βsR)R
s ≤ θ3
and
(10.21) inf
SR
W ≤ 1
imply
(10.22) µΦ({X ∈ SβsR : W (X) < 4qs + 8}) ≥ ε3µΦ(SβsR).
Proof. Let us take θ3 := (8Ks)
−sθ2 with θ2 ∈ (0, 1) as in Theorem 10.5. By Lemma
10.6 used with 2R and setting R̂ := (2R)r ∈ (2R, 4KsR), we have
(10.23) SΦ(X0, 2R) ⊂ SΦ((x0, 0), 2R̂) ⊂ SΦ((x0, 0), 4R̂) ⊂ SΦ(X0, βsR),
since, by definition, βs := 4Ks(1 + 8Ks). In particular, by hypothesis (10.20) and the
definition of θ3,
(10.24) Wz,0+(4R̂)(2R̂)
s ≤ Wz,0+(βsR)(8KsR)s ≤ (8Ks)sθ3 = θ2.
Now, inequality (10.21) and the first inclusion in (10.23) imply that inf
SΦ((x0,0),2R̂)
W ≤
1, which combined with (10.24) allows us to use Theorem 10.5 with the sections
SΦ((x0, 0), 2R̂) and SΦ((x0, 0), 4R̂) to obtain
(10.25) µΦ({X ∈ SΦ((x0, 0), 4R̂) : W (X) < 4qs + 8}) ≥ ε2µΦ(SΦ((x0, 0), 4R̂)).
By the doubling property (7.8) and the first inclusion in (10.23) we get
(10.26) µΦ(SΦ(X0, βsR)) ≤ KdβνsµΦ(SΦ(X0, R)) ≤ KdβνsµΦ(SΦ((x0, 0), 4R̂)),
and then (10.22) follows, with ε3 := ε2(Kdβ
ν
s )
−1, from (10.25), (10.26), and the last
inclusion in (10.23). 
10.5. Proof of Theorem 10.1. The proof follows, with the geometric constants θ0 :=
θ3 and ε0 := ε3, from Theorems 10.4 and 10.7, and the fact that βs > 2 and Ms > 4. 
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11. Local boundedness
Let us define
βK := max{K, βs},
where K is as in (7.5) and βs is as in (10.1). With the critical-density estimate from
Theorem 10.1 at hand, we can deduce the following local-boundedness results.
Lemma 11.1. Let Φ be as in (7.1). There exist geometric constants N1, N2, N3 >
0 such that for every X0 ∈ Rn+1 and R > 0 with SΦ(X0, βKR) ⊂⊂ Q and every
W ∈ S(Q) with LΦW = − trace ((D2Φ)−1D2W ) ≤ 0 and W ≥ 0 pointwise in Q+ the
inequalities
RsWz,0+(SΦ(X0, βsR)) ≤ N1 and
 
SΦ(X0,2KR)
W dµΦ ≤ N2
imply
sup
SΦ(X0,R/2)
W ≤ N3.
Theorem 11.2. Let Φ be as in (7.1). There exist geometric constants N4, N5 > 0 such
that for every X0 ∈ Rn+1 and R > 0 with SΦ(X0, βKR) ⊂⊂ Q and every W ∈ S(Q)
with LΦW = − trace ((D2Φ)−1D2W ) ≤ 0 and W ≥ 0 pointwise in Q+ we have
sup
SΦ(X0,R/2)
W ≤ N4
 
SΦ(X0,2KR)
W dµΦ +N5R
sWz,0+(SΦ(X0, βsR)).
Theorem 11.3. Let Φ be as in (7.1). Then there are geometric constants κ ∈ (0, 1)
and K4 ≥ K such that for every q > 0 there exist constants C1,q, C2,q > 0, depending
only on geometric constants and q, such that for every section SΦ(X0, K4R) ⊂⊂ Q and
every W ∈ S(Q) with LΦW = − trace ((D2Φ)−1D2W ) ≤ 0 and W ≥ 0 pointwise in
Q+, we have
sup
SΦ(X0,κR)
W ≤ C1,q
  
SΦ(X0,R)
W q dµΦ

1/q
+ C2,qR
sWz,0+(SΦ(X0, K4R)).
About the proofs. The proof of Lemma 11.1 follows as the proof of Lemma 6 in [30].
Essentially, the only modification is to have the expression
t
µϕ(Sϕ(z, t))1/n
‖f‖Ln(Sϕ(z,2Kt), dµϕ
(in the proof of [30, Lemma 6]) replaced with Wz,0+(SβsR)R
s (and, of course, replacing
the function ϕ with Φ). A key point in the proof is that the sub-solution be locally
bounded, which is the case in Lemma 11.1 since W ∈ S(Q).
Similarly, Theorem 11.2 follows from Lemma 11.1 as in the proof of Theorem 3 on
[30, p.2004] and Theorem 11.3 follows from Theorem 11.2 as in the proof of Theorem
7 on [30, pp.2005-8]. 
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12. An arbitrarily sensitive critical-density estimate
By relying on the divergence-form side of the linearized Monge–Ampe`re operator,
in this section we extend Theorem 10.1 by proving that every ε ∈ (0, 1) can work as a
critical-density parameter (see Theorem 12.2 and Corollary 12.3 below).
All a.e. statements are referred to Lebesgue measure, which is equivalent to a.e.
with respect to µΦ due the hypothesis ϕ ∈ C3(Rn) with D2ϕ > 0 in Rn and the fact
that µhs(z) = |z|1/s−2.
Lemma 12.1. Let Φ be as in (7.1). Fix a section SΦ(X0, 2R) and suppose that H ∈
C(SΦ(X0, 2R)) satisfies the following conditions:
(i) D2H exists a.e. in SΦ(X0, 2R),
(ii) LΦ(H) = − trace ((D2Φ)−1D2H) ≥ 0 a.e. in SΦ(X0, 2R),
(iii) there exists τ > 0 such that H(X) ≥ τ for every X ∈ SΦ(X0, 2R),
(iv) ∇ΦH ∈ L2(SΦ(X0, 2R), dµΦ), that is,
(12.1)
ˆ
SΦ(X0,2R)
〈AΦ∇H,∇H〉 dX <∞.
Then,
(12.2)
 
SΦ(X0,R)
|∇Φ logH|2 dµΦ ≤ 32(n+ 2)K
2
d
R
,
where Kd > 1 is the doubling constant from (7.7).
Proof. Multiply the inequality LΦ(H) ≥ 0 by µΦ to obtain, a.e. in SΦ(X0, 2R),
(12.3) 0 ≥ µΦ trace((D2Φ)−1D2H) = trace(AΦD2H) = div(AΦ∇H).
For γ ∈ C1(R), supported in [−2, 2], with γ ≡ 1 on [0, 1] and ‖γ′‖L∞(R) ≤ 2 define
ζ(X) := γ
(
δΦ(X0, X)
R
)
∀X ∈ RN .
Now multiply (12.3) by ζ2/H and integrate by parts on SΦ(X0, 2R) to obtainˆ
SΦ(X0,2R)
ζ2
H2
〈AΦ∇H,∇H〉 dX ≤
ˆ
SΦ(X0,2R)
2ζ
H
〈AΦ∇H,∇ζ〉 dX.
From Young’s inequality,ˆ
SΦ(X0,2R)
2ζ
H
〈AΦ∇H,∇ζ〉 dX
≤ 1
2
ˆ
SΦ(X0,2R)
ζ2
H2
〈AΦ∇H,∇H〉 dX + 2
ˆ
SΦ(X0,2R)
〈AΦ∇ζ,∇ζ〉 dX.
Hence, ˆ
SΦ(X0,2R)
ζ2
H2
〈AΦ∇H,∇H〉 dX ≤ 4
ˆ
SΦ(X0,2R)
〈AΦ∇ζ,∇ζ〉 dX,
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where we have used that ζ2 ≤ 1, 0 < τ ≤ H, and (12.1) to guarantee thatˆ
SΦ(X0,2R)
ζ2
H2
〈AΦ∇H,∇H〉 dX <∞.
On the other hand, since
∇ζ(X) = 1
R
γ′
(
δΦ(X0, X)
R
)
(∇Φ(X)−∇Φ(X0))
we get ˆ
SΦ(X0,2R)
〈AΦ∇ζ,∇ζ〉 dX
≤ 4
R2
ˆ
SΦ(X0,2R)
〈AΦ(X)(∇Φ(X)−∇Φ(X0)), (∇Φ(X)−∇Φ(X0)) dX
≤ 8(n+ 2)Kd
R
µΦ(SΦ(X0, 2R)),
where for the last inequality we used the energy estimate (7.12). Therefore,ˆ
SΦ(X0,R)
|∇Φ logH|2 dµΦ =
ˆ
SΦ(X0,R)
1
H2
〈AΦ∇H,∇H〉 dX
≤
ˆ
SΦ(X0,2R)
ζ2
H2
〈AΦ∇H,∇H〉 dX ≤ 32(n+ 2)Kd
R
µΦ(SΦ(X0, 2R)),
and (12.2) follows from the doubling property (7.7). 
Theorem 12.2. Let Φ be as in (7.1). Fix W ∈ S(Q) with W ≥ 0 and LΦW =
− trace ((D2Φ)−1D2W ) ≥ 0 in Q+. Fix X0 ∈ Rn+1 and R > 0 with SΦ(X0, K4R) ⊂⊂
Q and put S := SΦ(X0, R).
Then, given ε, τ ∈ (0, 1), the inequalities
(12.4) Wz,0+(SK4R)R
s ≤ τ
and
(12.5) µΦ({X ∈ S : W (X) ≥ 1− τ}) ≥ εµΦ(S)
imply that
(12.6) inf
SΦ(X0,κR)
W + τ ≥ e−C0(ε),
where κ ∈ (0, 1) and K4 > 1 are the geometric constants from Theorem 11.3 and
(12.7) C0(ε) := C1,1KPKd
(
1 +
1
ε
)√
32(n+ 2)
K2
+ C2,1,
where KP , K2 > 0 are the geometric constants from the weak Poincare´ inequality (8.1)
and C1,1, C2,1 > 0 are the geometric constants from Theorem 11.3 corresponding to
q = 1.
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Proof. For τ ∈ (0, 1) define the function `τ : [0,∞)→ [0,∞) as
`τ (t) :=
 −
1
τ
(t− τ)− log(τ) if 0 < t < τ,
− log(t) if τ ≤ t < 1,
0 if 1 ≤ t,
which is a convex, Lipschitz function with `′τ ≤ 0 and ‖`′τ‖L∞[0,∞) ≤ 1/τ , and put
(12.8) G(X) := `τ (W (X) + τ) ∀X ∈ SΦ(X0, K4R).
Let {`τ,}∈(0,1) be a smooth approximation of `τ such that
(12.9) `′′τ, ≥ 0, `′τ, ≤ 0, ‖`′τ,‖L∞[0,∞) ≤ 1/τ ∀ ∈ (0, 1)
and introduce
G()(X) := `τ,(W (X) + τ) ∀X ∈ Q.
Let us see that G() ∈ S(Q) for every  ∈ (0, 1) by checking the conditions (i)-(iv) from
the definition of S(Q) in Section 9. Conditions (i) and (ii) are immediate. Condition
(iii) follows from
∇ΦG() = `′τ,(W (X) + τ)∇ΦW (X) ∀X ∈ Q
and the fact that ‖`′τ,‖L∞[0,∞) ≤ 1/τ , uniformly in  ∈ (0, 1). Similarly, condition (iv),
follows from
G()z = `
′
τ,(W (X) + τ)Wz(X) ∀X ∈ Q.
Consequently, G() ∈ S(Q) for every  ∈ (0, 1).
On the other hand,
D2G() = `′′τ,(W + τ)(∇W ⊗∇W ) + `′τ,(W + τ)D2W in Q+
and then, always in Q+,
−LΦ(G()) = trace((D2Φ)−1D2G())
= `′′τ,(W + τ)〈(D2Φ)−1∇W,∇W 〉+ `′τ,(W + τ) trace((D2Φ)−1D2W )
≥ `′τ,(W + τ) trace((D2Φ)−1D2W ) ≥ 0.
That is, G() ∈ S(Q) satisfies LΦ(G()) ≤ 0 and G() ≥ 0 in Q+. By Theorem 11.3
applied to G() with q = 1 we have
(12.10) sup
SΦ(X0,κR)
G() ≤ C1,1
 
SΦ(X0,R)
G() dµΦ + C2,1G
()
z,0+(SK4R)R
s.
And, by (12.9) and (12.4),
G
()
z,0+(SK4R)R
s ≤ 1
τ
Wz,0+(SK4R)R
s ≤ 1, ∀ ∈ (0, 1),
and then, by taking limits as → 0 in (12.10), it follows that
sup
SΦ(X0,κR)
G ≤ C1,1
 
SΦ(X0,R)
GdµΦ + C2,1.
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Now, since
{X ∈ S : W (X) ≥ 1− τ} = {X ∈ S : W (X) + τ ≥ 1} = {X ∈ S : G(X) = 0},
the hypothesis (12.5) says that µΦ({X ∈ S : G(X) = 0}) ≥ εµΦ(S) and, by Corollary
8.2,
 
SΦ(X0,R)
GdµΦ ≤ KP (1 + 1ε)R1/2
  
SΦ(X0,K2R)
|∇ΦG|2 dµΦ

1/2
= KP (1 +
1
ε
)R1/2
  
SΦ(X0,K2R)
|∇Φ log(W + τ)|2 dµΦ

1/2
.
At this point we use Lemma 12.1 with H := W + τ in the section SΦ(X0, K2R) to get
 
SΦ(X0,R)
GdµΦ ≤ KPKd
(
1 +
1
ε
)√
32(n+ 2)
K2
and then
(12.11) sup
SΦ(X0,κR)
G ≤ C1,1KPKd
(
1 +
1
ε
)√
32(n+ 2)
K2
+ C2,1 =: C0(ε).
By the definition of G in (12.8), we have
(12.12) sup
SΦ(X0,κR)
G = `τ
(
inf
SΦ(X0,κR)
W + τ
)
and (12.6) follows from (12.11) and (12.12). 
Corollary 12.3. Let Φ be as in (7.1). Fix W ∈ S(Q) with W ≥ 0 and LΦW =
− trace ((D2Φ)−1D2W ) ≥ 0 in Q+. Fix X0 ∈ Rn+1 and R > 0 with SΦ(X0, K4R) ⊂⊂
Q and put S := SΦ(X0, R). Then, for every ε ∈ (0, 1) there exists τ ∈ (0, 1), depending
only on ε and geometric constants, such that the inequalities
Wz,0+(SΦ(X0, K4R))R
s ≤ τ
1− τ
and
(12.13) µΦ({X ∈ S : W (X) ≥ 1}) ≥ εµΦ(S)
imply that
inf
SΦ(X0,κR)
W ≥ τ
1− τ ,
where κ ∈ (0, 1) is the geometric constant from Theorem 11.3.
Proof. Given ε ∈ (0, 1) let τ ∈ (0, 1) be defined by
(12.14) 2τ := e−C0(ε)
and apply Theorem 12.2 to Wτ := (1− τ)W . 
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13. The weak-Harnack inequality
In this section we prove a weak-Harnack inequality for nonnegative super-solutions
in S(Q) (see Theorem 13.2). The proof relies on establishing a “non-homogeneous”
version of Theorem 7.1 in [20]. Towards that end, we next adapt a result known as the
“crawling ink spots lemma” to the elliptic Monge–Ampe`re context. The “crawling ink
spots lemma” has been developed by Krylov-Safonov in [21, Section 2]; the lemmas in
[21, Section 2] correspond to the parabolic case; see [36, Lemma 1.1] for the elliptic
case in Rn, and [20, Lemma 7.2], for instance, for a version in doubling metric spaces).
Lemma 13.1. Let Φ be as in (7.1). Fix any K0 > K(2K + 1), where K ≥ 1 is
the quasi-triangle constant from (7.5). Given a section S := SΦ(X0, R), a measurable
subset E ⊂ S, and δ ∈ (0, 1) define the open set
Eδ :=
⋃
0<ρ<K0R
{SΦ(X, ρ) ∩ S : X ∈ S and µΦ(E ∩ SΦ(X, ρ)) > δµϕ(SΦ(X, ρ))}.
Then either Eδ = S or
(13.1) µΦ(E) ≤ δKdKν0 µΦ(Eδ),
where ν ≥ 1 is as in (7.8).
Proof. The proof follows as the one for [20, Lemma 7.2] by means of Vitali’s cover-
ing lemma for Monge–Ampe`re sections. In turn, Vitali’s covering lemma for Monge–
Ampe`re sections follows as in the proof of Theorem 1.2 in [9, p.69] for general spaces
of homogeneous type. In the Monge–Ampe`re case, the dilation constant in Vitali’s
lemma can be any K0 with K0 > 2K
2 +K. 
Theorem 13.2. Let Φ be as in (7.1). There exist geometric constants σ ∈ (0, 1) and
K6, K7 > 1 such that for every W ∈ S(Q) with LΦW = − trace ((D2Φ)−1D2W ) ≥ 0
and W ≥ 0 in Q+ and every (X0, R) ∈ Rn+1 × (0,∞) with SΦ(X0, K7R) ⊂⊂ Q, we
have ( 
SΦ(X0,R)
W (X)σµΦ(X)
) 1
σ
≤ K6
(
inf
SΦ(X0,κR)
W +RsWz,0+(SΦ(X0, K7R))
)
,(13.2)
where κ ∈ (0, 1) is the geometric constant from Theorem 11.3.
Proof. Let us start by defining K7 > 1 as
(13.3) K7 := K(K4K0 + κ),
with K4 ≥ K being the geometric constant from Theorem 11.3. Let us fix δ ∈ (0, 1)
such that
(13.4) δ0 := δKdK
ν
0 < 1,
where KdK
ν
0 is the product of geometric constants from (13.1) in Lemma 13.1, and for
δ0 as in (13.4) choose ε ∈ (0, 1) such that
(13.5) ε :=
δκν
Kd
< δ0.
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With this choice of ε, and recalling the definition of C0(ε) in (12.7), define τ ∈ (0, 1) by
means of (12.14) and put λ := τ/(1− τ) ∈ (0, 1), which makes τ , δ0, and λ geometric
constants.
For t > 0 and i ∈ N0 set
At,i := {X ∈ SΦ(X0, κR) : W (X) ≥ tλi}
and let j = j(t) ∈ N satisfy
(13.6) δj0 ≤
µΦ(At,0)
µΦ(SΦ(X0, R))
≤ δj−10 ,
which yields
(13.7)
(
µΦ(At,0)
µΦ(SΦ(X0, R))
)γ
≤ λj−1
where
γ :=
log λ
log δ0
is a geometric constant. We will show that
(13.8) tλj−1 ≤ K8
(
inf
SΦ(X0,κR)
W +RsWz,0+(SΦ(X0, K7R))
)
,
where K8 > 1 is the geometric constant defined as
(13.9) K8 := K
s
0λ
−1.
Indeed, given i ∈ {1, . . . , j} we consider two cases: when
(13.10) Ks0R
sWz,0+(SΦ(X0, K7R)) > tλ
i
and when
(13.11) Ks0R
sWz,0+(SΦ(X0, K7R)) ≤ tλi.
If (13.10) holds true for some i ∈ {1, . . . , j}, then (13.8) is immediate from the defini-
tion of K8 in (13.9) and the fact that λ ∈ (0, 1) and i ∈ {1, . . . , j} imply λi ≥ λj.
Suppose then that (13.11) holds true for every i ∈ {1, . . . , j}. We will prove (13.8)
by repeatedly applying Corollary 12.3 and Lemma 13.1.
If for some X ∈ SΦ(X0, κR) and ρ ∈ (0, κK0R) we have
µΦ(At,i−1 ∩ SΦ(X, ρ)) > δµΦ(SΦ(X, ρ)),
(with δ as in (13.4)) by the doubling property (7.8) (and recalling that κ ∈ (0, 1)) it
follows that
µΦ({Y ∈ SΦ(X, ρ/κ) : W (Y )
tλi−1
≥ 1}) ≥ µΦ(At,i−1 ∩ SΦ(X, ρ)) > δµΦ(SΦ(X, ρ))
≥ δκ
ν
Kd
µΦ(SΦ(X, ρ/κ)) = εµΦ(SΦ(X, ρ/κ)),
where for the last equality we used the definition of ε in (13.5). Next, let us see that
ρ ∈ (0, κK0R) and X ∈ SΦ(X0, κR) imply the inclusion
(13.12) SΦ(X,K4ρ/κ) ⊂ SΦ(X0, K7R).
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Indeed, given Y ∈ SΦ(X,K4ρ/κ), by the K-quasi-triangle inequality (7.5)
δΦ(X0, Y ) ≤ K(δΦ(X, Y ) + δΦ(X0, X)) < K
(
K4 ρ
κ
+ κR
)
≤ K (K4K0R + κR) = K7R,
where for the last equality we used the definition of K7 in (13.3). Now, from the fact
that ρ/κ < K0R, the inclusion (13.12), and the hypothesis (13.11), we get
(ρ/κ)sWz,0+(SΦ(X,K4ρ/κ)) ≤ Ks0RsWz,0+(SΦ(X0, K7R)) ≤ tλi = tλi−1
τ
1− τ .
Then, Corollary 12.3 applied to W (X)
tλi−1 on the section SΦ(X, ρ/κ) with ε as in (13.5)
yields
inf
SΦ(X,ρ)
W ≥ tλi
and, consequently, SΦ(X0, κR)∩SΦ(X, ρ) ⊂ At,i. By Lemma 13.1 applied to the section
SΦ(X0, κR) and the set E := At,i−1 it follows that either At,i−1 = SΦ(X0, κR) or
(13.13)
1
δ0
µΦ(At,i−1) ≤ µΦ(Eδ) ≤ µΦ(At,i),
where δ0 ∈ (0, 1) is as in (13.4). Now, if At,i−1 = SΦ(X0, κR) for some i ∈ {1, . . . , j},
then (due to the inclusion At,i−1 ⊂ At,j−1) we have At,j−1 = SΦ(X0, κR), which means
inf
SΦ(X0,κR)
V ≥ tλj−1,
and the inequality (13.8) follows. Hence, we can assume that (13.13) holds for every
i ∈ {1, . . . , j} and then write
µΦ(At,j−1) ≥ 1
δ0
µΦ(At,j−2) ≥ · · · ≥ µΦ(At,0)
δj−10
≥ δ0 µΦ(SΦ(X0, κR),
where for the last inequality we used the definition of j in (13.6). In particular,
µΦ({X ∈ SΦ(X0, κR) : W (X) ≥ tλj−1}) = µΦ(At,j−1) ≥ δ0 µΦ(SΦ(X0, κR)
> εµΦ(SΦ(X0, κR))
and, using that κ < K0 and κK4 < K7, by (13.11) applied with i = j, we obtain
(κR)sWz,0+(SΦ(X0, κK4R)) ≤ Ks0RsWz,0+(SΦ(X0, K7R)) < tλj = tλj
τ
1− τ ,
so that Corollary 12.3 applied to W (X)
tλj−1 on the section SΦ(X0, κR) with ε as in (13.5)
yields
inf
SΦ(X0,κR)
W ≥ tλj
and (13.8) follows. Now, by setting ξ := K8( inf
SΦ(X0,κR)
W + RsWz,0+(SΦ(X0, K7R))),
from (13.7) and (13.8) we obtain
µΦ({X ∈ SΦ(X0, κR) : W (X) ≥ t}) = µΦ(At,0) ≤
(
ξ
t
) 1
γ
∀t > 0
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and then, for any σ ∈ (0, 1/γ), 
SΦ(X0,κR)
W (X)σ dµΦ(X)
≤ σ
ˆ ξ
0
tσ−1 dt+
σ
µΦ(SΦ(X0, κR))
ˆ ∞
ξ
tσ−1µΦ(At,0) dt ≤
(
γ
1− σγ + 1
)
ξσ,
which proves (13.2) with K6 :=
(
γ
1−σγ + 1
)1/σ
K8. 
14. Proofs of Theorems 1.3 and 1.6
We are now position to prove Theorems 1.3 and 1.6. Let us start with
Proof of Theorem 1.6. By Theorem 13.2 applied to W ∈ S(Q), we get( 
SΦ(X0,R)
W (X)σµΦ(X)
) 1
σ
≤ K6
(
inf
SΦ(X0,κR)
W +RsWz,0+(SΦ(X0, K7R))
)
.
Now, by Theorem 11.3 applied to W with q = σ,
sup
SΦ(X0,κR)
W ≤ C1,σ
  
SΦ(X0,R)
W (X)σ dµΦ(X)

1
σ
+ C2,σR
sWz,0+(SΦ(X0, K4R)),
and notice that, from (13.3), we have K4 ≤ K7. Hence, the Harnack inequality (1.12)
follows with C˜H := C1,σK6 + C2,σ.
Next, for 0 < r < R, consider the functions
M(r) := sup
SΦ(X0,r)
W and m(r) := inf
SΦ(X0,r)
W.
A standard argument (see for instance [14, Section 8.9]) implies the existence of geo-
metric constants % ∈ (0, 1) and K11 > 0 such that
(14.1) M(r)−m(r) ≤ K11r%
(
sup
SΦ(X0,R)
W +RsWz,0+(SΦ(X0, K4R)
)
, ∀r ∈ (0, R),
which, in turn, implies (1.13). 
Proof of Theorem 1.3. Given a section S0 := Sϕ(p0, R0), f ∈ C0(S0), and a nonnega-
tive v ∈ DomS0(Lϕ) solution to Lsϕv = f in S0, let V be the solution to the extension
problem (2.8). In particular, we have V ∈ C0(Q) and limz→0+ V (x, z) = v(x) uniformly
in S0.
Now, let us setK9 := 2K7 so that given a section S := Sϕ(x0, R) with Sϕ(x0, K9R) ⊂⊂
S0, by the first inclusion in (7.6) we get
SΦ((x0, 0), 2K7R) ⊂ Sϕ(x0, 2K7R)× Shs(0, 2K7R)
= Sϕ(x0, K9R)× Shs(0, K9R) ⊂⊂ S0 × R = Q,
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and then the Harnack inequality (1.12) for V˜ on the section SΦ((x0, 0), 2R) gives
(14.2) sup
SΦ((x0,0),2κR)
V˜ ≤ C˜H
(
inf
SΦ((x0,0),2κR)
V˜ +RsV˜z,0+(SΦ((x0, 0), 2K7R))
)
.
On the other hand, the second inclusion in (7.6) yields
Sϕ(x0, κR)× {0} ⊂ Sϕ(x0, κR)× Shs(0, κR) ⊂ SΦ((x0, 0), 2κR)
and, since V˜ (x, 0) = V (x, 0) = v(x) for every x ∈ S0, it follows that
sup
Sϕ(x0,κR)
v = sup
Sϕ(x0,κR)
V˜ (·, 0) ≤ sup
SΦ((x0,0),2κR)
V˜
as well as
inf
SΦ((x0,0),2κR)
V˜ ≤ inf
Sϕ(x0,κR)
V˜ (·, 0) = inf
Sϕ(x0,κR)
v,
which, along with (14.2) implies
(14.3) sup
Sϕ(x0,κR)
v ≤ C˜H
(
inf
Sϕ(x0,κR)
v +RsV˜z,0+(SΦ((x0, 0), 2K7R))
)
.
But, by the inclusion SΦ((x0, 0), 2K7R) ⊂ Sϕ(x0, 2K7R)× Shs(0, 2K7R), we have
SΦ((x0, 0), 2K7R) ∩ Z0 ⊂ Sϕ(x0, 2K7R)× {0},
so that from the definition of V˜z,0+(SΦ((x0, 0), 2K7R)) in (9.2) and the limit in (2.9),
we get
(14.4) V˜z,0+(SΦ((x0, 0), 2K7R)) ≤ ds‖Lsϕv‖L∞(Sϕ(x0,2K7R)).
Then, the Harnack inequality (1.7) follows from (14.3) and (14.4) with K9 := 2K7 and
CH := dsC˜H .
Also by a restriction argument, the Monge–Ampe`re Ho¨lder estimate (1.8) follows
from (1.13) applied to V˜ and then restricting to Z0. Notice that in principle we cannot
prove (1.8) directly from the Harnack inequality (1.7), as we did to go from (1.12) to
(1.13) via (14.1). This is due to the fact that if v ∈ DomS(Lϕ) and C ∈ R \ {0}, then
it is not true that v − C ∈ DomS(Lϕ) because v − C does not vanish on ∂S. 
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