A classical theorem of Koksma states that for Lebesgue almost every x > 1 the sequence (x n ) ∞ n=1 is uniformly distributed modulo one. In the present paper we extend Koksma's theorem to the pair correlation setting. More precisely, we show that for Lebesgue almost every x > 1 the pair correlations of the fractional parts of (x n ) ∞ n=1 are asymptotically Poissonian. The proof is based on a martingale approximation method.
Introduction
Let (x n ) ∞ n=1 be a sequence of real numbers in the unit interval. We say that (x n ) ∞ n=1 has Poissonian pair correlations if for every s > 0:
Here and throughout · denotes the distance to the nearest integer, and {·} denotes the fractional part. It can be shown that if (y n ) is a sequence whose entries are chosen from [0, 1] independently and with respect to the uniform probability measure, then almost surely (y n ) has Poissonian pair correlations. Accordingly, one can view the property of having Poissonian pair correlations as an indication of the "random" behaviour of a sequence modulo one. Part of the motivation behind studying whether a sequence has Poissonian pair correlations comes from a connection with quantum physics. The Berry-Tabor conjecture states that the discrete energy spectrum of a quantum system has Poissonian pair correlations except for in certain degenerate cases. See [22] for the background in theoretical physics. For some special quantum systems it can be shown that there exists α ∈ R, and a sequence of positive integers (a n ), such that the local distribution properties of the discrete energy spectrum of the system agree with those of the sequence ({a n α}). This connection lead to several important works of Rudnick, Sarnak, and Zaharescu [27, 28, 29] . Interestingly the sequence (nα) does not have Poissonian pair correlations for any α ∈ R. This can be viewed as a consequence of the three gap theorem. See [21] for details.
From a number-theoretic perspective it is an interesting and challenging problem to determine whether a sequence (x n ) has Poissonian pair correlations or not. However, there exist only very few positive results in this direction. For example, it is conjectured that ({n 2 α}) has Poissonian pair correlations, provided that α cannot be approximated very well by rationals. There are partial results in this direction (see [16, 31] ), but it seems that the full conjecture is wide out of reach. In contrast, the situation is relatively wellunderstood from a metric point of view. Let (a n ) be a sequence of distinct positive integers. Then for Lebesgue almost every α the sequence ({a n α}) has Poissonian pair correlations, unless the so-called additive energy of the sequence (a n ) is exceptionally large. See [3] and [9] .
In this paper we are interested in the distribution of fractional parts of sequences of the form (x n ), for x > 1. The study of this family of sequences dates back to work of Hardy [15] who proved that if x is an algebraic number, then lim n→∞ x n = 0 if and only if x is a Pisot number. This result was obtained independently by Pisot in [25] . Pisot had proved in an earlier work [26] that there are at most countably many x > 1 satisfying lim n→∞ x n = 0 . Determining whether there exists transcendental x > 1 satisfying lim n→∞ x n = 0 is still an important open problem. The first metric results on the distribution of the sequence (x n ) were due to Koksma. In [18] he proved that for Lebesgue almost every x > 1 the sequence (x n ) is uniformly distributed modulo one. Strikingly, despite Koksma's general metric result, not a single individual number x is known for which (x n ) indeed is uniformly distributed mod one. In [19] , Koksma proved that for any sequence of real numbers (y n ), under suitable monotonicity conditions on the sequence (ǫ n ), the set {x > 1 : x n − y n ≤ ǫ n for infinitely many n ∈ N} has zero or full Lebesgue measure depending on whether ∞ n=1 ǫ n diverged or converged. The monotonicity assumptions on (ǫ n ) were later removed in [4] where a more quantitative version of this theorem was proved. For some more recent work on the distribution of the sequence (x n ) we refer the reader to [1, 4, 5, 11, 12, 13, 17] , as well as to [10, Chapters 2 and 3], and the references therein.
In [4] the second author asked the question:
Question 1.1. Is it true that for Lebesgue almost every x > 1 the sequence ({x n }) ∞ n=1 has Poissonian pair correlations?
The second author was unable to answer this question. Instead he proved via a second moment argument that if (d n ) ∞ n=1 is a sequence of integers that satisfies a certain growth condition, then for Lebesgue almost every x > 1 the sequence ({x dn }) ∞ n=1 has Poissonian pair correlations. For example one can take (d n ) to be (n k ) ∞ n=1 for any k ≥ 2. In this paper we obtain a positive answer to the question above. In particular we prove the following theorem. It is known that having Poissonian pair correlations is a stronger property than being equidistributed; see for example [2, 14] . Thus our theorem is indeed an extension of Koksma's theorem.
We give a brief heuristic for the theorem, and outline the strategy of proof. Let us first consider a so-called lacunary sequence of integers (a n ), that is, a sequence of at least exponential growth. It is a classical observation that in this case the functions ({a n α}) exhibit properties which are typical for sequences of independent, identically distributed (i.i.d.) random variables. In the context of pair correlations, Rudnick and Zaharescu [30] proved that for a lacunary sequence (a n ), the pair correlations of ({a n α}) are Poissonian for Lebesgue almost every α. Actually, their results go far beyond pair correlations: they could show that for generic α also the triple correlations and all other higher correlations coincide with the Poissonian model, which implies that the distribution of the level spacings (nearest-neighbour spacings) is asymptotically exponential (exactly as the distribution of spacings in the Poisson process -this is the source of the term "Poissonian"). The reason for this "pseudo-random" behaviour of the sequence ({a n α}) is the oscillatory nature with quickly growing frequencies of these functions (which is exploited in the proof in [30] by reducing the problem to the counting of the number of solutions of certain Diophantine equations). In a similar way, the sequence of functions ({x n }) exhibits oscillatory and "pseudo-random" behaviour; Donald Knuth mentions such sequences in his celebrated The art of computer programming as examples of sequences exhibiting a high degree of pseudorandomness, and stated a conjecture on their statistical properties which was solved by Niederreiter and Tichy [23] . From a technical perspective, sequences of the form ({x n }) are significantly more difficult to handle than lacunary sequences, since they are lacking the simple "homogeneous" nature of lacunary sequences, which by orthogonality of the trigonometric system allows the reduction of moment estimates to a simple counting of solutions of Diophantine equations. To overcome these problems, in the present paper we set up a martingale approximation machinery to prove Theorem 1.2, which makes direct use of the oscillatory nature of the sequence ({x n }). This martingale method was introduced in metric number theory for problems concerning lacunary trigonometric sequences independently by Berkes [6, 7] and Philipp and Stout [24] . In the context of pair correlation problems (for the case of lacunary sequences), it was used by Berkes, Philipp and Tichy in [8] . Roughly speaking, the functional principle of the method is the observation that when we have two oscillating functions, where the frequency of oscillation of the second function is much higher than that of the first, then we can closely approximate the first function by a step function such that the second function still quickly oscillates on the intervals where the step function is constant -or, in probabilistic language, the conditional expectation of the second function is essentially independent of the sigma-field under which the discretization of the first function is measurable. This allows to approximate the whole structure by a martingale, and it is known from probability theory that in many respects martingales show the same distributional behaviour as sums of independent random variables. The martingale approximation is technically involved, which prevented us from addressing the case of triple or higher correlations. However, we believe that these correlations should also follow the Poissonian model, for Lebesgue almost every α. ] directly it is more convenient to study a suitable smooth approximation. Most of this paper will be concerned with proving the following theorem which considers such approximations.
is a sequence of differentiable functions satisfying:
Once Theorem 1.4 is established Theorem 1.2 will follow almost immediately.
1.1. Structure of the paper and notational conventions. In Section 2 we prove Theorem 1.4. In Section 3 we prove Theorem 1.2. Throughout this paper we will use the standard big O notation. That is we say X = O(Y ) if there exists C > 0 such that |X| ≤ CY . We will use L(·) to denote the Lebesgue measure.
Proof of Theorem 1.4
We now proceed with our proof of Theorem 1.4. Throughout this section the parameter s > 0 will be fixed and (F N ) ∞ N =1 will be a sequence of functions satisfying the hypothesis of Theorem 1.4. We also choose a number A > 1 arbitrarily, and keep its value fixed throughout this section. Since A and s are considered to be fixed, in our proof we will suppress the dependence of the implied O constants on A and s.
For each N ∈ N let
It will be technically more convenient to study the typical behaviour of
By our underlying assumptions we know that
As such, in our analysis we may always assume m < n. We now partition the set {1, . . . , N} into blocks which describe the magnitude of the parameter n on an appropriate scale. Suppose N is some large number. As the conclusion of Theorem 1.4 indicates, we will only need to consider values of N which are the 20th power of an integer. Thus we can assume throughout this section (for simplicity of writing) that N 1/10 is an integer, and that N 9/10 is an integer as well.
For each 1 ≤ k ≤ N 9/10 let ∆ k,N := (k − 1)N 1/10 + 1, . . . , kN 1/10 .
Note that obviously we have #∆ k,N = N 1/10 and
For each 1 ≤ k ≤ N 9/10 let us define
It follows from (2.1) that
Conditioning on the parity of k within (2.2) will play an important part in our proof of Theorem 1.4. By adopting this approach we can obtain stronger quantitative information on the independence between the functions Y k,N and Y j,N .
The key to proving Theorem 1.4 will be following proposition.
is a sequence of functions satisfying the hypothesis of Theorem 1.4. Then
The same result holds if the summation is extended over all even (rather than all odd) values of k in the specified range.
Expanding the bracket within Proposition 2.1 we obtain
A similar equation holds in the even case. Proposition 2.1 will be implied by the following two lemmas.
The first summation on the right hand side of (2.3) consists of O(N 18/10 ) terms, and the second summation consists of O(N 9/10 ) terms. Therefore, applying the bounds provided by Lemma 2.2 to the first summation, and the bounds provided by Lemma 2.3 to the second summation, we may conclude that Proposition 2.1 holds in the odd case. The even case follows by similar reasoning. Therefore to prove Proposition 2.1 it suffices to prove Lemma 2.2 and Lemma 2.3. This we do in the next two sections.
2.1. Proof of Lemma 2.2. To prove Lemma 2.2 we will introduce a collection of stepfunctions Z k,N that provide good approximations to Y k,N . For this collection of functions it will be easier to prove that for k − j ≥ 2 the integral A+1 A Z j,N · Z k,N dx is small. Before we can define Z k,N we need to introduce the following σ-algebra.
Given k ∈ N and x ∈ [A, A + 1), we define the quantity µ k (x) to be the unique integer solution to the inequalities:
increasing with x, and because at each step in our construction we are adding a negative power of 2. We define F k to be the σ-algebra generated by the intervals
. Using this property, and the fact that each F k is generated by a collection of intervals whose length is some negative power of 2, we can conclude that F j is a sub σ-algebra of F k for all j < k.
For each 1 ≤ k ≤ N 9/10 we define Z k,N : [A, A + 1) → R as follows:
We remark that in probabilistic language Z k,N is the conditional expectation of Y k,N under F k . The increasing system of σ-algebras (F k ) k forms a so-called filtration, which is the basis for constructing a martingale.
The following lemma describes how good an approximation Z k,N is to Y k,N .
Before we turn to the proof of the lemma, let us quickly reflect on what we are doing here. We have split the sum m<n G(x n − x m ) into block sums Y k,N , according to the size of the larger index n. We can think of the functions G(x n − x m ) as being quickly oscillating, with the oscillation frequency growing exponentially as a function of n. We defined a σ-field F k , and replaced Y k,N by the conditional expectation of Y k,N under F k . Note that this conditional expectation is a step function, which is F k -measurable. Using the function µ k from (2.4) we constructed F k in an "inhomogeneous" way, in the sense that its atoms become finer and finer when moving from A towards A + 1, which reflects the fact that the "oscillation frequency" of G(x n − x m ) is not everywhere the same, but also increases when x moves from A to A + 1. We have constructed F k in such a way that Z k,N = E(Y k,N |F k ) is a good approximation to Y k,N . 1 However, since Z k,N is constant on the atoms of F k , we can use the fact that the functions in the next block Z k+2,N oscillate with much higher frequency than those in Z k,N , so that they still oscillate quickly on the atoms of F k . Note that indeed the next block is Z k+2,N and not Z k+1,N , since we currently only consider odd values of k -this is why we split the whole sum into even and odd parts, to separate the oscillation frequencies in different blocks. So from our construction we essentially have E(Z k+2,N |F k ) ≈ 0, and a similar result for any other (odd) index j > k + 2 instead of k + 2 (see Lemma 2.5 below). Since by construction Z k,N is F k -measurable, we thus have E(Z k,N Z j,N ) = E (E(Z k,N Z j,N |F k )) = E (Z k,N E(Z j,N |F k )) ≈ 0. After changing back from Z to Y , this is essentially Lemma 2.2. The proof of Lemma 2.3 is obtained in a very similar way.
Then it is a consequence of Y k,N being a continuous function that there exists y ∈ [z i,k , z i+1,k ] such that Z k,N (x) = Y k,N (y). This observation will allow us to use the mean value theorem to bound |Y k,N (x) − Z k,N (x)|. To prove our lemma we will also require the following estimates: a) For each 1 ≤ k ≤ N 9/10 and x ∈ [A, A + 1) we have
This bound follows by applying the chain rule to each term in the summation for Y k,N together with the assumption F ′ N ∞ = O(N 2 ). b) For each 1 ≤ k ≤ N 9/10 we have
This follows from the definition of the function µ k . c) For all x ∈ R and r > 0 we have (2.7)
(1 + x) r ≤ e rx .
We now apply these bounds together with the mean value theorem: In the final line we used that A ≤ z i,k for all 0 ≤ i < N k and 1 ≤ k ≤ N 9/10 . Since x was arbitrary our result follows.
Thus we have
To prove Lemma 2.5, we will use the van der Corput lemma (see for example [20, p. 15] ). Proof of Lemma 2.5. We begin by focusing on the first part of our lemma.
Since G N is a differentiable function satisfying G N (x + 1) = G N (x) for all x ∈ R, we know that it equals its Fourier series, i.e.,
Where c 0,N = 0 because We also have the bound
The estimate (2.9) is a variant of Jackson's inequality from approximation theory; we have not found a good reference except in Jackson's old book, so for the convenience of the reader we give a derivation of this estimate at the end of the present proof.
By an application of the triangle inequality we obtain
Applying (2.9) to the second term on the right hand side of (2.10) we have
We now apply the van der Corput lemma to the first term on the right hand side of (2.10). Let φ l (x) = l(x n − x m ). For any x ∈ [z i,j , z i+1,j ] we have
One can also easily check that φ ′′ l (x) = l(n(n − 1)x n−2 − m(m − 1)x m−2 ) > 0 for all x ∈ [z i,j , z i+1,j ], since all real solutions x to the equality x n−m = m(m − 1)/(n(n − 1)) are obviously smaller than 1 (provided that n ≥ 2). Therefore φ ′ l is monotonic. Applying Lemma 2.6 together with (2.8) we see that
Which implies the following bound for the first term on the right hand side of (2.10):
Using (2.11) and (2.12) together with the definition of µ j (z i,j ), the fact k − j ≥ 2, and n ∈ ∆ k,N , we obtain:
In the last line we used that z −N 1/10 /2 i,j ≤ A −N 1/10 /2 , and this upper bound decays to zero faster than any negative power of N. Applying (2.13) to each term in the summation for Y k,N , together with the fact that this summation consists of O(N 11/10 ) terms, we obtain:
For the second assertion of the lemma, we just note that by construction F j is a sub σ-algebra of F k , and consequently E(Z k,N |F j ) = E(Y k,N |F j ).
We conclude the proof of Lemma 2.5 by verifying (2.9). Let
be the Dirichlet kernel of order N 6 . We have
since D dx = 1. By periodicity, we consequently have
By assumption the derivative of G N is uniformly bounded by O(N 2 ), and thus
Accordingly, we have
which gives the desired bound for the integral in line (2.14) . To estimate the second integral, we use integration by parts and obtain
where we estimated the contribution coming from the boundary terms using (2.16). Now we have
Thus we obtain
This gives the desired bound for the integral on the right-hand side of line (2.15), and thus establishes (2.9) as desired.
With Lemma 2.4 and Lemma 2.5 we can now prove Lemma 2.2. Before giving our proof we recall some well known properties of conditional expectation.
Let (X, B, µ) be a probability space.
• Suppose F, G : X → R are random variables and H is a sub σ-algebra of B. If F is H-measurable then E(F · G|H) = F · E(G|H). • Suppose F : X → R is a random variable and H is a sub σ-algebra of B. Then
Proof of Lemma 2.2. Let k, j ∈ N be such that k − j ≥ 2. By the triangle inequality:
Using the properties of conditional expectation mentioned above, together with Lemma 2.5, we see that the following holds:
In the final line we used that Y j,N ∞ = O(N 11/10 ).
Using Lemma 2.4 and the fact Y k,N ∞ = O(N 11/10 ), we similarly obtain:
Substituting this bound as well as (2.18) into (2.17), and using the fact that A −N 1/10 /2 decays to zero faster than any negative power of N, we obtain the desired result.
2.2.
Proof of Lemma 2.3. We start our proof by choosing N 0 sufficiently large such that for all m 1 ≥ N 0 , if n > m 1 and m 2 < m 1 then
Applying the triangle inequality for the L 2 norm twice we obtain:
In the final line we used that G N ∞ = O(1) and #∆ k,N = N 1/10 . To complete our proof of Lemma 2.3 we need to obtain good bounds for
Expanding the bracket within the integral we obtain
Using this equation, together with the assumptions 0 ≤ F N ≤ 1 and supp(F N ) ⊂ Z + [ −2s N , 2s N ], we see that for any N 0 ≤ m 1 , m 2 < n we have
To estimate the integral in (2.21), we will make regular use of the following lemma from [4] , which we have rewritten slightly to suit our purposes. 
. . Therefore to prove our statement it suffices to show that
But this follows immediately from Lemma 2.7.
The proof of the following lemma uses ideas from [4] .
Lemma 2.9. Let n > m 1 > m 2 and m 1 ≥ N 0 , then
Proof. Since F N is positive and bounded above by
Importantly
It therefore suffices to show that
.
Importantly each I M is an interval and
Note that if M = M ′ then I M ∩ I M ′ is either empty or a single endpoint. Therefore
We let C M denote the left endpoint of I M . Applying Lemma 2.7 to each I M we obtain
We focus on each term on the right hand side of (2.24) individually. Starting with the second term, a simple analysis yields C M ≥ (M − 1) 1/m 1 . Therefore
In the last line we used our assumption m 1 ≥ N 0 .
We now focus on the first term on the right hand side of (2.24). Applying (2.23) and Lemma 2.7 we obtain 
In the penultimate inequality we used properties of geometric series, and in the final line we used that n ≤ N. We have shown that the sum of the terms in the bracket in (2.27) is O(1). Finally, using this bound together with #∆ k,n = N 1/10 we arrive at 
Restricting to 20th powers this bound implies
Therefore by the Borel-Cantelli lemma it follows that for Lebesgue almost every x ∈ [A, A + 1) the inequality This completes the proof of Theorem 1.2.
