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まず,効率的な実験計画を生成する問題が,Group Lasso [3] と呼ばれるものの形に定式化できることを紹介
していく.実験計画法と呼ばれる分野で取り上げられる問題には様々なものがあるが,その中の一つとして,
「良い実験計画を求める」 という問題がある.「良さ」 の基準にも様々なものがあるが,ここでは大雑把に 「な
るべく少ない実験回数でなるべく多くの情報が得られる」 ことを 「良さ」 の規準として考えることにする.
以下,簡単のために, -1 か1の値のみをとり得る3つの変数  x_{1},  x_{2},  x_{3} があると仮定する.  x_{1},  x_{2},  x_{3} と  y
の間の関係として,以下の重回帰モデルを仮定する.
  y=\beta_{0}+\beta_{1}x_{1}+\beta_{2}x_{2}+\beta_{3}x_{3}+\epsilon (1)
ここで,  \beta_{0} は定数項であり,  \epsilon は誤差であると考える.そして,  \beta_{0},  \beta_{1},  \beta_{2b},  \beta_{3} は未知の偏回帰係数であり,いく
つかの実験データを得ることで  \beta_{0},  \beta_{1},  \beta_{2},  \beta_{3} のうちのいくつか (4つ全部でなくてもよい) の値を推定するこ
とを考えたい (実験計画法においてはモデルの全てのパラメーターの値を推定せずに一部だけに興味を持つこ
とはよくあることである).





る.また,説明を簡単にするために,同じパターンの実験は繰り返さないことにしている.定数  \beta_{0} については
 \beta_{0}=\beta 0 1として常に1の値のみをとる変数があると仮想的に考える.そして,  g 番目の実験で得られた  y の
値を駒と表している.
この節の以下においては,これらの実験データから  \beta_{1} と  \beta_{2} の値のみを推定したいという設定で考える.そ
して,  y_{1},  y_{8} の線形結合で,それらの値を不偏推定することを考える.さらに,できれば,  y_{1} , 陶をす
83
べて使うのではなく,一部だけで済むのであれば,その分の実験をしなくて済むのでありがたい.以下では,
 y_{1},  y_{8} の線形不偏推定量とその性質について考えていき,「なるべく少ない実験回数でなるべく多くの情
報が得られる」 ようにする方法を構築していく.  \beta_{1} と  \beta_{2} の線形推定量を以下のように表すことにする.
  \hat{\beta}_{1}=\sum_{g=1}^{8}w_{1g}y_{g} \hat{\beta}_{2}=\sum_{g=1}^{8}w_{2g}
y_{g} (3)
まず,  w_{1}=  (w_{11}, . . . , w_{18})^{T},  w_{2}=(w_{21}, \ldots, w_{2S})^{T} と置き,さらに  M を以下のように置く.
 M=(\begin{array}{llllllll}
1   1   1   1   1   1   1   1
-1   -1   -1   -1   1   1   1   1
-1   -1   1   1   -1   -1   1   1
-1   1   -1   1   -1   1   -1   1
\end{array})(4)
このとき,  \hat{\beta}_{1} が不偏であることは,
 Mw_{1}=(0,1,0,0)^{T} (5)
であることとして表される.同様に,  \hat{\beta}_{2} が不偏であることは,
 Mw_{2}=(0,0,1,0)^{T} (6)
であることとして表される.次に,「なるべく多くの情報が得られる」 ということを 「推定量の分散がなるべ
く小さい」 こととしてとらえることにすると,いくつかの仮定のもとで,   \hat{\beta}_{1}=\sum_{g=1}^{8}w_{lg}y_{g} の分散は
  \sum_{g=1}^{8}w_{1g}^{2} (7)
となることが計算できる.同様に   \hat{\beta}_{2}=\sum_{g=1}^{8}w_{2g}y_{g} の分散も
  \sum_{g=1}^{8}w_{2g}^{2} (8)
となることが計算できる.最後に,「なるべく少ない実験回数」 を実現することについて考える.いま,仮に,
  \hat{\beta}_{1}=\sum_{g=1}^{8}w_{1g}y_{g} と   \hat{\beta}_{2}=\sum_{g=1}^{8}w_{2g}y_{g} において,  w_{12}=w_{22}=0 であったとする.すると,  \hat{\beta}_{1} においても  \hat{\beta}_{2}
においても y2の値は使わないということであり,これは,2番目の実験が不要であるということになる.つま
り,  w_{lg} と  w_{2g} を同じグループだとみなして,8つのグループを作り,  \sqrt{w_{1g}^{2}+w_{2g}^{2}} という罰則項を導入した何
らかの Group Lasso [3] を考えれば,「なるべく少ない実験回数」 が実現できそうであると分かる.以上の結
果をまとめることで,「なるべく少ない実験回数でなるべく多くの情報が得られる」 ような不偏な線形推定量




s.t.  Mw_{1}=(0,1,0,0)^{T},  Mw_{2}=(0,0,1,0)^{T}
このような定式化においては,チューニングパラメーターの値に注意が必要である.例えば,もし,チューニン





計算代数統計は,Pistone and Wynn [2] において計算代数を実験計画法に応用したことが始まりの1つだ




これは,3つの変数  x_{1} , x2,  x_{3} に対する4つの実験からなる計画行列で,とくに,  L_{4} 直行表などと呼ばれる実
験計画である.この実験計画 (10) 式において,例えば,以下のようなことが分かる.
 \bullet  x_{1} の行を 2乗したものは,定数の行と同じである.つまり , この実験では  x_{1}^{2} と定数を区別できず,これ
らの効果を同時には推定できない.
 \bullet  x_{1} の行と  x_{2} の行をかけたものは,  x_{3} の行と同じである.つまり , この実験では  x_{1}x_{2} と  x_{3} を区別でき
ず,これらの効果を同時には推定できない.
よって,計画行列 (10) 式における行同士の関係を見ていくと,
 \bullet  x_{1}^{2}-1=0
 \bullet  x_{1}x_{2}-x_{3}=0
などのような関係式が導かれることが分かる.このような関係式は,計画行列の関係を行ごとに考えてグレブ
ナー基底を作ることで,以下のように列挙することができる.
 x_{1}^{2}-1=0, x_{2}^{2}-1=0, x_{3}^{2}-1=0 , (11)
 x_{1}x_{2}-x_{3}=0, x_{2}x_{3}-x_{1}=0, x_{1}x_{3}-x_{2}=0 (12)
さらにこれらの多項式から,以下の標準単項式と呼ばれるものを計算することができる.




  y=\beta_{0}+\beta_{1}x_{1}+\beta_{2}x_{2}+\beta_{3}x_{3}+\epsilon (14)












ベクトルになる.つまり,全ての効果が打ち消されて,  y_{1}+y_{4}-y_{2}-y_{3} は平均的にはゼロになるはずである.
よって,  y_{1}+y_{4}-y_{2}-y_{3} は,パラメーターの推定においては役には立たない.次に,例えば,全実験の行列に
おいて,  x_{1} の行を消したものを考える.
(17)
このとき,例えば,(17) 式の5の列から1の列を引くとゼロベクトルになる.つまり,  x_{1} 以外の効果が打ち消
されて,  y_{5}-y_{1} には  x_{1} の効果のみが現れる.ただし,  x_{1} の行があるとすると,その成分はゼロにならない.
よって,  y_{5}-y_{1} (の定数倍) によって (1列と5列の実験によって),モデル (15) 式のパラメーター  \beta_{1} を推定で
きることが分かる.ここで,  y_{1}+y_{4}-y_{2}-y_{3} でも (17) 式でゼロベクト)  \ovalbox{\tt\small REJECT} になるが,  x_{1} の効果も消えてしま
うので,  \beta_{1} の推定には役には立たないことに注意が必要である.つまり,  x_{1} の行を消した時だけゼロベクトル
になる列の組み合わせで  \beta_{1} の不偏推定ができることが分かる.同様に考えていくと,全実験からなる計画行列
(16) 式と銑の行を消した計画行列 (17) 式において,ゼロベクトルになる列の組み合わせをそれぞれ考えるこ
とで,  \beta_{1} の任意の線形不偏推定量が以下の多項式の線形結合で表されることが分かる.











題が,Group Lasso [3] の形に定式化できることを紹介した.このような定式化において,適切な解 (疎な






https:  //github. com/tanaken‐basis/expıasso において公開している.
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