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Abstract
Maximum clique is one of the most studied NP-hard optimization problem on graphs because of its simplicity and its
numerous applications. A basic variable neighborhood search heuristic for maximum clique that combines greedy with the
simplicial vertex test in its descent step is proposed and tested on standard test problems from the literature. Despite its
simplicity, the proposed heuristic outperforms most of the well-known approximate solution methods. Moreover, it gives
solution of equal quality to those of the state-of-the-art heuristic of Battiti and Protasi in half the time.
c© 2004 Published by Elsevier B.V.
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1. Introduction
Let G = (V; E) denote a graph with vertex set V = {v1; v2; : : : ; vn} and edge set E = {e1; e2; : : : ; em}. A set C ⊆ V of
vertices is a clique if any two of them are adjacent. A set S ⊆ V of vertices is a stable (or independent) set if any two
of them are not adjacent. A set T ⊆ V of vertices is a transversal (or vertex cover) if any edge of E contains at least
one vertex of T . Clearly, a clique of G is a stable set of the complementary graph ?G = (V; ?E) of G, in which a pair of
vertices is joined by an edge if and only if it is not so in G. Moreover, any minimal transversal T of G is the vertex
complement of a maximal stable set S of G (to which no vertex can be added without losing stability) i.e., a vertex
belongs to T if and only if it does not belong to S. Obviously, a maximal stable set need not necessarily be maximum.
A clique C (or a stable set S) is maximum if it has the largest possible number of vertices. The clique number
!(G) of G (respectively, the stability number (G) of G) is equal to the cardinality of a maximum clique (respectively,
a maximum stable set). So Bnding a maximum clique is tantamount to Bnding a maximum stable set or a minimum
transversal in the complementary graph.
Finding maximum cliques or stable sets, or minimum transversals are classical problems in applied graph theory. They
have many applications in various Belds, e.g., experimental design; information retrieval systems; pattern recognition;
coding theory; signal transmission analysis; computer vision; sociological structures; economy; forest planning, and so on
(see e.g. the surveys [5,7,26] for references).
The maximum clique problem (MCP) has many mathematical programming formulations, including linear integer and
nonlinear programming ones (see e.g. [7]). The simplest integer programming expression is the so-called edge formulation:
max
x
n∑
i=1
xi; (1)
s:t: xi + xj6 1; ∀(i; j)∈ ?E
xi ∈{0; 1}; i = 1; : : : ; n; (2)
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where xi=1 if vertex vi belongs to a clique and 0 otherwise. Among several formulations which use continuous variables,
we only mention the earliest one, that has been suggested by Motzkin and Strauss [23] in 1965 (see also [7] for a
discussion of this and similar formulations): solve
max
x
g(x) = xTAx; (3)
where A is the adjacency matrix of G. The clique number can then be found as !(G) = 1=(1 − g(x∗)), where x∗ is a
global maximizer of g on the standard simplex in Rn, from which a maximum clique may be deduced.
The MCP is NP-hard [11] and numerous heuristic or exact algorithms have been proposed to solve it. The exact
algorithms are usually enumerative in nature. ELcient exact algorithms have been proposed by Balas and Yu [5], Pardalos
and Rodgers [25], Friden et al. [10], Carraghan and Pardalos [8], Babel and Tinhofer [2], Hansen and Mladenovi*c [16],
Tomita et al. [28] and others. An empirical comparison of exact methods suggested in [5,8,10,16] has been performed in
[17]. Further empirical results are given in [21].
The list of heuristic methods is even larger. The Tabu search (TS) approach is applied in [6,10,12,14,15,27], Genetic
algorithms (GAs) are proposed in [1,3], GRASP rules are applied in [9], a continuous based heuristic (CBH) is suggested
in [13], etc. As an illustration of the large number of heuristics for MCP, let us mention that Bfteen new heuristics were
presented in 1993 at the DIMACS workshop on “Cliques, Coloring and SatisBability” [21] alone. Further references to
applications of metaheuristics to maximum clique or equivalent problems may be found in the detailed bibliography of
Osman and Laporte [24].
The very recent reactive local search [6] (RLS) can be considered as the state-of-the-art heuristic, since it provides
the best results to date (in terms of objective function values) on standard DIMACS test instances [21]. This heuristic is
based on local search and a feedback scheme to determine the amount of diversiBcation. The reaction acts on the time
during which selected moves in the neighborhood will be prohibited. Observe that contrary to other TS heuristics for
MCP (such as [27]) RLS uses, as does VNS, a metric function to measure distance between any two solutions.
The paper is organized as follows. In the next section we Brst give the rules of the basic variable neighborhood search
(VNS); in Section 3 we describe a local search procedure we use within VNS in solving the MCP. In Section 4, a
comparison with other heuristics on DIMACS Benchmark Instances [21] is presented.
2. Basic principles of VNS
The basic idea of the recent metaheuristic called VNS is to change systematically neighborhoods in the search for a
better solution (see [22], and for recent surveys on VNS [18] or [19]). To construct diQerent neighborhood structures and
to perform a systematic search, one needs to have a way for Bnding the distance between any two solutions, i.e., one
needs to supply the solution space with some metrics (or quasi-metrics) and then induce neighborhoods from them.
Let us denote withNk ; (k=1; : : : ; kmax), a Bnite set of pre-selected neighborhood structures, and withNk(X ) the set of
solutions in the k th neighborhood of X . (Most local search heuristics use only one neighborhood structure, i.e., kmax = 1.)
Steps of the basic VNS are presented in Fig. 1.
The stopping condition may be, e.g. maximum CPU time allowed, maximum number of iterations, or maximum num-
ber of iterations between two improvements. Often successive neighborhoods Nk will be nested. Observe that point
Fig. 1. Steps of the basic VNS.
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Fig. 2. Steps of the basic VND.
X ′ is generated at random in step 2a in order to avoid cycling, which might occur if any deterministic rule was
used.
As a local optimum within some neighborhood is not necessarily one within another, change of neighborhoods can also
be performed during the local search phase. This local search is then called variable neighborhood descent (VND) and
its steps are presented in Fig. 2. Usually VND is used as a local search routine within VNS.
Further variants and extensions of the basic VNS are presented in [18,19].
3. VNS for the MCP
In this section, we Brst recall some deBnitions and then explain the VND and shaking steps used within the basic VNS
given in Fig. 1.
3.1. Preliminaries
Let C ⊂ V be any clique of G and let S = C and T = V \ S be the corresponding stable set and transversal in ?G,
respectively. Throughout the text, we consider interchangeably a stable set S in ?G or corresponding clique C in G. The
solution space S can then be represented as the set of all complete subgraphs of G or, which is equivalent, of all stable
sets or transversals of ?G. In our implementation, the minimum transversal or minimum vertex cover problem is considered.
Therefore, the solution space S is represented by the set of all transversals T in ?G. We need to Bnd a transversal Topt
which has a minimum cardinality, and covers all vertices of S (i.e., any vertex of S must be adjacent to at least one
vertex of T in ?G).
Let us now introduce the distance (T; T ′) between any two solutions T and T ′ as the symmetric diQerence between
these sets. Therefore, we say that distance between the two solutions from S is equal to k if and only if the symmetric
diQerence between their vertex sets has cardinality k, and the neighborhood Nk(T ) consists of all solutions at distance k
from T :
T ′ ∈Nk(T )(T; T ′) = k: (4)
It is clear that this function is a metric, and thus S is a metric space.
Note that N1(T ) is the neighborhood usually used in local and TS methods for Bnding the maximum clique. It
corresponds to addition or deletion of vertices one at the time in the current solution: N1(T ) =N+1 (T ) ∪N−1 (T ). In
general
Nk(T ) ⊃N+k (T ) ∪N−k (T ) (5)
for k¿ 2, and these last sets correspond to addition or deletion of vertices k at a time.
Note also that (·; ·) can be viewed as the Hamming distance, if the solution T is represented by a 0-1 array of length
n. In [6], the same distance function is used in the diversiBcation step.
A vertex v of an arbitrary graph G is called simplicial if all vertices adjacent to v are pairwise adjacent, i.e., if the
subgraph induced by v and its neighbors is a clique. The size of the simplicial vertex is l, if the clique number of such
a clique is equal to l. In [16] it has been observed that any vertex which is simplicial in the complementary graph
?G = (V; ?E) of a given graph G belongs to at least one maximum clique of G. This property is exploited in two exact
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Fig. 3. Steps of the VND local search.
algorithms, where the maximum size lmax considered for l was set to 2 or 3. Here we use a simplicial vertex test as part
of our VND heuristic.
In solving MCP, the set of vertices at iteration t is usually divided into three disjoint subsets: Ct—vertices in the current
clique; Tt—vertices that belong to the current transversal and Vt—vertices not yet distributed to the other two sets. The
current subproblem is deBned on the subgraph ?Gt = ?G(Vt; ?Et), where ?Et is the subset of edges of ?E with both endpoints
belonging to Vt . In the algorithm a minimal transversal will be obtained when Vt = ∅. Let us deBne an array (v), which
reports for any v not in the clique Ct (v ∈ Ct) the number of its adjacent vertices that belong to the clique (with respect
to ?Gt). Let us also deBne sets At and Kt as
At = {v ∈ Ct |(v) = 0}; Kt = {v ∈ Ct |(v) = 1}: (6)
Note that in [6] sets At and Kt are called possible add and one missing, respectively.
We now give a short description of our VNS heuristic. An initial solution is obtained by a VND heuristic (see Figs. 2
and 3). The same VND heuristic is used later on as a local search within the basic VNS (Step 2b from Fig. 1). (Note
that for solving MCP there is no need to apply a constructive heuristic at the same time as a local search one, since a
clique C= ∅ is already a feasible solution). The set of neighborhood structures is deBned by (4). Using them, three types
of moves are considered: (i) drop; (ii) add and (iii) interchange (which occurs when drop and add moves are performed
at the same time). Our VND uses add moves in its descent phase, and interchange moves if the best solution in the
neighborhood has the same cardinality as T (or C), i.e., in a ‘plateau’ phase. The drop moves are used in the Shaking
step of VNS (Step 2a from Fig. 1).
3.2. VND for the MCP
There are several questions that should be addressed in designing any local search heuristic for solving the MCP: (i)
greedy selection rule—how to choose the next vertex (or vertices) to be added to Ct (or Tt) in the subproblem deBned by
graph ?G(Vt; ?Et)? (ii) tie-breaking rule—if there are more than one vertex that satisfy the selection rule above, how should
the choice be made? (iii) plateau search—should the search be continued when the best solution in the neighborhood has
the same cardinality as the incumbent (i.e., if |Ct+1|= |Ct | and Vt+1 = Vt = ∅) and how? We now specify the rules of our
VND (at a current iteration t), and then give answers to questions (i)–(iii).
Simplicial vertex test: Detailed pseudo-code for SVT is given in [16]. Here we describe brieWy the main idea. In the
initial graph ?Gt we search Brst for the isolated vertices (simplicial vertices with size zero, l = 1) and add them to the
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clique, if any; then we check if there are leaves (l = 2). If so, one among them (say v1) is chosen (at random or by
some other tie-breaking rule) and added to the clique, its adjacent vertex v′1 added to Tt , and all edges connected to v
′
1
deleted from the graph. In the subgraph so obtained (i.e., without vertices that belong to either clique or transversal) we
examine again if there are isolated vertices (l=1). Otherwise, we look for simplicial vertices with size two (l← l+1).
If there are such vertices we choose one at random (v2), place it in the clique Ct and two of its adjacent vertices v′2 and
v′′2 are added to Tt . We again delete all edges incident to v
′
2 and v
′′
2 to get a new subgraph.
The SVT procedure stops when the minimal transversal (the maximal clique) is found or when there is no simplicial
vertex of size lmax in the current subgraph. In the former case a local minimum is found and the local search procedure
stops; in the later case, we proceed with a diQerent local search (a new vertex is selected by some greedy selection rule).
Greedy selection rules: The eLciency of a local search heuristic for MCP will largely depend on the choice of the
vertex selected as a new member of Ct or Tt . We list here several rules. Experience suggests that selecting the right one
is a main tool to solve ‘tricky’ MCP instances:
(i) Add min degree ( ?Gt) to Ct . The usual way to select a vertex v to be added to Ct is to choose that one with the
maximum degree in Gt (see for example [6,12,20]) or, which is equivalent, to add to Ct a minimum degree vertex
in ?Gt . As a consequence, all neighbors of v in ?Gt are added to Tt ;
(ii) Add max degree ( ?Gt) to Tt . This move (which appears to be new) can be considered as a “smaller size” move than
the previous one since no vertex is added to Ct after it takes place; it could be expected that this rule works better
for dense graphs G (i.e., for sparse ?G);
(iii) Combination of (i) and (ii): (a) with a given probability p (a parameter); i.e., if a random number uniformly
distributed in the interval (0,1) is less then p, vertex v is selected by rule (i), otherwise by rule (ii); (b) combination
of (i) and (ii) as a function of density of the current ?Gt ; for example, if dens( ?G)¡p, apply (i), otherwise (ii);
(iv) Add a randomly chosen vertex from Vt to Ct .
Tie-breaking rules: These rules are applied if there are more than one vertex that satisfy certain of conditions listed above.
They can be used in the following situations: (a) in SVT, when there are more than one simplicial vertex with the same
degree; (b) in Greedy selection described above:
(i) Choose vertex v at random. A simplest way is to choose one vertex v among those with the same minimum degree
at random;
(ii) Choose v from Tt with min(v); if there are more than one such vertices, choose one at random.
Plate search: From Fig. 3 it is clear that we use another neighborhood structure (i.e., interchange) to deal with plateau
search. An eLcient way to Bnd the best solution in the interchange neighborhood is to add to Tt all vertices from Ct that
correspond to vertices in Kt , and then return to the Simplicial vertex test. Therefore, plateau search can also be seen as
intensiBed shaking (in N1 neighborhood), since shaking is deBned by dropping vertices from the current clique Ct .
3.3. Shaking
Jumping from Tt to some T ′t ∈Nk(Tt) is deBned by dropping k vertices from the current clique Ct ; in that way a new
subproblem is deBned on the subgraph ?Gt+1 of ?G, where set of vertices are represented by vertices removed from Ct and
vertices from Tt . For each k we could perform two types of shaking: (i) Take k vertices from Ct at random and add
them to Vt ; (ii) Rank array (v); ∀v∈ Tt in nondecreasing order 1626 · · ·6|Tt |: Then k=j; j=1; : : : ; |Tt |; note
that the number k of vertices to be dropped is not known in advance. In the experiments described below, the Brst rule
was applied.
4. Computational results
The VNS heuristic described above, as well as some variants, have been coded in C++ and run on Pentium II,
450 MHz; 64 Mb RAM station. The 37 hard DIMACS test instances have been chosen to carry out computational expe-
rience and comparison with other recent heuristics from the literature.
In all results reported below, the single parameter kmax is equal to the current clique number, i.e., |Ct |. (This entails a
slight but obvious extension of the basic scheme of Fig. 1.) We always use 10 diQerent neighborhoods in the search (or
|Ct | neighborhoods if |Ct |¡ 10), thus, the step between two successive neighborhoods is deBned by [|C|=10], where [a]
denotes the smallest integer greater than or equal to a.
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Table 1
Experiments with diQerent variants of VND
Pr. No Pr. name H0 H1 H2 H3 H4 H5 BR
|C| Time |C| Time |C| Time |C| Time |C| Time |C| Time |C|
1 C125.9 34 0.02 34 0.03 34 0.02 34 0.02 34 0.02 34 0.03 34∗
2 C250.9 44 0.22 44 0.44 44 0.34 44 0.23 44 0.26 44 0.19 44∗
3 C500.9 57 3.62 56.7 26.81 57 22.28 57 5.22 57 5.17 57 4.73 57
4 C1000.9 68 70.96 66.4 46.91 67.4 264.51 67.8 154.12 68 84.56 68 50.84 67
5 C2000.9 77.2 311.54 74.7 293.79 76.1 543.71 76.3 306.13 77.6 314.21 77.2 158.40 75
29 p hat300-1 8 0.02 8 0.30 8 0.03 8 0.02 8 0.02 8 0.02 8∗
30 p hat300-2 25 0.01 25 0.03 25 0.01 25 0.01 25 0.01 25 0.01 25∗
31 p hat300-3 36 0.07 36 0.41 36 0.07 36 0.08 36 0.11 36 0.08 36∗
32 p hat700-1 11 0.52 11 12.77 11 1.82 11 0.69 11 0.56 11 0.83 11∗
33 p hat700-2 44 0.05 44 0.40 44 0.06 44 0.06 44 0.06 44 0.06 44∗
34 p hat700-3 62 0.06 62 0.47 62 0.06 62 0.06 62 0.06 62 0.06 62
35 p hat1500-1 12 415.68 12 601.45 12 431.10 12 511.89 12 519.70 12 545.63 12∗
36 p hat1500-2 65 0.28 65 2.74 65 0.28 65 0.28 65 0.30 65 0.28 65
37 p hat1500-3 94 0.58 94 6.70 94 5.87 94 1.85 94 1.85 94 1.10 94
Average 45.5 68.02 45.2 70.95 45.4 90.72 45.4 70.05 45.6 66.21 45.5 54.44 45.3
Table 2
Experiments with diQerent variants of VND
Pr. No Pr. name H0 H1 H2 H3 H4 H5
|C| Time |C| Time |C| Time |C| Time |C| Time |C| Time
1 j12-3-5 79.00 5.36 76.90 5.33 79.00 6.41 77.90 2.82 78.60 4.34 79.10 8.26
2 j12-4-5 78.90 5.89 76.90 5.33 78.70 6.12 77.90 2.83 78.90 5.66 78.90 5.66
3 j12-4-6 132.00 0.04 132.00 0.04 132.00 0.04 132.00 0.04 132.00 0.04 132.00 0.04
4 j12-5-6 22.00 0.02 22.00 0.01 22.00 0.01 22.00 0.02 22.00 0.02 22.00 0.01
5 j13-4-5 120.80 6.67 118.30 6.57 120.00 10.10 119.30 11.23 121.70 11.52 120.80 10.30
6 j13-5-6 25.00 5.71 24.40 3.49 24.80 5.09 24.00 0.20 25.20 4.24 25.40 5.32
7 j14-3-4 89.40 7.00 86.90 6.21 85.90 8.80 88.30 7.17 89.40 9.55 88.90 8.22
8 j14-4-5 161.60 8.84 159.00 9.96 160.60 4.24 160.10 12.48 161.30 6.77 160.80 7.79
9 j15-3-4 101.40 4.49 100.40 6.22 100.90 5.74 100.60 6.89 101.20 7.55 103.00 8.76
10 j16-3-4 140.00 3.78 140.00 2.37 137.60 2.43 140.00 1.08 140.00 1.69 140.00 3.63
11 j17-2-3 680.00 0.03 680.00 0.03 680.00 0.03 680.00 0.03 680.00 0.03 680.00 0.03
12 j17-3-4 152.20 7.60 150.30 7.68 152.20 5.26 151.40 5.03 152.50 6.02 152.40 7.51
Average 148.53 4.62 147.26 4.44 147.81 4.52 147.79 4.15 148.57 4.79 148.61 5.46
In Tables 1 and 2 we present result for several variants of VND, as described in the previous section. Each variant is
determined by four factors: (1) whether SVT is used or not; (2) what greedy selection rule is used; (3) what tie-breaking
rule is implemented; (4) whether interchange local search is used or not. The basic version (denoted with H0 in Tables
1 and 2 and used also in Tables 3 and 4 below), has SVT and interchange local search, uses min degree ( ?G) selection
rule and random tie-breaking. In the description of the other search strategies H1–H5 which follows we only indicate in
what they diQer from the basic version H0:
H1: H0 without interchange local search;
H2: H0 with max degree ( ?G) selection rule (instead of min degree ( ?G));
H3: H0 without SVT;
H4: H0 with greedy selection rule (iii a) and p= 0:5;
H5: H0 with min(v) tie-breaking (instead of random);
For each variant, cardinality of the largest clique found is given, together with the time to Bnd it. The last column gives
the best value published at the time of writing for each problem (i.e. not including best values found by the heuristic of
Battiti and Protasi, given in Table 4).
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Table 3
GA1, GA2; CBH; VNS
Pr. No Problem name GA1 GA2 CBH VNS BR
|C| Time |C| Time |C| Time |C| Time |C|
10 MANN a27 126 2.55 126 8 121 4.06 126 0.07 126∗
11 MANN a45 343 34.38 343.59 (343–344) 383 343 69.95 344.5 (344–345) 20.79 345∗
13 brock200 2 11 0.30 9.92 (9–11) 17 12 1.80 11.3 (11–12) 1.05 12∗
14 brock200 4 16 0.25 16.04 (16–17) 24 16 0.42 16.9 (16–17) 6.80 17∗
15 brock400 2 24 2.57 24.00 (23–25) 79 24 7.18 27.4 (25–29) 57.19 29∗
16 brock400 4 24 1.59 24.13 (23–25) 12 24 3.79 33 36.90 33∗
17 brock800 2 19 4.77 18.47 (18–20) 47 19 21.42 21 11.78 21
18 brock800 4 19 10.28 19.05 (19–20) 550 19 21.63 21 43.28 21
24 hamming8-4 16 0.33 16 1 16 0.55 16 0.01 16∗
25 hamming10-4 33 15.68 39.18 (38–40) 46 35 9.55 40 0.26 40
26 keller4 11 0.18 11 1 10 0.18 11 0.01 11∗
27 keller5 25 11.96 25.76 (25–27) 54 21 9.68 27 0.38 27
29 p hat300-1 8 0.63 7.69 (7–8) 2 8 1.65 8 0.02 8∗
30 p hat300-2 25 0.93 25 1 25 1.41 25 0.01 25∗
31 p hat300-3 36 0.37 35.85 (34–36) 1 36 2.67 36 0.07 36∗
32 p hat700-1 9 4.74 9.45 (9–11) 180 11 21.64 11 0.52 11∗
33 p hat700-2 44 11.34 44 3 44 14.74 44 0.05 44∗
34 p hat700-3 62 4.32 62 3 60 18.78 62 0.06 62
35 p hat1500-1 10 12.53 10.10 (9–11) 107 11 162.19 12 415.68 12∗
36 p hat1500-2 59 56.00 65 10 63 76.30 65 0.28 65
37 p hat1500-3 92 56.24 93.44 (93–94) 860 94 286.40 94 0.58 94
Average 48.2 11.04 49.13 (48.59–19.77) 563.05 48.2 35.05 50.1 (49.9–50.2) 28.39 50.2
Three sets of test instances are used to compare H0–H5. Average results for ten runs obtained on so-called C and p hat
graphs (Table 1), and on random johnson graphs (Table 2) are reported. Test problems from Table 1 belong to DIMACS
hard test instances and the Brst two columns give the problem number and name respectively. The values of parameters
m1; m2 and m3 used in generating johnson graphs are given in the second column, and the resulting number of nodes n
in the third column of Table 2.
The general conclusion arising from Table 1 is that eLciency of the VNS heuristic depends, to a certain extent regarding
values found and considerably regarding computation times, on which components are chosen for its VND local search.
Moreover, there is no version that dominates others, in terms of both values found and computing times, for all test
instances. More precise observations are as follows: (i) Interchange local search is important; average results obtained by
H1 were the worst on all three test instances; for example, compare H0 and H1 for p hat instances, where H0 is always
faster, sometimes more than 10 times, i.e. in problems 29 and 37; (ii) min degree selection rule is better than max degree
in average when used alone (compare columns H0 and H2); however, their combination (in column H4) seems to be
the best choice; (iii) in some instances use of SVT is not necessary (see H3 for problems # 1, 29, 30, 31, 33, 34 and
36 where same solutions as those provided by H0 are obtained in similar computing time); however, in all other cases,
heuristic H3 is dominated by H0; (iv) the intensiBed tie-breaking rule does not seem to be not necessary in these test
instances, but the results obtained are not very diQerent from those obtained with the basic version.
The hard DIMACS test instances have been chosen to carry out a computational comparison between our VNS and the
following recent heuristics:
(i) GA by Aggarwal et al. [1] (GA1 for short) and by Balas and Niehaus [4] (GA2 for short);
(ii) CBH by Gibbons et al. [13] (CBH for short);
(iii) TS by Soriano and Gendreau [27];
(iv) RLS by Battiti and Protasi [6].
Note that several other heuristics of the DIMACS challenge are not included in the comparison as their performance is
not as the same level as those listed above.
Since all results could not Bt in one table, they are divided in two: in Table 3 VNS is compared with GA and CBH,
while in Table 4 results obtained by TS, RLS and VNS are reported. Table 3 contains only 21 problem instances, because
only for them had GA results been reported for both heuristics, while in Table 4 heuristics are compared on all 37 hard
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Table 4
Comparison on 37 hard DIMACS challenge instances: TS; RLS; VNS
Pr. No Problem name TS RLS VNS BR
|C| Time |C| Time |C| Time |C|
1 C125.9 34 0.13 34 0.01 34 0.02 34∗
2 C250.9 43.2 (43–44) 5.32 44 0.06 44 0.22 44∗
3 C500.9 55.8 (55–57) 10.25 57 5.40 57 3.62 57
4 C1000.9 65.0 (63–66) 55.73 68 80.40 68 70.96 67
5 C2000.9 72.8 (72–74) 125.18 77.6 (77–78) 1589.09 77.2 (76–78) 311.54 75
6 DSJC500.5 13 4.77 13 0.37 13 0.89 14∗
7 DSJC1000.5 14.2 (14–15) 7.25 15 12.45 15 14.58 15
8 C2000.5 15 10.73 16 17.26 16 19.20 16
9 C4000.5 16.6 (16–17) 32.46 18 4213.36 18 4256.80 18
10 MANN a27 125 0.43 126 6.01 126 0.07 126∗
11 MANN a45 342 4.20 343.6 (343–345) 769.63 344.5 (344–345) 20.79 345∗
12 MANN a81 1096 125.86 1098 5463.48 1099.3 (1098–1100) 896.95 1100
13 brock200 2 11 1.41 12 18.54 11.3 (11–12) 1.05 12∗
14 brock200 4 16 0.91 17 37.62 16.9 (16–17) 6.80 17∗
15 brock400 2 24.6 (24–25) 4.64 26.1 (25–29) 81.24 27.4 (25–29) 57.19 29∗
16 brock400 4 24.2 (24–25) 6.21 32.4 (25–33) 209.67 33 36.90 33∗
17 brock800 2 20.4 (20–21) 18.04 21 9.15 21 11.78 21
18 brock800 4 20 4.59 21 12.92 21 43.28 21
19 gen200 p0.9 44 40 0.70 44 0.07 44 0.91 44∗
20 gen200 p0.9 55 54.8 (54–55) 3.71 55 0.03 55 0.24 55∗
21 gen400 p0.9 55 52.0 (51–54) 24.05 55 2.32 54.8 (54–55) 34.28 55
22 gen400 p0.9 65 58.6 (50–65) 16.95 65 0.10 65 1.22 65
23 gen400 p0.9 75 65.8 (52–75) 19.86 75 0.10 75 1.00 75
24 hamming8-4 16 0.00 16 0.01 16 0.01 16∗
25 hamming10-4 38.8 (38–40) 4.34 40 0.02 40 0.26 40
26 keller4 11 0.02 11 0.00 11 0.01 11∗
27 keller5 27 4.11 27 0.33 27 0.38 27
28 keller6 56.8 (55–59) 346.82 59 366.34 58.2 (57–59) 245.26 59
29 p hat300-1 8 0.20 8 0.04 8 0.02 8∗
30 p hat300-2 25 0.23 25 0.01 25 0.01 25∗
31 p hat300-3 36 2.77 36 0.04 36 0.07 36∗
32 p hat700-1 10.8 (10–11) 3.29 11 0.36 11 0.52 11∗
33 p hat700-2 44 2.96 44 0.05 44 0.05 44∗
34 p hat700-3 62 3.86 62 0.07 62 0.06 62
35 p hat1500-1 11 4.05 12 58.43 12 415.68 12∗
36 p hat1500-2 65 2.71 65 0.30 65 0.28 65
37 p hat1500-3 94 63.50 94 0.37 94 0.58 94
Average 75.3 (74.4–76.1) 24.93 76.8 (76.6–77.0) 350.15 76.9 (76.7–77.1) 174.44 76.9
DIMACS problem instances. For each method and instance the value and computational time are reported. In addition,
average, minimum and maximum values for the clique number are given for those methods for which such information
is available (i.e., for TS, RLS and VNS). For example, in column 7 of Table 4 for problem number 28 ‘keller6’, the
average value in 10 runs, worst and best value found are given as 58.2 (57 - 59). In the last column of both tables, are
the best solutions found by the 15 heuristics presented at DIMACS challenge of 1993. The ∗ sign denotes that optimality
is proven.
The VNS version used (in Tables 3 and 4) is the H0 variant from Table 1. Exceptions are ‘brock’ and ‘mann’ instances,
where random and max degree ( ?G) selection rules are chosen in the Add step respectively.
We translate all CPU times (obtained on the diQerent computers on which the cited methods were tested) to DIMACS
machine CPU times following standard timing routines for MCP [21]. Thus times (in seconds) reported are all from the
same “DIMACS machine”.
It appears that (i) VNS gives better results than recent GA1, GA2, CBH and TS heuristics; (ii) VNS is comparable
in terms of solution quality with the state-of-the-art heuristic, i.e., RLS. These results conBrm the observation made in
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[17,18] that, for a variety of combinatorial optimization problems, VNS can provide as good or better solutions than the
state-of-the-art heuristics proposed, which are often more complicated and in almost all cases involve more parameters.
It is worth noting that while RLS and VNS give similar results in terms of values found, they rely partly on diQerent
principle: indeed RLS exploits systematically long-term memory, while VNS does not do so at all. This suggest the
possible interest of an hybrid of RLS and VNS, which will be the topic of future search.
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