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The number of matrices over Fq with irreducible
characteristic polynomial
Randrianarisoa Tovohery Hajatiana
Abstract
Let Fq be a finite field with q elements. M. Gerstenhaber and Irving
Reiner has given two different methods to show the number of matrices
with a given characteristic polynomial. In this talk, we will give another
proof for the particular case where the characteristic polynomial is irre-
ducible. The number of such matrices is important to know the efficiency
of an algorithm to factor polynomials using Drinfeld modules.
In 1960, I. Reiner [1] and M. Gerstenhaber [2] gave two independent methods
to show the formula of the number of matrices over a finite field with a given
characteristic polynomials. Namely, if we set Fq to be the finite field with q
elements, then for g(x) = fn1
1
(x)fn2
2
(x) · · · fnrr (x), with each fi irreducible and
distinct to each other, the number of matrices with entries in Fq such that g is
its characteristic polynomial is,
qn
2
−n F (q, n)∏r
i=1 F (q
di , ni)
,
where n is the degree of g, di’s are the degree of fi’s and
F (u, v) =
(
1− u−1
) (
1− u−2
)
· · ·
(
1− u−v
)
.
Here we are interested only in the case where g is irreducible. That is because
this number of matrices is used to compute the efficiency of an algorithm for
Factoring polynomials over finite field using Drinfeld modules [4]. So, first let
us restate the simple case we want to prove.
Let Mn be the set of n× n matrices with entries in Fq, suppose GLn is the
set of all the invertible matrices in Mn.
Theorem 1. Let f(x) ∈ Fq(x) be an irreducible polynomial of degree n. Then,
the number of matrices in Mn with characteristic polynomial f is,
n−1∏
i=1
(
qn − qi
)
.
To prove this we need some results in algebra. First of all, we have the
Lemma of Schur and its consequence. Assume we have a set S and two repre-
sentations of S into matrices in Mn i.e. we have two maps
s ∈ S 7→ R1(S) ∈Mn and s ∈ S 7→ R2(S) ∈Mn
1
Definition 1. A subset A of Mn is called irreducible if {0} and F
n
q are the only
invariant subspace of Fnq by elements of A.
Lemma 1 (Schur). Suppose R1 and R2 are irreducible representations of a set
S i.e. R1(S) and R2(S) are irreducible subset of Mn. Let M ∈Mn such that,
for all s ∈ S, R1(s)M = MR2(s). Then either M = 0 or M is irreducible.
Proof. We have,
R1(s)(MMn) = (R1(s)M)Mn
= MR2(s)Mn
= M(R2(s)Mn) ⊂MMn.
Hence, MMn is invariant under R1(s). By irreducibility, this is either 0 or Mn.
The first case gives us M = 0. For the second case, assume K is the kernel of
M as endomorphism of Fnq . Then,
M(R2(s)K) = (MR2(s))K
= (R1(s)M)K
= R1(s)(MK)
= R1(s)(0)
= 0.
Hence, K is invariant under R2(s). By irreducibility, we can only have K = 0.
Thus M is bijective so that the matrix is invertible. 2
Corollary 1. If A is an irreducible subset of Mn then, between centralizers, we
have
CGLn(A) = CMn(A) − 0
Proof. In the previous lemma, we take Ri(S) = A and by definition elements of
centralizers satisfy Ma = aM , for all a ∈ A. 2
Next result we need is about rational canonical form. Let V be a finite
dimensional vector space over a field Fq. Let M be a linear operator on V and
suppose v is a vector in V .
• There exist a non-zero polynomial in Fq[x], pv(x) such that pv(M)v = 0.
The minimal monic polynomial with such property is called the order of
v. This is the minimal polynomial for the endomorphism M restricted to
< v >.
• There exist {vi} in V , such that
V =< v1 > ⊕ · · ·⊕ < vr >,
and the order pi of the vi are power of prime polynomials in Fq[x].
• Finally, if Ci are the companion matrix of pi, then, M is similar to the di-
agonal block matrix (Ci). This new matrice is called the canonical rational
form of M .
2
Lemma 2. Two matrices A and B are conjugate if they have the same canonical
form (after rearranging blocks).
Proof. We just use the fact that these matrices are conjugate to their rational
canonical form. 2
Corollary 2. All matrices in Mn with the same irreducible characteristic poly-
nomials are conjugate.
Proof. Since the characteristic polynomial is irreducible, there can only be one
block in the canonical rational form. 2
Finally, the last result we need, is taken from [3].
Lemma 3. Let M be a matrix in Mn. The centralizer of M in Mn is equal to
Fq [M ] if and only if the characteristic polynomial of M is irreducible.
Note that this equivalence is essentially due to the fact that Fq is a finite
field and M has irreducible characteristic polynomial.
We are now ready to prove the main theorem.
Proof of theorem 1. We operateGLn onMn by conjugation. Then for a matrix
M , with irreducible characteristic polynomial f , we have
|Orb (M,GLn)| = [GLn : Stab (M,GLn)] .
Now, the stabilizer of this operation is Stab (M,GLn) = CGLn(M). But
since, M has irreducible characteristic polynomial, then {M} is irreducible in
Mn. Thus, by the corollary 1, Stab (M,GLn) = CMn(M) − 0. By lemma 3,
|CM (M)| = q
n. Therefore, |Stab (M,GLn)| = q
n − 1. Now, corollary 2 tells us
that the number of matrices with the same irreducible characteristic polynomial
is |Orb(MGLn)|. Finally the number of invertible matrices is
∏d−1
k=0(q
d − qk)
and the result follows. 2
References
[1] I.Reiner. On the number of matrices with given characteristic polynomial.
1960.
[2] M.Gerstenhaber. On the number of nilpotetn matrices with coefficients in a
finite field. 1960.
[3] D.A Suprunenko and R.I. Tyshkevich. Commutative matrices. Academic
Press, 1968.
[4] GJ van der Heiden. Factoring polynomials over finite fields with Drinfeld
modules. Mathematics of computation, 73(245):317–322, 2004.
3
