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Luku 1
Johdanto
Copuloista on tullut usein käytetty työkalu ﬁnanssimaailman riskien riippuvuuksien ar-
vioinnissa. Tämän tutkielman tarkoituksena on esitellä copuloiden ja niihin läheisesti
liittyvien konseptien teoriaa.
Tutkielman alkupuolella esitellään copulan määritelmä ja muuta keskeistä teoriaa, tär-
keimpänä Sklarin lause, jota pidetään copuloiden teorian kulmakivenä. Lisäksi esitellään
eri tapoja arvioida korrelaatiota, esimerkiksi tunnusluvut Kendallin tau ja Spearmanin
rho. Tärkeimmät copulaperheet, muun muassa Arkhimedeen copulat ja elliptiset copulat,
ja perheiden usein käytetyt copulat määritellään.
Tämän jälkeen tutkielmassa esitellään eri metodeja copulan parametrien estimoin-
tiin. Monte Carlo -estimoinnin periaate määritellään ja sen käytöstä annetaan esimerkki.
Äärimmäisten ilmiöiden mallintamiseen käytetty häntäriippuvuuden käsite selitetään ja
joidenkin copuloiden häntäriippuvuuskertoimet lasketaan esimerkinomaisesti.
Tutkielman loppuosa käsittelee copuloiden soveltamista riskinarviointitarkoituksiin.
Sijoitusriskien arviointiin käytetty riskimitta todennäköinen tappio eli VaR esitellään, sa-
moin kuin sen laskemiseen käytetty uudelleenjärjestelyalgoritmiin perustuva menetelmä.
Lopuksi sovelletaan teoriaa käytännön tilanteeseen ja tutkitaan kolmen osakkeen päivit-
täisten tappioiden välisiä korrelaatioita ja lasketaan painotetun osakesalkun VaR-arvot.
Tutkielman aiheesta löytyy melko vähän suomenkielistä materiaalia, joten osa ter-
meistä on suomennettu tätä tutkielmaa varten. Tällaisten sanojen kohdalla on mainittu
alkuperäiskielinen sana sulkeissa.
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Luku 2
Copula
Copuloita käytetään satunnaismuuttujien välisen riippuvuuden kuvaamiseen. Copuloita
voidaan käyttää myös, kun halutaan liittää reunajakaumia yhteisjakaumaan. Yleisesti
ottaen copulat ovat joustava tapa tutkia useamman muuttujan jakaumia.
Sana "copula"on latinaa ja tarkoittaa suomeksi "sidettä"tai "yhdyssidettä". Abe Sklar
käyttii sanaa ensimmäisen kerran vuonna 1959 [11].
2.1 Määritelmiä ja Sklarin lause
Oletetaan, että satunnaismuuttujilla X1, X2, . . . , XN on kertymäfunktiot FX1 , . . . , FXN ,
jotka oletetaan jatkuviksi. Satunnaismuuttujien yhteiskertymäfunktio on
F(X1,...,XN )(x1, . . . , xN) = P(X1 ≤ x1, X2 ≤ x2, . . . , XN ≤ xN), x1, . . . , xN ∈ R.
Copula C on n välillä (0, 1) tasajakautuneen satunnaismuuttujan U1, . . . , Un yhteis-
kertymäfunktio,
C(u1, . . . , un) = P(U1 ≤ u1, . . . , Un ≤ un).
Kaksiulotteinen copula on kuvaus C : [0, 1] × [0, 1] → [0, 1]. Tämän kuvauksen pitää
täyttää kolme ehtoa [14]:
(i) C(u1, 0) = C(0, u2) = 0, ∀u1, u2 ∈ [0, 1].
(ii) C(u1, 1) = u1, C(1, u2) = u2 ∀u1, u2 ∈ [0, 1].
(iii) C(v1, v2)− C(u1, v2)− C(v1, u2) + C(u1, u2) ≥ 0 ∀u1 ≤ v1, u2 ≤ v2.
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Vastaavaan tapaan d-ulotteinen copula on kuvaus C : [0, 1] × [0, 1] → [0, 1], joka
täyttää seuraavat ehdot [7]:
(i) C(u1, . . . , ud) = 0, ∀u = (u1, . . . , ud)T ∈ [0, 1]d, jos uj = 0 ainakin yhdellä j ∈
1, . . . , d.
(ii) ∀u = (u1, . . . , ud)T ,∀v = (v1, . . . , vd)T ∈ [0, 1]d, joille
VC(B) = D
vd
ud
. . . Dv1u1C(t1, . . . , td) ≥ 0, ∀j ∈ {1, . . . , d}, vj ≤ uj,
missäB = ([u1, v1]×· · ·×[ud, vd]), t ∈ [0, 1]d jaDv1u1C(t1, . . . , td) = C(t1, . . . , tj−1, vj, tj+1, . . . , td)−
C(t1, . . . , tj−1, uj, tj+1, . . . , td). C on d-kasvava.
(iii) C(v1, v2)− C(u1, v2)− C(v1, u2) + C(u1, u2) ≥ 0, ∀u1 ≤ v1, u2 ≤ v2.
Määritellään ali-copulan käsite.
Määritelmä 2.1. d-ulotteinen ali-copula (engl. subcopula) on funktio C
′
seuraavilla omi-
naisuuksilla:
(i) Dom C
′
= S1 × · · · × Sd, missä jokainen Sk on [0, 1]:n osajoukko johon sisältyy 0 ja
1.
(ii) C
′
on ankkuroitu (grounded) ja d-nouseva.
(iii) C
′
:lla on reunakertymäfunktiot C
′
k, k = 1, . . . , d, joille pätee
C
′
k(u) = u, ∀u ∈ Sk.
Sklarin lause on tärkeimpiä copuloiden käyttöön liittyviä tuloksia.
Lause 2.2. (Sklarin lause) Olkoot X1 ja X2 satunnaismuuttujia, joita vastaavat kerty-
mäfunktiot FX1 ja FX2 ovat jatkuvia ja joilla on yhteiskertymäfunktio on F(X1,X2). Silloin
on olemassa yksikäsitteinen copula C, jolle
F(X1,X2)(x1, x2) = C(FX1(x1), FX2(x2)), ∀x1, x2 ∈ R.
C määräytyy ehdosta
C(u1, u2) = P(FX1(X1) ≤ u1, FX2(X2) ≤ u2), u1, u2 ∈ [0, 1].
Sklarin lause siis kertoo, että jatkuvat kaksiulotteiset jakaumat, joilla on kaikki anne-
tut reunajakaumat, saadaan copulan avulla, ja että komponenttien riippuvuus saadaan
copulasta.
Lauseen todistukseen vaaditaan seuraava lemma:
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Lemma 2.3. Olkoon X satunnaismuuttuja, jolla on jatkuva kertymäfunktio F . Merkitään
F−1(u) = inf{x|F (x) ≥ u}, u ∈ (0, 1).
Nyt kaikilla u ∈ (0, 1) ja x ∈ R
(i) F (F−1(u)) = u.
(ii) {X ≤ x} ⊆ {F (X) ≤ F (x)}, P({F (X) ≤ F (x)}/{X ≤ x}) = 0.
(iii) P(X ≤ x) = P(F (X) ≤ F (x)), P(F (X) ≤ u) = P(X ≤ F−1(u)).
(iv) F (x) on tasajakautunut välillä (0, 1).
Todistus. Käydään kohdat läpi.
Ensimmäinen kohta seuraa F :n jatkuvuudesta.
Kohta (ii) voidaan todistaa tarkastelemalla tapausta F (x) ∈ (0, 1). Nyt nähdään, että
{X ≤ x} ⊆ {F (X) ≤ F (x)} ja
{F (X) ≤ F (x)} = {X ≤ F−1(F (x))} ∪ {X ∈ (F−1(F (x)), y]},
missä y = y(x) = sup{z|F (z) ≤ F (x)}. Ilmeisesti f(y) = f(x), eli
P(X ∈ (F−1(F (x)), y]) = F (y)− F (F−1(F (x))) = 0.
Selvästi F−1(F (x)) ≤ x, joten P(X ∈ (x, y]) = 0. Kohta (ii) on nyt todistettu, ja koh-
dan (iii) ensimmäinen väite on sen seuraus. Todistetaan vielä kohdan (iii) jälkimmäinen
väite.
P(F (x) ≤ u)
= P(F (x) ≤ F (F−1(u)))
= F (F−1(u)) = u.
Tämä todistaa kohdan (iii) jälkimmäisen väitteen ja kohdan (iv).

Siirrytään sitten itse Sklarin lauseen todistamiseen.
Lauseen 2.1 (Sklarin lause) todistus. Seuraava todistus, kuten edellisen lemman todis-
tus, on otettu lähteestä [14].
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Ensinnäkin todetaan, että funktio C(u1, u2) = P(FX1(X1) ≤ u1, FX2(X2) ≤ u2) täyttää
kaksiulotteisen copulan määritelmän ehdot (i) ja (ii). Myös kohdan (iii) ehto täyttyy, sillä
jos u1 ≤ v1 ja u2 ≤ v2, niin
P(FX1(X1) ∈ (u1, v1], FX2(X2) ∈ (u2, v2]) ≥ 0.
Olkoot x1, x2 ∈ R. Lemman 2.2 nojalla saadaan
F(X1,X2)(x1, x2) = P(X1 ≤ x1, X2 ≤ x2)
= P(FX1(X1) ≤ FX1(x1), FX2(X2) ≤ FX2(x2))
= C(FX1(x1), FX2(x2)).
Eli vaatimus F(X1,X2)(x1, x2) = C(FX1(x1), FX2(x2)) toteutuu.
Olkoon C∗ nyt copula, jolle pätee
F(X1,X2)(x1, x2) = C
∗(FX1(x1), FX2(x2))
kaikilla x1, x2 ∈ R. Jos u1, u2 ∈ (0, 1), niin FX1(x1) = u1 ja FX2(x1) = u2 eräillä
x1, x2 ∈ R.
Siis
C∗(u1, u2) = F(X1,X2)(x1, x2)
= C(u1, u2).

Sklarin lause voidaan yleistää moniulotteisille jakaumille seuraavaan tapaan: Olkoot
nyt X1, . . . , Xd satunnaimuuttujia, joilla on kertymäfunktiot FX1 , . . . , FXd ja joilla on d-
ulotteinen kertymäfunktio F(X1,...,Xd). Silloin on olemassa d-ulotteinen copula C, jolle
F(X1,...,Xd)(x1, . . . , xd) = C(FX1(x1), . . . , FXd(xd)), ∀x1, . . . , xd ∈ R.
Lause 2.4. Olkoot X1 ja X2 satunnaismuuttujia, joiden kertymäfunktiot FX1 ja FX2 ovat
jatkuvia. Olkoon C satunnaismuuttujien copula ja olkoot g1 ja g2 jatkuvia funktioita.
(i) Jos g1 ja g2 ovat kasvavia, niin parin (g1(X1), g2(X2)) copula on C.
(ii) Jos g1 ja g2 ovat väheneviä, niin parin (g1(X1), g2(X2)) copula on Cˆ,
Cˆ(u1, u2) = C(1− u1, 1− u2) + u1 + u2 − 1, ∀u1, u2 ∈ [0, 1],
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jota kutsutaan eloonjäämiscopulaksi.
Todistus. Todistus kohtaan (i) löytyy Riskiteorian kurssin luentomonisteesta, eli läh-
teestä [14], kohdan (ii) todistus on saman kurssin harjoitusten malliratkaisuista.
Merkitään
yi = sup{x|gi(x) ≤ xi}, xi ∈ R, i = 1, 2.
Nyt
{gi(Xi) ≤ xi} = {Xi ≤ yi},
ja
P(g1(X1) ≤ x1, g2(X2) ≤ x2)
= P(X1 ≤ y1, X2 ≤ y2)
= C(FX1(y1), FX2(y2))
= C(Fg1(X1)(x1), Fg2(X2)(x2)),
mikä todistaa kohdan (i). Todistetaan kohta (ii).
Merkitään nyt
y∗i = inf{z|gi(z) ≤ xi}, xi ∈ R, i = 1, 2.
Nyt
{gi(Xi) ≤ xi} = {Xi ≥ y∗i }.
Huomataan edellisen kohdan tapaan, että
P(g1(X1) ≤ x1, g2(X2) ≤ x2)
= P(X1 ≥ y∗1, X2 ≥ y∗2)
= F(g1(X1),g2(X2))(x1, x2).
Nähdään, että kertymäfunktioiden FX1 ja FX2 jatkuvuuden, joukko-opin sääntöjen ja
todennäköisyyden additiivisuuden perusteella
P(X1 ≥ y∗1, X2 ≥ y∗2) = P(X1 ≥ y∗1) + P(X2 ≥ y∗2) + P(X1 < y∗1, X2 < y∗2)− 1
= P(X1 ≥ y∗1) + P(X2 ≥ y∗2) + P(X1 ≤ y∗1, X2 ≤ y∗2)− 1
= P(g1(X1) ≤ x1) + P(g2(X2) ≤ x2) + C(FX1(y∗1), FX2(y∗2))− 1.
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Funktiot g1 ja g2 ovat jatkuvia, joten
C(FX1(y
∗
1), FX2(y
∗
2)) = C(P(g1(X1) ≥ x1),P(g2(X2) ≥ x2))
= C(1− Fg1(X1)(x1), 1− Fg2(X2)(x2)).
Nyt voidaan koota tulokset yhteen, jolloin saadaan
F(g1(X1),g2(X2))(x1, x2) = C(1− Fg1(X1)(x1), 1− Fg2(X2)(x2)) + Fg1(X1)(x1) + Fg2(X2)(x2)− 1
= Cˆ(Fg1(X1)(x1), Fg2(X2)(x2)).
Sklarin lauseen nojalla Cˆ on siis parin (g1(X1), g2(X2)) copula, mikä oli todistettava.

2.2 Frechet'n yläraja- ja alaraja-copula
Määritellään seuraavat funktiot Wd ja Md:
W (u1, u2) = max(u1 + u2 − 1, 0)
M(u1, u2) = min(u1, u2).
Funktiota W kutsutaan Frechet'n alaraja-copulaksi ja funktiota M kutsutaan Frec-
het'n yläraja-copulaksi, joskus myös komonotonisuuscopulaksi. Seuraava, alunperin Was-
sily Hoeﬀdingin ja Maurice René Fréchet'n esittämä tulos osoittaa, että nämä kaksi co-
pulaa ovat kaikkien copuloiden ala- ja yläraja.
Lause 2.5. Olkoon C : [0, 1]2 → [0, 1] mikä tahansa copula. Tällöin sen alaraja on
W (u1, u2) ja yläraja M(u1, u2), eli
W (u1, u2) ≤ C(u1, u2) ≤M(u1, u2), u1, u2 ∈ [0, 1].
Todistus. Todistus on muokattu lähteestä [11]. Selvästi nähdään, M(u1, u2) on copula
ja täyttää vaaditut ehdot (i)-(iii). Jotta voitaisiin todistaa, että M(u1, u2) dominoi mie-
livaltaista copulaa C tutkitaan paria (U1, U2) todennäköisyysavaruudessa (Ω,F ,P), jolla
on kertymäfunktio
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P(U1 ≤ u1, U2 ≤ u2) = C(u1, u2), u1, u2 ∈ [0, 1].
Kiinnitetään u1, u2 ∈ [0, 1]. Kullekin komponentille j = 1, 2 huomataan, että tapahtu-
ma {Uj ≤ uj} sisältää tapahtuman {U1 ≤ u1, U2 ≤ u2}, mistä seuraa, että
uj = P(Uj ≤ uj) ≥ P(U1 ≤ u1, U2 ≤ u2) = C(u1, u2).
Koska yhtälön vasen puoli riippuu j:stä, mutta oikea puoli ei, voidaan todeta kum-
mankin puolen minimikomponenttien j = 1, 2 noudattavan seuraavaa yhtälöä:
M(u1, u2) = min
j=1,2
{uj} ≥ C(u1, u2).
Tämä todistaa ylärajan olemassaolon.
Sirrytään sitten alarajaan. Palautetaan mieleen, että todennäköisyyslaskennassa ta-
pahtumille A1, A2 ∈ F pätee seuraavat säännöt: P(A1 ∪ A2) ≤ P(A1) + P(A2), P(Ac) =
1− P(A) ja (A1 ∩ A2)c = Ac1 ∪ Ac2. Näiden sääntöjen avulla voidaan laskea
u1 + u2 − 1 = 1−
d∑
j=1
(1− uj) = 1−
d∑
j=1
P(Uj > uj)
≤ 1− P({Uj > uj} ∪ {U2 > u2}) = P({Uj ≤ uj} ∩ {U2 ≤ u2})
= C(u1, u2)
Koska selvästi C(u1, u2) ≥ 0, ollaan todistettu, että C(u1, u2) ≥ W (u1, u2).

Lauseen voi yleistää myös useammalle ulottuvuudelle, jolloin ala- ja yläraja Wd ja Md
määritellään seuraavasti:
Wd(u1, . . . , ud) = max(u1 + . . .+ ud − d+ 1, 0)
Md(u1, . . . , ud) = min(u1, . . . , ud).
Olkoon C : [0, 1]d → [0, 1] mikä tahansa copula. Tällöin
Wd(u1, . . . , ud) ≤ C(u1, . . . , ud) ≤Md(u1, . . . , ud), u1, . . . , ud ∈ [0, 1].
Todistus on samanlainen kuin kaksiulotteisessa tapauksessa.
Toisin kuin Md, Wd ei voi olla copula kun d > 2. Tämän voi todistaa laskemalla, että
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VWd([1/2,1]) = max(1 + · · ·+ 1− d+ 1, 0)(2.6)
−dmax(1/2 + 1 + · · ·+ 1− d+ 1, 0)
+
(
d
2
)
max(1/2 + 1/2 + 1 + · · ·+ 1− d+ 1, 0)
· · ·
+ max(1/2 + · · ·+ 1/2− d+ 1, 0)
= 1− d/2 + 0 + · · ·+ 0 = 1− d/2,
missä 1/2 = (1/2, . . . , 1/2) ja 1 = (1, . . . , 1) [3]. Koska määritelmän mukaan d-
ulotteisen copulan tiheyden tulee olla suurempi tai yhtä suuri kuin nolla,Wd ei ole copula,
kun d > 2.
Wd:tä voidaan kuitenkin pitää parhaana mahdollisena alarajana myös kun d > 2,
kuten seuraava lause osoittaa.
Lause 2.7. Mille tahansa d ≥ 3 ja mille tahansa u = (u1, . . . , ud) ∈ [0, 1]d löytyy copula
C, jolle pätee
C(u1, . . . , ud) = Wd(u1, . . . , ud).
Todistus. Lähteestä [13]. Tarkastellaan kahta tapausta. Ensinnäkin oletetaan, että
0 < u1 + · · ·+ ud ≤ d− 1. Tutkitaan sitten pisteitä v = (v1, . . . , vd), joista jokainen vk on
0,1, tai tk = min{(d−1)uk/(u1 + · · ·+ud), 1}. Määritellään funktio C ′ näissä pisteissä seu-
raavasti: C
′
(v) = Wd(v). Voidaan osoittaa, että C
′
on ali-copula, ja se voidaan laajentaa
d-ulotteiseksi copulaksi. Nyt jokaiselle x ∈ [0, t], t = (t1, . . . , td) , ja C(x) = Wd(x) = 0.
Toinen tapaus. Oletetaan, että d − 1 < u1 + · · · + ud < d, ja tutkitaan pisteitä v =
(v1, . . . , vd), joista jokainen vk on 0,1, tai sk = 1−(1−uk)/(d−(u1+· · ·+ud)). Määritellään
funktio C
′
näissä pisteissä seuraavasti: C
′
(v) = Wd(v). Todetaan taas, että kyseessä on
copula. Olkoon s = (s1, . . . , sd). Nyt jokaiselle x ∈ [s,1], ja C(x) = Wd(x) = x1 + · · · +
xd − d+ 1. 
Olkoon C¯ yhdistetty eloonjäämisfunktio d satunnaismuuttujalle, jolla on yhteiskerty-
mäfunktio C. Siis jos satunnaisvektorilla (U1, . . . , Ud)T on jakauma C, niin C¯(u1, . . . , ud) =
P(U1 > u1, . . . , Ud > ud).
Määritelmä 2.8. Copula C1 on pienempi kuin copula C2, jos
C1(u) ≤ C2(u) ja C¯1(u) ≤ C¯2(u)
kaikilla u ∈ [0, 1]d. Merkitään C1 ≺ C2.
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2.3 Copulan tiheys
Osa copuloista on absoluuttisesti jatkuvia. Tällaiset copulat voidaan esittää seuraavan-
laisena integraalina:
C(u1, . . . , ud) =
∫ u1
0
∫ u2
0
· · ·
∫ ud
0
c(v1, . . . , vd) dvd dvd−1 . . . dv1,
missä c on epänegatiivinen kuvaus c : (0, 1)d → [0,∞). c:tä kutsutaan copulan C
tiheydeksi (engl. copula density) [11], ja se voidaan vuorostaan määritellä näin:
c(u1, . . . , ud) =
∂
∂u1
∂
∂u2
. . .
∂
∂ud
C(u1, . . . , ud).
Kuva 2.1: Frankin, Claytonin ja Gumbelin copuloiden tiheydet, kullakin parametri α=2.
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Luku 3
Eri tapoja arvioida korrelaatiota
Käydään läpi joitain yleisimpiä korrelaatiokertoimia.
3.1 Pearsonin korrelaatiokerroin
Olkoot X ja Y satunnaismuuttujia. Nyt vektorin (X, Y )T Pearsonin korrelaatiokerroin on
ρX,Y =
Cov(X, Y )
σXσY
,
missä Cov(X, Y ) = E(XY ) − E(X)E(Y ) on vektorin kovarianssi ja σX ja σY ovat
satunnaimuuttujien keskihajonnat.
3.2 Elinaikojen korrelaatio
Kahden arvopaperin A ja B korrelaatio ρ voidaan määritellä niiden elinaikojen (engl.
survival times) TA ja TB mukaan seuraavasti:
ρAB =
Cov(TA, TB)√
Var(TA)
√
Var(TB)
=
E(TATB)− E(TA)E(TB)√
Var(TA)
√
Var(TB)
.
Tällöin kyseessä on elinaikojen korrelaatio [10].
3.3 Kendallin tau
Kendallin tau, tunnetaan myös nimellä Kendallin järjestyskorrelaatiokerroin, on tunnus-
luku, jonka avulla voidaan arvioida muuttujien välistä korrelaatiota.
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Määritelmä 3.1. Olkoot (X1, Y1)T ja (X2, Y2)T riippumattomia ja samoin jakautuneita
vektoreita. Kendallin tau määritellään seuraavalla tavalla [13]:
τ = P((X1 −X2)(Y1 − Y2) > 0)− P((X1 −X2)(Y1 − Y2) < 0).
Lause 3.2. Olkoot (X1, Y1)T ja (X2, Y2)T jatkuvista satunnaismuuttujista koostuvia riip-
pumattomia vektoreita ja olkoon satunnaismuuttujilla yhteiskertymäfunktiot H1 ja H2.
Olkoot vektorien copulat C1 ja C2 niin, että H1(x, y) = C1(F (x), G(y)) ja H2(x, y) =
C2(F (x), G(y)), missä F on satunnaismuuttujien X1 ja X2 reunakertymäfunktio ja G on
satunnaismuuttujien Y1 ja Y2 reunakertymäfunktio.
Merkitään
Q = P((X1 −X2)(Y1 − Y2) > 0)− P((X1 −X2)(Y1 − Y2) < 0).
Tällöin
Q = Q(C1, C2) = 4
∫ ∫
[0,1]2
C2(u1, u2)dC1(u1, u2)− 1.
Todistus. Lähteestä [13]. Koska satunnaismuuttujat ovat jatkuvia, P((X1 −X2)(Y1 −
Y2) < 0) = 1− P((X1 −X2)(Y1 − Y2) > 0) ja
Q = 2P((X1 −X2)(Y1 − Y2) > 0)− 1.
Mutta P((X1 − X2)(Y1 − Y2) > 0) = P(X1 > X2, Y1 > Y2) + P(X1 < X2, Y1 < Y2),
ja nämä todennäköisyydet voidaan arvioida integroimalla yli joko vektorin (X1, Y1)T tai
(X2, Y2)
T jakauman. Valitaan ensin vektori (X1, Y1)T . Nyt
P(X1 > X2, Y1 > Y2) = P(X2 < X1, Y2 < Y1)
=
∫ ∫
R2
P(X2 ≤ x, Y2 ≤ y)dC1(F (x), G(y))
=
∫ ∫
R2
C2(F (x), G(y))dC1(F (x), G(y)),
joten ottamalla käyttöön muunnos u1 = F (x) ja u2 = G(y) saadaan
P(X1 > X2, Y1 > Y2) =
∫ ∫
[0,1]2
C2(u1, u2)dC1(u1, u2).
Samoin
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P(X1 < X2, Y1 < Y2) =
∫ ∫
R2
P(X2 > x, Y2 > y)dC1(F (x), G(y))
=
∫ ∫
R2
(1− F (x)−G(y) + C2(F (x), G(y)))dC1(F (x), G(y))
=
∫ ∫
[0,1]2
(1− u1 − u2 − C2(u1, u2))dC1(u1, u2).
Mutta koska C1 on parin (U1, U2), missä U1 ja U2 ovat välillä (0, 1) tasajakautuneita
satunnaismuuttujia, yhteiskertymäfunktio, niin E(U1) = E(U2) = 1/2, ja
P(X1 < X2, Y1 < Y2) = 1− 1/2− 1/2 +
∫ ∫
[0,1]2
C2(u1, u2)dC1(u1, u2)
=
∫ ∫
[0,1]2
C2(u1, u2)dC1(u1, u2).
Siispä
P((X1 −X2)(Y1 − Y2) > 0) = 2
∫ ∫
[0,1]2
C2(u1, u2)dC1(u1, u2),
ja
Q = 2P((X1 −X2)(Y1 − Y2) > 0)− 1 = 4
∫ ∫
[0,1]2
C2(u1, u2)dC1(u1, u2)− 1.

Jos C1, C2 ja Q on määritelty kuten edellisessä lauseessa, huomataan, että Q on
symmetrinen argumenttiensa suhteen, eli Q(C1, C2) = Q(C2, C1).
Lause 3.3. Olkoon (X1, X2)T satunnaisvektori ja C(u1, u2) vastaava copula. Kendallin
tau on [3]:
τ(X1, X2) = Q(C,C) = 4
∫ ∫
[0,1]2
C(u1, u2)dC(u1, u2)− 1.
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Integraali on satunnaismuuttujan C(U1, U2), U1, U2 ∼ U(0, 1), odotusarvo, jolla on
yhteiskertymäfunktio C. Eli τ(X1, X2) = 4E(C(U1, U2))− 1.
Kendallin tau voidaan määritellä myös näin [17]:
τ = 2
∫
[0,1]2
C(u1, u2)Cu1u2(u1, u2)− Cu1(u1, u2)Cu2(u1, u2) du1du2.
(Tässä on käytetty merkintää ∂
∂xi
C = Cxi .)
3.4 Spearmanin rho
Määritelmä 3.4. Olkoot (X1, Y1)T , (X2, Y2)T ja (X3, Y3)T riippumattomia ja samoin ja-
kautuneita vektoreita, joilla on yhteinen yhteiskertymäfunktio H reunakertymäfunktiolla
F ja G, ja copula C. Spearmanin rho määritellään seuraavalla tavalla [13]:
ρS = 3(P((X1 −X2)(Y1 − Y3) > 0)− P((X1 −X2)(Y1 − Y3) < 0)).
Huomataan, että vektorin (X2, Y3)T yhteiskertymäfunktio on F (x)G(y), sillä X2 ja Y3
ovat riippumattomia toisistaan. Tästä syystä vektorin (X2, Y3)T copula on riippumatto-
muuscopula Π (ks. luku 4.3.).
Lause 3.5. Olkoon (X1, X2)T satunnaisvektori ja C(u1, u2) vastaava copula. Spearmanin
rho on [3]:
ρS(X1, X2) = 3Q(C,Π) = 12
∫ ∫
[0,1]2
u1u2dC(u1, u2)−3 = 12
∫ ∫
[0,1]2
C(u1, u2)du1du2−3.
Todistus. Suoraan lauseesta 3.2. ja Q:n symmetrisyydestä argumenttiensa suhteen.

3.5 Yhtäpitävyys
Määritellään yhtäpitävyyden (engl. concordance) käsite. Kahden satunnaismuuttujan yh-
täpitävyydellä tarkoitetaan, hieman yksinkertaistaen, sitä, että kun yksi satunnaismuut-
tuja saa "suuria"(tai "pieniä") arvoja, on todennäköistä, että toinenkin satunnaismuuttu-
ja saa "suuria"(tai "pieniä") arvoja [13]. Matemaattisesti muotoiltuna voidaan valita jat-
kuvista satunnaismuuttujista muodostuva vektori (X, Y ) ja ottaa kaksi havaintoa (xi, yi)
ja (xj, yj). Merkitään, että (xi, yi) ja (xj, yj) ovat yhtäpitävät, jos xi < xj ja yi < yj,
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tai jos xi > xj ja yi > yj. Vastaavasti merkitään, että (xi, yi) ja (xj, yj) ovat yhtäpitä-
mättömät, jos xi < xj ja yi > yj, tai jos xi > xj ja yi < yj. Toinen tapa määritellä
yhtäpitävyys on merkitä, että (xi, yi) ja (xj, yj) ovat yhtäpitävät, jos (xi−xj)(yi−yj) > 0
ja yhtäpitämättömät, jos (xi − xj)(yi − yj) < 0.
ks. myös lähde [2].
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Luku 4
Tärkeitä copuloita
4.1 Ääriarvocopulat
Ääriarvocopulat (engl. extreme value copulas) määritellään seuraasti:
Määritelmä 4.1. Copula C : [0, 1]d → [0, 1] on ääriarvocopula, jos se täyttää ehdon
C(ut1, . . . , u
t
d) = C(u1, . . . , ud)
t kaikilla t > 0, u1, . . . , ud ∈ [0, 1].
Kuten nimestä voi päätellä, ääriarvocopulat ovat merkittävässä asemassa ääriarvoteo-
riassa. Esimerkkejä ääriarvocopuloista ovat Frechet'n yläraja-copulaMd, riippumattomuus-
copula ja Marshallin-Olkinin copulat [12].
4.2 Marshallin-Olkinin copulat
Tarkastellaan kahden komponentin järjestelmää , jonka komponentit vastaanottavat shok-
keja, jotka ovat tuhoisia yhdelle tai molemmille komponenteista. Olkoot komponenttien
eliniät X1 ja X2. Oletetaan lisäksi, että shokit noudattavat kolmea riippumatonta Pois-
sonin prosessia parametreilla λ1, λ2, λ12 ≥ 0. Alaindeksit kertoo, mihin komponenttiin tai
komponentteihin shokki vaikuttaa. Näin ollen shokkien tapahtumishetket Z1, Z2 ja Z12
ovat riippumattomia eksponenttijakautuneita satunnaismuuttujia parametreilla λ1, λ2 ja
λ12. Siis
H¯(x1, x2) = P(X1 > x1, X2 > x2) = P(Z1 > x1)P(Z2 > x2)P(Z12 > max(x1, x2))
Yksiulotteiset eloonjäämisfunktiot X1:lle ja X2:lle ovat F¯1(x1) = exp(−(λ1 + λ12)x1)
ja F¯2(x2) = exp(−(λ2 + λ12)x2). Koska max(x1, x2) = x1 + x2 −min(x1, x2), saadaan
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H¯(x1, x2) = exp(−(λ1 + λ12)x1 − (λ2 + λ12)x2 + λ12 min(x1, x2))
= F¯1(x1)F¯2(x2) min(exp(λ12x1), exp(λ12x2))
Olkoon α1 = λ12/(λ1 + λ12) ja α2 = λ12/(λ2 + λ12). Nyt exp(λ12x1) = F¯1(x1)−α1 ja
exp(λ12x2) = F¯2(x2)
−α2 . Vektorin (X1, X2)T eloonjäämiscopula on siis
Cˆ(u1, u2) = u1u2 min(u
−α1
1 , u
−α2
2 ) = min(u
1−α1
1 u2, u1u
1−α2
2 ).
Kaksiparametrinen Marshallin-Olkinin copulaperhe voidaan nyt määritellä seuraavalla
tavalla [3]:
Cα1,α2(u1, u2) = min(u
1−α1
1 u2, u1u
1−α2
2 ) =
{
u1−α11 u2, u
α1
1 ≥ uα22 ,
u1u
1−α2
2 , u
α1
1 ≤ uα22 .
Speamanin rhon ja Kendallin taun laskeminen:
Marshallin-Olkinin copulaperheen Spearmanin rho voidaan laskea melko helposti:
ρS(Cα1,α2) = 12
∫ ∫
[0,1]2
Cα1,α2(u, v)dudv − 3
= 12
∫ 1
0
(∫ uα1/α2
0
u1−α1vdv +
∫ 1
uα1/α2
uv1−α2dv
)
du− 3
=
3α1α2
2α1 + 2α2 − α1α2 .
Kendallin taun laskemista varten käytetään seuraavaa lausetta, jonka todistus löytyy
lähteestä [13].
Lause 4.2. Olkoon C copula, jolle pätee, että tulo (∂C/∂u1)(∂C/∂u2) on integroituva
alueessa [0, 1]2. Tällöin
∫ ∫
[0,1]2
C(u1, u2)dC(u1, u2) =
1
2
−
∫ ∫
[0,1]2
∂
∂u1
C(u1, u2)
∂
∂u1
C(u1, u2)du1du2.
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Todistus. Kun copulat ovat absoluuttisesti jatkuvia voidaan käyttää osittaisintegroin-
tia. Saadaan∫ ∫
[0,1]2
C(u1, u2)dC(u1, u2) =
∫ 1
0
∫ 1
0
C(u1, u2)
∂2C(u1, u2)
∂u1∂u2
du1du2.
Suoritetaan sisemmän integraalin osittaisintegrointi:
∫ 1
0
C(u1, u2)
∂2C(u1, u2)
∂u1∂u2
du1 =
1/
0
C(u1, u2)
∂C(u1, u2)
∂u2
−
∫ 1
0
∂C(u1, u2)
∂u1
∂C(u1, u2)
∂u2
du1
= u2 −
∫ 1
0
∂C(u1, u2)
∂u1
∂C(u1, u2)
∂u2
du1.
Nyt saadaan
∫ ∫
[0,1]2
C(u1, u2)dC(u1, u2) =
∫ 1
0
u2 du2 −
∫ 1
0
∫ 1
0
∂C(u1, u2)
∂u1
∂C(u1, u2)
∂u2
du1du2
=
1
2
−
∫ ∫
[0,1]2
∂
∂u1
C(u1, u2)
∂
∂u1
C(u1, u2)du1du2.

Nyt voidaan laskea Kendallin tau:
τ(Cα1,α2) = 4
∫ ∫
[0,1]2
Cα1,α2(u1, u2)dCα1,α2(u1, u2)− 1
= 4(
1
2
−
∫ ∫
[0,1]2
∂
∂u1
Cα1,α2(u1, u2)
∂
∂u1
Cα1,α2(u1, u2)du1du2)− 1
=
α1α2
α1 + α2 − α1α2 .
Marshallin-Olkinin copuloilla on ylempi häntäriippuvuus (ks. luku 6). Oletetaan, että
α1 > α2. Nyt
λU = lim
v→1−
1− 2v + C(v, v)
1− v = limv→1−
1− 2v + v2 min(v−α1 , v−α2)
1− v
= lim
v→1−
1− 2v + v2v−α2
1− v
= lim
v→1−
(2− 2v1−α2 + α2v1−α2) = α2.
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4.3 Arkhimedeen copulat
Määritelmä 4.3. Määritellään Arkhimedeen copula. Olkoon ϕ : [0, 1] → R ∪ {∞} sel-
lainen, että ϕ(t) ∈ R kaikilla t 6= 0 ja
ϕ′(t) < 0 ja ϕ′′(t) > 0, kaikilla t ∈ (0, 1).
Lisäksi
ϕ(1) = lim
t→1−
ϕ(t) = 0 ja ϕ(0) = lim
t→0+
ϕ(t) =∞.
Määritellään kuvaus C = Cϕ : [0, 1]× [0, 1]→ [0, 1] ehdosta
C(u1, u2) = ϕ
−1(ϕ(u1) + ϕ(u2)).
C on siis Arkhimedeen copula generaattorina ϕ.
Neljä yleisintä kaksiulotteista Arkhimedeen copulaa:
Gumbelin copula: Olkoon ϕ(t) = (− ln t)α, missä α ≥ 1. Nyt
ϕ′(t) = −α(− ln t)α−1 1
t
< 0 ja ϕ′′(t) > 0 kaikilla t ∈ (0, 1). Lisäksi ϕ(1) = 0 ja ϕ(0) =∞,
joten funktio ϕ toteuttaa kaikki vaaditut ominaisuudet [3]. Nyt saadaan
CG(u1, u2;α) = ϕ
−1(ϕ(u1) + ϕ(u2) = exp(−((− lnu1)α + (− lnu2)α) 1α ).
Kyseessä on Gumbelin copula.
Claytonin copula:
Määritellään Claytonin copula:
CC(u1, u2;α) = (u
−α
1 + u
−α
2 − 1)−
1
α , ∀α > 0.
Frankin copula:
Määritellään Frankin copula [7]:
CF (u1, u2;α) =
1
α
ln(1 +
(eαu1 − 1)(eαu2 − 1)
(eα − 1) ), α ∈ R/{0}.
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Kuva 4.1: Satunnaisotos Gumbelin, Claytonin ja Frankin copuloista, kullakin α = 2.
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Riippumattomuus-copula:
Jos X1 ja X2 ovat riippumattomia, niin
F(X1,X2)(x1, x2) = FX1(x1)FX2(x2).
Riippumattomuus-copula (engl. independence copula) Π voidaan nyt määritellä seu-
raavalla tavalla [14]:
Π(u1, u2) = u1u2.
Kuva 4.2: Frankin copulan tasa-arvokäyrä, Claytonin copulan tasa-arvokäyrä ja Gumbelin
copulan tasa-arvokäyrä. Tasa-arvokäyrällä funktio saa aina saman arvon.
Lause 4.4. Olkoon C Arkhimedeen copula generaattorina ϕ ja olkoon
FC(t) = VC({(u1, u2) ∈ [0, 1]2|C(u1, u2) ≤ t}) =
∫ 1
0
∫ 1
0
1(C(u1, u2) ≤ t)dC(u1, u2),
missä VC on copulan C-tilavuus (engl. C-volume). Nyt mille tahansa t ∈ [0, 1]
FC(t) = t− ϕ(t)
ϕ′(t+)
.
Todistus. Lähteestä [13]. Olkoon t ∈ (0, 1) ja merkitään w = ϕ(t). Olkoon n ≥ 0 kiin-
nitetty kokonaisluku ja tutkitaan välin [t, 1] ositusta {t = t0, t1, . . . , tn = 1}, missä tn−k =
ϕ[−1](kw/n), k = 0, 1, . . . , n, jonka indusoi välin [0, w] ositus {0, w/n, . . . , kw/n, . . . , w}.
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OlkoonR
′
k = [tk−1, tk]×[0, tn−k+1], ja asetetaan S ′n = ∪nk=1R′k. Nyt FC(t) = t+limn→∞ VC(S ′n),
ja jokaiselle k:lle saadaan
VC(R
′
k) = C(tk, tn−k+1)− t = ϕ[−1](w − w/n)− ϕ[−1](w),
joten
VC(S
′
n) =
n∑
k=1
VC(R
′
k) = −w
[
ϕ[−1](w)− ϕ[−1](w − w/n)
w/n
]
.
Lauseen tulos saadaan laskemalla raja-arvo, kun n→∞.

Jos vektorilla (U1, U2)T on kertymäfunktio C, joka on Arkhimedeen copula generaat-
torina ϕ, niin lauseessa 4.4. määritelty funktio FC(t) on satunnaismuuttujan C(U1, U2)
kertymäfunktio [3].
Kendallin tau Arkhimedeen copuloille:
Lause 4.5. Olkoot X1 ja X2 satunnaismuuttujia, joilla on Arkhimedeen copula C gene-
raattorina ϕ. Tällöin Kendallin tau X1:lle ja X2:lle on
τC = 4
∫ 1
0
ϕ(t)
ϕ′(t)
dt+ 1.
Todistus. Lähteestä [3]. Olkoot U1 ja U2 välillä (0, 1) tasajakautuneita satunnaismuut-
tujia, joilla on yhteiskertymäfunktio C. Olkoon FC copulan C(U1, U2) kertymäfunktio.
Kendallin taun määritelmän perusteella
τC = 4E(C(U1, U2))− 1 = 4
∫ 1
0
tdFC(t)− 1
= 4
(
tFC(t)
∣∣∣∣1
0
−
∫ 1
0
FC(t)dt
)
− 1 = 3− 4
∫ 1
0
FC(t)dt.
Lauseen 4.4 perusteella saadaan
FC(t) = t− ϕ(t)
ϕ′(t+)
.
Koska ϕ on konveksi, ϕ′(t+) ja ϕ′(t−) ovat olemassa kaikille t ∈ (0, 1) ja joukko
{t ∈ (0, 1)|ϕ′(t+) 6= ϕ′(t−)} on enintään numeroituva, eli toisin sanoen sen Lebesguen
mitta on nolla. Siispä
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τC = 3− 4
∫ 1
0
(
t− ϕ(t)
ϕ′(t+)
)
dt = 4
∫ 1
0
ϕ(t)
ϕ′(t)
dt+ 1.

Esimerkki: Gumbelin copuloiden generaattori on ϕ(t) = (− ln t)α. Lasketaan Kendallin
tau [3]:
τα = 4
∫ 1
0
(− ln t)α
−α(− ln t)α−1 1
t
dt+ 1 = 1− 4
∫ 1
0
t
α
(− ln t)α
(− ln t)α−1 dt = 1 + 4
∫ 1
0
t ln t
α
dt
= 1 +
4
α
(
t2
2
ln t
∣∣∣∣1
0
−
∫ 1
0
t
2
dt
)
= 1 +
4
α
(0− 1/4) = 1− 1/α.
4.4 Elliptiset copulat
Määritellään ensin elliptinen jakauma:
Määritelmä 4.6. Satunnaisvektorilla X = (X1, . . . , Xd)T on elliptinen jakauma (engl.
elliptical distribution), jos
X
d
= µ+RAU,
missä µ ∈ Rd, R ≥ 0 on satunnaismuuttuja (voidaan tulkita säteeksi), joka on riippu-
maton k-ulotteisesta satunnaisvektoristaU (tulkittavissa suunnaksi), joka on tasajakautu-
nut yksikköhyperpallolle
{
z ∈ R|zTz = 1}, ja A on k×d matriisi, jolle pätee yhtäsuuruus
AAT = Σ, ja rank(Σ) = k [12].
Selvennetään vielä merkintätapoja. Jos X on d-ulotteinen satunnaisvektori ja, jollekin
µ ∈ Rd ja jollekin epänegatiivisesti deﬁniitille, symmetriselle d× d matriisille Σ, X −µ:n
karakteristinen funktio ϕX−µ(t) on kvadraattista muotoa oleva funktio tTΣt, ϕX−µ(t) =
φ(tTΣt), sanomme, että X:llä on elliptinen jakauma parametrein µ,Σ, φ, ja merkitään
X ∼ Ed(µ,Σ, φ) [3].
Elliptiset copulat (engl. elliptically contoured copulae) ovat elliptisten jakaumien co-
puloita. Ne ovat monimutkaisempia kuin Arkhimedeen copulat, mutta varsinkin seuraavat
kaksi copulaa, Gaussinen copula ja t-copula, ovat usein käytettyjä:
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Kuva 4.3: Satunnaisotos riippumattomuus-copulasta ja t-copulasta.
Gaussinen copula :
Gaussinen copula (engl. Gaussian copula) määritellään seuraavasti:
C(u1, u2; ρ) = Φ2(Φ
−1(u1),Φ−1(u2), ρ), −1 ≤ ρ ≤ 1,
missä Φ2 on kaksiulotteinen normaalijakauma, jolla korrelaatiokerroin ρ, ja Φ−1 on
yksiulotteisen normaalijakauman käänteisfunktio [7]. Toisin sanoen
C(u1, u2; ρ) =
∫ Φ−1(u1)
−∞
∫ Φ−1(u2)
−∞
1
2pi
√
(1− ρ2) × exp
(
−s
2
1 − 2ρs1s2 + s22
2(1− ρ2)
)
ds1ds2.
t-copula:
t-copula määritellään seuraavasti:
C(u1, u2; ν, ρ) =
∫ t−1ν (u1)
−∞
∫ t−1ν (u2)
−∞
1
2pi
√
(1− ρ2) ×
(
1 +
s21 − 2ρs1s2 + s22
ν(1− ρ2)
)−(ν+2)/2
ds1ds2.
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4.5 Sekoitecopulat
Lineaarinen ja konveksi kahden copulan sekoite on copula [7]:
C(u1, . . . , ud;α) = λC1(u1, . . . , ud;α) + (1− λ)C2(u1, . . . , ud;α).
Uusia copuloita voidaan siis luoda helposti yhdistämällä kaksi eri copulaa toisiinsa.
Tällaisia copuloita kutsutaan sekoitecopuloiksi (engl. copula mixtures).
Lasketaan esimerkiksi Claytonin ja Gumbelin copulan sekoite:
CCG(u1, u2;α1, α2, λ) = λC
C(u1, u2;α1) + (1− λ)CG(u1, u2;α2).
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Luku 5
Paremetrien estimointi
Tutkitaan eri tapoja copuloiden parametrien estimointiin. Estimointia varten tarvitaan
log-uskottavuusfunktio [7]. Aloitetaan määritelmillä. Sklarin lause tiheysfunktioiden suh-
teen on:
f(x1, . . . , xd) = c(FX1(x1), . . . , FXd(xd); θ)
d∏
j=1
fj(xj),
jossa
c(u1, . . . , ud) =
∂
∂u1
∂
∂u2
. . .
∂
∂ud
C(u1, . . . , ud).
Uskottavuusfunktio yhdelle havainnolle x1,i, . . . , xd,i on:
Li(x1,i, . . . , xd,i) = f(x1,i, . . . , xd,i)
= c(FX1(x1,i), . . . , FXd(xd,i); θ)
d∏
j=1
fj(xj,i).
Uskottavuusfunktio n havainnolle on:
L(x1, . . . , xd) =
n∏
i=1
f(x1,i, . . . , xd,i).
Nyt log-uskottavuusfunktio on siis
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l(x1, . . . , xd) = logL(x1, . . . , xd) =
n∑
i=1
log f(x1,i, . . . , xd,i)
=
n∑
i=1
log
(
c(FX1(x1,i), . . . , FXd(xd,i); θ)
d∏
j=1
fj(xj,i)
)
=
n∑
i=1
(
log c(FX1(x1,i), . . . , FXd(xd,i); θ) +
d∑
j=1
log fj(xj,i)
)
.
Parametrien estimointiin on kehitetty useita metodeja. Näistä tärkeimpiä ovat Full
Maximum Likelihood, Inference For Margins (IFM) ja semiparametriset lähestymistavat.
5.1 Full Maximum Likelihood
Full Maximum Likelihood on keino laskea parametrien yhdistetyt estimaatit maksimoi-
malla log-uskottavuusfunktio l(x1, . . . , xd). Parametrien estimointi tällä tavoin on tyypil-
lisesti varsin raskas laskutoimitus.
5.2 IFM
IFM-metodin (engl. Inference Functions For Margins) esittivät ensimmäistä kertaa Harry
Joe ja James J. Xu vuonna 1996 [8] tarkoituksenaan löytää laskennallisesti tehokkaampi
tapa parametrien estimointiin. He huomasivat, että log-uskottavuusfunktion voi jakaa
kahteen osaan, mikä helpottaa parametrien estimointia. IFM-metodissa on tästä syystä
kaksi askelta [2]:
1. Ensin estimoidaan reunakertymäfunktion parametrit θ1 suorittamalla yhden muut-
tujan reunajakaumien estimointi:
θˆ1 = arg max
θ1
n∑
i=1
d∑
j=1
log fj(xj,i; θ1).
2. Kun on laskettu θˆ1, suoritetaan copulan paremetrin θ2 estimointi:
θˆ2 = arg max
θ2
n∑
i=1
log c(FX1(x1,i, θˆ1), . . . , . . . , FXd(xn,i, θˆ1); θ2).
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IFM-estimaattori on vektori
θˆIFM = (θˆ1, θˆ2)
′
.
5.3 Semiparametrinen lähestymistapa
Xiaohong Chenin ja Yanqin Fanin esittämä semiparametrinen menettelytapa on edellisiä
joustavampi [1]. Tämäkin metodi on kaksiosainen:
1. Ensin estimoidaan todellinen reunajakauman seuraavan empiirisen kertymäfunktion
avulla:
F˜nj(x) =
1
n+ 1
n∑
i=1
I(Xji ≤ x), ∀j = 1, . . . , d.
2. Kun tämän estimaattorin sijoittaa log-uskottavuusfunktioon, saadaan parametrin θ
estimaatti:
θˆ = arg max
θ∈Θ
1
n
n∑
t=1
log c(F˜n1(x1), . . . , F˜d(xd); θ).
5.4 Monte Carlo-menetelmä
Yleinen tapa simuloida muuttujia copuloista hyödyntää tietoa siitä, että copuloiden reu-
najakaumat ovat tasajakautuneita, ja sitä, että jakaumat noudattavat tasajakaumaa. Seu-
raava algoritmi löytyy lähteestä [3].
Määritellään ensin copulan k-ulotteinen reunajakauma.
Määritelmä 5.1. k-ulotteinen reunajakauma d-ulotteiselle copulalle on
Ck(u1, . . . , uk) = Ck(u1, . . . , uk, 1, . . . , 1), ∀k ∈ {2, . . . , d− 1},
ja C1(u1) = u1, Cd(u1, . . . , ud) = C(u1, . . . , ud).
Uk:n ehdollinen jakauma, kun U1 = u1, . . . , Uk−1 = uk−1, on
Ck(uk|u1, . . . , uk−1) = P(Uk ≤ uk|U1 = u1, . . . , Uk−1 = uk−1)
=
∂k−1Ck(u1, . . . , uk)
∂u1 . . . ∂uk
(
∂k−1Ck−1(u1, . . . , uk−1)
∂u1 . . . ∂uk−1
)−1
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Algoritmi generoi U1:n tasajakaumasta U(0, 1), sitten U2:n copulasta C2(.|u1) ja niin
edelleen ja Ud:n copulasta C2(.|u1 . . . ud−1).
Esimerkki:
Simuloidaan kaksiulotteinen Clayton-jakautunut muuttuja. Tätä varten pitää laskea
ehdollinen jakauma U2|U1 = u1:
C2(u2|u1) = ∂C2(u1, u2)
∂u1
(
∂C1(u1)
∂u1
)−1
=
∂C2(u1, u2)
∂u1
=
∂
∂u1
(u−θ1 + u
−θ
2 − 1)−θ
−1
= u−θ−11 (u
−θ
1 + u
−θ
2 − 1)−θ
−1−1
= (uθ1(u
−θ
1 + u
−θ
2 − 1))−
1+θ
θ = (1 + uθ1(u
−θ
2 − 1))−
1+θ
θ .
Kun ratkaistaan u2 yhtälöstä q = C2(u2|u1), saadaan
u2 = (1− u−θ1 + (u1q
1
1+θ )−θ)−
1
θ .
Nyt riippumattomat satunnaismuuttujat q ja u1 simuloidaan tasajakaumasta ja asete-
taan u2 = (1− u−θ1 + (u1q
1
1+θ )−θ)−
1
θ . Näin copulasta saadaan generoitua satunnaisvektori
(u1, u2)
T .
Lähteestä [3] voi katsoa myös algoritmit gaussiselle copulalle ja t-copulalle, samoin
kuin algoritmin Arkhimedeen copulasta simuloinnille.
Kahden copulan sekoitteesta on myös helppo simuloida. Jos tiedetään, miten copu-
loista C1 ja C2 voidaan simuloida, valitaan sekoiteparametri λ ja simuloidaan copulasta
C1, jos q ≤ λ, muulloin copulasta C2, missä q on otettu tasajakaumasta U(0, 1). Clayto-
nin ja Gumbelin copuloiden sekoitecopula on esimerkki tapauksesta, jossa tämä yleinen
algoritmi ei ole paras tapa simuloida muuttujia. Ehdollisen jakauman ∂CCG2 (u1, u2)/∂u1
laskeminen ei ole helppoa, eikä u2:n ratkaiseminen onnistu analyyttisesti. Ratkaisemiseen
voidaan käyttää algoritmia, mutta monimutkaisemmissa tapauksissa tämä voi olla turhan
raskas toimenpide [7].
5.5 Mallinvalinta
Parhaiten kuhunkin tilanteeseen soveltuvan copulamallin valinta voi olla vaikeaa, eikä
tätä varten ei ole vielä kehitetty tilastollista kriteeriä. Tiettyä dataa vastaavan tilastal-
lisen mallin valintaan on kuitenkin mahdollista käyttää ns. Akaiken informaatiokriteeriä
(Akaike Information Criterion, AIC). Kriteeri määritellään seuraavasti:
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AIC = 2q − 2l(x1, x2; θˆ),
missä
l(x1, x2; θ) =
n∑
i=1
log c(FX1(x1,i), FX2(x2,i); θ)
on pseudo-log-uskottavuusfunktio ja q on parametrien määrä. Mitä pienemmät AIC:n
arvot, sitä parempi malli. [7]
Kriteerin mukaan valitaan siis copula, jolla on pienin Akaiken informaatiokriteerin
arvo. AIC:n käytöstä voi lukea esimerkiksi lähteestä [1].
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Luku 6
Häntäriippuvuus
Häntäriippuvuuden (engl. tail dependence) käsite on tärkeä varsinkin äärimmäisten il-
miöiden riippuvuuksien mallintamisen kannalta [7]. Häntäriippuvuuskerroin on ehdolli-
nen todennäköisyys, että satunnaismuuttuja tulee ylittämään tietyn rajan sillä ehdolla,
että toinen satunnaismuuttuja on jo ylittänyt tämän rajan.
Määritelmä 6.1. Olkoon (X1, X2)T satunnaisvektori jolla on reunakertymäfunktiot F1
ja F2. Ylempi häntäriippuvuuskerroin on
λU = lim
u→1−
P(X1 > F−11 (u)|X2 > F−12 (u)).
Alempi häntäriippuvuuskerroin on vastaavasti
λL = lim
u→0+
P(X1 ≤ F−11 (v)|X2 ≤ F−12 (v)).
Lause 6.2. Oletetaan, että F¯Xi(x) > 0 kaikilla x > 0, i = 1, 2, ja olkoon C parin (X1, X2)
copula. Ylempi häntäriippuvuuskerroin on copulan avulla ilmaistuna
λU = lim
u→1−
1− 2u+ C(u, u)
1− u .
Alempi häntäriippuvuuskerroin vuorostaan määritellään seuraavasti:
λL = lim
u→0+
C(u, u)
u
.
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Määritelmä 6.3. Jos λU > 0, niin sanotaan, että copulalla C on ylempi häntäriippuu-
vuus. Jos λU = 0, sanotaan, että copulalla C on ylempi häntäriippumattomuus. Vastaa-
vasti, jos λL > 0, niin sanotaan, että copulalla C on alempi häntäriippuuvuus. Jos λL = 0,
sanotaan, että copulalla C on alempi häntäriippumattomuus.
Esimerkki: Gumbelin copula.
Lasketaan ensin
CG(u, u;α) = exp(−((− lnu)α + (− lnu)α) 1α ) = exp(2 1
α
lnu) = u2
1
α .
Ylempi häntäriippuvuuskerroin on siis
λU = lim
u→1−
1− 2u+ CG(u, u)
1− u = limu→1−
1− 2u+ u2 1α
1− u = limu→1−
−2 + 2 1αu2 1α
−1 = 2− 2
1
α .
Kolmannen yhtäsuuruusmerkin kohdalla käytettiin siis L'Hôspitalin sääntöä.
Alempi häntäriippuvuuskerroin on
λL = lim
u→0+
C(u, u)
u
= lim
u→0+
2
1
αu2
1
α
1
= 0.
Gumbelin copulan avulla voidaan siis mallintaa ylempää, mutta ei alempaa, häntä-
riippuvuutta. Toisaalta esimerkiksi Claytonin copulan avulla voidaan mallintaa alempaa,
mutta ei ylempää, häntäriippuvuutta.
6.1 Arkhimedeen copuloiden häntäriippuvuus
Lause 6.4. Olkoon ϕ Arkhimedeen copulan generaattori. Jos ϕ−1
′
(0) on äärellinen, niin
copulalla
C(u1, u2) = ϕ
−1(ϕ(u1) + ϕ(u2))
ei ole ylempää häntäriippuvuutta. Jos C:llä on ylempi häntäriippuvuus, niin ϕ−1
′
(0) =
−∞ ja ylempi häntäriippuvuuskerroin on
λU = 2− 2 lim
s→0+
ϕ−1
′
(2s)
ϕ−1′(s)
.
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Todistus. Todistus löytyy lähteistä [9] tai [3]. Huomataan, että kun
C¯(u1, u2) = 1− u1 − u2 + C(u1, u2)
on yhdistetty eloonjäämisfunktio kahdelle satunnaismuuttujalle, joilla on yhteiskerty-
mäfunktio C, niin
lim
u1→1−
C¯(u1, u1)/(1− u1) = lim
u1→1−
((1− 2u1 + ϕ−1(2ϕ(u1)))/(1− u1))
= 2− 2 lim
u1→1−
(ϕ−1
′
(2ϕ(u1))/ϕ
−1′(ϕ(u1)))
= 2− 2 lim
s→0+
(ϕ−1
′
(2s)/ϕ−1
′
(s))
Jos ϕ−1
′
(0) ∈ (−∞, 0), niin raja-arvo on nolla eikä C:llä ole ylempää häntäriippuvuut-
ta. Koska ϕ−1
′
(0) on vahvasti positiivisen satunnaismuuttujan odotusarvon vastaluku, niin
ϕ−1
′
(0) < 0. Tämä todistaa lauseen.

Esimerkki: Gumbelin copuloiden generaattori on ϕ(t) = (− ln t)α. Siis ϕ−1(s) =
exp(−s1/α) ja ϕ−1′(s) = −s1/α−1 exp(−s1/α)/α. Edellisen lauseen perusteella
λU = 2− 2 lim
s→0+
ϕ−1
′
(2s)
ϕ−1′(s)
= 2− 21/α lim
s→0+
exp(−(2s)1/α)
exp(−s1/α) = 2− 2
1/α.
Lause 6.5. Alempi häntäriippuvuuskerroin copulalle C(u1, u2) = ϕ−1(ϕ(u1) + ϕ(u2)) on
λL = 2 lim
s→∞
ϕ−1
′
(2s)
ϕ−1′(s)
.
Todistus. Samaan tapaan kuin lauseen 6.4. todistus.
Esimerkki: Claytonin copuloiden generaattori on ϕ(t) = (t−α − 1)/α. Siis ϕ−1(s) =
(1 + αs)−1/α ja ϕ−1
′
(s) = (1 + αs)−1/α−1. Alempi häntäriippuvuuskerroin on
λL = 2 lim
s→∞
ϕ−1
′
(2s)
ϕ−1′(s)
= 2 lim
s→∞
(1 + 2αs)−1/α−1
(1 + αs)−1/α−1
= 2 · 2−1/α−1 = 2−1/α.
Ylempi häntäriippuvuuskerroin vuorostaan on [3]
λU = 2− 2 lim
s→0+
ϕ−1
′
(2s)
ϕ−1′(s)
= 2− 2 lim
s→0+
(1 + 2αs)−1/α−1
(1 + αs)−1/α−1
= 0.
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6.2 Sekoitecopuloiden häntäriippuvuuskertoimet
Kuten aiemmin mainittiin, uusia copuloita voidaan muodostaa yhdistämällä kaksi eri
copulaa toisiinsa. Kahden copulan sekoitteen ylempi ja alempi häntäriippuvuus voidaan
laskea seuraavalla tavalla. Ylempi häntäriippuvuus on
λU = lim
v→1−
1− 2v + C(v, v)
1− v = limv→1−
1− 2v + λC1(u1, u2;α1) + (1− λ)C2(u1, u2;α2)
1− v
= λ lim
v→1−
1− 2v + C1(v, v)
1− v + (1− λ) limv→1−
1− 2v + C2(v, v)
1− v
= λλ1U + (1− λ)λ2U ,
missä λ1U on ensimmäisen copulan ylempi häntäriippuvuus ja λ
2
U on toisen copulan
ylempi häntäriippuvuus [7].
Vastaavasti sekoitecopulan alempi häntäriippuvuus on
λL = λλ
1
L + (1− λ)λ2L.
Esimerkki: Claytonin ja Gumbelin sekoitecopulan häntäriippuvuuskertoimet.
Claytonin copulan ylempi häntäriippuvuus on 0 ja alempi häntäriippuvuus on 2−
1
α .
Claytonin ja Gumbelin sekoitecopulan ylempi häntäriippuvuus on siis
λU = λλ
1
U + (1− λ)λ2U = λ · 0 + (1− λ)(2− 2
1
α2 ) = (1− λ)(2− 2 1α2 ),
ja alempi häntäriippuvuus on
λL = λ2
− 1
α1 + (1− λ) · 0 = λ2− 1α1 .
Seuraavaan taulukkoon on kerätty aiemmin mainittujen copuloiden ylempiä ja alempia
häntäriippuvuuskertoimia:
copula λU λL
Gumbel 2− 2 1α 0
Clayton 0 2−
1
α
t-copula 2− 2tν+1(
√
ν + 1
√
1− ρ/√1 + ρ)
Gaussinen copula 0
Claytonin ja Gumbelin yhd. (1− λ)(2− 2 1α2 ) λ2− 1α1
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Luku 7
Copuloiden käyttö riskinarvioinnissa
7.1 Luottoriskien mallintaminen copulalla
David X. Lin artikkeli "On Default Correlation: A Copula Function Approach"[10] vuodel-
ta 2000 käsitteli copuloiden käyttöä luottojohdannaismarkkinoilla. Tutkielma on historial-
lisesti tärkeä, sillä se auttoi tekemään copuloiden käytöstä valtavirtaa ﬁnanssimaailmassa,
hyvässä ja pahassa.
Luottoriskillä tarkoitetaan riskiä, ettei velallinen kykene maksamaan takaisin otta-
maansa luottoa, jolloin lainaaja menettää sijoittamansa rahan tai sille kertyneen koron.
Li huomasi, että CreditMetrics, J.P. Morgan -pankin kehittämä malli osakesalkkujen luot-
toriskien arviointiin, käyttää gaussista copulaa korrelaatiokaavassaan, vaikkei copulan kä-
sitettä mainitakaan. Kahden luoton A ja B yhteinen maksukyvyttömyystodennäköisyys
lasketaan seuraavalla tavalla. Oletetaan, että luottojen yhden vuoden maksukyvyttömyys-
todennäköisyydet ovat qA ja qB. CreditMetrics määrittää ensin ZA:n ja ZB:n seuraavalla
tavalla:
qA = P(Z < ZA), qB = P(Z < ZB).
Z on standardoitua normaalijakaumaa noudattava satunnaismuuttuja. Seuraavaksi
lasketaan A:n ja B:n yhteinen maksukyvyttömyystodennäköisyys:
P(Z < ZA, Z < ZB) =
∫ ZA
−∞
∫ ZB
−∞
φ2(x, y; ρ)dxdy = Φ2(ZA, ZB; ρ),
missä φ2(x, y; ρ) on kaksiulotteisen standardinormaalijakauman tiheysfunkio, jolla on
korrelaatiokerroin ρ ja Φ2 on kaksiulotteisen normaalijakauman kertymäfunktio.
Yhteinen maksukyvyttömyystodennäköisyys voidaan laskea myös kaksiulotteista nor-
maalicopulaa käyttämällä. Merkitään A:n ja B:n jäljellä olevia "elinaikoja", eli aikoja,
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joiden kuluttua luottoja A ja B ei voida maksaa takaisin, TA:lla ja TB:llä. Maksukyvyt-
tömyystodennäköisyydeksi saadaan
P(TA < 1, TB < 1) = Φ2(Φ−1(FA(1)),Φ−1(FB(1)); γ),
missä FA(t) = P(TA ≤ t) ja FB(t) = P(TB ≤ t) ovat elinaikojen kertymäfunktiot.
Huomataan, että qi = P(Ti < 1) = Fj(1) ja Zi = Φ−1(qi), kun i = A,B. Tämän perusteella
voidaan todeta, että jos pätee γ = ρ, niin P(Z < ZA, Z < ZB) = P(TA < 1, TB < 1).
Toisin sanoen CreditMetrics käyttää korrelaatiokaavassaan gaussista copulaa.
Lin artikkeli oli uraauurtava, sillä sen myötä copuloita alettiin hyödyntämään varsinkin
cdo-arvopapereita (engl. collateralized-debt obligation) hinnoiteltaessa. Vuonna 2007 al-
kunsa saaneen ﬁnanssikriisin myötä gaussiseen copulaan pohjautuvat mallit kuitenkin ky-
seenalaistettiin, ja Lin esittelemän kaavan on jopa sanottu "tappaneen Wall Streetin"[16].
7.2 VaR
Todennäköinen tappio eli "Value at Risk"(VaR) on riskimitta, jota käytetään sijoitusris-
kien arviointiin. VaR on keino arvioida, kuinka paljon jonkin tietyn sijoitussalkun arvo
voi laskea tietyssä ajassa, esimerkiksi yhden päivän aikana. Merkitään tappioita symbo-
leilla L1, · · · , Ld, ja kaikkien tappioiden summaa L+ := L1 + · · · + Ld. Olkoon lisäksi
FL(x) = P(L ≤ x) L:n kertymäfunktio. VaR on jakauman FL α-kvantiili, eli
VaRα(L
+) = F−1L+ (α) = inf{x ∈ R : FL+(x) > α}.
Tässä α ∈ (0, 1) on luottamustaso, jonka tyypillisiä arvoja ovat α ∈ [0.90, 0.99). Jos α
on valittu, tappioiden summa L+ saa VaRα:n avoa suuremman arvon todennäköisyydellä
1 − α. VaR on siis äärimmäisen tappion mitta, eli P(L+ > VaRα(L+)) ≤ 1 − α on
tyypillisesti pieni.
Oletetaan, että riskien reunakertymäfunktiot L1 ∼ F1, . . . , Ld ∼ Fd ovat jatkuvia ja
kiinteitä, ja merkitään yhteiskertymäfunktioita F (x1, . . . , xd) = P(L1 ≤ x1, . . . , Ld ≤ xd).
Jaetaan yhteisjakauma tuntemattomaan copulaan C ja tunnettuihin reunakertymäfunk-
tioihin F1, . . . , Fd, ja määritellään mahdolliset VaRα:n rajat seuraavasti [11]:
VaRα(L
+) = sup
copula C
{VaRα(L1 + · · ·+ Ld) : F (·) = C(F1(·), . . . , Fd(·))},
VaRα(L
+) = inf
copula C
{VaRα(L1 + · · ·+ Ld) : F (·) = C(F1(·), . . . , Fd(·))}.
Näiden määritelmien suorana seurauksena saadaan L+:n VaR:n ylä- ja alarajat:
38
VaRα(L
+) ≤ VaRα(L1, . . . , Ld) ≤ VaRα(L+).
Rajoja VaRα(L+) ja VaRα(L
+) kutsutaan huonoimmaksi ja parhaaksi mahdolliseksi
VaR:ksi [4].
7.2.1 Täydellinen sekoitettavuus
Äärimmäisiä VaR:n arvoja käsiteltäessä on tarpeen ottaa käyttöön uusi negatiivisen riip-
puvuuden konsepti, täydellinen sekoitettavuus (complete mixability). Se on eräänlainen
korvike Frechetin alaraja-copulalle Wd.
Kertymäfunktio F on d-täydellisesti sekoittuva (d-completely mixable), jos
P(X1 + · · ·+Xd = c) = 1
missä Xi ∼ F , 1 ≤ i ≤ d ja c ∈ R on vakio. Jos F :llä on äärellinen odotusarvo µ, niin
c = µd [4].
Selvennetään täydellisen sekoitettavuuden käsitettä esimerkillä. Esitetään F matriisi-
na, jonka jokainen rivi on vektori, ja oletetaan, että kunkin rivin todennäköisyysmassa on
1/5. Vasemmanpuoleinen matriisi, jonka kaikki sarakkeet on järjestetty laskevaan järjes-
tykseen, vastaa komonotonista tilannetta, jossa rivittäisten summien varianssi on mak-
simoitu. Se ei kuitenkaan ole d-täydellisesti sekoittuva. Jos matriisin alkiot järjestellään
uudelleen oikealla tavalla, saadaan oikeanpuoleinen matriisi, jonka jokaisen rivin alkioiden
summa on sama luku. Kyseessä on 3-sekoittuva matriisi.
X1 X2 X3
∑3
j=1Xj
1 1 1 3
2 2 2 6
3 3 3 9
4 4 4 12
5 5 5 15
→

X1 X2 X3
∑3
j=1 Xj
1 5 3 9
2 3 4 9
3 1 5 9
4 4 1 9
5 2 2 9

7.2.2 Uudelleenjärjestelymatriisi
Uudelleenjärjestelyalgoritmi on tehokas tapa laskea huonoimmat ja parhaat VaR:n arvot
mille tahansa reunakertymäfunktioille Fi ja suurillekin ulottuvuuksille d. Lisää tietoa
algoritmista ja sen käytöstä voi löytää lähteistä [4], [15] ja [5].
Käydään ensin läpi merkintöjä. Vektorit a, b ∈ RN ovat vastakkaisesti järjestetyt
(oppositely ordered), jos epäyhtälö (aj − ak)(bj − bk) ≤ 0 pätee kaikille 1 ≤ j, k ≤ N .
Esimerkiksi vektorit (1, 2, 3, 4) ja (8, 7, 6, 5) ovat vastakkaisesti järjestetyt.N×dmatriisille
X määritellään operaattorit s(X) ja t(X) seuraavasti:
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s(X) = min
1≤i≤N
∑
1≤j≤d
xi,j, t(X) = max
1≤i≤N
∑
1≤j≤d
xi,j.
Kyseessä on siis matriisin X rivisummien minimi ja maksimi.
Uudelleenjärjestelyalgoritmi matriisin VaRα(L
+) laskemiseen.
1. Kiinnitetään kokonaisluku N ja haluttu tarkkuustaso  > 0.
2. Määritellään matriisit Xα = (xαi,j) ja X
α
= (xαi,j) seuraavasti:
(xαi,j) = F
−1
j
(
α +
(1− α)(i− 1)
N
)
, (xαi,j) = F
−1
j
(
α +
(1− α)i
N
)
,
kun 1 ≤ i ≤ N , 1 ≤ j ≤ d.
3. Permutoi satunnaisesti matriisien Xα ja X
α
sarakkeiden alkioita.
4. Järjestele toistuvasti uudelleen matriisin Xα j:s sarake niin, että siitä tulee päin-
vastaisesti järjestetty kuin muiden sarakkeiden summat, kun 1 ≤ j ≤ d. Tuloksena
saadaan matriisi Yα.
5. Toista edellinen kohta, kunnes
s(Yα)− s(Xα) < .
Tuloksena saadaan matriisi X∗.
6. Sovella kohtia 4.-5. matriisille X
α
kunnes löytyy matriisi X
∗
.
7. Määritellään
sN = s(X
∗) ja sN = s(X
∗
).
Nyt sN ≤ sN ja käytännössä huomataan, että
(7.1) sN
N→∞' sN N→∞' VaRα(L+).
Uudelleenjärjestelyalgoritmi matriisin VaRα(L
+) laskemiseen.
1. Kiinnitetään kokonaisluku N ja haluttu tarkkuustaso  > 0.
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2. Määritellään matriisit Zα = (zαi,j) ja Z
α
= (zαi,j) seuraavasti:
(zαi,j) = F
−1
j
(
α(i− 1)
N
)
, (zαi,j) = F
−1
j
(
αi
N
)
,
kun 1 ≤ i ≤ N , 1 ≤ j ≤ d.
3. Permutoi satunnaisesti matriisien Zα ja Z
α
sarakkeiden alkioita.
4. Järjestele toistuvasti uudelleen matriisin Zα j:s sarake niin, että siitä tulee päinvas-
taisesti järjestetty kuin muiden sarakkeiden summat, kun 1 ≤ j ≤ d. Tuloksena
saadaan matriisi Wα.
5. Toista edellinen kohta, kunnes
t(Zα)− t(Wα) < .
Tuloksena saadaan matriisi Z∗.
6. Sovella kohtia 4.-5. matriisille Z
α
kunnes löytyy matriisi Z
∗
.
7. Määritellään
tN = t(Z
∗) ja tN = t(Z
∗
).
Nyt tN ≤ tN ja käytännössä huomataan, että
(7.2) tN
N→∞' tN N→∞' VaRα(L+).
On syytä huomauttaa, ettei tuloksille (7.1) ja (7.2) ole analyyttistä todistusta. Tietty-
jen aloitusmatriisien kohdalla jonot (sN−sN) ja (tN−tN) eivät suppene kohti nollaa. Nämä
matriisit ovat kuitenkin erityistapauksia, ja algoritmin on huomattu toimivan erinomai-
sesti melko suurilla N :n arvoilla ja kaikilla kvantitatiivisessa riskinhallinnassa käytetyillä
reunajakaumilla [4].
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7.2.3 Esimerkki uudelleenjärjestelymatriisin käytöstä
Noudattakoot reunajakaumat kolmiulotteista Pareto-jakaumaa identtisillä häntäparamet-
reilla θ = 2. Paretojakauman kertymäfunktio on
F (x) = 1− (1 + x)−θ, x > 0,
jollakin häntäparametrilla θ = 0. Asetetaan N = 25 ja lasketaan VaRα(L+), kun
α = 0.95. Lasketaan ensin aiemmin määritelty matriisi Xα. Tulos näkyy taulukossa 7.1,
joka on luotu R-ohjelmiston lisäpaketin qrmtools avulla. Taulukkoon on lisätty rivien
1-25 summat sekä sarakkeiden 1-3 summat.
Taulukossa 7.2 on esitetty matriisi X∗, joka on luotu uudelleenjärjestelemällä matrii-
sin Xα arvot. Rivin 1 arvojen summa s25 = 18.10267 on VaRα(L
+):n alaraja. Vastaa-
valla tavalla voidaan laskea yläraja s25 = 19.33338. Nyt voidaan merkitä VaRα(L+) ∈
[18.10267, 19.33338]. Tulos ei ole aivan tarkka, sillä N :n arvo asetettiin melko pienek-
si. Kun käytetään arvoa N = 106, ala- ja ylärajaksi saadaan 18.91 kahden desimaalin
tarkkuudella.
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1 2 3
∑
1 3.472136 3.472136 3.472136 10.41641
2 3.564355 3.564355 3.564355 10.69306
3 3.662524 3.662524 3.662524 10.98757
4 3.767313 3.767313 3.767313 11.30194
5 3.879500 3.879500 3.879500 11.63850
6 4.000000 4.000000 4.000000 12.00000
7 4.129892 4.129892 4.129892 12.38968
8 4.270463 4.270463 4.270463 12.81139
9 4.423261 4.423261 4.423261 13.26978
10 4.590170 4.590170 4.590170 13.77051
11 4.773503 4.773503 4.773503 14.32051
12 4.976143 4.976143 4.976143 14.92843
13 5.201737 5.201737 5.201737 15.60521
14 5.454972 5.454972 5.454972 16.36492
15 5.741999 5.741999 5.741999 17.22600
16 6.071068 6.071068 6.071068 18.21320
17 6.453560 6.453560 6.453560 19.36068
18 6.905694 6.905694 6.905694 20.71708
19 7.451543 7.451543 7.451543 22.35463
20 8.128709 8.128709 8.128709 24.38613
21 9.000000 9.000000 9.000000 27.00000
22 10.180340 10.180340 10.180340 30.54102
23 11.909944 11.909944 11.909944 35.72983
24 14.811388 14.811388 14.811388 44.43416
25 21.360680 21.360680 21.360680 64.08204∑
168.1809 168.1809 168.1809
Taulukko 7.1: Matriisi Xα, α = 0.95, N = 25.
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1 2 3
∑
1 5.741999 5.454972 6.905694 18.10267
2 5.201737 4.773503 8.128709 18.10395
3 5.454972 5.201737 7.451543 18.10825
4 4.590170 8.128709 5.454972 18.17385
5 9.000000 4.590170 4.590170 18.18034
6 4.773503 4.423261 9.000000 18.19676
7 6.071068 7.451543 4.773503 18.29611
8 8.128709 4.976143 5.201737 18.30659
9 7.451543 6.453560 4.423261 18.32836
10 4.976143 6.905694 6.453560 18.33540
11 6.905694 5.741999 5.741999 18.38969
12 4.423261 9.000000 4.976143 18.39940
13 4.270463 10.180340 4.129892 18.58069
14 10.180340 4.129892 4.270463 18.58069
15 4.129892 4.270463 10.180340 18.58069
16 6.453560 6.071068 6.071068 18.59570
17 3.879500 4.000000 11.909944 19.78944
18 11.909944 3.879500 4.000000 19.78944
19 4.000000 11.909944 3.879500 19.78944
20 3.662524 3.767313 14.811388 22.24123
21 3.767313 14.811388 3.662524 22.24123
22 14.811388 3.662524 3.767313 22.24123
23 3.472136 3.564355 21.360680 28.39717
24 3.564355 21.360680 3.472136 28.39717
25 21.360680 3.472136 3.564355 28.39717∑
168.1809 168.1809 168.1809
Taulukko 7.2: Matriisi X∗, joka on luotu uudelleenjärjestelemällä matriisin Xα arvot.
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7.3 Esimerkki: Kolmen osakkeen tappiot
Esitellään copuloiden ja eri riippuvuuskonseptien soveltamista, ja tutkitaan Nokian, Sam-
sungin ja Deutsche Bankin (DB) osakkeiden tappioiden riippuvuuksia. Käytössä on Yahoo
Finance -sivuston päivittäisten osakehintojen tiedot ajanjaksolta 15.4.2008-15.4.2017.
Määritellään LNok,tj = −(SNok,tj−SNok,tj−1)/SNok,tj−1 , missä SNok,tj on Nokian osakkeen
hinta hetkellä tj. Määritellään samaan tapaan myös LSam,tj ja LDB,tj [11].
Tutkitaan ensin tappioiden välisiä riippuvuuksia Spearmanin rho:n ja Kendallin taun
avulla. Samsungin ja Nokian tappioden kohdalla rho:n arvoksi saadaan ρ = −0.023, taun
arvoksi τ = −0.016. Nokian ja Deutsche Bankin tapauksessa ρ = 0.514 ja τ = 0.366 ,
Samsungin ja Deutsche Bankin kohdalla ρ = −0.012 ja τ = −0.008. Huomataan, että
Nokian ja Deutsche Bankin tappioiden vällillä näyttäisi olevan vahvin korrelaatio. Sama
voidaan nähdä myös datan visualisoinnin kautta.
Kuva 7.1: Nokian ja Samsungin tappiot ja niiden korrelaatiokäyrä.
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Kuva 7.2: Nokian ja Deutsche Bankin tappiot ja niiden korrelaatiokäyrä.
Kuva 7.3: Samsungin ja Deutsche Bankin tappiot ja niiden korrelaatiokäyrä.
R:n VineCopula-pakkauksen BIC- ja AIC- informaatiokriteerejä soveltavan funktion
BiCopSelect avulla voidaan valita dataan sopiva copula. Nokian ja Deutsche Bankin
copulaksi saadaan tällä tavoin t-copula parametreilla ρ = 0.543 ja ν = 4.837. Kun riip-
puvuusrakenne (eli copula) on tiedossa, voidaan simuloida arvoja, jotka vastaavat varsin
hyvin todellisia, havaittuja arvoja. Tämän voi nähdä tarkastelemalla kuvaa 7.4.
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Kuva 7.4: Havaitut ja simuloidut tappiot Nokialle ja Deutsche Bankille.
Kuva 7.5: Kaksiulotteisesta t-copulasta simuloidun satunnaisotoksen hajontakuvio.
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Kuva 7.6: Kaksiulotteisen t-copulan tiheys.
Tutkitaan sitten VaR:ia. Painotetun osakesalkun VaR yhden päivän jaksolle on nyt
VaRα
(
1
3
(LNok,t + LSam,t + LDB,t)
)
.
R-ohjelmistonPerformanceAnalytics-paketin avulla voidaan laskea helposti eri osak-
keiden tappioiden historialliset VaR-arvot ja lisäksi painotetun osakesalkun VaR. Kun va-
litaan α = 0.95 saadaan VaRα(LNok) = 0.045, VaRα(LSam) = 0.029, VaRα(LDB) = 0.046
ja VaRα(L) = 0.029.
Käytetään sitten uudelleenjärjestelyalgoritmia L:n VaR:n ylärajan eli huonoimman
mahdollisen VaR:n laskemiseen. Luodaan matriisi, jossa on kolme saraketta, jotka vas-
taavat kolmen osakkeen päivittäisiä tappioita. Ajetaan sitten uudelleenjärjestelyalgoritmi
arvoilla N = 103 ja α = 0.95. Huonoimman VaR:n ala- ja ylärajaksi saadaan [0.009, 0.058].
Huomataan, että ylärajan arvo on suurempi kuin aiemmin laskettu VaR:n arvo. Tämä
tarkoittaa, että sijoitusriski on ehkä suurempi kuin mitä olisi voinut luulla, jos on laskenut
VaR-arvot toisella menetelmällä.
48
Kuva 7.7: Päivittäiset tappiot osakkeille ja osakesalkulle.
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