Abstract. The theory of a class of spectral methods is extended to Volterra integrodifferential equations which contain a weakly singular kernel (t − s) −µ with 0 < µ < 1. In this work, we consider the case when the underlying solutions of weakly singular Volterra integro-differential equations are sufficiently smooth. We provide a rigorous error analysis for the spectral methods, which shows that both the errors of approximate solutions and the errors of approximate derivatives of the solutions decay exponentially in L ∞ -norm and weighted L 2 -norm. The numerical examples are given to illustrate the theoretical results.
Introduction
Volterra integro-differential equations (VIDEs) arise widely in mathematical models of certain biological and physical phenomena. Due to the wide application of these equations, they must be solved successfully with efficient numerical methods. Piecewise polynomial collocation methods have been introduced in [7] . In [27] , Tang discussed the application of a class of spline collocation methods to weakly singular Volterra integro-differential equations. Polynomial spline collocation methods were investigated in [5, 24, 29] . Bologna [4] found an asymptotic solution for first and second order VIDEs containing an arbitrary kernel. In [32] , sinc-collocation method was developed to approximate the second order VIDEs with boundary conditions. So far, very few works have touched the spectral approximations to weakly singular VIDEs. Spectral methods are a class of techniques used in applied mathematics and scientific computing to numerically solve certain partial differential equations [14, 20, 25, 31] . In practice, spectral methods have excellent error properties with the so-called "exponential convergence" being the fastest possible. Recently, the present authors have developed the spectral methods for the solutions of Volterra integral equations (VIEs) of the second kind [10, 11, 28] , pantograph-type delay differential equations [1, 2] and singularly perturbed problems [18] . Moreover, in [30] , we apply the Legendre spectral collocation methods to approximate the solutions of second order VIDEs. The main purpose of this work is to provide the Jacobi spectral collocation methods for weakly singular VIDEs. We will provide a rigorous error analysis which theoretically justifies the spectral rate of convergence.
The Volterra integro-differential equation that we shall study in details reads: 
) = a(t)y(t) + b(t) + (ν µ y)(t), t ∈ I

(t − s) −µ K(t, s)ϕ(s)ds,
with 0 < µ < 1,
the functions a(t), b(t) ∈ C(I), y(t) is the unknown function and K ∈ C(I × I), K(t, t) ̸ = 0 for t ∈ I.
Equations of this type arise as model equations for describing turbulent diffusion problems. The numerical treatment of the Volterra integro-differential equation (1.1) is not simple, mainly due to the fact that the solutions of (1.1) usually have a weak singularity at t = 0. As discussed in [6] , the second derivative of the solution y(t) behaves like
We point out that for (1.1) without the singular kernel (i.e., µ = 0) spectral methods and the corresponding error analysis have been provided recently [16] ; see also [28] and [1] for spectral methods to Volterra integral equations and pantograph-type delay differential equations. In both cases, the underlying solutions are smooth.
In this work, we will consider a special case, namely, the exact solutions of (1.1) are smooth (see also [8] ). In this case, the Jacobi spectral collocation method can be applied directly. The organization of this paper is as follows: the spectral approaches for the VIDEs with weakly singular kernels are presented in Section 2, and some lemmas useful for establishing the convergence results are given in Section 3. In Section 4 the convergence analysis is outlined, and Section 5 contains numerical results, which will be used to verify the theoretical results obtained in Section 4. Finally, in Section 6, we end with conclusions and future work.
Jacobi collocation methods
Preliminaries
We present here some preliminary materials (see also [3, 9, 26] ) which will be used throughout the paper. We first introduce the Legendre polynomials L k (x), k = 0, 1, · · · , which are the eigenfunctions of the singular Sturm-Liouville problem
They are mutually orthogonal over the interval (−1, 1):
The classical Weierstrass theorem implies that such a system is complete in the space
For a given N ≥ 0, we denote by {θ k } N k=0 the Legendre Gauss points, and by {ω k } N k=0 the corresponding Legendre weights. Then, the Legendre Gauss integration formula is
Furthermore, we introduce the Jacobi polynomials (see also [13, 15] 
k (x) of indices α, β > −1 which are the solutions to singular Sturm-Liouville problems
Hereafter, we denote the Jacobi weight function of index (α, β) by
We define the "usual" weighted Sobolev spaces:
The space L 2 ω α,β (−1, 1) is a Hilbert space for the inner product
and the norm
For a given N ≥ 0, we denote by {θ k } N k=0 the Jacobi Gauss points, and by {ω k } N k=0 the corresponding Jacobi weights. Then, the Jacobi Gauss integration formula is
In particular, we denote
Numerical schemes
For the sake of applying the theory of orthogonal polynomials, we use the change of
to rewrite (1.1) as follows
where 6) with the initial condition
) .
In order that the Jacobi collocation methods are carried out naturally, we restate (2.7) as 
In order to obtain high order accuracy for the problem (2.9a)-(2.9b), the main difficulty is to compute the integral term. In particular, for small values of x i , there is little information available for u(τ). To overcome this difficulty, we transfer the integral interval [−1,
by using the following variable change
Next, using Jacobi Gauss integration formula, the integration term in (2.10a) can be approximated by
where the set {θ k } N k=0 is associated with ω −µ,0 . Similarly, the integration term in (2.10b) can be approximated by
(2.14)
(althoughũ ′ N (x) differs from the exact derivative ofũ N (x), we still use this notation) to approximate the function u ′ (x), u(x), namely,
where F j (x) is the Lagrange interpolation basis function associated with the Jacobi collocation points {x j } N j=0 . Then, the Jacobi collocation methods are to seekũ
satisfy the following collocation equations:
We can get the values of {u
by solving the system of linear equations (2.15a)-(2.15b) and obtain the expressions ofũ
Some useful lemmas
In this section, we will provide some elementary lemmas, which are important for the derivation of the main results in the subsequent section. 
be the N-th Lagrange interpolation polynomials associated with the Gauss points {θ k } N k=0 of the Jacobi polynomials. Then 
Then the following estimates hold
Proof. The inequality (1) can be found in [9] . We only prove (2) . Let I c N v ∈ P N denote the interpolant of v at Chebyshev Gauss points. From (5.5.28) in [9] , the interpolation error estimate in the maximum norm is given by
Note that
By using (3.6), Lemma 3.2 and (3.5), we obtain that
Hence, the lemma is proved.
Lemma 3.4. (Gronwall inequality) If a nonnegative integrable function E(x) satisfies
where J(x) is an integrable function, then 
where ∥ · ∥ r,κ is the standard norm in C r,κ ([−1, 1]). Actually, as stated in [22, 23] 
Lemma 3.6. (see [12] ) Let κ ∈ (0, 1) and M be defined by
|v(x)|, (3.11) under the assumption that
Lemma 3.7. (see [17] ) For all measurable function f ≥ 0, the following generalized Hardy inequality
holds if and only if
14)
for the case 1 < p ≤ q < ∞. Here, T is an operator of the form 
Convergence analysis
This section is devoted to provide a convergence analysis for the numerical scheme.
The goal is to show that the rate of convergence is exponential, i.e., the spectral accuracy can be obtained for the proposed approximations. Firstly, we will carry our convergence analysis in L ∞ space. 
provided that N is sufficiently large, where C is a constant independent of N but which will depend on the bounds of the functionsã(x),K(x, τ) and the index µ, Proof. First, we use the weighted inner product to rewrite (2.10a) as
By using the discrete inner product, we set
Then, the numerical scheme (2.15a)-(2.15b) can be written as
by using the following equality
We now subtract (4.4a) from (4.3) and subtract (4.4b) from (2.9b) to get the error equations:
where
are the error functions, and
Using the integration error estimate in Lemma 3.1, we have
Multiplying F i (x) on both sides of Eqs. (4.6a) and (4.6b) and summing up from i = 0 to i = N yield
Consequently,
Due to Eqs. (4.9a)-(4.9b) and using the Dirichlet's formula which states
provided the integral exists, we obtain
Eq. (4.10) gives
It follows from the Gronwall inequality in Lemma 3.4 that
It follows from (4.9b) that
Using Lemma 3.2, the estimates (4.7) and (4.12), we have 
We now estimate the term J 5 (x). It follows from Lemma 3.5 and Lemma 3.6 that
where in the last step we have used Lemma 3.6 under the following assumption:
We now obtain the estimate for ∥e u ′ ∥ L ∞ (−1,1) by using (4.11):
The above estimate, together with (4.12), yield
This completes the proof of the theorem.
Next, we will give the error estimates in L 2 ω −µ,−µ space.
Theorem 4.2. If the hypotheses given in Theorem 4.1 hold, then
for any κ ∈ (0, 1 − µ) provided that N is sufficiently large and C is a constant independent of N, where
Proof. By using the Gronwall inequality (Lemma 3.4) and the Hardy inequality (Lemma 3.7), we obtain that
Now, using Lemma 3.8, we have
By the convergence result in Theorem 4.1 (m = 1), we have
Due to Lemma 3.3,
. By virtue of Lemma 3.3 (1) with m = 1, 1) . Finally, it follows from Lemma 3.5 and Lemma 3.8 that
where, in the last step we used Lemma 3.6 for any κ ∈ (0, 1 − µ). By the convergence result in Theorem 4.1, we obtain that
for N sufficiently large and for any κ ∈ (0, 1 − µ). The desired estimates (4.13a) and (4.13b) are obtained.
Numerical experiments
we obtain the following equations of the matrix form from (2.15a)-(2.15b):
The entries of the matrices are given by
We give the numerical examples to confirm our analysis.
Example 5.1. Consider the weakly singular Volterra integro-differential equation
The corresponding exact solution is given by u(x) = e 2x . Table 1 shows the errors of approximate solution in L ∞ and weighted L 2 norms obtained by using the spectral methods described above. Furthermore, we also compute the errors of approximate derivative, the results are shown in Table 2 . It is observed that the desired exponential rate of convergence is obtained. Fig. 1 presents the approximate and exact solution on left side and presents the approximate and exact derivative on right side, which are found in excellent agreement. In Fig. 2 Example 5.2. Consider the weakly singular Volterra integro-differential equation
The corresponding exact solution is given by w(x) = sin x. The approximate solutioñ w N (x) and exact solution w(x) (also approximate derivativew ′ N (x) and exact derivative w ′ (x)) for (5.2a)-(5.2b) are displayed in Fig. 3. Fig. 4 Table 3 for w −w N and in Table 4 for w ′ −w ′ N . 
Conclusions and future work
This paper proposes a spectral method for first order Volterra integro-differential equations which contain a weakly singular kernel (t − s) −µ with 0 < µ < 1. The most important contribution of this work is that we are able to demonstrate rigorously that the errors of spectral approximations decay exponentially in both infinity and weighted norms, which is a desired feature for a spectral method. We only investigated the case when the solution is smooth in the present work, with the availability of this methodology, it will be possible to extend the results of this paper to the weakly singular VIDEs with nonsmooth solutions which will be the subject of our future work.
