We introduce the geodesic walk for sampling Riemannian manifolds and apply it to the problem of generating uniform random points from the interior of polytopes in R n specified by m inequalities. The walk is a discrete-time simulation of a stochastic differential equation (SDE) on the Riemannian manifold equipped with the metric induced by the Hessian of a convex function; each step is the solution of an ordinary differential equation (ODE). The resulting sampling algorithm for polytopes mixes in O * (mn 3 4 ) steps. This is the first walk that breaks the quadratic barrier for mixing in high dimension, improving on the previous best bound of O * (mn) by Kannan and Narayanan for the Dikin walk. We also show that each step of the geodesic walk (solving an ODE) can be implemented efficiently, thus improving the time complexity for sampling polytopes. Our analysis of the geodesic walk for general Hessian manifolds does not assume positive curvature and might be of independent interest.
INTRODUCTION
Sampling a high-dimensional polytope is a fundamental algorithmic problem with many applications. The problem can be solved in randomized polynomial time. Progress on the more general problem of sampling a convex body given by a membership oracle [7-9, 14, 22-26, 36] has lead to a set of general-purpose techniques, both for algorithms and for analysis in high dimension. All known algorithms are based on sampling by discrete-time Markov chains. These include the ball walk [20] , hit-and-run [26, 33] and the Dikin Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. STOC'17, Montreal, Canada © 2017 ACM. 978-1-4503-4528-6/17/06. . . $15.00 DOI: 10.1145/3055399.3055416 walk [15] , the last requiring stronger access than a membership oracle. In each case, the main challenge is analyzing the mixing time of the Markov chain. For a polytope defined by m inequalities in R n , the current best complexity of sampling is roughly the minimum of n 3 · mn and mn · mn ω−1 where the first factor in each term is the mixing time and the second factor is the time to implement one step. In fact, the bound of n 3 on the mixing time (achieved by the ball walk and hit-and-run) holds for arbitrary convex bodies, and O(mn) is just the time to implement a membership oracle. The second term is for the Dikin walk, for which Kannan and Narayanan showed a mixing time of O(mn) for the Dikin walk [15] , with each step implementable in roughly matrix multiplication time. For general convex bodies given by membership oracles, Ω(n 2 ) is a lower bound on the number of oracle calls for all known walks. A quadratic upper bound would essentially follow from a positive resolution of the KLS hyperplane conjecture (we mention that [3] show a mixing bound ofÕ(n 2 ) for the ball walk for sampling from a Gaussian distribution restricted to a convex body). The quadratic barrier seems inherent for sampling convex bodies given by membership oracles, holding even for cubes and cylinders for the known walks based on membership oracles. It has not been surpassed thus far even for explicitly described polytopes.
For a polytope in R n , the Euclidean perspective is natural and predominant. The approach so far has been to define a process on the points of the polytope so that the distribution of the current point quickly approaches the uniform (or a desired stationary distribution). The difficulty is that for points near the boundary of a body, steps are necessarily small due to the nature of volume distribution in high dimension. The Dikin walk departs from the standard perspective by making the distribution of the next step depend on the distances of the current point to defining hyperplanes of the polytope. At each step, the process picks a random point from a suitable ellipsoid that is guaranteed to almost lie inside. This process adapts to the boundary, but runs into similar difficultiesthe ellipsoid has to shrink as the point approaches the boundary in order to ensure that (a) the stationary distribution is close to uniform and (b) the 1-step distribution is smooth, both necessary properties for proving rapid convergence to the uniform distribution. Even though this walk has the appealing property of being affine-invariant, and thus avoids explicitly rounding the polytope, the current best upper bound for mixing is still quadratic, even for cylinders.
An alternative approach for sampling is the simulation of Brownian motion with boundary reflection [2, 4, 5, 10] . While there has been much study of this process, several difficulties arise in turning it into an efficient algorithm. In particular, if the current point is close to the boundary of the polytope, extra care is needed in simulation and the process effectively slows down. However, if it is deep inside the polytope, we should expect that Brownian motion locally looks like a Gaussian distribution and hence it is easier to simulate. This suggests that the standard Euclidean metric, which does not take into account distance to the boundary, is perhaps not the right notion for getting a fast sampling algorithm.
In this paper, we combine the use of Stochastic Differential Equations (SDE) with non-Euclidean geometries (Riemannian manifolds) to break the quadratic barrier for mixing in polytopes. As a result we obtain significantly faster sampling algorithms.
Roughly speaking, our work is based on three key conceptual ideas. The first is the use of a Riemannian metric rather than the Euclidean metric. This allows us to scale space as we get closer to the boundary and incorporate boundary information much more smoothly. This idea was already used by Narayanan [28] to extend the Dikin walk to more general classes of convex bodies. The relevant metrics are induced by Hessians of convex barrier functions, objects that have been put to remarkable use for efficient linear and convex optimization [30] . The second idea is to simulate an SDE on the manifold corresponding to the metric, via its geodesics (shortest-path curves, to be defined presently). Unlike straight lines, geodesics bend away from the boundary and this allows us to take larger steps while staying inside the polytope. The third idea is to use a modification of standard Brownian motion via a drift term, i.e., rather than centering the next step at the current point, we first shift the current point deterministically, then take a random step. This drift term compensates the changes of the step size and this makes the process closer to symmetric. Taken together, these ideas allow us to simulate an SDE by a discrete series of ordinary differential equations (ODE), which we show how to solve efficiently to the required accuracy. In order to state our contributions and results more precisely, we introduce some background, under three headings.
Riemannian Geometry. A manifold can be viewed as a surface embedded in a Euclidean space. Each point in the manifold (on the surface), has a tangent space (the linear approximation of the surface at that point) and a local metric. For a point x in a manifold M, the metric at x is defined by a positive definite matrix д(x) and the length of a vector u in the tangent space T x M is defined as ∥u ∥ x def = u T д(x)u. By integration, the length of any curve on the manifold is defined as ∫ dc dt c(t )
. A basic fact about Riemannian manifolds is that for any point in the manifold, in any direction (from the tangent space), there is locally a shortest path (geodesic) starting in that direction. In Euclidean space, this is just a straight line in the starting direction. Previous random walks involve generating a random direction and going along a straight line in that direction. However such straight lines do not take into account the local geometry, while geodesics do. We give formal definitions in Section 2.1.
Hessian Manifolds. In this paper, we are concerned primarily with Riemannian manifolds induced by Hessians of smooth (infinitely differentiable) strictly convex functions. More precisely, for any such function ϕ, the local metric (of the manifold induced by ϕ) at a point x ∈ M is given by the Hessian of ϕ at x, i.e., ∇ 2 ϕ(x).
Since ϕ is strictly convex, its Hessian is positive definite and hence the Riemannian manifold induced by ϕ is well-defined and is called a Hessian manifold. In the context of convex optimization, we are interested in a class of convex functions called self-concordant barriers. Such convex functions are smooth in a precise sense and blow up on the boundary of a certain convex set. The class of Hessian manifolds corresponding to self-concordant barriers has been studied in the context of interior-point methods (IPM) [16, 29, 31] .
Two barriers of particular interest are the logarithmic barrier and the Lee-Sidford (LS) barrier [17] , both defined for polytopes. For a polytope Ax > b, with A ∈ R m×n and b ∈ R m , for any x in the polytope, the logarithmic barrier is given by
This barrier is efficient in practice and has a self-concordance parameter ν ≤ m. The latter controls the number of iterations of the IPM for optimization as O( √ ν ). The best possible value of ν is n, the dimension. This is achieved up to a constant by the universal barrier [30] , the canonical barrier [11] and the entropic barrier [1] . However, these barrier functions take longer to evaluate (currently Ω(n 5 ) or more). The LS barrier has been shown to be efficiently implementable (in time O nnz(A) + n 2 [18] ), while needing onlỹ O( √ n) iterations [17] .
In this paper, we develop tools to analyze general Hessian manifolds and show how to use them for the logarithmic barrier to obtain a faster algorithm for sampling polytopes.
Stochastic Differential Equations. Given a self-concordant barrier ϕ on a convex set K, there is a unique Brownian motion with drift on the Hessian manifold M induced by ϕ that has uniform stationary distribution. In the Euclidean coordinate system, the SDE is given by
where the first term, called drift, is given by:
This suggests an approach for generating a random point in a polytope, namely to simulate the SDE. The running time of such an algorithm depends on the convergence rate of the SDE and the cost of simulating the SDE in discrete time steps.
Since the SDE is defined on the Riemannian manifold M, it is natural to consider the following geodesic random walk:
where exp x (j) is a map from T x (j) M back to the manifold, w is a random Gaussian vector on T x (j ) M, µ(x (j) ) ∈ T x (j) M is the drift term and h is the step size. The coefficient of the drift term depends on the coordinate system we use; as we show in Lemma 16, for the coordinate system induced by a geodesic, the drift term is µ/2 instead of µ as in (1.1). The Gaussian vector w has mean 0 and variance 1 in the metric at x, i.e., for any vector u, we have E w ⟨w, u⟩ 2 x = ∥u ∥ 2 . We write it as w ∼ N x (0, I ).
It can be shown that this discrete walk converges to (1.1) as h → 0 and it converges in a rate faster than the walk suggested by Euclidean coordinates, namely, x (j+1) = x (j) + √ hw + hµ(x (j) ).
(Note the drift here is proportional to h and not h/2.) This is the reason we study the geodesic walk.
Algorithm
The algorithm is a discrete-time simulation of the geodesic process (1.3). For step-size h chosen in advance, let p(x w → y) be the probability density (in Euclidean coordinates) of going from x to y using the local step w. In general, the stationary distribution of the geodesic process is not uniform and it is difficult to analyze the stationary distribution unless h is very small, which would lead to a high number of steps. To get around this issue, we use the standard method of rejection sampling to get a uniform stationary distribution. We call this the geodesic walk.
where µ(x) is given by (1.2). Let p(x w → y) be the probability density of going from x to y using the above step w.
With probability min 1,
, go to y;
Otherwise, stay at x.
Each iteration of the geodesic walk only uses matrix multiplication and matrix inverse for O(log O (1) m) many O(m) × O(m)-size matrices, and the rejection probability is small, i.e., acceptance probability is at least a constant in each step.
To implement the geodesic walk, we need to compute the exponential map exp x , the vector w ′ and the probability densities p(x w → y), p(y w ′ → x) efficiently. These computational problems turn out to be similar -all involve solving ordinary differential equations (ODEs) to accuracy 1/n Θ (1) . Hence, one can view the geodesic walk as reducing the problem of simulating an SDE (1.1) to solving a sequence of ODEs. Although solving ODEs is well-studied, existing literature seems quite implicit about the dependence on the dimension and hence it is difficult to apply it directly. In Section 5, we rederive some existing results about solving ODEs efficiently, but with quantitative estimates of the dependence on the dimension and desired error.
Main Result
In this paper, we analyze the geodesic walk for the logarithmic barrier. The convergence analysis will need tools from Riemannian geometry and stochastic calculus, while the implementation uses efficient (approximate) solution of ODEs. Both aspects appear to be of independent interest. For the reader unfamiliar with these topics, we include an exposition of the relevant background.
We analyze the geodesic walk in general and give a bound on the mixing time in terms of a set of manifold parameters (Theorem 19) . Applying this to the logarithmic barrier, we obtain a faster sampling algorithm for polytopes, going below the mn mixing time of the Dikin walk, while maintaining the same per-step complexity.
Theorem 1 (Sampling with logarithmic barrier). For any polytope {Ax ≥ b} with m inequalities in R n , the geodesic walk with the logarithmic mixes inÕ mn 3 4 steps from a warm start, with each step takingÕ mn ω−1 time to implement.
The implementation of each step of sampling is based on an efficient algorithm for solving high-dimensional ODEs (Theorem 38). We state the implementation as a general theorem below, and expect it will have other applications. As an illustration, we show how Physarum dynamics (studied in [34] ) can be computed more efficiently (Section 5.3).
For the application to the geodesic walk, L = O(1).
Discussion and Open Problems
At a high level, our algorithm is based on the following sequence of fairly natural choices. First, we consider a Brownian motion that gives uniform stationary distribution and such Brownian motion is unique for a given metric (via the Fokker-Planck equation, see Theorem 15) . Since the set we sample is a polytope, we use the metric given by the Hessian of a self-concordant barrier, a wellstudied class of metrics in convex optimization. This allows us to reduce the sampling problem to the problem of simulating an SDE. 1 To simulate an SDE, we apply the Milstein method, well-known in that field. To implement the Milstein method, we perform a change of coordinates to make the metric locally constant, which greatly simplifies the Milstein approximation. These coordinates are called normal coordinates and can be calculated by geodesics (Lemma 16). This gives the step of our walk (1.3).
There are two choices which are perhaps not the most natural. First, it is unclear whether Hessians of self-concordant barriers are the best metrics for the sampling problem; after all, these barriers were designed for solving linear programs. Second, the Milstein method may not be the best choice for discrete approximation. There are other numerical methods with better convergence rates for solving SDEs, such as higher-order Runge-Kutta schemes. However, the latter methods are very complex and it is not clear how to implement them inÕ mn ω−1 time.
There are several avenues for improving the sampling complexity further. One is to take longer steps and use a higher-order simulation of the SDE that is accurate up to a larger distance. Another part that is not tight in the analysis is the isoperimetry. Our analysis incurs a linear factor in the mixing time due to the isoperimetry. As far as we know, this factor might be as small as O(1). We make this precise via the following, admittedly rash generalization of the KLS hyperplane conjecture. If true, it would directly improve our mixing time bound toÕ n Conjecture. For any Hessian manifold M with metric d on a convex body K, let the isoperimetric ratio of a subset S w.r.t. d be defined as
We note that we are not simultaneously experts on Riemannian geometry, numerical SDE/ODE and convex geometry; we view our paper as a sampling algorithm that connects different areas while improving the state-of-the-art. Although the sampling problem is a harder problem than solving linear programs, the step size of geodesic walk we use is larger than that of the short-step interior point method. Unlike many papers on manifolds, we do not assume positive curvature everywhere. For example, in recent independent work, Mangoubi and Smith [27] assumed positive sectional curvature bounded between 0 < m and M < ∞, and an oracle to compute geodesics, and analyzed a geodesic walk for sampling from the uniform distribution on a Riemannian manifold; while their mixing time bound O((M/m) 3 ) is dimension-independent, as far as we know, any manifold that approximates (the double cover of) a polytope well enough would have M/m = Ω(n) and hence does not yield an improvement.
We hope that the connections revealed in this paper might be useful for further development of samplers, linear programming solvers and the algorithmic theory of manifolds.
Outline
In the next section, we derive the discrete-time geodesic walk (Section 2.2.1), showing how the formula naturally arises. To analyze the geodesic walk, we need basic definitions from Riemannian geometry, stochastic calculus and complex analysis. Key concepts that we use repeatedly include geodesics, curvature and Jacobi fields. In Section 3, we prove the convergence guarantee for general Hessian manifolds. The analysis needs three high-level ingredients: (1) the rejection probability of the filter is small (2) two points that are close in manifold distance have the property that their next step distributions have large overlap (bounded total variation distance) (3) a geometric isoperimetric inequality that shows that large subsets have large boundaries. Of these the last is relatively straightforward, relying on a comparison with the Hilbert metric and existing isoperimetic inequalities for the latter. For the first two, we first derive an explicit formula for the one-step probability distribution (Lemma 23). For bounding the rejection probability, we need to show that this probability is comparable going forwards and going backwards as computed in the algorithm (Theorem 24). The one-step overlap is also derived by comparing the transition probabilities from two nearby points to the same point (Theorem 25). This comparison and resulting bounds depend on several smoothness and stability parameters of the manifold. This part also needs an auxiliary function that controls the change of geodesics locally. An important aspect of the analysis is understanding how this probability changes via the Jacobi fields induced by geodesics. Given these ingredients, the proof of mixing and conductance follows a fairly standard path (Section 3.4). As a warm-up, in Section 3.5, we work out the mixing for a hypercube with the logarithmic barrier -the mixing time isÕ n 1 3 . All proofs appear in the full arXiv version of this paper.
We then apply the general theorem to the logarithmic barrier for a polytope, to prove Theorem 1. We bound each of the parameters and use an explicit auxiliary function that is just a combination of the infinity norm and the ℓ 4 norm.
The algorithm for solving ODEs (collocation method) is presented in Section 5, and is used to compute the geodesic and transition probabilities. The main idea of the analysis is to show that the ODE can be approximated by a low-degee polynomial, depending on bounds on the derivatives of the solution. To bound these derivatives, we develop some general relations for bounding higher derivatives. As a simple application of the collocation method, we give a faster convergence bound for discretized Physarum dynamics. To apply this method for the log barrier, we show that the functions we wish to compute (geodesic, transition probability) are complex analytic, then apply the derivative estimates of the previous section and thereby finally bound the time complexity.
BACKGROUND AND NOTATION
Throughout the paper, we use lowercase letter for vectors and vector fields and uppercase letter for matrices and tensors (this is not the convention used in Riemannian geometry). We use e k to denote coordinate vectors. We use d dt for the usual derivative, e.g.
is the derivative of some function f along a curve c parametrized by t, we use ∂ ∂v for the usual partial derivative. We
We use ∇ for the connection (manifold derivative, defined below which takes into account the local metric), D v for the directional derivative of vector wrt to the vector (or vector field) v (again, defined below which takes into account the local metric), and D t if the parametrization is clear from the context. We use д for the local metric. Given a point x ∈ M, д is a matrix with entries д i j . Its inverse has entries д i j . Also n is the dimension, m the number of inequalities, γ is a geodesic, and ϕ is a smooth convex function.
Basic Definitions of Riemannian Geometry
Here we first introduce basic notions of Riemannian geometry. One can think of a manifold M as a n-dimensional "surface" in R k for some k ≥ n. In this paper, we only use a special kind of manifolds, called Hessian manifold. For these manifolds, many definition can be defined directly by some mysterious formulas. If it helps, the reader can use this section merely to build intuition and use Lemma 10 instead as the formal definition of various concepts defined here. When it is clear from context, we define c
For any open subset M of R n , we can identify T p M with R n because all directions can be realized by derivatives of some curves in R n .
(2) Riemannian metric: For any v, u ∈ T p M, the inner product (Riemannian metric) at p is given by ⟨v, u⟩ p and this allows us to define the norm of a vector ∥v ∥ p = ⟨v, v⟩ p . We call a manifold a Riemannian manifold if it is equipped with a Riemannian metric. When it is clear from context, we define ⟨v, u⟩ = ⟨v, u⟩ p . In R n , ⟨v, u⟩ p is the usual ℓ 2 inner product.
for any curve c on M starting at x = c(0). When M and N are Euclidean spaces, d f (x) is the Jacobian of f at x. We can think of pushforward as a manifold Jacobian, i.e., the first-order approximation of a map from a manifold to a manifold. 
dt . (1) The curve γ (t) is parameterized with constant speed. Namely,
(2) The curve is the locally shortest length curve between γ (a) and γ (b). Namely, for any family of curve c(t, s) with c(t, 0) = γ (t) and c(0, a) = γ (a) and c(0, b) = γ (b), we have
Note that, if γ (t) is a geodesic, then γ (αt) is a geodesic for any α. Intuitively, geodesics are local shortest paths. In R n , geodesics are straight lines.
where γ v is the unique geodesic starting at p with initial velocity
Note that exp p maps v and tv to points on the same geodesic. Intuitively, the exponential map can be thought as point-vector addition in a manifold. In R n , we have exp p (v) = p + v. (9) Parallel transport: Given any geodesic c(t) and a vector v such that ⟨v, c ′ (0)⟩ c(0) = 0, we define the parallel transport of v along c(t) by the following process: Take h to be infinitesimally small and v 0 = v. For i = 1, 2, · · · , 1/h, we let v ih be the vector orthogonal to c ′ (ih) that minimizes the distance on the manifold between exp c(ih) (hv ih ) and exp c((i−1)h) (hv (i−1)h ). Intuitively, the parallel transport finds the vectors on the curve such that their end points are closest to the end points of v. For general vector v ∈ T c ′ (0) , we write v = αc ′ (0) + w and we define the parallel transport of v along c(t) is the sum of αc ′ (t) and the parallel transport of w along c(t).
For non-geodesic curves, the definition is further generalized. (10) Orthonormal frame: Given a vector fields v
Given a curve c(t) and an orthonormal frame at c(0), we can extend it on the whole curve by parallel transport and it remains orthonormal on the whole curve. (9) Directional derivatives and the Levi-Civita connection: Given any vector v ∈ T p M and a vector field u in a neighborhood of p. Let γ v is the unique geodesic starting at p with initial velocity
where u(h) ∈ T p M is the parallel transport of u(γ (h)) from γ (h) to γ (0). Intuitively, Levi-Civita connection is the directional derivative of u along direction v, taking the metric into account. In particular, for R n , we have ∇ v u(x) = d dt u(x +tv). When u is defined on a curve c, we define D t u = ∇ c ′ (t ) u. In R n , we have D t u(γ (t)) = d dt u(γ (t)). We reserve d dt for the usual derivative with Euclidean coordinates. We list some basic facts about the definitions introduced above that are useful for computation and intuition. (7) (alternative definition of Levi-Civita connection) ∇ v u is the unique linear mapping from the product of vector and vector field to vector field that satisfies (3), (4), (5) and (6).
2.1.1 Curvature. Roughly speaking, they measure the amount by which a manifold deviates from Euclidean space.
Given vector u, v ∈ T p M, in this section, we define uv be the point obtained from moving from p along direction u with distance ∥u ∥ p (using geodesic), then moving along direction "v" with distance ∥v ∥ p where "v" is the parallel transport of v along the path u. In R n , uv is exactly p + u + v and hence uv = vu, namely, parallelograms close up. For a manifold, parallelograms almost close up, namely, d(uv, vu) = o(∥u ∥ ∥v ∥). This property is called being torsion-free.
(1) Riemann curvature tensor: Three-dimensional parallelepipeds might not close up, and the curvature tensor measures how far they are from closing up. Given vector u, v, w ∈ T p M, we define uvw as the point obtained by moving from uv along direction "w" for distance ∥w ∥ p where "w" is the parallel transport of w along the path uv. In a manifold, parallelepipeds do not close up and the Riemann curvature tensor how much uvw deviates from vuw. Formally, for vector fields v, w, we define τ v w be the parallel transport of w along the vector field v for one unit of time. Given vector field v, w, u, we define the Riemann curvature tensor by
.
(2.1)
Riemann curvature tensor is a tensor, namely, R(u, v)w at point p depends only on u(p), v(p) and w(p). Formally, we define 2.1.2 Jacobi field. In this paper, we often study the behavior of a family of geodesics. One crucial fact we use is that the change of a family of geodesics satisfies the following equation, called the Jacobi equation: satisfies the following equation
where R(·, ·)· is Riemann curvature tensor defined before. Conversely, any vector field V on c(t) satisfying the equation
can be obtained by a variation of c(t) through geodesics. We call any vector field satisfying this equation a Jacobi field.
In R n , geodesics are straight lines and a Jacobi field is linear, namely, u(t) = u(0) + u ′ (0)t. A similar decomposition holds for any Jacobi field. Fact 7. Given a unit speed geodesic c(t), every Jacobi field u(t) on c(t) can be split into a tangential part u 1 and a normal part u 2 such that
u 1 and u 2 are Jacobi fields, namely, D t D t u 1 +R(u 1 , dc dt ) dc dt = 0 and D t D t u 2 + R(u 2 , dc dt ) dc dt = 0, (3) u 1 is parallel to dc dt and is linear, namely,
Definition 8. Given a geodesic γ (t), we define a linear map R(t) :
In particular, the Jacobi equation on γ (t) can be written as D 2 t u + R(t)u = 0. Given a coordinate system x i , the linear map R(t) can be written as a symmetric matrix
To analysis the Jacobi equation, it is convenient to adopt the follow matrix notation.
Definition 9. Given a linear map
In particular, we have that Ric(γ ′ (t)) = TrR(t).
Hessian manifolds. Recall that a manifold is called Hessian
if it is a subset of R n and its metric is given by д i j = ∂ 2 ∂x i ∂x j ϕ for some smooth convex function ϕ. We let д i j be entries of the inverse matrix of д i j . For example, we have j д i j д jk = δ ik . We use ϕ i j to denote ∂ 2 ∂x i ∂x j ϕ and ϕ i jk to denote ∂ 2 ∂x i ∂x j ∂x k ϕ. Since a Hessian manifold is a subset of Euclidean space, we identify tangent spaces T p M by Euclidean coordinates. The following lemma gives formulas for the Levi-Civita connection and curvature under Euclidean coordinates.
Lemma 10 ([35]
). Given a Hessian manifold M, vector fields v, u, w, z on M, we have the following:
(1) (Levi-Civita connection)
where e k are coordinate vectors and the Christoffel symbol
(2) (Riemann curvature tensor)
(3) (Ricci curvature)
In this paper, geodesics are everywhere and we will be using the following lemma in all of our calculations.
, then the corresponding Hessian manifold M is geodesically complete, namely, for any p ∈ M, the exponential map is defined on the entire tangent space T p M and for any two points p, q ∈ M, there is a length minimizing geodesic connecting them.
In particular, for a polytope M = {x : Ax > b}, the Hessian manifold induced by the function ϕ(x) = − i log(a T i x −b i ) is geodesically complete.
Normal coordinates.
For any manifold M, and any p ∈ M, the exponential map exp x maps from T x M to M. Since T x M is isomorphic to R n , exp −1
x gives a local coordinate system of M around x. We call this system the normal coordinates at x. In a normal coordinate system, the metric is locally constant. Lemma 12. In normal coordinates, we have
For a Hessian manifold, one can do a linear transformation to make the normal coordinates coincide with Euclidean coordinates up to the first order. Let F : M → R n be the normal coordinates defined by F (y) = exp −1
x . Then, we
where F k is the k th coordinate of F and Γ k is the matrix with entries Γ k i j defined in Lemma 10.
Stochastic Calculus
A stochastic differential equation (SDE) describes a stochastic process over a domain Ω. It has the form dx t = µ(x t , t)dt +σ (x t , t)dW t where x t is the current point at time t, W t is a standard Brownian motion, and µ(x t , t), σ (x t , t) are the mean and covariance of the next infinitesimal step at time t.
Lemma 14 (Itō's lemma). Given a SDE dx t = µ(x t )dt + σ (x t )dW t and any smooth function f , we have
SDEs are closely related to diffusion equations:
where p(x, t) is the density at point x and time t, ∇· is the usual divergence operator, ∇p is the gradient of p and the matrix A(x, t) represents the diffusion coefficient at point x and time t. When A(x, t) = I , we get the familiar heat equation:
In this paper, the diffusion coefficient will be a symmetric positive definite matrix given by the Hessian ∇ 2 ϕ(x) 
the probability density of the SDE is given by the diffusion equation
Derivation of the Geodesic walk.
Given a smooth convex function ϕ on the convex domain M, namely that it is convex and is infinitely differentiable at every interior point of M, we consider the corresponding diffusion equation
We can expand it by ∂ ∂t p(x, t)
The uniform distribution is the stationary distribution of this diffusion equation. Now applying the Fokker-Planck equation (Theorem 15) with A = ∇ 2 ϕ −1 , the SDE for the above diffusion is given by:
This explains the definition of (1.1). To simplify the notation, we write the SDE as
. One way to simulate this is via the Euler-Maruyama method, namely
We find the direction we are heading and take a small step along that direction. However, if we view M as a manifold, then directly adding the direction µ(x th )h +σ (x th )w th √ h to x th is not natural; the Euclidean coordinate is just an arbitrary coordinate system and we could pick any other coordinate systems and add the direction into x th , giving a different step. Instead, we take the step in normal coordinates (Section 2.1.4).
In particular, given an initial point x 0 , we define F = exp −1 x 0 and we note that F (x t ) is another SDE. To see the defining equation of this transformed SDE, we use Itō's lemma (Lemma 14) to show that the transformed SDE looks the same but with half the drift term. This explains the formulation of geodesic walk:
CONVERGENCE OF THE GEODESIC WALK
The geodesic walk is a Metropolis-filtered Markov chain, whose stationary distribution is the uniform distribution over the polytope to be sampled. We will prove that the conductance of this chain is large with an appropriate choice of the step-size parameter. Therefore, its mixing time to converge to the stationary distribution will be small. The proof of high conductance involves showing (a) the acceptance probability of the Metropolis filter is at least a constant (b) the induced metric satisfies a strong isoperimetric inequality (c) two points that are close in metric distance are also close in probabilistic distance, namely, the one-step distributions from them have large overlap. Besides bounding the number of steps, we also have to show that each step of the Markov chain can be implemented efficiently. We do this in later sections via an efficient algorithm for approximately solving ODEs.
In this section, we present the general conductance bound for Hessian manifolds. The bound on the conductance will use several parameters determined by the specific barrier function. In Section 4, we bound these parameters for the logarithmic barrier.
For a Markov chain with state space M, stationary distribution Q and next step distribution P u (·) for any u ∈ M, the conductance of the Markov chain is
The conductance of an ergodic Markov chain allows us to bound its mixing time, i.e., the rate of convergence to its stationary distribution, e.g., via the following theorem of Lovász and Simonovits. Theorem 17 ([24] ). Let Q t be the distribution of the current point after t steps of a Markov chain with stationary distribution Q and conductance at least ϕ, starting from initial distribution Q 0 . Then,
) is a measure of the distance of the starting distribution from the stationary and d T V is the total variation distance.
Hessian Parameters
The mixing of the walk depends on the maximum values of several smoothness parameters of the manifold. Since each step of our walk involves a Gaussian vector which can be large with some probability, many smoothness parameters inevitably depend on this Gaussian vector. Formally, let γ be the geodesic used in a step of the geodesic walk with the parameterization γ :
Note that ℓ is not exactly the length of the geodesic step, but it is close with high probability due to Gaussian concentration. Rather than using supremum bounds for our smoothness parameters, it suffices to use large probability bounds, where the probability is over the choice of geodesic at any point x ∈ Ω. To capture this notion that "most geodesics are good", we allow the use of an auxiliary function V (γ ) ≥ 0 to measure how good a geodesic is. Several of the smoothness parameters assume that this function is bounded and Lipshitz for a sufficiently large step size h. More precisely, viewing geodesics as maps γ : 
(2) For any x ∈ M,
Definition 18. Given a Hessian manifold M, maximum step size H and auxiliary function V with parameters V 0 , V 1 , we define the smoothness parameters D 0 , D 1 , D 2, G 1 , G 2 , R 1 , R 2 depending only on M and the step size h ≤ H as follows:
(1) The maximum norm of the drift in the local metric,
(2) The smoothness of the norm of the drift,
(3) The smoothness of the drift,
(4) The smoothness of the local volume,
where д(x) is the metric at x. 
The smoothness of the Ricci curvature,
We refer to these as the parameters of a Hessian manifold. Our main theorem for convergence can be stated as follows.
Theorem 19. On a Hessian manifold of dimension n with an auxiliary function, step-size upper bound H and parameters D 0 , D 1 , D 2 , G 1 , G 2 , R 1 , R 2 , the geodesic walk with step size h at most
In the rest of this section, we prove this theorem. It can be sepecialized to any Hessian manifold by bounding the parameters. In later sections, we do this for the log barrier, by defining the auxiliary function and bounding the manifold parameters.
Isoperimetry
For a convex body K, the cross-ratio distance of x and y is
where p and q are on the boundary of K such that p, x, y, q are on the straight line xy and are in order. In this section, we show that if the distance d(x, y) induced by the Riemannian metric is upper bounded by the cross-ratio distance, then the body has good isoperimetric constant in terms of d. Although the cross-ratio distance is not a metric, the closely-related Hilbert distance is a metric:
Theorem 20. For a Hessian manifold M with smoothness parameters G 2 , for any partition of M into three measurable subsets S 1 , S 2 , S 3 , we have that vol(S 3 ) ≥ d(S 1 , S 2 ) G 2 min{vol(S 1 ), vol(S 2 )}.
The theorem follows from the following isoperimetric inequality from [21] , the definition of G 2 and the fact d H ≤ d K .
Theorem 21 ([21] ). For any convex body K and any partition of K into disjoint measurable subsets S 1 , S 2 , S 3 vol(S 3 ) ≥ d K (S 1 , S 2 )vol(S 1 )vol(S 2 ).
One-step Distribution
We first derive a formula for the drift term -it is in fact a classical Newton step of the volumetric barrier function log det ∇ 2 ϕ(x).
Lemma 22. We have
where ψ (x) = 1 2 log det ∇ 2 ϕ(x). To have a uniform stationary distribution, the geodesic walk uses a Metropolis filter. The transition probability before applying the filter is given as follows.
Lemma 23. For any x ∈ M and h > 0, the probability density of the 1-step distribution from x (before applying the Metropolis filter) is given by
where y = exp x (v x ) and d exp x is the differential of the exponential map at x.
Proof. We prove the formula by separately considering each v x ∈ T x M s.t. exp x (v x ) = y, then summing up. In the tangent space T x M, the point v x is a Gaussian step. Therefore, the probability density of v x in T x M as follows.
In the tangent space T y M, we have that y maps to 0. Let F :
Here K is the same set as M but endowed with the Euclidean metric. Hence, we have dF
The result follows from p
Bounding the acceptance probability of the Metropolis filter is a crucial aspect of the analysis. 
We bound the overlap of one-step distributions from nearby points.
Theorem 25. For h ≤ min H, 1 10 6 nR 1 , then the one-step distributions P x , P z from x, z satisfy
Combining the above two theorems lets us bound the conductance and mixing time of the walk, as we show in the next section.
Conductance and Mixing Time
The proof of Theorem 19] follows the standard outline for geometric random walks (see e.g., [36] ). Let Q be the uniform distribution over M and S be any measurable subset of M. Then we show that
This gives the following corollary for the mixing time.
Corollary 26. Let K be a polytope. Let Q be the uniform distribution over K and Q t be the distribution obtained after t steps of the geodesic walk started from a distribution
Warm-up: Interval and Hypercube
The technical core of the proof is in Theorems 24 and 25. Before we get to those, in this section, we analyze the geodesic walk for one-dimensional Hessian manifolds and the hypercube (product of intervals), which we can do by more elementary methods. with constant probability.
The first assumption above ϕ (3) (x) = O(ϕ ′′ (x) 3/2 ) is called selfconcordance, and the others can be viewed as its extensions to higher derivatives. It is easy to check that the logarithmic barrier ϕ(x) = − log(1+x)−log(1−x) on (−1, 1) satisfies all the assumptions.
Our main theorem for general manifolds (Theorem 24) implies the same bound after substituting the parameters for the log barrier on the interval with n = 1 and m = 2.
Remark. The hypercube in R n is a product of intervals. In fact, the next-step density function is a product function, and the quantity 
LOGARITHMIC BARRIER
For any polytope M = {Ax > b}, the logarithmic barrier function ϕ(x) is defined as
We denote the Hessian manifold induced by the logarithmic barrier on M by M L . The goal of this section is to analyze the geodisic walk on M L . In section 4.1, we give explicit formulas for various Riemannian geometry concepts on M L . In Section 4.2, we describe the geodesic walk specialized to M L . We bound the parameters required by Theorem 19, resulting in the following theorem. In later sections, we show how to implement geodesic walk and calculate the rejection probability. To implement these, we apply the techniques developed in Section 5 to solve the corresponding ODEs, after showing that the geodesic, parallel transport and Jacobi field are complex analytic for a large radius of convergence 
Riemannian Geometry on M L (G 2 )
We use the following definitions:
Hessian of ϕ and its inverse :
Third derivatives of ϕ :
For brevity (overloading notation), we define s γ ′ = s γ ,γ ′ , s γ ′′ = s γ ,γ ′′ , S γ ′ = S γ ,γ ′ and S γ ′′ = S γ ,γ ′′ for a curve γ (t).
Since the Hessian manifold M L is naturally embedded in R n , we identify T x M L by Euclidean coordinates unless otherwise stated. Therefore, we have that
Let u(t) be a vector field defined on a curve γ (t) in M L . Then, we have that
In particular, the geodesic equation on M L is given by
and the equation for parallel transport on a curve γ (t) is given by
Lemma 31. Given a geodesic γ (t) on M L and an orthogonal frame
The Jacobi field equation (in the orthogonal frame coordinates) is given by
Next, we have the relation between the distance induced by the Riemannian metric and the Hilbert metric.
Hence, we have that G 2 ≤ √ m.
Geodesic Walk on M L
Recall that the geodesic walk is given by
where w ∼ N x (0, I ). In many proofs in this section, we consider the geodesic γ from x with the initial velocity
The scaling is to make the speed of geodesic γ close to one. Since w is a Gaussian vector, we have that 0.9 ≤ ∥γ ′ (0)∥ γ (0) ≤ 1.1 with high probability. Due to this rescaling, the geodesic is defined from 0 to ℓ = √ nh.
We often work in Euclidean coordinates. In this case, the geodesic walk is given by the following formula.
Lemma 33. Given x ∈ M L and step size h > 0, one step of the geodesic walk starting at x in Euclidean coordinates is given by the solution γ (ℓ) of the following geodesic equation
Implementation
To implement the geodesic walk for the log barrier, we need to solve ODE systems efficiently. We will do this using the collocation method. There are two additional challenges here. First, to derive suitable asymptotic guarantees for the collocation method; we do this in the next section under the assumption that the solution to the ODE is well approximated by a polynomial of bounded degree. Second, to show that the ODE's that we encounter for the geodesic walk satisfy this assumption. For this we use complex analysis. We only discuss the idea briefly here, and refer to the full arXiv version of the paper for the complete picture.
The Cauchy-Kowalevski theorem shows that if a differential equation is complex analytic, then the equation has a unique complex analytic solution. As we see in section 4.1, the equations for geodesic, parallel transport and Jacobi field involve only rational functions. Since rational functions are complex analytic, the Cauchy-Kowalevski theorem shows that geodesics, orthogonal frames and Jacobi fields are also complex analytic.
Lemma 34. Geodesics, parallel transport and Jacobi fields are complex analytic for the Hessian manifold induced by the logarithmic barrier.
We bound the higher-order derivatives of geodesic, parallel transport and Jacobi field, using some techniques we develop. Since these are complex analytic, this gives us a bound for their radius of convergence.
The purpose of these derivative bounds is to show that the solutions of the corresponding ODEs are well-approximated by lowdegree polynomials, where the degree of the polynomial grows as log 1 ϵ for desired accuracy ϵ. The bound on the degree implies that the Collocation method for solving ODEs is efficient (roughly matrix multiplication time).
COLLOCATION METHOD FOR ODE
The collocation method is a general framework for solving differential equations. This framework finds a solution to the differential equation by finding a low degree polynomial (or other finite dimensional space that approximate the function space) that satisfies the differential equation at a set of predesignated points (called collocation points). By choosing the finite dimensional space and the collocation points carefully, one can make sure there is an unique solution and that the solution can be found using simple iterative methods (See [12, Sec 3.4] for an introduction). One key departure of our analysis to the standard analysis is that we use L 4 norm (instead of the standard L 2 norm). This is essential to take advantage of the stability of the L 4 norm of the geodesic.
First Order ODE
We first consider the following first order ODE
where F : R n+1 → R n and u(t) ∈ R n . The idea of collocation methods is to find a degree d polynomial p such that d dt p(t) = F (p(t), t), for t = c 1 , c 2 , · · · , c d (5.2)
where c 1 , c 2 , · · · , c d are carefully chosen distinct points on [0, ℓ].
Here, we call p : R → R n is a degree d polynomial if p(t) = [p 1 (t); p 2 (t); · · · ; p n (t)] and each p i (t) is an univariate polynomial with degree at most d. The first part of the proof shows the existence of a solution for the systems (5.2). To describe the algorithm, it is easier to consider an equivalent integral equation.
Lemma 35. Given distinct points c 1 , c 2 , · · · , c d ∈ R and F : R n+1 → R n , consider the nonlinear map T : R d ×n → R d ×n defined by
where ϕ i (s) = j i s−c j c i −c j are the Lagrange basis polynomials. Given any ζ ∈ R d ×n such that
the polynomial
is a solution of the system (5.2).
From Lemma 35, we see that it suffices to solve the system (5.3). We solve it by a simple fix point iteration shown in Algorithm 2.
Algorithm 2: CollocationMethod
Input: An ordinary differential equation In the next lemma, we show that T is a contraction mapping if F is smooth enough and hence this algorithm converges linearly. We use the following norm: ∥x ∥ ∞;p = max i ∈[d ] k ∈[n] x (i,k) Also, for any α ∈ R d ×n , we have that
In each iteration of the collocation method, we need to compute ∫ c i 0 α j ϕ j (s)ds for some α j . The following theorem shows that this can be done in O(d log(d/ε)) time using multipole method.
Theorem 37 ([6, Sec 5]). Let ϕ i (s) be the Lagrange basis polynomials on the Chebyshev nodes on [0, ℓ], namely, ϕ i (s) = j i s−c j c i −c j with c i = ℓ 2 + ℓ 2 cos( 2i−1 2d π ). Given a polynomial p(s) = j α j ϕ j (s) and a point set {x 1 , x 2 , · · · , x d }, one can compute t i such that
in time O(d log(d/ε)). Now we have everything to state our main result in this subsection.
Theorem 38. Let u(t) ∈ R n be the solution of the ODE (5.1). Suppose we are given ε, ℓ > 0 and 1 ≤ p ≤ ∞ such that (1) There is a degree d polynomial q from R to R n such that q(0) = v and d dt u(t) − d dt q(t) p ≤ ε ℓ for all 0 ≤ t ≤ ℓ.
(2) ∥F (x, t) − F (y, t)∥ p ≤ 1 2000ℓ ∥x − y∥ p for all ∥x − v ∥ p ≤ K and ∥y − v ∥ p ≤ K with K = 4000ℓ max t ∈[0, ℓ] ∥F (v, t)∥ p . Then, Algorithm CollocationMethod outputs a degree d polynomial p(t) such that max 0≤t ≤ℓ ∥u(t) − p(t)∥ p ≤ 4003ε in O(nd log 2 (dK/ε)) time and O(d log(K/ε)) evaluations of F .
The theorem above essentially says that if the solution is well approximated by a polynomial and if the F has small enough Lipschitz constant, then we can reconstruct the solution efficiently. Note that this method is not useful for stochastic differential equation because Taylor expansion of the solution involves the high moments of probability distributions which is very expensive to store.
The assumption on the Lipschitz constant of F holds for our application. For the rest of this subsection, we show that this assumption is not necessary by taking multiple steps. This is mainly to make the result easier to use for other applications and not needed for this paper. First, we prove that the collocation method is stable under small perturbation of the initial solution.
Lemma 39. Let p(t) andp(t) be the outputs of CollocationMethod for the initial value v and the initial valueṽ. We make the same assumption as Theorem 38 for the initial condition v (albeit a small change in the constants). If ∥ṽ − v ∥ p ≤ cℓ max t ∈[0, ℓ] ∥F (v, t)∥ p with small enough constant c, then we have that max 0≤t ≤ℓ ∥p(t) −p(t)∥ p = O(∥ṽ − v ∥ p ). Now, we give the main theorem of this subsection.
Theorem 40. Let u(t) ∈ R n be the solution of the ODE (5.1). Suppose we are given ε > 0 and 1 ≤ p ≤ ∞ such that (1) There is a degree d polynomial q from R to R n such that q(0) = v and d dt u(t) − d dt q(t) p ≤ ε for all 0 ≤ t ≤ 1.
(2) For some L ≥ 1, we have ∥F (x, t) − F (y, t)∥ p ≤ L ∥x − y∥ p for all x, y and 0 ≤ t ≤ 1.
Then, we can compute u such that ∥u − u(1)∥ p = O(ε) in time O(ndL 3 log 2 (dK/ε)) and O(dL 2 log(K/ε)) evaluations of F , where K = max x,0≤t ≤1 ∥F (x, t)∥ p .
Second Order ODE
Now, we consider the following second order ODE where F : R 2n+1 → R n and u(t) ∈ R n . Using a standard reduction from second order ODE to first order ODE, we show how to apply our first order ODE method to second order ODE.
Example: Discretization of Physarum Dynamics
In this section, we use the Physarum dynamics as an example to showcase the usefulness of the collocation method. We consider a linear program of the form min Ax =b,x ≥0 c T x (5.5)
where A ∈ Z m×n , c ∈ Z n >0 and b ∈ Z m . Inspired by Physarum polycephalum (a slime mold), Straszak and Vishnoi [34] introduce the following dynamics for solving the linear program:
where W is a diagonal matrix with the diagonal W ii = x i /c i . In this subsection, we follow their notations/assumptions:
(1) Assume that A is full rank and this linear program has a feasible solution. (2) Let OPT be the optimal value of the linear program (5.5).
(3) Let D be the maximum sub-determinant of A, i.e. D = max A ′ is a square submatrix of A |det(A ′ )|. For graph problems, A is usually an unimodular matrix and hence D = 1.
(4) Assume that we have an initial point x(0) such that Ax(0) = b and a parameter M such that
They showed that the continuous dynamics converges linearly to the solution:
Lemma 41 (Convergence of Physarum dynamics, [34, Thm 6.3]). Consider x(t) be the solution of 5.6 with initial point Ax(0) = b. Then, we have that OPT ≤ c T x(t) ≤ OPT + (n + M) 2 e 8D 2 ∥c ∥ 1 ∥b ∥ 1 −D −3 t .
Furthermore, they analyzed the Euler method for this dynamics and obtained the following result:
