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Abstract
As many equations in fluid mechanics, the thermocline equations, in standard notation, are com-
posed of quasi-linear, first-order partial differential equations. The aim of this paper is to establish an
existence, uniqueness result for the solution of such a problem.
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1. Introduction
There is a large body of literature on quasi-geostrophic equations ([4–7] and references
quoted therein).
As far as we know, most of the effort has been spent on finding a satisfactory formulation
of the problem on the one hand and investigating the equations from a numerical analysis
stand point, on the other hand.
In [4], Needler investigated solutions choosing a special form of the temperature profile.
In [7], Salmon extended this study by proposing another type of function of temperature
and showing that such functions form the basis for a simple, full-basin circulation model
in an ocean.
Interest in the study of the thermocline arose in our group from our involvement in a
research project devoted to the modelling of fish population dynamics. It is a well estab-
lished fact that the thermocline plays the role of an environmental barrier for many fish
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migrations taking place within the upper “mixed layer” [1]. It is a moving boundary which
shapes the physical space of many species and its determination should be crucial in set-
ting up equations and boundary conditions for such species. With a view to investigating,
in the future, qualitative features of such equations, analytical results about the thermo-
cline are highly desirable. This work is an attempt in this direction. The complexity of the
equations whose the thermocline is a solution is such that attacking the problem in its full
dimension in out of reach. We refer the reader to [6,7] for a discussion on the actual setting
of the problem. What exactly is a thermocline? Is there a unique thing that can be called
“thermocline”?
We leave such issues to a further work. Here, we will just deal with the following math-
ematical problem: To show the existence, in a suitable functional setting, of a solution of
the so-called thermocline equations, that is to say, a simplified formulation of the primitive
equations.
Namely, we will consider the system of equations derived from the primitive equations
by assuming that the velocity is constant along the current and neglecting the second-order
terms. We will show that—to any given initial temperature profile θ0 = θ0(x, y, z)—one
can associate a function θ = θ(t, x, y, z), such that θ(0, ·) = θ0, θ is defined for t > 0, and
determines the temperature profile induced by θ0. A precise formulation of the result is
given in the next section.
2. Formulation of the problem and statement of result
The thermocline equations follows from the primitive equations simply by neglecting
the total time derivative in the momentum equations. The scaling assumptions that must be
satisfied to justify this are (cf. [4])
(i) Length scales larger than the horizontal scale.
(ii) The Coriolis parameter must vary by O(1), else the resulting lowest order dynamics
are trivial.
(iii) Rossby number
R0 = 12ωτ
(ω is the Earth’s rotation rate and τ is a characteristic time scale of the motion) is
supposed small.
In the Boussinesq approximations, the equations that result are
yv(t, x, y, z)= φx(t, x, y, z), (1)
yu(t, x, y, z)= −φy(t, x, y, z), (2)
0 = −φz(t, x, y, z)+ θ(t, x, y, z), (3)
ux(t, x, y, z)+ vy(t, x, y, z)+wz(t, x, y, z)= 0, (4)
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and
−K∆θ + θt + ∇θ.U = 0. (5)
As usually U = (u, v,w) is the velocity in the (east, north, vertical) direction with coordi-
nates (x, y, z),
φ represents the pressure divided by the mean density,
θ is the buoyancy (which we will view as a temperature),
K is temperature diffusion,
t is time,
∇ = (∂x, ∂y, ∂z),
∆ = ∂xx + ∂yy + ∂zz,
and coordinate subscripts denote partial differentiation.
In this article, we study (1)–(5), especially, we prove an existence and uniqueness result
for the solution of such a problem, under assumptions on the domain slightly different
from those considered in [6], namely, we will take a regular domain in R3, considered as
an approximation of a cylindric domain obtained by rounding the intersections between
horizontal and vertical edges. If h represents the depth on which the edge is modified, one
can assume that it is as small as we desire, i.e., about 10−4 times the total depth of the
domain “hypothesis of the rigid lid.”
We will denote by Γ1 the surface (z1 = z1(x, y)) with −h z1  0, and Γ2 the lateral
and bottom boundaries.
We assume that Ω is away from the equator and the pole in norther hemisphere, i.e.,
y = 0.
On the account to the phenomena that we want to describe, we set mixed boundary
conditions
θ = 0 on Γ, (6)
U = 0 on Γ1, (7)
φ = 0 on Γ1, (8)
θ(x, y, z,0)= θ0. (9)
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additional notations have to be made.
Lp(Ω), 1 p < ∞, will denote the collection of L-functions which are pth-integrable
over Ω . For m ∈ N∗\{1}, the space Wm,p(Ω) is the Sobolev class of the functions of the
spatial variable x which along with their first m derivatives belongs to Lp(Ω) (see, for
example, [8]).
In the particular case, p = 2, we set Wm,2(Ω) = Hm(Ω).
The closure in H 1(Ω) of the space D(Ω) of test functions on Ω is denoted H 10 (Ω).
The inner product and norms of H 1(Ω) and L2(Ω) are represented by ((·, ·)), ‖ · ‖ and
(·, ·), | · |, respectively.
Let E be a Banach space, T a positive real number or T = +∞ and 1  p ∞,
denotes by Lp(0, T ;E) the Banach space of all measurable functions u : (0, T ) → E, such
that ‖u(t)‖E is in Lp(0, T ), with norm
‖u‖Lp(0,T ;E) =
( T∫
0
∥∥u(s)∥∥p
E
ds
)1/p
< +∞,
and if p = +∞, then
‖u‖∞ = ess sup
t∈[0,T ]
∥∥u(t)∥∥
E
.
We design by Q the cylinder of R3 × R+,
Q = Ω × (0, T ).
We set also
θ ′ = ∂tθ, u = u(t, x, y, z), v = v(t, x, y, z),
w = w(t, x, y, z), θ = θ(t, x, y, z), φ = φ(t, x, y, z).
We state the main result of this paper.
Theorem 1. For θ0 given,
θ0 = H 10 (Ω)∩ H 3(Ω),
there exists (θ,U,φ) solution of problem (1)–(9) satisfying
θ ∈ L2(0, T ;H 3(Ω))∩ L∞(0, T ;H 10 (Ω)∩ H 2(Ω)),
θ ′ ∈ L2(0, T ;H 1(Ω))∩L∞(0, T ;L2(Ω)),
U ∈ L2(0, T ;H 2(Ω)3)∩ L∞(0, T ;H 1(Ω)3),
U ′ ∈ L2(0, T ;L2(Ω)3),
φ ∈ L2(0, T ;H 3(Ω))∩L∞(0, T ;H 2(Ω)),
φ′ ∈ L2(0, T ;H 1(Ω))∩L∞(0, T ;L2(Ω)),
the triplet (θ,U,∇φ) is unique.
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equations. The demonstration is based on the following facts.
(1) If in system (1)–(4), one assumes that temperature is known, then the pair (U,φ) is
determined uniquely. One can then determine a map θ → (U,φ).
This is the conclusion of the first part.
(2) For any pair (U,φ) satisfying the relations
yv = φx, yu = −φy, 0 = −φz + θ˜ , and ux + vy + wz = 0,
there is one and only one function θ such that θ is a solution of Eq. (5) with a given initial
value.
(3) Our problem then reduces to the combination of the previous results to yield the
existence of a solution of system (1)–(5) by applying the Schauder fixed point theorem.
Proof of Theorem 1. Existence. We divide this section into three parts.
Part 1. Let
θ˜ ∈ E def= L2(0, T ;H 3(Ω))∩ L∞(0, T ;H 10 (Ω)∩ H 2(Ω)) (10)
such that
θ˜ ′ ∈ F def= L2(0, T ;H 1(Ω))∩ L∞(0, T ;L2(Ω))
and θ˜ (x, y, z,0)= θ0.
Set
φ(x, y, z) =
z∫
z1
θ˜ (x, y, z′) dz′; (11)
then
u = −1
y
φy, (12)
v = 1
y
φx, (13)
w = 1
y
z∫
z1
v(x, y, z′) dz′. (14)
We have
(U,φ) ∈ L2(0, T ;H 2(Ω)3)∩L∞(0, T ;H 1(Ω)3)
×L2(0, T ;H 3(Ω))∩ L∞((0, T ;H 2(Ω)) (15)
and
(U ′, φ′) ∈ L2(0, T ;L2(Ω)3)×L2(0, T ;H 1(Ω))∩L∞(0, T ;L2(Ω)). (16)
In the sequel, we use the notation
f (θ˜) = U.∇ θ˜ .
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Step 1. We are going to establish an existence and regularity result for the solution of
the classical problem

θ ′ − K∆θ + f (θ˜) = 0 in Q,
θ = 0 on Γ,
θ(x, y, z,0)= θ˜ (x, y, z,0)= θ0 in Ω.
(17)
For this aim, we will use both the Galerkin’s and compactness’ methods (see [9] and
[2]). We consider (hj )j an orthonormal basis of H 3(Ω) ∩ H 10 (Ω), and denote by Vm =
{h1, . . . , hm} the subspace of H 3(Ω) ∩ H 10 (Ω) spanned by the m first vector (hj )j . In
these conditions, the approximated equation associated to (17) is given by
(θ ′m, τ)+ K((θm, τ ))+
(
f (θ˜), τ
)= 0, (18)
where τ belongs to Vm.
Let θm(0)= θ0m. Hence, θ0m belongs to Vm, and satisfies
θ0m → θ0 in H 3(Ω)∩ H 10 (Ω). (19)
Under these conditions, system (18) has a unique solution θm(t) over the interval [0, T ].
We will obtain a priori estimates independent of m for the functions θm and then pass
to the limit.
Step 2. A priori estimates.
(a) Substituting τ by θm(t) in (18), using Green’s formula and integrating over [0, t] ⊂
[0, T ], we get
∣∣θm(t)∣∣2 + K
t∫
0
∥∥θm(s)∥∥2 ds  ∣∣θ20m∣∣+ |f (θ˜)|2K . (20)
From (10), (15) and (19), the right-hand side of (20) is majorized by a positive constant
independent of m.
Therefore{
the sequence (θm)m remains in a bounded
set of L∞(0, T ;L2(Ω))∩ L2(0, T ;H 10 (Ω)).
(b) Differentiating Eq. (18) with respect to t and replacing τ by θ ′m, we get
1
2
d
dt
∣∣θ ′m(t)∣∣2 + K∣∣∇θ ′m(t)∣∣2 =
∫
Ω
(U ′∇ θ˜ + U∇ θ˜ ′)θ ′m,
we integrate over [0, t] ⊂ [0, T ], we have
1
2
∣∣θ ′m(t)∣∣2 + K
t∫
0
∥∥θ ′m(t)∥∥2

t∫ ∣∣∣∣∣
∫
(U ′.∇ θ˜ + U.∇ θ˜ ′)θ ′m
∣∣∣∣∣(s) ds + 12
∣∣θ ′m(0)∣∣2
0 Ω
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2
t∫
0
|U ′|2(s) ds + 1
2
t∫
0
‖∇ θ˜‖2L∞(Ω)
∣∣θ ′m∣∣2(s) ds
+ 1
2
t∫
0
|∇ θ˜ ′|2(s) ds + 1
2
t∫
0
‖U‖2L∞(Ω)
∣∣θ ′m∣∣2(s) ds + 12
∣∣(θ ′m)(0)∣∣2.
According to (10) and (15), there exist a positive constant C1, independent of m, such that
∣∣θ ′m(t)∣∣2 + 2K
t∫
0
∣∣∇θ ′m(t)∣∣2(s) ds
 C1 +
t∫
0
‖∇ θ˜‖2L∞(Ω)
∣∣θ ′m∣∣2(s) ds +
t∫
0
‖U‖2L∞(Ω)
∣∣θ ′m∣∣2(s) ds + ∣∣(θ ′m)(0)∣∣2.
Likewise from (18), we write∣∣θ ′m(t)∣∣2 + K((θm, θ ′m))+ (f (θ˜), θ ′m)= 0
so that∣∣θ ′m(t)∣∣K∥∥θm(t)∥∥H 2(Ω) + ∣∣f (θ˜)(t)∣∣
in particular at time t = 0,∣∣θ ′m(0)∣∣K‖θ0‖H 2(Ω) + ∣∣f (θ˜)(0)∣∣.
It is clear from (15) and (19) that∣∣θ ′m(0)∣∣ C2.
We have now
∣∣θ ′m(t)∣∣2 + 2K
t∫
0
∣∣∇θ ′m(t)∣∣2(s) ds  C3 +
t∫
0
[‖U‖2L∞(Ω) + ‖∇ θ˜‖2L∞(Ω)]∣∣θ ′m∣∣2(s) ds,
by applying again (10), (15) and the Gronwall inequality, we obtain
1
2
∣∣θ ′m(t)∣∣2 + K
t∫
0
∣∣∇θ ′m(t)∣∣2(s) ds
 C3 +
t∫
0
[‖U‖2
L∞(Ω) + ‖∇ θ˜‖2L∞(Ω)
]
(s)
×
(
exp
t∫
r
[‖U‖2L∞(Ω) + ‖∇ θ˜‖2L∞(Ω)](r) dr
)
. (21)
This implies that
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and according to (21), we get
t∫
0
∥∥θ ′m∥∥2(s) ds  C7.
Finally the above estimates show that
the sequel (θ ′m)m remains in a bounded set of F. (23)
Moreover, we have∥∥θ ′m∥∥2F = ∥∥θ ′m∥∥2L∞(0,T ;L2(Ω)) + ∥∥θ ′m∥∥2L2(0,T ;H 1(Ω))  C28 .
(c) We use a special basis for the Galerkin method, the basis of eigenfunctions (hj ). This
will enable us to obtain further a priori estimates on the solutions and existence results of
regular solutions,{
∆hj = −λjhj in Ω, j = 1,2, . . . ,m,
hj = 0 on Γ.
Equation (18) can be written as(
θ ′m,∆τ
)+ K((θm,∆τ))+ (f (θ˜),∆τ )= 0, (24)
where τ belongs to Vm.
Substituting τ by θm(t) in (24), we get(∇θ ′m∇θm)+ K|∆θm|2  ∣∣f (θ˜)∣∣|∆θm|, (25)
so
d
dt
‖θm‖2 + 2K|∆θm|2  |f (θ˜)|
2
2K
 1
2K
‖∇ θ˜‖2L∞(Ω)|U |2.
An integration over [0, t] ⊂ [0, T ], allows us to have
‖θm‖2 + 2K
t∫
0
|∆θm|2(s) ds
 1
K
‖U‖2
L∞(0,T ;L2(Ω))‖∇ θ˜‖2L2(0,T ;L∞(Ω)) ds + ‖θ0‖2. (26)
Due to (10), (15) and the fact that |∆θm| is a norm on H 10 (Ω)∩H 2(Ω) which is equivalent
to the norm induced by H 2(Ω), we then bound the right-hand side of (26),{
the sequel (θm)m remains in a bounded
set of L∞(0, T ;H 10 (Ω))∩ L2(0, T ;H 2(Ω)). (27)
Step 3. Limit of the approximated solution.
From (27) and (23) it is possible to take the limit in Eq. (18). In fact, from (27), we
obtain
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(
0, T ;H 2(Ω)).
Hence, by compact injection of L2(0, T ;H 2(Ω)) in L2(0, T ;H 1(Ω)), it follows by
Lions–Aubin’s theorem that, there exist a subsequence of (θm), which we denote as the
original sequence such that
θm → θ strongly in L2
(
0, T ;H 1(Ω)). (28)
We still can obtain from (23) the following convergence:
θ ′m → θ ′ weakly in L2
(
0, T ;H 1(Ω)). (29)
By using (28) and (29), we can take the limit in Eq. (18),(
θ ′(t), τ
)+ K((θ, τ ))+ (f (θ˜), τ )= 0 (30)
for all τ in H 10 (Ω).
More regularity of θ is guaranteed by results on elliptic regularity in view of
∆θ = 1
K
(
θ ′ + f (θ˜)) ∈ F.
Indeed, having in mind (10) and (15),
f (θ˜) ∈ L∞(0, T ;L2(Ω)), (31)
Hölder’s inequality enables us to have
t∫
0
∣∣f (θ˜)∣∣2(s) ds  ‖∇U‖2
L∞(0,T ;L2(Ω))‖∇ θ˜‖2L2(0,T ;L∞(Ω)) < +∞
and
t∫
0
∣∣∇f (θ˜)∣∣2(s) ds  2
( t∫
0
|∇U.∇ θ˜ |2(s) ds +
t∫
0
∣∣U.∇(∇ θ˜ )∣∣2(s) ds
)
 2
(‖∇U‖2
L∞(0,T ;L2(Ω))‖∇ θ˜‖2L2(0,T ;L∞(Ω))
+ ∥∥∇(∇ θ˜ )∥∥2
L∞(0,T ;L2(Ω))‖U‖2L∞(0,T ;L2(Ω))
)
< +∞.
With (23), we infer easily from (31) that
∆θ ∈ L2(0, T ;H 1(Ω))∩ L∞(0, T ;L2(Ω)),
which shows that
θ ∈ E.
Moreover
‖θ‖2
E
= ‖θ‖2
L2(0,T ;H 3(Ω)) + ‖θ‖2L∞(0,T ;H 2(Ω)∩H 10 (Ω))  C
2
9 .
As a consequence of the previous results, we can conclude that θ is continuous [3, Vol. 1,
Chapter 1]. Therefore, the initial condition (9) is well defined.
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Part 3. In this part, we introduce the set
P(T ) = {θ/θ ∈ E, θ ′ ∈ F, ‖θ‖E  C9, ‖θ ′‖F  C8}.
We define the nonlinear mapping S : P(T ) → P(T ) as follows. If θ˜ ∈ P(T ), then φ,u, v,w
are defined by (11)–(14), respectively. The image θ = S(θ˜) under the mapping S is the
solution of (17).
Since P(T ) is compactly imbedded in L2(0, T ,H 1(Ω)) [2, pp. 57–58]. To use Schauder
fixed point theorem we need to verify that S is continuous from P(T ) into P(T ).
If θ˜i is an element in P(T ),
φi(x, y, z)=
z∫
z1
θ˜i (x, y, z
′) dz′,
ui = −1
y
∂φi
∂y
, vi = 1
y
∂φi
∂x
, wi = 1
y
z∫
z1
vi(x, y, z
′) dz′
and θi = S(θ˜i) for i = 1,2.
Then for all τ ∈ L2(0, T ,H 10 (Ω)), we have(
θ ′1(t), τ
)+ ((θ1, τ ))+ (f (θ˜1), τ )= 0,(
θ ′2(t), τ
)+ ((θ2, τ ))+ (f (θ˜2), τ )= 0.
Taking the difference between the two equations, we find(
θ ′1(t)− θ ′2(t), τ
)+ ((θ1 − θ2, τ ))+ (f (θ˜1)− f (θ˜2), τ )= 0.
In particular for τ = θ1 − θ2, we obtain
1
2
d
dt
∣∣θ1(t) − θ2(t)∣∣2 + K‖θ1 − θ2‖2

∣∣∣∣∣
∫
Ω
∇ θ˜1(U1 − U2)(θ1 − θ2)
∣∣∣∣∣+
∣∣∣∣∣
∫
Ω
(∇ θ˜1 − ∇ θ˜2)U2(θ1 − θ2)
∣∣∣∣∣
(Ui = (ui, vi ,wi)).
But θ˜i ∈ P(T ) (i = 1,2); then
T∫
0
∥∥∇ θ˜i (s)∥∥2L2(Ω)  C210
and
T∫
0
∥∥Ui(s)∥∥2L6(Ω)(s) ds  C′10
T∫
0
∥∥∇ θ˜i (s)∥∥2L6(Ω)(s) ds  C211.
Consequently, if we integrate over [0, T ] and using the Hölder inequality, we obtain
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T∫
0
∥∥S(θ˜1)− S(θ˜2)∥∥2(s) ds

( T∫
0
‖∇ θ˜1‖2L6(Ω)(s) ds
)1/2( T∫
0
|U1 − U2|2‖θ1 − θ2‖2L3(Ω)(s) ds
)1/2
+
( T∫
0
‖U2‖2
L6(Ω)
(s) ds
)1/2( T∫
0
|∇ θ˜1 − ∇ θ˜2|2‖θ1 − θ2‖2L3(Ω)(s) ds
)1/2
 C10
( T∫
0
|U1 −U2|2‖θ1 − θ2‖2L3(Ω)(s) ds
)1/2
+ C11
( T∫
0
|∇ θ˜1 − ∇ θ˜2|2‖θ1 − θ2‖2L3(Ω)(s) ds
)1/2
 C12
( T∫
0
‖θ˜1 − θ˜2‖2‖θ1 − θ2‖2(s) ds
)1/2
 C13
( T∫
0
‖θ˜1 − θ˜2‖2(s) ds
)1/2
.
In the last inequality, we have used, the fact that
θi ∈ L∞
(
0, T ,H 10 (Ω)
)
.
Thus
T∫
0
∥∥(S(θ˜1) − S(θ˜2))(s)∥∥2H 1(Ω) ds C14
( T∫
0
‖θ˜1 − θ˜2‖2H 1(Ω)
)1/2
(s) ds.
Continuity of S is established. S has a fixed point in P(T ).
Uniqueness. Let us assume that (θ1,U1, φ1) and (θ2,U2, φ2) are solutions of (1)–(9),
then for all τ ∈ L2(0, T ,H 10 (Ω)) the function θ = θ1 − θ2 satisfies
(θ ′, τ )+ ((θ, τ )) = −((f (θ1) − f (θ2)), τ ),
where
f (θi) = Ui∇θi for i = 1,2.
Taking in particular τ = θ1 − θ2, and having in mind (4) and (6), we see that
1
2
d
dt
∣∣θ(t)∣∣2 + K‖θ‖2  ∣∣(U.∇θ1, θ)∣∣
with U = U1 − U2.
280 M. El Massoud / J. Math. Anal. Appl. 302 (2005) 269–281Using the classical inequality
‖θ‖L4(Ω)  C15‖θ‖3/4|θ |1/4
we find
1
2
d
dt
∣∣θ(t)∣∣2 + K‖θ‖2  ‖∇θ1‖L4(Ω)|U |‖θ‖L4(Ω)
 C16‖∇θ1‖‖θ‖7/4|θ |1/4.
Since we have
‖∇θ1‖L∞(0,T ;H 1(Ω))  C17,
then
1
2
d
dt
∣∣θ(t)∣∣2 + K‖θ‖2  C17‖θ‖7/4|θ |1/4.
Using the Young inequality, it yields
d
dt
|θ |2  C18|θ |2, ∀t ∈ [0, T ],
and applying the Gronwall lemma, we obtain
θ = 0.
The proof is achieved. 
3. Conclusion
In this paper, we have treated the problem of determining a solution of the thermocline
equations, that is to say, a simplified model governing the evolution of the current velocity,
the pressure divided by the mean density and the potential temperature of the sea. Simpli-
fication consists in assuming that the diffusion parameters are negligible. The framework
within which these assumptions make sense is the one of a local ocean. After these sim-
plifications have been performed, the primitive equations of the ocean motion reduce to a
system of equations which we solved in a suitable mathematical framework. We proved in
Theorem 1 that to any given initial temperature θ0 it corresponds at least one solution, that
is, a triple (U,φ, θ) satisfying the thermocline equation with θ |t=0 = θ0.
In fact, we have accomplished half of the task we endeavored doing. Our objective is to
show that under certain circumstances the temperature of the water column has a specific
profile: nondecreasing when going down into the water, nearly constant in the upper part
and the lower part of the water column, with a steep decrease in between. In order to check
existence of such a profile, two steps have to be performed:
(1) to see how air temperature and wind act on the physical parameters (temperature, ve-
locity) of the sea,
(2) to investigate the qualitative properties of the solutions we found in order to detect
profile such as described above.
These are the objectives of our future work.
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