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Abstract
The numerical properties of a leap-frog pseudospectral scheme for the Schrödinger equation are analyzed. Stabil-
ity, second-order accuracy in time, and spectral accuracy in space are discussed considering the linear Schrödinger
equation with potential in a periodic setting. Further issues regarding phase error, gauge invariance, conservation
properties, and commutation relations are addressed. Results of numerical experiments are reported to demonstrate
the validity and limitations of the theoretical ﬁndings and for comparison with the well known Crank–Nicholson
ﬁnite difference scheme.
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1. Introduction
Two decades ago Kosloff and Kosloff [20] proposed a leap-frog pseudospectral (LFPS) method for
solving the Schrödinger equation in a periodic setting and, since then, the LFPS scheme has been success-
fully applied to various quantum computation problems; see [16,20,19,18,21,25] and references therein.
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As emphasized in the early paper [20], spectral methods [7,14] provide accurate numerical representations
of evolving quantum systems. In fact they allow—in contrast to, e.g., ﬁnite difference or ﬁnite element
methods [2,9,11,12,17,22,24]—the ‘spectrally accurate’ representation of speciﬁc properties of quantum
mechanical time evolution.
Nowadays, the study of quantum dynamics is experiencing a renewed intensive effort motivated by
nanoscience research [15], where investigation of quantum phenomena at atomic and molecular level
beyond macroscopic averaging is required. This research work requires accurate simulation of quantum
systems motivating the study of highly accurate discretization schemes like the one considered in this
paper. Besides accuracy, the spectral approach allows for exact representation of commutation relations
and preserves conservation laws. Its use is further motivated by recent regularity results concerning
solutions to the Schrödinger equation given in [6]. Also notice that typically quantum wave packets
[26] decay exponentially in classically forbidden regions of phase space and thus Fourier grids are most
appropriate to represent these wave functions.
Quantum systems are genuinely time-dependent requiring the implementation of efﬁcient quantum
evolution operators. These operators should reﬂect time-reversal invariance and guarantee stable and ac-
curate solutions as is the case of LFPS methods. An additional feature of LFPS schemes regarding time
evolution is their immediate applicability to caseswhere time-dependent potentials are considered, in con-
trast to exact in time propagation schemes [4] or propagation schemes based on Tchebychev polynomials
expansion of the evolution operator [21,25]. Time-dependent Hamiltonians arise in, e.g., quantum optimal
control problems [5,15,23]. Furthermore, the LFPS approach allows a viable and simple generalization
to higher-order time propagators; see the class of extended LFPS schemes considered in [16].
Our present contribution to the development and application of LFPS methods is to provide stability
and accuracy estimates for the LFPS scheme applied to linear Schrödinger equations in a periodic multi-
dimensional setting.
For the purpose of our analysis we report, in the next section, results concerning existence and regularity
properties of solutions. While most of these results are well known, some of them are recent and provide
the appropriate analytical setting for analyzing the pseudospectral scheme considered in this paper. In
Section 3, the Fourier pseudospectral discretization method is illustrated and some related approximation
properties are reported,whichwill be used in the forthcomingSection 4 dedicated to the numerical analysis
of LFPS discretization of the Schrödinger equation. In this section stability of the LFPS scheme under
restriction of the time step size is discussed. Then, in the second part of this section, second-order accuracy
in time and spectral accuracy in space is proved. These results are stated in terms of discreteL2-norms and
therefore they do not provide immediate insight on the error in the phase occurring during time evolution.
Because the phase plays an important role in the physical interpretation of quantum phenomena, we
discuss in Section 5 phase error and the related problem of gauge invariance. The theoretical discussion
on the numerical properties of the LFPS scheme is completed in Section 6 where conservation laws and
commutation relations are considered.
In Section 7, results of numerical experiments are reported for the purpose of validating the theoretical
ﬁndings and for comparison of the LFPS scheme with the largely used Crank–Nicholson ﬁnite difference
scheme. The latter provides solutions which are second-order accurate in space and in time. However,
we show that second-order accuracy in space is not sufﬁcient to provide correct wave-packet evolution.
Further results show that the LFPS scheme compares favorably in the presence of moderate discontinuous
potentials.Concerning theLFPSscheme, all results of experimentswith freewavepackets conﬁrmsecond-
order accuracy in time and spectral accuracy in space. In particular, it is shown that errors due to time
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discretization accumulate in the phase.We notice that conserved quantities converge faster than solutions
and therefore they cannot be used to measure errors. Further experiments consider a time-dependent
potential of the type of a particle subject to an electric ﬁeld. In this case, errors in the phase are larger
but still second-order accuracy in time is obtained. A section of conclusion completes the exposition of
this work.
2. Properties of the Schrödinger equation
Tomake this paper self-contained to some extend, we recall in this section properties of the Schrödinger
equation and of its solutions. Since quantum mechanical phenomena are deﬁned on the whole space, most
results consider  = Rd , d1, as space domain and no boundary conditions are required. On the other
hand, from a computational point of view, bounded domains are of interest. However, in this case fewer
results are available.
Consider the time evolution of the state of a quantum system described by the following time-dependent
Schrödinger equation
i2
(x, t)
t
= − 2
2
2m
(x, t) + V (x, t)(x, t),
(x, 0) = 0(x), (1)
where x ∈  ⊂ Rd , t ∈ [0, T ], and 0(x) is a given initial condition with ‖0‖L2() = 1. Here 2 is
Planck’s constant and m is the mass of a single particle.
Existence of solutions to (1) is stated in the following; see [12,26].
Theorem 1. Let A = − 222m + V with domain D(A) ⊂ L2() be a self-adjoint operator.
1. If 0 ∈ L2(), then there is a unique solution  ∈ C0([0, T ];L2()) of the linear Schrödinger
equation for any T > 0 and for all t ∈ [0, T ], and the following holds
‖(t)‖L2() = ‖0‖L2(). (Mass conservation.)
2. If 0 ∈ D(A), then there is a unique solution  ∈ C0([0, T ];D(A)) ∩ C1([0, T ];L2()) for any
T > 0 and the following equalities are valid for all t ∈ [0, T ]
E((t)) = ‖∇(t)‖20 + (V(t),(t))L2() = E(0) (Energy conservation.)
F ((t)) = ‖t (t)‖L2() = ‖ − (t) + V(t)‖L2() = ‖t (0)‖L2() = F(0).
It results that A is self-adjoint [12,26] for, e.g., V ∈ L∞() or V (x)= +1|x| , d = 3 (Coulomb potential),
and for V (x) = |x|2 (Harmonic potential).
One recognizes that the Schrödinger evolution operator is time-reversible (non-dissipative) and there-
fore (t) cannot have better regularity than 0 in the sense that 0 /∈Hm −→  /∈Hm. This shows that
the sign of the operator  is not essential.
Of particular interest for our investigation is the case of bounded domain ⊂ Rd and periodic boundary
conditions. That is,  = Td , the torus in d-dimensions. On this space, consider the linear Schrödinger
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equation (1) with periodic boundary conditions. Let S(t) denotes the ﬂow map of (1). HereV is a bounded
real potential, smooth in x and t, and periodic in x. Clearly, there is L2(Td)-conservation
‖S(t)0‖L2(Td ) = ‖0‖L2(Td ).
The following regularity result is presented in [6].
Theorem 2. If 0 ∈ Hm(Td), m> 0, then S(t)0 ∈ Hm(Td) for all times.
Notice that, in general, ‖S(t)0‖Hm grows for t −→ ∞. However, in case V is time independent,
‖S(t)0‖Hm for 0 ∈ Hm remains bounded in time.
Here and in the following we refer to [1] for the deﬁnition of Lp, 1p∞ (resp. Hm, m1) spaces
and corresponding norms. Weak derivatives are considered in the sense of periodic distributions.
3. Pseudospectral methods
Finite difference and ﬁnite element methods are based on local representations of functions—usually
by low-order polynomials. In contrast, spectralmethods [7,14]make use of global representations, usually
by high-order polynomials or Fourier series. Under appropriate circumstances the result is a degree of
accuracy that local methods cannot match. More speciﬁcally, we have ‘spectral accuracy’ in the case that
the error between  and its Nth order approximation decays faster than algebraically in 1/N , when  is
inﬁnitely smooth and periodic with all its derivatives [7]. This phenomenon can be observed as soon as
enough Fourier coefﬁcients in the expansion are considered.
The pseudospectral method works with function values at points and trigonometric polynomials are
used as trial functions. In this section, the Fourier pseudospectral discretization method is introduced.
Approximation properties of the discrete Fourier expansion are illustrated and numerical differentiation
and related estimates are discussed. Here we provide the framework for the analysis in the next section.
For ease of notation we take  = (0, L) ⊂ R. The multidimensional setting is discussed at the end
of this section. Assume the interval (0, L) is divided in N subintervals of size h = L/N . Subinterval
end-points are denoted by xj = (j − 1)h, j = 1, . . . , N , where we take N be an integer power of 2. The
point xN+1 corresponds to x = L. We need the following deﬁnition.
Deﬁnition 3. The function u is called periodic in (0, L) if u(0+) = u(L−).
For a given continuous periodic function u, consider the polynomial
INu(x) =
N
2∑
k=−
(
N
2 −1
) u˜keik2x/L, (2)
where
u˜k = 1
N
N∑
j=1
u(xj )e
−ik2xj /L with xj = (j − 1)h. (3)
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The function INu(x) is the N/2-degree trigonometric interpolant of u at the nodes xj , i.e.
INu(xj ) = u(xj ), j = 1, . . . , N . (4)
This polynomial is the discrete Fourier series of u.
The interpolation operator IN can be regarded as an orthogonal projection upon the space
SN = span
{
eik2x/L| − N
2
+ 1kN
2
}
, (5)
with respect to the discrete inner product
(u, v)N = h
N∑
j=1
u(xj ) v(xj ), (6)
where the overline denotes complex conjugate. In the following ‖·‖=(·, ·)1/2 denotes the norm associated
to (6). Notice that if u and v are polynomials of degree N/2 then (u, v)N = (u, v) for all u, v ∈ SN .
The Fourier pseudospectral derivative of u is deﬁned by DNu = (INu)′. That is,
DNu(x) =
N
2∑
k=−
(
N
2 −1
) u˜′keik2x/L,
where
u˜′k =
ik
N
2
L
N∑
j=1
u(xj )e
−ik2xj /L
.
If u ∈ SN then DNu = u′. The operator DN is skew-symmetric, in the sense that
(DNu, v)N = −(u,DNv)N for all u, v ∈ SN .
Further, the operator DN satisﬁes the rule for differentiation of product of functions. If z = uv with
u, v ∈ SN , then z ∈ SN and
DNz = DN(uv) = vDNu + uDNv. (7)
In the Fourier pseudospectral approach the minus Laplacian is approximated by −D2N . We have that
D2Nu =
2u
x2
for u ∈ SN .
Notice that −D2N is a symmetric positive deﬁnite operator on SN , that is,
(D2Nu, v) = (u,D2Nv)
and we have the following bound ‖D2N‖cDN2.
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For the purpose of the theoretical investigation, we make use of approximation results concerning the
interpolant IN and the derivative operator DN . Important for the analysis of pseudospectral discretization
is the following Bernstein inverse inequality [7].
‖u(r)‖LpcNr‖u‖Lp for all u ∈ SN, 1p∞,
where u(m) denotes the m-derivative of u. Further, we have for all u ∈ SN , that
‖u‖HmcNm−k‖u‖Hk , 0km.
Estimates for the interpolation error are given by the following:
‖u − INu‖HlcNl−m‖u(m)‖L2 (8)
for 0 lm and u ∈ Hm with m1.
Using the results above one obtains estimates concerning the pseudospectral derivative of a function
u ∈ Hm, that is,
‖u′ − DNu‖L2cN1−m ‖u(m)‖L2, m1
and
‖u′′ − D2Nu‖L2cN2−m ‖u(m)‖L2, m2.
The pseudospectral framework described above can be extended to several dimensions. Let  =
(0, L)d ∈ Rd , and consider x ∈  where x = (x1, . . . , xd). Since  is the Cartesian product of d
copies of the interval (0, L), as an orthogonal system in L2() one can use the tensor product of an
orthogonal system in L2((0, L)). We have
k(x) = eik2x/L = ei2/L(k1x1+···+kdxd)
and
SN = span
{
k(x)| − N2 + 1kj 
N
2
, j = 1, . . . , d
}
. (9)
We use multi-index notation, that is,
j = (j1, . . . , jd) and k = (k1, . . . , kd).
The interpolation operator is deﬁned as follows:
INu(x) =
N
2∑
k=−
(
N
2 −1
) u˜keik2x/L,
where
u˜k = 1
Nd
N∑
j=1
u(xj)e−ik2xj/L.
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The inner product in the space SN is now given by
(u, v)N = hd
N∑
j=1
u(xj)v(xj).
The error estimate for the interpolation IN is given by the following:
‖u − INu‖HlcNl−m ‖u‖Hm for 0 lm
for all u ∈ Hm with m> d2 .
We complete this section commenting on the fast Fourier transform (FFT), which we use to compute
the discrete Fourier transform as given by (2). The number of operations required to compute INu(x)
for a single value of j is O(N) (d = 1), where N is the number of data points in our series. Thus a direct
computation of INu(x) for all values of j (from 1 to N), requires O(N2) operations. This was a limitation
in the use of Fourier methods. In 1965, Cooley and Tukey [10] introduced the FFT algorithm, showing
that by rearranging the order in which the calculation is performed, the number of operations can be
reduced to O(dNd log2 N), assuming that N is a power of two.
4. Stability and accuracy of the LFPS discretization
In this section we investigate the numerical properties of the LFPS scheme resulting from the combi-
nation of the pseudospectral method for space discretization with the leap-frog time-propagation method.
The analysis presented in this section is in terms of discrete norm estimates obtained using techniques
given in [7,14,24]. In the proofs we consider one space dimension; generalization of these results to d
spatial dimensions is straightforward and given by remarks.
Consider time evolution in the interval [0, T ]. Continuous time evolution is approximated by a time-
stepping procedure with time-step size t = T/M . Corresponding to the nth time step, time is given by
tn = nt , n = 0, 1, . . . ,M . A function u computed at this time level is denoted by un.
Our ﬁrst concern is to determine stability conditions for the leap-frog pseudospectral scheme. We ﬁrst
consider the full Schrödinger equation with time-independent potential i2/t =H. The Hamiltonian
operator H is deﬁned as
H = − 2
2
2m
 + V ,
where V = V (x) ∈ L∞() is a real potential, smooth and periodic in x.
Theorem 4 (Stability). The LFPS scheme
n+1 = n−1 + 2it 2
2m
D2N
n − 2it 1
2
Vn,
1 = 10,
0 = 00, (10)
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is stable in the sense that there exist positive constants c and < 1, such that
‖n+1‖2 2 − 

(‖1‖2 + ‖0‖2)
for all n, under the condition
t
2(1 − )
cD
22
2m
N2 + ‖V ‖∞
. (11)
Proof. Let us rewrite (10) in the form
n+1 − n−1 = 2it 2
2m
D2N
n − 2it 1
2
Vn
= 2it c˜D2Nn − 2it V˜n,
where we deﬁne c˜ = 2/2m and V˜ (x) = [1/2]V (x). Taking the inner product with n+1 + n−1 and
consideration of the real part gives
‖n+1‖2 − ‖n−1‖2 = −2tIm(c˜D2Nn,n+1 + n−1) + 2tIm(V˜n,n+1 + n−1). (12)
Adding and subtracting ‖n‖2 on the left-hand side from (12) and expanding the inner product on the
right-hand side of (12) gives
‖n+1‖2 + ‖n‖2 − (‖n‖2 + ‖n−1‖2) = − 2tIm(c˜D2Nn,n+1) + 2tIm(c˜D2Nn−1,n)
+ 2tIm(V˜n,n+1) − 2tIm(V˜n−1,n).
Now deﬁne En as follows:
En = ‖n+1‖2 + ‖n‖2 + 2tIm(c˜D2Nn,n+1) − 2tIm(V˜n,n+1)
and notice the recurrence relation
En = En−1 = · · · = E1 = E0.
Using Cauchy–Schwarz inequality, deﬁning ‖V˜ ‖∞ = maxx∈ |V˜ (x)|, and taking t such that
t (c˜‖D2N‖ + ‖V˜ ‖∞)(1 − ), 0< < 1,
results in
|2tIm((c˜D2N − V˜ )n,n+1)|2(1 − )‖n‖ ‖n+1‖.
Using this inequality, we have
En = ‖n+1‖2 + ‖n‖2 + 2tIm((c˜D2N − V˜ )n,n+1)
‖n+1‖2 + ‖n‖2 − 2(1 − ) · ‖n‖ · ‖n+1‖
‖n+1‖2 + ‖n‖2 − (1 − )‖n‖2 − (1 − )‖n+1‖2
= (‖n+1‖2 + ‖n‖2).
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Therefore
‖n+1‖2 + ‖n‖2E
n

= E
0

= 1

(‖1‖2 + ‖0‖2 + 2tIm((c˜D2N − V˜ )0,1)).
Now notice that
‖1‖2 + ‖0‖2 + 2tIm((c˜D2N − V˜ )0,1)(2 − )(‖0‖2 + ‖1‖2).
Combining the last two results we obtain
‖n+1‖2c1(‖1‖2 + ‖0‖2),
where
c1 = 2 − 

0< < 1.
This stability result holds under the condition that
t
2(1 − )
cD
22
2m
N2 + ‖V ‖∞
. 
From the result of Theorem 4 we conclude that the leap-frog pseudospectral scheme is absolutely stable
and since iD2N has purely imaginary eigenvalues, the LFPS scheme is A-stable and non-dissipative; see,
e.g., [7,14].
The argument above does not apply to the more general case where V = V (x, t) ∈ L∞( × [0, T ]),
smooth in x and t, and periodic in x. In this case, assuming that the time-step size restriction (11) holds
true with ‖V ‖∞ = max(x,t)∈×[0,T ]|V (x)| we obtain
‖n+1‖2c(T )(‖1‖2 + ‖0‖2),
where c(T ) grows exponentially with T.
Remark 5 (Stability in d dimensions). The LFPS scheme is stable under the condition
t
2(1 − )
cDd
22
2m
N2 + ‖V ‖∞
, 0< < 1.
Next, the order of accuracy of the leap-frog pseudospectral scheme is investigated. We consider the
general situation where V = V (x, t). The ﬁrst step is to estimate the truncation error. Let ˜ be solution
to (1). Assuming ˜ is sufﬁciently smooth, its values at collocation points can be considered. Denote with
˜
n
j = ˜(xj , tn) and replace this function in the LFPS-scheme. This deﬁnes the truncation error given by
nj = i2Dt ˜nj +
22
2m
D2N ˜
n
j − V nj ˜nj , (13)
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where
Dt ˜
n
j =
˜
n+1
j − ˜n−1j
2t
.
Taking the difference of (13) with
i2
˜
t
+ 2
2
2m
˜ − V ˜ = 0,
at (xj , tn), shows that the potential term vanishes and we get
nj = i2
⎛⎝Dt ˜nj − ˜t
∣∣∣∣∣
n
j
⎞⎠+ 22
2m
(D2N ˜
n
j − ˜|nj ).
The order of the truncation error depends on the regularity properties of ˜. Assuming  ∈ C3([0, T ];
L2()) and using Taylor expansion, we obtain
Dt ˜
n
j =
˜
t
+ t
2
3!
3˜
t3
+ O(t3)
and hence∥∥∥∥Dt ˜n − ˜t
∥∥∥∥ ct2,
where c = c(‖˜‖C3). On the other hand, assuming ˜(t) ∈ Hm with m2, we have∥∥∥∥2˜x2 − D2N ˜
∥∥∥∥ cN2−m‖˜(m)‖L2().
Thus the estimate
‖n‖CTE
(
2t2 + 2
2
2m
N2−m
)
.
With this preparation we now prove that the leap-frog pseudospectral scheme is second-order accurate
in time and provides spectral accuracy in space.
Theorem 6 (Accuracy). Assume that ˜ ∈ C3([0, T ];Hm) with m2, be solution to (1) and let nj
be its LFPS approximation at (xj , tn). Assume that the time-step size satisﬁes the stability condition of
Theorem 4:
t
2(1 − )
cD
22
2m
N2 + ‖V ‖∞
, 0< < 1.
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Then there exist constants k1, k2, and k3, such that the following estimate holds:
‖n − ˜n‖2ek1T
⎡⎣k2(‖1 − ˜1‖2 + ‖0 − ˜0‖2) + k3T
(
2t2 + 2
2
2m
N2−m
)2⎤⎦ (14)
for n = 2, . . . ,M .
Proof. Deﬁne the error at each time step between the continuous solution ˜nj and its numerical approxi-
mation nj as follows ej = nj − ˜nj . Set
Bn = ‖en+1‖2 + ‖en‖2 + 2tIm(c˜D2Nen, en+1),
where c˜ = 2/2m. Deﬁne c˜D = c˜cD . The following chain of inequalities is obtained.
|2tIm(c˜D2Nen, en+1)|2t |(c˜D2Nen, en+1)|
2t‖c˜D2Nen‖ ‖en+1‖
2t c˜DN2‖en‖ ‖en+1‖
t c˜DN2(‖en+1‖2 + ‖en‖2).
Therefore
|Bn|(1 + t c˜DN2)(‖en+1‖2 + ‖en‖2).
On the other hand, we also have
Bn‖en+1‖2 + ‖en‖2 − 2t |Im(c˜D2Nen, en+1)|
‖en+1‖2 + ‖en‖2 − 2t‖c˜D2Nen‖ · ‖en+1‖
‖en+1‖2 + ‖en‖2 − 2t c˜DN2‖en‖‖en+1‖
(1 − t c˜DN2)(‖en+1‖2 + ‖en‖2).
Because of the stability condition of Theorem 4, we have 	 = tN2 < 1/˜cD and thus Bn is a positive
function. Then
(1 − c˜D	)(‖en+1‖2 + ‖en‖2)Bn(1 + c˜D	)(‖en+1‖2 + ‖en‖2). (15)
Now, recall the relation between truncation and solution error given by
−nj = i2Dtenj +
22
2m
D2N e
n
j − V nj enj .
Multiplying by e¯n+1j + e¯n−1j leads to
−(n, en+1 + en−1) = i2
2t
[‖en+1‖2 − ‖en−1‖2 + (en+1, en−1) − (en−1, en+1)]
+ 2
2
2m
(D2Ne
n, en+1 + en−1) − (V nen, en+1 + en−1). (16)
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Considering the imaginary part of (16) multiplied by 2t , gives
−2tIm (n, en+1 + en−1) = 2(‖en+1‖2 − ‖en−1‖2) + 2t 2
2
2m
Im(D2Ne
n, en+1 + en−1)
− 2tIm(V nen, en+1 + en−1). (17)
Next, add and subtract 2‖en‖2 on the right-hand side of (17) to obtain the following expression:
−2tIm(n, en+1 + en−1) = 2(Bn − Bn−1) − 2tIm(V nen, en+1 + en−1).
Therefore we have
Bn − Bn−1 = 2t
2
[Im(V nen, en+1 + en−1) − Im(n, en+1 + en−1)]. (18)
The repeated summation of (18) from 1 to M gives
BM − B0 =
M∑
n=1
2t
2
[Im(V nen, en+1 + en−1) − Im(n, en+1 + en−1)].
Thus, we have
BMB0 + 2t
2
M∑
n=1
|(V nen, en+1 + en−1)| + |(n, en+1 + en−1)|
B0 + t
2
M∑
n=1
[‖V ‖∞(‖en‖2 + ‖en+1 + en−1‖2) + ‖n‖2 + ‖en+1 + en−1‖2],
where we have used Cauchy and Cauchy–Schwarz inequalities. Further
BMB0 + t
2
‖V ‖∞
M∑
n=1
‖en‖2 + t
2
(‖V ‖∞ + 1)
M∑
n=1
(‖en+1‖2 + ‖en−1‖2) + t
2
M∑
n=1
‖n‖2
B0 + t
2
‖V ‖∞
M∑
n=1
‖en‖2 + t
2
(‖V ‖∞ + 1)
M∑
n=1
‖en+1‖2
+ t
22
(‖V ‖∞ + 1)
[
2‖e0‖2 + ‖e1‖2 +
M∑
n=1
‖en‖2 +
M∑
n=1
‖en+1‖2
]
+ t
2
M∑
n=1
‖n‖2. (19)
Recall the estimate for the truncation error
‖n‖CTE
(
2t2 + 2
2
2m
N2−m
)
(20)
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and use (20) in (19) to obtain
BMB0 + T
2
C2T E
(
2t2 + 2
2
2m
N2−m
)2
+ t
2
(‖V ‖∞ + 1)(‖e0‖2 + ‖e1‖2)
+ 3t
22
(‖V ‖∞ + 1)
M∑
n=1
(‖en‖2 + ‖en+1‖2). (21)
Applying (15) to (21) we obtain
(1 − c˜D	)(‖eM‖2 + ‖eM+1‖2)
(
1 + c˜D	 + t2 (‖V ‖∞ + 1)
)
(‖e1‖2 + ‖e0‖2)
+ T
2
C2T E
(
2t2 + 2
2
2m
N2−m
)2
+ 3t
22
(‖V ‖∞ + 1)
×
M∑
n=1
(‖en‖2 + ‖en+1‖2).
This equation can be rewritten as
(1 − c˜D	)(‖eM‖2 + ‖eM+1‖2)
(
1 + c˜D	 + t2 (‖V ‖∞ + 1)
)
(‖e1‖2 + ‖e0‖2)
+ T
2
C2T E
(
2t2 + 2
2
2m
N2−m
)2
+ 3t (‖V ‖∞ + 1)
22(1 − c˜D	)
×
M∑
n=1
(1 − c˜D	)(‖en‖2 + ‖en+1‖2).
Application of Gronwall’s inequality results in the following:
(1 − c˜D	)(‖eM‖2 + ‖eM+1‖2)
⎡⎣C1(‖e1‖2 + ‖e0‖2) + T2 C2T E
(
2t2 + 2
2
2m
N2−m
)2⎤⎦
× exp
(
3T (‖V ‖∞ + 1)
22(1 − c˜D	)
)
,
where C1 = 1 + c˜D	 + dt2 (‖V ‖∞ + 1). Therefore, we have
‖eM‖2ek1T
⎡⎣ C1
(1 − c˜D	)(‖e
1‖2 + ‖e0‖2) + C
2
T E
2(1 − c˜D	)T
(
2t2 + 2
2
2m
N2−m
)2⎤⎦
.
Thus the theorem is proved taking
k1 = 3(‖V ‖∞ + 1)22(1 − c˜D	) , k2 =
C1
(1 − c˜D	) and k3 =
C2T E
2(1 − c˜D	) . 
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Remark 7 (Accuracy in d dimensions). There exist constants k1, k2, and k3, such that for
t
2(1 − )
cDd
22
2m
N2 + ‖V ‖∞
, 0< < 1,
the following estimate holds
‖n − ˜n‖2ek1T
⎡⎣k2(‖1 − ˜1‖2 + ‖0 − ˜0‖2) + k3T
(
2t2 + d 2
2
2m
N2−m
)2⎤⎦
.
Estimate (14) guarantees that the LFPS scheme provides second-order accuracy in time and spectral
accuracy in space. However, because of the presence of the coefﬁcient ek1T such estimate is useful only
for short time intervals. This is not a limitation for some kind of applications like in the case of motion
in strong laser ﬁelds (control problems) or calculations pertaining thermal surfaces [19].
5. Phase error and gauge invariance
Assuming norm and energy conservation, which are discussed in the next section, it can be expected
that time-propagation error accumulates in the phase. Phase error estimation in a general setting appears
to be a difﬁcult task. However, under appropriate conditions, estimates for this error can be obtained. We
illustrate the approach given in [16] and use it to discuss gauge invariance.
Consider a time-independent potential and an eigenstate m, i.e.Hm=Emm. Thus we assume exact
representation in space. Recall that the formal solution of the Schrödinger equation is represented by
(t + t) = exp(−iHt/2)(t).
Let us represent the action of one step of the LFPS scheme in terms of the growth factor g as n+1m =gnm,
where g is a complex number, independent of n.
Exact time evolution corresponds to having g = exp(−iEmt/2), where Em is the energy associated
to the eigenstate m. Now we assume that g has the form
g = |g| exp(−iEmt/2 + iphase). (22)
For stability we require |g|1. If |g|=1, the error appears in the phase, growing linearly in time. That is,
nphase = nphase.
To estimate phase, we set n+1m = gnm and n−1m = nm/g. Using these expressions in the LFPS scheme,
one obtains the following equation for g:
g2 + 2i
g − 1 = 0, (23)
where 
 = Emt/2. It follows that |g| = 1 if and only if 
1, showing conditional stability of the LFPS
scheme, consistently with the result of Theorem 4. Hence, assume t2/Em and use (22) with |g| = 1
in (23) which becomes the following equation for the phase error:
sin(
 − phase) = 
.
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Its solution is given by phase =
− arcsin 
. Using Taylor expansion arcsin 
=∑∞n=0 (2n)!/4n(n!)2(2n+
1) 
2n+1, we ﬁnd that
phase = −16 

3 − 3
40

5 + O(
7).
Therefore the error in the phase for one time step is of order t3, that is, phase ≈ [E3m/623] t3. After M
time steps, corresponding to tM = T , we have
Tphase = T
E3m
623
t2.
The approach illustrated above concerning error in the phase, allows us to discuss a particular case of
gauge invariance considered in [4]. Let  be solution to
i2

t
 = (H0 + V ),
where H0 = −22/2m is the free-particle Hamiltonian and V a potential. Denote with ˜ the solution to
i2

t
˜ = (H0 + V + w)˜,
where w ∈ R is some constant. Then gauge invariance is expressed by the following relation between
 and ˜
˜(t) = (t) exp
(
−i w
2
t
)
for all t .
It is easy to show that most discretization schemes, including the leap-frog scheme considered here,
do not satisfy gauge invariance as deﬁned above. It is therefore necessary to estimate to which extend
gauge invariance is satisﬁed, determining the relative phase error between the LFPS approximations to
n multiplied by exp(−i[w/2]tn) and ˜n.
Consider the evolution of an eigenstate m. We can write the following:
n+1m = gnm, g = exp(−iEmt/2 + iphase)
and
˜
n+1
m = g˜˜nm, g˜ = exp(−i(Em + w)t/2 + i˜phase).
Now deﬁne ˜˜nm = nm exp(−i[w/2]tn). We have that
˜˜n+1m =
(
n+1m exp
(
−iw
2
tn+1
))
= g exp
(
−iw
2
t
) (
nm exp
(
−i w
2
tn
))
= g exp
(
−i w
2
t
) ˜˜nm.
Therefore the propagation factor ˜˜g for ˜˜ is given by
˜˜g = exp(−i(Em + w)t/2 + iphase).
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Comparison with g˜ gives the phase error associated to gauge invariance, that is,
wphase = ˜phase − phase.
Using the expression for phase obtained above, we have
wphase = −
(Em + w)3 − E3m
623
t3.
Thus gauge invariance is fulﬁlled by the LFPS scheme up to an error O(t3). This error is larger when
high-energy states or large values of w are considered.
6. Conservation laws and commutation relations
Fundamental properties of the Schrödinger equation are conservation of norm and energy. The
Schrödinger equation discretized by the leap-frog pseudospectral scheme provides solutions that pos-
sess discrete analogues of these properties.
For the conservation of mass, consider
n+1 = n−1 − 2it
2
Hn, (24)
where H = H0 + V , V = V (x, t). Taking the inner product with ¯n, and consideration of the real part
gives
Re(n+1,n) = Re(n,n−1) for all n. (25)
In case V is time-independent, conservation of energy results from taking the inner product of (24)
with Hn. This leads to
(n+1, Hn) = (n−1, Hn) − 2it
2
‖Hn‖2.
Since (n−1, Hn) = (n,Hn−1), considering the real part, we obtain
Re(n+1, Hn) = Re(n,Hn−1) for all n. (26)
For V = const , conservation of momentum is obtained. To show this fact, notice that
(D2N
n,DN
n) = −(DNn,D2Nn) = −(D2Nn,DNn).
Therefore, Re(D2N
n,DN
n) = 0 and consequently Re(Hn,DNn) = 0. Now take the inner product
of (24) with DNn. We have
(n+1,DNn) = (n−1,DNn) − 2it2 (H
n,DN
n).
Since (n−1,DNn) = −(n,DNn−1), it follows that
Im(n+1,DNn) = Im(n,DNn−1) for all n.
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We conclude this section considering quantum commutation relations. The commutation relation be-
tween two operators A and B is deﬁned by
[A,B] = AB − BA.
Two operators A and B that commute, i.e. [A,B]= 0, represent two quantities that can be simultaneously
measured. In particular, this means that A and B share the same eigenfunctions, and viceversa. On the
other hand, noncommutative operators represent observables whose simultaneous measurement is af-
fected by some uncertainty [26]. For example, position xˆ and momentum pˆ =−i2x . The corresponding
commutation relation is given by
[pˆ, f (xˆ)] = −i2xf (xˆ),
where f (xˆ) is a function of the position operator. This relation has an exact counterpart in the present
pseudospectral framework, that is,
[pˆN , f (xˆ)] = −i2DNf (xˆ),
where pˆN =−i2DN and f ∈ SN . (This fact follows from the property (7).) Similarly one can show exact
representation of other commutation relationswhich is advantageous in quantum simulation. For example,
consider a function of the average position at time t, that is, ((t), f (xˆ)(t)). Exact representation of
the commutation relation [H, f (xˆ)] allows correct determination of the time evolution of the quantity
〈f (xˆ)〉 = ((t), f (xˆ)(t)) as follows:
d
dt
〈f (xˆ)〉 = ((t), i[H, f (xˆ)](t)).
7. Numerical experiments
In this section, results of numerical experiments are reported to validate the theoretical ﬁndings of the
previous sections. In addition, comparison of the LFPS scheme with a Crank–Nicholson ﬁnite difference
(CNFD) scheme is presented.
A ﬁrst series of experiments considers the one-dimensional (1D) case where = (0, L) with L= 100.
We choose 2= 1 and m= 1 and a wave packet whose initial average position is at x0 =L/2. The packet
width is given by 	0 = L/10 and the average momentum is p0 = 2 k0 = 1, where k0 denotes the average
vector wave number. The corresponding wave function is given by
(x, t) = 1√
	0
√

	0


eik0(x−p0t/2m)e−(x−x0−p0t/m)2/2
2 , (27)
where 
2 = 	20 + i2t/m. The maximum of the Gaussian wave packet moves as 〈xˆ〉 = x0 + p0t/m and
spreads in time with standard deviation given by
	(t) = 	0
√( |
|
	0
)4
= 	0
√
1 + 2
2t2
m2	40
.
Correspondingly, along evolution the Fourier transform of (27) becomes more localized in momentum
space with standard deviation given by 1/	(t) [26].
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Table 1
Maximum allowed time-step size depending on N; 2D case
N 16 32 64 128 256
t 7.81 · 10−3 1.95 · 10−3 4.88 · 10−4 1.22 · 10−4 3.05 · 10−5
In the two-dimensional (2D) case the wave function of a free Gaussian wave packet evolving in  is
given by(x1, x2, t)=(x1, t)(x2, t)where(x, t) is as in (27). The initial average position of the wave
packet is at (x10, x20)=(L/2, L/2), and the packet width is given by 	0=L/10 in both directions. Further,
we have p0 = 2k0 = (1, 1). One can verify that
∫
R2 |(x, t)|2 dx = 1 and
∫
R2 (x, t)H0(x, t) dx = 1.
To illustrate which values are obtained for the largest feasible time-step size, in Table 1 some of these
values are reported corresponding to the 2D free wave packet setting given above.
In our experiments, as initial conditions for the LFPS scheme we take 0 = (−t) and 1 = (0).
Alternatively, one step of the CNFD scheme can be used to initialize the LFPS scheme (see below). We
report values of the norm of the solution error ‖n − nexact‖ and the error in the phase is deﬁned by
n,measuredphase = Re(i log((n,nexact)/|(n,nexact)|)).
Next, we present a comparison of results obtained with the LFPS scheme and with the largely used
Crank–Nicholson ﬁnite difference scheme; see, e.g., [8,13].We consider the evolution of (27) in=(0, L)
with periodic boundary conditions. The time interval isT =Lm/p0=100which corresponds to a complete
evolution cycle. We choose N = 64 and t = 10−5 so that for the complete evolution 107 time steps are
required. We notice that the CPU times required to perform the entire evolution process are 116 s for the
LFPS scheme and 227 s for the CNFD scheme. The latter does not include the setup of the exact CNFD
evolution matrix, which can be performed once before the time loop starts. In terms of computational
times, the advantage of using the LFPS scheme with respect to the use of the CNFD scheme becomes
more evident as the dimensionality of the space as well as N increase. In these cases, the setup of the
exact CNFD evolution matrix may become prohibitive and approximations to this operator by iterative
solves degrades the accuracy of the CNFD scheme, especially regarding the phase.
Performing exact CNFD evolution guarantees second-order accuracy in space and time. However, the
results presented in Fig. 1 demonstrate that second-order accuracy in space is not sufﬁcient to capture
the evolution of a fundamental quantum mechanical object as represented by the wave packet described
above. In the ﬁgure, we notice that the CNFD scheme seems unable to reproduce the spreading of the
wave packet. This fact becomes evident when long time intervals are considered. The case of a long
time interval allows to give a striking comparison regarding the norm and phase errors. In fact, after 107
time steps ‖ − exact‖ and phase are of order O(1) with the CNFD scheme and O(10−4) resp. O(10−7)
with the LFPS scheme. Similar results are obtained when using the CNFD scheme to initialize the LFPS
scheme; see Fig. 1 bottom right. Notice that both the CNFD scheme and the LFPS scheme conserve mass
and energy.
We conclude the comparison of the CNFD scheme with the LFPS scheme considering the case of ﬁnite
well potential. This is one of the few cases of discontinuous potential where exact solutions are available.
Let  = (0, L), the potential is given by
V (x) =
{
V0 for |x − L/2|a/2,
0 for |x − L/2|<a/2,
where a <L is the size of the well.
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Fig. 1. The initial wave packet (top left) and the evolution of the exact probability density (top right). Evolution of probability
densities |(x, t)|2 computed with the LFPS scheme (middle left), with the CNFD scheme (middle right). In the bottom left
picture, evolution of ‖n − nexact‖ and nphase (in log10 scale of absolute values) with time, computed with the CNFD scheme(o- and *- lines, resp.) and with the LFPS scheme (solid and dashed lines, resp.), similar results are obtained using the CNFD
scheme to initialize the LFPS scheme (bottom right).
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Fig. 2. The initial wave function, t = 0 (left). In the right-hand picture, evolution of ‖n − nexact‖ and nphase (in log10 scale
of absolute values) with time, computed with the CNFD scheme (o- and *- lines, resp.) and with the LFPS scheme (solid and
dashed lines, resp.).
Depending on its kinetic energy E, a particle is in bound states if E<V0 or in free particle states if
E>V0. In the former case, solution of the Schrödinger equation reveals quantization of the bound states
which satisfy the relation 
n+arcsin(
n/p)=n/2,where 
n=√mEn/2(a/2) andp=√mV 0/2(a/2); see
[3]. Let 2n=p2−
2n, then corresponding even parity eigenfunctions are given byn(x, t)=e−iEnt/2n(x)
with n(x) given by
n(x) =
{
Ane
n cos(
n)e
2n(x−L/2)/a for x < (L − a)/2,
An cos(2
n(x − L/2)/a) for |x − L/2|a/2,
Ane
n cos(
n)e
−2n(x−L/2)/a for x > (L + a)/2,
whereAn is a normalization constant; we chooseAn=
√
2n/a(1 + n). Clearly, evolution of n reduces
to phase evolution given by e−iEnt/2. Nevertheless this is a representative test for discussing phase error
propagation of the LFPS scheme in presence of discontinuous potentials. Notice that 
n+arcsin(
n/p)=
n/2 is a transcendental equation that must be solved numerically.We chooseV0=2 and a=4, thusp=4,
and for n=3 we obtainE3 =1.61577713597944, 
3 =3.59530486716155, and 3 =1.75322072545487.
Based on this setting, we can report in Fig. 2 results obtained with the CNFD scheme and with the LFPS
scheme (L= 17). These results refer to the choice N = 64, t = 10−5, and T = 10. We notice that errors
of the LFPS solution are approximately one order of magnitude smaller than those of the CNFD scheme.
By increasing the well-strength parameter p, we ﬁnd that errors affecting the LFPS solutions increase,
approaching the magnitude of CNFD errors.
To further investigate the accuracy properties of the LFPS scheme, we now consider a free wave packet
in a 2D domain. Results for this case are reported in Table 2. The CPU time is reported to show that
the computational complexity of the algorithm scales as O(N2log2 N). The phenomenon of ‘spectral
accuracy’ can be readily observed increasing N from 16 to 256. Notice that for N = 16, 32, errors are
very large, and the fact that the energy is almost zero reveals that most of the essential Fourier components
representing the dynamics of the system are not contained in the Fourier space. For N = 64 the system
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Table 2
Convergence behavior of the LFPS scheme depending on N at T = 1; t = 10−5
N CPU time ‖n − nexact‖ nphase Re(n+1,n) Re(n+1, Hn)
16 54.01 0.96166262679 −0.99997180859 0.99999999998 5.02819237972 · 10−3
32 197.39 0.14915857003 −9.50039422052 · 10−2 0.99999999994 0.9096858987
64 784.28 1.31463301579 · 10−6 2.02218696393 · 10−11 0.99999999994 1.0049999999
128 3269.85 1.18927812072 · 10−6 1.99149892550 · 10−11 0.99999999994 1.0049999999
256 13657.11 1.02739963416 · 10−6 1.98199060723 · 10−11 0.99999999994 1.0049999999
Table 3
Convergence behavior of the LFPS scheme depending on t ; N = 128, T = 0.1
t ‖n − nexact‖ nphase Re(n+1,n) Re(n+1, Hn)
10−6 1.53310293830 · 10−7 1.04134096749 · 10−14 0.99999999999 1.0049999999
10−5 1.53312320225 · 10−7 1.82080686844 · 10−12 0.99999999994 1.0049999999
10−4 1.53332735098 · 10−7 1.74308276753 · 10−10 0.99999999489 1.0049999947
is well represented and further increase of N does not improve the accuracy of the solution considerably.
We see that conservation laws converge earlier than solutions suggesting that the former cannot be taken
as a measure of accuracy. From the previous section we obtain the estimate phase = 1.6666666 · 10−16.
From Table 2 the resulting error in the phase per time step is measuredphase =1.8208068 ·10−16, demonstrating
the sharpness of the estimate.
In Table 3 we report results concerning the convergence behavior of the LFPS scheme depending on
the time-step size. We see that the norm of the solution error remains almost unchanged by changing
t . This shows that solution errors are mainly due to space discretization or, more precisely, errors due
to time discretization are some order of magnitude smaller and are not revealed in terms of the discrete
norm. This fact emphasizes the importance of highly accurate space discretization schemes. To show the
dependence of the error with respect to the time-step size, we report in Table 3 the error in the phase. We
see that this error scales like O(t2) with t . Notice that the conserved quantities are less sensitive to the
time-step size.
To show the behavior of the errors and of the conserved quantities along evolution, we report
in Table 4, results obtained for N = 128 at different time steps. We notice that errors have a slow
increase with time.
In the next experiment we consider the following time-dependent Hamiltonian
H(t) = H0 + B(x)F (t)
where H0 =−22/2m. This is the model of a free particle subject to an external potential due to a dipole
moment B(x) with time-varying electric ﬁeld F(t); see [23]. Taking B a constant function, we can obtain
an analytic solution to the corresponding Schrödinger equation which allows us to test the convergence
properties of the LFPS scheme in case of time-dependent Hamiltonian. For this purpose assume the initial
condition is given by the free wave packet (27) at t = 0 in two spatial dimensions. Then the solution ˜ to
86 A. Borzì, E. Decker / Journal of Computational and Applied Mathematics 193 (2006) 65–88
Table 4
Convergence behavior of LFPS scheme depending on time; N = 128, t = 10−5
tn ‖n − nexact‖ nphase Re(n+1,n) Re(n+1, Hn)
0.1 1.533375741031018 · 10−7 1.814937604667902 · 10−12 0.999999999945760 1.00499999994558
0.2 3.084681529657761 · 10−7 3.569711172873480 · 10−12 0.999999999945759 1.00499999994558
0.3 4.545586774703754 · 10−7 5.279257517406100 · 10−12 0.999999999945752 1.00499999994559
0.4 5.838866228456901 · 10−7 6.961066540386079 · 10−12 0.999999999945763 1.00499999994558
0.5 6.938390417252006 · 10−7 8.645940890755568 · 10−12 0.999999999945759 1.00499999994558
0.6 7.878267281039048 · 10−7 1.087188957967643 · 10−11 0.999999999945760 1.00499999994558
0.7 8.745817777148296 · 10−7 1.311865472517645 · 10−11 0.999999999945759 1.00499999994558
0.8 9.652168659788859 · 10−7 1.537835036109936 · 10−11 0.999999999945763 1.00499999994558
0.9 1.068906835387053 · 10−6 1.763655116095249 · 10−11 0.999999999945760 1.00499999994558
1.0 1.189278120725711 · 10−6 1.991498925505948 · 10−11 0.999999999945763 1.00499999994559
Table 5
Convergence behavior of LFPS scheme depending on time in the case of time-dependent potential; N = 128, t = 10−5
tn ‖n − nexact‖ nphase Re(n+1,n) Re(n+1, Hn)
0.1 6.074492609842870 · 10−7 5.877839122581732 · 10−7 0.999999999945758 1.06377852517164
0.2 9.998234393204141 · 10−7 9.510490139794192 · 10−7 0.999999999945761 1.10010565156995
0.3 1.054089338080711 · 10−6 9.510418670692442 · 10−7 0.999999999945756 1.10010565156990
0.4 8.284886921719942 · 10−7 5.877669155488376 · 10−7 0.999999999945764 1.06377852517151
0.5 6.938389722976392 · 10−7 −1.514520494722544 · 10−11 0.999999999945760 1.00499999994536
0.6 9.829376935900749 · 10−7 −5.877887222939432 · 10−7 0.999999999945761 0.946221474719576
0.7 1.292051360622507 · 10−6 −9.510538700638924 · 10−7 0.999999999945765 0.909894348321331
0.8 1.355022481271486 · 10−6 −9.510059569411149 · 10−7 0.999999999945763 0.909894348321035
0.9 1.219832492906521 · 10−6 −5.877324854381434 · 10−7 0.999999999945765 0.946226558038496
1.0 1.189278122597962 · 10−6 6.449874840325713 · 10−11 0.999999999945766 1.00499999994438
the Schrödinger equation with H = H(t) given above is the following:
˜(x1, x2, t) = (x1, x2, t) exp
(
− i
2
∫ t
0
BF(s) ds
)
,
where (x1, x2, t) is the solution of the free wave packet problem.
We takeB=0.1 andF(t)=sin(2t). Notice that t represents atomic units, i.e. t=1 equals 0.242·10−16 s,
therefore F(t) represents a high-oscillatory ﬁeld in the range of Peta–Herz. Results for this case are
reported inTable 5.We see that, compared to the freewave packet case, similar accuracy is attained in terms
of the discrete norm.On the other hand, considering the phase,much larger errors are obtained.Also notice
that the phase error changes sign along evolution. This suggests that the leading error is proportionally
related to the time-varying potential energy sin(2t)/10 and not to the total energy (1 + sin(2t)/10).
Nevertheless, we can show that this error still scales as O(t2).
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8. Conclusions
Theoretical and numerical investigation of a leap-frog pseudospectral scheme for the Schrödinger
equationwere presented. Stability of the LFPS scheme under restriction of the time step size, second-order
accuracy in time, and spectral accuracy in space were proved. Further computational aspects regarding
phase error, gauge invariance, conservation properties, and commutation relationswere addressed. Results
of numerical experiments were reported, that conﬁrmed the theoretical ﬁndings.
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