It is shown that there is an optimal finite linear combination of B-splines, denominated modified B-splines, such that a pertinent low frequency condition called M −flatness is satisfied. A profound relationship of the modified B-splines with the Beta distribution implies an asymptotic sampling theorem with exact reconstruction requiring only small oversampling.
INTRODUCTION
Despite its paramount importance, the well-known Shannon sampling theorem [1] for bandlimited functions poses some pertinent theoretical and practical problems. A major theoretical question is whether band-limited functions physically exist at all, since in theory a band-limited function cannot be time-limited and vice versa. This difficulty has been addressed by Slepian [2] , and his conclusion is that most functions occurring in real situations are both essentially band-and time-limited. A more practical flaw of the sampling theorem is that the sampling sinc kernel decays too slowly at infinity, making truncation a delicate exercise. This has been addressed in [3] , resulting in sampling kernels with a better behavior at infinity.
In this correspondence we discuss the sampling of a band-limited function by means of a timelimited kernel, based on B-splines [4] . B-splines are in a sense the most natural interpolants, since they are obtained by the successive convolutions of a rectangular pulse (Fourier transform = sinc !). It should therefore not come as a surprise that there is a connection between B-splines and the sampling theorem. Unfortunately, as a consequence of the Paley-Wiener theorem [5] , the sampling kernels defined in [6] are not time-limited.
We therefore address the construction of a time-limited sampling kernel, consisting of a finite linear combination of B-splines by imposing a low-frequency M −flat condition on an upper 1 EDICS SP 2.5.3 2 Dept. of Information Technology INTEC, St. Pietersnieuwstraat 41, B-9000 Gent, Belgium. Tel: +32 9 264 2 bound for the relative sampling error. Our approach bears a close relationship with recent developments in connection with Strang-Fix theory [7] . It is shown that there is an optimal finite linear combination of B-splines, called modified B-splines, such that M −flatness is satisfied. The profound relationship of the modified B-splines with the Beta distribution [8] then leads to an asymptotic sampling theorem with exact reconstruction requiring only small oversampling with respect to the Shannon rate.
A LOW-FREQUENCY SAMPLING CONDITION
Consider the function x(t), band-limited in the Fourier domain to |ω| ≤ B, and its sampling
where u(t) is a suitable sampling kernel. In the Fourier domain, equation (1) can be written as
by the Poisson summation formula [9] . Putting α = 1/∆, the squared L 2 distance x −x 2 2 can be written as
When the sampling condition ∆B < π or πα > B is satisfied, which we assume, the products
vanish identically and hence
Equation (5) implies that
where
when
Note that this does not define U (ω) everywhere: one is free to specify U (ω) in a customized
way over the open intervals (2πnα + B, 2π(n + 1)α − B) for all integers n. For α ↓ B/π this 'oversampling freedom' disappears and we obtain the classical Shannon sampling theorem [1] .
Unfortunately, the requirements (8) Therefore, in parallel with recent developments in connection with Strang-Fix theory and quasiinterpolants [7] , we impose the following M −flat low-frequency condition on U (ω) :
For U (ω) to be M −flat we therefore need
It should be noted that when U (ω) is M −flat, its corresponding orthogonal wavelet scaling function
is also M −flat. This is easily proved since
Although the K−value for W (ω) is lower than for U (ω), the advantage is minimal, since W (ω)
is in general not an entire function and as a consequence, w(t) is not time-limited. This is the case for the Franklin and Battle-Lemarié [9] wavelets, derived from B-splines.
MODIFIED B-SPLINES
First consider the unscaled version of the bound ψ(ω),
obtained by the scaling transform 
Proof: Based on the developments
and
and taking the appropriate derivatives of (18) and (19).
The above lemma allows for the calculation of the bound ψ(w) for any finite linear combination of B-splinesŨ
by
The next theorem demonstrates the existence of a polynomial P (z) such that P (sin z/z) is M −flat.
is the polynomial of lowest degree such that
is the incomplete Beta function, B(a, b) = B (1, a, b) is the Beta function, and
Proof: Consider in general the functionŨ (z) = F [sin z/z]. For the derivatives up to M − 1 of this function to vanish for z = nπ, n = 0, it is clear that we should require
On the other hand, for z ≈ 0 or sin z/z ≈ 1,Ũ (z) can be developed as a Taylor series
Expression (26) will be 1 + O z M if and only if
It is clear that the problem is solved if we can find a polynomial g(z) of degree m such that
satisfies the requirements (27). The answer is provided by the Taylor expansion of z −M in the vicinity of z = 1. We have
Hence
has the required behavior in the vicinity of z = 0 and z = 1. The relationship with the incomplete Beta function can be found by simple derivation, which completes the proof.
The relationship of P M (z) with the incomplete Beta function and hence with the cumulative Beta distribution [8] is of particular interest. It enables us to state the following Theorem 2:
of the Beta distribution with density
The mean and variance [8] are given by
for M even
for M even. 
By Chebyshev's inequality this means that in the limit
1 for
For x < 0 the problem is more complicated. For positive x we have
Now the coordinate transform
is a one to one mapping from t ∈ [0,
The coordinate transform (39) permits the transformation of an integral of type (38) into an integral of type (37), provided dτ /dt remains bounded, which is the case. This completes the proof.
This entitles us to give the special name, modified B-spline of order M , to the Fourier domain
since we are now able to prove :
Corollary: The asymptotic sampling reconstruction by the kernelŨ
Proof: Since
we do not have to worry about the negative 'tail' of sin w/w. For ψ(w) to vanish for |w| ≤B, we first need thatŨ (w) = 1 for 0 ≤ w ≤B. Hence we require sinB/B > 2/3. We also requirẽ U (w) = 0 for nπ −B ≤ nπ +B with n = 1, 2, . . . SinceB < π/2 anyway, this is always the case, as the maximum attainable value is 2/π < 2/3, obtained when w = π/2. This proves the corollary.
The maximum value ofB, obtained by solving the equation sin w/w = 2/3, is given byB = 1.49578. This means that asymptotically a perfect sampling reconstruction by modified B-splines is possible provided B∆ < 2 × 1.49578.
The first six relevant polynomials are given by
P 3 (z) = 4z 3 − 3z P 4 (z) = 5z 4 − 4z 
In Figure 1 we plotted the corresponding time-domain modified B-splines
and the error functions ψ M (w) calculated by means of (21) and Mathematica. Note that ψ M (w) seems to be an increasing function of w although at first sight this is difficult to prove. It is seen that for the above realistic values of M the valueB = 1.49578 is too high. As seen from Figure 1 , a better value, of course needing more oversampling, is simplyB = 1 requiring B∆ < 2 instead of B∆ < π for Shannon sampling.
