We summarize the analytic theory of linear wave equations on globally hyperbolic Lorentzian manifolds.
Introduction
In General Relativity spacetime is modelled by a Lorentzian manifold, see e. g. [8, 15] . Many physical phenomena, such as electro-magnetic radiation, are described by solutions to certain linear wave equations defined on this spacetime manifold. Thus a good understanding of the theory of wave equations is crucial. This includes initial value problems (the Cauchy problem), fundamental solutions, and inverse operators (Green's operators). The classical textbooks on partial differential equations contain the relevant results for small domains in Lorentzian manifolds or for very special manifolds such as Minkowski space.
In this text we summarize the global analytic results obtained in [4] , see also Leray's unpublished lecture notes [13] and Choquet-Bruhat's exposition [7] . In order to obtain a good solution theory one has to impose certain geometric conditions on the underlying manifold. The situation is similar to the study of elliptic operators on Riemannian manifolds. In order to ensure that the Laplace-Beltrami operator on a Riemannian manifold M is essentially self-adjoint one may make the natural assumption that M be complete. Unfortunately, there is no good notion of completeness for Lorentzian manifolds. It will turn out that the analysis of wave operators works out nicely if one assumes that the underlying Lorentzian manifold be globally hyperbolic. Completeness of Riemannian manifolds and global hyperbolicity of Lorentzian manifolds are indeed related. If (S, g 0 ) is a Riemannian manifold, then the Lorentzian cylinder M = R × S with product metric g = −dt 2 + g 0 is globally hyperbolic if and only if (S, g 0 ) is complete. We will start by collecting some material on distributional sections in vector bundles. Then we will summarize the theory of globally hyperbolic Lorentzian manifolds. Then we will define wave operators, also called normally hyperbolic operators, and give some examples. After that we consider the basic initial value problem, the Cauchy problem. It turns out that on a globally hyperbolic manifold solutions exist and are unique. They depend continuously on the initial data. The support of the solutions can be controlled which is physically nothing than the statement that a wave can never propagate faster than with the speed of light. In the subsequent section we use the results on the Cauchy problem to show existence and uniqueness of fundamental solutions. This is closely related to the existence and uniqueness of Green's operators. The author is very grateful for many helpful discussions with colleagues including Helga Baum, Olaf Müller, Nicolas Ginoux, Frank Pfäffle, and Miguel Sánchez. The author also thanks the Deutsche Forschungsgemeinschaft for financial support.
Distributional sections in vector bundles
Let us start by giving some definitions and by fixing the terminology for distributions on manifolds. We will confine ourselves to those facts that we will actually need later on. A systematic and much more complete introduction may be found e. g. in [9] .
Preliminaries on distributional sections
Let M be a manifold equipped with a smooth volume density dV. Later on we will use the volume density induced by a Lorentzian metric but this is irrelevant for now. We consider a real or complex vector bundle E → M. We will always write K = R or K = C depending on whether E is real or complex. The space of compactly supported smooth sections in E will be denoted by D(M, E). We equip E and the cotangent bundle T * M with connections, both denoted by ∇. They induce connections on the tensor bundles
We choose an auxiliary Riemannian metric on T * M and an auxiliary Riemannian or Hermitian metric on E depending on whether E is real or complex. This induces metrics on all bundles
If A is compact, then different choices of the metrics and the connections yield equivalent norms · C k (A) . For this reason there will be no need to explicitly specify the metrics and the connections. The elements of D(M, E) are referred to as test sections in E. We define a notion of convergence of test sections.
The sequence
We fix a finite-dimensional K-vector space W . Recall that K = R or K = C depending on whether E is real or complex. Denote by E * the vector bundle over M dual to E. 
Differential operators acting on distributions
Let E and F be two K-vector bundles over the manifold M,
There is a unique linear differential operator P * :
If P is of order k, then so is P * and (2) holds for all ϕ ∈ C k (M, E) and ψ ∈ C k (M, F * ) such that supp(ϕ) ∩ supp(ψ) is compact. With respect to the canonical identification E = (E * ) * we have (P * ) * = P.
where ϕ ∈ D(M, F * ). If a sequence (ϕ n ) n converges in D(M, F * ) to 0, then the sequence (P * ϕ n ) n converges to 0 as well because P * is a differential operator.
If P is of order k and ϕ is a C ksection in E, seen as a K-valued distribution in E, then the distribution Pϕ coincides with the continuous section obtained by applying P to ϕ classically. An important special case occurs when P is of order 0, i. e. P ∈ C ∞ (M, Hom(E, F)). Then P * ∈ C ∞ (M, Hom(F * , E * )) is the pointwise adjoint. In particular, for a function 
Supports
Be aware that it is not sufficient to assume that ϕ vanishes on supp(T ) in order to ensure
This definition is independent of the choice of σ since for another choice σ ′ we have
can be extended by 0 and yields a test section ϕ ∈ D(M, E * ). This defines an embedding
is the set of points which do not have a neighborhood restricted to which T coincides with a smooth section.
The singular support is also closed and we always have sing supp(T ) ⊂ supp(T ).
Example 2.7. For the delta-distribution δ x we have supp(δ x ) = sing supp(δ x ) = {x}.
Convergence of distributions
The space D ′ (M, E) of distributions in E will always be given the weak topology. This
Linear differential operators P are always continuous with respect to the weak topology. Namely, if T n → T , then we have for every ϕ ∈ D(M, E * )
Hence PT n → PT.
In particular, for every linear differential operator P we have PT n → PT .
Globally hyperbolic Lorentzian manifolds
Next we summarize some notions and facts from Lorentzian geometry. More comprehensive introductions can be found in [2] and in [14] . By a Lorentzian manifold we mean a semi-Riemannian manifold whose metric has signature (−, +, · · · , +). We denote the Lorentzian metric by g or by ·, · . A tangent vector We will also use the notation Obviously every acausal subset is achronal, but the reverse is wrong. Any Cauchy hypersurface is achronal. Moreover, it is a closed topological hypersurface and it is hit by each inextendible causal curve in at least one point. Any two Cauchy hypersurfaces in M are homeomorphic. Furthermore, the causal future and past of a Cauchy hypersurface is past and future compact respectively. Obviously, the strong causality condition implies the causality condition.
In order to get a good analytical theory for wave operators we must impose certain geometric conditions on the Lorentzian manifold. Here are several equivalent formulations. spacetime, where I = R, S = S n−1 , g 0 is the canonical metric of S n−1 of constant sectional curvature 1, and f (t) = cosh(t). But Anti-deSitter spacetime is not globally hyperbolic. The interior and exterior Schwarzschild spacetimes are globally hyperbolic. They model the universe in the neighborhood of a massive static rotionally symmetric body such as a black hole. They are used to investigate perihelion advance of Mercury, the bending of light near the sun and other astronomical phenomena, see [14, Ch. 13] .
Lemma 3.8. Let S be a Cauchy hypersurface in a globally hyperbolic Lorentzian manifold M and let K, K
′ ⊂ M be compact. Then J M ± (K) ∩ S, J M ± (K) ∩ J M ∓ (S), and J M + (K) ∩ J M − (K ′ ) are compact.
Wave operators
Let M be a Lorentzian manifold and let E → M be a real or complex vector bundle. A linear differential operator P :
of second order will be called a wave operator or a normally hyperbolic operator if its principal symbol is given by the metric,
for all x ∈ M and all ξ ∈ T * x M. In other words, if we choose local coordinates x 1 , . . . , x n on M and a local trivialization of E, then
where A j and B are matrix-valued coefficients depending smoothly on x and (g i j ) i j is the inverse matrix of (g i j ) i j with
Example 4.1. Let E be the trivial line bundle so that sections in E are just functions. The d'Alembert operator P = = − div • grad is a wave operator.
Example 4.2.
Let E be a vector bundle and let ∇ be a connection on E. This connection together with the Levi-Civita connection on T * M induces a connection on T * M ⊗ E, again denoted ∇. We define the connection-d'Alembert operator ∇ to be minus the composition of the following three maps
where tr : T * M ⊗ T * M → R denotes the metric trace, tr(ξ ⊗ η) = ξ , η . We compute the principal symbol,
Hence ∇ is a wave operator.
increases the degree by one while the codifferential δ :
decreases the degree by one. While d is independent of the metric, the codifferential δ does depend on the Lorentzian metric. The operator P = dδ + δ d is a wave operator.
Example 4.4.
If M carries a Lorentzian metric and a spin structure, then one can define the spinor bundle ΣM and the Dirac operator
see [1] or [3] for the definitions. The principal symbol of D is given by Clifford multiplication,
Thus P = D 2 is a wave operator.
The Cauchy problem
We now come to the basic initial value problem for wave operators, the Cauchy problem. The local theory of linear hyperbolic operators can be found in basically any textbook on partial differential equations. In [10] and [12] The problem is here that S is acausal but not a Cauchy hypersurface. Physically, a wave "from outside the manifold" enters into M.
The physical statement that a wave can never propagate faster than with the speed of light is contained in the following. 
The solution to the Cauchy problem depends continuously on the data. 6 Fundamental solutions Definition 6.1. Let M be a timeoriented Lorentzian manifold, let E → M be a vector bundle and let P :
In other words, for all ϕ ∈ D(M, E * ) we have
Using the knowlegde about the Cauchy problem from the previous section it is now not hard to find global fundamental solutions on a globally hyperbolic manifold. 
Sketch of proof. We do not do the uniqueness part. To show existence fix a foliation of M by spacelike Cauchy hypersurfaces S t , t ∈ R as in Theorem 3.3. Let ν be the future directed unit normal field along the leaves S t . Let ϕ ∈ D(M, E * ). Choose t so large that supp(ϕ) ⊂ I M − (S t ). By Theorem 5.1 there exists a unique χ ϕ ∈ C ∞ (M, E * ) such that P * χ ϕ = ϕ and χ ϕ | S t = (∇ ν χ ϕ )| S t = 0. One can check that χ ϕ does not depend on the choice of t.
Fix x ∈ M. By Theorem 5.6 χ ϕ depends continuously on ϕ. Since the evaluation map
Since both χ P * ϕ and ϕ vanish along S t the uniqueness part which we have omitted shows χ P * ϕ = ϕ. Thus
Hence F + (x) is a fundamental solution of P at x. It remains to show supp(
We have to construct a neighborhood of y such that for each test section ϕ ∈ D(M, E * ) whose support is contained in this neighborhood we have 
. By the independence of χ ϕ of the choice of t > t ′ we have that χ ϕ vanishes on t>t ′ S t . 
Green's operators
Now we want to find "solution operators" for a given wave operator P. More precisely, we want to find operators which are inverses of P when restricted to suitable spaces of sections. We will see that existence of such operators is basically equivalent to the existence of fundamental solutions. Definition 7.1. Let M be a timeoriented connected Lorentzian manifold. Let P be a wave operator acting on sections in a vector bundle E over M.
is called an advanced Green's operator for P. Similarly, a linear map
instead of (iii) is called a retarded Green's operator for P.
Fundamental solutions and Green's operators are closely related. Proof. By Theorem 6.2 there exist families F ± (x) of advanced and retarded fundamental solutions for the adjoint operator P * respectively. We know that F ± (x) depend smoothly on x and the differential equation To show (iii) let x ∈ M such that (G + ϕ)(x) = 0. Since supp(F − (x)) ⊂ J M − (x) the support of ϕ must hit J M − (x). Hence x ∈ J M + (supp(ϕ)) and therefore supp(G + ϕ) ⊂ J M + (supp(ϕ)). The argument for G − is analogous.
We have seen that existence of fundamental solutions for P * depending nicely on x implies existence of Green's operators for P. This construction can be reversed. Then uniqueness of fundamental solutions in Theorem 6.2 implies uniqueness of Green's operators. Lemma 7.3. Let M be a globally hyperbolic Lorentzian manifold. Let P be a wave operator acting on sections in a vector bundle E over M. Let G ± be the Green's operators for P and G * ± the Green's operators for the adjoint operator P * . Then
holds for all ϕ ∈ D(M, E * ) and ψ ∈ D(M, E). 
is an exact sequence of linear maps.
Proof. Properties 
