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ABSTRACT
Manymodern socio-technical systems have complex structures that produce emerging behaviour,
feedback loops and cascading failures and it is often difficult to model them effectively. Bayesian
Network models serve as a useful method of interpreting the structure of complex systems with
multiple datasets and stakeholders as they are able to encode data dependencies in a graphical
structure that can be used to make predictions, diagnose issues and assess the strength of
evidence from data among other uses.
Using Bayesian Networks it is possible to synthesise different forms of information dis-
tributed across a complex system and present a view of the system to stakeholders that can be
used to support difficult decisions. The chapters in this thesis cover how well existing models
perform at predicting performance outcomes, then move on to developing, applying, validating
and visualising Bayesian Network models, particularly in cases where data are being collected
by multiple stakeholders.
Traditional modelling approaches are first explored, demonstrating that they have low ex-
planatory power in complex systems, necessitating the development of novel methods. A new
model development protocol is then presented specifically addressing the problems encountered
in modelling these systems by combining three existing popular protocols. A Bayesian Network
based model built using this protocol that can be used in a range of domains to depict both the
probabilistic and physical performance of a system is then introduced. Presenting this model
raised issues around its validity, leading to the development of a novel validation framework
based on a multi-disciplinary approach. The foundations of a novel validation framework for
Bayesian Network models are presented, then its application is demonstrated in the following
chapter. Finally, tailored visualisations were developed to communicate the rich output of the
model in an intuitive and effective way. One of these visualisations is then described and
evaluated as an example of its usefulness in practical scenarios.
iv
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1 INTRODUCTION
1.1 Overview
The world has seen an explosion of data collection in recent years, yet our ability to interpret
meaning from this mass of information lags far behind our ability to gather it. Many socio-
technical systems in modern society have become increasingly complex as the populations they
service grow larger and more diverse. Transport, health, education and corporate systems are
all under pressure to collect data on the performance of their system and use this to improve
performance and report to government, customers or shareholders.
If we are to learn how to effectively manage these systems to produce desirable behaviour we
need to first understand how to describe the system from a quantitative perspective. However,
there are a number of practical and theoretical obstacles to overcome concerning the develop-
ment, application, validation and visualisation of these models.
The proliferation of data collection tools, and the growing understanding that collecting data
is a necessary precursor to understanding a variety of phenomena has produced a large number
of datasets on a range of topics that theoretically could be used to inform one another (Rutter,
2014; Lohr, 2012). However, in many cases organisations and analysts are also finding that
despite having vast amounts of information available on some parts of their system of interest,
the uncoordinated state of current data collection efforts has prevented a full understanding of
the drivers of system behaviour, which in turn leads to inefficient strategies being developed.
However, a more complete view of a system can be gained if the information collected by
different organisations can be shared without risking the security of people with whom this data
is concerned.
Most current statistical methods require full datasets with no issues of missingness (Mockus,
2014). However, this almost never occurs in applied contexts, where there is often a vast amount
1
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of information available that has not been collected with any systematic protocol in mind. Even
when such protocols exist, the number of researchers and organisations involved in collecting
data and information often mean these protocols are not followed correctly (Hargreaves, 2008).
Despite the prevalence of missing data in complex systems, there is a wide variety of
information sources around systems that is often not taken into account when building models.
If full datasets cannot be used, researchers can benefit from methods that allow inclusion of less
certain forms of information, such as grey literature, industry reports, models of related systems
and expert knowledge. In most cases, allowing these forms of information to be included in the
modelling process facilitates model development by filling in existing data gaps.
One of the reasons data are being left unused is that there is a lack of useful models to
organise and explain what they say about the system, and deliver this information to the people
that need it. With a model that synthesises the information collected by multiple stakeholders
across the system it is possible to learn about the system as a whole and discover management
strategies that benefit each stakeholder as well as the overall system. One example of the use of
this research is in airport terminal modelling, where data are collected by different organisations
from different points in the terminal, with little coordination between them. Airports are critical
infrastructure existing in most countries, yet most modelling approaches previously attempted
give such a limited view of the operational behaviour of the terminal that their results can
only be used in certain use cases. Given the pressure on airport stakeholders to process a
greater number of passengers with higher security standards and fewer resources as time goes
on (Curran, 2012), the example of airport terminal modelling used throughout this thesis is both
a relevant and highly applicable demonstration of the work presented.
Combining the various forms of information collected from different groups around a com-
plex system allows stakeholders to find optimal strategies for managing its behaviour. With
many system managers under pressure to improve performance under uncertain conditions with
limited resources, the ability to make use of all existing sources of information to support
difficult decisions provides great practical benefit. By synthesising information collected from a
range of points in the system through different sources, stakeholders can access the required in-
formation to adopt management strategies beneficial to overall system performance, while also
improving their own performance. An approach that synthesises the various types of available
information from complex systems and models it in a way that can be used by stakeholders will
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unlock a great amount of knowledge for use in decision support. With an effective method of
information synthesis better systems can be built across all domains as stakeholders make use of
everything that is observed by both sensors and experts around the system to support decisions
under uncertain conditions.
One option to help organisations in a range of areas understand the system they work within
is to create a model that can be used to communicate the forces of change and pressure present,
and how they manifest over time. A statistical model that encodes the likelihood of a certain
arrangement of variables and presents only the results relevant to a specified decision task can
provide such a platform.
In this thesis a method is provided for producing valid and relevant models of complex
systems that have heterogeneous and distributed data storage and collection by incorporating
expert knowledge in the process. The chapters presented describe the problems that need to be
addressed, such as sharing of sensitive information between stakeholders, adjusting parameters
to account for differential bias, combining data with expert opinion, validating predictions of
latent variables and presenting model results in an intuitive format.
There are a number of established methods for modelling complex systems (discussed in
Chapter 2), such as network models and agent based models. However, many of these methods
suffer from either producing output that is not rich enough for practical decision making, or from
being difficult to set up, maintain, or interpret, which greatly affects their uptake in a practical
setting. Given these difficulties, Bayesian Networks (BNs) are seen as a useful approach as
they provide a balance between richness and validity with ease of installation, maintenance and
interpretation. As such, the overall objective of the thesis is to demonstrate that BNs can be used
to overcome the problems associated with modelling based on heterogeneous data collection in
complex systems. Given that these issues become important at different stages of the modelling
process, each of the presented chapters in this thesis has a focus on a specific focus on an aspect
of modelling.
The research contained in this dissertation began as a method of determining passenger
queuing times in airport terminals for Australian Customs. Their interest was in determining the
likelihood of meeting set targets for processing, and to find methods of attributing responsibility
for delays in the terminal. In particular, different stages of the inbound passenger facilitation
process are under the control of different stakeholders, including Biosecurity, Australian Federal
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Police, retail operators and the airport terminal management itself. After initial investigations
into the process outlined in Chapter 3, a process model expressed as a BNmodel was determined
to be most capable of handling the issues around unpredictability of passenger behaviour and
heterogeneity of data collection. As this work progressed, it became apparent that a more
complex approach may be required in order to meet the needs of the various stakeholders. This
progression is outlined in greater detail in Chapter 4, and in later chapters to demonstrate the
modular and dynamic nature of the airport terminal system.
Once a model has been developed, the validity of the model needs to be assessed before
being used for operational decision making. Unfortunately, in this case study there were no
data available regarding overall passenger facilitation time; indeed the lack of these data was the
initial motivation for modelling the process. This is a typical concern in a wide range of similar
models developed to represent real world processes. There is very little work on validating
models that have no objective test data against which model performance can be measured, so
assessing the validity of the model required the creation of a novel validation framework, which
was then applied to the case study model (described in chapters 6 and 7 respectively). This
validation process was accepted by the relevant government departments, and has been used in
other recent research on unobservable phenomena such as collision risk (Weidl et al., 2013) or
environmental damage following man made disasters (Hanninen and Kujala, 2014).
Despite the interest displayed by the industry partners, it soon became clear that even with
a good assessment of model validity, further communication tools were required to encourage
experts to use the model for intuitive operation decision making. Visualisation of BN output is
another area that has had little research supportsee Chapter 8, so a range of novel visualisations
were created to facilitate uptake of the model by experts. These were each designed for specific
purposes generated from use case scenarios (Wu and Mengersen, 2013a), and one of these is
evaluated as an example in Chapter 8. Each of these stages represents a novel contribution
to the literature, as outlined in Chapter 2 and taken together provide a method of synthesising
information from complex systems using relevant and intuitive BN-based models.
This dissertation presents a set of novel methods for developing, applying, validating and
visualising BN-based models for synthesising information in complex systems, particularly
those systems that involve multiple stakeholders. This allows managers of complex systems to
operate more effectively by using all the different types of information already being collected
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to support difficult decisions in uncertain conditions.
This chapter introduces the basic concepts of complex systems, information synthesis and
BNs with specific reference to a case study of Australian international airports which is used
as an example throughout the thesis. The concept of information synthesis is introduced, with
an explanation of why developing new methods of information synthesis is important for the
capability to provide support for decisions under uncertain conditions by making use of all
available data. BNs are proposed as a framework for synthesising various forms of information
and uniting models focusing on different aspects of the system, with a brief outline of the
features and capabilities of this type of model.
The insights presented here were gained from developing a model in close collaboration
with industry stakeholders in the airport terminal management domain. However, the findings
of this research are applicable to a broad range of complex organisational systems that involve
multiple stakeholders working toward disparate but interdependent goals. With this in mind, we
outline the details of the case study used to demonstrate the value of the proposed methods.
1.1.1 Airport case study: Brisbane International Airport
International airports are a good example of a complex, dynamic, socio-technical system that
produces a high volume of disparate datasets from a range of stakeholders. Worldwide, airports
facilitate millions of passengers a day as they cross national borders and are registered on
arrival. The number of passengers travelling by air is growing annually, placing greater pressure
on system managers to adopt effective strategies for passenger management. Throughout the
dissertation I refer to a case study in Brisbane International Airport around which this work
was initially based. Brisbane airport is a major international airport, with around 20 carriers
operating flights and 20 million inbound passengers in 2011 (Brisbane Airport Corporation,
2013b). As a state capital on the busy East Coast of Australia and the most Northern of the
large airports, Brisbane is the first entry point for many passengers entering Australia from
Europe and America (Brisbane Airport Corporation, 2013b).
All Australian airports receiving international passengers must comply with a set of legis-
lation concerning security, immigration, biosecurity and tax (Federal Aviation Administration,
1973, 1975; International Air Transport Association, 1995; Lee et al., 2010). In most cases,
legislation mandates that either the airport operator or one of the agencies operating within the
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terminal is responsible for monitoring and enforcing legislative requirements.
The interactions in airports change over time leading to unpredictable behaviour, and they
operate on a number of levels as humans interact with technology in order to run the system.
In addition, they are managed by multiple stakeholder groups that each collect their own data
and are restricted in the raw data they can share. Despite these restrictions, there is a great
benefit that can be unlocked if groups in charge of customs, biosecurity and financial aspects
of passenger processing can use what they and each other know to make faster decisions with
more certainty. The benefits of such a model would manifest in more collaborative and effective
staff and process management, leading to shorter processing time and higher security levels
and customer satisfaction. These features make airports an excellent example of a complex,
dynamic, socio-technical system.
The inbound passenger facilitation process
Regardless of size, all Australian international airports have four common functional areas to
be considered when modelling the inbound passenger facilitation process. Once the passenger
has disembarked the plane, they enter the Arrival Concourse of the terminal which generally is
empty except for (possibly) restrooms and limited concessions.
Once the passenger exits the Arrival Concourse and is not in transit to another flight, they are
considered to have entered the Entry Control Point (ECP), the operation of which is primarily
the responsibility of Australian Customs and Border Protection Service (ACBPS). In the ECP
passengers have their passports checked along with the primary checking of the arrival card
which must be filled out by every passenger. In many Australian airports there is also the option
to be processed at the ECP using SmartGate checkpoints, which are an automated method of
processing becoming more common in many countries. At the present stage, SmartGate is only
possible for passport holders from a limited range of countries.
Once the ECP processes have been cleared by the passenger they move into the Baggage
Hall, where they are able to collect their luggage before moving into the final area known as the
Secondary Examination Area. In this area the process varies depending on the passenger, and
the answers they have provided on their arrivals card. If they are assessed as a high risk of any
tax or drug violations, they are sent to the ACBPS controlled area, and if they assessed as a high
risk for having violated any biosecurity regulations they are sent to an area controlled by DAFF
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Biosecurity. There are a number of protocols in place for a wide range of possible scenarios in
this area, however a large proportion of passengers are directed to exit the process immediately
with less than half of passengers scanned for biosecurity threats (see Figure 1.1).
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Figure 1.1: Map of the area of Brisbane International Airport terminal dedicated to processing
inbound passengers
In many cases, federal and state government departments responsible for a specific aspect
of processing inbound passengers enter into Service Level Agreements (SLAs) with other
departments that have existing investment in terminal infrastructure to fulfil that responsibility
in their place. For example, the Australian Tax Office is mandated with the responsibility for
recording the tax collected from passengers who have declared commercial quantities of goods.
However, as ACBPS already has invested significant funding into infrastructure and people who
can easily fulfil this role, the Australian Tax Office delegates these responsibilities to ACBPS
officers. Similar arrangements exist between Biosecurity and federal police, as well as between
airlines and baggage handlers. While these are convenient arrangements for the vast majority
of concerned parties, the result can be a confusing web of rules and agreements that produces a
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complex system at the terminal.
Common airport stakeholders
There are a range of organisations engaged in management of inbound passengers, each with
their own areas of concern. This section describes some of the the key stakeholders in Brisbane
International Airport inbound passenger facilitation system.
ACBPS is a federal government department responsible for the operation of all points of
entry where people and goods enter the country, with the large majority of operations occurring
in airports. Their primary purpose is to assess the level of customs excise to be applied to
imported products, and ensure no unauthorised goods such as illegal drugs or foreign currency
are brought into the country. The priority of ACBPS in the inbound passenger facilitation
system is to record information from passengers’ passports and landing cards, however they
must manage queues to ensure the airport does not become too congested. If ACBPS process
passengers too slowly the number of passengers in the terminal could prevent new planes from
unloading, but if they are processed too quickly this will cause congestion in the Baggage Hall
and SEA and potentially raise the likelihood of passengers details being recorded incorrectly
and passengers of interest being missed.
The Department of Agriculture, Fisheries and Forestry Biosecurity Department (DAFF
Biosecurity) is a federal government department responsible for protecting Australia fromBiose-
curity risks, and ensuring that other contraband items are not brought into the country. Their
primary activity takes place in the Secondary Examination Area (SEA), although there are some
instances of activity occurring as early as the ECP, such as in the case of DAFF Biosecurity
representatives pre-processing passengers when the line for immigration processing is long.
While DAFF Biosecurity are concerned with processing passengers within a reasonable amount
of time, their primary concern is selecting and monitoring passengers most likely to be non-
compliant with Australian biosecurity requirements and will likely favour sensitivity over time
efficiency.
Airlines are private international corporations responsible for the safe and effective admin-
istration of flights between airports, as well as a limited range of activities within the airport.
In particular, the airline is responsible for the docking of aircraft to gates (including staffing
the gate) and safely managing disembarkation of passengers along with their luggage. Airlines
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are also asked by Australian Customs to distribute Inbound Passenger Cards (IPCs), or landing
cards, to passengers during the flight so they have already been completed by each passenger
when the plane lands. Each passenger must have a completed IPC before being processed
through immigration, so the distribution of these documents by airlines can greatly affect overall
processing time.
Airports compete with each other for their terminal to process flights from certain carriers,
and this competition is based on the resources each airport can provide the other stakeholders
against the amount they charge the airline to land at that terminal. The resources offered to
airlines include necessary infrastructure such as immigration desks and baggage carousels,
passenger conveniences such as retail shopping and bathrooms or human resources such as
airport ambassadors and customer service staff. Other resources may address problems faced
by the airline on the airside of operations, such as providing efficient baggage handlers or gate
staff for better turnaround time. There are many arrangements by which various responsibilities
are shared by different groups in the terminal to enable the airport managers to entice more
airlines to land flights at their terminal.
1.1.2 Complex Systems
Complex Systems is a relatively new area of statistical research that explores systems with
many inter-related variables with non-linear relationships that produce particular behaviour such
as feedback loops and cascading failures (Bonabeau, 2002; Kirkwood, 1990; Crucitti et al.,
2004) . A typical feature of these systems is that they produce behaviour that only emerges
when all of the variables are considered as a single entity, and cannot be predicted through
analysis of individual relationships. This phenomenon is referred to as emergent behaviour
and is one of the principle focuses of complex systems models (Bonabeau, 2002; Bar-Yam,
2003b). Complex systems are distinct from those that are merely complicated, as complicated
systems can be examined by breaking them down into their separate components and exploring
them individually, however complex systems must be examined holistically, as their behaviour
is driven through the interactions of multiple stakeholders with competing but interdependent
goals.
Because they are specifically designed to represent this type of system, complex systems
models are able to synthesise the information being collected across the system and interpret
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the output in a way that is relevant to the managing stakeholder.
Given the limitations of experimental approaches, complex systems models are fast becom-
ing a popular method of understanding the operations of complex and dynamic systems. While
experiments and observation are a good method of gaining incremental understanding, higher
level models that acknowledge the holistic nature of systems and the non-linear relationships
between their components are required to combine this knowledge into a picture that can be
understood in an applied context.
In most cases the ultimate goal of a Complex Systems model is to provide a basis for
suggesting strategies in decision support systems (DSS). DSS are designed to assist system
managers in making decisions based on research evidence. They can be as simple as check
lists, but are often more complex and based on a systems driven perspective of decision making.
Current attempts at understanding and synthesising all the information available in complex
systems for building decision support systems have significantly improved operations, yet they
are only the tip of the iceberg in terms of what can be achieved.
Data in multi-stakeholder systems
One particularly salient feature of multi-stakeholder systems from a data perspective is the
fragmented nature of data collection and storage. Modern organisational systems have extended
to include a great diversity of groups with a broad range of interests within a single organisa-
tional structure. These organisations must collect data relevant to their operations, but have
no obligation to share it with each other, or with researchers interested in the system. With
no platform to synthesise information and facilitate communication between stakeholders, a
high level of information about the system is left unused as it is never communicated to the
relevant stakeholder. In other situations the information is left unused as it doesn’t relate closely
enough to metrics of interest, or is not accurate enough on its own for supporting operational
management decisions. However, if this information is augmented by a model transforming it
into a useful metric or by combining it with other information collected by a different group, it
can be used to support decisions on daily management of operations.
While system stakeholders are often willing to share data and information of what they
know about the system, the legislative and practical barriers to doing so, particularly in critical
infrastructure, often mean valuable information that could be gained through collaborative
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sharing is never realised (Judith and David, 1999; Bresciani and Eppler, 2009). The barriers
to information sharing mean stakeholders arrive at non-optimal strategies, as their lack of
knowledge about what else is happening in the system requires them to have surplus resources
on hand to account for possible spikes in demand. Modelling data using complex systems
models can allow stakeholders to see the indicators of demand in their area of the system that
may be based in other areas controlled by other stakeholders. Another aspect of this capability
is that it allows stakeholders to communicate how decisions in other parts of the system affect
them, and thereby facilitates their collaboration in effectively managing the system overall.
1.1.3 Information Synthesis
The concept of information synthesis considered in this thesis is distinct from other similar
terms used to describe the combination of specific types of data or knowledge. In order to avoid
confusion with these other terms, information synthesis is used here as a general term used to
describe the heterogeneous information collected around complex systems, including official
records, sensor data, experimental and model results and expert opinion into one coherent
description of the system.
The act of synthesising information from different sources is often called different names
based on who is doing the learning, or at which level. For example, knowledge integration is
often used to describe the process of students learning concepts from different domains (Songer
and Linn, 1991) whereas the term knowledge diffusion is used in business management settings
(Droege and Hoobler, 2003), while evidence synthesis is a term used in relation to combining
research findings, usually to inform funding and strategy decisions.
There are issues remaining with producing a valid and reliable model based on heteroge-
neous information:
 Findings from different levels of analysis (such as individual level and flight level data
in the airport) are difficult to combine because the data collection methods associated
with each are susceptible to different types of measurement error and this needs to be
accounted for in any model combining the two.
 It is difficult to reconcile conflicting data records, where the accuracy of each record is
relatively uncertain. This is exacerbated in Complex Systems, because the number of
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variables included in the model are rarely sampled at the same time by the same people,
contributing to greater error in the model overall.
 More complex systems are likely to have variables that are unobserved or have large
amounts of missing data.
 Combining information from different datasets can risk infringing privacy and data secu-
rity guidelines.
 Data often need to be reformatted or modelled to be reasonably combined with other
datasets.
An effective method of information synthesis should be able to account for these issues in the
simplest way possible. In some cases, simply presenting relevant data from different datasets
can be useful, however this can also produce inaccurate beliefs based on inferred relationships
that don’t exist in reality. In most cases, statistical analysis of the available datasets is required
in order to fully understand the system in question and accurately predict how the system be-
haviour might change in future given current changes to the process or its constituent variables.
Information synthesis in complex multi-stakeholder systems is an important approach to
making use of existing data. For stakeholders and researchers, a preferable model is one that
helps stakeholders identify issues in the system and understand the drivers of these behaviours,
then helps users define strategies for managing this behaviour effectively.
Data management and sharing between organisations is often difficult and inefficient be-
cause stakeholders often don’t know who has collected which data, and which variables have no
data supporting them. In addition, information collected by various stakeholders is private and
secured, requiring special permissions to be seen or otherwise is held in incompatible formats
that require transformation before they can be included in a model.
1.1.4 Bayesian networks
One promising novel approach to synthesising the information collected by multiple stakehold-
ers from around a system is to use a BN model as a model for uniting data collection efforts.
This type of model encodes relevant information in conditional probability tables joined in a
graphical structure and gives output in terms of a joint probability distribution.
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BNs overcome many of the issues that arise when synthesising information in complex
systems. BNs are DAGs that provide a joint probability distribution based on the probability
structure depicted.
This thesis proposes BN models are a useful framework for synthesising information col-
lected by multiple stakeholders about performance of a complex and dynamic system.
Explanation of Bayesian Networks
BN models are typically employed to describe complex or complicated systems (Pearl, 1988).
A system can be physical such as an ecological process, or it can be an abstract process, such
as risk of business decisions. David Heckermans 1995 review in Communications of the ACM
provides a good selection of early applications of BN models, with todays range of applications
spread throughout a diverse range of disciplines (Landuyt et al., 2013; Grover, 2013). A good
overview of applications of BNmodels can be found in Chapter 5 of Korb and Nicholson (2011).
A BNmodels the joint probability distribution of the occurrence of some event using a set of
conditional dependencies. Consider a network with n nodes X1 through Xn, with (X) being a
random variable with a probability of existing in some state (xn) selected from the complete set
of possible states in which that factor might exist (X = x1; x2), such that Pr(X = x1[x2) = 1.
Pr(X1; :::; Xn) =
nY
i=1
Pr(xijx1; :::; xi 1) (1.1)
If Pr(X = x) is conditional upon the state of another random variable (Y ), then X is
considered the child of Y , and Y the parent ofX . In this case the equation can be expressed as:
Pr(X1; :::; Xn) =
nY
i=1
Pr(xijParents(xi)) (1.2)
Similarly, if a third factor(Z) is dependent upon X then X is considered the parent of that
relationship. In such a situation , we may invoke the Markov property in that the probability
of Z existing in any given state can be expressed only with regard to the state of X without
requiring reference to Y .
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In many cases a model factor X may have more than one parent Y; Z then the joint proba-
bility distribution can be expressed as:
Pr(X = x; Y = y; Z = z) =
X
Pr(X = xjYn; Zn)Pr(Yn)Pr(Zn) (1.3)
This can be extended indefinitely to create large directed networks of interconnected factors
expressing joint probability distributions that would be intractable using alternative classical
approaches such as differential equations.
In a BN the factors that are in involved in the system of interest are represented as nodes,
each of which is described via a probability distribution. This distribution can be continuous
or it can be defined over a discrete set of states such as high/medium/low, positive/negative,
etc. Nodes are linked by directed arrows (see Figure 1.2). Parent nodes affect the probability
distribution of child nodes. When the nodes are defined as states, these probability distributions
can be defined as sets of conditional probability tables (CPTs), such as those seen next to the
nodes in Figure 1.
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Example of a Bayesian Network
Figure 1.2: An example of a simple generic Bayesian Network model in which two nodes are
linked by a negative relationship. The tables on the right are linked by the structure of the graph
on the left.
In this illustrative example, if the parent node is positive, the child node has a smaller probability
of being positive than when the parent node is negative ( i.e., there is an inverse relationship
between the two factors). When all the nodes are quantified, the probabilities can be propagated
through the entire network, to provide the overall probability of the target node. In the example
in Figure 1, the final probability of the Child node being Positive is given by:
P (Child+) =
X
i
P (Child+jParentStatei)P (ParentStatei) = 0:250:7+0:60:3 = 0:355:
(1.4)
In addition to the ability of BNs to predict overall probabilities of the state of all nodes in
a model, it is possible to predict system behaviour in specific configurations (forward propaga-
tion) as well as infer system configuration from its observed behaviour (backward propagation).
A user can input known probabilities for system states, then rely on the conditional probability
structure of the network to update the state probabilities for one or many target nodes that may
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be unobservable in practice.
Other features representing measures, costs, utility, decisions and so on, can also be added
to the BN. Using this approach, small models can encode large amounts of information, or
alternatively large networks can be built in a modular (object-oriented) manner to describe very
complex phenomena. There are a number of extensions to the method including the use of
decision, cost and utility nodes, and the ability to model the network as dynamic or object-
oriented. 2 covers these different types of Bayesian Network implementation in more detail,
and they are addressed further in related chapters.
BNs are well known for being able to integrate different sources of information of a single
type (i.e. experimental results or meta-analyses) (Ni et al., 2011; Stewart et al., 2013), but to
date there has been little work on how BNs can be used as a framework for integrating the
results of multiple types of information or multiple models that are otherwise disparate and do
not inform each other without a shared platform (such as a BN) to do so.
1.2 Motivation and Significance
There is a range of information collected from complex systems with multiple stakeholders
that have competing but interdependent goals. This information, in the form of grey literature,
technical reports, expert experience and formal observations, needs to be synthesised for stake-
holders to make use of it in supporting decisions. In addition, there are a range of models suited
to representing specific aspects of systems, but these need to be integrated to acknowledge that
the system is complex rather than merely complicated. BN models and their extensions are a
good option for achieving information synthesis, as their probabilistic treatment of variables
allows for the uncertainty of information to be included in the node parameters.
This thesis aims to develop a new statistical methodology for synthesising information
and integrating models through the development, validation and visualisation of BNs, and the
application of this methodology to a substantive real problem of improving the efficiency of
airport systems.
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1.3 Research Questions
In order to address the issue of synthesising information and integrating models in complex
systems this thesis seeks to examine four major research questions (see Figure 1.3):
1. Can an iterative model development framework be developed to produce BN models that
make use of many diverse types of information and models while engaging all relevant
stakeholders?
2. How can the new model development protocol be applied to a real world system?
3. Once a model has been developed, how can it be determined to be a valid or reasonable
representation of the system?
4. How can we visualise the output of the BN in a way that is useful to end users?
1.4 Research Objectives
The overall research aim of the research questions posed above are translated into the following
set of research objectives:
1. To develop an iterative modelling framework that achieves the requirements posed in
research question 1 [RQ1]
2. To illustrate how different statistical models can be developed that are then integrated into
the BN as part of the model development framework [RQ1]
3. To develop a BN for airports that integrates different information and different statistical
models [RQ2]
4. To develop a novel validation framework for BNs [RQ3]
5. To demonstrate the validation framework by applying it to the case study model [RQ3]
6. To develop and evaluate a set of novel visualisations for BNs [RQ4]
CHAPTER 1. INTRODUCTION 18
Figure 1.3: Map of research questions and objectives addressed in this thesis.
1.5 Research Plan
Research objective 1 is addressed in Chapter 4 by presenting a novel model development
protocol that integrates three existing protocols, combining their strengths and minimising the
limitations. While the protocol by Johnson et al. (2010) is also iterative, the work presented in
this thesis represents a significant advance on the findings of that paper.
Chapter 3 addresses research objective 2 by demonstrating how statistical models can iden-
tify variables of interest and produce outputs for use in quantifying BN parameters, and sequen-
tially update parameters based on new information. Research objective 2 is also addressed in
Chapter 5 by illustrating the integration of a set of queuing models with a BN. Chapter 5 also
addresses research objective 3 by presenting a novel complex systems model for representing
passenger facilitation in airport terminals. This model was developed independently of the
work outlined in Johnson and Mengersen (2009), and was the result of a number of model
development iterations, as outlined in Chapter 4.
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Research objective 4 is addressed in Chapter 6, by presenting a novel validation framework
based on tests from a range of disciplines that incrementally builds confidence in the strength
of the model’s validity.
Chapter 7 addresses research objective 5 by illustrating how the presented validation frame-
work can be applied to the case study model presented in Chapter 5, as well as demonstrating
how the model is incrementally improved through making changes guided by the results of
these tests.
Research objective 6 is addressed in Chapter 8, which outlines an evaluation of one of
the novel Circles visualisations as an example of their effectiveness in communicating BN
output. This paper refers to a paper that was in review at the time of printing, but has since
been resubmitted in another form. A more complete explanation of the visualisation being
evaluated is therefore provided in the appendix to that chapter. Both the Circles and Moving
Bars visualisations were the surviving candidates out of five possible options, and have gone on
to be developed further.
1.6 Research Contributions
There are a number of novel contributions contained in this thesis, divided here into applied and
methodological domains.
1.6.1 Methodological contributions
1. Developing and applying a novel model development protocol for creating BN-based
models with multiple stakeholders using an iterative development cycle. There is cur-
rently no protocol available for researchers building models of complex organisational
systems with multiple stakeholders. This method of iteratively developing complex sys-
tems using BNs as a base framework allows researchers to build sophisticated models that
provide rich insights for managing complex organisational systems.
2. Developing a novel validation framework for BN models that have little or no supporting
data, such as in expert elicited and expert-informed BNs. Until now there has been
no method of assessing how reasonable the predictions of expert elicited and expert
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informed BNs are in reference to the system they propose to reflect. The development
of this framework allows researchers to empirically determine the validity of BN models,
supporting the use of models with little or no supporting data in practical settings.
3. Presenting a novel visualisation for interpreting BN outputs. Common visualisations
of BN models are limited to text and graph based representations of model outputs,
which are difficult to read and interpret without training. The Circles visualisation allows
researchers to represent the output of BN models for stakeholders to quickly understand
system behaviour in situations requiring numerous decisions over a day of operations.
1.6.2 Applied contributions
1. Discovering the factors involved in predicting lag time, and finding a model of best fit to
a subset of the data. Currently there has been little exploration of the factors involved in
predicting lag time in airport terminals. By finding an appropriate model to describe the
data generated through terminal operations addressing this objective allows researchers
to make effective decisions based on the relationships discovered.
2. Demonstrating that a Bayesian Regression modelling approach can be used to work
around issues of data storage and access. Until now Bayesian models have not been
applied to passenger processing at airport terminals, with current approaches primarily
adopting a frequentist framework. A Bayesian learning approach reduces the need to
store large amounts of data in expensive warehouses.
3. Presenting a novel method of combining BNs with queuing models to present an explana-
tion of what is happening in the system at each time slice and why this behaviour might
be occurring. This combination of models has not been explored previously, nor has
any similar model been applied to airport terminal management. Introducing this model
allows stakeholders to pro-actively manage the airport terminal based on the results of
rich simulations.
4. Applying a novel validation framework for BN models that have little or no supporting
data, to a model of passenger facilitation in airports. By applying the proposed valida-
tion framework to data from an airport terminal, this thesis demonstrates both that the
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framework can be practically applied and that its application is useful to developing valid
models of complex systems using BNs.
5. Evaluating BN visualisations of an airport model with regard to the needs of stakeholders.
While the Circles visualisation introduced in this thesis was developed in conjunction
with stakeholders, a full evaluation is required to demonstrate its value in a practical
context. This evaluation based on a set of seven user tasks judged on three criteria
demonstrates that the Circles visualisation provides richer and more numerous insights
than common alternatives.
1.7 Publications arising from this work
A number of publications arose during the completion of this thesis.
Pitchforth, J., Wu, P., Mengersen, K. (2014) Applying a validation framework to a working
airport terminal model. Expert Systems with Applications. 41(9), 4388-4400.
Pitchforth, J., Beames, S., Thomas, A., Falk, M., Farr, C., Gasson, S., Thamrin,S.A, Mengersen.
K (2013) Factors affecting timely completion of a PhD: a Complex Systems approach. Journal
of Scholarship and Teaching, 12(4), 124-135
Pitchforth, J, Mengersen, K. (2013) A proposed validation framework for expert elicited Bayesian
Networks. Expert Systems with Applications, 40(1), 162-167.
Pitchforth, J. (2013) An Evaluation of the Circles Information Visualization Tool for Pre-
senting Bayesian Network Output. In Proceedings of the Computer Information Modelling and
Simulation Conference (CIMSim2013), Seoul, South Korea.
Pitchforth, J., Wu, P., Johnson, S., Mengersen. K., Yarlagadda, P.K.D.V. Bringing metrics
to life through complex systems modelling. Journal of Decision Support Systems. In review.
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Pitchforth, J., Mengersen, K., Wu, P., Fookes, C. (2014) Processing passengers efficiently:
An analysis of airport processing times for international passengers. Journal of Air Transport
Management, In Review.
Pitchforth, J., Wu, P., Fookes, C., Mengersen, K. (2014) The Complex Organisational Sys-
tems Modelling protocol: A model development protocol for developing models incorporating
diverse data sources. , In Review.
Wu, P., Pitchforth, J., Mengersen, K. A Hybrid Bayesian Network and Stochastic Queuing
Framework for Passenger Facilitation Modelling. Transportation Research Part C: Emerging
Technologies, In print.
1.8 Format of Thesis
In Chapter 2 of this thesis the literature around the relevant concepts is examined, with critical
appraisal of the existing theories and methods from airport management, information synthesis
and complex systems modelling. Following this, Chapter 3 contains an examination of some al-
ternative methods of analysing disparate data, demonstrating that while more common methods
of analysis provide some information on the data structure and the importance of certain vari-
ables, they perform badly when applied to complex, dynamic socio-technical systems. Given
the poor overall performance of linear and hierarchical regression models, Chapter 4 introduces
a protocol for developing BN-based models in collaboration with multiple stakeholders. This
protocol is applied to the airport case study, demonstrating how the model improved with
each development iteration, and included features relevant to the modelling task. Chapter 5
introduces a BN Queuing model hybrid built using the development protocol that accounts for
the complex, dynamic, socio-technical aspects of a system and provides a range of outputs
relevant to stakeholders. This model is demonstrated to have excellent predictive power in the
airport case study.
However, before any model can be used in practice, it is vital that the validity of the
model can be assessed in some way to ensure it is an accurate representation of the system
in question. This is particularly difficult in situations where certain parts of the system have no
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supporting data against which predictions can be validated. Chapter 6 therefore introduces a
proposed validation framework for BN models that are expert elicited or expert informed based
on combining the validity tests used in BN modelling, psychometrics, systems dynamics and
other complex systems modelling approaches. To demonstrate that the proposed framework is
practical and useful, Chapter 7 describes the application of the framework to the airport case
study, how the framework helped improve the model and how the results of the validation tests
help stakeholders defend use of the model in operational management. Note that the terms
’framework’ and ’protocol’ are used interchangably throughout this thesis. This is a reflection
of the combined academic and commercial aspects of this work as the terms are used to mean
the same thing in each field.
Even if a model is a valid representation of a system, the output will not be useful to relevant
stakeholders if it is not presented in an intuitive and understandable way. With this aim in mind,
Chapter 8 provides a description and evaluation of one of these representations. It is demon-
strated that the method provides the required information to stakeholders in a more effective way
than alternative visualisation methods. Unless otherwise stated, all images of BN structures
are generated using Hugin Expert or Genie2.0. This work was conducted independently of
the wayfinding research by Charisse Farr, but many ideas were shared between researchers at
numerous science meetings.
Taken together, these eight chapters provide an in-depth explanation of the situations where
BN-based models are useful as well as how they can be developed, applied, validated and
visualised. In cases where thesis reviewers have requested changes to published articles, a
response to reviewers is included as an appendix to that chapter.
2 LITERATURE REVIEW
The work outlined in this thesis is based upon a rich body of literature from a range of disci-
plines including statistics, machine learning, operational management, epidemiology, ecology,
psychology, systems dynamics and others. In this chapter we outline the literature supporting
the basic concepts to which this work refers. We begin by exploring the terms in the title of
the thesis, Complex Systems, Information Synthesis and BN models, as well as outlining the
research relevant to airport terminals.
As this thesis includes chapters published in peer-reviewed journals and conferences, there
is some overlap in the literature reviewed. This chapter is therefore an outline of the literature
for the overall work and ties the various chapters together, while each published chapter contains
a more in-depth review of literature specifically relevant to that subject. A high level outline of
this chapter is depicted graphically in figure 2.1.
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Figure 2.1: Graphical representation of the research topics covered in this literature review
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2.1 Complex Systems Models
Complex Systems are a class of systems which have a high number of variables linked by
multiple non-linear relationships that produce behaviour that cannot be predicted by examining
individual relationships at a time (Bar-Yam, 1997, 2003b). The perspective that systems are
a single entity that cannot be usefully studied in parts was first introduced in the early 1970’s
(Zadeh, 1973), and have been highly influential in a broad range of disciplines, such as opera-
tional research (Barnhart et al., 2003), ecology (Dudka and Adriano, 1997; Barrett et al., 2010;
Hamilton et al., 2013) and technology (Bergman, 2008).
Hipel et al. (2007) present a review of Complex Systems applications and their accompa-
nying issues, but they can be broadly classified as engineered, natural or organisational (Rouse,
2007), depending on the creator and purpose of the system. Engineered systems are often
mechanical or electronic, such as the system leading to the performance of a car or computer,
and are considered complex because the relationships between the various components of the
system lead to unpredictable behaviour as the parts wear with use. Natural systems are those
found in ecological applications, or in unstructured social systems. Natural systems are complex
because the relationships between various aspects of the system, such as animals and plants, are
interconnected and cannot be fully understood by looking at each component in isolation. The
complexity of organisational systems is built from the series of agreements and performance
metrics, usually with a number of stakeholders operating toward a common goal but with a
focus on improving the performance of slightly different dimensions of the system.
Complex systems are also classified in other ways by different researchers. For example,
Kokar and Baclawski (2000) classifies systems as time or event driven depending on the type
of event triggering its progression. Other researchers define systems as dynamic if they change
over time (Nodelman et al., 2002; Burns et al., 2005), as this distinction suggests a range of
analytical issues that need to addressed, such as autocorrelation of observations. Socio-technical
systems are also defined as distinct from other complex systems if they include both humans and
machines and change over time(Sutcliffe, 2000), as models of these systems need to be capable
of operating at very different time scales. Ottens et al. (2006) points out that these distinctions
are of particular interest to airport modelling, as critical infrastructure processes generally can
be defined as both dynamic and socio-technical complex organisational systems.
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Given the blurred boundaries of influence in complex systems, complex systems models can
be linked with other types of model such as business models (Sutcliffe and Minocha, 1999) and
business models (Hlupic and Orsoni, 2003; Hlupic and De Vreede, 2005). Maier and Eberhart
(2009) suggests a method of building complex systems models that allow for this integration
of different perspectives, with other research specifically focusing on how this can be achieved
(Rolland et al., 1999). Interest in the capability of complex systems approaches to integrate
different perspectives on a system has led to a range of research in different applications,
such as Judith and David (1999) who evaluated a set of collaborative models, and the more
recent ’system of systems’ approach that uses a complex systems perspective to integrate a
heterogeneous set of smaller systems models into one working representation, however this
brings its own challenges in validation and computation (De Laurentis and Callaway, 2004;
Jamshidi, 2008).
One common issue with building complex systems models is selecting the variables that
should be included. This has been studied extensively in the literature, with a number of options
presented. Guyon and Elisseeff (2003) present a high level explanation of model feature and
variable selection, but there is a range of methods available outlined by other researchers. For
example, Fan and Li (2001) present an algorithm that discovers the best set of variables using
a penalised likelihood function, while other researchers have introduced other algorithms based
on semantics, elastic nets and others (Krause and Guestrin, 2005a; Zou and Hastie, 2005; Guo
et al., 2012).
2.1.1 Types of Complex Systems models
There has been an extensive range of research on Complex Systems modelling environments
(Bagrodia et al., 1998), development methods (Kirkwood, 1990; Jones and Maiden, 2004),
and applications (Bar-Yam, 1997, 2003b). While there is a large range of complex systems
models available, we focus here on the set that are most applicable to dynamic socio-technical
organisational systems.
Graphical models are common for representing complex processes, as they are very intu-
itive for end users. For this purpose, UML statecharts are a very popular method (Gnesi and
Mazzanti, 2004b,a), although these have rarely been used outside software and engineering
applications. The use of UML statecharts by Sobolev et al. (2007) to describe patient flow in
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hospital systems suggests that this approach may be in some form useful for modelling airport
terminal processes as well.
System dynamics models are another useful complex systems modelling approach for or-
ganisational systems, but their underlying mechanics make them incapable of assessing the
uncertainty around their predictions. Kirkwood (1990) outlines many of the principles of sys-
tems dynamics models, and this approach has recently been applied to airport terminals as well
(Manataki and Zografos, 2009, 2010). In addition, systems dynamics models have an intuitive
physical interpretation of their output that can be relatively easily visualised (Kirkwood, 1990).
One very popular approach to modelling complex systems is to use a model whose output
is the numerical summary of the behaviour of a collection of agents that are each assigned
rules (Bonabeau, 2002; Wooldridge, 1997). Agent Based Models can produce convincing
visualisations of complex behaviour by describing how numerous components interact, however
they are time intensive to create, computationally expensive to run and don’t quantify the
uncertainty around their predictions, leading to potentially high levels of error in resultant
predictions.
2.1.2 Bayesian Approaches to Complex Systems Modelling
Given the flexibility of Bayesian models, a number of researchers have used this approach in
various aspects of building complex systems models. These methods are worth mentioning
here, as the large majority of the work in this thesis is undertaken within a Bayesian framework.
Davies et al. (1995) presented one of the early applications of Bayesian modelling to intelligent
surveillance in airports, and Craig et al. (2001) presented a complex systems model based
entirely within a Bayesian framework, demonstrating that the approach allows for a more
complete interpretation of a system without requiring specific and extensive observational data.
Markov Chain Monte Carlo simulations are a key method of discovering optimal parameters
(Neal, 1993; Gallagher and Doherty, 2007), and can be used in conjunction with other common
analysis methods such as regression models (Gelman and Hill, 2007) for model description and
data synthesis (Dias et al., 2013).
An interesting feature of the Bayesian framework is the use of priors, which are either
intentionally chosen to be uninformative, chosen through frequentist methods (empirical Bayes)
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(Hill et al., 2012), or elicited from experts (Gingnell et al., 2014; Gill and Walker, 2005;
Podofillini and Dang, 2013). While there is an extensive range of literature on which prior
is most appropriate for which situation (Van Wesel et al., 2011), the focus in this thesis is on
the practical benefit of using a Bayesian framework as priors can obviate storage of historical
datasets as well as allowing for expert opinion to fill in data gaps rather than requiring extensive
extra sampling.
2.2 Information Synthesis
The term ’information synthesis’ is used to describe a range of research activities that are
referred to by different names in different disciplines for combining different sources of infor-
mation into a single picture. This is becoming more important to understand as organisations
collect more data from a wider variety of sources in a wider variety of formats than in the past
(Shmatikov, 2011). Graham et al. (2006) provides an overview and classification of knowledge-
based concepts from different disciplines including organisational management, education and
software development, and Grant and Booth (2009) presents an analysis of fourteen different
methods of synthesising information for academic purposes. Other reviews provide overviews
of the research on more specific applications of information synthesis such as knowledge inte-
gration in education (Greenhalgh andWieringa, 2011) or knowledge transfer and dissemination,
which is the term used in business contexts (Mitton et al., 2007).
Within the frame of information synthesis there are a number of commonmethods. The most
common and popular is the literature review, which features in almost all academic papers as a
way of describing the literature on which the paper is based. Ridley (2012) produced a guide to
writing effective literature reviews, demonstrating how the approach arranges research papers
into a narrative form to be easily understood by the reader. However, despite this popularity
literature reviews are widely regarded as an inefficient method of summarising literature as they
can easily emphasise research that agrees with the work at hand, while ignoring research that
disagrees with it (Saad et al., 2013).
In response to this issue, many researchers now use systematic review to demonstrate that
no relevant literature has been excluded from the summary. A systematic review can be used
as the basis of a literature review (sometimes referred to as a narrative review) and involves
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determining the search keywords and exclusion criteria for articles in the review a priori to
avoid reporting bias (Ottens et al., 2006).
More often than not, systematic searches are accompanied by meta-analyses, which are
a method of combining the findings of multiple studies on the same topic (Hedges, 1982).
The results of meta-analyses are often considered a final step in the research cycle, as they
can determine an overall effect of a relationship independently of a specific sample. The
applicability of meta-analysis has led to its use in a range of disciplines from ecology (Pitchforth
and Mengersen, 2012) to criminology (Mazerolle et al., 2013), but they are most commonly
used in medical contexts (Dersimonian and Laird, 1986; Sutton et al., 2000).
Despite their relevance to a wide range of disciplines, meta-analysis suffers from being very
inflexible in the range of studies it can combine at once as it requires studies to be comparable
without significant manipulation of original results. Another issue is that the results of experi-
ments are often only published if they are found to be significant, and in many cases not all the
required data are available (Walsh and Downe, 2005). Other variations of meta-analysis have
been introduced to work around some of these issues, such as network meta-analysis which
allows a broader scope of studies to be included (Mills et al., 2013; Jansen and Naci, 2013), or
Bayesian meta-analysis which estimates the distribution from which results were drawn rather
than a point estimate of the effect size once all studies are combined (Sutton and Abrams, 2001;
Pitchforth and Mengersen, 2012). Koricheva et al. (2013) present a good review of the different
types of meta-analysis available to researchers today.
An extension to Bayesian meta-analysis is Bayesian Evidence Synthesis, which seeks to
combine the knowledge of a particular area, system or discipline based on published research.
While this approach is primarily used in health and epidemiology contexts (Pettman et al.,
2013; Presanis et al., 2011; Dias et al., 2013), it has also been used for more abstract types
of information synthesis, such as aggregating expert opinions (Podofillini and Dang, 2013),
determining model parameters (Jackson, 2013) and discovering effective performance metrics
(Bujkiewicz et al., 2013).
In many more sophisticated approaches to information synthesis, the goal of the exercise
is to provide an evidence base on which to build a Decision Support System (DSS). DSS are
tools created to support decision-makers in situations where there are many available options to
solve a problem, or the time in which a choice can be made is limited (Shim et al., 2002). There
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is an enormous variety of DSS types, from spreadsheets and checklists at their most simple,
to graphical and automated software at their most sophisticated (Arnott and Pervan, 2008)
depending on the level and type of uncertainty they are built to deal with (Claxton et al., 2005) as
well as the type of decision, such as funding or diagnosis (Chambers et al., 2012; Booker et al.,
2013). There are a number of tools available to researchers for building DSS, yet there remain
a number of challenges to be overcome before a standardised method of developing appropriate
DSS is determined (McIntosh et al., 2011; Pracht, 1990). Some of these challenges involve the
amount of data that needs to be included in decisions, especially when those data are stored in
various places around the system, requiring advanced hardware and software architecture (Goul
et al., 2007). In other situations the problem is not presenting the information to the decision
maker, but doing so in such a way that the decision maker is compelled to comply with the
suggestion from the DSS (Anokwa et al., 2012), or in ensuring that the suggestions of the DSS
are feasible in the context of its use (Myers et al., 2012).
DSS have been applied in a wide range of scenarios where decisions can be made more
certain if the correct information is made available to the decision maker. One of the more
salient areas where this is the case is in the health sector, where doctors very often are required to
make decisions based on observations that reflect the state of a latent variable (such as observing
symptoms of an unobservable bacterial, viral or genetic issue) (Bose, 2003). DSS have been
used in health for a variety of reasons, such as determining triage (FitzGerald et al., 2010),
scheduling patient surgery (Everett, 2002), assigning hospital beds (Schmidt et al., 2013), de-
termining treatment plans (Myers et al., 2012), and assessing overall hospital performance (Wu
et al., 2002). From an epidemiological context, DSS such as the AIDS2 system provide support
for funding bodies and practitioners by synthesising information from a number of different
levels of research and presenting it in terms of the likely effectiveness of an intervention (Ohno-
Machado et al., 1993). DSS is relatively less common in airports at this point in time, with some
notable exceptions (Chiang, 2011).
Of particular interest to the work presented in this thesis is the research around collaborative
DSS (CDSS), which allow stakeholders within systems to work together more effectively.
Despite evidence suggesting that CDSS are helpful in improving collaboration and performance
in multi-stakeholder systems (Robbins et al., 2012; Nachet and Adla, 2014), often stakeholders
fail to comply with the suggestions of the CDSS (Anokwa et al., 2012). Further to this, there
are some times in which CDSS are not as effective as simple DSS or other methods. For
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example, Hunt (1998) found that while CDSS were useful for planning patient treatment, they
were not useful for diagnosis, suggesting that these tools are only appropriate in situations that
require a group of stakeholders to find agreement, rather than tasks traditionally conducted by
individuals.
DSS can be based on simple combinations of data, but are often based on modelling results
as well. Of particular interest in this case are DSS built on BN models, which have been applied
in a range of different contexts (Kahn et al., 1997; Farmani et al., 2009). Liu et al. (2010)
present a particularly interesting DSS based on the output of an object oriented BN, which they
demonstrate using a defence application. These papers demonstrate that BN models can be
used as the basis of useful DSS and CDSS, although this has not yet been applied in an airport
terminal management context.
Many of the existing methods of information synthesis concentrate on methods of combin-
ing experimental, particularly Randomised Controlled Trial study results. The large majority of
applications of information synthesis methods come from medical literature, and are relevant
to these types of studies. There are, however, a number of methods applied in more general
domains. Grant and Booth (2009) presented an analysis of 14 types of review with a com-
mentary on their intended purpose, strengths and weaknesses. Given that a good and relatively
recent description of review types already exists, here we examine some of the most common
approaches relevant to the current information synthesis protocol.
Drawing from recent Bayesian evidence synthesis literature, we propose that a complex
systems approach using a BN as a base framework can be used to describe and predict the
operation of such systems in a way useful to decision makers based on available data.
2.3 Bayesian Networks
BN models such as those first introduced by Pearl (1987) are a method of encoding information
from various sources as a core framework for developing models of systems with multiple
stakeholders and associated data sources. BNs are Directed Acyclic Graphs depicting condi-
tional probability structures. BN models can be used to integrate datasets with varying levels
of certainty (Aguilera et al., 2011) for multi-criteria decision problems (Moglia et al., 2012;
Xie and Thomas Ng, 2013). They can be applied in the context of modelling systems with
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multiple stakeholders, such as those common in environmental management (Farmani et al.,
2009; Landuyt et al., 2013) or software development (Hu et al., 2012).
2.3.1 Types of Bayesian Networks
BNs are described in many categories based on subject matter, intended function or quantifi-
cation method. Dynamic BN models are designed to represent systems over time by updating
node parameters at each time slice (Watt et al., 2008; Casteigts et al., 2012). Object oriented
BNs (Koller and Pfeffer, 1997) provide a method of building large, complex models quickly
using the object oriented paradigm from software development. Similarly, Continuous Time
BNs extend the markov property by explicitly encoding time durations in intensity matrices.
This allows modellers to build cyclic BNs, as the number or cycles is determined by a markov
chain determining the flow of probability from one node to another (Nodelman et al., 2002,
2005). This differs from the approach considered in Chapter 5 in that the model presented
here provides better representation of discrete passenger movements by implicitly encoding
time durations in node states. However, for the purposes of this thesis we make the distinction
based on the quantification method used to inform the model structure and parameters. From
this perspective there are three types of networks. Learning BN are the most common in artifi-
cial intelligence applications, and are built entirely from raw datasets; known as unsupervised
learning (Friedman, 1998). Dempster et al. (1977), Cheng et al. (1997) and Cooper (1990) all
provided early algorithms for learning structure and parameters directly from data, with a good
overview of more recent learning algorithms in Korb and Nicholson (2011).
However, if humans set original prior values on the structure and parameters of the model
or otherwise set parameters directly when no data are available, this is referred to as an expert-
informed network, or a supervised learning BN (Pitchforth and Mengersen, 2012; Heckerman
et al., 995a; Flores et al., 2011). If no observed data are used to train network parameters or
discover the data structure, the network is called expert elicited Drescher et al. (2013). However,
there are a number of challenges associated with expert elicited BN models (Uusitalo, 2007),
such as the time required for full expert elicitation (Fenton et al., 2007; Martin et al., 2011) and
the difficulty associated with communicating probability to untrained experts (Renooij, 2001).
This is relevant to both the elicitation of structure as well as model parameters, as both aspects
require a reasonable understanding of conditional dependence.
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While it is theoretically possible to build BNs by hand, in practice software is required to
maintain and propagate the parameters and structure of the model. There is a wide range of
software available for this purpose, including Hugin Expert (Andersen et al., 1990), AgenaRisk
(Fenton et al., 2007), SMILE (Druzdzel, 1999), B-Course (Myllymaki et al., 2002) and the very
recent Kutato (Herskovits and Cooper, 2013) among many others. An extremely comprehensive
list of BN software can be found online (Piatetsky, 2014), and a less comprehensive but more
persistent list can be found on Wikipedia (2014). In this thesis, all work was conducted in either
SMILE (Druzdzel, 1999) or Hugin Expert (Andersen et al., 1990), and all associated figures of
BN structures and parameters were produced using this software.
2.3.2 Developing Bayesian Network models
Given the difficulty of creating models involving multiple stakeholders, there have been a
number of protocols proposed to develop models efficiently. Refsgaard and Henriksen (2004)
provides a taxonomy of model elements that need to be developed, and Etienne et al. (2011)
proposes an approach based on a similar taxonomy.
Specific model development protocols have been presented for iterative schedules (Jakeman
et al., 2006), participatory models (Voinov and Bousquet, 2010), knowledge integration models
(Pisano, 1994) and socio-technical systems (Jones and Maiden, 2004). Seppelt et al. (2011)
provides a review of model development protocols for use in ecology research, and Kirkwood
(1990) gives a high level overview of protocols for systems dynamics models. While these
protocols are not directly applicable to BNs, they provide a basis from which BN development
protocols can be created.
In addition to all this research, some researchers have focused on the specific need of
researchers using a BN approach to model complex systems. Aguilera et al. (2011) provide
a protocol for developing BNs in four steps and Lerner and Koller (2002) demonstrates a
development method for BNs that combine continuous and discrete nodes, allowing for the
inclusion of highly detailed parameters where data are available, and more broad parameters
when there is less data or expert elicitation has been used. Chen and Pollino (2012) offer
a protocol for BN development in ecological applications, with specific focus on the issues
surrounding modelling ecological applications, such as the lack of defined boundaries and the
multi-stakeholder environments associated with ecological management. One notable effort in
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defining an iterative BN model development approach is in a thesis by Boneh (2010), where the
KEBN approach is outlined. This protocol also draws from the work of Jakeman et al. (2006),
however the other two protocols cited in Chapter 4 were published after the KEBN protocol
was developed so the current work can be seen as a continuation of the protocol proposed by
Boneh (2010). While this unpublished work covers many of the same aspects as presented in
this thesis, their approach does not specifically address the needs of researchers dealing with
multi-stakeholder organisational systems. Despite the prevalence of a wide range of develop-
ment protocols, there remains few protocols for BN development suited to projects exploring
systems that require iterative development steps due to practical issues with identifying relevant
stakeholders. This is particularly true in cases where there is a requirement to focus on the
multi-stakeholder dimension of the system.
2.3.3 Applications and uses of Bayesian Networks
Given the flexibility and intuitive interpretation of BN models, it is not surprising that there are
numerous applications of the approach in both research and industry.
Expert elicited BNs have been used to assess decision making in a diverse range of areas
such as conservation management (Stewart et al., 2013), software development (Stamelos et al.,
2003) and economic decisions (Grover, 2013). This type of work demonstrates a useful appli-
cation of BNs in representing internal, mental systems and Moglia et al. (2012) suggests that
they can also be used to represent subjective logic in multiple criteria decision analysis.
In many cases BNs are used to represent problems that are too large and complex to be
considered in one pass using other modelling approaches. Kashuba et al. (2012) used an expert
elicited network to summarise the numerous effects of urbanisation on the environment, Hu
et al. (2012) used a learning BN to track development of software that had been outsourced to
many different companies, and Scholten et al. (2013) used an expert informed BN to represent
the behaviour of a water network, all with great success. BN models are particularly popular in
ecological studies, as ecological systems are some of the most complex to investigate (Aguilera
et al., 2011). Ecological BNs have been used to optimise wildlife management (Marcot et al.,
2001), invasive species spread (Johnson and Mengersen, 2009), effects of irrigation (Quinn
et al., 2013) and to determine optimal inundation conditions for native fish (Vilizzi et al., 2013).
Landuyt et al. (2013) give a good overview of BN models in ecology, as there are too many
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applications to cover in this literature review.
Another reason BNs are adopted is to assess risk in projects, which is difficult because
risk cannot be directly observed. BNs have been used to model risk in a number of different
contexts, from health and environmental risks associated with nuclear energy production and
waste disposal (Wieland and Lustosa, 2010; Lee and Lee, 2006), to operational risks (Luu et al.,
2009; Sanford and Moosa, 2013; Aquaro et al., 2010) and more direct risks such as collision at
traffic lights (Weidl et al., 2013).
In research applications there are also numerous examples of BNs being used in a wide
variety of situations. Caley et al. (2013) used a BN to validate expert opinions (which were then
used to inform another network), and Presanis et al. (2013) used a BN to determine conflict
diagnostics when working with multiple datasets.
Of particular interest to this thesis, a number of researchers point out that BNs can be
used for different types of information synthesis (Ni et al., 2011). Cai and Su (2012) have
demonstrated this application of BN models for discovering software ontologies, while more
recently Stewart et al. (2013) proposed that they could be used to summarise medical research
in a similar way to evidence reviews.
While the existing applications of BN models demonstrate that they are flexible and appli-
cable in a wide variety of situations, there has been very little research into the applications of
these networks in the airport terminal management context, with the exception of other research
conducted by the Airports of the Future Complex Systems group (Farr et al., 2013).
2.3.4 Validation and verification of Bayesian Network results
In most cases BN models, like all complex systems models, are adopted because there is little
known about the system they represent, making validation of this type of model very difficult.
However, there is a relatively long history of research on validation, beginning with some
notable work in the 50’s (Cronbach andMeehl, 1955), and consolidated with more sophisticated
work around model-based diagnostics such as goodness of fit (Riedwyl, 1967). Schruben
(1980) provided a method for establishing the credibility of more sophisticated simulation
models, and Carson and Flood (1990) provided an overview of the philosophy and methods
of validating models which was updated in 2002 (Carson, 2002). Straub and David (2004)
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present guidelines for validating models where there are no objective output data against which
to compare predictions, while Forrester and Senge (1979) and Barlas (1996) provide a number
of methods for validating Systems Dynamics models, many of which are directly applicable
to BN models. Of particular interest in this case is the work by Henrion (1987), which shows
how BN models can be validated using scenario analysis as well as other research that takes a
pragmatic approach to validating applied models in different areas using logical and machine
learning methods (Riesen and Serpen, 2008; Serpen, 2010; Moser et al., 2012). There is some
disagreement as to the timing of network validation as well. for example, Boneh (2010) and
Korb and Nicholson (2011) both advocate for a continuous validation approach, whereas in this
thesis an approach is advocated where the model is only validated at the end of a development
iteration. Balci (2013) present a high-level overview of model validation methods that includes
very recent literature, and a set of validation methods with regards to BNs is presented in Korb
and Nicholson (2011).
2.3.5 Information visualisations
Complex systems models generally produce very rich output because of their ability to predict
multiple aspects of system behaviour on a range of time scales, which needs to be presented in a
way that makes model results relevant to end users in the situations for which they need decision
support. If information is not presented correctly, the uptake of the model is greatly affected
(Gonzalez and Kobsa, 2003) or the model itself can be seen as an ineffective interpretation of
the system (Pousman et al., 2007).
There are three elements to visualisations of complex systems models - the style (Adnan
et al., 2007), content (Lam, 2008) and the visualisation environment (Andrews, 1995; Bosch
et al., 2000; Meiguins et al., 2010). Each of these have an influence on the effectiveness of
the visualisation, although some research suggests that despite some very in depth exploration
of visualisation styles (Zeileis et al., 2009; Ihaka, 2003) stylistic elements have almost no
influence if the content and environment are appropriate to the visualisation’s use (Adnan et al.,
2007; Bresciani and Eppler, 2009; Moere et al., 2012). However, even though style does not
generally affect the effectiveness of the information visualisation, Stasko et al. (2000) suggests
that different styles are likely to lead decision makers to different strategies.
There are many applications of information visualisations with research suggesting a range
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of methods for picking visualisation type (Wehrend and Lewis, 1990), or for classifying types
of visualisations (Tory and Moller, 2002; Yi et al., 2008). Despite the extensive work on this
subject, there remains a limited range of methods for visualising BN output compared to other
complex systems models. However, commercial software such as AgenaRisk (2004) provide
some solutions, and researchers have also produced novel BN visualisations by integrating their
output with geographical information systems (Dargusch and Smith, 2012; Peters et al., 2013).
For more examples of visualisations, Korb and Nicholson (2011) provide a good overview of
approaches in Chapter 10 of their book.
2.4 Airport terminal research
Airports have been a subject of interest for a number of decades and researchers from a range
of disciplines have taken different approaches to solving the problems with predicting various
aspects of the behaviour of these systems. The issues around managing airports become more
important as time goes on, with more diverse and numerous passengers travelling by air each
year (Pan and Laws, 2003; Curran, 2012).
A number of different modelling approaches have been adopted in the past, each with a
slightly different focus on representing and predicting airport operations performance.
At the simplest level, queuing models represent how long a queue has become at any time
given the processing time and demand for service (Adnan et al., 2007). These have been applied
to various aspects of airport terminal management, from terminal design (McKelvey, 1988) to
baggage delivery (Tanner, 1966) and security (Gilliam, 1979). While queuing models have
become more rare in recent times, there are more sophisticated approaches being used in similar
systems (Cochran and Roche, 2009). However, there has not been any previous attempt at using
these models for predicting overall performance in airport terminals with a high number of
queuing points.
For detailed models of specific areas within the terminal, simulation based models are
very commonly adopted (Mumayiz, 1990) and have been demonstrated to drive a significant
improvement of performance in airport management (James, 2009). Simulation models of
various types have been applied to airport operations, including security (Wilson, 2004; Pen-
dergraft et al., 2004; Curcio et al., 2004), terminal planning (Jim and Chang, 1998), passenger
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movements (Paullin, 1966; Ma, 2013; Ray and Claramunt, 2003; Kovacs et al., 2012) and
baggage delivery (Brunetta and Romanin-Jacur, 1999).
Agent based modelling is a very common type of simulation model for airport management,
and as such has been applied to such diverse terminals as Baltimore (Pendergraft et al., 2004),
Changi airport in Singapore (Jim and Chang, 1998) and Schipol airport in Holland (Gater-
sleben et al., 1999). The range of regions and facilitation system configurations to which this
technique has been applied demonstrates the robustness of the method. However, satisfying
the requirements of building an agent based model increases in difficulty as the model scope
expands (Bonabeau, 2002). Although there has been significant work in the area to overcome
this problem, such as the Airsim software presented by Fayez et al. (2008) or the ABM library
presented by Verbraeck and Valentin (2002), these solutions do not answer the issue of random
error in the model from unobserved variables. They instead assume that everything about
the system is known. A notable exception to this assumption is recent work by Schultz and
Fricke (2011), who describe a stochastic passenger motion model in which the decisions of
individual agents are divided into short range or long range strategies. In addition, recent
work in the Airports of the Future project has led to ABM simulations based on sophisticated
representations of passenger movement based on unique traits (Ma et al., 2012; Ma, 2013).
While these models are extremely useful in a range of common airport management scenarios,
they have not been used to model the entire inbound passenger facilitation system, nor do they
make any attempt to quantify any aspect of variation due to non-random changes in unobserved
variables. In addition, these models generally rely on a high number of assumptions, and
assigning causal influence is difficult based on ABM output. While authors such as Kocabas and
Dragicevic (2009) and others have applied BNs to ABMs, there have as yet been no attempts to
incorporate the two as a single model.
Another way of looking at how passengers move through the terminal is to use process
models Clymer et al. (1990). One of the early process models is the Simple Landside Airport
Model used to provide an overall view of terminal processes with regards to processing times
and passenger capacity (Andreatta et al., 1999; Brunetta et al., 1999). This relatively well cited
model used a set of deterministic formulae that each represented a specific part of the airport
terminal process, then added the results of each formula together. This is a useful first step in
modelling complicated systems, but it acknowledges neither the relationships between modules
nor the stochastic nature of those relationships. This provides researchers and managers with
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inaccurate predictions of operations as well as lacking any quantification of their certainty.
Other process modelling approaches have examined more specific aspects of terminal per-
formance, such as predicting bottlenecks and passenger flow through analysis of spatial pro-
cesses (Gatersleben et al., 1999; Henderson, 1974). In many ways the airport model presented
in this thesis is a process based model, although it adopts a more sophisticated view of both
the organisational process of passenger facilitation, as well as the underlying processes that
determine how quickly passengers move through the various organisational stages.
A dimension of airport process modelling that is often considered separately is the capacity
of the terminal in terms of the number of passengers it can hold, or how many planes can
land within a certain window of time (Hamazawi, 1992). This feature of airport terminals
is directly linked to how fast passengers can be facilitated, as faster facilitation allows more
planes to land in a shorter time, increasing the theoretical capacity of the airport. It is also
noted to affect the security of the airport, as too many passengers allows unusual behaviour
to go unnoticed. Chun and Mak (1999) used a simulation model to determine the capacity of
the terminal, using relatively basic parameters that did not change over time, and Fernandes
and Pacheco (2002) used a similar approach to demonstrate the efficient use of the terminal’s
capacity under predetermined conditions. In a slightly different application, Solak et al. (2009)
used a model to determine the capacity of the terminal then demonstrated how this knowledge
could be used to design strategies for efficient process management.
Zografos and Madas (2006) outlined how process models can be used to support airport
management decision support systems, and later presented a very sophisticated DSS for pre-
dicting processing times in Athens international airport based on a systems dynamics model
(Manataki and Zografos, 2009, 2010). While this model takes into account the delays associ-
ated with different parts of the passenger facilitation process for both inbound and outbound
passengers, it does not take into account the conditions in which the set parameters are valid.
The modular approach of the model by Manataki and Zografos (2010) demonstrates that such
a structure can be used to represent airport processes, but requires a great amount of expensive
and difficult to obtain system observation to parameterise correctly.
A model that uses this modular approach to gradually increase complexity based on data as
it becomes available rather than requiring specific data collection efforts at the outset would
significantly decrease the cost of creating and applying information synthesis methods for
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complex systems.
While the focus of this thesis is specifically on passenger flows, it is important to note that
there are a number of other dimensions of the airport that have been studied, and these could
be included in future applications of the methods presented. Early overviews of the various
elements of airport research have been covered in Odoni and de Neufville (1991), Tosic (1992)
and Lemer (1992). Chiang (2011) provides a more recent overview of the various types of
decisions and decision support systems used in modern airport terminal management. Crawford
and Melewar (2003) focussed on how passengers behave in airport retail areas, suggesting that
strategies should focus on increasing impulse purchasing, as passengers will not have another
chance to pass through the area. In related work, Holt et al. (2006) used an economic approach
to explore how the process efficiently used available capital in the airport.
Another aspect of passenger processing is the Level of Service, which is defined slightly
differently depending on the organisation using the term. One of the earliest references is Janic
(2003), who provides a guideline for assessing and managing level of service throughout the
terminal. RendeiroMartin-Cejas (2006) produced a model-based view of level of service, which
has been improved upon in later papers (Correia and Wirasinghe, 2007; Correia et al., 2008),
and also applied to passenger expectations of service quality (Fodness andMurray, 2007). Level
of service has continued to be a dimension of interest in airport terminal modelling, with a
sophisticated service model in Harrison et al. (2012).
Security modelling is another popular area of study in airport literature. Lazar Babu et al.
(2006) and Nie et al. (2009) use cluster models to group passengers in terms of security threats,
finding that passengers can be processed more quickly if grouped correctly. Gilliam (1979)
examined queuing models for security checkpoints, and more recently simulation models have
been used to produce more sophisticated predictions of security processing times (Pendergraft
et al., 2004; Curcio et al., 2004). An overview of simulations for predictions of security
processing times is presented in Wilson (2004). Keeping the airport secure requires the use
of a high number of surveillance tools, and research into the most efficient use of these tools
has become very sophisticated. Davies et al. (1995) used Bayesian models in early intelligent
surveillance literature, and more recent literature has used similar Bayesian models to perform
common surveillance tasks, such as detecting abandoned luggage (Grzegorz et al., 2010) and
crowd counting (Fookes et al., 2010; Ryan et al., 2010).
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2.4.1 Legislation and technical documents
Because airports exist in such a complex network of agreements and stakeholders, there are
a number of policies and regulations imposed by regulators. The 1920 Air Navigation Act
(Commonwealth of Australia, 2008) sets out the basic laws for countries that are part of the
international air travel network, and a range of international regulatory bodies have produced
guiding documents for airport terminal planning and development (Federal Aviation Adminis-
tration, 1973, 1975; International Air Transport Association, 1995; Lee et al., 2010). Davidson
and Swanson (1979) presented a set of guidelines for airport management based on service
standards, and these standards are internationally agreed upon in the Chicago Convention (In-
ternational Civil Aviation Organization, 2006).
Australian airport stakeholders are also guided by government documents for operations
specific to the country. For example, Customs presents strategic outlook statements (Australian
Customs and Border Protection Service, 2007), processing guidelines (Australian Customs
and Border Protection Service, 2009c), annual performance reports (Australian Customs and
Border Protection Service, 2009a, 2008) and results of individual performance surveys (Aus-
tralian Customs and Border Protection Service, 2009b). Other stakeholders also produce regular
reports guided by public or commercial reporting standards, such as airport monitoring by
ACCC (Australian Competition and Consumer Commission, 2013), Biosecurity reports by
DAFF Biosecurity ( Department of Agriculture Fisheries and Forestry Biosecurity section,
2013) or shareholder reports by retailers (WDF, 2013), airports (Brisbane Airport Corporation,
2013a) and airlines (Qantas, 2012).
2.5 Summary
While there is an extensive range of research on complex systems modelling, information
synthesis, and BNs there is still much to be learned about how to develop, validate, apply and
visualise BN models that synthesise information from various data sources and provide users
with appropriate information to support uncertain decisions under time pressure.
Airports are an ideal testing ground for developing and applying BN based information
synthesis thanks to their highly complex network of stakeholders, regulations and operational
goals captured in heterogeneous data sets. These features are relevant to a range of common and
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important applications of business process management and crowd control in complex environ-
ments, yet the modelling approach they demand poses a unique set of theoretical challenges.
This thesis explores BNs as a framework to overcome this problem, with novel methods of
developing, applying, validating and visualising them within a wide range of domains.
3 PROCESSING PASSENGERS EFFICIENTLY: AN ANALYSIS OF
AIRPORT PROCESSING TIMES FOR INTERNATIONAL PASSEN-
GERS
Jegar Pitchforth, Kerrie Mengersen, Paul Wu and Clinton Fookes
Figure 3.1: Map of research questions and objectives indicating the role of this chapter.
This chapter has been placed first in this thesis because it motivates the rest of the work
contained, despite it satisfying the objectives of Research objective 2. Firstly, this chapter
demonstrates that many sophisticated models commonly used to examine complex phenomena
are unable to satisfactorily explain and predict system behaviour. This motivates the following
chapters, in which BNs are introduced as a method of predicting system behaviour using all
of the available information from around the system. However, while the models presented
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in this chapter are insufficient for good prediction on their own, they can be used to augment
BN models thereby assisting the information synthesis process and condensing the information
but losing very little. The exploration of these capabilities from a complex systems modelling
perspective goes toward satisfying the objective proposed by Research objective 2.
This chapter is primarily my ownwork, and all figures were created by me. I was responsible
for writing all code for analysis, and the paper was written with significant guidance from
Kerrie Mengersen, Paul Wu and Clinton Fookes. Kerrie Mengersen developed the notation
for the Bayesian models featured in the paper. This chapter is submitted to the Journal of
Transportation Research: Part A.
ABSTRACT
With immense and growing pressure on stakeholders in international airport terminals to process
passengers faster than previously, there is a great benefit to understanding which factors affect
passenger processing times and in which situations. In addition, storing and analysing the
collected data in batch is itself a difficult and time consuming task that could be made much
simpler with sequential analysis.
In this paper we introduce Bayesian hierarchical models as a method of sequentially pro-
cessing data, reducing computation time and obviating storage of large amounts of raw data.
We use a range of exploratory models to identify which variables are important to predicting
passenger processing time using a dataset from a day of operations at an international airport
terminal, then compare a range of regression models. A Bayesian hierarchical regression model
based on the model of best fit discovered through exploration is then applied to two subsets of
data to demonstrate that sequential updating achieves similar results to batch processing and
therefore can be used as an alternative in appropriate circumstances.
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3.1 Introduction
The number of passengers moving through Australias airports puts significant pressure on the
systems designed to record and facilitate their entry into the country, while also managing the
risk of allowing entry to unapproved travellers. With funding being decreased to maintain these
systems, and more passengers from a more diverse range of countries using Australian airports
each year (Curran, 2012; Pan and Laws, 2003), it is of critical importance to understand the
factors involved in determining the performance of these systems and to develop more efficient
methods of analysis and evaluation.
The time taken to process passengers through immigration checkpoints after landing is an
additive sum of the time taken for the passenger to conduct all mandatory processes (such as
disembarking the plane) and discretionary activities(such as buying products in the Duty Free
store). However, the performance of each sub-process cannot be determined directly from read-
ily taken measurements; only the plane landing time and time of the passenger being processed
are measured such that only overall passenger processing time is directly observed. This is a
problem as individual targets are specified for each stakeholder, but different stakeholders are
responsible for different sub-processes of inbound passenger facilitation.
There are, however a number of variables recorded about the passengers arriving at the
terminal and the flights from which they arrived. These variables systematically affect the
time taken for the passenger to move through all these sub-processes, so understanding these
variables is useful for predicting overall processing time. This allows managers of the system to
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adopt effective strategies for reducing predicted processing times below the required targets and
account for variation in expected processing time, so that probabilities pertaining to individuals
can be better estimated.
Another issue is that the operations of the airport generate a huge amount of data on a
daily basis which are difficult to store in the long term. Large datasets are also very difficult
to process, often requiring specialised hardware to cope with the computational requirements
for processing the high number of entries. In current industry practice data are required to be
batch processed, so this problem becomes more difficult to address as time goes on and the
data accumulates, generating larger and larger datasets. However, there are sequential methods
available that do not require a complete historical dataset for useful predictions. Modelling the
data with sequential methods would allow managers to use model output for supporting their
decisions without the need for vary large historical datasets, obviating complicated data storage
and access arrangements.
This paper analyses passenger arrival and flight log data to determine which variables are
important to predicting performance against set targets and passenger processing time, as well
as selecting a model that best fits the data. First we seek to find which set of variables provides
the best fit to the data using exploratory methods. Second, we demonstrate that a Bayesian
hierarchical model based on the variables discovered in the first step can be used to process data
sequentially.
In situations where there is very little known about the dataset, a range of reasonable models
must be selected to determine which set of variables explains the greatest proportion of variance
in the outcome, without adding unnecessary model complexity through variables with low
explanatory power. The possible models arising from the exploratory analysis are compared
to determine the model with best fit to the data. This approach has been used extensively in the
past in situations where very little is known about the importance and structure of variables in
the dataset (McArdle and Ritschard, 2013), but has not yet been applied to airport terminal data.
In this paper we use four approaches to identify important variables for predicting passenger
processing time and determine a preferred model through which predictions can be made. In
the first instance a boosted regression tree is run to determine which variables have the most
relative influence on the processing time, then conditional inference trees are generated to
determine which variables partition the population most effectively with regards to processing
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time. Once the variables of interest have been established through these techniques, we employ
linear regression and multilevel regression models to gain a better understanding of which set of
variables explains the greatest amount of variance in the data without including variables with
low explanatory power, as well as the most useful structure for the variables.
A Bayesian approach is then adopted because it can not only provide the required predic-
tions, but can also naturally facilitate the requirement of sequential updating, also known as
Bayesian learning. The model can also encode the relationships in the data with the capability
of simulating statistically similar data when needed, obviating storage of raw datasets. Another
advantage of this is that it reduces overall computation time by relying on prior parameters
rather than full datasets. We describe this type of model in the methods section, and demonstrate
its use in the context of the case study.
3.1.1 Background: Brisbane Airport
Brisbane International Airport (BNE) is one of a number of major international airports across
Australia that share similar passenger processing systems. As the primary airport for the
Queensland state capital, BNE receives around 4.5 million international passengers each year
on flights from Asia, the Middle East, America, Africa, the Pacific Islands and Europe. Each of
these passengers generates at least one entry in at least five datasets, creating a huge amount of
raw data to be stored for future analysis.
As depicted in figure 3.2, the part of the terminal dedicated to inbound passenger processing
has twelve gates (labelled as gates 75 - 86) at which planes can land, although some gates
cannot have certain plane models assigned to them. Gates are arranged in a row, with the
immigration desk in the middle of this row. This arrangement means that passengers have
different distances to walk before reaching the immigration Entry Control Point (ECP) operated
by the Australian Customs and Border Protection Service (ACBPS), where they are processed
and then considered to officially have entered the country. All passengers have to move through
the duty free shopping area to reach the ECP, although many passengers choose to move through
this area without browsing or purchasing any products. Finally, the path from the gate to
the ECP contains one or more restrooms, which are often used by passengers before moving
through the retail area.
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Figure 3.2: Conceptual map of the area of Brisbane International Airport terminal dedicated to
processing inbound passengers
Beyond the ECP there is a baggage reclaim hall where passengers collect their luggage
from automated carousels, then a secondary examination area where ACBPS and the Depart-
ment of Agriculture, Fisheries and Forestry (DAFF) conduct luggage searches and interviews
with passengers with a high risk of infringing biosecurity regulations or customs laws either
intentionally or unintentionally. While these areas are critical to overall processing time, there
is currently little data available for analysis due to privacy and operational regulations.
Sequential updating to overcome data storage issues
In one day of operations there are around ten thousand entries collected by ACBPS at the ECP.
As in many current data collection systems, the sheer amount of data retained poses a problem
for storage and processing in even enterprise level information systems. This type of issue is
commonly described as part of the big data phenomenon that has been discussed in a range
of media in recent times Rutter (2014); Lohr (2012). One method of overcoming this issue
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is to specify a Bayesian model with an acceptable fit to the data, then estimate a posterior
distribution using using the data at epoch t, say, and use the parameters of this distribution
to describe priors for the analysis of the data at epoch t + 1. The new posterior distribution
obtained at epoch t + 1 is then a combination of information from epochs t and t + 1. The
updated parameters then inform the prior for the model at epoch t+2 and so on. This sequential
updating method does not require the storage of all historical data, with only the parameters of
the posterior distribution from each epoch’s analysis required. Given the cost and technical
difficulty associated with large data warehouses, a method such as this could be extremely
valuable to operational managers working in the passenger facilitation system. Further to this,
a sequentially updated modelling approach allows managers to make predictions about shorter
blocks of time using the same model. For instance, if an unusual event (such as diversion of
flights to the airport from other terminals) causes a spike in passenger arrival numbers, data
collected from the first epoch can be used to predict the outcome of data from the second epoch,
providing managers with evidence on which they can base their operational decisions under
time pressure.
Organisational Targets
The organisations involved in the passenger facilitation process are charged with meeting mul-
tiple targets regarding efficiency, security and passenger satisfaction. For instance, ACBPS are
responsible for accurately monitoring and recording a wealth of inbound passenger details, but
are also required to fulfil their responsibilities within a pre-specified time. However, perfor-
mance in relation to specified targets is not always easily measured.
For example, while queuing time is an important key performance indicator there is cur-
rently no direct measurement of when someone joins the queue to be processed in the airport;
only records of when a plane has landed and when each passenger completes immigration
processing.
In addition to targets that are hard to measure, it is difficult to tell whether passengers are
taking a long time to get through immigration because they are being processed slowly(i.e. for
reasons beyond their control), or because they are choosing to spend a long time on discretionary
activities before entering the queue. The variables identified in these analyses should give some
indication as to where passengers might be getting delayed by identifying features common to
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those sub-processes.
In the following section we outline the analyses used to understand which variables affect
processing time and in which scenarios, then include regression coefficients based on the re-
sults. Having identified a model with optimal fit, we interrogate the results to discover which
factors are most influential to determining the delay in processing associated with any particular
passenger given the information that is currently collected on them by ACBPS and aviation
regulators.
3.2 Methods
3.2.1 Data
Data were drawn from two sources for this exploration, both containing records from 30 Septem-
ber, 2013. The first dataset is the flight log for BNE which is publicly available and includes
information at the flight level on plane landing time, assigned gate, airline, and from which port
the flight left (the embarkation point). The second dataset is collected at the individual level
by Australian Customs as passengers are processed at either manual or automatic immigration
checkpoints and has 8742 complete entries, including information on each passengers age, sex,
nationality and flight number.
The two datasets were combined by assigning flight level information to each row of the
passenger level dataset based on the flight number associated with that passenger in immigration
data.
3.2.2 Variables
The dependent variable, referred to in this paper as processing time, is the time elapsed between
the flight officially landing as recorded in the flight log and the passenger completing processing
at the immigration checkpoint, as recorded in the Customs dataset. Processing time is used as a
discrete variable in relation to targets, and as a continuous variable when only concerned with
time, described in more detail below.
Table 3.1 describes the independent variables in the dataset.
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Variable Name Description
Flight Level Variables
Flight The flight number of the plane landed
Airline The airline responsible for the administration of
the flight
Gate The gate to which a flight is assigned
Embarkation Location The airport from which the plane took off
Congestion The number of passengers in the terminal, as
measured by the number of planes that landed
in the 30 minutes preceding the current flight
landing
Individual Level Variables
Age The age of the passenger in years
Sex The sex of the passenger indicated on their
passport
Nationality The country in which the passengers passport
was issued
Table 3.1: Definitions of variables included in the considered models
Each of the included variables are expected to contribute to variation in processing time
for each passenger for different reasons. There are 44 flights included in the dataset, carrying
between 9 and 372 passengers each. The flight number is used as an identifier for each flight,
and is therefore correlated with the other flight level variables as it perfectly explains all of them
except gate allocation.
There are 16 airlines included in the dataset. The airline is responsible for the unloading of
passengers via the flight’s assigned gate, which includes the time taken to unlock the doors of
the plane and variability in these times are expected to affect processing time. Airlines are often
tied to a particular service region, and therefore this variable is correlated with the embarkation
location of the flight and the nationality of passengers. The variation in processing time between
flights within airline is expected to be random.
The gate assigned to a particular flight affects overall processing time by requiring the
passenger to take more time physically travelling from the gate to the checkpoint. The closest
gate is around 10 metres from the Entry Control Point, while the farthest gates at either end
of the arrival concourse are more than 100 metres away. Given variation in walking speeds
between passengers due to age, reason for travel and group memberships such as travelling
with a school group or tour, the distance between the gate and the ECP is likely to cause a
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significant difference in processing time for certain types of passengers.
The embarkation point is defined by the port from which the plane took off. In many cases
the embarkation point will be correlated with the nationalities of the passengers on board, with
the exception of flights embarking from regional international hubs such as Dubai or Singapore
which collect connecting passengers from many regions. Differences in ACBPS and DAFF
requirements for passengers on flights coming from different regions may affect processing
time as passengers are scanned more stringently when coming from high risk regions which
takes a longer time.
The congestion in the terminal is likely to affect passenger processing time because in higher
congestion states the lines for both mandatory and discretionary activities in the terminal will
be longer, and the terminal itself is more difficult to traverse. This variable is calculated by
counting the number of planes landed in a half hour window before the flight in question.
The age of the passenger potentially affects processing time for a number of reasons. In
some scenarios people of certain ages are unloaded from the plane before or after the rest of
the passengers, such as with very young passengers that require accompaniment from the flight
crew, or elderly passengers who require assistance. First class and business class passengers are
unloaded before other passengers, and there is reason to believe that the age of the passenger
is correlated with the likelihood of flying in these premium classes. In addition, age may be
correlated with the amount of time spent in discretionary activities, such as duty free shopping.
The sex of the passenger is unlikely to have a great effect on processing time on its own, but
may have interactions with other individual level variables such as age and nationality.
The nationality of the passenger is expected to have an influence on processing time at the
checkpoint for two reasons. First, passengers from Australia, New Zealand and USA can use
automated check in while all others are required to be processed through manual checkpoints.
Second, some countries have more stringent visa requirements than others, which take more
time for Customs agents to assess. Passenger nationality is likely to be correlated with the
embarkation point of the flight, as flights from a given region are more likely to be carrying
passengers from that region.
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3.2.3 Data manipulation
Processing time was transformed into two response variables for the purpose of analysis. First,
the data were log transformed as a continuous variable, then second data were discretised into
binary subgroups indicating whether the passenger was processed within or above the target
time. Converting data according to target time is useful to stakeholders as they are primarily
concerned with meeting targets rather than simply reducing overall processing time. The factors
involved in increasing the likelihood of meeting a set target are possibly different to those
driving processing time in an absolute sense, motivating the two types of response variables. In
addition, this target time is susceptible to being changed for a range of reasons which may also
alter the scenarios and factors influencing a positive outcome. This provides further motivation
for modelling overall processing time both with and without reference to targets.
The continuous measurement of log processing time was significantly more normally dis-
tributed than the original data (Kolmogorov-Smirnov D = 0:9998; p < 2:2e   16), but still
significantly different from a normal distribution (Shapiro-Wilks (W = 0:9963; p < 9:03e 10).
The small p-values are not surprising given the very large sample size, so the focus is more on
the improvement in symmetry and reduction of emphasis on extreme values in the data on the
log scale compared to the original scale. Note also that the tree-based models employed below
do not require normally distributed data and the regression-based models require normally
distributed residuals rather than responses, which we evaluate as part of our analyses and
confirm is better met with the log-transformed data (results not shown here).
Plane embarkation point was regrouped into regions to allow for more straightforward
interpretation of model results. The regions are referred to as the Middle East, Australia and
New Zealand, Europe, Asia, South America, North America, Africa, and the Pacific Islands.
These regions are also considered as different by experts working within the airport, and are
used to describe flights and, less commonly, passengers.
Passenger nationality was also grouped into regions for the boosted regression and condi-
tional inference trees, as these models are easily able to handle variables with a high number of
levels. However, for regression models nationality was regrouped to become a binary variable,
with passengers being classified as either Australasian (72.8% of passengers) or Other (27.2% of
passengers). This provided a much better model fit to data, and is supported by the classification
given to passenger nationality by experts when discussing strategic decisions.
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Finally, there were some flight numbers with very few (less than five) passengers assigned
to them. Upon enquiry this was found to be due to code share flights which have a number
of flight numbers and airlines assigned to the one physical plane. Given the small number of
entries with this issue, listwise deletion was carried out at the individual level such that the
number of entries in the dataset decreased by 8 (from N = 8742 to N = 8734).
3.2.4 Discovering data structure and important variables
Regression Trees
To initially explore the relative influence of explanatory variables on processing time, a Boosted
Regression Tree Elith et al. (2008) was constructed from the data. Relative influence is calcu-
lated as the empirical improvement in model fit contributed by a variable over all splits in each
tree in the analysis.
Conditional inference trees were then used to investigate whether certain factors only play a
role in determining processing time in specific scenarios defined by the levels of other factors.
The trees were built on both the discrete and continuous dependent variables using the dismo
(Hijmans et al., 2013) and party (Hothorn et al., 2006) packages in the statistical software R (R
Development Core Team, 2008). The driver of the choice of conditional inference trees over
regression trees was that the factors being considered had a greatly different number of levels.
Linear regression models
Linear regression models were compared for fit to the data as an initial examination of the
dataset. While the data did not meet the underlying distributional assumptions, these models
are relatively robust (Nater et al., 1983) and serve as a useful starting point to understanding the
structure and relative influence of the variables in the dataset. A logistic regression was run on
the same set of models for the binary dependent variable. This type of model predicts the odds
of the processing time being below threshold based on the nominated factors.. The single level
models (Models 1 - 5b) tested are described in table 3.2.
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Multilevel regression models
Given that the data are naturally at two levels of analysis, with individual level variables being
dependent on flight level variables, multilevel regression models were also fit to the data. Simi-
lar to the basic regression models, multilevel regressions were tested in order of complexity to
determine whether the added complexity added a significant amount of explanatory power. The
random effects were specified as the flight number within airline, as each airline is responsible
for a number of flights throughout the day.
Models of best fit were chosen according to adjusted R2, or the Akaike Information Criterion
(Bozdogan, 1987). The adjusted R2 provides a measure of fit to data for linear regression
models, adjusted for the number of parameters included. Similarly, the AIC provides a measure
of model fit to data with a penalty for model complexity, although it cannot be compared to the
null hypothesis and therefore can only be used to compare models relative to each other.
3.2.5 Bayesian hierarchical regression
Determining a preferred model
A preferred Bayesian model was determined by comparing alternatives using the Deviance
Information Criterion (Spiegelhalter et al., 2002). This measure gives an indication of how well
model predictions fit to the data, with a penalty for the number of parameters in the model.
By assessing which model has the lowest DIC, it is possible to determine a model that
balances simplicity with accuracy. Alternative models were chosen based on the findings of the
exploratory models, producing 7 options for possible multilevel explanatory structures, listed in
table 3.2.
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Single level models
Model Variables
1 Null model
2 Nationality + Age + Sex
3 Flight+Airline+Gate+Embarkation Point
4 Variables suggested by conditional inference trees with no interactions
5(a, b) Variables suggested by conditional inference trees with interactions
Multi-level models
Model Random effects Fixed effects
6 Flight
7 Airline
8 Airline + Flight
9 Flight Nationality + Age + Sex
10 Airline Nationality + Age + Sex
11 Airline + Flight Nationality + Age + Sex
12 Airline + Embarkation + Congestion + Gate Nationality + Age + Sex
Table 3.2: Regression models compared in this paper
3.2.6 Sequential updating
The Bayesian hierarchical modelling approach enables sequential updating of the model pa-
rameters and understanding of the factors driving processing time. To demonstrate the process
of sequentially updating the model parameters and corresponding predictions, a Bayesian hier-
archical model was developed using one half of the data, with uninformative priors described
below, and then updated with the second half of the data.
Let yijk denote the log processing time of the ith passenger of the jth flight of the kth airline
in the dataset. The Bayesian Regression model is then expressed as follows:
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yijk  N(ijk; 2y) (3.1)
ijk = 0 + 1k + 2j + 1j  Ageij + 2j  Sex(male)ij (3.2)
+
8X
l=1
3j Nationalityijl
0  N(0; 105) (3.3)
q  N(0; 105) (3.4)
1k  N(0; 21) (3.5)
2j  N(0; 22) (3.6)
where k = 1; :::K;K = Number of airlines
j = 1; :::; Jk; Jk = Number of flights managed by kth airline
i = 1; :::; Ij; Ij = Number of passengers on jth flight
q = 1; :::; Q : Q = Number of individual level variables
 = Random effects slopes
 = Fixed effects slopes
Uninformative prior distributions were specified for overall mean log processing time 0,
between-airline variability 1, between flight variability 2 and within flight variability y.
y  U(0; 100) (3.7)
1  U(0; 100) (3.8)
2  U(0; 100) (3.9)
In the second stage of analysis, these priors were updated based on the posterior estimates
obtained from the first phase. For each simulation 13,000 iterations were run, with a burnin
of 3000 iterations each simulation. All Bayesian regression models were run using the MCM-
Cglmm package in R (Hadfield, 2010)
For exposition these sequential results are compared to the results of batch analysis to
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demonstrate that the findings are equivalent from both methods.
3.3 Results
3.3.1 Binary processing time
Figure 3.3: Number of passengers processed below and above the 30 minute target time, N =
8734, Below 30 mins 6660, Above 30 mins 2074
The group sizes for the discretised data indicate that 76.25% (6660 out of 8734) of passengers
are processed within 30 minutes of landing. This is 18.75% (approximately 1638 passengers)
short of meeting the target set for Customs, and provides motivation for further analyses.
3.3.2 Boosted Regression Tree
Figure 3.4: Boosted regression tree graph of relative influence.
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Figure 3.4 depicts the relative influence of each model factor. The airline responsible for the
flight is the most important variable determining processing time (31.14% influence), followed
by the region of the passenger’s passport (25.71% influence) then the level of congestion in the
airport (15.66% influence). The gate to which the flight is assigned is almost as influential as
the congestion in the terminal (14.28% influence). These four factors combined influence most
(86.81%) of the overall processing time. The region from which the plane embarked has only
8.09% influence on overall processing time, and the age and sex of the passenger combined
have 5.09% influence.
However, these are relatively weak findings as the correlation between the discovered model
and the training data is only 0.57, indicating that the reported influence estimates are relatively
uncertain. A model was also run with the binary nationality variable which did not change
the order of variables, and only slightly changed the values of their relative influence such that
they produced similar inferences from the results. This motivates further exploration of the data
using conditional inference trees to discover more appropriate explanatory models.
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3.3.3 Conditional inference trees
Factors affecting performance against target times
Figure 3.5: Conditional inference tree for binary outcome variable. Airline is the most
important variable in the tree, followed by congestion on the right of the split and nationality on
the left. The gate of the flight and age of the passenger are also included in the tree as variables
predicting the probability of being processed in < thirty minutes.
Results of the conditional inference tree analysis of the binary response are depicted in fig-
ure 3.5. The figure shows which variables best differentiate homogeneous subgroups of the
dependent variable. The first split shows which variable provides the greatest differentiation,
while each following split divides a subgroup of the data according to its position on the
tree. The terminal nodes are thus obtained as a sequence of splits of the variables found
to be important to determining processing time, and provide the probability of each group
of passengers being processed within the target time. According to the tree, airline is the
most important variable determining whether a passenger is processed within the target time.
However, there is no clear qualitative feature upon which groups have been determined i.e. both
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groups contain airlines based locally and airlines that are high and low budget airlines. For those
travelling on the airlines on the left hand side of the tree (Air New Zealand, Cathay Pacific, Air
China, Emirates, Niugini and Vanuatu), a low level of congestion (i.e. less than or equal to three
planes landing in the half hour preceding the current plane) is the next most important factor,
while for those on right hand side airlines (South China, Calidonie, Fijian, Korean, Malaysia,
Qantas, Singapore, Solomon, Thai) nationality is the next most important factor.
There are some particular points of note in the binary tree. First, congestion does not play
a role in cases where the passenger is from a airline on the right hand side of the tree. On the
other hand, it appears that for passengers on faster airlines on the left hand side, high congestion
is likely to affect all individuals in the population, and in cases of passengers with certain
nationalities even low congestion (having at least one other plane landed within half an hour)
affects their likelihood of being processed within the target time.
Another point of interest is that age is only a relevant factor in cases where the passenger
is either younger than 15, or older than 45. For young passengers age only makes a difference
in their processing time when the airport is not congested, and we can assume that in highly
congested scenarios the practical factors delaying young passengers are less salient. For older
passengers age is only relevant if they are on a airline on the right hand side of the tree, with a
nationality from Australia and New Zealand, the Middle East or North America, and at a gate a
long way from the checkpoint.
Finally, it is interesting to note that the effect of the distance between flight gate and the
customs checkpoint is more influential to processing time for passengers on airlines on the right
hand side of the tree than on airlines on the left hand side of the tree.
Passengers in the group represented by node 8 (faster airline, low congestion, from Australia
and New Zealand, Middle East or South America, landing at a gate close to the checkpoint) had
the highest likelihood of being processed within the target time, whereas the passengers in the
group represented by node 13 (slow airline, high congestion, older than 15 from Africa, Asia or
Europe) were most likely to be processed above the target time.
The largest groups in the terminal nodes of the tree were all more likely to be processed
within the target time than above the target time. Table 3.3 describes the group, the number of
people and their likelihood of being processed within the target time.
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Node Number Description N Pr(1)
8 Airline, Congestion, Nationality, Gate 1098 0.041
9 Airline, Congestion, Nationality, Gate 2877 0.126
24 Airline, Nationality, Gate 2196 0.154
Table 3.3: The three most populous groups in terminal nodes of the conditional inference tree
3.3.4 Factors affecting processing time
Figure 3.6: Conditional inference tree for log transformed outcome variable.
As in the binary analysis, airline is the first factor in this tree, although the grouping of these
airlines is different to that in the binary tree. For passengers on both fast and slow airlines, the
nationality of their passport is the next most important factor, although different nationalities
group together depending on the airline of the passenger’s flight. The gate assigned to the plane
is the next most important factor for passengers on the left hand side of the tree, while airline is
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a better grouping factor for those on the right.
Gate, airline and nationality are present at all levels and branches of this tree, with con-
gestion (planes) and the sex of the passenger only becoming useful for describing groups at
the very lowest level, and contributing very little difference in overall processing time between
groups. This is particularly interesting, as the congestion in the airport features highly in both
the boosted regression tree and the binary conditional inference tree. This implies that while
both factors are equally influential, there are specific scenarios where this is the case.
The group with the longest predicted processing time was represented by node 7 ( N = 184,
mean log processing time = 3.802) who were travelling on passports from regions other than
Australasia or North America, landed at gates close to the checkpoint flying either Qantas or
Solomon and had more than one plane landed at the terminal when they arrived.
The shortest predicted processing time is for the group represented by node 39 (n = 1581,
mean log processing time =2.762) who had travelled on Air New Zealand, Cathay Pacific, South
China Airways, Niugini, or Vanuatu airlines and were travelling on passports from Australasia,
Europe or the Middle East.
The largest group by far was represented by node 22 (n = 2091, mean log processing
time = 3.099), who were travelling on Australasian or North American Passports, travelling
with Emirates, Fijian, Singapore or Virgin Australia, and assigned to gates far away from the
checkpoint. The group represented by node 39 (described above) was the second largest, with
all other groupings being less than half the size of the group in node 39.
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3.3.5 Linear regression models
Model R2 adjusted
1
2 0.087
3 0.251
4 0.291
5a 0.336
5b 0.285
Table 3.4: Results of the comparison of linear regression model fits
Analysis of the 6 proposed models (table 3.4) revealed that the model with the top three vari-
ables suggested by the conditional inference trees(passenger nationality, gate and airline) and
their interactions explained a significantly greater amount of variation than the null model
(R2adj = :336).
Model AIC
1 9576.9
2 8936.5
3 7913.7
4 7666.1
5a 7315.7
5b 7494.6
Table 3.5: Results of Logistic regression model fits
A comparison of AIC metrics for a logistic regression on the binary outcome variable finds
that the same model that was identified by the linear regression model comparisons has the best
fit to the data.
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Model df AIC BIC logLik
6 3 8054.612 8075.836 -4024.306
7 3 10090.947 10112.171 -5042.473
8 4 8056.631 8084.931 -4024.316
9 6 7208.902 7251.349 -3598.451
10 6 9375.602 9418.049 -4681.801
11 7 7211.084 7260.606 -3598.542
12 25 7292.452 7469.263 -3621.226
Table 3.6: Multilevel model fits
Model Random effects Fixed effects DIC
6 Flight 7895.624
7 Airline 10025.820
8 Airline + Flight 7895.629
9 Flight Nationality + Age + Sex 7018.202
10 Airline Nationality + Age + Sex 9281.401
11 Airline + Flight Nationality + Age + Sex 7018.528
12 Airline + Embarkation + Congestion + Gate Nationality + Age + Sex 8040.190
Table 3.7: Comparison of possible Bayesian models to determine a preferred model based on
fit to data.
Multilevel model with individual level variables grouped by flight
An analysis of the multi level models found that the best fitting model was that with flight
as the only random effect, and all individual level variables as fixed effects (AIC = 7208.902,
log likelihood = -3598.451). The multilevel model with all seven variables specified produced a
model with a lesser fit to data than that with only flight and airline as the random effect variables
(AIC = 7292.452, log likelihood = -3621.226).
3.3.6 Bayesian Hierarchical model selection
The results suggest that models including flight number as the random effect, with individual
level factors as the fixed effects produce the best fit to data (see table 3.7).
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3.3.7 Sequential analysis using Bayesian Hierarchical Regression
As described in section 3.2, the posterior distributions for the fixed and random effects obtained
at epoch 1 were used as priors for the second epoch, such that the prior distributions were
updated to those in equations 10 and 11:
1 N( = :06486;  = 0:01219593) (3.10)
i N( = 0:1308;  = 0:01092729) (3.11)
Epoch 1 Epoch 2
Flight Posterior Mean 0.07227 0.07265
Flight 95% CI 0.0311 - 0.1287 0.0301 - 0.1267
Nationality Posterior Mean -0.240312 -0.241169
Nationality 95% CI -0.267371 - -0.216823 -0.269703 - -0.215517
Age Posterior Mean -0.002717 -0.002693
Age 95% CI -0.003315 - -0.002192 -0.003296 - -0.002092
Sex Posterior Mean -0.077106 -0.077503
Sex 95% CI -0.095728 - -0.052589 v
DIC 3735.198 3730.41
Table 3.8: Comparison of means and credible intervals from epoch 1 and epoch 2,
demonstrating a slight increase in model fit and slight reduction of the range of the credible
interval
The DIC was reduced slightly from 3735:198 at epoch 1 to 3730:41 at epoch 2, and 95%
Credible Intervals were reduced slightly as well (see table 3.8). In addition, the posterior means
and 95% Credible Intervals from sequentially processed data and the batch processed data are
very similar.
All fixed effects variables were significantly related to processing time, such that processing
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times were lower for older passengers (posterior mean = -0.002693, 95% CI = -0.003296 - -
0.002092, p < 0:0001), with passengers from Australia and New Zealand as opposed to all
other countries (posterior mean = -0.241169, 95%CI = -0.269703 - -0.215517, p < 0:0001), and
when the passenger was male (posterior mean = -0.077503, 95% CI = -0.099420 - -0.056945,
p < 0:0001). A posterior predictive test found that 94.91% of the observed values fell within
the values indicated by the 95
3.4 Discussion
The findings of the boosted regression tree suggest that the airline controlling the flight is
a central variable determining processing time, which supports the notion of a hierarchical
structure where the states of many variables are conditional upon airline and suggests that airline
controlled processes may contribute to a significant amount of variation in processing times. As
plane unloading time is the only part of the process directly controlled by the airline, there is
evidence to suggest that this process is possibly the underlying source of variance in processing
times. The nationality of the passenger is the second most important variable, but there are a
greater number of explanations for this influence. Passengers of different nationalities vary in
their likelihood to travel in a group, spend time shopping in Duty Free and have different visa
requirements, all of which contribute to variance in processing time to an unknown degree.
The conditional inference trees showed airline to be the primary variable for grouping
passengers by both processing time and by likelihood of being processed within the target
time, although different airlines were grouped together. This suggests that passengers from
some airlines may be slower on average to be processed compared to others, but are reliably
processed within the target time while passengers on other airlines are processed quickly most
of the time, but greatly exceed the target time on certain occasions. This is an important finding
for managers, as the airlines that appear on the left branch of the root node in the processing
time tree but not in the same branch of the discretised target time tree are likely to appear to be
processing passengers faster and therefore less problematic to manage, however may in reality
be contributing more issues than airlines which appear to operate more slowly.
The linear regressions tested each explained a greater amount of variance than the null
model, but their fit to the data was too poor for use in operational management. The model
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with the best fit was that including the variables suggested to be important by the conditional
inference trees and their interactions (model 5a). However, even this model has a relatively poor
fit to the data, and cannot be used reliably for operational management purposes.
Given the structure of the data discovered through exploratory analyses, a multilevel mod-
elling approach was anticipated to be able to explain differences between passengers on the
individual level. Entries were grouped by flight within airline, as tests of model fit showed
that grouping the entries in this way improved model fit, and that this grouping accounted for
all flight level variables. Given that these variables were accounted for, it is expected and
confirmed that the model with both flight and airline as random effects with individual level
variables (model 11) provided the closest fit to the data.
The Bayesian hierarchical regression models demonstrated a good fit to the data and also
presented a number of advantages over multilevel modelling in a traditional frequentist (max-
imum likelihood) framework, including more direct quantification of uncertainty around esti-
mates based on the posterior distribution, and the flexibility of the framework to changes in the
data structure or collection process.
3.5 Conclusion
The example of sequentially updating priors with a Bayesian hierarchical regression model
using the posterior distribution from one epoch as the prior for the next demonstrates how
the approach incrementally increases the model fit to the data, and reduces the uncertainty in
posterior predictions. Also of interest is that the result of this process is very similar to the result
gained by batch processing the data, supporting the claim that sequential processing of airport
data is a useful alternative that overcomes the issues of storing large datasets and expensive
computations.
While the current analysis is based on a very large dataset, there are more data collected
from throughout the passenger facilitation process which could be used to gain a greater under-
standing of system behaviour with consideration for privacy and deidentification issues.
Each of the variables examined in this paper may affect these times differently, and this led
us to analyse the data from Brisbane International Airport using a range of models. Future work
could explore a wider set of variables that reflect further attributes of flights and passengers,
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as well as a wider range of models that may also be appropriate to the data structure such
as survival models. While there is still much to be understood about which variables affect
processing time and in which situations, this paper provides evidence that statistical models of
airport systems and with a sequential processing approach are useful for interpreting real airport
data.
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4 THE COMPLEX ORGANISATIONAL SYSTEMS MODELLING
PROTOCOL: A MODEL DEVELOPMENT PROTOCOL FOR DE-
VELOPING MODELS INCORPORATING DIVERSE DATA SOURCES
Jegar Pitchforth, Paul Wu, Clinton Fookes and Kerrie Mengersen
Figure 4.1: Map of research questions and objectives indicating the role of this chapter.
This chapter addresses Research Question 1, Objective 1 (see fig. 4.1) by introducing a novel
model development framework for building BN models of complex, multi-stakeholder systems.
This framework, along with a description of how its use in modelling airport terminal operations
provides a method for researchers to create BN models for a wide range of systems. Three
existing protocols are combined into a single iterative sequence that gradually builds model
capabilities while maintaining a high model fit, rather than building a model with a full set of
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capabilities first, then increasing predictive validity.
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ABSTRACT
Large complex organisational systems raise issues with integrating knowledge and data as it
is distributed across numerous sources and controlled by multiple stakeholders. Researchers
would benefit from a deeper understanding of how to develop models appropriate to a set of
stakeholders in complex socio-technical systems. For system stakeholders to understand as
much as possible about their operations, the knowledge collected from various sources needs to
be integrated into a coherent representation of system behaviour. The synthesis of information
from diverse organisational areas achieved through the presented protocol allows new insights
to be gained that can be used by managers to make more effective decisions. This paper
introduces the Complex Organisational Systems Modelling (COSM) protocol, a framework for
gathering and analysing diverse information using Bayesian Belief Networks in cases where
there are many available data sources from multiple stakeholders. A case study from modelling
inbound passenger facilitation at Brisbane International Airport is presented as an example of
implementation. We illustrate how the integration of existing protocols creates a single iterative
set of steps that produces rich, valid and relevant models for multiple system stakeholders.
74
KEYWORDS
Bayesian Belief Network, application, airport, development, synthesis
4.1 Introduction
In complex organisational systems (Rouse, 2007) there are multiple sources of data with varying
levels of detail and bias. Given the attributes of complex systems such as emergent behaviour
(Bonabeau, 2002), feedback loops (Kirkwood, 1990) and cascading failures (Crucitti et al.,
2004) that make them particularly difficult to model, it is useful to understand how to create
statistical models that combine the knowledge of multiple system stakeholders into a single
representation of the system. In many organisational systems complexity stems from the com-
peting yet complementary goals of multiple stakeholders operating in an environment where
drivers of variation are ill-defined. Synthesising the information spread across an organisational
system has the potential to provide a greater number of rich insights than individual datasets
evaluated in isolation. By combining and cross-validating datasets we can check where bias
lies, determine the importance of latent and observed variables, and make fast and accurate de-
cisions about complex system processes based on real-time data. As organisations and systems
gather and store more data than in the past, it is becoming more necessary to develop models
that combine and analyse complex and distributed information for rich insights that support
operational decisions.
Like airports and other critical infrastructure, many modern complex organisational systems
have a number of stakeholders working within them, who each collect data relevant to their
specific operations within the system and would benefit from the integration of this knowledge
into one framework. The hierarchical and complex system structures require methods that allow
for each dimension of the system to be described and integrated sequentially as the information
becomes available. The development of such a protocol is useful to managers of complex
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organisational systems that need to be able to make quick and accurate decisions to produce
desirable system behaviour based on integrated information from multiple sources. However,
despite the proliferation of data collection efforts in many industries (Shmatikov, 2011) there
remain significant challenges to structuring and interrogating data in a way that is meaningful
to end users (McIntosh et al., 2011).
4.1.1 Airport models
Airports are complex organisational systems that play a critical infrastructure role at a national
level. More passengers travel by air each year (Curran, 2012) from a more diverse range of
countries (Pan and Laws, 2003), motivating the need for a greater understanding of airport
system behaviour. A broad range of airport models have been presented in the past, addressing
a number of dimensions of airport terminal operations.
Queuing models represent how long a queue has become at any time given the processing
time and demand for service (Adnan et al., 2007), and were among the earliest approaches
to modelling airports. However, despite more sophisticated approaches being used in similar
systems (Cochran and Roche, 2009), it is extremely difficult to use these models for predicting
overall passenger facilitation performance in airport terminals with a high number of queuing
points that are each affected by a complex network of interacting factors. Simulation models
of various types have been applied to airport operations, including security (Wilson, 2004;
Pendergraft et al., 2004; Curcio et al., 2004), terminal planning (Jim and Chang, 1998), pas-
senger movements (Paullin, 1966; Ma, 2013; Ray and Claramunt, 2003; Kovacs et al., 2012)
and baggage delivery (Brunetta and Romanin-Jacur, 1999). Of the simulation based models,
agent based modelling is the most common and has been applied to a number of terminals such
as Baltimore (Pendergraft et al., 2004), Changi airport in Singapore (Jim and Chang, 1998) and
Schipol airport in Holland (Gatersleben et al., 1999). However, the task of building an agent
based model increases in difficulty with the model scope (Bonabeau, 2002). While these models
are extremely useful in a range of airport terminal space and resource management scenarios
they do not take a holistic approach to the overall airport system, nor do they make any attempt
to quantify any effects of latent variables.
Process models are another popular method of modelling the structure and behaviour of
airports Clymer et al. (1990). These models define the system in terms of its processes, with
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much less attention paid to the attributes of the passenger than agent based models. Zografos
and Madas (2006) outlined how process models can be used to support airport management
decision support systems, and later presented a very sophisticated DSS for predicting processing
times in Athens international airport based on a systems dynamics model that allowed for a
range of system configurations, such as the number of open counters(Manataki and Zografos,
2009, 2010) Many process models of airport terminals are modular (Andreatta et al., 1999;
Brunetta et al., 1999; Manataki and Zografos, 2009, 2010), reflecting the division of the real
system into functional areas. While the modular approach is useful for overcoming the high
set up investment required by agent based models, it acknowledges neither the relationships
between modules nor the stochastic nature of those relationships. The result is that researchers
and managers gain inaccurate predictions of operations without any quantification of predictive
certainty.
Despite this weakness, a model that uses this modular approach to gradually increase com-
plexity based on data as it becomes available rather than requiring specific data collection efforts
at the outset would greatly decrease the cost of creating and applying information synthesis
methods for complex systems. However, rather than creating modules reflecting the operation
of a specific system area, modules should represent a specific dimension of system behaviour
but include all functional areas. A development protocol for this type of complex system should
reflect this approach by incrementally building model capability.
4.1.2 Information synthesis
There is a large body of literature on methods for combining knowledge on a topic into one
coherent picture. Often different terms are used to describe this process in different contexts
(Greenhalgh andWieringa, 2011), despite previous attempts at defining a conceptual framework
for exploring the activity (Graham et al., 2006). For example, the term knowledge integration
is typically used to refer to the process of how people combine scientific facts into a wider con-
cept (Schwendimann, 2013; Songer and Linn, 1991; Pisano, 1994), while the term knowledge
management is more common in computer science (Mulyono et al., 2013; Fulop et al., 2013)
and business (Grant, 1996; Nordin et al., 2013) domains. Evidence synthesis is a term used in
many modern medical contexts (Presanis et al., 2013; Jackson, 2013), commonly referring to
the combination of study results and increasingly addressed from a Bayesian perspective.
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In most cases the terms are used to refer to a similar process, which we refer to as informa-
tion synthesis as a general term encompassing this activity in any domain.
Many of the existing methods of information synthesis concentrate on methods of combin-
ing experimental, particularly randomised controlled trial study results. The large majority of
applications of information synthesis methods come from medical literature, and are relevant
to these types of studies. There are, however, a number of methods applied in more general
domains. Grant and Booth (2009) presented an analysis of 14 types of review with a com-
mentary on their intended purpose, strengths and weaknesses. Given that a good and relatively
recent description of review types already exists, here we examine some of the most common
approaches relevant to the current information synthesis protocol.
The most common and most traditional approach to synthesising information is the literature
review. These are present in most published articles, and serve to summarise relevant literature
in a narrative form. There are a number of books and papers on how to write effective literature
reviews (Ridley, 2012; Booth et al., 2011) providing a step by step approach for finding and
summarising literature. Recognising the difficulty in presenting a coherent and effective liter-
ature review, Saad et al. (2013) describes a visualisation tool called VisNavi that supports the
creation and writing process.
A more structured form of literature review is the systematic review and meta-analysis.
Systematic review is an approach to information synthesis that involves choosing a priori search
terms as well as inclusion and exclusion criteria for discovering literature around a specific
topic. Pettman et al. (2013) discuss systematic reviews and how they differ from other evidence
synthesis methods, with a focus on transparency and reliability, providing a set of steps that can
be undertaken for an effective systematic review.
To make use of the time investment required for systematic reviews, most researchers also
include a meta-analysis of the discovered papers. The goal of meta-analysis is to quantitatively
combine the results of studies with respect to an outcome of interest such as a biological
or physical effect or the relationship between two variables (Hedges, 1982; Pitchforth and
Mengersen, 2012). This method is used in a wide range of fields, including medical research
(Dersimonian and Laird, 1986; Sutton et al., 2000), ecology (Koricheva et al., 2013), crim-
inology (Mazerolle et al., 2013) and business (Stam et al., 2014), and is commonly based
on the guidelines published by the Cochrane Collaboration ( Cochrane Collaboration, 2011).
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Using meta-analysis it is possible to not only determine an overall effect, but also to examine
the likelihood of publication bias and determine future research paths. While the approach
is very powerful, it requires comparable quantitative data or statistics from each study and is
based on relatively strict models and assumptions. This limits its applicability in more complex
situations.
Rapid reviews were introduced as a response to the long lead times associated with tradi-
tional literature reviews, systematic reviews and meta-analyses. While there are few published
sources formally defining the rules of good rapid review, Khangura et al. (2012) recently pre-
sented a rapid review protocol with a demonstration applying the method in a health care context
and successfully applied this method over two years (Khangura et al., 2014). While there has
been some criticism of the method’s prioritisation of speed over comprehensiveness, there has
been useful work conducted into translating the knowledge from rapid reviews into evidence-
based decisions (Thigpen et al., 2012).
A more sophisticated approach to information synthesis is known as Bayesian evidence
synthesis, and provides much more flexibility than meta-analysis without losing significant an-
alytical power. Jackson (2013) describe how complex models can be calibrated using Bayesian
evidence synthesis by making use of an algorithm based on a graphical model. These graphical
models can be general, or specifically constructed as Bayesian Belief Networks, also known as
BNs (Ni et al., 2011). This approach produces very rich output as evidenced by the range of
applications it is applied to such as Presanis et al. (2013), who explore conflict diagnostics or
Bujkiewicz et al. (2013) who explore the reduction of uncertainty gained through the method.
Sutton et al. (2012) provide a good overview of Bayesian methods of evidence synthesis, and
also point out that meta-analysis can also be made more flexible by using a Bayesian approach,
such as the method outlined in Pitchforth and Mengersen (2012).
4.1.3 Bayesian Networks
BN models such as those first introduced by Pearl (1987) are a method of encoding information
from various sources as a core framework for developing models of systems with multiple
stakeholders and associated data sources. BNs are Directed Acyclic Graphs depicting condi-
tional probability structures. BN models can be used to integrate datasets with varying levels
of certainty (Aguilera et al., 2011) for multi-criteria decision problems (Moglia et al., 2012;
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Xie and Thomas Ng, 2013). They can be applied in the context of modelling systems with
multiple stakeholders, such as those common in environmental management (Farmani et al.,
2009; Landuyt et al., 2013) or software development (Hu et al., 2012). In a BN the graphical
model structure is coupled with a probabilistic framework for quantification of the model, where
the quantification may be achieved using a range of information types and sources such as raw
data, statistical model output or expert elicitation. The model can then be used for estimation,
inference and scenario evaluation where the latter is effected by manipulating the graph and/or
the probabilities. The statistical power and flexibility of BN models along with their ability to
easily encode information from other models and datasets make them an ideal base from which
to build complex models for use in research, simulation and group decision support.
While extensive literature exists on using Directed Acyclic Graphs such as BNs from a
methodological point of view, little has been written about how these models can be practically
created with collaborative input from multiple stakeholders when roles in the system overlap or
are not clearly defined. As such, there remains a gap in the literature on developing BNs for
use in information synthesis for decision support in systems that have ill-defined features and
multiple stakeholders with independent outcomes of interest.
Drawing from recent Bayesian evidence synthesis literature, we propose that a complex
systems approach using a BN as a base framework can be used to describe and predict the
operation of such systems in a way useful to decision makers based on available data. The
capabilities of BNs are very useful for modelling complex organisational systems such as
airports, where multiple stakeholders operate together in one piece of critical infrastructure
and have no current way of sharing knowledge between organisations.
Related work in model development protocols
Given the gap in existing literature, we present a protocol for building BN based models with
collaborative input from multiple system stakeholders. In the first steps of delineating such a
strategy, Myers et al. (2012) sought an iterative approach to learning from data using evolu-
tionary algorithms. Following from this, Refsgaard and Henriksen (2004) proposed a termi-
nological framework for model development which suggested a cyclical process of analysis,
programming, set-up and simulation. They stress the need for internal consistency, assessments
of uncertainty and continuous interaction between modellers and end users in successful model
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development. More recently, McIntosh et al. (2011) described some of the challenges of inte-
grating knowledge about multi-stakeholder systems. They recommended a series of initiatives
to improve the development process, including combining data, use of scoping documents,
iterative development and systematic assessment of uncertainty in the data.
Soon after the development of the terminological framework by Refsgaard and Henriksen
(2004), Jakeman et al. (2006) proposed ten iterative steps for model development in a paper that
has been widely used for applied modelling efforts, especially in environmental management
models (see for example (Iovine et al., 2007; Gallagher and Doherty, 2007; Seppelt et al.,
2011)). Korb and Nicholson (2011) and Boneh (2010) also propose iterative methods of BN
development. The protocol by Jakeman et al. (2006) provides an overall plan for iterative
model development, but it is specific to ecology and does not acknowledge the important role
stakeholders necessarily play in development of practical models. However, this protocol could
also be usefully applied to complex organisational systems.
Further to this, Voinov and Bousquet (2010) proposed a set of steps that should be used to
build and manage stakeholder participation in the model development process. This protocol
provides good guidance on working with stakeholders but pays little attention to how this practi-
cally integrates with modelling methodology requirements. Aguilera et al. (2011) proposed four
steps specific to the development of BN models based on systematic review of environmental
modelling applications. However, this protocol focuses solely on the technical aspects of BN
development and does not address the practicalities of model creation in conjunction with
stakeholders. The steps outlined in these three papers are depicted in Figure 4.2. While there
is a wider range of model development protocols than addressed here, the three adopted in this
case are selected for their relevance to model development in multi-stakeholder systems. While
more recent research such as Martin et al. (2012) provides more information on specific steps
in more detail, the goal of the current research is to tie together the range of work on each step
into a single practical protocol.
As can be seen in Figure 4.2, although there are some shared stages of the three protocols,
they have not been integrated in a way that allows the strengths of one protocol to overcome the
weaknesses of the others. The features and capabilities of models produced by the combina-
tion of these three protocols are therefore potentially useful in complex systems with multiple
stakeholders if a coherent and comprehensive development protocol is adopted.
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Figure 4.2: The model development frameworks by Jakeman et al. (2006), Aguilera et al.
(2011) and Voinov and Bousquet (2010), with description of which steps are shared based on
their descriptions.
4.2 The Complex Organisational Systems Modelling protocol
The protocol proposed in this paper is designed to facilitate the development of models of
complex multi-stakeholder systems using BNs as a core architecture. There are eleven steps to
the model which are outlined in this section.
1. Identify and invite stakeholders, as suggested by Voinov and Bousquet (2010)
2. Define model goals as recommended by Jakeman et al. (2006), Voinov and Bousquet
(2010), and Aguilera et al. (2011)
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3. Specify modelling context including scope and scale as recommended by Jakeman et al.
(2006)
4. Conceptualise system with BN structure, based on the recommendations of Voinov and
Bousquet (2010) and Aguilera et al. (2011)
5. Identify available data and expert knowledge relevant to the current model structure as
suggested by Jakeman et al. (2006) and Voinov and Bousquet (2010)
6. Process data and expert opinion with statistical models and discretise, as suggested by
Voinov and Bousquet (2010) and Aguilera et al. (2011)
7. Refine model structure and learn parameters from data as recommended by Jakeman et al.
(2006), Voinov and Bousquet (2010), and Aguilera et al. (2011)
8. Verify and validate the model, providing uncertainty estimates as suggested by Jakeman
et al. (2006) and Aguilera et al. (2011)
9. Interrogate the model and simulate output as recommended by Jakeman et al. (2006) and
Voinov and Bousquet (2010)
10. Present the results through tailored visualisations of model output as proposed by Jake-
man et al. (2006) and Voinov and Bousquet (2010)
11. Analyse the model and discuss feedback from stakeholders as proposed by Voinov and
Bousquet (2010)
The eleven steps form a cyclical process shown in Figure 4.3 that can be carried out as many
times as required to achieve a model that captures all relevant system dimensions to be used by
stakeholders to support decisions.
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Figure 4.3: The eleven steps of the iterative model development process
A demonstration of the protocol is provided in this paper through a case study using data
from Australian airports.
4.2.1 Airport Case Study
Airport terminals are complex systems made up of a number of complex processing subsystems,
consisting of a broad range of variables that each have a number of non-linear relationships
with each other. The Airports of the Future (AotF) research program was approached by
Australian Customs and Border Protection Service (ACBPS) to model the system of processing
inbound international passengers in order to improve performance and reporting standards. The
inbound passenger facilitation system at Australian airports is a nationally standardised and
highly regulated system. Passengers are delivered by planes embarking from other countries,
then go through a standardised set of procedures such as passport checks, collecting baggage
and declaring goods. These steps are organised into four functional areas according to the
processing activities that occur within them:
CHAPTER 4. A MODEL DEVELOPMENT PROTOCOL FOR INCORPORATING DIVERSE
DATA SOURCES 85
1. The Arrival Concourse, which connects gates to the Entry Control Point Area and con-
tains restrooms and usually a Duty Free Shopping space.
2. The Entry Control Point which contains a queuing area leading to a set of checkpoints
where passports and travel documents are recorded. In Australia these checkpoints may
be automatic or manually operated.
3. The Baggage Collection Area which contains a set of conveyor belts to deliver passengers
their bags after being unloaded from the plane.
4. The Secondary Examination Area which contains a queuing area and two sets of check-
points for interviewing passengers and checking baggage.
A number of stakeholders are responsible for the effective and efficient operating of this
system in each functional area including airline operators, airport operators, ACBPS and De-
partment of Agriculture, Fisheries and Forestry Biosecurity Division (DAFF) among others.
Each group has different responsibilities throughout each of the four areas of the passenger
facilitation system.
The stakeholders involved in the systems operation have a range of performance indicators
relevant to their role within the system. Each stakeholder collects some form of data on its
operations, including immigration records of individual passengers, baggage delivery records
and annual records of reasons to travel into Australia. The data collected informs reporting on a
range of Key Performance Indicators (KPIs), such as facilitation rate (passengers processed per
minute), proportion of passengers inspected, arrests and queuing times.
In addition to their operational responsibilities, each stakeholder maintains one or more
Service Level Agreements with other companies and government agencies to execute specific
operations, record specific measurements or share specific data. These agreements allow a
single stakeholder already directly involved in the process to oversee a set of legally mandated
processing operations in the place of multiple organisations. In addition, there are a number of
recommendations made by ICAO (International Civil Aviation Organization, 2006) and Aus-
tralian National Audit Office (Australian National Audit Office, 2010) regarding international
processing time standards, as well as a number of other standards such as immigration alarm
sensitivity or biosecurity risk that conflict with processing time. The combination of all these
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obligations mean that a large volume of data is collected by multiple stakeholders regarding
organisational performance in meeting mandated or recommended targets.
However, despite the proliferation of measurement activities, most datasets are collected
and stored independently, with no formal arrangements outside of Service Level Agreements
for sharing either raw data or analytical results. Further to this, each organisation has no way
of communicating relevant analytical results to other stakeholders without a model or set of
models to interpret their findings. However, the complex nature of the system means the choices
of one stakeholder affects the performance of all other stakeholders which potentially leads
to suboptimal system performance. A method of communicating the impact of operational
decisions between stakeholders allows model users to collaboratively manage the performance
of the overall system more effectively than each managing specific dimensions of the system
independently.
Another issue faced by Brisbane International Airport stakeholders and common to many
complex organisational systems is that understanding of critical aspects of the system’s opera-
tion and behaviour is held solely by experts. In some cases a single expert has been responsible
for operation of an area for as long as the area has existed. Many of these experts are either ready
or preparing for retirement, or may not be available due to shift schedules or unusual events in
the airport. There is a great advantage to mitigating the risk of losing expert experience, and it
is a non-trivial question of critical importance to answer how knowledge held by experts may
be captured for future use in the organisation after the expert has left.
Examples from the airport case study are used to demonstrate the application of the COSM
protocol. The case study model was developed using four iterations of the eleven steps. The
iterations can be described briefly as:
1. Exploratory research and describing the system
2. Extending model scope
3. Extending model capabilities
4. Multi-dimensional model based on underlying probability framework
The first iteration was determined before the commencement of the project as a logical
starting point for development. Following the completion of this iteration, it was evident from
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stakeholder feedback that a wider model scope was required to fully understand the behaviour
of the specific system section with which the first iteration was concerned, so the focus moved
to extending the model’s scope. Once a full understanding of the system was gained it was
evident that more work was required to meet stakeholder use case expectations. Finally, once
the whole system was represented with a model that directly answered use case requirements the
final iteration focussed on matching model inputs and outputs with the array of data available
and the range of questions that needed to be answered.
1. Identify and invite stakeholders: Often the first iteration of model development is insti-
gated by a principal stakeholder, but the researcher should also be concerned with discovering
which other stakeholders are likely to have relevant input to the current stage of the model. In
the case of the inbound passenger facilitation model, ACBPS initially approached AotF with the
original modelling problem and organised funding for the first round of model development with
the support of the National Passenger Facilitation Committee. A snowball sampling strategy
(Goodman, 1961) is useful in later development iterations, allowing successful presentation of
the existing model to build interest in expert participation in later iterations. For example, once
ACBPS understood the data required for supporting the model through the initial iteration of
model development they were easily able to identify other stakeholders that would be most
likely to supply that data. Various research has examined methods of building and maintaining
stakeholder engagement, such as Martin et al. (2011), who developed a computer game to
facilitate expert elicitation, or Etienne et al. (2011), who used a framework called ARDI to
guide expert elicitation.
2. Define model goals: Aguilera et al. (2011) defined four possible model goals for
BNs including inference, classification, characterisation, and regression although these can be
combined in individual models. In the case study, the first iteration goal was inference of
likelihood of meeting KPI targets in the Entry Control Point (specifically 92% of passengers
through the ECP within half and hour of landing). However, in later iterations the goal became
inferring demand on resources over time given resourcing decisions such as long term staff
duty planning or mitigating the effects of off-shedule arrivals. A secondary goal of flight
classification was also determined necessary in the third and fourth development iterations.
Ideally model goals should be determined through some form of group consultation, such as
Use Case Scenario workshops (Rolland et al., 1999).
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3. Specify modelling context including scope and scale: There is very little guidance
in the literature about the process of specifying correct scope and scale of a model. In this
case, the scope of the model is the boundaries of the system to be considered and is defined
by what is and is not included in the model. The scale of the model refers to the units of
analysis, with smaller units being considered small scale, or low-level. In the case study the
model originally encompassed only the scope of the Entry Control Point, but in later iterations
this was expanded to all four functional areas. The scale of the model was originally unclear
based on the framework provided by Hargreaves (2008), so was more clearly defined in later
iterations to specifically refer to analysis at the planeload level. While there is no absolute
rule to determining appropriate levels of these aspects of the model, it is important that their
selection is in line with the model goal decided between stakeholders for that iteration.
4. Conceptualise system with BN structure: The structure of the BN model is the factors,
or nodes, that are included and the specific relationships between them. The basis of structure
development can be based on reinterpretation of existing models, or on expert elicitation. In
the first iteration of the case study model (figure 4.4), the structure of the network was based on
translating the factors and relationships included in Hargreaves (2008), with additional nodes
included based on notes from the report. Later iterations (figures 4.5, and 4.6) were based on
a combination of expert elicitation and translation of legally specified processes and business
process models into a BN structure. In BN models the parameterisation of the model is entirely
dependant on the model structure, so it is important to have agreement from all stakeholders in
this step of development.
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Figure 4.4: The Bayesian Network model structure of the Entry Control Point process from
iteration 1. Node colours represent which stakeholder has control over the performance or
knowledge of that system attribute such as airlines (orange), ACBPS (blue) or other stakeholders
(orange and yellow). The numbers labelled on certain nodes represent the reference number for
that measurement in the Hargreaves (2008) report.
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Figure 4.5: The BN model structure of the Entry Control Point process from iteration 2.
Rectangles represent Bayesian Network objects storing complex network structures, with only
the input (dotted line bordered nodes within objects) and output (solid line bordered nodes
within objects) nodes shown in the graph. The network shown is also treated as an object such
that all functional areas are integrated into a single model.
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Figure 4.6: The BN model structure of the Entry Control Point process from iteration 4. Pink
nodes represent passenger attributes, while other coloured nodes represent attributes of specific
subprocesses, such as automatic immigration checks (green) or manual checks (blue). Colours
are used in this model iteration to make reading the graph easier by relating nodes to the system
directly.
5. Identify available data and expert knowledge relevant to current structure: This
step varies greatly depending on the number of stakeholders involved, their engagement with
the project and the determined scope of the model. It is recommended that the first stage of
this step is to create a list of ideal data that would be used to inform a model fulfilling the
goals defined for that model iteration, and ask stakeholders whether this is available. In many
cases, stakeholders do not have the required data within their own collection, but will know
which stakeholders are collecting it, which provides a direction for future engagement. In
the first iteration of the case study, only expert opinion was identified in order to minimise
stakeholder commitment. However, with each successive iteration more data was identified and
made available as stakeholders began to understand what kind of information was useful to the
model and how it could affect decision making.
6. Process data and expert opinion with statistical models and discretize: While it is
not always necessary to have discrete nodes in BN models, this method is the most common
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in current practice (Uusitalo, 2007) and is best performed at this stage of the development
cycle. As such, data gained from experts must be appropriately processed to provide useful
information on the likely state of the node to which it relates. The specific data processing
method is highly variable, depending on the form in which the data is delivered and the type
of data needed to inform the model. This step was not required in the first iteration of the
case study as data were elicited in discretised form.With each successive iteration, however,
this step became more important as data became more complex and further processing in R (R
Development Core Team, 2008) was required.
7. Refine structure and learn parameters from data: In cases where the model is entirely
expert elicited steps six, seven and eight of the COSM protocol can be conducted together,
using the results of face validity tests to refine the network structure. In the development
of the case study model, factors were removed from the model based on their relevance as
judged by expert managers in the first iteration. When data are used to inform node conditional
probability tables, there are a number of available algorithms that can be used to determine
the maximum likelihood of node states given what has been observed which are packaged
with existing BN software such as GeNiE 2.0 (Druzdzel, 1999), or Hugin (Andersen et al.,
1990). The Expectation Maximisation algorithm (Friedman, 1998) was used in later iterations
of development, and discretisation thresholds were altered as more information on the system
and its associated metrics became known. In the final iteration of model development a value
of information approach (Uusitalo, 2007; Krause and Guestrin, 2005b) was used to remove
unnecessary nodes from the network, where nodes were excluded when they contributed less
than an a priori threshold to the Expected Value of Partial Perfect Information.
8. Verify and validate model with uncertainty estimates: If complete validation datasets
are available, this step is relatively simple to complete using model fit diagnostics such as
the Akaike Information Criterion, Bayesian Information Criterion of Deviance Information
Criterion. However, as argued by Pitchforth (2013), complete validation datasets are rarely
available and even when they are predictive validity is only one dimension of overall model
validity. In the case study, ACBPS and DAFF data were identified as validation datasets
upon the conclusion of the second iteration. In later iterations, data collected by intelligent
surveillance technology (capable of counting passenger numbers from closed circuit television
cameras) became available through AotF research program (Fookes et al., 2010). The data
recorded through these methods were combined with official records in late model iterations
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to provide a comparison set against which model predictions could be tested. A complete
assessment of validity against data and similar models is ideal, with uncertainty estimates being
drawn from the strength of confidence in the model and its results.
9. Interrogate the model and simulate output: The type of interrogations and simulations
to be run on the model depend on the use case scenarios developed in earlier development
stages. Possible options include sensitivity analysis, what-if scenarios, value of information
analysis and best/worst case simulations. In the first iteration of the case study only the target
node (likelihood of 92% of passengers being processed within half an hour of landing) was
interrogated. This demonstrated the power of the BN model as well as the potential benefits of a
more sophisticated model that could be achieved with wider industry support while maintaining
a fast reporting turnaround. The depth of analysis should be chosen to balance richness of output
with reporting time, depending on the extent to which the necessary range of stakeholders are
engaged with the project. If the project is new and stakeholders have a low interest in the project
it may be best to sacrifice richness of output in exchange for a faster reporting process, however
more established projects with highly engaged stakeholders can afford to spend longer on a
more in-depth interrogation of model results.
10. Present results through tailored visualisations of BN output: The type of visuali-
sations used to communicate model results are dependent on the stakeholders and prescribed
goal of the current iteration of the model. Basic charts such as bar and line graphs may be
sufficient in early iterations where model complexity is relatively low, such as in the first
iteration of the case study. However, more unique visualisations are likely to be required in
later iterations where the information produced by the model is much richer. In the case study,
such visualisations were developed over the final two iterations based on the recommendations
and comments from stakeholders, which produced the Moving Bars visualisation and Circles
visualisation (figures 4.7 and 4.8 respectively). While the Moving Bars visualisation has
only been informally assessed by experts, Pitchforth (2013) evaluates the Circles visualisation
from the perspective of its intended users. The evaluation finds that while users may interpret
the output of the graph with less accuracy than DAG or text-based presentations of BNs, the
Circles visualisation provides richer insights in less time. This is appropriate to the intended
use of the visualisation as support for small and frequent decisions, such as moving a staff
member to another counter. As noted in the paper, it is important for the model developer
to understand the trade off between visualisation accuracy, speed and richness of insight, and
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Figure 4.7: The moving bars visualisation showing the state of each area in relation to three
different key performance indicators at each time point across the day. Each column relates to
a relevant Key Performance Indicator and each row relates to the KPIs for a functional area in
the airport. The bottom panel is a timeline showing landing and unloading time for each flight
tailor communication tools to the use case scenario defined by stakeholders in order to develop
a visualisation that communicates useful information in an appropriate medium.
11. Analyse model and discuss feedback: The final stage of each iteration involves
returning to stakeholders to discuss model performance and the possible aims of future iterations
of the model. This can be conducted in a number of ways depending on the progression
of model development. Researchers could use an informal discussion, a systematic survey
or an experiment that ensures the benefits of the current model iteration are in line with the
proposed model goals from the second step. In the case study model development this stage
was primarily conducted at the end of each iteration through conference calls and meetings
with stakeholder groups. Each interaction raised new issues and visions for moving forward,
and allowed stakeholders to engage with the project after being presented with a broad range of
model outcomes.
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Figure 4.8: The circles visualisation representing the state of factors in the Arrival Concourse
area of the airport. The large circle in the centre of the visualisation indicates the likelihood
of meeting a target of interest, expressed through the colour, number displayed and position of
the indicator needle. Factors contributing to the state of the target circle are arranged in rays
extending from the centre.
Table 4.1 describes the application of each step in the COSM protocol throughout each
iteration of model development
Proposed
Step
Iteration 1 - Ex-
ploratory
Iteration 2 - Ex-
tending Scope
Iteration 3
- Extending
Capabilities
Iteration
4: Multi-
dimensional
model
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Identify
and invite
stakehold-
ers
One primary
stakeholder
- Australian
Customs
Advocacy from
intial stakeholder
encouraged
a number of
stakeholders
to join the
modelling
development
process
More commercial
stakeholders
involved
than previous
iteration.
Very few system
stakeholders
remain
uninvolved
in model
development.
Define
model
goals
Determine likeli-
hood of meeting
KPI targets
Determine likely
overall passenger
facilitation time
and KPI given
stakeholder
operations
Include a time
dimension
specifically
to allow
stakeholders
flexibility in
predictive lead
time.
Specific
modelling goals
and service
packs determined
during a Use
Case Scenario
workshop
Specify
scope and
scale
Only Entry Con-
trol Point metrics
from Hargreaves
(2008) used
The inbound
passenger
facilitation
system from the
plane landing
to exiting the
Secondary
Examination
Area on a
planeload level
Same scope and
scale as iteration
2
Complete system
modelled at a
planeload
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Conceptualise
system
with BN
structure
Hargreaves
(2008) metric
framework
translated into
BN structure
Expert elicitation
and metric
frameworks
from Hargreaves
(2008) used
to create BN
network structure
for all four
functional areas
Time dimension
captured through
introduction
of dynamic
nodes, indicating
performance at
time (t-1), t and
(t+1).
Each functional
area designed to
reflect overall
mix of pasengers
for time slice t.
Identify
available
data and
expert
knowledge
relevant
to current
structure
Expert elicitation
conducted
in extensive
workshops with
stakeholder
Two datasets pro-
vided from stake-
holders on differ-
ent time scales
Multiple datasets
provided from
each stakeholder
at different scales
Further relevant
datasets
identified and
incorporated into
BN structure.
Some datasets
were considered
accurate enough
to be used
for validation
purposes to
test against
specific model
predictions.
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Process
data with
statistical
models and
discretize
Not required as
elicitation was
conducted with
discretised nodes
Pre-processing
conducted
manually
using simple
frequentist
models
Extensive pre-
processing
required to
discretise input
to be used in
learning
Data processed
using likelihood
models and
discretised
according to
the results
of previous
validation tests
Refine
structure
and learn
parameters
from data
Parameters taken
from expert elici-
tation
Data-supported
nodes had
parameters
defined using
maximum
likelihood
algorithm
Discretisation
thresholds
redesigned to
more accurately
reflect change
points in data.
Nodes found
to change the
model beneath a
certain threshold
removed,
nodes added
to create output
relevant for
other models and
transformations
Verify and
validate
model with
uncertainty
estimates
Model validated
using face value
evaluation
Validation frame-
work from Pitch-
forth (2013) used
to gain compre-
hensive view of
model validity
Model validated
using framework
from previous
iteration,
uncertainty
estimates based
on strength of
supporting data.
Some significant
simulation issues
were brought to
light.
Model validated
against the
Pitchforth (2013)
framework,
with validation
datasets used to
assess predictive
validity where
possible.
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Interrogate
the model
and
simulate
output.
Model
interrogated
for information
on likelihood to
meet KPI targets
Model
interrogated
for performance
output as well
as to understand
how much
extra data was
required.
Model
interrogated
for output on
performance
metrics
Model
interrogated
for performance
metric output,
and used
to simulate
likely system
performance
in identified
scenarios
Present
results
through
tailored
visualisa-
tions of BN
output
No visualisations
developed, neces-
sitating extended
explanations
Basic
visualisations
of output only
developed, such
as univariate bar
graphs.
Basic
visualisations
used to
communicate
results, mock-
up designs
presented at use
case scenario
workshops
conducted
with experts
to determine
more effective
visualisation
approaches.
Unique
visualisations
developed to
communicate
model findings
based on use
cases presented
by stakeholders
in the previous
iteration.
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Analyse
model and
discuss im-
provements
Model discussed
with stakeholder,
with a number
of improvements
suggested
Model discussed
with multiple
stakeholders,
with suggested
improvements
focusing on
flexibility and
time dimensions.
Model discussed
during
workshops
with each
stakeholder, with
validation and
communication
issues a central
topic.
Model deemed to
perform required
tasks, with sug-
gestions for im-
provement noted
as part of a new
project based on
the overall mod-
elling experience.
4.2.2 Comparison to existing models
Aguilera et al. (2011) provide concise steps for BN development, but the protocol assumes
that there is perfect information available to the model developer from the outset. However,
as seen in the case study it is impossible to know the information required to explain system
behaviour if you are not engaged with the stakeholder controlling it. While Aguilera et al.
(2011) provide a useful approach for developing BN models generally, following these four
steps alone produces a relatively weak model, as evidenced by the model resulting from the
first iteration of development. Voinov and Bousquet (2010) provide a good description of
how stakeholders can be engaged in the model development process, but their approach is
limited by its lack of application to practical modelling. Similar to the protocol by Aguilera
et al. (2011), the protocol assumes that all the information about the system is immediately
available and stakeholders can be identified at the beginning of the process. However, this is
not usually the case as evidenced in the case study, where a snowball method of stakeholder
identification was required due to the organisational distance and difficulty of communicating
between stakeholders. Jakeman et al. (2006) provide an iterative model development protocol
that allows for incremental model improvement, but is rarely applied to BN models and has not
been used previously to describe organisational rather than natural systems.
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By combining these three protocols, the Complex Organisational Systems Modelling proto-
col overcomes the limitations of each while taking advantage of their strengths. In doing so, the
COSM protocol produces more effective and relevant models of critical infrastructure systems
that address the needs of multiple stakeholders more closely than models developed with any of
the three protocols individually.
4.3 Discussion
The wide range of BN development approaches and terms used to describe the process of
information synthesis for different domains reflects the disparity of approaches available to
researchers. While there is much known about the process of information synthesis when the
research from all domains is considered, there is little work on combining these protocols for
practical use in specific scenarios. In particular, while there are protocols for developing BN
models (Aguilera et al., 2011), modelling with input from stakeholders (Voinov and Bousquet,
2010) and developing models iteratively (Jakeman et al., 2006) there has not been any proposal
for combining these methods for an iterative development cycle for BN models that involve
many stakeholders in their creation.
Based on the features of the Inbound Passenger Facilitation system at Brisbane International
airport, the eleven step COSM protocol can be generalised to complex organisational systems
from many domains which share the same characteristics as critical infrastructure, such as:
 Many stakeholders with overlapping or competing responsibilities
 Many legacy systems that only a few expert users are aware of
 High volumes of collected data
 Differing platforms and data formats due to a lack of communication and commitment to
legacy systems
 Different levels of data resolution in each area - individual, group, population, minute,
hour, day.
 Different methods of data collection between organisations such as automated, manual,
constant, regular or irregular sampling
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There are a number of advantages to iterative model development over protocols which
only allow for one sequence of steps. First, model iterations can be demonstrated to be suc-
cessful on a shorter time scale so that a greater number of stakeholders see the benefit of
being involved, which in turn makes further data available. To capitalise on the benefit of
this shorter development cycle stakeholders must be repeatedly engaged at each iteration to
demonstrate model progression and retain interest. The COSM protocol incorporates specific
steps to encourage continual engagement, with the acknowledgement that stakeholders may
lose interest if consecutive iterations fail to improve performance significantly.
While every attempt has been made to propose the COSM protocol as a standardised model
development process for complex organisational systems, individual model development pro-
cesses still require discretion on the part of the researcher to determine the most effective
process for their particular application. For example, issues with validity often arise at different
scales, with some being easy to address and others requiring a complete rethink of the modelling
approach. It is up to the researcher to determine whether solving a given validation problem
is small enough that it can be solved in a single iteration, or large enough that it should be
addressed in the succeeding iteration. Similarly, while the steps of the protocol are intended to
be followed in the presented order, it is possible that the researcher may find it useful to skip
some steps, especially early in development when little data are available. In some cases it may
become evident that there is a wealth of data available to support models in early development
iterations; however, in our experience it is often helpful to solicit the information in a staged
manner. As outlined in the protocol, defining what useful data might look like before asking
for it to be made available prevents stakeholders from wasting time searching out unnecessary
information and prevents the researcher from becoming swamped. Such an approach also helps
to manage the expectations of stakeholders with respect to the analysis of the data, i.e for
informing the BN rather than a full analysis of the data (with all its typical complications).
While continual stakeholder engagement is necessary for successful model development, it
should be noted that the time and attention of stakeholders is a finite resource that should be
used sparingly when required.
In situations where managers are already under great stress to make decisions quickly in
uncertain conditions, or where their knowledge is susceptible to being lost, an information syn-
thesis model is a useful addition to management practices for complex organisational systems
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as has been demonstrated in the case study environment. The protocol presented in this paper
gives researchers a set of steps that can be followed to develop a useful model for organisational
systems with multiple stakeholders based on Bayesian Network architecture.
4.4 Conclusion
We propose that the eleven step COSM protocol is a useful tool for building BN models of
complex organisational systems with engagement from multiple stakeholders that combines
three popular and complementary protocols typically used in isolation for other domains. The
steps are executed over several iterations to produce a model that synthesises information
held across an organisational system by multiple stakeholders. The protocol is specific and
pragmatic, allowing researchers to combine the information from a range of data sources held by
different stakeholders to develop more effective and applicable models of critical infrastructure
systems.
The presented approach bridges the gap between the methodology literature on informa-
tion synthesis and the practical considerations facing modellers in the field. There is much
understood about the methods of evidence synthesis in academic contexts, however without
research on what this means to the planning and application of projects using these methods they
cannot be applied in practical scenarios. A particular feature that such a framework provides in
the context of the complex infrastructure is a strategy for combining both technical and social
factors and to quantify these in a similar manner using information that is most acceptable in the
different domains, including observational data, information from literature reviews and meta-
analyses, expert opinion, and so on. A further feature is that the construction and quantification
of the model allows for enhanced stakeholder engagement in a positive, directed manner.
Future research should focus on methods of identifying and ordering relevant stakeholder
groups by the importance of their knowledge to decreasing model uncertainty. Further to this,
more research is needed to extend this model from critical infrastructure to other complex
organisational systems such as education and health.
By adopting the COSM protocol, modellers can develop sophisticated models of complex
organisational systems such as critical infrastructure processes based on a Bayesian network
framework that incorporates information spread across multiple stakeholders. Rather than
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focusing on ideal processes for either building models or collaborating with stakeholders, we
take a balanced approach that acknowledges that both processes take place simultaneously, and
need to be integrated to produce an effective protocol.
5 A HYBRID QUEUE-BASED BAYESIAN NETWORK FRAME-
WORK FOR PASSENGER FACILITATION MODELLING
Paul Pao-Yen Wu, Jegar Pitchforth and Kerrie Mengersen
This chapter addresses Research Question 2 and Research Objective 3 (see fig 5.1) by intro-
ducing a BN based complex systems model for airport managers with a range of competing but
complimentary goals. This demonstrates how other models can be used in conjunction with
BNs to provide predictions on a range of dimensions of system behaviour using airport terminal
management as an example. The model is able to predict system behaviour in terms of both
performance targets as well as physical dimensions.
Figure 5.1: Map of research questions and objectives indicating the role of this chapter.
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This chapter is primarily the work of Paul Wu, based on research conducted over three years
by both Paul and me collaboratively. I was responsible for the creation of the figures depicting
the BN models, with Paul creating all other images. Paul wrote the code for integrating the
models and automating input, while I was responsible for developing and delivering the BN
models used in the paper. This paper has been accepted by the Journal of Transportation
Research: Part C.
ABSTRACT
This paper presents a novel framework for the modelling of passenger facilitation in a complex
environment. The research is motivated by the challenges in the airport complex system, where
there are multiple stakeholders, differing operational objectives and complex interactions and
interdependencies between different parts of the airport system. Traditional methods for airport
terminal modelling do not explicitly address the need for understanding causal relationships in
a dynamic environment. Additionally, existing BN (BN) models, which provide a means for
capturing causal relationships, only present a static snapshot of a system.
A method to integrate a BN complex systems model with stochastic queuing theory is
developed based on the properties of the Poisson and Exponential distributions. The resultant
Hybrid Queue-based BN (HQBN) framework enables the simulation of arbitrary factors, their
relationships, and their effects on passenger flow and vice versa.
A case study implementation of the framework is demonstrated on the inbound passenger
facilitation process at Brisbane International Airport. The predicted outputs of the model, in
terms of cumulative passenger flow at intermediary and end points in the inbound process, are
found to have an R2 goodness of fit of 0.9994 and 0.9982 respectively over a 10 hour test
period. The utility of the framework is demonstrated on a number of usage scenarios including
real time monitoring and ‘what-if’ analysis. This framework provides the ability to analyse and
simulate a dynamic complex system, and can be applied to other socio-technical systems such
as hospitals.
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5.1 Introduction
Modern airports face a number of challenges including growing passenger traffic and its effects
on capacity and congestion as well as regulatory and market changes such as the proliferation
of Low Cost Carriers (LCC) (de Neufville and Odoni, 2003; Nombela et al., 2004). In addition,
there is a significant time and monetary cost associated with the construction or renovation of
infrastructure needed for airport operations (Odoni and de Neufville, 1991). The challenges
are further compounded by the fact that the airport is a complex system. There are multiple
stakeholders who at times have conflicting objectives (Eilon and Mathewson, 1973; Schultz
and Fricke, 2011). Additionally, there are complex interactions and interdependencies between
stakeholders and between different parts of the airport system (Zografos andMadas, 2006; Man-
ataki and Zografos, 2009). Finally, the system itself is highly dynamic and there is significant
uncertainty on its performance (Manataki and Zografos, 2009; Lui et al., 1972).
From an operational perspective, a model can integrate the diverse elements of the airport
complex system to help the user understand how the airport is likely to perform under different
operational scenarios. This can be invaluable in supporting capacity planning, operational
planning and design, and airport performance review (Wu and Mengersen, 2013b). Examples
of this in the past include the application of stock and flow modelling to ascertain whether
the terminal infrastructure was sufficient to handle the increased traffic related to the Athens
Olympic Games (Zografos and Madas, 2006). Additionally, Jim and Chang (1998) discuss
how simulation modelling can specifically assist the final design stage of terminal development.
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Brunetta et al. (1999) describe another example of how modelling is used to assist capacity
estimation at Milan Linate and Lapensa 2000 airports.
5.1.1 The Passenger Facilitation Modelling Problem
Consider the passenger terminal, which is one of the key subsystems within the airport environ-
ment (de Neufville and Odoni, 2003). This paper seeks to address the challenges of modelling
the passenger facilitation process to provide decision support. The case study was undertaken
as part of the Airports of the Future (AotF) project and involved government and industry
partners, including the Australian Customs and Border Protection Service (Customs and Border
Protection), Brisbane Airport Corporation, and the Department of Agriculture, Fisheries and
Forestry (DAFF) Biosecurity.
The work was initially motivated by the requirements of the National Passenger Facilitation
Committee (NPFC) performance framework initiative, which sought to establish standardised
levels of facilitation performance such as in terms of passenger wait time, congestion and
throughput across Australian international airports. However, engagement with stakeholders
revealed that there were other operational objectives such as border risk and biosecurity risk that
also needed to be met. In order to assist airport stakeholders in meeting their Key Performance
Indicators (KPIs), a model was needed that could capture the varying operational objectives to
allow them to simulate different operational scenarios such as delayed flights and different
resourcing configurations. Such models were required to provide a means to establish the
root cause of problems such as to identify bottlenecks and thus provide justification for action
(e.g. capital expenditure). As a result, the model must provide a sufficient level of detail to
enable the identification of specific factors or elements of the airport system as part of such a
causal analysis.
In addition, given the spatial constraints of the terminal building, the spatial aspect must
be captured. Finally, there was an additional usage requirement for the model where it needs
to be able to adapt to changing operational scenarios reflecting the highly dynamic nature of
the airport environment. Therefore, the model was support a means for learning and model
validation. These requirements are sumarised in Fig. 5.2.
Note that the ‘level of detail’ (requirement 6 in Fig. 5.2) can be classified as microscopic,
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1. Capture passenger flow and associated performance metrics such as dwell time,
throughput and congestion.
2. Model other criteria or factors such as passenger demographics and passenger
satisfaction, and their effect on passenger flow.
3. Analyse relationships and dependencies to identify the cause of problems or areas for
improvement (Wu and Mengersen, 2013b; Jim and Chang, 1998).
4. Capture spatial effects such as the effect of distance on passenger walking times.
5. Provide the ability to simulate ‘what-if’ scenarios.
6. Provide a sufficient ‘level of detail’ to assist decision making.
7. Include a means for model learning and validation.
Figure 5.2: Modelling requirements for a complex airport terminal as derived from Wu and
Mengersen (2013b).
mesoscopic or macroscopic (Wu and Mengersen, 2013b; de Neufville and Odoni, 2003; Man-
ataki and Zografos, 2009). In general, a microscopic approach models individual passenger
interactions whereas a mesoscopic method captures population interactions. Macroscopic mod-
els on the other hand look at “approximate answers to planning (primarily)” (de Neufville and
Odoni, 2003). Thus, the mesoscopic approach can also be defined to be one of medium detail
when compared to microscopic and macroscopic approaches (Manataki and Zografos, 2009).
However, a review of the existing literature by Wu and Mengersen (2013b) has revealed
that existing work does not simultaneously address the requirements specified in Fig. 5.2.
Specifically, the ability to capture dynamic passenger flow and the interactions and causal
effects between flow and arbitrary criteria or factors has to date remained elusive.
This paper presents a novel Hybrid Queue-based Bayesian Network(HQBN) framework for
modelling passenger facilitation. The framework integrates a BN model of system factors and
system performance with a stochastic queuing model based on the Poisson process. Using
the unique characteristics of the Poisson and Exponential distributions, the framework makes
the link between passenger flow and passenger cycle time (also known as processing time) or
dwell time. As a result, it is possible to use the BN, with its inherent inferencing and analytic
capabilities, to capture arbitrary factors and model passenger flow.
The paper is organised as follows. Section 5.2 reviews the existing terminal modelling
literature in relation to the modelling requirements specified in Fig. 5.2. Based on these
CHAPTER 5. A HYBRID QUEUE-BASED BAYESIAN NETWORK FRAMEWORK 111
findings, the proposed framework is presented in section 5.3. This method is demonstrated
in section 5.4 for a case study on the inbound passenger facilitation process that was performed
at Brisbane International Airport. The findings are discussed in section 5.4.3 and conclusions
drawn in section 5.5.
5.2 Existing Work
Existing models of the airport passenger terminal that are capable of simulating and analysing
passenger flows are predominantly used for operational planning and design (Wu andMengersen,
2013b). This section provides a brief review of such models in light of the modelling require-
ments detailed in Fig. 5.2.
The majority of existing operational planning models adopt an Agent Based Modelling
(ABM) approach (Wu and Mengersen, 2013b). These models simulate the behaviour and
movement of individual passengers given the spatial layout of the terminal building. At an
individual passenger level, the movement of the passengers is captured using methods such as
the social force model where passengers are attracted to a destination and repelled by obstacles
and other passengers (Helbing and Molnar, 1995). The destination points are assumed to follow
some predetermined processes, such as the IATA (International Air Transport Association) 14-
step process for outbound and inbound passenger facilitation.
As the ABM methodology inherently enables the simulation of individual passengers, it is
easy to simulate different airport configurations and operational scenarios, and other operational
tasks such as resource planning (i.e. determining the number of counters to open). Examples of
such models include Jim and Chang (1998), Eilon and Mathewson (1973), Wilson et al. (2006),
and Schultz and Fricke (2011). Wilson et al. (2006); Koch (2004) are examples of ABM that
capture factors other than passenger flow (e.g. security risk). Hence, as the ABM methodology
adopts a microscopic level of detail which enables detailed analysis, it can be seen that the ABM
method addresses requirements 1, 2, 4, 5 and 6 of Fig. 5.2 (de Neufville and Odoni, 2003).
However, due to the presence of complex interdependencies and interactions in an airport
complex system, it is necessary to ascertain the root cause of observed behaviour or performance
when making decisions or formulating policy. Even though ABM enables the simulation and
visualisation of arbitrary operational scenarios, the framework itself does not incorporate a
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means for conducting causal analysis. It is necessary to employ other methodologies, such
as statistical tools, to perform causal analysis on simulation outcomes. For example, Eilon
and Mathewson (1973) employ regression analysis to ascertain the effect of staffing levels on
passenger delay and Appelt et al. (2007) apply hypothesis testing to study the effect of group
size on check-in.
In addition, as ABM operates at a microscopic level of detail, it is necessary to populate a
large number of model parameters. This can present challenges in terms of data requirements
and also with regards to model validation for a white box model (i.e. a model that explains
causal effects).
There are also a number of capacity planning models based on queuing theory that are
suited for the analysis of passenger flow. Examples include deterministic models like that
presented by Newell (1971) and Brunetta et al. (1999), and stochastic models like that presented
by Bevilacqua and Ciarapica (2010). However, none of these capture the multiple factors and
perspectives that are required for an airport complex system.
Manataki and Zografos (2009, 2010) present an alternative approach based on system dy-
namics. The model presented is mesoscopic and captures passenger flows at a population level
rather than individual interactions like an ABM. Such an approach helps to alleviate some of
the data requirements, however, an additional model is still required in order to perform causal
analysis.
Bayesian Networks (BNs) provide one approach for addressing the simultaneous need for
capturing multiple criteria (or factors) and causal analysis (Pearl, 1988). The method has been
applied in a diverse range of fields to describe and analyse a wide variety of complex systems.
Heckerman et al. (1995) provide a good overview of early applications of BN models; Pourret
et al. (2008) provide a more recent survey.
A BN, also referred to as a belief network, Bayesian belief network or inference diagram,
provides a visual representation of the factors and the relationships between them for the system
being modelled (Heckerman et al., 1995). Such a visual representation greatly aids commu-
nication and understanding. The relationships in the network are captured in the form of a
directed, acyclic graph. Each factor, or node in the graph, is often discretised into states (such as
’high, medium and low’), although continuous distributions are also possible. The relationships
between nodes is encoded using Conditional Probability Tables (CPTs).
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Table 5.1: Summary of passenger facilitation models and their features with respect to Fig. 5.2.
Method 1. PAX
Flow
2. Other
factors
3.
Depen-
dencies
4. Space 5. What-
if
6. Level
of detail
7.
Learning
ABM (e.g. Eilon and
Mathewson (1973);
Schultz and Fricke
(2011))
X X – X X X Implicit
Queuing theory
(e.g. (Newell, 1971;
Bevilacqua and
Ciarapica, 2010))
X – – Implicit X X Implicit
System dynamics
(e.g. (Manataki and
Zografos, 2009)
X X – Implicit X X Implicit
BN based (proposed
method)
X X X Implicit X X X
However, the airport terminal is a highly dynamic environment and a BN only provides
a static snapshot of the problem domain (Kjaerulff, 1995). Dynamic BNs (DBNs) are an
extension of BNs into the time domain based on the Markovian assumption (i.e. the current
time step is only affected by the preceding time step) (Kjaerulff, 1995). The DBN presents a
potential solution to the airport terminal modelling problem as defined in Fig. 5.2. However,
the challenge remains of how to represent and simulate the relationship between passenger flow
and passenger cycle or dwell time. For a more detailed review of the existing literature, refer to
Wu and Mengersen (2013b).
A summary of existing passenger facilitation models and their capabilities is provided in
Table 5.1. Even though the majority of existing terminal passenger models are based on ABM
or queuing theory, it is not possible to explicitly establish the causal relationships within the
complex system. BNs and DBNs present a potential approach for addressing this shortcoming.
However, none of the reviewed models or methods presently enable the capture of interactions
and causal effects between multiple criteria (e.g. factors such as demographics and biosecurity
risk) and passenger flow and vice versa. The following section presents a novel method to
address this gap in the literature.
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5.3 Hybrid Queue-based Bayesian Network (HQBN)
A Hybrid Queue-based Bayesian Network (HQBN) approach is proposed based on a combina-
tion of the BN (Pearl, 1988) and stochastic queuing theory using the Poisson and Exponential
distributions (Ross, 2010). The method combines the ability to capture causal relationships
between system factors as per a BN and the dynamic movement of passengers as per a queuing
model.
Consider the airport terminal system S which is made up of a number of subsystems Si  S
where there are L subsystems and i = 1; :::L. Let each subsystem Si be characterised by:
 ni(tk), the expected number of passengers in Si at discrete time slice tk,
 nai(tk), the expected number of passengers entering (or arriving) at Si at time tk,
 ndi(tk), the expected number of passengers exiting (or departing) Si at time tk, and
 i(tk), the average cycle time or dwell time for Si. In a deterministic system, ndi(tk) =
m=i(tk) wherem is a measure of the number of parallel exit channels from that area.
 In addition, let i;j(tk) denote the probability that passengers will flow from subsystem
Si to Sj at time slice tk.
Given the above formulation, the following sections address the BN and stochastic queuing
aspects of the HQBN framework respectively and how they integrate.
5.3.1 HQBN: Bayesian Network Component
The Iterative Bayesian Network Development Cycle (IBNDC) (Johnson et al., 2010) provides
the basis for the development of a BN model of the airport terminal system S with respect
to flow related performance metrics and other criteria such as risk and demographics. The
BN provides a means to analyse relationships and dependencies such as through forwards or
backwards inferencing and sensitivity analysis (Neapolitan, 2004). It also enables simulation of
‘what-if’ scenarios and provides a means of learning of model parameters (e.g. CPTs) from data
(Neapolitan, 2004). Additionally, spatial effects can be captured via factors such as concourse
walking time distributions and congestion. Therefore, the BN method can be used to address
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Figure 5.3: Generic structure for the terminal system BN. Note the interface nodes for i (cycle
time) and i;j .
almost all of the criteria specified in Fig. 5.2. However, the traditional BN does not provide a
means to simulate a dynamic system. A DBN can address the dynamic element, however, the
challenge remains in establishing the relationships between system factors and passenger flow
over time.
Consider a BN model of an airport terminal system S like that described above. Such a BN
could, depending on the intended usage scenario of the model, capture such factors and rela-
tionships as: passenger demographics (e.g. nationality, age), operational factors (e.g. number of
staff, staff experience, process complexity), and other factors (e.g. biosecurity risk, passenger
satisfaction) (Wu and Mengersen, 2013b). There is no restriction on the number of links
(directed edges) or which nodes are linked (e.g. nodes in Si could influence nodes in Sj), as
long as the assumption of a directed acyclic graph is not violated (Pearl, 1988).
According to the formulation, each subsystem Si has associated with it a cycle time (or
dwell time) i and the probability of moving from subsystem Si to Sj is i;j . Therefore, the BN
model of S must include in it, for every subsystem Si, interface nodes (or factors) corresponding
to i and i;j . This is illustrated in Fig. 5.3. Note that it is assumed that both the cycle time
node and i;j nodes are discrete nodes. These nodes can be discretised to a level as required
for the application at hand; for example, where the model is used to assess the likelihood of
meeting or exceeding some performance target X , the target itself can be used as a threshold
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for discretisation (i.e. states of node x are x < X and x  X).
5.3.2 HQBN: Stochastic Queuing Component
A complex systems airport terminal model needs to capture passenger flow in terms of time
(e.g. dwell time) and movement (i.e. number of passengers), in addition to other factors and
perspectives. The preceding section illustrated how a BN can be used to address many of
these complex systems modelling requirements as per Fig. 5.2. This section describes a novel
method to transform the BN into a dynamic model and make the links between passenger flow
and system factors such as demographic and biosecurity factors.
The Poisson and exponential distributions have been used to model many real world pro-
cesses, especially for queuing systems (Ross, 2010). Let the movement of passengers from
one subsystem to another be assumed to be a Poisson process, where individual movements
are random and independent of one another. The Poisson distribution, which characterises
the number of occurrences of an event, in this case the number of passengers moving from
subsystem Si to Sj , is defined as follows:
P (x) =
e x
x!
(5.1)
where x = 0; 1; 2; ::: is the number of occurrences and  is the mean of the distribution. The
Exponential distribution has the following definition:
P (t) = e t (5.2)
where t  0 is the time variable and  > 0 is the average rate per unit of time.
The Poisson and exponential distributions are related such that if the Poisson distribution
describes the number of occurrences within a given interval of time, then the length of time
between occurrences follows an exponential distribution. Therefore, there are, on average,
 = t occurrences per t units of time. In other words, these two distributions share a common
parameter, namely, the mean rate .
Consider the case where x = 0, which can be interpreted as the probability that there are no
occurrences in t units of time. Equivalently, x = 0 can be considered as the probability that the
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time T until the first occurrence is greater than t. Therefore, substituting  = t and x = 0 into
(5.1) gives:
P (x = 0) = P (T > t) = e t (5.3)
Equivalently,
P (T  t) = 1  e t (5.4)
Rearranging, it is found that:
 =
 log (1  P (T  t))
t
(5.5)
Consider the discretisation of the cycle time node, i. Using (5.5), it can be seen that i needs
to be discretised into two states where one state gives the belief of being below or equal to a
specified cycle or dwell time t, and the other state gives the belief of being above t. Note that
as log(0) is undefined, it is necessary to approximate P (T  t) = 1  1    where  is a
small number. Using this property of the Poisson and exponential distributions, it is possible to
transform between cycle time and the average rate at which passengers move from subsystem
to subsystem.
Depending on the application, a finer resolution may be required for the cycle time node i.
Consider the case where i is an interval node with Q > 2 states and each state q is of the form
ftql  T < tqug where tql ; tqu  0; tqu > tql ; tql ; tqu 2 R.
Based on the properties of the exponential distribution described in (5.3) and (5.4), it follows
that:
P (tql  T < tqu) = e qt
q
l   e qtqu (5.6)
As tql ; t
q
u and P (t
q
l  T < tqu) are part of the state definition and posterior belief of the BN node
respectively, it is possible to solve for q numerically for each state q. As the proposed queuing
model uses the average rate , this can be obtained by taking the expectation over all states:
 =
X
q
P (tql  T < tqu)q (5.7)
Note that when q = 2, taking the expectation is not necessary as P (T > t) = 1   P (T  t),
thus giving the same value for  as per (5.3) and (5.4) respectively.
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In the airport system, there are often multiple parallel servers (also referred to as channels or
counters or modules) within each subsystem. For example, there may be multiple immigration
desks processing passengers in parallel. The processing of passengers by each server can be
treated as independent Poisson processes. As the sum of N independent Poisson processes is
also a Poisson process with a mean rate equal to the sum of the means, the total number of
passengers exiting Si at time tk can be expressed as follows (Ross, 2010):
ndi(tk) = m(tk) (5.8)
wherem is the number of servers and (tk) is found using (5.5) or (5.7) at time slice tk.
Note that whenm is set to equal the total number of passengers ni(tk) in Si, this corresponds
to a model of a pure delay (the ‘infinite’ number of servers scenario) (Ross, 2010). For airport
processing areas such as check-in, security screening, immigration, boarding and related pro-
cessing (on inbound and outbound processes), there is a defined queuing process and m is set
to the number of servers (de Neufville and Odoni, 2003). However, for discretionary activities
(Popovic et al., 2009) and baggage reclaim, there is no clearly defined server; in these areas,m
is set to ni(tk) to model a pure delay.
For any subsystem Sj , nj(tk) is defined recursively as follows:
nj(tk + 1) = nj(tk) + naj(tk   1)  ndj(tk) (5.9)
Given that i;j(tk) defines the probability that passengers move from Si to Sj at time tk,
substituting into (5.9) gives:
nj(tk + 1) = nj(tk) +
LX
i=1
i;j(tk)ndi(tk)  ndj(tk) (5.10)
In summary, the proposed approach simulates over a chosen time period where at each time
slice tk, the inference is performed on the BN component of the model to determine the rates of
movement for each area, which then updates the number of passengers in each area for the next
time slice tk + 1 using (5.10). It can be seen that the proposed approach is similar to a DBN
(Kjaerulff, 1995) in that both are based on discrete time slices under the Markovian assumption,
however, the proposed method explicitly deals with the relationship between time and passenger
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Figure 5.4: Inbound passenger facilitation process as divided into subsystems.
movement.
5.4 Case Study: Inbound Passenger Facilitation at Brisbane International
Airport
This section demonstrates and discusses the implementation of the proposed HQBN framework
on the inbound passenger facilitation process at Brisbane International Airport. The scope of
the inbound facilitation process is defined as shown in Fig. 5.4 for incoming passengers arriving
from overseas who are entering the country (Passenger Facilitation Taskforce, 2009).
5.4.1 The Inbound Facilitation Process Model
The first step in the development of the Inbound Passenger Facilitation Model (IPFM) was the
identification of the system and subsystems. Using Passenger Facilitation Taskforce (2009) as a
starting point, the inbound facilitation process was identified through consultation with experts
as shown in Fig. 5.4. It can be seen that the system comprises elements of processing following
aircraft disembarkation and prior to exit from the Secondary Examination Area (SEA). The four
main areas of the inbound process are thus: the Arrival Concourse (AC), Entry Control Point
(ECP), Baggage Hall (BH) and SEA.
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The AC represents a relatively simple functional area with three subsystems:
 Travel to ECP - this subsystem presents a pure delay that captures the distribution of travel
times associated with moving from the gate to the ECP.
 Bathrooms - this subsystem captures the delay associated with bathroom usage.
 Duty free - this subsystem captures the delays associated with browsing and purchasing.
All passengers must pass through the ‘Travel to ECP’ subsystem, however, movement of pas-
sengers through the ‘Duty Free’ and ‘Bathrooms’ subsystems are discretionary and can occur in
any order. Therefore, passengers can transition from any of the three AC subsystems to the ECP.
Note that under the bounds of the inbound process, it is assumed that all passengers proceed to
the ECP (i.e. transit passengers are out of the scope of this model).
In contrast, the ECP contains only two subsystems where passengers either go to ‘Manual
Check’ or ‘SmartGate’, but not both. These two subsystems are both queuing systems with
multiple service modules. SmartGate has the added complexity of a two-step process whereby
passengers must first complete a kiosk step, then a gate (face recognition) step (Passenger
Facilitation Taskforce, 2009); in this case, SmartGate could itself be decomposed into two
subsystems.
A diverse array of factors that affect ECP performance are captured in the model, reflect-
ing the complexity of the airport system. For example, passenger demographic information,
specifically nationality, age and possession of a compatible passport, determines eligibility for
SmartGate. The presence or absence of a Customs and Border Protection marshal further affects
the probability that an eligible person will use SmartGate. Finally, the flight origin point and
the interaction between flights arising from the flight schedule all affect passenger flow in the
ECP. Note that many of the factors discussed here also apply in different ways to the other three
sub-systems.
The baggage hall represents a simpler subsystem whereby passengers experience a pure
delay in waiting for and reclaiming their bags. As passengers exit the ECP, there is a small
possibility they will be interviewed by a Biosecurity Officer or Customs and Border Protection
Officer or both.
Finally, the last subsystem and most complex subsystem is the SEA. Firstly, passengers
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queue to meet the Customs and Border Protection Officer who acts as a marshal and directs
them, according to risk criteria, to direct exit, a Customs and Border Protection intervention, or
a Biosecurity intervention. Should the passenger be directed to Biosecurity, they join a further
queue to a Biosecurity marshal who directs them onto the various paths that are available.
As a result, the BN for this area needs to capture the variables considered by the respective
marshals in order to enable causal analysis of i;j(tk); these considerations predominantly
revolve around risk, embarkation point of the flight, and passenger declarations (e.g. items
being brought into the country). Each of the subsystems of the SEA shown in Fig. 5.4 can be
captured by a queue and service approach as described in section 5.3.2.
Based on the facilitation process identified above, a BN covering the factors involved is
developed; some extracts from the BN are shown in Fig. 5.5. Note that the module cycle
time node in Fig. 5.5a has two states, ‘ 45s’ and ‘> 45s’, as per (5.4). It can be seen that
the inbound facilitation is a complex system with numerous interacting components, complex
dependencies, and numerous stakeholders (including the airport, multiple government agencies
and the passenger). The following section discusses the outputs that can be obtained from such
a model.
5.4.2 IPFM Testing and Validation
The model developed in the preceding section is quantified with a combination of available
data including expert knowledge, immigration data, summary statistics, and Closed Circuit
TeleVision (CCTV) based intelligent surveillance methods developed within the AotF project.
Where data exists, learning algorithms such as expectation maximisation are applied to learn
model parameters (i.e. the CPTs) (Neapolitan, 2004). Otherwise, expert elicitation is performed
to ascertain CPT values (Choy et al., 2009). Note that the available data include demographic
information and also time stamps of when passengers are cleared through the ECP. Additionally,
the intelligent surveillance data comprise timestamped counts of passengers as they move past
certain checkpoints, similar to that described by Gongora and Ashfaq (2006).
In terms of available data that can be used to validate model simulated passenger movement,
only the time registered count of passengers exiting the ECP can be used as ground truth. This
dataset is highly reliable as it is based on the last keystroke before a passenger clears the ECP.
On the other hand, the data collected using CCTV intelligent surveillance have inherent errors
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Figure 5.5: Inbound passenger facilitation process BN model (shown in the background) with:
(a) an extract from the ECP Manual Check subsystem showing some of the factors influencing
module cycle time, and (b) an extract from the BH subsystem showing baggage related factors
and their effect on dwell time.
associated with the visual situation (e.g. occlusions and camera view). The lack of complete
data, highlighted by numerous data gaps, demonstrate the need for a complex systems model
that can integrate data and knowledge from a variety of information sources.
Passenger flow is often depicted using cumulative ‘arrival’ or ‘departure’ curves that show
the accumulated number of passengers who have entered or exited a subsystem over time
(de Neufville and Odoni, 2003). These curves have the added advantage that:
1. they show whether the model drifts from the actual count over time,
2. they are not sensitive to fluctuations in the instantaneous entry or exit rate1,
1as the count accumulates (e.g. hundreds or thousands of passengers have exited), a change in the instantaneous
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Figure 5.6: Model predicted cumulative exit curves for the ECP and SEA subsystems
compared against the timestamp data derived ECP exit curve and CCTV derived SEA exit curve
respectively.
3. the vertical displacement between successive curves shows the number of passengers in
that subsystem,
4. the horizontal displacement between successive curves shows the average dwell time in
that subsystem, and
5. they can be used to assess the overall validity of the model as they represent the output of
the BN and the model (with respect to passenger flow).
Fig. 5.6 shows the predicted cumulative exit curves for the ECP and SEA compared to the
timestamp derived exit curve for the ECP and CCTV derived exit curve for the SEA respectively.
The dataset that was available for use was for 6:00-12:00 and 16:00-20:00 (a total of 10 hours)
on Sunday, September 30 2012 at Brisbane International Airport. It can be seen that the
simulated curves closely match the data.
Note that expert knowledge and demographic data were used to train the CPTs for the nodes
associated with cycle time in the ECP subsystem (i.e. SmartGate andManual Check cycle time);
rate (typically in the order of tens of passengers) does not produce a big change in the accumulated count.
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ECP Cumulative Curve SEA Cumulative Curve
RMSE 42.2 Passengers 70.0 Passengers
R2 0.9994 0.9982
Table 5.2: Goodness of fit results.
hence the timestamp dataset independently validates the results. Similarly, the CCTV derived
SEA curve independently validates the model predictions for the SEA. Note that the SEA curve
captures the accumulated effects over the entire inbound process as it is the final area in the
facilitation process.
The root mean squared error, or RMSE, provides a measurement of absolute error in the
simulated cumulative curve. RMSE is defined as:
RMSE =
vuut 1
n
nX
k=1

X^(k) X(k)
2
(5.11)
where X^(k) is the model estimated value at time slice k and X(k) is the value being bench-
marked against for n time slices. The RMSE for the model simulated ECP and SEA exit curves,
as well as the coefficient of determination R2 value for goodness of fit are shown in Table 5.2.
It can be seen that the proposed model demonstrates strong predictive validity as shown
with the cumulative curves, RMSE and R2 values above. In addition, the model also passed
a comprehensive validation framework put forward by Pitchforth and Mengersen (2013). This
framework includes expert based face validity as performed with operational managers in air-
port industry and government partner organisations, extreme conditions testing (e.g. showing
the model outputs zero when there are no flights), and comparisons against other airport models.
5.4.3 Discussion
It is possible to apply the IPFM to a number of applications in the airport context. The model
is able to simulate and analyse a wide range of operational scenarios such as that relating
to different aircraft arrival scenarios, different resourcing configurations (e.g. number of staff
rostered), different passenger demographics (e.g. age, nationality). In turn, the model outputs
the expected passenger flow in addition to the inferred probabilities of factors in the BN model
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Figure 5.7: ‘Moving bars’ visualisation. Flights are shown on the timeline at the bottom of the
screen, unloading passengers at each gate on the top bar. Each of the bars in the middle reflect
the state of that performance metric at the time indicated by the vertical line on the timeline.
such as in relation to border risk or dwell time, or even back-propagate the inferred demographic
factors2.
As it provides a means to integrate a wide variety of data sources, it is possible to overcome
data gaps to provide the user with system wide situational awareness. This is illustrated in Fig.
5.7. The bars in the leftmost column show the capacity (i.e. number of passengers, derived
from cumulative curves as per section 5.4.2) in each area, those in the middle column show the
mean exit rate  from each area, and expected dwell time is shown in the rightmost column
(also derived from cumulative curves). By using the Poisson exponential transformation, it is
possible to link expected passenger flow (via mean exit rates) and its variations over time to a
BN model that captures uncertainty distributions and multiple criteria.
The model can also be used to characterise peak traffic, which is one of the main challenges
facing airports (de Neufville and Odoni, 2003). To this end, it is possible to simulate different
strategies to match capacity across the different subsystems in order to avoid bottlenecks and
hence reduce peaks, as shown in Fig. 5.8.
Finally, as the model is built around the BN, it is possible to perform a range of causal
analyses including: (i) inferencing on different scenarios, (ii) sensitivity analysis, and (iii)
2in situations where no evidence has been entered regarding the demographic
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(a) Original traffic pattern (b) Capacity matched traffic pattern
Figure 5.8: The peak at the ECP is substantial in the original scenario as shown in (a). By
matching the throughput rate (capacity) of the AC to the other areas, it is possible to greatly
reduce the ECP peak as shown in (b). Note that #PAX is shorthand for number of passengers.
Figure 5.9: BN diagram showing the relationship between factors for a snippet of the ECP
network. Arrows denote influence; for example, the number of modules open and module cycle
time influence the manual check dwell time. The thickness of arrows denotes the strength of
influence, and the shading denotes the degree of sensitivity (darker means stronger) of ECP
dwell time to each of the factors.
strength of influence3. An example of the latter two analyses for the ECP module cycle time is
shown in Fig. 5.9.
5.5 Conclusion
It can be seen that the airport terminal is a complex system with a wide variety of factors
that can influence the flow of passengers, which in turn, can influence the performance of said
factors. These factors include passenger demographics and risk factors and the interactions
between them and individual flights, airport processes and passenger flows. The proposed
3For example, the GeNIe and SMILE software package supports these analyses: http://genie.sis.pitt.edu/.
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HQBN methodology provides a framework for simulating and analysing such a system in a
dynamic context, thus meeting the requirements outlined in Fig. 5.2.
Existing airport terminal passenger models do not explicitly provide a way to analyse causal
relationships whilst simulating passenger flows and the dynamic behaviour of the airport com-
plex system. The BN provides a framework for such causal analysis, however it only captures
static snapshots of a system. By interfacing a BN with queuing theory, the proposed HQBN
turns the static BN into a dynamic framework.
The proposed HQBN framework exploits the capability of a BN model to integrate multiple
factors and different sources of information in emulating a complex system. Individual subsys-
tems in the BN are interfaced to a stochastic queuing model using the unique properties of the
Poisson and Exponential distributions. This approach enables a direct transformation between
cycle or dwell time and passenger throughput rate, enabling dynamic modelling of passenger
flow. As a result, the framework takes advantage of existing methods for model learning and
validation via the BN framework.
Such a framework for dynamic complex systems modelling could be generalised to arbi-
trary socio-technical systems where there is a flow of people and subsystems of processes or
activities (Bostrom and Heinen, 1977). Future work includes the development of improved
learning algorithms for learning BN CPTs in such a complex environment, exploration of other
approaches to modelling mixtures of passengers and testing of the framework on different types
of complex systems (such as hospitals).
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6 A PROPOSED VALIDATION FRAMEWORK FOR EXPERT ELICITED
BAYESIAN NETWORKS
Jegar Pitchforth and Kerrie Mengersen
Figure 6.1: Map of research questions and objectives indicating the role of this chapter.
This chapter addresses Research Question 3 and Research Objective 4 by introducing a novel
validation framework for BN based models where no objective output data are available (see
fig 6.1). By drawing from a range of disciplines that have had to overcome similar problems,
a range of tests is described that produces an overall assessment of the level of confidence that
can be reasonably held in such a model.
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presented in this chapter are my own work, based on the sources cited. This article has been
published in the Journal of Expert Systems with Applications.
ABSTRACT
The popularity of BN modelling of complex domains using expert elicitation has raised ques-
tions of how one might validate such a model given that no objective dataset exists for the
model. Past attempts at delineating a set of tests for establishing confidence in an entirely
expert-elicited model have focused on single types of validity stemming from individual sources
of uncertainty within the model. This paper seeks to extend the frameworks proposed by earlier
researchers by drawing upon other disciplines where measuring latent variables is also an issue.
We demonstrate that even in cases where no data exist at all there is a broad range of validity
tests that can be used to establish confidence in the validity of a Bayesian Belief Network.
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6.1 Introduction
Bayesian Networks (BNs) are an increasingly popular tool for modelling complex systems,
particularly in the absence of easily accessed data. A BN describes the joint probability dis-
tribution of a network of factors using a Directed Acyclic Graph (Pearl, 1988). Factors that
influence the likelihood of the outcome node being in any given state are represented as nodes
on the graph. If the state of one model factor influences the state of another a directional arc
is drawn between the two nodes representing these factors in the model. The combination of
the nodes and their relationships is the BN structure. Each node in the graph can adopt any
one of a finite set of states. For example, a factor representing magnitude could be classified
as ’high’ or ’low’. While nodes do not strictly have to be discretised the practice is by far
more commonly undertaken than not due to its computational convenience, and as such we
do not discuss models that include non-discretised nodes in this paper. Finally, each node and
relationship between nodes is quantified according to the likelihood of the node adopting a
given state. In the case of input nodes these probabilities are seen as unconditional, whereas
nodes internal to the model are dependent upon the states of the preceding nodes. The strength
and direction of the relationship between model factors is defined in the conditional probability
table associated with the child node.
BNs are often created through a process of expert elicitation, in which experts are asked to
create a complex systems model by giving their opinions on the model structure, discretisation,
and parameterisation. The validity of these models is generally tested through one of two
procedures: by comparing the model predictions to data available for the subject matter, or
by asking the experts who contributed to the model creation to comment on its accuracy.
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This paper argues that these tests are limited in their ability to accurately test the validity
of BNs, and presents a framework for more thorough validity testing. The work presented
here stems from questions raised during the creation of a BN from expert elicitation to model
the inbound passenger processing time at Australian airports. The network was elicited in
collaboration with managerial and operational experts from Australian Customs and Border
Protection Service (ACBPS) for the purpose of gaining more informative reporting of key
performance indicators. In particular, the modelling of critical infrastructure underlined the
importance of establishing that both experts and modellers have confidence in the final model
produced. The paper is structured as follows. First, the concept of validation as it applies to BNs
is introduced in section 6.1.1. Second, the sources of confidence in BN validity are discussed,
including network structure, discretisation, and parameterisation in section 6.1.2. Third, prior
approaches to validating latent and expert elicited scales and models are introduced, drawing
from psychometrics, system dynamics and other BN research in section sec:prevapproach.
These principles are then applied to BNs with examples from the airport inbound passenger
processing model in section 6.3.
6.1.1 Confidence in Bayesian Belief Network validity
Model validity is often conceptualised as a simple test of a model’s fit with a set of data.
However validity is a much broader construct: in essence, validity is the ability of a model
to describe the system that it is intended to describe both in the output and in the mechanism
by which that output is generated. In this paper we consider this broader definition of validity.
The need for an explicit set of validity tests for BNs over and above comparisons with data is
clear. In current practice, where data are available on the phenomenon of interest, these data
may be used to validate model predictions. Several tests of this nature exist, such as a variety
of Normal Maximum Likelihood model selection criteria (Silander et al., 2009). However, a
common reason for using BN models is a lack of available data. Examples of phenomena for
which data are scarce include population characteristics in many developing countries (Shakoor
et al., 1997), global epidemiological phenomena (Masoli et al., 2004), organised crime (Sobel
and Osoba, 2009), conservation (Johnson and Mengersen, 2009) and biosecurity risk analysis
(Barrett et al., 2010). In such cases, expert opinion can be elicited to create a Bayesian Belief
Network (BBN). A common technique for validating BBNs based on expert opinion in the
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absence of data, is simply to ask the experts whether they agree with the model structure, dis-
cretisation, and parameterisation (see Korb and Nicholson (2003) for an excellent overview of
BN applications and methods). This simple test is necessary, but not sufficient, to independently
verify the validity of a complex model. Even where data are available, model fit is only a part of
the model’s overall validity. These considerations lead to this paper’s proposition of a general
validity framework for BNs.
6.1.2 Sources of confidence in Bayesian Network validity
In order to approach a validation framework for BNs, a short discussion of the background
assumptions of this framework is required. First, we assume there exists a latent, unobservable
’true’ model (or set of acceptable ’true’ models) for the phenomenon of interest against which
the expert elicited model can be compared. Second, for the purposes of the validity frame-
work presented in this paper, we consider a BN model to consist of four elements: model
structure (section 6.1.2), node discretisation(section 6.1.2), and discrete state parameterisa-
tion(section 6.1.2). Each of these elements has been raised as a source of uncertainty in
BN modelling. We provide a discussion of each element and consider the importance of
validity within each model element, and within the model as a whole. The model elements
are summarised in figure 6.2.
Structure
There are a number of questions when creating the structure of a BN. The first is the appropriate
number of nodes to include which is a question of the modelling domain, level and scope.
It is widely acknowledged that networks with a large number of nodes can easily become
computationally intractable, as can networks with a large number of arcs between nodes (Koller
and Pfeffer, 1997). The BN creator should ensure that the model is neither too simple nor too
complex in its explanation of the system.
CHAPTER 6. A PROPOSED VALIDATION FRAMEWORK FOR EXPERT ELICITED
BAYESIAN NETWORKS 134
Figure 6.2: Sources of confidence in Bayesian Network validity
Discretisation
The discretisation process allows us to model systems probabilistically by taking continuous
factors and assigning them intervals, ordinal states or categories, then modelling over the dis-
crete domain. In more recent research, Uusitalo (2007) pointed out that such discretisation
is a major disadvantage of BN modelling if it is necessary for the model, and Myllymaki
et al. (2002) outlines how the process has the potential to destroy useful information. Given
the information loss inherent in the discretisation process, ensuring that the states are a valid
interpretation of the state space of the node is critical for a defensible network.
Parameterisation
Parameterisation refers to adding the values elicited from experts to the belief network (Wood-
berry et al., 2005). Much work has been conducted on controlling this stage of the pro-
cess (Renooij, 2001), but little has been written about how to validate expert responses post-
elicitation.
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Model Behaviour
Finally, the behaviour of the model can be seen as the joint likelihood of the entire network
as well as its sub-networks and relationships, hence confidence in model behaviour is founded
upon the validity of the other three dimensions of the model. It is important to note that in
the case of BNs, we are not only interested in whether the model can tell us what a system
is doing under certain conditions, but also the factors and relationships that bring about this
behaviour. This makes the problem of validating the model incredibly complex when attempted
wholesale and justifies the need for partitioning the dimensions of uncertainty for BNs. As such
it is recommended that the structure, discretisation and parameterisation are tested for validity
before any model behaviour tests can be run.
6.2 Previous approaches to validity
6.2.1 Psychometrics
The discipline of psychometrics arose as a counterpart to the field of psychology, which at its
foundation attempts to measure latent, unobserved, ’true’ variables such as intelligence. Due to
this rich tradition, the foundations of measurement validation in psychometry are particularly
solid, and serve as a useful base to begin discussion of a similar framework for BNs. Psychomet-
rics first identified four types of validity (Cronbach and Meehl, 1955); more recent research has
reclassified and added dimensions of validity to establish a full validation framework (Trochim,
2001). Based on the framework depicted in figure 6.3, a psychometric test can pass all these
tests of validity to varying degrees, providing a multidimensional measure of how well a par-
ticular test measures a latent variable. In psychometric testing there are seven commonly tested
dimensions of validity: nomological validity, face validity, content validity, concurrent validity,
predictive validity, convergent validity, and discriminant validity. In psychometrics, before
any other tests of validity can be undertaken, the nomological validity of the validity domain
should be established. High nomological validity indicates that the measurement sits well within
current academic thought on the subject. Face validity refers to the heuristic interpretation of
a measure as a valid representation of the underlying psychometric construct. Content validity
describes both the inclusion of all variables believed to be within a domain and the relevance of
the factors included in the scale. Concurrent validity refers to the behaviour of a measurement
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Figure 6.3: The psychometric validity testing framework adapted from Trochim (2001).
scale; specifically, that the measure varies at the same point in time as another theoretically
related measure taken on the same sample. Convergent validity refers to the criterion that scores
on the measure to be validated (e.g. intelligence) should match scores on another, theoretically
related measure (e.g. school grades) in the same sample. Finally, discriminant validity refers to
the criterion that scores on the measure to be validated should be different from scores on tests
that measure constructs that are theoretically unrelated. While this is a useful paradigm upon
which to base our exploration, the differences between judging the validity of a complex model
and the validity of a score of a single construct are significant enough to necessitate further
exploration into other approaches.
The parameterisation process is the most similar to the psychometric discipline, as the param-
eters can be treated as scores denoting a given belief about the behaviour of that node. Using
this approach, we can use the extensive literature on psychometrics and group behaviour to help
validate the parameters we elicit from our experts.
6.2.2 System Dynamics
In his review of system dynamics validation tests Barlas (1996) describes a series of eight
tests to validate system dynamics models; parameter confirmation, dimensional consistency,
modified behaviour prediction, Turing tests, Qualitative Features analysis, extreme conditions
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testing, behaviour sensitivity tests and structure confirmation. Each of the tests can be classified
in terms of the psychometric validity framework but can also be directly applied to specific
sources of BN model uncertainty. For example, parameter confirmation can be seen as a special
test of concurrent validity applied specifically to model parameterisation. The tests introduced
in the Barlas (1996) paper are described in more depth in the following section with specific
reference to BN modelling.
6.2.3 Machine Learning
It is worth mentioning the significant research that has been conducted in the field of machine
learning, particularly regarding content validity of the network structure. Machine learning
researchers often use BNs and Bayesian Belief Networks to discover true networks using full
datasets ( Heckerman et al. (995a) is a strong and widely cited example of this method). While
this work is outside the scope of this paper, it is worth mentioning due to the minimalist
approach used by machine learning researchers. In particular, the discipline is concerned with
finding methods of excluding as many nodes and relationships from a BN as possible without
losing explanatory power.
6.2.4 Bayesian Network specific tests
There are very few validity tests specific to BN modelling, but the few that are present are used
commonly. Pollino et al. (2007) refers to the concepts of ’sensitivity to findings’ and ’sensitivity
to parameters’ as methods of testing the predictive validity of expert-elicited networks. Other
tests that have been introduced, such as d-separation analysis (Geiger et al., 1990) and causal
independence-based tests (Cheng et al., 1997) are structural tests only, and are often used to
establish internal consistency which is more elegantly defined as a reliability criterion.
6.2.5 Problem Statement
Unlike areas in which objective data are available, BNs built from expert elicitation cannot be
validated using complete test datasets. As such, the concept of validity is not absolute but a
question of additive strength. Often we cannot say whether a test has been conclusively passed
or not, only take the weight of evidence over all the tests that have been applied. With this in
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mind we can begin to move toward a framework for validating all sources of uncertainty within
the BN. While there are some tests introduced in previous research, these only test individual
aspects of the network and can often only reflect the reliability rather than the validity of the
model. For BN’s based either entirely upon expert elicitation, or a combination of data and
expert elicitation, to be judged as valid assessments of the knowledge around a domain, a more
comprehensive and robust framework of validity measures needs to be established.
6.3 A validity testing framework for expert-elicited Bayesian Networks
The prior approaches to test and model validation are discussed and related to BNs in the
following section, with examples from the airports inbound passenger processing network.
When applying this validity testing framework to BNs, model structure, node discretisation, and
overall model behaviour must be considered in addition to parameterisation. For this reason, in
the following framework we consider the seven types of validity from psychometrics (including
their special tests from system dynamics and BN modelling disciplines), and their application
to the four sources of BN model uncertainty.
6.3.1 Nomological validity
In terms of an expert elicited BN, building nomological validity means establishing confidence
that the model domain fits within a wider domain as established by the literature. For example,
the passenger processing BN for ACBPS should sit within literature on airport terminals, way
finding and security as well as other types of complex systems models and spatio-temporal
model methods. If this test cannot be passed by the network, an argument must be made for
why this model sits outside all current known research. This is very unusual, but may occur
in fields such as advanced physics, where new information is shifting the entire paradigm of
the discipline regularly. If this is the case, there may be an argument for a network having low
nomological validity. Nomological validity is generally applied to the whole domain, but the
nomological map serves as a reference for finding appropriate comparison models in later tests
of specific sources of uncertainty. Given the power of nomological validity to place the research
in a wider context, we begin the validation process with the questions:
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 Can we establish that the BN model fits within an appropriate context in the literature?
 Which themes and ideas are nomologically adjacent to the BN model, and which are
nomologically distant?
6.3.2 Face validity
Face validity is one of the most commonly used tests for expert-elicited BNs. For example,
we can look at our passenger processing BN and check that baggage delivery time is part of
the model and that it is related to the time spent picking up baggage to approximately the right
level. However, despite the ease of establishing face validity it is considered the weakest form
of validity within the psychometric framework. One of the primary dangers in establishing
face validity is criterion contamination an issue that arises when the test dataset is the same as
the validation set (Darkes et al., 1998). In our case, we might ask our set of experts whether
they think the network looks the same as expected. Unsurprisingly, there are very few cases
where the experts disagree with their own judgement. A more robust way of establishing face
validity would be to split the population of experts into test and validation groups, and ask the
validation group only about the face validity of the network (Johnson et al., 2010). In cases
where few experts are available, we can undertake a number of other strategies normally used
for elicitation, such as using different experts for different parts of the BN, asking experts to
assess their answers from a rival’s perspective, asking experts whether the model is applicable
outside their domain and many others(Choy et al., 2009; James, 2009). In addition, often the
entire model is tested at once (Korb and Nicholson, 2003). In order to learn as much as possible
about the model through the validation process it is worthwhile to assess the face validity of
the structure (including sub-networks), discretisation and parameterisation independently. We
therefore suggest the second set of questions in this validation stage:
 Does the model structure (the number of nodes, node labels and arcs between them) look
the same as the experts and/or literature predict?
 Is each node of the network discretised into sets that reflect expert knowledge?
 Are the parameters of each node similar to what the experts would expect?
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6.3.3 Content Validity
To test for content validity of the structure we can check that all noted factors and relationships
from the literature are included in the model, and discover which relationships are novel to the
BN model. For example, in the passenger processing BN we could ensure that all the factors
considered to important by the regulating bodies are included. To check the content validity
of the discretisation of nodes within the model, we can ensure that all intervals implicated in
the literature are included in the network. For example, if we were to discover that a node
is generally classified at three levels in the literature, then a node with binary states would
have low content validity. From a systems dynamics perspective, Barlas (1996) describes
a dimensional consistency test which when applied to a BN paradigm could be defined as
ensuring that all possible states of the node are included in the discrete states. For example,
if a node were to include binary states of above twelve people and below twelve people, then
the node would lack dimensional consistency as the possibility of there being exactly twelve
people has been excluded. Finally, the content validity of the parameterisation can be checked
through comparing expert elicited probabilities and relationships to analogous relationships in
the literature. If parameters in the expert elicited model are significantly different, an argument
should be made for the difference. To assess the content validity of a BN model, the following
questions are suggested:
 Does the model structure contain all and only the factors and relationships relevant to the
model output?
 Does each node of the network contain all and only the relevant states the node can
possibly adopt?
 Are the discrete states of the nodes dimensionally consistent?
 Do the parameters of the input nodes and CPT reflect all the known possibilities from
expert knowledge and domain literature?
6.3.4 Concurrent Validity
In the context of BNs, concurrent validity can refer to the possibility that a network or section
of a network behaves identically to a section of another network, preferably driven by data.
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While this seems improbable, the nature of BN modelling seems to lend well to concurrent
validity. For example, the passenger processing BN shares some sub networks and nodes with
the customer satisfaction model for the same airport. In her introduction to Object Oriented
Bayesian Networking, Koller and Pfeffer (1997) describes the technique as a way of capitalising
on this high concurrent validity by building networks from instances, or nodes representing
sub-networks that can be easily transposed to other networks. This method allows large and
highly complex BNs to be built without the researcher repeating modelling work performed
by other researchers in the same domain. To test the concurrent validity of the structure of
a BN, we can check other networks in related domains for sub-networks that are similar to
sub-networks in the network. A model with high concurrent validity would have sub-networks
in common with networks that are theoretically related, with the same number of nodes and
relationships, with the relationships in the same direction. Similarly, when similar sub-networks
from theoretically related networks are identified, we can judge the validity of the discretisation
of nodes and their parameterisation against the intervals of nodes and probabilities supplied in
the comparison network. In the Barlas (1996) review of system dynamics tests, the application
of concurrent validity criteria specifically to the parameters of the model factors is known as
’parameter confirmation’. Given these approaches, the following questions are suggested as
tests of a BN’s concurrent validity:
 Does the model structure or sub-networks act identically to a network or sub network
modelling a theoretically related construct?
 In identical sub networks, are the included factors discretised in the same way as the
comparison model?
 Do the parameters of the input nodes and CPTs in networks of interest match the param-
eters of the sub network in the comparison model?
6.3.5 Convergent Validity
Convergent and discriminant validity are usually considered together, as they both reflect the
relationship the BN has with other models. Convergent validity in BNs refers to how similar
the model structure, discretisation, and parameterisation are to other models that are intended
to describe a similar system. For example, we would expect our passenger processing BN to
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look similar to a network describing the processing of cargo at a seaport. The selection of
comparison models is dependent upon the literature and knowledge of the domain at hand, but
the original nomological map created in the first step of validation can be used as a reference for
which sources may be of use. In particular, the comparison model for establishing convergent
validity should be taken from an area as nomologically proximal as possible. In practise this
could mean using a comparison model drawn from another complex systems discipline applied
to the same domain, or alternatively using a BN drawn from a theoretically similar domain. As
with the other types of validity, we can test the expert elicited BN regarding the convergent and
discriminant validity of the structure, discretisation and parameterisation in isolation using the
following questions:
 How similar is the model structure to other models that are nomologically proximal?
 How similar is the discretisation of each node to the discretisation of nodes that are
nomologically proximal independent of their network domain.
 Are the parameters of nodes that have analogues in comparison models assigned similar
conditional probabilities?
6.3.6 Discriminant Validity
The counterpart to convergent validity is discriminant validity, defined in this framework as the
degree to which a model is different to models that should be describing a different system.
For example, we would expect our passenger processing BN to look different to a model
describing students’ progression through school. As in the case of convergent validity, the
comparison model can be chosen using the nomological map as a reference guide for useful
sources. The ideal method for establishing good discriminant validity would be to select models
from nomologically distal disciplines and work toward the construct of interest. Given that
convergent validity has already been established, the ideal model would be one that is similar
in most respects to the convergent comparison model, but dissimilar in all respects to the
discriminant comparison model, which would be drawn from an area of research very close
to the convergent validity comparison model.
A system dynamics test of experts’ judgement of the discriminant validity of any source of
uncertainty in a BN model is known as a Simulation Turing test (Schruben, 1980). The test
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requires many versions of the model to be shown to the researcher, only one of which is the
expert-elicited model in every respect. Experts can be asked to choose the correct structure,
discretisation or parameterisation from either a set of models of through binary choice experi-
ments in which every model is compared to every other model. As in the case of face validity,
the Turing test is ideally carried out on a separate set of experts to the set that originally created
the model to avoid criterion contamination. The fewer differences in the final model chosen to
the expert-elicited network, the higher the discriminant validity of that source of uncertainty.
For this framework, the following questions are suggested as tests of the discriminant validity
of the BN model:
 How different is the model structure to other models that are nomologically distal?
 How different is the discretisation of each node to the discretisation of nodes that are
nomologically distal independent of their network domain?
 Are the parameters of nodes in the comparison models that have oppositional definitions
to the node in question parameterised differently?
 When presented with a range of plausible models, can experts choose the ’correct’ model
or set of models?
6.3.7 Predictive Validity
In BNs, predictive validity can be considered to encompass both the model behaviour and
the model output. This is the type of validity covered by traditional model and data fitting
techniques.
When applying predictive validity tests within a complex systems and specifically a BN paradigm,
the comparison model can be an alternative hypothesised model rather than a data-driven model.
Such hypothesised models could be elicited using a number of techniques, such as case studies
or formal walkthroughs (Barlas, 1996; Pollino et al., 2007). Luu et al. (2009) used case studies
to formulate alternative hypothetical networks against which to compare the predictive validity
of their BN model. While they did not specifically apply the tests presented in this paper,
their work represents one of few papers to attempt to establish confidence in the predictive
validity of an expert-elicited BN. Half of the special tests of system dynamics model validity
presented by Barlas (1996) refer to the predictive validity of the model in that they test the
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model behaviour specifically. Of particular relevance to establishing confidence in the predictive
validity of BN are behaviour sensitivity tests, Qualitative Features Analysis and the extreme
conditions tests. When applied within a BN paradigm, the behaviour sensitivity test can be
applied to the model structure and parameters by determining to which factors and relationships
the model is sensitive, and comparing this to hypothetical models or alternative empirical
models. The terms ’sensitivity to parameters’ and ’sensitivity to findings’ are used by Pollino
et al. (2007) to describe the application of behaviour sensitivity tests to the parameters and
model behaviour specifically, however it should be noted that this test can be just as easily
applied to the structure and discretisation of nodes in the model as well. These tests are
commonly used, and various versions of them can be executed using the GeNiE 2.0 (Druzdzel,
1999), Hugin Expert (Andersen et al., 1990) or Netica (NorSys, 1997) software packages among
others.
Qualitative features analysis (Carson and Flood, 1990) is a case of predictive validity testing
where behaviour in a hypothetical model is compared to the behaviour of individual pairs of
nodes, sub-networks and the entire model. As in the case of predictive validity, the hypothetical
models can be achieved through a number of formal strategies; however in this case, we are
interested in the comparison of simulation output rather than comparison of model features
directly. It is for this reason that model behaviour is outlined as the fourth source of model un-
certainty. While this area is the product of the uncertainty of its component features, predictive
validity requires that model behaviour be simulated from the model for tests to occur. For this
reason, predictive validity should be the final type of validity to be tested.
Finally, the extreme conditions test can be seen as a special case of qualitative features analysis,
as it sets the hypothetical model to extreme conditions where the behaviour of the model is
more predictable (Forrester and Senge, 1979). For example, if the number of passengers is
set to 0 then the model should reflect that there is a probability of 1 that 0 passengers are
processed within the time range of interest. The direct extreme conditions test examines the
behaviour of individual pairs of nodes and sub-networks under such extreme conditions, while
the indirect extreme conditions test examines the behaviour of the entire network against such
hypotheses. The range of tests to establish confidence in the predictive validity of a model is
notable considering the issue at hand that true objective data on the model are not available,
and suggests that the lack of data available does not preclude predictive validity testing, as
hypothesis-driven models can be used in place of data-driven models. From examination of the
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various techniques associated with assessing predictive validity, we arrive at the following set
of questions:
 Is the model behaviour predictive of the behaviour of the system being modelled?
 Once simulations have been run, are the output states of individual nodes predictive of
aspects in the comparison models?
 Is the model sensitive to any particular findings or parameters to which the system would
also be sensitive?
 Are there qualitative features of the model behaviour that can be observed in the system
being modelled?
 Does the model including its component relationships predict extreme model behaviour
under extreme conditions?
6.4 Conclusions and Recommendations
In this paper we have outlined a broad range of conceptual tests that can be applied to validate
BNs. These validity tests incorporate standard model-data fit comparisons, but expand the
construct of validity to the broader definition of whether or not a model describes the system it
is intended to describe, and produces output it is intended to produce. Many of these validity
tests can be used where no objective data exist.
By combining existing research from BN validation with validation tests from psychometrics
as well alternative complex systems disciplines, this paper introduces a starting point for dis-
cussing a framework for building confidence in the validity of BNs. The presented framework
is not intended to be comprehensive; instead, the aim is to establish that the validity of a
BN can be tested, and should be tested, independent of the model fit to available data or
expert confirmation. Disciplines such as psychometrics, with a history of measuring latent
constructs, can provide a useful perspective on the problem. The framework presents a sequence
of steps that can be followed to establish confidence in model validity, beginning with creating
a nomological map of the literature surrounding the domain, then gradually building confidence
in six types of model validity, using both general and specific tests.
The application of this framework to the BN developed in conjunction with ACBPS will to
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our knowledge be a novel practical demonstration of such an approach to BN validation. The
framework presented in this paper is intended to be domain-general, and there would be great
value in establishing the versatility of the tests by applying them to complex models in other
domains. Future work will extend to formalising and quantifying many of the tests in the context
of BN modelling, and obtaining perspectives on model validity from other disciplines that deal
with unobserved variables and complex systems.
7 APPLYING A VALIDATION FRAMEWORK TO A WORKING
AIRPORT TERMINAL MODEL
Jegar Pitchforth, Paul Wu and Kerrie Mengersen
Figure 7.1: Map of research questions and objectives indicating the role of this chapter.
This chapter addresses Research Question 3 and Research Objective 5 by applying a novel
validation framework for BN based models where no objective output data are available (see
fig 6.1) to the Hybrid BN model presented in Chapter 3. The range of tests described in
Chapter 6 are elaborated upon and it is demonstrated that the introduced framework is both
practically applicable to real datasets and useful for improving model validity.
This is primarily my own work, with guidance from Paul Wu. Paul also conducted the
analysis and image creation related to figures 7.6 - 7.10, with all other content being my own
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original work. This article has also been published in the Journal of Expert Systems with
Applications.
ABSTRACT
Validation is an important issue in the development and application of Bayesian Belief Net-
work (BBN) models, especially when the outcome of the model cannot be directly observed.
Despite this, few frameworks for validating BBNs have been proposed and fewer have been
applied to substantive real-world problems. In this paper we adopt the approach by Pitchforth
and Mengersen (2013), which includes nine validation tests that each focus on the structure,
discretisation, parameterisation and behaviour of the BBNs included in the case study.
We describe the process and result of implementing a validation framework on a model
of a real airport terminal system with particular reference to its effectiveness in producing a
valid model that can be used and understood by operational decision makers. In applying the
proposed validation framework we demonstrate the overall validity of the Inbound Passenger
Facilitation Model as well as the effectiveness of the validity framework itself.
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7.1 Introduction
Expert-informed BNs, or Bayesian Belief Networks (BBN) (Pearl, 1987) are a popular systems
modelling approach in cases where the behaviour of a system is not entirely known, or is
difficult to observe. In such cases, validation presents a challenge that cannot be answered
using the commonly used goodness-of-fit tests, such as AIC, BIC or DIC (Gelman and Hill,
2007; Riedwyl, 1967). In particular, such tests require an objective and directly observed output
that can be used to train and then test the model parameters. Such an arrangement is useful in
areas where the system output can be observed, but the range of interactions producing such
results are too complex to be thought about all at once, such as the technical performance of
an information system (Moullec et al., 2013) or the financial performance of some organisation
(Guo et al., 2012).
However, in many cases BBNs are used precisely because no such output is possible to
collect, such as in ecology, risk analysis and social behavioural studies (Grover, 2013). In other
cases, such as in airport passenger flows, there is a theoretically observable output but gaining
such data is expensive or difficult, making BBNs a much more practical and realistic alternative
for describing and predicting the behaviour of the system. This is similar to identifying the
effect of a latent variable in the model (see Yet et al. (2013) for methods of achieving this), but
in these cases the latent variable is the output of the model. In such domains there is no known
method of determining overall validity as there is no ground truth data against which model
outputs can be compared.
In these cases the question of validation is often only addressed in passing through expert
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self-checking or otherwise is answered with an incomplete view of validity constructs. For
example, Scholten et al. (2013) and Stark et al. (2013) both use very sophisticated approaches
to using expert elicitation in their models, but are limited to validating the results using expert
opinion either through direct interview or expert-created scenarios. In such cases it is not useful
to provide accurate validity diagnostics, as the test data cannot be seen as ground truth making
the diagnostic misleading and may lead to criteria contamination, or self confirmation (Brogden
and Taylor, 1950). In their model of IT project success, Gingnell et al. (2014) focus validation
attempts only on defending the assumptions of the Noisy OR-gates used in their elicitation
to reduce expert workload, which provides an incomplete assessment of model validity. This
method of validating the model lends weight to the approach of building confidence in validity
incrementally rather than a binary judgement using a single diagnostic measure based on com-
parison to ground truth data, however it is incomplete from the perspective of the Pitchforth
and Mengersen (2013) framework. Another approach is to generate synthetic data and compare
the model output against this (Aquaro et al., 2010), although this approach also focuses solely
on the predictive validity of the model and is essentially equivalent to a Qualitative Features
Analysis.
Almost no work has been conducted on frameworks to address validation in expert elicited
models when there is no ground truth dataset available, despite validity issues being raised by
critics as an issue with using experts for BBN modelling (Drescher et al., 2013). However,
for a model to be successfully implemented into everyday decision scenarios the user must be
confident that they are receiving an accurate representation of the system they are controlling.
If model developers cannot reach some assessment of the validity of their work it is most likely
that decision-makers will ignore model results and continue working using traditional methods.
In some cases this simply results in non-optimal system operations, however in the case of
critical infrastructure the result can be the development and maintenance of unreasonably high
risk protocols.
In response to the lack of methods for validating BN models when no output data are
available, a framework of validity tests was introduced by Pitchforth and Mengersen (2013)
for practical application to expert-elicited and expert-informed BBNs. These tests were drawn
from a variety of disciplines such as statistics, psychology and system dynamics to give helpful
guidance on the strength of a model’s validity where no ground truth data are available against
which model outputs can be tested. However, the framework is still only theoretical and has
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not been established as practically effective through application to a working model of a real
system.
Here we apply that framework to the Inbound Passenger Facilitation Model (IPFM), a model
designed to represent the inbound passenger facilitation system at an Australian international
airport. This is the first application of the framework by Pitchforth and Mengersen (2013) to a
working BN model that cannot be trained and tested using directly observed output data, and
has been used to demonstrate the validity of the model to airport stakeholders. In order to
achieve this many tests described in this paper have been further developed from the original
paper describing the framework.
In using the framework to validate a working airport terminal model, we aim to first demon-
strate that the framework can be usefully applied to models with little or no observable output
data and how this can be achieved. Our second aim is to demonstrate that by being subjected
to the validity tests in the framework the IPFM has become a more valid representation of the
real-world system than prior to their application.
7.1.1 Background
The IPFM is a model of airport terminal behaviour with a focus on inbound passenger facil-
itation times. Initial model development was in response to work by Hargreaves (2008) that
took a deterministic approach to developing a measurement framework (as opposed to a model)
for this system. While their work was comprehensive, the lack of a coherent holistic model of
the system in question meant the results of the work were never applied in practical operations
management. In addition, the sampling strategy required to quantify their metric framework
proved infeasible. While limited samples are taken from the airport throughout the year, the
rarity of such sampling along with the acknowledged error of the measurements means that
such samples are unlikely to be useful for model validation purposes. In this case, using expert
opinion to support observational data is an important step in creating reliable and valid systems
models.
At the point of conception there were a range of theoretical goals set out for the model,
such as integrating disparate datasets that were being maintained by numerous stakeholders,
capturing the knowledge of experts and predicting the performance of the system in different
scenarios. After a search of existing airport terminal performance models a BBN was identified
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as a suitable modelling tool for achieving these goals. These goals were gradually refined over
the course of the project through interviews and workshops held at each iteration of model
development.
Once initial reporting has been completed it became apparent that significant validation
testing would be required before the model could be approved for use in managing critical
infrastructure. However, much of the model was unable to be tested against objective data
because it was too expensive to collect so had been quantified using expert elicitation. This led
to an exploration of similar situations in which no directly observable outcome is possible,
and ultimately to the development of the framework outlined in Pitchforth and Mengersen
(2013) and applied in this paper. For approval to be used in daily operations, these tests of
validity needed to be usefully applied and communicated to stakeholders in order to build their
confidence that the model is a valid representation of inbound passenger processing.
Bayesian Belief Networks
BBNs are a member of the family of conditional joint probability models known as Bayesian
Networks (Pearl, 1987). These models express systems in terms of the likelihood of each factor
(or node) existing in a given state based on the direction and strength of influence from other
nodes. There are three main features of a BBN before it is used for simulation; structure,
discretisation and parameterisation. In some cases researchers may obviate discretisation by
using continuous nodes (John and Langley, 1995), but this is rare in practical applications, and
continuous nodes are usually used in conjunction with discrete nodes (Aguilera et al., 2011).
In the process of creating a BBN model, the researcher must first define the domain and
scope of the model and arrive at some understanding of the structure of the network. If full
data are available then these can be used directly to learn the network structure algorithmically.
Alternatively, Principal Component Analysis (Joliffe, 2002) can be used to reduce the dimen-
sionality of the data before running learning algorithms, which speeds the learning process in
time-critical applications. For expert-elicited and expert-informed networks the number and
subject of nodes is defined by the researcher through literature review and expert consultation,
as is the number and direction of arcs between nodes.
If discrete nodes are created from continuous assessments, the node must be discretised
before parameterisation. Deciding upon discretisation thresholds is a difficult process, as the
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resulting output of the network can be highly sensitive to this choice. There is a significant
amount of research on discretising nodes from data sets in the case of Learning BNs (Monti and
Cooper, 2013), however very little has been explored in the case of expert-elicited or expert-
informed BBNs (Uusitalo, 2007).
The final stage in model creation is to set prior parameters for each node through a condi-
tional probability table (CPT) that specifies the likelihood of a node’s state conditional upon the
states of its parent nodes. It is this parameterisation through CPTs that provides the simulation
capabilities for BNs generally.
From this process there are seen to be four areas affecting uncertainty in the validity of the
BBN model:
1. Structure: The nodes included in the model, and the number and direction of links
between nodes.
2. Discretisation: The way the state space has been divided within nodes.
3. Parameterisation: The conditional probabilities associated with node states.
4. Behaviour: The output of the model under interrogation.
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The passenger facilitation system and the IPFM structure
Figure 7.2: Schematic diagram of the Inbound Passenger Facilitation Model (IPFM)
The final IPFM consists of four BBN objects linked via a queuing model (see Figure 7.2). Each
of the network objects represents a functional area of the inbound passenger facilitation process,
detailing the structure of factors affecting processing time in that area.
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Figure 7.3: Schematic diagram of the inbound passenger facilitation system
Figure 7.3 shows the structure of the facilitation system in Australian airports generally. The
four functional areas (see Figure 7.3) are referred to as:
1. Arrivals Concourse (AC): This area is where passengers enter the airport from their plane
through gates. This area contains a duty free shopping store and some restrooms, but
is generally just a large hall. Factors affecting facilitation time are the time spent in
discretionary activities and the travel time to cover the distance between the gate and the
Entry Control Point given the congestion in the area.
2. Entry Control Point (ECP): This area is where immigration checks are conducted at either
manually operated modules or automated SmartGate modules. In the IPFM, a passenger
is considered in this model to have entered this area once they have joined the queue for
processing. Every passenger entering the country must pass through this area, but some
passengers will transfer to other flights before reaching this stage and are removed from
the model. Factors affecting facilitation time in this area include the processing time at
the checkpoints, the number of checkpoints open and the length of the queue at the time
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it is joined by the passenger.
3. Baggage Collection Area (BCA): Passengers collect their luggage in this area, usually
from baggage carousels assigned to specific flights depending on the size of the terminal.
Factors affecting facilitation include the delivery time for luggage from the flight and the
accessibility of the bag given the congestion in the terminal.
4. Secondary Examination Area (SEA): In this area passengers are selected for scans and
interviews regarding issues other than immigration. The SEA is divided into two ar-
eas, one controlled by Australian Customs and Border Protection Service (ACBPS) and
the other controlled by the Department of Agriculture, Fisheries and Forestry (DAFF)
Biosecurity Division. The few passengers interviewed by ACBPS go through a single,
highly variable process. A much higher proportion of passengers are sent to the DAFF
Biosecurity controlled area where additional processing may occur. Factors affecting
facilitation time in this area include the processing time for each module and the length
of the queue at the time it is joined by the passenger.
In testing the validity of the model, each of the networks was examined individually where
appropriate and also as a whole in the case of testing model behaviour. In the case of the
IPFM, while most variables are theoretically observable, there is great expense and difficulty in
acquiring timings for individual passengers through the entire system with the level of coverage
required to be a representative sample. In fact, the original reason a model was developed was
as a substitute for this type of data collection.
While there may be a number of options for data to support future iterations of the model, at
this time there are large gaps in terminal data so we cannot meet the assumptions of traditional
model validation tools. Instead we must use a broader framework of systematic questioning to
incrementally build confidence in the model through comparison to other models, comparison
of sub networks within the model itself and limited prediction tests where data allow.
7.1.2 Validity testing approaches for representations of unobservable phenomena
The concept of testing the validity of measures of unobservable phenomena first arose in the
mid-twentieth century with researchers who were concerned with understanding how to build
convincing psychological scales. Validating measures of unobservable phenomena has been
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a central theme in psychometrics because until the introduction of brain scanning technology
there was no method available of gaining objective data on thought patterns and mental states
(Herholz et al., 2004). The work carried out by these researchers became a basis for further
exploration of the area. Sparse but significant work has been published on the subject of
validating models in recent times, summaries of which can be found in Gu et al. (2013) and Balci
(2013). Recently, Bornstein (2011) called for a process-focused approach to model validation,
where confidence in the model is built by systematic experimentation rather than methods
examining the correlation between output and criterion. While their approach only referred
to the validation of scores obtained through psychometric tests, the Pitchforth and Mengersen
(2013) framework applies this same approach to BN models which require validation of all four
areas of uncertainty. Afzali et al. (2013) found that very few studies reported a standard set of
validation measures for models with unobservable output and introduced a reporting checklist
for validity. However this checklist is specific to decision-analytic models and focuses more
on standardising the model development rather than trying to assess the final model itself. In
contrast, the current paper demonstrates that the Pitchforth and Mengersen (2013) framework
is applicable to a working Bayesian network model, and focusses on the actual model proposed
for use rather than examining the development process.
In the following section we provide an overview of the tests found in the framework by
Pitchforth andMengersen (2013). We then apply the validation tests to the IPFM to demonstrate
that the framework can be applied to a working model of a real system, and that its application
leads to a more valid representation of the system.
7.2 Methods: Overview of Validity Tests
The validation tests used in this study are drawn from Pitchforth (2013), who outline a validation
framework for BNs where complete data are not available.
A short description of each test in the context of the IPFM is provided in this section. This
sequence should be run after conducting a literature review and arriving at a working model of
the system.
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7.2.1 Nomological Validity
This type of validity is a first step to determine the theoretical position of the model within the
context of the wider modelling literature. A nomological map for a BN not only explores the
general placement of the model within the literature, but does so within the context of the four
areas of uncertainty.
Early nomological maps were very similar to BBNs themselves. However, in the case of
writing a nomological map for a BBN, we need to acknowledge the four sources of uncertainty
in BN validity. This requires some adjustment to communicate the results graphically. In the
case of this map we divide the landscape into four quadrants, each representing one of the four
sources of uncertainty.
Figure 7.4: Example layout of the Nomological Map
Three concentric circles centred on the origin of this plane represent the theoretical distance
between the model in question (represented by the centre of the circles) and the models or
sets of models that are considered similar to the work in question. Those models within the
smallest circle are most similar to the model being validated on the dimension represented by
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the quadrant, while the models in the largest circle are least similar of those within the scope
of literature review. By creating a nomological map in this way, we gain an understanding of
which other models are useful comparisons for each source of model uncertainty.
If a model cannot be placed within the literature it indicates that more theoretical work is
required to justify the arrangement of the model. On its own this test tells us little about the
mechanics of the model, but gives us a framework on which to base further hypotheses. If this
model is the result of extensive literature search by multiple researchers and can be shown to sit
within a known body of work, the nomological validity of the IPFM meets expectations.
7.2.2 Expert based validation
The first level of validation uses the opinion of experts to confirm that model features match their
expectations in a variety of ways. The issue of criterion contamination (Brogden and Taylor,
1950), or using self-confirmation is important to deal with when using expert validation. In the
case of the IPFM criterion contamination was avoided by using a subset of experts to create the
initial network, then having all experts involved appraise the interpretation of this elicitation.
However, there are other methods of avoiding this issue available to researchers. For example, a
bootstrapping style method could be adopted wherein experts are asked individually to validate
the network, then assessments can be grouped randomly to ascertain whether the judgement of
any subset of experts differs significantly from any other subset. The technique applied is largely
dependent on the time available to the researcher, and the predicted heterogeneity of the group
of experts. In many cases the time requirement of eliciting a BN structure is already very high,
so extensive validation testing based on expert opinion is not always practical. Smaller sets of
experts can be used in this stage if the population is considered to be relatively homogeneous.
For example, in the construction of the IPFM each set of experts primarily had knowledge of
their own area, with very little experience in others. Due to this, expert based validation required
a full set of experts despite time limitations.
Face Validity
The face validity of the model refers simply to whether the model structure, discretisation and
parameters look as the experts expect them to. This approach is used to appraise the structure
and discretisation of network nodes rather than the overall results of the network, as the point
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of interrogating the model is to discover unusual behaviour rather than simply confirm expert
beliefs. Like nomological validity there are few insights we gain from this test on its own, but
it must be passed in order to move onto other validation tests as it is a basis of our confidence
in the strength of the model validity.
Content Validity
Content validity refers to whether the nodes and links in the networks comprehensively describe
the inbound passenger facilitation system and the variables that affect its performance. This was
determined by first reinterpreting the existing metric framework of the inbound system from
Hargreaves (2008), then developing the networks further in close consultation with the stake-
holders involved in the operation of the relevant part of the system to ensure a comprehensive
overview. As in many cases where the Delphi method (Rowe and Wright, 1999) is used to
elicit expert opinion, some of the nodes in the final version of the networks were found to be
redundant when the flow of probability through the model was considered, so were removed to
increase the content validity of the model.
Convergent and Discriminant Validity
These two types of validity are typically examined together, as they are both dimensions of the
relationship of the BN with other models. Convergent validity is the extent to which the model
matches other models of systems that are similar in some way, while discriminant validity is
the extent to which the model differs to models of different systems. We use the nomological
map from the first test to formulate hypotheses about the comparison models. To demonstrate
the convergent and discriminant validity of the IPFM, we choose two example hypotheses:
1. The model behaviour is similar to that of existing available Agent BasedModels of airport
terminals.
2. The model structure is different to that of other airport process models from different
countries in relevant sections.
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7.2.3 Data based validation
Data based validation is the most common type of validity testing in the literature, to the point
that many researchers consider it the only true form of validation. However, for most data-
based validation methods to work, a comprehensive and accurate dataset is required (taken as
ground truth). One of the issues in this case study is the lack of ground truth data for some
functional areas of the system, however a number of tests are still possible to run albeit in a
limited capacity. Another issue is that almost every available data set cannot be truly considered
ground truth as they are susceptible to error.
Concurrent Validity
This type of validity refers to whether certain sub networks of the system are arranged similarly
to other sub networks representing similar systems. Typically these networks are taken from
alternative models that are considered nomologically proximal to the model in question based
on the nomological map. Another way of looking at this type of validity is by examining the
internal consistency of the structure, discretisation and parameters of the model as determined
by nomology or expert opinion. In this case study, identifying candidate sub networks was a
simple process as the system is defined formally in legal and procedural documentation. The
original object oriented approach to building the IPFM has helped the model maintain good
concurrent validity by reusing network structures in situations where the process was the same.
Predictive Validity
This is the most commonly tested dimension of model validity, where the output of the model is
compared to real world data. In the case of the inbound passenger facilitation system there is no
objective ground truth data available, so we are limited to testing sub networks using Goodness
of Fit metrics, the Extreme Conditions Test and Qualitative Features Analysis.
Goodness of fit refers to the extent to which the behaviour of the model reflects what is
actually happening in the system. In the case of the IPFM there is no ground truth for the whole
model, so datasets that were known to be reliable were compared against relevant sub networks
and behaviour.
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To do this we use metrics describing the absolute and relative error of the model when fitted
to these datasets.
The root mean squared error, or RMSE (Levinson, 1947) provides a measurement of abso-
lute error. Formally, RMSE is defined as:
RMSE = j
vuut 1
n
nX
t=1

X^(t) X(t)
2
j (7.1)
where X^(t) is the model estimated value at time slice t and X(t) is the corresponding
benchmark for n time slices. Another metric by which we can judge the fit of the model to the
data is Mean Relative Error (MRE), formally defined as:
MRE = j 1
n
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X(t)
j (7.2)
Reasonable thresholds should be set a priori in order to assert that these tests have been
passed. These should be set with respect to the intended decision scenario for the model. There
is no universally accepted threshold, but a 95% confidence interval is defensible in most cases.
In the Extreme Conditions Test we examine the behaviour of the model under extreme
conditions where the outcome is logically certain. The most certain outcome for the IPFM
is when no flights are arriving, where we would expect to see the four facilitation areas empty
of passengers. In the context of this test, a flat line on a graph of predicted passenger numbers
demonstrates that this test produces the hypothesised results. Failure to pass this test will often
lead to a complete restructuring of the model before it can be retested. If model behaviour is not
as expected in this test, the problemmay lie with the structure, discretisation or parameterisation
of the network. To determine which specific dimension of the model is at fault more specific
tests are required.
Qualitative Features Analysis is an approach investigating the behaviour of the model in
everyday scenarios where the difference in outcome can be logically inferred without requiring
an exact hypothesis. These tests of predictive validity are less stringent than the extreme
conditions test, but provide a much higher level of information about model performance. There
are a range of scenarios that can be run on the IPFM, two of which are presented in this paper.
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In the first test we hypothesise that a valid simulation would show that passengers are
moving sequentially through the system as we can observe in the real terminal. If this is the
case, we should see the arrival concourse register passengers first, then the Entry Control Point
(i.e. the second area in the system) and so on. Further to this, our hypothesis would be supported
if the peak passenger load of each functional area occurs in the same sequence.
Another Qualitative Features Test is to simulate the airport in a scenario in which every gate
has a plane unloading at the same time, critically overloading the terminal. In this case our
hypothesis is that a valid model would show very high dwell times for each area along with
passenger congestion peaks occurring in the same sequence.
7.3 Results
The results of the validation tests are presented as both evidence of the strength of the model in
representing the inbound passenger facilitation system, and as a demonstration that the proposed
validation framework can be usefully applied to a model of a real-world system.
7.3.1 Nomological Validity
The nomological map for the IPFM is depicted in figure 7.5. Each concentric circle represents
the theoretical distance between the model and work conducted by other researchers in each of
the four areas of BBN uncertainty.
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Figure 7.5: Nomological Map for the IPFM
In some cases numbers appear multiple times on the map, reflecting that the corresponding
models can be used in comparisons of more than one area of uncertainty. Further to this,
numbers may reflect groups of papers in some cases, but individual papers in cases where the
work is particularly influential on some dimension of the current model. The papers included
in each group are listed in table 1 .
Given that the model can be placed within an extensive and diverse range of literature that
offers a good range of comparison models, we have confidence in the model validity for this
dimension.
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Model group/ type References
1. Airports ABMs (Schultz and Fricke, 2011) (Fayez et al., 2008) (Xie et al., 2004)
2. System Dynamics Models (Manataki and Zografos, 2009) (Manataki and Zografos, 2010)
3. Airport Process Model (Hargreaves, 2008)
4. Aggregate Models (Solak et al., 2009) (Brunetta et al., 1999)
5. Outbound Passenger Models (Correia et al., 2008) (Foster et al., 1995)
6. Hospital system BNs (Uhart et al., 2012) (Leegon et al., 2005)
7. Threat assessment BNs (Okello and Thorns, 2003) (Johansson and Falkman, 2008) (Yongyan et al., 2010) (Yi et al., 2012)
Table 7.1: Papers included in each group for the nomological map
7.3.2 Face Validity
Having consulted closely with the range of stakeholders involved in the inbound passenger
facilitation process, we can determine that the face validity of the IPFM is acceptable. Each
organisation was interviewed independently and confirmed that the model structure, discretisa-
tion and parameters fit with what is expected to be observed. In addition, experts corroborated
the behaviour of the model under normal operational conditions, although this is not counted as
part of the formal validity testing framework.
7.3.3 Content Validity
The four networks were tested against Hargreaves (2008) and Manataki and Zografos (2010)
to determine the comprehensiveness of the network structure. The IPFM included all relevant
nodes from these models, excluding those obviated by the modelling approach. Examination
of node discretisation revealed that all nodes cover their entire state space without gaps. Pa-
rameterisation was shown to cover all values present in the data so far, and the behaviour of the
model was able to replicate all tested system behaviours.
As a secondary test, we also confirmed with experts that all factors considered in operational
decisions are included in all relevant parts of the network structures.
7.3.4 Convergent/ Discriminant Validity
The structure of the model is similar to the hospital models identified in the nomological map,
implying good convergent validity on this level. As far as is known, there are no BNs of
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outbound performance to compare discretisation, but the parameters of the model agree with
those found in Hargreaves (2008) in sections where the parameters are unlikely to have changed
since publication. The behaviour of the IPFM is similar to that of Agent Based Models of
airport terminals such as those by Xie et al. (2004) and Schultz and Fricke (2011). When
relevant, sub networks were compared to determine that expected differences were observed.
For example, the Greek passenger facilitation process is different to the Australian process and
this is supported by a comparison of the IPFM with Manataki and Zografos (2010). Similarly,
our expectation that parameters reflect the observed growth in passenger numbers since the
Hargreaves (2008) report was published, is supported by the model.
7.3.5 Concurrent Validity
There are a number of queuing types represented in this model such as having one queue feeding
multiple counters, many queues feeding a single counter, and multiple queues feeding multiple
checkpoints. Each of these queue types is represented by similar network structures throughout
the model, with the figure below presented as an example.
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Figure 7.6: Example of two sub networks that demonstrate good concurrent validity
In addition, nodes that represent similar aspects of the system have been discretised and
parameterised similarly, ensuring the model is consistent throughout its quantification. Having
checked that the model is consistent internally as well as with other models, we can judge the
concurrent validity of this model as acceptable.
7.3.6 Predictive Validity
The predictive validity of the model is given by the results of the three tests outlined below.
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Goodness of fit
Only the Entry Control Point (ECP) and Secondary Examination Area (SEA) networks could be
tested using this metric given the available data. The available data were in the form of a count
of the number of passengers departing the ECP or SEA for one minute periods over the course
of the test period. The data that were available for use was for 6:00-12:00 and 16:00-20:00 (a
total of 10 hours) on Sunday, September 30 2012 at Brisbane International Airport. The ECP
count was obtained from immigration records which record the timestamp of the last keystroke
when a passenger is cleared through the ECP. For the purpose of validation these data were
treated as the ground truth.
On the other hand, the SEA count was obtained from video analytics on the exit of the
SEA. These counts have only been corroborated with manual counts based on video footage, so
cannot be seen as ground truth, but provide some comparison.
For the purposes of evaluating the goodness of fit, the cumulative count over time of passen-
gers departing the ECP and SEA, also known as the cumulative departure curve, is used. The
cumulative curve is selected rather than the actual count per minute for three reasons. Firstly,
by using the cumulative count, it is possible to identify not just whether the model tracks the
data accurately, but also see if it drifts away from the data over time; identification of drift
is impossible with the instantaneous count. Secondly, the ‘instantaneous count can be noisy.
Finally, the cumulative curve is what is used to infer the facilitation rate as well as the number
of passengers in an area and the average dwell time for passengers entering an area in that time
slice.
The facilitation rate is the slope of the cumulative curve. The number of passengers in the
area at a given time slice can be determined by finding the vertical distance (i.e. difference)
between the cumulative departure curve and the cumulative arrival curve. The average dwell
time, expected at a given time slice, is the horizontal distance between the cumulative arrival
and cumulative departure curves.
When tested against the ECP ground truth, the cumulative ECP departure curve predicted
by the model was found to track the ground truth well (figure 7.7). A RMSE value of 42.2
passengers over the 10 hour simulation period was recorded along with a relative error of
5.7%. Note that, due to gaps in the data, the model was not specifically trained against the
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ECP departure data. Hence, it can be seen that the model is highly effective in predicting
passenger movement. It is surmised that this level of accuracy stems from well-informed expert
based knowledge on ECP operations which was used to quantify the model.
Figure 7.7: Model output compared with immigration key tap data
The SEA departure curve was compared against video analytics counts supplied by the
Intelligent Surveillance group of the Airports of the Future (AOTF) program. The SEA depar-
ture curve was similarly compared against data gathered through video analytics. Note that in
this instance, the data are not the ground truth and the aim of this comparison is to establish
whether the model predicts within the right ballpark. As can be seen from figure 7.8, the
model predictions generally follow the data well. In this case the RMSE of the IPFM was
70 passengers with a MRE value of 17% over the simulation period. This gives us a good
indication that the model output agrees with the most direct measurements that are possible to
get from the system.
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Figure 7.8: Model output compared with video based data as provided by the Intelligent
Surveillance team of the AOTF project.
Extreme Conditions Test
In this test we hypothesised that in a scenario where no passengers enter the terminal, the model
should produce a flat line of passenger numbers in each functional area over time. Figure 7.9
demonstrates that this is the case. Such a result can be difficult to obtain with a complex BN;
by integrating a BN with a stochastic queuing theory based simulation model that enforces hard
constraints, we were able to achieve the correct result.
CHAPTER 7. APPLYING A VALIDATION FRAMEWORK TO A WORKING AIRPORT
TERMINAL MODEL 172
Figure 7.9: Model output resulting from the Extreme Conditions Test, which matches
expectations
Qualitative Features Analysis
As hypothesised, the line representing each functional area rises, peaks and drops in a sequence
expected based on the known passenger process (see figure 7.10). The first passengers to arrive
move very quickly through the model, but as passenger flow exceeds capacity the numbers in
each area build. Of particular interest is the peak hour in the morning, where the model predicts
passengers in the Baggage Reclaim Hall for an extended period before they move very quickly
through the SEA. Peaks in the Arrival Concourse are very sharp, and contribute slowly to the
ECP, which is slightly smoother but peaks at just over 600 passengers. The Baggage Reclaim
Hall then smooths the flow of passengers further, and feeds them slowly into the SEA at first.
The sharp drop on the SEA curve reflects that passengers move quickly through the SEA once
they have arrived there. These behaviours are in line with hypotheses.
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Figure 7.10: Likely terminal performance output. Note the sequence represented by each line
as passengers are depicted moving through the model.
For the second test, the Qualitative Features Analysis demonstrates that the model shows
a critical overload of passengers when all flights are set to arrive at the same time ( see figure
7.11). We see change points in the morning when new modules are opened, and otherwise see
an amplification of model curves as would be produced by introducing a number of passengers
to the terminal far above plausible levels.
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Figure 7.11: Model output resulting from the Qualitative Features Analysis in which all planes
land simultaneously. Note the high peaks suggesting long queues at facilitation bottlenecks
7.4 Discussion
This paper had two major aims:
1. To demonstrate that the Pitchforth and Mengersen (2013) validation framework can be
applied to a model of a real world system, and that doing so helps to fine tune the model
using practical and hypothetical scenarios; and
2. To demonstrate that there is a high level of confidence in the validity of the IPFM based
on the results of validation tests.
7.4.1 The validation framework
In its application to the IPFM, the validation framework proposed by Pitchforth (2013) has been
demonstrated to be a useful addition to the process of creating a practical systems model either
partly or entirely based on BBNs. In the case of failed tests, the result pointed the researchers
quickly and unequivocally toward a model based solution that improved internal and external
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validity.
The application of the framework is a step forward in establishing confidence in BBN
models. This step provides both an academic advantage in convincing sceptics when presenting
BBNs as well as a professional advantage when presenting a model to investors or managers.
By being able to demonstrate some level of confidence in the model’s validity, researchers
can attempt more interesting interrogations of their model and industry partners perceive a
much lower level of risk in adopting the model for decision support. The application of this
framework to a model of a real system demonstrates that test criteria need not be exact in a
statistical sense in order to suggest exact remedies for operational problems. Statisticians are
primarily concerned with accuracy in measuring model validity, however it is often the case that
applied tests of working models are required to be more robust to a wider range of data than
more accurate given perfect test and training datasets. This pragmatic approach allows us to
draw the model closer to a representation of the system that is representative enough to be used
in operational decisions.
This validation framework is useful even without formalisations of the tests included. For
example, in the initial operation of the Qualitative Features analysis it was not necessary to
specify exactly how many passengers should be generated in order to determine the behaviour
of the unadjusted model was inconsistent with hypothesised performance. In this case it was
enough to specify that the number of passengers should be simulated such that the terminal was
overloaded, and it was possible to make necessary adjustments to parameters based on these
results.
While each test is simple in its execution, their results produce a reasonable model when
taken as a framework. While many researchers in the past have proposed subsets of the tests
in the Pitchforth and Mengersen (2013) network (for example Forrester and Senge (1979);
Gingnell et al. (2014); Aquaro et al. (2010)), the results of the tests are most effective in tuning
the model when used within this comprehensive framework. From this perspective, the focus of
many researchers on goodness-of-fit is a limited view in the case of complex systems models as
the validation of the model is restricted to scenarios for which full datasets have been collected.
By also including expert and empirically based validity tests when examining BN models we
can incorporate more information about other dimensions of validity. The framework helps
avoid the criteria contamination which can occur in other model validation approaches and
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combines a range of concepts common in BN and systems modelling literature such as structure
pruning, parameter tuning and scenario checking into a single testing scheme. In many cases
with Complex Systems modelling researchers report surprising findings in terms of emergent
behaviour. However, special care should be taken when reporting such findings, as in many
cases it is difficult to tell whether the model is correctly predicting behaviour that has as yet been
unobserved, or is simply not reflective of the real system in the specific circumstances tested.
In cases where non-intuitive emergent behaviour is discovered using a BBN, the validation
framework described here provides strong guidance on whether behaviour is emergent or simply
invalid. However, the subjective nature of test results means that different types of models
cannot easily be compared to each other unless they are sufficiently similar. In addition, the
framework is long-winded to report and can absorb a significant amount of the time experts
can dedicate to the modelling effort. For a comprehensive assessment of model validation, it is
required that at least one extra workshop be held for experts to contribute their opinion on the
face validity of the model, and this can be difficult if researchers have not spent time building
support for the modelling process amongst experts, or have already used significant amounts of
expert time already.
7.4.2 Model Performance
The final version of the IPFM satisfactorily passes all the tests outlined except for those that
require more data. It should be noted that model development was an iterative process in this
case study, with each new piece of expert opinion or data contributing to the next stage of model
development. As Bar-Yam (2003a) mentions, it is more useful to focus on changes to small parts
of the model at a time than on changing the whole model at once so an iterative process was
more suitable. While initially failing some of the proposed validity tests, the IPFM passed all
tests in the model’s final iteration. Significant development was required for success following
a number of failed attempts, demonstrating the use of these validity tests in improving model
validity.
A good example of the framework helping to build confidence in the model’s validity
was the Extreme Conditions Test, which led to a major redevelopment of the overall model,
including the restructuring of networks and the introduction of a queuing model to tie all
networks together. This very basic but stringent test revealed that the original model predicted
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a small number of passengers in the system when the airport should have been completely
empty. This was revealing of the behaviour of the specific model being tested as well as of
BBN models in general; probabilistic interpretations of a system do not always translate neatly
into physical interpretations. It was the failing of this test that led to a complete redesign of the
high-level structure of the IPFM with the goal of meeting the requirements of the Extreme
Conditions Test. The Qualitative Features test was also failed by the original model, as it
showed no queue in the SEA in a situation where one had both been logically hypothesised
and observed regularly by experts. In running this test, it was discovered that there was an issue
with the parameterisation of the network representing the SEA, as the exaggerated behaviour
of the overloaded area revealed that passengers moving through the direct exit needed to have
some distribution of travel time attributed to them. The performance of the original model was
improved by correcting these parameters.
After a number of validation interviews and testing rounds, the model was easily improved
to a point that it performed acceptably well on all proposed tests. The resulting model is
novel in the airport terminal simulation literature as it takes a probabilistic approach to the
physical interpretation of the system, but also introduces a temporal dimension through the use
of queuing models. Having been accepted by project partners as well as passing logical and
data-based validation tests, there is reason to have a high level of confidence that the IPFM is
a valid representation of the Inbound Passenger Facilitation system at Brisbane International
Airport, and only slightly lower confidence that the model is valid for the same system in all
Australian international airports.
7.5 Conclusion
This paper demonstrates that the proposed validation framework by Pitchforth and Mengersen
(2013) can be usefully applied to a working BN model of a real world system for which output
data are not available. We show that by applying the tests outlined in the framework to the
four areas of BN uncertainty we can improve model validity without requiring complete and
objective output data, and also provide reports to stakeholders that build their confidence that
the model is a reasonable representation of the system of concern. In the application of the
framework to a working model we also developed the tests further in order to make them more
practical in a real-world context. This is an important contribution to the study of model validity
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as having a set of practical validation test results allows decision makers to defend their use of
the model in daily operations, reporting and system monitoring when discussing future funding
and organisational arrangements with government departments and other stakeholders. From
an academic perspective, this paper is the first example of applying the framework presented in
Pitchforth and Mengersen (2013) to a working BN model and demonstrates that the tests have
both practical as well as theoretical importance in producing valid representations of system
behaviour.
In applying these tests to a model of airport operations we also make a valuable contribution
to the study of airport modelling by demonstrating that the IPFM is a useful and valid interpre-
tation of the system’s behaviour from a complex systems perspective. Using a complex systems
approach through the use of a BN model allows decision-makers to assess system behaviour
in a much wider range of conditions than previous models, including consideration of factors
usually overlooked such as staff rosters, passenger types and carrier characteristics. Having
such a system available allows decision makers to not only produce reasonable reports of
system behaviour under common conditions, but also to observe the behaviour of the passenger
processing system under novel conditions.
For example, the IPFM is currently being used to assist in the creation of staff rosters
to operate manual checkpoints given known flight schedules. However, in the near future
new, larger plane models will be landing at the airport producing entirely different patterns
of passenger arrival. Using the IPFM, decision makers can organise staff rosters and adjust
processing guidelines to pro-actively manage these new passenger arrival patterns before the
first plane has landed.
The model generally performed well on the proposed validity tests, indicating that the
output is a reasonable representation of what is happening in the system from a range of
perspectives. The IPFM is now in development to be used by operational managers at Australian
airports through specialised user interfaces and visualisations. It should be noted that the
inclusion of these validation tests in technical reports provides significant support for industry
partners wishing to convince their counterparts of the utility of the model. In particular, the
IPFM was designed for the use of managers associated with government regulators, who are
understandably conservative in adopting new methods of prediction and assessment. In this
case the inclusion of a comprehensive validation framework assisted in garnering support for
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model adoption, as there is now a document that can be referred to when questions of model
validity arise.
Future work should focus on improving the specificity of the tests and formalising them
where possible. First, while a graphical description of the nomological landscape has been
developed in this paper, a numerical description would assist in more formally specifying the
expectations of the researcher concerning the final network’s structure, discretisation, parame-
terisation and behaviour. Second, this validation framework could also be used to examine the
validity of expert opinion itself, as opposed to the output of the model based on such elicitation.
The tests applied in this paper could also be used to check that experts are not only thinking
about the phenomena in question in a logically consistent way, but also that their responses are
in line with the needs of the BN modelling paradigm. Finally, the validation framework used
here could be arranged as a BBN itself to allow for conditional weighting of validation tests
and calculation of scores representing the strength of confidence in the validity of the model in
question.
It is expected that this framework could provide grounding for a new area of research in Com-
plex Systems model validation research as the various tests suggested are expanded, formalised
and improved. In this paper we have demonstrated that the present framework is sufficient to
check model validity and tune the model in cases where no ground truth data are available.
RESPONSE TO REVIEWERS
While Chapters 6 and 7 are noted by the reviewers to be a significant and useful contribution to
the literature, there remain some points to be addressed that are not covered.
First, it is most important to clarify a misunderstanding in the published Chapter 6, where it
is stated that Korb and Nicholson advocate for validation to be conducted after a full model has
been built. However, this is the opposite of their belief though they mention that this practice
is often adopted in practice. Their contention is that validation should take place at each stage
of the development process to ensure the research does not stray from its intended purpose. It
must be noted that this seems to be a point of ideological difference between this work and
that of Korb and Nicholson (2011). While it is certainly worthwhile to check the validity
of the model loosely throughout the development process, the limitations imposed by expert
availability demand that a validation approach requires as little time investment as possible
which is best addressed by only requiring a single session for expert validation. In addition,
many of the proposed tests will only provide relevant output when fully parameterised, such as
the extreme conditions or qualitative features tests as they are based on the overall behaviour
of the model. Finally, as the system being modelled is complex it is potentially misleading to
analyse a model of its behaviour one component at a time without considering the context of the
overall model structure and behaviour. This disagreement implies a range of work that could be
conducted to assess the optimal approach to validating expert-elicited BN models.
It should be clarified that the term ’nomological map’ or ’nomological network’ was first
introduced in Cronbach and Meehl (1955), and is not a novel term, despite its relative lack of
use in the intervening literature. With regard to some noted inconsistencies in nomenclature
between the two chapters, it should be noted that these two papers were published some time
apart and there was some adjustment to the framework before it could be usefully applied.
In most cases this was simply a change in language that was adopted in order to conform
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to the more general understanding of the term in wider literature. For example, the terms
’expert validation’ and ’data validation’ are used in Chapter 7, while ’translational validity’
and ’criterion validity’ are referred to in Chapter 7. This reflects a shift in thinking from
the psychometric paradigm from which the framework was developed to a software centred
paradigm focusing on the practical application of the tests. It is contended that this demonstrates
the logical development of the validation approach over the thesis work.
It is agreed that the relationships in a structure are also an important source of uncertainty,
and that this is not clear in the explanation given in the published paper. While there is often
a bias toward investing time on determining which nodes should be included in a model, the
interactions between them are just as influential on the overall behaviour of the system. It is
also agreed that rather than simply finding the overall simplest network to represent a system, a
better approach is to use metrics such as edit distance against a hypothetical true model.
While it has not been mentioned in the previous chapters, visualisations such as the Circles
visualisation presented in Chapter 8 can also play an important role in the validation process by
communicating the behaviour of the proposed model to experts more effectively. It is contended
that the Circles visualisation is more suited to long term validation however, as it is designed
to monitor the system at this timescale and would thus be best used as an ongoing maintenance
tool for monitoring model validity as well as system performance.
Finally, while the order of the steps in the validation process is not strictly demanded for
the framework to be effective, it is recommended that the order between types of validation be
maintained because tests in the data validation category often rely on the context of tests from
the expert validation category.
8 AN EVALUATION OF THE CIRCLES INFORMATION VISU-
ALIZATION TOOL FOR PRESENTING BAYESIAN NETWORK
OUTPUT
Jegar Pitchforth
Figure 8.1: Map of research questions and objectives indicating the role of this chapter.
This chapter addresses Research Question 4 and Research Objective 6 by introducing and
validating a novel visualisation method for BNmodels intended for use by multiple stakeholders
(see fig. 8.1). This allows the results of sophisticated BN based models to be communicated to
end users that have no formal training in statistics. The performance of the Circles visualisation
is evaluated with particular regard for the needs of multiple intended end users with opposing
but of multiple stakeholders with competing but interrelated goals, finding that the Circles
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visualisation is more appropriate for end users than existing BN representations.
This chapter is my own original work, and all work and figures featured in this chapter are
my own. This article was published in the proceedings of the Computer Information Modelling
and Simulation Conference (2013) by IEEE.
ABSTRACT
BNs are complex systems models that present rich output that can be difficult to communicate
to users. In this paper a novel information visualization tool is evaluated for performance
on accuracy, efficiency and user comprehension criteria. The visualization is tested across a
range of user tasks, including identifying important information, inferring relationships between
factors and comparing model outputs. While the interpretation of model output is less accurate
for the visualization tool in question, this is balanced by significant gains in efficiency and
user comprehension. It is suggested that the visualization is appropriate in contexts such as
operational management where users refer to the tool often for support in making uncertain
decisions, and can best be defined as a casual visualization to complement existing decision
making activities on a daily basis.
184
KEYWORDS
information visualization, evaluation, Bayesian Network, Circles, Airport Terminal, Opera-
tional Management
8.1 Introduction
BNs are complex systems models that present rich multivariate output (Pearl, 1987), which
presents challenges for users wanting to gain insights about the systems they represent. While
the probabilistic interpretation of BN output is intuitive for users, the sheer volume of infor-
mation presented in the models can be overwhelming. Information visualization (infovis) tools
are intended to show or enhance features, patterns, clusters and trends within large multivariate
datasets (Valiati et al., 2008) for the user to valuable gain insights (Mann, 1999). An effective
infovis tool can provide insights from modelled data more quickly and accurately than textual
presentation (Goodall, 2011; Speier and Morris, 2013). Fayyad, Wierse and Grinsetin provide
a good outline of the benefits of infovis tools in theoretical and applied contexts (Fayyad et al.,
2002). In this paper we evaluate a newly introduced infovis tool for BN output, known as
Circles (Farr et al., 2013), against criteria and user tasks found in the literature.
The number of taxonomies and classifications of infovis in the literature is an example of the
difficulty around applying classical scientific techniques of measurement and evaluation around
infovis generally. Classifications systems have been presented based on objects and operations
(Wehrend and Lewis, 1990), user orientations (Mann, 1999), contexts of use (Pfitzner et al.,
2001) and data types (Tory and Moller, 2002). A good overview of common infovis methods
can be found in Herman, Melanc and Marshall’s paper (Herman et al., 2000). Of note to the
current work, Pousman, Stasko and Mateas define a category of casual infovis tools (Pousman
et al., 2007) which they propose differ from formal infovis tools in their audience and intended
use, as well as the work by Somervell and colleagues, which evaluates infovis tools specifically
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intended for representation of data in the periphery of primary tasks (Somervell et al., 2002).
There are a number of challenges to visualizing complex multivariate data that stem from the
necessity to present a high volume of rich information accurately and quickly to users with
various levels of technical ability (Ellis and Dix, 2006; Chen, 2005; Buja et al., 1996; Voinea and
Telea, 2006). Adnan, Mdnoor and Aripin found that user decisions were significantly different
depending on the visualisation method adopted (Adnan et al., 2007) and Stasko and colleagues
found that different infovis tools lead users toward different strategies (Stasko et al., 2000).
Practically, Gonzalez and Kobsa found there are difficulties in getting infovis tools adopted in
day to day operations of experts (Gonzalez and Kobsa, 2003). Some of these challenges can
be overcome by using multiple infovis tools at once (Meiguins et al., 2010; Baldonado et al.,
2000; Wiss et al., 1998), however Lam warns that the interaction costs between views must be
considered (Lam, 2008). Meiguins et al. (2010) introduce an augmented reality infovis tool
with multiple views as a solution to interaction costs, while Wiss et al. (1998) and Herman et al.
(2000) explore infovis tools in full virtual reality. Newby (2002) presents a good review of three
dimensional infovis methods and common problems, finding that a non-trivial amount of work
is required before three dimensional virtual reality infovis becomes practical.
Visualizing BNs
BNs (BNs) are Directed Acyclic Graphs depicting a conditional probability structure producing
extremely rich output which can often result in difficulty communicating with users (Pearl,
1987). They are widely used as a tool for automated learning in Artificial Intelligence (Korb and
Nicholson, 2003; Cooper, 1990; Lerner and Koller, 2002), as well as for integrating disparate
data and capturing expert opinion on decision processes (Stewart et al., 2013), risk factors
(Wieland and Lustosa, 2010; Lee and Lee, 2006), operations management (Wu et al., 2013)
and rare events (Johnson et al., 2010). BN models output results in terms of likelihood of
existing in a given state (or on a point of a continuous distribution in the case of continuous
BNs (John and Langley, 1995)). This allows the uncertainty around model predictions to be
encoded directly into results, and provides an intuitive interpretation of output parameters for
users.
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Figure 8.2: Semi-expanded text based representation of the factors influencing facilitation time
in the arrival concourse of an airport
While there is usually a single node or small set of nodes that are of primary interest to the
user, the capabilities of BNs suggest that every node in the model may be of interest to a user
at some point. The high number of relevant nodes in BN models raises significant challenges
for communicating model results in an accurate and efficient manner. Traditionally BNs are
presented using either text based lists (see Fig. 8.2), or Directed Acyclic Graphs with a bar
chart on each node representing likelihood of that state (see Fig. 8.3). This is difficult for users
to interrogate, resulting in low comprehension and high cognitive load (Farr et al., 2013). Our
current focus is on the evaluation of one infovis tool from that previous paper; Circles.
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Figure 8.3: Directed Acyclic Diagram representation of the factors influencing facilitation time
in the arrival concourse of an airport
8.1.1 Information Visualization Case Study: Passenger Facilitation in Airports
Airports are the primary point of entry for passengers into Australia, and a significant channel
for cargo to arrive in the country (Australian Customs and Border Protection Service, 2009b).
The effective and efficient management of airport terminal demands is a critical yet complex
task assigned to a range of stakeholder organisations (Australian Customs and Border Protection
Service, 2009b). Managers must balance achieving required passenger processing times as
assigned by contractual agreement or government departments with delivering organisational
resources where they are needed. The Complex Systems team of the Airports of the Future
Research group (ARC Linkage Grant LP0990135) was approached initially by the Australian
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Customs and Border Protection Service (ACBPS) to develop a model of overall system per-
formance regarding international inbound passenger facilitation time. Through workshops and
interviews, a model developed that was able to simulate passenger facilitation performance (Wu
et al., 2013). The complex output of this model required further interpretation to be useful to
managers.
8.1.2 Circles
The Circles infovis tool is intended for depicting the output of BN models in an intuitive and
timely manner. It was originally developed as a tool for monitoring system performance in
operational management applications, where quick responses are required based on a holistic
view of the system. The infovis tool was developed in workshops with operational managers
from airport terminals, and implemented in R (R Development Core Team, 2008). Circles is
based around a single large circle which can represent any node of interest in a BN model. The
node has a given likelihood of existing in a given state, which is represented by the number in
the circle (ranging from 0 - 100), the colour of the circle (ranging from red to green through
orange) and the position of the needle in the circle (see fig 3). The needle moving clockwise
from the left horizontal position resembles fire warning signs commonly seen around Australia
that use a similar needle scheme, while the traffic light colour scheme is common across many
infovis and performance monitoring applications.
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Figure 8.4: The principle circle of the visualization in low, medium and high states.
In the default view (fig 4) only parent nodes (that directly influence the outcome of the target
node) can be seen. The node names represented by all visible circles are listed down the side
of the infovis area in the same colour as the corresponding circle. Parent node circles have no
number, but are subject to the same colour coding and needle positioning scheme as the primary
circle.
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Figure 8.5: Default view of the Circles visualization for the Arrivals Concourse section
facilitating inbound international passengers.
To see more generations of nodes that influence the outcome of a target node, the user can
double-click on the target to drill-down and reveal those circles (see fig 5). To see more specific
detail on any particular node, users can hover over the relevant circle to display a bar graph
of the node state space. Both static and dynamic versions of the tool have been produced and
applied in an organisational management context (Farr et al., 2013).
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Figure 8.6: Detailed view of the Arrivals concourse showing the factors influencing the state of
parent nodes.
Based on the definitions by Pousman et al. (2007), Circles is best defined as a casual
professional infovis tool used to complement decision making. This designation is due to the
application of the infovis tool to commercial, operational and industrial applications, rather than
involving data personally relevant to the user. This casual approach is suggested by Gonzalez
and Kobsa (2003) as an effective method of facilitating uptake of infovis tools in the workplace.
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8.1.3 Evaluation of infovis tools
Traditional methods of evaluation are difficult to apply to infovis tools (North, 2006; Plaisant,
2004). Some researchers argue that a universal evaluation method is inappropriate, instead sup-
porting a case-by-case approach (Lam, 2008). Chen presents examples of evaluation methods
from four studies, then supports this with a meta-analysis (Chen and Czerwinski, 2000; Chen
and Yu, 2000). Carpendale (2008) presents a comprehensive overview of specific methods for
evaluating infovis tools. In reviewing the literature around infovis evaluation, Goodall and
Plaisant summarised infovis evaluation methods as falling into four categories (Goodall, 2009;
Plaisant, 2004):
1. Experiments with visualization tools are the most popular (Adnan et al., 2007; Goodall,
2009; Pillat et al., 2005; Stasko et al., 2000) and generally find that more innovative
infovis tools perform better across measured tasks.
2. Experiments with design elements are less popular than those with infovis tools, however
specific infovis elements commonly explored in the literature appear to have little effect
on performance (Moere et al., 2012).
3. Usability evaluation is commonly used where new infovis tools are being introduced, but
the results are often more qualitative (Koua et al., 2006; Chung et al., 2005). In these
cases users are surveyed on metrics or observed interacting with the infovis.
4. Case Studies are conducted without explicit involvement from users, with performance
against criteria determined by the researcher. This type of study is commonly used for
infovis tools ready for distribution, or those already being used (Nowell et al., 2001; Perer
and Shneiderman, 2008; Lam et al., 2011; Shneiderman and Plaisant, 2006)
User task taxonomies and specifications
The range of user tasks used in the infovis literature suggests that a concise and comprehensive
set of user task definitions is still to be developed. Wehrend and Lewis (1990), Zhou and Feiner
(1998) and Lee et al. (2006) all introduce user task taxonomies for infovis of graphs such as
networks. The taxonomies all consist of classifying a number of low level tasks. However,
Zhou and Feiner (1998) sees these tasks as driven by higher level intentions, while Lee et al.
CHAPTER 8. AN EVALUATION OF THE CIRCLES INFORMATION VISUALIZATION
TOOL 194
(2006) argues that low level component tasks make up all complex user visualization tasks.
Other researchers propose a more general set of user tasks (Wiss et al., 1998; Morse et al.,
2000; Lam et al., 2011).
Criteria
Most experimental studies focus on one or more measurements of accuracy (Morse et al., 2000;
Chen and Yu, 2000; Pfitzner et al., 2001; Goodall, 2009, 2011; Stasko et al., 2000; Newby,
2002) and efficiency (Morse et al., 2000; Chen and Yu, 2000; Goodall, 2009, 2011) as measured
by time taken to complete tasks. Bastien and Scapin (1993), Freitas et al. (2002) and Amar
and Stasko (2004); Amar (2005) and colleagues specified new sets of criteria for evaluating
infovis tools, but these were not adopted in research. As early as 2006 there was a sense that
experimental evaluation methods would not be enough to fully evaluate the use of infovis tools
(Carpendale, 2008), and there have been calls to move forward from the efficiency and accuracy
criteria(Bertini et al., 2008). Some researchers have since attempted to add other criteria such
as user preferences (Stasko et al., 2000; Goodall, 2009, 2011), user perceptions of intuitiveness
(Newby, 2002), or the depth, difficulty and confidence of user insights (Moere et al., 2012).
Following examination of the literature around infovis tools, their associated user tasks and the
criteria for their evaluation, we evaluate the Circles infovis tool to demonstrate that it is an
effective interpretation of BN output.
8.2 Method
8.2.1 Infovis tool development process
The development process adopted was a modified version of the method presented in Johnson
et al. (2010). Models were developed iteratively, with each cycle achieving another goal of
the model based on use case scenarios (Wu et al., 2013). Once a model that met all user
specifications had been developed, a range of infovis tools were developed to communicate the
detailed output produced. Initial draft designs were submitted to experts, who were surveyed
on their preferences and questioned on potential infovis tool developments. From the results of
these surveys, three novel infovis tools were developed using open source software. Circles
was created in R (R Development Core Team, 2008) using the R.matlab(Bengtsson, 2005)
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and plotrix (Lemon, 2006) packages. Final prototypes were presented to industry partners and
summarily introduced in Farr et al. (2013).
8.2.2 Visualization Evaluation
The user task framework by Pillat et al. (2005) was adopted to frame tests (see table 1). This
framework was chosen as a relatively recent example of a paper presenting user tasks with an
analytical focus.
Table 8.1: Evaluation criteria presented by Pillat as it applies to Bayesian Network infovis tools
Task Description
Identify Estimating BN posterior likelihoods
Determine Estimating change in the model over time
Visualize Explaining ideas through the infovis tool
Compare Compare outputs between models
Infer Inferring causal relationships between nodes
Configure Re-ordering and changing visual characteristics
Locate Quickly finding information
The criteria for evaluating the Circles infovis were drawn from those commonly used in
infovis literature. Accuracy and efficiency were identified as two metrics of interest given their
popularity, and user comprehension of data was also identified from more recent literature. As
in other case studies, performance on metrics was assessed by researcher comparison against
other common infovis tools (Amar and Stasko, 2004; Amar, 2005; Lam et al., 2011), in this
case text and DAG based infovis tools. Expert users were questioned in open-ended interviews
on the performance of the infovis tool on the three criteria across the user tasks. Results and
opinions were recorded for use in the evaluation.
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8.3 Results
Expert interviews found that users are able to identify data, determine changes over time and
compare models for the most accurate insights in the text based infovis tool over either the
DAG based or Circles infovis tools. Users were able to answer questions about specific nodes
as well as model behaviours produced through direct relationships more quickly using text
based infovis tools. However, visualizing ideas is more difficult in text-based infovis tools,
as is inferring relationships. Users could easily answer questions on these user tasks using
graphical tools, while they could not answer the same questions using the text based tool.
DAG based infovis tools are most accurate for inferring relationships and locating nodes, while
Circles maintains the highest accuracy when configuring views for different uses. Users could
configure the Circles visualisation in a broad range of ways and still answer questions about
the network accurately. In detailed and overview views the Circles infovis tool is most efficient
for interpreting. Determining, visualizing, inferring, comparing, configuring and locating are
all most efficient in the Circles infovis tool. Users performed these tasks more easily than
with text based or DAG infovis tools while discussing and developing management strategies in
example scenarios. DAG based infovis tools also perform well at inferring and locating, but text
based infovis tools present information too linearly for quick exploration. The cognitive load
produced by DAG and text based infovis tools prevented users from including them in similar
discussions. This was surprising given that text based infovis tools are most common in the
management environment. The utilisation of common semantic signals in Circles allows users
to understand output without having to learn new representations and symbols. This helps the
user comprehend the data more fully when using Circles to identify data, determine changes,
visualize ideas, compare models, infer relationships and configuring views. However, the DAG
based representation helps users gain greater comprehension through locating specific nodes
and sub networks.
8.4 Conclusion
The Circles infovis tool performed better than traditional infovis tools for BN output based on
user tasks developed byPillat et al. (2005) across the efficiency and user comprehension criteria.
Circles is less accurate than traditional infovis tools across most user tasks, but is faster to use
CHAPTER 8. AN EVALUATION OF THE CIRCLES INFORMATION VISUALIZATION
TOOL 197
and provides greater comprehension than text or DAG based tools. However, this is acceptable
within operational management contexts where slightly inaccurate interpretations of the data
are unlikely to influence decisions. On the other hand, the loss of accuracy in interpretation
is compensated for by the lower cognitive load and depth of insight afforded by the Circles
infovis tool. While the results suggest that Circles is a more effective tool than text or DAG
based infovis tools for presenting BN output in contexts where cognitive load is more important
than accuracy, there is still much to be done to improve the likelihood of the infovis tool being
used by operational managers for daily decisions. While only limited user testing and interviews
have been conducted, the results of this case study suggest that further development via more
formal quantitative measurement is likely to yield positive results in creating an efficient and
effective tool for visualizing BN output and that more extensive and objective user testing is
appropriate. Other future work could focus on improving the flexibility of the infovis tool with
different datasets and user interface development.
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RESPONSE TO REVIEWERS
The external reviewers for this thesis have raised a number of issues of concern in this chapter.
As this chapter has already been published through a peer-reviewed process, the concerns of the
thesis reviewers are addressed here.
The contention in this paper is that based upon a set of criteria selected a priori, the Circles
visualisation is an improvement upon existing displays for the purpose of monitoring complex
systems in a way that requires a low cognitive load. Given the success of this method across the
three criteria and seven user tasks in the context of airport management, the paper goes on to
contend that this may be a useful way to present Bayesian Network output in specific contexts
where a casual system monitoring visualisation is needed, such as monitoring the inbound
passenger facilitation system at an international airport. Some of these points may not be clear
given the space limitations of the paper, but were clarified in the conference presentation and
slides which have also been published in the conference proceedings. There is a full explanation
of the Circles visualisation in the paper to be published by Farr et. al. as referred to in the thesis
chapter. However, due to changing circumstances this chapter has now been reformatted and
resubmitted in an alternative form. In response to the reviewer comments it should be noted that
the target node is set by the user and is always the large circle in the centre of the visualisation.
The size of the circles surrounding the target node represent the relative influence of that node
over the posterior state of the target.
As explained in the chapter, the Circles visualisation is intended for casual background
monitoring of a system. It is therefore contended that the posterior probability of a node being
in a favourable state is the dimension of interest to the user. Given that the preferred state of each
model factor is known by the user, it is not necessary to display the full marginal distributions
of all states in which the factor could exist.
Certain details of the evaluation methodology were excluded to comply with the publication
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page limit for the conference. In response to the researchers, it should be noted that the three
criteria in the paper (described as accuracy, efficiency and user comprehension) were tested for
each of the seven user tasks, making twenty-one tests.
The experts used to evaluate the visualisation were chosen according to their involvement
with the overall model development. Multiple representatives from a wide range of government
and industry aviation stakeholders were involved in this process and the panel used in this
evaluation consisted of a subset of these stakeholders. This subset was chosen based first
upon relevance (in terms of the stakeholders for which the visualisation was intended), then
on availability. Given the high engagement of all stakeholders throughout the process and the
initial selection criteria of ecological validity, the fact that a subset of stakeholders was used is
not believed to introduce a significant selection bias.
In the final evaluation, four experts were used representing three of the major stakeholder
groups for which the visualisation was developed. While this is a low number of participants in
the context of an observational or randomised experiment, it represents a significant proportion
of the population of users for which the visualisation was intended who exercise a significant
amount of control over a major piece of critical infrastructure. This level of control over an
important system is one of the major criteria defining these participants as experts in the field.
It is agreed that more objective quantitative measurements would be a preferable and more
defensible methodology for a full evaluation of a widely used information visualisation. Un-
fortunately, given the highly restricted availability of important stakeholders in aviation organ-
isations, it was not possible to conduct a full quantitative analysis of the visualisation and the
evaluation methodology was restricted to the interview process described in the chapter. This
is recognised as a weakness of the paper, and the associated claims in the paper reflect that the
results imply that the Circles visualisation is a path for further research before adoption should
be considered.
9 CONCLUSIONS AND RECOMMENDATIONS
9.1 Summary of the Research
This thesis outlines a method for building BN based models for synthesising information in
complex systems. A review of the literature revealed that while various methods of information
synthesis exist in the literature, all of these are very difficult to apply in practice, and are
often too narrowly focused to produce useful insights for operational management. This review
motivated four research questions, addressed by six research objectives (see figure 9.1).
Figure 9.1: Map of research questions and objectives addressed in this thesis.
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To address Research Question 1 and Research Objective 2 more established modelling
approaches to describing complex data are explored, demonstrating some of the models that can
be integrated with BNs. Currently there is no research applying a Bayesian modelling approach
to airport data, despite the advantage of such an approach in decreasing the need for storage
of large datasets in expensive warehouses. Through this research it was also found that a more
sophisticated and dynamic model was required to provide useful information from a complex
systems perspective, motivating research into BNs as a method of synthesising information
from data and models.
Answering Research Question 1 and Research Objective 1 led to the creation of an iterative
model development protocol, which was the product of combining three existing popular pro-
tocols and applying it to an airport management system. Until now there has been no formally
proposed protocol for developing BN based models in complex multi-stakeholder systems.
Such a protocol allows researchers to build BN based models of multi stakeholder systems that
slowly add capabilities while retaining high certainty about model results, rather than building
a model with full capabilities and slowly building the certainty around results.
In addressing Research Question 2 and Research Objective 3 the model development proto-
col introduced in chapter 4 was used to produce a hybrid BN and queuing model, which allows
for both a probabilistic and a physical interpretation of the system’s behaviour. There have
been no previous published attempts to combine BNs with queuing models, nor has this type of
approach been applied to modelling airports. This demonstrates that BN models can be used in
combination with other models to increase model capability, such as the models introduced in
chapter 3.
To address Research Question 3 and Research Objective 4, a novel validation framework
was presented that draws upon the work of a range of other disciplines including psychology,
computer science and systems dynamics. This framework provides a conceptual base upon
which the strength of a BN’s validity can be assessed in cases where there is little or no objective
data for comparison of performance. No framework has been previously proposed for this type
of model despite established methods in other research domains. This method of evaluating the
validity of such models allows stakeholders to defend their use of the model with confidence,
affecting the acceptance and uptake of the model in practical contexts.
Research Question 3 and Research Objective 5 called for a practical demonstration of the
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application of this validation framework to the hybrid BN model. To address this, the validation
framework from chapter 6 was applied to the hybrid BN model introduced in Chapter 5. As the
framework was only published recently, this is the first application of the validation framework
in Chapter 6 to an applied BN model. Practically this provided the empirical support to allow
airport stakeholders to base their decisions on model findings with the required confidence.
Finally, Research Question 4 and Research Objective 6 was addressed by developing and
evaluating a novel visualisation for BN output to encourage uptake of the validated hybrid
BN model. Until now the visualisations of BN models available to researchers have been
very limited, and are often difficult to interpret for untrained users. The Circles visualisation
is evaluated to demonstrate that its use leads to a higher number of richer insights into the
behaviour of the system in less time than with existing visualisations when used in the most
likely use case scenario for end users.
As a whole, these eight chapters summarise both a novel method of synthesising information
in complex systems and a novel application of these methods to the airport terminal manage-
ment domain. By addressing the six research objectives within the four research questions posed
in this thesis, we have developed a new statistical methodology for synthesising information
and integrating models through the development, validation and visualisation of BNs, and the
application of this methodology to a substantive real problem of improving the efficiency of
airport systems.
9.2 Future Work
The aim of this dissertation was to provide a complete method and application of a novel com-
plex systems model that synthesises information collected by multiple stakeholders. However,
there is still a vast amount of work that can be done in this area. Future research should focus
on building more detail into many of the novel ideas introduced in this thesis.
First, the presented model development protocol presented in chapter 4 could be further
developed to accommodate other types of modelling approach. In this thesis Queuing models
are combined with BNs to provide a novel computational approach to measuring passenger
flow, but other models could be integrated to serve different purposes. For instance, there is
little research on combining BNs with UML statecharts. This could provide a useful method of
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planning probabilistic learning software that can alter the priority of its processes to suit the user
by using the BN paradigm to learn their behaviour from incidental input. In another example,
combining a Business Process Model with a BN could allow managers to develop dynamic
organisational structures that adapt quickly to resource pressures using the BN model to predict
future pressures and simulate optimal workflows.
Second, more exploration is needed into how stakeholders should be identified and engaged
most effectively. In many cases stakeholders are chosen for engagement through convenience or
luck, and a more methodical approach would lead to more comprehensive systems models being
developed in less time. In many academic scenarios it is assumed that a panel of experts will
be available for initial scoping, structure development, quantification, analysis, and validation
however this is rarely the case. Experts are rarely available for long workshops, or at co-
occurring times. While this may be addressed to some extent through encouraging greater
engagement with the project, it is clearly necessary to develop more resilient approaches to
achieving the steps required for BN development in more ecologically valid contexts.
The hybrid Queuing BN model presented in chapter 5 demonstrates how BN models can be
used as a platform to not only combine information from around a complex system, but also the
models that describe that data from different perspectives. More research is needed into methods
for combining other popular modelling approaches with BNs, allowing comprehensive systems
models with multiple perspectives to be built.
The validation protocol and application presented in chapters 6 and 7 could also be improved
by including more detail and formalisation of the suggested tests. Of particular interest is how
to establish a quantitative basis for building the nomological map of the literature, as this is the
foundation of many of the subsequent validity tests.
Finally, while the visualisations presented in this thesis are demonstrated to be useful, there
is more that can be learned about how to visualise the output of Bayesian networks for different
situations. Just as there have been principles defined for building good visualisations of low
dimensional data, a similar set of guiding principles for presenting BN output would also
be very useful to researchers. Defining a complete set of dynamically weighted criteria by
which a visualisation can be evaluated allows researchers to develop their own information
visualisations with specific reference to their needs. This is preferable to forcing experts to
adopt more generalist template layouts as it makes the final output more relevant to its intended
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use.
The development of BN models shows much promise for researchers interested in questions
around modelling complex systems and synthesising information from different sources. If
there are challenges posed to the study of this method, they are in communicating the effec-
tiveness and importance of building this type of model to provide decision support in critical
systems.
9.3 Summary
This thesis presents a range of novel methods for information synthesis in complex systems,
motivated by the needs of Australian Customs to model passenger processing in airport termi-
nals. The papers included here provide a complete outline of using BNs from justification to
development to visualisation, based on the process undertaken in practice with real stakeholders
in the airport. The findings of this work are relevant to researchers who can use these methods in
new applications, as well as to airport managers who can use the product of this thesis directly
to support their decision based on information synthesised using a BN model.
By presenting this thesis, it is hoped that better strategies can be found for managing lim-
ited resources through evidence based support and collaboration. Adopting optimal strategies
through the use of the tools presented here will provide stakeholders the ability to expand the
capabilities of their system.
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