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Abstract
Ramanujan derived 23 beautiful eta-function identities, which are certain types of modular equa-
tions. We found more than 70 of certain types of modular equations by using Garvan’s Maple
q-series package. In this paper, we prove some new modular equations which we found by em-
ploying the theory of modular form and we give some applications for them.
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1. Introduction
We begin with this section by introducing Ramanujan’s definition of his general theta-
function. For |ab| < 1, define
f (a, b) :=
∞∑
n=−∞
an(n+1)/2bn(n−1)/2.
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defined by, for q = e2πiz,
ϕ(q) := f (q, q) =
∞∑
n=−∞
qn
2 = (−q;q
2)∞(q2;q2)∞
(q;q2)∞(−q2;q2)∞ =: θ3(0, q) (1.1)
and
f (−q) := f (−q,−q2) =
∞∑
n=−∞
(−1)nqn(3n−1)/2 = (q;q)∞ =: q−1/24η(z), (1.2)
where Im z > 0, η(z) denotes the Dedekind eta-function, and θ3 are theta-functions of
Jacobi [1, p. 509] and (a;q)∞ is defined by
(a;q)∞ :=
∞∏
n=0
(1 − aqn)
for |q| < 1. The Jacobi triple product identity [3, Entry 19, p. 35] is used to obtain the third
equality of Eq. (1.2).
We now give the definition of a modular equation that Ramanujan employed and the
one that we shall use in the sequel. First, for 0 < k < 1, the complete elliptic integral of the
first kind K(k) is defined by
K(k) =
π/2∫
0
dθ√
1 − k2 sin2 θ
.
The number k is called the modulus of K , and k′ := √1 − k2 is called the complementary
modulus.
Let, as customary, for each nonnegative integer n,
(α)n = α(α + 1) . . . (α + n − 1) = Γ (α + n)
Γ (α)
.
And the ordinary or Gaussian hypergeometric function 2F1 is defined by
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)nn! z
n, 0| z |< 1,
where a, b, and c are complex numbers such that c is not a nonpositive integer.
Observe that
K(k) =
π/2∫
0
dθ√
1 − k2 sin2 θ
= π
2
∞∑
n=0
(1/2)2n
(n!)2 k
2n = π
2 2
F1
(
1
2
,
1
2
;1; k2
)
= π
2
ϕ2
(
e−πK ′/K
)
. (1.3)
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associated with the moduli k, k′, l, and l′, respectively, where 0 < k, l < 1. Suppose that
L′
L
= nK
′
K
(1.4)
holds for some positive integer n. Then a modular equation of degree n is a relation be-
tween moduli k and l that is implied by (1.4).
If we set
q = exp
(
−π K
′
K
)
and q ′ = exp
(
−π L
′
L
)
,
we see that (1.4) is equivalent to the relation qn = q ′. Thus, a modular equation can be
viewed as an identity involving theta-functions at the arguments q and qn. Following
Ramanujan, set α = k2 and β = l2. We say that β has degree n over α.
Definition 1.1 is the one used by Ramanujan, but we emphasize that there are several de-
finitions of a modular equation in the literature. For example, see the books by R.A. Rankin
[13, p. 118] and B. Schoeneberg [14, pp. 141, 142] for other definitions of a modular equa-
tion.
Ramanujan also established many “mixed” degrees modular equations in which four
distinct moduli appear.
Definition 1.2. Let n = n1n2, where n1 and n2 are positive integers, each exceeding one.
Let k, l1, l2, and l3 be the moduli associated with the complete elliptic integrals of the first
kind K , L1, L2, and L3, respectively, where 0 < k, l1, l2, l3 < 1. And let their complemen-
tary moduli be associated with the complete elliptic integrals of the first kind K ′, L′1, L′2,
and L′3, respectively. Suppose that
L′1
L1
= n1 K
′
K
,
L′2
L2
= n2 K
′
K
, and
L′3
L3
= nK
′
K
. (1.5)
Then a mixed modular equation of degree n, or a modular equation of composite degree n
is a relation between k, l1, l2, and l3 that is implied by (1.5).
Ramanujan derived 23 beautiful eta-function identities [4, p. 192, pp. 204–237], which
are certain types of modular equations. We found more than 70 of certain types of mod-
ular equations by using Garvan’s Maple q-series package, and some of them are given
in [15,16]. In this paper, we introduce some new modular equations which we found in
Section 2. Many methods have been devised to prove modular equations. We prove them
by employing the theory of modular form. And we give some applications for them in
Section 3.
In his lost notebook [12], Ramanujan defined
λn := f
6(e−π
√
n/3)
3
√
3e−π
√
n/3/2 f 6(e−π
√
3n)
= η
6( 1+i√n/3
2
)
3
√
3η6
( 1+i√3n) .2
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μn := f
6(−e−2π
√
n/3)
3
√
3 e−π
√
n/3 f 6(−e−2π√3n) =
η6
(
i
√
n/3
)
3
√
3η6
(
i
√
3n
) ,
introduced by Ramanathan [11].
All 21 values of λn which Ramanujan provided and several more were established by
Berndt et al. [5]. But they gave very long and complicated proof for n = 169, 361 by using
modular equations in the theory of signatures 3. By using theorems in Section 2, we give
simple proofs for them and some more new values for λn and μn in Section 3. Also by
using the relations μn = r63,n and λn = r ′63,n in [18], we find more new values for rk,n, r ′k,n,
μn and λn. Now we introduce the definitions of rk,n and r ′k,n from [18]. For all positive
real numbers n and k, define rk,n by
rk,n := f (−q)
k1/4 q(k−1)/24 f (−qk) =
η
(
i
√
n/k
)
k1/4η
(
i
√
nk
) , (1.6)
where q = e−2π√n/k , and define r ′k,n by
r ′k,n :=
f (q)
k1/4 q(k−1)/24 f (qk)
= η
( 1+i√n/k
2
)
k1/4η
( 1+i√nk
2
) , (1.7)
where q = e−π√n/k . We found more than 800 values of rk,n and r ′k,n by using eta-function
identities and the properties of the two parametrizations. Using them, we can derive further
values for λn and μn. Some more values of λn and μn were also found by N.D. Baruah and
N. Saikia [2]. Also H.H. Chan, W.-C. Liaw, A. Gee, and V. Tan [7–9] have found several
new values of λn and μn. They have also found several new Ramanujan-type series for
1/π associated with λn and μn [9].
2. Some new modular equations
This section is devoted to stating and proving certain new eta-function identities which
we found.
We will use the theory of modular forms and the theory in [4, pp. 237–239] for the
proofs of this section like Theorem 2.3 in [16]. We recall that Γ (1) denotes the full modular
group, and that the space of modular forms of weight r and multiplier system v on Γ is
denoted by {Γ, r, v}, where Γ is a subgroup of Γ (1) of finite index. As customary, let
Γ0(N) =
{(
a b
c d
)
∈ Γ (1): c ≡ 0 (mod N)
}
,
where N is a positive integer.
We now state the valance formula [13, Theorem 4.14, p. 98]. If f ∈ {Γ, r, v} and F is
any fundamental set for Γ , then, provided f ≡ 0,∑
OrdΓ (f ; z) = rρΓ , (2.1)z∈F
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ρΓ := 112
(
Γ (1) : Γ ).
Next, from Schoeneberg’s book [14, p. 102], if σ∞ denotes the number of inequivalent
cusps of Γ0(N), then
σ∞ =
∑
d|N
ϕ
(
(d,N/d)
)
, (2.2)
where ϕ denotes Euler’s ϕ-function and (a, b) denotes the greatest common divisor of a
and b. In particular, if N = mn, where m and n are distinct odd primes, σ∞ = 4. Moreover,
a complete set of inequivalent cusps for Γ0(mn) are 0, ∞, 1m , and 1n [10].
From Biagioli’s paper [6, p. 282], if r
s
denotes a cusp with (r, s) = 1, then for any pair
of positive integers m,n,
ord
(
η(mnz); r
s
)
= (mn, s)
2
24mn
. (2.3)
For the proofs of the following theorems, let {Γ0(n),0,1} denote the space of modular
forms on Γ0(n) of weight 0 and multiplier system 1.
Theorem 2.1. Let
P = f (−q)
q1/12f (−q3) and Q =
f (−q13)
q13/12f (−q39) .
Then
(PQ)6 +
(
3
PQ
)6
+ 650 =
(
Q
P
)7
+
(
P
Q
)7
− 13
((
Q
P
)6
+
(
P
Q
)6)
+ 52
((
Q
P
)5
+
(
P
Q
)5)
− 26
((
Q
P
)4
+
(
P
Q
)4)
− 247
((
Q
P
)3
+
(
P
Q
)3)
+ 364
((
Q
P
)2
+
(
P
Q
)2)
+ 221
(
Q
P
+ P
Q
)
. (2.4)
Proof. Let q = e2πiz, where Im z > 0, and recall the definition (1.2). By [4, Lemmas 68.1
and 68.2, pp. 237, 238], we deduce that both sides of (2.4) belong to {Γ0(39),0,1}.
Using (2.2), we deduce that a fundamental region for Γ0(39) has 4 inequivalent cusps.
A complete set of inequivalent cusps for Γ0(39) is {0,∞, 13 , 113 } [10]. Using (2.3) repeat-
edly, we compose Table 1 for orders of cusps. Here L(2.4) is the expression on the left-hand
side of (2.4) and R(2.4) is the expression on the right-hand side of (2.4). If D(z) denotes
the difference of the left-hand and right-hand sides of (2.4), using (2.1), we find that
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Cusp/Order P Q PQ P/Q L(2.4) R(2.4)
0 136
1
468
7
234
1
39 − 739 − 739
1
3 − 112 − 1156 − 778 − 113 − 713 − 713
1
13
1
36
13
36
7
18 − 13 − 73 − 73
0 =
∑
z∈F
OrdΓ0(39)
(
D(z); z) ord(D(z);∞)− 7
39
− 7
13
− 7
3
= ord(D(z);∞)− 119
39
. (2.5)
Thus, if we can show that D(z) = O(q4) as q tends to 0, or z tends to i∞, then we will
have found a contradiction to (2.5) unless D(z) ≡ 0, which is what we want to prove.
In fact, using Mathematica, we find that
L(2.4) = q−84 − 6q−72 + 9q−60 + 16q−48 − 66q−36 + 54q−24 + 98q−12
− 300 + O(q12) = R(2.4).
This then completes the proof. 
Theorem 2.2. Let
P = f (−q)
q1/12f (−q3) and Q =
f (−q17)
q17/12f (−q51) .
Then (
Q
P
)9
−
(
P
Q
)9
− 238
((
Q
P
)6
+
(
P
Q
)6)
+ 1853
((
Q
P
)3
−
(
P
Q
)3)
− 17
(
Q8
P 4
+ 3
2P 4
Q8
)
− 17
(
32Q4
P 8
+ P
8
Q4
)
+ 34
(
Q7P − 3
4
Q7P
)
− 34
(
QP 7 − 3
4
QP 7
)
− 442
(
Q5
P
− 3
2P
Q5
)
− 442
(
32Q
P 5
− P
5
Q
)
= (PQ)8 +
(
3
PQ
)8
− 34
(
(PQ)6 +
(
3
PQ
)6)
+ 425
(
(PQ)4 +
(
3
PQ
)4)
− 2380
(
(PQ)2 +
(
3
PQ
)2)
+ 8568. (2.6)
Proof. Let q = e2πiz, where Im z > 0, and recall the definition (1.2). We have by
[4, Lemmas 68.1, 68.2, pp. 237, 238] that both sides of (2.6) belong to {Γ0(51),0,1}.
Using (2.2), we deduce that a fundamental region for Γ0(51) has 4 inequivalent cusps.
A complete set of inequivalent cusps for Γ0(51) is {0,∞, 13 , 117 } [10]. Using (2.3) repeat-
edly, we compose Table 2 for orders of cusps. Here L(2.6) is the expression on the left-hand
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Cusp/Order P Q PQ P/Q L(2.6) R(2.6)
0 136
1
612
1
34
4
153 − 417 − 417
1
3 − 112 − 1204 − 334 − 451 − 1217 − 1217
1
17
1
36
17
36
1
2 − 49 −4 −4
side of (2.6) and R(2.6) is the expression on the right-hand side of (2.6). If D(z) denotes
the difference of the left-hand and right-hand sides of (2.6), using (2.1) we find that
0 =
∑
z∈F
OrdΓ0(51)
(
D(z); z) ord(D(z);∞)− 4
17
− 12
17
− 4
= ord(D(z);∞)− 84
17
. (2.7)
Thus, if we can show that D(z) = O(q5) as q tends to 0, or z tends to i∞, then we will
have found a contradiction to (2.7) unless D(z) ≡ 0, which is what we want to prove. In
fact, using Mathematica, we find that
L(2.6) − R(2.6) = O(q5).
This then completes the proof. 
Theorem 2.3. Let
P = f (−q)
q1/12f (−q3) and Q =
f (−q19)
q19/12f (−q57) .
Then (
Q
P
)10
−
(
P
Q
)10
− 76
((
Q
P
)8
−
(
P
Q
)8)
+ 912
((
Q
P
)6
−
(
P
Q
)6)
+ 6650
((
Q
P
)4
−
(
P
Q
)4)
+ 9481
((
Q
P
)2
−
(
P
Q
)2)
− 19
(
Q9
P 3
+ 3
3P 3
Q9
)
− 19
(
33Q3
P 9
+ P
9
Q3
)
− 570
(
Q7
P
+ 3
3P
Q7
)
− 570
(
33Q
P 7
+ P
7
Q
)
+ 19
(
Q8P 4 − 3
6
Q8P 4
)
− 19
(
Q4P 8 − 3
6
Q4P 8
)
− 2166
(
Q5P + 3
3
Q5P
)
− 2166
(
QP 5 + 3
3
QP 5
)
= (PQ)9 +
(
3
PQ
)9
+ 3211
(
(PQ)3 +
(
3
PQ
)3)
. (2.8)
Proof. Let q = e2πiz, where Im z > 0, and recall the definition (1.2). By [4, Lemmas 68.1,
68.2, pp. 237, 238], we deduce that both sides of (2.8) belong to {Γ0(57),0,1}.
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Cusp/Order P Q PQ P/Q L(2.8) R(2.8)
0 136
1
684
5
171
1
38 − 519 − 519
1
3 − 112 − 1228 − 557 − 338 − 1519 − 1519
1
19
1
36
19
36
5
9 − 12 −5 −5
Using (2.2), we deduce that a fundamental region for Γ0(57) has 4 inequivalent cusps.
A complete set of inequivalent cusps for Γ0(57) is {0,∞, 13 , 119 } [10]. Using (2.3) repeat-
edly, we compose Table 3 for orders of cusps. Here L(2.8) is the expression on the left-hand
side of (2.8) and R(2.8) is the expression on the right-hand side of (2.8). If D(z) denotes
the difference of the left-hand and right-hand sides of (2.8), using (2.1), we find that
0 =
∑
z∈F
OrdΓ0(57)
(
D(z); z) ord(D(z);∞)− 5
19
− 15
19
− 5
= ord(D(z);∞)− 115
19
. (2.9)
Thus, if we can show that D(z) = O(q7) as q tends to 0, or z tends to i∞, then we will
have found a contradiction to (2.9) unless D(z) ≡ 0, which is what we want to prove. In
fact, using Mathematica, we find that
L(2.8) = q−180 − 9q−168 + · · · − 6181q−24 + 20997q−12 + O(q12) = R(2.8).
This then completes the proof. 
You see further new P –Q modular equations in [15–17].
3. Formulas and the explicit values for λn and μn
By using theorems in Section 2, we give some formulas for λn and μn in this section.
Also we give simple proofs for known values and some more new values for λn and μn.
Theorem 3.1. Let n be any real number. Then
27
(
λnλ169n + 1
λnλ169n
)
− 650
=
{(
λ169n
λn
)7/6
+
(
λ169n
λn
)−7/6}
+ 13
{(
λ169n
λn
)
+
(
λ169n
λn
)−1}
+ 52
{(
λ169n
λn
)5/6
+
(
λ169n
λn
)−5/6}
+ 26
{(
λ169n
λn
)4/6
+
(
λ169n
λn
)−4/6}
− 247
{(
λ169n
)3/6
+
(
λ169n
)−3/6}
− 364
{(
λ169n
)2/6
+
(
λ169n
)−2/6}λn λn λn λn
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{(
λ169n
λn
)1/6
+
(
λ169n
λn
)−1/6}
.
Proof. Replace q by −q in Theorem 2.1 and use the definition of λn. Then we have the
result. 
Theorem 3.2. We have
(i) λ13 = r ′63,13 =
(√√
13+5
8 +
√√
13−3
8
)6
,
(ii) λ169 = r ′63,169 =
(
2+√13
2 +
√
13+4√13
2
)6
.
Proof. (i) Letting n = 113 and Λ = λ1/313 + λ−1/313 in Theorem 3.1 and using the fact
λ1/n = 1λn [18], we find that
54 = (Λ7 − 7Λ5 + 14Λ3 − 7Λ) + 13(Λ6 − 6Λ4 + 9Λ2 − 2)
+ 52(Λ5 − 5Λ3 + 5Λ) + 26(Λ4 − 4Λ2 + 2) − 247(Λ3 − 3Λ)
− 364(Λ2 − 2) + 221Λ + 650. (3.1)
Rearranging terms in (3.1), we find that
Λ7 + 13Λ6 + 45Λ5 − 52Λ4 − 493Λ3 − 351Λ2 + 1215Λ + 1350 = 0.
Simplifying the above equation, we find that
(Λ − 2)(Λ + 3)2(Λ + 5)2(Λ2 − Λ − 3) = 0.
Solving for Λ and using the fact that λn = r ′63,n is increasing and has a positive real value,
we find that
Λ = 1 +
√
13
2
.
Thus we complete the proof of (i).
(ii) Letting n = 1 and Λ = λ1/3169 +λ−1/3169 in Theorem 3.1 and using the fact λ1 = r ′63,1 = 1
[18], we deduce that
(Λ3 − Λ2 − 2Λ + 1)√Λ + 2 − 14(Λ3 − 3Λ) + 52(Λ2 − Λ − 1)√Λ + 2
+ 26(Λ2 − 2) − 247(Λ − 1)√Λ + 2 − 364Λ + 221√Λ + 2 + 650 = 0. (3.2)
Rearranging (3.2) to
√
Λ + 2(Λ3 + 51Λ2 − 301Λ + 417) = 14Λ3 − 26Λ2 + 322Λ − 598 (3.3)
and then squaring both sides of (3.3), we deduce the equation
(Λ − 2)(Λ2 − 30Λ + 17)3 = 0.
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we find that
Λ = 15 + 4√13.
So
λ169 =
(√
17 + 4√13
4
+
√
13 + 4√13
4
)6
.
Thus we complete the proof of (ii). 
Theorem 3.3. Let n be any real number. Then we have
27
(
μnμ169n + 1
μnμ169n
)
+ 650
=
{(
μ169n
μn
)7/6
+
(
μ169n
μn
)−7/6}
− 13
{(
μ169n
μn
)
+
(
μ169n
μn
)−1}
+ 52
{(
μ169n
μn
)5/6
+
(
μ169n
μn
)−5/6}
− 26
{(
μ169n
μn
)4/6
+
(
μ169n
μn
)−4/6}
− 247
{(
μ169n
μn
)3/6
+
(
μ169n
μn
)−3/6}
+ 364
{(
μ169n
μn
)2/6
+
(
μ169n
μn
)−2/6}
+ 221
{(
μ169n
μn
)1/6
+
(
μ169n
μn
)−1/6}
.
Proof. The result follows directly from Theorem 2.1 and the definition of μn. 
Theorem 3.4. We have
μ13 = r63,13 =
(√√
13 + 3
8
+
√√
13 + 11
8
)6
.
Proof. Letting n = 113 and Λ = μ1/313 +μ−1/313 in Theorem 3.3 and using the fact μ1/n = 1μn[18], we find that
54 = (Λ7 − 7Λ5 + 14Λ3 − 7Λ) − 13(Λ6 − 6Λ4 + 9Λ2 − 2)
+ 52(Λ5 − 5Λ3 + 5Λ) − 26(Λ4 − 4Λ2 + 2) − 247(Λ3 − 3Λ)
+ 364(Λ2 − 2) + 221Λ − 650. (3.4)
Rearranging terms in (3.4), we find that
Λ7 − 13Λ6 + 45Λ5 + 52Λ4 − 493Λ3 + 351Λ2 + 1215Λ − 1458 = 0.
Simplifying the above equation, we find that
(Λ − 2)(Λ2 − 7Λ + 9)(Λ2 − 2Λ − 9)2 = 0.
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we find that
Λ = 7 +
√
13
2
.
Thus we complete the proof. 
Theorem 3.5. Let n be any real number. Then we have{(
λ289n
λn
)3/2
−
(
λ289n
λn
)−3/2}
− 238
{(
λ289n
λn
)
+
(
λ289n
λn
)−1}
+ 1853
{(
λ289n
λn
)1/2
−
(
λ289n
λn
)−1/2}
+ 51
{(
λ4289n
λ2n
)1/3
+
(
λ4289n
λ2n
)−1/3}
+ 51
{(
λ2289n
λ4n
)1/3
+
(
λ2289n
λ4n
)−1/3}
+ 306
{(
λ7289nλn
)1/6 −( 1
λ7289nλn
)1/6}
− 306
{(
λ289nλ
7
n
)1/6 −( 1
λ289nλ7n
)1/6}
+ 1326
{(
λ5289n
λn
)1/6
−
(
λ5289n
λn
)−1/6}
+ 1326
{(
λ289n
λ5n
)1/6
−
(
λ289n
λ5n
)−1/6}
= 81
{
(λnλ289n)
4/3 +
(
1
λnλ289n
)4/3}
+ 918
{
(λnλ289n) +
(
1
λnλ289n
)}
+ 3825
{
(λnλ289n)
2/3 +
(
1
λnλ289n
)2/3}
+ 7140
{
(λnλ289n)
1/3 +
(
1
λnλ289n
)1/3}
+ 8568.
Proof. Replace q by −q in Theorem 2.2 and use the definition of λn. Then we have the
result. 
Theorem 3.6. We have
(i) λ17 = r ′63,17 = 4 +
√
17,
(ii) λ289 = r ′63,289 =
(√
34+13 3√17+5 3√172
2 +
√
30+13 3√17+5 3√172
2
)6
.
Proof. (i) Letting n = 117 in Theorem 3.5 and using the fact λ1/n = 1λn [18], we find that(
λ317 − λ−317
)− 136(λ217 + λ−217 )+ 5117(λ17 − λ−117 )= 32496. (3.5)
Multiplying by λ317 in both sides of (3.5) and rearranging terms, we find that
λ6 − 136λ5 + 5117λ4 − 32496λ3 − 5117λ2 − 136λ17 − 1 = 0.17 17 17 17 17
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λ217 − 8λ17 − 1
)(
λ217 − 64λ17 − 1
)2 = 0.
Solving for λ17 and using the fact that λn = r ′63,n is increasing and has a positive real value,
we find that
λ17 = 4 +
√
17.
Thus we complete the proof of (i).
(ii) Letting n = 1 and Λ = λ1/3289 + λ−1/3289 in Theorem 3.5, and using the fact λ1 =
r ′63,1 = 1 [18], then rearranging terms, we deduce that
30Λ4 + 1156Λ3 + 3654Λ2 + 3672Λ + 1080
= (Λ4 + 307Λ3 + 1629Λ2 + 2565Λ + 1242)√Λ − 2. (3.6)
By squaring both sides of (3.6) and simplifying them, we deduce the equation
(Λ3 − 96Λ2 − 243Λ − 162)3 = 0.
Solving for Λ and using the fact that λn = r ′63,n has a positive real value, we find that
Λ = 32 + 13 3√17 + 5 3
√
172.
Thus we complete the proof of (ii). 
Theorem 3.7. Let n be any real number. Then we have{(
μ289n
μn
)3/2
−
(
μ289n
μn
)−3/2}
− 238
{(
μ289n
μn
)
+
(
μ289n
μn
)−1}
+ 1853
{(
μ289n
μn
)1/2
−
(
μ289n
μn
)−1/2}
− 51
{(
μ4289n
μ2n
)1/3
+
(
μ4289n
μ2n
)−1/3}
− 51
{(
μ2289n
μ4n
)1/3
+
(
μ2289n
μ4n
)−1/3}
+ 306
{(
μ7289nμn
)1/6 −( 1
μ7289nμn
)1/6}
− 306
{(
μ289nμ
7
n
)1/6 −( 1
μ289nμ7n
)1/6}
− 1326
{(
μ5289n
μn
)1/6
−
(
μ5289n
μn
)−1/6}
− 1326
{(
μ289n
μ5n
)1/6
−
(
μ289n
μ5n
)−1/6}
= 81
{
(μnμ289n)
4/3 +
(
1
)4/3}
− 918
{
(μnμ289n) +
(
1
)}
μnμ289n μnμ289n
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{
(μnμ289n)
2/3 +
(
1
μnμ289n
)2/3}
− 7140
{
(μnμ289n)
1/3 +
(
1
μnμ289n
)1/3}
+ 8568.
Proof. The result follows directly from Theorem 2.2 and the definition of μn. 
Theorem 3.8. We have
μ17 = r63,17 =
170 + a + b +√9 + (170 + a + b)2
3
,
where
a = (4949783 + 30051√17)1/3
and
b = (4949783 − 30051√17)1/3.
Proof. Letting n = 117 in Theorem 3.7 and using the fact μ1/n = 1μn [18], we find that(
μ317 − μ−317
)− 340(μ217 + μ−217 )− 187(μ17 − μ−117 )= 264. (3.7)
Letting Λ = μ17 − μ−117 in (3.7) and rearranging terms, we find that
Λ3 − 340Λ2 − 184Λ − 944 = 0.
Solving for Λ and using the fact that μn = r63,n is increasing and has a positive real value,
we find that
Λ = 2
3
(170 + a + b),
where a = (4949783 + 30051√17)1/3 and b = (4949783 − 30051√17)1/3. Thus we com-
plete the proof. 
Theorem 3.9. Let n be any real number. Then we have
81
√
3
{
(λnλ361n)
3/2 +
(
1
λnλ361n
)3/2}
+ 9633√3
{
(λnλ361n)
1/2 +
(
1
λnλ361n
)1/2}
=
{(
λ361n
λn
)5/3
−
(
λ361n
λn
)−5/3}
+ 76
{(
λ361n
λn
)4/3
−
(
λ361n
λn
)−4/3}
+ 912
{(
λ361n
λn
)
−
(
λ361n
λn
)−1}
− 6650
{(
λ361n
λn
)2/3
−
(
λ361n
λn
)−2/3}
+ 9481
{(
λ361n
λn
)1/3
−
(
λ361n
λn
)−1/3}
+ 57√3
{(
λ3361n
)1/2
+
(
λ3361n
)−1/2
+
(
λ361n
3
)1/2
+
(
λ361n
3
)−1/2}
λn λn λn λn
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{(
λ7361n
λn
)1/6
+
(
λ7361n
λn
)−1/6
+
(
λ7n
λ361n
)1/6
+
(
λ7n
λ361n
)−1/6}
+ 513
{(
λ4361nλ
2
n
)1/3 −( 1
λ4361nλn
2
)1/3
− (λ2361nλ4n)1/3 +
(
1
λ2361nλ
4
n
)1/3}
+ 6498√3
{(
λ5361nλn
)1/6 +( 1
λ5361nλn
)1/6
+ (λ361nλ5n)1/6 +
(
1
λ361nλ5n
)1/6}
.
Proof. Replace q by −q in Theorem 2.3 and use the definition of λn. Then we have the
result. 
Theorem 3.10. We have
(i) λ19 = r ′63,19 =
(√
2
√
19 − 7 +
√
2
√
19 − 8
)3
,
(ii) λ361 = r ′63,361 =
(
√
190 + 67 3√19 + 25 3√192 +
√
178 + 67 3√19 + 25 3√192 )6
1728
.
Proof. (i) Letting n = 119 and Λ = λ2/319 + λ−2/319 in Theorem 3.9 and using the fact
λ1/n = 1λn [18], we find that
(Λ4 + 76Λ3 + 909Λ2 − 6802Λ + 9596)
√
Λ2 − 4
= −√3(114Λ3 − 3420Λ2 + 12654Λ − 12588). (3.8)
By squaring both sides of (3.8) and simplifying them, we deduce the equation
(Λ2 + 60Λ − 316)(Λ2 + 6Λ − 19)2(Λ2 + 40Λ − 86)2 = 0.
Solving for Λ and using the fact that λn = r ′63,n is increasing and has a positive real value,
we find that
Λ = 8√19 − 30.
Thus we complete the proof of (i).
(ii) Letting n = 1 and Λ = λ1/3361 + λ−1/3361 in Theorem 3.9, using the fact λ1 = r ′63,1 = 1
(see [18]), and then rearranging terms, we deduce that
(Λ4 + 589Λ3 + 909Λ2 − 8341Λ + 8570)
√
Λ2 − 4
= √3(24Λ4 + 1686Λ3 − 8280Λ2 + 12702Λ − 6132)√Λ + 2. (3.9)
After squaring both sides of (3.9) and simplifying them, we deduce the equation
(Λ + 2)(Λ3 − 184Λ2 + 677Λ − 638)3 = 0.
Solving for Λ and using the fact that Λ has a positive real value, we can choose that
Λ = 1(184 + 67 3√19 + 25 3√192).
3
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λ361 =
(√
190 + 67 3√19 + 25 3√192
12
+
√
178 + 67 3√19 + 25 3√192
12
)6
.
Thus we complete the proof of (ii). 
Theorem 3.11. Let n be any real number. Then we have
81
√
3
{
(μnμ361n)
3/2 +
(
1
μnμ361n
)3/2}
+ 9633√3
{
(μnμ361n)
1/2 +
(
1
μnμ361n
)1/2}
=
{(
μ361n
μn
)5/3
−
(
μ361n
μn
)−5/3}
− 76
{(
μ361n
μn
)4/3
−
(
μ361n
μn
)−4/3}
+ 912
{(
μ361n
μn
)
−
(
μ361n
μn
)−1}
+ 6650
{(
μ361n
μn
)2/3
−
(
μ361n
μn
)−2/3}
+ 9481
{(
μ361n
μn
)1/3
−
(
μ361n
μn
)−1/3}
− 57√3
{(
μ3361n
μn
)1/2
+
(
μ3361n
μn
)−1/2
+
(
μ361n
μ3n
)1/2
+
(
μ361n
μ3n
)−1/2}
− 1710√3
{(
μ7361n
μn
)1/6
+
(
μ7361n
μn
)−1/6
+
(
μ7n
μ361n
)1/6
+
(
μ7n
μ361n
)−1/6}
+ 513
{(
μ4361nμ
2
n
)1/3 −( 1
μ4361nμ
2
n
)1/3
− (μ2361nμ4n)1/3 +
(
1
μ2361nμ
4
n
)1/3}
− 6498√3
{(
μ5361nμn
)1/6 +( 1
μ5361nμn
)1/6
+ (μ361nμ5n)1/6 +
(
1
μ361nμ5n
)1/6}
.
Proof. The result follows directly from Theorem 2.3 and the definition of μn. 
Theorem 3.12. We have
μ19 = r63,19 =
(√
2
√
19 + 7 +
√
2
√
19 + 8
)3
.
Proof. Letting n = 119 and Λ = μ2/319 + μ−2/319 in Theorem 3.11 and then using the fact
μ1/n = 1μn [18], we find that
(Λ4 − 76Λ3 + 909Λ2 + 6802Λ + 9596)
√
Λ2 − 4
= √3(114Λ3 + 3420Λ2 + 12654Λ + 12588). (3.10)
By squaring both sides of (3.10) and simplifying them, we deduce the equation
(Λ2 − 60Λ − 316)(Λ2 − 6Λ − 19)2(Λ2 − 40Λ − 86)2 = 0.
546 J. Yi, H.S. Sim / J. Math. Anal. Appl. 319 (2006) 531–546Solving for Λ and using the fact that μn = r63,n is increasing and has a positive real value,
we find that
Λ = 8√19 + 30.
Thus we complete the proof. 
By using theorems in [18], we can find more applications for the modular equations in
Section 2.
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