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CHAPTER 1. GENERAL INTRODUCTION 
Introduction 
Studying teacher thinking and decision making has been an active research area in the 
field of education for over 50 years. A substantial body of research has accumulated in the 
literature regarding how teachers make decisions in complex classroom environments and 
what underlies these decisions. A common understanding shared by a number of scholars in 
the field has suggested teacher decision making is a complex process which is situational, 
intentional, and guided by teachers’ beliefs and prior experiences (Bishop & Whitfield, 1972; 
Calderhead, 1981; Eggleston, 1979; Shavelson & Stern, 1981; Shulman, 1992). Clark and 
Lampert (1986) advocated using the insights generated from the research on teacher thinking 
and decision making to challenge preservice teachers’ taken for granted assumptions about 
teaching and to help them improve in learning how to teach. They further argued that 
research on teacher thinking and decision making “cannot describe the sorts of decisions 
teachers should be taught to make in any particular setting” (p. 29), instead research can 
provide guidance in designing methods of instruction to help preservice teachers learn how to 
teach and experiment in making teaching decisions. One such method that has been 
successfully used in teacher education is the case-based method.  
Several researchers have suggested that cases representing a variety of classroom 
conditions be included in teacher education curricula in order to better prepare students for 
teaching (Harrington, 1995; Merseth, 1996; Shulman, 1992; Sudzina, 1997; Sutcliffe & 
Whitfield, 1979; Sykes & Bird, 1992). There is an extensive body of research evidence 
demonstrating positive impacts of case methods on preservice teachers’ understanding of 
complex classroom situations, their ability to analyze these situations from multiple 
perspectives, their competence in using evidence to support their interpretations and 
decisions, and their skills to reflect on what they learned from cases (Beck, King, & 
Marshall, 2002; Bowers & Doerr, 2003; Bruning et al., 2008; Choi & Lee, 2009; Doebler, 
Roberson, & Ponder, 1998; Mayo, 2004; Santagata & Angelici, 2010).  
The popularity of the case method has resulted in multiple interpretations of how best 
to use cases to promote learning. Different forms of case use have been described in the 
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literature. For instance, Merseth (1994) described three categories of cases based on their 
functions: cases as exemplars of effective teaching practices, cases for analysis of 
problematic teaching situations, and cases for personal reflection. Each case method has been 
used to help preservice teachers gain specific sets of skills and knowledge regarding learning 
how to teach. Despite the considerable amount of interest in the use of case methods to 
improve preservice teachers’ decision making, no study has compared how different case 
methods affect preservice teachers’ learning and decision making and what factors influence 
the effectiveness of each case method. 
Therefore, the general purpose of this dissertation is to compare three general 
approaches to using cases to help preservice teachers advance in complex decision making or 
problem solving skills. These three approaches include worked examples, faded worked 
examples, and case-based reasoning. Each approach has empirical studies demonstrating that 
it can lead to student learning (Jonassen, 1999). However, case-based reasoning and the other 
two approaches emerged from different traditions that imply different principles for the 
design of learning environments. Furthermore, no study has yet compared these approaches 
in terms of their relative effectiveness in improving preservice teachers’ reasoning and 
decision making related to teaching issues, including classroom management. To that end, 
this dissertation is aimed at comparing the impact of these three case-based approaches on 
preservice teachers’ reasoning and decision making related to classroom management. The 
following section describes the organization of the dissertation. 
Dissertation Organization 
I followed the journal paper format in this dissertation. Three papers prepared for 
submission to scholarly journals appear as separate chapters in the dissertation. Chapter 2 
presents a review of literature on the use of cases in teacher education to examine and foster 
preservice teachers’ reasoning and decision making. I first describe three major approaches 
to psychological judgment, decision making, and reasoning: the information processing, 
modeling, and reason-based approaches. After explaining the main theoretical and research 
focus and methodological considerations in each approach, I briefly describe relevant prior 
research on teacher decision making along with the influences of psychological judgment, 
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decision making, and reasoning theories on such research. Then I discuss the growing 
research interest in the use of cases and case methods in teacher education as a preparation 
for the main focus of the review.  
Next, I review 20 studies that utilized cases or case methods to examine or enhance 
preservice teachers’ reasoning and decision making. I present these studies under four groups 
that are created based on the manner in which cases were used in the studies. These four 
groups include: (a) preservice teachers video record and analyze their own teaching practices, 
(b) preservice teachers analyze exemplar cases that demonstrate or model knowledge and 
skills of teaching, (c) cases are sources of inquiry through which preservice teachers engage 
in solving authentic teaching problems, and (d) cases are reflective narratives in which 
preservice teachers construct and analyze their own cases.  
For each group, I summarize the studies and describe the common and distinctive 
features of each research approach. Then, I provide a comparative examination of the four 
groups of studies in terms of their theoretical and methodological implications for the use of 
cases to examine or enhance preservice teachers’ reasoning and decision making. Finally, I 
discuss the implications of this set of research for teacher education. The conclusions and 
implications of these studies include the following: 
1. The use of cases has been shown to have positive effects on student learning 
under appropriate conditions. 
2. Multiple approaches to the use of cases have demonstrated positive effects on 
learning. 
3. Students need considerable instructional guidance to effectively use cases and to 
develop the cognitive and motivational skills to process cases effectively.  
4. Changing student conceptions/beliefs about effective teaching and decision-
making is a developmental process that occurs over considerable time. 
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5. If cases are to be integrated into a teacher education program effectively, their use 
probably needs to be integrated across multiple experiences within courses and 
across the sequence of courses in the program. 
Chapter 3 presents a research study in which three case-based approaches (worked 
example, faded worked example, and case-based reasoning) were compared in terms of their 
relative impact on preservice teachers’ decision making about classroom management. The 
main research questions include; (a) Did the three conditions differ in terms of students’ 
interaction with decision tasks? (b) Did exogenous (individual differences) variables relate to 
students’ interaction with decision tasks? and (c) Did the three conditions in performance 
lead to differences on the post treatment assessment?  
After describing the main theoretical and research focus in each case-based approach, 
I provide a comparative examination of the approaches in relation to their implications to the 
design of learning environments. Then I briefly describe relevant research on teacher 
decision making, using cases in teacher education to enhance preservice teachers’ learning 
how to make teaching decisions, and individual differences in decision making. Next, I 
present the purpose and method of study including the participants, study context, measures, 
materials, and procedures. The data analyzed in this study were mainly based on 
questionnaires, multiple-choice pre and posttests, and process data stored in each online case-
based environment. After presenting the conclusions of the study, I finish the paper by 
describing the limitations of the study and recommendations for future studies. Among the 
conclusions of Chapter 3 are the following: 
1. Students higher in self-efficacy, mastery goal orientation, locus of control, and 
perceived task value tended to perceive the decision tasks as not difficult and 
requiring less mental effort.  
2. The three conditions did not lead to differences in performance on multiple-
choice items. This may have occurred because the items did not form a coherent 
scale or because the short term experience was not sufficient to modify students 
pre-existing conceptions or beliefs about classroom management. 
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Chapter 4 presents a research study which was aimed at examining preservice 
teachers’ reasoning and decision making about classroom management in three case-based 
learning environments; case-based reasoning, worked example, and faded work example. 
Specifically, this study focused on analyzing students open ended responses to classroom 
management problems presented before, during, and after instruction using one of these 
methods. The research questions guiding this study are; (a) Did students’ performances, as 
measured based on the quantity of the alternatives they created and selected in decision tasks 
related to classroom management, change from pre to posttest and did treatment group 
interact with any changes from pre to posttest? (b) Did students’ performances, as measured 
based on the quantity of the reasons they generated to support their classroom management 
decisions, change from pre to posttest and did treatment group interact with any changes 
from pre to posttest, (c) What was the nature of strategies/alternatives they reported on the 
pre and posttests? Was there a difference across the conditions? From pre to posttest? (d) Did 
treatment group affect students’ performance on analyzing and solving classroom 
management problems? 
The literature review and method section depicting the context of the study, 
participants, and materials were similar to those described in Chapter 3. However, the study 
in Chapter 4 includes data analyses pertaining to students’ open-ended responses to pre and 
posttests and question prompts related to the cases they studied and solved in online case-
based environments. After an elaborated description of the qualitative data coding, I present 
the results in the order of the research questions. Then I present the conclusions and 
suggestions for future studies. These conclusions and suggestions include the following.  
Students tended to select classroom management alternatives that involved 
suppression of inappropriate behavior and classroom control strategies rather than strategies 
that promoted the development of self-regulation. These strategies may be typical of students 
entering teacher education programs and may reflect pre-existing conceptions/beliefs that are 
resistant to short term instructional change.  
Finally, Chapter 5 presents a discussion of the general conclusions I derived from the 
three papers.  
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CHAPTER 2. THE USE OF CASES OR CASE METHODS TO EXAMINE AND 
ENHANCE PRESERVICE TEACHER REASONING AND DECISION MAKING 
 
A Paper to be submitted to the journal, Review of Educational Research  
Yasemin Demiraslan Cevik 
 
Abstract 
The purpose of this paper was to present a review of literature on the use of cases in 
teacher education to examine and foster preservice teachers’ reasoning and decision making. 
I first described the influential theoretical stances and methodologies underlying the research 
on teacher decision making. Then I illustrated case-based instruction as a method that has 
been demonstrated to be effective on improving preservice teachers’ reasoning and decision 
making. Next, I reviewed 20 studies that used cases or case methods to examine or enhance 
preservice teachers’ reasoning and decision making. I organized these studies into four 
groups based on the manner in which cases were used in the studies. After presenting the 
common and distinctive features of each group, I provided a comparative examination of the 
four groups of studies in terms of their theoretical and methodological implications to the use 
of cases to examine or enhance preservice teachers’ reasoning and decision making. Finally, 
I discussed the implications of this set of research for teacher education. 
Keywords: decision theories, case-based method, teacher decision making 
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Introduction 
“Human rational behavior is shaped by a scissors whose blades are the structure of 
task environments and the computational capacities of the actor. To understand how 
scissors cut, we must consider both blades” (Simon, 1990, p. 7). 
Understanding teachers’ decision making has been a major research area in the field 
of education and multiple studies have been conducted to understand and examine teachers’ 
thought processes, reasoning, and instructional decision making (e.g. Clark & Peterson, 
1986; Floden & Klinzing, 1990; Leinhardt & Greeno, 1986; Shavelson & Stern, 1981). 
Shulman (1986a) described this body of research on teacher thinking as the research program 
of “teacher cognition and decision making” (p. 23). The analysis of seminal papers on 
teacher decision making demonstrates the major influences of psychological theories and 
models of human judgment, reasoning, and decision making on the research approaches used 
to examine teacher decision making. Presenting these major theoretical and methodological 
perspectives of psychological judgment and decision making, therefore, is valuable for 
understanding the research on teacher decision making.  
Based on the research on teacher thinking and decision making, several researchers 
have suggested that simulations of a variety of classroom conditions be included as part of 
teacher education curricula in order to enhance preservice teachers’ ability to make complex 
teaching decisions (Harrington & Garrison, 1992; Shulman, 1992; Sudzina, 1997; Sykes & 
Bird, 1992). A growing body of research evidence has demonstrated the effectiveness of 
cases and case methods on preservice teachers’ acquisition of and improvement in reasoning, 
analysis, problem solving, and decision making skills (Beck, King, & Marshall, 2002; 
Bowers & Doerr, 2003; Bruning et al., 2008; Choi & Lee, 2009; Doebler, Roberson, & 
Ponder, 1998; Santagata & Angelici, 2010). Accordingly, it is likely that cases and case 
methods will gain increasing popularity in teacher education to help preservice teachers be 
better prepared as future professionals.  
This paper provides a review of research studies in which cases or case methods have 
been used to examine or enhance preservice teachers’ reasoning, judgment, and decision 
making. In the following sections, I first describe three major approaches to psychological 
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judgment, decision making, and reasoning: the information processing, modeling, and 
reason-based approaches. After explaining the main theoretical and research focus and 
methodological considerations in each approach, I briefly describe relevant prior research on 
teacher decision making along with the influences of psychological judgment, decision 
making, and reasoning theories on such research. Then I discuss the growing research 
interest in the use of cases and case methods in teacher education as a preparation for the 
main focus of the review. Next, I review 20 studies that utilized cases or case methods to 
examine or enhance preservice teachers’ reasoning and decision making. I present these 
studies under the four groups that are created based on the manner in which cases were used 
in the studies. These four groups include: (a) preservice teachers video record and analyze 
their own teaching practices, (b) preservice teachers analyze exemplar cases that demonstrate 
or model knowledge and skills of teaching, (c) cases are sources of inquiry through which 
preservice teachers engage in solving authentic teaching problems, and (d) cases are 
reflective narratives in which preservice teachers construct and analyze their own cases. For 
each group, I summarize the studies and describe the common and distinctive features of 
each research approach. Then, I provide a comparative examination of the four groups of 
studies in terms of their theoretical and methodological implications to the use of cases to 
examine or enhance preservice teachers’ reasoning and decision making. Finally, I discuss 
the implications of this set of research for teacher education. 
Theories of Psychological Judgment and Decision Making 
Since the 1960s, judgment and decision making has been a very popular research area 
in the field of cognitive psychology. The main focus of this earlier decision making research 
and theorizing was to compare the behaviors of real decision makers with the optimal 
decisions predicted by various normative models (Kahneman, 1991; Plous, 1993) and to 
understand the extent to which human behavior deviates from these normative standards of 
rationality. One such normative model of decision making is expected utility theory (EUT), 
developed by Von Neumann and Morgenstern in 1947. This theory assumes that decision 
makers, as rational actors; (a) have complete information about the alternatives and 
consequences of each alternative, (b) are able to compare all alternatives based on the pros 
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and cons of each alternative, and (c) are able to select the best alternative that maximizes 
utility (Baron, 2004; Plous, 1993). Several researchers, based on studies which reported 
violations of the principles of EUT, proposed that the theory does not adequately describe 
how people actually make decisions (Kahneman & Tversky, 1979, 1982; Nisbett & Ross, 
1980; Slovic & Lichtenstein, 1983; Tversky & Kahneman, 1992). Instead these researchers 
argued the EUT provides standards of how people should make decisions. The need for 
theories that describe actual human decision making has generated many new models of 
human judgment and decision making. These new models can be categorized under three 
broad frameworks: the information processing, modeling, and reason-based approaches to 
judgment and decision making. 
The information processing approach to judgment and decision making 
The major trend among researchers within the information processing approach has 
been to develop descriptive models to better understand the cognitive processes (i.e. selective 
attention, encoding, retrieval of information from memory, evaluation of alternatives, 
prediction, selection among alternatives, and evaluation of consequences) and outcomes of 
judgment and decision making (Payne & Bettman, 2004; Weber & Johnson, 2009). The 
influence of information processing theories and particularly Herbert Simon’s idea of 
bounded rationality, on these descriptive theories of judgment and decision making is 
evident. Simon (1956) suggested that people are more inclined to satisfy their most important 
needs, rather than to optimize their choices, when they make decisions. He further argued 
that, due to the limitations in information processing capacity, making complex real-life 
decisions rarely includes the consideration of a variety of alternatives and the comparison of 
those alternatives based on a set of predefined criteria. He proposed instead that the mind 
evolves short-cut strategies that deliver reasonable solutions to real-life problems, an idea 
that is known as bounded rationality (Simon, 1956). Such mental shortcuts, or heuristics, 
have formed the basis of two intense programs of research in the psychology of decision 
making: (a) heuristics and biases (Kahneman, Slovic, & Tversky, 1982), and (b) probabilistic 
mental models (Gigerenzer & Goldstein, 1996; Gigerenzer, Todd, & the ABC Research 
Group, 1999).  
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Researchers in both programs agree on the idea that in decision making humans, to 
deal with their capacity limitations, tend to employ heuristics or fast-and-frugal reasoning 
strategies as cognitive shortcuts. Both programs also have been concerned with identifying 
the task conditions under which heuristics are employed. However their attitude toward 
heuristics is different. According to Kahneman et al. (1982), humans’ reliance on heuristics 
causes systematic biases in their judgments and decisions. Tversky and Kahneman (1973, 
1981, 1983, 1992), in several laboratory experiments, have shown how such heuristics as 
anchoring and adjustment, availability, and representativeness produced biases in risky or 
preferential choices. In contrast, Gigerenzer and his colleagues (1996, 1999, 2001) advocate 
that people utilize fast and frugal heuristics in many real-life situations in which decisions 
must be made quickly and with limited information. Their approach favors Simon’s (1956) 
idea of bounded rationality. In a number of studies, Gigerenzer and his colleagues (1999) 
showed that, in a variety of inference tasks, these easy-to-use and powerful strategies (e.g., 
take the best and recognition heuristics), produced results similar to or even better than more 
complex analytic strategies such as the elimination by aspect (EBA) strategy suggested by 
Tversky (1972). In addition, their research has suggested that people are very successful in 
selecting which heuristic to use depending on changing environment and task conditions 
(Gigerenzer & Selten, 2001; Gigerenzer et al., 1999, Gigerenzer & Goldstein, 1996). On the 
other hand, in a study testing the take the best heuristic (a decision is based on a single 
discriminating feature identifying the best option among others) with college students, 
Newell and Schanks (2003) provided participants with four pieces of information about two 
fictional companies and asked them to make decisions regarding the profitability of company 
shares using this information (cues). They found that participants had difficulty in 
understanding the cue validities and thus using them in the correct order to search for the best 
option. Further, they also showed that participants continued to search for more information 
even after they had identified the cue that discriminated the best choice option among others. 
Based on this and many other studies that presented similar empirical results, it can be 
suggested that evidence on the fast and frugal heuristics is mixed. Furthermore, research on 
this topic has been primarily motivated by examining judgment and decision making with 
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binary choice and inference tasks in controlled laboratory experiments. Thus the applicability 
of results and theory to everyday judgment and decision making is limited. 
In contrast to categorizing heuristics as either source of biases in human judgment or 
evolved strategies which lead to reasonable decisions in many situations, Payne, Bettman, 
and Johnson (1993) proposed a unified approach to the study of judgment and decision 
processes. Payne et al. (1993) argued that people’s selection of a decision strategy, whether 
using heuristics or more analytical strategies, is an adaptive process. That is, people utilize a 
variety of strategies, varying from fairly simplistic strategies to highly analytical ones, when 
solving a decision problem. The factors affecting people’s strategy selection, as indicated by 
Payne and Bettman (2004), include task demands, motivation to reduce cognitive effort, time 
pressure, and desire to achieve an accurate decision. Payne and Bettman (2004) developed a 
formal approach to compare different decision strategies based on the cognitive effort they 
induced. In their approach, each decision strategy is characterized by the number and 
sequence of elementary information processes (EIPs) (e.g., comparing values, eliminating 
alternatives etc.) it requires. The more EIPs a decision strategy requires, the more relative 
cognitive effort it produces in the person using that specific strategy. In of a number of 
studies, this approach was used to identify specific task characteristics that stimulate the 
selection of particular decision strategies as well as to examine the performance outcomes of 
using different decision strategies in varying task conditions. The results of these studies 
(Bettman, Johnson, & Payne, 1990, 1991; Payne, Bettman, & Johnson, 1988, 1997; Payne, 
Bettman, & Luce, 1996) showed that: 
1. increasing task complexity leads to people’s tendency to use more heuristics, yet 
strategy selection may adaptively change as people become more familiar with 
the decision task,  
2. strategy selection often is guided by accuracy-effort tradeoff  
3. complex, analytic strategies are more likely to be utilized when decision 
accuracy is perceived to be more important than saving cognitive effort, and 
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4. under time pressure, simple heuristics perform better than complex strategies in 
terms of maintaining decision accuracy.  
Their results confirmed that people adaptively use a ‘repertoire of decision strategies’ 
during the course of performing decision tasks (Payne & Bettman, 2004; Weber & Johnson, 
2009). Furthermore, the results seem to suggest that task characteristics and the 
developmental level of the person with respect to the task (i.e. degree of learning on the task 
or familiarity with the task) influence the pattern of decision making strategies that emerge 
from the repertoire. 
As noted earlier, the information processing approach emphasizes the study of both 
the processes and outcomes that contribute to judgments and decisions (Simon, 1978). Early 
work of researchers within the information processing framework, using controlled 
laboratory environments, focused on studying how people choose an alternative from among 
the other alternatives provided by the researcher. In this work, the strategies people used to 
make a choice were compared to the standard decision rules proposed by a normative theory 
to identify the outcomes of judgments and decisions. However, this simple experimental 
tradition was not powerful enough to capture important features of real-world decision 
making, some of which were indicated by Kahneman (1991) as follows: 
“There is more scope for hindsight and regret when choices depend on guesses about 
a complex situation than in a game of chance; many choices are made sequentially, 
rather than in isolation; important choices often represent a commitment to a 
prolonged game of skill rather than to a one-shot roll of the dice; significant decisions 
are made in a social and emotional context, rather than in experimental anonymity. 
Studies of these variables require more complex designs than we have used in the 
past…” (p. 145) 
Current researchers, therefore, have stressed using a number of process-tracing 
methods to examine judgment and decision making processes. Among these methods are 
verbal protocols, monitoring information acquisition, and response times (Payne & Bettman, 
2004; Schulte-Mecklenbeck, Kuhberger, & Ranyard, 2010; Woods, 1993). Verbal reports are 
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considered as the reflections of covert knowledge and strategies subjects use as they engage 
in judgment and decision making. Two types of verbal reports, called concurrent verbal 
report and retrospective verbal report, have been used extensively in various decision making 
and problem solving situations (Ericsson & Simon, 1980, 1993, 1998). In a concurrent verbal 
report, subjects are asked to think-aloud as they perform a decision task. With retrospective 
verbal reports, on the other hand, subjects’ thought processes are collected after they have 
completed the task. Although the validity of verbal reports has been questioned in the 
literature (Nisbett & Wilson, 1977; Shafir, Simonson, & Tversky, 1993), Ericsson and Simon 
(1980, 1993) provided evidence that concurrent and retrospective verbal reports can be 
successfully used to get reliable information regarding subjects’ cognitive processes.  
The use of process tracing to monitor information acquisition as a method has gained 
popularity due to its ease of implementation in current computer systems. In this method, the 
computer system and software is programmed to monitor and record actions of users. 
Typically recorded are what and how much information subjects searched for or used, in 
what order the information was accessed and used, and for how long users examined each 
piece of information (Newell & Shanks, 2003; Payne & Bettman, 2004). Response time is 
another measure collected to trace decision making process. The time it takes for each 
subject to make a judgment or a decision is recorded to gain insight about the relations 
between strategies employed in the process and task related characteristics (Bettman et al., 
1990).  
Researchers using the process tracing approach have followed two basic routes in 
making sense of data collected through verbal reports or other methods. The first approach is 
using process data to develop a computer model of judgment and decision processes used by 
the subjects and then testing the validity of the computer model on a new set of data obtained 
from new subjects (Newell & Simon, 1972). The second approach is describing observed 
judgment and decision making processes with more qualitative explanations, also called the 
ethnographic approach to studying cognitive processes (Shulman & Elstein, 1975). Shulman 
and Elstein noted that process tracing methods have been used to study judgment and 
decision making in various real-life situations including physicians’ medical diagnostics, 
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bank officers’ investment decisions, school administrators’ decision responsibilities, and 
teachers’ decisions in classroom environments. Shulman and Elstein provided an extensive 
review of research on the application of process tracing methods in real-life or simulated 
real-life judgment and decision making settings. They concluded that process-tracing studies 
have contributed to the body of knowledge on understanding cognitive processes underlying 
judgment, decision making, and problem solving by demonstrating how different methods, 
processes, and tools could be utilized to examine such complex processes. They further 
summarized the common purpose and nature of such studies as follows: 
“The major concern of workers within the research tradition we have just summarized 
has not been to develop psychological theory. Rather, their aim has been to observe 
the process of thinking and judgment within settings that resembled the actual task 
environment as closely as possible. The limits on the fidelity of the simulation were 
usually set by budgetary constraints and the need for some type of experimental 
control. For obvious reasons, it was desirable to observe a number of individuals 
solving the same problem or troubleshooting the same defective apparatus. The actual 
task environment rarely provided the needed duplication of problems, and since 
neither the investigator's patience nor his budget permitted waiting until nature 
presented the desired repetitions, experimental task environments were created. The 
methodological justification of the experimental setting thus hinged on practicality 
rather than on psychological theory.” (Shulman & Elstein, 1975, p. 12). 
The modeling approach to judgment and decision making – the lens model and the 
social judgment theory 
The lens model is based on Egon Brunswik’s (1957) probabilistic functionalism 
theory. Brunswik (1957) argued that the main concern of psychology should be to study the 
interrelationships between organism and environment. In the Brunskwikian approach, the 
model of the individual and that of the environment are created, and the relationships 
between these models are examined through the mediation of cues available in the 
environment (Miller & Kirlik, 2006). What environmental cues people use and how well they 
interpret these cues predict their ability to adapt to the task environment, also called their 
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achievement (Goldstein, 2004). Hammond and his colleagues (1975, 1977) extended 
Brunswik’s lens model to the study of judgment and developed social judgment theory (SJT).  
Researchers within SJT emphasize the importance of judgmental accuracy rather than 
categorizing judgmental errors or biases. In response to the studies in which judgmental 
biases were examined based on the standards of a normative theory, Funder (1987) argued 
that, “the same judgment that is wrong in relation to a laboratory stimulus, taken literally, 
may be right in terms of a wider, more broadly defined social context, and reflect processes 
that lead to accurate judgments under ordinary circumstances” (p. 76). Therefore, a different 
kind of research design is needed to assess the accuracy of real-life judgments. Such research 
should provide people with social cues that fairly represent the cues in real life (Hammond, 
Hamm, Grassia, & Pearson, 1987). This kind of research design, also known as 
representative design, includes a number of steps to be pursued: 
“The essential first step should be an inventory of the sources of information that 
actually exist in the interpersonal world, and an assessment of the frequency, 
informativeness, and interrelations of each of these sources. The second step should 
be to use this inventory to construct artificial arrangements of social stimuli that are 
faithful representations of important situations found in real life. The final step should 
be to study how subjects process and integrate such realistic arrays of information.” 
(Funder, 1987, p. 83) 
The complexity of conducting research based on representative design has been 
argued in the literature (Brehmer, 1979, 1994; Dhami, Hertwig, & Hoffrage, 2004). 
However, Funder (1987, 1995) proposed two practical criteria that have been used 
successfully to assess judgment accuracy in realistic situations. These two criteria included 
“the agreement between the judgments of different observers and the ability of judgments to 
predict behavior” (Funder, 1987, p. 87). Under the framework of SJT, a number of 
researchers employed the lens model to create linear models of individuals’ judgment 
processes in order to examine their use of environmental cues in making judgments, the 
relationship between the accuracy of the individuals’ judgments and those resulting from 
linear models, and individual differences in judgment. The results of such studies comparing 
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human judgment with that of actuarial models revealed that; (a) a simple linear model 
performs better on predicting the accuracy of judgments than the individuals’ own 
predictions, (b) individuals usually believe that they used more cues and rules to make 
judgments than was predicted by a linear model, and (c) individuals often show inconsistency 
in their judgments (Brehmer & Brehmer, 1988; Brehmer, 1994; Hammond, Rohrbaugh, 
Mumpower, & Adelman, 1977; Hammond, Stewart, Brehmer, & Steinmann, 1975; 
Shavelson & Stern, 1981). The general conclusion of these studies is that statistical models, 
also referred to as actuarial models, are more accurate than human judges. Therefore, 
Hardman (2009) argued, this research approach to study judgment clearly implies that “one 
way of improving judgment is to replace the human judge with an actuarial model” (p. 16). 
Nevertheless, Hardman (2009) pointed out the lack of impact of this research (judgment 
analysis), “even within the domain of clinical psychology where the statistical approach to 
judgment originated” (p. 13). He speculates some of the reasons for the insignificant impact 
of this research: 
“Of course, professionals in any domain may be reluctant to cede decision making in 
a formula because this seems to be calling into question their expertise….One reason 
why people may insist on keeping control over decisions is that they may have a 
selective memory for past cases. For example, people have a good memory for 
favorable outcomes resulting from their own judgments, whereas they may be 
particularly sensitive to negative outcomes that result from an actuarial conclusion. 
Another reason for resistance is based on the idea that every case is unique and so 
statistics do not apply.” (Hardman, 2009, p. 13).  
The application of the lens model also has been limited in the field of education. 
Shavelson and Stern (1981) cited a few research studies in which lens model was used to 
examine teachers’ diagnosis of children’s reading problems. They further described an 
example of how a lens model can be applied to study the accuracy of teachers’ judgments of 
students’ reading preferences:  
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“In a lens modeling study, three pieces of information are required: (a) a criterion 
measure of the event being judged (say, students’ preferences for reading materials), 
(b) a list of cues predictive of the criterion measure (say, presence or absence of 
fantasy, animals, danger, and humor), and (c) teachers’ judgments of students’ 
preferences (i.e., predictions of each student’s reading preference). The correlation 
between a teacher’s predictions of students’ reading preferences and students’ actual 
preferences provides a measure of overall judgmental accuracy. And a regression of a 
teacher’s judgments on the cues provides a model of the teachers’ policies for 
reaching their judgments.” (pp. 5-6).  
Overall, the lens model and SJT have emphasized, that for external validity, decision-
making research needs to  examine decision making in more realistic contexts and to 
consider more completing the range of contextual factors that could influence decision 
making. 
Reason-based approach to judgment and decision making 
In addition to information processing and modeling approaches, a different, but 
related, approach to study judgments and decisions, analyzing the reasoning process, has 
been proposed in the literature (Hardman & Ayton, 2004; Kuhn, 1991; Montgomery, 1983; 
Shafir, Simonson, & Tversky, 1993). The next section of the paper first presents the dual-
process approach to human reasoning in general, and then describes two reason-based 
approaches to studying judgment and decision making.  
Judgment, decision making, and reasoning are interrelated cognitive processes. As 
suggested by Hardman (2009), judgment is the evaluation process informing our decision to 
pursue a particular line of action, and reasoning is a thinking process on which we base our 
judgments and decisions. In a contrasting view, Bach’s (1984) argued that, while 
“conclusions of factual reasoning are judgments, conclusions of practical reasoning are 
decisions” (p. 39). Regardless of the differences in Hardman’s (2009) and Bach’s (1984) 
views, a common idea that has been shared by researchers in the field is that analyzing 
individuals’ reasoning processes as they engage in judgment and decision tasks would 
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provide valuable insights to the study of judgment and decision making (Hardman & Ayton, 
2004; Grunig & Kuhn, 2005; Hammond, 1996; Kuhn, 1991; Montgomery, 1983; Shafir et 
al., 1993).  
The theories dominating the general reasoning literature are the dual-process theories 
of reasoning. Despite the use of different terminology in each theory, all these theories 
essentially suggest that humans use two different systems, System 1 and System 2, in their 
reasoning processes. System 1 reasoning is intuitive, quick, and effortless (Kahneman & 
Frederik, 2002; Stanovich, 1999) and such reasoning relies on prior knowledge and beliefs 
(Evans, 2008; De Neys, 2006). System 2 reasoning, on the other hand, “requires access to 
working memory resources, is slow, sequential, and capacity-limited, its functioning is 
correlated with individual differences in cognitive capacity, and can be disrupted by working 
memory load” (Evans, 2008, p. 270). These two systems have also been given different 
labels including automatic versus controlled systems (Schneider & Schiffrin, 1977), heuristic 
versus systematic systems (Chaiken & Trope, 1999), implicit/tacit versus explicit systems 
(Evans & Over, 1996), heuristic versus analytic systems (Evans, 2006), intuitive versus 
analytic systems (Hammond, 1996), and holistic versus analytic systems (Nisbett, Peng, 
Choi, & Norenzayan, 2001). 
One of the basic tenets of dual-system theories is that individual differences in 
working memory capacity and in general intelligence are strong predictors of performance of 
higher-order cognitive processes such as analytical reasoning and decision making (Evans, 
2008). Studies that examined people’s performances on analytical reasoning tasks based on 
dual-system theories have shown that people who had higher scores on such measures as 
general intelligence and working memory capacity were more successful in using logical 
reasoning than people having lower scores on these measures. In addition, increased working 
memory load was found to increase people’s tendency to use belief-based (intuitive) 
reasoning which reduced logical accuracy in analytical reasoning tasks. Similarly, in the 
decision making literature, heuristics that were assumed to lead to biases were linked to 
System 1, and analytical processes that were believed to improve judgments and decisions 
were related to System 2 (Tversky & Kahneman, 1974).  
21 
 
Nevertheless, the strict distinction between System 1 and System 2 either has been 
questioned or rejected by many others (Hammond, 1996; Newell & Broder, 2008, Payne et 
al., 1993). For instance, Simon (1983) argued that “any kind of serious, complex thinking 
employs both analytical and intuitive thought in varying proportions and in varying ways” (p. 
126). In a similar vein, several others proposed that people use both rational and intuitive 
thinking when faced with real-life, complex decision problems, therefore these two thinking 
systems should not be seen as opposites (Frank, Cohen, & Sanfey, 2009; Grunig & Kuhn, 
2005). To illustrate, Hammond et al. (1987) suggested that real-life judgments and decisions 
involve both modes of thinking in varying degrees based on different task conditions. In his 
cognitive continuum theory (CCT), Hammond (1996) proposed that different modes of 
cognition can be ordered along a continuum of which intuition and analysis are located in 
two ends, and similarly, that tasks can be ordered on a continuum based on their likelihood of 
inducing intuition or analysis approaches to judgment or decision making.  
Several researchers examined the interactions between cognitive processes and task 
conditions, and the effects of these interactions on judgment accuracy (Cader, Campbell, & 
Watson, 2005; Dunwoody, Haarbauer, Mahan, Marino, & Tang, 2000; Hammond, 1996; 
Hammond et al, 1987). To do so, they used the cognitive continuum index and task 
continuum index respectively to assess the locations of the judgment strategy in use and the 
task being performed, and then compared the effects of the relative distance between these 
two locations on task performance. The cognitive continuum index is the number obtained by 
measuring the extent to which the six properties of a person’s cognitive system (cognitive 
control, awareness of cognitive activity, amount of shift across indicators, speed of cognitive 
activity, memory, and metaphors used) are apparent in judgments (Hammond, 1996). 
Similarly, the task continuum index represents the quantitative measure calculated based on 
the eight characteristics of the judgment task including the: “number of cues, extent of cue 
redundancy, reliability of cues, extent of task decomposition, availability of organizing 
principle, nonlinearity in the organizing principle, degree of predictability in the task system, 
and extent of equal cue weighting” (Hammond et al, 1987; cited in Choo, 2009, p. 11). 
Hammond et al. (1987) showed that, the more the locations of judgment strategy and task 
match, the better the performance. Hammond et al. (1987) thus concluded that using analytic 
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strategies for the analysis inducing tasks and intuitive strategies for the intuitive inducing 
tasks yield better task performances. However, as people engage in the tasks and be more 
familiar with the task characteristics, they may adaptively change their judgment/reasoning 
strategies from analytic to intuitive. Similarly, adding complexity to familiar tasks may lead 
people tend to use more analytic strategies. Strategy selection and utilization processes 
therefore are recursive and affected by people’s prior knowledge and experiences about the 
task at hand and changes in task characteristics. The adaptive nature of strategy selection 
process has been also described by Payne et al. (1993) in their adaptive decision maker 
model. 
In addition to Hammond’s (1996) cognitive continuum theory, other researchers have 
suggested another approach, examining how individuals generate reasons and construct 
arguments to support their decisions to study real-life judgments and decisions (Fischhoff, 
2008; Hardman & Ayton, 2004; Kuhn, 1991; Montgomery, 1983; Shafir et al., 1993). Slovic 
(1975) and Tversky (1972) argued that people want to be able justify their decisions for both 
themselves and others. Defining decision making as a search for good arguments, 
Montgomery (1983) claimed that in order to be able to justify a decision, “it is important to 
have a good overview of the arguments for and against different choice alternatives” (p. 349). 
Therefore, as stated by Simonson (1989), examining how people create and assess supporting 
and opposing arguments or reasons for an issue might the best approach to studying everyday 
decision making.  
According to Shafir et al. (1993), using reason-based analysis to study decision 
making “identifies various reasons and arguments that are purported to enter into and 
influence decision, and explains choice in terms of the balance of reasons for and against the 
various alternatives” (p. 12). They stated that “different frames, contexts, and elicitation 
procedures highlight different aspects of the options and bring forth different reasons and 
considerations that influence decision” (p. 34). They further proposed that reason-based 
analysis may help explicate complex, real-world decisions in which value-based normative or 
descriptive models are difficult to apply (Shafir et al., 1993). Similarly, Hardman and Ayton 
(2004) argued that “a natural way for people to think about novel decisions, or decisions 
23 
 
where information is lacking, is to construct arguments” (p. 164). Based on studies 
examining people’s reasoning and argumentation in realistic decision tasks, a group of 
researchers contended that people:  
1. are able to generate more reasons or arguments about the familiar content than 
less familiar content (De Neys, 2006; Markovits, 1986); thus prior knowledge and 
experiences are influential in how people reason about a decision task (Gilboa & 
Schmeidler, 2001; Newell & Broder, 2008; Newell, Lagnado, & Shanks, 2007),  
2. tend to create arguments that support their own positions (Hogarth & Kunreuther, 
1995; Simonson & Nye, 1992; Wright, 1994),  
3. are generally poor at generating opposing reasons or counterarguments (Baron, 
1991; Kuhn, 1991), and 
4. are inclined to produce simplified arguments due to the limited cognitive capacity 
(Hardman & Ayton (2004).  
In addition, Koehler (1991) cited a number of studies which found that people were 
generally overconfident in their decisions, but their decisions became more realistic when 
they were asked to provide reasons to support their judgments. Furthermore, the same studies 
showed that the accuracy of people’s predictions were higher and their confidence was better 
when they were asked to create counterarguments or opposing reasons than when they were 
asked to produce arguments or supporting reasons. Others, however, have shown that people 
made suboptimal or less accurate decisions, as compared to expert decisions, when they were 
asked to provide reasons for their decisions, unless they were knowledgeable about the task 
content (Wilson, Dunn, Kraft, & Lisle, 1989; Wilson & Schooler, 1991). Wilson et al. (1989) 
further argued that the reasons people provide for a judgment or decision are often 
incomplete or systematically biased, because, as suggested by Nisbett and Wilson (1977), 
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“People often cannot report accurately on the effects of particular stimuli on higher 
order, inference-based responses. Indeed, sometimes they cannot report on the 
existence of their responses, and sometimes they cannot even report that an inferential 
process of any kind has occurred….. when reporting on the effects of stimuli, people 
may not interrogate a memory of the cognitive process that operated on the stimuli; 
instead, they may base their reports on implicit, a priori theories about the causal 
connection between stimulus and response.” (p. 233). 
Additionally, the validity of verbal reports or introspection in examining reason-based 
decisions or choices has been questioned by some researchers (Nisbett & Wilson, 1977; 
Shafir et al., 1993).  
Consequently, there has been an ongoing debate among researchers about the degree 
to which analyzing people’s reasoning and argumentation is a viable approach to studying 
judgment and decision making. Yet, the number of studies utilizing reason-based analysis to 
study real-life judgments and decisions has increased in recent years (Hogan, 2002; Lu & 
Lajoie, 2008; Sampson & Clark, 2008; Wilson & Schooler, 1991; Zohar & Nemet, 2001). 
Jonassen and Kim (2010) argued that designing authentic learning environments that invoke 
students’ interest and induce them to engage in reasoning and argumentation leads to 
conceptual change and improvement in their decision making and problem solving skills. 
These authors further pointed out students, especially novices, are weak in argumentation and 
reasoning skills and suggested that students need scaffolding. Jonassen and Kim (2010) 
proposed a set of methods or tools to foster students’ construction of arguments or reasons to 
justify their decisions. These tools include providing students with clear directions about 
creating supporting and opposing arguments or reasons for their positions, using question 
prompts to direct attention to the important aspects of tasks, and using graphical 
argumentation aids to facilitate better visualization of the connections or relationships 
between different concepts underlying students’ arguments or reasons.  
In summary, this section has covered the information-processing, modeling and 
reasoning approaches to studying judgment and decision making. While similar in some 
regards, these approaches posit different theoretical models which lead to different 
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methodological implications for research. From a theoretical perspective, the information 
processing approach focuses on cognitive processes underlying individuals’ judgment and 
decision making, the modeling approach emphasizes examining the interrelationships 
between individuals and task environment to understand what environmental cues people use 
to make a judgment or a decision (Fischhoff, 2010). Accordingly, the information processing 
approach examines the process of judgment or decision making, while the modeling 
approach studies the content (the environmental cues utilized) of judgment or decision 
making. Two lines of research are identified within the reasoning approach to the study of 
judgment and decision making. The goal of the first research line is to investigate the 
relationships between the reasoning strategy (intuitive and analytic) people select or use 
based on differing characteristics of a decision task (Hammond, 1996; Payne et al., 1993). 
The reason-based analysis approach, on the other hand, examines individuals’ reasons and 
arguments to elicit the underlying processes of their judgment or decision making. This 
approach thus studies not only the process but also the content of judgment and decision 
making. However, in this approach, the content of judgment or decision making is different 
than that of modeling approach. In the reason based approach, the content represents the 
reasons or arguments individuals generated for their decisions. In contrast, in the modeling 
approach, content refers to the environmental cues or information people used to make a 
judgment or a decision. 
The three approaches have led to relatively different traditions of research 
methodologies. Researchers using the information processing approach have tended to rely 
on individuals’ introspections about which procedures or strategies they followed in making 
a judgment or decision, whereas researchers within the modeling approach tradition have 
focused on assessing consistency in individuals’ judgments, and contrasting the accuracy of 
simple linear models with individuals’ judgments or decisions. Methods used in the 
reasoning approach are idiosyncratic; some use verbal reports or other process tracing 
methods (Payne et al., 1993), others use linear models to examine the relationships between 
reasoning strategy and task characteristics (Hammond, 1996), and others heavily focus on 
individuals’ introspections or verbal reports regarding the reasons and arguments they 
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produce for their decisions (Fischhoff, 2008; Hardman & Ayton, 2004; Montgomery, 1983; 
Simonson, 1989). 
Each approach has been successfully applied to studying real world judgment and 
decision making in a variety of contexts. Resonating with the idea of Shulman and Elstein 
(1975) when they suggested that “the two approaches [information processing and modeling 
approaches] are more complementary than contradictory, each supplying a kind of data 
unavailable in reliable form from the other” (p. 30), I argue that depending on the goal of a 
study, each of the three approaches can be used harmoniously to help to understand the 
complex process of human judgment and decision making. 
The following section of the paper provides an overview of research on teacher 
decision making, which then leads to a discussion of using case-based environments to study 
and enhance preservice teachers’ decision making. 
Teacher Decision making 
In the field of education, decision-making research, specifically understanding 
teachers’ decision making processes, has received considerable interest. A number of 
scholars have identified decision making as the central feature of the role of the teacher 
(Eggleston, 1979; Freeman, 1989) or the basic teaching skill (Shavelson & Stern, 1981). 
Similarly, Shulman (1992) defined teaching as a “contextual, local, and situated act 
demanding subtle judgments and agonizing decisions” (p. 28). For Eggleston (1979), 
teachers are constantly making immediate or long-term decisions about the organization of 
lesson content, teaching style, ways to deal with classroom management conflicts and 
numerous other decisions needed for the day to day practice of promoting student learning 
and development. Parker (1984) categorized teachers’ decisions as either preactive decisions 
that teachers make before the instruction (i.e., lesson planning), and interactive decisions that 
they make during the instruction. These decisions not only affect the success or failure of the 
activities of the individual classroom, but also are affected by several factors including the 
needs, interests and capacities of students, curriculum requirements, and teacher 
characteristics (Bishop & Whitfield, 1972; Eggleston, 1979; Parker, 1984).  
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The information processing and reasoning approaches discussed above also have 
influenced theorizing and research on teacher decision making. The information processing 
approach was an early approach to studying teacher decision making. In this approach, 
teacher decision making was characterized as an information processing activity in which 
teachers identify a problem, generate possible courses of actions, identify criteria to evaluate 
alternatives, and select one alternative that best meets the criteria. For instance, Parker (1984) 
claimed that interactive decision making is the “process of selecting and rejecting alternate 
courses of action during instruction” (p. 221), therefore, teachers need to improve their skills 
of considering possible decision alternatives and comparing those alternatives based on 
student behaviors in order to increase the quality of their interactive decision making. On the 
other hand, Shavelson and Stern (1981) conceptualized teachers’ interactive decision making 
differently. They argued that teachers, on the basis of their prior experiences, develop 
routines to deal with the complexity of classroom environment and they continuously 
monitor and interpret pupils’ behavior during the instruction in order to decide on what 
routines they need follow or if they need to make modifications in their instructional actions 
or decisions. Shavelson and Stern’s (1981) conceptualization of ‘routines’ in teacher decision 
making is very similar to the idea of ‘fast and frugal heuristics’ that, as Gigerenzer and his 
colleagues (1996, 1999) have argued, people utilize to deal with the complexity of real world 
judgment and decision making. Similarly, others claimed that the characterization of teacher 
decision making as an information processing activity did not adequately reflect how 
teachers actually make decisions in the classroom and have called for more exploratory 
studies to examine teachers’ classroom decisions (Calderhead, 1981; Clark & Lampert, 
1986). One common feature shared across these exploratory studies was utilizing stimulated 
recall interviews to elicit teachers’ thoughts and decisions as they watch or listen to a 
particular episode of their teaching (Floden & Klinzing, 1990). In such studies, therefore, the 
influence of both information processing and reason-based approaches on the research on 
teacher decision making is evident. That is, teachers’ reasons for their judgments and 
decisions as well as the strategies they used to make decisions were elicited through process 
tracing methods.  
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On the other hand, I could not find any research studies which have been motivated 
by modeling approach to examine teacher decision making in the classroom. One possible 
reason is that modeling approach requires the quantification of data to create simple linear 
models predicting the accuracy of judgments or decisions. In contrast, studies examining 
teachers’ classroom decisions heavily rely on qualitative data and provide rich descriptions of 
teachers’ decision making instead of simplifying it. A second possible reason is that, as 
argued by Hardman (2009), statistical or actuarial models assume a stable environment, but 
teachers’ decision making in the classroom is an interactive and complex process and a 
simple linear model may not capture this complexity. 
Calderhead (1981) reviewed a number of exploratory studies on teachers’ classroom 
decision making. Based on his interpretations of the results of these studies, Calderhead 
argued:  
1. teachers’ classroom decision making ‘would perhaps be more appropriately 
conceptualized in terms of rule-governed behavior or deliberate acts (p. 52 based 
on McKay & Marland, 1978),  
2. experienced teachers have a repertoire of rules, plans, and strategies that guides 
their behavior and decisions in the classroom (based on Hargreaves, 1977; 
McNair & Joyce, 1979; and Yinger, 1980),  
3. experienced teachers use their knowledge about the characteristics of their 
students when considering a decision about a classroom incident, while preservice 
teachers had fewer perceptions of student characteristics, and thus were less 
attentive to those characteristics when making a decision (based on Borko & 
Cadwell, 1980; Morrison, McIntyre, & Sutherland, 1966; Shavelson et al., 1977; 
Taylor, 1976),  
4. decisions about classroom management constituted the majority of the classroom 
decisions reported by the teachers (based on Duffy et al., 1979; McNair & Joyce, 
1979; and Yinger, 1980), and  
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5. when faced with a management problem in the class, experienced teachers were 
able to identify typical strategies to deal with the situation, whereas preservice 
teachers often provided generic responses to a number of classroom management 
issues (based on Calderhead,1979). Similar results regarding the differences 
between expert and novice teachers’ classroom management decisions have been 
reported in current studies (Johnson, 1992; Martin, 2004; Martin & Baldwin, 
1994; Vanci Osam & Balbay, 2004). 
One common goal of researchers studying teacher thinking and decision making has 
been to provide teacher educators with a collective wisdom of tools, strategies, and 
experiences that they can utilize to promote preservice teachers’ ability to make complex 
teaching decisions. Clark and Lampert (1986) argued that research on teacher thinking and 
decision making “cannot describe the sorts of decisions teachers should be taught to make in 
any particular setting” (p. 29), instead “research may provide food for thought” (Clark, 1988, 
p. 5) and guidance in designing methods of instruction to help preservice teachers enhance 
their decision making. One such method that has been successfully used in teacher education 
is the case-based method. The following section of the paper briefly describes the use of 
case-based methods in teacher education.  
Case-based Methods in Teacher Education 
Cases and case methods have been used in teacher education for more than twenty 
years. A relatively common definition of a case is that a case is the context for the 
representation of knowledge and experience embedded in the description of a real 
(teaching/learning) situation (Kagan, 1993; Shulman, 1986a, 1986b). Several researchers 
have suggested that cases representing the simulations of a variety of classroom conditions 
be included as part of teacher education curriculum in order for student teachers to be better 
prepared for their future profession (Harrington, 1995; Merseth, 1996; Shulman, 1992; 
Sudzina, 1997; Sutcliffe & Whitfield, 1979; Sykes & Bird, 1992). Having student teachers 
interact with real-life classroom cases has been argued to be a powerful method to allow 
experimentation and practice in making teaching decisions and to help students come to 
better understand the values, intentions, and actions of inservice teachers in a real classroom 
30 
 
context (Bowers & Doerr, 2003; Harrington, 1995; Lee & Choi, 2008; Merseth, 1996; 
Richert, 1991; Schrader et al., 2003; Sudzina, 1997; Sykes & Bird, 1992). 
The popularity of using cases in preparing teachers has resulted in divergent 
interpretations or approaches of how best to use cases to promote learning. Doyle (1990) 
defined two common purposes of using cases in teacher education: The first purpose is using 
cases as exemplars to present and demonstrate how theories and principles are applied in 
practice. The second purpose is using cases as pedagogical tools to help students advance in 
the skills of analysis, problem solving, and decision making, and thus enable them experience 
the complexity of teaching. In addition to these two purposes, Merseth (1996) included a 
third purpose of case use in teacher education, enhancing students’ self-reflection skills. 
Recently, a large body of research evidence has demonstrated that cases can facilitate 
and improve preservice teachers’ (a) ability to apply theoretical knowledge to practical 
teaching situations (Boling, 2007; Kinzer et al., 2001; Koc, 2011; Koc, Peker, & Osmanoglu, 
2009; Mayo, 2004; Moreno & Valdez, 2007), (b) awareness of multiple perspectives and 
solution alternatives in analyzing a realistic classroom situation (Edwards & Hammer, 2006; 
Koc, 2011; Lundeberg & Levin, 2003), and (c) sense of self-confidence as professionals 
(Edmunds, 2007; Ertmer, Conclin, & Lewandowski, 2001). In addition, research showed that 
preservice teachers perceived cases as an important motivating factor for their learning and 
that they found cases helpful in terms of increasing their awareness of potential issues and 
teaching strategies that they will likely encounter in their professional lives (Edwards & 
Hammer, 2006; Koc, 2011; Moreno & Valdez, 2007; Schrader et al., 2003). These studies 
have not directly examined preservice teachers’ reasoning or decision making, but they 
provide evidence for the effectiveness of cases on student teachers’ learning and professional 
growth.  
Although cases have been used in teacher education for several purposes and in many 
ways, my particular interest in this paper is to provide a review of research in which cases or 
case methods have been used to examine or enhance preservice teachers’ reasoning, 
judgment, and decision making. The following section describes the review methods I used 
to identify and select relevant studies for this review. 
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Selection of Research Studies 
To identify relevant research studies to be considered for inclusion in the review, I 
searched four major databases (EBSCO, ERIC, Education Full Text-Wilson, and Google 
Scholar) using the following keywords from the literature; case-based 
learning/instruction/teaching, decision making, reasoning, instructional decision making, 
interactive decision making, pedagogical reasoning, argumentation, problem solving, 
preservice teachers, student teachers, and teacher education. I limited the search to the studies 
that were published between 2000 and 2010 to present a review of current relevant literature. 
Then I reviewed the titles and abstracts of hundreds of studies retrieved from the database 
search to evaluate their eligibility for further examination. The purpose of this paper is to 
review the research studies in which cases or case methods have been used to examine or 
enhance preservice teachers’ reasoning and decision making. As a result I eliminated the 
papers that (a) only included novice/beginning or inservice teachers as participants, (b) were 
review papers on the use of cases in teacher education or proceedings regarding the use of 
cases to enhance preservice teachers’ cognitive and professional skills, and (c) focused on the 
description of the design and development of case-based instruction, but did not collect 
empirical data. After reviewing the full text of the remaining studies, I excluded the studies 
that focused on examining preservice teachers’ perceptions about the influences of cases on 
their learning, problem solving, or decision making, that investigated the impacts of cases on 
preservice teachers’ ability to make theory-practice connections, and that did not provide any 
process or outcome data about preservice teachers’ reasoning and decision making. 
The initial search was done for the studies published within the last ten years (2000-
2010), yet only 15 studies were retained after applying the elimination criteria. Therefore, I 
expanded the search to studies published between 1990 and 2000 which yielded five more 
studies that were included in the review. The final corpus thus incorporated 20 studies that 
utilized cases or case methods to examine or enhance preservice teachers’ reasoning and 
decision making. On the basis of my analysis of these studies, I organized them into four 
groups based on the manner in which cases were used in the studies. These four groups 
include: (a) preservice teachers video record and analyze their own teaching practices, (b) 
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preservice teachers analyze exemplar cases that demonstrate or model knowledge and skills 
of teaching, (c) cases are sources of inquiry through which preservice teachers engage in 
solving authentic teaching problems, and (d) cases are reflective narratives in which 
preservice teachers construct and analyze their own cases. Table 1 displays the classification 
schema for the reviewed studies. The following section describes the common features that 
studies in each group share, presents a summary of the studies in each group, and provides a 
comparative examination of the four groups of studies in terms of their theoretical and 
methodological implications for the use of cases to examine or enhance preservice teachers’ 
reasoning and decision making.  
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Table 1 
The classification schema for the reviewed studies  
Group 1: Preservice teachers 
video record and analyze their 
own teaching practices 
Group 2: Preservice teachers 
analyze exemplar cases that 
demonstrate or model 
knowledge and skills of 
teaching  
Group 3: Cases are sources of 
inquiry through which 
preservice teachers engage in 
solving authentic teaching 
problems 
Group 4: Cases are reflective 
narratives in which preservice 
teachers construct and analyze 
their own cases 
Johnson (1992) Hughes, Packard, & Pearson 
(1999) 
Bruning et al. (2008) Beck, King, & Marshall 
(2002) 
Rich & Hannafin (2008) Kim & Hannafin (2009) Cherubini (2009) Hsu (2004) 
Rich & Hannafin (2009)  Choi & Lee (2009) Youngs & Bird (2010) 
Vanci Osam & Balbay (2004)  Doebler, Roberson, & Ponder, 
(1998) 
 
  Goeke (2008)  
  Greenhow, Dexter, & Hughes 
(2008) 
 
  Harrington (1995)  
  Herman (1998)  
  Lee & Choi (2008)  
  Powell (2000)  
  Santagata & Angelici (2010)  
4 2 11 3 
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Summary and Discussion of Research Studies 
Group 1: Preservice teachers video record and analyze their own teaching practices 
In this group of studies, cases constituted video-recorded teaching practices of 
preservice teachers in real classroom environments. In two studies, researchers analyzed 
these video cases to examine what instructional decisions preservice teachers made and what 
factors they considered in making these decisions. Johnson (1992) videotaped six preservice 
ESL teachers’ actions while they taught a 55 min lesson in their early field experiences. The 
preservice teachers watched their tapes and were asked to recall instructional decisions made 
during instruction and issues considered in those decisions. The students also wrote two 
reflection papers, one immediately after their teaching and the second after watching their 
videotape, about the issues that most influenced their instructional decisions. Johnson 
analyzed the videotapes and reflection papers to identify pupils’ behaviors and the preservice 
teachers’ instructional reactions to those behaviors, and the preservice teachers’ reflections 
about their teaching. The author used a classification scheme, adopted from Fogarty, Wang, 
and Creek (1983), to analyze the data into four categories; pupils’ performance cues 
(behaviors or responses), preservice teachers’ responses to these cues, their instructional 
decisions, and the prior knowledge they considered in making decisions.  
Common preservice teacher responses to pupil behaviors included asking questions, 
checking students to determine if they understood presented concepts or procedures, 
providing explanations of concepts or procedures, and giving feedback. Johnson’s data 
indicated that preservice teachers were less able to show effective responses when they faced 
with unexpected pupil behavior. Johnson found preservice teachers focused more on 
deficiencies and errors in pupils’ responses and did not encourage pupil initiated behaviors, 
such as asking questions and making comments, because, Johnson argued, they perceived 
them as threats to classroom management. When making instructional decisions, preservice 
teachers reported considering pupil learning, motivation, engagement, and maintaining 
classroom control. My interpretation of Johnson’s analysis suggests that preservice teachers’ 
concerns about classroom management and their inability to develop effective strategies to 
deal with unexpected situations were due to their lack of practical experiences in teaching 
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and classroom management. According to Berliner (1986), expert teachers, who have 
complex mental schemas, develop routines, predict classroom events precisely, and make 
fluid and contextual choices in unusual situations based on experiential knowledge. 
Preservice teachers, on the other hand, have limited ability to interpret pupils’ behavior 
during the instruction and they do not have developed routines to follow in case of 
unexpected classroom situations (Shavelson & Stern, 1981).  
In a recent study, Vanci Osam and Balbay (2004) compared the interactive decision 
making strategies of four cooperating teachers and seven preservice teachers as they taught 
an English lesson in secondary school classrooms. The data sources included (a) unstructured 
interviews in which participants reviewed videotaped lessons with the researcher and in 
which the participants were asked to report at what points they decided to make changes in 
their lesson plans while teaching and why they made these instant decisions, (b) written 
reports in which they described the instant decisions they made in two other lessons that they 
taught, and (c) a questionnaire asking their beliefs about teaching and student learning. The 
authors’ qualitative analysis of these data sources revealed eight themes: timing, classroom 
management, discipline, motivation, language skill, specific advice/suggestions, physical 
conditions, and student initiated teaching activity. Even though, the authors did not present a 
detailed account of cooperating teachers’ decisions, the results of the study were presented in 
a comparative manner. According to the results, preservice teachers, compared to 
cooperating teachers, made more instant decisions on their lesson plans when they were 
concerned about lack of class time to finish the planned activities and when faced with 
classroom management issues. Concerning discipline problems, cooperating teachers often 
made immediate decisions, whereas preservice teachers did not react to the problems 
immediately or simply ignored the problems. Factors that affected both group of teachers’ 
instant decision making included increasing pupils’ motivations, developing their language 
skills, meeting their expectations, and physical conditions in the classroom. Additionally, 
cooperating teachers’ suggestions about lesson plan or activities led preservice teachers to 
make instant decisions.  
36 
 
The results concerning the preservice teachers’ tendency to ignore dealing with 
classroom management issues suggest that preservice teachers may not have enough 
confidence in dealing with behavior problems due to their limited knowledge and skills about 
classroom management to be applied in practical teaching situations. Accordingly, preservice 
teachers need more opportunities to develop their understanding and interpretation of 
instructional actions and decisions in complex classroom instruction settings. One such 
opportunity that has been proposed recently is to allow preservice teachers to analyze videos 
of their own teaching practices by using a video analysis tool. Researchers have argued that 
videos provide preservice teachers with the flexibility to study and reflect on their own 
teaching at their own pace by replaying and reanalyzing the same teaching episode multiple 
times. In a recent study, Rich and Hannafin (2008) examined the impacts of the Video 
Analysis Tool (VAT), an online video annotation tool, on preservice teachers’ self-analysis 
of their own teaching. The study examined the evidence pre-service teachers collected to 
analyze their instructional decisions and actions they proposed and enacted to improve their 
teaching practices. Twenty-six preservice teachers in their teaching practicum were asked to 
identify an aspect of their teaching practice on which they wanted to improve their skills. The 
participants selected an attribute of a ‘state-developed framework’ for teacher development 
to evaluate their teaching practices, analyzed their recorded teaching using the VAT tool to 
interpret and comment on sections of video they selected, and proposed an action plan 
consisting of instructional decisions to be enacted in their further teaching practices.  
Rich and Hannafin analyzed data from 4 preservice teachers who agreed to write a 
reflection on their experiences and to participate in an interview after their student teaching. 
In addition, the cooperating teachers were asked to analyze and comment on their student 
teacher’s video to compare the extent to which both groups noticed similar issues about the 
same teaching video. Cooperating teachers shared their comments with the students. The 
results showed that both student teachers and their cooperating teachers analyzed the video 
based on the degree to which student teachers achieved the aspect of teaching they had 
decided to improve, but neither student teachers nor their cooperating teachers applied 
objective state-standards to analyze teaching practices. Student teachers used evidence from 
their video and the comments of their cooperating teacher and university supervisor to 
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develop an action plan in which they proposed modifications to their teaching in order to 
improve their teaching practices. In response to brief interviews, student teachers reported 
that they found the video analysis helpful in gaining a more objective perspective about their 
teaching. However, the comments of cooperating teachers and university supervisor were 
more influential than the video analysis in their decisions to make modifications in their 
teaching practices. It is known that student teachers are greatly influenced by their 
cooperating teachers (Wilson, Floden, & Ferrini-Mundy, 2001). However, the study did not 
make clear in what ways the university supervisor provided feedback to the students’ 
practices and how students used expert comments in their subsequent decisions.  
In another study, Rich and Hannafin (2009) explored the extent to which the VAT 
influenced the instructional decision making of three elementary education preservice 
teachers about their own teaching practices in real classroom settings. The procedures and 
data collection and analysis methods were similar to those described in Rich and Hannafin 
(2008). However, cooperating teachers did not comment on students’ videos and, instead of 
applying the ‘state-developed framework’, students created and used their own criteria to 
analyze their teaching. Unfortunately, neither the criteria nor the students’ application of 
these criteria were described in the paper. Rich and Hannafin’s review of the students’ 
teaching analyses indicated that, by using the VAT, students reflected on their teaching 
practices beyond what they remembered about their behavior in the classroom. Further, 
students identified and interpreted discrepancies between their remembered perceptions and 
the actual teaching practices noticed in their video. Based on these discrepancies, the students 
proposed alternative instructional strategies to improve their teaching. Therefore, Rich and 
Hannafin argued the discrepancies students identified between their perceived and recorded 
actions informed their decisions to plan and enact modifications to their further teaching 
practices. The authors, however, failed to describe the specific nature of discrepancies 
between students’ recalled and actual decisions, what caused these discrepancies, and how 
instruction should help preservice teachers develop their future practices.  
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Discussion of group 1 studies 
The common features of the group 1 studies include: all used qualitative research 
approaches and included a small number of participants (3-11), all provided detailed 
descriptions of the participants’ decisions and the factors affecting these decisions on the 
basis of multiple data sources, and all were conducted within relatively short time periods. 
The studies utilized two different approaches to using video to examine preservice teachers’ 
decision making. In the first approach (Johnson, 1992; Vanci Osam & Balbay, 2004), the 
participants were videoed while teaching; then they were asked to use the videos as prompts 
to recall their teaching decisions and the reasons for those decisions. The researchers 
analyzed the video and the participants’ commentary and focused on the topics around which 
decisions were made (timing, classroom management, learners, and instruction), the 
frequency of decisions, and the factors participants indicated they considered in making these 
classroom decisions. On the basis of their analyses, the author of both studies concluded that, 
although preservice teachers considered pupil learning and motivation when making 
decisions during their teaching practices, they were mostly concerned about classroom 
management and were not able to develop effective strategies to deal with unexpected 
situations. These results are similar to another line of research in which expert and novice 
teachers were compared in terms of classroom decisions (Berliner, 1994; Leinhardt & 
Greeno, 1986; van Es & Sherin, 2002; Westerman, 1991). According to the results of these 
studies, the researchers concluded that expert teachers, due to their more complete cognitive 
schemas, are able to notice and interpret complex classroom interactions, make decisions 
based on their prior experiences about a classroom situation, and develop strategies to deal 
with unexpected situations. Preservice teachers, on the other hand, lack a repertoire of 
instructional routines that would help them make on the spot decisions especially in cases 
when their planned instruction does not work or when they face with unexpected situations.  
In the second approach to using video (Rich & Hannafin, 2008, 2009), preservice 
teachers, based on a set of reflection guidelines, wrote analyses of their own teaching videos 
including the instructional decisions they made, how their perceived decisions differed from 
the actual ones displayed in the video, and what alternative strategies they might consider in 
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their future teaching. Rich and Hannafin’s (2008) study showed that student teachers used 
multiple sources of evidence to evaluate their teaching practices including their teaching 
video and the comments of their cooperating teacher and university supervisor. However, as 
the authors indicated, the video evidence was not as influential as the latter on students’ 
decisions to modify their teaching practices. On the other hand, Rich and Hannafin (2009) 
found that students used evidence from video to inform their decisions about modifications to 
their further teaching practices. The results of these two studies imply that video has a 
potential to scaffold preservice teachers’ memories to better recall teaching actions that they 
might not have noticed while engaged in the complexity of teaching activity. However, when 
students are provided with comments from authority figures, they tend to more rely on those 
comments to support their decisions instead of using what they learned from their self-
analysis of videos. The results are not surprising. As shown by King, Wood, and Mines 
(1990), preservice teachers, who have limited teaching experience, often tend to seek and 
easily accept the knowledge from more experienced, authority figures to justify their 
decisions. Future studies should compare the extent to which the presence or absence of 
expert comments influences students’ analyses of their teaching and the instructional 
decisions they make based on those analyses. In addition, developmental studies of how this 
process changes over time with experience would be valuable. 
The two approaches identified among the group 1 studies seem to be mutually 
supportive in their research foci; one focuses on the content of the preservice teachers’ 
decisions and the other on the process of their decision making. In the second approach (Rich 
& Hannafin, 2008, 2009) preservice teachers took the responsibility for identifying and 
interpreting their decisions. Furthermore, as opposed to the participants’ one-time viewing of 
videos during stimulated recall interviews as in Johnson’s (1992) and Vanci Osam and 
Balbay’s (2004), students in the Rich and Hannafin (2008, 2009) research had the 
opportunity to view their videos multiple times, which potentially could have helped them 
develop new perspectives to make sense of their decisions and the underlying reasons for 
these decisions. Further studies, examining long-term changes in preservice teachers’ 
analyses of their teaching via video tools, would provide valuable information in regards to 
the effectiveness of such tools on their reasoning and decision making skills. 
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Group 2: Preservice teachers analyze exemplar cases that demonstrate or model 
knowledge and skills of teaching  
According to Doyle (1990), one common purpose of using cases in teacher education 
as exemplars of how theories and principles are applied in practice. When used as an 
exemplar, Sykes and Bird (1992) argued the function of the case is to model “the desired 
principle, theory, or instructional technique’ as used in multiple classroom settings with 
different pupils” (p. 480). In addition, Sykes and Bird (1992) argued that exemplary cases, if 
combined with other instructional approaches such as case discussion, would help students 
“analyze various complexities in the teaching portrayed’ and might provoke change in their 
understanding, beliefs, and knowledge about effective teaching practices” (p. 499). Similarly, 
in order to enhance preservice teachers’ learning of what it means to teach mathematics in 
the messy context of real classrooms, Lampert and Ball (1990) suggested the development of 
a hypermedia learning environment that would include videos and additional materials about 
exemplary teaching practices in mathematics education and that would stimulate exploration 
and reflection of students as they engage in studying these exemplary practices. They stated 
that, 
“A hypermedia environment solidly based in research and theory and rich in 
information about particular instances of teaching and learning can give teacher 
education students an experience that is close to observing good mathematics lessons 
in real classrooms and then give them the opportunity to analyze those lessons 
……from multiple theoretical perspectives on teaching” (Lampert & Ball, 1990, p. 
6). 
Likewise, Hughes, Packard, and Pearson (1997) developed Reading Classroom 
Explorer (RCE), a hypermedia learning environment incorporating videos and additional 
resources about exemplary literacy teaching, to help preservice teachers understand multiple 
literacy teaching approaches and practices in various classroom contexts. In a study, Hughes, 
Packard, and Pearson (1999) examined the thinking and reasoning about literacy of 14 
preservice teachers in a method course who used the RCE. Students completed three 
reflection paper assignments about issues in teaching reading. The RCE was optional for 
41 
 
Assignments 1 and 3, but required for Assignment 2. Hughes et al. analyzed the reflection 
assignments in terms of the structures of the students’ arguments (e.g., naked claims, claim 
with evidence, claim with interpretation, and only repeating evidence). Interviews and video 
recordings of students using the RCE when working on Assignment 2 were analyzed to 
support the results from the reflection papers. From their analysis of the papers, Hughes et al 
argued that some students, labeled investors, used the RCE in all assignments, others, 
compliers, used the RCE only in Assignment 2, and a final group, resistors, did not use the 
RCE. Further, they claimed that student use of the RCE impacted their thinking; investors 
and compliers supported more claims with evidence using multiple resources and engaged in 
more cross-case analysis. Resistors provided less coherent arguments across their papers. 
Interviews and video recordings supported these results students using the RCE utilized 
multiple perspectives to teaching reading, and more sophisticated reasoning about issues in 
literacy teaching. Hughes et al. reported the results of data from two students in each 
category (n=6). They argued that these six cases were “the most interesting and fully-
developed case studies of students using the RCE” (p. 9). The results thus may not represent 
the general characteristics of students’ responses in each group. In addition, because students 
self-selected into the investor, compiler, and resistor groups, differences may be due to 
preexisting characteristics of the students. As a result, analysis of pre-existing differences in 
the categories of students may indicate alternative reasons for differences in their behavior.  
Recently, Kim and Hannafin (2009) studied how preservice teachers utilized online 
case-based activities to develop expert-like thinking and acting strategies in teaching with 
technology. During a one-semester introductory course on technology integration, 18 
students, including education and non-education majors, were provided with an online case-
based environment in which they could access two exemplar cases about expert teachers’ 
technology integration in K-12 settings. Each case included lesson plans, an interview with 
the classroom teacher, a teacher narrative containing the rationales for the teacher’s decisions 
and classroom interactions, and work samples of pupils in the classroom. Students analyzed 
the exemplar cases, created their own technology integration lesson plan, designed a lesson 
around this plan, developed instructional materials for the lesson, and then presented their 
lesson in a micro-teaching format to pairs of classmates. Kim and Hannafin identified seven 
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preservice teachers among 18 students enrolled in the course and chose five of them based on 
maximum variation sampling in terms of year in college, major, and prior teaching and 
technology integration experiences for in-depth analysis. Using data from three semi-
structured interviews conducted at the beginning, middle, and end of the semester, Kim and 
Hannafin analyzed participants’ technology integration lessons, and video recordings of 
microteaching sessions. The results of their analysis of interview data showed that students 
found the cases to be helpful for understanding the context of a technology integrated lesson 
and the specific strategies that teachers utilized for effective technology use in the classroom. 
Nevertheless, as the authors indicated, students used the cases as guidelines for effective 
technology integration practices and their case analyses and application of case knowledge 
into their projects lacked in deep contextual understanding of situations described in the 
cases. In addition, their analysis indicated that students’ initial judgments and decisions about 
the technology integration lesson plan and the activities were based on their existing beliefs 
and prior experiences. As they engaged in analyzing and reflecting on the exemplary cases, 
however, the students’ thinking began to develop and they considered additional and key 
elements of the technology integration process including teachers’ roles, pedagogical 
methods, affordances of technology, pupil learning and motivation, and curriculum 
standards. On the other hand, the authors argued that students’ application of expert 
strategies into their projects was not evident due to differences between the focus of their 
class project and that of the cases; the former asked students to develop a technology 
integration lesson plan and activities whereas the latter illustrated how teachers integrated 
technology in the classroom. The authors suggested using cases related to teachers’ 
development of lesson plans in order to increase the relevance of cases to the course project. 
Discussion of group 2 studies 
As in the group 1 studies, the group 2 studies (Hughes et al., 1999; Kim & Hannafin, 
2009) presented detailed descriptions of a small number of participants’ (5-6) perceptions 
about and learning from cases developed on the basis of multiple data sources. In both 
studies, a web-based case environment including video cases of exemplary teaching practices 
and additional resources (e.g., interview with teachers, lesson plans, pupil work samples) 
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were used to enhance preservice teachers’ understanding of the complexity of classroom 
interactions and teachers’ interactive decisions. Case analysis was the common instructional 
activity in both studies. Students were asked to analyze and reflect on the exemplary cases 
and to apply what they learned to new situations including writing reflective papers on 
effective literacy teaching or developing instructional materials for a technology integrated 
lesson. Hughes et al.’s (1999) study showed that students who used the case environment in 
writing their reflective assignments included multiple perspectives to teaching reading and 
used evidence from cases and other resources to support their claims and interpretations. 
Based on their analyses of students’ reflective assignments, the authors argued that the case 
environment challenged students’ prior beliefs by exposing them to multiple perspectives and 
thus changed their thinking and reasoning about literacy teaching. Kim and Hannafin (2009), 
on the other hand, found that although students were able to apply some of the teaching 
strategies from exemplar cases into their projects and considered essential elements of 
effective technology integration when developing their lesson plans and activities, they did 
not engage in deep analysis of experts’ teaching practices. Instead their interpretations and 
reflections were shallow.  
There is evidence in the literature that preservice teachers, due to their lack of 
teaching experiences, are unable to notice significant features of classroom practices and 
analyze video cases in a superficial manner (Abell, Bryan, & Anderson, 1998; Kim & 
Hannafin, 2009; van den Berg, 2001). Hughes et al.’s (1999) study seems to challenge these 
results. Nevertheless, their results are limited to the analysis of data from six students and 
therefore may represent idiosyncratic and context dependent interpretations of data. In 
addition, the authors failed to provide enough information about students’ previous teaching 
experiences that might potentially affect their interpretation of and learning from the cases. 
Furthermore, how students used the case environment was not clearly described; thus it is 
difficult to ascertain what aspects of the case environment or which processes were 
influential on students’ thinking and reasoning. In contrast, Kim and Hannafin (2009) 
provided detailed descriptions of students’ background and how they used the case 
environment. However, similarly to the Hughes et al.’s (1999) study, Kim and Hannafin did 
not describe which specific characteristics of the case environment and which instructional 
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activities influenced students’ decisions about the project assignment. Kim and Hannafin’s 
students were provided with multiple scaffolding strategies, including prompting questions 
that they used to analyze the cases, templates that they utilized to develop their technology 
integration lessons, and instructor and peer feedback on their work. Despite this scaffolding, 
the students failed to develop deep understanding of the expert strategies and often focused 
on surface features of the cases. Considering all the resources and scaffolding provided to 
students, the results cannot be attributed to specific factors such as such as cases or feedback. 
Instead a combination of different factors seems to affect students’ interpretation of cases and 
application of case knowledge to their own work. Future studies should examine how 
students used the case environment, specifically, in terms of the features of the cases they 
attended to in analyzing the cases, the case knowledge they gained and used in their own 
work, and the resources or evidence they used to support their decisions. In addition, more 
exploratory studies need to be conducted to explicate the mutual and individual influences of 
the case exploration activities and other instructional activities including group discussions or 
instructor feedback on students’ reasoning and decision making. 
Group 3: Cases as sources of inquiry through which preservice teachers engage in 
solving authentic teaching problems  
According to Harrington (1995), employing cases that describe problematic situations 
in teacher education enhances students’ understanding of the problem context, their ability to 
consider different alternatives in articulating possible solutions, and their competence in 
providing evidence to support the evaluation of alternatives, thus facilitating the process of 
making reasoned decisions. To examine the extent to which the dilemma-based cases could 
be helpful in improving preservice teachers’ reasoning, Harrington (1995) asked 26 
undergraduate students, enrolled in an education course, to complete a set of case analyses, 
each case corresponded to a section of the course. Students were provided with a list of 
questions to consider as they analyzed the cases and were specifically asked to include 
evidence to support their claims. These questions included identifying issues in a case, 
prioritizing the issues, considering multiple perspectives in problem identification, offering 
solutions, indicating possible consequences of the solutions, and evaluating the overall case 
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analysis. Students’ case analyses were examined based on the reasoning they employed in the 
written reflection response to each guiding question and the extent to which they made 
connections across the steps of cases analysis. In the study, the author reported the 
comparative results of her two case analyses for each of the 26 students, one completed early 
in the semester and the other during the last week of the semester.  
Harrington’s analysis showed that, by the end of the semester, all but three students 
improved in their ability to identify problems, prioritize key issues, and describe the 
connections between facts and issues in the case. Compared to their first case analysis, in 
their last case analysis, most students justified conclusions more completely by including 
more evidence from multiple sources (e.g. the case itself, course readings, and their 
experiences in other classes). However, half of the students were still unable to provide a 
rationale for why they framed the problems in the way as they did. In addition, instead of 
considering multiple theoretical perspectives, students mostly relied on the case information 
when identifying multiple perspectives on the cases in their both first and last case analyses. 
Similarly, the majority of the students considered the consequences of their solutions for the 
key characters in the case, thus their analyses were mostly case-specific and not related to 
general principles and knowledge. Furthermore, the majority of the students failed to critique 
their solutions or indicate the limitations of their analyses and the assumptions guiding their 
interpretations. Despite this lack of improvement on some measures, on the basis of the 
improvements shown, the author concluded that providing students with authentic cases and 
asking them to reason about these cases would enhance their professional development and 
reasoning.  
These results imply that preservice teachers lack in their ability to analyze authentic 
teaching cases beyond the information given in the cases. A number of research studies have 
shown evidence that preservice teachers have little experience in teaching and tend to 
interpret teaching situations based on their prior knowledge gained in other courses or on the 
basis of their experiences in K-12 education. However, as Harrington found, students showed 
some improvement on their reasoning by the end of the semester, so long-term practice in 
analyzing and solving dilemma-based cases may enhance their thinking and decision making 
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in real classroom teaching. In addition, as in the next study discussed, as they move through 
their teacher education program, preservice teachers may develop in their ability to make 
reasoned decisions about authentic dilemma-based teaching cases.  
To examine if the preservice teachers’ training experiences affect their decision 
making, Doebler, Roberson, and Ponder (1998) compared the responses of early, middle, and 
later stage preservice teachers (n=36) to three cases. The authors examined the responses in 
terms of the use of appropriate professional terms, identification of problems in the cases, 
production of solutions to the problems, application of theory to practice, and the extent to 
which responses reflected the stage of participants in the program. Nine participants were 
selected from students enrolled in an introductory education course, nine had completed at 
least six credit hours of teacher education courses, nine had completed at least 12 credit hours 
of teacher education courses and were admitted to the teacher education program, and nine 
had completed their student teaching. Doebler et al.’s analysis of the students’ case responses 
indicated that the participants in group 1 and group 2 were similar; both groups used a 
limited numbers of technical terms, identified problems already described in the cases, 
proposed generic solutions to the problems, and did not expand upon their solutions. Group 
2’s responses included a limited use of terminology and superficial application of theory to 
practice; whereas appropriate use of terminology and application of theory to practice were 
absent in group 1 responses.  
Compared to the group 1 and 2, groups 3 and 4’s responses were more sophisticated 
and well-developed. Students in groups 3 and 4 used advanced terminology in their case 
responses, provided elaborated definitions of those terms in relation to describing issues in 
the cases, identified complex problems that were not explicitly given in the cases, suggested 
solutions that were well-articulated and specific to the problem situations. They used 
theoretical concepts to support their decisions when identifying problems and generating 
solutions. Doebler et al.’s study implies that preservice teachers’ ability to make reasoned 
decisions and solve complex teaching problems appears to improve as they proceed in their 
teacher education program. Nevertheless, the study fails to clarify what specific knowledge 
and experiences are associated with this development, whether there were any within-stage 
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differences in terms of students’ decision making skills, and if so how such differences 
would be explained. 
Herman (1998) followed a more comprehensive approach to studying the 
relationships between preservice teachers’ ability to make decisions about and solve complex 
teaching problems and their other performance measures including their overall GPA, scores 
on multiple-choice course exams, course grade, certification status, and student teaching 
evaluations. His study included two phases. During the first phase, 129 students who enrolled 
in an educational psychology course between 1989 and 1992 completed the Pedagogical 
Heuristic Device (PHD) that Herman developed to facilitate preservice teachers’ decision 
making and reflection skills. The PHD included a set of guiding questions related to 
describing problem situations in a real life case, linking theoretical concepts to the practical 
situations, developing solution alternatives to the problems, identifying possible 
consequences of each solution alternative, and deciding on a solution based on the evaluation 
of alternatives. Of 129 students, 15 who scored highest on the PHD exam and 15 who scored 
lowest were selected for the second phase of the study conducted in 1994.  
The results showed that students who scored highest on the PHD exam during the 
first phase of the study scored higher on the measures collected during the second phase of 
the study including GPA, course exam scores and course grades. In addition, the results 
revealed that higher PHD achievers were more likely to finish their student teaching 
successfully and earn their teaching certificate than low PHD achievers. Furthermore, 
students having the lowest PHD scores also received lower student teaching evaluation 
scores as compared to the students who scored the highest on the PHD exam. The study is 
valuable in terms of describing the relationships between students’ performances in making 
decisions about or solving authentic teaching problems and their course or teaching-related 
performances. However, due to the lack of details about how the tool was used by the 
students and what the nature of the students’ responses were, it is difficult to ascertain the 
qualitative differences within and between the high and low PHD achievers’ case responses. 
Additionally, no information was provided about how the case content was related to the 
specific course concepts, thus one can speculate that other factors besides the students’ 
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achievement on the PHD exam might have affected the results of the follow-up study. The 
study would be more powerful if students were asked to complete the PHD during the 
second-phase of the study, and if students’ performances on this exam were compared to 
those on the first exam to identify whether students’ PHD performances changed over time. 
Another approach would be to conduct an experimental study to examine if the differences in 
students’ performances were due to their use of the PHD tool as they solved teaching cases.  
Few experimental studies that compared case-based instruction with traditional 
lecture-based instruction in terms of their impacts on preservice teachers’ learning and 
decision making were found in the literature. In one such study, Bruning et al. (2008) 
conducted two quasi-experiments to examine the impacts of a case based method on college 
students’ learning of psychological concepts related to course content, their ability to analyze 
teaching problems, to identify, assess, and select from multiple solution alternatives, and to 
apply relevant theoretical concepts and principles to the solutions of those problems. The 
three conditions compared included a traditional textbook-lecture approach, a case-based 
method with face-to-face case discussions, and a case-based method with computer-mediated 
discussion. In the first experiment, participants were 150, mostly second year, college 
students taking a Child Development course.  
In the second experiment, the participants were 111 second, third and fourth year 
college students taking an Adolescent Development course. Each course had eight sections 
taught by two instructors, each teaching four of the eight sections. To counterbalance the 
conditions, each instructor taught two sections in traditional format, one section in case-based 
method with face-to-face case discussion, and the other section in case-based method with 
computer-mediated case discussion. Both experiments were conducted in the same semester. 
The two case-based groups performed eight case analyses using a four-item case-analysis 
rubric (i.e. identify problems, provide solutions, apply relevant theoretical concepts to 
solutions, and justify decisions) as homework assignments and participated in class case 
discussions throughout the semester. The control groups completed different activities 
including individual or group-based exercises and student presentations. Students’ two case 
analyses, one in the beginning and the other at the end of the semester, were collected as pre 
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and post performances on the case-analysis rubric. Other data sources included academic and 
demographic background, course multiple-choice examination scores, and course and case 
evaluation scales incorporating items about students’ perceived value and enjoyment of the 
course and cases. Two researchers scored students’ case analyses and provided them with 
written feedback.  
The results of both experiments showed that students in the case-based conditions, as 
compared to control conditions, not only showed improvement in their case analysis scores 
across the semester but also had higher scores on critically analyzing problems and 
incorporating relevant psychological concepts into their solution assessment. Practicing case 
analysis, receiving feedback on the analyses, and case discussions with peers were indicated 
as the reasons for why students in case-based conditions performed better than those in 
control conditions. On the other hand, the face-to face and computer-mediated case-based 
groups did not significantly differ with respect to case analyses scores. The authors did not 
analyze whether students’ case discussions differed between the face-to-face and computer-
mediated format, thus it is difficult to interpret this ‘no-significant’ difference between the 
two groups’ case analyses scores. However, one can argue that because both the face-to-face 
and computer-mediated (CM) case discussions were conducted in the classroom, students 
might perceive both forms of discussions similarly, and thus they might engage in similar 
discussion patterns independent of the medium used for the discussion. Analysis of the 
discussion data would help clarify this possibility. 
In a qualitative study involving of 23 preservice teachers, Powell (2000) videotaped a 
90 minute case discussion examining the use of a standardized test in an elementary class. 
Powell examined how students’ personal knowledge and experiences interacted with the case 
knowledge as they interpreted, made decisions about, and discussed the case. The preservice 
teachers were told to read the case before class and answer prediscussion questions. Analysis 
of the videotaping and pre and post discussion written questions indicated how the 
participants were influenced by their local state and school district educational contexts and 
their own perspectives. Themes that emerged from the analysis of questionnaires were 
compared to the ones that came from the case discussions. The preservice teachers were able 
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to suggest ethical decisions related to the case dilemma and to discuss critically the teacher’s 
actions, the implementation of standardized tests, and potential impacts on teachers and their 
pupils. However, their interpretation and discussion were bounded by what they had 
experienced as K-12 students. They could only propose few alternative solutions to the 
problem case, and their case discussion did not move beyond situated knowledge of the case 
and their prior experiences. Therefore, the author claimed that, left to reflect on a case 
dilemma without additional scaffolding resources or tools to support their reasoning, 
preservice teachers, with similar education experiences, will typically rely on their prior 
experiences and conceptions to interpret a case dilemma.  
In a recent study, Santagata and Angelici (2010) compared the impact of two 
observation frameworks, the Lesson Analysis Framework (LAF) and the Teaching Rating 
Framework (TRF), on the ability to reason about teaching. Students in a secondary education 
course, 16 in the LAF and 18 in the TRF, watched the same 8th grade mathematics lesson in a 
web-based environment, but responded to different question prompts. The LAF group first 
analyzed the lesson plan based on the extent to which the plan might facilitate the pupils’ 
achievement of learning goals. Then they watched selected sections of the lesson and, for 
each section, they answered questions asking them to explain how learning activities seemed 
to influence pupils’ learning, what learning difficulties the pupils were experiencing, and 
what alternative strategies they would suggest to the teacher to deal with these difficulties. 
The TRF group evaluated the lesson plan on a 5-point scale in terms of its learning goals and 
instructional activities and strategies. Next, they reflected on the same selected video sections 
and evaluated the effectiveness of the instructional activities and strategies on pupils’ 
learning. Students’ responses to a 5-min video of a mathematics lesson given before and after 
the intervention were used as the pre-post performance measures. Students were asked to 
identify the three most important moments in the clip, assess the effectiveness of the 
teacher’s instructional strategies and activities, generate alternative teaching strategies, and 
provide reasons supporting their decisions.  
According to the analysis of students’ responses, the LAF group, compared to the 
RTF group, provided more detailed explanations about pupils’ learning difficulties, presented 
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a more critical analysis of the teacher’s instructional decisions, and suggested more 
instructional strategies and activities. The pre-post test results showed the improvement of 
the LAF group in terms of both the quality of the students’ elaboration of the instructional 
moments and the explanations provided for their decisions. In addition, the LAF group 
outperformed the RTF group on the posttest. Additionally, the results revealed that the two 
groups did not significantly differ on the number of alternative strategies they created and the 
level of details they included in explaining the alternatives. There was a significant difference 
on the LAF group’s pre-post performance on the level of detail included in the alternatives, 
whereas the performance of the RTF group did not change from pre to post test. 
In addition to the use of case analysis tools to facilitate preservice teachers’ 
reasoning, several researchers have argued that providing preservice teachers with multiple 
perspectives on analyzing and interpreting a teaching problem helps them gain insights about 
the ill-structured nature of solving a teaching problem, increase their awareness of potential 
solution alternatives to be considered when making teaching decisions, and improve their 
ability to evaluate and reflect on different alternatives. Three studies showed preservice 
teachers improved in their ability to make decisions about and solve case problems related to 
classroom management when exposed to multiple perspectives on solving a teaching 
problem.  
In an early childhood education class, Lee and Choi (2008) investigated the impact of 
web-based case instruction on 23 students’ understanding of real-life classroom management. 
The audio cases were presented in a web-based environment supported with additional 
readings. After listening to the first case, students wrote descriptions of the problems they 
identified and their proposed solutions. Across five class sessions, students followed 
structured scaffolding procedures to listen to and analyze cases before class. The structured 
procedures included identifying problems initially, listening to multiple stakeholders’ 
perspectives, hearing the teacher’s solution, reading additional content, and writing a case 
analysis that included their understanding of the case issues, their ideas about solving the 
issues, and a justification of the issues. Classes focused on discussing the cases. As a posttest, 
students were asked to make any changes in the essays written for the first case. Comparison 
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of pre and post essays revealed that post essays included more solution alternatives, a higher 
awareness of the multiple perspectives, and more coherent reasons and solutions. Results 
from an evaluation questionnaire and a focus group indicated that students found the web-
based case instruction valuable because it provided an experience in real-life problem solving 
on classroom management, encouraged understanding of multiple thinking about multiple 
solution ideas, and making reasoned decisions. 
In a subsequent study in early childhood education classes, Choi and Lee (2009) 
contrasted 30 juniors in a web-based case instruction condition against 28 juniors in a 
traditional lecture-based instruction control condition on their ability to solve ill-structured 
case problems related to classroom management. The students in the treatment group 
followed the stages, described in Lee and Choi (2008), to analyze three classroom 
management cases. Students’ case analyses were analyzed via rubrics based on seven sub-
skills of ill-structured problem solving. Four sub-skills involved problem identification 
(considering multiple perspectives, justification, critical thinking, and linking to theory) and 
three solution generation (solution and justification, critical thinking, and linking to theory). 
Control group students received traditional lecture-based instruction. Both groups’ 
performances on a case problem before and after instruction were compared. In the treatment 
group, students’ scores on the three case analyses revealed significant improvement from the 
first to the last case analysis on all seven subskills. In addition, comparison of the pre- and 
post-case responses of both groups showed the treatment group outperformed the control 
group on considering multiple perspectives, justification and critical thinking sub-skills in 
problem identification and solution and justification sub-skill in solution generation.  
Similarly, Cherubini (2009) examined the critical reflections of 85 third-year teacher 
education students, enrolled in a Foundations course, about four cases describing dilemmas 
in classroom management. For each reflection, students were to write their initial thoughts 
about the dilemmas, their insights after participating in large-group in-class discussions, their 
individual analysis of expert commentaries in each case, their insights gained from 
discussion of expert commentaries in class, and their final perspectives on the dilemmas. The 
author’s within and cross case analysis of students’ reflection logs indicated that from the 
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first to the last case analysis, students improved in terms of making ethical decisions about 
case dilemmas, considering multiple perspectives and using theories, expert commentaries, 
and their personal experiences to inform their decisions, and identifying and challenging 
stereotypical descriptions in the cases. In addition, the results revealed that many of the 
students’ decisions were motivated by the goals of sustaining social unity of the classroom 
and professional relationships with other teachers and administrative personnel in the school. 
The author argued that, as they moved through the last case analysis, students’ reasoning 
level changed from the pre-reflective stage to the quasi-reflective stage of King and 
Kitchener’s (1994, 2002) reflective judgment model. According to this model, in the pre-
reflective stage students seek definite answers to problems, accept expert knowledge without 
criticism, and use their personal experiences and beliefs in supporting decisions. In the quasi-
reflective stage, students begin to gain insights about the complexity of the problems, seek 
alternative solutions or interpretations, are able to criticize expert knowledge, but still mostly 
rely on their prior experiences to support their decisions. 
The influential role of prior knowledge and experiences on how people reason about a 
decision task has been discussed in the reasoning and decision making literature (Gilboa & 
Schmeidler, 2001; Newell & Broder, 2008; Newell et al., 2007). Similarly, a number of 
researchers have argued that teachers’ personal beliefs and prior knowledge play a major role 
on the type of decisions they make (Barron & Goldman, 1994; Calderhead & Robson, 1991; 
Clandinin, 1986; Munby, 1982). Accordingly, preservice teachers, who inevitably come to 
teacher education programs with already existing beliefs about teaching and learning, use 
their belief systems as a lens to interpret new knowledge and experiences. Providing them 
with multiple perspectives on a teaching problem, therefore, may not bring dramatic changes 
in their preconceived beliefs, especially in the short-term. In a recent study, Goeke (2008) 
examined the extent to which cases including expert commentaries affected preservice 
teachers’ reasoning about inclusive teaching. The participants, 74 preservice teachers in an 
introductory educational psychology course, were randomly assigned to an experimental or a 
control group. Participants in the experimental group engaged with cases in the five major 
ways identified below:  
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1. analyzed two inclusion cases by identifying the issues in each case, generating 
solutions for the issues, providing rationales for their solutions, identifying 
potential consequences of those solutions, deciding on their final solution, stating 
the reasons for their solution,  
2. read four expert commentaries after each case analysis and were given an 
opportunity to revise their reasoning about the case they just analyzed,  
3.  rated the degree to which expert commentaries affected their reasoning, and if so, 
explained how they affected,  
4. discussed individual case analysis in small groups, and  
5. completed a demographic information questionnaire.  
Control group participants followed the same procedures except reading expert 
commentaries and rating them. Three groups of categories emerged from the analyses of 
preservice teachers’ written responses to cases and expert commentaries. These categories 
were related to students’ reasoning about the issues in the cases, their solutions to these 
issues, and their rationales to support their proposed solutions. Goeke (2008) used these 
categories to compare the two groups in terms of the type of their responses as well as to 
analyze if there were any relationships between their reasoning and their demographic 
variables. Results revealed that the experimental and control groups did not significantly 
differ in terms of response types in their reasoning and none of the relationships between 
response types and demographic variables was significant. Qualitative analysis of 
participants’ reasoning about inclusion cases and expert commentaries showed that 
preservice teachers had limited knowledge about inclusive teaching and that their 
conceptions about teaching children with learning disabilities were often inaccurate or 
incomplete. In addition, providing different perspectives via expert commentaries did not 
affect the experimental group’s initial conceptions about the cases and they were unwilling to 
accept information that did not comply with their own conceptions. The results are in line 
with the common argument suggesting preservice teachers’ beliefs and knowledge structures 
about teaching, which are often incomplete and shallow, strongly influence their perception 
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of new information, judgments, and decisions (Barron & Goldman, 1994; Calderhead, 1996; 
Calderhead & Robson, 1991; Munby, 1982; Pajares, 1992; Stuart & Thurlow, 2000).  
In addition, some researchers have argued that preservice teachers’ knowledge 
structures or conceptions of subject matter and pedagogy influence how they make decisions. 
Carter (1990) identified two major categories of domain-specific knowledge of teachers; 
practical knowledge and pedagogical content knowledge. According to Carter (1990), 
practical knowledge refers to ‘the knowledge teachers have of classroom situations and the 
practical dilemmas they face in carrying out purposeful action in these settings (p. 299). The 
concept of pedagogical content knowledge was first introduced by Shulman (1986b). For 
Shulman, pedagogical content knowledge includes; 
“for the most regularly taught topics in one's subject area, the most useful forms of 
representation of those ideas, the most powerful analogies, illustrations, examples, 
explanations, and demonstrations in a word, the ways of representing and formulating 
the subject that make it comprehensible to others…. [It] also includes an 
understanding of what makes the learning of specific topics easy or difficult: the 
conceptions and preconceptions that students of different ages and backgrounds bring 
with them to the learning of those most frequently taught topics and lessons” (p. 9). 
The major difference between practical knowledge and pedagogical content 
knowledge, as indicated by Carter (1990), is that “pedagogical content knowledge is to a 
greater extent grounded in disciplines and in formulations related to school curriculum and 
the collective wisdom of the profession than practical knowledge. It is, in other words, more 
formal than personal and situational knowledge” (p. 306). Differences in thinking and 
knowledge structures between experienced teachers and teacher candidates have been 
identified by several researchers (Berliner, 1986, 1994, 2001; Housner & Griffey, 1985; 
Leinhardt & Greeno, 1986; Westerman, 1991; Swanson, O’Connor, & Cooney, 1990). 
According to this body of research, expert teachers apply more complex and elaborated 
knowledge structures, derived from their prior experiences, to interpret or make decisions 
about different teaching and learning events. Novices, due to their lack of teaching 
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experiences and limited pedagogical content knowledge, focus more on the surface 
characteristics of classroom events. 
Recently, Greenhow, Dexter, and Hughes (2008) used an online case-based 
environment to compare the instructional decisions and knowledge of preservice and 
inservice teachers involved in solving multimedia cases related to technology integration. 
Sixteen preservice teachers, enrolled in an introductory technology and learning course, and 
17 inservice teachers, enrolled in a master’s level technology and learning course, 
participated in the study. Both group of teachers completed three cases in which they used 
information about the teacher, pupil, curriculum, and technology embedded in the online case 
environment. Both groups were asked to make instructional decisions about how to integrate 
technology into reading classrooms to foster second-graders’ reading achievement. Then the 
teachers posted their technology integration decisions to the online environment and 
participated in one in-class and two online discussions to share their decisions with peers. Of 
three case responses, the teachers’ third responses were selected for analysis and were 
evaluated with two rubrics. The first rubric evaluated the decision-making process and the 
second rubric evaluated the teachers’ pedagogical and content knowledge, knowledge 
structure, and ability to make adjustments in their decisions based on feedback. The authors 
indicated that they analyzed teachers’ navigation process data collected from the online 
environment to examine which resources or information students accessed and how much 
time they spent on each information source. However, they did not report any analysis or 
results pertaining to these latter data. 
According to non-parametric analysis of teachers’ case responses, the two groups did 
not differ significantly in (a) identifying the major technology integration challenge in the 
case, (b) making a decision among the set of alternatives they generated to address the 
challenge, (c) considering such factors as pupils’ learning, teacher characteristics, technology 
availability etc. in their decisions, and (d) providing reasons for their decisions. The results 
also indicated both group of teachers were weak in comparing the advantages and 
disadvantages of technology integration alternatives and in describing possible consequences 
of their decisions. One possible explanation for both preservice and inservice teachers’ 
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weakness in evaluating different technology integration alternatives may be their lack of 
exposure to existing models of how these technologies have been used by others in the 
classroom or their lack of experiences in integrating these technologies into their teaching. In 
addition, the authors noted qualitative differences in teachers’ responses, which were not 
captured in the statistical analysis. Inservice teachers’ responses were longer, primarily 
because they explained their rationale for their decisions in more detailed ways. Also, based 
on their experiences as K-12 teachers, they more critically reflected upon the impacts of 
school related factors on technology integration. Preservice teachers’ responses were shorter, 
presented a lack of detail in explaining the underlying reasons for their decisions, and 
showed a heavy reliance on the facts presented in the case. 
In terms of teacher knowledge of technology integration decisions, the non-
parametric test results showed that the two groups of teachers’ scores on pedagogical and 
content knowledge, and their ability to adjust their decisions based on feedback did not differ 
significantly. However, compared to preservice teachers, inservice teachers were able to 
make more elaborated and critical connections between case-specific information and general 
classroom and school level factors affecting technology integration. In contrast, preservice 
teachers showed less ability to move beyond the information presented in the case, to discuss 
school level factors in their decisions and to conceptualize the case as a specific example of a 
general technology integration endeavor in schools or classrooms. These results are in line 
with those of studies suggesting that there are qualitative differences between the thinking 
and decision making of expert and novice teachers (Berliner, 1994, 2001; Housner & Griffey, 
1985; Leinhardt & Greeno, 1986; Swanson et al., 1990; Westerman, 1991).  
Discussion of group 3 studies 
One common feature of Group 3 studies is that in each study participants were asked 
to solve, reason, or make decisions about specific teaching and learning issues demonstrated 
via dilemma based cases. Of eleven studies, five (Cherubini, 2009; Doebler et al., 1998; 
Greenhow et al., 2008; Harrington, 1995; Powell, 2000) used qualitative methods to analyze 
students’ responses to the case problems, five (Bruning et al.;2008; Choi & Lee, 2009; 
Goeke, 2008; Lee & Choi, 2008; Santagata & Angelici, 2010) qualitatively analyzed 
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students’ written responses to pre-post tests and then used quantitative methods to compare 
either within group or between group differences in students’ performances. One study 
(Herman, 1998) used quantitative methods to examine relationships between students’ case 
analysis performances and their other course related performance measures. The number of 
participants varied across studies (23-261).  
The three studies which compared the case-method with other forms of instruction 
revealed that students in case-based conditions outperformed control group students in 
identifying possible reasons for the problems in the cases, generating potential solution 
alternatives, evaluating those alternatives from multiple perspectives, making a decision 
among a set of alternatives, and supporting their decisions with multiple evidence such as 
theories, expert commentaries in the cases, and their personal experiences (Bruning et al., 
2008; Choi & Lee, 2009; Santagata & Angelici, 2010). Similarly, two studies that described 
and assessed the implementation of case methods with a single-group design showed 
students’ growth in making decisions about and solve case problems related to classroom 
management, considering multiple perspectives, and justifying their decisions (Cherubini, 
2009; Lee & Choi, 2008). 
Some studies, on the other hand, demonstrated that students made partial progress in 
their skill acquisition and learning with cases. For instance, Harrington (1995), in a one 
semester study, found that, although students showed improvement on some aspects of 
reasoning about dilemma based cases, they were still unable to provide a rationale for their 
decisions, incorporate multiple theoretical perspectives or knowledge they gained from other 
courses into their case analyses, evaluate their solutions, and reflect upon the consequences 
of their decisions. Similarly, Powell’s (2000) analysis revealed that preservice teachers were 
able to suggest ethical decisions related to the case dilemmas and critically analyze the case, 
but their interpretations of the situations and case discussions were limited to their existing 
beliefs and prior experiences. Thus students were unable to provide and reflect on multiple 
decision alternatives. Furthermore, Goeke (2008) found that preservice teachers’ initial 
conceptions and knowledge about inclusive teaching were inaccurate or incomplete, and that 
providing different perspectives via expert commentaries neither affected their existing 
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conceptions nor improved their reasoning about inclusive teaching. The partial structure of 
preservice teachers’ conceptual models of teaching, perseverance of beliefs, and their 
tendency to be resistant to change have been established in the literature. Furthermore, some 
researchers have argued that preservice teachers reject new information that is perceived to 
be contradicted with their existing beliefs or preconceptions (Brousseau, Book, & Byers, 
1988; Kagan, 1992; Wideen, Mayer-Smith, & Moon, 1998). Therefore, a number of 
researchers have suggested that understanding the sources of preservice teachers’ beliefs 
about teaching and learning and the effects of these beliefs on their learning would provide 
teacher educators with valuable information to help them plan further teaching practices in 
order to overcome or transform these beliefs and thus improve preservice teachers’ growth as 
future professionals (Calderhead & Robson, 1991; Pajares, 1992, 1993; Stuart & Thurlow, 
2000). 
Comparing preservice and inservice teachers’ decisions about technology integration 
case problems, Greenhow et al. (2008) found that both groups of teachers were able to 
identify possible problems, make a decision among a set of alternatives they created, use 
multiple evidence to support their decisions, and provide reasons for their reasons. However, 
inservice teachers’ provided more detailed and well-developed reasons for their decisions, 
connected case-specific information, by using their experiences as K-12 teachers, to the 
general classroom and school level factors affecting technology integration compared to 
preservice teachers who showed lack of ability in moving beyond the information presented 
in the case. These results are congruent with the literature, in that there are qualitative 
differences in thinking and decision making between expert and novice teachers (Berliner, 
1986, 1994, 2001; Housner & Griffey, 1985; Leinhardt & Greeno, 1986; Swanson et al., 
1990; Westerman, 1991). 
Doebler et al. (1998) found that preservice teachers’ ability to make reasoned 
decisions and solve complex teaching problems improved as they proceed in their teacher 
education program. Although the results are encouraging in terms of illustrating students’ 
growth on essential teaching skills, it is important to examine what specific experiences (e.g., 
courses, field experiences including classroom observations, student teaching, etc.) and 
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individual characteristics lead to students’ growth in these critical skills. Despite some 
limitations in methodological features of the study, Herman (1998) aimed at investigating the 
extent to which students’ case analysis scores were related to their course or program related 
performances. He found significant and positive relationships between students’ case 
analysis scores and their GPA, course exam scores, course grades, and student teaching 
evaluation scores. While Herman’s results were consistent with his interpretation, the results 
are open to multiple interpretations. For example, students self-selected into the lower (n=15) 
and higher (n=15) PHD achievers groups, therefore, differences between the groups may be 
due to preexisting characteristics of the students. The study would have been more powerful 
if pre-existing differences in the categories of students were analyzed to examine whether the 
differences in students’ performances were due to their experiences in analyzing and 
reasoning about real world teaching cases.  
Relatively few experimental studies with control-groups have examined the effects of 
cases on preservice teachers’ reasoning or decision making. This lack may be due to several 
reasons including the difficulty in making arrangements to form experimental and control 
groups, lack of valid measures to compare the groups’ decision making performances, or the 
very nature of decision making and problem solving tasks which often require students to 
engage in several week or even semester long activities during which controlling the effects 
of external factors on the study results would be difficult. 
Group 4: Cases as reflective narratives in which preservice teachers construct and 
analyze their own cases 
According to Merseth (1996), one common purpose of cases is to motivate personal 
reflection. Besides using case discussions as a method to enhance personal reflection, some 
scholars advocated having students write cases, a process called case-writing, in order to 
encourage reflective inquiry. Cases used as reflective narratives “represent the data and the 
discussion of the cases articulates possible courses of action” (Merseth, 1996, p. 729). In 
contrast, Sykes and Bird (1992) argued that case writing “is a demanding, intensive, complex 
activity that is most often used strategically as a culminating or consolidating assignment” (p. 
504). They further stated that “evidence about the effects on student learning of case write-
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ups, action research projects, and other forms of reflective inquiry is mixed” (Sykes & Bird, 
1992, p. 505). 
In a recent study, Beck, King, and Marshall (2002) examined the impact of preservice 
teachers’ video case construction on their ability to identify and interpret the elements of 
effective teaching. Sixty-two students in an elementary teacher preparation program were 
randomly assigned to either a technology-supported observation or a control condition. All 
students were assigned to mentor teachers for their teaching placement and were asked to 
observe their teacher over a 10-week period. Students in the technology-supported 
observation group recorded their classroom observations and created video cases out of these 
observations. They were asked to identify and comment on video segments that exemplified 
five observational frames, illustrating different aspects of effective teaching. These 
observational frames included teacher strategies, student learning or understanding, teacher-
student interactions, student-student interactions, and state-developed professional standards. 
After the video case construction, students participated in online group discussions for two 
weeks to share their experiences about classroom observations and how these observations 
were related to their coursework. The control group, on the other hand, completed their 
regular classroom observations and were asked to write reflection about their experiences. 
Students watched three videos demonstrating instruction in three elementary 
classrooms and completed three ‘Video Observation Tests’, one for each video, to assess 
their ability to identify and interpret the elements of effective teaching. The students were 
presented with prompts asking them to analyze the videos in relation to the aspects of 
effective teaching and theoretical and conceptual knowledge taught in the class. Students’ 
responses in each video case were coded by the two authors. According to the results, the 
technology-supported observation group showed higher performance on analyzing the video 
cases as compared to the control group. The authors claimed that this group’s superior 
performance might be attributed to the deeper cognitive processing students engaged in 
during video case construction and the observational frames that helped students conduct 
more focused analyses of teaching to create their video cases. While these claims could 
account for the observed differences if true, one also can speculate that viewing videos 
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multiple times might provoke students to identify and reflect on different aspects of the 
classroom teaching that they had not noticed before. In addition, it is possible that providing 
students with observational frames which described interrelated subsets of effective teaching 
might scaffold their understanding and analysis of a complex, real-life teaching practice. 
Furthermore, the experimental group had greater familiarity with technology than the control 
group and thus this familiarity with technology could be responsible for the difference 
between the two groups’ performances. Additionally, the treatment group’s online case 
discussions about their experiences might have provided them with new perspectives about 
effective teaching and thus further enhance their critical reflection skills. It would have been 
possible to record the online discussion. An analysis and comparison of the discussions and 
the assessments’ content could reveal such connections.   
Hsu (2004) investigated the impact of web-based case discussions on 20 preservice 
secondary education teachers’ understanding of real world teaching problems, their 
consideration of multiple perspectives to generating solutions to the problem, and their 
confidence as future professionals. Participants were asked to write a problem case about a 
situation they faced during their internship, participate in online discussions, which lasted 
two months, and comment on others’ problem cases under the consultancy of a group of 
experienced teachers who reviewed and provided suggestions to the posted problem cases. 
Data sources included the posted cases and online discussions, in addition to a phone 
interview and a questionnaire examining participants’ perceptions about the effectiveness of 
case discussions in improving their problem solving ability. The results showed that web-
based case discussions (a) helped preservice teachers gain an increasing awareness of their 
assumptions and understanding of how these assumptions affect their problem identification, 
(b) enabled them to recognize the importance of considering multiple perspectives when 
analyzing a problem case, (c) enhanced their ability to identify relevant knowledge and skills 
needed to solve a problem case, (d) facilitated their reflection on the experiences and reasons 
guiding their decisions as they engaged in solving a problem case, (e) provided them with an 
opportunity to learn from others’ experiences, and (f) increased their confidence in teaching. 
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Recently, Youngs and Bird (2010) described the development and administration of 
two assessments, embedded in the first and second semesters of a year-long course, to 
measure 180 advanced secondary teaching candidates’ pedagogical reasoning and ability to 
learn from their practices. The course had 10 sections; each taught by a different instructor. 
In the first assessment, students were asked to describe a problematic classroom situation 
involving a number of students, interpret the situation by developing hypotheses about the 
possible factors causing the problems, evaluate each hypothesis based on related theories, 
provide alternative courses of actions, and evaluate these alternatives. Students completed 
similar activities in the second assessment, but they were also asked to plan instruction to 
address the situation they described and explain their reasoning about how the instruction 
would resolve the situation. Two rubrics were created to measure students’ performances on 
each assessment. The first rubric included six components: description, interpretation, 
evaluation of values, deliberation on alternatives for action, use of literature, and 
communicate in writing. The second rubric incorporated the same six components along with 
one more component related to instructional planning. Performance descriptions in the first 
rubric include excellent, strong, adequate, and passable. The second rubric’s performance 
descriptions include descriptors such as like a strong 2nd and 3rd year teacher, like a strong 
intern teacher, like a thoughtful lay person, and failed to seize the opportunity of the 
assignment.  
Analyses of the students’ responses on two assessments showed that the majority of 
the students earned strong or higher ratings on the various components in both assessments. 
Many were able to (a) generate hypotheses about the major factors (i.e., pupils’ motivation 
and learning performances) that might have caused the problems they identified in real 
classroom situations, (b) produce alternatives for how to deal with these problems, (c) 
evaluate each alternative based on students’ needs and lesson goals, and (d) reflect upon the 
consequences of their decisions. Although Youngs and Bird showed that students were able 
to engage in pedagogical reasoning similar to experienced teachers when completing the 
assessments, the study failed to explain the differences between students who earned higher 
ratings and those who earned lower ratings on both assessments. The authors speculated that 
these differences might be due to the variations in the sections of the course, students’ level 
64 
 
of motivation to invest mental effort to complete the assessments, and their experiences 
during student teaching. In addition, the design of the study does not make clear whether the 
students’ high level of pedagogical reasoning was due to their engagement in the two 
assessments. These students were in their final year in the program, and they already had 
completed their teaching practices. Thus it is possible that they might have a well-developed 
pedagogical reasoning ability irrespective of these case-based assessments. 
Discussion of group 4 studies 
The group 4 studies, compared to the studies in other groups, included a higher 
number of participants (20-180). Each study pursued a relatively different approach to collect 
and analyze student-created cases. Beck et al. (2002) asked students to create video cases that 
demonstrated effective teaching performances they observed during their field experiences. 
The authors used a posttest only experimental design with a control group to compare 
students’ performances on analyzing new set of videos related to effective teaching. In two 
other studies (Hsu, 2004; Youngs & Bird, 2010), students not only wrote a case about 
problematic situations they observed or experienced during their field experiences, but also 
engaged in problem solving to produce possible solutions. Further, they selected one or more 
solution alternatives and reflected upon their decisions and reasons for the problem solution. 
In each study, students’ responses to the questions they were asked in solving the case 
problems were analyzed qualitatively, thus results often included detailed accounts of 
students’ behaviors within the context of the studies.  
Case discussions by which students shared their case-creation activities were used in 
two studies (Beck et al., 2002; Hsu, 2004). In addition, due to the demanding and complex 
nature of case creation or writing (Sykes & Bird, 1992), students, in all three studies, 
received different forms of guidance. They were provided with a set of categories to consider 
in creating their cases (Beck et al., 2002) or procedures they need to follow when solving 
their own problem cases (Youngs & Bird, 2010). In Hsu’s (2004) study, students were 
supported by more experienced graduate students in their case writing process and received 
feedback from expert teachers on their solutions to the case problems.  
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Beck et al. (2002) found that, compared to the control group, students who created 
video cases out of their classroom observations performed better on analyzing new set of 
video clips to identify elements of effective teaching. Similarly, Hsu (2004) reported student 
growth in solving case problems, making decisions, and reasoning about a number of 
teaching-learning issues. Furthermore, Youngs and Bird (2010) demonstrated advanced 
students were able to engage in pedagogical reasoning as measured with two embedded 
course assessments in which students were asked to write a case and make decisions about a 
number of teaching issues described in their cases. However, it is apparent in Hsu’s (2004) 
and Youngs and Bird’s (2010) studies that how students solved the problems in the case they 
created was more emphasized than how they created the cases. That is, little or no 
information was provided in regards to: the type of teaching-learning situations about which 
students selected to write a case, which contextual factors they included, the extent to which 
they incorporated their existing beliefs and experiences into the cases, whose perspectives 
they considered in their case report (e.g., the teacher, pupils etc.), and what type of writing 
style they used to describe the problematic situations.  
Future studies should examine students’ case creation processes and the structural 
features of the cases they created to address students’ potential needs for their development 
in case writing. The results of such future studies may inform researchers in designing 
scaffolding procedures and tools to support students in creating well-developed coherent 
cases which may be later used by other teacher education students in different course 
contexts. If student created cases are to be useful for teaching, a set of criteria must be 
established to evaluate the quality of these cases with respect to that use. In addition, long-
term studies covering the presevice teacher experience, that monitor changes in how students 
create and analyze self-created cases, would provide valuable evidence for both for the utility 
of this approach and for the design of the learning environments in which cases are used as 
students’ reflective narratives. 
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Conclusions 
In this section, I provide a comparative examination of the four groups of studies in 
terms of their theoretical and methodological implications to the use of cases to examine or 
enhance preservice teachers’ reasoning and decision making.  
How were reasoning and/or decision making conceptualized and examined in these four 
groups of studies?  
In the group 1 studies, preservice teachers’ interactive decision making was 
examined. Preservice teachers were videoed while teaching and they were either asked to use 
the videos as prompts to recall their teaching decisions and reasons for those decisions or to 
write analyses of their own teaching videos including the instructional decisions they made, 
how their perceived decisions differed from the actual ones displayed in the video, and what 
alternative strategies they might consider in their future teaching. On the other hand, in the 
group 2 and 3 studies in which cases were used as exemplars and problems respectively, 
preservice teachers’ reasoning and decision making were examined as they engaged in the 
study of real-life cases related to experienced teachers’ teaching practices. Cases in the form 
of examples were used to demonstrate effective teaching practices and the instructional 
decisions of experienced teachers. Cases as problems were utilized to enhance preservice 
teachers’ knowledge and skills on solving or making decisions about realistic teaching 
problems. Common instructional activities in these two forms of case use included preservice 
teachers’ written analyses of cases based on prompting questions, guidelines, or a framework 
and discussions of their analyses, decisions, and interpretations of the cases. In group 4 
studies, preservice teachers’ reasoning and decision making were studied by analyzing the 
reflective narratives in which preservice teachers constructed and analyzed their own cases. 
Preservice teachers were asked either to create video cases demonstrating effective teaching 
performances they observed during their field experiences or to write and then solve cases 
about problematic situations based on their experiences or observations in real classrooms.  
Accordingly three major types of cases constituted the tools used to examine or 
enhance preservice teachers’ reasoning and decision making were (a) preservice teachers’ 
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own teaching practices, (b) realistic teaching cases provided by researchers either in the form 
of examples or problems, (c) cases that preservice teachers constructed based on their 
observation or experiences in their student teaching. Among these, the most common forms 
of case use in teacher education have been providing preservice teachers with exemplary or 
problematic cases to help them learn and improve on making teaching decisions (Merseth, 
1996; Sykes & Bird, 1992). One possible reason why these forms are more popular may be 
due to their ease of application at any grade levels of teacher education. Real or realistic 
cases relevant to a number of teaching issues or practices can be integrated in teacher 
education curriculum and used as instructional tools to help students grow as they moved 
through in their teacher education program. In contrast, the first and third types of cases 
require preservice teachers to have had some experience in teaching or classroom 
observation. Typically, preservice teachers have these experiences in their final years in the 
program. The use of cases in these forms therefore is limited to the examination of third or 
fourth year students’ decisions regarding their own teaching. Another possible reason may be 
related to time factors. As compared to using existing exemplary or problematic cases, 
students’ analyses of their own videos by using a video annotation tool or their construction 
of cases require longer time periods and more extensive work on behalf of both participants 
and researchers. Considering the relatively short-term nature of the studies reviewed here, it 
is not surprising that the two former approaches are less common in the literature. 
Comparative analysis of the four groups of studies indicated that although reasoning 
and decision making were examined somewhat differently in each group, the common 
conceptualization shared across the studies was that teacher decision making is a complex 
process that affects and is in turn affected by multiple factors. Thus a conception of teacher 
decision making as a set of discrete skills or linear set of information processing activities in 
which teachers identify a problem, generate possible courses of actions, identify criteria to 
evaluate alternatives, and select one alternative that best meets the criteria was not evident in 
the studies. Group 1 studies specifically focused on examining the content and process of 
preservice teachers’ decisions. The research questions that guided these studies included 
what instructional decisions preservice teachers made, the factors they considered when 
making these decisions, the reasons underlying their decisions, and the alternative decisions 
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they would contemplate in their future teaching practices. In the second group of studies, 
exemplary cases were used to examine the extent to which these cases impacted students’ 
understanding of experienced teachers’ interactive decisions and their application of expert 
strategies/decisions to their own work. The basic assumption of such studies is that modeling 
the knowledge and skills of expert teachers via realistic cases would enhance preservice 
teachers’ understanding and transfer to effective teaching decisions in new situations. Case 
analyses were used to support students’ interaction with the cases and case discussions were 
utilized to build a shared understanding of case knowledge among the students in the class. In 
the third group of studies, decision making has been examined as part of students’ problem 
solving processes. Processes that have been associated with decision making included 
proposing solution alternatives, choosing among alternative solutions, and justifying the 
decision with evidence. The assumption underlying the studies was providing students with 
problematic teaching situations would foster their understanding of complex teaching 
problems, their ability to identify, assess, and select from multiple solution alternatives, and 
their competence in providing evidence to support the evaluation of alternatives, thus 
facilitating the process of making reasoned decisions. The fourth group of studies examined 
the degree to which case construction as a self-reflection activity enhanced students’ 
analysis, reasoning, and decision making about teaching issues in their own cases. Similarly 
to the other group of studies, this group integrated case discussions or problem solving into 
students’ case construction activity to facilitate their interaction with the cases and their 
classmates.  
In terms of the influence of the three major approaches to the study of reasoning and 
decision making (information processing approach, modeling approach, and reason-based 
approach), the majority of the studies used the reason-based approach to examine preservice 
teachers’ reasoning and decision making. One common feature shared across these studies in 
which reason-based approach was used was asking students to describe their decisions and 
evidence or reasons they used to support these decisions. For instance, Harrington (1995) 
asked students to complete a set of case analyses, each case corresponding to a section of the 
course. Students were provided with a list of questions to consider as they analyzed the cases 
and were specifically asked to include evidence to support their claims. Students’ case 
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analyses were examined based on the reasoning they employed in the written reflection 
response to each guiding question, and the extent to which they made connections across the 
steps of cases analysis. Similarly, Hughes et al. (1999) examined the thinking and reasoning 
about literacy of a group of preservice teachers by analyzing their reflection assignments in 
terms of the structures of the students’ arguments (e.g., naked claims, claim with evidence, 
claim with interpretation, and only repeating evidence). A number of researchers have 
suggested using reason-based analysis to explicate complex, real-life decisions by examining 
how individuals generate reasons and construct arguments to support their decisions 
(Fischhoff, 2008; Hardman & Ayton, 2004; Kuhn, 1991; Montgomery, 1983; Shafir et al., 
1993). Teacher decision making is a complex, everyday decision making process, therefore 
examining students’ decision making through analyzing their reasoning or the evidence they 
used to support their decisions is of particular value in understanding this interactive, 
complex process.  
Only a few studies (Johnson, 1992; Vanci Osam & Balbay, 2004) adopted the 
information processing approach to examine the content and process of preservice teachers’ 
decision making. Particularly, these studies used stimulated recall interviews to elicit 
preservice teachers’ thoughts and decisions as they watched a particular episode of their 
teaching. Two other common methods that have been used in the information processing 
approach to trace participants’ decision making processes are monitoring information 
acquisition and response times (Payne & Bettman, 2004). None of the studies reviewed in 
this paper used these process tracing methods. Obtaining this type of data may be particularly 
helpful for examining which aspects of the cases preservice teachers attend to, what 
additional resources, if any, they used, and how much time they spent on the analysis and 
solution of each case.  
Additionally, none of the reviewed studies were motivated by the modeling approach. 
The lack of influence of modeling approach within psychology was pointed out by Hardman 
(2009). The application of this research is also limited in the field of education (Shulman & 
Elstein, 1975). I already speculated about the possible reasons why the modeling approach 
has not been used to study teachers’ interactive decisions. One possible reason is that the 
70 
 
modeling approach aims at capturing experts’ judgment policies by analyzing the 
environmental cues they use to form these judgments. Dhami et al. (2004) argued that the 
reliability of the captured policy depends on the experience of the participant. They further 
explained that “inexperienced participants will not have any developed policy to be captured, 
and so policy-capturing research should be committed to studying people who are 
experienced at the task” (p. 968). Preservice teachers, who are typically novices, do not have 
developed judgment policies to be captured. 
What methodological perspectives were emphasized? 
Majority of the studies (65%) reviewed in this paper were conducted from a 
qualitative research perspective. Qualitative interpretation often includes contextualizing the 
behavior, in that behavior is explained in the context within which the study is conducted 
(Miles & Huberman, 1994; Smith, 1983). The context-bound nature of qualitative 
interpretation, therefore, provides deep understanding of how and why things happen as they 
do in given contexts. Accordingly, the qualitative studies reviewed in this paper provided in-
depth descriptions of participants’ decisions, the factors affecting these decisions, the 
participants’ perceptions about learning from cases, and portrayed the complexity and the 
web of interactions characterizing students’ reasoning and decision making in case-based 
instruction.  
On the other hand, every qualitative research study is unique with its own context, 
participants, and study object; therefore, making generalizations from a study often is not 
possible. In fact the purpose of a qualitative research is neither to make generalizations nor to 
test hypothesis (Smith & Heshusius, 1986). Instead, the purpose of a qualitative inquiry is to 
understand and describe a phenomenon in a rich, detailed way in its own context. The 
authors of the qualitative studies reviewed in this paper acknowledged this fact and cautioned 
the reader that the results were limited to the specific study context within which the research 
was conducted. However, they provided detailed information about data collection, coding, 
and analyses to maximize the transparency of research process and thus to allow the reader to 
grasp the extent to which research results might be transferred to other contexts. Other 
common features shared across these qualitative studies included using multiple data sources 
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and triangulation to gain a more comprehensive understanding of the phenomenon being 
studied and to validate the results of the studies, and utilizing self-generated rubrics or 
existing frameworks to categorize the data from a small number of participants. These 
features also represent key characteristics of a qualitative research study. 
While all the group 1 and group 2 studies were qualitative in nature, group 3 and 4 
studies included both qualitative and quantitative studies. Of 11 studies in group 3, five were 
experimental and one was a correlational study. Among the three studies in group 4, one was 
an experimental study and the other two were conducted from a qualitative methodological 
perspective. Typically, qualitative studies contain a relatively small number of participants 
(i.e., n=10-15) to describe in-depth, comprehensive information regarding the perceptions of 
participants and study context. Interestingly, one of the qualitative studies in the group 4 
included a high number of participants (n=180) whose written responses were analyzed via 
rubrics. Experimental studies in group 3 and 4 were designed to either compare students’ pre 
and post treatment performances or the extent to which the case-based instruction group 
differed from the control group in terms of learning and performance measures. Therefore, 
the basic goal of such studies was to identify whether a particular instantiation of case-based 
instruction worked or did not work in improving students’ learning and decision making. 
Additionally, the common characteristic of experimental studies in these groups included 
qualitatively analyzing students’ responses to open-ended tests (pre-posttests or only posttest) 
and then using statistical methods to compare either within group or between group 
differences in students’ performances.  
Whether qualitative or quantitative, it was evident that the majority of the studies 
reviewed in this paper focused on cognitive outcomes (e.g., learning and skill development) 
of case-based instruction at the expense of considering the potential impact of motivational 
and task-related factors on students’ learning and decision making in case-based instruction. 
This lack can be considered a major weakness of these studies considering the research 
evidence suggesting that students’ prior experiences, beliefs, motivation, and task 
characteristics affect how they approach the tasks and their learning and performance in these 
tasks. Therefore, future studies should examine both cognitive and motivational mechanisms 
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underlying students’ learning and development with studying real life teaching cases and 
how these mechanisms are interacted with the characteristics of tasks students are engaged in 
as they learn with cases.  
What major results and conclusions were derived from the studies? 
Among the four group 1 studies, two (Johnson, 1992; Vanci Osam & Balbay, 2004) 
concluded that preservice teachers considered multiple factors (i.e., pupil learning and 
motivation) when making decisions during their teaching practices, but they were mostly 
concerned about classroom management and were not able to develop effective strategies to 
deal with unexpected situations. The research and theory on expert and novice differences 
was used to explain the results of studies in which expert and novice teachers were compared 
in terms of classroom decisions. Preservice teachers’ inability to deal with and interpret 
complex classroom interactions therefore was accounted for their limited teaching 
experiences and their lack of developed cognitive structure for interpreting classroom events. 
However, the role of cases in helping preservice teachers gain teaching expertise has not 
been discussed. Two other studies (Rich & Hannafin, 2008, 2009) indicated the effectiveness 
of a video analysis tool to improve students’ future teaching practices. Their results showed 
the video analysis tool improved students’ evaluation of their teaching decisions by 
increasing their use of multiple sources of evidence and their consideration of alternative 
strategies. However, when students were provided with comments from authority figures 
(i.e., their cooperating teacher and university supervisor), they were inclined to more rely on 
those comments to support their decisions instead of using what they learned from their self-
analysis of videos. It is known that preservice teachers, who have limited teaching 
experiences, often show tendency to easily accept the knowledge from more experienced, 
authority figures to justify their decisions (King & Kitchener, 1994; King et al., 1990). 
The group 2 studies presented mixed results about the effectiveness of web-based 
environments that included video cases of exemplary teaching practices and additional 
resources on preservice teachers’ understanding of the complexity of classroom interactions 
and teachers’ interactive decisions. Hughes et al.’s (1999) study showed that students who 
used the case environment in writing their reflective assignments included multiple 
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perspectives to teaching reading and used evidence from cases and other resources to support 
their claims and interpretations. On the other hand, Kim and Hannafin (2009) found that, 
although students’ thinking began to develop as they engaged in analyzing and reflecting on 
the exemplary cases, they did not engage in deep analysis of experts’ teaching practices and 
often focused on surface features of the cases. In this study, one possible reason why students 
did not analyze the cases deeply may be due to differences between the focus of their class 
project and that of the cases; the former asked students to develop a technology integration 
lesson plan and activities whereas the cases illustrated how teachers integrated technology in 
the classroom. Students might have focused on completing their projects instead of engaging 
in comprehensive case analyses which were not directly related to their projects. 
Additionally, there is evidence in the literature that preservice teachers, due to their lack of 
teaching experiences, are unable to notice significant features of classroom practices and thus 
analyze video cases in a superficial manner (Abell et al., 1998; Kim & Hannafin, 2009; van 
den Berg, 2001). Novices in other areas demonstrate similar characteristics (Chi, Feltovich, 
& Glaser, 1981; Larkin, McDermott, Simon, & Simon, 1980).  
The group 3 studies also presented mixed results regarding the impact of dilemma-
based cases on preservice teachers’ reasoning, decision making, or problem solving 
performances. Two studies (Cherubini, 2009; Lee & Choi, 2008) showed that students’ 
improved from pre to posttest on making decisions about and solving case problems related 
to classroom management. Three studies (Bruning et al., 2008; Choi & Lee, 2009; Santagata 
& Angelici, 2010) found that case-based instruction, as compared to traditional lecture-based 
instruction, enhanced students’ abilities to generate potential solution alternatives, evaluate 
those alternatives from multiple perspectives, make a decision among a set of alternatives, 
and support their decisions with multiple evidence. On the other hand, four studies (Goeke, 
2008; Greenhow et al., 2008; Harrington, 1995; Powell, 2000) showed, although students 
were able to analyze problems in a case and make a decision, their interpretations of the 
situations were bounded with their preexisting beliefs and prior experiences, and they had 
limited ability to support their decisions with evidence from multiple resources. In addition, 
Greenhow et al.’s (2008) study indicated qualitative differences in thinking and decision 
making between expert and novice teachers about technology integration case problems.  
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Furthermore, Goeke (2008) found that providing different perspectives via expert 
commentaries did not affect students’ existing conceptions about teaching. The effects of 
previous experiences and beliefs on people’s interpretation and utilization of evidence in 
judgment and decision making have been well established in the literature (Bettman & Park, 
1980; Evans & Over, 1996; Gilboa & Schmeidler, 2001; Newell & Broder, 2008; Newell et 
al., 2007; Payne et al., 1992; Renzaglia, Hutchins, & Lee, 1997). One of the most well-
known theories explaining the influences of previous experiences on people’s information 
acquisition and interpretation of new information is the mental model theory. According to 
this theory, people create mental representations of their experiences and knowledge. The 
extent to which new information is perceived to be consistent with the existing mental 
structures determines whether the information will be accepted easily and how that 
information will be interpreted. According to a number of researchers, information that does 
not correspond to people’s mental models is difficult to comprehend and hard to recall 
(Anderson, 1978; Bransford, Vye, Adams, & Perfetto, 1989; Spiro, Feltovich, Coulson, & 
Anderson, 1989). In addition, the conceptual change literature has provided research 
evidence regarding the hindering effects of students’ existing beliefs and conceptions on their 
acceptance and assimilation of new information that conflict with their already held beliefs 
(e.g. Guzzetti & Hynd, 1998; Guzzetti, Synder, Glass, & Gamas, 1993; Nussbaum & Novak, 
1982; Posner, Strike, Hewson, & Gertzog, 1982; Sinatra & Pintrich, 2003). The research on 
conceptual change suggests that unless instruction is designed to facilitate conceptual change, 
it may not occur (diSessa & Minstrell, 1998; Novak, 2002; Nussbaum & Sinatra, 2003; 
Vosniadou, Ioannides, Dimitrakopoulou, & Papademetriou, 2001). Jonassen and Kim (2010) 
argue that, “conceptual change occurs when learners change their understanding of concepts 
they use and the conceptual frameworks that encompass them, reorganizing their frameworks 
to accommodate new perspectives” (p. 440). 
Among the rest of the studies in the group 3, Doebler et al. (1998) found that 
preservice teachers’ ability to make reasoned decisions and solve complex teaching problems 
improved as they proceed in their teacher education program. Additionally, Herman (1998) 
found significant and positive relationships between students’ performances on analyzing 
problematic cases and their GPA, course exam scores, course grades, and student teaching 
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evaluation scores. Despite the methodological limitations, the study is valuable in terms of 
describing the relationships between students’ performances on making decisions about or 
solving authentic teaching problems and their course or teaching-related performances. 
Finally, the studies in group 4 presented evidence of a positive impact of case 
construction and supportive instructional activities on students’ development. Beck et al. 
(2002) found that, compared to a control group, students who created video cases of their 
classroom observations performed better on analyzing new set of video clips to identify 
elements of effective teaching. Similarly, Hsu (2004) and Youngs and Bird (2010) reported 
student growth in solving case problems, making decisions, and reasoning about a number of 
teaching-learning issues.  
Comparative examination of studies suggests that the effectiveness of cases and case 
methods on preservice teachers’ ability to develop and apply complex teaching skills is 
contingent upon a set of factors related to how case-based instruction is designed and 
implemented. Two important factors include the extent to which case-based instruction 
incorporates supplemental instructional activities such as case discussion and reflective 
writings to support students’ engagement with or processing of cases and the degree to which 
students experienced an intense enough treatment. In terms of the first factor, effective 
studies that used cases as exemplars and realistic teaching problem situations also integrated 
case discussions and case analyses to improve students’ interaction with both cases and their 
classmates. This increased processing appears to enhance students’ deep engagement and 
subsequent learning. Rather than simply showing preservice teachers what expert teachers do 
or what effective classroom decisions look like, such interactive learning experiences are 
more likely to result in students’ development of reasoning and decision making about 
teaching issues. Therefore, as Sykes and Bird (1992) argued, “a balanced view of learning to 
teach requires an account of action as well as of reflection” (p. 506). 
In addition to the case discussions and case analyses that were used to increase the 
interactivity of the instruction, some researchers incorporated supplemental resources into 
case-based instruction to enhance students’ understanding of the teaching contexts described 
in the cases. These resources provided them with multiple perspectives to consider when 
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solving or making decisions about teaching cases and included background information 
about the teachers and pupils, examples of lesson plans, and the perspectives of multiple 
stakeholders’ (e.g., parents, administrator, other teachers) regarding the teaching issue 
portrayed in cases. However, the positive impact of these additional resources on students’ 
learning and performances was mixed. What is crucial is that the studies in which students 
received scaffolding about how to use this large amount of information yielded improved 
student learning. Therefore, the results imply that integrating additional resources can 
enhance students’ understanding of complex teaching cases; however students, who are 
considered to be novices in dealing with ill-structured teaching issues, need guidance in how 
to combine and analyze different sources of information so as to make better decisions about 
teaching cases. These findings are consistent with research on learning in other areas which 
demonstrates that many students need scaffolding to make effective use of resources in 
instructional environments (Collins, Brown, & Newman, 1989; Davis & Linn, 2000; de Jong, 
2006; Hogan & Pressley, 1997; Kali & Linn, 2008; Saye & Brush, 2002).  
As for the second factor, the intensity of treatment, the results suggest that, for 
considerable growth in students’ learning and decision making to occur, students need to be 
engaged in practicing multiple realistic teaching decisions in case-based instruction over an 
extended period of time. While how long a treatment is required to produce effects is not 
clear, the results of the review suggest that studies involving a semester-long instruction with 
case-based approaches demonstrated that students improved in identifying various teaching 
problems in cases, considering and interpreting multiple perspectives when generating 
solution alternatives, and reflecting upon their decisions. Accordingly, a substantial amount 
of time needs to be devoted to authentic case-based activities if they are to produce change 
on students’ learning and decision making. 
Moreover, the success of any instructional approach depends on the extent to which 
its design considers students’ characteristics. It is important to know who the learners are, 
what they bring to teacher education courses, and how best they learn. This review has 
suggested that insufficient attention has been given to the examination of student 
characteristics such as their prior knowledge and beliefs about teaching. For instance, hardly 
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any discussion has been reported in studies regarding the influential role of student 
characteristics on the decisions about using video cases versus text-based or audio cases, or 
incorporating additional learning materials versus only presenting cases. Instead, it was 
common in a number of studies that the failure of case-based approach was attributed to 
students’ limited knowledge and preconceived beliefs about teaching. Accordingly, one can 
speculate that cases can be used more successfully in educating students to be teachers if 
case-based instruction is designed in the first place to consider the deficiencies in students’ 
knowledge and thinking and if cases are organized to correct these deficiencies. 
Additionally, the results suggested that the studies reviewed in this paper have given 
inadequate attention to the examination of the potential impact of individual differences and 
task characteristics on students’ learning and decision making in case-based instruction. The 
majority of studies focused on examining the cognitive effects of case-based approaches 
without considering the motivational, personal, and task related factors that can influence 
students’ learning and skill development. There is evidence in the literature suggesting that 
decision making is situational; task characteristics, environmental conditions, and person 
characteristics influence how people make decisions. For instance, a substantial number of 
studies have demonstrated positive relationships among motivation, mental effort, and 
students’ performances on complex tasks. If students are motivated to do a task, they will 
more likely to invest more mental effort and such effort is more likely to result in higher 
performance. Put in another way, studies have showed students often invest less mental 
effort, show less persistence, and use superficial learning strategies on complex tasks due to 
their low prior knowledge, self-efficacy, or task value. To that end, understanding the 
complexity of students’ learning and decision making in case-based instruction requires 
examining the interactions among individual differences, characteristics of decision tasks, 
and students’ learning outcomes.  
In terms of methodological perspectives, the results indicate that researchers’ rely 
mostly on qualitative methods to examine students’ decision making in case-based 
instruction. Few studies used experimental methods to compare case-based instruction to 
other approaches. Qualitative and quantitative approaches each have their own strengths and 
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weaknesses. Qualitative research often has been criticized by “the absence of theory, the 
accumulations of anecdote, low level of replicability, unwillingness or inability to agree on a 
common set of metrics” (Feuer, Towne, & Shavelson, 2002, p. 5). On the other hand, it has 
been argued that quantitative studies may not be well suited to deeply examine the 
complexity of social phenomena within their own context. The current trend in educational 
research is to use both approaches in a complementary manner to investigate complex 
processes. Reichardt and Rallis (1994) state that no matter how different the two research 
approaches are they share the same common goal “to understand and improve the human 
condition” (p.11). Further they argue that “a complete understanding of human nature is 
likely to require more than one perspective and methodology. The qualitative and 
quantitative traditions can provide a binocular vision with which to deepen our 
understanding” (p. 11). Accordingly, using multiple perspectives, methodologies, and 
methods would be more beneficial to understand the impact of case-based approaches on 
students’ learning how to teach and make complex teaching decisions.  
The following section describes the implications of the findings of this review for 
teacher education and suggestions for future research.  
Future Research Suggestions and Implications for Teacher Education 
Improving preservice teachers’ reasoning and decision making about real-life 
teaching situations is a significant goal among teacher educators. A large body of research 
has shown the effectiveness of cases on preservice teachers’ knowledge and skills in learning 
how to teach, their ability to make teaching decisions, and reasoning about various teaching 
issues. Accordingly, cases should and are likely to be an important part of instructional 
strategies or tools employed in teacher education settings.  
Different forms of case use have been described in the literature. Each case method 
has been used to help preservice teachers gain a specific set of skills and knowledge 
regarding learning how to teach. However, my review has suggested research has not 
sufficiently compared different types of case methods. Furthermore, a few studies reviewed 
in this paper compared case-based instruction with traditional instruction, but none of them 
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compared different forms of case use in terms of their relative effectiveness on students’ 
reasoning, decision making, or problem solving. Future studies should compare different case 
methods to explicate the factors or conditions under which each case method is more 
successful. Such factors may include student characteristics and knowledge and skills to be 
taught. To illustrate, two general approaches to teaching complex decision making or 
problem solving skills, currently being investigated in educational research, are worked 
examples and case-based reasoning (CBR). Both approaches present students with 
description of realistic exemplars of some complex problem solving or decision making 
domain and solutions or courses of reasoning and actions followed by an expert. In addition, 
both have empirical studies demonstrating that they can lead to student learning (Jonassen, 
1999). However, the theories underlying each method imply different principles for the 
design of learning environments. For instance, cases in CBR often include detailed and rich 
descriptions of real-life situations to help students experience the complexity of the learning 
domain. Worked examples, on the other hand, are more structured and details are 
purposefully eliminated to help learners more focus on relevant task features rather than 
details. Accordingly, worked examples can be particularly beneficial in preservice teachers’ 
early skill acquisition about teaching because preservice teachers early in their teacher 
education program often do not have necessary experiences and cognitive structures that can 
help them solve complex real-life teaching problems. Guidance in the form of worked 
examples helps students develop initial cognitive structures for problem-solving in the 
complex situation (e.g., to reach better transfer performance) (Kalyuga, Chandler, Tuovinen, 
& Sweller, 2000; Paas & van Merrienboer, 1994; Sweller, 2006). As students gain more 
expertise, CBR can be used to allow them experience in solving real-life teaching problems. 
Comparing these two approaches in terms of the extent to which each approach impact 
students’ reasoning and decision making based on the stage of students in teacher education 
program would be a fruitful direction for future study.  
Additionally, one can argue that the success of a case method depends on, among 
many other factors, the design and development of cases. Some of the design considerations 
in regards with case development include identifying the purpose of a case, deciding on the 
content and contextual details it will contain, selecting a presentation format, and organizing 
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the sequence of cases, if multiple cases are to be presented. Among the studies reviewed in 
this paper, in which exemplary or dilemma-based cases were used, the majority failed to 
describe the design and development of cases. It was not also clear in these studies whether 
existing cases were used or new cases were developed according to the particular content or 
student characteristics. Future research should focus on the design of quality cases and 
examine the impact of different design features on the success of cases or case methods. The 
development of quality cases, specifically when using technology to create more interactive 
cases, requires considerable time, resources, collaboration among several actors including 
teacher educators, instructional designers, and students. Teacher education faculty may play a 
leadership role in the coordination of procedures and activities that would take place during 
the process and facilitate the communication among multiple stakeholders. 
The ultimate goal of teacher educators is to help preservice teachers transfer what 
they learned in their teacher education courses into their K-12 classrooms. Therefore, the 
major concern regarding the use of cases or case methods in teacher education with the 
purpose of enhancing students’ reasoning and decision making is to identify the extent to 
which preservice teachers apply teaching decisions and reasoning skills they gained by 
working with cases to their real teaching environments. Such a concern can be addressed by 
examining long-term effects of case use on students’ learning with cases. Studies reviewed in 
this paper were relatively short-term and none explicated whether case based instruction was 
a regular part of teacher education curriculum. Examining the long-term impact of cases 
requires a systematic integration of cases in the curriculum and ongoing monitoring and 
analysis of the effects of cases on students’ knowledge and skill development. However, 
organizing a curriculum around cases may not be a feasible approach for many reasons. First, 
there would need to be quality cases for each subject matter, topic, and knowledge and skills 
to be taught. Second, the development of such a variety of cases requires considerable time, 
effort, and resources. Third, case-based instruction may not be effective in teaching some 
type of skills or improving the learning of students with specific characteristics. Future 
research should examine what knowledge and skills are better taught with cases and in which 
situations cases are more disadvantageous compared to other instructional approaches.  
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In terms of the design and development of quality cases to be integrated in teacher 
education curriculum, one possible approach that has been applied recently is creating case 
libraries. Case libraries can incorporate a large number of cases which are organized based 
on specific criteria that describe a case in terms of its content and structure. Some of these 
criteria may include topic of a course, grade level, subject matter, student characteristics, and 
skills to be taught. One such attempt was practiced by researchers in the University of 
Missouri. Under the Knowledge Innovation for Technology in Education (KITE) project, 
researchers developed a technology integration case library to help preservice and inservice 
teachers learn from previous experiences. Cases, collected from local practitioners, included 
not only the description of how technology was used in an instructional context, but also 
teacher’s reflections about the problems they faced and lessons they learned. Cases were 
indexed based on a number of keywords (i.e., grade level, subject, topic, type of technology, 
learning goals etc.) to help learners easily access the cases that best meet their needs (Wang, 
Moore, Wedman, & Shyu, 2003). As instructional resources, these cases can provide both 
preservice and inservice teachers with valuable opportunities to learn from others’ 
experiences and they may inspire teachers to develop more creative solutions to their 
situations which then can be stored as new cases to the case library. This type of approach 
can provide a growing body of case resources by the contributions of students and 
experienced teachers.  
Additionally, two case methods that were used in some studies reviewed in this paper 
seem to be promising to foster preservice teachers’ reasoning and decision making skills. The 
first method is preservice teachers’ use of a video analysis tool (VAT) to examine their own 
teaching decisions. The second method is having preservice teachers’ construct cases 
describing their perceptions of effective teaching practices and instructional decisions or 
problematic situations for which they generate solutions, choose among them, and justify 
their decisions. By analyzing and reflecting on their own teaching videos in a safe 
environment and in a personalized way, preservice teachers can pinpoint their instructional 
decisions that they might not be aware of during teaching, observe the impact of their 
decisions on pupils’ learning and classroom organization, develop on their ability to interpret 
complex classroom interactions, and gain insights about the possible modifications to 
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improve their future teaching practices. Nevertheless, preservice teachers need training and 
practice to learn how to use the VAT to examine their videos by manipulating different 
scenes, commenting on them, and exploring their teaching from multiple perspectives. 
Teacher educators may support students in their development of skills on learning how to use 
the tool in an interactive manner. For instance, instructors can provide demonstrations of 
using the tool to examine a sample video and schedule laboratory hours to allow students to 
practice the tool use. In addition to video self-analysis, case construction can be used to 
encourage students’ reflective inquiry, reasoning, and decision making. Because constructing 
a case is a demanding activity, preservice teachers need training or experience regarding 
different forms of cases and scaffolding that would facilitate their construction of effective 
cases. Exposing preservice teachers to multiple types of cases before case writing activity 
potentially would help them be familiar with the structure of cases which then would lead 
their improvement in creating effective cases. Without such early exposure or training, 
preservice teachers may not grasp the process of constructing cases. Similar to the VAT, the 
case construction method can be integrated into teacher education courses and the 
effectiveness of these methods can be examined in relation with curriculum goals, student 
characteristics, and their performance outcomes on a number of teaching skills and 
knowledge including reasoning and decision making. 
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CHAPTER 3. EFFECTS OF THREE CASE-BASED APPROACHES AND 
INDIVIDUAL DIFFERENCES ON PRESERVICE TEACHERS’ DECISION 
MAKING 
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Yasemin Demiraslan Cevik 
 
Abstract 
This study compared the impact of three types of case-based methods (worked 
example, faded worked example, and case-based reasoning) on preservice teachers’ (n=71) 
learning and decision making about classroom management. In addition to pre-post 
performance data, a set of individual difference variables and decision-related measures were 
used to examine the relative impact of each case method on students’ interaction with 
decision tasks and whether decision related measures were associated with the differences in 
student characteristics. The pre-posttests results did not show a pattern of increased correct 
performance on the posttest. Additionally, students’ interaction with decision tasks did not 
change as a function of treatment. Furthermore, the relationships between individual 
differences and decision-related measures were consistent with the existing literature. 
Overall, the results suggested that students had some established beliefs about classroom 
management and this short terms intervention was not successful on changing their beliefs or 
prior conceptions. Also presented are the limitations of the study and recommendations for 
future study. 
Keywords: case-based reasoning, worked example, decision making, preservice 
teachers 
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Introduction 
Two general approaches to teaching complex decision making or problem solving 
skills, currently being investigated in educational research, are case-based reasoning and 
worked examples. These methods have similarity in that both present students with 
descriptions of realistic exemplars of some complex problem solving or decision making 
domain and solutions or courses of reasoning and actions followed by an expert. Evidence 
suggests that from such descriptions, students sometimes can develop the conceptual and 
procedural knowledge and ability needed to solve problems or make more expert-like 
decisions in new related situations and to transfer that knowledge to situations at some 
distance from the original situations used in teaching. Little research has examined the use of 
these methods for developing teaching knowledge and skill, particularly in the area of 
classroom management. This paper compares three case-based approaches in the context of 
teaching classroom management to pre-service teachers. These three approaches include (a) 
worked examples, (b) faded worked examples which is a variant of worked examples 
approach, and (c) case-based reasoning.   
Three Instructional Methods: Worked Examples, Faded Worked Examples, and Case-
Based Reasoning  
Cases and case methods have been used in teacher education for more than twenty 
years. There is an array of research showing evidence that cases can facilitate and improve 
preservice teachers’ (a) ability to apply theoretical knowledge to practical teaching situations 
(Boling, 2007; Bruning et al., 2008; Kinzer et al., 2001; Koc, 2011; Koc, Peker, & 
Osmanoglu, 2009; Mayo, 2004; Moreno & Valdez, 2007), (b) awareness of multiple 
perspectives and solution alternatives in analyzing a realistic classroom situation (Cherubini, 
2009; Choi & Lee, 2009; Edwards & Hammer, 2006; Hsu, 2004; Hughes, Packard, & 
Pearson, 1999; Kim & Hannafin, 2009; Koc, 2011; Lee & Choi, 2008), and (c) sense of self-
confidence as professionals (Cherubini, 2009; Hsu, 2004). In addition, research has shown 
that preservice teachers perceive cases as an important motivating factor for their learning, 
and that they found cases helpful in terms of increasing their awareness of potential issues 
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and teaching strategies that they will likely encounter in their professional lives (Edwards & 
Hammer, 2006; Koc, 2011; Moreno & Valdez, 2007; Schrader et al., 2003). 
The popularity of the case-based method also has resulted in multiple interpretations 
of how best to use cases to promote learning. Different specific forms of the general case 
based learning method have been proposed, including case-based teaching, case-based 
reasoning, case-based problem solving, and so on. The content and form of cases in each of 
these approaches is similar (Jonassen, 2006). Each approach adopts a relatively common 
definition of a case as a context for the representation of knowledge and experience 
embedded in the description of a real (teaching/learning) situation (Shulman, 1986a). Cases, 
on the other hand, differ in terms of their functions (Jonassen, 2006). Doyle (1990) described 
two common purposes for using cases in teacher education: The first purpose is using cases 
as exemplars of how theories and principles are applied in practice. The second purpose is 
using cases as pedagogical tools to help students advance in the skills of analysis, problem 
solving, and decision making, and thus to enable them experience the complexity of a 
teaching practice. In addition to these two purposes, Merseth (1996) included a third purpose, 
enhancing students’ self-reflection skills. 
Expanding on the categories described by Doyle (1990) and Merseth (1996), Jonassen 
(2006) developed a typology of the use of cases in learning/teaching based on their functions. 
His typology includes five categories: Level 1-Cases as Exemplars/Analogies, Level 2-Cases 
as Analogues (Case-Based Reasoning), Level 3- Case Study Method, Level 4- Cases as 
Problems, and Level 5- Student-Constructed Cases. He described the features of each case 
category and provided examples of how these categories have been used in a variety of 
educational contexts including teacher education. He also argued that comparisons of case 
uses would provide valuable information “to determine which use of cases best supports 
different kinds of learning” (Jonassen, 2006, p. 15).  
Based on the different functions of cases as proposed by Doyle (1990), Merseth 
(1996), and Jonassen (2006), this paper focuses on using cases as exemplars and as analogues 
(case-based reasoning) to help students advance in the skills of analysis, problem solving, 
and decision making. According to Jonassen (2006), cases as exemplars provide models of 
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ideas being presented to help learners construct schemas from the examples and then transfer 
these schemas when solving problems. He argued that worked examples are the most 
common type of cases used as exemplars. In addition, he indicated that the purpose of cases 
as analogues is to provide learners with relevant cases when solving a problem to help them 
learn how similar problems were solved before and allow them to apply previous solutions to 
the current problem. This paper compares worked examples, faded worked examples, and 
case-based reasoning in terms of their impact on preservice teachers’ decision making related 
to classroom management. 
Cases as exemplars - worked examples and faded worked examples 
Worked examples refers to an instructional method based on the cognitive load theory 
(CLT) as developed by Sweller (1988). CLT’s principles of instructional design are based 
cognitive information-processing descriptions of human cognitive architecture. In CLT, 
human cognitive architecture is characterized as having a limited working memory capacity 
and an unlimited long term memory capacity. New learning is processed through working 
memory to create new structures in long-term memory. Because of limits on working 
memory capacity, it can become overloaded leading to less efficient learning. The basic 
assumption of the CLT is that learning activities should be designed in a way that minimize 
cognitive load that is not relevant for learning to avoid straining the limited capacity of 
working memory (Sweller, vanMerrienboer, & Paas, 1998). In addition, the theory proposes 
that limited working memory capacity should be devoted to task-related processes such as 
schema construction and proceduralization that are considered to be essential for skill 
acquisition. Over the past 20 years, Sweller and other CLT researchers have demonstrated 
that minimizing distracting load on working memory facilitates learning (Chandler & 
Sweller, 1992; Kalyuga & Sweller, 2004; Moreno, 2004; Sweller, 1988; Sweller, 1999; 
Sweller et al., 1998; van Merrienboer, Schuurman, de Croock, & Paas, 2002). The empirical 
results of the application of the theory in several contexts have yielded instructional 
guidelines for the design of learning materials to reduce extraneous cognitive load inhibiting 
student learning (Clark, Nguyen, & Sweller, 2006; Kalyuga, Chandler, & Sweller, 1999; 
Kirschner, 2002; Mayer, 2009; Mayer & Moreno, 2003; Paas, Renkl, & Sweller, 2003; van 
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Merrienboer & Ayres, 2005). One major instructional method based on CLT is worked 
examples.  
According to Clark et al. (2006), “a worked example is a step-by-step demonstration 
of how to perform a task or how to solve a problem” (p. 190). Worked examples typically 
include a problem specification and a description of the solution to this problem (Atkinson, 
Derry, Renkl, & Wortham, 2000). The worked example effect occurs when novice students 
learn more from studying worked examples than from trying to solve the same problems by 
themselves. Extensive research over twenty-five years supports the worked example effect 
(e.g. Atkinson et al., 2000; Mwangi & Sweller, 1998; Paas, 1992; Renkl, 1997; Renkl & 
Atkinson, 2003; Renkl, Atkinson, Maier, & Staley, 2002; Sweller, Chandler, Tiernery, & 
Cooper, 1990; Sweller & Cooper, 1985; Zhu & Simon, 1987). To explain the worked 
example effect, Sweller (1988) argues that novices generally do not have necessary 
experiences and cognitive structures that can help them function in complex situations; the 
complex situation produces high cognitive load (working memory demands). Thus, learners 
need maximal guidance during initial stages of learning. Guidance in the form of worked 
examples reduces working memory demands and cognitive load and helps learners develop 
initial cognitive structures for problem-solving in the complex situation (e.g., to reach better 
transfer performance) (Kalyuga, Chandler, Tuovinen, & Sweller, 2001; Paas & Van Gog, 
2006; Paas & van Merrienboer, 1994). As learners gain more expertise, trying to solve 
problems becomes superior to studying worked examples; this latter finding is called the 
expertise-reversal effect (Chase & Simon, 1973; Kalyuga et al., 2001).  
The initial approach to using worked examples for instruction assumed that novices 
should receive a number of worked examples before solving problems by themselves. 
Researchers conducted controlled laboratory experiments to test the conditions under which 
the worked example-problem sequence yielded better results than the unguided problem 
solving approach (Mwangi & Sweller, 1998; Sweller & Cooper, 1985; Tarmizi & Sweller, 
1988). In addition, students performed better when each worked example was paired with a 
practice problem than when a series of worked examples was followed by a series of practice 
problems (Cooper & Sweller, 1987; Sweller & Cooper, 1985; Trafton & Reiser, 1993; Ward 
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& Sweller, 1990). In terms of the number of worked examples, researchers proposed that 
presenting at least two worked examples for each problem would enhance transfer (Reed & 
Bolstad, 1991).  
Recently, Renkl and his colleagues (2002, 2004) suggested a fading approach in 
which there is a smooth transition from a worked example to an incomplete example and 
then to a problem solving task. The fading approach is structured in the following way: The 
first example presented is the complete worked example. The second example is the 
incomplete example in which one solution step is omitted. The number of blanks in the 
following examples is increased sequentially until the problem task is left (Renkl et al., 
2004). Renkl et al. (2002) described two forms of fading; backward fading which starts with 
omitting the last solution step and forward fading which starts with omitting the first solution 
step. Across three controlled experiments with high school and college students, Renkl et al. 
(2002) compared the fading and the original worked examples approaches followed by 
problem approach. Students’ performances were compared on near and far transfer items and 
the number of errors they generated during learning. Both, backward fading, in the first 
experiment with high school students, and forward fading, in the second experiment with 
college students, yielded better results in terms of the number of errors generated during 
learning and performance on near-transfer items. The third experiment, with college students, 
compared backward fading, forward fading, and example-problem pairs and showed that the 
two fading conditions were superior to example-problem pairs. Backward and forward fading 
did not differ significantly with respect to students’ performances on near transfer items and 
amount of error during learning. However, performances on far transfer items were higher 
and time spent on learning was lower in backward condition. Studies by Atkinson, Renkl, 
and Merrill (2003) and Renkl et al. (2004) replicated the significant effects of backward 
fading. Additionally, Schwonke et al. (2007) reported that students working with a cognitive 
tutor enriched with backward faded examples spent less learning time and performed better 
on conceptual understanding compared to students working with a cognitive tutor without 
backward fading.  
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Recent studies have also focused on the design of learning activities to facilitate 
students’ engagement during the study of worked examples. For instance, in order to increase 
students’ interaction with worked examples, some researchers have suggested including self-
explanation prompts that ask students to explain the solution steps of a complete worked 
example or to provide a justification for their reasoning when studying an incomplete worked 
example or solving a problem. Their research studies indicated that asking students to self-
explain while studying worked examples improved students’ conceptual understanding of the 
problem as compared to traditional worked examples and problem solving approaches 
(Atkinson & Renkl, 2007; Atkinson et al., 2003; Chi, Bassok, Lewis, Reiman, & Glaser, 
1989; Hilbert & Renkl, 2009; Hilbert, Schworm, & Renkl, 2004; Renkl, 2002). For example, 
Atkinson et al. (2003) conducted a controlled experiment with 40 high school students that 
compared the combined effects of backward fading and self-explanation prompts with 
example-problem pairs. The results showed that backward fading combined with self-
explanation prompts had significant and positive effects on students’ performances on both 
near and far transfer problems without increasing the time spent on learning. Renkl et al. 
(2004) replicated this study with 50 college students. In addition to performance tests, 
thinking aloud protocols were used to examine students’ self-explanations. According to the 
results, the fading approach outperformed the example-problem approach with respect to 
students’ performances on near and far transfer problems and number of errors generated 
during learning. The comparison of students’ self-explanations between the two conditions 
could not be performed because of the low number of self-explanations students indicated 
during the thinking aloud protocols. In contrast to previous studies, in which students 
provided clear and elaborated self-explanations (Atkinson et al., 2003; Renkl, 1997), this 
study revealed a superficial processing of examples.  
As noted above, extensive research on the worked example approach demonstrates its 
superiority to unguided problem solving, but most of the research involved well-structured 
domains such as mathematics and programming. Sweller (2009) argued that, in recent 
studies, the worked example effect also has been found in ill-structured domains including 
language, art education, and music. For instance, Rourke and Sweller (2009) found in two 
experiments that college students’ learning about design history and recognizing designers’ 
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styles were superior when learning with worked examples compared to problem solving. 
However, the application of worked examples in ill-structured domains is still in its infancy. 
Moreno (2006) suggested that research should compare cognitive load and learning from 
instruction that included studying examples from an ill-structured domain with or without a 
subsequent self-explanation activity. In addition, Atkinson et al. (2000) proposed that using 
worked examples to demonstrate an expert’s thinking processes during a problem solving 
activity would be a potential application of worked examples in ill-structured domains.  
Cases as analogues – case-based reasoning 
Case-based reasoning (CBR) has been defined by some as a cognitive model of 
human memory and reasoning (Leake, 1996), or a cognitive model of how people solve 
problems (Kolodner, 1991), and by others as a problem solving technique depending on the 
application of previous experiences to solve new problems (Watson & Marir, 1994). In a 
more elaborated way, Kolodner (1991) defined CBR as “reasoning from old cases or 
experiences in an effort to solve problems, critique solutions, explain anomalous situations, 
or interpret situations” (p. 53). The theory underlying CBR is Schank’s (1982) theory of 
dynamic memory. Schank (1982, 1999) argued that human reasoning and learning is case-
based, that is, humans solve problems by reusing or modifying previous experiences stored in 
an evolving memory structure in which cases having similar properties are dynamically 
organized around a more general structure. Expanding on Schank’s (1982) dynamic memory 
theory, Aamodt and Plaza (1994) suggested a model of CBR cycle to describe the processes 
involved in reasoning with cases. According to this model, when a new problem is presented 
in the form of a case, one or more previously experienced cases are retrieved (from memory 
or case libraries) and reused to solve the current problem. Depending on the success of the 
solution adapted from previous cases, the solution is either revised or new cases are retrieved. 
The process continues until the problem is successfully solved. Finally, the solved problem is 
retained in the case-base as a learned experience to be used in future problem solving 
situations (Aamodt & Plaza, 1994). The goal of CBR approach thus is to provide learners 
with real world cases, similar to the current problem situation they are engaged in, to 
facilitate their understanding of how similar problems were solved before and to help them 
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apply previously utilized case solutions or experiences to the current problem. Several 
researchers argue that CBR provides an authentic context intended to help learners acquire 
problem solving and decision making skills through engaging in the knowledge and 
experience of others embedded in cases (Cannon-Bowers & Bowers, 2008; Hernandez-
Serrano & Jonassen, 2003; Jonassen, 2000; Kolodner, 2006; Kolodner, Owensby, & Guzdial, 
2004; Leake, 1996; Slade, 1991). Case-based learning thus is learning by experiencing.  
CBR’s theoretical principles about human memory, reasoning, and learning have 
been put into practice in classrooms by integrating CBR with problem-based learning (PBL) 
methodology (Kolodner et al., 2003). In the PBL approach, students learn by solving 
authentic real-world problems. A typical problem solving process involves describing the 
problem, collecting data to identify different perspectives about the problem description, 
developing hypotheses about possible solutions to the problem, testing these solution 
alternatives, and reflecting on the problem solving process. According to Kolodner, Hmelo, 
and Narayanan (1996), PBL has been shown to be a successful classroom methodology, but 
it does not provide explicit guidelines to identify what resources students need to solve a 
problem and what reasoning processes guide their problem solving activity. Kolodner et al. 
(1996) have argued that CBR, on the other hand, proposes theoretical principles for how 
people use cases or experiences to solve problems, yet it lacks specific guidance for 
classroom practices necessary to implementation of CBR. Therefore, Kolodner et al. (1996) 
argued that combining PBL and CBR would “provide a powerful foundation for educational 
practice in the constructivist tradition, one that at once combines lessons learned from 
classroom practice with sound cognitive theory” (p. 2). 
Furthermore, a number of researchers have claimed that cases describing previously 
used solutions, the contexts in which those solutions were used, the circumstances under 
which those solutions were successful, and the lessons learned from previous experiences can 
be used as cognitive scaffolds to help students to identify critical issues to focus on in 
problem analysis, generate solution alternatives, and make reasoned judgments and decisions 
about selecting the most appropriate solution/s to the problem (Jonassen, 2011; Kolodner et 
al., 2003; Kolodner et al., 1996). In addition to providing students with models of expert 
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thinking and reasoning, Weinstock (2009) argued encouraging learners to engage in 
argument-based practices to explain and experience reasoning strategies employed by experts 
helps students develop better everyday reasoning skills. According to Barab and Dodge 
(2008), not only expert cases, but also case reviews and class discussions focused on eliciting 
students’ experiences and allowing them to share those experiences with each other can be 
used to design rich learning environments which facilitate students’ knowledge, 
understanding, and motivation. A scaffolding process that includes timely, constructive 
feedback and guidance facilitates students’ learning and embodiment in a case-based 
reasoning context (Barab & Dodge, 2008; Kolodner & Guzdial, 2000).  
Goal-based scenarios (Schank, Fano, Bell, & Jona, 1993/1994), and learning by 
design (Holbrook, Gray, Fasse, Camp, & Kolodner, 2001; Kolodner et al., 2003) are some of 
the important applications of CBR in education. In Schank et al.’s (1993/1994) goal-based 
scenarios approach, the skills and knowledge deemed important are embedded in realistic 
goal-based and role-driven scenarios. Goals and role-play activities serve as motivators for 
learning and students are continuously supported by real-world cases to help them achieve 
their goals. Goal-based scenarios and cases as resources are claimed to lead to improvements 
in students’ content knowledge, recall of relevant information, and understanding of how 
new knowledge can be useful in novel situations (Schank, 1994; Schank, 1996; Schank, et 
al., 1993/1994).  
Similarly, Kolodner (1991) argues that CBR can be useful in improving novices’ 
reasoning processes through exposing them to experts’ decision making or problem solving, 
thus allowing them to observe, understand and practice expert like thinking (Kolodner, 
1991). Kolodner and her project team (2003) at the Georgia Institute of Technology used 
CBR and problem-based learning (PBL) together in order to implement their learning by 
design (LBD) approach, a project-based inquiry approach to science learning in middle 
school science classrooms. Under the foundations of CBR and PBL, they designed 
curriculum units which were then implemented in a number of earth science and life science 
classrooms with around 3500 students and 24 teachers. The basic approach in designing 
curriculum units was to allow students to learn by experiencing and designing as they 
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engaged in solving problems in real-world cases. Using a pretest and posttest design, the 
results of several studies showed that the LBD classes consistently outperformed the non-
LBD classes on multiple-choice tests of content knowledge. In addition, compared to non-
LBD, LBD students were consistently better on assessments of science process skills (e.g., 
collecting data, running an experiment, analyzing data etc.) and general process skills (e.g., 
collaboration, metacognition, communication etc.). Based on this and other research 
conducted by the LBD research team, the researchers concluded that the students’ reflections 
on their understanding and challenges, the teacher’s role as the coach or model, and the 
creation of a collaborative and iterative classroom culture were the key success factors in the 
implementation of learning environments based on CBR and PBL under the broad approach 
of Learning by Design (Holbrook & Kolodner, 2000; Holbrook et al., 2001; Kolodner, Gray, 
& Fasse, 2003; Kolodner et al., 2003).  
Comparison of worked examples and case-based reasoning  
While worked examples and case-based reasoning emerged from different traditions, 
they have similarities as well as differences. Before comparing worked examples and case-
based reasoning, describing the relationships between problem solving and decision making 
in terms of conceptual and methodological issues would be useful to clarify how they are 
related to the two approaches to case-based learning. 
Problem solving and decision making encompass conceptually similar processes or 
skills; therefore they are sometimes used interchangeably. Dewey’s (1910) idea of reflective 
thinking has been the basis for many process models of problem solving in education. 
According to Dewey (1910), reflective thinking requires five iterative processes. These 
include (a) defining or identifying the problem, (b) analyzing the problem to identify multiple 
perspectives and solutions, (c) generating possible solutions, (d) collecting evidence to 
evaluate and select a solution among others, and (e) implementing and evaluating the 
selected solution. According to Simon and associates (1986), the fourth step of these 
activities, collecting evidence to evaluate and select a solution among others is usually called 
decision making. Furthermore, Simon (1993) suggested that the decision making process 
involves three iterative stages namely intelligence, design, and choice. The first stage, 
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intelligence, includes the identification of the problem. Once the problem is defined, possible 
alternatives and solutions to the problem are designed. The last stage involves evaluating 
these solutions and making a choice among them.  
Considering the processes involved in decision making and problem solving, as 
described above, we can assume that decision making is a major part of problem solving. On 
the other hand, this conceptualization is trivial since these processes are closely related and 
clear distinction between these two have yet to be provided. The decision making and 
problem solving literatures, however, have pursued different historical routes. Simon and 
associates (1986) proposed that;  
“The theory of choice (and decision making) has its roots mainly in economics, 
statistics, and operations research and only recently has received much attention from 
psychologists; the theory of problem solving has a very different history. Problem 
solving was initially studied principally by psychologists, and more recently by 
researchers in artificial intelligence. It has received rather scant attention from 
economists.” (p. 26).  
Accordingly, the influence of psychological research on education has led to the wide 
application of problem solving, as both a teaching/learning approach and a skill to be taught, 
in various educational settings. Decision making, on the other hand, has been studied as a 
thinking process, often as part of problem solving or standalone, among educational 
researchers. The research on decision making has focused more on what reasoning strategies 
students apply to analyze a problem and what evidence they use to justify their decisions. 
Problem solving research, however, has emphasized problem identification and solution 
generation to the problems. While these research traditions focused on different outcomes in 
reality decision making and problem solving are strongly intertwined. 
Both the worked examples and case-based reasoning research traditions have yielded 
successful results on improving learners’, especially novices’, problem solving performances. 
Additionally, studies in cognitive psychology and education have indicated the benefits of 
using the case-based reasoning method to facilitate decision making process (Hernandez-
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Serrano & Jonassen, 2003; Jonassen & Hernandez-Serrano, 2002; Wang, Moore, & 
Wedman, 2003). However, the theories underlying each method imply different principles 
for the design of learning environments. I highlight some of the key differences as well as 
similarities between the two methods in terms of the ways they imply that instruction should 
support learners.  
Case-based reasoning, based on dynamic memory theory (Schank, 1982) implies that 
for effective learning, learners should be asked to problem-solve and make decisions about 
complex cases drawn from authentic real world situations. In a typical CBR learning 
environment, learners are provided with such a problem case and are asked to analyze the 
case, generate possible solution alternatives, select one of the solutions, and justify their 
solution with evidence. Cases, similar to the problem case, are presented as examples or 
models that describe the courses of action followed by experts to help learners understand 
and compare the structural and contextual characteristics of the current problem with the 
previous cases and to allow them integrate previously applied solutions and experiences to 
the current problem situation. Case-based reasoning has often been applied in ill-structured 
domains. As research and literature show, CBR’s implications to designing learning and 
instruction are similar to those entailed by constructivist approaches to learning (Jonassen, 
1999; Kolodner, 2002; Kolodner et al., 2004).  
Cognitive load theory, underlying the worked example approach, assumes that novice 
learners should not be left to discover concepts and procedures by themselves (Kirschner, 
Sweller, & Clark, 2006). Sweller (1988) argues that novices generally do not have necessary 
experiences and prior knowledge to solve complex problems, thus they need maximal 
guidance during initial stages of learning. Providing students with worked examples, which 
include problem specifications and descriptions of the solutions to problems, reduces 
cognitive load and helps them construct schemas for solving complex or novel problems. 
Extensive research on the worked example approach demonstrates that novice students learn 
more from studying worked examples than from trying to solve the same problems by 
themselves, but most of the research has involved well-structured domains. Only recently, 
have a few studies applied worked examples in ill-structured domains. These studies showed 
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college students’ superior performances on general argumentation skills when studying 
worked examples with self-explanation prompts (Schworm & Renkl, 2006; Schworm & 
Renkl, 2007) and their earning about designers’ styles in a design history course when 
studying worked examples compared to problem solving (Rourke & Sweller, 2009). 
However, more research evidence is needed on the design and implementation of worked 
examples in ill-structured domains.  
Clark (2009) argues that both CBR and worked example advocates agree on the use 
of different instructional support called scaffolding. He further explains that both groups 
recommend the modeling of experts’ solutions of the task, directing the learner’s attention to 
important aspects of the task by denoting relevant task features, providing students with 
authentic problems that represent real world situations, assessing learners’ transfer skills, 
providing feedback on learning tasks, and gradually fading or eliminating practice and 
feedback as students gain more experience. On the other hand, Spiro and DeSchryver (2009) 
argue that worked examples may be useful for well-structured domains, but are not effective 
in ill-structured domains in which problems have vaguely defined goals, multiple solutions, 
and multiple criteria for evaluating solutions. They claim that ill-structured domains, such as 
teaching, do not have a pre-specified set of rules and essential information that can be fully 
presented to learners. Therefore, they suggest that preservice teachers develop better 
understanding of different teaching methods through the exposure to multiple contexts and 
perspectives, not by providing them with full explanations or exemplars related to the 
application of methods (Spiro & DeSchryver, 2009).  
In contrast, Sweller (2009) argued that, in recent studies, the worked example effect 
has been found in ill-structured domains such as language, art education, and music. As a 
result, it seems that the arguments and research results about whether worked examples can 
be applied in ill-structured domains are not conclusive. Utilizing a fading strategy and 
prompting learners’ self-explanations in worked example research are some of the 
instructional strategies that may allow the worked example research to be applied effectively 
in ill-structured domains. However, the fading strategy and self-explanations approaches are 
fairly new and the results of studies examining these strategies are not conclusive. Therefore, 
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more studies need to be conducted to provide empirical results on the effectiveness of these 
strategies on students’ learning. The present study compares the traditional and faded worked 
examples methods in an ill-structured domain. 
Case Methods and Teacher Decision Making 
Understanding teachers’ decision making has been a major research area in the field 
of education. Eggleston (1979) argued that teachers constantly make decisions about the 
organization and teaching approaches to help students acquire lesson content, teaching style 
and adapting lessons to individual student needs, and the ways to deal with classroom 
management conflicts and numerous other teaching/learning issues. These decisions, as 
claimed by Bishop and Whitfield (1972) and Eggleston (1979) not only affect the success or 
failure of the activities of the individual classroom, but also are affected by several factors 
including the needs, interests and capacities of students, curriculum requirements, and 
teacher characteristics. A systematic approach to studying teacher decision making was 
suggested by Shulman (1986a) under the research program of teacher cognition and decision 
making. Several studies were conducted to understand and examine teachers’ thought 
processes via different methods including verbal reports and process tracing (Clark & 
Peterson, 1986; Floden & Klinzing, 1990; Freeman, 1989; Leinhardt & Greeno, 1986; 
Shavelson & Stern, 1981). 
Based on the research on this teacher thinking and decision making, several 
researchers have suggested that simulations of a variety of classroom conditions be included 
as part of teacher education curriculum in order to help student teachers be better prepared 
for their future profession (Harrington & Garrison, 1992; Shulman, 1992; Sudzina, 1997; 
Sykes & Bird, 1992). Having student teachers interact with real-life classroom cases has been 
considered to be a powerful method for them to experiment in making teaching decisions and 
to understand the values, intentions, and actions of teachers in a real classroom context 
(Bowers & Doerr, 2003; Harrington, 1995; Lee & Choi, 2008; Merseth, 1996; Richert, 1991; 
Schrader et al., 2003; Sudzina, 1997; Sykes & Bird, 1992). 
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There is an extensive body of research in which case methods have been used to 
study preservice teachers’ decision making. The presentation format of the cases varies 
among the studies involving text, video, and audio formats. In addition, the method of case 
use differs across the studies. Some studies used written or video cases as instructional tools 
or resources to help preservice teachers solve a problem or make a decision about a 
teaching/learning situation (Bruning et al., 2008; Choi & Lee, 2009; Doebler, Roberson, & 
Ponder, 1998; Harrington, 1995; Kim & Hannafin, 2009; Santagata & Angelici, 2010). Other 
studies utilized teaching videos of preservice teachers and asked them about their decisions 
during teaching and the reasons underlying those decisions (Johnson, 1992; Rich & 
Hannafin, 2008, 2009; Vanci Osam & Balbay, 2004). The results of these studies showed 
that cases facilitate preservice teachers’ understanding of the complexity of teaching and 
importance of considering multiple perspectives during problem solving and decision 
making.  
For instance, Lee and Choi (2008) investigated the impacts of a three week unit of 
case instruction on college students’ understanding of real-life classroom management. The 
cases were presented on a web-based environment in an audio format and were supported 
with additional readings. Participants were 23 undergraduate students in a teacher education 
course in the early childhood education program. Comparison of pre-and post essays in 
which students explained their analysis of a classroom management case revealed that, 
compared to their pre-essays, on post essays students included more solution alternatives to 
the problems, showed a higher awareness of the multiple perspectives about the problem 
identification, and expressed more coherent reasons for the selection of their solution/s. 
Cherubini (2009) examined the impacts of dilemma based cases on preservice 
teachers’ analyses and decisions about a set of classroom management situations in a sample 
of 85 third year teacher education students in Canada. Students analyzed four cases, each 
including expert commentaries, and then wrote reflections on both the cases and expert 
commentaries. On the basis of qualitative analysis of students’ reflection logs, Cherubini 
(2009) concluded that, in their first two analyses, students tended to accept expert 
commentaries as the ‘answer’ to the situations. As students moved through the 3rd and 4th 
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case analyses, they demonstrated an increasing awareness of multiple perspectives to the 
dilemmas and showed the ability to analyze a case from multiple theoretical and practical 
viewpoints. Cherubini (2009) also concluded that the results indicated that students’ 
classroom management decisions were essentially based on their experiences as students and 
more focused on maintaining social order in the classroom.  
Recently, Koc (2011) conducted a qualitative study of 97 juniors enrolled in a 
classroom management course to examine the impacts of a video-recorded role-playing 
activity on preservice teachers’ understanding of classroom management in simulated 
classroom situations.  Preservice teachers, in small groups, were asked to identify a 
classroom management issue, create a small video case in which each group member played 
a role, analyze the case in light of classroom management theories they learned in the course, 
write a case analysis report, present their analysis to the class, and write an individual 
reflection paper describing their experiences of the video project. Participants’ individual 
reflection papers, video clips, and case analysis reports were used as data sources. On the 
basis of analysis of these products, Koc (2011) concluded that the results showed that 
engaging in the video project helped preservice teachers gain experience in how to apply 
theoretical concepts related to classroom management into simulated classroom situations, 
increased their awareness of teacher behaviors in various classroom management situations, 
and enabled them to examine a classroom situation from the perspectives of a teacher and 
students. In addition, students reported that the video project as an authentic learning 
experience increased their motivation and interest to the course, enhanced their 
understanding of course content, increased their confidence in their ability to teach, and 
helped them develop their professional identity as a teacher. 
Despite the considerable amount of interest in the explanation and improvement of 
teacher decision making, no study has compared the effectiveness of different case methods 
on preservice teachers’ decision making. In addition, my review of literature on the field 
suggests that the case methods used in most studies of teacher decision making use the CBR 
approach. There is no research in which worked examples were used to study teacher 
decision making. Therefore, there is a need for additional research to compare how different 
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case methods (i.e., CBR and worked examples) affect preservice teachers’ learning and 
decision making and what factors influence the effectiveness of different case methods. 
Along with instructional strategies, the decision making literature suggests that 
individual characteristics, as well as task characteristics, relate to decision making. The 
following section describes individual differences as mediating factors of individuals’ 
decision making processes. 
Individual Differences in Decision Making 
Current trends in the psychological theory of judgment and decision making (JDM) 
have emphasized the importance of understanding and describing the influences of the 
decision environment (task, context, content) and the decision maker’s characteristics (goals, 
values, beliefs, prior experience) on their cognitive and affective processes (Weber & 
Johnson, 2009; Newell & Broder, 2008). Weber and Johnson (2009) describe a group of 
internal and external influences that guide a decision maker’s attention. External influences 
were comprised of task characteristics (e.g., difficulty) and situational factors (e.g., time 
pressure). Internal or endogenous influences, on the other hand, are related to the decision 
maker’s prior knowledge, cognitive capacity, goals, motivations, beliefs, and emotions.  
According to Appelt, Milch, Handgraaf, and Weber (2010), both task characteristics 
and situational factors have received considerable research attention, but the research on the 
effects of individual differences on decision making has yet to produce conclusive results 
regarding the extent to which individual differences predict decision phenomenon. Based on 
their review of research studies in which different individual difference measures (e.g., 
cognitive ability, motivation, or personality) were used as predictors of decision making 
performance in simple choice tasks or risky choices, Appelt et al. (2010) concluded that 
individual differences as predictors of decision revealed weak and inconsistent results. The 
authors argued that some of the reasons for the inconsistencies include failure to pursue a 
systematic approach to studying individual differences in different decision situations and 
reporting only the significant results of a study without discussing on the possible reasons of 
non-significant findings. They also claim that “measures of decision style are most closely 
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and theoretically tied to decision outcomes and processes; therefore, they should be the best 
candidates for individual differences that predict meaningful decision phenomena” (p. 7). 
Several researchers have studied individuals’ decision making styles (Mann et al, 
1998). Accordingly, a large number of instruments have been developed to assess the 
patterns of individuals’ decision making in various decision situations. One instrument, 
highly adopted among researchers interested in decision making style, is the general decision 
making style (GDMS) scale developed by Scott and Bruce (1995). Scott and Bruce (1995) 
define decision style as “the learned habitual response pattern exhibited by an individual 
when confronted with a decision situation...it is not a personality trait… but a habit-based 
propensity to react in a certain way” (p. 820). The GDMS scale assesses five decision-
making styles, namely rational, intuitive, spontaneous, dependent, and avoidant, reflecting an 
individual’s responses in specific decision contexts. It has been found that people use more 
than one decision-making style, but one is dominant (Loo, 2000; Scott & Bruce, 1995; 
Thunholm, 2004). The spontaneous decision making style involves having a sense of 
immediacy and a persistent desire to always finalize decisions as quickly as possible (e.g., I 
generally make snap decisions). The rational style is characterized by comprehensive 
information search, developing an explicit inventory of alternatives, and logical evaluation of 
options (e.g., I make decisions in a logical and systematic way). The intuitive decision 
making style involves being alert to salient details in the flow of information rather than 
following systematic procedures, more reliance on implicit learning and tacit awareness 
(“hunches” or “feelings”) as a basis for decisions (e.g., I generally make decisions that feel 
right to me). The dependent style is characterized as resolving uncertainty through 
consultation and being more interested in advice and guidance from others than the other 
styles (e.g., I often need the assistance of other people when making important decisions). 
The avoidant style involves a tendency to postpone a decision as long as possible in order to 
avoid the consequences of the decision (e.g., I postpone decision making whenever possible).  
In this study, I used the GDMS scale to examine possible relationships and 
interactions between the different instructional strategies, participants’ decision making 
styles, and decision features.  
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In addition to decision style, I examined a set of individual difference variables 
including personality, goal orientation, locus of control, task value, and self-efficacy to 
understand the relationships between these measures and decision related measures (e.g., task 
difficulty). The initial reliability analysis of each scale revealed relatively low internal 
consistency for all the five subscales of the personality scale (Extraversion, Agreeableness, 
Conscientiousness, Neuroticism, and Openness) used in the present study. The Cronbach 
alphas for each subscale were as follows: Extraversion (α= .398, M= 7.18, SD= 1.36), 
Agreeableness (α= .15, M= 7.84, SD= 1.30), Conscientiousness (α =.27, M= 7.86, SD= 1.33), 
Neuroticism (= .59, M= 5.98, SD= 1.90), and Openness (α =.39, M= 7.08, SD= 1.74). Due to 
the low alpha reliabilities, I did not include the personality scale in this study and thus it is 
not to be discussed further.  
Goal orientation, locus of control, and self-efficacy are motivational constructs that 
have been studied in several educational contexts as predictors of individuals’ learning, 
affect, and performance. Research on goal orientation has focused on understanding the 
purposes guiding students’ achievement behavior and their patterns of engagement in an 
achievement task (Kaplan & Maehr, 2007). VandeWalle (1997) defined three dimensions of 
goal orientation as follows:  
1. A learning (mastery) goal orientation is a focus on developing one's competence 
by acquiring new skills, mastering new situations, and learning from experience. 
2. A proving (performance approach) goal orientation is a focus on demonstrating 
one's competence and the gaining of favorable judgments from others. 
3. An avoiding (performance avoidance) goal orientation is a focus on avoiding 
negation of one's competence and the avoiding of negative judgments from 
others. (p. 1000) 
Several studies have found that the mastery goal orientation is positively related to 
students’ higher self-efficacy beliefs, their willingness to engage in challenging tasks, their 
tendency to spend more time and cognitive effort on an achievement task, and their use of 
deeper learning strategies to accomplish a complex task (Bandura 1997; Dweck & Leggett, 
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1988; Elliott & Dweck, 1988; Fisher & Ford, 1998; Phillips & Gully, 1997; Pintrich & 
Garcia, 1994; Steele-Johnson, Beauregard, Hoover, & Schmidt, 2000). The performance 
approach and performance avoidance goal orientations have been associated with students’ 
use of surface learning strategies, their tendency to avoid challenging tasks, their expenditure 
of lower effort and persistence on complex tasks, and their lower self-efficacy beliefs 
(Dweck & Leggett, 1988; Harackiewicz, Barron, & Elliot, 1998; Pintrich & Garcia, 1994; 
Stevens & Gist, 1997). Accordingly, students’ learning and performance, especially in 
complex tasks, have been positively related to higher mastery goal orientation and lower 
performance approach and performance avoidance goal orientations (Ames, 1992; Dweck, 
1999; Elliott & Dweck, 1988; Fisher & Ford, 1998; Phillips & Gully, 1997; VandeWalle, 
Brown, Cron, & Slocum, 1999). 
Self-efficacy has been probably one of the most studied motivational constructs in 
educational literature. Bandura (1986) defined self-efficacy as “people's judgments of their 
capabilities to organize and execute courses of action required to attain designated types of 
performances” (p. 391). A large body of research evidence has shown self-efficacy as a 
positive predictor of student performance in various academic tasks (Bandura, 1977; Pajares, 
1996; Pajares & Johnson, 1994; Pintrich & Schrauben, 1992; Schunk, Pintrich, & Meece, 
2008). Additionally, research has proved positive relationships among self-efficacy, effort, 
and persistence. Higher self-efficacy leads to higher motivation to engage in challenging 
tasks, expend more time and effort to achieve a complex task, and to employ productive 
learning strategies which all lead to superior performance and learning (Bandura, 1977; 
Bandura & Schunk, 1981; Bandura & Wood, 1989; Greene & Miller, 1996; Locke, 
Frederick, Lee, & Bobko, 1984; Pintrich & De Groot, 1990; Pintrich & Schunk, 1996). 
Locus of control refers to the degree to which individuals perceive that the outcomes 
of their behavior are under their control (internal locus of control) or contingent on external 
factors, chance, or controlled by powerful others (external locus of control) (Rotter, 1966, 
1990). Studies have shown that locus of control is related to individuals’ self-efficacy and 
achievement on academic tasks (Phillips & Gully, 1997; Wilhite, 1990). That is, higher 
internal locus of control leads to higher self-efficacy and performance. 
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Task value is another motivational construct that has been shown to affect 
individuals’ performances, willingness to pursue a learning task, and their persistence over 
time. According to the expectancy-value theory of motivation, the components of tasks 
values, as defined by Eccles et al. (1983), include: (a) importance as attainment value, (b) 
usefulness as utility value, (c) enjoyment as intrinsic value, and (d) cost. Several researchers 
have found that students’ interests towards a subject domain and their decision to engage in a 
task were strongly predicted by their subjective task values (Eccles, 2005; Horvath, 
Herleman, & McKie, 2006; Pintrich & Schrauben, 1992; Wigfield & Eccles, 1992; Wigfield 
& Eccles, 2000; Wigfield, Tonk, & Eccles, 2004). 
Despite the considerable interest on the abovementioned individual difference 
measures in studying individuals’ learning and performances in several academic tasks, few, 
if any, studies have examined the relationships between individual differences and decision 
features. Therefore, this study is aimed at exploring the relationships among individual 
differences and decision related measures in the context of students’ working on complex 
decision tasks in three case based environments. 
Study Purposes 
Evidence shows that providing students with cases related to dealing with practical 
issues in applied fields can be an effective alternative to direct instruction. For example, case-
based reasoning, traditional worked examples, and faded worked examples each have 
empirical studies demonstrating that they can lead to student learning (Jonassen, 1999). 
However, the theories underlying each method imply different principles for the design of 
learning environments. Furthermore, no study has compared case-based reasoning with 
worked examples in terms of the effect of each method on preservice teachers’ decision 
making. Therefore, the purposes of this study are to compare and determine the impact of 
these three types of case-based learning environments on preservice teachers’ learning and 
decision making processes associated with classroom management issues, and to examine 
relationships among decision-making style and motivational variables and performance in 
this context. To achieve the first purpose, the three types of cases-based learning 
environments were compared:   
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1. The standard case-based learning environment which presents students with a 
problem situation to solve or come to a decision about, and asks students to read 
related cases before solving the problem or coming to a decision about the 
problem cases. 
2. The traditional worked examples learning environment which presents students 
with multiple worked examples to study and then presents students with decision 
cases which they must solve or come to a decision about.  
3. A newer faded worked example learning environment which presents students 
with a few fully worked examples, then presents students with a few partially 
worked examples which the students must complete, then presents students with 
decision cases that the students must solve or come to a decision about 
completely.   
In addition, this study explored the relationships among student characteristics 
(decision making style, goal orientations, locus of control, task value, and self-efficacy) and 
decision related measures during students’ engagement in decision tasks in the three 
conditions. As part of an educational psychology class, students completed one of the three 
treatments above and were assessed subsequent to completing the treatment. The major 
research questions guiding this study are: 
1. Do the three conditions differ in terms of students’ interaction with decision 
tasks?  
2. Do the exogenous variables (individual differences) relate to students’ interaction 
with decision tasks?   
3. Do the three conditions in performance lead to differences on the post treatment 
assessment?  
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Method 
Context 
The study took place in ‘Educational Psychology of Young Learners’, a 3-credit 
hours course open only to majors in Early Childhood Education (ECE) or Elementary 
Education (ELED) offered in a large university in the midwestern United States. Students in 
these two majors are predominately female; in Spring, 2010, the percentage of females were 
99% in ECE and 87% in ELED, overall of 89% female across the two majors. The 
population of these two majors in the institution consisted of approximately 79% ELED and 
21% ECE majors.  
The research study discussed in this paper was woven into computer-based activities 
designed to improve students’ understanding of classroom management. All students in the 
class were expected to complete these activities; students who completed the activities 
received class participation points, a normal part of the course. Students could elect to allow 
their data to be used in the study or not. The instructor remained ignorant of students who 
elected to have their data used as part of the research study and all grading was independent 
of participation status in the study.   
This class focuses on theories, research, and classroom practice implications about 
learner differences, learning and cognition, motivation, effective learning environments and 
teaching, including classroom management, and classroom and standardized assessment 
techniques and practices. The class met on a twice-weekly basis from early January through 
mid-May. The class structure included lecture and discussion, examinations, two group 
projects, and in-class assignments and activities. The students had been divided into groups 
on the basis of interest. The course instructor frequently included in-class educational 
situations and examples, some on video that student groups had to react to and analyze. Each 
group was expected to turn in a written response to many of these activities. Students have 
completed two human development courses prior to this class, and most typically are 
sophomores or juniors. As part of regular assignments in the class, students were assigned to 
complete the experimental materials and received participation points in the class for 
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completing them. They had been assigned text on and had lectures and class activities on 
classroom management before completing the experimental materials. Students gave 
permission to use their data in the research. The study was approved by the University’s 
Institutional Review Board. 
Participants 
The initial potential sample included 95 students who completed the individual 
differences questionnaires during the second week of the semester. Complete data were 
available for 71 students; students were lost through course drops (10), failure to complete an 
experimental activity (11), or because they did not give consent for their data to be used for 
research (3).  
The gender composition of the sample closely approximated that of the population of 
majors. Males represented a smaller proportion of the sample (14.1%; n=10) than females 
(85.9%; n=61). Similarly, the sample strongly represented the population of the ELED and 
ECE majors in the institution; 78.9% of the students (n=56) indicated their major as ELED 
and 21.1% of students (n=15) indicated it as ECE. More than ninety percent of students were 
between the ages of 20 and 23. The majority of students were in their second (50.7%; n=36) 
or third (43.7%; n=31) years of college; in the plan of study, the course is programmed to be 
taken in the second year. Many students transfer into ECE or ELED and must complete it 
later in their course sequence. In addition, the compositions of the samples within each of the 
two majors closely matched in terms of gender, age, GPA, ACT scores, number of previously 
taken psychology and education credits, total credit hours taken in the semester, and hours of 
study students expected to spend on the course. Appendix A-1 summarizes demographics 
and educational background of the students participated in the study. 
Study Design 
A one factor, three group, between-subjects experimental study was conducted to 
investigate the effects of three instructional treatments on students’ decision making. 
Students were randomly assigned into one of three conditions: (a) Case-based Reasoning, (b) 
Traditional Worked-Examples, and (c) Faded Worked-Examples. In each condition, students 
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used an instructional computing system that presented cases or worked examples, dealing 
with conflict and classroom rules, to teach classroom management. Condition constituted the 
independent experimental variable in the study.  
Instructional Materials  
In each condition, students studied cases or worked examples related to classroom 
management issues such as dealing with conflict and classroom rules. Based on the principles 
and assumptions derived from each instructional method, different versions of the learning 
environment were designed and prepared as online learning environment using the tool called 
Drupal. Drupal is an open-source content management system used to design and develop 
online learning environments (http://drupal.org/). It also records students’ responses and time 
spent to complete the activities. The following paragraphs describe the design process for the 
cases and learning environments. 
I used a set of questions adapted from (Bowers, Kenehan, Sale, & Doerr, 2000) as 
guidance in the process of designing cases and computer-based learning environments. The 
questions are listed below: 
1. Who are the learners? 
2. What is the content/topic about? 
3. What are the instructional goals of the case? 
4. What is the scope of the case? 
5. What multimedia features can be developed to best reach these goals? 
I used the demographic and educational background questionnaire and the course 
instructor’s observations to identify the general profile of the learners. The participants were 
mostly sophomore and junior students who had completed much of their general content 
requirements in academic subjects, but were early in their required sequence of teaching 
pedagogy courses. Most of the students had little experience in classrooms in a teaching role. 
The positive effects of cases and worked examples on novices’ learning and skill 
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development have been well established in the literature. Therefore, I expected that students 
would benefit from the instructional approaches described here. 
I selected ‘dealing with classroom management issues’ as the domain content to be 
learned as for the reason that it is one of the key areas of successful teaching on which 
preservice teachers are not well prepared. In terms of identifying the instructional goals of 
the case I considered the skills I hope students to accomplish through the use of the cases. 
First, I created two general goals associated with each other; (a) understanding the 
complexity of real life classroom management, (b) understanding teachers’ decisions and 
reasons for and consequences of those decisions in the context of dealing with classroom 
management issues. Second, I reviewed a number of educational psychology and classroom 
management books and online resources (videos, case collections etc.) to collect cases related 
to the general goals. As I was reviewing the resources, I also specified the content of the 
cases which students were expected to comprehend. The domain content I decided on 
included classroom rules and routines, prevention strategies, control strategies, and guidance 
strategies. Then, I examined the vast number of resources to select the most appropriate cases 
which were relevant to the goals and the content and which were realistic, engaging, 
challenging, and instructional (e.g., involving teacher decision making, presenting methods 
that work and those that did not work, and describing lessons learned). However, I could not 
find enough cases that met the criteria indicated above. I thus either created new cases by 
combining information from different books or online materials or adapted some cases that 
would incorporate the content and goals we specified.  
After elaborated discussions and revisions with my major professor, I decided on the 
two sets of cases, each set including two study cases and a problem case to be used in the 
study. Then I sent each set of cases to two faculty experienced in classroom management and 
teaching methods in elementary level. I also included a list of questions that I wanted them to 
consider while examining the cases. These questions are provided in Appendix A-2. Soon 
after I received feedback from faculty, I finalized the cases. Therefore, the cases used in 
instruction consisted of six cases involving typical classroom management issues selected 
from instructional materials designed for pre-service teachers. Four cases were used as cases 
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to be studied in the case based reasoning condition and as worked-examples in the worked-
examples conditions. The remaining two cases were used as problem cases about which 
participants made decisions. All the cases and worked examples in each condition are 
provided in Appendix A-3. 
In terms of designing the computer-based learning environments, I considered 
specific implications of each method to instructional design. For the cases in the case-based 
reasoning condition, because of CBR’s emphasis on realistic cases, I kept the contextual 
details and irrelevant information. For the cases in the worked and faded example conditions, 
because of their emphasis on minimizing cognitive load, I removed any irrelevant 
information that was not particularly related to experts’ classroom management decisions, 
and I highlighted critical points to help students focus on the most relevant issues. 
Additionally, I employed backward fading in the faded worked example condition; omitted 
the last solution step in the first case and last two solution steps in the second case. With 
respect to the interface design, I considered design principles so that the interface was easy to 
navigate, had consistent structure, and provided students with guidance in the form of simple 
directions. Appendix A-4 contains copies of the computer screens seen by the students in 
each of the conditions.   
Furthermore, in this study, I adapted Owensby and Kolodner’s (2002) Case 
Interpretation and Case Application tools to scaffold students’ cognitive processing as they 
analyzed the expert cases and apply them to their challenge case. Figure 1 shows the Case 
Interpretation Tool. The left frame of the tool displays the case being analyzed and right 
frame displays scaffolds in the form of questions. Similarly, Figure 2 shows the Case 
Application Tool. In its left frame is the problem case to be solved and in its right frame are 
the scaffolding questions. I expected that these tools would scaffold students’ reasoning and 
analysis as they use expert cases or worked examples to reason and help them develop their 
ability to justify their decisions.  
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Figure 1 
Case Interpretation Tool 
 
Figure 2 
Case Application Tool 
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Individual Difference Measures (Exogenous Variables) and Dependent (Performance) 
Measures 
The primary research question was whether the experimental treatments would 
influence post treatment performance in classroom management decisions. I was also 
interested in whether the students in the different treatments interacted differently with the 
decision tasks, and whether the individual difference measures were related to students’ 
interaction with the tasks. The individual differences and performance measures and the 
specific operational research questions to which they contributed are described below.   
Individual difference measures 
Individual difference measures were obtained through a questionnaire administered to 
all students during the second week of the semester. A copy of the questionnaire is presented 
in Appendix A-5. This questionnaire had subsections that assessed the following variables.  
Academic and demographic background questionnaire  
Students were asked to provide information about their age, gender, class level, 
major, GPA range (1=less than 1.6, 6=3.6-4.00), ACT score range (1=less than 17, 10=more 
than 24), number of credit hours completed in psychology and education, number of credit 
hours in which they were currently enrolled, number of hours they expected to spend in 
studying for the course, and reasons for taking the course.  
General decision making style questionnaire 
I used Scott’s and Bruce’s (1995) general decision making style (GDMS) 
questionnaire. A number of researchers reported high internal consistency of the GDMS 
scale (Cronbach alpha was .87 for the spontaneous style, between .77 and .85 for the rational 
style, between .78 and .84 for the intuitive style, between .68 and .86 for the dependent style, 
and between .93 and .94 for the avoidant style) (Loo, 2000; Scott & Bruce, 1995; Thunholm, 
2004). The Cronbach alphas in the present study were .71 for intuitive style (M= 19.08, SD= 
2.88), .69 for rational style (M= 19.55, SD= 2.71), .53 for dependent style (M= 18.79, SD= 
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2.70), .89 for avoidant style (M= 12.34, SD= 4.54), and .83 for spontaneous style (M= 14.02, 
SD= 3.77).  
Goal-orientations questionnaire 
I used the personal achievement goal orientations questionnaire, created by Midgley 
et al. (1998), to assess students’ purposes for engaging in achievement tasks. The three 
achievement goal orientations described by Elliot (1999) are as follows: Mastery goal 
orientation (α= .85), performance approach goal orientation (α= .89), and performance 
avoidance goal orientation (α= .74). Participants responded using a 5-point scale ranging 
from 1= Not At All True to 5= Very True. The reliability coefficients in the present study 
were .87, .87, and .73 for mastery goal orientation, performance approach goal orientation, 
and performance avoidance goal orientation, respectively. Scale means were 20.83 (SD= 
3.64) for mastery goal orientation, 12.81 (SD= 4.39) for performance approach goal 
orientation, and 11.98 (SD= 3.60) for performance avoidance goal orientation. 
Motivated strategies for learning questionnaire 
Items from Pintrich, Smith, Garcia, and McKeachie’s (1991) motivated strategies for 
learning questionnaire (MSLQ) were used in order to assess students’ perceived self-efficacy, 
task value, and locus of control. The first scale, self-efficacy, included 7 items (α= .93), task 
value included 6 items (α= .90), and locus of control included 4 items (α= .68). Participants 
rated their agreement with each item using a 5-point scale ranging from 1= Not At All True 
to 5= Very True. The reliabilities of each scale in the present study were .944 for self-
efficacy, .910 for task value, and.731 for locus of control. Scale means were 36 (SD= 7.16) 
for self-efficacy, 31.46 (SD= 6.98) for task value, and 20.7 (SD= 4.06) for locus of control. 
Pre and posttests 
A pretest including 11 questions (8 multiple-choice and 3 open-ended questions) 
related to classroom management was used to assess students’ prior knowledge. A posttest, 
similar to the pretest, was used to measure the changes, if any, in students’ performances. 
This paper focuses on the analysis of 8 multiple-choice questions on the pre and posttests. 
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The pre and post performance tests are provided in Appendix A-6. The items on the posttest 
were created to assess similar concepts as the items on the pretest. Table 2 provides examples 
of the items.  
The Cronbach alpha values for the overall pre and posttest scores were way below the 
acceptable value, which is generally proposed as 0.7 or above. This implies that the items in 
pre and posttest may measure multiple attributes rather than one common attribute. A series 
of factor analyses were conducted to combine items into a few dimensions. However, results 
indicated that eight questions in each test clustered under six factors and inter-item 
correlations were low. Therefore, I conducted data analyses using individual items in both 
pre and posttest, instead of using the whole summated scale. Subsequent analyses on 
individual items did not reveal a consistent pattern or meaningful results across the tests. 
Therefore, I only included one set of analyses in which students’ right responses on the 
posttest was predicted by their responses on the pretest and the treatment condition. Other 
analyses and coding based on individual scale items are presented in Appendix A-7. 
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Table 2 
Examples of multiple-choice items on the pre and posttests 
Pretest question Posttest question 
As Lucas hurries past Melanie to get to his seat in 
Math class, he unintentionally knocks Melanie’s 
loose-leaf notebook off her desk. The notebook 
falls to the floor, and some of the pages fall out. 
Lucas is obviously embarrassed and offers to 
help put the notebook back together again. As a 
result of the disturbance, Ms. Al-Ciad must wait 
a bit before she can begin class. Which one of the 
following is most likely the best decision that 
Ms. Al-Ciad should make in response to Lucas’s 
behavior? 
A. Ignore it. 
B. Remind the class of the importance of 
respecting other people’s possessions. 
C. Have a private conference with Lucas 
about the importance of being careful. 
D. Impose a mild punishment—for instance, 
have Lucas stay after school for 10 minutes. 
 
Afyia turns around quickly in the computer room 
and happens to bump Ailen. With a loud noise, 
Ailen drops her book and papers and falls into 
Dwayne. Afyia tells Ailen and Dwayne, she is 
sorry and helps Ailen pick up the papers and 
book. Ms. Fountaine must stop the lesson and 
make sure no one was hurt, so it takes a few 
minutes for the class to get started again. From 
the perspective of classroom management and 
creating an effective learning environment, Ms. 
Fountaine should: 
A. Not take any action with Afyia unless this 
is a common behavior pattern. 
B. Make an announcement to the whole class 
that the computer lab is crowded and people 
need to be careful when moving. 
C. Talk to Afyia in a one-on-one conference 
about being careful in his movements. 
D. Have Afyia stay in from recess for one 
day to help him remember to be careful. 
Mental effort, task difficulty, and decision confidence questionnaire 
Invested mental effort and task difficulty, assessed during the instructional treatments, 
were measured through Paas’(1992) two-item cognitive load questionnaire. After finishing 
each problem case, participants rated their perceived mental effort on a 7-point scale ranging 
from 1= Very very low mental effort to 7= Very very high mental effort. Participants also 
indicated how difficult they felt the problem was using a scale ranging from 1= extremely 
easy to 7= extremely difficult. In addition, the participants’ confidence on the decisions they 
just made while solving the problem cases was assessed with a one-item questionnaire 
adapted from Dunwoody, Haarbauer, Mahan, Marino, and Tang (2000). Participants 
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responded on a 7-point scale ranging from 1= Not confident to 7= Very confident. Cronbach 
alphas for mental effort, task difficulty, and decision confidence in this study were .75, .72, 
and .78. Scale means were 8.68 (SD= 2.31) for mental effort, 5.14 (SD= 2.15) for task 
difficulty, and 9.50 (SD= 2.43) for decision confidence. The mental effort, task difficulty, 
and decision confidence questionnaire is provided in Appendix A-8. These three measures 
were used to examine if there were any group differences in terms of students’ perceived task 
difficulty, mental effort, and decision confidence about solving classroom management 
problems, if these measures changed from the first to the second problem case, and if there 
were any relationships between these measures and individual difference variables.  
Time and word count 
Using the data stored in the online learning environments, time students spent to 
complete the tasks in module 1, module 2 and total time they spent to complete both 
modules, and the total number of words they wrote in their responses to the case 
interpretation and case application questions were calculated for each treatment group. The 
data were used to examine if groups differed in terms of time and total number of words, and 
if time taken to complete the tasks changed from module 1 to module 2, and if these 
measures were related to individual differences. In order to counterbalance the total number 
of words across the groups, the number of words group 3 students wrote for the additional 
eight questions were eliminated. Therefore, the wordcount data for each group was calculated 
based on students’ responses to case interpretation questions for four example cases (a total 
of 16 questions) and case application questions for two problem cases (a total of 10 
questions).  
Procedure 
The materials used as part of the study were integrated into the instruction in the class 
and were part of course requirements for all students. Students completed questionnaires 
including demographics and educational background, decision making styles, goal 
orientations, and motivation during the second week of the class. The individual difference 
variables were reported back to students, referred to at relevant times in the class, and used as 
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part of an action research activity near the end of the assessment unit in the class. The 
computer experimental materials were integrated into the unit on the classroom management 
and were administered in March. Students completed the pretest during 45 minutes of a 
normal 1.25 hour class period in the third week of March. At that time, students were told to 
go to computer labs instead of the lecture hall for the next two class periods to utilize 
computer-based instructional materials involving classroom management. A description of 
the study was provided as part of the class session. Individuals who were willing to consider 
having their data included in the research were identified. Each received the Letter of 
Consent, and they were asked to return the signed Letter of Consent if they wished to allow 
their data from the initial questionnaires and the experimental study to be used as part of the 
research study. The class instructor left the room during this time period and was never 
informed which students agree to contribute their data to the research.   
One day before the first session of the intervention, each student received an email 
that provided them with a brief introduction to the study and the username and password 
required to login to the learning environment. On the day of intervention, all participants 
across all groups participated at the same time, but each group was assigned a different 
computer laboratory. According to their assigned condition, each student received an 
instruction sheet for the first session which guided them through the specific tasks required 
for their condition. In addition, a proctor was present in each computer laboratory to answer 
students’ questions and deal with technical problems. Students followed similar procedures 
during the second session of the intervention. The instruction sheets that each group received 
for the first and second sessions are presented in Appendix A-9. 
The activity steps students in each treatment group followed during the intervention 
are described below. 
Case-based reasoning condition 
In the first session of the case-based reasoning condition (module 1), students were 
provided with a problem case to solve. Two similar related cases were associated with each 
problem case. The students were asked to review these related cases before solving the 
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problem case. After each related case, students were asked to answer a set of questions 
presented in the case interpretation tool. After reviewing and analyzing the two related cases, 
the students were referred back to the problem case and asked to solve it following the 
prompts provided in the case application tool. Specifically students were asked to use the 
information and knowledge in the reviewed cases to generate alternative solutions to the 
problem, evaluate the alternatives, make a decision, and generate an explanation justifying 
their decision. Students followed the same steps in the second session (module 2). Then 
students completed the posttest at the end of the second session.  
Traditional worked example condition 
In the first session (module 1), students first received two complete worked examples 
including explicit solution steps and annotations of the relevant principles for each step. After 
each worked example, students used the same case interpretation tool to answer a set of 
questions about teachers’ decisions and the reasons for those decisions. Then the students 
solved the first problem and explained and justified their decisions using the case application 
tool. In the second session (module 2), they received fully worked examples 3 and 4 and 
analyzed them using the case interpretation tool. Next, they completed the second problem 
case and explained and justified their decisions using the case application tool. Then, 
students completed the posttest.  
Faded worked example condition 
The first two worked examples in the faded worked example condition and the 
procedures followed were the same as those in the first session of the traditional worked 
example condition. Students in the faded condition then received two partially worked 
examples in the first session (module 1). These third and fourth worked examples included 
incomplete sections and students were asked to fill in the incomplete information and provide 
justifications for their choices. In the second session (module 2), students received two 
problem cases in which they were asked to provide alternative solutions to the problem, 
evaluate the alternatives, make a decision, and provide an explanation justifying their 
decision by using the same case application tool. Then students completed the posttest.  
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Therefore, students in each condition interacted with a total of four study cases, in 
different forms based on the condition, and two problem cases that were the same across the 
conditions. Appendix A-10 summarizes the activity steps students in each treatment group 
followed during the intervention. 
The specific research questions that guided this study were as follows: 
Research Question 1: 
a. Were there any differences among groups in terms of decision making styles, 
goal orientations, locus of control, self-efficacy, and task value?  
b. Were there any significant relationships between individual differences and 
decision-related measures (time spent to complete modules, total number of 
words students wrote in module 1 and 2, task difficulty, mental effort, and 
decision confidence)? 
Research Question 2:  
a. Did the time taken to complete tasks change from module 1 to module 2?  
b. Was there a group and time interaction in terms of the time spent to complete 
each module?  
Research Question 3: 
a. Did task difficulty, mental effort, and decision confidence change from the 
first problem case to the second problem case?  
b. Was there a group and time interaction on these variables? 
Research Question 4: 
a. Were there any differences among groups in terms of total number of words 
students wrote in module 1 and 2?  
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b. Did dependent decision making style and treatment group have any impact on 
the number of words students wrote in module 1 and 2? 
Research Question 5:  
a. Did students’ responses on the matched pretest item and the treatment group 
predict the probability that a student would select the right response on the 
posttest item? 
Data Screening 
I examined the data to determine if it met normality assumptions and if variances 
were approximately equal across the groups. The results of this initial data screening 
indicated that the groups had equal variances for the majority of the variables, but revealed a 
violation of normality assumptions in a number of variables examined for each group or 
treatment. Appendix A-11 presents the data screening results including descriptives, 
normality tests, and homogeneity of variance tests. 
According to the results of data examination, there were both normal and positively 
or negatively skewed variables in the data set. Therefore, I decided to conduct both 
parametric and non-parametric statistical methods in data analyses. Comparison of the 
methods indicated similar results for the parametric and non-parametric tests; therefore I 
presented the parametric test results in this paper. A complete description of the data analysis 
is included in the results section below. 
Results 
Research Question 1  
Research Question 1 consisted of two parts. The first part asked if there were any 
differences among the groups in terms of decision making styles, goal orientations, locus of 
control, self-efficacy, and task value. 
To answer the first part of the research question 1, I conducted a one-way ANOVA 
on each of the five decision making styles, three goal orientations, locus of control, task 
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value, and self-efficacy. Table 3 reports the means, stfandard deviations, Cronbach alphas, 
and significant levels, and etas for each of the condition and decision making styles. The 
analyses indicated significant differences in rational decision making style across the three 
conditions, F(2,68)= 3.44, p< .05, ηp
2= 0.09. Levene’s test revealed equal variances between 
the groups (F= .55, p= .578). There were no significant differences on the other four decision 
making styles. Tukey post-hoc comparisons of the three groups showed that students in the 
faded worked example group had higher scores of rational decision style than the students in 
the worked example group. Comparisons between the case based reasoning group and the 
other two groups were not statistically significant. However, it should be noted that if the 
significance levels are adjusted using the Bonferroni procedure, the difference in rational 
decision making would not be significant. 
Table 3 
A one-way ANOVA on the five decision making styles by group 
 
Case-based 
Reasoning 
Worked 
Example 
Faded 
Worked 
Example 
 
 M M M α F p ηp
2 
Intuitive 3.69 (0.61) 3.81 (0.58) 3.99 (0.52) .71 1.71 .188 0.05 
Dependent 3.74 (0.57) 3.84 (0.53) 3.72 (0.52) .53 0.33 .719 0.01 
Rational 3.96 (0.52) 3.71 (0.57) 4.10 (0.44) .69 3.44 .038 0.09 
Avoidant 2.49 (0.81) 2.70 (1.07) 2.19 (0.81) .89 1.88 .161 0.05 
Spontaneous 2.91 (0.72) 2.84 (0.90) 2.65 (0.64) .83 0.74 .482 0.02 
Note. ηp
2 = partial eta square, df = 2 for all analyses. Standard deviations appear in 
parentheses. 
The results of the ANOVA tests on three goal orientations, locus of control, task 
value, and self-efficacy showed no significant differences among the three conditions; 
F(2,68)= 2.19, p> .05, ηp
2= 0.06 for mastery goal orientation; F(2,68)= .16, p> .05, ηp
2= 0.01 
for performance approach goal orientation; F(2,68)= .23, p> .05, ηp
2= 0.01 for performance 
avoidance goal orientation; F(2,68)= 1.59, p> .05, ηp
2= 0.46 for locus of control; F(2,67)= 
2.60, p> .05, ηp
2= 0.07 for task value; F(2,67)= 2.39, p> .05, ηp
2= 0.07 for self efficacy. 
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The second part of the research question 1 asked if decision making styles, goal 
orientations, locus of control, task value, and self-efficacy were related to time spent to 
complete modules, total number of words students wrote in module 1 and 2, task difficulty, 
mental effort, and decision confidence. To answer the research question, Pearson correlations 
were computed between the individual difference measures (decision making styles, goal 
orientations, locus of control, task value, and self-efficacy) and decision-related measures 
(time spent to complete modules, total number of words students wrote in module 1 and 2, 
task difficulty, mental effort, and decision confidence). 
According to the results, task difficulty was significantly and negatively correlated 
with mastery goal orientation (r(68)= -.46, p< .01), locus of control (r(68)= -.43, p< .01), task 
value (r(67)= -.33, p< .01), and self-efficacy (r(67)= -.42, p< .01). Therefore, students with 
high mastery goal orientation, internal locus of control, task value, and self efficacy tended to 
perceive that the decision tasks were not very difficult. Similarly, mental effort was 
significantly and negatively related to locus of control (r(68)= -.38, p< .01) and self-efficacy 
(r(67)= -.39, p< .01) suggesting that students with high locus of control and self efficacy 
tended to perceive that they spent low mental effort to complete the tasks. Additionally, the 
results indicated a significant and positive correlation between the total number of words 
students wrote in module 1 and 2 and the dependent decision making style, r(71)= .41, p< 
.01, indicating that dependent decision makers tended to write a greater number of words 
when completing decision tasks. Table 4 presents the correlations between the individual 
difference measures and decision-related measures. 
In summary, the results of the Research Question 1 showed significant differences in 
rational decision making style across the three conditions. Students in the faded worked 
example group had higher scores of rational decision style than the students in the worked 
example group. However, if the significance levels are adjusted using the Bonferroni 
procedure, the difference in rational decision making would not be significant. In addition, 
there were no group differences in terms of goal orientations, locus of control, task value, and 
self-efficacy. 
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In regards to the relationships among the individual difference measures and 
decision-related measures, the results revealed that high mastery goal orientation, internal 
locus of control, task value, and self efficacy were related to low perception of task difficulty. 
Similarly, students with high locus of control and self efficacy tended to perceive that they 
spent low mental effort to complete the tasks. Additionally, there was a significant and 
positive association between the total number of words students wrote in module 1 and 2 and 
the dependent decision making style. 
Research Question 2  
Research question 2 asked if the time taken to complete tasks changed from module 1 
to module 2 and if there was a group and time interaction in terms of the time spent to 
complete each module. To answer research question 2, I conducted a two-way mixed-design 
ANOVA with time as the within-subjects variable and group as the between-subjects 
variable. Table 5 reports the means and standard deviations on the time taken to complete 
tasks in module 1 and 2. The repeated measures ANOVA results revealed significant time 
main effect, F(1,68)= 95.04, p< .001, ηp
2= 0.58. Students spent more time on module 1 than 
on module 2. However, neither the group main effect nor the time and group interaction 
effect were significant, F(2,68)= 1.70, p> .05, ηp
2= 0.05; F(2,68)= 1.18, p> .05, ηp
2= 0.03 
respectively. Table 6 summarizes the results of the repeated measures ANOVA.  
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Table 4 
Pearson correlations between the individual difference measures and decision-related measures 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Individual Difference 
Measures 
           
   
1. Intuitive 1               
2. Dependent .05 1              
3. Rational .34** .34** 1             
4. Avoidant -.24* .25* -.25* 1            
5. Spontaneous .36** -.20 -.08 .31** 1           
6. Locus of 
Control 
-.03 .11 .09 -.08 -.25* 1       
   
7. Task Value .08 .27* .24* -.10 -.19 .66** 1         
8. Self Efficacy .05 -.04 .13 -.08 -.06 .73** .66** 1        
9.Mastery G.O. .19 .08 .27* -.27* -.14 .42** .59** .38** 1       
10. Performance  
Approach G.O. 
.05 .12 -.06 .27* .24* -.05 .20 .10 .20 1   
   
11. Performance 
Avoidance G.O. 
.07 .06 .06 .12 .17 -.06 .21 .11 .12 .69** 1  
   
Decision-related 
Measures 
           
   
12. Task 
Difficulty 
.06 -.05 -.08 .13 .21 -.43** -.33** -.42** -.46** .01 .03 1 
   
13. Mental 
Effort 
.08 .01 .00 .07 .11 -.38** -.18 -.39** -.15 .03 .09 .41** 
1   
14. Confidence -.17 -.02 .12 .05 .16 .01 .05 -.08 -.08 -.19 -.14 -.29* -.07 1  
15. Wordcount -.06 .41** .09 .05 -.08 .01 .01 -.03 -.00 -.05 -.14 -.18 -.03 .10 1 
16. Time -.07 .10 .02 .03 .01 -.08 -.04 -.04 -.11 .02 .10 -.00 .10 .09 .39** 
Note. * = p< .05, ** = p < .01, *** = p < .001. 
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Table 5 
Means and standard deviations (in parentheses) on the time taken to complete tasks in 
module 1 and 2  
 
Case-based 
Reasoning (n=25) 
Worked Example 
(n=23) 
Faded Worked 
Example (n=23) 
  M  M  M 
Time (Module 1) 41.93 (14.81) 36.98 (8.75) 36.19 (7.64) 
Time (Module 2) 31.98 (9.98) 27.66 (8.98) 29.40 (9.83) 
Table 6 
Two-way mixed design ANOVA with a within-subjects factor of time taken to complete 
modules and a between-subject factor of group  
Source SS df MS F p ηp
2 
Time 2675.16 1 2675.16 95.04 .000 0.58 
Group 632.19 2 316.10 1.70 .190 0.05 
Time x Group 66.25 2 33.12 1.18 .314 0.03 
Error (Time) 1913.97 68 28.15    
Error (Group) 12612.43 68 185.48    
In summary, the results of the Research question 2 indicated that students spent more 
time on module 1 than on module 2. However, there were not any group differences in terms 
of the time spent on each module. 
Research Question 3  
Research question 3 asked if task difficulty, mental effort, and decision confidence 
changed from the first problem case to the second problem case and if there were any time 
and group interactions on these variables.  
To answer research question 3, I conducted three two-way mixed model ANOVAs 
with time as the within-subjects variable (task difficulty, mental effort, and decision 
confidence measured at two different times) and group as the between-subjects variable. 
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Table 7 summarizes the means and standard deviations for each of the conditions and task 
difficulty, mental effort, and decision confidence measures on the two problem cases. 
According to the results of the repeated measures ANOVAs, for each measure, the analyses 
revealed no significant time main effect (F(1,66)= 0.51, p> .05, ηp
2= 0.01 for task difficulty; 
F(1,66)= 2.96, p> .05, ηp
2= 0.04 for mental effort; F(1,66)= 1.81, p> .05, ηp
2= 0.03 for 
decision confidence), no significant group main effect (F(2,66)= 1.15, p> .05, ηp
2= 0.03 for 
task difficulty; F(2,66)= 0.14, p> .05, ηp
2= 0.00 for mental effort; F(2,66)= 1.20, p> .05, ηp
2= 
0.04 for decision confidence), and no significant time and group interaction effect (F(2,66)= 
0.01, p> .05, ηp
2= 0.00 for task difficulty; F(2,66)= 1.04, p> .05, ηp
2= 0.03 for mental effort; 
F(2,66)= 0.04, p> .05, ηp
2= 0.00 for decision confidence). 
Table 7 
Means and standard deviations (in parentheses) on task difficulty, mental effort, and decision 
confidence measured at two different times by group 
 
Case-based 
Reasoning (n=25) 
Worked Example 
(n=22) 
Faded Worked 
Example (n=22) 
  M  M M  
Task Difficulty (Problem 1) 2.28 (1.02) 2.55 (1.60) 2.77 (1.07) 
Task Difficulty (Problem 2) 2.40 (1.00) 2.64 (1.36) 2.86 (1.28) 
Mental Effort (Problem 1) 4.24 (1.42) 4.32 (1.29) 4.09 (1.38) 
Mental Effort (Problem 2) 4.64 (1.35) 4.27 (1.32) 4.45 (1.37) 
Confidence (Problem 1) 5.08 (1.58) 4.86 (1.28) 4.50 (1.14) 
Confidence (Problem 2) 4.88 (1.22) 4.64 (1.36) 4.36 (1.33) 
In summary, the results of the Research question 3 showed students’ perceptions of 
task difficulty, mental effort, and decision confidence did not change from the first to the 
second problem case. In addition, there were no group differences on these variables. 
Research Question 4 
Research question 4 asked if there were any differences among groups in terms of 
total number of words students wrote in module 1 and 2 and if dependent decision making 
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style and treatment group had any impact on the number of words students wrote in module 1 
and 2. 
A one-way ANOVA was used to test if groups differed in terms of the total number 
of words students wrote in two modules. The results indicated significant differences across 
the groups, F (2,68)= 4.18, p < .05, ηp
2= 0.11. Levene’s test revealed equal variances among 
the groups (F = 1.40, p = .255). Tukey post-hoc comparisons of the three groups showed that 
the students in the worked example group (M= 1222.09, SD= 379.64) and the case-based 
reasoning group (M= 1208.52, SD= 280.22) wrote a greater number of words compared to 
the students in the faded worked example group (M= 956.78, SD= 393.53). These pairwise 
comparisons were still significant when the Bonferroni adjustment was applied 
(α=0.05/3=0.016). However, no significant difference was found between worked example 
and case-based reasoning groups. Table 8 reports the means, standard deviations, significant 
levels, and etas for each of the condition and the total number of words students wrote in 
module 1 and 2. 
Table 8  
Means, standard deviations (in parentheses), and one-way ANOVA on the total number of 
words students wrote in module 1 and module 2 by group 
 
Case-based 
Reasoning 
Worked 
Example 
Faded Worked 
Example   
 
 M M M F p ηp
2 
Word count 1208.52 
(280.22) 
1222.09 
(379.64) 
956.78  
(393.53) 
4.18 .019 0.11 
Note. ηp
2 = partial eta square, df = 2 for all analyses. Standard deviations appear in 
parentheses below the means. 
To analyze if dependent decision making style and treatment group had any impact 
on the number of words students wrote in module 1 and 2, a multiple linear regression was 
performed with the number of words students wrote in module 1 and 2 as the dependent 
measure and dependent decision making style and treatment group as predictors. The results 
revealed that the model significantly predicted the number of words students wrote in module 
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1 and 2, F (3,67)= 7.86, p< .001. The adjusted R2 for the model was .23. Table 9 displays the 
intercept, unstandardized regression coefficients (B), and standardized regression coefficients 
(β) for each variable. In terms of the individual relationships between the dependent and 
predictor variables, dependent decision making style (t= 3.70, p< .001) and group 3 dummy 
variable (faded worked example group) (t= -2.63, p< .05) significantly predicted the total 
number of words students wrote in module 1 and 2. Holding group differences constant, the 
mean number of words students wrote in module 1 and 2 increases by about 473 words for 1 
point increase in dependent decision style. That is, the higher a student’s score on dependent 
decision style, the more he/she wrote. Additionally, holding dependent decision style 
constant, on average, students in the faded worked example group wrote about 41 fewer 
words than students in the worked example group.  
In summary, the results of the Research question 4 revealed significant group 
differences in terms of the total number of words students wrote in two modules. The 
students in the worked example group and the case-based reasoning group wrote a greater 
number of words compared to the students in the faded worked example group. However, the 
difference between worked example and case-based reasoning groups was not significant. 
Additionally, the results showed that dependent decision making style and treatment 
group significantly predicted the number of words students wrote in module 1 and 2. 
Accordingly, a higher score in dependent decision making style yielded a greater number of 
words a student wrote in two modules. Furthermore, students in the faded worked example 
group wrote fewer words than students in the worked example group.  
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Table 9 
 
Multiple linear regression predicting the number of words students wrote in module 1 and 2 
 
 Unstandardized 
Coefficients 
Standardized 
Coefficients t p 
Predictor Variables B SE  β   
(Constant) 204.40 279.19  0.73 .467 
Dependent Decision 
Style 
268.19 72.54 0.39 3.70 .000 
Group_2 -13.11 93.86 -0.02 -0.14 .889 
Group_3 -245.77 93.59 -0.31 -2.63 .011 
Note. Total R2= .26. The adjusted R2= .23. F (3,67)= 7.86 
Research Question 5 
Research Question 5 asked if students’ responses on the matched pretest item and the 
treatment group predict the probability that a student would select the right response on the 
posttest item. If the probability of a correct response increases from pretest to posttest, it 
would provide evidence of learning. If the treatment groups differentially influenced that 
probability that students would select the correct response on the posttest, it would provide 
evidence of differential learning across the groups. To answer the research question, I first 
conducted Chi-square analyses to examine the relationship between treatment group and the 
proportion of right and wrong responses on the pre and posttest items. Table 10 shows the 
frequencies and the percentages of students who were right and those who were wrong on 
each pretest and paired posttest item.  
As shown in Table 10, the number of right responses decreased from pre to posttest 
for four pairs of questions (Pre1-Post7, Pre2-Post6, Pre3-Post5, and Pre7-Post2). Only for 
one pair (Pre5-Post3), did the number of right responses increase from pre to posttest. For 
three pairs (Pre4-Post1, Pre6-Post8, and Pre8-Post4) the number of right and wrong 
responses on pre and posttest remained similar. Chi-square analyses revealed no significant 
differences among the groups in terms of the frequencies of right and wrong responses on the 
pre and posttest items. These data indicate that, across the conditions, students did not 
improve their performance from pretest to posttest. 
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However, to examine if treatment group had any effect on learning, I examined each 
item on the test separately. I employed a set of logistic regression analysis to examine if 
students’ responses on the pretest and treatment group predict the probability that a student 
would select the right response on posttest item. I conducted logistic regression analyses for 
six pairs of questions (Pre7-Post2, Pre5-Post3, Pre8-Post4, Pre3-Post5, Pre2-Post6, and Pre1-
Post7).  
Table 10  
The frequencies and the percentages of students who were right and those who were wrong 
on each pretest and paired posttest item (N=71) 
 Wrong (0) Right (1) 
Pre1 19 (26.8%) 52 (73.2%) 
Post7 51 (71.8%) 20 (28.2%) 
Pre2 16 (22.5%) 55 (77.5%) 
Post6 33 (46.5%) 38 (53.5%) 
Pre3 21 (29.6%) 50 (70.4%) 
Post5 28 (39.4%) 43 (60.6%) 
Pre4 1 (1.4%) 70 (98.6%) 
Post1 2 (2.8%) 69 (97.2%) 
Pre5 46 (64.8%) 25 (35.2%) 
Post3 16 (22.5%) 55 (77.5%) 
Pre6 8 (11.3%) 63 (88.7%) 
Post8 6 (8.5%) 65 (91.5%) 
Pre7 22 (31.0%) 49 (69.0%) 
Post2 48 (67.6%) 23 (32.4%) 
Pre8 26 (36.6%) 45 (63.4%) 
Post4 27 (38.0%) 44 (62.0%) 
Logistic regression could not be conducted for two pairs of questions (Post1-Pre4 and 
Post8-Pre6) in which cell frequencies were either 0 or too small. Among the six logistic 
regression tests, only the test on item pair Pre8-Post4 yielded a significant result. Results of 
the goodness of fit of the model for the fourth posttest question (Post4) showed that the 
paired pretest (Pre8) and group were significant predictors of Post4 (χ2 (3)= 27.08, p= .001). 
The model correctly classified 70.4% of those who were wrong on the posttest question and 
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84.1% who were right, for an overall success rate of 78.9%. Table 11 shows the logistic 
regression coefficient, Wald test, and odds ratio for each of the predictors. According to the 
results, the odds of being right on the posttest question decreased by about 93.6% for the 
students who were wrong on the pretest as compared to the students who were right on the 
pretest, holding group constant. The group variable was dummy coded using the group 3 as 
the reference category. After controlling the effects of the pretest response, the odds of group 
2 students being right on the posttest are about 80% lower than the odds of group 3 students 
being right on the posttest. Although not significant (p= .07), a similar pattern occurred for 
the group 1 and group 3 comparison. The odds of group 1 students being right on the posttest 
were about 77% lower than the odds of group 3 students being right on the posttest. 
However, it should be noted that if the significance levels are adjusted using the Bonferroni 
procedures, the pairwise differences between the groups would not be significant (α= 0.05/3= 
0.016). The remaining five logistic regression test results which did not reveal significant 
results are presented in Appendix A-12. While this analysis provides evidence consistent 
with the proposition that Group 2 did better on the posttest than Group 3 and Group 1 on this 
item pair, the overall pattern of results across the items and the fact that the differences were 
not significant using the Bonferroni criterion provide little evidence of learning or of any 
differential impact of treatment condition.
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Table 11 
Logistic regression predicting the posttest (Post4) response from pretest (Pre8) response and treatment group 
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Predictor Lower Upper 
Block 1         
Pre8(1) -2.53 0.59 18.42 1 .000 0.08 0.03 0.25 
Block 2         
Pre8(1) -2.76 0.65 17.74 1 .000 0.06 0.02 0.23 
Group     4.48 2 .106       
Group(1) -1.49 0.81 3.39 1 .066 0.23 0.05 1.10 
Group(2) -1.61 0.82 3.84 1 .050 0.20 0.04 1.00 
Constant 2.72 0.75 13.29 1 .000 15.17     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   5.17 2 .075    
Block   5.17 2 .075    
Model   27.08 3 .000    
Model Summary         
-2 Log likelihood   67.24      
Goodness of fit test         
Hosmer and Lemeshow test   0.78 4 .942    
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Conclusion 
This study was aimed at comparing the impact of three types of case-based methods 
(worked example, faded worked example, and case-based reasoning) on preservice teachers’ 
learning and decision making about classroom management. Students’ perceived task 
difficulty, mental effort, and decision confidence about the two problem cases they solved, 
and process data stored in each online case environment (time taken to complete tasks and 
total number of words written for responding to the tasks) were used as decision related 
measures to compare the relative impact of each case method on students’ interaction with 
decision tasks. In addition, the relations between individual differences (decision making 
style, goal orientations, locus of control, task value, and self-efficacy) and decision related 
measures were analyzed to examine whether decision related measures were associated with 
the differences in student characteristics. Furthermore, multiple-choice pre and posttests were 
used to examine if students’ learning and decision making changed as a function of treatment 
and across the three case-based conditions. Due to the low reliability of the tests, the analyses 
were conducted on individual items.   
The results indicated the three treatment groups did not differ in terms of the majority 
of the decision related measures including task difficulty, mental effort, decision confidence, 
and time taken to complete the tasks. In all three treatment conditions, students rated the 
problems relatively easy and indicated that they expended a moderate amount of mental 
effort in the problems. There was no strong evidence that the design of instruction across the 
three conditions affected the students’ subjective ratings of mental effort and task difficulty. 
One possible reason for this may be that students in this study had relatively similar prior 
knowledge or experiences about the tasks so their perceptions of task difficulty did not vary 
across the groups. Several researchers indicated that subjective task difficulty is a function of 
both inherent task characteristics and learners’ prior knowledge about the task domain 
(Fisher & Ford, 1998; Gerjets & Scheiter, 2003; Kalyuga et al., 2001; Kalyuga et al., 2003; 
Paas, Touvinen, van Merriënboer, & Darabi, 2005; Pollock, Chandler, & Sweller, 2002). The 
same task can be rated as more difficult by learners with low prior knowledge and less 
difficult by learners with high prior knowledge and Paas et al. (2003) indicated the degree to 
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which learner rate the same task as more or less difficult may be an indicator of the 
extraneous cognitive load due to the design of the instruction.  
In addition, it is known that task difficulty and mental effort are positively related. 
Therefore, it is most likely that groups who had similar task difficulty ratings also would 
have similar mental effort ratings. Another reason for the similar ratings of mental effort and 
task difficulty across the groups may be related to the time when these two attributes were 
measured. That is, students rated their perceived mental effort and task difficulty after they 
wrote a solution to each problem case. Therefore it may be possible that, even though each 
environment imposed relatively different cognitive load, the participants perceived the load 
during the problem solving as similar. Therefore it is not clear in this study whether the 
mental effort and task difficulty perceptions reflected students’ overall experiences in each 
environment or their experiences during the problem solving. Although one may expect 
students’ experiences while working on study cases would affect their perceptions about the 
problem cases, the results did not support this assumption. 
Furthermore, students’ perceptions of mental effort and task difficulty also might be 
related to motivational factors. The results of the current study revealed that high mastery 
goal orientation, internal locus of control, task value, and self-efficacy were associated with 
perceptions of low task difficulty. Similarly, high internal locus of control and self-efficacy 
were related to perceptions of low mental effort invested to complete the decision tasks. The 
results are congruent with literature (Bandura 1977; Bandura & Wood, 1989; Bandura & 
Schunk, 1981; Dweck & Leggett, 1988; Greene & Miller, 1996; Pajares & Johnson, 1994; 
Pintrich & Schrauben, 1992; Phillips & Gully, 1997; Pintrich & Schunk, 1996; Wigfield & 
Eccles, 1992; Wigfield & Eccles, 2000). If students are motivated to do a task, it is most 
likely that they will invest more mental effort in it (Bandura 1997; Dweck & Leggett, 1988; 
Elliott & Dweck, 1988; Fisher & Ford, 1998; Phillips & Gully, 1997; Pintrich & Garcia, 
1994). For instance, a moderate amount of mental effort reported by the students might be 
related to their lack of motivation to involve in the tasks and the ratings of low task difficulty 
might indicate that the lack of motivation was partially due to the task attributes. There is 
evidence in the literature that individuals pursuing mastery goals tend to seek more 
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challenging tasks to improve their competence, employ more complex learning strategies, 
show more persistence in difficult tasks, and invest more mental effort when faced with a 
novel task (Bandura 1997; Dweck & Leggett, 1988; Elliott & Dweck, 1988; Fisher & Ford, 
1998; Phillips & Gully, 1997; Pintrich & Garcia, 1994; Steele-Johnson, Beauregard, Hoover, 
& Schmidt, 2000). Accordingly, it is likely that students who are higher in mastery goal 
orientation will perceive complex tasks as easier due to their increased familiarity with tasks 
as a result of prolong task engagement and use of deep learning strategies to understand 
tasks. However, studies often have found indirect relationships between task difficulty and 
goal orientation. For instance some researchers reported that task difficulty mediated the 
effects of goal orientation on performance (Horvath et al., 2006; Payne, Youngcourt, & 
Beaubien, 2007), and Mangos and Steele-Johnson (2001) found that the effects of goal 
orientation on self-efficacy was mediated by subjective task difficulty. In addition, a number 
of studies showed that mental effort is positively related to mastery goal orientation (Bandura 
1997; Dweck & Leggett, 1988; Phillips & Gully, 1997; Pintrich & Garcia, 1994); however 
the current study did not find this relationship between these variables.  
In this study, self-efficacy was negatively related to both mental effort and task 
difficulty. These results are consistent with the literature (Bandura, 1977; Bandura & Wood, 
1989; Bandura & Schunk, 1981; Greene & Miller, 1996; Pintrich & Schunk, 1996). The 
more we perceive a task difficult; the more we invest mental effort and the lower our self-
efficacy beliefs about the task achievement. Clark (1999) described an inverted U 
relationship between self-efficacy and mental effort. He indicated that, when confronted with 
a novel task, individuals form a conception about task difficulty based on their prior 
experiences on similar tasks, and due to their low self-efficacy, they invest less mental effort. 
When individuals have some practice on the task or become familiar with its task 
characteristics, both self-efficacy and also invested mental effort increases. However, if 
students perceive that the task is too difficult or impossible to achieve, they no longer invest 
any mental effort and withdraw from the task. On the other hand, when faced with a very 
familiar task, individuals’ self-efficacy is often high and they invest less mental effort to 
complete the task. However, this situation may also bring the problem of overconfidence 
which can result in making mistakes even in the most familiar tasks. Clark (1999) argued that 
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if students already have some very established beliefs or learning strategies about a task, they 
often tend to apply these strategies to the task at hand without considering the demands of the 
new task. Therefore, Bandura (1997) advocated that general self-efficacy beliefs should be 
on a moderate level; not too low or not too high. Both extreme levels produce maladaptive 
learning strategies or unlearning. Too low self-efficacy causes at the more extreme level what 
Rotter (1966) called ‘learned helplessness’ and too high self-efficacy causes 
‘overconfidence’ that can hamper learning new knowledge or developing new and adaptive 
learning strategies appropriate to the new task.  
In the present study, the results showed that both locus of control and self-efficacy 
were negatively related to task difficulty and mental effort. Students with high internal locus 
of control believe that their performance outcomes are contingent upon their behaviors or 
characteristics rather than uncontrollable external factors (Rotter, 1990). Therefore, it is most 
likely that students with high internal locus of control also will have high level of self-
efficacy (Phillips & Gully, 1997; Wilhite, 1990; Wood & Bandura, 1989) and their 
perceptions of required mental effort to complete a complex task will be lower. 
Furthermore, in the current study, task value was negatively related to task difficulty, 
whereas the relationship between mental effort and task value was not significant. Wigfield 
and Eccles (2000) have suggested, if students believe their working on the tasks is useful, 
enjoyable, and important for their development, they will more likely to become engaged in 
tasks and expend mental effort. It is possible that students’ perceptions of mental effort might 
be not only related to subjective task value, but also their sense of self-efficacy. 
In terms of decision making style, the results of the current study indicated a 
significant relationship only between dependent decision style and the total number of words 
students wrote when completing decision tasks in module 1 and 2. Dependent decision style 
is described as the reliance on the advice and direction of others to make a decision (Scott & 
Bruce, 1995) and is often characterized as a maladaptive style (Loo, 2000). There is no 
evidence in the literature that can be used to explain why students with a dependent decision 
style wrote a greater number of words when completing the tasks. One possible reason may 
be that dependent decision makers relied more on the information presented in the cases and 
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integrated much of that information into their responses to support their decisions. However, 
this assumption would be too simplistic without examining students’ writings. 
The results of the study also showed students’ ratings of decision confidence did not 
vary among the groups and were relatively stable across the two problem cases they solved. 
Possibly this finding is consistent with Johnson’s (1939) argument that decision confidence is 
a personality trait that is stable across tasks (cited in Blais, Thompson, & Baranski, 2005). A 
number of studies support this argument (Johnson, 1957; Kleitman & Stankov, 2001; 
Stankov & Crawford, 1996; West & Stanovich, 1997).  
In terms of time taken to complete the tasks, the results showed no significant 
differences across the groups; however, students in each group spent less time on module 2 
than on module 1. Considering the average amount of time spent on each module (38 minutes 
on module 1 and 30 minutes on module 2) and students’ lack of improvement from pre to 
posttest, it is most likely that the reason for spending less time spent on module 2 was not 
due to their better understanding of the materials, but more related to their motivation to 
engage in the tasks. Although this study did not show any significant relationships between 
time spent on tasks and other motivational constructs, several studies have reported perceived 
value of tasks and self-efficacy are significant predictors of persistence and time on tasks. 
Additionally, the reason why students spent relatively less amount of time on the tasks may 
be related to their prior knowledge or experiences about the tasks. Recently, VanGog, Paas, 
and van Merriënboer (2005) found that higher expertise participants, compared to lower 
expertise participants, spent more time on different aspects of problem solving process 
including problem formulation and deciding on action plans. The authors argued that higher 
expertise participants had necessary cognitive schemas to interpret the problem situation so 
they spent considerable time to identify similarities between their own conceptions and task 
characteristics to be able to transfer what they already know to the new problem situation. 
However, lower expertise participants did not have necessary schemas or prior knowledge to 
which they connect the problem situation, so they immediately started applying quick 
solutions to the problem in a trial and error fashion. The differences reported by VanGog, et 
al. (2005) are consistent with earlier findings on expert-novice differences in physics 
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problem solving (Chi, Feltovich, & Glaser, 1981; Larkin, McDermott, Simon, & Simon, 
1980). Accordingly, students in the current study might have spent less time on the tasks due 
to their limited prior knowledge which might hinder their elaboration of the similarities 
between the current and past experiences about the tasks and lead them engage in the tasks in 
a superficial manner. 
Groups varied only in terms of the total number of words students wrote in two 
modules. Students in the worked example and the case-based reasoning groups wrote a 
greater number of words compared to the students in the faded worked example group. Two 
possible reasons may account this result. First, the faded worked example group had to 
respond a total of eight additional questions. When the responses to these questions were 
counted, the group difference became no longer significant. Therefore, it may be possible 
that they experienced boredom or fatigue due to their extra workload and thus engaged in 
more superficial writing during the remaining tasks. Second, the faded worked example 
group solved the problems during the second day of the intervention. In solving the 
problems, students were asked to apply what they learned from study cases to the problem 
cases. Therefore, this group had the disadvantage in remembering the cases compared to 
other two groups who solved the problems immediately after studying cases or worked 
examples. The faded worked example group might have behaved differently had they solved 
each problem case soon after they studied the worked examples. That is, they might better 
recall the strategies or information presented in the cases and might be more able to apply 
these into their problem solving.  
As mentioned earlier, the analyses pertaining to multiple-choice pre and posttests 
were conducted on individual items because the items on the pretest and posttest did not form 
a coherent scale. Overall, results did not show a pattern of increased correct performance on 
the posttest. Specifically, across the eight items, students improved on only one item from 
pre to posttest and did worse on four items on the posttest. There were no significant 
differences among the groups in terms of the frequencies of right and wrong responses on the 
pre and posttest items. Furthermore, for only one item were students’ pretest responses a 
significant predictor of their posttest responses. Accordingly, the results suggest that none of 
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the treatment conditions positively impacted students’ decision making performances, 
however this conclusion would be too simplistic without understanding exactly how students 
analyzed the cases and solved the problems and this requires examining students’ open-ended 
responses to the tasks. The results also imply that, students had some established beliefs 
about classroom management and this short terms intervention was not successful on 
changing their beliefs or prior conceptions.  
Limitations of the Study and Future Research Suggestions 
This study, as other studies, has limitations. First, the pre and posttests did not form a 
cohesive scale and therefore analyses on individual items might not accurately capture if 
treatment conditions influenced students’ learning and decision performances. Conducting a 
pilot test before the treatment would have helped to ensure that the tests are reliable and 
comprehendible would provide more accurate results. In addition, multiple-choice tests 
basically assess whether students know the right answer and therefore these types of tests 
may not be effective to evaluate if students improved on their decision making skills and 
learned from working with realistic decision tasks. Using open ended scenario-based 
questions in which students are asked to make realistic teaching and classroom management 
decisions may better approximate the extent to which each condition affected their decision 
making consecutively.  
Second, this study examined the relationships among individual differences and 
decision related measures. These results may be valuable in terms of demonstrating how the 
two important aspects of decision making phenomenon are related. However, correlation 
does not imply that one measure causes the other. Furthermore, Appelt et al. (2010), in their 
recent review of related literature, showed that individual difference variables interact with 
situational factors rather than showing a main effect on students’ decision making 
performances. Therefore, given that individual differences related to performance in the 
present study, future studies should examine interaction effects among individual difference 
variables and decision related measures rather than focusing only on the main effects of 
individual differences. 
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Additionally, the individual difference measures used in this study were related to 
students’ trait-like individual differences that are not specific to certain tasks or situations. 
There is an ongoing controversy in the literature regarding whether individual differences are 
situational or stable across tasks or conditions (Austin & Klein, 1996; Mischel, 1969, 1973). 
Bandura (1997) pointed out that task specific self efficacy measures, compared to general 
self efficacy, better predict learners’ mental effort and performances on the task. Similarly, 
several researchers have argued that decision style is situational; individuals’ selection of a 
decision strategy is affected by task characteristics and environmental conditions. However, 
general decision making style scale taps into individuals’ general decision making tendencies 
unconnected to specific task characteristics. Therefore, future studies should utilize task or 
context specific measures of individual differences to examine the extent to which these 
measures interact with decision related measures and how these interactions affect students’ 
learning and decision making. 
Third, this study used the data related to the time taken to complete the tasks and the 
total number of words written during task completion to compare the impact of three 
treatment conditions on students’ interaction with the tasks. However, there are two issues 
with these measures. Without more direct observations of the students, the time measure does 
not ensure that students were really engaged in the tasks during that time period and writing a 
greater number of words does not necessarily reflect better understanding of the tasks or 
materials. More direct measures of engagement, such as examining which aspects of the task 
environment students attended to and direct assessment of the quality of their writing would 
be fruitful for a future study. 
Fourth, it should be noted that the individual difference measures and some of the 
decision related measures (task difficulty, mental effort, and decision confidence) used in this 
study represented self-report data which might be contaminated by individuals’ response 
biases. For instance, in responding to the questionnaires, students might think about 
responding in a socially desirable way rather than indicating their actual thinking or behavior. 
For instance, being rational seems to be better than being avoidant in decision making, or 
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reporting that they valued the course is a more desirable response than indicating that they 
are not interested in the course.  
Finally, improving preservice teachers’ decision making skills is the ultimate goal of 
teacher education. The intensity of the treatment in this short term study could only produce a 
small change in students’ behavior or create awareness of classroom management issues. The 
treatments were unlikely to bring substantial changes on their decision making skills with 
respect to classroom management. Furthermore, the result of this study cannot be generalized 
beyond the context within which the study was conducted. Lehman, Lempert, and Nisbett 
(1988) argued that “the only sustained improvement in general thinking skills in the literature 
involved 2 years of graduate training” (p. 52). Therefore, while some future short term 
studies might be useful in identifying the instructional features that could enhance learning; 
future studies that integrate improvement of preservice teachers’ instructional and 
management decision making skills across a substantial period of their teacher preparation 
are needed. Contrasting the use of case-based reasoning and worked example approaches 
should be over a long term part of that research. Long term and systematic implementation of 
these approaches would provide more generalizable patterns of results, lower the probability 
that the results were due to the chance factors, and most importantly, have greater implication 
for the future improvement of teacher preparation. 
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Abstract 
This study was aimed at comparing the impact of three types of case-based 
approaches (case-based reasoning, worked example, and faded work example) on preservice 
teachers’ decision making and reasoning skills related to realistic classroom management 
situations. Participants in this study received a short-term implementation of one of these 
three major approaches to case-based learning. Specifically, this study focused on analyzing 
students’ open ended responses to classroom management problems presented before, during, 
and after instruction using one of these methods. The treatment groups did not differ 
significantly on the number of the alternatives they created and selected in decision tasks or 
the number of reasons students used to justify their decisions. However, the worked example 
group, compared to the case-based reasoning and faded worked example groups, consistently 
performed better on analyzing cases and solving problem cases related to classroom 
management. Additionally, in each group, the majority of the classroom management 
strategies generated on all three assessments focused on suppressing inappropriate behavior, 
rather than promoting appropriate behavior or helping students develop self-regulation.  
Keywords: case-based method, decision making, classroom management preservice 
teachers 
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Introduction 
Empowering preservice teachers to make reasoned decisions about critical teaching 
situations in different teaching contexts has been a major challenge in teacher education. A 
number of instructional strategies have been suggested to meet this challenge. Among these, 
the case method is one of the most widely used strategies to help preservice teachers learn 
how to teach and experiment in making teaching decisions. There is an extensive body of 
research evidence demonstrating positive impacts of case methods on preservice teachers’ 
understanding of complex classroom situations, their ability to analyze these situations from 
multiple perspectives, their competence in using evidence to support their interpretations and 
decisions, and their skills to reflect on what they learned from cases (Bowers & Doerr, 2003; 
Choi & Lee, 2009; Harrington, 1995; Santagata & Angelici, 2010; Sudzina, 1997). 
The popularity of the case method has resulted in multiple interpretations of how best 
to use cases to promote learning. Two general approaches to using cases or examples that 
demonstrate experts’ thinking and model processes to help learners advance in solving or 
make decisions about complex problems are worked examples and case-based reasoning. In 
addition, faded worked examples, a variant of worked examples approach, has received 
considerable interest in recent years. Research on these three approaches has presented 
successful results fostering students’, especially novices’, learning and problem solving. 
However, case-based reasoning and the two worked example approaches emerged from 
different traditions which imply different principles for the design of learning environments. 
No study has yet compared these approaches in terms of their relative effectiveness on 
improving preservice teachers’ reasoning and decision making related to teaching issues, 
including classroom management. To that end, the purpose of this study is to compare the 
impact of these three case-based approaches on preservice teachers’ reasoning and decision 
making related to classroom management.  
In the following sections of the paper, I first briefly describe general research on 
reasoning and decision making and how reason-based analysis has been used to study 
individuals’ decision making. Next, I present relevant prior research on teacher decision 
making. After discussing the growing research interest in the use of cases and case methods 
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in teacher education, I describe the three approaches - worked examples, faded worked 
examples, and case-based reasoning - to using cases in education. Then I present a research 
study in which I compared these three approaches to determine their relative impact on 
preservice teachers’ reasoning and decision making about classroom management. 
Reasoning and Decision Making 
Decision making and reasoning are interrelated cognitive processes (Hardman, 2009; 
Hardman & Ayton, 2004). A common approach has been to study how individuals generate 
reasons and construct arguments to support their decisions (Fischhoff, 2008; Hardman & 
Ayton, 2004; Kuhn, 1991; Montgomery, 1983; Shafir, Simonson, & Tversky, 1993). This 
research has indicated that, 
1. people are able to generate more reasons or arguments about the familiar content 
than less familiar content (De Neys, 2006; Markovits, 1986); thus prior 
knowledge and experiences have been found to be influential in how people 
reason about a decision task (Gilboa & Schmeidler, 2001; Newell & Broder, 
2008; Newell, Lagnado & Shanks, 2007),  
2. they tend to create arguments that support their own positions (Hogarth & 
Kunreuther, 1995; Simonson & Nye, 1992; Wright, 1994),  
3. they are generally poor at generating opposing reasons or counterarguments 
(Baron, 1991; Kuhn, 1991), and 
4. they are inclined to produce simplified arguments due to the limited cognitive 
capacity (Hardman & Ayton, 2004).  
King and Kitchener (1994, 2002) studied developmental reasoning processes by 
examining students’ reasons for decisions. Their research indicated multiple stages in which 
students make different types of arguments and use reasons differently in support of 
decisions. Koehler (1991) cited a number of studies which found that people were generally 
overconfident in their decisions, but their decisions became more realistic when they were 
asked to provide reasons to support their judgments. Others researchers, however, showed 
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that, as compared to experts, people, unless they were knowledgeable about the task content, 
made suboptimal decisions when they were asked to provide reasons for their decisions 
(Wilson, Dunn, Kraft, & Lisle, 1989; Wilson & Schooler, 1991). Wilson et al. (1989) further 
argued that the reasons people provide for a judgment or decision are often incomplete or 
systematically biased. Additionally, the validity of verbal reports or introspection in 
examining reason-based decisions or choices has been questioned by some researchers 
(Nisbett & Wilson, 1977; Shafir et al., 1993). Consequently, there has been an ongoing 
debate among researchers about the degree to which analyzing people’s reasoning and 
argumentation is a viable approach to study judgment and decision making. Despite this 
controversy, the number of studies utilizing reason-based analysis to study real-life 
judgments and decisions has increased in recent years (Hogan, 2002; Lu & Lajoie, 2008; 
Sampson & Clark, 2008; Wilson & Schooler, 1991; Zohar & Nemet, 2001). 
Teacher Decision Making 
Using a reason-based approach has been also a common approach to studying teacher 
decision making. Examining how teachers make decisions has been a major research area in 
the field of education. According to Shulman (1992), teaching is a “contextual, local, and 
situated act demanding subtle judgments and agonizing decisions” (p. 28). Decisions about 
lesson content, teaching style, and classroom management conflicts encompass a significant 
part of teachers’ day to day practice of promoting student learning and development 
(Eggleston, 1979). Parker (1984) argued that “teachers need to learn to make decisions in 
such ways that their behaviors are continually appropriate to the dynamic, moment-to-
moment complexity of the classroom” (p. 220). Given the importance of decision making in 
teaching skill, Shulman (1986a) established a research program on teacher cognition and 
decision making. Some studies in this research program used verbal reports and process 
tracing to examine teachers’ thoughts and decisions (Clark & Peterson, 1986; Floden & 
Klinzing, 1990; Freeman, 1989; Leinhardt & Greeno, 1986; Shavelson & Stern, 1981). These 
exploratory studies used stimulated recall interviews to elicit teachers’ reasons for decisions 
and the strategies they used to make decisions as they watched or listened to episodes of their 
teaching (Floden & Klinzing, 1990). Calderhead (1981) reviewed a number of exploratory 
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studies on teachers’ classroom decision making. According to his interpretations of the 
results of these studies, Calderhead argued:  
1. teachers’ classroom decision making “would perhaps be more appropriately 
conceptualized in terms of rule-governed behavior or deliberate acts” (p. 52 based 
on McKay & Marland, 1978),  
2. experienced teachers have a repertoire of rules, plans, and strategies that guided 
their behavior and decisions in the classroom (based on Hargreaves, 1977; 
McNair & Joyce, 1979; and Yinger, 1980),  
3. experienced teachers use their knowledge about the characteristics of their 
students when considering making a decision about a classroom incident, while 
preservice teachers have fewer perceptions of student characteristics thus are less 
attentive to those when making a decision (based on Borko & Cadwell, 1980; 
Morrison, McIntyre, & Sutherland, 1966; Shavelson et al., 1977; Taylor, 1976),  
4. decisions about classroom management constitute the majority of the classroom 
decision making reported by the teachers (based on Duffy et al., 1979; McNair & 
Joyce, 1979; and Yinger, 1980), and  
5. when faced with a management problem in the class, experienced teachers are 
able to identify typical strategies to deal with the situation, whereas preservice 
teachers often provide generic responses to a number of classroom management 
issues (based on Calderhead,1979). Similar results have been reported in current 
studies (Johnson, 1992; Martin, 2004; Martin & Baldwin, 1994; Vanci Osam & 
Balbay, 2004). 
An influential role of prior knowledge and experiences also has been discussed in the 
general reasoning and decision making literature (Gilboa & Schmeidler, 2001; Newell & 
Broder, 2008; Newell et al., 2007). Similarly, a number of researchers have argued that 
teachers’ personal beliefs and prior knowledge play major role on the decisions they make 
(Barron & Goldman, 1994; Calderhead & Robson, 1991; Clandinin, 1986; Munby, 1982). 
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Accordingly, preservice teachers, who also have existing beliefs about teaching and learning, 
use their beliefs as a lens to interpret new knowledge and experiences. King, Wood, and 
Mines (1990), in their review paper on college and graduate students’ critical thinking skills, 
pointed out that many undergraduate college students, even seniors, often based their 
decisions on personal beliefs and failed to justify their judgments or decisions with evidence. 
One common goal of researchers studying teacher thinking and decision making has 
been to provide a collective wisdom of tools, strategies, and experiences that teacher 
educators can utilize to promote preservice teachers’ ability to make complex teaching 
decisions. Clark and Lampert (1986) argued that research on teacher thinking and decision 
making “cannot describe the sorts of decisions teachers should make in any particular 
setting” (p. 29), instead “research may provide food for thought” (Clark, 1988, p. 5) and 
guidance in designing methods of instruction to help preservice teachers enhance their 
decision making. One such method that has been successfully used in teacher education is the 
case-based method. The following section describes the use of case-based methods in teacher 
education and then compares two case-based methods, worked examples and case-based 
reasoning.  
Case-based Methods in Teacher Education 
Cases have been used in teacher education for more than twenty years. Several 
researchers have suggested that cases representing a variety of classroom conditions be 
included in teacher education curricula in order to better prepare students for teaching 
(Harrington, 1995; Merseth, 1996; Shulman, 1992; Sudzina, 1997; Sutcliffe & Whitfield, 
1979; Sykes & Bird, 1992). Multiple authors argue that having students analyze and make 
decisions about real-life classroom cases is a powerful method that allows students teacher to 
better understand teaching decisions and the values, intentions, and actions of inservice 
teachers in a real classroom context (Bowers & Doerr, 2003; Harrington, 1995; Lee & Choi, 
2008; Merseth, 1996; Richert, 1991; Schrader et al., 2003; Sudzina, 1997; Sykes & Bird, 
1992).  
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A number of studies have shown that cases can facilitate preservice teachers’ 
understanding of the complexity of teaching, the importance of considering multiple 
perspectives during decision making, and their ability to make decisions about case problems 
related to classroom management. For instance, Lee and Choi (2008), in an early childhood 
education class, investigated the impact of a web-based environment that used audio cases, 
supported by addition readings, on student understanding of real-life classroom management. 
The 23 students listened to a first case, then described in writing of the problems they 
identified and their proposed solutions. Across five subsequent class sessions, students 
completed structured scaffolding procedures to analyze additional cases before class. The 
scaffolding asked students to identify problems, listen to stakeholders’ perspectives, hear the 
teacher’s solution, and do additional readings. Students then wrote a case analysis that 
described their understanding of the case, the ideas about solving the issues, and a 
justification of the issues. Classes focused on discussing the cases. As a posttest, students 
were asked to make any changes in the essays written for the first case. Comparison of pre 
and post essays revealed that post essays included more solution alternatives, a higher 
awareness of the multiple perspectives, and more coherent reasons and solutions. An 
evaluation questionnaire and focus group indicated students found the web-based case 
instruction valuable because it provided an experience in real-life problem solving on 
classroom management, and encouraged understanding broader thinking about multiple 
solution ideas, and making reasoned decisions. 
In a subsequent study, Choi and Lee (2009) contrasted web-based case instruction 
(N=30) against traditional lecture-based instruction (N=28) in terms of their impact on junior 
early childhood education students’ ability to analyze case problems given before and after 
the intervention. The treatment group used the same scaffolded procedures, described in Lee 
and Choi (2008), to analyze three classroom management cases. The control group students 
received traditional lecture-based instruction. A rubric based on seven sub-skills of ill-
structured problem solving was used to score students case analyses. The comparison of pre-
post case responses of both groups showed that the treatment group outperformed the control 
group on considering multiple perspectives, problem identification, solution generation, and 
justifying solutions.  
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Cherubini (2009) had 85 third-year students, enrolled in a Foundations course, 
analyze and critically reflect about four classroom management cases. For each case analysis, 
students wrote about their initial thoughts on the case, their insights after participating in 
large-group in-class discussions, their analyses of expert commentaries in each case, their 
insights gained from the discussion of expert commentaries in class, and their final 
perspectives on the case. The results of within and cross case analysis of students’ reflection 
logs indicated that, from the first to the last case analysis, students showed growth in terms of 
making ethical decisions about case dilemmas, considering multiple perspectives and such 
information as theories, expert commentaries, and their personal experiences to inform their 
decisions, and identifying and challenging stereotypical descriptions in the cases. In addition, 
analysis of the results revealed that many student decisions were motivated by the goals of 
sustaining social unity of the classroom and professional relationships with other teachers 
and administrative personnel in the school.  
The author also concluded that students’ classroom management decisions were 
essentially based on their experiences as students and more focused on maintaining social 
order in the classroom rather than considering individual pupil’s needs. The author also 
argued that students’ reasoning level changed from the pre-reflective stage to the quasi-
reflective stage of King and Kitchener’s (1994) reflective judgment model as they moved 
through the last case analysis. According to this model, in the pre-reflective stage students 
seek for definite answers to the problems, accept expert knowledge without any criticism, 
and use their personal experiences and beliefs in supporting their decisions. In the quasi-
reflective stage, students begin to gain insights about the complexity of the problems, seek 
alternative solutions or interpretations, are able to criticize expert knowledge, but they still 
depend on their prior experiences to support their decisions.  
Recently in a qualitative study of 97 juniors in a classroom management course, Koc 
(2011) examined the impact of a video-recorded role-playing activity on understanding of 
classroom management. Preservice teachers, in small groups, were asked to identify a 
classroom management issue, create a small video case in which each group member played 
a role, analyze the case in light of classroom management theories they learned in the course, 
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write a case analysis report, present their analysis to the class, and write an individual 
reflection paper describing their experiences of the video project. Participants’ individual 
reflection papers, video clips, and case analysis reports were used as data sources. Based on 
analysis of these products, Koc concluded that engaging in the video project helped 
preservice teachers gain experience and improve in applying theoretical concepts and 
increase in awareness of teacher behaviors. The preservice teachers became better able to 
examine a classroom situation from the perspectives of teachers and students. Students 
reported they perceived the video project as an authentic learning experience that increased 
their motivation and interest to the course, enhanced their understanding of course content, 
increased their confidence in their ability to teach, and helped them develop their 
professional identity as a teacher. 
The available research has shown that cases can have positive effects on pre-service 
teachers’ development of classroom decision skills. Despite the considerable amount of 
interest in the use of cases in teacher education, no study has compared the effectiveness of 
different case methods on preservice teachers’ decision making. Therefore, there is a need for 
additional research to compare how different case methods affect preservice teachers’ 
learning and decision making and what factors influence the effectiveness of different case 
methods. This paper aims at providing a comparative description of three general approaches 
to using cases to help students advance in the skills of analysis, reasoning, and decision 
making. These three approaches include worked examples, faded worked examples, and 
case-based reasoning. 
Three instructional methods: worked examples, faded worked examples, and case-
based reasoning  
Worked examples and case base reasoning are two major approaches to using cases in 
teaching. Within the worked examples approach two sub-approaches include worked 
examples and faded worked examples. While worked examples and case-based reasoning 
emerged from different traditions, they have similarities as well as differences that are 
discussed below after a description of each approach.  
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Cases as exemplars - worked examples and faded worked examples 
According to Clark, Nguyen, and Sweller (2006), “a worked example is a step-by-
step demonstration of how to perform a task or how to solve a problem” (p. 190). Worked 
examples typically include a problem specification and a description of the solution to this 
problem (Atkinson, Derry, Renkl, & Wortham, 2000). The theoretical framework underlying 
worked examples approach is the cognitive load theory (CLT) as developed by Sweller 
(1988). In CLT, human cognitive architecture is characterized as having a limited working 
memory capacity and an unlimited long term memory capacity. New learning is processed 
through working memory to create new structures in long-term memory. Because of limits on 
working memory capacity, it can become overloaded leading to less efficient learning. The 
basic assumption of the CLT is that learning activities should be designed in a way that 
minimize cognitive load that is not relevant for learning to avoid straining the limited 
capacity of working memory (Sweller, van Merrienboer, & Paas, 1998). One major 
instructional method based on CLT is worked examples.  
Sweller (1988) argued that novices generally do not have necessary experience and 
cognitive structures needed to function in complex situations; as a result, complex situations 
produce high cognitive load (working memory demands). Thus, learners need maximal 
guidance during initial stages of learning. Guidance in the form of worked examples reduces 
working memory demands and cognitive load and helps learners develop initial cognitive 
structures for problem-solving in the complex situation (e.g. ultimately to reach better 
transfer performance) (Kalyuga, Chandler, Tuovinen, & Sweller, 2001; Paas & van 
Merrienboer, 1994). Extensive research over twenty-five years supports the worked example 
effect (e.g., Atkinson et al., 2000; Mwangi & Sweller, 1998; Paas, 1992; Renkl, 1997; Renkl 
& Atkinson, 2007; Renkl, Atkinson, Maier, & Staley, 2002; Sweller, Chandler, Tiernery, & 
Cooper, 1990; Sweller & Cooper, 1985; Zhu & Simon, 1987). As learners gain more 
expertise, trying to solve problems becomes superior to studying worked examples; this latter 
finding is called the expertise-reversal effect (Chase & Simon, 1973; Kalyuga et al., 2001). 
The initial approach to using worked examples for instruction assumed that novices 
should receive a number of worked examples before solving problems by themselves. In 
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controlled laboratory experiments, researchers found that students performed better when 
each worked example was paired with a practice problem than when a series of worked 
examples were followed by a series of practice problems. In addition, researchers proposed 
that presenting at least two worked examples for each problem would enhance transfer. 
Recently, Renkl and his colleagues (2002, 2004) suggested a fading approach in which there 
is a smooth transition from a worked example to an incomplete example and then to a 
problem solving task. The fading approach is structured in the following way: The first 
example presented is the complete worked example. The second example is the incomplete 
example in which one solution step is omitted. The number of blanks in the following 
examples is increased sequentially until the problem task is left (Renkl et al., 2004). Renkl et 
al. (2002) described two forms of fading; backward fading which starts with omitting the last 
solution step and forward fading which starts with omitting the first solution step.  
Across three controlled experiments with high school and college students, Renkl et 
al. (2002) compared the fading and the original worked examples approaches. Students’ 
performances were compared on near and far transfer items and the number of errors 
generated during learning. Compared to the traditional worked example approach, both 
backward fading, in the first experiment with high school students, and forward fading, in the 
second experiment with college students, yielded better results in terms of the fewer number 
of errors generated during learning and better performance on near-transfer items. The third 
experiment, with college students, compared backward fading, forward fading, and example-
problem pairs showed that the two fading conditions were superior to example-problem 
pairs. Backward and forward fading did not differ significantly with respect to students’ 
performances on near transfer items and amount of error during learning. However, 
performances on far transfer items were higher and time spent on learning was lower in the 
backward condition. Studies by Atkinson, Renkl, and Merrill (2003) and Renkl et al. (2004) 
replicated the significant effects of backward fading. Additionally, Schwonke et al. (2007) 
reported that students working with a cognitive tutor enriched with backward faded examples 
spent less learning time and performed better on conceptual understanding compared to 
students working with a cognitive tutor without backward fading.  
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Recent studies have also focused on the design of learning activities to facilitate 
students’ engagement during the study of worked examples. For instance, in order to increase 
students’ interaction with worked examples, some researchers have suggested including self-
explanation prompts that ask students to explain the solution steps of a complete worked 
example or to provide a justification for their reasoning when studying an incomplete worked 
example or solving a problem. Their research indicated that asking students to self-explain 
while studying worked examples improved conceptual understanding as compared to 
traditional worked examples and problem solving approaches (Atkinson et al., 2003; Chi, 
Bassok, Lewis, Reiman, & Glaser, 1989; Hilbert & Renkl, 2009; Hilbert, Schworm, & Renkl, 
2004; Renkl, 2002).  
For example, Atkinson et al. (2003) conducted a controlled experiment with 40 high 
school students that compared the combined effects of backward fading and self-explanation 
prompts with example-problem pairs. The results showed that backward fading combined 
with self-explanation prompts had significant and positive effects on students’ performances 
on both near and far transfer problems without increasing the time spent on learning. Renkl et 
al. (2004) replicated this study with 50 college students. In addition to performance tests, 
thinking aloud protocols were used to examine students’ self-explanations. According to the 
results, the fading approach outperformed the example-problem approach with respect to 
students’ performances on near and far transfer problems and number of errors generated 
during learning. The comparison of students’ self-explanations between the two conditions 
could not be performed because of the low number of self-explanations students provided 
during the thinking aloud protocols. In contrast to previous studies, in which students 
provided clear and elaborated self-explanations (Atkinson et al., 2003; Renkl, 1997), this 
study revealed a superficial processing of examples.  
Cases as analogues – case-based reasoning 
Kolodner (1991) defines case-based reasoning (CBR) as “reasoning from old cases or 
experiences in an effort to solve problems, critique solutions, explain anomalous situations, 
or interpret situations” (p. 53). The theory underlying CBR is Schank’s (1982) theory of 
dynamic memory. Schank (1982, 1999) argued that human reasoning and learning is case-
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based, that is, humans solve problems by reusing or modifying previous experiences stored in 
an evolving memory structure in which cases having similar properties are dynamically 
organized around a more general structure. The goal of CBR approach thus is to provide 
learners with real world cases, similar to the current problem situation they are engaged in, to 
facilitate their understanding of how similar problems were solved before and to help them 
apply previously utilized case solutions or experiences to the current problem. Case-based 
learning thus is learning by experiencing. A number of researchers have claimed that cases 
describing previously used solutions, the contexts in which those solutions were used, the 
circumstances under which those solutions were successful, and the lessons learned from 
previous experiences can be used as cognitive scaffolds to help students to identify critical 
issues on which to focus in problem analysis, generate solution alternatives, and make 
reasoned judgments and decisions about selecting the most appropriate solution/s to the 
problem (Cannon-Bowers & Bowers, 2008; Hernandez-Serrano & Jonassen, 2003; Jonassen, 
2011; Kolodner, 2006; Kolodner et al., 2003; Kolodner, Hmelo, & Narayanan, 1996; 
Kolodner, Owensby, & Guzdial, 2004; Leake, 1996). In addition to providing students with 
models of expert thinking and reasoning, Weinstock (2009) argued encouraging learners to 
engage in argument-based practices to explain and experience reasoning strategies employed 
by experts helps students develop better everyday reasoning skills. 
CBR’s theoretical principles about human memory, reasoning, and learning have 
been put into practice in classrooms by integrating CBR with problem-based learning (PBL) 
methodology (Kolodner et al., 2003). In the PBL approach, students learn by solving 
authentic real-world problems. A typical problem solving process involves describing the 
problem, collecting data to identify different perspectives about the problem description, 
developing hypotheses about possible solutions to the problem, testing these solution 
alternatives, and reflecting on the problem solving process. According to Kolodner et al. 
(1996), PBL has been shown to be a successful classroom methodology, but it does not 
provide explicit guidelines to identify what resources students need to solve a problem and 
what reasoning processes guide their problem solving activity. Kolodner et al. (1996) have 
argued that CBR, on the other hand, proposes theoretical principles for how people use cases 
or experiences to solve problems, yet it lacks specific guidance for classroom practices 
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necessary to implementation of CBR. Therefore, Kolodner et al. (1996) suggested that 
combining PBL and CBR would “provide a powerful foundation for educational practice in 
the constructivist tradition, one that at once combines lessons learned from classroom 
practice with sound cognitive theory” (p. 2). 
Kolodner and her project team (2003) at the Georgia Institute of Technology used 
CBR and problem-based learning (PBL) together in order to implement in middle school 
science classrooms, their Learning by Design (LBD) approach, a project-based inquiry 
approach to science learning. Under the foundations of CBR and PBL, they designed 
curriculum units which were then implemented in earth science and life science classrooms 
involving about 3500 students and 24 teachers. The basic approach in designing curriculum 
units was to allow students to learn by experiencing and designing as they engaged in solving 
problems in real-world cases. Using a pre- & posttest design, the results of several studies 
showed that the LBD classes consistently outperformed the non-LBD classes on multiple-
choice tests of content knowledge. In addition, compared to non-LBD, LBD students were 
consistently better on assessments of science process skills (e.g., collecting data, running an 
experiment, analyzing data etc.) and general process skills (e.g., collaboration, 
metacognition, communication etc.). Based on this and other research conducted by the LBD 
research team, the researchers concluded that the students’ reflections on their understanding 
and challenges, the teacher’s role as the coach or model, and the creation of a collaborative 
and iterative classroom culture were the key success factors in the implementation of 
learning environments based on CBR and PBL under the broad approach of Learning by 
Design (Holbrook, Gray, Fasse, Camp, & Kolodner, 2001; Holbrook & Kolodner, 2000; 
Kolodner et al., 2003; Kolodner, Gray, & Fasse, 2003).  
Comparison of worked examples and case-based reasoning  
Both the worked examples and case-based reasoning research traditions have yielded 
successful results on improving learners’, especially novices’, problem solving performances. 
Additionally, studies in cognitive psychology and education have indicated the benefits of 
using the case-based reasoning method to facilitate decision making process (Hernandez-
Serrano & Jonassen, 2003; Jonassen & Hernandez-Serrano, 2002; Wang, Moore, & 
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Wedman, 2003). However, the theories underlying each method imply different principles 
for the design of learning environments. I highlight some of the key differences as well as 
similarities between the two methods in terms of the ways they imply that instruction should 
support learners.  
Case-based reasoning, based on dynamic memory theory (Schank, 1982) implies that 
for effective learning, learners should be asked to problem-solve and make decisions about 
complex cases drawn from authentic real world situations. In a typical CBR learning 
environment, learners are provided with such a problem case and are asked to analyze the 
case, generate possible solution alternatives, select one of the solutions, and justify their 
solution with evidence. Cases, similar to the problem case, are presented as examples or 
models that describe the courses of action followed by experts. These cases are intended to 
help learners understand and compare the structural and contextual characteristics of the 
current problem with the previous cases and to allow them integrate previously applied 
solutions and experiences to the current problem situation. Case-based reasoning has often 
been applied in ill-structured domains. As research and literature show, CBR’s implications 
to designing learning and instruction are similar to those entailed by constructivist 
approaches to teaching (Jonassen, 1999; Kolodner, 2002; Kolodner et al., 2004).  
Cognitive load theory, underlying the worked example approach, assumes that novice 
learners should not be left to discover concepts and procedures by themselves (Kirschner, 
Sweller, & Clark, 2006). Sweller (1988) argued that novices generally do not have necessary 
experiences and prior knowledge to solve complex problems, thus they need maximal 
guidance during initial stages of learning. Providing students with worked examples, which 
include problem specifications and descriptions of the solutions to problems, reduces 
cognitive load and helps them construct schemas for solving complex or novel problems. 
Extensive research on the worked example approach has demonstrated that novice students 
learn more from studying worked examples than from trying to solve the same problems by 
themselves, but most of the research has involved well-structured domains. Sweller (2009) 
argued that, in recent studies, the worked example effect also has been found in ill-structured 
domains including language, art education, and music. However, the application of worked 
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examples in ill-structured domains is still in its infancy. Moreno (2006) suggested that 
research should compare cognitive load and learning from instruction that includes studying 
examples from an ill-structured domain with or without a subsequent self-explanation 
activity. In addition, Atkinson et al. (2000) proposed that using worked examples to 
demonstrate an expert’s thinking processes during a problem solving activity would be a 
potential application of worked examples in ill-structured domains. In the present study, I 
applied the traditional and faded worked example approaches to preservice teacher decision 
making in the ill-structured domain of classroom management situations. 
Clark (2009) argues that both CBR and worked example advocates agree on the use 
of instructional support called scaffolding. He further explains that both groups recommend 
the modeling of experts’ solutions of the task, directing the learner’s attention to important 
aspects of the task by denoting relevant task features, providing students with authentic 
problems that represent real world situations, assessing learners’ transfer skills, providing 
feedback on learning tasks, and gradually fading or eliminating practice and feedback as 
students gain more experience. On the other hand, Spiro and DeSchryver (2009) argue that 
worked examples may be useful for well-structured domains, but are not effective in ill-
structured domains in which problems have vaguely defined goals, multiple solutions, and 
multiple criteria for evaluating solutions. They claim that ill-structured domains, such as 
teaching, do not have a pre-specified set of rules and essential information that can be fully 
presented to learners. Therefore, they suggest that preservice teachers develop better 
understanding of different teaching methods through the exposure to multiple contexts and 
perspectives, not by providing them with full explanations or exemplars related to the 
application of methods (Spiro & DeSchryver, 2009).  
As a result, it seems that the arguments and research results about whether worked 
examples can be applied in ill-structured domains are not conclusive. Utilizing a fading 
strategy and prompting learners’ self-explanations in worked example research are some of 
the instructional strategies that may allow the worked example research to be applied 
effectively in ill-structured domains. However, the fading strategy and self-explanations 
approaches are fairly new and the results of studies examining these strategies are not 
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conclusive. Therefore, more studies need to be conducted to provide empirical results on the 
effectiveness of these strategies on students’ learning. The present study compares the 
traditional and faded worked examples methods in an ill-structured domain. 
Study Purposes 
Evidence exists that providing students with cases related to dealing with practical 
issues in applied fields is an effective alternative to direct instruction. Case-based reasoning, 
traditional worked examples, and faded worked examples each have empirical support 
demonstrating that they can lead to student learning (Jonassen, 1999). However, no study has 
compared case-based reasoning with worked examples in terms of the effect of each method 
on preservice teachers’ decision making. Therefore, there is a need for research to compare 
the effects of CBR and worked examples on preservice teachers’ learning and decision 
making and to identify factors that influence the effectiveness of these case methods. Thus 
this study compares worked example, faded worked example, and CBR preservice teachers’ 
learning and decision making about classroom management. Specifically, the three types of 
cases-based learning environments compared were:   
1. The standard case-based learning environment which presents students with a 
problem situation to solve or come to a decision about, and asks students to read 
related cases before solving or coming to a decision about the problem case. 
2. The traditional worked examples learning environment which presents students 
with multiple worked examples to study and then presents students with decision 
cases which they must solve or come to a decision about.  
3. A newer faded worked example learning environment which presents students 
with a few fully worked examples, then presents students with a few partially 
worked examples which the students must complete, then presents students with 
decision cases that the students must solve or come to a decision about 
completely.   
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The present study was part of a larger project in which these three approaches were 
compared. Participants were students an educational psychology class; students completed 
one of the three treatments above and were assessed subsequent to completing the treatment. 
This study focuses on analyzing students open ended responses to classroom management 
problems presented before, during, and after instruction using one of these methods. Students 
read classroom management problems and generated, then selected alternative approaches to 
dealing with the problems, and provided reasons for their choices. The major research 
questions guiding this study are: 
1. Do students’ performances, as measured based on the quantity of the alternatives 
they created and selected in decision tasks related to classroom management, 
change from pre to posttest and did treatment group interact with any changes 
from pre to posttest? 
2. Do students’ performances, as measured based on the quantity of the reasons they 
generated to support their classroom management decisions, change from pre to 
posttest and did treatment group interact with any changes from pre to posttest? 
3. What is the nature of strategies/alternatives students report on the pre and 
posttests? Are there differences across the conditions or from pre to posttest? 
4. Does treatment group affect students’ performance on analyzing and solving 
classroom management problems? 
Method 
Context 
The study took place in ‘Educational Psychology of Young Learners’, a 3-credit 
hours course open only to majors in Early Childhood Education (ECE) or Elementary 
Education (ELED) offered in a large university in the midwestern United States. Students in 
these two majors are predominately female; i.e. in Spring, 2010, percent female equaled 99% 
in ECE and 87% in ELED, overall 89%. The population in these two majors consisted of 
approximately 79% ELED and 21% ECE majors.  
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This class focuses on theories, research, and classroom practice implications about 
learner differences, learning and cognition, motivation, effective learning environments and 
teaching, including classroom management, and classroom and standardized assessment 
techniques and practices. The class met on a twice-weekly basis from early January through 
mid-May. The class structure included lecture and discussion, examinations, two group 
projects, and in-class assignments and activities. The students had been divided into groups 
on the basis of interest. The course instructor frequently included in-class educational 
situations and examples, some on video that student groups had to react to and analyze. Each 
group was expected to turn in a written response for many of these activities. Students had 
completed two human development courses prior to this class and most typically were 
sophomores or juniors.  
The research study discussed in this paper was woven into computer-based activities 
integrated into a unit designed to improve students’ understanding of classroom management. 
All students in the class were expected to complete these activities; students who completed 
the activities received class participation points as a normal part of the course. They had been 
assigned text and received lecture, including examples, and completed a classroom group 
activity on classroom management before completing the experimental materials. Students 
could elect to allow their data to be used in the study or not. The instructor remained ignorant 
of students who elected to have their data used as part of the research study and all grading 
was independent of participation status in the study. The study was approved by the 
University’s Institutional Review Board. 
Participants 
The initial potential sample included 95 students who completed the individual 
differences questionnaires during the second week of the semester. Complete data were 
available for 71 students; students were lost through course drops (10), failure to complete an 
experimental activity (11), or failure to give consent (3).  
The gender composition of the sample closely approximated the population of majors. 
Males represented a smaller proportion of the sample (14.1%; n=10) than females (85.9%; 
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n=61). Similarly, the sample strongly represented the population of the ELED and ECE 
majors in the institution; 78.9% of the students (n=56) indicated their major as ELED and 
21.1% of students (n=15) indicated it as ECE. More than ninety percent of students were 
between the ages of 20 and 23. The majority of students were in their second (50.7%; n=36) 
or third (43.7%; n=31) years of college; in the plan of study, the course is programmed to be 
taken in the second year. Many students transfer into ECE or ELED and must complete it 
later. In addition, the compositions of the samples within each of the two majors closely 
matched in terms of gender, age, GPA, ACT scores, number of previously taken psychology 
and education credits, total credit hours students registered for the semester, and hours of 
study students expected to spend on the course. Appendix A-1 summarizes demographics 
and educational background of the students participating in the study. 
Study Design 
A one factor, three group, between-subjects experimental study was conducted to 
investigate the effects of three instructional treatments on students’ decision making. 
Students were randomly assigned into one of three conditions: (a) Case-based Reasoning, (b) 
Traditional Worked Examples, and (c) Faded Worked Examples. In each condition, students 
used an instructional computing system that presented cases or worked examples, dealing 
with conflict and classroom rules, to teach classroom management. Condition constituted the 
independent experimental variable in the study.  
Instructional Materials   
In each condition, students studied cases or worked examples related to classroom 
management issues such as dealing with conflict and classroom rules. The cases used in 
instruction consisted of six cases involving typical classroom management issues selected 
from instructional materials designed for pre-service teachers. Four cases were used as cases 
to be studied in the case based reasoning condition and as worked-examples in the worked-
examples conditions. The remaining two cases were used as problem cases about which 
participants made decisions. Based on the principles and assumptions derived from each 
instructional method, different versions of the learning environment were designed and 
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prepared as online learning environment using the tool called Drupal. Drupal is an open-
source content management system used to design and develop online learning environments 
(http://drupal.org/).  
In terms of designing the computer-based learning environments, I considered 
specific implications of each method for instructional design. For the cases in the CBR 
condition, I kept the contextual details and irrelevant information; for the worked and faded 
example conditions I omitted any irrelevant information and highlighted critical points in the 
cases in both worked example and faded worked example conditions. Additionally, I 
employed backward fading in the faded worked example condition; omitted the last solution 
step in the first case and last two solution steps in the second case. With respect to the 
interface design, I considered design principles so that the interface was easy to navigate, had 
consistent structure, and provided students with guidance in the form of simple directions.  
Furthermore, in this study, I adapted Owensby and Kolodner’s (2002) Case 
Interpretation and Case Application tools in the form of questions to scaffold students’ 
cognitive processing as they analyzed the expert cases and apply them to their challenge 
case. Appendix B-1 presents the questions in both Case Interpretation and Case Application 
tools. I expected that these tools would scaffold students’ reasoning and analysis as they use 
expert cases or worked examples to reason and help them develop their ability to justify their 
decisions.  
Measures 
Academic and demographic background questionnaire 
Students were asked to provide information about their age, gender, class level, 
major, GPA range (1=less than 1.6, 6=3.6-4.00), ACT score range (1=less than 17, 10=more 
than 24), number of credit hours completed in psychology and education, number of credit 
hours in which they were currently enrolled, number of hours they expected to spend in 
studying for the course, and reasons for taking the course. The academic and demographic 
background questionnaire is provided in Appendix A-5. 
197 
 
Pre and posttests 
A pretest including 11 questions (8 multiple-choice and 3 open-ended questions) 
related to classroom management was used to assess students’ prior knowledge. A posttest, 
similar to the pretest, was used to measure the changes, if any, in students’ performances. 
This paper focuses on the analysis of three open-ended questions in both pre and posttests. In 
each question students were asked to generate solution alternatives for the classroom 
management issue described in the question, choose one or more alternatives from those they 
generated, and explain the reasons for their decisions. Two questions were parallel and one 
question was the same in pre and posttests. Table 12 provides an example of parallel 
questions.  
Case interpretation and case application question prompts 
In collaboration with my major professor, I developed rubrics to analyze students’ 
responses to case interpretation and case application questions. While the same case 
application rubric was used for the two problem cases, the case interpretation rubrics 
included minor differences depending on the question prompts in each case or worked 
example. For instance, the case interpretation rubric for the first case or worked example 
included four main themes; (a) Identifying Problems, (b) Describing Expert’s (the teacher’s) 
Solutions, (c) Describing Experts’ (the teacher’s) Alternative Solutions, and (d) Describing 
Lessons Learned/Rules of Thumb. The responses were given scores, varying between 0 and 3 
for the first theme, between 0 and 6 for the second theme, between 0 and 4 for the third 
theme, and between 0 and 3 for the last theme, depending on the extent to which they 
represented coherent and well-developed arguments.  
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Table 12  
An example of parallel open-ended questions on the pre and posttests 
Pretest Posttest 
A class of seven-year-olds you are teaching is 
just settling down to do a written task. Some are 
about to use a computer and others will write 
about a science experiment. The activities have 
been explained and the students have had a 
minute or two to gather their equipment and 
begin. Two students immediately stick their 
hands in the air and shout ‘Mr.! Mr.! Mr.!’, to 
demand your attention. Another tries to borrow a 
pen from a classmate. At this point you have a 
number of alternative strategies you might decide 
to use to deal with this classroom management 
issue. Describe some of the decision alternatives 
that you should consider, then indicate the 
alternative(s) you would decide on, on explain 
your reasons for deciding on these alternative.  
 
Strategic Alternatives:  
 
 
 
 
 
Strategies decided upon: 
 
 
 
 
 
 
Why did you select these decision alternatives? 
Please explain your reasons. 
 
Ms. Avra is just beginning the second grade 
literacy lesson in April of the school year. Some 
of the students will work in small groups to share 
their experiences in individually reading the 
book, The Day the Babies Crawled Away ,and to 
create a short play they will act out to the rest of 
the class on the incident in the book they found 
the most exciting. Other children are working on 
their word family books individually. Eleni, 
Britny, Amir, and Clendon start yelling, Ms Avra, 
Ms Avra, we can’t find our books! Someone took 
our papers! Ms. Avra has a number of possible 
strategies she might follow to deal with this 
classroom management situation. Describe some 
of the strategies you think she might find useful, 
select the one or few that you think best, and 
justify your decisions by referring to research and 
theory on developing effective learning 
environments. 
 
Decision Alternatives or Strategies:  
 
 
 
 
Which strategies did you decide on? 
 
 
 
 
Why did you select these decision alternatives? 
Please explain your reasons. 
 
 
 
 
 
The description of scoring for a response related to identifying problems in the case 
or worked example is as follows:  
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0: Mischaracterizes problems and/or overlook issues. 
1: Accurately identifies some problems in a general way (e.g. student x is 
misbehaving), but does not describe specific details (e.g. nature of misbehavior). 
2: Accurately identifies some problems and describes specific details about the nature 
of the problems (e.g. type of misbehavior, situations in which it occurs.) 
3: Presents an accurate and detailed description of a variety of problems. 
The rubric developed to analyze responses to case application questions included five 
themes: (a) Identifying Problems, (b) Using Rules of Thumb, (c) Describing own Solutions, 
(d) Describing Alternative Solutions, and (e) Describing Predictions. The responses were 
given scores, varying between 0 and 3 for the first and second themes, between 0 and 4 for 
the third and fourth themes, and between 0 and 3 for the last theme. Appendix B-2 provides 
the four case interpretation rubrics and one case application rubric. 
Procedure 
The materials used as part of the study were integrated into the instruction in the class 
and were part of course requirements for all students. The computer experimental materials 
were integrated into the unit on the classroom management and were administered in March. 
Students completed the pretest during 45 minutes of a normal 1.25 hour class period in the 
third week of March. At that time, students were told to go to computer labs instead of the 
lecture hall for the next two class periods to utilize computer-based instructional materials 
involving classroom management. A description of the study was provided as part of the 
class session. Individuals who were willing to consider having their data included in the 
research were identified. Each received the Letter of Consent, and they were asked to return 
the signed Letter of Consent if they wished to allow their data from the initial questionnaires 
and the experimental study to be used as part of the research study. The class instructor left 
the room during this time period and was never informed which students agreed to contribute 
their data to the research.   
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One day before the first session of the intervention, students received an email that 
provided them with a brief introduction to the study and the username and password required 
to login to the learning environment. On the day of intervention, all participants across all 
groups participated at the same time, but each group was assigned a different computer 
laboratory. Each student received an instruction sheet appropriate for their assigned condition 
for the first session which guided them through the specific tasks required for their condition. 
In addition, a proctor was present in each computer laboratory to answer students’ questions 
and deal with technical problems. Students followed similar procedures during the second 
session of the intervention. The instruction sheets for the first and second sessions are 
presented in Appendix A-9. 
The activity steps students in each treatment group followed during the intervention 
are described below. 
Case-based reasoning condition  
In the first session of the case-based reasoning condition, students were provided with 
a problem case to solve. Two similar related cases were associated with each problem case. 
The students were asked to review these related cases before solving the problem case. After 
each related case, students were asked to answer a set of questions presented in the Case 
Interpretation tool. After reviewing and analyzing the two related cases, the students were 
referred back to the problem case and asked to solve it following the prompts provided in the 
Case Application tool. Specifically students were asked to use the information and 
knowledge in the reviewed cases to generate alternative solutions to the problem, evaluate 
the alternatives, make a decision, and generate an explanation justifying their decision. 
Students followed the same steps in the second session. Then students completed the posttest 
at the end of the second session.  
Traditional worked example condition 
In the first session, students first received two complete worked examples including 
explicit solution steps and annotations of the relevant principles for each step. After each 
worked example, students used the same Case Interpretation tool to answer a set of questions 
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about teachers’ decisions and the reasons for those decisions. Then the students solved the 
first problem and explained and justified their decisions using the Case Application tool. In 
the second session, they received fully worked examples 3 and 4 and analyzed them using the 
Case Interpretation tool. Next, they completed the second problem case and explained and 
justified their decisions using the Case Application tool. Then, students completed the 
posttest.  
Faded worked example condition 
The first two worked-examples in the faded worked example condition and the 
procedures followed were the same as those in the first session of the traditional worked 
example condition. Students in the faded condition then received two partially worked 
examples in the first session. These third and fourth worked examples included incomplete 
sections and students were to fill in the incomplete information and provide justifications for 
their choices. In the second session, students received two problem cases in which they were 
asked to provide alternative solutions to the problem, evaluate the alternatives, make a 
decision, and provide an explanation justifying their decision by using the same Case 
Application tool. Then students completed the posttest.  
Therefore, students in each condition interacted with a total of four study cases, in 
different forms based on the condition, and two problem cases that were the same across the 
conditions.  
Data Analysis  
Analysis 1 
The number of alternatives students listed for each open-ended question and the 
number of alternatives they selected to use were counted for each treatment group. The data 
were used to examine if students generated and selected a differential number of solution 
alternatives from the pretest to the posttest and if there were differences across the 
conditions. Similarly, the number of reasons students created to support their decisions was 
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counted to examine if students generated a differential number of reasons from the pretest to 
the posttest and if these differences were related to treatment condition. 
Analysis 2 
Students’ responses to each open-ended question was coded to explore the extent to 
which students applied experts’ strategies, illustrated in the cases, to solve or make decisions 
about classroom management issues. First, I carefully analyzed each case to extract and 
create a coding list out of the general and specific classroom management strategies/ideas 
used or suggested by experts. In collaboration with my major professor, I identified these 
strategies/ideas and grouped them into five general categories including (a) classroom 
management style, (b) positive approaches, (c) dealing with inappropriate behavior, (d) 
preventing inappropriate behavior, and (e) methods that do not work. Each general category, 
also called level 1 category, included a number of specific or level 2 categories.  
My major professor and I carried out further discussions on the level of the ideas 
(general versus specific) and the relationships among and between different category levels 
to come to an agreement on the coding list. To test the initial coding list, we separately 
applied the list to the data from five students in group 1. Based on the comparison of the 
individually carried out coding and the discussions regarding the differences between our 
coding, we made revisions on the coding list. We also decided to create a new list of ideas, 
called ‘student generated ideas’, incorporating student responses that were different from the 
general or specific ideas extracted from the cases. The ideas in this new list were given 
numbers beginning with “S” (e.g., S32) and the number indicating the general or specific 
ideas under which student generated ideas were categorized. The list of student generated 
ideas expanded as the coding was completed for each group. We then tested the three-level 
coding list (e.g., general, specific, and student created ideas) using the data from ten students 
in group 1. Due to the high interrelationships among and within the three levels of ideas and 
the low agreement between our coding results, we decided to analyze students’ responses 
based on the general ideas within the level 1 category. Accordingly, if a response was a 
specific idea, it was coded as the general idea to which it belonged and if the response was a 
student generated idea, it was coded as ‘new’. As a result of ongoing discussion with my 
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major professor, we finally agreed upon the list of general ideas grouped under five 
categories: (a) classroom management style (1 general idea), (b) positive approaches (11 
general ideas), (c) dealing with inappropriate behavior (10 general ideas), (d) preventing 
inappropriate behavior (3 general ideas), and (e) methods that do not work (3 general ideas). 
Of 28 general ideas in five categories, 23 included one or more specific ideas which either 
described the ways of using strategies in the general ideas or illustrated examples of these 
strategies. Appendix B-3 presents the complete list of general ideas.  
After finalizing the list of general ideas, we individually applied the list to the 
analysis of data from ten students in group 2. The initial percentage of agreement between 
our coding results was 67% (95 agreements and 47 disagreements on the coding). Following 
the comparison of our coding, discussion on the reasons for the disagreements and the 
revision of the coding rules, the percentage of agreement increased to 88% (125 agreements 
and 17 disagreements on the coding). Using the final coding guidelines that emerged, I 
completed coding the data from the remaining 62 students in the three groups. The results of 
this coding were then used to examine whether students’ responses to three open-ended 
questions changed from pre to posttest within each group and whether the groups differed in 
terms of their responses.  
Analysis 3 
The purpose of this coding was to understand the type of classroom management 
strategies students generated and selected when responding to three open-ended questions. 
Using the three-level idea lists (general, specific, and student generated ideas), my major 
professor and I created three categories of classroom management strategies and labeled 
them as B: Control strategies, C: Guidance strategies, and D: Prevention strategies. An 
overall goal of contemporary classroom management approaches is to move the focus from 
remediation of inappropriate behavior (Control Strategies) to preventing inappropriate 
behavior and encouraging appropriate behavior (Prevention Strategies), to developing self-
regulation in students (Guidance Strategies).  The ideas related to classroom management 
style were listed under ‘Classroom management style’ and was labeled as A. Appendix B-4 
presents the complete list of classroom management strategies under each category. To test 
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the category list, we individually applied it to analyze the same data from ten students in 
group 2. Since we were more interested in the type of strategies students tended to choose, 
we coded both the alternatives students created and the ones they actually selected to apply 
the classroom management situations described in each question. The percentage of 
agreement between our individually carried out coding was 69% (93 certain agreements on 
the coding). After discussing the reasons underlying our selections and revising the coding 
rules, the agreement increased to 96% (130 agreements and 5 disagreements). I completed 
the remaining coding for the data from the 62 students in three groups. The results of this 
coding were then used to examine whether the type of classroom management strategies 
students generated in each open-ended question changed from pre to posttest and whether 
there was a difference across the three groups.  
Analysis 4 
This analysis was designed to assess whether students selected strategies that were 
consistent with classroom management goals of encouraging appropriate behavior and 
developing self-control and self regulation. The purpose of this coding was to identify 
whether students focused only on suppression strategies (e.g., punishment, rule reminding) or 
included more than suppression strategies (e.g., helping student learn self-control, making 
changes in the classroom environment, planning on transitions, reinforcing appropriate 
behavior) when choosing among the alternatives they generated for each open-ended 
question. If students only chose alternatives for suppressing inappropriate behavior, then we 
coded the data as 0, otherwise coded it as 1. Using the same data set from group 2, we 
separately coded the alternatives students generated and the ones they actually selected to use 
as either 0 or 1. The percentage of agreement between our coding was 73% (64 certain 
agreements on the coding). The agreement increased to 100% after discussing the reasons 
underlying our selections and revising the coding rules. Next, I completed coding the data 
from the remaining 62 students in three groups. The results of this coding were then used to 
examine if the probability of the selection of more than suppression strategies for each open 
ended question in posttest was predicted by the strategy selection in pretest and the treatment 
group. 
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Analysis 5 
Students’ responses to Case Interpretation and Case Application questions were 
analyzed via rubrics described above. For testing the rubric, my major professor and I 
individually coded data from five students in group 1. The initial percentage of agreement 
between our coding results was 63% (50 agreements and 30 disagreements on the coding). 
Following the comparison of our coding, discussion on the reasons for the disagreements and 
the revision of the coding rules, the percentage of agreement increased to 85% (68 
agreements and 12 disagreements on the coding). In order to examine if instructional 
treatment affected students’ performances on analyzing study cases and solving problem 
cases, 10 students in each group were selected based on their GPA scores. Due to the low 
number of male participants in the sample (n=10), the selection included only female 
students. In each group, female students were rank ordered in regards to their GPA scores 
and five students in the lower GPA group and five from the higher GPA group were 
randomly identified for the further analysis. I completed coding the data from 30 students in 
three groups. 
Then the total score from four study cases and two problem cases was calculated for 
each student to examine if treatment group affected students’ performance on analyzing and 
solving classroom management cases. Cronbach’s alpha reliability coefficient was .90 which 
indicates a good reliability across the six performance measures. 
Results 
Research Question 1 
Research Question 1 asked if students generated and selected a differential number of 
solution alternatives from the pre to posttest and across treatment conditions. Changes in the 
number of alternatives students generated or selected could indicate changes in problem 
solving or decision making performance. The Cronbach alphas for the number of alternatives 
created on three pretest questions and three posttest questions were α= .43 and α= .43 
respectively. Additionally, the Cronbach alphas for the number of alternatives selected on 
three pretest questions was α= .52 and on three posttest questions was α= .41. These results 
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indicate that the items on pre and posttest did not make up very reliable scales. Therefore, the 
analyses were conducted based on individual item pairs. 
To answer research question 1, I conducted a two-way mixed-design ANOVA on the 
number of alternatives students created and selected on each pair of open-ended questions 
with time as the within-subjects variable and group as the between-subjects variable. Table 
13 summarizes the results of the repeated measures ANOVA on the number of alternatives 
students created on the first pair of questions. The results revealed a significant time main 
effect, F(1,68)= 51.89, p< .001, ηp
2= 0.43. Students generated more alternatives on the 
pretest (M= 2.72, SD= 0.90) than the posttest (M= 1.86, SD= 0.78). Table 14 displays mean 
and standard deviations for this pair of questions by each group. However, neither the group 
main effect nor the time and group interaction effect was significant, F(2,68)= 0.12, p> .05, 
ηp
2= 0.00; F(2,68)= 2.15, p> .05, ηp
2= 0.06 respectively. 
Table 13 
Two-way mixed design ANOVA with a within-subjects factor of the number of solution 
alternatives created on the first pair of questions and a between-subject factor of group  
Source SS df MS F p ηp
2 
Time 26.77 1 26.77 51.89 .000 .43 
Group 0.24 2 0.12 0.12 .887 .00 
Time x Group 2.22 2 1.11 2.15 .124 .06 
Error (Time) 35.08 68 0.52    
Error (Group) 67.42 68 0.99    
Note. ηp
2 = partial eta square 
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Table 14 
Means and standard deviations (in parentheses) on the number of solution alternatives 
created for the first pair of questions by each group  
 
Case-based Reasoning 
(n=25) 
Worked Example 
(n=23) 
Faded Worked 
Example (n=23) 
  M  M  M 
Q9PreList 2.52 (0.65) 2.78 (1.04) 2.87 (0.97) 
Q10PostList 2.00 (0.91) 1.74 (0.81) 1.82 (0.78) 
 
The results of the repeated measures ANOVA on the number of alternatives students 
created on the second pair (Q10PreList-Q9PostList) and third pair (Q11PreList-Q11PostList) 
of questions did not reveal any significant time main effect (F(1,68)= 0.61, p> .05, ηp
2= 0.01 
for the second pair; F(1,68)= 3.48, p> .05, ηp
2= 0.05 for the third pair), group main effect 
(F(2,68)= 0.95, p> .05, ηp
2= 0.03 for the second pair; F(1,68)= 1.32, p> .05, ηp
2= 0.04 for the 
third pair), and time and group interaction effect (F(2,68)= 2.20, p> .05, ηp
2= 0.06 for the 
second pair; F(1,68)= 0.65, p> .05, ηp
2= 0.02 for the third pair). Table 15 displays mean and 
standard deviations for the two pairs of questions by each group. 
Table 15 
Means and standard deviations (in parentheses) on the number of solution alternatives 
created for the second and third pairs of questions by each group  
 
Case-based 
Reasoning (n=25) 
Worked Example 
(n=23) 
Faded Worked 
Example (n=23) 
  M  M  M 
Q10PreList 2.12 (0.83) 2.57 (0.66) 2.30 (1.02) 
Q9PostList 2.60 (0.96) 2.52 (0.99) 2.17 (1.07) 
Q11PreList 2.52 (1.26) 2.22 (1.00) 2.91 (1.00) 
Q11PostList 2.92 (1.15) 2.65 (1.07) 2.91 (1.31) 
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The results of the repeated measures ANOVA on the number of alternatives students 
selected on the first pair (Q9PreSelect-Q10PostSelect) and second pair (Q10PreSelect-
Q9PostSelect) of questions indicated no significant time main effect (F(1,68)= 2.02, p> .05, 
ηp
2= 0.03 for the first pair; F(1,68)= 0.17, p> .05, ηp
2= 0.00 for the second pair), no 
significant group main effect (F(2,68)= 0.03, p> .001, ηp
2= 0.03 for the first pair; F(1,68)= 
0.07, p> .05, ηp
2= 0.00 for the second pair), and no time and group interaction effect 
(F(2,68)= 2.24, p> .05, ηp
2= 0.06 for the first pair; F(1,68)= 1.90, p> .05, ηp
2= 0.05 for the 
second pair). Table 16 displays mean and standard deviations for the two pairs of questions 
by each group. 
Table 16 
Means and standard deviations (in parentheses) on the number of solution alternatives 
selected for the first and second pairs of questions by each group  
 
Case-based 
Reasoning (n=25) 
Worked Example 
(n=23) 
Faded Worked 
Example (n=23) 
  M  M  M 
Q9PreSelect 1.48 (0.65) 1.78 (1.04) 1.74 (0.92) 
Q10PostSelect 2.00 (0.91) 1.70 (0.76) 1.83 (0.78) 
Q10PreSelect 1.36 (0.76) 1.66 (0.78) 1.66 (0.88) 
Q9PostSelect 1.72 (0.98) 1.57 (0.73) 1.52 (0.85) 
 
The results of the repeated measures ANOVA on the number of alternatives students 
selected on the third pair of questions revealed a significant time main effect, F(1,68)= 4.83, 
p< .05, ηp
2= 0.07. Table 17 summarizes the results of the repeated measures ANOVA. 
Students selected more alternatives on the posttest (M= 2.75, SD= 1.20) than the pretest (M= 
2.37, SD= 1.12). Table 18 displays mean and standard deviations for this pair of questions by 
each group. However, the result was not significant when Bonferroni correction was applied 
to adjust the significance level (α= 0.05/3=0.016). In addition, neither the group main effect 
nor the time and group interaction effect were significant, F(2,68)= 1.05, p> .05, ηp
2= 0.03; 
F(2,68)= 0.37, p> .05, ηp
2= 0.01 respectively.  
209 
 
Table 17 
Two-way mixed design ANOVA with a within-subjects factor of the number of solution 
alternatives selected on the third pair of questions and a between-subject factor of group  
Source SS df MS F p ηp
2 
Time 5.02 1 5.02 4.83 .031 0.07 
Group 3.57 2 1.78 1.05 .354 0.03 
Time x Group 0.77 2 0.38 0.37 .692 0.01 
Error (Time) 70.60 68 1.04    
Error (Group) 114.10 68 1.69    
Note. ηp
2 = partial eta square 
Table 18 
Means and standard deviations (in parentheses) on the number of solution alternatives 
selected for the third pair of questions by each group  
 
Case-based 
Reasoning (n=25) 
Worked Example 
(n=23) 
Faded Worked 
Example (n=23) 
  M  M  M 
Q11PreSelect 2.32 (1.18) 2.13 (1.06) 2.70 (1.11) 
Q11PostSelect 2.84 (1.14) 2.57 (1.12) 2.83 (1.37) 
 
In summary, the results of the research question 1 showed the number of alternatives 
students generated on the first pair of questions (Q9PreList-Q10PostList) significantly 
decreased from pre to posttest. However, there were not any significant differences among 
the groups. Additionally, the number of alternatives students created on the second pair 
(Q10PreList-Q9PostList) and third pair (Q11PreList-Q11PostList) of questions did not 
change from pre to posttest and across the groups. In terms of the number of alternatives 
students selected on the first pair (Q9PreSelect-Q10PostSelect) and second pair 
(Q10PreSelect-Q9PostSelect) of questions, the results revealed no significant change from 
pre to posttest and no significant differences among the groups. For the third pair of 
questions (Q11PreList-Q11PostList), the results showed that students selected more 
alternatives on the posttest than the pretest. However, the result was not significant when 
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Bonferroni correction was applied to adjust the significance level. In addition, there were no 
significant differences across the groups. 
Research Question 2 
Research Question 2 asked if the number of reasons students generated for each open-
ended question changed from pre to posttest and among the groups. To answer research 
question 2, I conducted a two-way mixed-design ANOVA on the number of reasons students 
created on each pair of open-ended questions with time as the within-subjects variable and 
group as the between-subjects variable. The results showed a significant time main effect 
(F(1,68)= 8.75, p< .01, ηp
2= 0.11) and a group main effect (F(2,68)= 3.31, p< .05, ηp
2= 0.89) 
for the third pair of questions. Table 19 summarizes the results of the repeated measures 
ANOVA. Students created more reasons on the posttest (M= 1.49, SD= 0.77) than on the 
pretest (M= 1.18, SD= 0.72). Tukey post-hoc comparisons of the three groups showed 
significant differences between case-based reasoning and faded worked example groups. 
Students in the faded worked example group created fewer reasons compared to students in 
the case-based reasoning group. However, it should be noted that if the significance levels 
are adjusted using the Bonferroni procedures, the group main effect would not be significant 
(α=0.05/3=0.016). Table 20 displays mean and standard deviations for the third pair of 
questions by each group. 
Table 19 
Two-way mixed design ANOVA with a within-subjects factor of the number of reasons 
generated on the third pair of questions and a between-subject factor of group  
Source SS df MS F p ηp
2 
Time 3.45 1 3.45 8.75 .004 0.11 
Group 4.50 2 2.25 3.31 .043 0.09 
Time x Group 0.79 2 0.40 1.00 .373 0.03 
Error (Time) 26.80 68 0.40    
Error (Group) 46.28 68 0.70    
Note. ηp
2 = partial eta square 
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Table 20 
Means and standard deviations (in parentheses) on the number of reasons generated on the 
third pair of questions by each group  
 
Case-based Reasoning 
(n=25) 
Worked Example 
(n=23) 
Faded Worked 
Example (n=23) 
  M  M  M 
Q11Pre 1.44 (0.77) 1.04 (0.64) 1.04 (0.71) 
Q11Post 1.68 (0.75) 1.57 (0.79) 1.22 (0.74) 
 
The results of the repeated measures ANOVA on the number of reasons students 
created on the first (Q9Pre-Q10Post) and second pairs (Q10Pre-Q10Post) of questions 
revealed no significant time main effect (F(1,68)= 2.17, p> .05, ηp
2= 0.03 for the first pair; 
F(1,68)= 3.54, p> .05, ηp
2= 0.05 for the second pair), no significant group main effect 
(F(2,68)= 0.31, p> .05, ηp
2= 0.01 for the first pair; F(2,68)= 2.17, p> .05, ηp
2= 0.06 for the 
second pair), and no significant time and group interaction effect (F(2,68)= 0.03, p> .05, ηp
2= 
0.00 for the first pair; F(2,68)= 1.61, p> .05, ηp
2= 0.05 for the second pair). Table 21 displays 
mean and standard deviations for the two pairs of questions by each group. 
Table 21 
Means and standard deviations (in parentheses) on the number of reasons generated on the 
first and second pairs of questions by each group  
 
Case-based Reasoning 
(n=25) 
Worked Example 
(n=23) 
Faded Worked Example 
(n=23) 
   M  M  M 
Q9Pre 1.36 (0.64) 1.43 (0.79) 1.30 (0.70) 
Q10Post 1.24 (0.60) 1.26 (0.54) 1.17 (0.39) 
Q10Pre 0.88 (0.67) 1.22 (0.60) 0.87 (0.63) 
Q9Post 1.28 (0.61) 1.22 (0.60) 1.00 (0.52) 
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In summary, the results of the research question 2 revealed that the number of reasons 
students created on the first (Q9Pre-Q10Post) and second pairs (Q10Pre-Q10Post) of 
questions did not change from pre to posttest and across the groups. For the third pair of 
questions, students created more reasons on the posttest than on the pretest. Pairwise 
comparisons of the three groups showed students in the faded worked example group created 
fewer reasons compared to students in the case-based reasoning group. However, if the 
significance levels are adjusted using the Bonferroni procedures, the group main effect would 
not be significant. 
Research Question 3 
Research Question 3 included three parts which asked if the type of 
strategies/decision alternatives students reported differed from the pre and posttest and 
among the groups. The first part asked to what extent students applied experts’ strategies, 
illustrated in the cases, to solve or make decisions about classroom management issues and if 
there was a difference across the conditions and from pre to posttest. To answer the first part 
of the research question 3, the frequencies and percentages of the students’ responses to the 
three open-ended questions on the pre and posttests were calculated for the six categories 
representing the type of strategies students generated. These six categories included (a) 
classroom management style, (b) positive approaches, (c) dealing with inappropriate 
behavior, (d) preventing inappropriate behavior, (e) methods that do not work, and (f) student 
generated ideas.  
The results showed similar patterns across the three groups in terms of the type of 
classroom management strategies students created for the three open-ended questions on both 
the pre and posttest. A chi-square test of independence did not show any significant 
relationship between the group and the three types of classroom management strategies 
(positive approaches, dealing with inappropriate behavior, and student generated ideas) 
students generated on the posttest, χ2 (4, N=71) = 4.92, p> .05. The other three categories 
(classroom management style, preventing inappropriate behavior, and methods that do not 
work) were not included in the chi-square test due to small cell frequencies. In addition, the 
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relationship between the group and the three types of classroom management strategies 
students created on the pretest was not significant, χ2 (4, N=71) = 1.35, p> .05. 
Descriptively, strategies related to dealing with inappropriate behavior constituted the 
highest percentage among the total number of strategies on both the pre and posttests. In 
addition, the percentages for this category increased from the pre to posttest for all three 
groups. The next highest percentage was for the category of ‘student generated ideas’ which 
included strategies that were not presented in the cases. The strategies in this category most 
probably represented students’ prior knowledge or experiences about the topic. The 
percentage of this category decreased from pre to posttest in each group, but still remained as 
the category that included the second highest number of strategies students created.  
The percentages of the strategies related to positive approaches were similar across 
the groups on both the pre and posttests. The strategies about preventing inappropriate 
behavior constituted a small percentage among the total number of strategies. In addition, the 
percentages for this category decreased from pre to posttest in each group. The lowest 
percentages across the groups on both pre and posttest were for the remaining two categories: 
classroom management style and methods that do not work. The latter category included the 
strategies that the experts in the cases or worked examples described as the strategies that did 
not work to solve a classroom management situation. Only five students across the three 
groups included strategies related to this category on the posttest. Table 22 shows the number 
and percentages of strategies students generated on the pre and posttest. 
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Table 22 
Frequencies and percentages for the type of classroom management strategies students 
created for the three open-ended questions on the pre and posttest by group 
 Case-based Reasoning Worked Example Faded Worked Example 
 Pre Post Pre Post Pre Post 
Classroom 
management 
style 
0  
(0%) 
0  
(0%) 
0  
(0%) 
0  
(0%) 
0  
(0%) 
0  
(0%) 
Positive 
approaches 
18 
(10.06%) 
17  
(9.04%) 
23 
(13.22%) 
16 
(10.06%) 
22 
(11.83%) 
22 
(13.84%) 
Dealing with 
inappropriate 
behavior 
96 
(53.63%) 
119 
(63.30%) 
94 
(54.02%) 
97 
(61.01%) 
99 
(53.23%) 
103 
(64.78%) 
Preventing 
inappropriate 
behavior 
6  
(3.35%) 
3  
(1.60%) 
7  
(4.02%) 
1  
(0.63%) 
11  
(5.91%) 
4  
(2.52%) 
Methods that 
do not work  
0  
(0%) 
1  
(0.53%) 
0  
(0%) 
3  
(1.89%) 
0  
(0%) 
1  
(0.63%) 
Student 
generated 
ideas 
59 
(32.96%) 
48 
(25.53%) 
50 
(28.74%) 
42 
(26.42%) 
54 
(29.03%) 
29 
(18.24%) 
Total 179 188 174 159 186 159 
 
The two most common strategies under the positive approaches category included 
‘establishing classroom rules, routines, and consequences’ and ‘providing verbal or token 
reinforcement for appropriate behavior’. The highest number of strategies about dealing with 
inappropriate behavior included ‘providing verbal reminder of rules or appropriate behavior’ 
and ‘having group and individual negative consequences’. Although the frequencies were 
low, the two more common strategies about preventing inappropriate behavior included 
‘making lessons well planned, with motivating aspects’ and ‘accomplishing transitions 
smoothly’. Appendix B-5 presents the frequencies and the percentages of 23 general ideas in 
these six categories Table 23 shows examples of the most common strategies under each 
category. 
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Table 23 
Examples of the most common classroom management strategies generated by students on the pre and posttests  
Category Strategies Examples 
Positive 
Approaches 
Establishing classroom rules, 
routines, and consequences 
I would create 3 before me rule: everyone should wait for 3 other people to 
give an answer before giving another (Group1, Q9, pretest) 
Establish procedures for asking for help (Group 2, Q10, pretest) 
Create an assertive discipline plan that will give students concrete 
consequences for their actions, and deals with their actions right away (Group 
3, Q11 posttest) 
 Providing verbal or token 
reinforcement for appropriate 
behavior 
Thank John for raising his hand when he does (Group1, Q9, pretest) 
With this student I would implement a token system. When she finished her 
work and waited until the end of the class she would get a token. With the 
tokens she would gain rewards (Group 2, Q10, posttest) 
She needs positive reinforces to encourage correct behavior. praise her when 
she follows through (Group 3, Q10 posttest) 
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Category Strategies Examples 
Dealing with 
Inappropriate 
Behavior  
Providing verbal reminder of 
rules or appropriate behavior 
Point to the rule board: ’There will be no yelling in this classroom’ to remind 
them of the rules (Group1, Q9, posttest) 
Remind the class as a whole not to point out any students that they need to 
raise their hands and wait to be called on after the question is asked (Group 2, 
Q9, pretest) 
Tell the students that shouting is not allowed and their situation will not be 
fixed until they follow classroom rules (Group 3, Q10, posttest) 
 Having group and individual 
negative consequences 
Put them on a three strike system the first rule they break they get a check on 
the board, the second check is a call home to the parents and the third check is 
to send the child home (Group 1, Q11, posttest) 
Ask them to skip recess/free choice time to finish the work they did not 
complete due to them misbehaving (Group 2, Q11, pretest) 
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Category Strategies Examples 
Preventing 
Inappropriate 
Behavior  
Making lessons well planned, 
with motivating aspects 
For student 1 maybe incorporate more ‘performance’ type things in the 
classroom so she has a creative outlet (Group 1, Q11, posttest) 
Both students seem to be acting out for the class attention. I would try to find 
more appropriate places for them to ‘show off’. Encourage Yesenia’s jokes on 
the playground and Roberto to impress people with his athletic ability in gym 
(Group 2, Q11, pretest) 
Include a joke time in my morning sharing time where jokes can be told. 
(Group 3, Q11, posttest) 
 Accomplishing transitions 
smoothly’ 
Before giving the assignment I would remind the class where to put their 
assignments when they are done. (Group 1, Q10, posttest 
Simply ask if students have any questions before letting them begin (Group 2, 
Q10, pretest) 
Talk to the students and act out what will happen before they get into their 
groups and what they will do and how to act. (Group 3, Q10, posttest) 
Student Created  Ignore them and wait for them to ask quietly (Group 1, Q9 posttest) 
Give students an I-message about them not raising their hand and disrupting 
class (Group 2, Q9 posttest) 
Have student 1 sit closer to your desk to prevent disruptive behavior (group 3, 
Q11, posttest) 
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The second part of the research question 3 asked what type of classroom management 
strategies students chose to use and if there were differences across the conditions and from 
pre to posttest. To answer the research question, frequencies and percentages of the 
alternatives/strategies students chose to apply to the classroom management situations 
described on the pre and posttests were calculated using the four categories: (a) Classroom 
management style, (b) Control strategies, (c) Guidance strategies, and (d) Prevention 
strategies. The strategies that were not clear were coded as ‘unclear’. The number of 
strategies that were marked as ‘unclear’ changed between 3 and 8 across the groups. A chi-
square test of independence showed a significant relationship between the group and the type 
of classroom management strategies students chose to apply to the questions on the posttest, 
χ2 (4, N=71) = 11.51, p< .05. In addition, group was related to the type of classroom 
management strategies students chose to apply to the questions on the pretest, χ2 (4, N=71) = 
12.12, p< .01. 
Accordingly, results showed control strategies constituted the highest percentages 
across the three groups on both pre and posttest. The percentage of the category increased 
from pre to posttest for the case-based reasoning (Group 1) and faded worked example 
(Group 3) groups, and slightly decreased for the worked example group (Group 2). 
Additionally, on the pretest, the faded worked example group selected more control strategies 
compared to the other two groups. On the posttest, the case-based reasoning and faded 
worked example groups selected more control strategies compared to the worked example 
group. The second highest percentage in group 1 and 2 was for guidance strategies on the 
posttest. In group 3, guidance and prevention strategies constituted a small percentage among 
the total number of strategies on the posttest. In all groups, while the number of guidance 
strategies slightly increased from pre to posttest, the number of prevention strategies 
decreased from pre to posttest. The decrease on the number of prevention strategies was 
highest in the group 3. The percentages for the classroom management style were very low 
across the groups. Table 24 shows the number and percentages of strategies students selected 
on the pre and posttest. 
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Table 24 
Frequencies and percentages for the type of classroom management strategies students 
selected to apply to the three open-ended questions on the pre and posttest by group 
  
Case-based Reasoning Worked Example 
Faded Worked 
Example 
  Pre Post Pre Post Pre Post 
A: Classroom 
management 
style 
3 
(2.33%) 
2 
(1.21%) 
0 
(0%) 
1 
(0.76%) 
2 
(1.43%) 
1 
(0.70%) 
B: Control 
strategies  
97 
(75.19%) 
131 
(79.39%) 
100 
(78.74%) 
101 
(76.52%) 
106 
(75.71%) 
126 
(88.73%) 
C: Guidance 
strategies  
15 
(11.63%) 
25 
(15.15%) 
12 
(9.45%) 
25 
(18.94%) 
4 
(2.86%) 
8 
(5.63%) 
D: Prevention 
strategies 
14 
(10.85%) 
7 
(4.24%) 
15 
(11.81%) 
5 
(3.79%) 
28 
(20.00%) 
7 
(4.93%) 
Total 129 165 127 132 140 142 
 
The third part of the research question 3 asked if treatment and students’ responses on 
the pretest predict the probability that students select more than suppression strategies on the 
paired posttest question. A set of logistic regression analyses was employed to examine if the 
probability of the selection of more than suppression strategies for each open ended question 
on the posttest was predicted by the strategy selection on the pretest and the treatment group. 
For the first open-ended posttest question (Q9Post), results of the goodness of fit of 
the model showed that the paired pretest question (Q10Pre) and group were not significant 
predictors of Q9Post (χ2 (3)= 3.15, p= .369). A classification analysis revealed that 53 of the 
68 cases who selected suppression strategies on the posttest question were correctly classified 
with an overall hit rate of 77.9%. Similarly, for the second open-ended posttest question 
(Q10Post), results of the goodness of fit of the model showed that the paired pretest question 
(Q9Pre) and group were not significant predictors of Q10Post (χ2 (3)= 2.30, p= .513). A 
classification analysis revealed that 46 of the 71 cases who selected more than suppression 
strategies on posttest question were correctly classified with an overall hit rate of 64.8%.  
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For the third open-ended posttest question (Q11Post), results of the goodness of fit of 
the model showed that the paired pretest question (Q11Pre) and group also were not 
significant predictors of Q11Post (χ2 (3)= 4.77, p= .190). A classification analysis revealed 
that the model correctly classified 50% of those who selected suppression strategies on the 
posttest question and 63.4% who were did not, for an overall success rate of 57.7%.  
In summary, the results of the research question 3 showed, the type of classroom 
management strategies students generated for the three open-ended questions did not change 
significantly from pre to posttest and across the groups. Descriptively, strategies related to 
dealing with inappropriate behavior constituted the highest percentage among the total 
number of strategies on both the pre and posttests. The two most common strategies under 
this category included ‘providing verbal reminder of rules or appropriate behavior’ and 
‘having group and individual negative consequences’. The second highest percentage was for 
the category of ‘student generated ideas’ which included strategies that were not presented in 
the cases. The percentages of the strategies related to positive approaches were similar across 
the groups on both the pre and posttests. The highest number of strategies about the positive 
approaches category included ‘establishing classroom rules, routines, and consequences’ and 
‘providing verbal or token reinforcement for appropriate behavior’. The strategies about 
preventing inappropriate behavior constituted a small percentage among the total number of 
strategies. The two more common strategies about this category included ‘making lessons 
well planned, with motivating aspects’ and ‘accomplishing transitions smoothly’. 
In terms of the type of strategies students chose to apply to the classroom 
management situations, results revealed, on both pre and posttests, there were significant 
relationships between the group and the type of classroom management strategies students 
applied to the questions. Accordingly, control strategies constituted the highest percentages 
across the three groups on both pre and posttest. The percentage of the category increased 
from pre to posttest for the case-based reasoning (Group 1) and faded worked example 
(Group 3) groups, and slightly decreased for the worked example group (Group 2). In all 
groups, while the number of guidance strategies slightly increased from pre to posttest, the 
number of prevention strategies decreased from pre to posttest. The decrease on the number 
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of prevention strategies was highest in the group 3. Additionally, the results of the logistic 
regression analyses showed none of the paired pretest questions and group were significant 
predictors of the students’ selection of more than suppression strategies for each open ended 
question on the posttest. 
Research Question 4 
The final research question asked if treatment group affected students’ performance 
on analyzing and solving teaching cases related to classroom management. A one-way 
analysis of covariance (ANCOVA) was conducted to examine if students’ performances on 
solving case problems differed with respect to treatment condition. The dependent variable 
was the total score that students received from their four case analyses and solving two case 
problems, and the covariate was the student’s GPA. A preliminary analysis evaluating the 
homogeneity-of-regression (slopes) assumption indicated that the relationship between the 
covariate and the dependent variable did not differ significantly as a function of the 
independent variable, F(6,18)= 1.80, p= .156. Table 25 displays the ANCOVA results. The 
ANCOVA was significant. F(2, 26)= 3.93, p < .05. According to the results, 15% (ω2= 0.15) 
of the total variance in performance scores was accounted for by the treatment controlling for 
the effects of students’ GPA, and 9.8% (ω2= 0.10) of the total variance in performance was 
accounted for by the students’ GPA score. 
Table 25 
A one-way analysis of covariance (ANCOVA) on students’ performances on analyzing and 
solving case problems by group  
Source SS df MS F p 
GPA 641.26 1 641.26 4.86 .036 
Group 1036.50 2 518.25 3.93 .032 
Error 3427.74 26 131.84  
Total 5023.20 30  
 
Follow-up tests were conducted to evaluate pairwise differences among the adjusted 
means for the three groups. Table 26 shows the pairwise comparisons on students’ 
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performances on analyzing and solving case problems. The Bonferroni procedure was used 
to control for Type I error across the three pairwise comparisons (α= .05/3 = .017). The 
results showed that students in the worked example condition (M= 61.91, SE= 3.63) had 
higher performance scores, controlling for the effect of their GPA, than students who were in 
the case-based reasoning condition (M= 49.11, SE= 3.63). The Bonferroni pairwise 
comparison of the difference approached significance (p= .019). Based on the mean total 
performance score adjusted by students’ GPA, students in the worked example group (M= 
61.91, SE= 3.63) had higher scores compared to students in faded worked example group 
(M= 49.76, SE= 3.65). However, the Bonferroni pairwise comparison of the difference was 
not statistically significant (p = .026) 
Table 26 
Pairwise comparisons on students’ performances on analyzing and solving case problems  
   Adjusted Mean Differences 
Group Mean Adjusted 
Mean 
1 2 3 
Case-based Reasoning 48.70 
 
49.12a --   
Worked Example 61.50 61.92a 12.80* 
(0.23) 
 
--  
Faded Worked Example 50.60 49.76a 0.64 -12.16 -- 
 
In summary, the results of the research question 4 showed, 15% (ω2= 0.15) of the 
total variance in performance scores was accounted for by the treatment controlling for the 
effects of students’ GPA, and 10% (ω2= 0.10) of the total variance in performance was 
accounted for by the students’ GPA score. Pairwise comparisons on students’ performances 
on analyzing and solving case problems revealed students in the worked example condition 
had higher performance scores, controlling for the effect of their GPA, than students who 
were in the case-based reasoning condition. The difference between worked example group 
and faded worked example group was not statistically significant. 
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Conclusion 
This study compared the impact of three types of case-based methods (worked 
example, faded worked example, and CBR) on preservice teachers’ learning and decision 
making about classroom management. Specifically, this study focused on analyzing students 
open ended responses to classroom management problems presented before, during, and after 
instruction using one of these methods. Students read classroom management problems and 
generated alternative approaches to dealing with the problems, selected their desired 
approach, and provided reasons for their choices before and after the treatment (pre and 
posttests). In addition, students analyzed four cases and solved two problem cases during the 
treatment. 
The results indicated no treatment effect on students’ performances, as measured 
based on the quantity of the alternatives they created and selected in decision tasks related to 
classroom management. Only for the first pair of open-ended questions did the number of 
alternatives that students generated change from pre to posttest. Students generated more 
alternatives on the pretest than the posttest. In addition, the number of alternatives students 
chose to apply to the classroom management situations described in the questions changed 
from pre to posttest only for the third pair of open-ended questions. Students selected more 
alternatives on the posttest than the pretest. Students in all three groups generated a relatively 
small number of alternatives (2 to 3 alternatives) for each open-ended question on both pre 
and posttests. One reason for students may have generated small number of alternatives is 
their limited experiences about dealing with real-life classroom management situations. 
There is evidence in the literature that the quantity of alternatives created in a decision or 
reasoning task is highly influenced by individuals’ prior knowledge and experiences (Gilboa 
& Schmeidler, 2001; Newell & Broder, 2008; Newell et al., 2007). Additionally, it has been 
shown that people are able to generate more decision alternatives on the familiar content than 
less familiar content (De Neys, 2006; Markovits, 1986).  
In regard to the reasons students generated on the pre and posttest to support their 
decisions about classroom management alternatives/strategies, the results showed no 
significant differences from pre to posttest. The majority of the students in each group 
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generated only one reason for each question on both pre and posttest. One possible 
explanation of this finding may be provided by the decision making models suggested by 
Gigerenzer and his colleagues (1996, 1999, 2001). According to these researchers, humans 
tend to employ heuristics or fast-and-frugal reasoning strategies as cognitive shortcuts in 
many real-life situations in which decisions must be made quickly and with limited 
information. These researchers argue that if people identify information that discriminates the 
best choice option among others and if searching for additional information is effortful, 
people will use that discriminating information to make a decision instead of searching for 
new evidence to support their decisions. Considering students’ limited teaching experiences 
and skills about classroom management, and the findings related to the number of reasons 
students provided to support their decisions, I speculate that students in this study followed a 
similar fast-and-frugal strategy in their decision making.  
Even though I did not examine the quality and sources of students’ reasons for the 
questions on the pre and posttest in a detailed way, my first interpretation is that students 
generated a reason or reasons to primarily support the decision alternative they selected to 
apply to the classroom management situations described in the questions. This is in line with 
the argument that, due to their need to justify their decisions both to themselves and the 
others, people tend to create reasons or arguments that support their own positions (Hogarth 
& Kunreuther, 1995; Simonson & Nye, 1992; Wright, 1994). My second interpretation 
relates to the sources of students’ reasons is that they often were based on students’ previous 
experiences in K-12 education and their established beliefs about effective strategies to deal 
with classroom management situations. There is evidence in the literature supporting the 
impact of individuals’ prior experiences and existing beliefs on their reasoning and decision 
making (Austin & Klein, 1996; Bettman & Park, 1980; Evans & Over, 1996; Gilboa & 
Schmeidler, 2001; Newell & Broder, 2008; Newell et al., 2007; Payne, Bettman, & Johnson, 
1992). This interpretation may be especially relevant for this population of students. The 
students in the class were mostly sophomores or juniors and typically were early in their 
sequence of teacher education courses. The freshman and sophomores years in the typical 
ECE and ELED programs are filled with so-called “general education” or academic content 
courses related to disciplines these students will teach (e.g. writing, social sciences, 
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elementary mathematics, sciences). Students typically have taken background “educational 
foundation” courses (history and social foundations of education, child development, 
educational psychology). Students in these majors begin specific methods classes as juniors. 
While the child development and educational psychology courses provide brief introductions 
to child guidance and classroom management, the students had not yet had focused on 
methods of teaching and managing students. Many had not yet experienced practicum 
experiences in classrooms.   
The results of this study also indicated no significant treatment effect on the number 
of reasons students created on the posttest to justify their decisions. This may be because 
students did not engage in deep analysis of the cases, and therefore they failed to develop a 
thorough understanding of the classroom management strategies and situations described in 
the cases. Only a few students within each group seemed to use what they learned from the 
cases to support their decisions about particular alternatives would be successful. There is 
evidence in the literature that preservice teachers, due to their lack of teaching experiences, 
are unable to notice significant features of classroom practices and analyze cases in a 
superficial manner (Abell, Bryan, & Anderson, 1998; Kim & Hannafin, 2009; van den Berg, 
2001). In addition, hardly any students across the groups used classroom management theory 
or principles to justify their decisions. This finding is consistent with what King et al. (1990) 
have pointed out, that many undergraduate college students, even seniors, often fail to use 
evidence to justify their reasons or decisions.  
In addition, the results revealed no significant relationship between group and type of 
strategies/decision alternatives students reported on the pre and posttests. The majority of the 
strategies students in each group generated on both the pretest and the posttest were related to 
dealing with inappropriate behavior. The most common strategies students created included 
‘providing verbal reminder of rules or appropriate behavior’ and ‘having group and 
individual negative consequences’. Similarly, majority of the strategies students chose to 
apply to the classroom management situations described in the open-ended questions were 
related to controlling pupils’ behavior in the classroom. The faded worked example group 
(group 3) selected more control strategies compared to other two groups on the pretest. On 
226 
 
the posttest, the case-based reasoning (group 1) and faded worked example groups (group 3) 
selected more control strategies compared to worked example group (group 2). In addition, 
the number of strategies related to positive approaches constituted approximately 10% of the 
total strategies students in each group created on both the pre and posttests. Furthermore, 
prevention and guidance strategies constituted relatively small percentages of the total 
strategies students created or selected on both the pre and posttests. 
These findings are congruent with the results of a recent study in which Balli (2011) 
examined a group of preservice teachers’ memories and beliefs about classroom 
management. Analysis of students’ written narrative about their description of an ‘excellent 
teacher’ showed that the most common classroom management strategies students described 
in their narratives were related to the assertive discipline model (Canter & Canter, 1976, 
1992), which emphasizes control strategies including establishing rules and procedures and 
setting consequences for inappropriate behavior. Balli (2011) argued that because the 
strategies associated with this model are used widely in K-12 classrooms, preservice teachers 
have substantial amount of experience with these strategies and therefore their beliefs 
regarding these strategies are well established. Balli (2011) also found that students depicted 
few guidance and prevention strategies (i.e, building pupil-teacher relationships, helping 
pupils learn self-control, maintaining pupil motivation, and accomplishing smooth 
transitions) in their narratives which often reflected incomplete understanding of these 
strategies. Providing students with opportunities to practice using guidance and prevention 
strategies in dealing with multiple classroom management situations may help them develop 
better understanding and skills pertaining to these skills. For instance, real-world teaching 
cases may illustrate how experienced teachers apply these strategies to managing different 
classroom management problems.   
The results of the current study also showed the number of ‘student generated ideas’ 
representing classroom management strategies not described in the cases that students 
studied constituted a relatively high percentage among the total number of strategies students 
created on the pretest. Although the percentages decreased from pre to posttest in each group, 
this category included the second greatest number of strategies students created on the 
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posttest. In addition, only five students across the three groups applied ineffective classroom 
management strategies to their decisions on the posttest. These ineffective strategies were 
described by the experts in the cases as the unsuccessful methods that did not work to solve a 
classroom management situation. This study was aimed at challenging students’ prior beliefs 
by exposing them to multiple perspectives about classroom management strategies, but the 
results imply that working on realistic teaching cases related to classroom management did 
not bring a substantial change on students’ existing knowledge and conceptions about 
classroom management.  
The partial structure of preservice teachers’ conceptual models of teaching, their 
perseverance of beliefs, and their tendency to be resistant to change in beliefs have been 
established in the literature. One of the most well-known theories explaining the influences 
of previous experiences on people’s information acquisition and interpretation of new 
information is mental model theory. According to this theory, people create mental 
representations of their experiences and knowledge. The extent to which new information is 
perceived to be consistent with the existing mental structures determines whether or not the 
information will be accepted easily and how that information will be interpreted. According 
to a number of researchers, information that does not correspond to people’s mental models 
are difficult to comprehend and hard to recall (Anderson, 1978; Bransford, Vye, Adams, & 
Perfetto, 1989; Spiro, Feltovich, Coulson, & Anderson, 1989). Similarly, the conceptual 
change literature in science has provided extensive research evidence that students’ existing 
beliefs and conceptions are resistant to change and can hinder their acceptance and 
assimilation of new knowledge that conflicts with their already held beliefs (e.g. Guzzetti & 
Hynd, 1998; Guzzetti, Synder, Glass, & Gamas, 1993; Nussbaum & Novak, 1982; Posner, 
Strike, Hewson, & Gertzog, 1982; Sinatra & Pintrich, 2003). Consequently, one can 
speculate that preservice teachers in the current study might selectively attend to case 
information that seemed to reinforce their existing beliefs and disregard the information that 
was in conflict with their preconceived beliefs and understanding about classroom 
management. 
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Additionally, the results concerning the case analyses and problem solving 
performances of a group of students randomly selected from each condition based on their 
GPA scores showed the worked example group, compared to the case-based reasoning and 
faded worked example groups, consistently performed better on analyzing four cases and 
solving two problem cases related to classroom management. Students in the worked 
example condition had higher total performance scores, controlling for the effect of their 
GPA, than students who were in the case-based reasoning condition. In addition, students in 
the worked example group had higher total performance scores compared to students in 
faded worked example group, but the difference between the groups was not statistically 
significant. 
The superior performances of worked example group can be explained by the way the 
cases in this approach were designed. That is, worked example group received more 
scaffolding compared to the case-based reasoning and faded worked example groups. For the 
cases in the CBR condition, I kept the contextual details and irrelevant information; for the 
cases in the worked and faded example conditions I removed any irrelevant information that 
were not particularly related to experts’ classroom management decisions and highlighted 
critical points to direct students’ attention to important aspects of the cases. Considering 
preservice teachers limited teaching experiences and their inability to notice significant 
features of classroom interactions, I speculate that scaffolding provided in worked examples 
helped students focus on the most relevant issues while the more complex details cases in the 
CBR condition may have diverted students’ attention from important information to details 
or surface features thus impeded their schema construction. Sweller (1988) argued that 
novices need maximal guidance during initial stages of learning because they generally do 
not have necessary schemas that can help them solve complex problems. A large body of 
research involving well-structured domains has shown positive effects of worked examples 
on novices’ learning and skill acquisition (Atkinson et al., 2000; Mwangi & Sweller, 1998; 
Paas, 1992; Renkl, 1997; Renkl & Atkinson, 2007; Renkl et al., 2002; Sweller et al., 1990; 
Sweller & Cooper, 1985; Zhu & Simon, 1987). This present study provides some evidence 
consistent with the worked example effect in an ill-structured domain. 
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However, the results of this study do not support the evidence found in several studies 
that students learn more from studying faded worked examples than worked examples 
(Atkinson et al., 2003; Renkl et al., 2002; Renkl et al., 2004). One reason for this could be 
the differences between the outcome measures and the study domain involved in earlier 
studies and in the present study. Earlier studies often used multiple-choice tests to assess 
students’ near and far transfer performances in well-structured domains, whereas this study 
used realistic teaching cases to examine students’ reasoning and decision making in an ill-
structured domain.  
Additionally in this study, the worked example group studied four complete examples 
modeling experts’ reasoning and decision making related to classroom management issues 
while faded worked example group studied only two complete examples in addition to two 
incomplete examples. Although the worked example literature suggests that presenting at 
least two worked examples for each problem would enhance transfer (Reed & Bolstad, 
1991), this suggestion may be limited to well-structured domains. In an ill-structured domain 
such as classroom management novice students may need more worked examples to develop 
necessary cognitive structures that can help them function in complex situations. In addition, 
the nature of the problems may have varied more in the present student than in the research 
in well structured domains.   
Limitations of the Study and Future Research Suggestions 
This study was aimed at comparing the impact of three types of case-based 
approaches (case-based reasoning, worked example, and faded work example) on preservice 
teachers’ decision making and reasoning skills related to realistic classroom management 
situations. Participants in this study received a short-term implementation of one of these 
three major approaches to case-based learning. To be better equipped for the complexities of 
teaching, however, preservice teachers need to be provided with ongoing experiences about 
classroom situations. This study therefore can be considered as the first step of the general 
purpose of improving preservice teachers’ reasoning and decision making related to 
classroom teaching. Studying the impact of a long-term exposure to the three case methods 
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on preservice teachers’ learning and decision making would be a fruitful direction for future 
study. 
Additionally, most students in this study were in their second or third year of teaching 
education program. These students typically have taken background “educational 
foundation” courses, but many had not yet experienced practicum experiences in classrooms. 
Consistent with their limited, if any, teaching experiences they often engaged in surface 
analysis of the cases describing complex classroom management situations. The results might 
have been different if participants were in their final year in the teacher education program 
and had some teaching experience in K-12 classrooms. Future studies should replicate the 
comparison of these three case based approaches with preservice teachers who are at 
different stages in their program.  
Moreover, this study focused on the analyses of students’ reasoning and decision 
making during their case analyses and problem solving based on their written work. 
However, some students might not adequately reflect their reasoning in a written format. 
Future studies should combine methods that would allow students reflect their reasoning and 
decisions in both written and oral formats. To illustrate, an interview method can be used to 
support the data from the written case analysis and problem solving. 
Furthermore, this study examined the quantity of decision alternatives/strategies and 
reasons students generated on the pre and posttests. However, the quality of alternatives and 
reasons may be a better indicator of students’ actual learning with these three case-based 
approaches. Therefore, examining the extent to which these case-based approaches impact 
students’ ability to develop quality alternatives and reasons in different decision tasks might 
have strengthened the study. Besides, this study reported results concerning students’ case 
analyses and problem solving performances in the three case-based environments based on 
the data from ten students in each group (n=30). The results thus may not represent the 
general characteristics of students’ responses in each group. Analysis of the complete data 
would provide more robust evidence to compare the relative effectiveness of each approach 
on students’ reasoning and decision making related to classroom management. 
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Except for providing students with question prompts to guide them through their 
analyses of cases and solving problem cases, this study did not provide any additional 
scaffolding. There is evidence suggesting that structured scaffolding procedures and 
discussion of cases in the classroom enhance students’ learning and decision making about 
classroom management (Cherubini, 2009; Choi & Lee, 2009; Lee & Choi, 2008). Comparing 
these three case-based approaches with the combination of different scaffolding procedures 
would be a direction for a future study. 
Finally, the exemplary and problem cases used in this study were presented in the 
written form. Although these cases included relevant details about the classroom situations 
described in the cases, they might not stimulate students’ understanding of complex causal 
relationships that characterized teachers’ interactive decisions related to classroom 
management as situated in a broader context. Video can capture more vivid and a wider 
variety of contextual information that would allow students better grasp the complexity of 
classroom interactions and teachers’ interactive decisions (Bowers & Doerr, 2001; Moreno & 
Valdez, 2007; Sherin, 2004). Using video cases of exemplary teaching practices or 
pedagogical problems and designing instruction in a way that would enable students to 
examine these cases in a personalized and interactive manner can promote improvement on 
their critical reflection, reasoning, and decision making skills. 
The overall conclusion of the current study is, while the present study did not 
demonstrate consistent differences among the three conditions or major changes in students’ 
approaches to classroom management from pre to post measures, aspects of the results are 
interesting. Approaches to classroom management selected by students earlier in their pre-
service teacher education program emphasize control and suppression strategies, rather than 
prevention or positive change strategies. These strategies seem to be consistent with students’ 
prior experiences and seem resistant to short term instructional change. The present results 
suggest that studying the development of students’ ideas about classroom management over 
the course of their teacher training and contrasting students exposed to longer term uses of 
case-based or worked examples approaches may be necessary to examine the efficacy to 
these instructional approaches in this important area of teacher education.   
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CHAPTER 5. GENERAL CONCLUSIONS 
General Discussion 
The major purpose of this dissertation is to compare three general approaches to using 
cases to help students advance in complex decision making or problem solving skills. These 
three approaches included worked examples, faded worked examples, and case-based 
reasoning. 
Chapter 2 presented a review of literature on the use of cases in teacher education to 
examine and foster preservice teachers’ reasoning and decision making. Comparative 
analysis of the four groups of studies indicated that, although reasoning and decision making 
were examined somewhat differently in each group, the common conceptualization shared 
across the studies was that teacher decision making is a complex process that affects and in 
turn is affected by multiple factors. The description of decision making as a set of discrete 
skills or linear processes therefore was rejected. In terms of the influence of three major 
approaches to the study of reasoning and decision making (information processing approach, 
modeling approach, and reason-based approach), the majority of the studies used the reason-
based approach to examine preservice teachers’ reasoning and decision making. One 
common feature shared across these studies in which reason-based approach was used was 
asking students to describe their decisions and the evidence or reasons they used to support 
these decisions. Teacher decision making is a complex, everyday decision making process, 
therefore examining students’ decision making through analyzing their reasoning or the 
evidence they used to support their decisions is of particular value in understanding this 
interactive, complex process.  
In addition, different forms of case use have been described among the studies. Each 
case method has been used to help preservice teachers gain a specific set of skills and 
knowledge regarding learning how to teach. However, my review suggested research has not 
sufficiently compared different types of case methods. A few studies reviewed in this paper 
compared case-based instruction with traditional instruction, but none compared different 
forms of case use in terms of their relative effectiveness on students’ reasoning, decision 
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making, or problem solving. Future studies should compare different case methods to 
explicate the factors or conditions under which each case method is more successful. 
Furthermore, the majority of the studies (65%) reviewed in this paper were conducted 
from a qualitative research perspective. Qualitative studies reviewed in this paper provided 
in-depth descriptions of participants’ decisions, factors affecting these decisions, and 
participants’ perceptions about learning from cases to portray the complexity and the web of 
interactions characterizing students’ reasoning and decision making in a case-based 
instruction. There were relatively few experimental studies which were aimed at identifying 
whether a particular case-based instruction worked or did not work in improving students’ 
learning and decision making. Whether qualitative or quantitative, it was evident that the 
majority of the studies reviewed in this paper ignored the potential impact of individual 
differences and task related features on students’ learning and decision making in case-based 
instruction. This lack can be considered a major weakness of these studies considering the 
research evidence suggesting that students’ prior experiences, beliefs, motivation, and task 
characteristics affect both how they approach tasks and their learning and performance in 
these tasks.  
Comparative examination of studies in terms of their results suggested that there was 
some evidence regarding the effectiveness of cases and case methods on preservice teachers’ 
ability to develop complex teaching skills, learn from exemplary teaching practices, apply of 
case knowledge to solve realistic teaching problems, and critically analyze and interpret their 
own teaching practices. On the other hand, the impact of cases appear to be highly related to 
students’ prior knowledge and experiences, their conceptions and beliefs about teaching, and 
the features of the learning environment which support students engagement with or 
processing of cases. Such features included supplemental instructional activities such as case 
discussion and reflective writing about the studied cases. 
Finally, studies reviewed in this paper were relatively short-term and none explicated 
whether case based instruction was a regular part of teacher education curriculum. 
Examining the long-term impact of cases would require a systematic integration of cases in 
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the curriculum and ongoing monitoring and analysis of the effects of cases on students’ 
knowledge and skill development across that curriculum. 
Chapter 3 presented a research study in which the effects of three case-based 
approaches (worked example, faded worked example, and case-based reasoning) and 
individual differences on preservice teachers’ decision making about classroom management 
were examined. The data analyzed in this study were mainly based on questionnaires, 
multiple-choice pre and posttests, and process data stored in each online case-based 
environment. The results indicated the three treatment groups did not differ in terms of the 
majority of the decision related measures including task difficulty, mental effort, decision 
confidence, and time taken to complete the tasks. Therefore, the results implied that students 
interacted with the decision tasks similarly in these groups. Groups varied only in terms of 
the total number of words students wrote in two modules. Students in the worked example 
and the case-based reasoning groups wrote a greater number of words compared to the 
students in the faded worked example group. However, it should be noted that some of the 
decision related measures (task difficulty, mental effort, and decision confidence) used in this 
study represented self-report data which might be contaminated by individuals’ response 
biases. In addition, without more direct observations of the students, the time measure does 
not ensure that students were really engaged in the tasks during that time period and writing a 
greater number of words does not necessarily reflect better understanding of the tasks or 
materials. More direct measures of engagement, such as examining which aspects of the task 
environment students attended to and direct assessment of the quality of their writing would 
be fruitful for a future study. 
Additionally, irrespective of the treatment condition, students rated the problems 
relatively easy and indicated that they expended a moderate amount of mental effort in the 
problems. The results, therefore, suggested that the design of instruction that varied across 
the three conditions did not affect students’ subjective ratings of mental effort and task 
difficulty. However, it is not clear in this study whether the mental effort and task difficulty 
perceptions reflected students’ overall experiences in each environment or their experiences 
during the problem solving. Although one may expect students’ experiences while working 
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on study cases would affect their perceptions about the problem cases, the results did not 
support this assumption. 
In terms of the relationships between individual differences and decision related 
measures, the results showed, (a) high mastery goal orientation, internal locus of control, task 
value, and self-efficacy were associated with perceptions of low task difficulty, and (b) high 
internal locus of control and self-efficacy were related to perceptions of low mental effort 
invested to complete the decision tasks. The results are congruent with literature (Bandura 
1977; Bandura & Schunk, 1981; Bandura & Wood, 1989; Dweck & Leggett, 1988; Greene & 
Miller, 1996; Pajares & Johnson, 1994; Phillips & Gully, 1997; Pintrich & Schunk, 1996; 
Wigfield & Eccles, 1992; Wigfield & Eccles, 2000). However, the results of the current 
study indicated a significant relationship only between dependent decision style and the total 
number of words students wrote when completing decision tasks in module 1 and 2. There is 
no evidence in the literature that can be used to explain why students with a dependent 
decision style wrote a greater number of words when completing the tasks. Resonating with 
the ongoing controversy in the literature regarding whether individual differences are 
situational or stable across tasks or conditions (Austin & Klein, 1996; Mischel, 1969, 1973), 
this study suggests future work should utilize task or context specific measures of individual 
differences to examine the extent to which these measures interact with decision related 
measures and how these interactions affect students’ learning and decision making. 
Finally, the results pertaining to the multiple-choice pre and posttests did not show a 
pattern of increased correct performance on the posttest. The results suggest that none of the 
treatment conditions positively impacted students’ decision making performances, however 
this conclusion would be too simplistic without understanding exactly how students analyzed 
the cases and solved the problems and this requires examining students’ open-ended 
responses to the tasks. Additionally, the pre and posttests did not form a cohesive scale and 
was analyzed for each item separately. Analyses on individual items might not accurately 
capture if treatment conditions influenced students’ learning and decision performances. 
Overall, the results also implied that, students had some established beliefs/conceptions about 
classroom management or that there were potential gaps in their prior conceptions, and this 
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short terms intervention was not successful on changing their beliefs or prior conceptions. 
Future studies that integrate improvement of preservice teachers’ instructional and 
management decision making skills across a substantial period of their teacher preparation 
are needed. Long term and systematic implementation of these approaches should provide 
more generalizable patterns of results, lower the probability that the results were due to the 
chance factors, and most importantly, have greater implication for the future improvement of 
teacher preparation. 
Chapter 4 presented a research study that was aimed at comparing the impact of three 
types of case-based approaches on preservice teachers’ decision making and reasoning skills 
related to realistic classroom management situations. Participants in this study received a 
short-term implementation of one of the three major approaches to case-based learning; case-
based reasoning, worked example, and faded work example. Specifically, this study focused 
on analyzing students open ended responses to classroom management problems presented 
before, during, and after instruction using one of these methods. 
The results indicated no treatment effect on students’ performances, as measured by 
the number of the alternatives they created and selected in decision tasks or the number of 
reasons students used to justify their decisions. Students in all three groups generated a 
relatively small number of alternatives and reasons for each open-ended question on both pre 
and posttests. There is evidence in the literature that the quantity of alternatives or reasons 
created in a decision task is highly influenced by individuals’ prior knowledge and 
experiences (Gilboa & Schmeidler, 2001; Newell & Broder, 2008; Newell, Lagnado & 
Shanks, 2007). However, it should be noted that the quality of alternatives and reasons may 
be a better indicator of students’ actual performances about their learning with these three 
case-based approaches. Therefore, examining the extent to which these case-based 
approaches impacted students’ ability to develop quality alternatives and reasons in different 
decision tasks might have strengthened the study. 
The results revealed that the majority of the strategies students in each group 
generated and chose to apply to the classroom management situations were related to dealing 
with inappropriate behavior and controlling pupils’ behavior in the classroom. These 
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strategies may be typical of students entering teacher education programs and may reflect 
pre-existing conceptions/beliefs that are resistant to short term instructional change. The 
present results suggest that studying the development of students’ ideas about classroom 
management over the course of their teacher training and contrasting students exposed to 
longer term uses of case-based or worked examples approaches may be necessary to examine 
the efficacy to these instructional approaches in this important area of teacher education.  
The results also showed the worked example group, compared to the case-based 
reasoning and faded worked example groups, consistently performed better on analyzing 
cases and solving problem cases related to classroom management. The superior 
performances of worked example group can be explained by the way the cases in this 
approach were designed. That is, the worked example group received more scaffolding 
compared to the case-based reasoning and faded worked example groups. Considering 
preservice teachers limited teaching experiences and their inability to notice significant 
features of classroom interactions, I speculate that the scaffolding provided in worked 
examples helped students focus on the most relevant issues while the non-directedness of 
cases in the CBR condition diverted students’ attention from important information to details 
or surface features thus impeded their schema construction. Nevertheless, this study reported 
results based on the data from ten students in each group (n=30). The results thus may not 
represent the general characteristics of students’ responses in each group. Analysis of the 
complete data would provide more robust evidence to compare the relative effectiveness of 
each approach on students’ reasoning and decision making related to classroom management. 
Overall, this study compared the impact of three types of case-based approaches on 
preservice teachers’ decision making and reasoning skills related to realistic classroom 
management situations. Participants in this study received a short-term implementation of 
one of the three major approaches to case-based learning. To be better equipped for the 
complexities of teaching, however, preservice teachers need to be provided with ongoing 
experiences about classroom situations. This study therefore can be considered as a step of 
the general purpose of improving preservice teachers’ reasoning and decision making related 
to classroom teaching. Studying the impact of a long-term exposure to the three case methods 
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on preservice teachers’ learning and decision making would be a fruitful direction for future 
study. 
In conclusion, there are some major contributions of this dissertation to the literature. 
The review of earlier work on the use of case-based methods in teacher education has 
suggested there is lack of research in which different case methods were compared in terms 
of their impact on preservice teachers’ learning how to teach. This dissertation was motivated 
by my intent to address this gap in the literature. Grounded in sound theoretical frameworks 
and earlier research in the field, this dissertation compared three different case-based 
approaches to examine their relative effect on preservice teachers’ reasoning and decision 
making about an important aspect of teaching, classroom management. Case-based reasoning 
and worked examples are two common approaches to using cases to enhance students’ 
higher-order cognitive skills including problem solving, reasoning, and decision making. 
However, each approach has a different theoretical framework which implies different 
principles and assumptions with respect to the design of learning environments to best 
support students’ learning and performance in complex tasks. No study had yet compared 
these theoretically different approaches to case-based instruction. This dissertation, therefore, 
is the first attempt to investigate the effects of these approaches on students’ learning and 
performances in solving and making decisions about complex teaching cases. In addition, the 
review of relevant studies implied that insufficient attention had been given to the 
examination of the impact of individual differences and decision related features on students’ 
learning and decision making in case-based instruction. This dissertation considered the 
potential influences of both task characteristics and person characteristics on students’ 
decision making and suggested multiple methods of inquiry to examine the interactions 
among these factors to better understand the complexity of teacher decision making in case-
based instruction. Finally, this dissertation presented a detailed design approach to the 
development and implementation of different case-based approaches. Particularly important 
is this study attempted to apply worked example and faded worked example approach, which 
often have been used in well-structured domains, to an ill-structured domain and suggested 
design considerations for this relatively new and less-developed approach. 
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Case-based 
Reasoning 
(n=25) 
Worked 
Example 
(n=24) 
Faded 
Worked 
Example 
(n=23) 
Total 
(n=72) 
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Sex Female 20 (80%) 21 (87.5%) 21 (91.3%) 62 (86.1%) 
 Male 5 (20%) 3 (12.5%) 2 (8.7%) 10 (13.9%) 
Age1  20 7 (31.8%) 10 (45.5%) 8 (40.0%) 25 (39.1%) 
 21 8 (36.4%) 7 (31.8%) 6 (30.0%) 21 (32.8%) 
 22 4 (18.2%) 4 (18.2%) 5 (25.0%) 13 (20.3%) 
 > 23 3 (13.6%) 1 (4.5%) 1 (5.0%) 5 (7.8%) 
Grade Sophomore 11 (44.0%) 13 (54.2%) 13 (56.5%) 37 (51.4%) 
 Junior 12 (48.0%) 11 (45.8%) 8 (34.8%) 31 (43.1%) 
 Senior 2 (8.0%) 0 (.0%) 2(8.7%) 4 (5.6%) 
Major Elementary Education 21 (84.0%) 17 (70.8%) 18 (78.3%) 56 (77.8%) 
 Early Childhood 
Education 
4 (16.0%) 7 (29.2%) 5 (21.7%) 16 (22.2%) 
GPA 2.1-2.5 4 (16.0%) 7 (29.2%) 3 (13.0%) 14 (19.4%) 
 2.6-3.00 8 (32.0%) 7 (29.2%) 6 (26.1%) 21 (29.2%) 
 3.1-3.5 10 (40.0%) 6 (25.0%) 10 (43.5%) 26 (36.1%) 
 3.6-4.00 3 (12.0%) 4 (16.7%) 4 (17.4%) 11 (15.3%) 
 
 
 
 
     
                                                          
1
 Nine students did not respond to the question 
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Case-based 
Reasoning 
(n=25) 
Worked 
Example 
(n=24) 
Faded 
Worked 
Example 
(n=23) 
Total 
(n=72) 
 
ACT < 17 0 (.0%) 1 (4.2%) 1 (4.3%) 2 (2.8%)  
 17 1 (4.0%) 1 (4.2%) 0 (.0%) 2 (2.8%)  
 18 1 (4.0%) 1 (4.2%) 0 (.0%) 2 (2.8%)  
 19 2 (8.0%) 2 (8.3%) 1 (4.3%) 5 (6.9%)  
 20 3 (12.0%) 1 (4.2%) 1 (4.3%) 5 (6.9%)  
 21 3 (12.0%) 3 (12.5%) 6 (26.1%) 12 (16.7%)  
 22 2 (8.0%) 3 (12.5%) 2 (8.7%) 7 (9.7%)  
 23 2 (8.0%) 2 (8.3%) 2 (8.7%) 6 (8.3%)  
 24 5 (20.0%) 0 (.0%) 2 (8.7%) 7 (9.7%)  
 > 24 6 (24.0%) 10 (41.7%) 8 (34.8%) 24 (33.3%)  
Psychology 
Credits 
< 16 21 (84.0%) 21 (87.5%) 20 (87.0%) 62 (86.1%)  
 16-21 4 (16.0%) 2 (8.3%) 2 (8.7%) 8 (11.1%)  
 22-27 0 (.0%) 1 (4.2%) 0 (.0%) 1 (1.4%)  
 > 39 0 (.0%) 0 (.0%) 1 (4.3%) 1 (1.4%)  
Education 
Credits 
< 16 3 (12.0%) 7 (29.2%) 5 (21.7%) 15 (20.8%)  
 16-21 12 (48.0%) 5 (20.8%) 12 (52.2%) 29 (40.3%)  
 22-27 2 (8.0%) 6 (25.0%) 3 (13.0%) 11 (15.3%)  
 28-33 2 (8.0%) 4 (16.7%) 1 (4.3%) 7 (9.7%)  
 34-39 2 (8.0%) 1 (4.2%) 1 (4.3%) 4 (5.6%)  
 > 39 4 (16.0%) 1 (4.2%) 1 (4.3%) 6 (8.3%)  
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Case-based 
Reasoning 
(n=25) 
Worked 
Example 
(n=24) 
Faded 
Worked 
Example 
(n=23) 
Total 
(n=72) 
 
Total Credit 
Hours 
10-15 9 (36.0%) 7 (29.2%) 7 (30.4%) 23 (31.9%)  
 16-21 16 (64.0%) 17 (70.8%) 16 (69.6%) 49 (68.1%)  
Study Hours < 5 8 (32.0%) 10 (41.7%) 11 (47.8%) 29 (40.3%)  
 5-6 15 (60.0%) 10 (41.7%) 10 (43.5%) 35 (48.6%)  
 7-8 1 (4.0%) 3 (12.5%0 2 (8.7%) 6 (8.3%)  
 11-12 1 (4.0%) 1 (4.2%) 0 (.0%) 2 (2.8%)  
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Problem Case 1/2 
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Does this case represent plausible real-life classroom management issues? 
 
Yes 
 
 
Partially 
(Please 
explain why 
and suggest 
ways to make 
it more 
realistic) 
 
 
 
 
No (Please 
explain why 
and suggest 
ways to make 
it more 
realistic) 
 
 
 
 
If you were trying to provide advice to the teacher in the case, what would you suggest and why? 
 
 
 
 
 
On a scale of 1 (no importance) to 10 (very important), please indicate for the preparation of teachers how 
important you believe a case that focuses on these issues is? 
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Study Case 1/3 
 
Does this case represent plausible real-life classroom management issues? 
 
Yes 
 
 
Partially (Please explain why 
and suggest ways to make it 
more realistic) 
 
 
 
 
No (Please explain why and 
suggest ways to make it more 
realistic) 
 
 
 
 
Is this case similar to the problem case (1/2) in terms of the classroom management issues described in each 
case? 
 
Yes 
 
 
Partially (Please explain why 
and suggest ways to make it 
more similar) 
 
 
 
 
No (Please explain why and 
suggest ways to make it more 
similar) 
 
 
 
 
Do you think the strategies that the teacher used to deal with classroom management issues are appropriate? 
 
Yes 
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Study Case 1/3 
 
Partially (Please explain why 
and suggest ways to make it 
more appropriate) 
 
 
 
 
No (Please explain why and 
suggest ways to make it more 
appropriate) 
 
 
 
 
If you were trying to provide advice to the teacher in the case, what would you suggest and why? 
 
 
 
 
 
On a scale of 1 (no importance) to 10 (very important), please indicate for the preparation of teachers how 
important you believe a case that focuses on these issues is? 
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Study Case 2/4 
 
Does this case represent plausible real-life classroom management issues? 
 
Yes 
 
 
Partially (Please explain why 
and suggest ways to make it 
more realistic) 
 
 
 
 
No (Please explain why and 
suggest ways to make it more 
realistic) 
 
 
 
 
Is this case similar to the problem case (1/2) in terms of the classroom management issues described in each 
case? 
 
Yes 
 
 
Partially (Please explain why 
and suggest ways to make it 
more similar) 
 
 
 
 
No (Please explain why and 
suggest ways to make it more 
similar) 
 
 
 
 
Is this case similar to the first study case (case 1/3) in terms of the classroom management strategies used by the 
teachers in each case? 
Yes 
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Study Case 2/4 
 
Partially (Please explain why)  
 
 
No (Please explain why)  
 
 
Do you think the strategies that the teacher used to deal with classroom management issues are appropriate? 
 
Yes 
 
 
Partially (Please explain why 
and suggest ways to make it 
more appropriate) 
 
 
 
 
No (Please explain why and 
suggest ways to make it more 
appropriate) 
 
 
 
 
If you were trying to provide advice to the teacher in the case, what would you suggest and why? 
 
 
 
 
 
On a scale of 1 (no importance) to 10 (very important), please indicate for the preparation of teachers how 
important you believe a case that focuses on these issues is? 
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APPENDIX A-3 
CLASSROOM MANAGEMENT SCENARIOS  
Group 1: Case-based Reasoning 
Case scenario 1 
Mr. Leroy is talking with Mr. Vernon, who is studying to become a teacher. 
MR. VERNON: In my educational psychology class, we learned that there are a lot of 
variables that go into managing a classroom and maintaining classroom control. I guess I'm 
missing something, because I look around your room, and I really don't see the control 
problems. Everything's wonderful! There are just no severe behavior problems, and I just 
can't seem to figure out how you do it. What am I missing? I have to write this report on my 
reflections on your management style, and I just can't find the right concepts to explain what 
you do. 
MR. LEROY: I guess you would say I am eclectic. I take things from different learning 
theories, different motivation theories, different classroom management models and use what 
works for me, what fits with my style, and what my students need at the moment. Let's 
reflect on today. Tell me what you noted, and I'll try to clarify it. 
MR. VERNON: Okay, let's start with class organization. The class came in, sat on the big 
rug. How did they know to do that? Then, you got them all attending to you in less than 30 
seconds. Again, how? 
MR. LEROY: At the beginning of the school year, we established a set of classroom rules 
and discussed why we need such rules as paying attention, respect for others, excessive 
noise, securing materials and completion of homework assignments. Then we practiced some 
hand signals. I told the students that I'll not disrespect them by shouting at them, or yelling 
over them to get their attention. I don't like to do that, and I value my voice too much to ruin 
it. As they came in, I signaled them to go to the carpet and sit down. It was pretty low-key, I 
just use a low wave with my hand over to the middle of the carpet. They all know the signal. 
Then, to get them attending, I again signal them. They know when I pull on my ear they are 
to listen. They also know that there are consequences for misbehaving. My response to 
misbehavior is clear and direct. If I see two students chattering during the lecture, I move 
over to them and say, “The rule in this class is that while one person is talking the rest of the 
class will remain quiet and listen. I want you to stop talking, turn around and face front, and 
pay attention to the lecture.” Early in the year they tested the limits and suffered the 
consequences. Every minute that I had to wait for them was a minute added on to the day. 
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They either took it off of their lunchtime, or after school, depending on the time of day of the 
infraction. When they almost miss the bus, or are late getting home behavior changes really 
quickly! Generally, I don't like to use group consequences, so there are only a couple of them 
in my class. I really believe in dealing with the individual. However, I have learned that 
group consequences, if used correctly, do help bond the group! 
MR. VERNON: I know that you have had some behavior problems with individuals, because 
when I started, you told me that you were doing some behavior change programs, but, I 
haven't see it in action, have it? 
MR. LEROY: Yes, you have. You just didn't know it, and I am delighted if that is the case. If 
you're doing behavior modification well, you are working on an individual's behavior. That is 
private between the teacher and the student. No one else should even notice. When a child is 
making a bid for attention, it is common for teachers to remind and coax. They seem to 
work—but only temporarily. The child stops the unwanted behavior only to resume it or 
another unwanted behavior soon afterward. The reason is that reminding and coaxing in no 
way help to make the child more responsible or more independent. In fact, these typical 
teacher responses do just the opposite; they make the child less responsible and more 
dependent. If you have watched carefully, and I know you have, you have seen me talking to 
individual students, or providing a cue or a token to them. You know those little game pieces 
that Randy keeps in his desks? I hand him one, right out of my pocket and into his hand, 
privately, when he has been sitting in his seat for at least 15 minutes. We have built that up 
from 2 minutes at the beginning of the year! Randy gets to decide how many he collects and 
turns in. Different numbers of tokens earn different kinds of things. How many times a day 
do you see me rub my forehead, covering my right eye when I am standing near Aurora? 
Aurora has a tendency to look at everyone else, and get into everyone else's business instead 
of focusing her eyes on her own work. So, Aurora and I have a deal that I cue her to get back 
to her work by covering my one eye and rubbing my head to indicate to her to think and 
focus. She loves it. She will do the same behavior as I am on the way over to her to indicate 
to me that she knows she was not doing what she should be, and will refocus. 
MR. VERNON: That is amazing. I never caught that. Have you had any situation in which a 
student did not respond to your signals or continued to misbehave after your warnings? What 
did you do or what would you do if you had such a situation?  
MR. LEROY: Last year, I had a student, Adwin, who was constantly resisting work and 
irritating other students during individual or group work. One day, Adwin continued to 
misbehave even after my several warnings. He tried to make some trivial explanations but, in 
order not to break up the pace of the lesson, I decided to say to him quietly ‘Adwin, I’m not 
going to discuss this right now. We’ll need to talk later if there’s no change to how you 
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behave.’ I also provided him with a way out of his difficulty by adding, ‘Think about whether 
you really want that to happen. You’re making the situation difficult when it really doesn’t 
need to be. You don’t really need to do that, Adwin. You can carry on like this if you like, 
but it will result in making things worse. I’ll come over and look at your work in a moment. 
Let’s see if you can make a better decision.’ I did not close the situation down with a ‘see me 
later’ directive. I let Adwin do some thinking for himself and hinted that there may be a 
change in consequences if he changes his behavior. Tone of voice matters here, so I tried to 
end on a quieter, very serious tone of voice.  
 
All my teaching experience taught me that whatever your game plan for discipline, whether it 
be names posted, seating changed, extra assignments, removal from class, or after-school 
detainment, you should administer it consistently-this means consistency in your 
expectations and in what you will not tolerate. Carry out your plan with firmness, but without 
shouting. Do it fairly, without sarcasm or shaming. And from the beginning, try hard to 
create a climate of optimism and cheerfulness, expecting the very best effort from everyone. 
Case scenario 2 
Ms. Grogan is a veteran teacher in her twenty-sixth year at Southern Elementary School. She 
operates a very orderly, yet friendly, classroom. Her curiculum is a mix of traditional and the 
latest approaches. The daily schedule in Ms. Grogan’s class involves a gradual transtition 
from quiet, individual work in the early morning to more social, cooperative group activities 
in the later morning and afternoon. Ms. Grogan believes that children need structure and 
silence in the morning to help them make the transition from the home environment to the 
demands of the school setting. She believes that once students settle in and become 
acclaimed, then the activities can become more interactive and cooperative. 
Marcel is an academically able child, but he is very active. He squirms about in his seat, 
drops items on the floor, and flips himself upside-down. Marcel was transferred into Ms. 
Grogan’s class in late September after he had a number of behavioral difficulties in another 
second-grade class. Not only had Marcel squirmed and turned upside-down in that class, but 
when his teacher sent him to the office for refusing to sit upright, he called her a “bubble 
head” and raced out of the room. He ran out the back door of the school and when the school 
principal and the guidance counselor order him to return to the school building, Marcel ran 
into the woods. The runaway incident spurred the principal to refer Marcel for possible 
placement in a special education program for students with behavior disorders. The shift to 
Ms. Grogan’s second-grade class was suggested by the guidance counselor, who sought to 
find an alternative means of dealing with Marcel’s behavior problems. 
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It seems to Ms. Grogan that Marcel goes through streaks of good and bad behavior that last 
for about 2 to 3 weeks. He would sit calm and upright in his seat for a few weeks, completing 
all of his academic work. Then, for reasons unknown to Ms. Grogan, he would become 
increasingly antsy. His entire body would be restless and fidgety. During these squirmy days, 
he would push the seat away and work standing up. Ms. Grogan verbally directs Marcel to sit 
up straight, but he does not respond. Many of the other students become distracted by 
Marcel’s acrobatics. They are off-task and giggling. 
Ms. Grogan tried a number of interventions to help Marcel sit quietly at his desk. Most often, 
she simply provided verbal redirection, telling Marcel to sit appropriately at his desk. This 
seemed to have varied effectiveness. Sometimes Marcel listened and corrected himself. 
Sometimes he seemed to be oblivious to her directions, behaving as if he did not hear her or 
it did not matter to him. When he did not respond to repeated verbal redirection, Ms. Grogan 
sent him to the time-out chair in the corner of the classroom. Typically, Ms. Grogan would 
end up telling Marcel to go to time-out 3 or 4 times before he would respond. At times, he 
would stomp off angrily and sulk in the corner. Some days, he seemed to be in a sort of haze. 
He would stroll over to time-out wearing a dull, emotionless look on his face. Based on Ms. 
Grogan’s records, the use of time-out has not reduced the frequency of Marcel’s headstands.  
Ms. Grogan also observed that Marcel’s behavior often (not always) improves as the school 
day goes on. The initial moments of the morning seem to be the most hyperactive and 
disorganized for him. So, she made changes in the class routines to help Marcel better adapt 
to the class. Instead of only individual seat work activities in the morning, she tried the 
combination of interactive, collaborative, and individual activities. For instance, when she set 
students a task, she built in a few interludes, stopping them, asking questions and returning to 
the same task with fresh enthusiasm. She had to be pretty keen-eyed to spot Marcel’s mood, 
but it finally worked. Marcel started to be more engaged in morning activities and the 
number of his behavioral difficulties has dropped. Ms. Grogan learned that, in a well-planned 
and motivating lesson, Marcel pays attention to the teacher and class projects instead of 
seeking less desirable activities to alleviate boredom.  
In addition, Ms. Grogan assigned Marcel posts of responsibility to help him meet his needs 
for attention, status, and recognition in a socially acceptable way. She let him be lunch 
monitor, take messages to the office, oversee the distribution of materials, be a crossing 
guard, and so on. To help him feel useful and helpful, she usually asked, ‘Marcel would you 
like to help me get out these things? It’s a really important job we can do together.’ Ms. 
Grogan has observed considerable improvement in Marcel’s behavior in the class. 
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Case scenario 3 
Julissa is a student teacher at a private preschool that enrolls about 35 students. The school is 
in a middle-class community with a wide range of racial, linguistic, and ethnic diversity. Her 
class three and four year old children includes four African American children, one child 
from Columbia, three from Puerto Rico, one from Yugoslavia, five Anglo-Americans, and 
Teresa, whose family is Portuguese. The cooperating teacher, the classroom aide, and Julissa 
work well together. 
 
Like most young children, the children in Julissa’s class are extremely affectionate. Within 
the first week Julissa was hugged more times than she could count. The teacher’s aide 
constantly reminded me that if she was too nice to the children they would take advantage of 
her. Julissa thought, “How can you be “too nice” to children? I believe that children need 
affection and should not feel rejected by their teachers.” 
 
Julissa is concerned about one child in the class. Teresa is giving the teachers a hard time. 
Teresa is not quite 4 years old and started school two months ago. Her mother speaks only 
Portuguese, and because no one at the school speaks Portuguese, it is hard to communicate 
with her. Teresa’s mother communicated to the teachers that she was having trouble 
controlling Teresa at home. Teresa understands Portuguese and some English, but she 
doesn’t speak much of either language, at least at school. Because she is so young, the 
teachers thought she would begin to pick up English in a matter of time. Julissa reported that 
in eight weeks the only word she could understand Teresa say is mommy. Sometimes at 
lunch, Julissa can make out the word juice as Teresa points to it and says “joo.” Her mother 
recently took her to a doctor to have her hearing tested. Her mother is to take Teresa back to 
the doctor in another month. 
 
Besides the teachers’ concerns about a possible hearing problem, they have also been dealing 
with Teresa’s inappropriate behaviors. Julissa described Teresa’s behavior this way; 
 
“She seems to understand all the English she needs to function in the classroom. For 
example, she knows when to get in line to wash her hands or stand or come here. At 
any given moment, however, Teresa may stop whatever activity she is doing, let out a 
sound, then run around in a circle or up and around the classroom. Yesterday while I 
was reading a story, she did this near the end of the story. After she ran around, she 
came back and sat down near me. The day before, she was playing in the block area 
and, after a time, she did the same thing. She has become aggressive as well, sometimes 
when another child comes near her or when some takes something that she had played 
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with for a while but had not used for a while. She throws things and says “No!” 
vehemently. If the teacher, the aide or I ask her to do something, she says no and shakes 
her head and laughs. However, as soon as we walk away, she does what I asked.” 
 
When such things happen, the other teachers constantly put Teresa in the time-out chair to sit 
and “think about” what she did. Julissa is concerned that this method of discipline doesn’t 
mean anything to Teresa. She seems unfazed by it, and it certainly isn’t changing her 
behavior. Julissa said; 
 
“I think the other children are getting the idea that Teresa is a bad kid. I just don’t see 
how putting her in time-out is going to get her to learn the behavior she should be 
using.” It also seems as if the other teachers want to break Teresa’s spirit or punish the 
defiance out of her. I think that caring rather than punishment is what she needs. I think 
she just enjoys saying the word no and feeling the power it gives her. I wish I could get 
the other teachers to see Teresa from my perspective. And I wish I could get Teresa to 
be more cooperative. Time-out is just not working!” 
 
Julissa decides to ask Dr. Espanza, a campus expert on the education of young children, 
about possible strategies to follow with Teresa. Dr. Espanza listens carefully to Julissa’s 
description. She said;  
 
“It is difficult to determine exactly what might be happening without more information. 
If your cooperating teacher is willing, perhaps you and she conduct a functional 
analysis of the situations in which Teresa’s behaviors are occurring. The functional 
analysis should examine the things that happen right before any of the inappropriate 
behaviors occur and exact what happens after the behaviors occur. Behavior usually has 
some function or pay off for the child if it continues to occur. The functional analysis is 
designed to help us understand what functions Teresa’s behaviors are playing. Here is a 
form that is often used to help teachers conduct a functional analysis.”  
 
Dr. Expanza said to Julissa;  
 
“Some features of the story that you shared that might provide some clues to look for 
when you do a functional analysis. The reading group and the block area situations in 
which Teresa shouts and runs around involved activities she has been doing for some 
amount of time. Maybe she gets tired of what she is doing and doesn’t know a socially 
acceptable way to change behaviors. The two situations you mentioned in which she 
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threw things may be occurring when Teresa’s space or things she is playing with are 
encroached on.” Dr. Espanza says, “I agree that time out is not working and really isn’t 
being used in the way time-out is effective for three year olds. For young children, 
time-out should be a brief interval for an angry or distraught child to calm down. The 
teacher stays with the child, explains what is being done, then stays nearby until the 
child regains control.”    
 
Dr. Espanza continued; 
 
“Another technique that has been used to help children positive social skills involve 
scripted stories. These are picture books that deal with social situation and show a child 
what is an effective way to act. One of them deals with the turtle technique, in which a 
turtle character acts out how to calm down when angry and use words to communicate 
feelings and desires as opposed to throw or hitting. There is a web site which allows 
you to download and print Power Point version of the stories for free. You can staple 
them into books and use them for literacy goals as well as social goals.” 
 
Dr. Espanza stated; 
 
“When a child does something that destroys property or acts, it can be helpful to use 
logical consequences. For throwing, logical consequences can involve having to put 
the object away and not being able to use it for a while. It the thrown object is 
towards someone, apologizing is appropriate. Again there are scripted stories 
available that deal with these types of situations. They help the child learn what to do 
and then you can use the characters in them as prompt reminders of what to do. For 
example, if you see Teresa about to throw something, you can say “Remember the 
turtle as a prompt to remember effective social behavior.”   
 
Case scenario 4 
 
Judy Bowers is beginning her second year of teaching at Lincoln Elementary School. The 28 
students in Ms. Bowers’ third grade class rather closely approximate the typical diverse 
student body composition at Lincoln. 
 
It is the second week of the new school year, and Ms. Bowers finds her students to be bright, 
eager, and reasonably well mannered, except for Delisha. From the first day of school, Ms. 
Bowers noticed that Delisha did not seem to be able to stay in her seat, was constantly talking 
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to her neighbors, and was frequently making noises and disrupting the class. She wasn’t quite 
sure what to do and so she didn’t deal with Delisha’s behavior right away.  
 
It is about ten o’clock. Ms. Bowers and her class have reviewed the multiplication tables, and 
Ms. Bowers has handed out a worksheet with a matrix with the twos through the tens in the 
top row and first column. The students are to complete the products for each of the 
combinations. About 15 minutes into the deskwork, Delisha begins to make sounds with her 
mouth like she is passing air. Several of the children laugh and then look guiltily toward Ms. 
Bowers. 
 
MS. BOWERS, speaking loudly across the room: Delisha, please stop making those noises! 
Delisha stops for 6 seconds, and then she tries to talk to Marin, who tells her to let her alone 
so she can do her work. In a couple of minutes, Delisha stands up and begins to dance 
standing in place as though she hears music. 
 
MS. BOWERS: (looking up and seeing Delisha when a couple of students laugh) What are 
you doing, Delisha? 
 
DELISHA: Dunno. What’s it look like I’m doin’?  
 
MS. BOWERS: Delisha, sit down and don’t move, or I will have to send you to Ms. 
Rannum’s office. 
 
DELISHA: I don’t care! I can do what I want to! 
 
MS. BOWERS: OK, Delisha, that’s it. I am calling the principal. She calls the principal on 
the phone and Ms. Foarouk, the office assistant, comes to the room to bring Delisha to the 
principal’s office. Ms. Foarouk motions for Delisha to follow her out the door. Delisha has a 
big grin on her face as they leave the classroom. 
 
It is after school that same day, and all the children left. Seeing Ms. Bowers very tired and 
worried, Tony Garcia, a veteran teacher in the school, greets her and asks: 
 
MR. GARCIA: A tough day in the class? You look very tired.  
 
MS. BOWERS: One of my students is constantly disrupting the class. She causes more 
trouble than all my other twenty-seven students combined. 
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MR. GARCIA: (laughing) Talking when she is not supposed to? Interrupting other children? 
Constantly getting out of her seat without permission? 
 
MS. BOWERS: (with surprise) Why yes’ It sounds like you were watching her, Mr. Garcia. 
 
MR. GARCIA: Not really. But I’m real familiar with these kinds of misbehaviors disrupting 
the class. Do you want my suggestions? 
 
MS. BOWERS: That would be excellent. 
 
MR. GARCIA: OK, let’s start with the situations you had today. Tell me exactly what 
happened. How the student misbehaved? How did you respond to her misbehaviors and how 
did she react?  
 
Ms. Bowers tells what happened in the classroom today without skipping any details.  
 
MR. GARCIA: Some students are brilliant at seeking attention and hooking you in – they do 
this either by making remarks or actually doing something that annoys you. The critical point 
for a teacher is not to get into a power struggle with the student. For a child involved in a 
power struggle with teachers, too often teachers resort to fighting back or giving in. Both are 
win-lose situations, and simply does not work. So, just as it is ineffective simply to ignore a 
student’s bid for attention, it is equally ineffective simply to withdraw from a power struggle.  
 
MS. BOWERS: Could you explain this more? 
 
MR. GARCIA: Let Ruby be your disruptive student. For example, you might refuse to take 
the bait if you receive a cheeky reply to your question “What are you doing, Ruby?” The 
reply from Ruby might be “What’s it look like I’m doing?” which is an open invitation to 
react negatively to her annoying response. The best tactic is to walk close to Ruby and 
describe what you see to her quietly. It can be “Looks like you have chosen to talk a lot and 
chosen not to work”, “Looks like you are choosing to be out of your seat finding somebody 
to interrupt instead of working.” Ruby might reply with excuses such as: “I’m just starting”, 
”I’m borrowing a pencil off Jason”, or “I’m already working! You’re always picking on me!” 
This could be to see whether you will be hooked into an argument. Your response still needs 
to be the famous one-liner: “What is the assignment now? What should you be choosing to 
do?” If Ruby wants to keep up her smart replies, stop asking a question and tell her, again 
quietly: “You need to work on this assignment now, Ruby, and I want to see you choose to 
do that.” You refuse to be manipulated into an argument. If Ruby refuses, you tell her, “You 
need to work on this assignment now, if you don’t start working you will have to stay in for 
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recess to complete the assignment then,” or whatever the consequence you have established 
for not staying on task.  
 
MS. BOWERS: What if the student continues to misbehave? 
 
MR. GARCIA: Never underestimate the power of describing what you want. Also indicate to 
Ruby that you need to meet with her after school for a few minutes to discuss and problem 
solve how to deal with the behavior in a way that meets Ruby’s needs. Admit to her that you 
don’t know what to do about her misbehavior and then ask her, “What do you think we can 
do to solve the problem?” This gives the misbehaving student a prosocial opportunity and 
responsibility to be the boss and encourages her to learn self-discipline. Who knows, as a 
teacher you may be surprised by the quality of solutions generated. Further, does it really 
matter who comes up with a solution to the problem behavior as long as it stops?  
 
MS. BOWERS: That is a great idea. I will certainly try this next time. I wish there would be 
no next time, but I know that it will not be easy with her. 
 
MR. GARCIA: Yes, it takes time. You should be patient. Faced with a difficult student, some 
beginners remain convinced they should shout. All this tends to do is to inflame matters and 
is rarely as effective as keeping your cool. No challenging student ever cooperated with a 
teacher who was nose-to-nose with them, shouting and sometimes spitting in their face. In 
some rare instances it has provoked the student to spit back. You may feel angry and upset, 
but it is never inevitable that you should be personally upset by outrageous behavior. 
Students also sense that shouting means that the teacher is less in control of themselves. 
 
MS. BOWERS: I know shouting does not work, but I sometimes feel that the best thing I can 
do is to shout at the student to stop her being disruptive. 
 
MR. GARCIA: Also, you need to think about “Grandma’s Rule.” What happens when 
Delisha is appropriately engaged? Does she get any positive feedback from you then? You 
need to monitor your own behavior and make sure you are giving Delisha attention and 
feedback when she is on task. You might say to Delisha, quietly, “You are really paying 
attention to the assignment and staying focused, Delisha, that’s making an effective choice 
and showing effort,” when she starts working on a task and stays with it. 
 
MR. GARCIA: Another key point is to try to interact with the student positively soon after 
you have disciplined them. It helps to give students a signal that the price has been paid and 
there are no grudges. When the student, say Ruby, gets back to work, give her some positive 
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feedback as soon as you can. You are letting her know that she has a clean start now and no 
grudges are held against her. 
 
MS. BOWERS: That’s a good idea also. 
 
MR. GARCIA: Doing 81 multiplications can be a long task for some third graders. I bet 
some of your other students may get antsy during such a long assignment.   
 
MS. BOWERS: You are right.  
 
MR. GARCIA: Another idea might be to allow students to raise their hand and have you 
come over and review their work after they have finished two rows of multiplications or 
maybe you can break up the assignment into multiple sheets. Maybe you can think of a way 
to give multiplication practice that is more fun.   
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Group 2: Worked Example 
Worked example 1 
Mr. Leroy is talking with Mr. Vernon, who is studying to become a teacher. 
MR. VERNON: I look around your room, and I really don't see any control problems or 
severe behavior problems. How do you describe your classroom management style?  
MR. LEROY: I guess you would say I am eclectic. I take things from different learning 
theories, different motivation theories, different classroom management models and use what 
works for me, what fits with my style, and what my students need at the moment.  
MR. VERNON: What kind of strategies you use to support class organization? For instance, 
how do you develop rules and procedures, and how do you implement them in the 
classroom? 
MR. LEROY: At the beginning of the school year, we established a set of classroom rules 
and discussed why we need those rules. Then we practiced some hand signals. I told the 
students that I'll not disrespect them by shouting at them, or yelling over them to get their 
attention. When I want them to go to the carpet and sit down, I just use a low wave with my 
hand over to the middle of the carpet. To get them attending, I pull on my ear. They all know 
these signals. They also know that there are consequences for misbehaving. Early in the year 
they tested the limits and suffered the consequences.  
 
MR. VERNON: What are those consequences?  
 
MR. LEROY: Every minute that I have to wait for them is a minute added on to the day. 
They either take it off of their lunchtime, or after school, depending on the time of day of the 
infraction. When they almost miss the bus, or are late getting home behavior changes really 
quickly! Generally, I don't like to use group consequences, but I have learned that group 
consequences, if used correctly, do help bond the group! 
 
MR. VERNON: How do you respond to misbehaving students? Could you give an example? 
 
MR. LEROY: My respond to misbehaving students is clear and direct. You can call it as 
assertive response style. If I see two students chattering during the lecture, I move over to 
them and say, “The rule in this class is that while one person is talking the rest of the class 
will remain quiet and listen. I want you to stop talking, turn around and face front, and pay 
attention to the lecture.”  
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MR. VERNON: What is your general approach to deal with behavior problems in the 
classroom?  
MR. LEROY: I am doing behavior modification. In this approach, you are working on an 
individual's behavior. That is private between the teacher and the student. No one else should 
even notice.  
MR. VERNON: So, do you believe that reminding and coaxing do not work in dealing with 
an individual student’s misbehavior? Why? 
MR. LEROY: Yes, I believe that. When a child is making a bid for attention, it is common 
for teachers to remind and coax. They seem to work—but only temporarily. The child stops 
the unwanted behavior only to resume it or another unwanted behavior soon afterward. The 
reason is that reminding and coaxing in no way help to make the child more responsible or 
more independent. In fact, these typical teacher responses do just the opposite; they make the 
child less responsible and more dependent. 
MR. VERNON: What do you think that works instead of reminding and coaxing? 
MR. LEROY: I talk to individual students, or provide a cue or a token to them. 
MR. VERNON: Could you explain how you use cues or tokens with in dealing with 
individual students?  
MR. LEROY: You know those little game pieces that Randy keeps in his desks? I hand him 
one, right out of my pocket and into his hand, privately, when he has been sitting in his seat 
for at least 15 minutes. We have built that up from 2 minutes at the beginning of the year! 
Randy gets to decide how many he collects and turns in. Different numbers of tokens earn 
different kinds of things. How many times a day do you see me rub my forehead, covering 
my right eye when I am standing near Aurora? Aurora has a tendency to look at everyone 
else, and get into everyone else's business instead of focusing her eyes on her own work. So, 
Aurora and I have a deal that I cue her to get back to her work by covering my one eye and 
rubbing my head to indicate to her to think and focus. She loves it. She will do the same 
behavior as I am on the way over to her to indicate to me that she knows she was not doing 
what she should be, and will refocus. 
MR. VERNON: Have you had any situation in which a student did not respond to your 
signals or continued to misbehave after your warnings? What did you do or what would you 
do if you had such a situation?  
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MR. LEROY: Last year, I had a student, Adwin, who was constantly resisting work and 
irritating other students during individual or group work. One day, Adwin continued to 
misbehave even after my several warnings. He tried to make some trivial explanations but, in 
order not to break up the pace of the lesson, I decided to say to him quietly  
 
‘Adwin, I’m not going to discuss this right now. We’ll need to talk later if there’s no 
change to how you behave.’ I also provided him with a way out of his difficulty by 
adding, ‘Think about whether you really want that to happen. You’re making the 
situation difficult when it really doesn’t need to be. You don’t really need to do that, 
Adwin. You can carry on like this if you like, but it will result in making things 
worse. I’ll come over and look at your work in a moment. Let’s see if you can make a 
better decision.’  
 
I did not close the situation down with a ‘see me later’ directive. I let Adwin do some 
thinking for himself and hinted that there may be a change in consequences if he changes his 
behavior. Tone of voice matters here, so I tried to end on a quieter, very serious tone of 
voice.  
 
MR. VERNON: Based on your teaching experience, what kind of suggestions you can give 
me in terms of successful classroom management? 
 
MR. LEROY: All my teaching experience taught me that whatever your game plan for 
discipline, whether it be names posted, seating changed, extra assignments, removal from 
class, or after-school detainment, you should administer it consistently-this means 
consistency in your expectations and in what you will not tolerate. Carry out your plan with 
firmness, but without shouting. Do it fairly, without sarcasm or shaming. And from the 
beginning, try hard to create a climate of optimism and cheerfulness, expecting the very best 
effort from everyone. 
Worked Example 2 
The Teacher – Ms. Grogan: Ms. Grogan is a veteran teacher in her twenty-sixth year at 
Southern Elementary School.  
The Teacher’s Classroom Management Style: She operates a very orderly, yet friendly, 
classroom.  
The Curriculum: Her curiculum is a mix of traditional and the latest approaches.  
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The Daily Schedule in the Class: The daily schedule involves a gradual transtition from 
quiet, individual work in the early morning to more social, cooperative group activities in the 
later morning and afternoon.  
The Teacher’s Reasons about the Structure of Daily Schedule: Ms. Grogan believes that 
children need structure and silence in the morning to help them make the transition from the 
home environment to the demands of the school setting. She believes that once students settle 
in and become acclaimed, then the activities can become more interactive and cooperative. 
The Student – Marcel: Marcel is an academically able child, but he is very active. He squirms 
about in his seat, drops items on the floor, and flips himself upside-down. Marcel was 
transferred into Ms. Grogan’s class in late September after he had a number of behavioral 
difficulties in another second-grade class. In that class, he squirmed and turned upside-down, 
when his teacher sent him to the office for refusing to sit upright, he called her a “bubble 
head”, and he ranaway from the school. The shift to Ms. Grogan’s second-grade class was 
suggested by the guidance counselor, who sought to find an alternative means of dealing with 
Marcel’s behavior problems. 
The Teacher’s Classroom Observations regarding the Student’s Behaviors: It seems to Ms. 
Grogan that Marcel goes through streaks of good and bad behavior that last for about 2 to 3 
weeks. He would sit calm and upright in his seat for a few weeks, completing all of his 
academic work. Then, for reasons unknown to Ms. Grogan, he would become increasingly 
antsy. His entire body would be restless and fidgety. During these squirmy days, he would 
push the seat away and work standing up. Ms. Grogan verbally directs Marcel to sit up 
straight, but he does not respond. Many of the other students become distracted by Marcel’s 
acrobatics. They are off-task and giggling. 
The Interventions the Teacher Tried: Ms. Grogan tried a number of interventions to help 
Marcel sit quietly at his desk.  
a. Most often, she simply provided verbal redirection, telling Marcel to sit appropriately 
at his desk. This seemed to have varied effectiveness. Sometimes Marcel listened and 
corrected himself. Sometimes he seemed to be oblivious to her directions, behaving 
as if he did not hear her or it did not matter to him.  
b. When he did not respond to repeated verbal redirection, Ms. Grogan sent him to the 
time-out chair in the corner of the classroom. Typically, Ms. Grogan would end up 
telling Marcel to go to time-out 3 or 4 times before he would respond. At times, he 
would stomp off angrily and sulk in the corner. Some days, he seemed to be in a sort 
of haze. He would stroll over to time-out wearing a dull, emotionless look on his face. 
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Based on Ms. Grogan’s records, the use of time-out has not reduced the frequency of 
Marcel’s headstands.  
New Interventions:  
1. Ms. Grogan made changes in the class routines.  
a. Why?: Because she observed that Marcel’s behavior often (not always) improves 
as the school day goes on. The initial moments of the morning seem to be the 
most hyperactive and disorganized for him. So, instead of only individual seat 
work activities in the morning, she tried the combination of interactive, 
collaborative, and individual activities to help Marcel better adapt to the class.  
b. Example: When she set students a task, she built in a few interludes, stopping 
them, asking questions and returning to the same task with fresh enthusiasm.  
c. Results: She had to be pretty keen-eyed to spot Marcel’s mood, but it finally 
worked. Marcel started to be more engaged in morning activities and the number 
of his behavioral difficulties has dropped.  
d. Lessons Learned: Ms. Grogan learned that, in a well-planned and motivating 
lesson, Marcel pays attention to the teacher and class projects instead of seeking 
less desirable activities to alleviate boredom.  
2. Ms. Grogan assigned Marcel posts of responsibility. 
a. Why?: To help him meet his needs for attention, status, and recognition in a 
socially acceptable way.  
b. Example: She let him be lunch monitor, take messages to the office, oversee the 
distribution of materials, be a crossing guard, and so on. To help him feel useful 
and helpful, she usually asked, ‘Marcel would you like to help me get out these 
things? It’s a really important job we can do together.’  
c. Results: Ms. Grogan has observed considerable improvement in Marcel’s 
behavior in the class. 
 
Worked example 3 
Julissa: Julissa is a student teacher at a private preschool. She is working well together with 
the cooperating teacher and the classroom aide. 
The School: The school enrolls about 35 students. It is in a middle-class community with a 
wide range of racial, linguistic, and ethnic diversity.  
The Class: Julissa’s class three and four year old children include four African American 
children, one child from Columbia, three from Puerto Rico, one from Yugoslavia, five 
Anglo-Americans, and Teresa, whose family is Portuguese.  
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Like most young children, the children in Julissa’s class are extremely affectionate. The 
teacher’s aide constantly reminded her that if she was too nice to the children they would 
take advantage of her. However, Julissa believes that children need affection and should not 
feel rejected by their teachers. 
Julissa is concerned about one child in the class, Teresa. Teresa is giving the teachers a 
hard time. 
 
Teresa--Background: Teresa is not quite 4 years old and started school two months ago. Her 
mother speaks only Portuguese, and because no one at the school speaks Portuguese, it is 
hard to communicate with her. Teresa’s mother communicated to the teachers that she was 
having trouble controlling Teresa at home. Teresa understands Portuguese and some English, 
but she doesn’t speak much of either language, at least at school. Because she is so young, 
the teachers thought she would begin to pick up English in a matter of time. Julissa reported 
that in eight weeks the only word she could understand Teresa say is mommy. Sometimes at 
lunch, Julissa can make out the word juice as Teresa points to it and says “joo.” Her mother 
recently took her to a doctor to have her hearing tested. Her mother is to take Teresa back to 
the doctor in another month. 
Besides the teachers’ concerns about a possible hearing problem, they have also been 
dealing with Teresa’s inappropriate behaviors.  
 
Teresa—Inappropriate Behaviors: Julissa described Teresa’s behavior this way;  
“she seems to understand all the English she needs to function in the classroom. For 
example, she knows when to get in line to wash her hands or stand or come here. At 
any given moment, however, Teresa may stop whatever activity she is doing, let out a 
sound, then run around in a circle or up and around the classroom. Yesterday while I 
was reading a story, she did this near the end of the story. After she ran around, she 
came back and sat down near me. The day before, she was playing in the block area 
and, after a time, she did the same thing. She has become aggressive as well, 
sometimes when another child comes near her or when some takes something that she 
had played with for a while but had not used for a while. She throws things and says 
“No!” vehemently. If the teacher, the aide or I ask her to do something, she says no 
and shakes her head and laughs. However, as soon as we walk away, she does what I 
asked. I think she just enjoys saying the word no and feeling the power it gives her.” 
 
Interventions Tried:  
Time-out chair: When Teresa misbehaves, the other teachers constantly put her in the time-
out chair to sit and “think about” what she did.  
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Julissa’s reactions to time-out chair:  
1. Julissa is concerned that this method of discipline doesn’t mean anything to Teresa. 
Teresa seems unfazed by it, and it certainly isn’t changing her behavior.  
2. For Julissa, it seems as if the other teachers want to break Teresa’s spirit or punish the 
defiance out of her. She thinks that caring rather than punishment is what Teresa 
needs. 
3. Julissa also thinks that the other children are getting the idea that Teresa is a bad kid.  
Julissa decides to ask Dr. Espanza, a campus expert on the education of young children, 
about possible strategies to follow with Teresa.  
 
Dr. Espanza’s Suggestions: 
1. Functional Analysis: If the cooperating teacher is willing, Julissa and the teacher 
conduct a functional analysis of the situations in which Teresa’s behaviors are 
occurring. The functional analysis should examine the things that happen right before 
any of the inappropriate behaviors occur and exactly what happens after the behaviors 
occur. Behavior usually has some function or pay off for the child if it continues to 
occur. The functional analysis is designed to help us understand what functions 
Teresa’s behaviors are playing.  
Dr. Espanza handed a form that is often used to help teachers conduct a functional 
analysis. 
a. How to Apply?: Previous observations of the misbehaving child can provide 
some clues to look for when doing a functional analysis. For instance, Julissa 
described two situations, the reading group and the block area, in which 
Teresa shouted and ran around. These situations involved activities she has 
been doing for some amount of time. Maybe she gets tired of what she is 
doing and doesn’t know a socially acceptable way to change behaviors. The 
two situations Julissa mentioned in which Teresa threw things may be 
occurring when her space or things she is playing with are encroached on. 
2. Revised time-out: For young children, time-out should be a brief interval for an angry 
or distraught child to calm down. The teacher stays with the child, explains what is 
being done, then stays nearby until the child regains control. 
3. Scripted Stories: A technique that has been used to help children gain positive social 
skills. These are picture books that deal with social situation and show a child what is 
an effective way to act.  
a. Example: There is a scripted story dealing with the turtle technique, in which 
a turtle character acts out how to calm down when angry and use words to 
communicate feelings and desires as opposed to throw or hitting. There is also 
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a web site which allows you to download and print Power Point version of the 
stories for free. You can staple them into books and use them for literacy 
goals as well as social goals. 
b. They help the child learn what to do and then you can use the characters in 
them as prompt reminders of what to do.  For example, if you see Teresa 
about to throw something, you can say “Remember the turtle as a prompt to 
remember effective social behavior.”  
4. Logical consequences: When a child does something that destroys property or acts, it 
can be helpful to use logical consequences. For throwing, logical consequences can 
involve having to put the object away and not being able to use it for a while. It the 
thrown object is towards someone, apologizing is appropriate. Again there are 
scripted stories available that deal with these types of situations.  
 
Worked example 4 
The Teacher-Judy Bowers: Judy Bowers is beginning her second year of teaching at Lincoln 
Elementary School.  
The Class: The 28 students in Ms. Bowers’ third grade class rather closely approximate the 
typical diverse student body composition at Lincoln. Ms. Bowers finds her students to be 
bright, eager, and reasonably well mannered, except for Delisha. She wasn’t quite sure what 
to do and so she didn’t deal with Delisha’s behavior right away.  
 
Delisha: From the first day of school, Ms. Bowers noticed that Delisha did not seem to be 
able to stay in her seat, was constantly talking to her neighbors, and was frequently making 
noises and disrupting the class. 
 
Situation 1:  It is about ten o’clock. Ms. Bowers and her class have reviewed the 
multiplication tables, and Ms. Bowers has handed out a worksheet with a matrix with the 
twos through the tens in the top row and first column. The students are to complete the 
products for each of the combinations. About 15 minutes into the deskwork, Delisha begins 
to make sounds with her mouth like she is passing air. Several of the children laugh and then 
look guiltily toward Ms. Bowers. 
 
What Ms. Bowerd did? 
1. Speaking loudly across the room: Delisha, please stop making those noises! 
a. Delisha’s Reactions: Delisha stops for 6 seconds, and then she tries to talk to 
Marin, who tells her to let her alone so she can do her work. In a couple of 
minutes, Delisha stands up and begins to dance standing in place as though 
she hears music. 
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2. Warned Delisha: Delisha, sit down and don’t move, or I will have to send you to Ms. 
Rannum’s office. 
a. Delisha’s Reactions: I don’t care! I can do what I want to! 
3. Called the principal on the phone. Ms. Foarouk, the office assistant, comes to the 
room to bring Delisha to the principal’s office. Ms. Foarouk motions for Delisha to 
follow her out the door. 
a. Delisha’s Reactions: Delisha has a big grin on her face as they leave the 
classroom. 
 
That same day after the school Ms. Bowers talks to Tony Garcia, a veteran teacher in the 
school and asks his suggestions. 
 
Tony Garcia’s Suggestions: 
1. Neither simply ignoring a student’s bid for attention nor getting into a power struggle 
with the student. 
a. Example: Let Ruby be your disruptive student. For example, you might refuse 
to take the bait if you receive a cheeky reply to your question “What are you 
doing, Ruby?” The reply from Ruby might be “What’s it look like I’m 
doing?” which is an open invitation to react negatively to her annoying 
response. The best tactic is to walk close to Ruby and describe what you see to 
her quietly. It can be “Looks like you have chosen to talk a lot and chosen not 
to work”, “Looks like you are choosing to be out of your seat finding 
somebody to interrupt instead of working.” Ruby might reply with excuses 
such as: “I’m just starting” or “I’m already working! You’re always picking 
on me!” This could be to see whether you will be hooked into an argument. 
Your response still needs to be the famous one-liner: “What is the assignment 
now? What should you be choosing to do?” If Ruby wants to keep up her 
smart replies, stop asking a question and tell her, again quietly: “You need to 
work on this assignment now, Ruby, and I want to see you choose to do that.” 
You refuse to be manipulated into an argument. If Ruby refuses, you tell her, 
“You need to work on this assignment now, if you don’t start working you 
will have to stay in for recess to complete the assignment then,” or whatever 
the consequence you have established for not staying on task.  
2. Never underestimate the power of describing what you want. Ask the student to talk 
about the problem after school. 
a. Example: Tell Ruby that you need to meet with her after school for a few 
minutes to discuss how to deal with the behavior in a way that meets Ruby’s 
needs. Admit to her that you don’t know what to do about her misbehavior 
and then ask her, “What do you think we can do to solve the problem?” This 
282 
 
 
gives the misbehaving student a prosocial opportunity and responsibility to be 
the boss and encourages her to learn self-discipline.  
3. Be patient. Faced with a difficult student, some beginners remain convinced they 
should shout. All this tends to do is to inflame matters and is rarely as effective as 
keeping your cool. No challenging student ever cooperated with a teacher who was 
nose-to-nose with them, shouting and sometimes spitting in their face. In some rare 
instances it has provoked the student to spit back. You may feel angry and upset, but 
it is never inevitable that you should be personally upset by outrageous behavior. 
Students also sense that shouting means that the teacher is less in control of 
themselves. 
4. Think about “Grandma’s Rule”. What happens when Delisha is appropriately 
engaged? Does she get any positive feedback from you then? You need to monitor 
your own behavior and make sure you are giving Delisha attention and feedback 
when she is on task. You might say to Delisha, quietly, “You are really paying 
attention to the assignment and staying focused, Delisha, that’s making an effective 
choice and showing effort,” when she starts working on a task and stays with it. 
5. Try to interact with the student positively soon after you have disciplined them. It 
helps to give students a signal that the price has been paid and there are no grudges. 
When the student, say Ruby, gets back to work, give her some positive feedback as 
soon as you can. You are letting her know that she has a clean start now and no 
grudges are held against her. 
6. Keep the assignments short. Doing 81 multiplications can be a long task for some 
third graders. Students may get antsy during such a long assignment.  
a. Allow students to raise their hand and have you come over and review their 
work after they have finished two rows of multiplications or maybe you can 
break up the assignment into multiple sheets. Maybe you can think of a way to 
give multiplication practice that is more fun.   
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Group 3: Faded Worked Example
2
 
Faded worked example 1 
Julissa: Julissa is a student teacher at a private preschool. She is working well together with 
the cooperating teacher and the classroom aide. 
The School: The school enrolls about 35 students. It is in a middle-class community with a 
wide range of racial, linguistic, and ethnic diversity.  
The Class: Julissa’s class three and four year old children include four African American 
children, one child from Columbia, three from Puerto Rico, one from Yugoslavia, five 
Anglo-Americans, and Teresa, whose family is Portuguese.  
 
Like most young children, the children in Julissa’s class are extremely affectionate. The 
teacher’s aide constantly reminded her that if she was too nice to the children they would 
take advantage of her. However, Julissa believes that children need affection and should not 
feel rejected by their teachers. 
Julissa is concerned about one child in the class, Teresa. Teresa is giving the teachers a 
hard time. 
 
Teresa--Background: Teresa is not quite 4 years old and started school two months ago. Her 
mother speaks only Portuguese, and because no one at the school speaks Portuguese, it is 
hard to communicate with her. Teresa’s mother communicated to the teachers that she was 
having trouble controlling Teresa at home. Teresa understands Portuguese and some English, 
but she doesn’t speak much of either language, at least at school. Because she is so young, 
the teachers thought she would begin to pick up English in a matter of time. Julissa reported 
that in eight weeks the only word she could understand Teresa say is mommy. Sometimes at 
lunch, Julissa can make out the word juice as Teresa points to it and says “joo.” Her mother 
recently took her to a doctor to have her hearing tested. Her mother is to take Teresa back to 
the doctor in another month. 
Besides the teachers’ concerns about a possible hearing problem, they have also been 
dealing with Teresa’s inappropriate behaviors.  
 
 
 
                                                           
2
 Worked Example 1 and 2 in this group are the same as in the Worked Example group 
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Teresa—Inappropriate Behaviors: Julissa described Teresa’s behavior this way;  
 
“she seems to understand all the English she needs to function in the classroom. For 
example, she knows when to get in line to wash her hands or stand or come here. At 
any given moment, however, Teresa may stop whatever activity she is doing, let out a 
sound, then run around in a circle or up and around the classroom. Yesterday while I 
was reading a story, she did this near the end of the story. After she ran around, she 
came back and sat down near me. The day before, she was playing in the block area 
and, after a time, she did the same thing. She has become aggressive as well, 
sometimes when another child comes near her or when some takes something that she 
had played with for a while but had not used for a while. She throws things and says 
“No!” vehemently. If the teacher, the aide or I ask her to do something, she says no 
and shakes her head and laughs. However, as soon as we walk away, she does what I 
asked. I think she just enjoys saying the word no and feeling the power it gives her.” 
 
Interventions Tried:  
Time-out chair: When Teresa misbehaves, the other teachers constantly put her in the time-
out chair to sit and “think about” what she did.  
Julissa’s reactions to time-out chair:  
1. Julissa is concerned that this method of discipline doesn’t mean anything to Teresa. 
Teresa seems unfazed by it, and it certainly isn’t changing her behavior.  
2. For Julissa, it seems as if the other teachers want to break Teresa’s spirit or punish the 
defiance out of her. She thinks that caring rather than punishment is what Teresa 
needs. 
3. Julissa also thinks that the other children are getting the idea that Teresa is a bad kid.  
 
Julissa decides to ask Dr. Espanza, a campus expert on the education of young children, 
about possible strategies to follow with Teresa.  
 
Dr. Espanza’s Suggestions: 
1. Functional Analysis: If the cooperating teacher is willing, Julissa and the teacher 
conduct a functional analysis of the situations in which Teresa’s behaviors are 
occurring. The functional analysis should examine the things that happen right before 
any of the inappropriate behaviors occur and exactly what happens after the behaviors 
occur. Behavior usually has some function or pay off for the child if it continues to 
occur. The functional analysis is designed to help us understand what functions 
Teresa’s behaviors are playing.  
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Dr. Espanza handed a form that is often used to help teachers conduct a functional 
analysis. 
a. How to Apply?: Previous observations of the misbehaving child can provide 
some clues to look for when doing a functional analysis. For instance, Julissa 
described two situations, the reading group and the block area, in which 
Teresa shouted and ran around. These situations involved activities she has 
been doing for some amount of time. Maybe she gets tired of what she is 
doing and doesn’t know a socially acceptable way to change behaviors. The 
two situations Julissa mentioned in which Teresa threw things may be 
occurring when her space or things she is playing with are encroached on. 
2. Revised time-out: For young children, time-out should be a brief interval for an angry 
or distraught child to calm down. 
Instead…………………………………………………………………………………
…………………………………………………………………………………………
…………………………………………………………………………………………
………………………………………………………………………………………… 
3. Scripted Stories: A technique that has been used to help children gain positive social 
skills. These are picture books that deal with social situation and show a child what is 
an effective way to act.  
a. Example: There is a scripted story dealing with the turtle technique, in which 
a turtle character acts out how to calm down when angry and use words to 
communicate feelings and desires as opposed to throw or hitting. There is also 
a web site which allows you to download and print Power Point version of the 
stories for free. You can staple them into books and use them for literacy 
goals as well as social goals. 
b. They help the child learn what to do and then you can use the characters in 
them as prompt reminders of what to do.  For example, 
…………………………………………………………………………………
…………………………………………………………………………………
…………………………………………………………………………………
…………………………………………………………………………………
………………………………………………………………………………… 
4. Logical consequences: 
…………………………………………………………………………………………
…………………………………………………………………………………………
…………………………………………………………………………………………
…………………………………………………………………………………………
…………………………………………………………………………………………. 
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Faded worked example 2 
The Teacher-Judy Bowers: Judy Bowers is beginning her second year of teaching at Lincoln 
Elementary School.  
 
The Class: The 28 students in Ms. Bowers’ third grade class rather closely approximate the 
typical diverse student body composition at Lincoln. Ms. Bowers finds her students to be 
bright, eager, and reasonably well mannered, except for Delisha. She wasn’t quite sure what 
to do and so she didn’t deal with Delisha’s behavior right away.  
 
Delisha: From the first day of school, Ms. Bowers noticed that Delisha did not seem to be 
able to stay in her seat, was constantly talking to her neighbors, and was frequently making 
noises and disrupting the class. 
 
Situation 1:  It is about ten o’clock. Ms. Bowers and her class have reviewed the 
multiplication tables, and Ms. Bowers has handed out a worksheet with a matrix with the 
twos through the tens in the top row and first column. The students are to complete the 
products for each of the combinations. About 15 minutes into the deskwork, Delisha begins 
to make sounds with her mouth like she is passing air. Several of the children laugh and then 
look guiltily toward Ms. Bowers. 
 
What Ms. Bowerd did? 
1. Speaking loudly across the room: Delisha, please stop making those noises! 
a. Delisha’s Reactions: Delisha stops for 6 seconds, and then she tries to talk to 
Marin, who tells her to let her alone so she can do her work. In a couple of 
minutes, Delisha stands up and begins to dance standing in place as though 
she hears music.  
2. Warned Delisha: Delisha, sit down and don’t move, or I will have to send you to Ms. 
Rannum’s office. 
a. Delisha’s Reactions: I don’t care! I can do what I want to! 
3. Called the principal on the phone. Ms. Foarouk, the office assistant, comes to the 
room to bring Delisha to the principal’s office. Ms. Foarouk motions for Delisha to 
follow her out the door. 
a. Delisha’s Reactions: Delisha has a big grin on her face as they leave the 
classroom. 
 
That same day after the school Ms. Bowers talks to Tony Garcia, a veteran teacher in the 
school and asks his suggestions. 
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Tony Garcia’s Suggestions: 
1. Neither simply ignoring a student’s bid for attention nor getting into a power struggle 
with the student. 
a. Example: Let Ruby be your disruptive student. For example, you might 
refuse to take the bait if you receive a cheeky reply to your question “What 
are you doing, Ruby?” The reply from Ruby might be “What’s it look like 
I’m doing?” which is an open invitation to react negatively to her annoying 
response. The best tactic is to walk close to Ruby and describe what you see 
to her quietly. It can be “Looks like you have chosen to talk a lot and chosen 
not to work”, “Looks like you are choosing to be out of your seat finding 
somebody to interrupt instead of working.” Ruby might reply with excuses 
such as: “I’m just starting” or “I’m already working! You’re always picking 
on me!” This could be to see whether you will be hooked into an argument. 
Your response still needs to be the famous one-liner: 
“………………………………………………………………………………
…………………………………………………………………………………
…………………………………………………………………………………
……………” If Ruby wants to keep up her smart replies, stop asking a 
question and tell her, again quietly: 
“………………………………………………………………………………
…………………………………………………………………………………
…………………………………………………………………………………
…………………………………………………………………………………
……………………………………………..” You refuse to be manipulated 
into an argument. If Ruby refuses, you tell her, “You need to work on this 
assignment now, if you don’t start working you will have to stay in for recess 
to complete the assignment then,” or whatever the consequence you have 
established for not staying on task.  
2. Never underestimate the power of describing what you want. Ask the student to talk 
about the problem after school. 
a. Example: 
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
……………………………………………………………………………… 
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3. Be patient. Faced with a difficult student, some beginners remain convinced they 
should shout. All this tends to do is to inflame matters and is rarely as effective as 
keeping your cool. No challenging student ever cooperated with a teacher who was 
nose-to-nose with them, shouting and sometimes spitting in their face. In some rare 
instances it has provoked the student to spit back. You may feel angry and upset, but 
it is never inevitable that you should be personally upset by outrageous behavior. 
Students also sense that shouting means that the teacher is less in control of 
themselves. 
4. Think about “Grandma’s Rule”. What happens when Delisha is appropriately 
engaged? Does she get any positive feedback from you then? You need to monitor 
your own behavior and make sure you are giving Delisha attention and feedback 
when she is on task. You might say to Delisha, quietly, 
“…………………………………………………………………………………………
…………………………………………………………………………………………
………………………………………………………………………………………….
” when she starts working on a task and stays with it. 
5. Try to interact with the student positively soon after you have disciplined them. It 
helps to give students a signal that the price has been paid and there are no grudges. 
When the student, say Ruby, gets back to work, give her some positive feedback as 
soon as you can. You are letting her know that she has a clean start now and no 
grudges are held against her. 
6. Keep the assignments short. Doing 81 multiplications can be a long task for some 
third graders. Students may get antsy during such a long assignment. You may try 
different ways to handle this: 
a. ………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
………………………………………………………………………………
……………………………………………………………………………… 
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Problem Scenarios
3
 
Problem scenario 1 
Before this school year began, Ms. Reilly, a beginning teacher, was feeling overwhelmed at 
the thought of dealing with behavior problems in her classroom. Now that school is well 
underway, she's figuring out ways to maintain control. Much of this is thanks to the 
opportunity she had to learn and apply her new knowledge about classroom management. 
First, she designed a clear, positive statement about key aspects of her management plan. 
Then, before the kids even arrived for their first day, she began to develop classroom rules, 
expectations, procedures, and carefully constructed consequences. These components have 
all been consistently implemented and reinforced, week after week. Most of her students 
have responded really well to her new classroom management plan. Nevertheless, there are 
two students about whom she still has concerns. 
Patrick is like two different kids. Some days he's a model student—helpful, polite, and 
focused on his work. But on others, watch out! He becomes rude, refuses to work, and 
wanders around the classroom trying to provoke other students. At times, he's so disruptive 
that Ms. Reilly's teaching is interrupted and everyone's learning suffers. 
Then there's Tameka. She flat out refuses to do any written work. In fact, she protests that 
she "hates writing" because it's just "too hard" and her words always look "messy." Instead, 
Tameka retreats to drawing, reading, or trying to visit with her friends. 
Needless to say, Ms. Reilly is concerned and frustrated. While she's gained a measure of 
confidence in her ability to manage her classroom, she's really not sure how to help Patrick 
and Tameka or how to maintain a good learning environment in the classroom in spite of 
their disruptive behavior. 
Of course, she has received lots of advice: things like, "Just reward those students who are 
doing the right things," or, "Call their parents and let them handle it," or, "Ignore them and 
eventually they'll come around," or even, "Forget about them. After all, you can't save 
everyone." And all of these well-meaning words have only made Ms. Reilly more confused. 
If you were a consultant brought in to help Ms. Reilly, describe what you believe that Ms. 
Reilly should do to create a learning environment that would improve Patrick’s and 
Tameka’s behaviors and would be effective in helping them learn. What kind of methods Ms. 
Reilly can use to prevent Patrick’s and Tameka’s misbehaviors? 
                                                           
3
 Problem Scenario 1 and 2 were the same for all the three treatment conditions 
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Problem scenario 2 
Background 
Student: Zach; Keshawn 
Age: 8.1; 8.4 
Grade: 3rd grade, 2nd semester; 3rd grade, 2nd semester 
 
Keshawn and Zach are third graders in Mrs. Anderson’s class of 25 students. The class has 
13 boys and 12 girls. Three students in the class have identified disabilities and receive 
resource room support. Zach is one of these students and has a specific learning disability in 
reading. He receives 30 minutes of resource room support daily to address reading goals. 
Zach likes math. He is typically a quiet worker during independent work time. It’s not 
unusual for Zach to come in during recesses or stay after school to feed the class guinea pig.  
 
Keshawn another student, likes participating in classroom skits and plays. He enjoys telling 
funny stories and being in the limelight. Keshawn is an average student academically. He 
participates in community sports and especially likes softball. Other students say he “doesn’t 
stop talking.” Mrs. Anderson is about ready to pull her hair out because of the growing 
number of disruptions that have been occurring in the classroom. Keshawn and Zach seem to 
be magnets for these disruptions. Mrs. Anderson has observed that Patrick and Zach appear 
to be “at each other” constantly. Not only do they get off task at these times but the rest of 
the class is also drawn into spectator sport. Unfortunately, during these disruptions, little 
classroom work or instruction gets done. Mrs. Anderson has noted the following behaviors of 
concern: 
 
Zach Keshawn 
Responds angrily to teasing by 
yelling back and sometimes even 
crying 
Teases Zach (and, at times, other students) by name 
calling, making hurtful comments, etc. 
Argues with Keshawn 
 
Calls out during class or gives unrelated or 
inappropriate information during class discussion 
when called on 
Pushes Keshawn if he doesn’t 
respond to his requests or 
comments 
Argues with Zach (or other students) when asked to 
stop teasing or halt other undesired behavior 
 
  
291 
 
 
APPENDIX A-4 
EXAMPLES OF COMPUTER SCREENS SEEN BY THE STUDENTS DURING THE 
TREATMENT 
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APPENDIX A-5 
DEMOGRAPHICS AND EDUCATIONAL BACKGROUND QUESTIONNAIRE 
A.) GENERAL INFORMATION 
For the items on the form indicated below, please write the information requested in the 
spaces provided, and then fill in the appropriate answer bubbles on the form.  
Name of the Columns  Questions 
NAME Name of the street you grew up on followed by the last three letters of 
your mother’s middle name (if your mother does not have a middle 
name, write and bubble in NON). 
SEX Fill in your sex (M for males and F for females). 
GRADE or EDUC Fill in your class status: 
0- Freshman 
1- Sophomore 
2- Junior 
3- Senior 
BIRTH DATE Fill in your date of birth. 
IDENTIFICATION 
NUMBER  
(columns A, B, C, D, E) 
Column A:  First digit of your ISU identification number 
Column B:  Fourth digit of your ISU identification number 
Column C:  Last digit of your ISU identification number 
Column D:  First digit of your phone number 
Column E:  Last digit of your phone number 
SPECIAL CODES  
(columns K, L, M, N, O, P) 
Columns K, L, M:  Last three digits of your parents’ or guardian’s 
home address (or the last three digits of the street address of the street 
you grew up on. If there are not three digits, just fill the numbers that 
are starting in column K). 
Columns N, O:  Last two digits of the year you graduated from high 
school 
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Column P: Your ethnicity; 
0- Caucasian/Non Hispanic  
1- African American 
2- Hispanic/Latino     
3- Asian American 
4- Other  
 
B.) ACADEMIC INFORMATION 
 
For the items indicated below, please select the option that best describes your academic 
information, and then fill in the appropriate answer bubbles on the form.  
1.) Your current GPA: 
a.) Less than 1.6 b.) 1.6-2.00 c.) 2.1-2.5 d.) 2.6-3.00 e.) 3.1-3.5 f.) 3.6-4.00 
2.) Your ACT score: 
a.) Less 
than 17 
b.) 17 c.) 18 d.) 19 e.) 20  f.) 21 g.) 22 h.) 23 i.) 24 j.) More 
than 24 
3.) Your major (If your second major is Elementary Education, then mark a; if it is Early Childhood 
Education, mark b). 
a.) Elementary Education  b.) Early Childhood Education  c.) Other 
4.) How many other college level course credits have you had in psychology?  
a.) Less than 16 b.) 16-21 c.) 22-27 d.) 28-33 e.) 34-39 f.) More than 
39 
5.) How many other college level course credits have you had in education? 
a.) Less than 16 b.) 16-21 c.) 22-27 d.) 28-33 e.) 34-39 f.) More than 
39 
6.) How many credit hours are you taking this semester?  
a.) Less than 10 b.) 10-15 c.) 16-21 d.) 22-27 e.) 28-33 f.) More than 
33 
7.) How many hours a week do you expect to study for this course?  
a.) Less than 5 b.) 5-6 c.) 7-8 d.) 9-10 e.) 11-12 f.) More than 
12 
Reasons for taking this class (select yes or no for each item):  
8.) fulfills distribution requirement  a.) Yes  b.) No 
 
9.) content seems interesting   a.) Yes  b.) No 
 
10.) is required of all students at college  a.) Yes  b.) No 
 
11.) will be useful to me in other courses a.) Yes  b.) No 
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12.) is an easy elective    a.) Yes  b.) No 
 
13.) will help improve my academic skills a.) Yes  b.) No 
 
14.) is required for major (program)  a.) Yes  b.) No 
 
15.) was recommended by a friend  a.) Yes  b.) No 
 
16.) was recommended by a counselor  a.) Yes  b.) No 
 
17.) will improve career prospects  a.) Yes  b.) No 
 
18.) fits into my schedule   a.) Yes  b.) No 
 
C.) GENERAL DECISION MAKING STYLE QUESTIONNAIRE 
Here are some questions about your general decision making style. Please select the option 
that best describes what you think. 
 
19.) When I make decisions, I tend to rely on my intuition. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
20.) I rarely make important decisions without consulting other people. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
21.) When I make a decision, it is more important for me to feel the decision is right than to have a 
rational reason for it. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
22.) I double-check my information sources to be sure I have the right facts before making decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
23.) I use the advice of other people in making my important decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
24.) I put off making decisions because thinking about them makes me uneasy. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
25.) I make decisions in a logical and systematic way. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
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26.) When making decisions I do what feels natural at the moment. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
27.) I generally make snap decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
28.) I like to have someone steer me in the right direction when I am faced with important decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
29.) My decision making requires careful thought. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
30.) When making a decision, I trust my inner feelings and reactions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
31.) When making a decision, I consider various options in terms of a specified goal. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
32.) I avoid making important decisions until the pressure is on. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
33.) I often make impulsive decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
34.) When making decisions, I rely upon my instincts. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
35.) I generally make decisions that feel right to me. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
36.) I often need the assistance of other people when making important decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
37.) I postpone decision making whenever possible. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
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38.) I often make decisions on the spur of the moment. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
39.) I often put off making important decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
40.) If I have the support of others, it is easier for me to make important decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
41.) I generally make important decisions at the last minute. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
42.) I make quick decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
43.) I usually have a rational basis for making decisions. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly Agree 
 
D.) PERSONALITY INVENTORY 
 
How well do the following statements describe your personality? 
I see myself as someone who… 
44.) …is reserved. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
45.) …is generally trusting. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
46.) …tends to be lazy. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
47.) …is relaxed, handles stress well. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
48.) …has few artistic interests. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
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49.) …is outgoing, sociable. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
50.) …tends to find fault with others. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
51.) …does a thorough job. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
52.) …gets nervous easily. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
53.) …has an active imagination. 
a.) Strongly 
Disagree 
b.) Somewhat 
Disagree 
c.) Neither Agree 
nor Disagree 
d.) Somewhat 
Agree 
e.) Strongly 
Agree 
 
E.) PERSONAL ACHIEVEMENT GOAL ORIENTATIONS QUESTIONNAIRE 
 
Here are some questions about yourself as a student in this class. Use the scale below to 
answer the questions. If you think the statement is very true of you, select 5; if a statement is 
not at all true of you, select 1. If the statement is more or less true of you, find the option 
between 1 and 5 that best describes you. 
 
54.) It is important to me that I learn a lot of new concepts this year. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
55.) It is important to me that other students in my class think I am good at my class work. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
56.) It is important to me that I don’t look stupid in class. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
57.) One of my goals in class is to learn as much as I can. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
58.) One of my goals is to show others that I’m good at my class work. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
59.) One of my goals is to master a lot of new skills this year. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
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60.) One of my goals is to keep others from thinking I’m not smart in class. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
61.) It is important to me that I thoroughly understand my class work. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
62.) One of my goals is to show others that class work is easy for me. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
63.) One of my goals is to look smart in comparison to the other students in my class. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
64.) It is important to me that I look smart compared to others in my class. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
65.) It is important to me that I improve my skills this year. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
66.) It is important to me that my teacher doesn’t think that I know less than others in class. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
67.) One of my goals in class is to avoid looking like I have trouble doing the work. 
1 - Not At All True 2  3 - Somewhat True 4  5 - Very True 
 
F.) MOTIVATED STRATEGIES FOR LEARNING QUESTIONNAIRE 
 
The following questions ask about your motivation for this class. Use the scale below to 
answer the questions. If you think the statement is very true of you, select 7; if a statement is 
not at all true of you, select 1. If the statement is more or less true of you, find the number 
between 1 and 7 that best describes you. 
 
68.) If I study in appropriate ways, then I will be able to learn the material in this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
69.) I think I will be able to use what I learn in this course in other courses. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
70.) I believe I will receive an excellent grade in this class. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
71.) I am certain I can understand the most difficult material presented in the readings for this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
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72.) It is my own fault if I do not learn the material in this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
73.) It is important for me to learn the course material in this class. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
74.) I am confident I can understand the basic concepts taught in this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
75.) I am confident I can understand the most complex material presented by the instructor in this 
course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
76.) I am very interested in the content area of this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
77.) If I try hard enough, then I will understand the course material. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
78.) I am confident I can do an excellent job on the assignments and tests in this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
79.) I expect to do well in this class. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
80.) I think the course material in this class is useful for me to learn. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
81.) If I do not understand the course material, it is because I did not try hard enough. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
82.) I like the subject matter of this course. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
83.) Understanding the subject matter of this course is very important to me. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
84.) I am certain I can master the skills being taught in this class. 
1 - Not at all true of me 2  3 4  5 6 7 - Very true of me 
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APPENDIX A-6 
PRETEST 
 
GENERAL INFORMATION 
For the items on the form indicated below, please write the information requested in the 
spaces provided, and then fill in the appropriate answer bubbles on the form.  
Name of the 
Columns  
Questions 
NAME Name of the street you grew up on followed by the last three letters of 
your mother’s middle name (if your mother does not have a middle 
name, write and bubble in NON). 
________________________________________________________ 
BIRTH DATE Fill in your date of birth. (Day and Year. e.g., 16/1986) 
________________________________________________________ 
IDENTIFICATION 
NUMBER  
(columns A, B, C, D, E) 
 
Column A:  First digit of your ISU identification number   _______ 
Column B:  Fourth digit of your ISU identification number  _______ 
Column C:  Last digit of your ISU identification number  _______ 
Column D:  First digit of your phone number  _______ 
Column E:  Last digit of your phone number  _______ 
SPECIAL CODES  
(columns K, L, M) 
Columns K, L, M:  Last three digits of your parents’ or guardian’s 
home address (or the last three digits of the street address of the street 
you grew up on. If there are not three digits, just fill the numbers that 
are starting in column K). 
________________________________________________________ 
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1.) Consider these three teaching strategies: (1) Giving students an opportunity to plan ahead 
by letting them know about upcoming assignments well in advance, (2) Giving students 
choices about how to do some of their assignments, (3) Having regular procedures that 
students should always follow for routine activities. What do all three of these classroom 
management strategies have in common? 
A. They give students a sense of control about certain aspects of classroom life. 
B. They are the three most effective ways of handling transition times. 
C. They make it unnecessary for teachers to set limits. 
D. They facilitate teacher-student interaction. 
2.) As Lucas hurries past Melanie to get to his seat in Math class, he unintentionally knocks 
Melanie’s loose-leaf notebook off her desk. The notebook falls to the floor, and some of the 
pages fall out. Lucas is obviously embarrassed and offers to help put the notebook back 
together again. As a result of the disturbance, Ms. Al-Ciad must wait a bit before she can 
begin class. Which one of the following is most likely the best decision that Ms. Al-Ciad 
should make in response to Lucas’s behavior? 
A. Ignore it. 
B. Remind the class of the importance of respecting other people’s possessions. 
C. Have a private conference with Lucas about the importance of being careful. 
D. Impose a mild punishment—for instance, have Lucas stay after school for 10 minutes. 
3.) You are deciding between the four strategies below to deal with a classroom management 
situation. Which one of the following strategies is UNLIKELY to help you avoid getting 
into a power struggle with a student about the student’s inappropriate behavior? 
A. Suggest that the two of you work together in an effort to address the problem to your 
mutual satisfaction. 
B. Agree to abide by the student’s wishes this time as long as he or she abides by your 
wishes the next time. 
C. Express an interest in hearing the student’s perspectives on the issue. 
D. Describe the effects the problem behavior is having on both you and the student’s 
classmates. 
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4.) A teacher notices Ken talking with Joseph. As she continues to teach, the teacher makes 
the decision to walk over and stand by Ken. The teacher’s behavior is best described as 
providing a type of ________________.   
A. desist cue. 
B. I-message. 
C. indirect cue. 
D. active listening approach. 
5.) A teacher wants to encourage self-regulation. She/he notes each of the following 
occurring among the students in her/his classroom. Which one of these examples should the 
teacher decide to encourage if he/she wants to best encourage "self-monitoring" as a means 
of changing behavior? 
A. Anna wonders if her obnoxious behavior on the playground is costing her the 
friendships that she values. 
B. Bill is asked to list the kinds of jobs he will be able to get if, because of his chronic 
truancy, he never earns his high school diploma. 
C. Afyia keeps a running count of every time an inappropriate curse word slips into the 
things he says in the classroom. 
D. Ehawee thinks about how he feels when other people borrow school supplies without 
returning them and realizes that he should not have kept Monte's pencil sharpener as 
long as he did. 
6.) Partly as a result of years of child abuse, 10-year-old Jennifer is quite anxious most of the 
time—so much so that she gets extremely uptight whenever a teacher asks her to engage in a 
challenging task or gives her any kind of corrective feedback. Occasionally Jennifer responds 
to teacher requests by curling her body into a ball on the floor and slowly rocking back and 
forth. To help Jennifer behave more productively, her teachers create a highly structured and 
predictable daily routine for her. Each morning they give her several choices regarding the 
assignments she needs to complete that day, and they tailor these assignments to her existing 
ability levels. In addition, they have created a comfortable Quiet Corner to which she can 
retreat for a few minutes if she finds herself getting stressed out. Which one of the following 
strategies for changing behavior and managing classrooms do Jennifer’s teachers appear to 
have decided to use?  
A. Response cost 
B. In-school suspension 
C. Positive behavioral support (PBS) 
D. Logical consequences 
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7.) During independent seatwork time, Oliver often talks to himself, distracting those around 
him. He wants to stop because he knows that his classmates make fun of him for his 
incessant chattiness to no one in particular. Yet Ms. Young’s frequent reminders to work 
more quietly haven’t made a difference. Ms. Young has to decide what to do. She thinks of 
the following possible alternatives. Which of the following should Ms. Young’s decide to do 
if she wants to have the highest likelihood to positively Oliver’s behavior?   
A. Ignore Oliver’s behavior for the next month or so. 
B. Consult with the school psychologist about implementing applied behavior analysis 
(ABA). 
C. Use cueing whenever she hears Oliver talking to himself. 
D. Teach Oliver some self-regulation strategies. 
8.) As Mrs. Mendoza is helping Maritza with one of the problems on the seatwork 
assignment, Rene, who has had her hand up, nearly shouts, "Mrs. Mendoza, I can't do this 
one. I've had my hand up for five minutes." "Shouting out is against the rules," Mrs. 
Mendoza responds, as she turns to Rene. "It disrupts my work with other students, and I get 
irritable when I'm repeatedly disrupted." 
Mrs. Mendoza’ behavior indicates that she has decided to provide Rene with which of the 
following? 
A. An I-message 
B. A passive response 
C. A hostile response 
D. An assertive response 
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9.) John, an eager third-grade student of yours, continually blurts out answers before being 
formally called upon. The effect of his behavior is that no one else has an opportunity to 
answer, and you are not sure the other students are following your lesson. There are a variety 
of strategies that you could employ that might positively influence John’s behavior. Describe 
some of the strategy alternative you should consider and then indicate which one (or more) of 
the strategies you would decide to use. Please explain the reasons for your decision. 
 
Strategy alternatives:  
 
 
 
Strategies decided upon. 
 
 
 
Reasons for deciding on these strategies: 
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10.) A class of seven-year-olds you are teaching is just settling down to do a written task. 
Some are about to use a computer and others will write about a science experiment. The 
activities have been explained and the students have had a minute or two to gather their 
equipment and begin. Two students immediately stick their hands in the air and shout ‘Mr.! 
Mr.! Mr.!’, to demand your attention. Another tries to borrow a pen from a classmate. At this 
point you have a number of alternative strategies you might decide to use to deal with this 
classroom management issue. Describe some of the decision alternatives that you should 
consider, then indicate the alternative(s) you would decide on, on explain your reasons for 
deciding on these alternative. These alternatives are: 
Strategic Alternatives:  
 
 
 
 
 
Strategies decided upon. 
 
 
 
 
 
Why did you select these decision alternatives? Please explain your reasons. 
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11.) It is the fourth week of school and the rules, consequences and routines have been firmly 
established. However, Roberto and Yesenia seem to exhibit behavior that forces you to spend 
valuable instructional time managing their behavior. The behaviors are as follows: 
o Student 1: During a quiet activity, Yesenia cracks jokes and disrupts the class. This 
happens several times during the week when you are working with a group or 
individual child. 
o Student 2: During seatwork time, when you are at your desk marking papers, Roberto 
will take a pencil/pen and balance it on his nose. Also, he will take a ruler and hit spit 
balls. The student is very popular with his classmates and they enjoy the stunts he 
performs. 
What strategies you would decide to use to effectively manage the behavior of these students 
so that they stop disrupting and distracting the class from learning? Please describe your 
strategies and briefly describe why you decided to select each of those strategies. 
Classroom Management Strategies: 
 
 
 
Reasons for Selecting These Strategies: 
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POSTTEST 
GENERAL INFORMATION 
For the items on the form indicated below, please write the information requested in the 
spaces provided, and then fill in the appropriate answer bubbles on the form.  
Name of the Columns  Questions 
NAME Name of the street you grew up on followed by the last three letters 
of your mother’s middle name (if your mother does not have a middle 
name, write and bubble in NON). 
________________________________________________________ 
BIRTH DATE Fill in your date of birth. (Day and Year. e.g., 16/1986) 
________________________________________________________ 
IDENTIFICATION 
NUMBER  
(columns A, B, C, D, E) 
 
Column A:  First digit of your ISU identification number   _______ 
Column B:  Fourth digit of your ISU identification number  _______ 
Column C:  Last digit of your ISU identification number  _______ 
Column D:  First digit of your phone number  _______ 
Column E:  Last digit of your phone number  _______ 
SPECIAL CODES  
(columns K, L, M) 
Columns K, L, M:  Last three digits of your parents’ or guardian’s 
home address (or the last three digits of the street address of the street 
you grew up on. If there are not three digits, just fill the numbers that 
are starting in column K). 
________________________________________________________ 
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1.) Mr. Amin notices Wally not focusing on his seatwork activity. He moves closer to Wally 
and looks over his shoulder. Mr. Amin is probably trying to use a(an) _________________ 
to help Wally stay on task.  
A. desist signal 
B. I-message 
C. indirect cue 
D. active listening approach 
2.) During individual silent reading in her third grade classroom, Natalya often starts to hum 
to herself. The others students have started humming and then laughing at her when they see 
her on the playground, in the hall, or when she enters the room. Some of them have 
nicknamed her “Humming Natty”. Natalya is trying to stop, but she forgets herself and starts 
to hum unconsciously. Yet Ms. Morningstar’s frequent reminders to her haven’t stopped the 
humming. Which of the following would most likely be the most effective strategy that Ms. 
Morningstar could try? 
A. Ignore Natalya’s behavior for the next week or so to let her see if she can stop on her 
own. 
B. Contact the special education teacher and the school psychologist for guidance about 
developing an applied behavior analysis (ABA) plan to help Natalya. 
C. Help Natalya by developing a private prompting system to remind Natalya when she 
starts humming. 
D. Help Natalya develop self control over her behavior by working with her to set up a 
strategy for learning to self regulate. 
3.) Which of the following students is displaying self-monitoring? 
 
A. Kristen thinks about whether ignoring her old friends on the playground to play with 
her new friends will lead her to be lonely and friendless. 
B. In the sixth grade, Han-Chin is asked to write an essay on how he might be limiting his 
future educational choices because he never turns in his science homework. 
C. In trying to increase her use of new vocabulary words in her writing, Lesheeha tries to 
record each time she uses a new word in something she has written and tries to hit four 
uses for each new vocabulary word introduced each week. 
D. Daphne is concerned that she may be upset William when she didn’t return his ruler 
and compass right after she was done with them. 
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4.) Pairs of children in the 4th grade class are working on science writing heuristic inquiring 
learning projects. Mr. Johnson is working with Billy and Ashkii on theirs while monitoring 
all the activity in the class. JingFei, yells out loudly, “This silly microscope won’t focus; I 
can’t see anything!” Several students show a startle response and there is twittering while the 
room settles down. Mr. Johnson asks Ashkii and Billy to wait a minute and walks over to 
JingFei. Mr. J says quietly to JingFei, “JingFei, you know that when a student yells out 
without raising their hand, it interferes with the learning of other students; I become annoyed 
when you interfere with other students.” 
A. An I-message 
B. A passive response 
C. A hostile response 
D. An assertive response 
5.) Sixth grader Sally wants to organize her work in the way her big sister does; with one 
spiral notebook with pockets for each subject. Mr. Wickelmeyer wants Sally to use the 
looseleaf binder that he has assigned for the class to buy and use to organize materials. If you 
were brought in as a consultant, which of the following do you think would be the LEAST 
effective alternative for dealing with this conflict? 
A. Suggest that Mr. Wickelmeyer and Sally have a private discussion in which each 
shares their understanding of the underlying goals and their viewpoints about how to 
accomplish them and then brainstorm strategies or approaches they might use to 
resolve the conflict. 
B. Tell Mr. Wickelmeyer to let Sally have her way this time if Sally will commit to 
following Mr. Wickelmeyer’s rules the next time a conflict arises. 
C. Indicate to Mr. Wickelmeyer that there would be value in coming to understand 
Sally’s point of view about the issue. 
D. Communicate to Mr. Wickelmeyer that “describe the effects the problem behavior is 
having on both you and the student’s classmates.” 
6.) Afyia turns around quickly in the computer room and happens to bump Ailen. With a loud 
noise, Ailen drops her book and papers and falls into Dwayne. Afyia tells Ailen and Dwayne, 
she is sorry and helps Ailen pick up the papers and book. Ms. Fountaine must stop the lesson 
and make sure no one was hurt, so it takes a few minutes for the class to get started again. 
From the perspective of classroom management and creating an effective learning 
environment, Ms. Fountaine should: 
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A. Not take any action with Afyia unless this is a common behavior pattern. 
B. Make an announcement to the whole class that the computer lab is crowded and 
people need to be careful when moving. 
C. Talk to Afyia in a one-on-one conference about being careful in his movements. 
D. Have Afyia stay in from recess for one day to help him remember to be careful. 
7.) Ms. Tanaka relies heavily on three teaching/classroom management strategies: (1) 
establishing regular procedures for classroom activities early in the year and maintaining 
them throughout the year, (2) seeking student input and providing students with the 
opportunity to make decisions about the nature and content of classroom rules and 
assignments, (3) providing a schedule, with a copy posted on the wall and the class web site, 
that indicates upcoming activities and assignments. What common purpose do these three 
strategies have? 
 
A. Each gives students increased control and decision making responsibility. 
B. They minimize disruption during changes from one classroom activity to another. 
C. They avoid the need for the teacher to mandate restrictions on children’s behavior. 
D. They promote increased student-teacher interaction about academically and 
developmentally important issues and help to maximize academic learning time. 
 
8.) Partly as a result of years of child abuse, 10-year-old Jennifer is quite anxious most of the 
time—so much so that she gets extremely uptight whenever a teacher asks her to engage in a 
challenging task or gives her any kind of corrective feedback. Occasionally Jennifer responds 
to teacher requests by curling her body into a ball on the floor and slowly rocking back and 
forth. To help Jennifer behave more productively, her teachers create a highly structured and 
predictable daily routine for her. Each morning they give her several choices regarding the 
assignments she needs to complete that day, and they tailor these assignments to her existing 
ability levels. In addition, they have created a comfortable Quiet Corner to which she can 
retreat for a few minutes if she finds herself getting stressed out. Which one of the following 
strategies do Jennifer’s teachers appear to be using? 
A. Response cost 
B. In-school suspension 
C. Positive behavioral support (PBS) 
D. Logical consequences 
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9.) Ms. Avra is just beginning the second grade literacy lesson in April of the school year. 
Some of the students will work in small groups to share their experiences in individually 
reading the book, The Day the Babies Crawled Away ,and to create a short play they will act 
out to the rest of the class on the incident in the book they found the most exciting. Other 
children are working on their word family books individually. Eleni, Britny, Amir, and 
Clendon start yelling, Ms Avra, Ms Avra, we can’t find our books! Someone took our papers! 
Ms. Avra has a number of possible strategies she might follow to deal with this classroom 
management situation. Describe some of the strategies you think she might find useful, select 
the one or few that you think best, and justify your decisions by referring to research and 
theory on developing effective learning environments. 
Decision Alternatives or Strategies:  
 
 
 
 
Which strategies did you decide on? 
 
 
 
 
Why did you select these decision alternatives? Please explain your reasons. 
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10.) As soon as she is done with a seat assignment, Mary runs over to Ms. Chen and says 
insistently, “Look at my work now. Please tell me I am right!” It doesn’t matter what Ms. 
Chen is doing; she can be working with another student or leading a small reading group or 
whatever. What would your decision be to handle this situation? Please explain the reasons 
for you decision. 
 
Decision:  
 
 
 
Reasons: 
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11.) It is the fourth week of school and the rules, consequences and routines have been firmly 
established. However, two students seem to exhibit behavior that forces you to spend 
valuable instructional time managing their behavior. The behaviors are as follows: 
o Student 1: During a quiet activity, she cracks joke and disrupts the class. This 
happens several times during the week when you are working with a group/individual 
child. 
o Student 2: During seatwork time, when you are your desk marking papers, the student 
will take a pencil/pen and balance it on his nose. Also, he will take a ruler and hit spit 
balls. The student is very popular with his classmates and they enjoy the stunts he 
performs. 
What strategies you would use to effectively manage the behavior of these students so that 
they stop disrupting and distracting the class from learning? Please list your strategies and 
briefly describe why you selected those strategies. 
Classroom Management Strategies: 
 
 
 
Reasons for Selecting These Strategies: 
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APPENDIX A-7 
ADDITIONAL ANALYSES AND CODING BASED ON INDIVIDUAL SCALE 
ITEMS ON THE PRE AND POSTTEST 
 
First, I categorized students’ answers on pre and posttests into four groups in order to 
examine changes in the direction of answers from pre to posttest. The four groups are as 
follows: 
1. Wrong Wrong (WW): Wrong answer on both pretest and posttest  
2. Wrong Right (WR): Wrong answer on pretest but right answer on posttest  
3. Right Wrong (RW): Right answer on pretest but wrong on posttest  
4. Right Right (RR): Right answer on both pretest and posttest  
Next, the four categories representing changes in the direction of answers from pre to 
posttest were re-coded as WW and RR indicating no change on the responses and WR and 
RW indicating a change on the responses. Then, to examine the nature of the response 
changes from pre to posttest, categories WW and RR were re-coded to indicate ‘no change’ 
on the responses, category RW was re-coded to specify ‘negative change’ and category WR 
was re-coded to specify ‘positive change’. For each paired item, the direction of change in 
students’ answers from pre to posttest was analyzed based on these two coding schemas.  
In collaboration with my major professor, I examined the choices of each question in 
pre and posttest to prioritize each answer choice and then assigned weight number in the 
order of their correctness. For instance, for the second pretest question, answer choice A was 
identified as the first best choice, B and C were identified as the second best choice, and D 
was identified as the last best choice (totally wrong answer). Students got three points if they 
selected the first best choice (A), two points if they selected the second best choice (B or C), 
and one point if they selected the last best choice (D). However, the sequence of correctness 
was different for three pretest (Pre4, Pre6, and Pre8) and three posttest (Post1, Post4, and 
Post8) questions. In Pre4, Pre8, Post1, and Post8, two choices were identified as the last best 
choice, and in Pre6 and Post8, three choices were identified as the last best choice. I then 
examined the change in the sequence of the correctness of students’ answer choices from pre 
to posttest. If change was -2 or -1 0, then student selected the less correct choice on the 
posttest, if change was 0 then the level of correctness did not change from pre to posttest, and 
if change was 1 or 2 then student selected the more correct choice on the posttest. Then, to 
categorize the direction of change into three groups, I recoded the difference in the sequence 
of the correctness of students’ choices from pre to posttest. If the change was smaller than 0, 
then student selected the less correct choice on the posttest, if change was 0 then the level of 
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correctness did not change from pre to posttest, and if change was greater than 0 then student 
selected the more correct choice on the posttest. 
 
Research Question 1: Research Question 1 included two parts which asked the nature of 
changes in students’ responses from the pretest to the posttest. 
 
1. What is the nature of changes in students’ performance from the pretest to the 
posttest? 
a. What is the nature of changes in the direction of students’ answers on pre and 
posttest?  
b. Does the treatment group predict the probability that a student would change 
their response from pre to posttest? 
To examine the nature of changes in the direction of students’ answers from pre to 
posttest (Research Question 1a), descriptive statistics (M, SD) and Chi-square tests were 
performed on the following four categories;  
1. Wrong Wrong (WW): Wrong answer on both pretest and posttest  
2. Wrong Right (WR): Wrong answer on pretest but right answer on posttest  
3. Right Wrong (RW): Right answer on pretest but wrong on posttest  
4. Right Right (RR): Right answer on both pretest and posttest  
 
 WW WR RW RR 
Pre1Post7 23.9 (17) 2.8 (2) 47.9 (34) 25.4 (18) 
Pre2Post6 14.1 (10) 8.5 (6) 32.4 (23) 45.1 (32) 
Pre3Post5 12.7 (9) 16.9 (12) 26.8 (19) 43.7 (31) 
Pre4Post1 1.4 (1) 0 1.4 (1) 97.2 (69) 
Pre5Post3 14.1 (10) 50.7 (36) 8.5 (6) 26.8 (19) 
Pre6Post8 2.8 (2) 8.5 (6) 5.6 (4) 83.1 (59) 
Pre7Post2 22.5 (16) 8.5 (6) 45.1 (32) 23.9 (17) 
Pre8Post4 26.8 (19) 9.9 (7) 11.3 (8) 52.1 (37) 
 
The four categories representing changes in the direction of answers on pre and 
posttest were re-coded as WW and RR indicating no change in the responses and WR and 
RW indicating a change in the responses. Table 27 shows the percentages and the number of 
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students who changed or did not change their responses from pre to posttest in each group. 
Chi-square analyses revealed significant differences among the groups for two pairs (for 
PrePost53Cat χ2(2, N=71)= 9.16, p< 0.1; For PrePost72Cat χ2(2, N=71)= 7.53, p< .05). 
 
Table 27 
The percentages and the number of students who changed or did not change their responses 
from pre to posttest in each group 
Variable Group 1 Group2 Group 3 
 No change Change No change Change No change Change 
PrePost17Cat 52.0 (13) 48.0 (12) 47.8 (11) 52.2 (12) 47.8 (11) 52.2 (12) 
PrePost26Cat 56.0 (14) 44.0 (11) 65.2 (15) 34.8 (8) 56.5 (13) 43.5 (10) 
PrePost35Cat 44.0 (11) 56.0 (14) 60.9 (14) 39.1 (9) 65.2 (15) 34.8 (8) 
PrePost41Cat 96.0 (24) 4.0 (1) 100 (23) 0 (0) 100 (23) 0 (0) 
PrePost53Cat 44.0 (11) 56.0 (14) 60.9 (14) 39.1 (9) 17.4 (4) 82.6 (19) 
PrePost68Cat 96.0 (24) 4.0 (1) 87.0 (20) 13.0 (3) 73.9 (17) 26.1 (6) 
PrePost72Cat 32.0 (8) 68.0 (17) 69.6 (16) 30.4 (7) 39.1 (9) 60.9 (14) 
PrePost84Cat 84.0 (21) 16.0 (4) 73.9 (17) 26.1 (6) 78.3 (18) 21.7 (5) 
 
In group 1, majority of the students did not change their responses from pre to 
posttest for three pairs (PrePost41Cat, PrePost68Cat, and PrePost84Cat). For one pair 
(PrePost72Cat), the number of students changing their responses from pre to posttest was 
higher than the ones who did not change their responses. For two pairs (PrePost35Cat and 
PrePost53Cat), the number of students changing their responses from pre to posttest was 
slightly higher than the ones who did not change their responses. Similarly, for two pairs 
(PrePost17Cat and PrePost26Cat) the number of students who did not change their responses 
from pre to posttest was slightly higher than the ones who did. 
Similar to the group 1, majority of the group 2 students did not change their responses 
from pre to posttest for the same three pairs (PrePost41Cat, PrePost68Cat, and 
PrePost84Cat). For four pairs (PrePost26Cat, PrePost35Cat, PrePost53Cat, PrePost72Cat), 
the number of students who did not change their responses from pre to posttest was higher 
than the ones who did. For only one pair (PrePost17Cat), the number of students changing 
their responses from pre to posttest was slightly higher than the ones who did not. 
In group 3, majority of the students did not change their responses from pre to 
posttest for the same three pairs (PrePost41Cat, PrePost68Cat, and PrePost84Cat) but with 
lower percentages than those of in group 1 and 2 for the last two pairs. For one pair 
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(PrePost53Cat), majority of the students changed their responses from pre to posttest. For 
one pair (PrePost72Cat), the number of students changing their responses from pre to posttest 
was higher than the ones who did not change their responses and for one pair (PrePost26Cat), 
the number of students who did not change their responses from pre to posttest was higher 
than the ones who did. In addition, for two pairs (PrePost17Cat and PrePost26Cat) the 
number of students changing or not changing their responses from pre to posttest was similar. 
A set of logistic regression analysis was employed to examine the probability that a 
student would change their response from pre to posttest (Research Question 1b). The 
predictor variable was the treatment group. Logistic regression could not be conducted for 
two variables, PrePost41Cat and PrePost68Cat, in which cell frequencies were either 0 or too 
small. Across six logistic regression tests, two revealed significant results. Results of the 
goodness of fit of the model for the pair (PrePost53Cat) revealed that the group was a 
significant predictor of the dependent variable (χ2 (2)= 9.70, p< .01). A classification 
analysis showed that the model correctly classified 48.3% of those who did not change their 
responses from pre to posttest and 78.6% who did, for an overall hit rate of 66.2%. Table 28 
shows the logistic regression coefficient, Wald test, and odds ratio for each of the predictors. 
The group variable was dummy coded using the group 3 as the reference category. 
According to results, the odds that group 1 students change their responses from pre to 
posttest is about 73% lower than the odds that group 3 students change their responses from 
pre to posttest. Similarly, the odds that group 2 students change their responses from pre to 
posttest is about 87% lower than the odds that group 3 students change their responses from 
pre to posttest.  
Similarly, results of the goodness of fit of the model for the next pair (PrePost72Cat) 
revealed that the group was a significant predictor of the dependent variable (χ2 (2)= 7.70, p< 
.05). A classification analysis showed that the model correctly classified 48.5% of those who 
did not change their responses from pre to posttest and 81.6% who did, for an overall hit rate 
of 66.2%. Table 29 shows the logistic regression coefficient, Wald test, and odds ratio for 
each of the predictors. The group variable was dummy coded using the group 3 as the 
reference category. According to results, the odds that group 2 students change their 
responses from pre to posttest is about 72% lower than the odds that group 3 students change 
their responses from pre to posttest. The difference between group 1 and 3 is not significant.  
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Table 28 
Logistic regression predicting the change from pretest (Pre3) to posttest (Post5)  
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Group     8.26 2 .016       
Group(1) -1.32 0.68 3.73 1 .05 0.27 0.07 1.02 
Group(2) -2.00 0.70 8.24 1 .004 0.14 0.04 0.53 
Constant 1.56 0.55 8.02 1 .005 4.75     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   9.69 2 .008    
Block   9.69 2 .008    
Model   9.69 2 .008    
Model Summary         
-2 Log likelihood   86.34      
Goodness of fit test         
Hosmer and Lemeshow test   0.00 1 1.00    
 
 
  
  
 
321 
Table 29 
Logistic regression predicting the change from pretest (Pre7) to posttest (Post2)  
 
B S.E. Wald df Sig. Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Group     7.09 2 .029       
Group(1) 0.31 0.61 0.27 1 .606 1.37 0.42 4.47 
Group(2) -1.27 0.62 4.15 1 .042 0.28 0.08 0.95 
Constant 0.44 0.43 1.07 1 .301 1.56     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   7.68 2 .022    
Block   7.68 2 .022    
Model   7.68 2 .022    
Model Summary         
-2 Log likelihood   90.40      
Goodness of fit test         
Hosmer and Lemeshow test   0.00 1 1.00    
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Research Question 2: While the analyses above reveal that the items on the pretest and 
posttest do not form a coherent scale and overall do not show a pattern of increased correct 
performance on the posttest, it is possible that some learning occurred. The response choices 
for the items could be ordered in terms of their quality. Research Question 2 contained three 
parts which asked about the nature of change in the sequence of the correctness of students’ 
choices on pre and posttest questions.  
2. What is the nature of the sequence of the correctness of students’ choices on pre and 
posttest questions?  
a. What is the nature of the change in the sequence of the correctness of 
students’ choices from pre to posttest? 
b. What is the pattern of the three conditions of sequence (change<0, change=0, 
and change>0) difference from pre to posttest in each group?  
c. Does the treatment group have possible effect on the probability that student 
would select the choice at the same level of correctness on pre and posttest? 
To answer Research Question 2a, descriptive statistics and Chi-square tests were 
conducted on the sequence of correctness of students’ choices on pre and posttest. Table 30 
shows the percentages and the number of students based on the sequence of the correctness 
of their choices on pre and posttest questions. 
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Table 30 
The percentages and the number of students based on the sequence of the correctness of their 
choices on pre and posttest questions 
 
 First Best Choice Second Best Choice Third Best Choice 
Pre1Seq 15.5 (11) 11.3 (8) 73.2 (52) 
Post7Seq 30.6 (22) 41.7 (30) 27.8 (20) 
Pre2Seq 0 (0) 22.5 (16) 77.5 (55) 
Post6Seq 1.4 (1) 45.8 (33) 52.8 (38) 
Pre3Seq 15.5 (11) 14.1 (10) 70.4 (50) 
Post5Seq 8.3 (6) 30.6 (22) 61.1 (44) 
Pre4Seq 1.4 (1) 16.9 (12) 81.7 (58) 
Post1Seq 2.8 (2) 16.7 (12) 80.6 (58) 
Pre5Seq 4.2 (3) 60.6 (43) 35.2 (25) 
Post3Seq 2.8 (2) 20.8 (15) 76.4 (55) 
Pre6Seq 11.3 (8) 0 (0) 88.7 (63) 
Post8Seq 8.3 (6) 0 (0) 91.7 (66) 
Pre7Seq 4.2 (3) 26.8 (19) 69.0 (49) 
Post2Seq 2.8 (2) 63.9 (46) 33.3 (24) 
Pre8Seq 25.4 (18) 11.3 (8) 63.4 (45) 
Post4Seq 19.4 (14) 18.1 (13) 62.5 (45) 
 
Table 31 shows the percentages and the number of students in each group based on 
the sequence of the correctness of their choices on pre and posttest questions. Chi-square 
analyses with Fisher’s Exact Test revealed marginally nonsignificant differences across the 
groups for two variables (for Pre5Seq χ2(4, N=71)= 7.38, p= .07; for Post3Seq χ2(4, N=71)= 
7.36, p= .06). 
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Table 31 
The percentages and the number of students based on the sequence of the correctness of their choices on pre and posttest questions 
 Group 1 Group2 Group 3 
 1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd 
Pre1Seq 16.0 (4) 12.0 (3) 72.0 (18) 17.4 (4) 13.0 (3) 69.6 (16) 13.0 (3) 8.7 (2) 78.3 (18) 
Post7Seq 24.0 (6) 52.0 (13) 24.0 (6) 41.7 (10) 25.0 (6) 33.3 (8) 26.1 (6) 47.8 (11) 26.1 (6) 
Pre2Seq 0 (0) 28.0 (7) 72.0 (18) 0 (0) 13.0 (3) 87.0 (20) 0 (0) 26.1 (6) 73.9 (17) 
Post6Seq 4.0 (1) 44.0 (11) 52.0 (13) 0 (0) 50.0 (12) 50.0 (12) 0 (0) 43.5 (10) 56.5 (13) 
Pre3Seq 28.0 (7) 8.0 (2) 64.0 (16) 8.7 (2) 26.1 (6) 65.2 (15) 8.7 (2) 8.7 (2) 82.6 (19) 
Post5Seq 4.0 (1) 32.0 (8) 64.0 (16) 12.5 (3) 25.0 (6) 62.5 (15) 8.7 (2) 34.8 (8) 56.5 (13) 
Pre4Seq 0 (0) 16.0 (4) 84.0 (21) 4.3 (1) 13.0 (3) 82.6 (19) 0 (0) 21.7 (5) 78.3 (18) 
Post1Seq 4.0 (1) 8.0 (2) 88.0 (22) 4.2 (1) 12.5 (3) 83.3 (20) 0 (0) 30.4 (7) 69.6 (16) 
Pre5Seq 12.0 (3) 64.0 (16) 24.0 (6) 0 (0) 47.8 (11) 52.2 (12) 0 (0) 69.6 (16) 30.4 (7) 
Post3Seq 0 (0) 36.0 (9) 64.0 (16) 0 (0) 12.5 (3) 87.5 (21) 8.7 (2) 13.0 (3) 78.3 (18) 
Pre6Seq 4.0 (1) 0 (0) 96.0 (24) 17.4 (4) 0 (0) 82.6 (19) 13.0 (3) 0 (0) 87.0 (20) 
Post8Seq 8.0 (2) 0 (0) 92.0 (23) 4.2 (1) 0 (0) 95.8 (23) 13.0 (3) 0 (0) 87.0 (20) 
Pre7Seq 4.0 (1) 28.0 (7) 68.0 (17) 8.7 (2) 21.7 (5) 69.6 (16) 0 (0) 30.4 (7) 69.6 (16) 
Post2Seq 4.0 (1) 72.0 (18) 24.0 (6) 4.2 (1) 45.8 (11) 50.0 (12) 0 (0) 73.9 (17) 26.1 (6) 
Pre8Seq 20.0 (5) 16.0 (4) 64.0 (16) 30.4 (7) 8.7 (2) 60.9 (14) 26.1 (6) 8.7 (2) 65.2 (15) 
Post4Seq 16.0 (4) 28.0 (7) 56.0 (14) 25.0 (6) 20.8 (5) 54.2 (13) 17.4 (4) 4.3 (1) 78.3 (18) 
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In order to examine the change in the sequence of the correctness of students’ choices 
from pre to posttest (Research Question 2b), descriptive statistics and Chi Square tests were 
conducted. Five possible results were obtained after subtracting each posttest score (sequence 
correctness) from the paired pretest score (sequence correctness). If change was -2 or -1 0, 
then student selected the less correct choice on the posttest, if change was 0 then the level of 
correctness did not change from pre to posttest, and if change was 1 or 2 then student 
selected the more correct choice on the posttest. Table 32 shows the percentages and the 
number of students based on the difference in the sequence of the correctness of their choices 
from pre to posttest.  
 
Table 32 
The percentages and the number of students based on the difference in the sequence of the 
correctness of their choices from pre to posttest  
 
 Negative Change No Change Positive Change 
 -2 -1 0 1 2 
Change1 22.5 (16) 29.6 (21) 33.8 (24) 12.7 (9) 1.4 (1) 
Change2 1.4 (1) 31.0 (22) 59.2 (42) 8.5 (6) 0 (0) 
Change3 5.6 (4) 22.5 (16) 49.3 (35) 14.1 (10) 8.5 (6) 
Change4 1.4 (1) 5.6 (4) 87.3 (62) 5.6 (4) 0 (0) 
Change5 1.4 (1) 8.5 (6) 39.4 (28) 46.5 (33) 4.2 (3) 
Change6 5.6 (4) 0 (0) 85.9 (61) 0 (0) 8.5 (6) 
Change7 1.4 (1) 45.1 (32) 42.3 (30) 9.9 (7) 1.4 (1) 
Change8 4.2 (3) 9.9 (7) 71.8 (51) 5.6 (4) 8.5 (6) 
  
Table 33 shows the percentages and the number of students in each group based on 
the difference in the sequence of the correctness of their choices from pre to posttest. Chi-
square analyses with Fisher’s Exact Test revealed significant differences among the groups 
for one sequence difference (for Change5 χ2 (8, N=71)= 19.22, p< 0.1). For Change6, the 
difference across the groups was marginally nonsignificant (χ2 (8, N=71)= 7.17, p= .065). 
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Table 33 
The percentages and the number of students based on the difference in the sequence of the correctness of their choices from pre to 
posttest  
 
 Group 1 Group 2 Group 3 
 Negative 
Change 
No 
Change 
Positive 
Change 
Negative 
Change 
No 
Change 
Positive 
Change 
Negative 
Change 
No 
Change 
Positive 
Change 
 -2 -1 0 1 2 -2 -1 0 1 2 -2 -1 0 1 2 
Change1 20.0 
(5) 
32.0 
(8) 
32.0   
(8) 
16.0 
(4) 
0   
(0) 
21.7 
(5) 
30.4 
(7) 
34.8   
(8) 
8.7 
(2) 
4.3 
(1) 
26.1 
(6) 
26.1 
(6) 
34.8   
(8) 
13.0 
(3) 
0   
(0) 
Change2 4.0  
(1) 
28.0 
(7) 
56.0 
(14) 
12.0 
(3) 
0   
(0) 
0   
(0) 
34.8 
(8) 
65.2 
(15) 
0   
(0) 
0   
(0) 
0   
(0) 
30.4 
(7) 
56.5 
(13) 
13.0 
(3) 
0   
(0) 
Change3 4.0  
(1) 
24.0 
(6) 
36.0   
(9) 
16.0 
(4) 
20.0 
(5) 
8.7 
(2) 
17.4 
(4) 
52.2 
(12) 
17.4 
(4) 
4.3 
(1) 
4.3 
(1) 
26.1 
(6) 
60.9 
(14) 
8.7 
(2) 
0   
(0) 
Change4 1.4  
(1) 
4.0  
(1) 
80.0 
(20) 
12.0 
(3) 
0   
(0) 
0   
(0) 
4.3 
(1) 
91.3 
(21) 
4.3 
(1) 
0   
(0) 
0   
(0) 
8.7 
(2) 
91.3 
(21) 
0   
(0) 
0   
(0) 
Change5 0     
(0) 
8.0  
(2) 
44.0 
(11) 
36.0 
(9) 
12.0 
(3) 
0   
(0) 
0   
(0) 
60.9 
(14) 
39.1 
(9) 
0   
(0) 
4.3 
(1) 
17.4 
(4) 
13.0   
(3) 
65.2 
(15) 
0   
(0) 
Change6 4.0  
(1) 
0     
(0) 
96.0 
(24) 
0   
(0) 
0   
(0) 
0   
(0) 
0   
(0) 
87.0 
(20) 
0   
(0) 
13.0 
(3) 
13.0 
(3) 
0   
(0) 
73.9 
(17) 
0   
(0) 
13.0 
(3) 
Change7 0     
(0) 
60.0 
(15) 
28.0   
(7) 
8.0 
(2) 
4.0 
(1) 
4.3 
(1) 
21.7 
(5) 
60.9 
(14) 
13.0 
(3) 
0   
(0) 
0   
(0) 
52.2 
(12) 
39.1   
(9) 
8.7 
(2) 
0   
(0) 
Change8 4.0  
(1) 
12.0 
(3) 
72.0 
(18) 
8.0 
(2) 
4.0 
(1) 
8.7 
(2) 
8.7 
(2) 
69.6 
(16) 
4.3 
(1) 
8.7 
(2) 
0   
(0) 
8.7 
(2) 
73.9 
(17) 
4.3 
(1) 
13.0 
(3) 
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To identify the direction of change, I re-coded the difference in the sequence of the 
correctness of students’ choices from pre to posttest. If change was smaller than 0, then 
student selected the less correct choice on the posttest, if change was 0 then the level of 
correctness did not change from pre to posttest, and if change was greater than 0 then student 
selected the more correct choice on the posttest. Table 34 shows the percentages and the 
number of students based on the three conditions of sequence difference from pre to posttest.  
 
Table 34  
The percentages and the number of students based on the three conditions of sequence 
difference from pre to posttest 
 0 (change<0) 1 (change=0) 2 (change>0) 
SeqChange1 52.1 (37) 33.8 (24) 14.1 (10) 
SeqChange2 32.4 (23) 59.2 (42) 8.5 (6) 
SeqChange3 28.2 (20) 49.3 (35) 22.5 (16) 
SeqChange4 7.0 (5) 87.3 (62) 5.6 (4) 
SeqChange5 9.9 (7) 39.4 (28) 50.7 (36) 
SeqChange6 5.6 (4) 85.9 (61) 8.5 (6) 
SeqChange7 46.5 (33) 42.3 (30) 11.3 (8) 
SeqChange8 14.1 (10) 71.8 (51) 14.1 (10) 
 
Table 35 shows the percentages and the number of students in each group based on 
the three conditions of sequence difference from pre to posttest. Chi-square analyses with 
Fisher’s Exact Test revealed significant differences among the groups for one sequence 
difference (for SeqChange5 χ2 (4, N=71)= 14.06, p< .01). For SeqChange6, the difference 
across the groups was marginally nonsignificant (χ2 (4, N=71)= 7.17, p= .065). 
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Table 35  
The percentages and the number of students in each group based on the three conditions of sequence difference from pre to posttest 
 Group 1 Group 2 Group 3 
 change<0 change=0 change>0 change<0 change=0 change>0 change<0 change=0 change>0 
SeqChange1 52.0 (13) 32.0 (8) 16.0 (4) 52.2 (12) 34.8 (8) 13.0 (3) 52.2 (12) 34.8 (8) 13.0 (3) 
SeqChange2 32.0 (8) 56.0 (14) 12.0 (3) 34.8 (8) 65.2 (15) 0 (0) 30.4 (7) 56.5 (13) 13.0 (3) 
SeqChange3 28.0 (7) 36.0 (9) 36.0 (9) 26.1 (6) 52.2 (12) 21.7 (5) 30.4 (7) 60.9 (14) 8.7 (2) 
SeqChange4 8.0 (2) 80.0 (20) 12.0 (3) 4.3 (1) 91.3 (21) 4.3 (1) 8.7 (2) 91.3(21) 0 (0) 
SeqChange5 8.0 (2) 44.0 (11) 48.0 (12) 0 (0) 60.9 (14) 39.1 (9) 21.7 (5) 13.0 (3) 65.2 (15) 
SeqChange6 4.0 (1) 96.0 (24) 0 (0) 0 (0) 87.0 (20) 13.0 (3) 13.0 (3) 73.9 (17) 13.0 (3) 
SeqChange7 60.0 (15) 28.0 (7) 12.0 (3) 26.1 (6) 60.9 (14) 13.0 (3) 52.2 (12) 39.1 (9) 8.7 (2) 
SeqChange8 16.0 (4) 72.0 (18) 12.0 (3) 17.4 (4) 69.6 (16) 13.0 (3) 8.7 (2) 73.9 (17) 17.4 (4) 
 
  
 
329 
 
 
A set of logistic regression was conducted to examine if treatment group had possible 
effect on the probability that student would select the choice at the same level of correctness 
on pre and posttest (Research Question 2c). Because some cells had very small frequencies, I 
re-coded the all but one variable into two categories by eliminating students who selected the 
more correct choice on the posttest (increased on the posttest). For one variable 
(SeqChange5), students who selected the less correct choice on the posttest were eliminated. 
Even after the re-coding logistic regression could not be conducted for two three variables, 
SeqChange4_4, SeqChange6_6, and SeqChange7_7, in which cell frequencies were either 0 
or too small. Table 36 shows the percentages and the number of students based on the two 
conditions of sequence difference from pre to posttest.  
 
Table 36  
The percentages and the number of students based on the two conditions of sequence 
difference from pre to posttest 
 0 (Decrease) 1 (No change) 
SeqChange1_1 60.7 (37) 39.3 (24) 
SeqChange2_2 35.4 (23) 64.6 (42) 
SeqChange3_3 36.4 (20) 63.6 (35) 
SeqChange7_7 52.4 (33) 47.6 (30) 
SeqChange5_5 43.8 (28) 56.3 (36) 
 
Among the five logistic regression tests, two revealed significant results. Results of 
the goodness of fit of the model revealed that the group was a significant predictor of the 
dependent variable, SeqChange7_7 (χ2 (2)= 6.56, p< .05). A classification analysis showed 
that the model correctly classified 81.8% of those whose response sequence decreased from 
pre to posttest and 46.7% whose response sequence did not change from pre to posttest, for 
an overall hit rate of 65.1%. Table 37 shows the logistic regression coefficient, Wald test, 
and odds ratio for each of the predictors. The group variable was dummy coded using the 
group 3 as the reference category. According to results, the overall effect of group is 
statistically significant, but the comparisons between the group 1 and 3 and group 2 and 3 are 
not significant. 
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Table 37 
Logistic regression predicting the level of choice correctness (SeqChange7_7) from group  
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Group     6.04 2 .049       
Group(1) -0.47 0.64 0.56 1 .455 0.62 0.18 2.16 
Group(2) 1.14 0.66 2.98 1 .084 3.11 0.86 11.29 
Constant -0.29 0.44 0.43 1 .514 0.75     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   6.56 2 .038    
Block   6.56 2 .038    
Model   6.56 2 .038    
Model Summary         
-2 Log likelihood   80.64      
Goodness of fit test         
Hosmer and Lemeshow test   0.00 1 1.00    
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Results of the goodness of fit of the model revealed that the group was a significant 
predictor of the dependent variable, SeqChange5_5 (χ2 (2)= 8.87, p< .05). A classification 
analysis showed that the model correctly classified 50% of those whose response sequence 
did not change from pre to posttest and 75% whose response sequence increased from pre to 
posttest, for an overall hit rate of 64.1%. Table 38 shows the logistic regression coefficient, 
Wald test, and odds ratio for each of the predictors. The group variable was dummy coded 
using the group 3 as the reference category. According to results, the overall effect of group 
is statistically significant. The odds that response sequence for the question increases from 
pre to posttest is about 78% lower for the group 1 students than the group 3 students. 
Similarly, the odds that response sequence for the question increases from pre to posttest is 
about 87% lower for the group 2 students than the group 3 students. 
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Table 38 
Logistic regression predicting the level of choice correctness (SeqChange5_5) from group  
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Group     7.27 2 .026       
Group(1) -1.52 0.76 4.04 1 .045 0.22 0.05 0.96 
Group(2) -2.05 0.76 7.22 1 .007 0.13 0.03 0.57 
Constant 1.61 0.63 6.48 1 .011 5.00     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   8.87 2 .012    
Block   8.87 2 .012    
Model   8.87 2 .012    
Model Summary         
-2 Log likelihood   78.85      
Goodness of fit test         
Hosmer and Lemeshow test   0.00 1 1.00    
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APPENDIX A-8 
TASK DIFFICULTY, MENTAL EFFORT, AND DECISION CONFIDENCE 
QUESTIONNAIRE 
 
Select the number that best describes your experience today. 
 
1. How difficult was it for you to understand Problem Scenario 1/2 and correctly 
answer the questions that followed? 
 
1 Extremely 
Easy 
2 3 4 5 6 7 Extremely 
Difficult 
 
 
2. How much mental effort did you invest in solving Problem Scenario 1/2 and 
correctly answering the questions that followed? 
 
1 Very very 
low mental 
effort 
2 3 4 Neither low 
nor high 
mental effort 
5 6 7 Very very high 
mental effort 
 
 
3. How confident are you that you made the best possible decisions? 
 
1 Not 
confident 
 
2 3 4 
Somewhat 
confident 
5 6 7 Very 
confident  
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APPENDIX A-9 
LAB INSTRUCTIONS 
Classroom Management Group 1 - Lab Instructions 
Day 1: Monday, March 29th 
1. To access the website, type the URL in the address bar: 
http://tractor.leopold.iastate.edu/drupal/index.php 
 
2. To login, follow these steps: 
a) Type your username in the “Username” field on the top right side of the page. 
b) Type your password in the “Password” field. 
c) Clik on the “Login” button. 
 
3. In order to do the tasks in Module 1, follow the steps described below: 
a) First, clik on the “Module 1” button on the top left side of the screen. Then click 
on “Problem Scenario 1” link on the bottom right side of the page to go to the 
next page.  
Note: You can also click on the “Problem Scenario 1” link on the bottom left 
side of the page. 
 
b) Read the scenario on the “Problem Scenario 1” page and then click on the “Case 
1” link on the bottom right side of the page.  
Note: You can also click on the “Case 1 “ link on the bottom left side of the page 
(just above the “Module 1” link) 
 
c) Read the scenario on the “Case 1” page and then click on the “Case 1 – 
Interpretation” link on the bottom right side of the page.  
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d) On the “Case 1 – Interpretation” page, answer the questions based on what you 
read about Case 1 (you can see the Case 1 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button, otherwise your answers will not be saved. 
e) When you click on the “Submit” button, you will go directly to the “Case 2” 
page. Read the whole story and then click on the “Case 2 – Interpretation” link 
on the bottom right side of the page.  
 
f) On the “Case 2 – Interpretation” page, answer the questions based on what you 
read about Case 2 (you can see the Case 2 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button. 
 
g) When you click on the “Submit” button, you will go directly to the “Problem 
Scenario 1 - Solution” page. On this page, answer the questions based on what 
you read about Problem Scenario 1 (you can see the Problem Scenario 1 on the 
right side of the page). Type your answers in the textboxes placed under each 
question, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button.  
 
h) When you click on the “Submit” button, you will go directly to the “Survey 1” 
page. Answer the three survey questions and then click on the “Submit” button to 
save your answers. Do not forget to click on the “Submit” button. 
 
i) You finished the Module 1. Now you can logout by clicking on the “Logout” 
button on the top right side of the page. 
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Day 2: Wednesday, March 31st  
1. To access the website, type the URL in the address bar: 
http://tractor.leopold.iastate.edu/drupal/index.php 
 
2. To login, follow these steps: 
a) Type your username in the “Username” field on the top right side of the page. 
b) Type your password in the “Password” field. 
c) Clik on the “Login” button. 
 
3. In order to do the tasks in Module 2, follow the steps described below: 
a) First, clik on the “Module 2” button on the top left side of the screen. Then click 
on “Problem Scenario 2” link on the bottom right side of the page to go to the 
next page.  
Note: You can also click on the “Problem Scenario 2” link on the bottom left 
side of the page. 
 
b) Read the “Problem Scenario 2” and then click on the “Case 3” link on the 
bottom right side of the page to go to the next page.  
 
c) Read the scenario on the “Case 3” page and then click on the “Case 3 – 
Interpretation” link on the bottom right side of the page.  
 
d) On the “Case 3 – Interpretation” page, answer the questions based on what you 
read about Case 3 (you can see the Case 3 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button, otherwise your answers will not be saved. 
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e) When you click on the “Submit” button, you will go directly to the “Case 4” 
page. Read the whole story and then click on the “Case 4 – Interpretation” link 
on the bottom right side of the page.  
 
f) On the “Case 4 – Interpretation” page, answer the questions based on what you 
read about Case 4 (you can see the Case 4 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button. 
g) When you click on the “Submit” button, you will go directly to the “Problem 
Scenario 2 - Solution” page. On this page, answer the questions based on what 
you read about Problem Scenaio 2 (you can see the Problem Scenaio 2 on the 
right side of the page). Type your answers in the textboxes placed under each 
question, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button.  
 
h) When you click on the “Submit” button, you will go directly to the “Survey 2” 
page. Answer the three survey questions and then click on the “Submit” button to 
save your answers. Do not forget to click on the “Submit” button. 
 
i) You finished the Module 2. Now you can logout by clicking on the “Logout” 
button on the top right side of the page. 
 
j) You can get the test forms from the lab administrator. 
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Classroom Management Group 2 - Lab Instructions 
Day 1: Monday, March 29th 
1. To access the website, type the URL in the address bar: 
http://tractor.leopold.iastate.edu/drupal2/index.php 
 
2. To login, follow these steps: 
a) Type your username in the “Username” field on the top right side of the page. 
b) Type your password in the “Password” field. 
c) Clik on the “Login” button. 
 
3. In order to do the tasks in Module 1, follow the steps described below: 
a) First, clik on the “Module 1” button on the top left side of the screen. Then click 
on “Case 1” link on the bottom right side of the page to go to the next page.  
Note: You can also click on the “Case 1” link on the bottom left side of the page. 
 
b) Read the scenario on the “Case 1” page and then click on the “Case 1 – 
Interpretation” link on the bottom right side of the page.  
Note: You can also click on the “Case 1 – Interpretation” link on the bottom left 
side of the page (just above the “Module 1” link) 
 
c) On the “Case 1 – Interpretation” page, answer the questions based on what you 
read about Case 1 (you can see the Case 1 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button, otherwise your answers will not be saved. 
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d) When you click on the “Submit” button, you will go directly to the “Case 2” 
page. Read the whole story and then click on the “Case 2 – Interpretation” link 
on the bottom right side of the page.  
 
e) On the “Case 2 – Interpretation” page, answer the questions based on what you 
read about Case 2 (you can see the Case 2 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button. 
f) When you click on the “Submit” button, you will go directly to the “Problem 
Scenario 1” page. Read the whole story and then click on the “Problem Scenario 
1 - Solution” link on the bottom right side of the page.  
 
g) On the “Problem Scenario 1 - Solution” page, answer the questions based on 
what you read about Problem Scenaio 1 (you can see the Problem Scenaio 1 on 
the right side of the page). Type your answers in the textboxes placed under each 
question, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button. 
 
h) When you click on the “Submit” button, you will go directly to the “Survey 1” 
page. Answer the three survey questions and then click on the “Submit” button to 
save your answers. Do not forget to click on the “Submit” button. 
 
i) You finished the Module 1. Now you can logout by clicking on the “Logout” 
button on the top right side of the page. 
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Day 2: Wednesday, March 31st  
1. To access the website, type the URL in the address bar: 
http://tractor.leopold.iastate.edu/drupal2/index.php 
 
2. To login, follow these steps: 
a) Type your username in the “Username” field on the top right side of the page. 
b) Type your password in the “Password” field. 
c) Clik on the “Login” button. 
 
3. In order to do the tasks in Module 2, follow the steps described below: 
a) First, clik on the “Module 2” button on the top left side of the screen. Then click 
on “Case 3” link on the bottom right side of the page to go to the next page.  
Note: You can also click on the “Case 3” link on the bottom left side of the page. 
b) Read the scenario on the “Case 3” page and then click on the “Case 3 – 
Interpretation” link on the bottom right side of the page.  
Note: You can also click on the “Case 3 – Interpretation” link on the bottom left 
side of the page (just above the “Module 2” link) 
c) On the “Case 3 – Interpretation” page, answer the questions based on what you 
read about Case 3 (you can see the Case 3 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button, otherwise your answers will not be saved. 
 
d) When you click on the “Submit” button, you will go directly to the “Case 4” 
page. Read the whole story and then click on the “Case 4 – Interpretation” link 
on the bottom right side of the page.  
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e) On the “Case 4 – Interpretation” page, answer the questions based on what you 
read about Case 4 (you can see the Case 4 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button. 
f) When you click on the “Submit” button, you will go directly to the “Problem 
Scenario 2” page. Read the whole story and then click on the “Problem Scenario 
2 - Solution” link on the bottom right side of the page.  
 
g) On the “Problem Scenario 2 - Solution” page, answer the questions based on 
what you read about Problem Scenario 2 (you can see the Problem Scenario 2 on 
the right side of the page). Type your answers in the textboxes placed under each 
question, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button. 
 
h) When you click on the “Submit” button, you will go directly to the “Survey 2” 
page. Answer the three survey questions and then click on the “Submit” button to 
save your answers. Do not forget to click on the “Submit” button. 
 
i) You finished the Module 2. Now you can logout by clicking on the “Logout” 
button on the top right side of the page. 
 
j) You can get the test forms from the lab administrator. 
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Classroom Management Group 3 - Lab Instructions 
Day 1: Monday, March 29th 
1. To access the website, type the URL in the address bar: 
http://tractor.leopold.iastate.edu/drupal3/index.php 
 
2. To login, follow these steps: 
a) Type your username in the “Username” field on the top right side of the page. 
b) Type your password in the “Password” field. 
c) Clik on the “Login” button. 
 
3. In order to do the tasks in Module 1, follow the steps described below: 
a) First, clik on the “Module 1” button on the top left side of the screen. Then click 
on “Case 1” link on the bottom right side of the page to go to the next page.  
Note: You can also click on the “Case 1” link on the bottom left side of the page. 
 
b) Read the scenario on the “Case 1” page and then click on the “Case 1 – 
Interpretation” link on the bottom right side of the page.  
Note: You can also click on the “Case 1 – Interpretation” link on the bottom left 
side of the page (just above the “Module 1” link) 
 
c) On the “Case 1 – Interpretation” page, answer the questions based on what you 
read about Case 1 (you can see the Case 1 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button, otherwise your answers will not be saved. 
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d) When you click on the “Submit” button, you will go directly to the “Case 2” 
page. Read the whole story and then click on the “Case 2 – Interpretation” link 
on the bottom right side of the page.  
 
e) On the “Case 2 – Interpretation” page, answer the questions based on what you 
read about Case 2 (you can see the Case 2 on the right side of the page). Type 
your answers in the textboxes placed under each question, and then click on the 
“Submit” button to save your answers. Do not forget to click on the “Submit” 
button. 
 
f) Then click on “Case 3 - Questions” link on the bottom right side of the page to 
go to the next page. Read the scenario on the “Case 3 - Questions” page and fill 
in the blanks in the case. Type your answers in the textboxes on the right side of 
the page, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button. 
 
g) When you click on the “Submit” button, you will go directly to the “Case 3 - 
Interpretation” page. On this page, answer the questions based on what you read 
about Case 3 (you can see the Case 3 on the right side of the page), and then click 
on the “Submit” button to save your answers. Do not forget to click on the 
“Submit” button. 
 
h) You finished the Module 1. Now you can logout by clicking on the “Logout” 
button on the top right side of the page. 
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Day 2: Wednesday, March 31st  
1. To access the website, type the URL in the address bar: 
http://tractor.leopold.iastate.edu/drupal3/index.php 
 
2. To login, follow these steps: 
a) Type your username in the “Username” field on the top right side of the page. 
b) Type your password in the “Password” field. 
c) Clik on the “Login” button. 
 
3. In order to do the tasks in Module 2, follow the steps described below: 
a) First, clik on the “Module 2” button on the top left side of the screen. Then, click 
on the “Case 4 – Questions” link on the bottom right side of the page to go to 
the next page. 
Note: You can also click on the “Case 4 – Questions” link on the bottom left side 
of the page. 
 
b) Read the scenario on the “Case 4 - Questions” page and fill in the blanks in the 
case. Type your answers in the textboxes on the right side of the page, and then 
click on the “Submit” button to save your answers. Do not forget to click on the 
“Submit” button. 
 
c) When you click on the “Submit” button, you will go directly to the “Case 4 - 
Interpretation” page. On this page, answer the questions based on what you read 
about Case 4 (you can see the Case 4 on the right side of the page), and then click 
on the “Submit” button to save your answers. Do not forget to click on the 
“Submit” button. 
 
d) When you click on the “Submit” button, you will go directly to the “Problem 
Scenario 1” page. Read the scenario and then click on the “Problem Scenario 1 - 
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Solution” link on the bottom right side of the page.  
 
e) On the “Problem Scenario 1 - Solution” page, answer the questions based on 
what you read about Problem Scenario 1 (you can see the Problem Scenario 1 on 
the right side of the page). Type your answers in the textboxes placed under each 
question, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button, otherwise your answers will not be 
saved. 
 
f) When you click on the “Submit” button, you will go directly to the “Survey 1” 
page. Answer the three survey questions and then click on the “Submit” button to 
save your answers. Do not forget to click on the “Submit” button. 
 
g) When you submit your survey answers, you will go directly to the “Problem 
Scenario 2” page. Read the whole story and then click on the “Problem Scenario 
2 - Solution” link on the bottom right side of the page.  
 
h) On the “Problem Scenario 2 - Solution” page, answer the questions based on 
what you read about Problem Scenario 2 (you can see the Problem Scenario 2 on 
the right side of the page). Type your answers in the textboxes placed under each 
question, and then click on the “Submit” button to save your answers. Do not 
forget to click on the “Submit” button, otherwise your answers will not be 
saved. 
 
i) When you click on the “Submit” button, you will go directly to the “Survey 2” 
page. Answer the three survey questions and then click on the “Submit” button to 
save your answers. Do not forget to click on the “Submit” button. 
 
j) You finished the Module 2. Now you can logout by clicking on the “Logout” 
button on the top right side of the page. 
 
k) You can get the test forms from the lab administrator. 
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APPENDIX A-10 
THE ACTIVITY STEPS STUDENTS IN EACH TREATMENT GROUP 
FOLLOWED DURING THE INTERVENTION 
Activity 
steps 
Case-Based Reasoning 
Group 
Worked Example 
Group 
Faded Worked 
Example Group 
1 Complete demographics 
and educational background 
questionnaires  
Complete demographics 
and educational 
background 
questionnaires 
Complete 
demographics and 
educational background 
questionnaires 
 
2 Take a pretest on classroom 
management 
Take a pretest on 
classroom management 
Take a pretest on 
classroom management 
 
3 Receive and read a problem 
case (but don’t solve it yet) 
Read a fully worked-out 
example (case 1). 
Answer some 
interpretation questions 
about it (Case 
Application tool). 
Read a fully worked-
out example (case 1). 
Answer some 
interpretation questions 
about it (Case 
Application tool). 
4 Read an example case. 
Answer some interpretation 
questions about it (Case 
Interpretation tool). 
Read a fully worked-out 
example (case 2). 
Answer some 
interpretation questions 
about it (Case 
Interpretation tool). 
Read a fully worked-
out example (case 2). 
Answer some 
interpretation questions 
about it (Case 
Interpretation tool). 
5 Read a second example 
case. Answer some 
interpretation questions 
about it. 
Read the first problem 
case and provide a 
solution to it (Case 
Application tool). 
Read a partial worked-
out example (case 3). 
Complete the case and 
answer some 
interpretation questions 
about it (Case 
Interpretation tool). 
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Activity 
steps 
Case-Based Reasoning 
Group 
Worked Example 
Group 
Faded Worked 
Example Group 
6 Propose a solution to the 
problem case in Step 3 
(Case Application tool). 
Read a fully worked-out 
example (case 3). 
Answer some 
interpretation questions 
about it (Case 
Interpretation tool). 
Read a partial worked-
out example (case 4). 
Complete the case and 
answer some 
interpretation questions 
about it (Case 
Interpretation tool). 
7 Receive and read a problem 
case (but don’t solve it yet) 
Read a fully worked-out 
example (case 4). 
Answer some 
interpretation questions 
about it (Case 
Interpretation tool). 
Read the first problem 
case and provide a 
solution to it (Case 
Application tool). 
8 Read an example case. 
Answer some interpretation 
questions about it (Case 
Interpretation tool). 
Read the second problem 
case and provide a 
solution to it (Case 
Application tool). 
Read the second 
problem case and 
provide a solution to it 
(Case Application tool). 
9 Read a second example 
case. Answer some 
interpretation questions 
about it (Case Interpretation 
tool). 
  
10 Propose a solution to the 
problem case in Step 7 
(Case Application tool). 
  
11 Take a posttest on 
classroom management 
Take a posttest on 
classroom management 
Take a posttest on 
classroom management 
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  Valid  Missing Total 
 Group N Percent N Percent N Percent 
Age 1.00 22 88.0% 3 12.0% 25 100.0% 
  2.00 21 91.3% 2 8.7% 23 100.0% 
  3.00 20 87.0% 3 13.0% 23 100.0% 
GPA 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
ACT 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
Psychology Credits 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
Education Credits 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
Total Credit Hour 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
Study Hour 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
Extraversion 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
Agreeableness 1.00 25 100.0% 0 .0% 25 100.0% 
  2.00 23 100.0% 0 .0% 23 100.0% 
  3.00 23 100.0% 0 .0% 23 100.0% 
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  Cases  
  Valid  Missing Total  
 Group N Percent N Percent N Percent  
Conscientiousness 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Neuroticism 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Openness 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Intuitive Decision Style 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Dependent Decision Style 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Rational Decision Style 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Avoidant Decision Style 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Spontaneous Decision Style 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Mastery Goal Orientation 1.00 25 100.0% 0 .0% 25 100.0%  
 2.00 23 100.0% 0 .0% 23 100.0%  
 3.00 23 100.0% 0 .0% 23 100.0%  
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  Valid  Missing Total  
 Group N Percent N Percent N Percent  
Performance Approach 
Goal Orientation 
1.00 25 100.0% 0 .0% 25 100.0% 
 
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Performance Avoidance 
Goal Orientation 
1.00 25 100.0% 0 .0% 25 100.0% 
 
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Locus of Control 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Task Value 1.00 24 96.0% 1 4.0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Self-Efficacy 1.00 24 96.0% 1 4.0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Task Difficulty 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 22 95.7% 1 4.3% 23 100.0%  
  3.00 22 95.7% 1 4.3% 23 100.0%  
Mental Effort 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 22 95.7% 1 4.3% 23 100.0%  
  3.00 22 95.7% 1 4.3% 23 100.0%  
Decision Confidence 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 22 95.7% 1 4.3% 23 100.0%  
  3.00 22 95.7% 1 4.3% 23 100.0%  
Word Count 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
  
 
351 
  Cases  
  Valid  Missing Total  
 Group N Percent N Percent N Percent  
Word Count_2 1.00 25 100.0% 0 .0% 25 100.0%  
 2.00 23 100.0% 0 .0% 23 100.0%  
 3.00 23 100.0% 0 .0% 23 100.0%  
Time (Module 1) 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Time (Module 2) 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
Total Time 1.00 25 100.0% 0 .0% 25 100.0%  
  2.00 23 100.0% 0 .0% 23 100.0%  
  3.00 23 100.0% 0 .0% 23 100.0%  
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  N Min Max Mean 
Std 
Error 
Skewness Kurtosis   
 
Group    Stat. SE Stat. Stat. SE Stat. SE 
Lower 
Bound 
Upper 
Bound 
 
Age 
1 22 20.00 25.00 21.23 .271 1.27 1.37 0.49 2.36 0.95 
20.66 21.79  
 
2 21 20.00 28.00 21.05 0.39 1.77 3.25 0.50 12.52 0.97 
20.24 21.86  
 
3 20 20.00 25.00 21.05 0.28 1.23 1.76 0.51 4.47 0.99 
20.47 21.63  
GPA 1 25 3.00 6.00 4.48 0.18 0.92 -0.11 0.46 -0.68 0.90 4.10 4.86  
  2 23 3.00 6.00 4.26 0.23 1.10 0.34 0.48 -1.15 0.94 3.79 4.73  
  3 23 3.00 6.00 4.65 0.19 0.93 -0.30 0.48 -0.58 0.94 4.25 5.06  
ACT 1 25 2.00 10.00 7.24 0.50 2.49 -0.51 0.46 -0.93 0.90 6.21 8.27  
  2 23 1.00 10.00 7.22 0.62 2.95 -0.63 0.48 -0.79 0.94 5.94 8.49  
  3 23 1.00 10.00 7.57 0.51 2.43 -0.86 0.48 0.65 0.94 6.52 8.62  
Psychology 
Credits 1 25 1.00 2.00 1.16 0.07 0.37 1.98 0.46 2.06 0.90 1.01 1.31 
 
  2 23 1.00 3.00 1.17 0.10 0.49 2.99 0.48 8.95 0.94 0.96 1.39  
  3 23 1.00 6.00 1.30 0.22 1.06 4.29 0.48 19.30 0.94 0.84 1.76  
Education Credits 1 25 1.00 6.00 3.00 0.34 1.71 0.82 0.46 -0.76 0.90 2.30 3.71  
  2 23 1.00 6.00 2.61 0.30 1.44 0.57 0.48 -0.28 0.94 1.99 3.23  
  3 23 1.00 6.00 2.30 0.26 1.26 1.61 0.48 2.79 0.94 1.76 2.85  
Total Credit Hour 1 25 2.00 3.00 2.64 0.10 0.49 -0.62 0.46 -1.76 0.90 2.44 2.84  
  2 23 2.00 3.00 2.70 0.10 0.47 -0.91 0.48 -1.29 0.94 2.49 2.90  
  3 23 2.00 3.00 2.70 0.10 0.47 -0.91 0.48 -1.29 0.94 2.49 2.90  
Study Hour 1 25 1.00 5.00 1.84 0.17 0.85 2.09 0.46 7.38 0.90 1.49 2.19  
  2 23 1.00 5.00 1.87 0.20 0.97 1.60 0.48 3.77 0.94 1.45 2.29  
  3 23 1.00 3.00 1.61 0.14 0.66 0.62 0.48 -0.48 0.94 1.32 1.89  
Extraversion 1 25 2.50 5.00 3.50 0.12 0.58 0.53 0.46 0.80 0.90 3.26 3.74  
  2 23 2.50 4.50 3.78 0.13 0.64 -0.52 0.48 -0.52 0.94 3.51 4.06  
  3 23 2.00 5.00 3.54 0.17 0.80 0.29 0.48 -0.59 0.94 3.20 3.89  
Agreeableness 1 25 2.00 5.00 3.86 0.13 0.67 -1.02 0.46 1.57 0.90 3.58 4.14  
  2 23 3.00 5.00 3.96 0.13 0.60 -0.33 0.48 -0.99 0.94 3.70 4.22  
  3 23 2.00 5.00 3.96 0.15 0.72 -1.03 0.48 1.48 0.94 3.64 4.27  
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  N Min Max Mean 
Std 
Error 
Skewness Kurtosis   
 
Group    Stat. SE Stat. Stat. SE Stat. SE 
Lower 
Bound 
Upper 
Bound 
 
Conscientiousness 1 25 2.00 5.00 3.76 0.14 0.69 -0.66 0.46 0.52 0.90 3.47 4.05  
  2 23 2.50 5.00 3.89 0.13 0.62 -0.49 0.48 -0.21 0.94 3.62 4.16  
  3 23 2.50 5.00 4.17 0.14 0.65 -0.58 0.48 0.31 0.94 3.89 4.46  
Neuroticism 1 25 1.50 5.00 3.18 0.17 0.85 0.54 0.46 0.35 0.90 2.82 3.53  
  2 23 1.50 4.50 2.93 0.20 0.96 -0.01 0.48 -1.16 0.94 2.52 3.35  
  3 23 1.50 5.00 2.87 0.22 1.08 0.34 0.48 -0.87 0.94 2.40 3.34  
Openness 1 25 1.00 5.00 3.56 0.19 0.97 -0.52 0.46 0.61 0.90 3.16 3.96  
  2 23 2.00 4.50 3.43 0.16 0.76 -0.27 0.48 -0.61 0.94 3.11 3.76  
  3 23 1.50 5.00 3.70 0.17 0.84 -0.50 0.48 0.93 0.94 3.33 4.06  
Intuitive Decision 
Style 1 25 2.20 4.80 3.69 0.12 0.61 -0.82 0.46 0.80 0.90 3.44 3.94 
 
  2 23 2.60 4.60 3.81 0.12 0.58 -0.81 0.48 0.23 0.94 3.56 4.06  
  3 23 2.80 4.80 3.99 0.11 0.52 -0.30 0.48 -0.43 0.94 3.77 4.21  
Dependent 
Decision Style 1 25 2.60 4.40 3.74 0.11 0.57 -0.73 0.46 -0.54 0.90 3.51 3.98 
 
  2 23 2.40 5.00 3.84 0.11 0.53 -0.54 0.48 1.99 0.94 3.62 4.07  
  3 23 2.00 4.60 3.72 0.11 0.52 -1.58 0.48 4.38 0.94 3.49 3.95  
Rational Decision 
Style 1 25 2.40 4.80 3.96 0.10 0.52 -0.71 0.46 2.51 0.90 3.75 4.17 
 
  2 23 2.20 4.80 3.71 0.12 0.57 -0.40 0.48 1.13 0.94 3.47 3.96  
  3 23 3.00 5.00 4.10 0.09 0.44 -0.24 0.48 1.14 0.94 3.91 4.30  
Avoidant 
Decision Style 1 25 1.00 4.20 2.49 0.16 0.81 0.35 0.46 -0.63 0.90 2.15 2.82 
 
  2 23 1.40 4.80 2.70 0.22 1.07 0.66 0.48 -0.96 0.94 2.24 3.17  
  3 23 1.00 3.60 2.19 0.17 0.81 -0.12 0.48 -1.20 0.94 1.84 2.54  
Spontaneous 
Decision Style 1 25 1.80 4.40 2.91 0.14 0.72 0.41 0.46 -0.60 0.90 2.61 3.21 
 
  2 23 1.20 5.00 2.84 0.19 0.90 0.81 0.48 0.84 0.94 2.45 3.23  
  3 23 1.40 3.80 2.65 0.13 0.64 -0.03 0.48 -0.64 0.94 2.37 2.93  
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  N Min Max Mean 
Std 
Error 
Skewness Kurtosis   
 
Group    Stat. SE Stat. Stat. SE Stat. SE 
Lower 
Bound 
Upper 
Bound 
 
Mastery Goal 
Orientation 1 25 3.20 5.00 4.14 0.12 0.60 0.01 0.46 -1.32 0.90 3.90 4.39 
 
  2 23 1.00 5.00 4.01 0.19 0.89 -1.90 0.48 5.00 0.94 3.62 4.39  
  3 23 3.00 5.00 4.43 0.11 0.54 -0.77 0.48 0.36 0.94 4.19 4.66  
Performance 
Approach Goal 
Orientation 1 25 1.20 5.00 2.65 0.17 0.85 0.57 0.46 1.30 0.90 2.30 3.00 
 
  2 23 1.00 4.00 2.56 0.18 0.88 -0.28 0.48 -0.96 0.94 2.18 2.94  
  3 23 1.00 4.40 2.50 0.20 0.94 0.27 0.48 -0.68 0.94 2.10 2.91  
Performance 
Avoidance Goal 
Orientation 1 25 2.00 5.00 3.07 0.18 0.91 0.87 0.46 -0.07 0.90 2.69 3.45 
 
  2 23 1.00 4.50 2.90 0.17 0.82 -0.18 0.48 0.20 0.94 2.55 3.26  
  3 23 1.00 5.00 3.04 0.21 0.99 0.01 0.48 -0.19 0.94 2.61 3.47  
Locus of Control 1 25 2.75 6.75 5.31 0.20 1.00 -0.72 0.46 0.39 0.90 4.90 5.72  
  2 23 2.00 7.00 4.90 0.23 1.10 -0.68 0.48 0.94 0.94 4.42 5.38  
  3 23 4.25 7.00 5.39 0.18 0.84 0.62 0.48 -0.61 0.94 5.03 5.76  
Task Value 1 24 2.33 6.83 5.22 0.24 1.19 -0.77 0.47 0.22 0.92 4.71 5.72  
  2 23 1.17 7.00 4.94 0.25 1.20 -1.21 0.48 3.57 0.94 4.43 5.46  
  3 23 3.67 7.00 5.68 0.19 0.92 -0.40 0.48 -0.70 0.94 5.28 6.08  
Self-Efficacy 1 24 3.57 7.00 5.29 0.20 0.97 0.29 0.47 -0.63 0.92 4.88 5.69  
  2 23 1.86 6.86 4.82 0.22 1.06 -0.79 0.48 1.86 0.94 4.36 5.28  
  3 23 4.14 7.00 5.42 0.19 0.89 0.17 0.48 -0.91 0.94 5.03 5.80  
Task Difficulty 1 25 1.00 4.00 2.34 0.17 0.87 0.64 0.46 -0.22 0.90 1.98 2.70  
  2 22 1.00 7.00 2.59 0.30 1.39 1.80 0.49 3.80 0.95 1.98 3.21  
  3 22 2.00 5.00 2.82 0.20 0.95 0.86 0.49 -0.33 0.95 2.40 3.24  
Mental Effort 1 25 2.50 7.00 4.44 0.22 1.10 0.14 0.46 0.05 0.90 3.99 4.90  
  2 22 2.50 7.00 4.30 0.25 1.16 0.35 0.49 -0.10 0.95 3.78 4.81  
  3 22 1.00 6.00 4.27 0.27 1.29 -1.37 0.49 1.53 0.95 3.70 4.84  
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  N Min Max Mean 
Std 
Error 
Skewness Kurtosis   
 
Group    Stat. SE Stat. Stat. SE Stat. SE 
Lower 
Bound 
Upper 
Bound 
 
Decision 
Confidence 1 25 2.50 7.00 4.98 0.26 1.32 -0.15 0.46 -0.97 0.90 4.44 5.52 
 
  2 22 3.00 7.00 4.75 0.24 1.13 0.42 0.49 -0.65 0.95 4.25 5.25  
  3 22 2.50 7.00 4.43 0.25 1.17 0.80 0.49 0.57 0.95 3.91 4.95  
Word Count 1 25 689.0 1772.0 1208.52 56.04 280.22 0.30 0.46 -0.67 0.90 1092.85 1324.19  
  2 23 696.0 2120.0 1222.09 79.16 379.64 0.64 0.48 -0.24 0.94 1057.92 1386.25  
  3 23 528.0 2350.0 1261.91 101.94 488.91 0.53 0.48 -0.29 0.94 1050.49 1473.33  
               
Word Count_2 1 25 689.0 1772.0 1208.52 56.04 280.22 0.30 0.46 -0.67 0.90 1092.85 1324.19  
 2 23 696.0 2120.0 1222.09 79.16 379.64 0.64 0.48 -0.24 0.94 1057.92 1386.25  
 3 23 379.0 1938.0 956.78 82.06 393.53 0.72 0.48 0.49 0.94 786.61 1126.96  
Time  
(Module 1) 1 25 22.98 99.89 41.93 2.96 14.81 2.71 0.46 9.71 0.90 35.82 48.05 
 
  2 23 24.58 56.01 36.98 1.82 8.75 0.44 0.48 -0.56 0.94 33.19 40.76  
  3 23 17.61 45.58 36.19 1.59 7.64 -0.80 0.48 0.25 0.94 32.88 39.49  
Time  
(Module 2) 1 25 20.51 66.46 31.98 2.00 9.98 1.83 0.46 4.96 0.90 27.86 36.10 
 
  2 23 10.06 43.11 27.66 1.87 8.98 0.06 0.48 -0.90 0.94 23.77 31.54  
  3 23 11.06 50.45 29.40 2.05 9.83 -0.04 0.48 -0.23 0.94 25.15 33.65  
Total Time 1 25 46.84 166.35 73.91 4.80 23.98 2.58 0.46 8.95 0.90 64.01 83.81  
  2 23 37.72 99.12 64.63 3.52 16.90 0.22 0.48 -0.91 0.94 57.33 71.94  
  3 23 29.87 89.16 65.59 3.19 15.28 -0.80 0.48 0.12 0.94 58.98 72.20  
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 Tests of Normality 
 
  Kolmogorov-Smirnov(a) Shapiro-Wilk  
 Group Statistic df Sig. Statistic df Sig.  
Age 1.00 0.25 22.00 0.00 0.83 22.00 0.00  
 2.00 0.28 21.00 0.00 0.58 21.00 0.00  
 3.00 0.22 20.00 0.02 0.77 20.00 0.00  
GPA 1.00 0.23 25.00 0.00 0.88 25.00 0.01  
  2.00 0.20 23.00 0.02 0.86 23.00 0.00  
  3.00 0.25 23.00 0.00 0.88 23.00 0.01  
ACT 1.00 0.20 25.00 0.01 0.90 25.00 0.02  
  2.00 0.26 23.00 0.00 0.85 23.00 0.00  
  3.00 0.19 23.00 0.03 0.86 23.00 0.01  
Psychology Credits 1.00 0.51 25.00 0.00 0.45 25.00 0.00  
  2.00 0.51 23.00 0.00 0.41 23.00 0.00  
  3.00 0.48 23.00 0.00 0.32 23.00 0.00  
Education Credits 1.00 0.32 25.00 0.00 0.81 25.00 0.00  
  2.00 0.17 23.00 0.07 0.90 23.00 0.02  
  3.00 0.34 23.00 0.00 0.78 23.00 0.00  
Total Credit Hour 1.00 0.41 25.00 0.00 0.61 25.00 0.00  
  2.00 0.44 23.00 0.00 0.58 23.00 0.00  
  3.00 0.44 23.00 0.00 0.58 23.00 0.00  
Study Hour 1.00 0.35 25.00 0.00 0.68 25.00 0.00  
  2.00 0.27 23.00 0.00 0.77 23.00 0.00  
  3.00 0.30 23.00 0.00 0.76 23.00 0.00  
Extraversion 1.00 0.22 25.00 0.00 0.92 25.00 0.05  
  2.00 0.17 23.00 0.07 0.88 23.00 0.01  
  3.00 0.23 23.00 0.00 0.92 23.00 0.07  
Agreeableness 1.00 0.22 25.00 0.00 0.90 25.00 0.01  
  2.00 0.21 23.00 0.01 0.89 23.00 0.01  
  3.00 0.18 23.00 0.06 0.89 23.00 0.02  
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  Kolmogorov-Smirnov(a) Shapiro-Wilk  
 Group Statistic df Sig. Statistic df Sig.  
Conscientiousness 1.00 0.20 25.00 0.02 0.94 25.00 0.12  
  2.00 0.22 23.00 0.01 0.93 23.00 0.09  
  3.00 0.17 23.00 0.08 0.90 23.00 0.03  
Neuroticism 1.00 0.18 25.00 0.03 0.94 25.00 0.13  
  2.00 0.16 23.00 0.15 0.93 23.00 0.13  
  3.00 0.15 23.00 0.20(*) 0.93 23.00 0.09  
Openness 1.00 0.16 25.00 0.09 0.94 25.00 0.12  
  2.00 0.14 23.00 0.20(*) 0.93 23.00 0.12  
  3.00 0.15 23.00 0.20(*) 0.94 23.00 0.16  
Intuitive Decision Style 1.00 0.17 25.00 0.05 0.94 25.00 0.13  
  2.00 0.23 23.00 0.00 0.89 23.00 0.02  
  3.00 0.14 23.00 0.20(*) 0.92 23.00 0.20  
Dependent Decision Style 1.00 0.18 25.00 0.04 0.89 25.00 0.01  
  2.00 0.18 23.00 0.05 0.94 23.00 0.16  
  3.00 0.17 23.00 0.09 0.87 23.00 0.01  
Rational Decision Style 1.00 0.19 25.00 0.02 0.91 25.00 0.02  
  2.00 0.14 23.00 0.20(*) 0.95 23.00 0.24  
  3.00 0.19 23.00 0.03 0.95 23.00 0.24  
Avoidant Decision Style 1.00 0.17 25.00 0.08 0.96 25.00 0.46  
  2.00 0.18 23.00 0.05 0.89 23.00 0.02  
  3.00 0.17 23.00 0.10 0.93 23.00 0.10  
Spontaneous Decision 
Style 
1.00 
0.16 25.00 
0.09 0.96 
25.00 0.32 
 
  2.00 0.13 23.00 0.20(*) 0.94 23.00 0.18  
  3.00 0.10 23.00 0.20(*) 0.97 23.00 0.79  
Mastery Goal Orientation 1.00 0.14 25.00 0.20(*) 0.92 25.00 0.04  
  2.00 0.19 23.00 0.03 0.83 23.00 0.00  
  3.00 0.19 23.00 0.03 0.88 23.00 0.01  
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  Kolmogorov-Smirnov(a) Shapiro-Wilk  
 Group Statistic df Sig. Statistic df Sig.  
Performance Approach 
Goal Orientation 
1.00 0.12 25.00 0.20(*) 0.95 25.00 0.31 
 
  2.00 0.17 23.00 0.07 0.95 23.00 0.28  
  3.00 0.11 23.00 0.20(*) 0.91 23.00 0.72  
Performance Avoidance 
Goal Orientation 
1.00 0.17 25.00 0.06 0.90 25.00 0.02 
 
  2.00 0.15 23.00 0.20(*) 0.96 23.00 0.55  
  3.00 0.10 23.00 0.20(*) 0.99 23.00 0.99  
Locus of Control 1.00 0.12 25.00 0.20(*) 0.95 25.00 0.29  
  2.00 0.12 23.00 0.20(*) 0.96 23.00 0.51  
  3.00 0.13 23.00 0.20(*) 0.92 23.00 0.06  
Task Value 1.00 0.15 24.00 0.17 0.94 24.00 0.15  
  2.00 0.13 23.00 0.20(*) 0.92 23.00 0.07  
  3.00 0.16 23.00 0.14 0.95 23.00 0.26  
Self-Efficacy 1.00 0.11 24.00 0.20(*) 0.96 24.00 0.49  
  2.00 0.16 23.00 0.15 0.96 23.00 0.37  
  3.00 0.10 23.00 0.20(*) 0.95 23.00 0.30  
Task Difficulty 1.00 0.23 25.00 0.00 0.90 25.00 0.02  
  2.00 0.25 22.00 0.00 0.81 22.00 0.00  
  3.00 0.26 22.00 0.00 0.83 22.00 0.00  
Mental Effort 1.00 0.15 25.00 0.18 0.96 25.00 0.48  
  2.00 0.10 22.00 0.20(*) 0.97 22.00 0.61  
  3.00 0.23 22.00 0.00 0.85 22.00 0.00  
Decision Confidence 1.00 0.12 25.00 0.20(*) 0.95 25.00 0.31  
  2.00 0.18 22.00 0.07 0.94 22.00 0.21  
  3.00 0.19 22.00 0.04 0.92 22.00 0.09  
Word Count 1.00 0.13 25.00 0.20(*) 0.96 25.00 0.46  
  2.00 0.12 23.00 0.20(*) 0.95 23.00 0.28  
  3.00 0.12 23.00 0.20(*) 0.96 23.00 0.45  
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  Kolmogorov-Smirnov(a) Shapiro-Wilk  
 Group Statistic df Sig. Statistic df Sig.  
Word Count_2 1.00 0.13 25.00 0.20(*) 0.96 25.00 0.46  
 2.00 0.12 23.00 0.20(*) 0.95 23.00 0.28  
 3.00 0.13 23.00 0.20(*) 0.96 23.00 0.41  
Time (Module 1) 1.00 0.27 25.00 0.00 0.71 25.00 0.00  
  2.00 0.13 23.00 0.20(*) 0.96 23.00 0.43  
  3.00 0.13 23.00 0.20(*) 0.93 23.00 0.10  
Time (Module 2) 1.00 0.16 25.00 0.11 0.85 25.00 0.00  
  2.00 0.12 23.00 0.20(*) 0.96 23.00 0.43  
  3.00 0.13 23.00 0.20(*) 0.97 23.00 0.73  
Total Time 1.00 0.22 25.00 0.00 0.75 25.00 0.00  
  2.00 0.10 23.00 0.20(*) 0.97 23.00 0.59  
  3.00 0.21 23.00 0.01 0.94 23.00 0.15  
*  This is a lower bound of the true significance.    
a  Lilliefors Significance Correction 
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Test of Homogeneity of Variance 
 
  Levene 
Statistic df1 df2 Sig. 
 
Age Based on Mean 0.11 2.00 60.00 0.90  
 Based on Median 0.12 2.00 60.00 0.89  
GPA Based on Mean 0.69 2.00 68.00 0.50  
  Based on Median 0.36 2.00 68.00 0.70  
ACT Based on Mean 0.78 2.00 68.00 0.47  
  Based on Median 0.67 2.00 68.00 0.51  
Psychology Credits Based on Mean 1.38 2.00 68.00 0.26  
  Based on Median 0.30 2.00 68.00 0.74  
Education Credits Based on Mean 2.63 2.00 68.00 0.08  
  Based on Median 1.20 2.00 68.00 0.31  
Total Credit Hour Based on Mean 0.40 2.00 68.00 0.68  
  Based on Median 0.11 2.00 68.00 0.90  
Study Hour Based on Mean 0.40 2.00 68.00 0.68  
  Based on Median 0.42 2.00 68.00 0.66  
Extraversion Based on Mean 2.71 2.00 68.00 0.07  
  Based on Median 2.17 2.00 68.00 0.12  
Agreeableness Based on Mean 0.07 2.00 68.00 0.93  
  Based on Median 0.12 2.00 68.00 0.89  
Conscientiousness Based on Mean 0.15 2.00 68.00 0.86  
  Based on Median 0.16 2.00 68.00 0.86  
Neuroticism Based on Mean 1.07 2.00 68.00 0.35  
  Based on Median 1.22 2.00 68.00 0.30  
Openness Based on Mean 0.54 2.00 68.00 0.59  
  Based on Median 0.49 2.00 68.00 0.62  
Intuitive Decision Style Based on Mean 0.09 2.00 68.00 0.91  
  Based on Median 0.04 2.00 68.00 0.96  
Dependent Decision Style Based on Mean 0.40 2.00 68.00 0.67  
  Based on Median 0.35 2.00 68.00 0.71  
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  Levene 
Statistic df1 df2 Sig. 
 
Rational Decision Style Based on Mean 0.55 2.00 68.00 0.58  
  Based on Median 0.40 2.00 68.00 0.67  
Avoidant Decision Style Based on Mean 1.57 2.00 68.00 0.22  
  Based on Median 0.92 2.00 68.00 0.40  
Spontaneous Decision 
Style 
Based on Mean 
0.95 2.00 68.00 0.39 
 
  Based on Median 0.72 2.00 68.00 0.49  
Mastery Goal Orientation Based on Mean 0.83 2.00 68.00 0.44  
  Based on Median 0.69 2.00 68.00 0.51  
Performance Approach 
Goal Orientation 
Based on Mean 
0.49 2.00 68.00 0.62 
 
  Based on Median 0.40 2.00 68.00 0.67  
Performance Avoidance 
Goal Orientation 
Based on Mean 
0.60 2.00 68.00 0.55 
 
  Based on Median 0.54 2.00 68.00 0.59  
Locus of Control Based on Mean 0.48 2.00 68.00 0.62  
  Based on Median 0.48 2.00 68.00 0.62  
Task Value Based on Mean 0.30 2.00 67.00 0.74  
  Based on Median 0.32 2.00 67.00 0.73  
Self-Efficacy Based on Mean 0.05 2.00 67.00 0.96  
  Based on Median 0.03 2.00 67.00 0.97  
Task Difficulty Based on Mean 1.34 2.00 66.00 0.27  
  Based on Median 0.50 2.00 66.00 0.61  
Mental Effort Based on Mean 0.06 2.00 66.00 0.95  
  Based on Median 0.06 2.00 66.00 0.94  
Decision Confidence Based on Mean 0.43 2.00 66.00 0.65  
  Based on Median 0.50 2.00 66.00 0.61  
Word Count Based on Mean 3.23 2.00 68.00 0.05  
  Based on Median 2.97 2.00 68.00 0.06  
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  Levene 
Statistic df1 df2 Sig. 
 
Word Count_2 Based on Mean 1.40 2.00 68.00 0.26  
 Based on Median 1.20 2.00 68.00 0.31  
Time (Module 1) Based on Mean 0.61 2.00 68.00 0.55  
  Based on Median 0.30 2.00 68.00 0.74  
Time (Module 2) Based on Mean 0.22 2.00 68.00 0.81  
  Based on Median 0.19 2.00 68.00 0.83  
Total Time Based on Mean 0.39 2.00 68.00 0.68  
  Based on Median 0.36 2.00 68.00 0.70  
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APPENDIX A-12 
 
LOGISTIC REGRESSION TESTS PREDICTING THE POSTTEST RESPONSE 
FROM PRETEST RESPONSE AND TREATMENT GROUP 
A set of logistic regression analysis was employed to predict the probability that a 
student would select the right response on the posttest. The predictor variables were students’ 
responses on the matched pretest item and the treatment group. Logistic regression could not 
be conducted for two pairs of questions, Post1-Pre4 and Post8-Pre6, in which cell 
frequencies were either 0 or too small. 
 
Post2 with Pre7 and Group  
For the second posttest question (Post2), results of the goodness of fit of the model 
showed that the paired pretest (Pre7) and group were not significant predictors of Post2 (χ2 
(3)= 4.02, p= .259). The model was able correctly to classify 87.5% of those who were 
wrong on the posttest question and 43.5% who were not, for an overall success rate of 73.2%. 
Table 39 shows the logistic regression coefficient, Wald test, and odds ratio for each of the 
predictors. Results indicated that neither group nor pretest question had significant partial 
effects.  
 
Post3 with Pre5 and Group  
Similarly, for the third posttest question (Post3), results of the goodness of fit of the 
model showed that the paired pretest (Pre5) and group were not significant predictors of 
Post3 (χ2 (3)= 6.11, p= .106). The model correctly classified 55 of 71 cases who were right 
on the posttest question, for an overall success rate of 77.5%. Table 40 shows the logistic 
regression coefficient, Wald test, and odds ratio for each of the predictors. Results revealed 
that neither group nor pretest question had significant partial effects.  
 
Post5 with Pre3 and Group  
Results of the goodness of fit of the model for the fifth posttest question (Post5) 
showed that the paired pretest (Pre3) and group were not significant predictors of Post5 (χ2 
(3)= .52, p= .916). The model only correctly classified 43 of 71 cases who were right on the 
posttest question, for an overall success rate of 60.6%. Table 41 shows the logistic regression 
coefficient, Wald test, and odds ratio for each of the predictors. According to results, neither 
group nor pretest question had significant partial effects.  
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Post6 with Pre2 and Group  
For the sixth posttest question (Post6), results of the goodness of fit of the model 
showed that the paired pretest (Pre2) and group were not significant predictors of Post6 (χ2 
(3)= 2.38, p= .497). The model was able correctly to classify 30.3% of those who were 
wrong on the posttest question and 84.2% who were right, for an overall success rate of 
59.2%. Table 42 shows the logistic regression coefficient, Wald test, and odds ratio for each 
of the predictors. Results indicated that neither group nor pretest question had significant 
partial effects. 
 
Post7 with Pre1 and Group  
Similarly, for the seventh posttest question (Post7), results of the goodness of fit of 
the model showed that the paired pretest (Pre1) and group were not significant predictors of 
Post7 (χ2 (3)= 5.56, p= .135). The model correctly classified 51 of 71 cases who were wrong 
on the posttest, for an overall success rate of 71.8%. Table 43 showing the logistic regression 
coefficient, Wald test, and odds ratio for each of the predictors indicate that the pretest 
question when included with the group variable but not the group itself had marginally 
significant partial effect. After controlling the effects of the group, the odds of being right on 
the posttest question decrease by about 79% for the students being wrong on the pretest 
compared to the students being right on the pretest. 
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Table 39 
Logistic regression predicting the posttest (Post2) response from pretest (Pre7) response and treatment group 
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Block 1         
Pre7(1) -0.35 0.57 0.38 1 .538 0.71 0.23 2.14 
Block 2         
Pre7(1) -0.36 0.58 0.38 1 .538 0.70 0.23 2.18 
Group     3.60 2 .165       
Group(1) -0.11 0.67 0.03 1 .874 0.90 0.24 3.33 
Group(2) 0.96 0.63 2.29 1 .130 2.61 0.75 9.05 
Constant -0.94 0.50 3.52 1 .061 0.39     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   3.63 2 .163    
Block   3.63 2 .163    
Model   4.02 3 .259    
Model Summary         
-2 Log likelihood   85.41      
Goodness of fit test         
Hosmer and Lemeshow test   5.57 4 .233    
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Table 40 
Logistic regression predicting the posttest (Post3) response from pretest (Pre5) response and treatment group 
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Block 1         
Pre5(1) 0.13 0.59 0.05 1 .828 1.14 0.36 3.61 
Block 2         
Pre5(1) 0.53 0.64 0.69 1 .407 1.70 0.48 6.00 
Group     5.05 2 .080       
Group(1) -0.75 0.66 1.28 1 .257 0.47 0.13 1.73 
Group(2) 1.20 0.92 1.72 1 .190 3.32 0.55 19.92 
Constant 0.93 0.65 2.03 1 .154 2.53     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   6.06 2 .048    
Block   6.06 2 .048    
Model   6.11 3 .106    
Model Summary         
-2 Log likelihood   69.66      
Goodness of fit test         
Hosmer and Lemeshow test   8.88 4 .064    
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Table 41 
Logistic regression predicting the posttest (Post5) response from pretest (Pre3) response and treatment group 
  
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Block 1         
Pre3(1) -0.20 0.53 0.15 1 .703 0.82 0.29 2.30 
Block 2         
Pre3(1) -0.26 0.54 0.23 1 .629 0.77 0.27 2.22 
Group     0.37 2 .832       
Group(1) 0.36 0.60 0.36 1 .547 1.44 0.44 4.69 
Group(2) 0.23 0.61 0.14 1 .710 1.25 0.38 4.13 
Constant 0.31 0.43 0.51 1 .475 1.36     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   0.37 2 .831    
Block   0.37 2 .831    
Model   0.52 3 .916    
Model Summary         
-2 Log likelihood   94.72      
Goodness of fit test         
Hosmer and Lemeshow test   3.44 4 .486    
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Table 42 
Logistic regression predicting the posttest (Post6) response from pretest (Pre2) response and treatment group 
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Block 1         
Pre2(1) -0.84 0.58 2.07 1 .150 0.43 0.14 1.36 
Block 2         
Pre2(1) -0.88 0.59 2.18 1 .140 0.42 0.13 1.33 
Group     0.24 2 .886       
Group(1) -0.17 0.59 0.09 1 .771 0.84 0.26 2.69 
Group(2) -0.30 0.61 0.24 1 .625 0.74 0.23 2.44 
Constant 0.50 0.46 1.18 1 .278 1.64     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   0.24 2 .886    
Block   0.24 2 .886    
Model   2.38 3 .497    
Model Summary         
-2 Log likelihood   95.69      
Goodness of fit test         
Hosmer and Lemeshow test   0.69 3 .875    
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Table 43 
Logistic regression predicting the posttest (Post7) response from pretest (Pre1) response and treatment group 
 
B S.E. Wald df p Exp(B) 
95.0% C.I.for EXP(B) 
Variable Lower Upper 
Block 1         
Pre1(1) -1.50 0.80 3.51 1 .061 0.22 0.05 1.07 
Block 2         
Pre1(1) -1.56 0.81 3.70 1 .054 0.21 0.04 1.03 
Group     1.01 2 .604       
Group(1) -0.04 0.68 0.00 1 .954 0.96 0.25 3.67 
Group(2) 0.56 0.67 0.69 1 .408 1.74 0.47 6.48 
Constant -0.80 0.49 2.67 1 .10 0.45     
         
Test   χ2 df p    
Omnibus Tests of Model 
Coefficients 
        
Step   1.00 2 .606    
Block   1.00 2 .606    
Model   5.56 3 .135    
Model Summary         
-2 Log likelihood   78.87      
Goodness of fit test         
Hosmer and Lemeshow test   2.71 4 .607    
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Case 1 Interpretation 
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Problems: What were the problems the teacher faced? 
Solution/s 
Chosen: 
What did the teacher decide to do to meet each challenge? Give reasons why the teacher chose 
these solutions. What were the outcomes of each solution strategy? 
Alternative 
Solutions: 
What alternative solutions did the teacher talk about? Why were they not chosen? 
Lessons 
Learned: 
What are the rules of thumb you learned from this case? 
  
Case 2 Interpretation 
Problems: What was the main problem the teacher faced? 
Solution/s 
Chosen: 
What did the teacher finally decide to do to meet the challenge? Give reasons why the teacher 
chose these solutions. What were the outcomes? 
Alternative 
Solutions: 
What alternative solutions did the teacher try before the final solutions? What were the outcomes 
of these alternative solutions? 
Lessons 
Learned: 
What are the rules of thumb you learned from this case? 
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Case 3 Interpretation 
Problems: What were the problems the teachers faced? 
Solution/s Chosen: What did the teachers decide to do to meet the challenges? How Julissa reacted to 
the teachers' solution? 
Alternative Solutions: What alternative solutions did Dr Espanza suggested to Julissa? Give reasons why 
Dr Espanza suggested these solutions. 
Lessons Learned: What are the rules of thumb you learned from this case? 
  
Case 4 Interpretation 
Problems: What was the main problem the teacher faced? 
Solution/s Chosen: What did the teacher do to meet the challenge? What were the outcomes? 
Alternative Solutions: What alternative solutions did Mr. Garcia suggested to the teacher? Give reasons 
why Mr. Garcia choose these solutions. 
Lessons Learned: What are the rules of thumb you learned from this case? 
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Case Application (Problem Case 1/2) 
My Problems: What problems do you face in your challenge (Problem Scenario 1/2)? 
Rule(s) of Thumb: Looking back at the rule(s) of thumbs that were created in the Case Interpretation 
Stages, which ones, if any do you think will help you solve your challenge? Explain 
why. 
My Solution(s): Provide a description of your solutions. How did you select these solutions? What 
evidence do you have to justify your decisions? 
Alternative Solution(s): What other ideas did you consider and why did you choose these ones over others? 
Predictions: What predictions can you make about the outcomes (favorable and unfavorable) of 
your solution(s)? 
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Case 1 Interpretation Rubric 
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 0 1 2 3 
1) Identifying 
Problems  
0: Mischaracterizes 
problems and/or overlook 
issues. 
 
1: Accurately 
identifies some 
problems in a 
general way (e.g., 
student x is 
misbehaving), but 
does not describe 
specific details 
(e.g., nature of 
misbehavior). 
2: Accurately 
identifies some 
problems and 
describes specific 
details about the 
nature of the problems 
(e.g., type of 
misbehavior, 
situations in which it 
occurs.) 
3: Presents an 
accurate and 
detailed 
description of a 
variety of 
problems. 
 
2) Describing 
Expert’s (the 
teacher’s) 
Solutions 
    
a) Description 
of the 
teacher’s 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s solutions  
1: Accurately 
describes one 
solution the teacher 
used.  
2: Accurately 
describes two or more 
solutions the teacher 
used.  
 
b) Description 
of the 
teacher’s 
reasons 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s reasons for 
the selection of the 
solutions.  
1: Accurately 
describes one 
reason for why the 
teacher selected the 
solutions.  
2: Accurately 
describes two or more 
reasons for why the 
teacher selected the 
solutions. 
 
c) Description 
of the 
outcomes of 
solution 
strategies 
0: Presents an inaccurate 
and/or unclear description 
of the outcomes of each 
solution strategy. 
1: Accurately 
describes the 
outcomes of one 
solution strategy. 
2: Accurately 
describes the 
outcomes of two or 
more solution 
strategies. 
  
  
 
375 
Case 1 Interpretation Rubric 
 
 
 0 1 2 3 
 
 
3) Describing 
Experts’ (the 
teacher’s) 
Alternative 
Solutions  
     
a) Description 
of the 
teacher’s 
alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s alternative 
solutions.  
1: Accurately 
describes one 
alternative solution 
the teacher 
indicated.  
2: Accurately 
describes two or more 
alternative solutions 
the teacher indicated.  
 
  
b) Description 
of the 
reasons for 
why the 
teacher did 
not select the 
alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the reasons for why the 
teacher did not select the 
alternative solutions. 
1: Accurately 
describes one 
reason for why the 
teacher did not 
select the 
alternative 
solutions. 
2: Accurately 
describes two or more 
reasons for why the 
teacher did not select 
the alternative 
solutions. 
  
4) Describing 
Lessons 
Learned/Rules of 
Thumb 
 
0: Presents rules of thumb 
that are not specifically 
related to the case. 
1: Presents one rule 
of thumb that is in 
the form of simple 
imperative 
statements. 
2: Presents two or 
more rules of thumb 
that are in the form of 
simple imperative 
statements or presents 
one rule of thumb that 
includes some reasons 
why the rule would 
work. 
 
3: Presents two or 
more rules of 
thumb that include 
some reasons why 
the rule would 
work or would be 
helpful. 
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Case 2 Interpretation Rubric 
 
 
 0 1 2 3 
 
 
1) Identifying 
Problems  
0: Mischaracterizes 
problems and/or overlook 
issues. 
 
1: Accurately 
identifies some 
problems in a 
general way (e.g., 
student x is 
misbehaving), but 
does not describe 
specific details 
(e.g., nature of 
misbehavior). 
2: Accurately 
identifies some 
problems and 
describes specific 
details about the 
nature of the problems 
(e.g., type of 
misbehavior, 
situations in which it 
occurs). 
3: Presents an 
accurate and 
detailed 
description of a 
variety of 
problems. 
 
 
2) Describing 
Expert’s (the 
teacher’s) Final 
Solutions 
     
a) Description 
of the 
teacher’s 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s solutions.  
 
1: Accurately 
describes one 
solution the teacher 
used.  
2: Accurately 
describes the two 
solutions the teacher 
used.  
  
b) Description 
of the 
teacher’s 
reasons 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s reasons for 
the selection of the 
solutions.  
1: Accurately 
describes one 
reason for why the 
teacher selected the 
solutions.  
2: Accurately 
describes the two 
reasons for why the 
teacher selected the 
solutions. 
  
c) Description 
of the 
outcomes of 
solution 
strategies 
0: Presents an inaccurate 
and/or unclear description 
of the outcomes of each 
solution strategy. 
1: Accurately 
describes the 
outcomes of one 
solution strategy. 
2: Accurately 
describes the 
outcomes of the two 
solution strategies. 
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Case 2 Interpretation Rubric 
 
 
 0 1 2 3 
 
 
3) Describing 
Experts’ (the 
teacher’s) 
Alternative 
Solutions  
     
a) Description 
of the 
teacher’s 
alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s alternative 
solutions.  
1: Accurately 
describes one 
alternative solution 
the teacher used. 
2: Accurately 
describes the two 
alternative solutions 
the teacher used.  
 
  
b) Description 
of the 
outcomes of 
alternative 
solutions  
0: Presents an inaccurate 
and/or unclear description 
of the outcomes of each 
alternative solution 
strategy. 
 
1: Accurately 
describes the 
outcomes of one 
alternative solution 
strategy. 
2: Accurately 
describes the 
outcomes of the two 
alternative solution 
strategies. 
  
4) Describing 
Lessons 
Learned/Rules of 
Thumb 
0: Presents rules of thumb 
that are not specifically 
related to the case. 
1: Presents one rule 
of thumb that is in 
the form of simple 
imperative 
statements. 
2: Presents two or 
more rules of thumb 
that are in the form of 
simple imperative 
statements or presents 
one rule of thumb that 
includes some reasons 
why the rule would 
work or would be 
helpful. 
3: Presents two or 
more rules of 
thumb that include 
some reasons why 
the rule would 
work or would be 
helpful. 
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Case 3 Interpretation Rubric 
 
 0 1 2 3 
 
1) Identifying 
Problems  
0: Mischaracterizes 
problems and/or overlook 
issues. 
 
1: Accurately 
identifies some 
problems in a 
general way (e.g., 
student x is 
misbehaving), but 
does not describe 
specific details 
(e.g., nature of 
misbehavior). 
2: Accurately 
identifies some 
problems and 
describes specific 
details about the 
nature of the problems 
(e.g., type of 
misbehavior, 
situations in which it 
occurs). 
3: Presents an 
accurate and 
detailed 
description of a 
variety of 
problems. 
 
2) Describing the 
Teacher’s 
Solutions and the 
student teacher’s 
reactions to the 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s solutions 
and the student teacher’s 
reactions to the teacher’s 
solutions. 
 
1: Accurately 
describes the 
solution the teacher 
used but does not 
indicate the student 
teacher’s reactions 
to the solutions. 
2: Accurately 
describes the solution 
the teacher used and 
indicates the student 
teacher’s reactions to 
the solutions. 
 
 
3) Describing the 
Expert’s (Dr. 
Espanza’s) 
Alternative 
Solutions  
    
a) Description 
of the 
expert’s 
alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the expert’s alternative 
solutions.  
1: Accurately 
describes one 
alternative solution 
the expert 
suggested. 
2: Accurately 
describes two or more 
alternative solutions 
the expert suggested.  
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Case 3 Interpretation Rubric 
 
 0 1 2 3 
 
b) Description 
of the 
expert’s 
reasons 
0: Presents an inaccurate 
and/or unclear description 
of the reasons for why the 
expert suggested these 
solutions. 
 
1: Accurately 
describes one 
reason for why the 
expert suggested 
these solutions. 
2: Accurately 
describes two or more 
reasons for why the 
expert suggested these 
solutions. 
 
4) Describing 
Lessons 
Learned/Rules of 
Thumb 
0: Presents rules of thumb 
that are not specifically 
related to the case. 
1: Presents one rule 
of thumb that is in 
the form of simple 
imperative 
statements. 
2: Presents two or 
more rules of thumb 
that are in the form of 
simple imperative 
statements or presents 
one rule of thumb that 
includes some reasons 
why the rule would 
work or would be 
helpful. 
3: Presents two or 
more rules of 
thumb that include 
some reasons why 
the rule would 
work or would be 
helpful. 
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Case 4 Interpretation Rubric 
 
 0 1 2 3 
 
1) Identifying 
Problems  
0: Mischaracterizes 
problems and/or overlook 
issues. 
 
1: Accurately 
identifies some 
problems in a 
general way (e.g., 
student x is 
misbehaving), but 
does not describe 
specific details 
(e.g., nature of 
misbehavior). 
2: Accurately 
identifies some 
problems and 
describes specific 
details about the 
nature of the problems 
(e.g., type of 
misbehavior, 
situations in which it 
occurs). 
3: Presents an 
accurate and 
detailed 
description of a 
variety of 
problems. 
 
2) Describing the 
Teacher’s 
Solutions and the 
Outcomes of the 
Solutions 
    
a) Description 
of the 
teacher’s 
solutions  
0: Presents an inaccurate 
and/or unclear description 
of the teacher’s solutions.  
 
1: Accurately 
describes one 
solution the teacher 
used.  
2: Accurately 
describes two or more 
solutions the teacher 
used.  
 
b) Description 
of the 
outcomes of 
the solutions 
0: Presents an inaccurate 
and/or unclear description 
of the outcomes of each 
solution. 
1: Accurately 
describes the 
outcomes of one 
solution. 
2: Accurately 
describes the 
outcomes of two or 
more solutions. 
 
3) Describing the 
Expert’s (Mr. 
Garcia’s) 
Alternative 
Solutions  
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Case 4 Interpretation Rubric 
 
 0 1 2 3 
 
a) Description 
of the 
expert’s 
alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the expert’s alternative 
solutions.  
 
1: Accurately 
describes one 
alternative solution 
the expert 
suggested. 
2: Accurately 
describes two or more 
alternative solutions 
the expert suggested.  
 
 
b) Description 
of the 
expert’s 
reasons 
0: Presents an inaccurate 
and/or unclear description 
of the reasons for why the 
expert suggested these 
solutions. 
 
1: Accurately 
describes one 
reason for why the 
expert suggested 
these solutions. 
2: Accurately 
describes two or more 
reasons for why the 
expert suggested these 
solutions. 
 
4) Describing 
Lessons 
Learned/Rules of 
Thumb 
0: Presents rules of thumb 
that are not specifically 
related to the case. 
1: Presents one rule 
of thumb that is in 
the form of simple 
imperative 
statements. 
2: Presents two or 
more rules of thumb 
that are in the form of 
simple imperative 
statements or presents 
one rule of thumb that 
includes some reasons 
why the rule would 
work or would be 
helpful. 
3: Presents two or 
more rules of 
thumb that include 
some reasons why 
the rule would 
work or would be 
helpful. 
 
  
  
 
382 
Case Application Rubric 
 
 0 1 2 3 
 
1) Identifying 
Problems  
0: Mischaracterizes 
problems and/or overlook 
issues. 
 
1: Accurately 
identifies some 
problems in a 
general way (e.g., 
student x is 
misbehaving), but 
does not describe 
specific details 
(e.g., nature of 
misbehavior). 
2: Accurately 
identifies some 
problems and 
describes specific 
details about the 
nature of the problems 
(e.g., type of 
misbehavior, 
situations in which it 
occurs.) 
3: Presents an 
accurate and 
detailed 
description of a 
variety of 
problems. 
 
2) Using Rules of 
Thumb 
0: Presents an inaccurate 
and/or unclear description 
of the rules of thumb that 
would help solve the 
problem and the reasons 
for selecting them. 
1: Accurately 
describes one rule 
of thumb that 
would help solve 
the problem but 
does not explain the 
reason for selecting 
it. 
2: Accurately 
describes two or more 
rules of thumb that 
would help solve the 
problem but does not 
explain the reason/s 
for selecting them or 
accurately describes 
one rule of thumb and 
explains reason/s for 
selecting it. 
3: Accurately 
describes two or 
more rules of 
thumb that would 
help solve the 
problem and 
explains the 
reason/s for 
selecting them 
3) Describing 
Solutions 
    
a) Description 
of the 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the solutions to the 
problems in the case.  
 
1: Accurately 
describes one 
solution to the 
problems in the 
case.  
2: Accurately 
describes two or more 
solutions to the 
problems in the case. 
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Case Application Rubric 
 
 0 1 2 3 
 
b) Description 
of the 
reasons 
0: Presents an inaccurate 
and/or unclear description 
of the reasons for the 
selection of the solutions.  
1: Accurately 
describes one 
reason for the 
selection of the 
solutions.  
2: Accurately 
describes two or more 
reasons for the 
selection of the 
solutions. 
 
4) Describing 
Alternative 
Solutions  
    
a) Description 
of alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the alternative solutions.  
1: Accurately 
describes one 
alternative solution 
to the problems in 
the case.  
2: Accurately 
describes two or more 
alternative solutions to 
the problems in the 
case.  
 
b) Description 
of the 
reasons for 
not selecting 
the 
alternative 
solutions 
0: Presents an inaccurate 
and/or unclear description 
of the reasons for not 
selecting the alternative 
solutions. 
 
1: Accurately 
describes one 
reason for not 
selecting the 
alternative 
solutions. 
2: Accurately 
describes two or more 
reasons for not 
selecting the 
alternative solutions. 
 
5) Describing 
Predictions 
0: Presents an incomplete 
and/or unclear description 
of the outcomes (favorable 
and unfavorable) of the 
solution(s). 
1: Presents one 
outcome (favorable 
and unfavorable) of 
the solution(s). 
2: Presents two or 
more outcomes 
(favorable and 
unfavorable) of the 
solution(s). 
3: Presents two or 
more outcomes of 
the solution(s) and 
describes 
alternative paths in 
case the solution/s 
does not work. 
  
  
 
384 
General Ideas Specific Ideas Student Generated Ideas 
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Classroom 
Management Style 
  
1. Be eclectic and 
utilize ideas from a 
variety of 
theories/etc. that 
work for you 
  
Positive Approaches   
2. Get advice/help 
from experts 
a) Special education consultant, campus expert 
on the education of young children, expert 
teachers 
S2a: get advice/help from the principal 
3. Be fair/consistent 
in application of 
classroom 
management 
a) Show them that you are serious about 
consequences of misbehaving (if they want to 
test the limits, they will suffer the 
consequences). 
S3a:Be assertive 
4. Create a climate of 
optimism and 
cheerfulness, 
expecting the very 
best effort from 
everyone 
  
5. Establish 
classroom rules, 
routines and 
consequences 
5a early in year 
a) Create rules such as paying attention, respect 
for others, and completion of homework. 
Explain why we (the class) need those rules. 
S5a: 3 before me rule: everyone should 
wait for 3 other people to give an 
answer before giving another 
b) Establish signals for getting students’ 
attention and teach them to your students (e.g., a 
low wave with his hand—sit down, pull on his 
ear—listen)  
 
c) Tell them that there are consequences of 
misbehaving (e.g., taking off of their lunch time, 
staying after school)  
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General Ideas Specific Ideas Student Generated Ideas  
6. Provide verbal 
reinforcement/atten
tion for appropriate 
behavior (6a) 
 
6b (Keep comments 
focused on the 
effectiveness of the 
student’s behavior 
and activity; why 
the behavior is 
appropriate then 
why they are doing 
it well) 
 
a) Public use: Use for the whole class when they 
all attend to the class, listen to you and other 
presenters, stay on task etc. 
(e.g., “I am glad all of you are keeping your 
focus on the speaker and listening so well.”) 
 
(e.g., “You all listened well to the students 
presenting their skit and then asked important, 
thoughtful questions”) 
  
b) Private use: Use “Grandma’s rule”. Give 
positive feedback to the student when she is 
appropriately engaged, stays on task.  
 
(e.g., You are really paying attention to the 
assignment and staying focused, that’s making 
an effective choice and showing effort) 
  
7. Token (material) 
reinforcement can 
be used  
7b individually 
with students 
a) Use token (material) reinforcement privately 
only after other interventions don’t work 
S7-1: start a jar, put something in it 
when someone raises their hand, waits 
to be called on (PUBLIC) 
 
 
 
 
 
 
 
 
 
 
 
 
 
b) Give the student a sticker, star, card etc.  
c) Students have to progressively improve in 
order to be reinforced (e.g., sit in your desk for 
2min and earn a token--- sit in your desk for 
15min and earn a token) 
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General Ideas Specific Ideas Student Generated Ideas  
8. Accompany 
material 
reinforcement with 
verbal 
reinforcement 
that indicates 
8.1 What the 
behavior is 
8.2 Person has 
control over the 
behavior 
8.3 Person has 
been doing it 
a) Along with token (material) reinforcement 
use verbal reinforcement quietly to give the 
message: The important goal is to control your 
own behavior and you can do it. 
(e.g. : "You have been putting in a lot of effort to 
keep your focus on your work; you are doing it 
well.") 
  
9 Incorporate 
enjoyable activities 
for gaining social 
recognition 
a) Assign students responsibilities that they find 
desirable and feel useful and helpful (e.g., be 
lunch monitor, take messages to the office, 
oversee the distribution of materials, be a 
crossing guard) 
  
10 Provide social 
support and 
encouragement 
that targets and 
highlights the 
effective behavior 
/ cognition of the 
student (public) 
 
 
 
 
 
a) Use after assigning students responsibilities  
(e.g., ”Marcel, thank you for helping us get the 
reading materials out efficiently.” ”William, you 
did a good job in making sure the attendance 
form was completed accurately.") 
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General Ideas Specific Ideas Student Generated Ideas  
11 Use social stories 
to teach positive 
social skills.   
a) Teach the turtle technique  
(e.g., calming down before acting aggressively 
and using words to communicate feelings and 
desires as opposed to throwing or hitting) 
  
b) The characters in them can be used as prompt 
reminders of what to do (e.g., if you see student 
about to throw something, say “Remember the 
turtle"). 
  
12 Provide positive 
contact with 
student as soon as 
possible after 
disciplining (price 
paid / no grudges) 
   
Dealing with 
Inappropriate 
Behavior 
   
13 Use nonverbal 
signals to get 
student’s attention  
13b private 
a) Move closer to students. Often, teacher’s 
presence is enough of a cue to stop their 
misbehavior.  
S13-1: turn off the light to get 
everyone’s attention  
 
 b) Use cues/signals that you and the student 
decided on and practiced together  
(e.g., covering one eye and rubbing head to 
indicate to her to think and focus)  
S13b: give her a card and tell her to give 
it to you when she has a question/give 
him a card with a picture on it that 
represents being quiet/ remember to put 
one hand over your mouth and the other 
in the air 
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General Ideas Specific Ideas Student Generated Ideas  
14. Provide verbal 
reminder of rules 
or appropriate 
behavior 
14b privately   
a) Use if student does not respond to signals S14-1: review out loud with the class 
about the rules, consequences, and 
routines  
 
S14-1a: talk to the entire class about the 
importance of raising your hand when 
you have something to say 
 
 
 
b) Remind the rules privately  
(e.g., “The rule in this class is that in large 
group time while one person is talking the rest 
of the class will remain quiet and listen.)  
 
Student examples: if you have a question raise 
your hand /line up at desk 
 
c) Use to not to engage in power struggle when 
there is an open invitation to react negatively to 
the student’s annoying response to your question 
–‘What are you doing?’--, quietly describe her 
what you see to provide cues for appropriate 
behavior (e.g., “Looks like you have chosen to 
talk a lot and chosen not to work”, “Looks like 
you are choosing to be out of your seat finding 
somebody to interrupt instead of working.”) 
 
15. Provide direct 
instructions of how 
the student should 
behave  
15b privately   
 
a) Use if signals or reminders do not work 
 
 
 
 
 
 
 
b) Without breaking up the pace of the lesson, 
tell the student quietly to stop misbehaving. 
(e.g., “I want you to stop talking, turn around 
and face front, and listen to the student or to 
me.”)  
Specific to the cases (Directly telling 
what to do without asking them to 
stop misbehaving) 
S15-1: When you have a question, 
first try other options before asking to 
the teacher; 
S15-1a: Seek peer help/ask questions to 
group members/ask a friend if they do 
not remember the directions/ask them to  
consult with their neighbors (peers) first 
S15-1b: write down questions on paper 
S15-2: When you have a response, try 
other options instead of blurting out; 
S15-2a: write the response on paper/tell 
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c) Use to not to engage in power struggle; If 
student replies with excuses, tell him/her what 
he/she should be doing to show that you refuse 
to be manipulated into an argument (e.g., “You 
need to work on this assignment now, and I want 
to see you choose to do that.”) 
them show answers on a whiteboard/ 
write answers at the desk and check the 
answers later 
S15-2b: talk with peer if have a 
response/give a group response/ take 
turns with other children in answering 
questions 
S15-3: When students lost their 
personal items (e.g., books); 
S15-3a: ask them to check again/have 
them look in all their folders/tell them 
look carefully/tell them to figure out by 
themselves for 5min 
S15-3b: help them find the books/have 
the entire class get up and look until 
they are found/ address the entire class 
about the situation 
S15-3c: find new books for the 
students/have them use rental station 
S15-3d: give them an alternative 
assignment/ get out a different activity 
or different books until those are 
available/tell them partner up with 
someone (who has the book)/ discuss 
their experiences for the play they will 
be doing/ give student (Mary) a time 
during lunch or recess to check her 
work. 
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General Ideas Specific Ideas Student Generated Ideas  
16. Tell the student 
about the 
consequence 
he/she will get if 
keeps misbehaving 
   
17. Offer a choice: 
Give student cue 
that student can 
control, (student 
has a 
responsibility to 
choose the right 
behavior or get the 
consequences) 
17b private 
a) Use when signals, warnings do not work   
b) Let student do some thinking for himself and 
hint that there may be a change in consequences 
if he changes his behavior:  
(e.g., "Think about whether you really want that 
to happen. You’re making the situation difficult 
when it really doesn’t need to be. You don’t 
really need to do that, Adwin. You can carry on 
like this if you like, but it will result in making 
things worse. I’ll come over and look at your 
work in a moment. Let’s see if you can make a 
better decision”). 
  
18. Meet with student 
and give student 
power to come up 
with a solution. 
18b private 
a) Admit to student that you don’t know what to 
do about her misbehavior and then ask her, 
“What do you think we can do to solve the 
problem?” 
  
b) Asking misbehaving student for her solution 
ideas gives her a prosocial opportunity and 
responsibility to be the boss and encourages her 
to learn self-discipline. 
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General Ideas Specific Ideas Student Generated Ideas  
19. Have group and 
individual 
negative 
consequences 
a) Stay in for recess (e.g., to complete the 
assignment) 
S19-1: remove them from the class to 
talk about the problem/take aside the 
child to discuss behavior 
S19-2: talk to their parents/send home 
letter/contact parent/call home to the 
parents/ private conference with his 
family 
S19-3: talk with/send to principal  
S19-4: send the child home 
S19-5: take away class points to a 
reward (group punishment) 
S19-6: Time-out: have them sit in a desk 
away from the group/ have them sit out 
on fun activities/ take them out of 
activity 
S19-7: Written reflections on the 
problem: Fill out the refocus paper 
S19-8: lose token (star, sticker etc.) 
S19-9: tilt humpty-dumpty 
S19-10: pull a color card 
 
b) Revised time-out for young children. It 
should be a short time period (1-2min) in which 
the student has an opportunity to regain control, 
not a long term sitting in a corner. The teacher 
stays with the child, explains what is being 
done, then stays nearby until the child regains 
control. 
 
c) Detention: Meet privately after school or after 
class to talk about the problem 
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General Ideas Specific Ideas Student Generated Ideas  
20. Conduct a 
functional 
behavioral 
assessment that 
links what 
happens right 
before appropriate 
or inappropriate 
behavior occurs 
and what happens 
right after 
appropriate or 
inappropriate 
behavior occurs. 
a) Observe the misbehaving child to get clues to 
look for  
• Marcel case: The student was more 
hyperactive in the morning and his 
behavior often improved as the school 
day goes on. He might be bored of the 
silent morning activities  
• Teresa case: Shouting, running around: 
May be tired of doing the activity and 
may not know a socially acceptable way 
to change behaviors. 
• Teresa case: Throwing things: She may 
not want to share the toys or space with 
others 
S29: Create or use a warning system  
S29a1: red, yellow, green light/smiley 
faces/ use √3/ keep a tally for him 
system  
S29a2: write name on board 
 
 
S30:  use ‘I message’ as how they 
disrupt 
 
 
S31: ignore negative behavior 
S31a: ignore the problem and call on 
other students and have them explain 
how they got the answer to make sure 
they are following/call on students who 
raise their hand and praise them 
 
21. Use logical 
consequences of 
inappropriate (and 
appropriate) 
behavior.  
a) Use when a child does something that 
destroys property 
  
b) For throwing; having to put the object away 
and not being able to use it for a while. 
  
c) If the thrown object is towards someone, 
apologizing is appropriate. 
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General Ideas Specific Ideas Student Generated Ideas  
Prevent 
Inappropriate 
Behavior 
   
22. Use a variety of 
activities of 
shorter term than 
using a single 
activity for a 
longer period for 
hyperactive 
distractible child. 
a) Use a combination of interactive, 
collaborative, and individual activities 
(seatwork, group work etc.).  
  
b) Separate longer seatwork or groupwork 
activities into parts and have students intersperse 
them with times when they share work / Break 
up long assignments into shorter ones 
  
c) Have a short question and answer or 
recitation session to provide feedback 
  
23. Make lessons well 
planned, with 
motivating aspects 
(maintain student 
motivation) 
a) Create practice assignments that are fun S23a: incorporate more ‘performance’ 
type things in the classroom so she has a 
creative outlet 
 
b) In a well-planned and motivating lesson, 
student pays attention to the teacher and class 
projects instead of seeking less desirable 
activities (to alleviate boredom).  
  
24. Accomplish 
transitions 
smoothly 
(movement 
management) 
a) Remind the students of the rules or 
procedures about how they should behave 
during the transitions 
 
From student responses: before giving the 
assignment I would remind the class where to 
put their assignments when they are done/ 
before asking the class a question remind them 
that they need to raise their hand/ before class I 
would ask the students to make a list of expected 
classroom behavior for times when I am at my 
desk 
S24a: after the students have been given 
instructions, ask for questions and then 
let students get to work 
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General Ideas Specific Ideas Student Generated Ideas  
25. Have ‘withitness’ 
(awareness of what 
is happening in the 
classroom 
 
   
26. Have ‘withitness’ 
(awareness of 
what is happening 
in the classroom)  
   
  S32: self-regulation: teach student to 
self monitor/regulate his behavior (e.g., 
blurting) 
S32a: he keeps a tally of every time he 
blurts out/ hold a worry rock: every time 
he wants to blurt an answer, rub the 
worry rock/ 
 
  S33: have misbehaving students sit 
close to the teacher 
 
S34: ask particular students questions, 
not the whole class/call on specific 
students/hold up a stop sign until you 
call/use clickers 
 
S35: have pencils present at every 
writing table/have books in the same 
spot/have a rental station 
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General Ideas Specific Ideas Student Generated Ideas  
Methods that Do not 
Work 
   
27. Reprimanding, 
shouting (don’t 
shout, shame, or 
use sarcasm) 
a) Works only temporarily and may lead to 
another unwanted behavior (e.g., The student 
made noises during the deskwork, the teacher 
warned the student loudly across the room but 
the student started another misbehavior)  
Shouting just inflames matters, provokes 
students. 
  
b) Does not make the child more responsible or 
independent 
  
  
c) Students sense that shouting means that the 
teacher is less in control of themselves. 
  
d) Remember that no challenging student ever 
cooperated with a teacher who was nose-to-nose 
with them, shouting and sometimes spitting in 
their face. 
  
e) You lose valuable learning time   
28. Time-out a) Does not reduce student’s misbehavior if 
students do not understand why they are being 
sent to time-out 
  
b) May show the student (being sent to time out) 
as a bad kid in the class 
  
  
29. Engaging in 
power struggle 
(avoid power 
struggles with 
students).   
 
a) Neither simply ignore a student’s bid for 
attention nor get into a power struggle with the 
student. Do not fight back or give in (win-lose 
situations) 
  
b) Avoid angry behavior and confrontations. 
Refuse to be manipulated into an argument 
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APPENDIX B-4 
COMPLETE LIST OF CLASSROOM MANAGEMENT STRATEGIES STUDENTS 
SELECTED TO USE WHEN RESPONDING TO THREE OPEN-ENDED 
QUESTIONS ON THE PRE AND POSTTESTS 
 
General Category Sub-categories 
A.Classroom Management 
Style 
Be eclectic (1) 
 Get advice/help (2) 
 Be fair/consistent (3) 
 Hold high academic expectations (4) 
B. Control Strategies Establish rules, procedures, consequences (5) 
 Provide verbal/token reinforcement (6) (7) (8) 
 Verbal/nonverbal intervention (13) (14) (15) (16) (S29) 
 Consequences of misbehaving (19) 
 Functional behavioral assessment (20) 
C. Guidance Strategies Teach social skills, give responsibility (9) (10) (11) 
 Positive contact with students after disciplining them (12) 
 Give students choices/power (17) (18) 
 Teach self-control, self-discipline (21) (S32) 
 I- message (S30) 
D. Prevention Strategies Make curriculum interesting (22) (23) 
 Smooth transitions/advanced warning (24) 
 Withitness (25) 
 Make sure students have required materials (S35) 
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  Case-based 
Reasoning 
Worked 
Example 
Faded Worked 
Example 
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  Pre Post Pre Post Pre Post 
1. Classroom 
management 
style 
1: Be eclectic and utilize ideas from a 
variety of theories/etc that work for you 
0 0 0 0 0 0 
 Subtotal 1 0 0 0 0 0 0 
2. Positive 
approaches 
2: Get advice/help from experts 1 0 0 0 0 0 
3: Be fair/consistent in application of 
classroom management 
4 1 0 1 2 2 
4: Create a climate of optimism and 
cheerfulness 
0 0 0 0 0 0 
5: Establish classroom rules, routines and 
consequences 
3 2 9 1 7 7 
6a/7a: Provide verbal 
reinforcement/material reinforcement for 
appropriate behavior 
10 11 11 8 13 11 
6b: Use verbal reinforcement 
individually with students. Keep 
comments focused on the effectiveness 
of the student’s behavior and activity 
0 1 1 1 0 1 
7b: Use material reinforcement  
individually with students 
0 0 1 1 0 0 
8: Accompany material reinforcement 
with verbal reinforcement that indicates 
person has control over the behavior 
0 1 0 0 0 0 
9: Incorporate enjoyable activities for 
gaining social recognition 
0 0 1 2 0 1 
11: Use social stories to teach positive 
social skills 
0 1 0 2 0 0 
12: Provide positive contact with student 
as soon as possible after disciplining 
0 0 0 0 0 0 
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 Case-based 
Reasoning 
Worked 
Example 
Faded Worked 
Example 
 Pre Post Pre Post Pre Post 
 Subtotal 2 18 17 23 16 22 22  
3. Dealing 
with 
inappropriate 
behavior 
13a/b: Use nonverbal signals to get 
student’s attention (public/private) 
12 17 17 10 12 9  
14a: Provide verbal reminder of rules or 
appropriate behavior 
30 21 20 15 21 19  
14b: Provide private verbal reminder of 
rules or appropriate behavior  
4 15 8 5 3 5  
15a/b: Provide direct instructions of how 
the student should behave 
(public/private) 
6 13 16 23 7 23  
16: Tell the student about the 
consequence he/she will get if keeps 
misbehaving 
2 5 6 2 5 6  
17a/b: Offer a choice: Student has a 
responsibility to choose the right 
behavior or get the consequences 
(public/private) 
0 4 0 8 0 3  
18a/b: Privately meet with student and 
give student power to come up with a 
solution 
1 10 1 3 1 2  
19: Have group and individual negative 
consequences 
41 33 24 26 49 35  
20: Conduct a functional behavioral 
assessment 
0 0 0 1 1 1  
21: Use logical consequences of 
inappropriate (and appropriate) behavior. 
0 1 2 3 0 0  
22: Use a variety of activities of shorter 
term than using a single activity for a 
longer period 
0 0 0 0 0 0  
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 Case-based 
Reasoning 
Worked 
Example 
Faded Worked 
Example 
 
 Pre Post Pre Post Pre Post  
 Subtotal 3 96 119 94 97 99 103  
4. Preventing 
inappropriate 
behavior 
23: Make lessons well planned, with 
motivating aspects (maintain student 
motivation) 
0 1 4 1 2 3  
24: Accomplish transitions smoothly 
(movement management) 
4 2 3 0 9 1  
25: Have ‘withitness’ (awareness of what 
is happening in the classroom) 
2 0 0 0 0 0  
 Subtotal 4 6 3 7 1 11 4  
5. Methods 
that do not 
work 
26: Reprimanding, shouting (don’t shout, 
shame, or use sarcasm) 
0 1 0 1 0 1  
27: Time-out 0 0 0 2 0 0  
28: Engaging in power struggle (avoid 
power struggles with students).   
0 0 0 0 0 0  
 Subtotal 5 0 1 0 3 0 1  
6. Student 
created 
New 59 48 50 42 54 29  
 Total 179 188 174 159 186 159  
 
 
