Frequent subgraph mining is a difficult data mining problem aiming to find the exact set of frequent subgraphs into a database of graphs. Current subgraph mining approaches make use of the canonical encoding which is one of the key operations. It is well known that canonical encodings have an exponential time complexity. Consequently, mining all frequent patterns for large and dense graphs is computationally expensive. In this paper, we propose an interval approach to handle canonicity, leading to two encodings, lower and upper encodings, with a polynomial time complexity, allowing to tightly enclose the exact set of frequent subgraphs. These two encodings lead to an interval graph mining algorithm where two minings are launched in parallel, a lower mining (resp. upper mining) using the lower (resp. upper) encoding. The interval graph mining approach has been implemented within the state of the art Gaston miner. Experiments performed on synthetic and real graph databases coming from stock market and biological datasets show that our interval graph mining is effective on dense graphs.
Introduction
Frequent subgraph pattern mining is one of the most well-studied problems in the graph mining domain. It concerns the discovery of subgraph patterns that occur frequently in a database of graphs or in a single large graph. This problem arises in many data mining tasks that include: chemoinformatics (Poezevara et al., 2011; Ugarte et al., 2015) and computational biology (Huan et al., 2005) , to name just a few. In this paper, we consider a database of graphs, where each graph represents a graph transaction.
Generally, we can distinguish between the frequent subgraph algorithms according to the way the two following problems are handled:
• Candidates generation problem: The candidates are initialised with frequent edges (1-candidates). The k-candidates (i.e., having k edges) are generated, by adding one edge to each (k − 1)-candidate. This process can be done with a breadth-first strategy as well as a depth-first strategy.
A canonical encoding is assigned to each generated graph. Verifying that the candidate is new, consists in checking that its encoding does not belong to the encodings of the already generated candidates. This paper contributes in this step (see Section 4).
• Frequency computation problem: Once a new candidate is generated, we have to compute its frequency. It can be achieved by finding all the transactions of the database that contain this new candidate.
For the candidate generation, one of the key operations required is a mechanism to check whether two subgraphs are identical or not. This task is performed by assigning to each graph a unique code that is invariant relatively to the ordering of the vertices and edges in the graph. Such a code is referred to as the canonical labelling (Fortin, 1996) . Even though this problem is not known to be either in P or in NP-complete, in practice however, most existing canonical encodings, such as gSpan (Yan and Han, 2002) and Gaston (Nijssen and Kok, 2004) , have complexities which are of exponential nature.
In this paper, we propose an interval approach based on the relaxation of the canonicity property. This relaxation provides two encodings, lower and upper encodings, with a polynomial time complexity. The two encodings lead to two approximate algorithms, called lower graph mining and upper graph mining. Because of its incomplete nature, the set of patterns discovered by the lower graph mining is a lower bound GM of the exact set of frequent subgraphs, while the upper graph mining computes an upper bound GM which gives a tight and a valid approximation of the frequent subgraphs missed by the lower graph mining. Thus, our two encodings allow, with the interval [card(GM), card ( ) GM ] (where card is the cardinality set function), to enclose the exact number of frequent subgraphs generated by a canonical encoding. We call this approach, an interval graph mining for the frequent subgraph discovery problem.
The idea of interval graph mining comes from the well known branch and bound algorithms (Sahinidis and Twarmalani, 2002) to solve mixed integer nonlinear programming (MINLP) problems, where two processes, lower-bounding and upper-bounding, are iteratively called in order to enclose tightly the global minimum. Here, we make the connection with the difficult task of graph mining, where instead of finding the exact set of patterns P, we propose to find an interval with a lower bound GM and an upper bound GM enclosing P.
To illustrate the interest of our approach, let us consider the graph database shown in Figure 1 . This database is extracted from a real stock market datasets (see Section 5 for more details), it contains 3 labelled undirected graphs with 10 vertices and 21 edges in average, all edges have the same label but vertex labels which represent stock names are all different. The density of these graphs varies from 0.35 to 0.53. After executing the state of the art Gastonminer, we observed that even for small sets of dense graphs, the problem of mining frequent subgraphs is hard and time consuming. When executing the state of the art Gaston miner to extract all subgraphs covering two or three graphs, the number of frequent cyclic graphs found is 1 334 095 and it takes 10 minutes, which is very considerable compared to the size of the database. This is essentially due to the canonical encoding which is expensive for this kind of graphs. Hence, it is useful to compute fast approximations of the unknown frequent subgraphs. Our main idea is to use the two approximate algorithms lower graph mining and upper graph mining, to enclose the exact set of frequent subgraphs, whilst ensuring reasonable computing times. Applying our interval graph mining approach on the example of Figure 1 gives rise to the following results:
1 Lower graph mining (resp. Upper graph mining) is 3 (resp. 2) times faster than the canonical encoding 2 For this dataset, the interval graph mining approach computes the exact number of frequent subgraphs (see Section 4).
This example clearly demonstrates the interest of relaxing the canonicity property leading to substantial gains in terms of CPU times, while being very close or equal to the exact number of frequent subgraphs. Experiments (Kemmar et al., 2013) performed on synthetic datasets show that, on large and dense graphs, lower graph mining and upper graph mining are very effective: they are able to extract a larger number of significant frequent subgraphs of large sizes in a reasonable amount of time. For real-life datasets (Kemmar et al., 2013) , experiments performed on biological sparse graphs show that our two encodings remain competitive.
In this paper, we extend our previous work (Kemmar et al., 2013) as follows:
1 a detailed related works is presented 2 algorithms computing the two encodings are detailed with their properties 3 we extend the experiments to stock market which is a real dense dataset, where classical approaches are unable to complete the extraction of all frequent subgraphs within a reasonable runtime, while lower graph mining and upper graph mining enable to complete the extraction.
This paper is organised as follows. We review some related works in Section 2. Section 3 introduces preliminaries on graph mining. Section 3.2 explains canonical encodings. Section 4 presents in details the whole interval graph mining approach. Section 5 is devoted to experimentation. Finally, in Section 6, we conclude and draw some perspectives.
Related works

Complete approaches
The frequent subgraph discovery problem has been addressed from many directions using various approaches. Inokuchi et al. (2000) proposed an algorithm, called AGM, for finding all frequent subgraphs. In Kuramochi and Karypis (2001) , an extended version of AGM called, FSG, was proposed. Both algorithms take advantage of Apriori-like approaches (Agrawal and Srikant, 1994) , and use a breadth first search (BFS) strategy to explore the subgraph lattice of the given graph database. Later, pattern growth based algorithms, such as gSpan (Yan and Han, 2002) , MoFa (Borgelt and Berthold, 2002) , FFSM (Huan et al., 2003) , Gaston (Nijssen and Kok, 2004) and gRed (Alonso et al., 2008) were developed. They use a depth-first strategy, in which each frequent subgraph is extended by adding new vertices and edges. All these algorithms though reduce the search space, they still have two nontrivial problems: huge candidate set generation and multiple scans of the database. All algorithms described above are complete in the sense that they are guaranteed to discover all frequent subgraphs. Due to the completeness requirements, these algorithms need to perform graph isomorphism operations in order to check whether two subgraphs are identical or not in the candidate generation process. This problem is equivalent to compare canonical encodings (Fortin, 1996) of graphs. Even though this problem is not known to be either in P or in NP-complete, in practice however, most existing canonical encodings have complexities which are of exponential nature. For instance, gSpan builds a new lexicographic order among graphs, and maps each graph to a unique minimum DFS code as its canonical label. In Gaston, the mining process is performed in three steps: over paths, trees, and finally cyclic graphs. For each step, a canonical encoding is used.
As a consequence, many existing complete algorithms (Borgelt and Berthold, 2002; Huan et al., 2003; Inokuchi et al., 2000; Poezevara et al., 2011; Yan and Han, 2002) impose strong limitations on the types of graph datasets that can be mined in a reasonable amount of time, as those derived from chemical compounds: graphs that are sparse, contain small frequent subgraphs, and have very few vertex and edge labels. For large and dense graphs that contain frequent dense subgraphs, mining the complete set of frequent patterns is computationally expensive, since numerous expensive graph and subgraph isomorphisms are performed, making these algorithms not effective.
Incomplete approaches
Instead of mining the complete set of subgraphs, closegraph (Yan and Han, 2003) was proposed to mine closed 1 frequent subgraphs. The success of this method is based on the development of novel concepts that help to prune the search space substantially with small additional cost. ISG (Thomas et al., 2009 ) is an other algorithm which represents graphs in an entirely different manner. It transforms the input set of graphs into itemsets which are then represented using edge triplets. This algorithm finds maximal frequent subgraphs of a graph database that have graphs with unique edge labels. The unique edge label property enables ISG to use maximal itemset mining algorithm to find the maximal frequent subgraphs.
To overcome completeness limitations, other algorithms based on inexact search have been proposed. They use approximate measure to compare the similarity of two graphs during the support counting. Inexact search does not guarantee to find all frequent subgraphs, but it allows to increase the computational efficiency. There are a few examples of inexact frequent subgraph algorithms in the literature. The SUBDUE algorithm (Ketkar et al., 2005) use the minimum description length principle to compress the graph data. Later, GREW (Kuramochi and Karypis, 2003) was developed, which is also heuristic in nature, but more efficient than SUBDUE. The randomised algorithm miner RAM is based on the definition of frequent approximate patterns possessing three main properties: possible absence of exact match, maximal representation, and the Apriori property. VEAM (Acosta-Mendoza et al., 2012) and APGM (Jia et al., 2011) are two algorithms allowing to extract frequent approximate subgraphs in a graph dataset. They use different approximate graph matching techniques, and specify which vertices, edges or labels can replace others. APGM only performed on vertex label set. In VEAM, developed in the context of image classification, the approximate matching between edge label set is included in the mining process.
All these incomplete approaches aim at approximating the frequent subgraphs, without providing the quality of the approximation. This is our aim: approximating the frequent subgraphs by computing two bounds enclosing the frequent subgraphs, and enabling by this way to precise the quality of the approximation.
Preliminaries
Basic definitions
In this section we briefly review some basic concepts and fix the notations used in this paper. We start with some standard definitions from graph theory. 
The graph G is cyclic if it contains at least one cycle.
Definition 3.4 (Dense Graph):
Given an undirected graph G = (V, E), the graph density D is defined as:
is the number of edges in a complete graph. Clearly, the given formula of D computes the proximity of the number of edges to the maximum number of edges. Let γ be a minimum density threshold such that 0 < γ ≤ 1.We say that G is dense if density (G) ≥ γ. We notice that the value of γ depends on the context.
Definition 3.5 (Isomorphism and subgraph isomorphism):
2 ) be two undirected labeled graphs:
• G 1 and G 2 are isomorphic if there is a bijection function f : V 1 → V 2 satisfying:
• G 2 is a subgraph of G 1 , iff V 2 ⊂ V 1 , and
• G 1 is subgraph isomorphic to
Deciding whether a graph is subgraph isomorphic to another graph is NP-complete (Read and Corneil, 1977) .
Definition 3.6 (Frequent subgraph discovery): Given a transaction database D which contains a family of graphs. The frequency of a graph G in D is defined by
The support of a graph is defined by:
Let s min be some predefined minimum support. The frequent subgraph discovery problem consists in finding connected undirected graphs G′ that are subgraphs of at least
In the rest of the paper, we use the notation G = (V, U) to denote an undirected labelled graph.
Canonical encoding
One of the key operations required by the frequent subgraph discovery algorithms is a mechanism to check whether two subgraphs are identical or not. This task is often performed by assigning to each graph a unique code that is invariant relatively to the ordering of the vertices and edges in the graph. Such a code is referred to as the canonical encoding.
Definition 3.7 (Canonical encoding):
An encoding function φ is a function that assigns a code to a given graph. This code represents some structural properties of the graphs such as a sequence of bits, a string or a sequence of numbers. The encoding function φ is canonical when for any two graphs G 1 , G 2 :
Developing algorithms that can efficiently compute a canonical encoding is a critical issue to ensure the scalability to very large and dense graph datasets. It is not proven if the canonical encoding of graphs is in the class of NP-complete problems, nor in polynomial class (Fortin, 1996) . Many canonical encodings have been proposed in the literature of graph mining, in order to reduce the complexity of the graph isomorphism problem, while taking advantages of the particular structure of the considered graphs. The encoding function of the FSG algorithm (Kuramochi and Karypis, 2001 ) is based on exploring the adjacency matrix of the considered graph. Each permutation of the adjacency matrix leads to a new encoding. If the graph contains |V| vertices, the complexity to determine a canonical encoding is O(|V|!). Such encoding is efficient only when the number of vertices is small. An other canonical encoding is used by the gSpan algorithm (Yan and Han, 2002) . gSpan performs a depth-first search on the graph to construct a DFS tree. A DFS-traversal of a graph defines an order in which the edges are visited. The concatenation of edge representations in the obtained order represents the DFS-code. One graph can have several DFS trees, so, several DFS-codes. The minimum of these codes is considered as a canonical encoding.
In Nijssen and Kok (2004) , the authors have proposed the efficient miner algorithm Gaston, in which they used an appropriate canonical encoding for the three graph structures: paths, trees and cycles. Paths and trees are encoded efficiently in polynomial time. Yet, for the encoding of cycles in graphs, the run time becomes exponential. As pointed out in (Nijssen, 2006) , the more there are cycles in the graph, the more its encoding is expensive. The canonical labelling for cyclic graphs is obtained by concatenating two separate codes: 1 a depth-sequence corresponding to a free tree, which represents a spanning tree 2 of the cyclic graph allowing to obtain a canonical code 2 the second part consists in a sequence of tuples representing the removed edges to obtain the spanning tree.
To find such tree, Gaston enumerates all possible spanning trees of the graph. This is done in O(|E||C|), where |C| represents the number of edges to remove from the graph to obtain the spanning tree (Nijssen, 2006) . Clearly, |C| is very related to the density of the graph. If this measure is low, the graph is less dense, and so the time complexity becomes lower. In fact, for cyclic graphs, the final complexity of canonical encoding in Gaston is
, where |E|(resp. |V|) represents the number of edges (resp. nodes) in the cyclic graph.
So, to overcome this limitation, we propose in this paper two efficient encodings for cyclic graphs: lower-encoding and upper-encoding (see Section 4). The lower-encoding allows to generate a significant subset of the frequent cyclic graphs, whereas the upper-encoding allows to generate all frequent graphs with duplicates. Roughly speaking, these two encodings define an interval enclosing the exact number of frequent graphs. The following section shows the effectiveness of our approach for dense graph datasets.
Interval graph mining
A classical graph mining algorithm GM makes use of canonical encoding φ C allowing to extract the exact set of frequent subgraphs and avoid redundancies. We propose to use non-canonical encodings allowing to enclose the set of frequent subgraphs. In this section, we describe how the canonicity property can be relaxed, leading to what we call in this paper lower encoding φ L and upper encoding φ U , with a polynomial time complexity. Moreover, as our experiments will show (see Section 5), our lower encoding is able to find a significant high number of frequent subgraphs of large size in reasonable computing times, while the upper encoding gives a tight and a valid approximation of the frequent subgraphs missed by the lower encoding.
Definition 4.1 (Interval encoding by lower and upper encodings):
Let φ L be an encoding function. φ L is lower if the following property holds: Given two graphs G 1 and G 2 , if G 1 and
Let φ U be an encoding function. φ U is upper if the following property holds: Given two graphs G 1 and G 2 , if G 1 and G 2 are not isomorphic then φ U (G 1 ) 6= φ U (G 2 ).
Definition 4.1 establishes the main properties of an interval encoding. This is an enclosing encoding because it allows to generate a subset and a superset of the frequent subgraphs.
Definition 4.2 (Complete graph mining):
Let GM(φ E ) be a graph mining algorithm which uses some graph encoding algorithm φ E , and φ C a canonical encoding algorithm. GM is a complete graph mining algorithm, in the sense that GM(φ C ) computes all the frequent subgraph patterns.
Based on GM, we propose two mining processes which can be launched in parallel:
• Lower graph mining: which consists in calling GM(φ L ) by using a lower encoding φ L , and get the patterns GM (i.e., a subset of the frequent subgraphs).
• Upper graph mining: which consists in calling GM(φ U ) by using an upper encoding φ U , and get the patterns GM (i.e., a superset of the frequent subgraphs).
encloses the exact number of frequent patterns (where card is the cardinality set function).
In the following two sub-sections, we propose two algorithms providing lower and upper encodings.
Lower graph encoding
The lower graph encoding φ L allows to generate a sub-set of the frequent subgraphs. We propose an instantiation of φ L called SeqLowEncoding in Algorithm 1, that fully makes use of different invariants (i.e., degrees and labels). First, it computes the VertexLowCode for each vertex (lines from 1 to 3). This is done by concatenating the label of the incident edge of each vertex, the degree and the label respectively of its incident node (line 9). A lexigographic sort is then applied on the obtained codes (line 11). Second, the vector VTab is sorted according to the lexicographic order using the function LexicoSort (line 4). Finally, the SeqLowEncoding for the graph G is built by concatenating all codes of the vertices included in VTab.
Let us note that edges e ij incident to v i are ordered according to their labels. If these labels are equal, we consider the degrees and the labels of their endpoint vertices. 
Sketch of the proof:
The function VertexLowCode (line 7) encoding vertices is based on degrees and labels. So, for two isomorphic graphs, computing VertexLowCode of each pair of isomorphic vertices is the same, since they have the same labels and the same degrees, and these characteristics remain the same for their vertex neighbors. Sorting lexicographically the obtained vertex codes, allows to attribute an identical encoding for these two isomorphic graphs. Traversing the vertices is done in O(|V|). The incident edges of each vertex are enumerated and sorted at most O(|E|log(|E|)) times. The whole |V| encodings are sorted. Thus, the time complexity is O(|V| |E|log(|E|) + |V| log(|V|)).
Algorithm 1 SeqLowEncoding(G)
Require: Graph G = (V, E) Ensure: A lower encoding VTab 
• adj(v i ) represents the set of incident edges to the vertex v i ,
• l(e ij ) is the label of the j the edge incident to v i , j = 1..m s.t m represents the number of adjacent nodes of v i • deg(v ij ) (resp. l(v ij )) is the degree (resp. label) of the vertex associated to the endpoint of the edge e ij incident to v i .
end function
Proposition 2: VertexLowCode is not canonical.
Proof:
The counter-example is given in Figure 2 which depicts two non-isomorphic graphs having the same encoding via SeqLowEncoding.
In our example in Figure 2 , labels of edges are equal to 1. For the graph SG 1 , the vertex code associated to v 5 is obtained by concatenating its degree '2', its label '1', and the codes of all its neighbours sorted according to the lexicographic order. Vertex v 5 has two vertex neighbors: v 6 and v 4 . The code of v 6 is obtained by concatenating its incident edge label '1', its label '1' and its degree '2'. As the code of v 6 '(1, 1, 2)' is lower than the one of v 4 '(1, 2, 3)', the final code of v 5 is '(2, 1)(1, 1, 2)(1, 2, 3)'.
Proposition 3: Let G = (V, E) be an undirected labeled graph. If the labels of all vertices are different, the encoding algorithm SeqLowEncoding(G) computes a canonical encoding.
Sketch of the proof:
From Proposition 1, any two isomorphic graphs have the same encoding. We should now prove that any two same codes implies that their associated graphs are isomorphic. If the labels of all vertices of the graph G are all different, each label is considered as a unique identifier of the vertex. Consequently, these labels allow to sort vertices according to a unique order. Since SeqLowEncoding is based on labels of vertex neighbors, and the lexicographic order of vertex codes, the isomorphic class of G is represented by a unique encoding considered as the canonical encoding. 
Upper graph encoding
The upper graph encoding φ U allows to generate a super-set of the frequent subgraphs. We propose an instantiation φ U called SeqUpEncoding in Algorithm 2 which can be achieved in three steps:
1 In order to attribute a unique identifier for each vertex, we reuse the lower encoding as follows. Let n be the number of vertices of the graph G(V, E) to encode. We associate to each vertex v i its vertex lower code, noted VertexLowCode(G, v i ) detailed in Section 4.1. Then, the n vertices are sorted according to their codes VertexLowCode(G, v i ), i = 1..n. Following the given order, the first vertex receives Id identifier 1, the second vertex Id identifier 2, and so on until the last vertex which receives the Id identifier n.
Algorithm 2 SeqUpEncoding(G)
Require: Graph G = (V, E)
Ensure: An upper encoding VTab
is the unique identifier of v i
• l(e ij ) is the label of the j the edge incident to v i . Edges e ij (j = 1..m) are ordered according to their labels and their degrees.
end function
Proposition 4: Algorithm SeqUpEncoding computes an upper encoding. It can be achieved in O(|V| log(|V|) + 2 |V| |E| log(|E|)) in the worst case.
Sketch of the proof:
This upper encoding uses the identifiers of the vertices, which allows to encode the topological structure of the graph. That is why we can not find two non isomorphic graphs with the same value VertexUpCode. But, the same graph can be represented by different encodings VertexUpCode. An example is given in Table 1 . Following the step 1 given above, the vertices of the graph (SG 1 ), illustrated in Figure 2 , can be ordered in different ways. In this example, we give just two orders, each one allows to attribute a different VertexUpCode code to the graph (SG 1 ), which explains the upper characteristic of this encoding. The proof of the complexity is the same as the one given for SeqUpEncoding encoding, except that we should take additionally into account the second step. For each vertex vi, the sorting operation to generate VertexUpCode(v i ) requires O(|E|log(|E|)). The complexity of the second step is |V| |E|log(|E|), which is the additional processing time compared to the complexity of the lower encoding VertexLowCode.
Since assigning identifiers to vertices may be done in different ways, two isomorphic graphs can be explored multiple times giving rise to different upper encodings. Thus, the way the vertices are ordered and then numbered, is essential to avoid duplicates. Our vertices ordering seems a good compromise in our experiments. But, if we want a canonical encoding, we should explore all of the orderings, which is clearly of exponential nature. We pointed out that the proposed upper encoding can be improved in order to reduce the number of duplicated patterns. For example, we can attribute the same identifier to adjacent nodes having the same lower encoding VertexLowCode. For instance, the graph SG1 in Figure 2 will be encoded by the unique code: (111112)(111112)(211114)(211114)(341111)(421111) according to the following node identifiers: Id(v 5 ) = Id(v 6 ) = 1, Id(v 1 ) = Id(v 2 ) = 2, Id(v 3 ) = 3 and Id(v 4 ) = 4. Proposition 5: Let G = (V, E) be an undirected labelled graph. If the labels of all vertices are different, the encoding algorithm SeqUpEncoding(G) computes a canonical encoding.
If all label vertices of the graph G are different, each label is considered as a unique identifier of the vertex. Consequently, the VertexUpCode encodes each vertex by a unique code and the lexicographic order of vertices is also unique. So, the algorithm SeqUpEncoding encode the graph G by a unique encoding considered as a canonical encoding.
Experimental evaluation
In this section, we study the performance of our proposed encodings. First, we experiment different series of synthetic graph datasets generated with our graph generator DenseGraphGen, considering different parameter settings. Second, we study our approach on difficult instances from stock market datasets for which existing approaches have difficulties to behave efficiently in a reasonable amount of time. Third, to study the behaviour of our approach on sparse datasets, we experiment a selection of different biological datasets. In Section 5.1, we give the experimental protocol. Then, we report the results of our two encodings compared to Gaston and Gspan on synthetic and real datasets respectively (Sections 5.2, 5.3 and 5.4). Finally, we summarise the results in Section 5.5.
Experimental protocol
We have integrated our two encodings in Gaston (Nijssen and Kok, 2004) , one of the most efficient algorithm for mining frequent subgraphs. The encodings used for paths and trees are left unchanged (For more details, see Section3.2). The only modification consists in replacing the original encoding for cyclic graphs by our two encodings SeqLowEncoding and SeqUpEncoding, leading to two incomplete graph mining implementations:
• Gaston(φ L ) implements a lower graph mining approach GM(φ L ) where φ L stands for SeqLowEncoding (see Section 4.1).
• Gaston(φ U ) implements an upper graph mining approach GM(φ U ) where φ U stands for SeqUpEncoding (see Section 4.2).
These two mining algorithms are launched in parallel to enclose the exact set of frequent subgraphs. We call this graph mining approach an interval graph mining G-Interval(φ L , φ U ) computing the pair (GM, GM ).
Integrating our encoding φ L (resp. φ U ) in Gaston can be summarised in the following steps:
1 each time, a cyclic graph C is generated, φ L (C) (resp. φ U (C)) is computed 2 verify if φ L (C) ((resp. φ U (C)) exists in the list of generated frequent cyclic subgraph encodings, denoted FreqCyclicGraphs 3 if the encoding φ L (C) (resp. φ U (C)) does not exists, it is added to the list FreqCyclicGraphs, otherwise the subgraph C will be discarded.
We study the performance of our approach G-Interval(φ L , φ U ) on real-world datasets compared to two algorithms: Gspan and Gaston. There is two versions of Gaston miner. One with embedding lists and an other with recomputed embeddings. As the first one does not scale very well on large datasets, as those for market datasets, we considered the version of Gaston, with recomputed embeddings which is based on maintaining a set of active graphs, where occurrences are repeatedly recomputed (see (Nijssen, 2006) We compare the results of the three algorithms on synthetic datasets and two kinds of real datasets. The first ones are dense datasets derived from stock market domain, while the second ones are sparse datasets characterised by low densities, representing biological data. For each experiment, we report the CPU time (in seconds) and the number of frequent cyclic subgraphs. For our approach G-Interval(φ L , φ U ), we report the maximum CPU time between the two algorithms Gaston(φ L ) and Gaston(φ U ). We impose a time limit of 3, 600 seconds (1 hour) except for stock market datasets, we use 10, 800 seconds (3 hours), and when an algorithm cannot complete the extraction within the time limit, it will be indicated by the symbol (-) in the table. All experiments were conducted on 2.50GHz Intel core i5-321Mmachines with 8GB main memory, running the Linux operating system.
Performance evaluation on synthetic datasets
The synthetic datasets are generated using our graph generator DenseGraphGen. The datasets are obtained following these steps: First, we generate a dense graph G D to guarantee that potentially frequent subgraphs are enough dense. Second, we generate |N| transactions using G D as a kernel. Third, to make all transactions different, for each one, we add |V| nodes and |E| edges connecting randomly nodes of V with those of G D . Then, |EI| edges are added randomly between nodes of G D . Finally, |L v | and |L e | labels are chosen randomly. Notes: |N| = 1, 000, |V| = 10, |EI| = 5, and |Lv| = |Le| = 10.
We generated a series of graph datasets using different graph kernels (with different densities: |E| is varying). Such a choice enables us to obtain increasing cyclic graphs in each dataset. Their main characteristics are given in Table 2 . Table 3 compares the performances of the three algorithms on the datasets illustrated in Table 2 , with s min = 100%. In all of these experiments, |N| = 1, 000, |V| = 10, |EI| = 5, |Lv| = |Le| = 10. From Table 3 , we can draw the following remarks:
Influence of the density
• First, for small values of the density, G-interval and Gaston perform quite similarly both in terms of runtime and number of frequent cyclic subgraphs discovered. gSpan is not competitive, even for very low densities.
• Second, for high values of the density (≥ 0.44), the difference in performance between G-Interval and Gaston widens considerably: G-interval is 4 times faster than Gaston. Moreover, the percentage of frequent cyclic subgraphs omitted by G-interval is very negligible. For all datasets, G-Interval finds at least 99.82% of all frequent cyclic subgraphs.
• Third, for the cyclic7 dataset, Gaston is not able to complete the extraction of all frequent subgraphs in one hour. Indeed, with the increase of the density, the search space of graph isomorphism for the candidate generation and the running time increase drastically and Gaston spends more time to encode these cyclic graphs. This is not the case for G-interval, which requires less time thanks to its polynomial time encoding.
• Fourth, for the upper encoding of G-interval, the number of frequent cyclic graphs is the same for all datasets, except for cyclic4 and cyclic5 for which the percentage of duplicates is at most 0.2%.
These results show clearly that our two encodings succeed to enclose tightly the exact number of subgraphs within a very competitive runtime. Table 4 shows the results obtained by the three algorithms on the dataset cyclic5 with values of s min ranging from 100% to 40%. The results of gSpan are not reported since it fails to complete the extraction of all frequent subgraphs in the time limit.
Influence of the support threshold
As we can see, as s min decreases, the running time of Gaston increases drastically and becomes prohibitively expensive below a certain threshold, while G-interval remains effective: it outperforms Gaston by a factor of 2. Moreover, the lower encoding of GInterval finds a significant number of frequent cyclic subgraphs with a percentage of missed subgraphs of at most 0.17%. For the upper encoding, it generates more graphs than Gaston, particularly for small values of s min . However, G-Interval takes less time than Gaston thanks to its polynomial time encoding. Table 4 Comparing the performances of Gaston and G-Interval on the cyclic5 dataset for different minimum support threshold s min . ,156.34 [4,104,185, 6,671,993] 4,104,185
Influence of the number of edge and node labels
For these series of experiments, we considered the same number of labels for nodes and edges, given by the parameter |L|. Table 5 shows the results obtained by the two algorithms on the dataset cyclic6 with values of |L| ranging from 1 to max. |L| = max means that all node and edge labels are different. ,679.33 [3,200,963, 3,200,963] 3,200,963 cyclic6-L20 432.33 1,489.16 [3,200,963, 3,200,963] 3,200,963 cyclic6-L15 518.57 1,488.12 [3,200,963, 3,200,963] 3,200,963 cyclic6-L10 503.14 1,494.4 [3,200,963, 3,200,963] 3,200,963 cyclic6-L5 641.33 − [3,157,417, 3,171,563] − cyclic6-L3 1,933.91 2,939.96 [3,057,301, 3,192,363] 3,057,301
Notes: s min = 100%, |N| = 1, 000, |V| = 10, |E| = 5 and |EI| = 5.
From the results of Table 5 , we can observe three interesting points:
• First, as |L| increases, the overall running time of the two algorithms decreases.
Indeed, the higher this value, the less the number of isomorphisms are performed, leading to fast candidate generation.
• Second, compared with Gaston, G-Interval performs faster. For |L| ≥ 10, the lower bound found by G-Interval represents the exact number of frequent cyclic subgraphs and it is up to 4 orders of magnitude faster than Gaston. For |L| = 5, Gaston cannot complete the extraction of all frequent subgraphs in the time limit (i.e., one hour), while G-interval succeed to enclose the exact number of frequent subgraphs by the interval [3, 157, 417 , 3, 171, 563] in a reasonable amount of time.
• Third, the upper bound found by G-Interval represents the exact number of frequent cyclic subgraphs, except for cyclic6-L3 where the percentage of duplicates is at most 4%.
Performance evaluation on stock market datasets
Analysing the stock market data becomes important in modern finance. It allows to obtain useful information about the behaviour of the market. Many problems can be encountered in stock market. For instance, two models was proposed in Jacobs (2014) for predicting upcoming stock market crises. In Boginski et al. (2003) , authors have shown that stock market data can be converted to a graph with respect to a certain period of time and a specified correlation of price fluctuation. We used the same method as in Boginski et al. (2006) to generate the stock market datasets from 11 sets of stock market data, each one consists of daily prices of a set of stocks over a different period of 500 consecutive trading days. Thus, we converted each set to a graph dataset, where each graph is constructed as follows: a stock is represented by a vertex whose label is the stock name (The stock names are all different), and two vertices are connected by an edge if the correlation coefficient of the corresponding pair of stocks (calculated over 500 days) exceeds a specified threshold θ ∈ [-1, 1]. The stock market datasets have a large number of cycles. However, existing graph mining approaches have difficulties to extract all frequent cyclic subgraphs. This is why we choose some difficult instances of these datasets, to show the interest of our interval approach. In the following, we explain how these instances are generated.
Table 6
Characteristics of the market datasets used in our experiments GD. name Avg We considered different values for the correlation threshold θ: from 0.90 to 0.95. Moreover, to generate graphs of reasonable sizes, we fixed the maximal number of stocks allowed. Table 6 depicts the characteristics of the obtained datasets. stock-θ-n means that the corresponding dataset was generated according to a correlation coefficient θ and a maximal number of stocks n. Table 7 compares Gaston, G-Interval and Gspan in terms of runtime and number of cyclic subgraphs. It shows that G-Interval is more efficient, it outperforms Gaston by a factor from 2 to 3. For the two datasets stock-92-15 and stock-91-20 with high densities, the gap in term of runtime is greatly amplified. We notice that our approach allows to generate the same number of frequent cyclic subgraphs than Gaston, the two bounds of G-interval are equal. This is explained by the different labels associated to the stocks (see Proposition 5). In this case, launching the algorithmGaston(φ L ) is enough to extract the exact set of frequent patterns. Finally, compared to Gspan, the two other algorithms achieve better performance, it is unable to complete the extraction within the time limit.
Node labels are all different
Influence of node labels
The real-life stock market datasets have all different node labels. In this case, we have seen that our interval approach allows to generate the exact set of frequent subgraphs (Gaston(φ L ) = Gaston(φ U )). So, to show the interest of our interval approach, we vary the number of node labels of the dataset stock92-15 from 5 to 10. These reduced labels are affected randomly to the nodes. Results are given in Table 8 with s min = 40%.We can make the following observations:
1 when the number of node labels decreases, the number of frequent cyclic subgraphs increases and the runtime increases too 2 for large values of node labels, our interval approach G-Interval generate exactly the set of frequent subgraphs. But, when the number of labels is lower than 8, G-Interval is able to tightly enclose the set of frequent subgraphs within an execution time better than Gaston.
Performance evaluation on biological datasets
These datasets are not dense and contain a few number of frequent cyclic graphs. Each molecule corresponds to a graph where atoms are represented using nodes and bonds between them are represented by edges. Table 9 shows the runtime and the number of frequent patterns found by the three algorithms for different datasets. We also report for each algorithm (i.e., For G-Interval, only the lower encoding is considered), the size of the largest frequent patterns obtained (number of its edges) and the number of its occurrence (in parenthesis). In terms of extracted patterns, the percentage of patterns missed by G-Interval remains reasonably low, except for NCI-Open dataset where this percentage is about 23%. Moreover, the number of duplicated graphs is important. We observe also that GInterval remains comparable with Gaston in terms of runtime.
Even though G-Interval is incomplete, the size of the greatest subgraph is practically the same than the one found by Gaston. Finally, compared to gSpan, the two other algorithms achieve better performance, with a factor from 16 to 45. The same conclusions hold for DTP and PAM datasets.
Synthesis
The experiments performed on dense synthetic datasets clearly demonstrate the efficiency of our approach compared with both Gaston and gSpan. Moreover, the density parameter has a great impact on the performances of our two encodings. For high values of the density, G-interval is up to 4 orders of magnitude faster than Gaston. This result was confirmed on real dense graphs coming from stock market datasets. These datasets represent difficult instances for which the actual mining algorithms have difficulties to mine the complete set of frequent cyclic subgraphs in a reasonable amount of time. While our proposed interval graph mining approach remains effective to provide a tight enclosing of frequent subgraphs. Finally, our approach is less efficient on non-dense graphs such those representing biological data. This is explained by the fact that the majority of biological graphs have few cycles. Table 9 Comparing the performances of G-interval, Gaston-Upper, Gaston and gSpan on biological datasets for s min = 10% 
Conclusions
In this paper, we have proposed a relaxation of the canonicity property, leading to lower and upper encodings, for the frequent subgraph discovery problem. We have explained our interval mining approach which consists in calling a mining algorithm with the lower and upper encodings in parallel. The aim of our particular lower and upper encodings is to enclose the exact set of frequent subgraphs. The two encodings have been integrated in the state of the art Gaston miner. Experiments we performed on real world datasets, representing biological data and stock markets, show that our interval approach is effective on dense graphs: it is able to extract a large number of frequent cyclic subgraphs in a reasonable amount of time, while Gaston needs much more time to extract the complete set of frequent subgraphs. As future works, we intend to improve our lower and upper encodings in order to enhance their performances on non-dense graphs. We address also the perspective of designing new encodings to take into account particular characteristics of the searched patterns in some application domain. Another direction that deserves to be considered is the sequence mining problem. It has many interesting application domains such as those in web recommender systems (Nguyen et al., 2012) .
