We present an iterative numerical method for solving two classical stability problems for a polynomial p(x) of degree n: the Routh-Hurwitz and the SchurCohn problems. This new method relies on the construction of a polynomial sequence fp (k) 
(x)g k2N , p (0) (x) = p(x) , such that p (k) (x) quadratically converges to (x ? 1) p (x + 1) n?p whenever the starting polynomial p(x) has p zeros with positive real parts and n ? p zeros with negative real parts. By combining some new results on structured matrices with the fast polynomial arithmetic, we prove that the coe cients of p (k) (x) can be computed starting from the coe cients of p (k?1) (x) at the computational cost of O(n log 2 n) arithmetical operations. Moreover, by means of numerical experiments, we show that the O(n log n) bit precision of computations su ces to support the stated computational properties. In this way, apart from a logarithmic factor, we arrive at the current best upper bound of O(n 3 log 4 n) for the bit complexity of the mentioned stability problems.
INTRODUCTION
This paper deals with a fast iterative method for the solution of two classical stability problems for a polynomial p(x) = problems which rely on the evaluation of the inertia of Hankel and Bezout matrices. In the view of the Sylvester's law of inertia, this computation can be reduced to determining the block triangular factorization of a n n Hankel matrix H, i.e., H = LDL T where L is a lower triangular matrix with unit diagonal entries and D is a block diagonal matrix. In this way we may solve both the Routh-Hurwitz and the Schur-Cohn zero-location problems by using the fast algorithms for solving Hankel-like linear systems at the computational cost of O(n 2 ) arithmetical operations. In nite precision arithmetic fast Hankel system solvers generally su er from numerical instabilities. Although stable modi cations of fast algorithms for well-conditioned Hankel systems has been recently developed 8], 13], we note that Hankel matrices arising in location problems are usually ill-conditioned 22] and, therefore, direct methods either explicitly assume exact arithmetic or implicitly do so by not considering the e ects of rounding errors. In this respect, by combining subresultant theory and factorization properties of Hankel matrices, in 11] the author derived a fast algorithm for the block triangular factorization of Hankel matrices which restricts the coe cient length growth to an almost linear rate (which is the minimal coe cient growth we can expect without GCD computations). Then, by assuming that the classical algorithm is used for multiplications over Q, we can expect to compute the block triangular decomposition of an Hankel matrix in Boolean time O(n 4 log 2 n). At present, some faster algorithms performing the n-bit integer multiplication, n > 1000, at the Boolean cost of O(n log n log(log n)) have been implemented as a part of a high performance multiprecision package 1], 2].
Di erently, an iterative procedure for the solution of either of the above stability problems was developed and investigated by J. L. Howland 16] in connection with root-squaring iteration S k+1 = S k + S ?1 k 2 ; S 0 = A; (1) used to calculate the sign matrix associated with a given matrix A. Since the classical perturbation theorems for polynomial zeros depend on the absolute values of the coe cients 15] and, moreover, the coe cients of (x + 1) n have length of order O(n log n), then it can easily be seen that a realistic computation of fp (k) (x)g k2N requires at least the precision of O(n log n) bits.
Howland's algorithm adapts the resultant procedure, introduced by Bareiss 3] , to the computations of the polynomials p (k) (x). In this way the evaluation of the coe cients of p (k) (x) in a suitable polynomial basis is reduced to calculating the determinant of a structured matrix, namely a resultant matrix. Then, a classical method of elimination may be applied to obtain the coe cients of p ; q) is equivalent in a polynomial setting to performing the Euclidean algorithm applied to p (k?1) (x) and to the polynomial q(x; y) with respect to the variable x. In this way, we obtain the deteminant of the Bezout matrix generated by p (k?1) (x) and q(x; y) in terms of certain coefcients of the polynomial remainder sequence generated by the Euclidean algorithm applied to these polynomials.
Secondly, in section 3 we describe our basic algorithms. We prove that the evaluation of the needed coe cients, which are polynomials in the variable y, at the Chebyshev points cos( 
which is easily veri ed to be a bivariate polynomial in x and y, is called Bezoutian of u(x) and v(x). The Bezoutian is a rather special bilinear form which appears in the context of the theory of equations, in stability theory and in the classical elimination theory 18]. The n n matrix B(u; v) = (b i;j ) is called the Bezout matrix or, more simply, the Bezoutian generated by u(x) and v(x). Hereafter, the k k submatrix of B(u; v) which has entries in the rst k rows and columns of B(u; v) will be referred to as the k k leading principal submatrix of B(u; v) and will be denoted (B(u; v)) k .
The following Gohberg-Semencul-like formula for the Bezout matrix B(u; v) holds This equality also follows from the well-known representation of the resultant matrix in terms of the Bezoutian one 14].
In order to compute the determinant of the Bezout matrix generated by p (k) (x) and q(x; y) = x 2 ? 2yx + 1, we rst observe that detB(p (k) ; q) = detJB(p (k) ; q)J where J is the permutation matrix having 1 in the antidiagonal, i.e., its (i; j) entry is 1 for j = n?i?1, i; j = 1; : : : ; n. Then, we recall the following result 6] which describes certain properties of the matrix JB(u; v)J in terms of the remainder sequence generated by the Euclidean algorithm applied to u(x) and v(x), that is, r 0 (x) = u(x); r 1 (x) = v(x); r i?1 (x) = r i (x)q i (x) ? r i+1 (x); deg (r i+1 (x)) = i+1 < i ; i = 1; : : : ; L ? 1; where ?r i+1 (x) is the remainder of the division of r i?1 (x) and r i (x) and r L (x) is the greatest common divisor (GCD) of r 0 (x) and r 1 (x). )): Finally, a new application of Proposition 2.1 yields the following result.
ALGORITHMS AND NUMERICAL EXPERIMENTS
In this section we describe an iterative algorithm for the solution of the Routh-Hurwitz problem for a n degree polynomial p(x), that is, for determining the number of its zeros with positive, zero and negative real parts. Without loss of generality, hereafter we will assume that n + 1 = 2 h is an integer power of 2. 2 ) + 9n log n + 4n; which implies that S(n + 1) is less than 9n log The correctness of the algorithm easily follows from relations 2.8, 2.9 and Proposition 2.2. Relations 3.2 involve the evaluation of a polynomial at the 4(n+1) roots of unity, which can be performed by means of an FFT of size 4(n + 1) using only O(n log n) complex arithmetical operations. In the case where p(x) is a real polynomial we need the real parts of a real FFT only. Using the decomposition of the Fourier matrix in terms of the sine and cosine matrices, we are able to compute these values by means of a real cosine transform of size 8n. In this way, the computational cost of each step of Algorithm 1 is that of computing the recursive function InterChe at a set whose cardinality is n + 1. where Round(x) gives the integer closest to x.
We have implemented Algorithm 1 complemented with the stop criterion 3.6 by using Mathematica TM with multiprecision arithmetic. Recently, D. H. Bailey 1] , 2], has proposed a high performance multiprecision Fortran package implementing the fast polynomial arithmetic. Probably, a multiprecision Fortran translation of our algorithm will decrease the computation times with respect to our implementation.
Firstly, we have performed 20 numerical experiments with polynomials of degree 31 with random complex coe cients lying in the rectangle 0; 1] 0; 1] in the complex plane. We have set the precision of the computation, that is, the number of decimal digits which are treated as signi cant for computations, equal to 40. Table 1 below reports the maximum number maxiter of iterations, the minimum number miniter of iterations and the average number, rounded to the nearest integer, averiter of iterations performed during the computations. Concerning the stop criterium, we assume a threshold value = 10 ?4 . We have set the precision of the computation equal to 90 and = 10 ?4 . The reported linear least-squares t to data is y = 4:4667 + 2:0571x.
Clearly, these results agree with the convergence properties of the square root iteration, which are theoretically proved. In particular, they show how the global quadratic convergence right from the start of the square root iteration depends on the geometry of the zeros. In fact, the rate of convergence of the square root iteration 1.3 is entirely dependent on the moduli of Thus, when p(x) admits zeros lying near or on the imaginary axis, we can expect an almost arbitrarily slow convergence. Under these circumstances, the stop criterion 3.6 will never be ful lled. At the same time, Algorithm 1 may be complemented with suitable techniques in order to extract the factor (x ? 1) p (x + 1) q whenever the starting polynomial p(x) has p zeros with positive real parts and q zeros with negative real parts.
In this respect, we have generated 10 monic polynomials of degree 7, with 6 random zeros lying in the rectangle 0; 1] 0; 1] in the complex plane and 1 random zero lying on the imaginary axis in the interval ?1; 1]. We terminate Algorithm 1 when either the condition 3.6 where = 10 ?4 or the condition k > 7 is satis ed; then we compute the polynomial remainder sequence generated by the Euclidean algorithm applied to (x ?1) 7 and p (8) (x). We have run the combined algorithm by using machine precision, i.e., about 18 decimal digits. In all the experiments the maximum of the absolute values of the di erences between the coe cients of (x ? 1) 6 and the coe cients of the rst polynomial remainder is less than 10 ?14 .
