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MALGRANGE-GALOIS GROUPOID OF PAINLEVE´ VI EQUATION WITH
PARAMETERS
DAVID BLA´ZQUEZ-SANZ, GUY CASALE, AND JUAN SEBASTIA´N DI´AZ ARBOLEDA
ABSTRACT. The Malgrange-Galois groupoid of Painleve´ IV equations is known to be, for
very general values of parameters, the pseudogroup of transformations of the phase space
preserving a volume form, a time form and the equation. Here we compute the Malgrange-
Galois groupoid of Painleve´ VI family including all parameters as new dependent vari-
ables. We conclude it is the pseoudogroup of transformations preserving parameter values,
the differential of the independent variable, a volume form in the dependent variables and
the equation. This implies that a solution of Painleve´ VI depending analytically on param-
eters does not satisfy any new partial differential equation (including derivatives w. r. t.
parameters) which is not derived from Painleve´ VI.
1. INTRODUCTION
This article is devoted to the computation of the Malgrange-Galois groupoid of the
Painleve´ VI family,
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including the parameters a, b, c, d, e as variables. In order to make use of the volume
invariant we consider the Painleve´ VI family in its Hamiltonian form, as a vector field in
C3 × C4:
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∂
∂x
+
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∂q
∂
∂p
−
∂H
∂p
∂
∂q
(HPVI)
H =
1
x(x− 1)
[
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(
a(p− 1)(p− x)+
bp(p− x) + (e − 1)p(p− 1)
)
q +
1
4
(
(a+ b+ e− 1)2 − c2
)
(p− x)
]
.
Our main result is that the Malgrange-Galois groupoid of the Painleve´ VI family is the
algebraic pseudogroup of transformations of C7 fixing the values of the parameters (here
π¯ stands for the cartesian projection in the parameter space), inducing a translation on the
x-axis, preserving the volume form dp ∧ dq ∧ dx and preserving ~X .
Date: April 2020.
2010 Mathematics Subject Classification. 34M15, 12H05, 58H05.
Key words and phrases. Painleve´ VI, non-linear differential Galois theory, D-groupoid.
1
2 D. BLA´ZQUEZ-SANZ, G. CASALE, AND J. S. SEBASTIA´N DI´AZ ARBOLEDA
Theorem 5.10. The Malgrange-Galois groupoid of Painleve´ VI equation is given by
Mal( ~X) =
{
φ | π¯ ◦ φ = φ; φ∗(dx) = dx; φ∗( ~X) = ~X;
φ∗(dp ∧ dq) ≡ dp ∧ dq mod da, db, dc, de, dx
}
.(1.1)
As a consequence we have a functional hyper-transcendence result concerning parame-
ter dependent solutions of PVI. A solution depending analytically on the parameters cannot
satisfy any partial differential equation involving derivatives with respect to the indepen-
dent variable and the parameters, except those equations that are derived from Painleve´ VI.
Corollary 5.11. If y(x, a, b, c, e) is a parameter dependent solution of the sixth Painleve´
equation then its annihilator in OJ(C5,C) is the ∂-ideal generated by the sixth Painleve´
equation.
Let us us briefly recall the historical development of differential Galois theory. The
ideas of E. Galois on algebraic equations were extended by E. Picard [22] and E. Vessiot
[25] to linear differential equations. In his Ph.D. thesis [7] J. Drach attempted to define a
Galois group for nonlinear differential equations. In his article, the group-like objet is an
algebraic pseudogroup. E. Vessiot spent years to correct Drach’s mistake. He succeded is
[26] but his work was forgotten. Later, E. Kolchin [12] developed Picard-Vessiot theory in
the framework of differential field extensions and algebraic groups. To an order n linear
differential equation with coefficient in the differential field
(
C(x), ∂∂x
)
is associated an
algebraic sub-group of GLn(C). This group measures algebraic relations between a basis
of solutions and theirs derivatives.
At the turn of the 21st century, H. Umemura [24] and B. Malgrange [15] independently
defined a group-like objet associated to a (nonlinear) differential equation. In Umemura’s
work this object is a Lie-Ritt functor, a special case of infinitesimal group. In Malgrange’s
work the object is an algebraic pseudogroup (D-groupoid) that we call Malgrange-Galois
groupoid. Simultaneously, an important refinement of the Galois group for linear differen-
tial equations was introduced by P. Landesman [13] and by P. J. Cassidy and M. F. Singer
[5]. The “parameterized” Galois group of an order n linear differential equation with co-
efficients1 in
(
C(t, x), ∂∂x
)
(t is a set of parameters), is an algebraic differential subgroup
of
(
GLn(C(t)),
∂
∂t
)
. This “group” is a special case of intransitive pseudogroup and it
measures the differential relations between a basis of solution when one derives them with
respect to x and to t.
In Malgrange’s nonlinear differential Galois theory there is no distinction between
parameters and variables. Therefore, in the complex case, the classical and parameter-
ized Picard-Vessiot theory can be submersed in the nonlinear differential Galois theory.
The corresponding differential Galois groups are recovered as the diagonal parts of the
Malgrange-Galois groupoids. Thus, the Malgrange-Galois groupoid of Painleve´ VI family
is the nonlinear analog of the differential algebraic Galois group in parameterized Picard-
Vessiot theory. Nonlinear monodromy of Painleve´ VI gives elements of Malgrange-Galois
1The extension of parametric Picard-Vessiot theroy that allows coeffiencts in finitely generated fields can be
consulted in [23].
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groupoid. The nonlinear monodromy seen as a selfmap on C2 × C4 preserving the pro-
jection on the parameters space C4 do not satisfies a common algebraic partial differential
equation with coefficients in
(
C(p, q, a, b, c, e), ∂∂p ,
∂
∂q ,
∂
∂a ,
∂
∂b ,
∂
∂c ,
∂
∂e
)
.
The first attempt to compute the Galois groupoid of a Painleve´ equation2 are done by
P. Painleve´ [21] and J. Drach [8], based on the wrong definition of Drach. Computations
are now done for all Painleve´ VI equations [1] and for general values of parameters for
Painleve´ I to V [4]. These works consider fixed values of parameters and compute the
Malgrange-Galois groupoid of the corresponding vector field on C3. Specifically for the
very general set of parameters not in the Picard set we have:
Theorem (Cantat-Loray, [1]). For parameters (a, b, c, e) not in Picard parameter set,
Malgrange-Galois groupoid is given by:
Mal( ~X |C3×{(a,b,c,e)}) =
{
φ : (C3, ∗)
∼
−→ (C3, ⋆) | φ∗dx = dx; φ∗( ~X) = ~X;
φ∗dp ∧ dq = dp ∧ dq mod dx
}
In this formula a, b, c, e are fixed parameters. The asterisk and the star stand for arbi-
trary points in C3.
These are groupoid are “simple”. Therefore the Malgrange-Galois groupoid has to be
a D-groupoid in C7 whose restriction to specific values of parameters yields the “simple
groupoid” of volume preserving transformations. This is a similar situation to that of the
linear case treated in [23], where the computations where carried out by means of the so
called Cassidy theorem [6] on the structure of differential subgroups of simple groups. In
the nonlinear situation, one has to replace Cassidy theorem by an algebraic version of Kiso-
Morimoto theorem [11], and apply the non-existence of isomonodromic transformations
to get our main result.
1.1. Organization of the paper. In section §2 we recall the notion of algebraic pseu-
dogroup (wich from now on will be termed D-groupoid). Our exposition is a simplified
version of that in [15, 17]. This simplification is justified in Appendix A. In section §3 we
introduce the Malgrange-Galois groupoid of a vector field, which is a particular case of
the notion of Galois groupoid of a foliation treated in [15, 17]. In section §4 we prove an
algebraic version of Kiso-Morimoto theorem. Finally, in §5 we put together all the pieces
to carry on the computation of the Malgrange-Galois groupoid of Painleve´ VI family.
2. D-GROUPOIDS
In this section we develop the basic tools for dealing withD-groupoids. For more details
and complete proofs see [15, 17, 4]. Note that the first analytic definition of D-groupoid
in [15] was replaced by an algebraic one in [17]. Here we present an alternative definition
(Definition 2.6); with the advantage of not referring to the differential ring sheaf structure
of the regular functions on Aut(M); the equivalence with Definition 5.2 in [17] is given
in appendix. Along this section, M is an affine smooth irreducible complex variety and
C(M) is its field of rational functions.
2For fixed values of parameters.
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2.1. Rational groupoids of Gauge transformations. Let π : P → M be a principal
bundle modeled over an affine algebraic group G. Without loss of generality we as-
sume that P is also an affine and irreducible smooth variety. We consider the groupoid
(s, t) : Iso(P )→M ×M of G-equivariant transformations between the fibers of π.
Iso(P ) = {σ : Px → Py : x, y ∈M, σ isG-equivariant} .
Definition 2.1. A rational groupoid of gauge transformations of P is a subvariety G ⊆
Iso(P ) satisfying:
(a) There is an open subset U ⊂M such that (s, t) : G|U → U ×U is a Lie groupoid.
(b) For any open subset U ⊂M G|U is Zariski closed in G.
A useful way of defining a groupoid is through its invariants. Let F : M → V be a
rational map. We define the groupoid Sym(F ) of symmetries of F as the Zariski closure
of the set: {
σ ∈ Iso(P ) : p ∈ Ps(σ) ∩ dom(F ) 6= ∅ and
for all p ∈ Ps(σ) ∩ dom(F ) F (p) = F (σ(p))
}
Moreover, for a given subset F ⊆ C(P ) of rational functions we have,
Sym(F) =
⋂
F∈F
Sym(F ).
Reciprocally, given a rational groupoid of Gauge transformations G it has an associated
field of invariants:
Inv(G) = {f ∈ C(P ) : ∀σ ∈ G, p ∈ Ps(σ) ∩ dom(f), f(p) = f(σ(p))}.
Following [23], Proposition 2.18, there is a natural correspondence:
Proposition 2.2 (Galois correspondence). The assignation G  Inv(G) is a bijective
correspondence (and anti-isomorphism of lattices) between the set of rational groupoids
of gauge transformations of P and the set of G-invariant subfields of C(P ) containing C.
Its inverse is given by F Sym(F).
Let ~X be a G-invariant rational vector field. Its field of rational first integrals is,
C(P )
~X = {f ∈ C(P ) : ~X · f = 0}.
TheG-invariance of ~X implies that of the field C(P )
~X .
Definition 2.3. The Galois groupoid of the G-invariant rational vector field ~X is,
Gal( ~X) = Sym(C(P )
~X).
2.2. Frame bundles. Let m be the complex dimension of M . Let Γk be the group of
k-jets of germs of biholomorphisms of (Cm, 0). They form a projective systems of affine
algebraic groups,
. . .→ Γk → Γk−1 → . . .→ Γ1 ≃ GLm → {1}.
The projective limit Γ = limk Γk exists as a pro-algebraic group: the group of formal
automorphimsm of (Cm, 0).
Definition 2.4. A k-frame inM is the k-jet at 0 ∈ Cm of a germ of biholomorphism from
(Cm, 0) toM .
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The set of k-frames RkM is a variety endowed of a natural projection ontoM , j
k
0ϕ 7→
ϕ(0), and an action of Γk by composition on the right side that give to RkM → M the
structure of a principal Γk-bundle. The structures for different orders k are compatible, in
the sense that the following diagram:
Γk+1 × Rk+1M //

Rk+1M

Γk × RkM // RkM
(jk+10 ψ, j
k+1
0 ϕ)
//

jk+10 (ψ ◦ ϕ)

(jk0ψ, j
k
0ϕ)
// jk0 (ψ ◦ ϕ)
is commutative. We have a chain of projections,
. . .→ RkM → Rk−1M → . . .→ R1M ≃ L(TM)→M.
The projective limit RM = limk RkM exists as a pro-algebraic bundle and it is principal
Γ-bundle. We have a chain of field extensions:
C ⊂ C(M) ⊂ C(R1M) ⊂ C(R1M) ⊂ . . . ⊂ C(RM) =
⋃
k
C(RkM).
Where elements inC(RkM) are termed differential functions of order k. The fieldC(RM)
has an additional structure of∆-field, where∆ = {δ1, . . . , δm} is the set of total derivative
operators with respect to the cartesian coordinates ε1, . . . , εm in C
m. If x1, . . . , xm is a
transcendence basis of C(M), then we will have that the set {δαxj}1≤|α|≤k is a transcen-
dence basis and a system of generators of C(RkM) over C(M), thus
C(RkM) = C(M)({δ
αxj : j = 1, . . . ,m |α| ≤ k}).
The total derivative operators find their formal expression in coordinates as:
δj =
∑
|α|≥0
m∑
ℓ=1
(δjδ
αxℓ)
∂
∂(δαxℓ)
.
There is a geometric mechanism of prolongation of vector fields (see, for instance [17])
such that any vector field ~X in M prolongs to a unique Γk-invariant rational vector field
~X(k) in RkM with the properties:
(1) ~X(k) projects onto ~X(k−1), and ~X(0) = ~X.
(2) The prolongation commutes with total derivative operators in the following sense:
~X(k+1) ◦ δj = δj ◦ ~X
(k).
Note that:
(a) If ~X is a rational vector field inM then ~X(k) is a derivation of C(RkM).
(b) If ~X is a local analytic vector field defined in a connected open (in the usual
topology) subset U ⊂ M then ~X(∞) is a derivation of the field of meromorphic
functionsM(RkU) defined on RkU , the open (in the usual topology) subset of
RkM of k-frames with base point in U . Note also that C(RkM) ⊆M(RkU).
(c) If ~X is a jet of vector field at p in M then we can see ~X(k) as a derivation in
the following way. Let M̂p be the quotient field of the ring of jets of functions
Ĉ[M ]p, themp-adic completion ofC[M ]. Then
~X(k) is a derivation of M̂p⊗C(M)
C(RkM).
In the limit we have a prolongation ~X(∞) which can be seen as a derivation in the following
sense:
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(a) If ~X is a rational vector field inM then ~X(∞) is a derivation of C(RM).
(b) If ~X is a local analytic vector field defined in a connected open subset U ⊂ M
then ~X(∞) is a derivation of the field of meromorphic functions:
M(RU) =
⋃
k
M(RkU).
Note that C(RM) ⊆M(RU).
(c) If ~X is a jet of vector field at p in M then ~X(∞) is a derivation of M̂p ⊗C(M)
C(RM).
The assignation ~X  ~X(∞) is compatible with the Lie bracket. Let us consider XM the
Lie algebra of rational vector fields on M . The field C(RM) has a natural structure of
∆XM -field where the elements of XM are seen as derivations through the prolongation
mechanism.
2.3. Groupoid of automorphisms ofM .
Definition 2.5. Let (s, t) : Autk(M)→M ×M be the groupoid of k-jets of local invert-
ible biholomorphisms ofM .
Autk(M) acts by composition on the k-th frame bundle:
Autk(M)×M RkM → RkM (j
k
pf, j
k
0ϕ) 7→ j
k
0 (f ◦ ϕ).
A direct calculus show that the groupoidAutk(M) is, in fact, the groupoid of gauge trans-
formations of the k-th frame bundle, Autk(M) ∼= Iso(RkM). Given jkpσ ∈ Autk(M)
with source p and target q let us denote (jkpσ)
(k) the induced Γk-equivariant map from
(RkM)p and (RkM)q:
(Cm, 0)
ϕ
//
ψ
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
(M,p)
σ

(M, q)
(jkpσ)
(k)(jkpϕ) = j
k
kψ.
We also have a projective system:
Autk(M)→ . . .→ Autk(M)→ Aut0(M) =M ×M
where the projective limit,
Aut(M) = lim
←
Autk(M)
is the pro-algebraic groupoid of formal non-singularmaps. As before,Aut(M) ∼= Iso(RM).
Given σ ∈ Aut(M) with source p and target q we write σ(∞) for the corresponding Γ-
equivariant map from (RM)p to (RM)q .
2.4. D-groupoids. By a closed subset in Aut(M) we mean a subset that is closed in the
initial topology with respect to all projections Aut(M)→ Autk(M). Such closed subset
Z is a sequence of Zariski closed subsets Z = {Zk}k∈N such that:
(a) Zk ⊆ Autk(M)
(b) Zk+1 dominates Zk by projection.
With such definition, a formal jet jpϕ is in Z if and only if j
k
p ∈ Zk for all k.
Definition 2.6. We say that G (≃ {Gk}k∈N) is a D-groupoid of transformations ofM if:
(a) For all k, Gk is a rational subgroupoid of AutkM .
(b) For any f ∈ Inv(Gk) and j = 1, . . . ,m we have δjf ∈ Inv(Gk+1).
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Remark 2.7. D-groupoids should be seen as spaces of solutions of certain PDE systems.
We say that a local biholomorphisms σ between open subset ofM in in G if for all p in its
domain of definition jpσ ∈ G.
Given a D-groupoid G we define its field of differential invariants as:
Inv∆(G) =
⋃
k
Inv(Gk) ⊆ C(RM).
Condition (b) implies that Inv∆(G) is a ∆-subfield of C(RM). Reciprocally, given a ∆-
subfield F we can define its D-groupoid of symmetries Sym∆(F) ≃ {Sym∆(F)k}k∈N
with:
Sym∆(F)k = Sym(F ∩ C(RkM)).
We have a Galois correspondence between D-groupoids and their ∆-fields of differential
invariants.
Proposition 2.8 (∆-Galois correspondence). The assignation G  Inv∆(G) is a bijec-
tive correspondence (and anti-isomorphism of lattices) between the set of D-groupoids of
transformations of M and Γ-invariant ∆-subfields of C(P ) containing C. Its inverse is
given by F Sym∆(F)
Proof. Note that if F is a Γ-invariant ∆-subfield of C(RM) containing C then the inter-
section F∩C(RkM) is a Γk-invariant subfield of C(RkM) containingC. The proposition
follows by application of Proposition 2.2. 
Le G = {G}k be a D-groupoid inM . By a finiteness theorem of Kolchin ([12] p. 112
Proposition 14) the ∆-field Inv∆(G) is ∆-finitely generated. There is a minimum r such
that Inv∆(G) in ∆-generated by Inv(Gr). This minimum r is the order of the D-groupoid
G. Moreover, let U ⊂ M be a Zariski open subset such that Gr|U is a groupoid, we have
that G|U is a groupoid.
2.5. D-Lie algebras. Let us now consider the jet bundle J(TM/M)→ M . Its elements
are formal vector fields in M and thus it is a bundle by Lie algebras with the usual Lie
bracket of formal vector fields. Therefore, the space of rational sections
Γrat(J(TM/M)) = lim
←
Γrat(Jk(TM/M))
is a C(M)-Lie algebra.3
Definition 2.9. A rational linear sub-bundle of Jk(TM/M) is an irreducible Zariski closed
subset Vk ⊂ Jk(TM/M) such that there is an open subset U ⊆M such that V |U → U is
a vector bundle.
As linear bundles are rationally trivial a rational linear sub-bundle is characterized by
its space of rational sections Γrat(Vk) ⊂ Γrat(Jk(TM/M)). There is a natural bijective
correspondence between rational linear sub-bundles of Jk(TM/M) and C(M)-subspaces
of Γrat(Jk(TM/M)). In the projective limit J(TM/M) we consider the initial topology.
Thus, a closed subset V ⊂ J(TM/M) is a sequence V = {Vk}k∈N with Vk Zariski closed
in Jk(TM/M) and such that Vk+1 dominates Vk by projection.
3There is also a Lie algebroid structure for each order Jk(TM/M), and then a natural Lie algebra structure
in each space of sections Γrat(Jk(TM/M)) given by the so-called Spencer bracket. But we are not going to
make use of such structures.
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Definition 2.10. A rational linear sub-bundle of J(TM/M) is an irreducible closed sub-
set V = {Vk}k∈N such that for all k we have that Vk is a rational linear sub-bundle of
Jk(TM/M).
Analogously, there is a natural bijective correspondence between rational linear sub-
bundles of of J(TM/M) and C(M)-subspaces of Γrat(J(TM/M)). In what follows we
will define the notion of D-Lie algebra a certain kind of C(M)-subspace of
Γrat(J(TM/M)); but we will apply the notion indistinctly to rational linear sub-bundles
of J(TM/M).
Definition 2.11. The ring of rational differential operator in M is be the ring DM of C-
linear endomorphisms of C(M) generated by:
(a) C(M) acting by multiplication
(b) The Lie algebra of rational vector fields XM
We set the degree of rational functions equal to 0 and that of vector fields to be 1. Thus,
DM is a non commutative graded ring. It isC(M)-bimodulewith left (f ◦θ : g 7→ f(θ(g)))
and right (θ ◦ f : g 7→ θ(fg)) multiplication.
Let Ω1M = X
∗
M be the C(M)-space of rational 1-forms in M . The space of rational
differential operators from XM to C(M) is the tensor product:
Diff(XM ,C(M)) = DM ⊗
C(M)
Ω1M .
Note that the tensor product is constructed by means of the right C(M)-module structure
in DM . Thus, Diff(XM ,C(M)) is a left DM -module.
Differential operators are linear functions on the jet bundle. The coupling of a rational
differential operator and a formal vector field ~X ∈ J(TM/M) with base point p is given
by (L⊗ ω)( ~X) = L(ω(X))(p). Note that, if p is in the domain of ω and L and ω(X) and
L(ω( ~X)) are formal functions at p. When we couple a rational differential operator with a
rational section of J(TM/M) we obtain a rational function. More over we have a duality:
Diff(XM ,C(M))
∗ = Γrat(J(TM/M)).
Definition 2.12. Let L = {Lk}k∈N be a rational linear sub-bundle of J(TM/M). We say
that L is a D-Lie algebra of transformations ofM if:
(a) Its space of sections Γrat(L) is a Lie subalgebra of Γrat(J(TM/M)).
(b) Its DM -module of vanishing differential operators:
ann(L) = {θ ∈ Diff(XM ,C(M)) : ∀ ~X ∈ L θ( ~X) = 0}
is a DM -submodule of Diff(XM ,C(M)).
Remark 2.13. D-Lie algebras should be seen as spaces of solutions of certain linear PDE
systems. Let L = {Lk}k∈N be a D-Lie algebra in M seen as a linear sub-bundle of
J(TM/M). We say that a local analytic vector field ~X is in L if for all p in its domain of
definition jp ~X ∈ L (or equivalently, for all p and k jkp ~X ∈ Lk).
Remark 2.14. For the sake of simplicity we presented the definition of D-Lie algebra in
terms of C(M)-vector spaces instead as coherent sheaves of differential operators as it is
done in [15] §3, [17] §5.6 or [16] §4. However, it is clear that the C(M)-space of rational
differential operators ann(L) in Definition 2.12 can be seen as a coherent D-module of
differential operators. In particular we have the following results:
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(a) The D-Lie algebra and its module of vanishing differential operators ann(L) de-
termine each other.
(b) There is an open subset U ⊂M such that for all k Lk|U is a linear bundle over U
(Proposition 4.1 in [16]).
2.6. D-Lie algebra of a D-groupoid. Given a D-groupoid of transformations of M we
may ask for its infinitesimal generators: vector fields ~X such their exponential exp(t ~X) is
in G wherever it is defined.4
Definition 2.15. Let G = {Gk}k∈N be a D-groupoid of transformations ofM . The D-Lie
algebra of G is
Lie (G) =
{
~X ∈ J(TM/M) : ~X(∞)Inv∆(G) = 0
}
It is clear that as a sequence of rational linear sub-bundleswe haveLie(G) = {Lie(Gk)}k∈N
where:5
Lie(Gk) =
{
jkpX ∈ Jk(TM/M) : X
(k)Inv(Gk) = 0
}
By construction, the space of rational sections of Lie(G) is closed by Lie bracket. There-
fore, it is a D-Lie algebra.
3. MALGRANGE-GALOIS D-GROUPOID
3.1. Malgrange-Galois D-groupoid of a vector field. In this section M is an affine
smooth algebraic variety of dimension m. Let ~X be a rational vector field on M . Let
us recall that for all k the k-th prolongation ~X(k) is a Γk-invariant vector field in C(RkM)
and ~X(∞) is a Γ-invariant derivation of C(RM).
Definition 3.1. The field of rational differential invariants of ~X is the field of constants of
the derivation ~X(∞):
C(RM)
~X = {f ∈ C(RM) : ~X(∞)f = 0}.
Let us list some elementary self evident properties of C(RM)
~X :
(a) As the derivation ~X∞ commuteswith the total derivative operators∆ = {δ1, . . . , δm}
it follows that C(RM)
~X is a ∆-field.
(b) Since for all k, ~X∞|C(RkM) =
~X(k) we have that the field of rational differential
invariants of order ≤ k,
C(RkM)
~X = C(RkM) ∩ C(RM)
~X
is the field of rational first integrals of the vector field ~X(k).
(c) Clearly:
C(RM)
~X =
⋃
k
C(RkM)
~X .
4 The reader may note that the Lie algebroid of Autk(M) is the k-jet bundle Jk(TM/M). To a k-jet j
k
p
~X
of vector field at p ∈M it corresponds the tangent vector:
d
dt
∣
∣
∣
∣
t=0
jkp exp(t ~X) ∈ Tjkp (IdM )
(Autk(M)).
However, we are not going to make explicit use of such structure.
5The reader may guess that, outside the singular set, Lie(Gk) is in fact the Lie algebroid of the Lie groupoid
Gk . We are not going to make explicit use of this fact.
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(d) As ~X(∞) is Γ-invariant the ∆-field of rational differential invariants C(RM)
~X is
Γ-invariant.
Definition 3.2. The called Malgrange-GaloisD-groupoid of ~X is:
Mal( ~X) = Sym∆(C(RM)
~X),
theD-Lie groupoid corresponding by means of the∆-Galois correspondence (Proposition
2.8) to the∆-field C(RM)
~X .
The reader may be aware that this definition does not coincide with that in [15, 17]. The
equivalence between three different definitions ofMal( ~X), including Definition 3.2 can be
found in [4] The´ore`me 3.16.
Remark 3.3. Applying the definition of Sym∆(C(RM)
~X) we may write a direct descrip-
tion of the Malgrange-Galois groupoid:
Mal( ~X) =
{
σ ∈ Aut(M) : ∀f ∈ C(RM)
~X σ(∞) ◦ f = f |(RM)s(σ)
}
,
the Malgrange-Galois groupoid of ~X is the D-groupoid of transformations ofM that fixes
the rational differential invariants of ~X .
If is clear that as a sequence of rational subgroupoids of Autk(M) we haveMal( ~X) =
{Malk( ~X)}k∈N where Malk( ~X) is the rational subgroupoid of Autk(M) whose field of
invariants is C(RkM)
~X . Therefore:
Malk( ~X) = Gal( ~X
(k)).
ThisMalk( ~X) is termed the Malgrange-Galois groupoid of order k of ~X .
3.2. Specialization theorem. Let us examine a parametric version of nonlinear Galois
theory and a specialization result stated in [4] §4. Let ρ : M → S be a surjective smooth
map of smooth affine varieties with smooth irreducible fibers of dimension r. For each
s ∈ S we considerMs = ρ−1({s}). Let ~X be a rational vector field tangent to ρ i.e. such
that dρ( ~X) = 0. We assume (by replacingM by an affine open subset if necessary) that
~X restricts to a rational vector field ~X|Ms at each fiber Ms. The bundle of partial frames
ofM with respect to ρ of order k, is defined as
Rk(M/S) =
⋃
s∈S
R(Ms).
which turns out to be an affine variety and a principal bundle over Γ′k = Autk(C
r, 0). The
groupoid of gauge isomorphisms of R(M/S) turn out to be:
Autk(M/S) =
⋃
s∈S
Autk(M |s),
which is an algebraic groupoid of transformations of M . The rational vector field ~X can
be prolonged to a Γ′k-invariant rational vector field (
~X/S)(k) in Rk(M/S)
( ~X/S)(k)(p) = ~X|
(k)
Mρ(p)
.
As in the general theory, we may take the limit in k obtaining the bundle of partial frames
ofM with respect to ρ,
R(M/S) =
⋃
s∈S
R(Ms).
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which turns out to be a principal bundle over Γk = Aut(C
r, 0). The field of rational
functions C(RM) is also endowed with the total derivative operators ∆′ = {δ1, . . . , δr}
and it is a ∆′-field. The derivation ( ~X/S)
(∞)
defined as,
( ~X/S)(∞)f = ( ~X/S)(k)f for f ∈ C(Rk(M/S)),
commutes with∆′. The groupoid of gauge isomorphisms6 of R(M/S) is,
Aut(M/S) =
⋃
s∈S
Aut(Ms).
The partial Malgrange groupoid is defined for each order,
Mal( ~X/S) = lim
←
Gal(( ~X/S)(k)).
For each s ∈ S we have that Aut(Ms) is a Zariski closed subset of Aut(M/S). Thus, we
can speak of the restriction of the partial Galois groupoid to a fibre,
Mal( ~X/S)|Ms = Mal( ~X/S) ∩Aut(Ms).
Note that this restriction is D-groupoid inM for generic values of s. The following is one
of the statements in [4] The´ore`me 4.87.
Theorem 3.4. For all s ∈ S,Mal(X |Ms) ⊂ Mal( ~X/S)|Ms .
3.3. Projection theorem. Let π : P → M be a G-principal bundle. Assume we have a
normal algebraic subgroup K of G and write G = G/K . Let us consider q : P → P =
P/K , p 7→ p. Then P is a G-principal bundle overM . The actions commute: pg = pg.
There is also a projection q∗ of groupoids,
IsoP
q∗
//
s,t
##❍
❍
❍
❍
❍
❍
❍
❍
❍
IsoP
s,t

M
where the isomorphism σp,q (that sends p ∈ P to q ∈ P ) is sent to σp,q .
Theorem 3.5. Let ~X be a rationalG-invariant vector field in P . Then
q∗(Gal( ~X)) = Gal(q∗ ~X).
Proof. It is a particular statement of a result in [3]. However it suffices to note that
q∗(C(P )q∗
~X) ⊆ C(P )
~X . 
Now, as in subsection §3.2, let us consider ρ : M → S. Let G be the subgroup of Γ of
maps that leave Cr ⊂ Cm invariant, where we identify Cr inside Cm as Cr = {εr+1 =
· · · = εm = 0}. Explicitly we have
G =
{
φ : (Cm, 0)→ (Cm, 0) :
∂φi
∂εj
= 0 for i = 1, . . . ,m; j = m+ 1, . . . , n
}
Let us consider RρkM the set of k-jets of biholomorphisms (C
m, 0) → (M,p) that
send the subspace Cr to the fiber Mρ(p). If a frame is in R
ρ
kM then it can be restricted
to (Cm, 0) obtaining a frame of the fiber. By taking projective limit we obtain RρM ⊂
RM as a G-subbundle, a reduction of strcuture group of RM from Γ to G. The gauge
6It can be seen as a quotient of the algebraic subgroupoid Sym∆(C〈ρ
∗C(S)〉∆) ⊂ Autk(M))
7The reader should be aware that the notation in the reference is different. There the Malgrange-Galois
groupoid appears as Gal and notMal.
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groupoid Iso(RρM)is identified with Aut(M)ρ = Sym∆(ρ
∗C(S)) the D-groupoid of
formal maps respecting the projection ρ. As dρ(X) = 0 we haveX(∞) is tangent to RρM
andMal( ~X) ⊂ Aut(M). G acts on RρM . There is a natural exact sequence,
0→ K → G→ Γ′ → 0
given by the restriction to Cm. Here,K is the subgroup of formal maps in Cn inducing the
identity in Cm. A frame in RρM can be restricted to Cm, and therefore we obtain a frame
on a fiber of ρ. Thus, we have a projection,
RρM −→ Rρ(M)/K ≃ R(M/S), φ 7→ φ|Cm .
It is straightforward thatX(∞) is projectable and projects onto (X/S)∞. By Theorem 3.5
(applied to all finite orders k) we get a surjective map,
Mal( ~X) −→ Mal( ~X/S).
We define the restriction of the Malgrange groupoid of X to a fiber as Mal( ~X)|Ms =
Mal( ~X/S)|Ms . From Theorem 3.4 we get:
Corollary 3.6. For all s ∈ S,Mal( ~X)|Ms ⊃ Mal( ~X|Ms).
4. KISO–MORIMOTO THEOREM FOR D-LIE ALGEBRAS
A D-Lie algebra is, outside of its singularities, a continuous Lie algebra sheaf of vector
fields. A result from Kiso [11] based on a Lemma that he attributes to Morimoto (Proposi-
tion 4.1 in [11]) allows to classify all continuous Lie algebra sheaves acting transitively on
the fibers of a bundle and leaving an invariant volume form on the fibers. The hypothesis
of Kiso-Morimoto apply to someD-Lie algebra related to the Malgrange-Galois groupoid.
Here we present an algebraic version of Kiso-Morimoto theorem, the proof is the same as
in the original paper [11], but reasoning on the generic point. The only new point is the
algebraicity of the foliations F and G.
Let us set up the main elements relevant to the statement. Let us consider a regular
submersion ρ : M → S between irreducible affine varieties. We also set, along this section
m = dimM − dimS. For each s ∈ S let us denote by Ms its fiber by ρ. Also, let us
denote by P = ker(dρ) ⊂ TM the foliation whose leaves are the fibers of ρ and by XP
the Lie algebra of rational vector fields tangent to P . Note that P⊥ = ρ∗TM ⊂ T∗M is
the bundle of 1-forms vanishing on P . Second, assume that L is a D-Lie algebra such that
for all jet of vector field ~X ∈ L at any p ∈ M is dρ(X) = 0. Then, for each s ∈ S we
may consider the restriction
L|Ms = { ~X|Mρ(p) :
~X ∈ L based at p ∈M with ρ(p) = s},
which is a D-Lie algebra inMs.
Theorem 4.1 (Kiso–Morimoto). Let ρ : M → S be a regular submersion between irre-
ducible affine varieties. Let L be a D-Lie algebra inM such that:
(Hyp1) L is tangent to ρ, meaning that for any formal vector field ~X ∈ L, dρ( ~X) = 0.
MALGRANGE-GALOIS GROUPOID OF PAINLEVE´ VI EQUATION WITH PARAMETERS 13
(Hyp2) There exists a rationalm-form ω ∈ ΩmM such that for generic s ∈ S, ω|Ms is not
zero and satisfies8
(4.1) L|Ms =
{
~X ∈ J(TMs/Ms) such that Lie ~X ω|Ms = 0
}
.
Then there exists a singular foliationH overM such that
L =
{
~X ∈ J(TM/M) | dρ( ~X) = 0, Lie ~Xω ≡ 0 mod ρ
∗Ω1S ,
(4.2) ∀~Y ∈ XH [ ~X, ~Y ] ∈ XH
}
.
moreoverH is ρ-projectable and rank(H) = rank(ρ∗H).
Remark 4.2. By restriction to a suitable Zariski open subset U ⊂M we may:
(a) Assume that for all k ∈ N, Lk →M is a regular linear bundle.
(b) Assume that ω|Ms is a regular volume form for all s ∈ S.
The proof will take several steps. First, we shall find the foliation H, that appears as
the linear isotropy of L. Then we will consider L the D-Lie algebra given in equation
(4.2). Then we will check if L = L. Before the exposition of the proof, we need some
preliminary considerations.
4.1. On the DM -module N = ann(L). Let Ω
1
M/S be the C(M)-space of rational 1-
forms restricted to the fibers of ρ, i.e. rational sections of P∗. We have a natural exact
sequence.
0 // C(M)⊗C(S) ρ
∗Ω1S
// Ω1M
// Ω1M/S
// 0
The DM -module DM ⊗C(M) ρ
∗ΩS1 is the DM -module of differential operators from XM
onto C(M) vanishing on vector fields tangent to the fibers of ρ. By (Hyp1) in Theorem
4.1 we have that DM ⊗C(M) ρ
∗Ω1S ⊆ N . Thus, by taking tensor product with DM and
restricting the above sequence to N we obtain exact sequences of DM -modules:
0 // DM ⊗C(M) ρ
∗Ω1S
// Diff(XM ,C(M))
rst
// Diff(XP ,C(M)) // 0
0 // DM ⊗C(M) ρ
∗Ω1S
=
// N
⊂
rst
// rst(N)
⊂
// 0
as N contains the kernel of rst it follows that rst−1(rst(N)) = N . Let DM/S ⊂ DM be
the ring generated by C(M) and XP , consisting of rational differential operators that are
tangent to the fibers of ρ. Then, we have:
DM/S ⊗
C(M)
Ω1M/S ⊂ Diff(XP ,C(M)).
Now, let us define N = rst(N) ∩ (DM/S ⊗C(M) Ω
1
M/S). This DM/S-module N is LDE
of the restriction of L to a generic fiberMs.
8Note that if ~X ∈ J(TM/M) is a jet of vector field in M and ω is an analytic form then Lie ~Xω is well
defined as a jet of form. The Lie derivative of a rational form is also well defined at the points outside its domain a
a local meromorphic form by considering the rational form as linear combination of analytic forms with rational
coefficients.
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Let us consider now the invariantm-form ω. Let ω¯ = ω|P which is a regular section of
ΩmM/S . For each
~X ∈ XP we define the value of the divergence operator
divω¯( ~X) =
Lie ~X ω¯
ω¯
∈ C(M).
The divergence operator is a first order differential operator divω¯ ∈ DM/S ⊗C(M) Ω
1
M/S .
We can reformulate (Hyp2) in Theorem 4.1 as N = DM/Sdivω¯ , it follows:
rst(N) ⊇ DMN = DMdivω¯.
4.2. Symbol and linear isotropy of L. Here we will see how to recover the foliation H
from the linear isotropy of L.
Definition 4.3. For p ∈M let L≥kp = Lp ∩m
k
pJ(TM/M)p be the space of formal vector
fields in Lp that vanish up to order k at p
9. Then,
L≥k =
⋃
p∈M
L≥kp
is a linear subbundle of L. Let us define,
gk = L≥k+1/L≥k+2 g =
∞⊕
k=0
gk;
each gk is a finite rank regular linear bundle overM , so-called k-th symbol of L, and g is
a graded linear bundle, so-called the symbol of L. As g0 consists of linear parts of vector
fields around fixed points, it is also termed the linear isotropy of L.
By definition and Kuranishi’s fundamental identificationmk+1p /m
k+2
p ≃ S
k+1T∗pM we
have that gk is a linear subbundle of Sk+1T∗M ⊗ P described by the principal symbol of
the differential operators of order (k + 1) of N . For k = 0 we have:
g0 ⊂ T∗M ⊗ P = Lin(TM,P) ⊂ End(TM).
Note that the Lie bracket of linear vector fields coincides with the bracket of endomor-
phisms. From being L a Lie-algebra bundle, it follows that g0 is a Lie algebra sub-bundle
of End(TM). It consists of the linear parts of formal vector fields of L around a fixed
point. Therefore g0 is termed linear isotropy of L.
Lemma 4.4. Let us assume that there is a foliationH inM such that equation (4.2) holds.
Necessarily H ⊆ ker g0.
Proof. Let us consider p ∈ M , ~Y ∈ XP , and v ∈ L that vanishes at p with linear part
v1 ∈ T∗pM⊗Pp . In a system of local coordinates {xi} vanishing at pwe have expressions:
~Y = Yi
∂
∂xi
+ o(x), v =
∑
i,j
vijxi
∂
∂xj
+ o(x2)
and then,
0 = [~Y , v] = ~Y ◦ v − v ◦ ~Y = Yiv
i
j
∂
∂xj
+ o(x).
By evaluating at p we get 0 =
∑
i v
i
jYi and this implies
~Yp ∈ ker v1. 
9Here mp is the maximal ideal of the local ring of formal developments of functions at p
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4.3. Structure of the linear isotropy. Let us consider the restriction map,
rst|P : Lin(TM,P) = T
∗M ⊗ P → P∗ ⊗ P = End(P),
note that this restriction is also a Lie algebra bundle morphism (with the commutator of
endomorphisms, or equivalently with the Lie bracket of linear parts of vector fields). The
kernel of the restriction rst|P is the bundle b = P⊥ ⊗ P of linear maps from TM to P
vanishing along P . We have an exact sequence,
0 // b // Lin(TM,P) // End(P) // 0
Note that for any elements b1, b2 ∈ b we have b1 ◦ b2 = 0 (as endomorphisms of TpM
for some p ∈ M ) and therefore b is an abelian Lie algebra bundle. Since b consists on
linear maps vanishing along P and P⊥ = ρ∗T∗S ⊂ T∗M we obtain b = ρ∗T∗S ⊗ P =
Lin(ρ∗T∗S,P).
Lemma 4.5. The image g0 in End(P) is the Lie algebra bundle of trace free endomor-
phisms of P . That is:
g0|P = sl(P).
Proof. Let’s us fix p ∈M and see that g0p|Pp = sl(Pp). Let s be ρ(p).
(a) g0p|Pp ⊆ sl(Pp). Let v
1 ∈ g0p. Let ~X ∈ Lp be a formal vector field with base point
at p whose linear part is v1. Then v1|Pp is the linear part of ~X|Ms . By (Hyp2)
in Theorem 4.1 we have that ~X|Ms is a divergence free formal vector field with
respect to the volume ω. Therefore, its linear part v1|Pp is trace free.
(b) sl(Pp) ⊆ g0p|Pp . Let us fix w
1 ∈ sl(Pp). By (Hyp2) in Theorem 4.1 there is a
formal vector field ~Y ∈ (L|Ms)p vanishing at p and whose linear part isw
1. Then,
there is ~X ∈ Lp such that ~X |Ms = ~Y . The linear part of ~X at p is in g
0 and its
restriction to Pp is w1.

Define a = b ∩ g0. we have an exact sequence:
0 // a // g0 // h // 0
with a ⊂ b.
Lemma 4.6. sl(P) acts on b by left composition with the properties:
(a) For all g ∈ g0p, b ∈ bp, [g, b] = g|Pp ◦ a.
(b) The action of sl(P) in b preserves a.
Proof. For h ∈ sl(Pp) and b ∈ bp. Let h˜ ∈ g0p be any representative such that h˜|Pp = h.
Since the image of b is contained in Ph we have:
[h˜, b] = h˜ ◦ b− b ◦ h˜ = h˜ ◦ b = h ◦ b.
Finally, in the above equation, if b ∈ ap then b ∈ g0, and then [h˜, a] = h ◦ a ∈ g0p we also
have h ◦ a ∈ bp therefore h ◦ a ∈ g0p ∩ bp = ap. 
The following result is Morimoto’s Lemma (Proposition 4.1. [11] or Lemma 9.1. in
[18]). Since we additionally state the rationality of the bundle, we include the proof.
Lemma 4.7. There is a rational linear sub-bundleA ⊂ TM such that a = A⊥ ⊗ P .
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Proof. If a = 0 the lemma is true. Let us assume a 6= 0. Along the proof of the lemma
we replace M by an affine open subset, or by a finite covering of an affine open subset
whenever we need. At the end we will check that the linear bundle A of the statement is
well defined over M . Then, we may assume that a decomposes as direct sum of sl(P)-
invariant irreducible bundles,
a = a1 ⊕ . . .⊕ ar
all of them different from 0. For each j = 1, . . . , r let us consider the internal contraction:
int(j) : XM → Γ
rat(Lin(aj,P)).
Here int(j)( ~X) : a 7→ a( ~X) where a is a section of linear maps from TM to P . The
internal contraction is compatible with the sl(P)-action and therefore for any ~X ∈ XM
int(j)( ~X) : Γrat(a1) → Γrat(P) is Γrat(sl(P))-equivariant. By Schur’s Lemma the di-
mension of the image of int(j) is either 0 or 1. If it is 0, then it follows that aj = 0 which
is in contradiction with our hypothesis. Therefore we have that the image of int(j) has
dimension 1 and its kernel has codimension 1. Thus, there is a rational 1-form θj ∈ Ω1M
such that 〈θj〉⊥ = ker(int
(j)), and an isomorphism φj : Γ
rat(a1) → Γrat(P) such that
int(j)( ~X)(a) = θj( ~X)φj(a). This yields: Γ
rat(aj) = 〈θj〉 ⊗C(M) Γ
rat(P) and therefore:
Γrat(a) = 〈θ1, . . . , θr〉 ⊗ Γ
rat(P).
As we explained before, the forms θj are defined on a finite covering of a Zariski open
subset of M . However we have Γrat(ker(a))⊥ = 〈θ1, . . . , θr〉. Now, A = ker(a) is a
rational linear sub-bundle of TM and we have a = A⊥ ⊗ P as stated. 
4.4. Construction of the invariant foliation. Motivated by Lemma 4.7 we define A =
ker(a) andH = ker(g0) that we see as rational linear bundlesH ⊂ A ⊂ TM .
Lemma 4.8. H ∩ P = {0}.
Proof. Take v ∈ H ∩ P . We have g0v = sl(P)v = 0 and then v = 0. 
In order to prove the Frobenius integrability of the linear bundle H we have to discuss
the symbol of differential operators. The DM -moduleN is graded by the order,
N0 = ρ
∗Ω1S ⊂ N1 ⊂ N2 ⊂ . . . ⊂ N
Given a differential operator in Nk its class in N¯k = Nk/Nk−1 is called its symbol. We
may see, equivalently, that the symbol of a differential operator is its homogeneous part of
higher order.
An application of the graded bundle g is that the space of symbols of order k in N is
encoded in the bundle gk−1. We only need to discuss symbols of order 1. The coupling of
a first order differential operator,
Θ =
∑
~Xj ⊗ ℓj ∈ XM ⊗
C(M)
Ω1M
with the linear part g1 of a vector field ~g vanishing at p ∈M is given by:
Θ(g1) = Θ(~g)(p) =
∑
~Xj(ℓj(~g)) =
∑(
Lie ~Xj ℓj(~gp) + ℓ[
~X,~g]p)
)
= −ℓ(g1( ~Xp))
Proposition 4.9. The rational linear bundleH = ker(g0) is a singular foliation inM .
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Proof. From the above discussion if follows that a rational vector field ~X is tangent to
H = ker(g0) if and only if for any rational 1-form ℓ inM the symbolX ⊗ ℓ is in N¯1.
Let us consider ~X and ~Y two rational vector fields tangent to H and consider any ℓ ∈
Γ1M . There are α, β ∈ Ω
1
M (differential operators of order zero) such thatD1 =
~X⊗ ℓ+α
and D2 = ~Y ⊗ ℓ + β are in N1. Moreover, by the same reason, there are α′, β′ ∈ Ω1M
(differential operators of order zero) such that D3 ~X ⊗ β + β
′ and D4 = ~Y ⊗ α + α
′ are
in N1. Then,
~X ◦D2 − ~Y ◦D1 −D3 +D4 = [ ~X, ~Y ]⊗ ℓ+ (α
′ − β′)
is in N1. We have seen that for all ℓ ∈ Ω1M the symbol [
~X, ~Y ]⊗ ℓ is in N¯1 and from this it
follows that [ ~X, ~Y ] is tangent toH. 
Lemma 4.10. H is ρ–projectable.
Proof. Let ~X be a vector field insideL that do not vanish at p and is tangent to the fibers of
ρ. Let σt be the flow of ~X at time t. As ~X is in L, the flows ofX transformL into L. Then
dσ : TpM → Tσ(p)M conjugatesHp with Hσ(p). We get an isomorphism Hp ∼= Hσ(p).
As ρ◦σ−1 = ρ it follows dpρ(Hp) = dσ(p)ρ(Hσ(p)). Then dpρ(Gp) = dqρ(Gq) whenever
p and q can be joined by an integral curve in L. As the action of L is transitive in the fibers
of ρ the lemma follows. 
From now on, let F be the projection ρ∗H. Note that F is a singular foliation on S.
Lemma 4.11. We have the decompositionA = P ⊕H
Proof. Consider the exact sequence
0 // a // g0 // sl(P) // 0
and take restriction to A.
0 // g0|A // sl(P) // 0
Then g0|A ⊂ End(A) is a Lie algebra bundle isomorphic to sl(P), so it is a bundle with
simple Lie algebra fibers.
We have that g0|A preservesP . By the simplicity of g0|A the invariant bundleP admits
an invariant suplementary. Thus, there exist a rational g0-invariant subbundleK ⊂ A such
thatA = K⊕P . On the other hand the image of g0|A is P so it follows that g0|K = 0 and
then K = H. 
Remark 4.12. The previous lemma has important direct consequences:
(1) A is integrable and ρ-projectable.
(2) ρ∗A = ρ∗H = F .
(3) rankH = rankF .
(4) H is a partial F -connection (in the sense of [17]).
4.5. Final step of the proof. After definingH as the kernel of linear isotropy let us con-
sider L the D-Lie algebra defined by equation (4.2) in the conclusion of Theorem 4.1.
L =
{
~X ∈ J(TM/M) | dρ( ~X) = 0, Lie ~Xω ≡ 0 mod ρ
∗Ω1S ,
∀~Y ∈ XH [ ~X, ~Y ] ∈ XH
}
.
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To complete the proof of Theorem 4.1 we have to prove L = L. The inclusion L ⊆ L is
elementary, we already know that ω|P and H are L-invariants. Then, our objective is to
prove L ⊆ L. Recalling Definition 4.3, we construct the symbols of L and L.
gk = L
≥k+1
/L
≥k+2
, g =
∞⊕
k=0
gk.
We have gk ⊆ gk as a linear bundle and g ⊆ g as a linear graded bundle. Moreover, the
homogeneous part of smaller degree of a Lie bracket depends only of the homogeneous
part of smaller degree of the factors. Therefore the Lie bracket is defined as a graded
operation,
[ , ] : gk ×M g
ℓ → gk+ℓ.
Thus g is bundle by graded Lie algebras, and g is a sub-bundle by graded Lie subalgebras
of the former. Let us consider L = {Lk} and L = {Lk} as projective systems of finite
rank vector bundles. Note that, by definition of k-jet we have:
Lk = L/L
≥k+1, Lk = L/L
≥k+1
We also have L0 = L0 = P which is of rankm. It follows that for k > 0
rank(Lk) = m+
k−1∑
j=0
rank(gk), dim(Lk) = m+
k−1∑
j=0
rank(gk)
Thus, gk = gk for all k if and only if Lk = Lk for all k if and only if Lp = Lp. Therefore,
the proof of Kiso-Morimoto theorem is reduced to the proof of the equality of the symbols
of L and L.
Notation: It suffices to prove gp = gp for a regular point p of the symbols. Then we
fix such a point p; we assume that p is not a singular point of H or ω|Mρ(p) . From now,
in order to simplify the writting, we will omit the subindex p of the symbol, writting gk
instead of gkp and so on. We also fix the notation h = sl(Pp) ⊂ g
0.
We consider around p ∈ M a system of adapted analytic coordinates s1, . . . , sq, t1,
. . . , tr, x1, . . . , xm, vanishing at p with the following properties.
(a) s1, . . . , sq, t1, . . . , tr form system of coordinates in S around ρ(p), that is, as local
functions inM they are constant along the fibers of ρ.
(b) The foliation F in S rectified by the coordinates t, s, that is:
F =
{
ds1 = . . . = dsq = 0
}
=
〈
∂
∂t1
, . . . ,
∂
∂tr
〉
.
(c) The functions xi are first integrals ofH, thus:
H =
〈
∂
∂sq+1
, . . . ,
∂
∂sn
〉
.
(d) The volume form ω is written in canonical form with respect to the xi functions,
ω = dx1 ∧ · · · ∧ dxm.
Let us consider ~X ∈ Lp be a formal vector field. its local expression in such system of
adapted coordinates has the form
~X =
∑
j
fj(x, s, t)
∂
∂xj
.
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where fj ∈ C[[x, s, t]]. The vector fieldX preservesH therefore for j = 1, . . . , r we have
that LieX
∂
∂tj
is a vector field tangent toH:
Lie ~X
∂
∂tj
= −
[ ∂
∂tj
, ~X
]
= −
m∑
i=1
∂fi
∂tj
∂
∂xi
Therefore, ∂fi∂tj = 0 for all j = 1, . . . , r. We obtain that the expression ofX has the form,
(4.3) ~X =
m∑
i=1
fi(x, s)
∂
∂xi
.
With fj(x, s) ∈ C[[x, s]]. We also know that X preserves ω. Finally we have that X is in
L if and only if its local expression is of the form (4.3), satisfying
divωX =
m∑
i=1
∂fi
∂xi
= 0.
Let C[x, s]k+1 the space of homogeneous polynomials of degree (k + 1) in the vari-
ables x1, . . . , xm, s1, . . . , sq. From the local expression of X in L around p we have that
the vector space gk is identified with a subspace of
⊕m
i=1C[x, s]k+1
∂
∂xi
.
Let P(k+1)(x, s) be an homogeneous polynomial of degree (k + 1). It can be decom-
posed in a unique way as a sum,
Pk+1(x, s) = P
(0)
k+1(x) + P
(1)
k+1(x, s) + . . .+ P
(k)
k+1(x, s) + P
(k+1)
k+1 (s),
where P
(j)
k+1 is in (C[x]k+1−j)[s]j , this is, it is an homogeneous polynomial of degree j in
the variables s1, . . . , sq whose coefficients are homogeneous polynomials in x1, . . . , xm
of degree (k + 1− j).
GivenX ∈ gk we can define the valuation vals(X) as the minimum grade in s appear-
ing in X . It allows us to define a filtration in gk.
Definition 4.13. Let (gk)≥ℓ be the set of elements of gk with valuations in s bigger than
ℓ,
(gk)≥ℓ = {X ∈ gk | vals(X) ≥ ℓ}.
so that we have a filtration,
(gk)≥k+2 = {0} ⊂ (gk)≥k+1 ⊂ . . . ⊂ (gk)≥0 = gk.
Let gk,ℓ be the consecutive quotient (gk)≥ℓ/(gk)≥ℓ+1.
By restriction of this filtration to the subspace gk we define the consecutive quotients
gk,ℓ. By construction gk,ℓ ⊆ gk,ℓ. Since we have a finite filtration, we have that gk = gk if
and only if gk,ℓ = gk,ℓ for all ℓ = 0, . . . , k+1. Thus, the proof of Kiso-Morimoto theorem
is reduced to the comparison of the spaces gk,ℓ to gk,ℓ.
From the fundamental hypothesis on L we have the following.
Lemma 4.14. We have g0,1 = g0,1 = a.
Proof. For v1 ∈ g0,1 ⊂ g0 then its restriction to s = 0 is 0. This means that v1 ∈ a. 
Let us denote by hk ⊂
⊕m
i=1 C[x]k+1
∂
∂xi
the Lie algebra of divergence free vector
fields not depending of the variables s. Note that h0 = sl(Pp) ⊂ g
0.
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Lemma 4.15. gk,0 = gk,0 ∼= hk.
Proof. By (Hyp2) in Theorem 4.1 we have hk ⊂ gk for all k. Taking the quotient is
equivalent to take s = 0. If follows easily that hk is a suplementary of (gk)≥1 in gk and of
(gk)≥1 in gk. 
Next step is to propagate the equalities by means of the Lie bracket.
Lemma 4.16. The Lie bracket in g is compatible with the filtration of the spaces gk, and
therefore it induces a Lie bracket between the intermediate quotients,
[ , ] : gk,ℓ × gk
′,ℓ′ → gk+k
′,ℓ+ℓ′ .
Proof. Let’s take X ∈ gk,ℓ and Y ∈ gk
′,ℓ′ . We write here ∂i for ∂/∂xi. We have the
Taylor development X =
∑
Pi∂i + Ri∂i where Pi is an homogeneous polynomial in x
and s, with grades k+1− ℓ and ℓ respectively. The Ri have degree ℓ+1 in s and k+2 in
x. Similarly write Y =
∑
P ′i∂i +R
′
i∂i where P
′
i is an homogeneous polynomial in x and
s, with grades k′ + 1′ − ℓ and ℓ′ respectively. The R′i have degree ℓ
′ +1 in s and k′ +2 in
x. The bracket can be expressed as
[X,Y ] =
∑
i,j
(
Pi∂iqj−Qi∂iPj
)
∂i+
(
Ri∂iQj−R
′
i∂iPj+(Pi+Ri)∂iR
′
j−(Qi+R
′
i)∂iRj
)
∂i
Observe that:
(1) Pi∂iqj −Qi∂iPj have degree≥ ℓ+ ℓ′ in s and k + k′ + 1 in x,
(2) Ri∂iQj −R′i∂iRj have degree≥ ℓ+ ℓ
′ + 1 in s,
(3) (Pi +Ri)∂iR
′
j − (Qi +R
′
i)∂iRj have degree≥ ℓ+ ℓ
′ + 1 in s.
It follows that the bracket is an element in gk+k
′,ℓ+ℓ′ . 
...
...
...
g2 g2,0 = g2,0
[a, ]
((
⊕ g2,1
[a, ]
''
⊕ g2,2
[a, ]
''
⊕ g2,3
g1 g1,0 = g1,0
[a, ]
((
⊕ g1,1
[a, ]
''
⊕ g1,2
g0 g0,0 = g0,0
[a, ]
**
⊕ g0,1 = a
Observe that the first column of the bi-graded diagram we have equalities. Assume that
the Lie bracket,
[ , ] : a× gk,ℓ → gk,ℓ+1
is surjective for all k and ℓ ≤ k. Then, by finite induction on ℓ for all k, following the
horizontal lines of the above diagram we have gk,ℓ = gk,ℓ for all k and ℓ. Thus, the proof
is reduced to the following fundamental Lemma.
Lemma 4.17. Lie bracket,
[ , ] : a× gk,ℓ → gk,ℓ+1
is surjective for all k and ℓ ≤ k.
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To end the proof we will show by induction that gk,ℓ = gk,ℓ.
Lemma 4.18. For all k and ℓ ≤ k we have gk,ℓ = gk,ℓ.
Proof. We proceed by fixing k and doing induction on l. The initial steps are given by
lemmas 4.14 and 4.15. Assume that the equality holds for ℓ and show for ℓ + 1 i.e. let
us see that gk,ℓ+1 = gk,ℓ+1. Let Q ∈ sym1(s), P ∈ symℓ(s) and X ∈ hk−l such that
QPX ∈ gk,ℓ+1. By the lemma 4.17, there exists Y ∈ hk−ℓ+1 such that [ ∂∂y1 , Y ] = X . We
haveQ⊗ ∂∂y1 ∈ g
0,1 and P ⊗ Y ∈ gk,ℓ. Therefore we get the following expression:
[Q⊗
∂
∂y1
, P ⊗ Y ] = QPX
because Y (Q) = ∂∂y1 (P ) = 0. As the elements of the formQPX form a basis for g
k,ℓ+1
we get the lemma. 
From Lemma 4.18 we have g = g and then we concludeL = L. This finishes the proof
of Kiso-Morimoto Theorem 4.1.
5. MALGRANGE-GALOIS GROUPOID OF PAINLEVE´ VI EQUATION
5.1. Hamiltonian form for Painleve´ VI. Painleve´ VI equation is a second order differ-
ential equation for function u of a complex variable x of the form (see, for example, [10]
p.119, and [20])
u′′ = F (x, u, v, a, b, c, e); u′ = v(5.1)
where F ∈ C(x, u, v, a, b, c, e) is
1
2
(
1
u
+
1
u− 1
+
1
u− x
)
v2 −
(
1
x
+
1
x− 1
+
1
u− x
)
v
+
u(u− 1)(u− x)
x2(x− 1)2
(
1
2c
2 −
1
2
a2
x
u2
+
1
2
b2
x− 1
(u− 1)2
+ (1−e
2
2 )
x(x − 1)
(u − x)2
)
.
The variables a, b, c, e are the parameters of Painleve´ VI equation. However, our interest
is to consider the role of the parameters in nonlinear differential Galois theory. Therefore,
we see Painleve´ VI equation as the following rational vector field in C7,
~Y =
∂
∂x
+ v
∂
∂u
+ F (x, u, v, a, b, c, e)
∂
∂v
.(PVI)
The trajectories of this vector field, parameterized by x are (x, u(x), u′(x), a, b, c, e) for u
a solution of PV I with fixed parameters. Equation Painleve´ VI (5.1) admits the following
equivalent Hamiltonian form (see [10] p.140) with hamiltonian function
H =
1
x(x − 1)
[
p(p− 1)(p− x)q2 −
(
a(p− 1)(p− x) + bp(p− x) + (e − 1)p(p− 1)
)
q
+
1
4
(
(a+ b+ e− 1)2 − c2
)
(p− x)
]
.
and hamiltonian vector field
~X =
∂
∂x
+
∂H
∂q
∂
∂p
−
∂H
∂p
∂
∂q
.(HPVI)
The dominant finite map φ : C7 → C7
(x, p, q, a, b, c, e) 7→
(
x, p,
∂H
∂q
,
c2
2
,
a2
2
,
b2
2
,
e2
2
)
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sends the vector field ~X onto the vector field ~Y , giving the equivalence between systems
(5.1) and (HPVI), thus a conjugation of their Malgrange-Galois groupoids. Our purpose is
to compute the Malgrange-Galois groupoid of vector field ~X , (HPVI).
5.2. Some invariants of the Malgrange-Galois groupoid for Painleve´ VI. Along this
section let us consider the following diagram of trivial bundles:
M = C7
π
//
ρ¯
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
C5x,a,b,c,e = B
ρ

C4a,b,c,e = S
From Definition 3.2 the Malgrange-Galois groupoid of a vector field X is given by:
Mal( ~X) =
{
σ ∈ AutM | for all f ∈ C(RM)X, f ◦ σ(∞) = f |(RM)s(σ)
}
Remark 5.1. From the known invariants of X we can obtain some informations of its
Malgrange-Galois groupoid. First, the conserved quantities a, b, c, e are by themselves
rational differential invariants of order 0. Therefore C〈a, b, c, e〉∆ ⊂ C(RM)X . The
D-groupoid corresponding to such field is the groupoid of formal maps respecting the
projection ρ¯. Therefore,
Mal( ~X) ⊂
{
φ ∈ Aut(C7) | ρ¯ ◦ φ = ρ¯
}
Also, from geometric invariants we can obtain information. There is an intrinsic connection
between geometric structures and D-groupoids. As it is shown ([2] Theorem 1.3.2 p. 10)
any transitiveD-groupoid is the groupoid of invariance of a geometric structure. Therefore,
any geometric structure invariant by X , gives us a restriction on its Malgrange-Galois
groupoid.
• We know ~Xx = 1 and therefore LieX(dx) = 0. Therefore, 1-form dx can be seen
as a geometric structure invariant byX , so that
Mal( ~X) ⊂
{
φ ∈ Aut(C7) | φ∗(dx) = dx
}
How can we obtain differential invariants of dx? Note that, in any given frame ϕ,
the pullback ϕ∗(dx)(0) is a co-vector in Cm. The coordinates of ϕ∗(dx)(0) are
rational functions on R1M invariant under ~X
(1).
• The coordinates Yj of a rational vector field ~Y can also be seen as rational func-
tions Yi in R1M . If Lie ~X
~Y = 0 then we have that ~X(1)Yi = 0, and therefore the
coordinates of ~Y are the rational differential invariants associated to a symmetry
~Y of ~X . In particular ~X is a symmetry of itself and therefore,
Mal( ~X) ⊂
{
φ ∈ Aut(C7) | φ∗( ~X) = ~X
}
.
• LieX(dq∧dp) = 0 modπ∗Ω1C5 . This means that the rank 2 bundle ker(d(π◦ρ))
is endowed with an ~X-invariant volume form, this can also seen as a geometric
structure in C7 and yields the following restriction,
Mal( ~X) ⊂
{
φ ∈ Aut(C7) | φ∗(dq ∧ dp) ≡ dq ∧ dp mod π∗Ω1B
}
.
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Summarizing Remark 5.1, we have the following restrictions of the Malgrange-Galois
groupoid ofX ,
Mal( ~X) ⊂
{
φ ∈ Aut(C7) | φ∗ ~X = ~X ; ρ¯ ◦ φ = ρ¯;
φ∗dq ∧ dp ≡ dq ∧ dp mod π∗Ω1B; φ
∗dx = dx
}
(5.2)
Malgrange-Galois groupoid of Painleve´ VI equation, with fixed values of parameters,
has been found by Casale and Cantat–Loray. In what follows it is necessary to distinguish
the set Picard parameters, the following subset of C4:{
(a, b, c, e) ∈ (12 + Z
4)
}
∪
{
(a, b, c, e) ∈ Z4 | a+ b+ c+ e is even
}
Cantat–Loray Theorem 6.1 in [1] states:
Proposition 5.2. For parameters (a, b, c, e) not in Picard parameter set, Malgrange-Galois
groupoid is given by:
Mal( ~X |C3×{(a,b,c,e)}) =
{
φ : (C3, ∗)
∼
−→ (C3, ⋆) | φ∗dx = dx; φ∗( ~X) = ~X;
φ∗dp ∧ dq = dp ∧ dq mod dx
}
In this formula a, b, c, e are fixed parameters. The asterisk and the star stand for arbi-
trary points in C3.
As a direct consequence of Theorem 3.4 we have the following:
Proposition 5.3. There is an inclusionMal( ~X |C3×{(a,b,c,e)}) ⊂Mal( ~X) |C3×{(a,b,c,e)}.
5.3. Transversal part of Mal( ~X). Let us consider Sym(C〈x〉∆), the D-groupoid of for-
mal diffeomorphisms φ : (C7, ∗)→ (C7, ⋆) that leave invariant the x coordinate, i.e. such
that x ◦ φ = x. We want to prove the equality in Equation (5.2). To do this we look at
Mal( ~X) ∩ Sym(C〈x〉∆). We have that
Mal( ~X) ∩ Sym(C〈x〉∆) ⊂
{
φ : (C7, ∗)→ (C7, ⋆) | φ∗ ~X = ~X; π ◦ φ = π;
φ∗(dq ∧ dp) = dq ∧ dp mod π∗Ω1
C5
}
(5.3)
The plan of the remaining proof is to obtain equality in Equation (5.3). To see this we
restrict our attention to the D–Lie algebra L = Lie
(
Mal( ~X) ∩ Sym(C〈x〉∆)
)
. This Lie
algebra is seen to be of the kind described in Kiso–morimoto Theorem 4.1 so we apply it.
By these means we get the desired equality but for Lie
(
Mal( ~X) ∩ Sym(C〈x〉∆)
)
instead
of Mal( ~X) ∩ Sym(C〈x〉∆). The final steps will be to “get rid” of the terms Lie and
Sym(C〈x〉∆).
Proposition 5.4. The D–Lie algebra L and π : C7 → C4 are under the hypothesis of
Theorem 4.1, namely: first, that L is tangent to ρ and second, that there exists a form
ω ∈ ΩmM such that for all s ∈ S, ω|Ms is a non–identically zerom–form onMs satisfying
L|Ms =
{
v overMs s.t. Liev ω|Ms = 0
}
.
Proof. First, L is tangent to the fibers of π : C7 → C5. Second, it preserves the volume
form dq ∧ dp on the fibers. Finally, by Proposition 5.2 and Corollary 3.6 the restriction
of all the vector fields to the fibers coincide with the set of all vector fields that preserve
volume. 
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Therefore, from Kiso–Morimoto Theorem 4.1, we have that:
(a) There exists a foliation F over C5,
(b) there existsH over C7 such that π(H) = F , rank(H) = rank(F) and
(c) L is the D-Lie algebra of vector fields tangent to the fibers of π, preserving the
volume form dp ∧ dq, and preserving the F -connection G.
L =
{
v ∈ J(TM/M) | dπ(v) = 0; Lievω = 0 mod π
∗Ω1S ;
∀~Y ∈ XH [v, ~Y ] is tangent to H
}
In particular, the vector fieldX is tangent to G. Therefore π∗(X) =
∂
∂x is tangent to F .
Thus, the foliation F is ρ-projectable. Let us denote by F its projection onto C4.
5.4. Affine Weyl group. Let us note that if φ is a birational automorphism of M and ~X
is a rational vector field onM , then the pullback by the prolongation, φ(∞) : RM → RM
sends rational differential invariants of φ∗( ~X) to rational differential invariants of ~X . If
follows clearly that φ induces an isomorphism between Mal( ~X) and Mal(φ∗( ~X)). In
particular, if φ is a discrete birational symmetry of ~X , that is, a birational automorphism
ofM such that φ∗( ~X) = ~X , then φ leavesMal( ~X) invariant. That is,
jpσ ∈Mal( ~X)⇐⇒ jφ(p)(φ ◦ σ ◦ φ
−1) ∈ Mal( ~X).
Lemma 5.5. Foliation F in C4 is regular.
Proof. Equation (HPVI) admits a discrete group W˜ of symmetries, known as Backlu¨nd
transformations, isomorphic to the extended affine Weyl group D
(1)
4 . All elements of this
group are birational transformations of C7. In particular this group contains a subgroup
G4 isomorphic to Z
4 with the following characteristics:
(a) The action ofG4 in C
7 is projectable by ρ¯ to the action of translations with integer
displacements in C4.
(b) The function x is invariant by the action.
This group of translations is listed in [19, p.6].
The action of G4 preserves Mal( ~X). The function x is an invariant for this action,
then Sym(C〈x〉∆) is also preserved. It follows that G4 leaves L invariant, and its defining
equations, in particular φ∗(G) = G. Denote by φ¯ the projection of φ to C4, observe φ¯ is a
translation. Then φ¯ sends F into F , i.e. φ∗(F) = F . As the set of singularities of F is a
proper Zariski closed of C4, invariant under translation by Z4, it must be empty. 
A result of Iwasaki, Theorem 1.3 in [9] implies the following:
Lemma 5.6. The solutions to PV I with finite monodromy are algebraic.
This allows us to see:
Lemma 5.7. F is a foliation by points.
Proof. In [14] a list of all possible algebraic solutions of Painleve´ VI equation is presented.
These appear at special values of the parameters. The solution numbered as 45 in [14, p.52]
is algebraic with 72 branches, and happens at the parameter θ = (1/12, 1/12, 1/12, 11/12).
If the dimension of F were greater than 0, we could find a path on a leaf of F along
which we could prolong the given solution to a solution at another parameter, with also
72 branches. By Iwasaki, this solution is algebraic. But we know the original solution
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is unique, all other algebraic solutions have less than 72 branches. We conclude that the
foliation cannot have dimension greater than 1 so it must be a foliation by points. 
Therefore F =
〈
∂
∂x
〉
and H =
〈
~X
〉
. Note that, for a vector field v tangent to ρ¯, as X
is transversal to ρ¯, it is equivalent to say that LievG ⊂ G or [v,X ] = 0. This completes the
proof of the following result.
Proposition 5.8.
L =
{
~v ∈ (C7, ∗) | vx = va = vb = vc = ve = 0;
Liev(dp ∧ dq) = 0 mod Ω
1
B; [v,X ] = 0
}
By integration of the D-Lie algebra L we obtain:
Proposition 5.9.
Mal( ~X) ∩ Sym(C〈x〉∆) =
{
φ | ρ¯ ◦ φ = φ; φ∗( ~X) = ~X ;
φ∗(dp ∧ dq) ≡ dp ∧ dq mod Ω1B
}
(5.4)
Proof. The Lie algebra L is determined by L1, its first order part. Let us call G the right
hand side of (5.4). G is determined by G1, its first order part, and also Mal( ~X) is deter-
mined byMal1(X). It can be proved that G1 is connected with respect to source and target.
Then G1 is the least Lie subgroupoid of Aut1(C7) such that Lie(G1) = L1. By (5.3) we
know thatMal1(X) ⊂ G1. As Lie(Mal( ~X)) = L1 thenMal1(X) = G1. We conclude that
Mal( ~X) = G. 
Theorem 5.10. The Malgrange-Galois groupoid of Painleve´ VI equation is given by
Mal( ~X) =
{
φ | π¯ ◦ φ = φ; φ∗(dx) = dx; φ∗( ~X) = ~X;
φ∗(dp ∧ dq) ≡ dp ∧ dq mod da, db, dc, de, dx
}
(5.5)
Proof. We already have pointed in (5.2) that Mal( ~X) is contained in the right side set of
Equation (5.5). Let us prove the remaining inclusion. Fix an integer k large enough and let
ψ : (C7, z0)→ (C7, z1) be a map that satisfy equations in the right hand side of (5.5). We
are going to show that jkz0ψ is inMalk(X). Let ε = x(z1)−x(z0). Without loss of general-
ity, assume that exp(−εZ) is defined in a neighborhood such that if z2 = exp(−εX)(z1)
then all the points z0, z1 and z2 are inside an open set where Mal( ~X) is effectively a
groupoid. Let the map φ : (C7, z0) → (C7, z2) be defined by φ = exp(−εX) ◦ ψ. Ob-
serve that φ respects ρ¯, dp∧dq|C2p,q and the fieldX . By Proposition 5.9 j
k
z0φ is inMalk(X).
Then jkz0ψ = j
k
z2 exp(εX) ◦ j
k
z0φ is inMalk(X). 
Corollary 5.11. If y(x, a, b, c, e) is a parameter dependent solution of the sixth Painleve´
equation then its annihilator in OJ(C5,C) is the ∂-ideal generated by the sixth Painleve´
equation.
Using the Hamiltonian formulation, we want to prove that the Zariski closure of a pa-
rameters dependant solution p(x, a, b, c, e); q(x, a, b, c, e) in J(C5,C2) is V : the subvari-
ety defined by the differential ideal generated by ∂xp−
∂H
∂q and ∂xq +
∂H
∂p .
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Proof. To prove this, one studies the action ofMal( ~X) on ∂totx . This action is well defined
because the elements of Mal( ~X) are fiber preserving transformations of C5 × C2 → C5.
LetW ⊂ V be the Zariski closure of a parameter dependant solution.
The proof follows from the next two lemmas.
Lemma 5.12. Mal( ~X) preservesW
Remark 5.13. The restriction of ∂totx on J0(V ) = C
7 is the vector field ~X . As V orW are
define by ∂totx -ideals, the prolongation of X on J(C
5,C2) is tangent to V and toW . The
stabilizer ofW is a D-groupoid containing the flow of ~X : it must containMal( ~X).
Lemma 5.14. Mal( ~X) acts transitively on V over the parameter space.
This means that fibersMal( ~X)a,b,c,e act transitively on fibers Va,b,c,e.
Proof. Fix parameters (a0, b0, c0, e0) ∈ C4. Let (p1(x, a, b, c, e), q1(x, a, b, c, e)) be a
germ of solution on (C, x1) × (C
4, (a0, b0, c0, e0)) and (p2(x, a, b, c, e), q2(x, a, b, c, e))
be a germ of solution on (C, x2)×(C4, (a0, b0, c0, e0)). One can find family of translations
parameterized by (a, b, c, e) : C2×C4 → C2×C4 sending (p1(x1, a, b, c, e), q1(x1, a, b, c, e))
on (p2(x2, a, b, c, e), q2(x2, a, b, c, e)). Using trajectories of ~X , one can extent this map to
neighborhoods of fibers {x = x1} and {x = x2} above translation in the variable x as a
map preservinf ~X . As Painleve´ equation preserves dp∧ dq ∧ dx mod da, db, dc, de, this
extension also. It satisfies all conditions and belongs toMal( ~X)a,b,c,e 
Finally, by Lemmas 5.12 and 5.14 we have V =W and thus the graph of the parameter
dependent solution in J(C5,C2) is Zariski dense in the variety defined by the radical ∂-
ideal generated by the sixth Painleve´ equation. 
APPENDIX A. ON THE DEFINITION OF D-GROUPOID
In this appendixwe show the equivalence betweenMalgrange’s definition ofD-groupoid
(Definition 5.2 in [17]) and ours (Definition 2.6). In order to revisit the definition we need
to examine the differential structure of the jet bundle.
First, let us consider P → M a bundle with P and M affine and smooth varieties.
Whenever we need we replace M by a suitable Zariski dense open subset. Therefore,
we may assume that we have functionally independent x1, . . . , xm such that the map
M → Cm is an open cover of an affine subset of Cm and thus the functions x1, . . . , xm
form a local system of coordinates in a neighbourhood (in the usual topology) of any point.
Let us set the notation ~Di =
∂
∂xi
for partial derivative operators.
For each order k we consider the k-jet bundle of sections Jk. We have submersions,
J = lim
←
Jℓ → . . .→ Jk → . . .→ J1 → P →M
and a local mechanism of k-jet prolongation of analytic sections,
jk : Γ(U, P )→ Γ(U, Jk), (j
ku)(p) = jkpu.
The rings of regular functions (that give algebraic structure to the sets Jk ) are defined in-
ductively in the following way. A regular vector field ~X inM prolongs to a total derivative
operator,
~Xtot : OJk(P ) → OJk+1(P )
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where ( ~Xtotf)(jk+1p u) =
~Xp((j
ku)∗f), starting at OJ0 = OP . Then we take:
OJ1 = OP [ ~D
tot
j OP : j = 1, . . .m]
OJ2 = OP [ ~D
tot
j OJ1 : j = 1, . . .m]
. . .
OJk = OP [ ~D
tot
j OJk−1 : j = 1, . . .m]
Then we have that
OJ =
∞⋃
k=0
OJk
is a ~D-ring with ~D = { ~Dtot1 , . . . , ~D
tot
m }. This realizes the bundles Jk as affine schemes.
A system of PDE’s is, by definition, the set of zeroes Z ⊂ J of a radical ~D-ideal I ⊂ OJ .
The zero set Zk ⊂ Jk of intersection Ir = I ∩ OJr consists of the equations of Z of
order ≤ r. We identify Z with the sequence Z = {Zk}k∈N. The following are, not so
elementary, but well known facts.
(a) There is a minimum r such that Ir spans I as a radical ~D-ideal, this r is the so
called order of Z (Ritt-Raudenbush)
(b) If I is not trivial and contains no equations of order 0 then there is a Zariski open
subset U such that for k > 1 the projections Zk|U → Zk−1|U are submersions,
and futhermore, there is a k0 ∈ N such that for k > k0 they are affine bundles
(Generic involutivity).
(c) Z is characterized by its local analytic solutions. By a local analytic solution
we mean a local analytic section u : U → P such that for all p ∈ U , jpu ∈ Z
(Differential Nullstellensatz).
Now we consider P = M ×M → M with the projection in the first factor. For each
k define J∗k the set of k-jets of graphs of local biholomorphisms. This is an affine open
subset of Jk complementary of the zero locus of the Jacobian (which is an hypersurface
defined by an equation of order 1). We have, again submersion and ring inclusions,
J∗ = lim
←
J∗ℓ → . . .→ J
∗
k → . . .→ J1 → P →M
OM ⊂ OP ⊂ OJ∗1 ⊂ . . . ⊂ OJ∗ =
⋃
k
OJk .
Since the elements of J∗ are formal biholomorphisms it follows that J∗ → M ×M
is a groupoid, an alternative construction for Aut(M). Now we can give a definition of
D-groupoid which is clearly equivalent to Definition 5.2 in [17].
Definition A.1. We say that a closed subset {Zk}k∈N = Z ⊂ J∗ is a D-groupoid if:
a) Z is the zero set of a radical ~D-ideal I ⊂ OJ∗ .
b) Zk contains the identity section of J
∗
k and it is stable by inversion.
c) There is a dense Zariski open subset U ⊂ M such that Zk|U×U is a Lie sub-
groupoid of J∗k (U × U/U)
∼= Autk(U) for all U .
Lemma A.2. Any D-groupoid in the sense of Definition A.1 is a D-groupoid in the sense
of Definition 2.6.
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Proof. Let us consider G = {Gk} a D-groupoid in the sense of Definition A.1. By Propo-
sition 2.2 Gk is completely determined by its field of invariant Inv(Gk) ⊂ C(RM). Thus,
G is completely determined by its field of invariants,
F =
⋃
k
Inv(Gk).
Which is, by construction a Γ-invariant field containing C. We only need to check that
∆-field. Let us denote Sol(G) its pseudogroup of solutions, that is, local biholomorphisms
σ : U
∼
−→ V between open subsets (in the usual topology) of M such that for all p ∈ U
jpσ ∈ G. Sigma, naturally induces a∆-ring morphism,
σ∗ : ORV → ORU
that extends to the corresponding field of fractions, containing C(RM). A rational dif-
ferential function is σ-invariant if f |RU = σ∗(f |RV ), which is equivalent to say that is
is invariant by jpσ for all p ∈ U . By Ritt’s differential Nullstellensazt we have that the
jets of local transformations in Sol(G) are dense in G. Therefore, a rational differential
function is G-invariant if and only if it is Sol(G)-invariant. Now, if f is σ-invariant then for
all j = 1, . . . ,m,
δj(f |RU ) = δj(σ
∗(f |RV )) = σ
∗(δjf |RV ),
and therefore δjf is a also σ-invariant.It follows that F is a∆-field and we have
G = Sym∆(F)
which is a ∆-groupoid in the sense of Definition 2.6. 
In order to prove the other way of the equivalence we need to examine how to compute
the ideal of a Lie groupoid of gauge transformations.
Lemma A.3. Let P →M be a G-principal bundle, ϕ : M → P a regular section, and G
a Lie groupoid of gauge transformations of P . Let us assume that Inv(G) = C(I1, . . . , Iℓ)
such that ϕ∗(Ik) is a regular function in M for k = 1, . . . , ℓ. Let us consider, ϕiso :
Iso(P )→ P , σ 7→ σ ◦ ϕs(σ). Then:
(a) ϕ∗iso(Ik) is regular in an affine neighborhood U ⊂ Iso(P ) of G for all k =
1, . . . , ℓ.
(b) G is the zero set of the ideal (ϕ∗iso(I1)− ϕ
∗(I1), . . . , ϕ
∗
iso(Iℓ)− ϕ
∗(Iℓ)) ⊂ OU .
Proof. Let us consider the action a : Iso(P )×M P → P . By definition,a rational function
I ⊂ C(P ) is G-invariant if and only if a∗(I) = I . LetW be a maximal affine open subset
in which I1, . . . , Ik are regular. Then (G ×M P ) ∩ a−1(W) is the zero set of the ideal:
(a∗(I1)− Iℓ, . . . , a
∗(Iℓ)− Iℓ).
For any σ ∈ G we have (a∗I)(σ, ϕs(σ) = I(ϕs(σ)) and therefore the map
(Id, ϕiso) : Iso(P )→ Iso(P )× P
maps G into a−1(W). By taking U = (Id, ϕiso)−1(a−1(W)) and observing that
(Id, ϕiso)
∗(a∗(Ik)− Ik) = ϕ∗iso(Ik)− ϕ
∗(Ik) we finish the proof. 
Lemma A.4. Any D-groupoid in the sense of Definition 2.6 is a D-groupoid in the sense
of Definition A.1.
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Proof. Let G = {Gk} aD-grupoid in the sense of Definition 2.6. Let I be the radical ideal
of OJ∗ of regular functions vanishing in G and Ik = I ∩ OJ∗
k
.
The system of local coordinates ~x1, . . . , ~xm induces a global frame ϕ : M → RM
defined as ϕp = jp(ε 7→ p + ε). The global frame ϕ induces a regular submersion
10
ϕJ : J
∗ → RM , σ 7→ σ ◦ ϕs(σ). The global frame ϕ is defined in such way that
ϕ∗(δjI) = ~Djϕ
∗(I), ϕ∗J(δjI) =
~Dtotj ϕ
∗
JI
for any rational differential function I ∈ C(M) whose domain intersects the graph of ϕ.
If I is indeed G-invariant then ϕ∗J(I) − ϕ
∗(I) vanishes identically along G.
For any given k let us consider I1, . . . , Iℓ generators of Inv(Gk). By means, if necessary,
of replacingM by an smaller open affine subset and some right translation by an element
of Γk in RkM we may assume that we are under the hypothesis of Lemma A.3. Thus,
Ik|U = rad(ϕ
∗
J (I1)− ϕ(I1), . . . , ϕ
∗
J(Iℓ)− ϕ(Iℓ)).
Where U is an affine neighborhood of G. Let us consider F ∈ Ik. By now, let us assume
that G is irreducible. Then, there is n such that Fn−1 is not identically 0 on G and such
that,
Fn =
ℓ∑
j=1
Gj(ϕ
∗
J (Ij)− ϕ
∗(Ij)),
with Gj ∈ OU ∩ C(J∗k ). Then for any α = 1, . . . ,m we have,
nFn−1 ~DαF =
m∑
j=1
(
~Dtotα Gj(ϕ
∗
J (Ij)− ϕ
∗(Ij)) +Gj(ϕ
∗
J (δαIj)− ϕ
∗(δαIj)
)
,
therefore nFn−1 ~Dtotα F vanishes along G, so does ~D
tot
α F . Let us see the non-irreducible
case. Let G =
⋃
β G
(β) the decomposition of G in irreducible components. We take for
each β an affine open neighborhoodU (β) of G(β) contained in U −
⋃
γ 6=β G
(γ). Then, for
each β there is nβ such that F
n ∈ Ik|U(β) and F
n−1 does not vanish identically on G(β).
The same argument proves that ~Dtotα F vanishes along G
(β) for all β, and thus ~Dtotα F ∈ I.
It follows that I is a radical ~D-ideal and G is a D-groupoid in the sense of definition
A.1. 
Proposition A.5. Definitions 2.6 and A.1 are equivalent.
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