Evolutionary programming can solve black-box function optimisation problems by evolving a population of numerical vectors. The variation component in the evolutionary process is supplied by a mutation operator, which is typically a Gaussian, Cauchy, or Lévy probability distribution. In this paper, we use genetic programming to automatically generate mutation operators for an evolutionary programming system, testing the proposed approach over a set of function classes, which represent a source of functions. The empirical results over a set of benchmark function classes illustrate that genetic programming can evolve mutation operators which generalise well from the training set to the test set on each function class. The proposed method is able to outperform existing human designed mutation operators with statistical significance in most cases, with competitive results observed for the rest.
Introduction
Black-box function optimisation is the task of finding the optima of an objective function for which we do not have access to an analytical form. This paper is concerned with evolutionary programming (EP) [1] , which evolves a population of real-valued input vectors for a function, a technique widely applied to real-world problems [2, 3, 4] . As EP has an evolutionary basis, each vector undergoes selection, evaluation, and mutation, with the expectation that fitter and fitter vectors are obtained. Here we focus on the mutation component of EP, which in the past has been designed manually. A hyper-heuristic is a search method or learning mechanism for selecting or generating heuristics to solve computational search problems [5] . Genetic programming (GP) [6] is a population-based evolutionary computation method for evolving program trees, that has frequently been used as a generation hyper-heuristic in the literature [7] .
In this paper, we use GP as an offline generation hyper-heuristic to automatically create mutation operators for EP operating on function classes. A mutation operator in EP is a probability distribution, represented as a random number generator. We present an algorithmic framework which can not only express a number of currently existing EP mutation operators, but also generate novel variants of EP mutation operators. Using a train-and-test approach, GP is used to evolve mutation operators for EP, using a training set drawn from a class of functions which is then validated on a larger set of unseen instances taken from the same class. We use the term automatically designed mutation operators (ADMs) to describe the mutation operators generated by GP. We demonstrate that the ADMs for EP are capable of comparable, and often superior, performance to existing human designed operators.
An additional set of experiments that takes ADMs that are trained on one function class, but then tested on a different function class is also conducted to further examine the performance of the evolved ADMs.
This current paper builds on previous papers. Hong et al. [8] first demonstrated that GP could automatically construct random number generators which are typi-2 cally used in EP. In a second paper, it was shown that ADMs could be trained on collections of functions classes, showing good performance across a broader range of functions [9] , however a tradeoff between general training and specific performance was observed. This paper presents a study of the design of 23 ADMs, for 23 functions classes, and then tests each of the 23 ADMs on each of the function classes. Realvalued optimisation is an active research topic and several population-based metaheuristics have been applied to function optimisation, including differential evolution and its variants [10, 11] , particle swarm optimisation [12] , covariance matrix adaptation evolution strategy (CMA-ES) [13] and hybrid methods [14] . We acknowledge the existence of these algorithms. However, as this study is concerned specifically with the modification of EP, a full review of all of these algorithms is beyond the scope of this paper.
The outline of the remainder of this paper is as follows. In Section 2, we give the background to the proposed approach of automatically designing algorithms using GP-based hyper-heuristics. In Section 3 we consider the task of function optimisation and introduce the notion of a function class. Section 4 presents our experimental results, which are analysed in Section 5. In Section 6 we discuss the research presented and in Section 7 we summarise the article and outline potential further research directions.
Automated Design Using Hyper-Heuristics

Hyper-Heuristics and automated generation of heuristics
The key distinction between metaheuristics and hyper-heuristics is that the former operate directly on the solution search space, while the latter operate indirectly on the solution search space, working with a set of low-level heuristics or heuristic components. Hyper-heuristics come in two main types: heuristics to choose heuristics and heuristics to generate heuristics [5] . In addition to the broad distinction between selection and generation hyper-heuristics, it is also possible to classify hyper-heuristics according to the source of feedback during learning. Online hyperheuristics learn while solving a given instance of a problem, whilst hyper-heuristics which learn in an offline manner gather knowledge in the form of rules or programs, from a set of training instances, that would hopefully generalise to the process of solving unseen instances. In this paper we are concerned with heuristics to generate heuristics using offline learning [7] .
The automated generation of heuristics has received much attention in the last few years. Woodward et al. [15] automatically search the space of genetic algorithm (GA) selection operators, which contain fitness proportional and rank selection, where bitstrings in the population are chosen in proportion to their fitness value or indexed position in the sorted population respectively. In a later paper by the same authors, novel mutation operators were automatically constructed using random search and multiple-restart hill-climbing to search the space of mutation operators [16] . The system was capable of expressing two well-known mutation operators: one-point and uniform. While random search and hill-climbing may not be considered to be particularly 'sophisticated', they were sufficient to discover new selection and mutation operators which outperformed their human designed counterparts. Diosan and Oltean [17] evolved crossover operators for genetic algorithms outperforming existing crossover operators on some function optimisation problems.
Genetic Programming as a Generation Hyper-heuristic
As one of the main applications areas of metaheuristics is combinatorial optimisation problems, it is not surprising that this type of problem has attracted the attention of automated design. GP has been widely adopted to generate heuristics 4 for a variety of problems. Nguyen et al. [18] used GP to automatically design algorithms for job-shop scheduling, Keller et al. [19] tackled the travelling salesman problem, while Bader El Den et al. [20, 21] evolved timetabling heuristics. Drake et al. [22] used GP to evolve a scoring mechanism to determine the order in which knapsack items should be considered by a constructive heuristic for the multidimensional knapsack problem. Hong et al. [8] used GP to automate the design of probability distributions as mutation operators for evolutionary programming. GP was used to generate new data mining algorithms which were tested on well-known machine learning benchmark datasets by Freitas and Pappa [23] . Their paper showed that GP could outperform random search in searching the space of rules for data mining. The rules evolved by GP were observed to be at least as good as human designed rules in terms of classification. GP has also been used to automatically design schedule policies for dynamic multi-objective job shop scheduling [24] , to evolve ensembles of dispatching rules for the job shop scheduling problem [25] , and to automate the design of production scheduling heuristics [26] . Both online and offline bin packing have attracted attention within the heuristic generation research community [27] .
Heuristic functions have been evolved to determine in which bin to place a given item [28] . In this case, the evolved heuristic functions have been shown to perform well on problem instances drawn from the same problem class used in the training phase, while a degradation in performance is witnessed when heuristics are applied to problem instances drawn from different problem classes. Heuristics have been evolved on problem instances containing a small number of items, then applied to much larger problem instances containing many more items [29] . In these approaches, a heuristic function is evolved as a GP syntax tree. However, more recently, both a look-up table (referred to as a "matrix") [30, 31] and function interpolation [32] have also been used to represent a heuristic function. Other metaheuristics have been 5 automatically designed using hyper-heuristics, such as particle swarm optimisation [33] and variable neighbourhood search [34].
Optimisation and Function Classes
In this section we discuss optimisation with Evolutionary Programming (EP), and then introduce function classes as probability distributions over functions. Function classes are central to this paper, differentiating our approach from the standard convention of benchmarking on arbitrary functions. Rather than demonstrating the utility of an optimisation algorithm for specific arbitrary functions, we demonstrate the utility of an ADM on a set of functions are drawn from a fixed probability distribution (i.e. a function class).
Evolutionary Programming and Optimisation
We follow the formulation of optimisation as stated by Yao et al. [1, 35] , which we repeat here. Global minimisation can be formalised as a pair (X, f ), where X ∈ R n is a bounded set in R n and f : X → R is an n-dimensional real-valued function.
The objective is to find a point x min ∈ X such that f (x min ) is a global minimum in X. More specifically, it is required to find an x min such that
Here, f does not need to be continuous or differentiable. While the aim of optimisation is to identify global optima of the function, in practice we often settle for methods, such as EP, which identify near-optima. EP is a widely used evolution- 2. Evaluate the fitness value for each (x i , η i ), ∀i ∈ {1, . . . , µ}, of the population based on the objective function, f (x i ).
3. Each parent (x i , η i ), ∀i ∈ {1, . . . , µ}, creates λ / µ offspring on average, so that a total of λ offspring are generated. Offspring are generated by: for i ∈ {1, . . . , µ}, j ∈ {1, . . . , n} and p ∈ {1, . . . , λ},
where
and η p respectively. N (0, 1) denotes a normally distributed one-dimensional random number with mean 0 and standard deviation 1. N j (0, 1) indicates that the random number is generated anew for each value of j. The factors γ and γ are set to
4. Calculate the fitness of each offspring (x p , η p ), ∀p ∈ {1, . . . , λ}, according to f (x p ).
5.
Conduct pairwise comparison over the union of parents (x i , η i ) and offspring (x p , η p ), ∀i ∈ {1, . . . , µ}, ∀p ∈ {1, . . . , λ}. For each individual, q opponents are selected randomly from the parents and offspring. For each comparison, if the individuals' fitness is no smaller than the opponent's it receives a 'win'.
6. Select the µ individuals out of the parents and offspring ((x i , η i ) and (x p , η p ), ∀i ∈ {1, . . . , µ}, ∀p ∈ {1, . . . , λ}) that have the most wins to be the parents of the next generation.
7.
Stop if the halting criterion is satisfied; otherwise return to Step 3.
Different variants of EP can be obtained by using different probability distributions D j in Step 3 above. If a Gaussian distribution is used, then the algorithm is classical evolutionary programming (CEP) [1] . The Cauchy distribution is used in Fast EP (FEP) [1] whereas the Lévy distribution is used in Lévy evolutionary programming (LEP) [37] . The Lévy distribution is parameterised with a single parameter α, and corresponds to the Cauchy distribution when α=1.0 and the Gaussian distribution when α=2.0. Where LEP is used in this paper, the Lévy L α,γ (y) distribution is implemented according to Mantegna [38] as given by Lee and Yao [37] , with γ fixed at 1 (note that γ here is independent from step 3 above):
In this paper we will use genetic programming to evolve distributions to replace D j as a mutation operator in the EP system described above. In each case, we use the same parameters for EP as previous publications [1, 35] , using tournament selection with tournament size 10 on a population of 100 individuals. The initial value of the strategy parameter η is set to 3.0. The number of generations is different for each function and is specified in Table 1 below.
Functions and Function Classes
A generate-and-test approach can be used to sample the domain of a function in order to identify potential optima. Different black-box optimisation techniques have been proposed; the majority of which are the result of much manual effort. Function Class n S Generations
u(x i , 10, 100, 4),
Experimental Design
In this section we describe the experimental set-up of GP and EP. With hyperheuristic approaches, it is important to identify the two levels at which the heuristics operate. In a typical hyper-heuristic, a metaheuristic operates on a space of (meta)
heuristics, which operate directly on the space of solutions. Here we use GP as a mutation operator generator at the hyper-level to manipulate the mutation operators within a population of EP algorithms working at the base level. The overall framework used is given in Figure 1 .
Previous approaches manually build optimisation methods and test them on benchmark functions [1, 35] . Here we employ a train-and-test approach, in which a first set of functions is used to train a method before it is tested on a second independent set of functions drawn from the same probability distribution to analyse performance.
The Training Phase
We call a program generated by GP an 'automatically designed mutation operator' (ADM), which is in effect a random number generator. Each ADM is used as an EP mutation operator on 5 training functions drawn from a given function class. The fitness of an ADM is the average of the best values obtained in each of 
The Testing Phase
When the training phase of EP is complete for a given function class, the output is an ADM intended solely for the function class on which it was trained. We then draw 50 new functions from the given function class and test the ADM, comparing against 6 existing EP variants (CEP, FEP and EP with 4 settings for the α parameter of the Lévy distribution). Note that training is expensive, as many ADMs are evaluated, so a small set of functions is used when training. In contrast, testing involves only a single ADM so is less costly, and a larger number of testing samples allows a better comparison through statistical tests.
Parameter Settings for Genetic Programming
The GP implementation used in this paper is the genetic programming toolbox for Matlab (GPLAB) [41] . The parameters for GP are given in Table 2 and in the main are the default settings of GPLAB.
The maximum number of generations is set dynamically to try to ensure that a sufficient number of evaluations are made to achieve convergence, whilst minimising the time spent on evaluating poor quality runs. If the best individual in the population is found within the final three generations of a run, the maximum number of generations is increased by 5 in order to allow the evolutionary process to continue.
As the evolutionary process is incredibly expensive in computational terms (each GP individual has to perform 5 EP runs), the maximum number of generations is initially set at a low value to reduce the amount of computational effort spent.
The maximum number of generations is capped at 100, with the evolutionary process terminated regardless of when the best individual in the population was found. We use subtree crossover, in which a node in each of the parent programs is chosen uniformly at random, and the respective subtrees are swapped, creating two new offspring. One point mutation is also used, where a node is chosen in the parent tree and substituted for a new tree created with the Grow initialisation method [6] , obeying the size and depth restrictions imposed by the GP parameters. The fitness of each GP individual is calculated as the average best fitness values of the EP runs on each of the 5 training functions, as described in Section 4.1 above. At each generation, the best individual from both parents and offspring, along with the best offspring created during that generation are retained in the population. The selection method used is 'lexictour', which uses lexicographic parsimony pressure when two individuals are compared [42] , if two individuals are of equal fitness, the tree with a smaller number of nodes is chosen. 
The function and terminal sets for GP are given in Tables 3 and 4 , respectively.
U is the uniform distribution on [0, 1] . N (µ, σ 2 ) is the normal distribution with mean µ and variance σ 2 . Here we clarify that this µ is independent to that used in the EP descriptions in Section 3. In our experiments, µ lies within the range [-2, 2] and σ 2 is in [0, 10] . chy is the Cauchy distribution. '÷' is protected divide: if the numerator is divided by a zero denominator, then the numerator is returned. The square root function is also the protected variant, taking the square root of the absolute value of a single argument to ensure that no negative input is used. As the Lévy distribution can be constructed from the normal distribution and arithmetic operators [38] , it is also within the search space that GP is operating in. In the terminal set there are no input variables, here we are using GP to construct mutation operators which are 14 effectively random number generators so do not require any input variable.
Analysis of the Performance of the Automatically Designed Mutation
Operators Table 5 For all 23 of the function classes, the GP designed ADM outperform the 6 human designed mutation operators. In Table 5 the evolved ADMs show the best performance on both unimodal and multimodal functions generated by all listed function classes in Table 1 . We retain 2, 3 or 4 digits after the decimal point for most of the results. To distinguish the difference of testing results on f 1 , f 16 and f 18 , we retain 6 digits after the decimal point. We retain 7 digits after the decimal point for testing results on f 17 .
To determine which of these performances differ with statistical significance, we perform a Wilcoxon signed-rank test, the results of which are presented in Table   6 . Shown are the results of the Wilcoxon signed-rank test within a 95% confidence interval of an ADM compared with other mutation operators. In this table, '≥'
indicates that the ADM performs better than another mutation operator on average.
In the cases where this difference is statistically significant, '>' is used. In the majority of the cases, the ADMs outperform human designed mutation operators including Gaussian, Cauchy and Lévy, and this performance difference is statistically significant. Function Class Cauchy α = 1.2 α = 1.4 α = 1.6 α = 1.8 Gaussian
and 1 (f 5 ) function classes for which evolved ADMs perform slightly better than Cauchy, Levy α=1.2 , Levy α=1.4 , Levy α=1.6 , Levy α=1.8 and Gaussian respectively, with no statistical significance. This could be for a number of reasons. It is possible that EP has been run for so many iterations that it does not matter which mutation operator is used, and any difference in performance is negligible. It also may be the case that GP would be able to find better mutation operators if it were allowed to run for a longer period of time. One reason that GP can consistently find ADMs which perform at least as well as human designed mutation operators is that they are easily expressed within the function and terminal set used.
The best ADMs obtained with GP for each function class are listed in Table 7 . sin(sin(log(pow(cos(sin(log(pow(cos(sqr(log(U ))) U )))) U ))))))))))) One might expect that for unimodal functions (e.g. f 1 -f 8 ) unimodal distributions make good mutation operators. The intuition being, as one moves around the domain of the function, there are corresponding changes in the objective value which can clearly guide the search. Similarly, one might expect, multimodal probability distributions to be more suitable to search multimodal functions than unimodal probability distributions. However, our results do not support this. For example, in Figure 2 , ADM1 clearly shows peaks at +1 and -1, which is due to the final application of the trigonometric function. In contrast, ADM5 is unimodal. Conversely, some multimodal functions have resulted in symmetric unimodal probability distributions. In all but two cases (ADM6 and ADM7), the ADM is not a standard probability distribution (normal, Cauchy, Lévy) but something more complex. It is worth noting that these standard probability distributions are within the GP terminal set, however more 'complex' ADMs are the best found by GP for each function class. This supports the case for the automatic design of mutation operators. An alternative would be to automatically tune the numerical parameters of a Lévy distribution (the α parameter), or normal distribution (i.e. the mean and standard deviation), but this would only ever result in normal distributions which are a linearly scaled version of N (0, 1). However, the automatic design process starts by defining a much broader search space than can be done with numerical parameters alone. This allows GP to find new probability distributions which perform better than the standard probability distributions as mutation operators for EP. 
Performance of Evolved Mutation Operators on Other Function Classes
As a result of the train-and-test approach used, each ADM evolved by GP is designed for a specific function class. For example, ADM1 was designed for functions drawn from the function class f 1 . Specifically, it was trained on 10 functions have the best performance on f 8 , f 11 , f 12 and f 16 , respectively. ADM1, ADM4, ADM7, ADM9, ADM13, ADM19 and ADM20 have the second best performance on f 1 , f 4 , f 7 , f 9 , f 13 , f 19 and f 20 , respectively. The worst performance of the tailored ADMs are ADM15, ADM18 and ADM22: their ranks are 11th, 11th, and 12th, on f 15 , f 18 and f 22 , respectively. Overall, as expected an ADM tailored to a function class has better performance than the non-tailored ADMs. Table 10 shows the results of a Wilcoxon signed-rank test within a 95% confidence interval of a tailored ADM (TADM) compared with non-tailored ADMs (with statistically significant differences in boldface). The tailored ADM is an ADM trained for that specific function class.
For example, ADM1 is the TADM for function class 1, but ADM1 is a non-tailored 24 ADM for function class 2. In this table, '≥' and '≤' indicate that an ADM performs better or worse than the other ADMs. In the case that this difference is statistically significant, '>' and '<' are used. Although ADM16 shows the best performance on f 16 , in Table 10 '=' indicates that the performances of ADM16 and ADM19 are equal on f 16 . For f 8 , '≥' indicates that the performance of ADM8 is better than that of ADM23, but that this is not significant. As can be seen from the last column in Table 10 , in the majority of cases, the tailored ADM outperforms all of the other ADMs. (f 1 -f 19 ) . The fitness value of the TADM is in bold, and those other fitness values that are better than the fitness value of the TADM are also in bold. ADM2  ADM3  ADM4  ADM5  ADM6  ADM7  ADM8  ADM9  ADM10  ADM11  ADM12  ADM13  ADM14  ADM15  ADM16  ADM17  ADM18  ADM19  ADM20  ADM21  ADM22 ADM1  ADM2  ADM3  ADM4  ADM5  ADM6  ADM7  ADM8  ADM9  ADM10  ADM11  ADM12  ADM13  ADM14  ADM15  ADM16  ADM17  ADM18  ADM19  ADM20  ADM21  ADM22 FC  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM  TADM WIN -ADM1 -ADM2 -ADM3 -ADM4 -ADM5 -ADM6 -ADM7 -ADM8 -ADM9 -ADM10 -ADM11 -ADM12 -ADM13 -ADM14 -ADM15 -ADM16 -ADM17 -ADM18 -ADM19 -ADM20 -ADM21 -ADM22 -ADM23 TIMES
ADM1
f 1 N/A > > > > > > > ≥ < > > > > ≥ > > > > ≥ > ≥ > 21 f 2 > N/A > > > > > > < < > > > > > > > > < < > > > 18 f 3 ≥ > N/A > ≤ ≤ ≤ > > > > > > > > > > > > > > > > 19 f 4 > > > N/A > > > > > > ≤ > > > > > > > > > > > > 21 f 5 ≥ ≥ ≤ ≥ N/A ≤ ≤ > ≥ ≥ > ≥ ≥ ≥ > > > ≥ > > > ≥ > 19 f 6 > > > > ≥ N/A ≥ > > ≤ > < < < > > > > > ≤ > > > 17 f 7 > > > > ≤ ≥ N/A > > > > > > > > > > > > > > > > 21 f 8 > > > > > > > N/A > > > > > > > > > > > > > > ≥ 22 f 9 > > > > > > > > N/A > > > > > > ≥ > > > < > > > 21 f 10 > ≥ > > > > > > < N/A > > > > > > > > > < > > > 20 f 11 > > > ≥ > ≥ > > > > N/A > ≥ > > > > > > > > > > 22 f 12 > > > > > > > > > ≥ > N/A > > > > > > > > > > > 22 f 13 > > > > > > > > > ≥ > < N/A > > > > > > > > > > 21 f 14 > > > ≥ > > ≥ ≤ ≥ ≥ ≤ ≤ ≥ N/A > > ≥ > ≥ ≥ ≥ ≥ ≥ 19 f 15 ≤ ≥ ≥ ≥ ≥ > > > < < > ≤ ≥ ≤ N/A > > ≥ < < ≤ < ≥ 12 f 16 > > > > > > > > > > > > > > > N/A > > = > > > > 22 f 17 > ≥ > > > > > > < < > ≥ > > > < N/A > > < > ≥ > 18 f 18 > < > > > > > > < < > < ≥ ≥ > > < N/A < < < < < 12 f 19 > > > > > > > > > > > > > > > ≤ > > N/A > > > > 21 f 20 > > > > > > > > > < > > > > > ≥ > > ≥ N/A > > > 21 f 21 ≥ < > > > > > > ≥ ≥ > ≥ ≥ > ≥ > ≤ ≥ > ≤ N/A ≥ ≥ 19 f 22 > ≤ > > > > > > < ≤ > ≤ ≤ > ≤ ≤ ≥ ≥ ≤ < ≤ N/A ≤ 11 f 23 ≥ ≥ ≥ ≥ ≥ > > > ≥ ≤ > ≥ > ≥ ≥ ≤ ≥ ≤ ≤ ≤ ≥ ≥ N/A 17
Discussion
One of the advantages of the new method presented here is that it eliminates the need for human researchers to continually propose new distributions for use as mutation operators in EP. Instead, we have a search space which contains a rich set of mutation operators, and we can let a metaheuristic, such as GP, sample this space and select a suitable choice for the sample of functions at hand. In addition, it designs an ADM within the context of a function class. In other words, it tailors a mutation operator (random number generator) to a function class (probability distribution over functions). The suitability of mutation operator depends on the function class.
Rather than tuning a numerical parameter to a function class, it tunes a program that generates random numbers to a function class.
One of the apparent disadvantages of the proposed system is the time needed to evolve the ADMs. This is because we have an EP algorithm at the base level, the mutation operator of which is being evolved by a GP algorithm at the hyper-level.
While this may appear to be a superficial disadvantage, there are other advantages.
Firstly, it is difficult to measure the amount of human effort required in designing a new mutation operator, and therefore it is difficult to directly compare the design phases of human and machine (GP in this case). We can only sensibly compare the performance of two mutation operators at the testing phase. Secondly, the system can be used to automatically generate new ADMs as and when needed to the demands of a new function class, whereas the human designer would have to start the whole process over again.
It is important to note that the fact that the training and testing are drawn from the same distribution is central to the train-and-test approach. In our case, this means that an ADM is developed to be used as a mutation operator for a given function class, but also, importantly, within a given EP algorithm, which includes a fixed EP population size and number of generations.
One of the current limitations of the proposed method is that not only must the training set of functions be representative of the testing set of functions, but also the conditions under which they are sampled must be similar. For example, when testing a function from function class f 1 , we used the same population size and number of generations of EP as in the training phase. This is a limitation which needs to be addressed. One possibility would be to use GP to train EP using a different number of generations and population sizes. However, this would only partially address the issue, since if we attempted to use an ADM with a population size and number of generations outside the ranges seen in the training phase, there would be no guarantee of performance.
Summary and Future Work
In this paper we have used genetic programming (GP) as an offline hyper-heuristic to automatically evolve probability distributions, to use as mutation operators in evolutionary programming (EP). This is in contrast to existing operators in the literature which are human designed. The function and terminal set for GP was chosen to be able to express a number of currently existing human designed mutation operators, namely Cauchy, Gaussian and Lévy, and also express novel automatically designed mutation operators (ADMs). Each ADM is constructed from a function set including arithmetic and trigonometric functions, and a terminal set of probability distributions included as standard in many programming libraries and mathematical packages. Using a train-and-test approach, where two independent sets of functions are drawn from the same function class for training and testing, it is shown that GP is capable of generating ADMs which outperform existing EP variants over a 29 number of different function classes. As an additional validation exercise, we have also presented experiments to show that the ADM tailored to a given function class performs better that ADMs tailored to different function classes.
There are a number of possible directions for future work. As GP has been able to evolve good variation operators for EP, further work will explore the ability of GP to generate variation operators for other real-valued optimisation methods such as differential evolution (DE) and particle swarm optimisation (PSO), particularly for the case of function classes where a train-and-test approach can be used. Another direction within EP is to extend our hyper-heuristic approach beyond simple static mutation operators. It has been observed previously that both Cauchy and Gaussian mutation are effective in EP at different points of a search [35] . As both of these operators can be defined as a parameterised version of the Lévy distribution, through the use of different α values, we will evolve the value of α as a function over time, subsequently defining a family of adaptive mutation operators which can be trained to specialise in solving different classes of functions. Another possibility would be to use existing automated parameter tuning methods such as irace [43] to set this parameter, or indeed any of the other parameters within EP.
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