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The effect of finite particle number sampling on baryon number fluctuations
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The effects of finite particle number sampling on the net baryon number cumulants, extracted
from fluid dynamical simulations, are studied. The commonly used finite particle number sampling
procedure introduces an additional Poissonian (or multinomial if global baryon number conservation
is enforced) contribution which increases the extracted moments of the baryon number distribution.
If this procedure is applied to a fluctuating fluid dynamics framework one severely overestimates the
actual cumulants. We show that the sampling of so called test-particles suppresses the additional
contribution to the moments by at least one power of the number of test-particles. We demon-
strate this method in a numerical fluid dynamics simulation that includes the effects of spinodal
decomposition due to a first order phase transition. Furthermore, in the limit where anti-baryons
can be ignored, we derive analytic formulas which capture exactly the effect of particle sampling on
the baryon number cumulants. These formulas may be used to test the various numerical particle
sampling algorithms.
The goal of heavy ion collision experiments is to study
the properties of very hot and dense matter. It has been
proposed that in the most energetic collisions of nuclei
at the RHIC and LHC a new state of matter, the so
called Quark-Gluon-Plasma, has been created [1–5]. Lat-
tice QCD results predict the transition at vanishing net
baryon number density to be a crossover [6–8]. Due to
the fermion sign problem, these calculations cannot be
directly extended to the interesting region of high net
baryon density where the cross-over may change to a first
order phase transition. One of the main goals of current
and future experimental programs is to find experimental
signals for a possible first order phase transition and crit-
ical point in the phase diagram of the strong interaction,
Quantum Chromo Dynamics (QCD).
The systems created in these nuclear collisions are very
small, rapidly expanding and not always in local thermal
and chemical equilibrium. Thus the dynamical evolution
of such a collision is far from trivial and sophisticated
transport models are being employed. The current state-
of-the-art of such models are the fluid dynamical hybrid
models. In these models one uses a non-equilibrium ini-
tial state for a viscous fluid dynamical evolution, which
is followed by a Boltzmann-transport description for the
hadronic freeze-out phase. This setup is convenient as
the fluid dynamical equations allow for a straight for-
ward inclusion of the Equation of State (EoS).
Since the systems created in heavy ion collisions are
rather small (on the order of ∼ 10-20 fm) the appli-
cation of standard fluid dynamics is limited. In fluid
dynamics one usually assumes that the particle number
in a given fluid element sufficiently large so that local
fluctuations of the particle number, and hence of the
baryon- and energy density, can be neglected. Since this
is not strictly the case in heavy ion collisions new fluid
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dynamical approaches, including local (thermal) fluctua-
tions have been proposed [9–12].
Understanding and propagating fluctuations in fluid dy-
namics is important since the fluctuations of conserved
charges are considered a very sensitive probe for the QCD
phase transition and the associated critical point [13, 14].
This is motivated by the observation that in the vicinity
of the critical point the correlation length diverges for
an infinite system of matter. As a consequence also the
higher order susceptibilities of e.g. the net baryon num-
ber will diverge at the critical end-point (and will show
a strong increase in its vicinity). While the measured
susceptibilities are very sensitive to the phase structure
of QCD they are also affected by other aspects of the
dynamical evolution, many of which have been discussed
in recent literature [15–27].
In order to achieve a realistic and quantitative descrip-
tion/prediction of these fluctuation observables it is im-
portant to include the critical phase transition dynamics
in a dynamical model of the collision. Resent advances in
that direction included an unstable equation of state in
the standard fluid dynamics picture [28], allowing for a
numerical 3+1D description of the spinodal decomposi-
tion at the first order phase transition. To include effects
near the critical point it is necessary to also include ther-
mal fluctuations in the standard fluid description. This
has been done by amending the standard fluid dynami-
cal equations by an equation of motion for the chiral field
which serves as the order parameter of the phase tran-
sition [9, 29, 30]. Other works also focus on the imple-
mentation of local thermal fluctuations in the dynamical
fluid-evolution of the system. [10–12].
A common denominator of all these fluid dynamical mod-
els is that at some point the transported fluid fields have
to be converted into ”real” hadrons. This is usually done
via the Cooper-Frye (C-F) freeze-out prescription [31]. In
this paper we will discuss the effects of using the Cooper-
Frye prescription on net baryon number and net proton
number susceptibilities. In the first part we will introduce
the most commonly used procedures. Then we will show
2the effect of finite particle sampling on the observed sus-
ceptibilities and will verify our analytically results with
numerical simulations. Finally we will address and dis-
cuss the applicability of the Cooper-Frye picture and the
fluctuating hydro framework on observable fluctuation
measurements.
I. PARTICLE PRODUCTION FROM FLUID
DYNAMICS
Fluid dynamical models are based on the conservation
of energy momentum
∂µT
µν = 0 (1)
and the conservation of various charged currents
∂µj
µ = 0 (2)
Here the net baryon number is the most commonly used
conserved current, but in practice one could solve equa-
tion (2) for any number of conserved charges. Note that
in this picture the effects of finite number of particles in
a given local cell dV = dx3 are neglected, i.e. one essen-
tially assumes that the particle number in a local cell is
very large. In reality the number of particles in a local
cell is not very large, since the usual cell size is of the or-
der of 1fm3 or less, dx ≤ 1 fm. In order to accommodate
effect of local thermal fluctuations, recently fluctuating
hydro approaches have been developed. If done properly
these models should correctly reproduce the thermal fluc-
tuations of local cells. These models are especially useful
as these thermal fluctuations will be the source of critical
phenomena near the critical point and phase transition.
The result of a fluid dynamical simulation is the space-
time distributions of the energy-momentum-densities as
well as the density of any conserved charges considered.
To be able to compare such results with experimental
measurements one has to translate these densities into
distributions of real particles. This is typically achieved
with the Cooper-Frye equation [31]:
E
dN
d3p
=
∫
σ
f(x, p)pµdσµ . (3)
Here f(x, p) corresponds Bose or Fermi single particle
phase-space distribution functions. Typically one works
in the grand canonical ensemble so that f(x, p) depend
essentially on the local temperature and chemical poten-
tials, T (x) and µi(x).
The Cooper-Frye equation (3) relates the integral of
the phase-space densities of particles passing through a
freeze-out hyper-surface with the momentum distribu-
tion of these particles over the entire phase space. If
there are no additional interactions past the freeze-out,
all experimental cuts may then be performed on this mo-
mentum distribution. In practice, however, one has to
consider additional features such as the decay of unsta-
ble resonances, re-scattering in a dilute hadronic phase
and acceptance effects which affect particles differently
depending on their position in phase space [32–36]. Fur-
thermore if particle fluctuations and correlations are to
be investigated the final output of heavy ion simulation
consists preferably of discrete particles with specific po-
sitions and momenta. To address these issues, one fol-
lows the C-F freeze-out with a transport evolution. In
this case one needs the phase-space distribution of the
hadrons right after freeze-out. To achieve this, one usu-
ally selects a small sub-volume of the freeze-out hyper-
surface – typically one of the cells of the grid on which
the fluid-dynamical variables are defined. Given such
a cell one obtains the momentum spectra and the par-
ticle number from the underlying thermal distribution
given the local temperature and chemical potentials and
assigns the particles the spatial coordinate of the local
cell. As already pointed out, the typical size of such a
cell is usually so small that on the average it contains
less than one particle. Nevertheless the commonly used
particles samplings provide reliable information on event-
averaged single particle distributions, which may then be
compared with experiment. In addition algorithms have
been developed to ensure the global conservation of con-
served charges [37].
It is this type of “freeze-out” which provides the initial
phase-space distribution for a transport evolution that we
want to discuss further in this paper. In particular, we
will demonstrate that the presently used sampling meth-
ods will lead to additional, potentially spurious contribu-
tions to particle number fluctuations and, consequently,
to the extracted susceptibilities.
II. THE EFFECTS OF FINITE PARTICLE
NUMBER SAMPLING
Before we discuss the effect of finite particle sampling
let us first clarify the concept of fluctuating fluid dy-
namics. Fluid dynamics, being a single-particle theory
does not inherently carry information about fluctuations
since it provides only information about mean values.
However, one can consider an ensemble of fluid dynam-
ics events which differ for example by their initial condi-
tions. In this case the mean values for a given observ-
able does fluctuate within this ensemble of events. One
prominent example are the higher moments of the az-
imuthal distribution, vn [38, 39], which are well described
by fluctuating initial conditions [32, 40–42] . Similarly,
the inclusion of thermal fluctuations will generate an en-
semble of fluid-dynamics events. Whatever the source
of the fluctuations, at the end we will have an ensemble
of fluid-dynamics events where, at freeze-out, the distri-
bution of the various densities (energy, momentum and
charge) will vary from event to event. Thus we will have
an ensemble of freeze-out hyper-surfaces, where for ex-
amples the baryon number is distributed differently from
event to event. Thus if we look at a subset of this hyper-
surface, the baryon number will fluctuate although the
3total baryon number is conserved in the hydrodynamics
evolution. In the following we will discuss how the var-
ious freeze-out schemes will map these fluctuation into
the initial state of a transports evolution.
As already discussed, typically the Cooper-Frye freeze-
out is carried out by sampling a thermal (grand-
canonical) distribution in the cells on the freeze-out sur-
face. To start the discussion let us consider the freeze-
out procedure in one given cell. Here we will ignore
anti-particles which at low collision energies is a good
approximation. Given an ensemble of hydrodynamic
events, which are generated for example by taking ther-
mal and initial state fluctuations, we can define a prob-
ability P (B) to have a given baryon number B in the
cell. Then the variance of the baryon number in the cell
is given by
σ2 =
〈
(δB)2
〉
=
〈
B2
〉− 〈B〉2
=
∑
B
P (B)B2 − (
∑
B
P (B)B)2 (4)
Now for each run or member of the hydro ensemble we
freeze-out by sampling particles according to a Poisson
distribution. To keep things general from the start, let us
further assume we represent a real baryon with NT test-
particles, so that the baryon number of each test-particle
is QB = 1/NT . Typical freeze-out procedures would cor-
respond to NT = 1, i.e. each baryon is represented by
one (test)-particle. The mean and the second moment of
the baryon number after C-F freeze-out are then given
by
〈B〉CF = QB
∑
B
P (B)
∑
N
Pp(N ;B/Q)N
〈
B2
〉
CF
= Q2B
∑
B
P (B)
∑
N
Pp(N ;B/Q)N
2 (5)
where, Pp(N,B/Q) = e
−B/QB (B/QB)
N
N ! is a Poisson dis-
tribution with mean 〈N〉 = B/QB. Here 〈· · ·〉CF denotes
averages after the Cooper-Frye freeze-out. Therefore,
〈B〉CF = QB
∑
B
P (B)B/QB = 〈B〉
〈
B2
〉
CF
= Q2B
∑
B
P (B)((B/QB)
2 +B/QB)
=
〈
B2
〉
+QB 〈B〉 (6)
Obviously, in the second equation
〈
B2
〉
CF
6= 〈B2〉 and
we obtain an additional contribution to the variance of
the baryon number after Cooper-Frye freeze-out, which
involves the mean number of baryons in the cell.
σ2CF =
〈
B2
〉
CF
− 〈B〉2CF = σ2 +QB 〈B〉 . (7)
The additional contribution, QB 〈B〉 scales with 1/NT
and is thus suppressed for large numbers of test-particles.
On the other hand, in case of NT = 1, i.e. if each
baryon is represented by one test-particle, the extra term
may give rise to large extra contribution to the cumu-
lants. For example, if the baryon number of a given fluid
cell was already distributed according to a Poisson dis-
tribution, we would have
σ2CF = (1 +QB) 〈B〉 = (1 +QB)σ2 (8)
so that in case of NT = 1 the scaled variance after
Cooper-Frye freeze-out would be twice as large than that
of the hydro-ensemble. The above observation can be
easily extended to many freeze-out cells and higher cu-
mulants and here we only quote the results for cumulants
up to fourth order. The details can be found in the Ap-
pendix.
KB,CF1 = 〈B〉 = KB1
KB,CF2 = K
B
2 +QBK
B
1
KB,CF3 = K
B
3 + 3QBK
B
2 +Q
2
BK
B
1
KB,CF4 = K
B
4 + 6QBK
B
3 + 7Q
2
BK
B
2 +Q
3
BK
B
1 (9)
Here KB,CFn denote the cumulants obtained after
Cooper-Frye freeze-out into NT = 1/QB test-particles,
and KBn denote the true cumulants reflecting the (fluc-
tuating) hydro-ensemble. Therefore, after Cooper-Frye
freeze-out, the the n-th cumulant receives contribution
not only from the true n-th order cumulant of the baryon
density distribution but from all cumulants of order
m < n. These extra contributions are suppressed by the
number of test-particles, NT = 1/QB. Therefore, repre-
senting a baryon by only one particle at the freeze-out,
as it is done commonly when matching various hadronic
cascade codes to hydrodynamics, may potentially result
in incorrect distribution of the baryon number. We note,
however, that in a case where no fluctuations are present
in the fluid dynamical fields, i.e. when a constant fluid
dynamical background is considered, all fluid dynamical
cumulants vanish KBi = 0, and one is left with purely
Poissonian cumulants KB,CFi = 〈B〉. This may actually
be a desired result expected for random particle num-
ber fluctuations. If, on the other hand, one deals with
fluctuating fluid dynamics, all or parts of the Poissonian
fluctuations are already contained in the hydro ensemble
and one is likely to over count the amount of fluctuations
by doing a standard C-F freeze-out.
The above freeze-out based on Poisson sampling does
not conserve the total baryon number in a given event.
Only in the limit of a large number of test-particles is
the baryon number effectively conserved. This situation
can be improved by sampling the baryon number (test-
particles) from each cell according to a multinomial dis-
tribution
P (N1, . . . ,MM ) =
(Btot/QB)!
N1! . . .NM !
pN11 . . . p
NM
M δ
∑
M
i=1
Ni,Btot/QB
(10)
Here Btot is the (conserved) baryon number of the entire
system,M is the total number of cell of the hyper-surface,
pi = Bi/Btot with
∑M
i pi = 1, and Bi the baryon number
4in cell i for a given event. While this indeed conserves
the total baryon number the situation is not much better
when one looks at the cumulants of a subsystem (see
Appendix B for details)
KB,CF,multi1 = 〈B〉 = KB1
KB,CF,multi2 = K
B
2 +QB
(
KB1 −
KB1
2
+KB2
Btot
)
KB,CF,multi3 = K
B
3 + 3QB
(
KB2 −
2KB1 K
B
2 +K
B
3
Btot
)
+Q2B
(
KB1 − 3
KB1
2
+KB2
Btot
+2
KB1
3
+ 3KB1 K
B
2 +K
B
3
B2tot
)
(11)
Again, we have additional contributions which only dis-
appear in the limit of large number of test-particles, i.e.
QB → 0.
III. NUMERICAL RESULTS
In the following we will present numerical results of
a fluid dynamical simulation that entails spatial fluctu-
ations from a first order phase transition and show how
these results are changed when a Cooper-Frye sampling
procedure is applied.
It has been proposed that the system created in rel-
ativistic nuclear collision can undergo spinodal decom-
position as it expands rapidly through the spinodal re-
gion of the QCD phase diagram [43, 44]. Recently it was
shown that the spinodal decomposition indeed can be ob-
served in realistic fluid dynamical simulations of heavy
ion collisions at low beam energies [28]. The spinodal
decomposition occurs as initial seeds of fluctuations are
exponentially enhanced as the system expands through
the mechanically unstable region which has been intro-
duced in the equation of state. In our present work the
seeds of the fluctuations in the fluid dynamical phase are
the fluctuations of the initial net baryon number distri-
butions, due to the fact that nuclei are not homogeneous
and baryon number stopping therefore varies on an event-
by-event basis. These initial fluctuations (calculated with
the UrQMD transport model) then are amplified due to
the instabilities which occur in the spinodal region of the
phase diagram. The resulting enhancement of the scaled
variance of the net baryon number relative to an evolu-
tion absent of an unstable region in the equation of state
is shown in Fig. 1 as function of the total evolution time.
This result is for central collisions of lead nuclei and an
energy of Elab = 3.5 GeV, where the strongest enhance-
ment is expected (see [28]).
We see from Fig. 1 that the enhancement and thus
the spinodal clumping is strongest (≃ 25%) at a time
t = 3.0 fm/c (see vertical line in figure 1). Therefore we
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FIG. 1. [Color online] Time dependence of the enhancement
of the scaled variance of the net baryon number, with respect
to a simulation without an unstable phase in the EoS. The
spatial volume in which the net-baryon number is calculated
in each event is fixed by the condition −0.3 < z < 0.3 fm,
while we integrate over the transverse directions. The en-
hancement originates from mechanical instabilities due to a
first order phase transition. The results shown are for cen-
tral collisions of Pb nuclei at a fixed target beam energy of
Elab = 3.5 A GeV.
will study the effect of the Cooper-Frye particle sampling
and extract the moments at a point in time.
In our calculation we have selected events with Npart =
397 participating nucleons, to avoid additional contribu-
tions from Npart fluctuations. Thus the total baryon
number in all hydro events will be Btot = 397. In our
study we will explicitly use a time like hyper-surface
dσµ = (dV, 0, 0, 0) in order to study fluctuations at a
given time. In general all our arguments are also valid
for other choices of dσµ.
The sampling procedure used has been explained in
[37, 45] and it is constructed to conserve net-baryon num-
ber in a single event exactly. This method essentially
corresponds to the multinomial sampling discussed in the
previous section.
Figure 2 shows the results from the Cooper-Frye sam-
pling of the fluid dynamical simulations at a fixed time
and as function of the size of the spatial interval of the
sub-system considered. The sub-system is defined as the
spatial volume that contains all particles (or hydro mat-
ter) with z-coordinates smaller than |z| < zmax.
The results of the net baryon number scaled variance,
in coordinate space, for all baryons after the sampling of
the the Cooper-Frye equation are shown as black solid
line with small circles. In contrast, the net baryon num-
ber variance – again in coordinate space – that was di-
rectly extracted from the fluid dynamical model is shown
in figure 2 as red line with squares.
As expected one obtains a significantly different scaled
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FIG. 2. [Color online] Variance over the mean of the net-
baryon number in a given spatial volume restricted by a max-
imum z-coordinate value z. The hydro result is obtained at
a time t=3 fm/c for collisions of Pb+Pb at a beam energy
of Elab = 3.5 A GeV and fixing the number of participants
to Npart = 397. The red line with square symbols depicts
results for the pure hydro simulation before particle produc-
tion. The black lines with small symbols are the results after
particle production via the Cooper-Frye sampling (C-F) with
a given number of test-particles per real particle QB = 1/NT .
The green lines are the expected results for a multinomial
distribution (eq.(11)) based on the pure hydro cumulants.
variance due to the contribution from the freeze-out pro-
cedure, as shown in Eq. (11). Indeed, if we use equation
(11) to add the contribution ∼ QB to the variance and
set QB = 1, we obtain the solid green line which agrees
very well with the result from the numerical sampling.
The same is true also for the Skewness, shown in Fig. 3.
If we carry out the C-F freeze-out using test-particles,
i.e. QB < 1, the resulting scaled variance and skewness
quickly approach the true hydro result. The results of
the C-F sampling using an increasing number of test-
particles is shown as black dashed lines with symbols in
Figs. 2 and 3. The corresponding results using Eq. (11)
for QB < 1 are show as the green dashed lines. Again
for the scaled variance we find a very good agreement
of the C-F test particle sampling and the multinomial
cumulants, Eq. (11). For the skewness we have plotted
only results up to z = 3 since for higher values of z
already the pure hydro results (red line) is not stable
within the statistics of our calculations.
IV. DISCUSSION
We have shown that the finite particle sampling leads
to additional contributions to the local fluctuations of
particle numbers, contributions which are not present
in the fluid dynamical simulation. Using test-particles
these additional contribution can be suppressed. How-
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FIG. 3. [Color online] Same as in figure 2 but for the Skew-
ness.
ever, there are various subtleties which one needs to take
into account:
1. We would like to stress that we do not claim that
the extra contributions arising from C-F sampling
are a priory wrong in every situation. For exam-
ple, in case of a standard (non-fluctuating) fluid
dynamical simulation it is probably reasonable to
assume that the particle number fluctuates locally
according to a Poissonian (or multinomial for a
globally conserved charge) distribution. Therefore
the Cooper-Frye sampling would correctly repro-
duce the local thermal fluctuations. This is also
true if the ’clumps’ of baryonic matter, produced by
e.g. the spinodal decomposition, are of macroscopic
size i.e. contain a very large number of particles. In
this case the cumulants are then dominated by the
fluctuations of these clumps, as one can easily see
from Eq.(9)1 and the extra contribution from the
C-F sampling are subleading. Or in other words,
as long as the variations of the baryon number in
the fluid are ”long range” the addition of local, in-
dependent fluctuations from the freeze-out is most
likely reasonable and in any case a subleading con-
tribution.
2. The situation gets more tricky if one deals with
initial fluctuations and their possible enhancement
due to spinodal instabilities in nuclear collisions.
Here the clumps contain only a few baryons and
thus do not dominate the cumulants and the con-
tribution from the C-F sampling are non-negligible.
1 Here one should keep in mind that for an increasing clump size,
i.e. in the presence of a strong long range correlation, the first
order cumulant only increases as 〈B〉 while the second order cu-
mulant will increase as
〈
B
2
〉
6Therefore, it is not clear if one can treat the clumps
of baryonic matter as sufficiently large to consider
them macroscopic fluctuations. If this is not the
case then the application of standard fluid dynam-
ics is questionable. A possible solution of this would
be the application of fluctuating fluid dynamics.
3. In a model where the thermal fluctuations are al-
ready an integrated part of the fluid dynamics evo-
lution, the additional fluctuations generated by the
C-F freeze-out prescription would be unphysical
and need to be removed. However, it is not clear
that such a numerical description will give stable
result if the particle number in a given cell is so
small that the local thermal fluctuations are of the
same order or even bigger than the mean value.
4. We have proposed to use test-particles in order to
suppress the additional fluctuations from C-F if
needed. This can be easily implemented using ex-
isting codes. One could of course argue that one
follows a (micro)-canonical freeze-out prescription,
where the baryon number in each cell is exactly
conserved. This, however, will likely also require
the use of test-particles for the hadronic transport,
since the baryon number is some cells is likely to
be smaller than unity. And even if one combines
several cells, it is not clear that one always has
an integer baryon number for a region where the
temperature is sufficiently constant. Again, using
test-particles is a simple way to accommodate the
non-integer baryon number of a freeze-out region
in the hadronic transport.
5. We note that the use of test-particles in hadronic
transport will suppress correlation from resonance
decays, which, if essential, will have to be imple-
mented explicitly by propagating the two parti-
cle distribution function. This will complicate the
numerical implementation of the transport evolu-
tion considerably. Also, it is essential that the
test-particles carry a fractional baryon-numberQB.
Therefore, so called parallel ensemble methods used
for a more efficient transport code are not possible.
6. Here we have only considered the fluctuations of the
baryon number. However, it is rather clear from
the discussion, that the C-F method will affect the
fluctuations of other conserved quantities such as
energy and momentum in an analogous fashion. To
which extend this affects the outcome of flow fluc-
tuation observables would be interesting to study.
7. As we have pointed out fluid dynamics is based
on the propagation of energy momentum and con-
served currents. Usually one only considers the
time evolution of the net baryon number current.
By the construction of the equation of state one
also implies certain values for the isospin and net
strangeness, usually they are assumed to be exactly
zero. In such a case, for a given local net baryon
density, the net proton and net neutron numbers
are exactly determined by the EoS in the fluid dy-
namical picture. In reality of course not only the
net baryon number may fluctuate but the number
of any particle species within a given cell may fluc-
tuate independently. This is naturally included in
the finite number sampling. In the fluid dynamic
model one would have to explicitly include dynami-
cally the thermal fluctuations of all particle species
which is impractical. As a result the fluid dynami-
cal model will always obtain proton number fluctu-
ations which are exactly correlated with the baryon
number fluctuations. E.g. for vanishing baryon
fluctuation σ2B = 0 one still obtains σ
2
p = 0 instead
of σ2p = 1/2 〈p〉 [46] if one allows the iso-spin fluc-
tuate while fixing the baryon number.
8. In this paper we have ignored the anti-baryons,
which is a reasonable approximation for collision
energies
√
s ≤ 20GeV, where the observed anti-
proton to proton ratio is very small. It would
be interesting to extend the presented test-particle
freeze-out to include also anti-particles. The chal-
lenge in this case would be to conserve the baryon
number, i.e. the difference between baryons and
anti-baryons, in a given cell while still allowing for
the sum to fluctuate.
V. SUMMARY
We have shown that applying the commonly used fi-
nite particle sampling method for the Cooper-Frye parti-
cle production will introduce an additional contribution
to the particle number distributions. Only in the very
specific case of the production of (locally) uncorrelated
particles will this method give the physically correct mo-
ments of the particle number distributions. In the case
of a fluctuating fluid dynamics model, the finite particle
sampling will introduce unphysical contributions, which
can be suppressed by applying test particle sampling. We
have shown how using test particle sampling one can re-
cover the original susceptibilities from the fluid dynami-
cal simulation. We found that for the specific, low beam
energies under investigation, 20 test particles per real
particles will give a result reasonably close to the original
second and third order susceptibilities. We have derived
formulas, based on a multinomial distribution, which, in
the absence of anti-baryons, reproduces the cumulants
obtained from a numerical C-F sample including global
baryon number conservation very well. Actually it might
be worthwhile to explore if these formulas may be used
to test and validate the various freeze-out schemes which
address global particle number conservation.
Finally we have presented results from a realistic sim-
ulation of the spinodal instabilities due to a first order
phase transition. These results indicate that the effect
7of the spinodal clumping on the fluctuations is in fact
much smaller than what one would expect from thermal
(Poissonian) fluctuations, at least regarding the scaled
variance and skewness. This comes as a result of the
small system size of the nuclear collisions and the fact
that the created clumps of baryonic matter cannot be
considered macroscopic objects, thus the cumulants are
dominated by the local thermal/random fluctuations of
the baryon number.
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Appendix A: Poisson sampling
Here we calculate the resulting cumulants after
Cooper-Frye freeze-out using NT test-particles. Again
we denote the baryon number per test-particle by QB =
1/NT so that the cumulants of the baryon number, Kn,
are related with those for the test particles, kn by
KBn = Q
n
Bkn (A1)
Cumulants are best obtained from the cumulant gener-
ation function g(z). Given the probability P (N) to have
N test-particles,
g(z) = ln
(∑
N
P (N)ezN
)
. (A2)
The cumulant of the test particle distribution of order n,
kn is obtained from the generating function by
kn =
dn
dzn
g(z)|z=0 (A3)
Given nc cells in which particles are frozen out and the
probability P (Bi, · · · , Bnc) to have a baryon number of
Bi in cell i, the probability P (N) to have N test particles
is given by
P (N) =
∑
{B1,··· ,Bnc}
P (Bi, · · · , Bnc)
×
∑
k1
exp(B1/QB)
(B1/QB)
k1
k1!
· · ·
· · ·
∑
knc
exp(Bnc/QB)
(Bnc/QB)
knc
knc !
δk1+···+knc ,N (A4)
Here, {B1, · · · , Bnc} represents the set of baryon num-
bers in cell 1 to nc, and P (Bi, · · · , Bnc) the probability
that such a configuration is present in the ensemble of hy-
drodynamic runs. Furthermore
∑
iBi = B is the baryon
number of a given configuration. The generating function
g(z) is then easily determined
g(z) = ln

 ∑
{B1,··· ,Bnc}
P (Bi, · · · , Bnc)×
M(z;B1/QB) · · ·M(z,Bnc/QB)] , (A5)
where
M(z,Bi/QB) =∑
k
exp(Bi/QB)
(Bi/QB)
k
k!
exp(zk)
= eBi/QB(e
t−1) = eBiy(z) (A6)
is the moment generating function for a Poisson distri-
bution with mean ν = Bi/QB. Here, y(z) =
ez−1
QB
so
that y(0) = 0. Inserting the explicit form of the moment
generating functions into Eq. A5 we get
g(z) = ln

 ∑
{B1,··· ,Bnc}
P (Bi, · · · , Bnc)e
∑
i
Biy(z)


= ln
∑
B
P (B)eBy(z)
= GB (y(z)) (A7)
where G(x) is the cumulant generating function of the
the baryon number distribution P (B). Noting that
dn
dzn y(z)
∣∣
z=0
= 1/QB for n ≥ 1, the baryon cumulants
after Cooper-Frye freeze-out are given by
KB,CF1 = QBk1 = QB
d
dz
g(z)
∣∣∣∣
z=0
= G′(y(z))y′(z)|z=0 = 〈B〉 = KB1
KB,CF2 = Q
2
Bk2 = Q
2
B
d2
dz2
g(z)
= Q2B
[
G′′(0) (y′(0))
2
+G′(0)y′′(0)
]
=
〈
(δB)2
〉
+QB 〈B〉 = KB2 +QBKB1
KB,CF3 = K
B
3 + 3QBK
B
2 +Q
2
BK
B
1
KB,CF4 = K
B
4 + 6QBK
B
3 + 7Q
2
BK
B
2 +Q
3
BK
B
1 (A8)
8Here CB,CFn denote the cumulants obtained after Cooper-
Frye freeze-out into NT = 1/QB test-particles, and K
B
n
denote the true cumulants reflecting the (fluctuating)
hydro-ensemble.
Appendix B: Multinomial sampling
Another way to handle the Cooper-Frye freeze-out
would be to sample the baryon number with a multi-
nomial distribution. In the limit that the baryon num-
ber in the individual cells is small compared to the total
baryon number, this procedure is very similar to the Pois-
son sampling discussed in the previous section, with the
added advantage that the total baryon number is con-
served. Let us assume that the entire freeze-out hyper-
surface is comprised of of M cells, where on the hydro
side each cell i has a baryon number of Bi. The total
baryon number Btot is then given by
∑M
i=1 Bi = Btot.
The probability distribution from which to sample the
number of test-particles Ni in the cells i is then given by
the multinomial distribution
P (N1, . . . ,MM ) =
(Btot/QB)!
N1! . . . NM !
pN11 . . . p
NM
M
δ∑M
i=1
Ni,Btot/QB
(B1)
with pi =
Bi
Btot
. Clearly this prescription ensure that the
total baryon number after sampling is the same as that
prior to freeze-out. The algorithms described in [37, 45]
which try to ensure global baryon number conservation
baryon number are very similar to this multinomial sam-
pling. While the sampling a multinomial distribution
ensures the global conservation of the baryon number, it
still fails to faithfully map the local fluctuations of the
baryon number from hydrodynamics. To see this let us
consider as subset of the total freeze-out hyper-surface,
given by a number of cellsm with m < M . Let us further
denote the baryon number on the hydro side of this sub-
set by B =
∑m
i=1 Bi. Since we are only interested in the
distribution of the baryon number in the subset of cell
the above multinomial distribution reduces to a binomial
distribution. Thus the baryon number of the subset after
freeze-out b =
∑m
i=1 bi is governed by
P (b) =
Btot!
b!(Btot − b)!p
b
m(1− pm)Btot−b (B2)
where the binomial probability pm is given by the sum
of the probabilities of the cells of interest, pm =
∑m
i=1 pi.
The corresponding distribution for the number of test-
particles, P (N), in the subset is then given by
P (N) =
(Btot/QB)!
N ! (Btot/QB −N)!p
M
m (1− pm)Btot/QB−N
(B3)
Given the above distribution the various cumulants of
the baryon number distribution in the subsystem are
KB,CF,multi1 = 〈B〉 = KB1
KB,CF,multi2 = K
B
2 +QB
(
KB1 −
KB1
2
+K2
Btot
)
KB,CF,multi3 = K
B
3 + 3QB
(
KB2 −
2KB1 K
B
2 +K
B
3
Btot
)
+Q2B
(
KB1 − 3
KB1
2
+KB2
Btot
+2
KB1
3
+ 3KB1 K
B
2 +K
B
3
B2tot
)
.
(B4)
Again, 〈B〉 = KB1 is the mean baryon number and
KB2 and K
B
3 are the cumulants based on the ensemble
of the hydro events for the subsystem under consider-
ation. Btot is the total baryon number of the entire
system which is the same in each event in the ensem-
ble. We note, that if we consider the entire event, then
KB2 = K
B
3 = 0 and 〈B〉 = Btot and, consequently,
KB,CF,multi2 = K
B,CF,multi
3 = 0. So indeed, global
baryon number conservation is achieved in case of the
multinomial freeze-out model. Furthermore, in the limit
where the subset is small compared to the entire system,
KBi ≪ Btot we recover the result based on the Poisson
distribution, Eq. A8.
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