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INTRODUCTION
Research into fluvial systems is often based on field studies that are inevitably limited in terms of spatial coverage and resolution (Fausch et al., 2002) . However, technological advances are changing the way river scientists map, manage and analyse rivers (Marcus & Fonstad, 2008) . Among these new technologies, the increasing acquisition and processing of hyperspatial imagery (<100 mm spatial resolution; Rango et al., 2009; Carbonneau and Piegay 2012 ) is revealing great potential for catchment scale mapping at unprecedented resolutions (Carbonneau et al., 2012) .
Grain-size information for gravel bed rivers is important in a wide variety of contexts, providing information to guide the development of flood defences and maintaining navigability, biodiversity and ecological integrity within large rivers (Klingeman, 1998) .
Within the remote sensing literature, two main categories of techniques are discussed for This article is protected by copyright. All rights reserved. extracting grain-size information from digital imagery, close range 'photosieving' techniques and reach scale assessments using image texture analysis. Photosieving techniques are based on images of sediment collected at ground level where each grain is imaged by several pixels; images are rapidly acquired in the field and grains manually measured from the image at a later date (Ibbeken & Schleyer, 1986) . Thus, photosieving reduces the need for surface gravel sampling and increases the amount of collected data. More recently, automated procedures to extract grain-size information from digital images have been developed. These procedures use image segmentation and boundary detection approaches to emulate the way a human user would delineate grains (McEwan et al., 2000; Butler et al., 2001; Graham et al. 2005a,b; Chung & Chang, 2012) . Alternatively, statistical methods such as mathematical morphological operators (Pina et al., 2011) , spatial autocorrelation (Rubin, 2004) or spectral autocorrelation (Buscombe, 2008; Buscombe et al., 2010; Buscombe and Rubin 2012a,b) can be used. Given the requirement for pixel sizes much smaller than grain sizes, photosieving uses terrestrial imagery.
In the case of airborne, reach scale studies, image texture applied to hyperspatial imagery has been used to extract grain-size information (Carbonneau et al., 2004; Verdu et al., 2005) .
Image texture analysis involves quantifying the differences in pixel intensity values within a region of neighbouring pixels. These operations can be split into two types; first-order methods which are simple statistical measures where pixel neighbour relations are not considered and second-order methods which consider the spatial relation and spatial structure of the pixels. Some common measures of first-order image texture include mean, variance, and range of pixel intensity values within a local neighbourhood. For second-order methods the grey level co-occurrence matrix (GLCM) (Haralick et al., 1973; Haralick, 1979 ) is perhaps the best-known texture measure.
Early applications of airborne grain-size mapping were limited to gravels, cobbles and boulders. Sand particles, being much smaller than the pixel size, remained undetectable (Carbonneau, 2005) . However, preliminary results presented by Chandler et al. (2004) suggest that simple first-order texture measures are sufficient for detecting the presence of surface sand, whilst the work of Carbonneau et al. (2004) and Verdu et al. (2005) showed that second-order texture approaches can be used to extract multiple grain-size percentiles.
However, measures such as the GLCM require several input parameters (for example, directional offset, grey levels and window size); an extensive parameter investigation also increases data processing time. Carbonneau et al. (2004) and Verdu et al. (2005) investigated This article is protected by copyright. All rights reserved.
only a small sub-set of GLCM parameters and did not address the applicability of these methods for detecting sub-pixel grains.
In this paper, a detailed investigation into first-order and second-order image texture approaches is presented, expanding the parameter space investigated by Carbonneau et al. (2004) and Verdu et al. (2005) , with the main aim of extracting sub-pixel fluvial grain-size features from hyperspatial imagery. The preliminary investigations of Chandler et al., (2004) were limited; hence, first-order image texture methods are re-examined in more detail.
Second-order image texture methods (through the GLCM and its expansive parameter space) were applied to the coarser (>1.41 mm) fluvial sediment size fraction. These tasks were formulated into two research objectives:
• To investigate first-order image texture methods for producing maps of surface sand areas.
• To investigate first-order and second-order image texture methods (through the GLCM) for deriving grain-size distributions for the coarse (>1.41 mm) size fraction.
METHODS

Study Area
The Fraser River (British Columbia, Canada) is one of the large rivers in North America, draining an area of approximately 233,000 km This article is protected by copyright. All rights reserved. Figure 1 .
Airborne Hyperspatial Image Acquisition
Ground truth grain-size data
In the field, 23 vegetation-free gravel sites were randomly selected for surface grain-size analysis, on Queens Bar (11), N-Bar (5), Harrison Bar (3) and Calamity Bar (4). Sample sites were visually homogeneous over several metres. At each of these sites a rectangular frame was placed over a 1.0 x 0.8 m area (Figure 2 ). Within the frame area, the surface grains were spray-painted and subsequently, painted grains were collected and measured; a technique commonly known as paint-and-pick (Lane, 1953; Church et al., 1987) . For sediment larger than 8 mm, field templates were used to measure the grains, with the remaining smaller grain fraction being stored for later laboratory sieving. In the laboratory, samples were sieved to 1.41 mm; weights were calibrated to particle counts and converted to a full distribution.
Geolocation of the field sites was carried out using a Trimble 5700 differential Global Positioning System (GPS; Trimble Navigation Limited, Sunnyvale, CA, USA). Postprocessing of the GPS data was carried out using the Canadian Spatial Referencing System (CSRS) online GPS Processing service (http://www.geod.nrcan.gc.ca/productsproduits/ppp_e.php). With an integrated base station time of around seven hours, the GPS points have an estimated precision in X, Y and Z of ±20 mm.
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Image texture and grain-size features
Sand
To assess the relation between image texture and the presence of surface sand, a collage of three image tiles (15 x 15 m) was created ( Figure 3 ). The collage image encompasses a variety of features that may influence image texture calculations within the study region including areas of gravel-sand and wet-dry sand transitions, natural features such as log jams, and areas of human disturbance (tyre tracks). All of these features introduce variations in the intensity levels of the image and, therefore, image texture will be sensitive to these intensity changes. To facilitate accurate assessment, non-sand areas were manually delineated on the composite image using a Graphical User Interface (GUI) (Figure 3 ). To give an idea of the likely error associated with manual delineation, five independent users delineated a sand/gravel patch in the same image and their results diverged by 1.9% (ca 0.8m 2 in real terms).
A standard deviation moving window was applied across this composite image over a range of window sizes (Chandler et al., 2004) . The resultant texture image was thresholded at increasing values to produce binary images of sand, non-sand. The relation between image texture values and sand was assessed to confirm the hypothesis that low texture values are linked to the presence of surface sand. Assessment was made using a figure of merit (Klug et al. 1992; Pontius et al. 2008) to give a percentage accuracy of classification of 'sand' pixels, as shown in Eq. 1:
where px ov is the number of mutually classified pixels in the manually delineated image and the texture thresholded image (i.e. correctly identified pixels), and px un is the number of unique pixels in either image (i.e. pixels representing both errors of commission and omission). The figure of merit index is used for the analysis of spatial patterns (Klug et al. 1992; Perica & Foufoula-Georgiou, 1996) , as it is a dimensionless index with a theoretical range from 0 to 1, where 0 is no overlap and 1 is perfect overlap.
Coarse Fraction
The relation between image texture and seven, field sampled, coarse fraction grain-size First-order Image texture -Standard Deviation Filter: In a manner similar to the assessment of image texture and sand, a standard deviation filter ranging from 3 x 3 in steps of two pixels to a maximum of 69 x 69 pixels was applied and subsequently linearly regressed to the seven coarse fraction percentiles. Each combination of window size and image band was computed, leading to a total of more than 3,100 first-order image texture calculations. In order to reduce the number of GLCM calculations to manageable processing times, a limited parameter space was investigated. Following the recommendations of Clausi (2002), the 'preferred statistic set' was investigated; GLCM contrast, correlation and entropy (Eqs 2a, 2b and 2c):
Second-order
where (i,j) represents the image coordinates, p(i,j) represents the normalised GLCM matrix value at the point (i,j), σ (i) σ (j) represents standard deviation of the GLCM row (i) or column (j) and µ(i) µ(j) represent the mean of the GLCM row (i) or column (j). This 'preferred statistic set' combines the GLCM statistics which are independent and not correlated (Clausi, 2002) . Table 1 shows the parameters investigated. Offsets are given as O(x,y) and calculated only in cases where the Offset is smaller than the window size. A symmetrical GLCM was calculated (Haralick et al., 1973) ; for example, the sum of two
GLCMs with offsets O(0,+1) and O(0,-1) is equal to the symmetrical GLCM of O(0,+1).
The full parameter space outlined above led to more than 84,000 sets of GLCM parameters, each calculated on 23 images resulting in a final total of over 1.9 million image texture calculations.
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Grain-Size Mapping: Workflow
Following the investigations of first-and second-order image texture measures for deriving surface grain size information outlined in the Sand and Coarse fraction section above, a workflow was developed for batch-processing of all of the hyperspatial image tiles from the study region. The optimal results from those investigations were used to guide this workflow.
All of the image tiles from the study area were processed to produce continuous grain-size maps for the entire study region. The workflow is summarised in Figure 5 .
First, the raw image tile was segmented using the Otsu method (Otsu, 1979) to remove water and vegetation. This method sets a threshold by minimising the interclass variance of the pixels either side of the threshold value. A visual assessment of the imagery ensured that the threshold value was appropriate for the imagery. The threshold value may then be manually adjusted as required to ensure that vegetation and water areas are appropriately masked.
Masking of these areas is not explicitly required to calculate surface sand and grain-size maps, because vegetated and water surfaces can be masked at any stage. However, masking earlier in the workflow avoids unnecessary computation in the latter stages.
A standard deviation filter was then applied and thresholded to produce surface sand content.
Remaining pixels (i.e. those not classified as water and vegetation or sand), were then processed through the GLCM and MLR to produce a surface grain-size distribution.
RESULTS
Ground truth grain-size data Figure 6 shows the full grain-size distribution for all 23 coarse fraction sites, truncated at 1.41 mm. Table 2 shows summary statistics, with percentile data being linearly interpolated between sieve data points shown in Figure 6 . The samples represent a good range for investigation of texture detection methods. Figure 7 shows the percentage accuracy for each window size calculated using the FoM with an initial threshold value of 3.5. Highest accuracies are found at the smaller window size, with a window size of 3 x 3 pixels producing the best result. Interestingly, the choice of band has little effect, with all four bands converging at the highest accuracies.
First-order image texture calibration: Sand
The influence of changing threshold values was investigated (Figure 8). Lower threshold
values result in lower accuracies, until a peak in accuracy is reached around 3.5. A broad peak in accuracy is observed for threshold values above 3, with a slight decline in accuracy beginning at threshold values greater than 4.5.
First-order and second-order image texture calibration: Coarse fraction
First-order image texture This article is protected by copyright. All rights reserved. 
Second-order image texture
For each GLCM statistic (contrast, correlation and entropy), there were ca 28,000 parameter sets; containing all combinations of window size, offset (x), offset (y) and grey levels for offset (x) and offset (y) parameters as they were the most varied across all percentiles, although slight north-east, south-west trends were noted (offset (x) and (y) values >1
representing north-east, south-west), probably linked to imbrication of sediment in the field.
To investigate the influence of window size and offsets (x,y) on image texture-grain size relations a three-dimensional parameter space was established. Figure Patterns similar to those shown in Figure 13 were noted for most of the other grain percentiles except for the largest percentiles, D 84 and D 95 , for which the relations begin to break down and large, clear peaks in performance (such as those seen in Figure 13 ) are much less clearly defined.
Following this investigation, the best performing parameter set for the three independent GLCM statistics (contrast, correlation and entropy) was established for each percentile. These parameter sets are shown in Table 4 .
Multiple linear regression using first-order and second-order image texture
Multiple linear regression (MLR) was used to relate data from first-order and second-order image texture to grain size. The best performing parameter sets were selected for each GLCM method (contrast, correlation and entropy) and combined with the best performing standard deviation measure (Tables 3 and 4 ). Multiple linear regression was applied to these parameters, and leave-one-out cross-validation used to assess the results (Friedman et al., 2001 ). (Figure 14 ). Figure 15 shows a sample D 50 map produced following the workflow outlined in the Grainsize mapping: workflow section. These images are gridded at variable spatial resolutions.
Grain-size maps: Sand and Coarse fraction
Sand classification maps are resolved at 81 cm 2 (window size of 3 x 3 pixels), whilst coarse fraction percentiles have varying resolution. The spatial resolution is a product of the largest window size used; the coarsest resolution was that of D 5, at ca 4.3 m 2 (largest window of 69 x 69 pixels).
DISCUSSION
Results show that first-order and second-order image texture approaches are suitable for the detection of surface sand and the extraction of surface grain-size percentiles from hyperspatial imagery. Unlike previous approaches using image texture, the applicability of 
First-order image texture grain size calibration: Sand
Investigation of image texture and sand revealed that simple thresholding following the application of a windowed standard deviation filter can produce maps of surface sand with peak accuracies of ca 91%. Interestingly, optimal accuracies are achieved regardless of the choice of image band used (Figure 7) . However, the threshold value selected affects the accuracy of the resulting sand classification. In this particular study region, optimal accuracy This article is protected by copyright. All rights reserved. al., (2004) in terms of sand classification, probably due to the simple texture thresholding approach and the improved image quality (the aerial imagery used here was acquired in dry conditions with consistent lighting). This texture approach is beneficial as computational cost is modest, meaning large images can be easily and quickly processed, enabling rapid mapping of entire reaches. The sand calibrations derived here can also be applied to greyscale imagery because only one band is required for the computation of image texture; this allows for potential exploitation of archives of grey-scale imagery. However, it must also be noted that the hyperspatial resolution is a key factor in allowing the sand mapping method to function. Only homogenous sand areas greater than three times the pixel size can be mapped using this method (i.e. sites which occupy at least the area covered in a 3 x 3 pixel window).
Furthermore, the excellent radiometric quality delivered by the Vexel UltraCamX (Vexcel Imaging GmbH) was undoubtedly another key factor in the success of the method. 
First-order and second-order image texture grain-size calibration: Coarse fraction
Theoretical considerations; the 'pixel averaging effect'
Image texture and grain-size relations begin to deteriorate above D 65 . The breakdown of calibrations for the coarser percentiles is attributed to those percentiles lying within the transition from 'pixel averaged texture' to 'actual grain texture'.
'Pixel averaged texture' is a direct result of the finer grain-size percentiles being much smaller than the pixel resolution (30 mm); hence these grain sizes are sub-pixel. Therefore, one pixel is an averaged measure of a population of several grains. Within homogeneous grain-size patches this leads to low intensity variance between neighbouring pixels and 'smooth' image texture patterns; these 'smooth' textures calibrate well with the grain size of the smaller percentiles.
This article is protected by copyright. All rights reserved. When considering grain sizes that lie below the pixel resolution, there is a clear link between the spatial resolution of the imagery and the window size used to calculate image texture. For example, higher resolution imagery requires larger window sizes, and coarser spatial resolution imagery requires smaller window sizes. This is to offset the averaging that takes during image acquisition; with coarser resolution imagery there is greater averaging due to the larger spatial coverage of one pixel (and the subsequent averaging of a larger population of grains). This is corroborated by comparison with other studies. Carbonneau et al., (2004) observed peak performance at window sizes around 33 x 33 pixels using 30 mm resolution imagery. However, a later study using coarser 10 cm resolution imagery noted peak performance with a smaller 20 x 20 pixel window (Carbonneau, 2005) .
Parameter space investigation; which parameters are important?
First-order image texture measures present the simple situation in which the user has only to consider which combination of band and window size to adopt. Figure 9 shows an investigation of these parameters. Interestingly, there is a high degree of similarity in the results irrespective of the band used; namely, red, green, blue and NIR bands produce very similar results. This is probably due to the high degree of correlation amongst the RGB-NIR bands in the imagery and the spectral similarity of sediment in these bands; hence image texture calculations produce very similar results irrespective of the band used. Similarly, This article is protected by copyright. All rights reserved.
second-order image texture also showed that there is little additional benefit gained from having an NIR band.
For the second-order GLCM parameter of grey levels, a clear pattern could be discerned.
Within the percentiles that produced robust relations (D 5 to D 65 ), over 70% of the 'top 1000' parameter sets had 16 grey levels (Figure 12) . Similarly, Table 4 shows this pattern with a distinct dominance of 16 grey levels. The resampling of grey levels to this smaller value may have introduced some stability into the texture calculations and reduced grey level noise;
conversely the expansion of grey levels, up to 64 (and beyond, such as 128 or 256) increases the amount of information captured in the GLCM, because there is less resampling. However, the downside is that there is much greater variance in the GLCM itself, as well as within the GLCM statistics. Subsequent image texture and calibrations begin to break down as a result.
This suggests that the downsampling of grey levels is an acceptable practice (in line with findings of Carbonneau, 2005) , and is even beneficial.
Patterns could also be discerned for window sizes and offsets for the reliably estimated percentiles (D 5 to D 65 ). An illustrative example of this is shown in Figure 13 . Distinct areas of higher performance were evident, most clearly articulated for window sizes. A clear threshold was observed; performance greatly deteriorated with window sizes smaller than ca 35 x 35 pixels. The optimal window size is reached when enough pixels are present to produce stable calibrations; in this instance, this occurs with window sizes above 35 x 35 pixels (cf. 'pixel averaging effect'; Theoretical considerations; the 'pixel averaging effect' section).
Offset directions (x and y) had their own high performance areas respectively; however patterns are more difficult to interpret. Predominantly north-south, and slight northeast/south-west GLCM orientations (using a symmetrical GLCM) (Table 4) Each of the independent GLCM statistics (contrast, correlation and entropy) was calculated with the premise that they would be later used in MLR; but reasonable results (r 2 > 0.65)
were achieved for percentiles up to and including D 65 without the use of MLR. Performance was similar irrespective of the method used, however both correlation and entropy rapidly deteriorated for the larger percentiles (D 84 and D 95 ), suggesting that contrast may produce the This article is protected by copyright. All rights reserved.
most stable relations when considering the full seven point coarse fraction grain-size distribution. In assessing the applicability of these techniques at other study localities and with differing scales of imagery, a reduced parameter space is recommended. Multispectral imagery is not required, because similar relations are found using only standard colour imagery. Future studies need consider only the parameters of window size (where the minimum window size is set according to the image resolution), and offsets. Offsets should be investigated with prior knowledge of sediment imbrication in the field, as it is likely that the optimal GLCM orientation will be coincident with any imbrication. Remaining parameters can be set as desired; if MLR is used, the independent statistic set (contrast, correlation and entropy) is advised, and contrast is recommended if no MLR is used. Grey levels can be fixed at 16 (or perhaps even reduced). Consideration must be given to the MSE values achieved for each percentile, and errors must be accounted for when using calculated grain sizes for other applications such as modelling.
Grain-Size Mapping Considerations
Significant uncertainty exists for the larger percentiles, particularly D 84 and D 95 ; however the finer grain fractions provide fairly precise estimates compared to field sieved data, and are much improved compared to previous remote sensing methods.
The direct applicability of the actual parameters and MLR coefficients presented here for deriving similar results at other field sites is difficult to assess due to the lack of a similar dataset in a different location. a bias into the finer grained fraction of the distribution (or in some cases it may have acted to remove finer grained material from the sample). Conversion of the finer grained material from weights to grain counts may have also introduced slight error within the data.
The field sampling might introduce an additional difficulty for unbiased representation of the largest sizes. Large clasts are least common in a single sample, so a large number of samples must be recovered in order to assure that percentiles at the upper limit of the size distribution are correctly assigned (Church et al., 1987) . However, in the present case, the largest grains (of order 22 mm) each occupy about 0.04% of the field sample area and the problem should not be significant.
A particular area of uncertainty exists in reference to the aerial imagery itself. The georeferenced image tiles supplied by DTM Mapping Corporation had undergone some element of pre-processing, the summary effect of which has not been investigated. Raw, unprocessed image tiles were also supplied; however the influence of significant georeferencing issues and lack of perspective correction meant that the raw imagery introduced a much greater source of positional error; and thus could not be calibrated due to uncertainty in georeferencing.
CONCLUSIONS
This study has investigated the relation between image texture and surface grain size using hyperspatial imagery. Detailed investigation of first-order and second-order image texture approaches for extracting sub-pixel grain-size information have shown convincingly that simple first-order measures are suitable for delineating surface sand features, whilst a combined approach of first-order and second-order image texture can extract sub-pixel grainsize percentiles for the coarse fraction. This study represents a significant step forward in terms of the applicability of image texture approaches for deriving sub-pixel grain-size features from hyperspatial imagery. The main conclusions are as follows:
• The sand fraction can be automatically delineated with a peak classification accuracy of ca 90% using simple image texture thresholding.
• Coarse fraction (>1.41 mm) grain-size percentiles can be extracted using combined • Multispectral imagery (i.e. the additional of a near-infrared band) is not required, as standard colour imagery is sufficient. This article is protected by copyright. All rights reserved. 
