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Abstract
For integer partitions λ : n = a1 + ...+ ak, where a1 ≥ a2 ≥ . . . ≥ ak ≥ 1, we study
the sum a1 + a3 + . . . of the parts of odd index. We show that the average of this sum,
over all partitions λ of n, is of the form n/2 + (
√
6/(8pi))
√
n log n+ c2,1
√
n+O(log n).
More generally, we study the sum ai + am+i + a2m+i + . . . of the parts whose indices
lie in a given arithmetic progression and we show that the average of this sum, over all
partitions of n, is of the form n/m+ bm,i
√
n log n+ cm,i
√
n+O(log n), with explicitly
given constants bm,i, cm,i. Interestingly, for m odd and i = (m+1)/2 we have bm,i = 0,
so in this case the error term is of lower order. The methods used involve asymptotic
formulas for the behavior of Lambert series and the Zeta function of Hurwitz.
We also show that if f(n, j) is the number of partitions of n the sum of whose parts
of even index is j, then for every n, f(n, j) agrees with a certain universal sequence,
Sloane’s sequence #A000712, for j ≤ n/3 but not for any larger j.
∗Research supported by NSA grant MDA 904-01-0-0083
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1 Introduction
If
λ : n = a1 + a2 + . . .+ ak (a1 ≥ a2 ≥ . . . ≥ ak ≥ 1)
is a partition of n, we will refer to a1, a3, a5, . . . (resp. a2, a4, a6, . . .) as the parts of odd index
(resp. of even index ) of the partition λ, and we define the two associated partitions
λo : a1 + a3 + a5 + . . . , λe : a2 + a4 + a6 + . . . .
Our interest in these partitions was stimulated by two developments. First, Astrid Reifegerste
[9] has shown how the sign of a permutation σ can be deduced from the partitions λe, λo that
belong to the shape of the tableaux that are induced by σ under the RSK correspondence.
Second, we have observed the following interesting phenomenon. Suppose we define f(n, j)
to be the number of partitions of n such that |λe| = j. Then the sequence {f(20, j)} begins
as
1, 2, 5, 10, 20, 36, 65, 109, 167, 170, 42, 0, 0, 0, . . .
and the sequence {f(25, j)} begins as
1, 2, 5, 10, 20, 36, 65, 110, 185, 297, 443, 512, 272, 0, 0, 0, . . . .
As n increases, the values of f seem to be approaching the values of a certain universal
sequence which begins as
1, 2, 5, 10, 20, 36, 65, 110, 185, 300, 481, 752, 1165, 1770, 2665, 3956, . . . .
Reference to the database [8] quickly reveals that sequence #A000712 is identical to the
above as far as the computations go. That sequence is described as the number of “colored
partitions,” meaning that we color the parts of some partition in two colors, and regard two
such partitions as being the same colored partition if for each part i, the number of copies of
i of a given color is the same in both partitions. Another way to describe this is to say that
the (n+1)st member of sequence #A000712 counts ordered pairs (α, β) of integer partitions
such that |α|+ |β| = n. This latter viewpoint shows that
#A000712(n+ 1) =
∑
j
p(j)p(n− j) (n = 0, 1, 2, 3, . . .), (1)
where p is the usual partition function. Closer inspection of that sequence and of our
computations suggests that the following more precise statement might be true.
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Theorem 1 For each n = 0, 1, 2, . . ., the number of partitions of n the sum of whose parts
of even index is j is equal to the right side of (1) above, for 0 ≤ j ≤ n/3, and that bound for
j is best possible.
We prove this theorem in Section 2. Next we consider the relative contributions of the parts
of even and of odd indices of a typical partition. Evidently |λo| ≥ |λe| always, so |λe| ≤ |λ|/2.
However one might expect that the parts of even index, even though they contribute less
than |λ|/2, might not contribute very much less than that, so on the average the two halves
might contribute asymptotically the same amounts. And what about a modulus other than
2? For modulus m ≥ 1 and for 1 ≤ i ≤ m, let Xm,i(λ) be the sum of those parts in partition
λ whose index j is congruent to i mod m:
Xm,i(λ) =
∑
j:j≡i(modm)
λj . (2)
One might expect that on the average, each Xm,i is about n/m, and this is indeed the case.
More specifically, let C = π
√
2/3; we will prove in Section 4:
Theorem 2 For fixed integers m ≥ 1 and i, there exists a constant cm,i such that
E(Xm,i)− n
m
=
m+ 1− 2i
2Cm
√
n log n+ cm,i
√
n+O(logn). (3)
The constants cm,i are given by
cm,i =
(γ + log(2/C))(m+ 1− 2i)
Cm
+
2
Cm
m−1∑
ℓ=1
ω−ℓ(i−1)
1− ωℓ log(1− ω
ℓ), (4)
where ω = e2π
√−1/m, and γ = 0.5772 · · · is the well-known Euler constant.
An interesting thing to note about this result is that when the modulus m is odd and
i = (m + 1)/2, then the term on the right of equation (3) having magnitude
√
n log n
disappears, and the difference E(Xm,i)−n/m has magnitude
√
n. For example, when m = 3
and i = 2, so we are taking the expected value of λ2 + λ5 + · · ·, the theorem asserts
E(X3,2)− n
3
= −
√
2
9
√
n +O(logn).
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2 Proof of Theorem 1
Recall that we have defined f(n, j) to be the number of partitions of n the sum of whose
parts of even index is j. Let p(n, j) be the number of partitions of n with at most j parts.
We first obtain an explicit formula for f , viz.,
f(n, j) =
∑
i≤j
p(i)p(j − i, n− 2j), (5)
by describing a bijection between the set of partitions λ of n with |λe| = j and the set of
pairs of partitions (α, β) where |α|+ |β| = j and β has at most n− 2j parts.
Let λ = (a1, a2, . . . , ar) be a partition of n with j = |λe|. Map λ to the pair of partitions
(α, β) with
α = (1a2−a32a4−a53a6−a7 · · ·), β = (1a3−a42a5−a63a7−a8 · · ·),
where we let ai = 0 if i > r. Then
|α|+ |β| = ∑
i≥1
i((a2i − a2i+1) + (a2i+1 − a2i+2))
=
∑
i≥1
i(a2i − a2i+2)
=
∑
i≥1
a2i = |λe| = j,
and the number of parts of β is
(a3 − a4) + (a5 − a6) + · · · ≤ |λo| − |λe| = (n− j)− j = n− 2j.
To show this mapping is a bijection, assume n and j are fixed and (α, β) is a pair
of partitions satisfying |α| + |β| = j and the number of parts of β is b ≤ n − 2j. Let
δ = n− 2j − b. For a partition λ and positive integer i, define mλ(i) to be the multiplicity
of part i in λ. The inverse mapping sends (α, β) to the partition λ = (a1, a2, . . .) defined by
a1 = a2 + δ; ai =
∑
k≥⌈i/2⌉
mα(k) +
∑
k≥⌊i/2⌋
mβ(k), i ≥ 2.
Clearly λ is a partition. Note that
a1 =
∑
k≥1
mα(k) +
∑
k≥1
mβ(k) + n− 2j −
∑
k≥1
mβ(k) = n− 2j +
∑
k≥1
mα(k).
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The weight of λe is
|λe| =
∑
i≥1
a2i =
∑
i≥1

∑
k≥i
mα(k) +
∑
k≥i
mβ(k)


=
∑
k≥i
kmα(k) +
∑
k≥i
kmβ(k)
= |α|+ |β| = j,
and the weight of λ is
|λ| = a1 +
∑
i≥1

 ∑
k≥⌈i/2⌉
mα(k) +
∑
k≥⌊i/2⌋
mβ(k)


= a1 + (2|α| −
∑
k≥1
mα(k)) + 2|β|
= n− 2j +∑
k≥1
mα(k) + 2j −
∑
k≥1
mα(k) = n.
Now to prove Theorem 1, suppose j ≤ n/3. Then n − 2j ≥ j − i for all i ≤ j, whence
p(j − i, n− 2j) = p(j − i) for every term in the sum that appears in (5), and (1) follows. If
j > n/3 then at least the single term with i = 0, namely the term p(j, n − 2j), in the sum
(5) is strictly less than p(j), so f(n, j) is strictly less than
∑
i≤j p(i)p(j − i), as required. ✷
3 A Generating Function Equation
We prove an identity to be used in computing E(Xm,i). For 1 ≤ i ≤ m, let Fm,i(n, k) be
the number of partitions λ of n with Xm,i(λ) = k, where Xm,i is defined in (2). To get the
generating function, note that a part am+b in the conjugate λ′, with 1 ≤ b ≤ m, contributes
a to the sum if b < i and a+ 1 if b ≥ i. So,
∑
n,k≥0
Fm,i(n, k)q
nuk =
∏
a≥0
(
i−1∏
b=1
1
1− uaqam+b
m∏
b=i
1
1− ua+1qam+b
)
. (6)
Then, ∑
λ:|λ|=n
Xm,i(λ) =
∑
k≥0
kFm,i(n, k),
which can be obtained from (6) by logarithmic differentiation as follows.
∂
∂u
∑
n,k≥0
Fm,i(n, k)q
nuk
∣∣∣∣
u=1
=
∑
n≥0

∑
k≥0
kFm,i(n, k)

 qn
5
=
∏
j≥0
1
(1− qj)
∑
a≥0
(
∂
∂u
(
i−1∑
b=1
1
1− uaqam+b +
m∑
b=i
1
1− ua+1qam+b
))
u=1
= P(q)∑
a≥0

i−1∑
b=1
∑
j≥1
aq(am+b)j +
m∑
b=i
∑
j≥1
(a+ 1)q(am+b)j


= P(q)∑
j≥1
∑
d≥1
⌊
d+m− i
m
⌋
qdj,
in which
P(z) = ∏
j≥1
1
1− zj
is Euler’s unrestricted partition generating function. It follows that
∑
λ:|λ|=n
Xm,i(λ) =
∑
k≥1
p(n− k)∑
d|k
⌊
d+m− i
m
⌋
. (7)
When m = i = 1, this gives the familiar
np(n) =
∑
k≥1
p(n− k)∑
d|k
d. (8)
4 Proof of Theorem 2
We start with three Lemmas.
Lemma 1 Let m ≥ 1 and h be integers. Define
ζm,h(s) =
∞∑
j=1, j≡h (modm)
j−s, Re(s) > 1.
Then,
ζm,h(s) =
1/m
s− 1 +
γ
m
+ γm,h + A(s),
where A(s) is analytic for Re(s) > 0; and, uniformly for s in a compact subset of that region,
we have A(s) = O(s− 1). The constants γm,h are given by
γm,h =
1
m
m−1∑
ℓ=1
ω−hℓ log
(
1
1− ωℓ
)
,
where ω = e2π
√−1/m.
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Proof. There is1 a standard technique, sectioning, for extracting particular coefficients from
a series. Define
ζˆm,ℓ(s) =
∞∑
j=1
ωℓj
js
.
The desired result follows from the three equations
ζm,h(s) =
m−1∑
ℓ=0
ω−ℓh
m
ζˆm,ℓ(s),
ζˆm,0(s) = ζ(s) =
1
s− 1 + γ +O(s− 1),
ζˆm,ℓ(s) = log
1
1− ωℓ +O(s− 1), ℓ 6≡ 0 (modm),
where in the latter two the big-oh terms represent functions analytic in Re(s) > 0. For the
displayed equation concerning ζ(s) near s = 1, see for example [10]. ✷
Lemma 2 Let τ(k) denote the divisor counting function
τ(k) =
∑
d|k
1.
Then, for Reα > 0
∞∑
k=1
τ(k)e−kα = α−1 logα−1 + γα−1 +O(1).
Additionally, for t = 1, 2,
∞∑
k=1
ktτ(k)e−kα = O(α−t−1 logα−1).
Proof. Recall the Lambert series
∞∑
k=1
τ(k)xk =
∞∑
d=1
xd
1− xd ,
and Mellin’s formula
e−α =
1
2πi
∫
(a)
α−sΓ(s)ds, α, a > 0.
1See also subsection 5.1 below.
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In the latter, (a) indicates integration along the vertical line Re(s) = a. Replace α by jα,
sum for j ≥ 1, and take a > 1 so that the infinite sum converges:
e−α
1− e−α =
1
2πi
∫
(a)
α−sζ(s)Γ(s)ds, α > 0, a > 1.
Now, again, replace α by dα and sum for d ≥ 1:
∞∑
k=1
τ(k)e−kα =
∞∑
d=1
e−dα
1− e−dα =
1
2πi
∫
(a)
α−sζ(s)2Γ(s)ds, a > 1. (9)
If we move the line of integration to the left, across the singularity of the integrand at s = 1,
and use
Ress=1α
−sζ(s)2Γ(s) = α−1 logα−1 + γα−1, (10)
we obtain
∞∑
k=1
τ(k)e−kα = α−1 logα−1 + γα−1 +
1
2πi
∫
(a)
α−sζ(s)2Γ(s)ds, 0 < a < 1.
The Lemma follows by moving the line of integration again to the left, across the singularity
of Γ(s) at s = 0, this time to the region −1 < a < 0. The missing details of this proof (for
instance, interchanging the order of infinite summation and integration, bounding integrands
to justify the movement of paths of integration) can be readily supplied by using this fact:
along vertical lines |Γ(s)| decays exponentially, while |ζ(s)| grows at most polynomially [7].
Lemma 3 Let m ≥ 1 and h be integers, τm,h(k) be the generalized divisor counting function
τm,h(k) =
∑
d|k, d≡h (modm)
1,
and γm,h be the constants introduced in Lemma 1. Then, for Reα > 0
∞∑
k=1
τm,h(k)e
−kα =
1
m
α−1 logα−1 +
1
m
γα−1 + γm,hα−1 +O(1).
Additionally, for t = 1, 2,
∞∑
k=1
ktτm,h(k)e
−kα = O(α−t−1 logα−1).
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Proof. The proof proceeds exactly as the proof of Lemma 2. Instead of equations (9) and
(10) we have
∞∑
k=1
τm,h(k)e
−kα =
∞∑
d=1,d≡h(modm)
e−dα
1− e−dα =
1
2πi
∫
(a)
α−sζm,h(s)ζ(s)Γ(s)ds, a > 1,
and
Ress=1α
−sζm,h(s)ζ(s)Γ(s) =
1
m
α−1 logα−1 +
1
m
γα−1 + γm,hα−1,
the second being obtained by an application of Lemma 1.
Proof of Theorem 2. The desired average is the sum of Xm,i(λ) over all partitions λ,
divided by p (n). From (7)
∑
λ
Xm,i(λ) =
n∑
k=1
(∑
d|k
⌊
d+m− i
m
⌋)
p (n− k).
We introduce the functions χj(d) defined by
χj(d) =
{
1 if d ≡ j (modm)
0 otherwise,
and note ⌊
d+m− i
m
⌋
=
d+m− i
m
−
m−1∑
j=1
jχi+j(d)
m
.
Since by (8)
np (n) =
n∑
k=1
(∑
d|k
d
)
p (n− k),
we have ∑
λ
Xm,i(λ) =
n
m
p (n) +
m− i
m
S −
m−1∑
j=1
j
m
Si+j , (11)
where
S =
n∑
k=1
τ(k)p (n− k)
and
Sj =
n∑
k=1
τm,j(k)p (n− k).
9
The plan of the proof is to obtain asymptotic estimations of S and Sj , and then substitute
these into equation (11).
To estimate S, we replace p (n− k) from
p (n− k) = p (n)e−Ck/(2
√
n)
(
1 + O(k/n+ k2/n3/2)
)
,
uniformly for k ≤ n2/3. (This is an easy consequence of the Hardy-Ramanujan formula for
p (n).) We have
S =
∑
1≤k≤n2/3
τ(k)p (n− k) + ∑
n2/3<k≤n
τ(k)p (n− k)
= p (n)
∑
1≤k≤n2/3
τ(k)e−Ck/(2
√
n)
(
1 + O(k/n+ k2/n3/2)
)
+O(p (n)n2e−(C/2)n
1/6
)
= p (n)
∞∑
k=1
τ(k)e−Ck/(2
√
n)
(
1 + O(k/n+ k2/n3/2)
)
+O(p (n)n2e−(C/2)n
1/6
),
where we have used the extremely crude bound τ(k) ≤ k at two points. The infinite sum
appearing here can be estimated by Lemma 2, with α = C/(2
√
n). We conclude that
S = p (n)
(
1
C
√
n log n+
(
2
C
(γ + log
2
C
)
)√
n +O(logn)
)
.
The estimation of Sj proceeds very similarly, using Lemma 3 instead of Lemma 2. The
bottom line is
Sj =
p(n)
mC
(√
n log n+
(
2 log
(
2
C
)
+ 2γ + 2mγm,j
)√
n +O(logn)
)
.
When we substitute the formulas for S and Sj into equation (11), and perform some ele-
mentary algebra including
m− i
m
− 1
m
m−1∑
j=1
j
m
=
m+ 1− 2i
2m
,
and
m−1∑
j=1
j
m
γm,i+j = − 1
m
m−1∑
ℓ=1
ω−ℓ(i−1)
1− ωℓ log(1− ω
ℓ),
(where as usual ω = e2π
√−1/m), we obtain the theorem.
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5 Notes and Bibliographic Remarks
5.1 Remarks on Lemma 1
Our ζm,h(s) is related to both the L-functions of Dirichlet and the generalized zeta function
of Hurwitz, defined by
ζ(s, a) =
∑
n≥0
1
(n+ a)s
.
Indeed, our ζm,h(s) = m
−sζ(s, h/m). It is known (e.g., [11], Chap. XIII) that
ζ(s, a) =
1
s− 1 −
Γ′(a)
Γ(a)
+O(s− 1) (s→ 1),
in which the “big-oh” term is an entire function. Consequently, except possibly for the given
form of the constants γm,h, Lemma 1 is well known.
5.2 Remarks on Lemma 2
The asymptotics of the Lambert series whose coefficients are the divisor function are due
to Wigert [12], and are used in [10] to investigate the mean values of the Riemann Zeta
function on the critical line. We included the derivation here because it applies equally well
to Lemma 3, which is more general. In fact, the process of moving the line of integration to
the left by one unit can be indefinitely repeated and the result is the complete asymptotic
series representation for this Lambert series (see, e.g., [3]). Although this asymptotic series is
well known for the standard divisor function, we have not been able to find in the literature
the corresponding result for the “mod m” divisor function τm,h(k). Since this is an easy
consequence of our method, we quote the final result here, which is the following asymptotic
series:
∞∑
k=1
τm,h(k)e
−kα ≈ 1
m
α−1 logα−1 +
(
γ
m
+ γm,h
)
α−1 −
∞∑
n=0
Bn+1Bn+1
(
h
m
)
(n+ 1)!(n+ 1)
(αm)n, (12)
in which both Bn, the nth Bernoulli number, and Bn(x), the nth Bernoulli polynomial,
appear. This result agrees with known ([3], [12]) formulas for the usual divisor function in
the case m = h = 1.
This use of Mellin’s formula is found frequently in analytic number theory. Another
example is seen in Chapter 6 of [2], which deals with the asymptotics of coefficients of
infinite products. The method was also used in Husimi’s [5] 1938 paper on the average
number of parts in a random partition.
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5.3 Remarks on the constants γm,h
In Lemma 1 we have given an explicit formula for the constants γm,h. Here we note that a
purely real form for these constants had previously been found by Gauss, namely
γm,h =
1
m

π
2
cot
(
h
m
π
)
+ log 2− 2 ∑
0<k<m/2
cos
(
2hk
m
π
)
· log sin kπ
m

 . (13)
Indeed, as we mentioned earlier, our ζm,h(s) = m
−sζ(s, h/m), where the ζ on the right is
the Hurwitz Zeta function. It is known (e.g., [11], Chap. XIII) that
ζ(s, a) =
1
s− 1 −
Γ′(a)
Γ(a)
+O(s− 1) (s→ 1),
in which the “big-oh” term is an entire function. Hence,
ζm,h(s) = m
−s
(
1
s− 1 −
Γ′( h
m
)
Γ( h
m
)
+O(s− 1)
)
=
1
m
1
s− 1 −
logm
m
− Γ
′( h
m
)
mΓ( h
m
)
+O(s− 1).
Now the logarithmic derivative of the Γ-function evaluated at a rational argument can be
expressed in a nice form. We have first, from section 12.16 of [11], the relation
d
dz
log Γ(z) = −γ − 1
z
+ z
∑
n≥1
1
n(n+ z)
,
and therefore
Γ′( h
m
)
Γ( h
m
)
= −γ − m
h
+
h
m
∑
n≥1
1
n(n + h
m
)
= −γ −∑
n≥0
(
1
n+ h
m
− 1
n + 1
)
.
Next, from Ex. 1.2.9.18 of [6], we have the following identity, which is attributed to
Gauss:
∑
n≥0
(
1
n + p/q
− 1
n+ 1
)
=
π
2
cot
p
q
π + log 2q − 2 ∑
0<k<q/2
cos
2pk
q
π · log sin kπ
q
. (14)
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Thus we have2, for 0 < h < m,
Γ′( h
m
)
Γ( h
m
)
= −γ − π
2
cot
(
h
m
π
)
− log (2m) + 2 ∑
0<k<m/2
cos
(
2hk
m
π
)
· log sin kπ
m
. (15)
This shows that ζm,h(s) is of the form
1
m
1
s− 1 +
1
m

γ + π
2
cot
(
h
m
π
)
+ log 2− 2 ∑
0<k<m/2
cos
(
2hk
m
π
)
· log sin kπ
m

+O(s− 1),
which is the result (13). ✷
2This is also due to Gauss. See [1].
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