Non unicité du problème de Cauchy pour des opérateurs non elliptiques à symboles complexes  by Robbiano, L
JOURNAL OF DIFFERENTIAL EQUATIONS 57, 2W223 (1985) 
Non unicit6 du probkme de Cauchy 
pour des op6rateurs non elliptiques 
6 symboles complexes 
L. ROBBIANO 
Department of Mathematics, UniversitP de Paris-&d, 
Centre D’Orsay, 91405 Orsay Cedex, France 
Received June 2, 1983; revised November 23, 1983 
1. INTRODUCTION 
Dans ce travail, now Ctudions le caractere necessaire de l’hypothese de 
“principale normalite” faite par Hormander (chapitre VIII [S]) pour 
obtenir l’unicite du probleme de Cauchy dans le cas d’operateurs aux 
derivees partielles a coefficients complexes, non elliptiques. 
On dit qu’un operateur P est “principalement normal” si en ecrivant son 
symbole principal p = p, + ip2 od p1 = Re p et p2 = Im p, alors: 
I1 existe deux polynomes en 5, q1 et q2 homogbnes de degre 
m - 1 tels que: 
~5E~“(P,,P,}=q,P,+q,P, 
ou { , } est le crochet de Poisson. 
(1.1) 
En particulier, si P est “principalement normal” on a: 
P(%? 50)=0* { PI? PZl4XO? h)=O. 
D’autre part Alinhac [ 1 ] a demontre que si: 
(1.2) 
P(%, 50) = 0, {PI, P2HXOY So)ZO 
et p “generique,” alors, P n’a pas l’unicite du probleme de Cauchy (dans le 
sens que: il existe a E C” telle que P + a n’a pas l’unicite du probleme de 
Cauchy ). 
En gros cela veut dire que (1.2) est ntcessaire. Bien sQr un opkrateur 
veriliant (1.2) n’est pas necessairement “principalement normal.” Nous 
nous plac;ons dans le cas p = 0, { pl, p2} = 0 et Ctudions separtment le cas 
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“gtnerique” ou d, p1 et d, p2 sont independants (Theorbme 2.1) et le cas 
“singulier” ou d,pl et d,p, sont lies (Theoreme 2.2). 
On peut resumer l’etude du cas “gentrique” en disant que (moyennant 
quelques hypotheses techniques) si un des crochets de type: 
{PI, {Ph P2>>, {Pz, {PI, PA >> {PEPS, {ply p2Hl, etc., 
n’est pas nul alors, P n’a pas l’unicite du probleme de Cauchy (dans le sens 
precedent). 
Dans le cas “singulier,” le meme rtsultat est obtenu en supposant un 
crochet d’ordre 3: { p2{ p, , pz} } non nul. En particulier, on obtient des 
exemples d’operateurs veriliant (1.2) partout et n’ayant pas l’unicite du 
probleme de Cauchy. 
La mithode utilisee pour la construction des solutions est celle develop- 
pee par Cohen [4], PliS [S], Hormander [6], Alinhac et Zuily [2], 
Lascar et Zuily [7] et Alinhac [ 11. En particulier, la demonstration du 
Lemma (3.1) est contenue dans ces differents articles et principalement 
dans, Alinhac [ I] et Alinhac et Zuily [a]. 
2. ENONCE DES THBOR~MES 
NOTATIONS. P(x, D) est un operateur aux dtrivtes partielles d’ordre m, 
a coefficients C”, detini dans un voisinage V de x0. 
On note p(x, 5) son symbole principal, p, = Re p, p2 = Im p; on a done 
P= pl +@2. 
$ est une fonction reelle C” defmie pres de x0 telle que d$(x,) # 0. 
La surface S: G(x) = $(x0) est supposee non caracttristique pour P. 
On note p0 = (x,, to) E T* V. 
Soient p(x, 0, q(x, 5) deux fonctions definies sur T*V; on note le 
crochet de Poisson de p et q: 
ou H, est l’hamiltonien de p, detini par: 
On appellera crochet d’ordre k + 2 un crochet de la forme 
{p,, pz} est un crochet d’ordre 2, p1 et p2 des crochets d’ordre 1. 
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Les Cnonces des theorbmes Ctant invariants par changement de variables 
on travaillera en coordonnees locales (x, t), et on notera (5, r) les variables 
duales. 
Dans ces coordonntes, t = 0 est la surface $(x) = $(x,,). 
Enonds. Le Theoreme 2.1 concerne le cas oti d, p1 et d, p2 sont indtpen- 
dants. 
Le cas singulier oti d, p, et d, p2 sont colineaires fait l’objet du Theo&me 
2.2. 
THI?OR&ME 2.1. Sur p on fait les hypotheses suivantes: 
(4 PI(PO), d, pz(Po)) independants. (2.1.1) 
{PY WPo)#O. (2.1.2) 
On suppose qu’il existe me sous-variete Cc {p, = p2 = 0}, pOe C, 
C={(x,(); qj(x,t)=O et +(x)=$(x0)} l<j<l oti qj(x,<) sont des 
fonctions reelles C” vdrtfiant: 
(d,qj(po))l <j</ libre. (2.1.3) 
II existe j, tel que {q,, $ } (PO) # 0. (2.1.4) 
i9,, +){qk, Sri + {qk, $){4r3 4jl+ {4rt $}{4,9 4k)=O (2.1.5) 
surCet l<j, k, r<l. 
On suppose de plus que: 
{p1,p2)=0 s20-C 
et 
~,,,~~%JPI> p21=0 sur L’pour 1 <q<k-1. 
(2.1.6) 
ou (2.1.7) 
Alors, il existe un voisinage V de x0, il existe a et u des fonctions Cm(V) tels 
que: 
Pu+au=O dans V, 
SwP a = ($3 $(x0)> n K 
Suppu=($3$(x,)}nV. 
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COROLLAIRE (2.1). On pose: 
C’ = ((x, 0, p,(x, 5) = P*(X, 0 = 09 4vx) = $MJ 
et on suppose que: 
(4 PI(PO), d, PZ(PO)) indkpendants. (2.1.1)’ 
{P? 4wo)ZO. (2.1.2)’ 
{Pl, pz}=O SW .r’ 
et (2.1.6’) 
HP,, +&{P,, PZ> =0 sur C’pour 1 <q<k- 1. 
{PI, ti)” H;,{P,,P&J<O 
OU (2.1.7)’ 
(~2, ti)kH;Zj~~r P~)(Po)<O. 
Alors on a la m&me conclusion qu’au ThdorPme 2.1 
I1 suffit d’appliquer le Theoreme 2.1 avec q1 = p1 et q2 = p2; l’hypothese 
(2.15) est automatiquement verifite. 
EXEMPLE. Le cas typique d’operateurs qui verifient les hypotheses du 
Theoreme 2.1 sont D, + i(I),, + PD.,) avec p0 = (0, 0, 0, 0, -l,O). 
Inversement on verra au Lemme 3.3 que les operateurs veritiant les 
hypotheses du Theoreme 2.1 se factorisent a peu pres sous cette forme. 
Remargues sur les hypothhses 
(1) L’hypothese (2.1.2) se lit en coordonntes locales p:(p,,) #O, et 
signilie que p0 est une racine simple de p (comme polynbme en 7). 
(2) Les hypotheses (2.1.3), (2.1.4) et (2.15) permettent de construire, 
en coordonntes locales, des “phases” t(x), z(x) qui veritient: 
4,(x, 0, V,5(x), z(x)) = 0. 
Cela est fait au Lemme 3.2. 
Ces conditions sont aussi ntcessaires pour avoir une telle variete; en effet 
q,=ci--a,,5(x), qO=z-z(x) veritient (2.1.3) (2.1.4) et (2.1.5). 
(3) Toutes les expressions de (2.1.5) ne sont pas independantes. Si on 
suppose que {q, , r,b } # 0 l’hypothese: 
sur Z pour 1 < k, r < 1 donne immtdiatement (2.15). 
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PROPOSITION 2.1. Soit C’ = {(x, 0, V,<(x), r(x))}, t(x), z(x) des 
fonctions reelles, C”. On suppose que Vq, 0 <q < k - 1, 
Pl = P2 = 0 sur C’ 
et 
H&~H,,J(P,> P2) =O sur C’ 
alors 
(1) si P&(PO) = 0 pour s=l OU 2 et PO EC’, alors, 
HP, . .. HP,,{ pl, pz> = 0, des qu’on peut trouver un indice i0 de la suite 
( ji)it { l,...,n] tel que, j, = s. 
(2) si p;,(pO)#O et p&,)#O la quantite pJ,r...pJ’kTHt,,,... 
H,,k{ p,, p,}(p,,) est soit toujours nulle, soit de signe constant. 
Remargue. Cette proposition explique l’hypothese (2.1.7). C’ est une 
variete Z particuliere, qui existe effectivement dans Z (Lemme 3.2). 
Pour E’, (2.1.6) est veritie. Si par exemple P’~~(P~) =0 seul le crochet 
Hi,{ p,, p2} peut Cventuellement etre non nul. Si p’,,(pO) # 0 et p&(p,,) # 0 
tous les crochets sont equivalents. 
La demonstration de cette proposition, qui est faite dans [ 121, est laissee 
au lecteur. 
THBOR~ME 2.2. Sur p on fait les hypotheses suivantes: 
(d,p,bo), 4 ~2h.d) lies. (2.2.1) 
{Pz, WPo)Z~. (2.2.2) 
On suppose qu’if existe une sous variete Cc {p, = p2 = 0}, pO~ C et 
C = {(x, 5), qi(x, 4) = p2(x, 5) = 0} 1 d j< 1 ou qi(x, {) sont des fonctions 
reelles C” verifiant: 
(ddpoh 4 ~2(/70)), <i</ lihre. (2.2.3) 
{Pz, cw4i> qkl+ {Sj? $l{cJk> P2) + {qkt $){Pz, 4j) =o 
sur Cpour 1 <j, k<l. (2.2.4) 
On suppose de plus que: 
(4 PI > d, ~2) lies sur Z. (2.2.5) 
{Pz, $fiPz, {PI, Pz))hl)>O. (2.2.6) 
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Alors, il existe un voisinage V de x0, il existe a et u des fonctions Cm(V) tels 
que: 
Pu+au=O duns V, 
Sum a = I+ B t4xo)l n K 
Suppu= {Il/a$(xo)}n V. 
EXEMPLE. Un operateur ayant pour symbole principal 
T’ + i(zt, + r2t, + t<f) verifie les hypotheses du Thtoreme 2.2 avec 
p0 = (0, 0, 0, -1, 0,O) et q1 = r. Cet operateur verifie aussi (1.2) partout. 
Remarques sur les hypotheses 
(1) Comme pour le Theoreme 2.1, les hypotheses (2.2.2), (2.2.3) et 
(2.2.4) permettent de construire des “phases” 5(x, t), r(x, t) verifiant: 
4&G 4 V.&G t), T(X, t)) = p2(x, t, VJ(x, t), 7(x, t)) = 0. 
De m&me elles sont necessaires pour trouver de telles “phases.” 
(2) L’hypothese (2.2.5) permet de decomposer pl. C’est-a-dire qu’il 
existe aji, 1 < i, j< 1, rO, C”, definies pres de p,,, telles que: 
/ 
PI= 1 Wi9j+roP2 au voisinage de po. (2.2.7) 
i,j= I 
On deduit de cette expression que { pl, p2} = 0 sur ,Y. 
(3) (2.2.6) assure que p nest pas principalement normal. 
L’expression est la mCme qu’en (2.1.7) (k = 1 ), le signe demande Ctant dif- 
ferent. Dans le cadre choisi, des opkrateurs differentiels, ce signe n’a pas 
d’importance (on peut toujours remplacer 5 par -c). Cependant, par 
analogie avec le theoreme 1 d’Alinhac [ 11, on a prtfert donner le signe 
effectivement utilise pour demontrer les lemmes techniques. 
3. DEMONSTRATION DU TH~OR~ME 2.1 
La demonstration des Theorbmes 2.1 et 2.2 va consister a construire des 
“phases” 5, z, cp permettant d’appliquer le Lemme 3.1. La demonstration de 
ce lemme suit la construction que font Alinhac [ 1 ] et Alinhac et Zuily [2]. 
Le lecteur trouvera la demonstration de ce lemme dans ces articles et aussi 
dans [12]. 
Pour la suite on utilise les notations suivantes. 
On dira qu’une fonction g( y, 6) est rtgulike (ou y E RN et 6 E R + ) si il 
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existe h( y, 6) une fonction C” de y et 6 > 0 et r un rationnel positif tels 
que 4 Y, 6’) = g( Y, 6). 
On notera sauf indication contraire O(6’) une fonction qui s’tcrit 
Pg( y, 6) avec g une fonction rtguliike. On notera aussi O(P + fTP) = 
O(P) + O(@). 
On dit qu’une fonction C” est plate sur une surface si toutes ses dCrivCes 
sont nulles sur la surface. 
LEMME 3.1. On suppose qu’il existe des fonctions reggulieres l(x, 6), 
T(X, 6, s), cp(x, 6, s), de plus ((x, 6) et z(x, 6, s) sont supposees reelles. 
On suppose qu’il existe des rationnels posittfs 8, 8,) B vertfiant: 
e> 1, e+e,>p. (3.1.1) 
On suppose qu’il existe des fonctions r&g&&es reelles a,(~, 6), pI(x, 6, s) 
telles que: 
a,@, 0) > 0, Pl(O,O,O)>O. (3.1.2) 
Re cp = Jp(al(x, 6) s - fil(x, 6, s) s*). (3.1.3) 
cp = O(cP). (3.1.4) 
PXO, 0, V,UO, 0), z(O, 0,O)) # 0. (3.1.5) 
P(0, 090, 1) z 0. (3.1.6) 
p(X, 6 + de, v,c + S6' vxT, 5 + ST; + Cp:/i) = 0. (3.1.7) 
Alors, il existe un voisinage V de x0, il existe a et u des fonctions C?(V) tels 
que: 
Pu+au=O dans V, 
Suppac {t>O}n V, 
Suppu= {taO)n V. 
Construction des “‘phases” utilisees pour demontrer le Theorbme 2.1 
LEMME 3.2. Soit x=((x,t,t,z), qi(x,t,4,~)=0 et t=O} l<j<l 
verzf?ant (2.1.3), (2.1.4) et (2.1.5) alors il existe des fonctions reelles t(x), 
T(X) telles que: 
9&G 0, v,<(X), T(X)) = 0. 
De plus, on peut trouver un systeme de coordonntes locales ( y, t) tel que 
dans ce systeme, <( y) = y, et T( y) = 0. 
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DEMONSTRATION. On peut toujours supposer que { ql, t }(po) # 0 
c’est-a-dire qir(po) # 0 done il existe une unique fonction, C”, reelle, t(x, 5) 
telle que: 
4,(x, 0, 5, $x, 5)) = 0 et 40,50) = 50 (3.2.1) 
pour (x, r) voisin de (0, to). 
On pose Fi(x, 0 =4,(x, 0, L z(x, 5)) pour 2 <j< 1. 
On cherche t(x) verifiant le systeme: 
Fj(X, V,5(x)) = 0, pour 26 j<l, 
V,W) = 50. 
(3.2.2) 
On pourra resoudre le systeme (3.2.2) si {F’, F,} = 0 pour 2 d j, k 6 1 sur 
F, = 0 pour 2 < j < I c’est-a-dire C et si la famille de vecteurs (dS F,), G jc, 
est libre en po. 
Calculons‘ {F,, Fk) = q,Fk, - FJ.yF& =’ (qit + z;qi,)(q;, + t:qir) - 
(q;\- + ~~q:r)(q~t + Q&x) d’oG 
{Fj, Fkf = q;<qk.x + q;<Tkqir + ziq:rqL,x + z;r’xqizqL 
- 4;.4;< - s;.x~;qbx - fr4;r4;c - cr~;q;&. (3.2.3) 
De (3.2.1) on tire: 






En remplacant dans (3.2.3) on a: 
{F,, F,c) =; Cq’dq;,q;.x - c&q;<) +&t&q;< - qJcq;x) 
+ q;A&qL - 4dle)l. (3.2.5) 
On a aussi: 
4ir(q;&Jhr - q/r&) + qbr(tfl, - q;Tq;,) 
+ q.(r(qLdlr - 4;rq;r) = 0. 
De (3.2.5) et (3.2.6) on a: 
(3.2.6) 
IF,’ FkJ =i [I41, t>{q,, qk) + (qk, f){ql, qj} + (41, t}{qkp ql}]. (3.2.7) 
(2.1.5) donne que {F,, F,) =0 sur C. 
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Calculons 5, = qjc + z;qir = (l/q’,,)(q;,q;< - qirqi7). Et comme q’,7(p0) # 0 
on a: ($<)I < jgl lib-e en po*(qjth GjG, libre en p. ce qui est (2.1.1). On 
peut done resoudre le systeme (3.2.2) et on pose T(X) = T(X, V,<(x)). r = 0 
est non caracteristique pout p en 0, on a ~(0, 0, 0, 1) # 0 et done to # 0 
puisque p est homogene en (<, T). 
On peut supposer t:,(O) # 0, notons x = (x,, x’) et prenons t(O) = 0. On 
fait le changement de variables suivant: 
XI = t(X) + tT(X), 
x’ = x’, 
T= t. 
11 est facile de voir que ce changement de variables est bien celui souhaite. 
LEMME 3.3. On suppose qu’il existe V un voisinage de 0, des fonctions 
t(x), T(X) appurtenant ir Cm( V, IR), telles que: 
Pj(X, 0, Vx<(x), T(X)) =O, j= 1, 024 2. (3.3.1) 
Pito, 0, to, To) # 0 Ou ‘to=v,t(oh To=T(O). (3.3.2) 
pa 0, 0, 1) z 0. (3.3.3) 
(d,,, p~G-4 0, to, To), 4.7 pz(O, 0, 50, To)) sont indkpendants. (3.3.4) 
Alors, il existe un systPme de coordonnt?es (y, s, t) E IF!“- ’ x IL! x R! dont les 
variables duales sont (q, o, T); il existe des fonctions rtelles, C”, 
q(Y, s, 4 % 0, T), a(y, s, t, ?, 0, T), NY, s, ?, a), dy, s, t, 8% 0); de sorte @on 
puke factoriser duns les coordonnPes (y, s, t, q, a, T) le symbole principal de 
rophateur P de la manihe suivante: 
p( y, s, t, q, 0, T) = q(y, s, 6 rl, 0, TNT - 4y, s, t, v. cl 
+i(o+b(y,s,?,~)+g(y,s,t,?,o)l 
duns un voisinage de (y, s, t) = (O,O, 0) et de (v, 0, T) = (qo, 0, 0), oti 
~=(~l,rj’)ElRxR”-2, qo=(l,O). 
De plus les fonctions q, a, b, g vtrifient: 
a(v, s, t, vo, 0) = 0. 
grad ah s, t, vo, 0) = 0. 
WY, s, vo, 0) = 0. 
gradb(y,s,rlo,O)=O. 
g(y, 5 0, %O.) = 0. 
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Remarque. Un symbole qui v&tie les hypotheses (3.3.2) et (3.3.4) vtritie 
aussi ~$4 0, to, zo) # 0. 
Ce lemme est cite dans Zachmanoglou [ 111 et la demonstration est faite 
dans le cadre analytique dans Zachmanoglou [lo] et dans Baouendi, 
T&es et Zachmanoglou [3]. 
La demonstration de ce lemme se trouve aussi dans [12]. 
LEMME 3.4. Soit V un voisinage de 0 darts Iw”, soit p une fonction C” a 
valeur complexe definie sur T* V, on ecrit p = p, + ipz avec p, et p2 des 
fonctions definies sur T* V a valeurs reelles. 
Soit p E T* V. On suppose que: 
(1) p,(p)=& pour, j= 42. 
(2) {PI, PzI(P)=O. 
(3) HP,,- .H,,~{p,,p,}(p)=Opourj,~{1,2) et 16kGr. 
Alors pour toute fonction C”, q de T*V ri valeurs complexes, en posant 
p = qp = p, + ipz ou p, et pz sont des fonctions C” sur T* V a valeurs rtelles, 
on a: 
(i) pj(p) = 0, pour j= 1, 2. 
(ii) {Ply d2H~)=0. 
(iii) H- PII ...H,,k{pl, p2}(p)=0, pour,jsE {1,2} et 1 <k<r. 
De plus on a toujours p, = r{ p, + r$ pz et, 
pour tout ke N, f$,b%? a*> 
= [I(r{)2+(ri)21 1 
(it~~~ik)E{1,2jk 
r~;..r+~Hp,;.. Hp,k{pI, p2} (3.4.1) 
+ combination lineaire de crochets d’ordre inferieur ou Pgal a k + 1. 
DEMONSTRATION. Par recurrence on dtmontre qu’un crochet d’ordre k 
de p, , jj2 est une combinaison lineaire de crochet d’ordre infirieur ou Cgal a 
k de p, et p2. Si on note q=q, + iq2, avec q1 et q2 des fonctions de 
P( T*V, [w), on a: 
Pl = 41 PI - 92 P2> 
d2=q*P1+41P2, 
{PI, P2j =(q:+q:){p1> ~21+ PIA, + PZAZ, 
ou A, et A, sont des fonctions de Y( T* V, [w). 
On dtmontre la formule (3.4.1) par recurrence. 
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LEMME 3.5. Soit 
et 
oti a, b, g sont definies par le Lemme 3.3. II existe [(y, s, t), z( y, s ,t), des 
fonctions C” duns un voisinage de (0, 0,O) telles que: 
Pj(Y, $3 6 t.;, r:., r) = 0, <(Y, s, 0) = Yl? HY, 0, t) = Yl. (3.5.1) 
Si de plus, pour tout j 6 k, (aigli%)( y, s, 0, no, 0) = 0, oti no = (1, 0, 0), alors, 
il existe des fonctions C”, h,( y, s, t), h2( y, s, t) dtfinies au voisinage de 
(0, 0, 0), telles que: 
t(y, s, t) = Y, + Stk+ ‘h(y, 3, t). (3.5.2) 
z( y, s, t) = tk + ‘h,( y, s, t). (3.5.3) 
Remargue. On demontre par recurrence evidente que: 
VkE N, il existe des fonctions 01~ et h telles que 
My, s, t, vo, 0) = 0 et 
a9 
+ i: ‘J ati + 4y, 3, t, q, 0). 
j=l 
(3.5.4) 
Vk E N, il existe des fonctions aj, lji,j,r, h telles que: 
My, s, t, I]~, 0) = 0 et 
HP,, ‘..Hp,k{~~) PZ)= 2 ajg+ C 
,jt+J+r 
Bi,j,r g 
j= 1 Ii/+/>1 
ayiasiaf 
k+l>lrI+/+r>l 
+ NY, s, t, t, r, 0); (3.5.5) 
db qu’il existe 1 tel que, j,= 2 (c’est-a-dire qu’on n’est pas dans la situation 
(3.5.4)). 
Les formules (3.5.4) et (3.5.5) permettent de transformer des hypotheses 
portant sur les crochets de p, et pz en des hypotheses portant sur aig/at’. 
Demonstration du Lemme 3.5 
11 existe une unique fonction reelle C”, {(y, s, t) telle que: 
UY, 0, t)= Yls 
5: + NY, 3, t.;, 5:) + dy, s, 1, t.;, 4:) = 0, 
(3.5.6) 
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mais si t = 0, on a toujours [,(y, S) = y, solution de (3.5.6) done la solution 
((y, s, t) vkrifie aussi l(y, s, 0) = y,. On pose: 
T(Y, s, 1) = 4Y, $3 4 t;, t:). (3.5.6)’ 
Ce qui dkmontre (3.5.1). 
Par rkurrence on dkmontre qui: 
Pour tout kE N - (O}, il existe des fonctions C”, 
ocl( y, s, t, q, a), flj(y, S, t, g, a) dklinies au voisinage de 
(0, 0, 0, qO, 0), pour 1 < j< k - 1, telles que: 
ak+2 ak+lt 
iQcy+ 
b, + ak+ 15 b, + akg 
ay(at)k 7 as(at)” 0 (at)” 
k-1 a’+2 
+c - ,=, as( ‘j+ ay(aty ( 
,,,ly flj) = 0 
aux points (y, s, t, i’i,, 4i.J. 
Pour tout keN\{O}, il existe des fonctions C”, 
aj(y, S, t, q, a), /?,(y, S, t, q, 0) dkfinies au voisinage de 
(O,O, 0, qO, 0), pour 1 dj<k- 1, telles que: 
8,) +$ (3.5.8) 
aux points (Y, s, t, &, i’.i ). 
On dtmontre par rtcurrence les formules (3.5.2) et (3.5.3). Pour k = 1, 
adat = 0 pour (Y, S, 0, vo, 0). 
(3.5.7) donne 
a*5 a*< - -b’+gb,+;=O 
asat+ayat q 
en t=O, on a (y, S, t, [I, <L.)= (y, s, 0, qo, 0) (g&e A (3.5.1), done (3.3.8) 
donne h; = 0, bb = 0. 
On a done (a’[/& &)(y, S, 0) = 0 done il existe une fonction f(y) telle 
que: 
et il existe une fonction u(y, S, t) telle que: 
4(Y, s, t) = 5(Y, s, 0) + t ; (Y, $3 0) + 12U(Y, s, f) 
= Yl + tf(v) + WY, s, t). 
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On a done en particulier 5(y, 0, t) = y, + t+(y) + t%(y, 0, t). Avec la con- 
dition (3.5.6), c’est-g-dire ((y, 0, t) = y, ; on a: 
if(Y) + t24y, 0, t) = 0 done f(y) = 0 et u(y, 0, t) = 0. 
De plus u( y, 0, t) = 0 done, ii existe une fonction h,( y, t) telle que 
U(Y, s, t) = Sh,(Y, s, t). 
On a done (3.5.2) pour k= 1. 
De (3.5.6)‘, on a z(y, S, t) =a(y, S, t, <>, 5:); en t =O, de (3.3.5) on a, 
Q, s, 0) = a(y, $9 0, f/o, 0) = 0. 
De (3.5.8) on a 
En t = 0, de (3.5.2) on a, a*Qay at = 0, a*#% at = 0. 
De plus da/at = 0 car de (3.3.5), on a, a( y, S, t, qo, 0) = 0, done 
(as/&)( y, S, 0) = 0 ce qui donne (3.5.3) pour k = 1. La ritcurrence se traite 
de la m&me faGon. 
LEMME 3.6. Sous les hypotht?ses du TheorPme 2.1, il existe des coordon- 
nkes locales, telles que la surface S soit la surface t = 0, et dans lesquelles il 
existe des fonctions C” ci valeurs rtelles 5(x, t), z(x, t) avec: 
Et 
Pjtx, t, vx5, z)=“, pour j= 1,2. 
{PI, p2}(x, t, V,~,T) = tka(x, t) avec 40, 0) < 0. 
DEMONSTRATION. On va d’abord dtmontrer que ce lemme est vrai si on 
prend p1 = T - a, et p2 = 0 + b + g oh a, 6, g sont les fonctions dkfinies par 
le Lemme 3.3. 
On dtmontre par rkurrence tvidente que: 
Pour tout k E N, il existe des fonctions C", rkelles aj(x, t), 
fl,(x, t), pour 1 < j < k, telles que: 
$ [{PI, Pk>( x, t, v,K5 t), T(X, t)l 
x, t, V,t;(x, t), $x, t)) 
(x, t) aj(x, I)+$$ (x, t)lji(x, t)]. (3.6.1) 
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Les hypotheses du Theoreme 2.1 avec PI = r - a, p2 = 0 + b + g permettent 
grace a la formule (3.5.4) de deduire que: 
g (Y, s, t, 90,O) = 0, Vj<k. (3.6.2) 
(3.6.3) 
Et, {p,, p2} = ag/at + h(y, s, t, q, (T) avec h(y, S, t, qo, 0) = 0. On a done 
aussi, pour tout j, 06 j<k, (dj/M){p,, p2}(y,s, t, qo, 0)=(8+‘g/~W+‘) 
(y, S, t, qo, 0). On construit r, T grace au Lemme 3.5 et l’on a grace a (3.6.2): 
et 
CXY, s, t)= y, +stk+‘h(y, s, t), 
z( y, s, t) = tk + ‘A,( y, s, t). 
La formule (3.6.1) donne pour 0 < j < k, 
-g UP,? P2HYA t, r;,, C, trll,-,=~ (y,s,O, qo,O) 
car pour 0 Q j< k, #5/&j, i&/&j sont nulles en (y, s, 0). On a done: 
{PI, P*}(Y, s, t, rl,, t:, t)= tkdY, $7 t), 
avec cc(y, S, 0) = (l/k!)(ak+lg/atk+ ‘)(y, s, 0, qo, 0). 
De (3.6.3) on deduit que ~$0, 0, 0) < 0. 
d’ecrire Pl+ ip2= (41+42) 
[,!a + It;ZY+ g)~TZivec~fTed: Z 0 en (0, 0, Oq;r, 0,O) = (y s t q c r). 
I1 suffit pour demontrer le Lemme 3.6, de demontrer que les hypdthkses 
du Theoreme 2.1 portant sur pi, p2 avec, Z = C’ = ((y, s, t, q, (T, T) E 
lRn+‘XR”+l, q=qo, a=o, z = 0 et (y, s, t) appartenant a un voisinage de 
(0, 0, 0)} impliquent les memes hypotheses respectivement sur r -a, 
0 + b + g, puisque grace a (3.4.1) (k = 0) on a: 
{PI? Pzl=M+dH- a,a+b+g}+A,(t-a)+A,(a+b+g). 
Les hypotheses (2.1.1), (2.1.2) (2.1.3), (2.1.4) et (2.1.5) sont automati- 
quement verifiees. I1 reste done a verifier (2.1.6) et (2.1.7). 
Comme Hi-,{r- a, 0 + b + g } ( y, s, t, ‘lo, 0,O) est une combinaison 
lintaire des crochets d’ordre j+ 2 de p1 et p2 (il suffit d’appliquer le Lemme 
3.4 A (l/q) P = z-a + i(a + b + g)), on a done, 
~:~,{~-a,~+b+g)(y,s,t,~,,O,O)=O pour j<k- 1. 
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La formule (3.5.4) permet de dtduire que (#g/&j)( y, s, t, Q,, 0,O) = 0 pour 
0 <j< k. De la formule (3.5.5) on deduit facilement l’hypothese (2.1.6). Le 
Lemme 3.4(3.4.1) permet de deduire que: 
H~,{p,,p,}=(q:+q:)q~~~-.{~-a,o+b+g} en (O,O,O,~o,O,O) 
(les autres termes etant nuls, formule (3.5.5)). 
Or: q,(O, 0, 0, rlo, O,O) = PJ& 0, 0, vo, (40). 
L’hypothese (2.1.7) est p,$HE,{p,, p2} <O pour j= 1 ou 2, on a done 
Hr-,{r - a, 0 + b + g} (0, 0, Oqo, 0,O) < 0. Ce qui dtmontre (2.1.7). 
LEMME 3.7. Soit p vtrtyiant les hypothises du ThPordme 2.1. Soit un 
rationnel 8 > k. 
II existe 5(x, 6), z(x, 6) fonctions rtelles C” dt?finies dans un voisinage de 
(0, 0). 
II existe cp(x, 6, s), g(x, 6, s) fonctions r&g&%-es ddfinies au voisinage de 
(0, 0, 0). 
I1 existe C E R” vt!rifiant: 
Et 
g = O(P). 
Re rp(x, 6, s) = SU(X, 6) - s2v(x, 6, s), 









DPmonstration du ThPorPme 2.1 
On peut utiliser le Lemme 3.1; les fonctions 5, t, cp seront respectivement 
5 + 6k+@CX, r hkiO cp+ig.Onadonc/?=k+0,8,=8lacondition(3.1.1) 
est done veritiee (0 = k + I), (3.7.1) implique (3.1.7). 
Dimonstration du Lemme 3.7 
On utilise les fonctions <, z definies par le Lemme 3.6. On construit cp: en 
appliquant le thtoreme des fonctions implicites a la fonction en z suivante: 
x,6+sse,V,5+6k+eC+s6HV,Z,5+ 
bk+OZ 
-+g i > 
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=p(x, 6 + SC?, V (, T) + (dO+k c+ s@ V,T) pgx, 6 + ssO, v <, T) 
+(~+g)P:(X.d+sdo,v~~,T) 
+ O( g* + bog +S20) 
=p(x, 4 V,5,T) + s~Op:(x, 6, v,5, T) 





avec R = 0( g* + 6”g + 6”‘). 
On a: 
p: = ( Pi, PA + PA PA) + 4 Pi, Pi, - P;,P;,). 
7 
(3.7.3) 
PT Pi = ( PiTPit + PAP&) + i(pA P& -PAP&). (3.7.4) 
On pose g= -(~“~IP:I~)CS(P;~P;~+P;~P;~)+(~V.~~+~~C)(P;~P;~+ 
p&p&)]. (3.7.2) s’kcrit compte tenu que g est dktinie pour Climiner la partie 
rkelle de pi z et de pi p;: 
p: -6” 
ilp:Iz r 
cJ(P;,P;, - P;,P;,) +s(v,TPP;, P;,-v.r~P;sP;,) 
+~kC(~;,~;,-~;,p;,)]+6k+“z (3.7.5) 
avec R = O(hZO) puisque g = O(S”). 
Du Lemme 3.6 on a pj(x, t, V,<(x, t), z(x, t)) = 0, done, 
d’oti, 
?J PLC Pi, - Pit P&I = -Pi, P& - ‘P&r’:, Pi< + Pi< PL + ‘Pi< 5:, Pi< 
= Pi< Pi., - PLt Pi.,. 




-~C~~C(P~~P~~-P~,~;~)+~{P,~P~}I+~~+~~~+R. (3.7.6) 1 7. 
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p;,p& - p;,p& n’est pas nul au voisinage de (0,O) car (dc,p,(p,), 
d,,, p2(p0)) sont indtpendants et p:(pO) # 0. 
Done il existe C E IF!?” tel que C(p;, p& - p;, p’,<) > 0 et du Lemme 3.6 on 
dCduit que {pl, p2} =&x(x, 6) avec ~(0, 0) < 0. Done (3.7.6) s’bcrit: 
POp: 
7 {-~(x,s)-sa(x,6)+z+R} (3.7.7) 








on a f rkgulibre et de (3.7.7), on a: 
f(O, 40, B(O, 0)) =o, g a 0, 0, B(O, 0)) = 1 
done il existe z(x, 6, S) telle que f(x, 6, s, z(x, 6, s)) = 0 et ~(0, 0,O) = /?(O, 0) 
et on a, Re zL(O, 0,O) = -Re f :.(O, 0, 0, b(O, 0)) = ~(0, 0), on a done: 
Re z(x, 6, S) = u,(x, 6) - svO(x, 6, s), avec uO(O,O) > 0 et uO(O,O, 0) > 0. 
On pose cp(x, 6,s) = J;, z(x, 6, t) dt et on a: 
Re cp(x, 6, S) = u,(x, 6) s - s2v,(x, 6, s), 
avec u,(O, 0) > 0 et o,(O, 0,O) > 0. 
4. DEMONSTRATION DU TH~OR~ME 2.2. 
LEMME 4.1. Dans les coordonndes locales (x, t) et sous les hypotheses 
(2.2.2), (2.2.3) et (2.2.4) du Thdoreme 2.2: 
pour tome suite de reels c,“, j = l,..., 1, pour tout entier non nul k, alors: il 
existe une suite de fonctions C” rtelles ci(x, t), definies au voisinage de 
(O,O), j=l,..,, 1, verifiant c,(O, 0) = c,“; il existe des fonctions Preelles 
((x, t), z(x, t) definies au voisinage de (0,O) telles que: 
qjtx, t, vxt(x3 t)9 z(x, t)) = cj(x> t, tk, 
Pd-5 4 v,f3x, th 7(x, t)) = 0. 
DEMONSTRATION. De (2.2.2) on a p$,(pO) # 0, a0 = (0, 0, to, zO). 
I1 existe une unique fonction T(X, t, 0, dans un voisinage de (0, 0, &,) 
telle que: 
p2b, 4 5,6x, t, 4)) =O et t(O, 0, to) = to 
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On cherche 4(x, t) telle que, 
4j(X, f, V.Ax, t), G, 4 v,K% t))) = Cj(X, f) tk avec ~~(0, ) = CT. 
On pose Fj(x, t, <) = qj(x, t, 5, r(x, t, t)) et on cherche [(x, t) sous la 
forme 5,(x, t) + tk<,(x, t). On a, 
oti, les fonctions h, sont C”. 
11 sunlit done de trouver des fonctions t1 et t2 verifiant: 
f-,(x, t, v, 5 1) = 0 pour j= l,..., I et V,x5,(0)=&. 
q&Y ~,v.~5,)v.~~2l~o,o)=~p, pour j = l,..., 1. 
(4.1.1) 
(4.1.2) 
On pourra resoudre (4.1.1) dans un voisinage de (0,O) si: {cj, Fk) = 0 sur 
Z pour 16 j, k<f et (deFj)iGjc, indtpendants en (O,O, to); 
cFj, Fk}(x, l, ~)=(F~,~k.,-Fj.~~,)(X, f, 5) 
= C(41r + Gq;r)(q;.Y + GdcT) 
On a, z: = -p;,/p;,, T; = -p&/p;,, done: 
mais on a: 
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Avec (4.1.3) on a: 
(4, Fkl =i LIP29 tHqj, qk} + (qk2 f>{ P2, Sj} + {qj, t}{qk, &}I. 
z 
De l’hypothese (2.2.3), on deduit que {F,, Fk} =0 sur C. 
Comme, % = q.h + T&Jr = WA)(p;,q;e - p;&) et P;,(P,) z 0, 
(FJ,) libre en poo (d,,,q,, d,,, p2) libre en po. 
Pour resoudre (4.1.2) il s&fit de trouver q E KY tel que: 
qc(O> O> v.Xtl(“> O)) VI = j co ce qui est possible puisque (FJ&O, 0, to)) est un 
systeme libre, c’est-a-dire la matrice (F’,,,..., Fk,) est de rang maximum, on 
prend alors t2(x) = qx et T(X, t) = T(X, t, V,<). 
LEMME 4.2. Sous les hypotheses du Theoverne 2.2: 
il existe une suite de reel CT, j = I,..., 1; 
il existe des fonctions C” reelles 5(x, b), T(X, 6); 
il existe une fonction reguliere cp(x, 6, s) definie au voisinage de (0, 0, 0); 
il existe une fonction regulitre et reelle g(x, 6) definie au voisinage de 
(0, 0), telles que: 
6) Re cp(x, 6, s) = U(X, 6) s - v(x, 6, s) s2 
oti u et v sont des fonctions regulieres vertfiant ~(0, 0) > 0 et ~(0, 0,O) > 0. 
(ii) X,S+SSk,V,5(X,8)+SskV,T(X,6) 
S2SZk 
+ 2 v.r g(X, 61, T(X, 6) 




Demonstration du Thtoreme 2.2 
On peut appliquer le Lemme 3.1 en choisissant les fonctions 5, T, cp 
respectivement: 5, T + (s/2) Skg, 62kq et on a, 0 = k, 8, = 2k et /?= 2k, 
(3.1.1) est done verifite avec k = 2 par exemple. 
Demonstration du Lemme 4.2 
On a vu (2.2.7) que p, =c&=, aiiqjqi+rOp2 dans un voisinage de po. 
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{PI3 P*)= i laij{4iY P2) 4j+"ij(q,3 P2) qi) 
i, j = , 
+ i iaij, PZ) 4t4,+ {y02 P2) Pz. 
i,j=l 
(4.2.1) 
Sur C on a: 
{P2> fPl~PZll= i a,i((si,p,}{P,,qj}+(q,,p,}(p*,q;}), 
r,j=l 
{PZ, {PI, PZll= -2 i aij{P29qi){P2,q,}. 
i.j= I 
(4.2.2) 
On construit cp:. en appliquant le thCor&me des fonctions implicites A la 










i[Zp + sdkp: P: + shk V,tp; P:] 
+ isdkg + 62kz + R 06 R = 0(63k + ~~8~~). (4.2.3) 
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En tenant compte de: 
PI= f: uG4j4i+rOP?,. 
i, j = 1 
P2(& 4 v,m, 61, e, 6)) = 0. 








De (4.2.4) on a: 
Pit= 1 [‘$fqiqj + aij(qiqJ, + qjq:r)l + r;lPz + YgP;,y 
i,i= I 
PL(X, 4 v,5, 7) = hk f: U&ciqj, + Cjq:,) + rap;, + O(S2”). (4.2.10) 
i. j = 1 
De (4.2.4) on a: 
P;t + C Ca&4i4j+ aij(qkqj+ 4;74i)l+ rbr PZ + rOPi~. 
i,j=l 
P;,(x, 4 v,t, z) = dk a,j(cjq;, + qjTci) + r,p;, + O(62k)), (4.2.11) 
i,j=l 
Pit= C C”~,qi4j+uij(q:cqj+qkqi)] + r&p2 +rop&. 
i,j= 1 
P&(X, 4 v,c, 7) = ak c ‘,(q:<Cj+ q;cXi) + r,p& + O(d2k). (4.2.12) 
i,l= 1 
De (4.2.10) et (4.2.11) on a: 
(PA P;r - Pi, P;,)k 4 vxr, T) (4.2.13) 
=6k Ii uijCcj(4:,P;,-q:,P;*)+Ci(q~~PP;,-q~,P;r)] + O(d2k). 
i,j= 1 
NON UNICITk DU PROBLiME DE CAUCHY 221 
De (4.2.11) et (4.2.12) on a: 
(P;,P;5-P;5P;T)VT~=6k t: aijCc,( Pi<4kv.vz - C7ig Pi*V.xr) 
i,j= I (4.2.14) 
+ ci( P&4irVvT - q:(PixVy~)I +0(b2k). 
Pour ttliminer les parties rtelles de pipi et pip:, on pose dans (4.2.3): 
kT=$T CP;,P;r+P;rP;r+V,2(P;5P;,+P;tP;i)l (4.2.15) 
T 
De (4.2.3), (4.2.7), (4.2.8), (4.2.9), (4.2.13), (4.2.14) et (4.2.15) on a: 
s2k(Ca~jcrcj)( P;, - iPA) (4.2.16) 
+ ci(s;r P;, - P&q;, + &~:q:, - c&t: A,)1 + R, 
avec R = O(C?~~ + ~~6~~). 
En dkrivant par rapport A x les formules (4.2.5) et (4.2.6), on a: 
On a done: 
P;c&~:-s:~ p;,r: = -PaKx& + 4i.r) + 4:&5’:x Pi<) + O(dk) 
= 4:< Pi, - P&q:\- + O(dk). 
(4.2.16) devient done: 
-iPi ,p,j2 {--- [ ~2k(~aijCiC,)( Pi, - iPA) 
+ isd2k i
I,, = I 
a&c,{qj, ~2) + C;(qj, pz})] + 6’“z} + R. (4.2.17) 
505,'57!2-5 
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De (4.2.2) on a (p2, {p1,p2)}= -2C:i=1a,-jpz,qj>rp~,q,} sur C, en 
posant c~=E{ pz, q,}(po) avec E= &1 on a: 
i a+(Cp{qi, ~2) +CP{q,, PZ))(PO)=E{ PZ{ PI, p2}}(po). (4.2.18) 
1,j=l 




Re A(0, 0) = ,2 
IP*l > 
(PO)=& { P2> {PIT P2}(PO) 
=f$ { p2, t){ PZ{ P,, p2}}(pO)<0 c’est I’hypothkse (2.2.61, 
r 
Re B(0, 0) = 5 , $, afj(cp{4it P2) + cP(qj, P2))(PO) 
(c’est (4.2.18)). 
On pose: 
l /2(x, 6, s, z) = yjy- 
( 6 Pi 
p x,6+s6k,V~i’(X,~)+S~kv.,Z 
+; 62kv.,g, 7(X, 6)+~+sskg 
> 
= A(x, 6) + sB(x, 6) + z + C(x, s, 6, z) 
avec C = O(6’ + 3’). 
On linit la dbmonstration du Lemme 4.2 comme au Lemme 3.7, et en 
utilisant le fait que Cl. = 0(@ + s). 
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