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Abstract
The classification of algebras of generic degree two, and of nonzero generic discriminant is pre-
sented. In the case of zero discriminant a structural theorem is proven.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The problem of classification of finitely dimensional unital associative (u.a.) algebras is
still open. The classification in dimensions up to four was obtained in 1935 by Scorza [8]
and reproved by Gabriel by means of quivers in 1974 [2]. Under rigidity assumption the
classification in dimension five was given by Mazzola [7], in dimension six by Goze and
Makhlouf [4].
In this paper, instead of the dimension of an algebra, we consider another invariant of
finitely dimensional u.a. algebras introduced by Jacobson [5,6] (in fact for more general
power-associative algebras) and called the generic degree (we will refer to this simply as
degree). It is the degree of the minimum polynomial of the generic element of an algebra.
We propose to classify u.a. algebras after fixing the degree. It is clear that the dimension
is not greater than the degree, but we will show algebras of low degree and arbitrary high
dimension.
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Lie algebras, which can be classified in a similar way as simple reductive Lie algebras, by
considering a splitting of the algebra into analogues of root subspaces. This gives us the
classification of these associated Lie algebras, and yields the classification of u.a. algebras
of degree two.
2. Generic degree of algebra
Let k be an algebraically closed field of characteristic zero and A be an associative
unital k-algebra of finite dimension.
Let a ∈ A ⊗k k[A] be the generic element of A, i.e., a is an A-valued regular function
on A such that a(a) = a. Since A is finitely dimensional then a is integral over k[A] and
has the minimum equation
ad − σ1ad−1 + · · · + (−1)dσd = 0
(the generic minimum equation) with σi ∈ k[A] being homogeneous polynomials of de-
gree i . Then the degree d of this equation is called the (generic) degree of the algebra A.
We denote by ∆ the discriminant of the minimum polynomial of the generic element a,
which is a homogeneous polynomial on A of degree d(d − 1).
Note that for every d we have at least two obvious examples of such algebras: the
simple matrix algebra Md , where the generic minimum polynomial is the characteristic
polynomial, and its maximal commutative semisimple subalgebra kd = k × · · ·× k, where
the generic minimum polynomial is the general monic polynomial of degree d . In both
cases ∆ = 0.
3. Algebras of degree two. Examples
For d = 2 we can list the following examples, which can be depicted in the following
pseudo-geometric manner, reflecting its structure under automorphisms and the canonical
involution, existence of which will be proved later.
Example A. It is a matrix algebra M2. Its picture comes from the Brauer–Severi vari-
ety of it, the projective line, for the field of complex numbers being the Riemann sphere:


(
The involution is related to the selfduality of the projective line, identifying its points
with its hyperplanes.
Example B. It is the algebra k × k. It can be depicted as its two-point spectrum:
 
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Example C. It is an algebra which is a nilpotent extension of k × k by a square zero,
nonzero ideal I of finite dimension over k, which as a k × k-bimodule has the following
property: for every nontrivial idempotent e ∈ k × k eIe = 0. We will show later that its
isomorphism class is uniquely determined by dimensions of right ideals eI and (1 − e)I .
It can be depicted as follows
 ⊕
where , ⊕ represent the two epimorphisms onto k and the arrow represents the ideal I .
It is easy to see that, when dimensions of eI and (1 − e)I are different, the orientation
of the picture is invariant under the automorphism group, and is reversed by the canonical
involution.
Example D. It is an algebra of the form ΛV/(U,Λ3V ), where U ⊂ Λ2V is a linear sub-
space. It is an odd analog of an even graded algebra SV/(U,S3V ), U ⊂ S2V (by taking
the exterior algebra functor Λ instead of the symmetric algebra functor S) which describes
the (second) infinitesimal neighborhood of the vertex of a cone described by the system
of equations with quadratic initial forms. But the odd cone is placed in a super-space and
cannot be depicted in any commutative space.
4. Structure of degree two algebras
Let now A be an algebra of degree two of dimension n + 1 with the generic minimum
equation
a2 − σ1a + σ2 = 0.
Since σ1 is a linear form on A then we can canonically decompose A as follows
A = k ⊕ L,
where L := kerσ1. Given a = x + X,b = y + Y ∈ A = k ⊕L we have
ab = xy − (X,Y )+ xY + yX + 1
2
[X,Y ], (1)
with some bilinear maps
(· , ·) :L×L → k, [· , ·] :L× L → L.
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ad-invariant symmetric form. If n > 1, then (· , ·) is uniquely determined by the Lie algebra
structure (where K is the Killing form) as
(X,Y ) = − 1
4(n− 1)K(X,Y ).
Proof. Since σ1(a) = tx for some t ∈ k, then the generic minimum equation specialized
at a = x + X takes the form of the system
(1 − t)x2 − (X,X)+ σ2(x,X) = 0, (2)
(2 − t)xX + 1
2
[X,X] = 0, (3)
which gives
σ1(x,X) = 2x, (4)
σ2(x,X) = x2 + (X,X), (5)
and
[X,X] = 0. (6)
From the first two equalities, the generic discriminant ∆ = σ 21 − 4σ2 depends only on the
summand coming from L
∆(x,X) = ∆(X) = −4(X,X). (7)
The equality (6) means that [· , ·] is skew-symmetric. Let c = z+Z ∈ A = k ⊕L. Then the
associativity condition (ab)c = a(bc) is equivalent to the system
([X,Y ],Z)= (X, [Y,Z]), (8)
[[X,Y ],Z]− [X, [Y,Z]]= 4((X,Y )Z − (Y,Z)X). (9)
Using the skew symmetry of [·, ·] we can substitute −[X, [Y,Z]] = [[Y,Z],X], hence
after adding all cyclic permutations of the last equation with respect to (X,Y,Z) we get
the Jacobi identity
[[X,Y ],Z]+ [[Y,Z],X]+ [[Z,X], Y ]= 0,
which means that (L, [· , ·]) is a Lie algebra. Then by (8) the bilinear form (· , ·) on L is
ad-invariant.
Coming back to (9) and applying skew symmetry and the Jacobi identity we get
−[[Z,X], Y ]= 4((X,Y )Z − (Y,Z)X). (10)
512 T. Maszczyk / Journal of Algebra 281 (2004) 508–517By the skew symmetry [Z,X] = −[X,Z] the expression on the right hand side is skew
symmetric in Z,X, which is equivalent to the identity
(
(X,Y )− (Y,X))Z = ((Y,Z) − (Z,Y ))X,
showing that the bilinear form (· , ·) is symmetric.
If we replace X and Y mutually in (10) then by skew symmetry of [· , ·] we have
adX adY Z = 4
(
(X,Z)Y − (X,Y )Z), (11)
which implies that the Killing form K of L can be computed as follows
K(X,Y ) := tr(adX adY ) = −4(n− 1)(X,Y ). (12)
If n > 1 this determines (· , ·) uniquely by means of the Lie algebra structure on L
(X,Y ) = − 1
4(n− 1)K(X,Y ). 
5. Classification of degree two algebras with ∆ = 0
Theorem 2. Any degree two algebra with ∆ = 0 is isomorphic to one of Examples A–C.
In particular, up to isomorphism, there is one simple (Example A), one commutative (Ex-
ample B) and countably many noncommutative not simple ones (Example C) classified by
the pair of dimensions (dim(eI),dim((1 − e)I)).
Proof. By (11) we have
ad3X = ∆(X) adX . (13)
In the case, when the generic discriminant is nonzero, we can choose X ∈ L such that
∆(X) = 4 which is equivalent to (X,X) = −1. Then L decomposes into eigenspaces of
adX
L = L−2 ⊕ L0 ⊕L2
such that X ∈ L0 and
[L−2,L−2] = 0 = [L2,L2], (14)
[L0,L0] ⊂ L0 ⊃ [L−2,L2], (15)
[L0,L±2] ⊂ L±2. (16)
If X′ ∈ L0 then by (10)
0 = ad2X X′ = 4
((
X,X′
)
X − (X,X)X′),
T. Maszczyk / Journal of Algebra 281 (2004) 508–517 513which shows that
X′ = (X,X
′)
(X,X)
X,
hence L0 is one dimensional and generated by X.
Since (· , ·) is adX-invariant, then in the decomposition L = L0 ⊕ (L−2 ⊕ L2) direct
summands L0 and (L−2 ⊕ L2) are orthogonal and L±2 are isotropic with respect to (· , ·).
Therefore by the skew symmetry of [· , ·] and (10), for X chosen as above and Y ∈ L−2,
Z ∈ L2, we have
[Y,Z] = 1
2
[[Z,X], Y ] (10)= −2((X,Y )Z − (Y,Z)X) = 2(Y,Z)X. (17)
Hence the whole structure of a Lie algebra on L is uniquely determined by the pairing
(· , ·) :L−2 ×L2 → k. Moreover, for Y ′ ∈ L−2, Z′ ∈ L2, we get
adY adZ Y ′ = −4
(
Y ′,Z
)
Y, (18)
adY adZ X = −4(Y,Z)X, (19)
adY adZ Z′ = 0, (20)
hence by (12) and (18), (19), (20)
−4(n− 1)(Y,Z) = K(Y,Z) = tr(adY adZ) = −8(Y,Z),
which is equivalent to
(n − 3)(Y,Z) = 0.
Therefore we have two cases: either n = 3 and the pairing (· , ·) :L−2 ×L2 → k is nontriv-
ial, or this pairing is trivial.
In the first case L±2 are one dimensional, hence L is isomorphic to sl2, and A is iso-
morphic to the matrix algebra M2.
In the second case by (14) and (17), L−2 ⊕L2 is an abelian ideal in L, hence we get the
extension
0 → L−2 ⊕ L2 → L → L0 → 0,
whose structure is completely determined by dimensions of L±2. Taking bases Yi ’s, Zα’s
in L−2, L2, respectively, we obtain that A is generated by X, Yi ’s, Zα’s subject to relations
X2 = 1, (21)
XYi = −YiX = −Yi, (22)
XZα = −ZαX = Zα, (23)
YiYj = YiZα = ZαYi = ZαZβ = 0, (24)
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appearing in this presentation.
Using this presentation we can further characterize A as a nilpotent extension of k × k
by a square zero ideal I , which as a k × k-bimodule has the following property: for every
nontrivial idempotent e ∈ k × k (there are two such) eIe = 0. Dimensions of the subspaces
eI ⊂ I for the two nontrivial idempotents e ∈ k× k determine A uniquely up to an isomor-
phism. Indeed, given the above presentation we can define I := (Yi ,Zα), and the pair of
orthogonal idempotents e± := (1 ± X)/2 + I in the quotient A/I with desired properties.
On the other hand, firstly, idempotents in k × k lift to idempotents in A, as the following
simple lemma shows
Lemma 1. Let e + I be an idempotent in a quotient algebra A/I , where I is a square
zero ideal in any associative algebra A. Then the element 3e2 − 2e3 is an idempotent in A
lifting e + I .
Secondly, the identity valid for all elements e, ε of any associative unital algebra
(e + ε)2 = (e + ε)+ (e2 − e)+ eεe − (1 − e)ε(1 − e)+ ε2,
shows, that in our A, when e is an idempotent in A and ε ∈ I , every lifting of an idempotent
in k × k is an idempotent in A. Therefore, by taking any k-linear splitting A = (k × k)⊕ I
for any nontrivial idempotent in k × k we get its idempotent lifting e producing a further
k-linear splitting A = k⊕k(2e−1)⊕eI ⊕ (1−e)I , where direct summands are multiplied
in A in such a way that X = 2e − 1 and linear bases Yi , Zα of eI , (1 − e)I , respectively,
generate A as an associative algebra, subject to relations (21)–(24). 
6. Problems in the case ∆= 0
Theorem 3. Every degree two algebra with ∆ = 0 is isomorphic to Example D. Fixed
dimensions of V and U ⊂ Λ2V such algebras are classified by orbits of PGL(V ) in the
Grassmannian of subspaces U ⊂ Λ2V .
Proof. If the generic discriminant is zero, then by (7), (· , ·) is zero, hence by (10), L is
two-step nilpotent (metabelian), i.e.,
[
L, [L,L]]= 0.
Therefore [· , ·] factorizes uniquely through a skew symmetric bilinear map
L/[L,L] ×L/[L,L] → [L,L],
which is equivalent to the linear epimorphism
Λ2
(
L/[L,L])→ [L,L].
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lowing isomorphism of two-step nilpotent Lie algebras
L ∼= LU,V := V ⊕Λ2V/U, (25)
where the Lie bracket on the right-hand side is defined as a composition of canonical maps
as follows
(
V ⊕ Λ2V/U)× (V ⊕ Λ2V/U)→ V × V → Λ2V → Λ2V/U → V ⊕Λ2V/U.
It is easy to see that we have the following isomorphism of degree two associative algebras
A ∼= AU,V := ΛV
/(
U,Λ3V
)
,
where U ⊂ Λ2V .
Let us note that [LU,V ,LU,V ] = Λ2V/U is a central ideal in LU,V and V =
LU,V /[LU,V ,LU,V ] is the quotient by this ideal, so they are invariantly defined by the
structure of the Lie algebra LU,V . Therefore isomorphism classes of two-step nilpotent Lie
algebras (as well as degree two associative algebras) are classified by orbits of PGL(V ) in
Grassmannians of subspaces U ⊂ Λ2V . 
Remark. In a dual point of view, in terms of Chevalley cochain complex, after some prepa-
rations and an appropriate choice of a basis, an analogical result (with an obvious misprint:
according to the author’s convention, there should be p instead of 2, and n−p instead of p)
for two-step nilpotent Lie algebras was obtained in [3, Proposition 3, Chapter 2, §II.3].
The following example shows how complicated further analysis of these orbits is. Even
in a simple case, when dim(U) = 1, the orbit space is finite, but it is far from being discrete.
Indeed, if 1  q  Q := [n/2], we have Q orbits of lines spanned by nonzero bivectors
w ∈ Λ2V whose q th exterior power is the highest nonzero one. The orbit space looks as
follows
   · · ·   Q Q − 1 2 1
where arrows mean specialization, i.e., for q = 1 we have the closed orbit (the Grass-
mannian of 2-planes in V ), for 1 < q <Q orbits are locally closed and for q = Q we have
the open orbit.
Starting from dim(V ) = 5 there exist subspaces U ⊂ Λ2V such that the dimension
of the Grassmannian is strictly greater than the dimension of PGL(V ), hence moduli, at
least in the sense of Artin’s quotient stacks [G(r,Λ2V )/PGL(V ))] [1], are expected. The
problem of classification of two-step nilpotent Lie algebras, first approached by Umlauf in
1891, still seems to be intractable by means of classical algebraic geometry.
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An additional structural property of degree two algebras is the existence of a canonical
involution preserving the generic minimum polynomial.
Proposition 1. Every degree two algebra A has the unique involution ∗, such that
a + a∗ = σ1(a), (26)
aa∗ = a∗a = σ2(a). (27)
Proof. Since σ1 is a linear form on A such that σ1(1) = 2 and a satisfies the equation
a2 − σ1(a)a + σ2(a) = 0, then the map a → a∗ := σ1(a)− a is linear, preserves the unit:
1∗ = σ1(1)− 1 = 2 − 1 = 1, and is involutive
a∗∗ = σ1
(
a∗
)− a∗ = σ1(σ1(a)− a)− (σ1(a)− a)
= 2σ1(a)− σ1(a)− σ1(a)+ a = a.
To prove finally that this map is an anti-isomorphism it is enough to prove it for the direct
summand L in A = k ⊕ L, where elements X,Y ∈ L are multiplied in A according to the
rule (1)
XY = −(X,Y )+ 1
2
[X,Y ].
Since σ1 is zero on L then for all X ∈ L we have X∗ = −X, while on k ∗ is an identity,
hence consequently
Y ∗X∗ = YX = −(Y,X) + 1
2
[Y,X] = −(X,Y )− 1
2
[X,Y ],
(XY )∗ =
(
−(X,Y )+ 1
2
[X,Y ]
)∗
= −(X,Y )− 1
2
[X,Y ] = Y ∗X∗.
It is clear that aa∗ = a∗a and moreover aa∗ = a(σ1(a)− a)= σ1(a)a − a2 = σ2(a).
Obviously, the declared properties of ∗ determine it uniquely. 
Example A. In the case of A = M2 = End(W), where W = k2, the canonical involution is
nothing but taking the adjoint with respect to the nondegenerate alternating bilinear form
(the determinant) W × W → det(W). The automorphism group of A is PGL(W) = PGL2
and all automorphisms are inner.
Example B. In the case of k × k the involution is an automorphism (interchanging points),
because the algebra is commutative.
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and ε∗ = −ε∗, then the canonical involution acts on a picture in Example 3 by reversing
the orientation.
Since eε = −(eε)∗ = −ε∗e∗ = εe∗, then the canonical involution interchanges the left
and right k × k-module structures of the bimodule I . By straightforward computation we
see that the automorphism group of A is GL(eI)× GL((1 − e)I) (eI ⊕ (1 − e)I), where
inner automorphisms correspond to the normal subgroup I = eI ⊕ (1 − e)I , when eI and
(1−e)I are not isomorphic (i.e., their dimensions are different), or it is a semidirect product
of Z/2 by GL(eI) × GL((1 − e)I)  (eI ⊕ (1 − e)I), by a simultaneous interchange of
e + I and (1 − e) + I and of direct summands in I = eI ⊕ (1 − e)I by means of some
isomorphism between eI and (1 − e)I .
Example D. In this case the splitting A = k ⊕ L is the splitting into eigenspaces of the
canonical involution, invariant under the all automorphisms group, which is the automor-
phism group of the two-step nilpotent Lie algebra L.
In all the examples all automorphisms preserve the involution.
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