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Abstract
We propose a new approach to constructing globally strictly convex objec-
tive functional in a 1-D inverse medium scattering problem using multi-frequency
backscattering data. The global convexity of the proposed objective functional is
proved using a Carleman estimate. Due to its convexity, no good first guess is
required in minimizing this objective functional. We also prove the global con-
vergence of the gradient projection algorithm and derive an error estimate for the
reconstructed coefficient. Numerical results show reasonable reconstruction accu-
racy for simulated data.
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21 Introduction
One of the most popular techniques used for the purpose of detection of buried objects
is the Ground Penetrating Radar (GPR). Exploiting the energy of backscattering elec-
tromagnetic pulses measured on the ground, the GPR allows for mapping underground
structures. The radar community mainly uses migration-type imaging methods to obtain
geometrical information such as the shapes, the sizes, and the locations of the targets, see,
e.g., [7, 13, 19, 20, 30, 31, 32, 39, 43]. However, these methods cannot determine physical
characteristics of buried objects. Therefore, additional information about the objects’
physical properties, such as the dielectric permittivity and the magnetic permeability,
may be helpful for their identification.
The problem of determining these parameters can be formulated as a coefficient iden-
tification problem for the wave equation. In the scattering theory, this is also called an
inverse medium scattering problem. This problem has been extensively investigated, see
e.g. [11] and the references therein. Several methods have been proposed for solving it.
One of the earliest approach is the Born approximation which is effective at low frequen-
cies, see e.g., [6]. For gradient-based and Newton-type methods, we refer the reader to
[8, 14, 18, 29, 33, 36] and the references therein. For decomposition methods, see e.g.,
[11, 12].
In this work, we consider an inverse medium scattering problem in one dimension
using backscattering data generated by a single source position at multiple frequencies.
The model is described by the following equation:
u′′ (x) + k2c(x)u(x) = −δ(x− x0), x ∈ R, (1.1)
where k is the wavenumber, c(x) represents the dielectric constant of the medium in
which the wave, originated by the point source at x0, travels. The purpose of the coeffi-
cient inverse problem (CIP) under consideration is to determine the coefficient c(x) from
measurements of u(x, k) at a single location associated with multiple frequencies. One of
more specific applications is in the identification of mine-like targets. In this instance we
refer to works with experimental data measured in the field by a forward looking radar
of US Army Research Laboratory [22, 23, 24].
Using the multi-frequency data in inverse scattering problems has been reported to be
efficient. There are different ways of using multi-frequency data. One approach, known as
frequency-hopping algorithms, uses the reconstruction at a lower frequency as an initial
guess for the reconstruction at a higher frequency. Several results have been reported, see
e.g., [2, 5, 9, 10, 37, 38, 40, 41]. Another approach is to use non-iterative sampling-type
3methods, see, e.g. [15, 16, 17, 35]. The third type of methods, based on the construction
of globally strictly convex objective functionals or a globally convergent iterative process,
has been reported recently, see, e.g. [22, 23, 24, 25, 28, 34].
In this paper, we continue our research on the third approach. The key step of this
method is the construction of an objective functional which contains a Carleman Weight
Function (CWF). The key property of this functional is that it is strictly convex on
any given set in an appropriate function space if the parameter of the CWF is chosen
large enough. This makes the method converge globally, which is unlike conventional
optimization-based approaches which are usually locally convergent.
The idea of this type of methods was investigated earlier in [27] for a similar problem
in time domain. Then it was developed for multi-frequency measurements in [22, 23, 24].
In the time-domain problem, the forward scattering model is described by the following
Cauchy problem:
c (x)utt = uxx + δ(x− x0, t), (x, t) ∈ R× (0,∞) , (1.2)
u (x, 0) = 0, ut (x, 0) = 0. (1.3)
To reconstruct the coefficient c(x), in [27] we established a globally strictly convex objec-
tive functional in the Laplace transform domain. More precisely, let s ≥ s > 0 be the
Laplace transform parameter, which is usually referred to as the pseudo frequency. The
Laplace transform u˜(x, s) of u(x, t) satisfies the following equation:
u˜xx(x, s)− s2c(x)u˜(x, s) = −δ(x− x0), x ∈ R, (1.4)
It can be proved that u˜ > 0 for s large enough. By defining new functions
v(x, s) := ln(u˜)/s2; q(x, s) :=
∂v(x, s)
∂s
, (1.5)
we obtain a nonlinear integro-differential equation for q. This equation does not contain
the unknown coefficient c(x). However, c(x) can be calculated if q(x, s) is known. The
problem of finding q(x, s) is then converted to a minimization problem in which the
objective functional is globally strictly convex. The methods in [22, 23, 24] are similar,
except that the Laplace transform is not needed since the frequency domain problem can
be treated as obtained from the time domain problem by the Fourier transform. There is
an advantage of the frequency-domain approach compared to the time-domain one is that
in the time-domain model, only signals which arrive at the receiver early are usable in the
inverse problems. This is because the kernel of the Laplace transform decays exponentially
in time. As a result, information contained in later signals is diminished after the Laplace
4transform. Consequently, the reconstruction accuracy is good only near the location of
measurement. This is not the case for the frequency-domain data.
However, in the frequency-domain approach of [22, 23, 24], the solution of (1.1) is
complex valued. Therefore, it is necessary to deal with the multi-valued nature of the
complex logarithm in (1.5). Even though the 1-D case was also considered in [23, 24],
there are three main differences between the current work and the methods proposed in
these publications:
1. We propose a simpler way of defining the function v in which the logarithm is
avoided, unlike [23, 24].
2. Item 1 also leads to a coupled system of differential equations of the first order
unlike the ones of the second order in the previous works.
3. Item 2 requires, in turn, a different proof of the global strict convexity of the resulting
objective functional.
We refer to [3, 4] for similar approaches in the time domain. The paper [3] is about
the reconstruction of the potential in the wave equation, while [4] is concerned with the
reconstruction of the same coefficient as in the current paper. The objective functionals
in these works are similar to ours, since both of them use Carleman weight functions,
although specific weights are chosen differently. The main difference between our current
work and [3, 4] is that in those papers at least one initial condition must be assumed to be
nonzero in the entire domain of interest, whereas we use the delta function as the source.
The analysis for the time-domain problem used in [3, 4] cannot be used in this paper due
to the presence of the delta function.
The rest of the paper is organized as follows. In section 2 we state the forward and
inverse problems. Section 3 describes our version of the method of globally strictly convex
functional. The global strict convexity and the global convergence of the gradient projec-
tion method are discussed in Section 4. In that section, we also prove an error estimate for
the coefficient to be reconstructed. Section 5 discusses some details of the discretization
and algorithm. Numerical results are presented in section 6. Finally, concluding remarks
are given in Section 7.
2 Problem statement
The PDE of the forward problem under consideration is described by equation (1.1). In
this work, we use data at multiple frequencies. Therefore, in the following we denote the
5solution of (1.1) by u(x, k) to indicate its dependence on the wavenumber. The forward
model is then rewritten as:
uxx(x, k) + k
2c(x)u(x, k) = −δ(x− x0), x ∈ R. (2.1)
In addition, function u(x, k) is assumed to satisfy the following radiation conditions:
lim
x→∞
(ux + iku) = 0, lim
x→−∞
(ux − iku) = 0. (2.2)
Furthermore, we assume that the dielectric constant of the medium is positive, bounded,
and constant outside a given bounded interval (0, b), b > 0. More precisely, the coefficient
c(x) is assumed to satisfy:
c ∈ C2 (R) ; 0 < c0 ≤ c (x) ≤ 1 + d, ∀x ∈ R; c (x) = 1,∀x /∈ (0, b) , (2.3)
where c0 and d are given positive numbers. In weak scattering models, the constant d is
usually assumed to be small. However, we do not use this assumption in this work, i.e.,
we allow both weak and strong scattering objects. We also assume that the point source
x0 is placed outside of the interval where c (x) is unknown. Without a loss of generality,
we assume throughout of this work that x0 < 0. The coefficient inverse problem (CIP) we
consider in this paper is stated as follows.
CIP: Let u(x, k) be a solution of problem (2.1)–(2.2). Suppose that condition (2.3) is
satisfied. Determine the function c(x) for x ∈ (0, b) , given the following backscatter data
g(k) = u(0, k), k ∈ [k, k¯], (2.4)
where [k, k¯] represents the frequency interval used in the measured data.
Remark 2.1. Since c(x) = 1 on the interval (−∞, 0], the Dirichlet data (2.4) uniquely
determines the Neumann data at the same location. Indeed, the scattered wave us := u−ui,
where ui is the incident wave, satisfies the Helmholtz equation usxx+k
2us = 0 on (−∞, 0),
together with the radiation condition lim
x→−∞
(usx − ikus) = 0. Hence, us can be written in
the form us(x, k) = Ceikx. The constant C can be calculated from the Dirichlet data as
C = g(k)− ui(0, k). Hence, the Neumann data is given by
g1(k) := ux(0, k) = u
i
x(0, k) + ikC, k ∈ (k, k¯). (2.5)
Remark 2.2. The uniqueness of this inverse problem has been proved in [26] under some
assumptions about the coefficient c(x). Although these assumptions are not trivial, we
assume in this paper that the uniqueness of the CIP holds.
63 Globally strictly convex functional
The first idea of this method is to transform problem (2.1)–(2.2) into a differential equation
which does not contain the unknown coefficient c(x). After the solution of this equation is
found, the coefficient c(x) can be easily computed. To do that, we define the new function
v(x, k) :=
ux(x, k)
k2u(x, k)
. (3.1)
To guarantee that v is well-defined, we need the following result.
Lemma 3.1. Let x0 < 0 be the position of the point source and u be the solution of
problem (2.1)–(2.2). Under the condition (2.3), we have u (x, k) 6= 0 for all x ∈ [0, b] and
for all k > 0.
Proof. The proof can be found in [24]. However, since we need to use some results in this
proof in the derivation of the method, we present the proof here. Assume to the contrary
that there exists a point x = a ∈ [0, b] and a wavenumber k0 > 0 such that
u (a, k0) = 0. (3.2)
Since c(x) = 1 for all x > b, the solution of (2.1)–(2.2) can be represented as
u (x, k) = C (k) e−ikx, ∀x ≥ b, ∀k > 0, (3.3)
where C (k) is a function of k. Set in (2.1) k = k0, multiply this equation by the complex
conjugate u (x, k0) of u and integrate over the interval (a, b) . Since x
0 < 0, the right-hand
side of the resulting equality is zero. Using (3.2), we obtain
u (b, k0)ux (b, k0) +
∫ b
a
[− |ux|2 + k20c (x) |u|2] dx = 0. (3.4)
By (3.3) ux (b, k0) = −ik0u (b, k0) . Hence, u (b, k0)ux (b, k0) = −ik0 |u (b, k0)|2 . Hence,
(3.4) becomes
i |u (b, k0)|2 =
∫ b
a
[− |ux|2 + k20c (x) |u|2] dx. (3.5)
The left-hand side of (3.5) is a purely imaginary number, whereas the right-hand side
is a real number. Therefore, both numbers must be equal to zero. Hence, u (b, k0) =
ux (b, k0) = 0. By (2.1) this means that u (x, k0) = 0 for x ≥ x0, which is impossible. The
proof is complete. 
7We now derive an equation for v. From (3.1) we have ux = k
2vu. Differentiating both
sides of this identity with respect to x, we obtain
uxx = k
2(vxu+ vux) = k
2u(vx + k
2v2).
Substituting this into (2.1), noting that the right-hand side is zero on the interval (0, b)
since x0 < 0, we obtain
vx(x, k) + k
2v2(x, k) = −c(x), x ∈ (0, b). (3.6)
In addition, function v(x, k) satisfies the following boundary conditions at x = 0 and
x = b:
v(0, k) = v0(k), v(b, k) = − i
k
. (3.7)
Here v0 =
g1(k)
k2g0(k)
. The second boundary condition of (3.7) is derived from (3.3).
If function v is known, then coefficient c(x) can be computed directly using (3.6).
However, equation (3.6) contains two unknown functions, v(x) and c(x). Therefore, to
find v we eliminate the unknown coefficient c(x) by taking the derivative of both sides of
(3.6) with respect to k. We obtain the following equation:
vxk(x, k) + 2kv
2(x, k) + 2k2v(x, k)vk(x, k) = 0, x ∈ (0, b). (3.8)
To find function v from (3.7) and (3.8), we use the method of separation of variables.
More precisely, we approximate v via the following truncated series:
v (x, k) ≈
N∑
n=1
vn (x) fn (k) , (3.9)
where {fn(k)}∞k=1 is an orthonormal basis in L2(k, k¯). Functions fn(k) are real valued and
we specify this basis later. Substituting (3.9) into (3.8), we obtain the following system:
N∑
n=1
v′n(x)f
′
n(k) +
N∑
n=1
N∑
j=1
vn(x)vj(x)[2kfn(k)fj(k) + 2k
2fn(k)f
′
j(k)] = 0, x ∈ (0, b).
(3.10)
To be precise, equation (3.10) should be understood as an approximation of (3.8) since v is
approximated by the truncated sum (3.9). Multiplying both sides of (3.10) by fm(k) and
integrating over (k, k¯), we obtain the following system of coupled quasi-linear equations
for vn(x):
N∑
n=1
Mmnv
′
n(x) +
N∑
n=1
N∑
j=1
Gmnjvn(x)vj(x) = 0, m = 1, . . . , N, x ∈ (0, b), (3.11)
8where the coefficients Mmn and Gmnj are given by
Mmn =
∫ k¯
k
f ′n(k)fm(k)dk, (3.12)
Gmnj =
∫ k¯
k
[2kfn(k)fj(k) + 2k
2fn(k)f
′
j(k)]fm(k)dk. (3.13)
Using the approximation (3.9) for v(x), it follows from (3.6) that once functions vn(x),
n = 1, . . . , N , are found, coefficient c(x) is approximated by
c(x) ≈ −
N∑
n=1
v′n(x)fn(k)− k2
N∑
n=1
N∑
j=1
vn(x)vj(x)fn(k)fj(k). (3.14)
Note that vn(x), n = 1, . . . , N, are complex valued functions. In numerical implemen-
tation, it is more convenient to work with real vectors. For this purpose, we denote by
Vn(x) and Vn+N(x) the real and imaginary parts of vn(x) and define the vector-valued
real function V (x) as V (x) = (V1(x), . . . , VN(x), VN+1, . . . , V2N)
T . By separating the real
and imaginary parts of (3.11), we obtain the following equations:
N∑
n=1
MmnV
′
n +
N∑
n=1
N∑
j=1
Gmnj(VnVj − Vn+NVj+N) = 0, (3.15)
N∑
n=1
MmnV
′
n+N +
N∑
n=1
N∑
j=1
Gmnj(VnVj+N + Vn+NVj) = 0, (3.16)
for m = 1, . . . , N and x ∈ (0, b). To be compact, we rewrite these equations in the
following vector form
M˜V ′ +G (V ) = 0, x ∈ (0, b), (3.17)
where M˜ =
[
M 0
0 M
]
is a 2N × 2N block matrix, M is an N × N matrix with entries
Mmn defined by (3.12), and G(V ) = (G1(V ), . . . , GN(V ), GN+1(V ), . . . , G2N(V ))
T with
Gm(V ) =
N∑
n=1
N∑
j=1
Gmnj(VnVj − Vn+NVj+N),
Gm+N(V ) =
N∑
n=1
N∑
j=1
Gmnj(VnVj+N + Vn+NVj)
for m = 1, . . . , N . System (3.17) is coupled with the following boundary conditions:
V (0) = V 0, V (b) = V b, (3.18)
9where V 0 = (V 01 , . . . , V
0
2N)
T and V b = (V b1 , . . . , V
b
2N)
T whose components are calculated
from (3.7) as follows
V 0n =
∫ k¯
k
Re(v0(k))fn(k)dk, V
0
n+N =
∫ k¯
k
Im(v0(k))fn(k)dk,
V bn = 0, V
b
n+N = −
∫ k¯
k
1
k
fn(k)dk, n = 1, . . . , N.
In solving problem (3.17)–(3.18), we require that matrix M be non-singular (and
so is M˜). To satisfy this requirement, the basis {fn} must be chosen appropriately.
Here we use the same basis of L2(k, k) that was introduced in [21]. This basis was also
used in [24]. We start with the complete set {kn−1ek}∞n=1 in L2(0, 1). Then, we use the
Gram-Schmidt orthonormalization procedure to obtain an orthonormal basis {ϕn(k)}∞n=1
of L2(0, 1). Finally, we define fn(k) as
fn(k) =
1√
k¯ − k
ϕn
(
k − k
k¯ − k
)
.
It is clear that {fn(k)}∞n=1 is an orthonormal basis in L2(k, k¯). Moreover, it was proved
in [21] that matrix M is upper-triangular with det(M) = (k¯ − k)−N . Therefore, both
matrices M and M˜ are invertible.
Next, we introduce a new vector-valued function Q(x) as Q(x) = V (x)− Vˆ (x), where
Vˆ is defined by
Vˆ (x) = V 0 + (V b − V 0)x
b
, x ∈ [0, b]. (3.19)
So each component of Vˆ (x) is linear on [0, b]. The new function Q(x) satisfies the following
boundary value problem:(
Q′ + Vˆ ′ + F (Q+ Vˆ )
)
(x) = 0, x ∈ (0, b), (3.20)
Q(0) = Q(b) = 0. (3.21)
where F (V )(x) = M˜−1G(V )(x). Note that Vˆ ′ = 1
b
(V b − V 0). Moreover, since G is a
quadratic vector function of V , so is F .
If the vector function Q is determined, so is V . Then, v(x, k) and c(x) can be calcu-
lated using (3.9) and (3.6), respectively. Therefore, the analysis below focuses on solving
the boundary value problem (3.20)–(3.21). Let H1(0, b) be the space of 2N-component
vector-valued real functions whose components belong to the Sobolev space H1(0, b), i.e.,
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H1(0, b) = (H1(0, b))2N . For each Q = (Q1, Q1, . . . , Q2N)T ∈ H1(0, b), its norm is defined
as
‖Q‖H1 :=
(
2N∑
n=1
‖Qn‖2H1
)1/2
,
where ‖ · ‖H1 denotes the H1(0, b) norm. We also define the space H10(0, b) := {Q(x) ∈
H1(0, b) : Q(0) = Q(b) = 0}. For each positive number R, we denote by BR the ball of
radius R centered at the origin in H10(0, b), i.e.,
BR := {Q ∈ H1(0, b) : ‖Q‖H1 < R, Q(0) = Q(b) = 0}. (3.22)
Note that the boundary value problem (3.20)–(3.21) is over-determined since (3.20) is
a first order system but there are two boundary conditions. We also recall that equation
(3.20) is actually an approximation. Therefore, instead of solving this problem directly,
we approximate Q by minimizing the following Carleman weighted cost functional in the
ball BR
Jλ,α (Q) =
∫ b
0
∥∥∥(Q′ + Vˆ ′ + F (Q+ Vˆ )) (x)∥∥∥2
2N
e−2λxdx+ α‖Q‖2H1 , (3.23)
where ‖ · ‖2N denotes the Euclidean norm in R2N . The exponential term e−2λx is known
as the Carleman Weight Function for the operator d/dx.
Remark 3.1. In our theoretical analysis we do not actually need to add the regularization
term. However, we keep it here since we have noticed in our numerical studies that we
really need it in computations.
4 Convexity, global convergence, and accuracy esti-
mate
In this section, we prove the global strict convexity of the objective functional Jλ,α. Next,
we prove the global convergence of the gradient projection method and provide an ac-
curacy estimate of the reconstructed solution. First, we prove the following Carleman
estimate.
Lemma 4.1. Let h be a real valued function in H1 (0, b) such that h (0) = 0 and λ be a
positive number. Then the following Carleman estimate holds∫ b
0
(h′)2 e−2λxdx ≥ λ2
∫ b
0
h2e−2λxdx. (4.1)
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Proof. Consider the function v (x) = h (x) e−λx. Then h = veλx and h′ = (v′ + λv) eλx.
Hence,
(h′)2 e−2λx = (v′ + λv)2 ≥ λ2v2 + 2λv′v = λ2v2 + λ (v2)′ .
Hence, ∫ b
0
(h′)2 e−2λxdx ≥ λ2
∫ b
0
v2dx+ λ
∫ b
0
(
v2
)′
dx.
Since
λ
∫ b
0
(
v2
)′
dx = λv2(b)− λv2(0) = λv2(b) ≥ 0,
then ∫ b
0
(h′)2 e−2λxdx ≥ λ2
∫ b
0
v2dx = λ2
∫ b
0
h2e−2λxdx.
The proof is complete. 
Next, we prove that the objective functional Jλ,α(Q) is smooth.
Lemma 4.2. Let R, λ, and α be arbitrary real numbers such that R > 0, λ > 0, and
α ≥ 0. Then, the objective functional Jλ,α(Q) defined by (3.23) is Fre´chet differentiable
in BR. Moreover, its Fre´chet derivative J
′
λ,α(Q) is Lipschitz continuous on BR, i.e., there
exists a constant D > 0 depending only on R, F , Vˆ , N , and α such that for all Q˜, Q ∈ BR
the following inequality holds
‖J ′λ,α(Q˜)− J ′λ,α(Q)‖H1 ≤ D‖Q˜−Q‖H1 . (4.2)
Proof. Since F is a quadratic function, the smoothness of Jλ,α follows from standard
functional analysis arguments. Indeed, let Q˜ and Q be two functions in BR and denote
by h := Q˜−Q. Since F (Q) is a quadratic vector-valued function of Q, it follows that
Q˜+ Vˆ ′ + F (Q˜+ Vˆ ) = Q′ + Vˆ ′ + h′ + F (Q+ h+ Vˆ )
= Q′ + Vˆ ′ + F (Q+ Vˆ ) + L(Q+ Vˆ , h) + h′ + F (h),
(4.3)
where L is a bilinear operator. Replacing (4.3) into (3.23), we have
Jλ,α(Q˜) =
∫ b
0
e−2λx‖
(
Q′ + Vˆ ′ + F (Q+ Vˆ ) + L(Q+ Vˆ , h) + h′ + F (h)
)
(x)‖22Ndx
+α‖Q+ h‖2H1
= Jλ,α(Q) +
∫ b
0
e−2λx‖
(
L(Q+ Vˆ , h) + h′ + F (h)
)
(x)‖22Ndx (4.4)
+2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), h′ + (L(Q+ Vˆ , h)〉2Ndx.
+2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), F (h)〉2Ndx+ 2α〈Q, h〉H1 + α‖h‖2H1 .
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Here and below, 〈, 〉2N and 〈, 〉H1 are the inner products in R2N and inH1(0, b), respectively.
Since F (Q) is a quadratic function of Q, we have∫ b
0
e−2λx‖
(
h′ + L(Q+ Vˆ , h) + F (h)
)
(x)‖22Ndx = O(‖h‖2H1)
and ∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), F (h)〉2Ndx = O(‖h‖2H1)
when ‖h‖H1 → 0. Therefore, it follows from (4.4) that
Jλ,α(Q˜)− Jλ,α(Q) = 2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), h′ + L(Q+ Vˆ , h)〉2Ndx
+ 2α〈Q, h〉H1 +O(‖h‖2H1).
(4.5)
Since the first two terms on the right-hand side of (4.5) are bounded linear operators of
h, we conclude that Jλ,α is Fre´chet differentiable and its gradient is given by
J ′λ,α(Q) (h) = 2
∫ b
0
e−2λx〈Q′+ Vˆ ′+F (Q+ Vˆ ), h′+L(Q+ Vˆ , h)〉2Ndx+ 2α〈Q, h〉H1 (4.6)
for any h ∈ H1(0, b).
Next, we prove the Lipschitz continuity of J ′λ,α. For an arbitrary vector-valued function
h ∈ H1(0, b), (4.6) implies that
[
J ′λ,α(Q˜)− J ′λ,α(Q˜)
]
(h)
= 2
∫ b
0
e−2λx〈Q˜′ + Vˆ ′ + F (Q˜+ Vˆ ), h′ + L(Q˜+ Vˆ , h)〉2Ndx
− 2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), h′ + L(Q+ Vˆ , h)〉2Ndx
+ 2α〈Q, h〉H1 .
(4.7)
To estimate the first two terms on the right-hand side of (4.7), we separate them as
follows:
2
∫ b
0
e−2λx〈Q˜′ + Vˆ ′ + F (Q˜+ Vˆ ), h′ + L(Q˜+ Vˆ , h)〉2Ndx
−2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), h′ + L(Q+ Vˆ , h)〉2Ndx
=2
∫ b
0
e−2λx〈Q˜′ −Q′ + F (Q˜+ Vˆ )− F (Q+ Vˆ ), h′ + L(Q˜+ Vˆ , h)〉2Ndx
+2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), L(Q˜−Q, h)〉2Ndx.
(4.8)
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In obtaining the last term, we have used the identity L(Q˜ + Vˆ , h) − L(Q + Vˆ , h) =
L(Q˜ − Q, h) thanks to the bilinearity of L. Since F is a quadratic function of Q, there
exist constants D1 = D1(R,F, Vˆ , N) and D2 = D2(R,F, Vˆ , N) such that for all Q˜, Q ∈ BR
and for all x ∈ (0, b),
‖(Q˜′ −Q′ + F (Q˜+ Vˆ )− F (Q+ Vˆ ))(x)‖22N
= ‖(Q˜′ −Q′ + F (Q˜−Q) + L(Q˜−Q,Q+ Vˆ ))(x)‖22N
≤ D21
(
‖(Q˜′ −Q′)(x)‖22N + ‖(Q˜−Q)(x)‖22N
) (4.9)
and
‖(Q′ + Vˆ ′ + F (Q+ Vˆ ))(x)‖2N ≤ D2. (4.10)
On the other hand, there exist constantsD3 = D3(R,F, Vˆ , N) andD4 = D4(R,F, Vˆ , N)
such that
‖(h′ + L(Q˜+ Vˆ , h))(x)‖22N ≤ D23
(‖h′(x)‖22N + ‖h(x)‖22N) , (4.11)
‖(L(Q˜−Q, h))(x)‖2N ≤ D4‖(Q˜−Q)(x)‖2N‖h(x)‖2N (4.12)
Hence, using Cauchy-Schwarz inequality, (4.9) and (4.11), we obtain∣∣∣ ∫ b
0
e−2λx〈Q˜′ −Q′ + F (Q˜+ Vˆ )− F (Q+ Vˆ ), h′ + L(Q˜+ Vˆ , h)〉2Ndx
∣∣∣
≤
∫ b
0
‖(Q˜′ −Q′ + F (Q˜+ Vˆ )− F (Q+ Vˆ ))(x)‖2N‖(h′ + L(Q˜+ Vˆ , h))(x)‖2Ndx
≤
(∫ b
0
‖(Q˜′ −Q′ + F (Q˜+ Vˆ )− F (Q+ Vˆ ))(x)‖22Ndx
)1/2
×
(∫ b
0
‖(h′ + L(Q˜+ Vˆ , h))(x)‖22Ndx
)1/2
≤ D1D3‖Q˜−Q‖H1‖h‖H1 . (4.13)
Note that we have used the fact that e−2λx ∈ (0, 1) in the above estimate. Similarly, we
have from (4.10) and (4.12) that∣∣∣ ∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), L(Q˜+ Vˆ , h)− L(Q+ Vˆ , h)〉2Ndx
∣∣∣
≤
∫ b
0
‖(Q′ + Vˆ ′ + F (Q+ Vˆ ))(x)‖2N‖(L(Q˜−Q, h))(x)‖2Ndx
≤
∫ b
0
D2D4‖(Q˜−Q)(x)‖2N‖h(x)‖2Ndx ≤ D2D4‖Q˜−Q‖H1‖h‖H1 . (4.14)
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It follows from (4.7), (4.8), (4.13), and (4.14) that∣∣∣[J ′λ,α(Q˜)− J ′λ,α(Q)] (h)∣∣∣ ≤ 2(D1D3 +D2D4 + α)‖Q˜−Q‖H1‖h‖H1 .
This inequality implies (4.2). The proof is complete. 
We are now ready to state and prove our main theoretical results.
Theorem 4.3 (Convexity). Let R be an arbitrary positive number and α ≥ 0. Then,
there exists a sufficiently large number λ0 = λ0(R,F, Vˆ , N) > 0 such that the objective
functional Jλ,α(Q) defined by (3.23) is strictly convex on BR for all λ ≥ λ0. More pre-
cisely, there exists a constant C∗ = C∗(R,F, Vˆ , N) > 0 such that for arbitrary vector
functions Q˜, Q ∈ BR, the following estimate holds:
Jλ,α(Q˜)− Jλ,α(Q)− J ′λ,α(Q)(Q˜−Q) ≥ C∗‖Q˜−Q‖2H1 , ∀λ ≥ λ0. (4.15)
Both constants λ0 and C
∗ depend only on the listed parameters.
Proof. Denote h = Q˜−Q. It follows from Lemma 4.2 that Jλ,α(Q) is Fre´chet differentiable
on B2R. It follows from (4.4) and (4.6) that
Jλ,α(Q˜)− Jλ,α(Q)− J ′λ,α(Q)h
=
∫ b
0
e−2λx‖(L(Q+ Vˆ , h) + h′ + F (h))(x)‖22Ndx
+ 2
∫ b
0
e−2λx〈Q′ + Vˆ ′ + F (Q+ Vˆ ), F (h)〉2Ndx+ α‖h‖2H1 .
(4.16)
Here L is the same bilinear operator as in Lemma 4.2. The first term on the right-hand
side of (4.16) is estimated as follows:
‖(L(Q+ Vˆ , h) + h′ + F (h))(x)‖22N
= ‖h′(x)‖22N + 2〈h′(x), (L(Q+ Vˆ , h) + F (h))(x)〉2N + ‖(L(Q+ Vˆ , h) + F (h))(x)‖22N
≥ ‖h′(x)‖22N −
1
2
‖h′(x)‖22N − 2‖(L(Q+ Vˆ , h) + F (h))(x)‖22N
+ ‖(L(Q+ Vˆ , h) + F (h))(x)‖22N
=
1
2
‖h′(x)‖22N − ‖(L(Q+ Vˆ , h) + F (h))(x)‖22N . (4.17)
In addition, since F (h) is a quadratic vector function of h and L is a bilinear operator,
there is a constant C1 = C1(R,F, Vˆ , N) such that
‖(L(Q+ Vˆ , h) + F (h))(x)‖22N ≤ C1‖h(x)‖22N .
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Substituting this inequality into (4.17), we obtain
‖(L(Q+ Vˆ , h) + h′ + F (h))(x)‖22N ≥
1
2
‖h′(x)‖22N − C1‖h(x)‖22N . (4.18)
On the other hand, since ‖Q‖H1 ≤ R, the second term on the right-hand side of (4.16)
is estimated as:
2〈(Q′ + Vˆ ′ + F (Q+ Vˆ ))(x), F (h)(x)〉2N ≥ −C2‖h(x)‖22N , (4.19)
where C2 = C2(R,F, Vˆ , N) is a constant depending only on R, F , Vˆ , and N . Substituting
(4.18) and (4.19) into (4.16), we obtain
Jλ,α(Q˜)− Jλ,α(Q)− J ′λ,α(Q)h
≥ 1
2
∫ b
0
e−2λx‖h′(x)‖22Ndx− C3
∫ b
0
e−2λx‖h(x)‖22Ndx+ α‖h‖2H1 ,
(4.20)
where C3 = C1 + C2. Let λ0 be a positive constant such that λ
2
0/8 > C3. Note that
h ∈ H1(0, b) and h(0) = 0. Applying Lemma 4.1 to the first term in the second line of
(4.20), we obtain
Jλ,α(Q˜)− Jλ,α(Q)− J ′λ,α(Q) (h)
≥ 1
4
∫ b
0
e−2λx‖h′‖22Ndx+
λ20
8
∫ b
0
e−2λx‖h‖22Ndx+ α‖h‖2H1
≥ (C4 + α)‖h‖2H1 ,
(4.21)
for all λ ≥ λ0. Here C4 = e−2λb min{1/4, λ20/8}. Setting C∗ = e−2λ0b min{1/4, λ20/8} + α,
we obtain (4.15). The proof is complete. 
Due to the convexity and smoothness of Jλ,α on the closed ball BR the following result
follows from theorem 2.1 of [1]:
Theorem 4.4. Assume that the parameter λ ≥ λ0 is chosen according to Theorem 4.3.
Then, the objective functional Jλ,α has a unique minimizer Q
(min) on BR. Furthermore,
the following condition holds true:
J ′λ,α(Q
(min))(Q(min) −Q) ≤ 0 for all Q ∈ BR.
To find the minimizer of Jλ,α on BR, we use gradient-based approaches. One simple
method is the gradient projection algorithm which starts from an initial guess Q(0) in BR
and finds approximations of Q(min) using the following iterative process:
Q(n+1) = P [Q(n) − γJ ′λ,α(Q(n))] , n = 0, 1, . . . (4.22)
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Here P : H1 → BR is the orthogonal projection operator from H1 onto BR and γ is the
step length at each iteration.
The following theorem ensures that the gradient projection algorithm is convergent
for an arbitrary initial guess Q(0) ∈ BR.
Theorem 4.5 (Global convergence). Assume that the parameter λ ≥ λ0 is cho-
sen according to Theorem 4.3. Let Q(min) be the unique global minimum of Jλ,α(Q)
in the closed ball BR. Let {Q(n)}∞n=0 be the sequence (4.22) of the gradient projection
algorithm (4.22) with γ small enough. Then there exists a sufficiently small number
γ0 = γ0(R,F, Vˆ , N) ∈ (0, 1) depending only on the listed parameters such that for every
γ ∈ (0, γ0) the sequence {Q(n)}∞n=0 converges to Q(min) in the space H1. Furthermore, there
exists a number q = q (γ) ∈ (0, 1) such that
‖Q(n) −Q(min)‖H1 ≤ qn‖Q(0) −Q(min)‖H1 , n = 1, 2, ... (4.23)
Proof. It is sufficient to show that the operator in the right hand side of (4.22) is contrac-
tual mapping on BR. Note that P maps BR into itself. Let Y, Z ∈ BR be two arbitrary
points of the closed ball BR. We have∥∥P [Y − γJ ′λ,α(Y )]− P [Z − γJ ′λ,α(Z)]∥∥2H1
=
∥∥(Y − Z)− γP [J ′λ,α(Y )− J ′λ,α(Z)]∥∥2H1
= ‖Y − Z‖2H1 + γ2
∥∥P [J ′λ,α(Y )− J ′λ,α(Z)]∥∥2H1
−2γ〈J ′λ,α(Y )− J ′λ,α(Z), Y − Z〉H1 . (4.24)
By Lemma 4.2
γ2
∥∥P [J ′λ,α(Y )− J ′λ,α(Z)]∥∥2H1 = γ2 ∥∥J ′λ,α(Y )− J ′λ,α(Z)∥∥2H1 ≤ γ2D2 ‖Y − Z‖2H1 . (4.25)
We now rewrite (4.15) in two different forms:
Jλ,α (Y )− Jλ,α (Z)− J ′λ,α(Z) (Y − Z) ≥ C∗ ‖Y − Z‖2H1 ,
Jλ,α (Z)− Jλ,α (Y ) + J ′λ,α(Y ) (Y − Z) ≥ C∗ ‖Y − Z‖2H1 .
Summing up, we obtain
〈J ′λ,α(Y )− J ′λ,α(Z), Y − Z〉H1 ≥ 2C∗ ‖Y − Z‖2H1 .
Substituting this into (4.24) and using (4.25), we obtain∥∥P [Y − γJ ′λ,α(Y )]− P [Z − γJ ′λ,α(Z)]∥∥2H1 ≤ (1− 4C∗γ + γ2D2) ‖Y − Z‖2H1 .
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If 0 < γ < 4C∗/D2, then the number q (γ) = (1− 4C∗γ + γ2D2) ∈ (0, 1) . The proof is
complete. 
Finally, we discuss the reconstruction accuracy. For this purpose, denote by Vˆ ∗(k)
the function defined by (3.19) with V 0 replaced by the noise-free data V 0,∗ at x = 0.
Assume that ‖V 0,∗−V 0‖2N < δ. It follows from (3.19) that there exists a constant β > 0
depending only on b such that
‖Vˆ − Vˆ ∗‖H1 < βδ. (4.26)
We have the following result for error estimates.
Theorem 4.6 (Error estimates). Assume that there exists an exact solution Q∗ of
problem (3.20)–(3.21) in BR associated with the exact data V
0,∗ and the coefficient c∗(x) is
calculated from (3.14) with V = V ∗ := Q∗+ Vˆ ∗. Let Q(min) be the unique minimizer of the
objective functional Jλ,α on BR and c
(min) be calculated from (3.14) with V = Q(min) + Vˆ .
Let λ0 be chosen as in Theorem 4.3. Moreover, α = ξδ
2 for some constant ξ > 0. Then,
for λ ≥ λ0, we have the following error estimates:
‖Q∗ −Q(min)‖H1 ≤ C∗∗δ, (4.27)
‖c∗ − c(min)‖L2 ≤ C∗∗δ, (4.28)
where the number C∗∗ = C∗∗(F,R,N) > 0 depends only on the listed parameters.
Proof. Since Q∗ and Q(min) belong to BR, Theorems 4.3 and 4.4 imply that
Jλ,α(Q
∗) ≥ Jλ,α(Q∗)− Jλ,α(Q(min))− J ′λ,α(Q(min))(Q∗ −Q(min))
≥ C∗‖Q∗ −Q(min)‖2H1 . (4.29)
On the other hand, it follows from (3.20) that
(Q∗)′ + Vˆ ′ + F (Q∗ + Vˆ )
=
[
(Q∗)′ + (Vˆ ∗)′ + F (Q∗ + Vˆ ∗)
]
+
[
Vˆ ′ − (Vˆ ∗)′ + F (Q∗ + Vˆ )− F (Q∗ + Vˆ ∗)
]
= Vˆ ′ − (Vˆ ∗)′ + F (Q∗ + Vˆ )− F (Q∗ + Vˆ ∗).
Obviously ∫ b
0
∥∥∥(Vˆ ′ − Vˆ ∗′ + F (Q∗ + Vˆ )− F (Q∗ + Vˆ ∗)) (x)∥∥∥2
2N
dx ≤ C5δ2,
where the constant C5 = C5(F,R,N) > 0 depends only on the listed parameters. Hence,
Jλ,α(Q
∗) =
∫ b
0
∥∥∥(Vˆ ′ − Vˆ ∗′ + F (Q∗ + Vˆ )− F (Q∗ + Vˆ ∗)) (x)∥∥∥2
2N
e−2λxdx
+ α‖Q∗‖2H1 ≤ C5δ2 + αR2 = (C5 + ξR2)δ2. (4.30)
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The error estimate (4.27) follows from (4.29) and (4.30) with C∗∗ =
√
(C5 + ξR2)/C∗.
The error estimate (4.28) for coefficient c(x) follows directly from (4.27) and (3.14). The
proof is complete. 
Remark 4.1. Error estimates for Q(n) and c(n)easily follows from Theorems 4.5–4.6.
Remark 4.2. Due to the fact that (3.14) is only an approximation, the “exact” coefficient
c∗ in Theorem 4.6 is actually not the true coefficient of the original inverse problem.
The difference between this coefficient and the true one depends on the truncation error
in (3.9), which is hard to estimate analytically. In our numerical analysis presented in
Section 6, we demonstrate numerically that this error is small even when only a few
Fourier coefficients are used in (3.9).
5 Discretization and algorithm
In this section, we describe the discretization and numerical algorithm for finding the
vector function Q. For the numerical implementation, it is more convenient to use (3.17)
than (3.20) because all coefficients in (3.17) are explicitly given. Note that the two forms
are equivalent. In addition, suppose that the measured data g(k) = u(0, k) is available
at a finite number of wavenumbers k = k1, . . . , kK . In this case, we consider each basis
function {fn}Nn=1 as a K-dimensional vectors instead of a function in L2(k, k) and replace
the L2(k, k) norm by the inner product of real valued K-dimensional vectors.
5.1 Discretization with respect to x
We consider a partition of the interval (0, b) into M sub-intervals by a uniform grid
0 = x0 < x1 < · · · < xM = b with xm+1 − xm = h, m = 0, . . . ,M − 1. We define the
discrete variables as Qh := {Qn,m, n = 1, . . . , 2N ; m = 0 . . . ,M} with Qn,m = Qn(xm).
Note that Qn,0 = Qn,M = 0 due to (3.21). The discrete approximation Vˆh of Vˆ is defined
in the same way. We also define Vh = Qh+ Vˆh. The regularized discrete objective function
is written as:
Jh,λ,α(Qh) := h
N∑
n=1
M−1∑
m=0
[
(J (1)n,m(Vh))
2 + (J (2)n,m(Vh))
2
]
ϕm + αR(Qh), (5.1)
where ϕm = e
−2λxm , the function R(Qh) is the regularization term given by
R(Qh) = h
2N∑
n=1
M−1∑
m=0
[
Q2n,m +
(
Qn,m+1 −Qn,m
h
)2]
, (5.2)
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and the functions J
(1)
n,m(Qh) and J
(2)
n,m(Qh) are defined by
J (1)n,m(Qh) =
N∑
l=1
Mnl
Vn,m+1 − Vn,m
h
+
N∑
l=1
N∑
j=1
Gnlj[Vl,mVj,m − Vl+N,mVj+N,m], (5.3)
J (2)n,m(Qh) =
N∑
l=1
Mnl
Vn+N,m+1 − Vn+N,m
h
+
N∑
l=1
N∑
j=1
Gnlj[Vl,mVj+N,m + Vl+N,mVj,m], (5.4)
for n = 1, . . . , N and m = 0, . . . ,M − 1.
The unknown variables to be found are Qn,m, n = 1 . . . , 2N, m = 1, . . . ,M − 1.
The gradient of the discrete cost function Jh,λ,α can be derived from (5.1)–(5.4). More
precisely, using direct calculations, we obtain
∂Jh,λ,α(Qh)
∂Qs,t
= 2h
N∑
n=1
M−1∑
m=0
[
J (1)n,m(Qh)
∂J
(1)
n,m(Vh)
∂Qs,t
+ J (2)n,m(Qh)
∂J
(2)
n,m(Vh)
∂Qs,t
]
ϕm + α
∂R(Qh)
∂Qs,t
,
(5.5)
for s = 1, . . . , 2N ; t = 1, . . . ,M − 1, where
∂J
(1)
n,m(Vh)
∂Qs,t
=
∂J
(2)
n,m(Vh)
∂Qs+N,t
=

−Mns
h
+
N∑
l=1
(Gnls +Gnsl)Vl,m, t = m, s = 1, . . . , N,
Mns
h
, t = m+ 1, s = 1, . . . , N,
0, otherwise,
and
∂J
(2)
n,m(Vh)
∂Qs,t
= −∂J
(1)
n,m(Vh)
∂Qs+N,t
=

N∑
l=1
(Gnls +Gnsl)Vl+N,m, t = m, s = 1, . . . , N,
0, t 6= m,
The derivative of R(Qh) can easily be calculated from (5.2).
5.2 Algorithm
The reconstruction of the unknown coefficient c(x), x ∈ (0, b), is done as follows.
• Step 1: Compute the Neumann data g1(k) = ux(0, k) using (2.5) then calculate
v0(k) =
g1(k)
k2g(k)
.
• Step 2: Compute V 0, V b, and Vˆh.
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• Step 3: Compute Qh by minimizing the cost function (5.1) and compute Vh =
Qh + Vˆh.
• Step 4: Compute c(x), x ∈ (0, b), using (3.14) at k = k.
Although the gradient projection algorithm is globally convergent, its convergence is
slow. Therefore, we use the Quasi-Newton method for minimizing the objective functional.
6 Numerical results
In this section, we analyze the performance of the proposed algorithm. For testing the
algorithm against simulated data, we solve the forward problem (2.1)–(2.2) by converting
it into the 1-D Lippmann-Schwinger equation
u(x, k) = ui(x, k;x0) + k2
∫ b
0
ui(ξ, k;x)[c(ξ)− 1]u(ξ, k)dξ,
where ui(x, k;x0) = 1
2ik
e−ik|x−x
0| is the incident wave generated by the point source at x =
x0 in the homogeneous medium. This integral equation is easily solved by approximating
the integral by a discrete sum.
a) c(x) = 1 + 3χ[0.1, 0.2], b) c(x) = 1 + 2e−(x−0.1)
2/(0.04)2
Figure 1: Comparison between the exact coefficient c(x) and the approximate coefficient
computed by (3.14) with 3 basis functions and exact functions vn. The derivative v
′
n(x)
is approximated by a finite difference quotient.
In the following examples, to obtain the simulated data we solved the forward problem
for x ∈ [0, 0.5] and added a 5% of additive noise to the solution of the forward problem.
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That means, the noisy data gnoisy(k) is calculated as
gnoise(k) = gexact(k) + 0.05|gexact(k)| · rand,
where rand ∈ (−1, 1) is a random variable.
In solving the inverse problem, we chose the parameters as follows. Assume that
c(x) was unknown on [0, b] = [0, 0.3] only and c(x) = 1 for x /∈ [0, 0.3], see (2.3). The
interval [0, 0.3] was divided into 31 subintervals of equal width h = 0.01. We chose 11
wavenumbers uniformly distributed between k = 1 and k¯ = 3. Using numerical tests, we
have observed that the coefficient c(x) could be approximated quite accurately using only
three terms in the truncated Fourier series (3.9) (see Figure 1). Therefore, the number
of basis functions was chosen as N = 3. The Carleman weight coefficient was chosen as
λ = 1 and the regularization parameter was chosen to be α = 10−4. These parameters
were chosen by trial-and-error for a simulated data set. To analyze the reliability of the
algorithm, the same parameters were used for all other tests. Finally, the algorithm was
started from the initial guess Q
(0)
h ≡ 0 in all of the following examples, except in Figure 4
in which we show the effect of the truncation (3.9) on the reconstruction accuracy of c(x).
Since we assume that c(x) ≥ 1 for all x, we also replaced values of c(x) which are
less than 1 by 1. Note that this truncation was done as a post-processing step after
the objective functional Jh,λ,α was minimized. Therefore, it does not affect the inverse
algorithm.
Figure 2: Comparison of the exact and reconstructed coefficient c(x) for Example 1 for
5% noisy data and the initial guess Q
(0)
h ≡ 0.
Example 1. In the first example, we reconstruct a piecewise constant coefficient given
by c(x) = 1 + 3χ[0.1, 0.2], where χ is the characteristic function. The reconstructed
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coefficient is shown in Figure 2 together with the exact coefficient. In Figure 3, we show
the reconstructed functions Vn, n = 1, 2, 3, together with the “exact” ones. The exact
functions Vn are calculated from the solution of the forward problem with the exact
coefficient using (3.1).
a) Real part b) Imaginary part
Figure 3: Comparison of the exact and reconstructed functions Vn for Example 1 for 5%
noisy data and the initial guess Q
(0)
h ≡ 0.
As can be seen from Figure 2, the reconstructed coefficient is a reasonable approxi-
mation of the true coefficient. One reason of the difference between the exact and recon-
structed coefficients that we have observed through numerical analysis is due to the fact
that (3.11) is only an approximation. As a result, the “exact” functions Vn are generally
not the global minimizer of Jh,λ,α. Therefore, when we minimize Jh,λ,α, we only obtain
an approximation of these functions. To confirm this analysis, we show in Figures 4 and
5 the reconstructed coefficient c(x) and the functions Vn for noiseless data and with the
initial guess Q
(0)
h calculated from the exact function V
∗. That means, Q(0)h = V
∗ − Vˆ ∗.
Figure 5 indicates that the exact Vn are not the globally minimizer of Jh,λ,α even with
noiseless data. Comparison of Figures 2, 3 with Figures 4, 5 also reveals another interest-
ing observation that solutions resulted from the two initial guesses practically coincide.
This is exactly the thing which follows from our above theory.
One simple way to improve the accuracy is to combine this globally convergent al-
gorithm with a locally convergent algorithm, such as the least-squares method. More
precisely, we can use the result of this algorithm as an initial guess for the least-squares
method. Since we want to focus on the performance of the globally convergent algorithm,
we do not discuss the least-squares method here. We refer the reader to [27] for this topic
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Figure 4: Comparison of the exact and reconstructed coefficient c(x) for Example 1 for
noiseless data and with the initial guess Q
(0)
h = Q
∗.
a) Real part b) Imaginary part
Figure 5: Comparison of the exact and reconstructed functions Vn for Example 1 for
noiseless data and with the initial guess Q
(0)
h = Q
∗.
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for a similar problem in time domain.
Example 2. In this example, we consider another piecewise constant coefficient with a
larger inclusion/background contrast, c(x) = 1 + 6χ[0.15, 0.25]. The result is shown in
Figures 6 and 7. Even though the jump of the coefficient is high in this case, we still can
obtain the contrast quite well.
Figure 6: Comparison of the exact and reconstructed coefficient c(x) for Example 2.
a) Real part b) Imaginary part
Figure 7: Comparison of the exact and reconstructed functions Vn for Example 2.
Example 3. Finally, we consider a continuous coefficient given by c(x) = 1+3e−(x−0.1)
2/(0.04)2 .
Figures 8 and 9 also show a reasonable reconstruction result for both the coefficient c(x)
and the functions Vn.
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Figure 8: Comparison of the exact and reconstructed coefficient c(x) for Example 3.
a) Real part b) Imaginary part
Figure 9: Comparison of the exact and reconstructed functions Vn for Example 3.
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7 Concluding Remarks
We have proposed a new globally convergent algorithm for the multi-frequency inverse
medium scattering problem. The main advantage of this method is that we do not need a
good first guess. The numerical examples confirmed that the proposed method provides
reasonable reconstruction results. They also confirmed the global convergence of the
proposed algorithm because the solutions from different initial guesses are practically the
same. As a direct extension of this work, we are considering the 2-d and 3-d problems
and will report these cases in our future work.
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